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Pseudo-Riemannian metrics
with prescribed scalar curvature
Marc Nardmann
Abstract
We consider the following generalisation of a well-known problem in Riemannian geometry: When is a
smooth real-valued function s on a given compact n-dimensional manifold M (with or without boundary)
the scalar curvature of some smooth pseudo-Riemannian metric of index q ∈ {1, . . . , n−1} onM? We prove
that this is the case for every s if 3 ≤ q ≤ n− 3, provided M admits a metric of index q at all. In fact, if
3 ≤ q ≤ n− 3, then each connected component of the space of all pseudo-Riemannian metrics of index q on
M contains a metric with scalar curvature s. We prove several theorems for pseudo-Riemannian metrics of
index 1 or 2 as well. For instance, we show that on a compact orientable connected 4-dimensional manifold
M with nonempty boundary, for every function s ∈ C∞(M,R) which is positive in at least one point and
for every connected component C of the space of time-orientable Lorentzian (i.e. −+++) metrics on M ,
there exists one metric in C whose scalar curvature is s.
The present work is essentially (i.e. up to one minor supplement) my PhD thesis, submitted to and accepted
by the faculty of mathematics and computer science at the University of Leipzig (Germany).
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A classical problem in Riemannian geometry is the prescribed scalar curvature problem: Given a smooth
manifold M and a smooth real-valued function s on M , is there a Riemannian metric on M whose scalar
curvature is s?
The same question can be asked for pseudo-Riemannian metrics of any given index, for example for
Lorentzian metrics. This pseudo-Riemannian generalisation of the prescribed scalar curvature problem
is the topic of the present thesis.
The Riemannian case has been solved largely by J. L. Kazdan and F. W. Warner in 1974–75 (cf. Appendix
D.1 for a list of the main results). It seems that no work has been done on the pseudo-Riemannian ana-
logue of the prescribed scalar curvature problem. The reason is apparently that a promising approach to a
solution has been missing: The main tool in the Riemannian case is an elliptic partial differential equation
whose obvious generalisation to the pseudo-Riemannian case is no longer elliptic and therefore virtually
useless for solving the problem globally on a manifold with possibly complicated topology.
The aim of the present thesis is to remedy this situation by the construction of a new PDE which generalises
the PDE from the Riemannian case and is still elliptic, in contrast to the naive generalisation mentioned
above. Solutions of this new PDE yield solutions of the pseudo-Riemannian prescribed scalar curvature
problem. The construction of the PDE is sketched and explained in Section 1.2, and carried out in detail
in Chapter 4. The second part of the thesis is concerned with solving the PDE.
We prove the existence of solutions mainly via the method of sub- and supersolutions and via the method
that Kazdan and Warner developed for the Riemannian prescribed scalar curvature problem; the latter
employs the implicit function theorem for Banach spaces and a theorem which describes the Lp-closure of
the orbit of a function under the right action by the diffeomorphism group. For the case of Lorentzian
metrics on a 2-manifold with nonempty boundary, we use direct methods in the calculus of variations.
These analytic techniques require that the manifold is compact (with or without boundary). Although
there exist methods to deal with noncompact manifolds, we will restrict ourselves to the compact case in
the present work. In this way, we avoid complicated analytic estimates and can focus on the geometric and
topological phenomena.
However, we clearly cannot do entirely without estimates. We need at least some knowledge about the
coefficient functions which appear in our PDE in order to prove that solutions exist. These coefficient
functions are determined by “background” data which we have to put into the construction of our elliptic
PDE: a Riemannian metric (analogous to the background metric which appears in the Riemannian pre-
scribed scalar curvature problem, that is, in the PDE of the Yamabe problem) and a distribution (in the
differential topological sense, i.e. a sub vector bundle of the tangent bundle). If we choose these background
data carefully, we get coefficient functions with the desired properties and can solve our PDE.
In particular, we have to establish the existence of distributions which satisfy a certain nonintegrability
condition. (Contact structures in odd dimensions are examples which have this property; but in dimensions
> 3, the contact condition is stronger than the property we need.) This is a purely differential topological
problem which can be solved by M. Gromov’s h-principle techniques, in particular the convex integration
method — provided the manifold under consideration has dimension ≥ 4. In dimension 3 (where the partial
differential relation in question is not ample in the sense of Gromov), we can refer to well-known results
about existence of contact structures, due to J. Martinet, R. Lutz, and Y. Eliashberg.
The prescribed scalar curvature problem turns out to be harder in the case of metrics with index 1 (i.e.
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Lorentzian metrics) or 2 than in the case of metrics with higher index. In order to deal with those higher-
index metrics, we just have to choose appropriately nonintegrable background distributions; whereas for
instance in the Lorentzian case, also the choice of the background Riemannian metric is crucial. (The
reason for this difference is that a certain coefficient function in our PDE vanishes automatically in the
Lorentzian case because line distributions are always integrable.)
Since the existence of good background metrics is much harder to establish than the existence of good
background distributions, the main theorems in this thesis contain only those facts whose proofs avoid sub-
tle constructions of suitable Riemannian metrics. However, I state a general conjecture which claims that
such metrics do almost always exist, and I give a rough idea of how to prove that. This conjecture would
solve the Lorentzian case of the prescribed scalar curvature problem more or less completely on manifolds
of dimension ≥ 4.
Here are the main results of this thesis (all manifolds and metrics are of class C∞).
• Let M be a compact n-dimensional manifold (with or without boundary), let q ∈ {3, . . . , n− 3}, and
let s ∈ C∞(M,R). Then every connected component of the space of pseudo-Riemannian metrics of
index q on M contains a metric whose scalar curvature is s. (In particular, if M admits a pseudo-
Riemannian metric of index q, then it does also admit such a metric with scalar curvature s.)
• Let M be a connected compact n-manifold (with or without boundary) where n ≥ 5, let q ∈ {1, 2}, and
let s ∈ C∞(M,R) be somewhere positive (i.e. positive in at least one point). Then every connected
component of the space of pseudo-Riemannian metrics of index q on M contains a metric with scalar
curvature s.
• Let M be a connected compact orientable 4-manifold with nonempty boundary, let s ∈ C∞(M,R)
be somewhere positive, and let C be a connected component of the space of Lorentzian (i.e. index-1)
metrics on M ; we assume that C contains a time-orientable metric1. Then C contains a metric with
scalar curvature s.
• LetM be a connected compact orientable 3-manifold (with or without boundary), and let s ∈C∞(M,R)
be somewhere positive. Then every connected component of the space of Lorentzian metrics on M
contains a metric with scalar curvature s.
• Let M be a compact connected 2-manifold with nonempty boundary, and let s ∈ C∞(M,R). Then
there is a Lorentzian metric on M with scalar curvature s.
• Let M be either the 2-dimensional torus or the Klein bottle (these are the only closed nonempty
connected 2-manifolds which admit a Lorentzian metric), and let s ∈ C∞(M,R). Then there is a
Lorentzian metric on M with scalar curvature s if and only if s is the constant 0 or changes its sign
(i.e. is positive somewhere and negative somewhere else).
Let me refer you to Section 1.3 for a complete list of results.
Obviously, the theorems above leave many questions open. Some of them are discussed and supplemented
with conjectures and speculations in Chapters 5–7. Chapter 1 contains an extensive introduction to the
pseudo-Riemannian prescribed scalar curvature problem, raising additional, more refined questions which
are not answered by the statements above. Certainly a lot of work remains to be done on the prescribed
scalar curvature problem.
It is not necessary for a reader of the present thesis to have background knowledge in all the fields which
are touched upon; i.e. Riemannian and pseudo-Riemannian geometry, the theory of partial differential
equations, differential and algebraic topology. Since this work does not build on too many previous results,
it should be possible to explain it to a not too specialised audience, and I have tried to do so. Most of the
prerequisites can be found in the appendices.
1Then all metrics in C are time-orientable.
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Conventions and notations
• The word smooth means C∞. This is the category we usually work in; i.e., all our manifolds, functions,
vector fields etc. are assumed to be smooth, except explicitly stated otherwise.
Our definition of manifold includes the Hausdorff property and paracompactness. (Every generalised
— that is, Hausdorff but not necessarily paracompact — manifold which admits a semi-Riemannian
metric is paracompact; cf. Corollary 2 in [67].) Manifolds are assumed to be finite-dimensional (except
when the word manifold is preceded by Fre´chet or Banach or Hilbert) and pure-dimensional (that is,
all connected components have the same dimension). An n-manifold is an n-dimensional manifold.
Manifolds may have a boundary. (Most of the results in this thesis hold for manifolds with nonempty
boundary as well as for manifolds without boundary.) Closed manifolds are compact manifolds
without boundary. Open manifolds are manifolds all of whose connected components are not closed.
(When we talk about a subset of a manifold, we distinguish carefully whether it is open/closed as a
topological subset or open/closed as a manifold.)
• The index of a nondegenerate symmetric bilinear form on a finite-dimensional R-vector space is the
number of negative entries in any of its diagonalisations.
LetM be an n-manifold. A semi-Riemannian metric onM is a section in the bundle of nondegenerate
symmetric bilinear forms on the tangent bundle TM . A semi-Riemannian metric g on M has index q
if and only if the bilinear form gx has index q for every x ∈M . A pseudo-Riemannian metric on M
is a semi-Riemannian metric on M which has index ∈ {1, . . . , n− 1}. A Riemannian metric on M is
a semi-Riemannian metric onM which has index 0. A Lorentzian metric on M is a semi-Riemannian
metric on M which has index 1.
According to a different convention, a Lorentzian metric on M is a semi-Riemannian metric on M
which has index n− 1. The choice of convention is (at least slightly) relevant to the prescribed scalar
curvature problem, because the scalar curvature of a semi-Riemannian metric g (of index q) is related
to the scalar curvature of the metric −g (of index n− q) by the formula scal−g = − scalg (cf. 3.2.5).
• The word distribution will only be used in the sense of differential topology (cf. Subsection 1.1.4):
a q-plane distribution on a manifold M is a smooth rank-q sub vector bundle of the tangent bundle
TM .
• Take note of our usage of the word conformal ; cf. Definition D.1.1.
• We denote the space of Cr sections in a (smooth) fibre bundle E → M by Cr(M←E); cf. also
Notation A.1.1. (I don’t know who invented this notation; I learned it from [58].)
N = {0, 1, 2, . . .}
(a, b), (a, b], [a, b) open resp. half-open interval
N≥2, R>0, etc. {n ∈ N | n ≥ 2}, {r ∈ R | r > 0}, etc.
Rg, Ricg, scalg Riemann (cf. 2.2.20) resp. Ricci resp. scalar curvature of the metric g
δij Kronecker symbol: δij = 1 if i = j, and δij = 0 if i 6= j
idM identity map on the set M
f |M restriction of the function f to the subset M of its domain
df(X) ≡ ∂Xf derivative of the function f in the direction of the vector field X
Df ≡ Tf derivative of a map f between (Banach) manifolds
Dxf ≡ Txf value of the derivative Df ≡ Tf in the point x
xi
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[v, w] Lie bracket of vector fields
Sn n-dimensional sphere
T n n-dimensional torus S1 × . . .× S1 (n factors)
RP
n, CPn real resp. complex n-dimensional projective space
M, K Mo¨bius strip, Klein bottle
M#N connected sum of manifolds
βM , σM intersection form of the 4-manifold M , resp. signature of M
χ(M) ≡ χM Euler characteristic of M
Hk,p(M,R), Hk,p0 (M,R) Sobolev spaces (cf. Appendix B.2)
Hk(M ;G), Hk(M ;G) kth cohomology resp. homology group of the space M with coefficients in G
π0(X) set of path-connected components of the topological space X
πk(X ;x0), πk(X) kth homotopy group of the space X (with base point x0)
Cr(M,N) space of r-times continuously differentiable maps from M to N
Cr(M←E) space of Cr sections in the fibre bundle E →M
Jr(M,N), Jr(M←E) jet spaces (cf. Appendix A.1.1)
jrf , jrxf r-jet prolongation of the map/section f , resp. its evaluation in x (cf. A.1.1)
J1⊥WE perp-jet space of the bundle E (cf. Appendix A.3.1)
Diff(M) group of all diffeomorphisms from M to M
Diff0(M) path component of the identity in Diff(M)
index(g) index of a nondeg. symm. bilinear form resp. semi-Riemannian metric
Metrq(M) space of semi-Riemannian metrics of index q on M ; cf. C.4.2
Distrq(M) space of q-plane distributions on M ; cf. C.4.1
Lin(V,W ) Banach space of continuous linear maps between the real Banach spaces V,W ,
resp. vector bundle of linear maps between the real vector bundles V,W
Compl(V ) affine space resp. affine bundle of complementary subspaces (cf. Appendix A.5)
Gq(E) qth Grassmann manifold resp. Grassmann bundle (cf. Appendix A.5)
Sym(E) vector space/bundle of symmetric bilinear forms on the v. space/bundle E
Symq(E) subset of Sym(E) consisting of nondegenerate bilinear forms of index q
Time, Space cf. C.2.2
Timifier, Spacifier cf. C.3.3
tdc, sdc, TDC, SDC cf. C.5.2, C.5.5
tmc, smc, TMC, SMC cf. C.5.7, C.5.9
cdc, CDC cf. C.5.12, C.5.14
E∗ dual vector space resp. dual vector bundle
⊥gU g-orthonormal bundle: cf. 1.1.9, 2.1.2
⊥U normal bundle: cf. 2.1.5
♭g, ♯g musical isomorphisms: cf. 2.1.2
iU inclusion map: cf. 2.1.2
prUg orthogonal projection: cf. 2.1.6
〈α, β〉g scalar product of cotangent vectors resp. 1-forms: cf. 2.1.2
〈α, β〉g,U cf. 2.2.3
|α|g ≡
√〈α, α〉g (only used if g is positive definite); similarly |α|g,U ≡√〈α, α〉g,U
∇, ∇(g) covariant derivative with respect to the Levi-Civita connection of g
i : U , i, j : U , i : ⊥U notation for U -adapted ON frames: cf. 2.1.14
εi notation for ON frames: cf. 2.1.11
Γkij ON frame Christoffel symbol: cf. 2.1.18
Γ kij coordinate system Christoffel symbol (will rarely occur; no danger of confusion)
switch(g, V ) cf. 3.1.1
stretch(g, f, V ) cf. 3.1.6
conform(g, f) cf. 3.1.11
change(g, f, κ, V ) cf. 4.1.1
divg(X) divergence of the vector field X with respect to the semi-Riemannian metric g
divUg (X) cf. 2.2.1
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divUg cf. 2.2.4
〈divUg , df〉g,⊥U cf. 2.2.4
〈divUg , divUg 〉g,⊥U cf. 2.2.4
∆g(f) Laplacian of the function f with respect to the metric g
∆Vg,W , ∆
V
g cf. 2.2.6
σg,V , τg,V cf. 2.2.16
scalV,Wg cf. 2.2.21
QVg cf. 2.2.24
qualVg cf. 2.2.27
ξg,V cf. 2.2.31
χg,V cf. 2.2.32
∇(g)V V cf. 2.2.33
divg(V )
2, ∂V divg(V ) cf. 2.2.33
∆folg,H cf. 2.3.6
scalfolg,H scalar curvature of a foliation: cf. 2.3.9
Υg,f,V our favourite elliptic operator: cf. 4.2.1
A⊤ transpose of the matrix A∫
(M,g) f the integral of a measurable function f : M → R with respect to the measure
induced by the semi-Riemannian metric g on M
The total contraction of a tensor field T ⊗ T (i.e. contraction of T ⊗ T in all corresponding indices) with
respect to a metric g is denoted by |T |2g — but only if g is Riemannian, not in the pseudo-Riemannian
case. (As a matter of taste, I avoid a notation of the form |. . .|2 in a situation where it might represent a
negative number or function and where thus the notation |. . .| has no unambiguous meaning.)
The notion g-good is defined in 2.1.4.
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Chapter 1
Introduction
A classical problem in Riemannian geometry is to determine which real-valued functions on a given manifold
M can be represented as scalar curvatures of Riemannian metrics on M . The results of J. L. Kazdan and
F. W. Warner from the mid-1970s solve this problem largely; cf. Appendix D.1 for a review of some facts
which might help to put the present work into context.
This thesis addresses the analogous problem for pseudo-Riemannian metrics — with an emphasis on global
solutions on manifolds with possibly complicated topology. Our aim is not to give the sharpest possible
results for the problem on open subsets of Rn, or on open neighbourhoods of an initial data hypersurface
in a Lorentzian manifold. Rather, we would like to obtain any results at all for metrics on manifolds which
are not diffeomorphic to a product manifold.
To my knowledge, there has been no prior work in this direction, not even in the case of Lorentzian
metrics. However, even the much harder problem of prescribed Ricci curvature for Lorentzian metrics
has been investigated as an initial value problem on small open neighbourhoods of hypersurfaces; cf. D.
DeTurck’s Theorem 3.6 in [20].
But what exactly is the pseudo-Riemannian prescribed scalar curvature problem on arbitrary manifolds?
Actually, there are several semi-Riemannian generalisations of the Riemannian problem, which answer
different natural questions in the pseudo-Riemannian case. We start this chapter with a detailed exposition
of these different versions, in Section 1.1.
Section 1.2 explains how we are going to solve the pseudo-Riemannian prescribed scalar curvature problem,
Section 1.3 contains a complete list of results, and Section 1.4 gives a short overview of the structure of the
thesis.
Why should we care about the scalar curvature of pseudo-Riemannian metrics at all? Let me conclude
these introductory remarks with a short motivation (albeit limited to the Lorentzian case).
Connections to general relativity
The physical theory of general relativity models spacetime as a Lorentzian manifold of dimension 4. On
every open subset of spacetime which contains no matter (i.e. a vacuum region), A. Einstein’s equation
Ricg −1
2
scalg g + Λg = 0 (1.1)
holds; here g is the Lorentzian spacetime metric, and Λ ∈ R is the cosmological constant. (We could also
discuss non-vacuum regions, but let’s keep things simple.)
A natural question arises: Given Λ ∈ R and a manifold M (of dimension 4, say), is there a Lorentzian met-
ric g on M which satisfies (1.1)? In other words, can M be a vacuum spacetime for the given cosmological
constant Λ? (By rescaling g with a constant, one sees easily that the answer depends only on the sign —
positive, zero, or negative — of Λ.)
This is certainly a very difficult question in general. Even the famous analogous question in Riemannian
geometry — which has been studied extensively — is still far from being solved (cf. [62] for several overview
articles on the subject). So one should probably try to solve a simpler problem first.
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Recall in this context that Ricg − 12 scalg g = 0 holds for every 2-dimensional semi-Riemannian mani-
fold (M, g). For every semi-Riemannian manifold of dimension n > 2, the vacuum Einstein equation
Ricg − 12 scalg g + Λg = 0 implies that g is an Einstein metric: contracting this tensor equation yields
scalg =
2n
n−2Λ, hence Ricg =
2
n−2Λg. Conversely, if the metric g is Einstein, i.e. Ricg = λg for some
λ ∈ R, then the vacuum Einstein equation holds with cosmological constant Λ = n−22 λ. In particular, the
constant scalar curvature of a vacuum Einstein metric in dimension n > 2 has the same sign (positive, zero,
or negative) as the cosmological constant.
This suggests that one should simplify our question from above as follows: Given Λ ∈ R (without loss of
generality Λ ∈ {1, 0,−1}) and a manifold M of dimension > 2, is there a Lorentzian metric g on M with
constant scalar curvature Λ? If the answer is no for some pair (Λ,M), then the answer to the question
from above is negative for this pair as well.
The first obstruction to a Lorentzian metric onM with constant scalar curvature Λ is of course non-existence
of Lorentzian metrics on M . The results of this thesis suggest that there are no further obstructions if
n ≥ 4. If this conjecture is true, then there are no nontrivial obstructions on the scalar curvature level
to the existence of solutions of (1.1), in sharp contrast to the situation in the Riemannian case, where
obstructions to positive or zero scalar curvature metrics exist and yield obstructions to Einstein metrics
with these signs.
We follow here a philosophy which says that it is interesting to understand the global geometry of Lorentzian
manifolds with complicated topology. In Lorentzian geometry and general relativity, much is known about
causal structure and geodesic incompleteness (cf. e.g. the singularity theorems of R. Penrose, S. Hawking,
and others), or about the curvature of globally hyperbolic spacetimes. General information on the curvature
of manifolds which are not globally hyperbolic seems to be rare. The results of the present thesis could be
seen as a small step toward a better understanding of the curvature of such manifolds.1 2
1.1 Statement of the problem
We state the three most important versions of the prescribed scalar curvature problem: the plain problem
1.1.1, the distribution problem 1.1.4, and the homotopy class problem 1.1.13. On a quick reading, it suffices
to read just the statements of these three versions because everything else in this section is explanations
and background.
1.1.1 The plain version
In its simplest version, the problem we want to solve is the following:
1.1.1 The plain problem. Let n be an integer ≥ 2, and let q ∈ {0, . . . , n}. We are given an n-dimensional
smooth manifold M which admits a semi-Riemannian metric of index q; and, in addition, a smooth real-
valued function s onM . Is there a smooth semi-Riemannian metric of index q onM whose scalar curvature
is s?
1.1.2 Remarks and conventions.
(i) If M is a manifold of dimension n ≤ 1, only the constant function 0 can occur as the scalar curvature
of some semi-Riemannian metric on M . That’s why we restrict our considerations to manifolds of
1Some physicists might object to this motivation of the Lorentzian prescribed scalar curvature problem because they think
that spacetimes which contain closed timelike curves are forbidden for physical-philosophical reasons (cf. e.g. [40], p. 189).
Demanding the non-existence of closed timelike curves forces the topology of spacetime to be quite trivial: all closed manifolds
are excluded (cf. e.g. [40], Proposition 6.4.2), and compact Lorentz cobordisms (cf. [105], [106]) have to be topological products
[0, 1]×N then (cf. Theorem 2 in [33]). Thus the Lorentzian metrics which we are going to construct in the present thesis will
usually admit closed timelike curves. Depending on the philosophical viewpoint, people might have different opinions as to
whether this fact reduces the motivation one can draw from physics for the prescribed scalar curvature problem. Personally,
I think there is no experimental evidence against closed timelike curves in the universe we live in, so I see no problem.
2There are several related questions which I cannot discuss here in detail, for example the problem of topology change
in general relativity; cf. e.g. §3.3 in [99]. In particular, to what extent remains Tipler’s Theorem 4 in [98] true if one omits
the so-called generic condition? When is topology change by compact constant scalar curvature spacetimes possible (being a
necessary condition for topology change by compact vacuum spacetimes)? Cf. Remark 6.1.16 for a first result in this direction.
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dimension ≥ 2. Of course we could also restrict ourselves to nonempty connected manifolds, without
loss of generality.
(ii) An n-dimensional manifold admits a semi-Riemannian metric of index q if and only if it admits a
semi-Riemannian metric of index n − q (because of the correspondence g ↔ −g). Every manifold
admits a Riemannian metric. A connected manifold admits a Lorentzian metric if and only if it is
either closed with zero Euler characteristic, or open; cf. Proposition 5.37 in [75].3 The existence of
ultra-Lorentzian metrics4 is harder to characterise; cf. [43], [94], [95] for some results5. The topological
assumption which admits a semi-Riemannian metric of index q in our statement of the plain problem
is just the trivial necessary condition for the existence of a solution.
(iii) We have assumed that the manifold M and the function s are smooth, and asked for a smooth
semi-Riemannian metric. This is quite natural from a geometer’s viewpoint. But we could consider
lower regularity as well, of course; for example, we could ask: Let r ≥ 0, assume that M is (at
least6) Cr+2, and that s is Cr; is there a Cr+2 semi-Riemannian metric with scalar curvature s?
Alternatively (and, from a PDE theorist’s viewpoint, more conveniently), we might consider Cr,α
(Ho¨lder) regularity or Hr,p (Sobolev) regularity (where α ∈ (0, 1) and p ∈ [1,∞) ). We derive results
along these lines naturally in this thesis by applying standard PDE techniques, but I have made no
effort to state them in maximal generality and sharpness. The aim is to find smooth solutions.
However, we will discuss what happens if M is equipped with a real-analytic structure (this we can
assume without loss of generality) and s is real-analytic. We will see that whenever we can prove
that a smooth solution metric g exists, we can even choose g real-analytic.
(iv) Without loss of generality, we could restrict ourselves to the consideration of the case 0 ≤ q ≤ n2 , by
taking scal−g = − scalg into account. Note that the problem has an obvious symmetry in the case
q = n2 : If the function s ∈ C∞(M,R) can be realised as the scalar curvature of some index-q metric,
then the function −s can also be realised as the scalar curvature of some index-q metric.
(v) The main theorems in this thesis are stated for compact manifolds. According to our convention, a
manifold may have a nonempty boundary. We allow this possibility because the pseudo-Riemannian
prescribed scalar curvature problem for compact manifolds with nonempty boundary can in general
not be reduced to the case of closed manifolds, in contrast to the Riemannian problem.
Even if one deals only with compact manifolds, there is no need to mention manifolds with nonempty
boundary at all in the Riemannian prescribed scalar curvature problem: Every compact manifold
with nonempty boundary M can be imbedded as an open subset into a closed manifold M (the
so-called double of M , for instance); and every smooth prescribed function s on M can be extended
to a smooth function on M .7 Thus the results for closed manifolds solve the problem for manifolds
with nonempty boundary as well: One extends s toM in a suitable way8, solves the prescribed scalar
curvature problem for the extended function on the closed manifold M , and restricts the solution
metric to M .
This does not always work in the pseudo-Riemannian version. Consider the case where M is a closed
2-manifold of sufficiently high genus (a connected sum T 2#T 2 would do) with an open ball removed.
Then M admits a Lorentzian metric, but it cannot be imbedded into any closed 2-manifold which
3Note that the reference cited in the proof of this proposition deals only with one direction of the claimed equivalence. For
orientable manifolds, this equivalence is proved in §12 of [73]. I do not know a good reference for the nonorientable case.
4i.e., pseudo-Riemannian metrics of index ∈ {2, . . . , n− 2} on an n-dimensional manifold
5These articles are concerned with distributions (i.e. sub vector bundles of the tangent bundle) instead of pseudo-
Riemannian metrics. Note that a manifold admits a q-plane distribution if and only if it admits a semi-Riemannian metric of
index q, by C.1.3 and C.1.4 below.
6Since, for r ∈ N≥1, every C
r manifold admits a compatible C∞ structure (cf. [42], Theorem 2.2.9), and since this C∞
structure is unique up to C∞ diffeomorphism, we can assume without loss of generality that M is smooth. In fact, we can
even assume without loss of generality that M is real-analytic; cf. Lemma A.1.10 in Appendix A.1.
7This extendability is is tautological if we define smoothness accordingly, and it is nontrivial if we define smoothness by
just demanding that all derivatives on the manifold interior can be continuously extended to the boundary. However, R. T.
Seeley’s extension theorem [85] for functions defined on a half-space in Rn (or a related result by H. Whitney) implies that
extendability holds even in this case. (Seeley’s result for R-valued functions generalises to sections in a fibre bundle over an
arbitrary manifold, by standard arguments in differential topology.)
8A suitable extension would be one that is negative in some point of M\M .
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admits a Lorentzian metric (the only closed 2-manifolds which admit a Lorentzian metric are the
torus and the Klein bottle). It would therefore cause a loss of generality if we restricted ourselves to
closed manifolds, while there would be no technical advantage in doing so; all we need is compactness.
1.1.3 Remark (completeness). Let us consider the Riemannian special case of the plain problem, i.e.
the case q = 0. If M is noncompact, a natural sharper version of the plain problem is to look for complete
solution metrics. This makes the problem much harder (cf. Subsection D.1.4).
Things are even worse in the pseudo-Riemannian case since there is no pseudo-Riemannian analogue of the
Hopf/Rinow theorem, which gives several equivalent descriptions of completeness of Riemannian metrics;
cf. Chapters 1 and 6 in [8]. One useful notion of completeness in the general case is geodesic completeness
(which can be divided into timelike, spacelike and lightlike geodesic completeness). But recall that even
closed Lorentzian manifolds might be timelike, spacelike and lightlike geodesically incomplete (cf. [101],
p. 242, or [75], Example 7.16 and Exercise 9.12, for an example metric on the 2-dimensional torus).
It is not clear under which conditions the metrics we are going to construct will be geodesically complete.
We shall not deal with this question in the present thesis.
1.1.2 The distribution version(s)
In contrast to Riemannian geometry, Lorentzian geometry (or, more generally, pseudo-Riemannian geom-
etry) is concerned with the causal properties of metrics, i.e. with the question which directions in each
tangent space are timelike resp. lightlike resp. spacelike. Our plain problem does not reflect this; if we
solve it, we have a priori no information about the causal behaviour of the solutions. We will now state
several versions of the problem which remove this failure by prescribing the causal character of the solution
metrics. This subsection explains the sharpest versions one can hope to solve in useful generality.
Let us recall some notions from differential topology. A distribution of rank q (synonymously, a q-plane
distribution) on a manifold M is a sub vector bundle of TM which has rank q. A line distribution is just a
1-plane distribution. Two distributions V and H onM are complementary if and only if TM is the internal
direct sum of V and H . (In this situation, we have obviously rank(V ) + rank(H) = dim(M).)
Let W be a finite-dimensional real vector space equipped with a symmetric nondegenerate bilinear form
g. Recall that a vector v ∈ W is called timelike [resp. spacelike resp. lightlike] if and only if v 6= 0 and
g(v, v) < 0 [resp. g(v, v) > 0 resp. g(v, v) = 0]. A sub vector space V of W is timelike resp. spacelike resp.
lightlike if and only if every non-zero vector in V has the respective property.
Let (M, g) be a semi-Riemannian manifold. A distribution is timelike resp. spacelike resp. lightlike if and
only if every non-zero vector in the distribution has the respective property.
1.1.4 The distribution problem. Let n be an integer ≥ 2, and let q ∈ {0, . . . , n}. We are given
• an n-dimensional smooth manifold M ;
• a smooth real-valued function s on M ;
• two complementary distributions9 V and H on M , where V has rank q.
Is there a smooth semi-Riemannian metric g of index q on M whose scalar curvature is s, such that the
distribution V is timelike and the distribution H is spacelike with respect to g?
1.1.5 Remarks.
(i) The assumption which admits a semi-Riemannian metric of index q from the plain problem is super-
fluous in the distribution problem; cf. Subsection 1.1.3 below.
(ii) We could have made the following elementary remark already when we were discussing the plain
version of the prescribed scalar curvature problem; it applies, mutatis mutandis, to all versions.
If the distribution problem can be solved for the function s ∈ C∞(M,R) with respect to given
9The letters V and H remind us that in (special or general) relativistic diagrams, timelike directions correspond usually
to the vertical axis, spacelike directions to the horizontal axis.
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distributions V and H , then it can be solved, with respect to the same distributions V and H , for
every function of the form cs, where c is a positive constant. Namely, if s = scalg for some metric
g which makes V timelike and H spacelike, then cs = scalg˜ for the metric g˜ = c
−1g which makes V
timelike and H spacelike.
(iii) If we want to prescribe the causal behaviour of the desired metric, why not even prescribe the
lightcones? I.e., why don’t we fix a set (which satisfies some necessary properties) in each tangent
space and demand that this set becomes the lightcone of our solution? Or, only slightly more drastic,
why don’t we prescribe for each nonzero vector in the tangent bundle whether it should become
timelike, spacelike, or lightlike? The reason is as follows.
When two pseudo-Riemannian metrics g0, g1 on a manifold M induce the same causal structure on
TM (i.e. each tangent vector is timelike/spacelike/lightlike with respect to g0 if and only if it is
timelike/spacelike/lightlike with respect to g1), then g0 and g1 are conformal, i.e., there is a function
λ ∈ C∞(M,R>0) such that g1 = λg0. When two pseudo-Riemannian metrics g0, g1 on M have the
same index q and the same lightcones (i.e. each tangent vector is g0-lightlike if and only if it is g1-
lightlike), then g0 and g1 are conformal as well, provided q 6= n2 ; in the case q = n2 , there is at least a
function λ ∈ C∞(M,R 6=0) such that g1 = λg0 (in other words: on each connected component of M ,
the metric g1 is either conformal to g0 or conformal to −g0). These standard facts can be found in
[8], Section 2.3 (in particular Lemma 2.1), for instance.
The scalar curvature problem with prescribed lightcones is therefore essentially the conformal problem:
Given a semi-Riemannian metric g on M and a function s ∈ C∞(M,R), can we find a function
λ ∈ C∞(M,R>0) such that the metric λg has scalar curvature s? This is a rigid problem: we have
to solve a partial differential equation (second-order, nonlinear but quasilinear) for the function λ.
(We will write down the equation explicitly later on in this chapter.) In contrast, the plain and
distribution problems are far from being rigid: a naive count of scalar functions yields n(n+1)/2 free
parameters (for a metric on an n-manifold) but just one equation, scalg = s.
The conformal problem has been investigated intensively in the Riemannian case; cf. Subsection
D.1 below. It is one of the approaches Kazdan and Warner used in their work on the Riemannian
prescribed scalar curvature problem. The main reason why it was possible to get useful results for the
Riemannian conformal problem is that the PDE one has to solve is elliptic in that case. The PDE
corresponding to the pseudo-Riemannian conformal problem is not elliptic, however; it is hyperbolic
in the Lorentzian case, and ultrahyperbolic in the ultra-Lorentzian case.
This non-ellipticity is the reason why we don’t deal with the conformal problem: No PDE technique
that I am aware of could produce global solutions of this nonlinear hyperbolic (or ultrahyperbolic)
equation on, e.g., a closed manifold. Nonlinear hyperbolic equations are already quite hard to solve
on domains in Rn, but closed timelike curves produce additional difficulties. Lorentzian metrics on
manifolds like S3 or T 4#T 4#CP2#CP2 do always admit closed timelike curves, and the patterns in
which the timelike curves close might be quite complicated. There seems to be no chance to find
useful criteria for the solvability of such equations.
We can demand even more from a solution metric than we did in the distribution problem:
1.1.6 The orthogonal problem. We are given the same data n, q, M , s, V , H as in the distribution
problem. Is there a metric g which solves the distribution problem for these data such that V and H are
g-orthogonal?
Or we can demand only one half of what we demanded in the distribution problem:
1.1.7 The time distribution problem. We are given n, q, M , s with the same properties as in the
distribution problem, and we are given a q-plane distribution V on M . Is there a smooth semi-Riemannian
metric g of index q on M whose scalar curvature is s, such that V is timelike with respect to g?
1.1.8 The space distribution problem. We are given n, q, M , s with the same properties as in the
distribution problem, and we are given an (n − q)-plane distribution H on M . Is there a smooth semi-
Riemannian metric g of index q on M whose scalar curvature is s, such that H is spacelike with respect to
g?
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1.1.3 The topology of metrics and distributions
For the reader’s convenience, Appendix C contains an extensive discussion of the connection between q-
plane resp. (n − q)-plane distributions on an n-manifold M and semi-Riemannian metrics of index q on
M . This connection is important for the homotopy class problem below. Here we repeat some of the basic
facts and definitions from Appendix C.
1.1.9 Definition. Let n ∈ N and q ∈ {0, . . . , n}, let (M, g) be an n-dimensional semi-Riemannian manifold
of index q. A distribution on M is called maximally timelike if and only if it is timelike and has rank q.
A distribution on M is called maximally spacelike if and only if it is spacelike and has rank n− q. If V is
any distribution on M , then the g-orthogonal distribution of V , denoted by ⊥gV , is the distribution whose
fibre over each point x ∈M is ⊥gVx = {w ∈ TxM | g(v, w) = 0 for all v ∈ Vx} (where Vx denotes the fibre
of V over x).
1.1.10 Definition (Metrq(M), Distrq(M)). Let M be an n-manifold, let q ∈ {0, . . . , n}. We denote
the set of all q-plane distributions on M by Distrq(M) and equip it with the compact-open C
∞ topology.
Metrq(M) denotes the set of all semi-Riemannian metrics of index q onM , also equipped with the compact-
open C∞-topology.
1.1.11 Definition (ith factor distribution). For i ∈ {1, 2}, let Mi be an ni-manifold. We define the
first-factor distribution on M1 × M2 to be the n1-plane distribution on M1 × M2 which is everywhere
tangential to M1, i.e. whose value in each point (x1, x2) ∈ M1 ×M2 is the vector space (Tx1M1) ⊕ {0} ⊆
(Tx1M1)⊕ (Tx2M2) = T(x1,x2)(M1 ×M2). We define the second-factor distribution on M1 ×M2 to be the
n2-plane distribution on M1 ×M2 which is everywhere tangential to M2.
1.1.12 Definition. As usual, π0(X) denotes the set of (path-)connected components of a topological space
X . Let M be an n-manifold, let q ∈ {0, . . . , n}. There is a canonical bijection TMC: π0(Distrq(M)) →
π0(Metrq(M)) which sends the connected component of each V ∈ Distrq(M) to the connected component
of Metrq(M) which contains all metrics which make V timelike. Analogously, there is a canonical bijection
SMC: π0(Distrn−q(M))→ π0(Metrq(M)) which sends the connected component of each H ∈ Distrn−q(M)
to the connected component of Metrq(M) which contains all metrics which make H spacelike.
We define TDC: π0(Metrq(M))→ π0(Distrq(M)) to be the inverse of TMC. We define SDC: π0(Metrq(M))
→ π0(Distrn−q(M)) to be the inverse of SMC. The map CDC := SDC◦TMC = TDC◦SMC: π0(Distrq(M))
→ π0(Distrn−q(M)) sends the connected component of each V ∈ Distrq(M) to the connected component
of Distrn−q(M) that contains all distributions which are complementary to V .
1.1.4 The homotopy class version
Recall that the expressions homotopy class of σ and path component of σ (in C∞(M←E)) are used syn-
onymously for a section σ in a fibre bundle E → M . That explains the name of the following version of
the prescribed scalar curvature problem.
1.1.13 The homotopy class problem. Let n be an integer ≥ 2, and let q ∈ {0, . . . , n}. We are given an
n-dimensional smooth manifold M , a smooth real-valued function s on M , and either
(metric component variant) a path component C0 of Metrq(M); or
(time component variant) a path component C1 of Distrq(M); or
(space component variant) a path component C2 of Distrn−q(M).
Is there a smooth semi-Riemannian metric g with index q on M whose scalar curvature is s, such that
(metric component variant) g ∈ C0? resp.
(time component variant) g makes some element of C1 timelike? resp.
(space component variant) g makes some element of C2 spacelike?
1.1.14 Remarks.
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(i) All three variants are equivalent in the following sense:
A metric g solves the metric variant with respect to C0 ∈ π0(Metrq(M)) if and only if it solves the
time component variant with respect to C1 = TDC(C0) ∈ π0(Distrq(M)). (Put another way, g solves
the time component variant with respect to C1 ∈ π0(Distrq(M)) if and only if it solves the metric
variant with respect to C0 = TMC(C1) ∈ π0(Metrq(M)).)
A metric g solves the metric variant with respect to C0 ∈ π0(Metrq(M)) if and only if it solves the
space component variant with respect to C2 = SDC(C0) ∈ π0(Distrn−q(M)). (Put another way, g
solves the space component variant with respect to C2 ∈ π0(Distrn−q(M)) if and only if it solves the
metric variant with respect to C0 = SMC(C2) ∈ π0(Metrq(M)).)
The equivalence of the time and space variants can also be expressed directly: A metric g solves
the time component variant with respect to C1 ∈ π0(Distrq(M)) if and only if it solves the space
component variant with respect to C2 = CDC(C1) ∈ π0(Distrn−q(M)).
(ii) Let n, q,M, s satisfy the assumptions of the homotopy class problem. If g ∈ Metrq(M) is a solution
of the time [resp. space] distribution problem for a given V ∈ Distrq(M) [resp. H ∈ Distrn−q(M)],
then g is a solution of the time [space] variant of the homotopy class problem with respect to C1
being the homotopy class of V [C2 being the homotopy class of H ]. Put more sloppily, the homotopy
problem makes the (time/space) distribution problem easier in the sense that we do not want to make
a fixed given distribution timelike [spacelike], but any distribution which lies in the same homotopy
class as a fixed given distribution. (One can easily visualise the differences between the plain and the
homotopy class and the distribution problems in the case where M is the 2-torus.)
1.1.5 The diffeotopy class version
Let us discuss one more version of the prescribed scalar curvature problem. Its degree of difficulty lies
between those of the distribution problem and the homotopy class problem.
LetM,N be n-manifolds, and let ϕ : M → N be a diffeomorphism. Recall that if V is a q-plane distribution
on N , then ϕ∗(V ) is the q-plane distribution onM defined by ϕ∗(V )x = (ϕ∗)
−1
x (Vϕ(x)) for all x ∈M (where
a subscript term denotes evaluation at the corresponding point, and (ϕ∗)x : TxM → Tϕ(x)N is a vector
space isomorphism).
If ϕ : M → N is any map and s ∈ C∞(N,R), then ϕ∗s ∈ C∞(M,R) is defined by ϕ∗s = s ◦ ϕ.
Let M be a manifold. Recall that a smooth map Φ: M × [0, 1]→ M is a diffeotopy if and only if (A) the
map Φt : M →M given by x 7→ Φ(x, t) is a diffeomorphism for every t ∈ [0, 1], and (B) Φ0 is the identity.
As usual, Diff0(M) denotes the set of all diffeomorphisms ϕ : M → M such that there is a diffeotopy
Φ: M × [0, 1] → M with ϕ = Φ1. In other words, Diff0(M) is the path component of the identity in the
diffeomorphism group Diff(M) with respect to (the C∞(M,M) subspace topology of) the compact-open
C∞-topology (or, equivalently, any compact-open Cr-topology, where r ∈ N). Diff0(M) is a subgroup of
Diff(M).
We call the orbits of the right group action Distrq(M) × Diff0(M) → Distrq(M), (V, ϕ) 7→ ϕ∗(V ) the
diffeotopy classes of q-plane distributions on M . This explains the name of the following problem.
1.1.15 The diffeotopy class problem. Let n be an integer ≥ 2, and let q ∈ {0, . . . , n}. We are given
an n-dimensional smooth manifold M , a smooth real-valued function s on M , and two complementary
distributions V and H on M , where V is of rank q. Are there
• a smooth semi-Riemannian metric g of index q on M whose scalar curvature is s, and
• a diffeomorphism ϕ ∈ Diff0(M) such that the distribution ϕ∗(V ) is timelike and the distribution
ϕ∗(H) is spacelike with respect to g?
1.1.16 Remarks.
(i) The distribution problem and the diffeotopy class problem have the same data as input. If, for
given input s, V,H , the distribution problem is solvable — i.e., a suitable metric g exists —, then
the diffeotopy class problem is solvable for this input, by the same metric g and the diffeomorphism
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ϕ = idM . In this sense, the distribution problem is harder than the diffeotopy class problem.
But if the function s is constant, then the converse holds as well, that is, both problems are equiv-
alent: If, for given V,H and constant s, there exist a metric g and a diffeomorphism ϕ which solve
the diffeotopy class problem, then the metric (ϕ−1)∗g solves the distribution problem for the same
input data. Namely, we have then scal(ϕ−1)∗g = (ϕ
−1)∗ scalg = (ϕ
−1)∗s = s (since s is constant);
V = (ϕ−1)∗ϕ∗V is timelike with respect to (ϕ−1)∗g since ϕ∗V is timelike with respect to g; and,
analogously, H is spacelike with respect to (ϕ−1)∗g.
To put it more sloppily: The idea behind the diffeotopy class problem is to make the distribution
problem easier by allowing that the given distributions are Diff0(M)-modified relative to the pre-
scribed function s; or, equivalently, that s is Diff0(M)-modified relative to the distributions. If s
is constant, then Diff0(M)-modifications do not change it, so we are still left with the distribution
problem. (Observe that the homotopy class problem is easier than the distribution problem even if s
is constant.)
(ii) If the distributions V0, V1 ∈ Distrq(M) lie in the same diffeotopy class, then they lie in the same
homotopy class: any diffeotopy Φ: [0, 1] × M → M with Φ∗1(V0) = V1 yields a path V : [0, 1] →
Distrq(M) from V0 to V1, via Vt := Φ
∗
t (V0).
The homotopy class problem is therefore easier than the diffeotopy class problem, in the following
sense: If g is a solution of the diffeotopy class problem for given distributions V ∈ Distrq(M) and
H ∈ Distrn−q(M), then it is a solution of the time component variant [space component variant] of
the homotopy class problem with respect to C0 being the homotopy class of V [C1 being the homotopy
class of H ].
(iii) The main additional information that a solution of the diffeotopy class problem provides compared
to an arbitrary solution of the homotopy class problem lies in the twistedness of the prescribed
distribution (cf. Subsection 2.3.1). For instance, we might ask whether we can find a Lorentzian
metric with scalar curvature s which admits a maximally spacelike foliation, i.e. which admits a
maximally spacelike distribution which is integrable. An arbitrary solution of the homotopy class
problem might not have this property. But if H is integrable, then any distribution of the form
ϕ∗(H), where ϕ ∈ Diff(M), is integrable, too; so if we can solve the diffeotopy class problem for an
integrable H , then our solution metric admits a maximally spacelike foliation.
Similarly, we could consider a distribution H which is everywhere twisted (cf. 2.3.1), i.e. nowhere
integrable. Then every solution of the diffeotopy class problem with respect to this H admits a
maximally spacelike distribution which is everywhere twisted.
(iv) One might have the idea to create even more versions of the prescribed scalar curvature problem
by allowing that V and H in the diffeotopy class problem get modified by two different elements of
Diff0(M); or by allowing that they get modified by an arbitrary diffeomorphism ofM (not necessarily
contained in Diff0(M)). I think that these versions have no practical or theoretical value: they do
not make any of the mentioned problems easier to solve in practice, and their solutions would not
provide any interesting information beyond what one can get out of the problems we have already
introduced.
Like the distribution problem, we can split the diffeotopy class problem into a time half and a space half:
1.1.17 The time diffeotopy class problem. We are given n, q, M , s with the same properties as in
the diffeotopy class problem, and we are given a q-plane distribution V on M . Are there a smooth semi-
Riemannian metric g of index q on M whose scalar curvature is s, and a diffeomorphism ϕ ∈ Diff0(M)
such that ϕ∗(V ) is timelike with respect to g?
1.1.18 The space diffeotopy class problem. We are given n, q, M , s with the same properties as in
the diffeotopy class problem, and we are given an (n− q)-plane distribution H on M . Are there a smooth
semi-Riemannian metric g of index q onM whose scalar curvature is s, and a diffeomorphism ϕ ∈ Diff0(M)
such that ϕ∗(H) is spacelike with respect to g?
The Remarks 1.1.16 generalise mutatis mutandis to the time/space diffeotopy class problem.
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orthogonal problem (1.1.6)
distribution problem (1.1.4)
time distribution problem (1.1.7) space distribution problem (1.1.8)
diffeotopy class problem (1.1.15)
time diffeotopy class problem (1.1.17) space diffeotopy class problem (1.1.18)
homotopy class problem (1.1.13)
plain problem (1.1.1)
Figure 1.1: Diagram of the versions of the semi-Riemannian prescribed scalar curvature problem.
1.1.6 Summary and outlook
The different versions of the semi-Riemannian prescribed scalar curvature problem are summarised in
Figure 1.1, whose arrows generate the order relation solutions of . . . yield solutions of . . . (i.e. the order
relation . . . is harder than . . . ).
All these versions reduce to the same problem in the Riemannian case, because there the only possible
timelike distribution is the unique distribution of rank 0, and the only possible spacelike distribution is the
whole tangent bundle. In my opinion, the most natural generalisation of the Riemannian prescribed scalar
curvature problem is the homotopy class problem. We will therefore concentrate on solving that one.
This turns out to be possible in many cases on manifolds of dimension n ≥ 3. In the 2-dimensional case,
however, we solve only the plain problem.
For metrics of index ∈ {3, . . . , n− 3}, we will even be able to solve the orthogonal problem for a set of pairs
(V,H) which is C0-dense and C1-open in {(V,H) ∈ Distrq(M)×Distrn−q(M) | V is complementary to H}.
We will discuss the solvability of the diffeotopy class problem in the case where V and H are the first- resp.
second-factor distributions on a product manifold (cf. C.7.2).
1.2 How to solve the problem? The main idea
This section explains on an informal level the idea of our approach to the prescribed scalar curvature problem
for pseudo-Riemannian metrics. It contains neither definitions nor facts which are used later.
It is not completely obvious how to generalise the methods which Kazdan and Warner applied in the
Riemannian case (cf. Appendix D.1) to the pseudo-Riemannian case of the prescribed scalar curvature
problem. The direct approach would be to try again to find a pseudo-Riemannian metric h which is
conformal to a given metric g of index q and satisfies the equation scalh = s. As I already mentioned in
Remark 1.1.5, this does not work since the resulting equation
0 = 2(n− 1)∆g(κ)− n(n− 1)
κ
|dκ|2g + κ scalg −
1
κ
s (1.2)
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(the precise analogue of the Riemannian case equation (D.1a)) is not elliptic. If g is Lorentzian, the equation
is hyperbolic; if g is ultra-Lorentzian, it is ultrahyperbolic.
It would be nice if we could construct an elliptic equation whose solvability implies the solvability of the
prescribed curvature problem. That is indeed possible. The equation (cf. Theorem 4.2.2) will — at least
in a general situation — have a much more complicated form than Equation (1.2), but this is more than
compensated by the virtue of ellipticity.
The purpose of this section is to sketch in a simple (but not too simple) special case the construction of
the elliptic equation. It might be surprising that a global problem in pseudo-Riemannian geometry can be
solved via an elliptic equation at all; that is presumably not what one would expect. Therefore I would
like to convince the reader that this is indeed possible, and that the ellipticity is not caused by some
hypothetical sign error in the quite long (but straightforward) calculations in Chapter 3 and 4 where we
determine the explicit form of the equation. The basic idea is quite simple, as we will see.
1.2.1 The equation in a special case
We consider a simple special case of the Lorentzian distribution problem, in whichM is a product manifold:
Let N be any manifold of dimension n − 1, where n ≥ 2; let M be the n-manifold S1 × N ; let V be the
first-factor distribution (cf. Definition 1.1.11) on S1 × N ; and let H be the second-factor distribution on
S1 ×N .
Given any function s ∈ C∞(M,R), we want to find a Lorentzian metric h on M which makes V timelike
and H spacelike, and whose scalar curvature is s. (Note that in spite of the special form of M,V,H , this
problem is not easy, except for very special functions s. We want time to move in circles, and that would
cause difficult periodicity conditions for an initial value approach via a hyperbolic equation, for instance.)
We choose a Riemannian metric gN on N and try to find a suitable metric h in the form
h(κ, f) :=
1
κ2
(
(− 1
f2
dt2)⊕ gN
)
≡ 1
κ2
(
− 1
f2
π∗S1(dt
2) + π∗N (gN )
)
,
where dt2 is the standard Riemannian metric on S1, the maps πS1 : M → S1 and πN : M → N are the
obvious projections, and κ, f ∈ C∞(M,R>0). For all functions κ, f ∈ C∞(M,R>0), this h(κ, f) is obviously
a Lorentzian metric which makes V timelike, and makes H orthogonal to V and thus spacelike.
Now we have to compute the scalar curvature of h(κ, f) explicitly in terms of κ and f .
First step
Denoting the metric h(1, f) by h(f) for the sake of brevity, we get
scalh(κ,f) = κ
2 scalh(f)+2(n− 1)κ∆h(f)(κ)− n(n− 1)〈dκ, dκ〉h(f) , (1.3)
by the well-known formula for the conformal change of a semi-Riemannian metric; cf. e.g. [11], 1.159(f).10
(We rederive this formula as a special case of a much more general one in Chapter 3; cf. Section 3.4.)
Here we used the following notation: ∆h(u) ∈ C∞(M,R) is the Laplacian of u ∈ C∞(M,R) with respect
to a semi-Riemannian metric h. For u0, u1 ∈ C∞(M,R), the function 〈du0, du1〉h ∈ C∞(M,R) is the
pointwise scalar product (with respect to h) of the 1-forms du0, du1 ∈ C∞(M←T ∗M); in other words,
〈du0, du1〉h = h(gradh u0, gradh u1), where gradh ui is the gradient vector field of ui with respect to h.
Second step
For every function u ∈ C∞(M,R), we define the function ∆gN (u) ∈ C∞(M,R) in a natural way: For each
t ∈ S1, we consider the function ut ∈ C∞(N,R) given by x 7→ u(t, x). We define the value of ∆gN (u) in
the point (t, x) ∈ S1 ×N to be the value of ∆gN (ut) ∈ C∞(N,R) in the point x.
For all functions u, v ∈ C∞(M,R), we define the function 〈du, dv〉gN ∈ C∞(M,R) in an equally natural
way: we assign to each (t, x) ∈ M the value of 〈dut, dvt〉gN ∈ C∞(N,R) in x. Finally, we consider scalgN
10Note that Besse uses a sign convention for the Laplacian which is opposite to ours.
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as a function on M whose value in (t, x) is just the value of scalgN ∈ C∞(N,R) in x. With these notations,
we get for every function u ∈ C∞(M,R):
scalh(f) = scalgN +
2
f
∆gN (f)−
4
f2
〈df, df〉2gN , (1.4a)
∆h(f)(u) = ∆gN (u)− f2∂t∂tu−
1
f
〈df, du〉gN − f(∂tf)(∂tu) , (1.4b)
〈du, du〉h(f) = 〈du, du〉gN − f2(∂tu)2 . (1.4c)
Here ∂t denotes a partial derivative with respect to the canonical (local) coordinate on S
1 = R/Z. Note
that ∂t∂tu = ∆dt2(u) and (∂tf)(∂tu) = 〈df, du〉dt2 (we use a similar notation here for the metric dt2 on the
first factor S1 as for the metric gN on the second factor N).
The formulae (1.4) are special cases of more general formulae which we will prove in Chapter 3; cf. Theorem
3.3.1. They are, from a different direction, also special cases of O’Neill’s equations for semi-Riemannian sub-
mersions (cf. e.g. §§9.B-D in [11]), because the projection πN : (M,h(f))→ (N, gN ) is a semi-Riemannian
submersion. In particular, h(f) is a warped product metric if the function f on S1 ×N does only depend
on the N factor: M equipped with h(f) is the warped product N ×1/f S1 then. In that case, the equations
(1.4) coincide with the well-known warped product formulae; cf. e.g. [75], Exercise 7.13.
However, I don’t know a reference from which (1.4) could be read off immediately; and I cannot refer to
Chapter 3 because I promised to explain — without using the computation that we will do there — why
there is an approach to the prescribed scalar curvature problem via an elliptic equation. Luckily, all we
need to understand this approach is those summands on the right-hand sides of (1.4) which contain second
derivatives of the functions f and u; i.e. the summands containing ∆gN (f), ∆gN (u), or ∂t∂tu. So let us
just check that the equations (1.4) are correct up to terms of (derivative) order less than 2.
We will verify that the local coordinate expressions for the left-hand sides coincide with those for the
right-hand sides, up to lower order terms. Let (x1, . . . , xn−1) be local coordinates on N , let g be the
(n−1)× (n−1)-matrix which represents the Riemannian metric gN with respect to these local coordinates,
and let x0 = t be the standard (local) coordinate on S
1. Then the Lorentzian metric h(f) is represented,
with respect to the local coordinates (x0, . . . , xn−1) on M , by the block matrix-valued function
h :=
(−1/f2 0
0 g
)
.
Its pointwise inverse (whose components will be denoted by hij , as usual) is
h−1 =
(−f2 0
0 g−1
)
.
By well-known formulae (involving the Riemann curvature tensor and Christoffel symbols of h(f) in the
intermediate steps; cf. e.g. [75], pp. 88, 76, 62, 87), we have
scalh(f) =
∑
i,j,k
hijRkijk
=
∑
i,j,k
hij
(
∂kΓ
k
ji − ∂jΓ kki
)
+ l.o.t.
=
1
2
∑
i,j,k,m
hij
(
∂k
(
hkm(∂jhim + ∂ihjm − ∂mhji)
)
− ∂j
(
hkm(∂khim + ∂ihkm − ∂mhki)
))
+ l.o.t.
=
1
2
∑
i,j,k,m
hijhkm
(
(∂k∂jhim + ∂k∂ihjm − ∂k∂mhji)− (∂j∂khim + ∂j∂ihkm − ∂j∂mhki)
)
+ l.o.t.
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=
1
2
( ∑
i,j,k,m
hijhkm∂k∂ihjm −
∑
i,j,k,m
hijhkm∂k∂mhji −
∑
i,j,k,m
hijhkm∂j∂ihkm +
∑
i,j,k,m
hijhkm∂j∂mhki
)
+ l.o.t.
=
1
2
(∑
i,k
hi0hk0∂k∂ih00 −
∑
k,m
h00hkm∂k∂mh00 −
∑
i,j
hijh00∂j∂ih00 +
∑
j,m
h0jh0m∂j∂mh00
)
+ l.o.t.
= h00h00∂0∂0h00 − h00
∑
i,j
hij∂i∂jh00 + l.o.t.
= −h00
n−1∑
i,j=1
hij∂i∂jh00 + l.o.t.
= −f2
n−1∑
i,j=1
gij∂i∂j(1/f
2) + l.o.t.
= −f2∆gN (1/f2) + l.o.t.
=
2
f
∆gN (f) + l.o.t. ,
where all sums run from 0 to n− 1, except where indicated; ∂i denotes a partial derivative with respect to
the coordinate xi; and l.o.t. denotes summands (not the same ones in each step) which contain no second
derivatives of h00 or h
00 and thus no second derivatives of f .
This proves that (1.4a) is correct at least up to terms of order less than 2. In a similar way, we compute
∆h(f)(u) =
∑
i,j
hij∂i∂ju+ l.o.t.
= −f2∂0∂0u+
n−1∑
i,j=1
gij∂i∂ju+ l.o.t.
= −f2∂t∂tu+∆gN (u) + l.o.t. ,
which proves that (1.4b) is correct at least up to terms of order less than 2 in f or u. Equation (1.4c) is
true up to terms of order less than 2 for the simple reason that neither the left-hand nor the right-hand
side contains terms of order ≥ 2. (And one can easily check (1.4c) directly.)
Third step
Equations (1.3) and (1.4) together yield
scalh(κ,f) = κ
2
(
scalgN +
2
f
∆gN (f)−
4
f2
〈df, df〉2gN
)
− n(n− 1)
(
〈dκ, duκ〉gN − f2(∂tκ)2
)
+ 2(n− 1)κ
(
∆gN (κ)− f2∂t∂tκ−
1
f
〈df, dκ〉gN − f(∂tf)(∂tκ)
)
=
2κ2
f
∆gN (f) + 2(n− 1)κ∆gN (κ)− 2(n− 1)κf2∂t∂tκ+ l.o.t. .
(1.5)
We have not checked that the equations (1.4) are really correct (be sure, they are), but we have checked
the second-order terms and hence can conclude that (1.5) is true at least up to terms of order less than 2
in κ or f , which is enough for our present purposes.
Now we consider the Riemannian product metric g := dt2⊕gN onM . Because the g-Laplacian of a function
u ∈ C∞(M,R) is ∆g(u) = ∆gN (u) + ∂t∂tu, we can write (1.5) in the form
scalh(κ,f) =
2κ2
f
∆g(f)− 2κ
2
f
∂t∂tf + 2(n− 1)κ∆g(κ)− 2(n− 1)κ(1 + f2)∂t∂tκ+ l.o.t. . (1.6)
This completes our calculation of scalh(κ,f) in terms of κ and f (up to lower order terms).
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The main idea
For every fixed f ∈ C∞(M,R>0), the right-hand side of (1.6) is evidently a hyperbolic differential operator
in κ. For every fixed κ ∈ C∞(M,R>0), the right-hand side of (1.6) is a parabolic differential operator
in f . (Here we use a general definition of parabolicity which does not exclude degenerate cases: we say
that a linear second-order differential operator P : C∞(M,R) → C∞(M,R) is parabolic if and only if the
value of its symbol σ(P ) ∈ C∞(M← Sym(T ∗M)) in each point of M is a symmetric bilinear form whose
diagonalisations have n − 1 positive diagonal entries, and one diagonal entry equal to 0. Parabolicity of
nonlinear operators is defined in terms of parabolicity of linearisations.)
So we have, loosely speaking, a two-(C∞(M,R>0)-)parameter family of functions which contains a hyper-
bolic one-parameter subfamily and a parabolic one-parameter subfamily. It seems natural to ask whether
it contains also an elliptic one-parameter subfamily.
We try to find such a subfamily by considering scalh(K◦f,f) for some function K ∈ C∞(R>0,R>0). Using
the notation K(f) := K ◦ f ∈ C∞(M,R>0), we get
scalh(K(f),f) =
2K(f)2
f
∆g(f)− 2K(f)
2
f
∂t∂tf
+ 2(n− 1)K(f)K ′(f)∆g(f)− 2(n− 1)K(f)(1 + f2)K ′(f)∂t∂tf + l.o.t. ,
where l.o.t. denotes summands which do not contain second derivatives of f . Let us choose the function
K ∈ C∞(R>0,R>0) given by
K(x) =
(1 + x2
x2
) 1
2(n−1)
.
Then
K ′(x) =
1
2(n− 1) ·
x2
1 + x2
K(x) · −2
x3
= − 1
(n− 1)x(1 + x2)K(x) ,
and thus
scalh(K(f),f) = K(f)
2
(
2
f
∆g(f)− 2
f
∂t∂tf − 2
f(1 + f2)
∆g(f) +
2(1 + f2)
f(1 + f2)
∂t∂tf
)
+ l.o.t.
=
2fK(f)2
1 + f2
∆g(f) + l.o.t. .
So the map C∞(M,R>0) → C∞(M,R) given by f 7→ scalh(K(f),f) is a second-order elliptic differential
operator.
Note that no miracle had to occur to produce this elliptic PDE: It was clear already before our three-step
calculation above that functions C0, C1 : R>0 × R>0 × R → R exist such that for all K ∈ C∞(R>0,R>0),
the scalar curvature of h(K(f), f) has the form
scalh(K(f),f) = C0(f,K(f),K
′(f))∆g(f) + C1(f,K(f),K
′(f))∂t∂tf + l.o.t. ;
this form can be deduced from general properties of the map which assigns to each metric its scalar
curvature. The point is that C0, C1 are such that a function K ∈ C∞(R>0,R) exists with the following
three properties:
(i) K solves the ordinary differential equation C1(x,K(x),K
′(x)) = 0;
(ii) K takes indeed values in R>0;
(iii) the function R>0 → R given by x 7→ C0(x,K(x),K ′(x)) has no zeroes.
It is not really surprising that one can find a K with property (i), and that this K is unique up to
multiplication with a constant. That some such K satisfies properties (ii) and (iii) is nice, but not exactly
a miracle. (In fact, it is clear that properties (ii) and (iii) hold for the restriction K |I of a solution K of
(i) to some nonempty open interval I ⊆ R>0. If this interval I could not be taken to be the whole interval
R>0, then we could still consider the elliptic equation, but we had to prove that it admits a solution f
whose values are contained in I.)
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The elliptic equation
Realising our prescribed function s ∈ C∞(M,R) as the scalar curvature of a Lorentzian metric of the form
h(K(f), f) is equivalent to finding a solution f ∈ C∞(M,R>0) of the second-order semilinear11 elliptic
PDE
1 + f2
fK(f)2
s =
1 + f2
fK(f)2
scalh(K(f),f) ,
whose symbol is just the symbol of 2∆g. Including all lower-order terms, the explicit form of this PDE is
0 = 2∆g(f)− 4f
4 + α(n)
f3(1 + f2)
|df |2g +
α(n)
f3
(∂tf)
2 +
1 + f2
f
scalg −f
(1 + f2
f2
)α(n)
s , (1.7)
where α(n) := n−2n−1 . (Observe that scalg = scalgN .)
Our discussion of the special case S1 ×N ends here. The result is as follows:
If the semilinear elliptic second-order equation (1.7) has a solution f ∈ C∞(M,R>0), then there is a
Lorentzian metric on S1 × N (namely the metric h(K(f), f)) whose scalar curvature is s and which,
moreover, solves the orthogonal problem 1.1.6 with respect to the factor distributions V and H.
1.2.2 Some remarks
The approach from the special case above can be generalised: to arbitrary manifolds M (of dimension ≥ 2)
with arbitrary prescribed complementary distribution V,H . The idea is simple: We choose Riemannian
metrics on the vector bundles V,H and consider the Riemannian metric g = gV ⊕ gH on M and the semi-
Riemannian metric h(κ, f) = κ−2((−f−2gV )⊕ gH), whose index is rank(V ).
The main differences are that the computations become much longer (recall that, even in the simple example
from above, we wrote down the calculations only up to lower order terms) and that the function K is given
by
K(x) =
(1 + x2
x2q
) 1
2(n−1)
when V is an arbitrary q-plane distribution, i.e. when we want to find a metric of index q.
The Riemannian case as a special case
In the Riemannian case q = 0, the resulting elliptic equation is almost equivalent to the well-known equation
(1.2), which is related to a conformal change of the metric. Almost means that our elliptic equation admits
a solution f ∈ C∞(M,R>0) if and only if (1.2) admits a solution κ ∈ C∞(M,R>1). (Note that (1.2) is
defined for all κ ∈ C∞(M,R>0).) The reason for this restriction of the allowed functions κ is of course that
our approach uses conformal factors of the form κ = K(f) = (1 + f2)1/(2n−2) in the case q = 0.
Nevertheless, one loses nothing essential by restricting the allowed functions κ in this way: If (1.2) admits
a solution ∈ C∞(M,R>0), then there is a large set of functions λ ∈ C∞(M,R>0) such that Equation (1.2),
with the metric g replaced by λg, admits a solution ∈ C∞(M,R>1). Since the background metric g is not
fixed but has to be chosen suitably in the proofs anyway, it is justified to say that our approach to the
semi-Riemannian prescribed scalar curvature problem is a generalisation of the approach which Kazdan
and Warner chose12 to solve the Riemannian case.
How unique is our approach to the construction of an elliptic equation?
This question is a bit too vague and general to allow a useful answer. Let us first consider the special case of
the prescribed scalar curvature problem from the previous section, and let us ask a more specific question:
For given functions A,B ∈ C∞(R>0,R>0), when precisely is the map P : C∞(M,R>0)→ C∞(M,R) which
11Recall that a kth-order partial differential operator is semilinear if and only if it is the sum of a linear kth-order partial
differential operator and a partial differential operator of order < k. A semilinear PDE is a PDE of the form P (f) = 0, where
P is a semilinear operator.
12in [49], [50], [51], [52]; the method in [53] is different
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is defined by f 7→ scalh(A(f),B(f)) an elliptic operator? (Note that the target of the functions A,B has to
be R>0, and that we can assume the domain to be R>0 without loss of generality.)
The answer is simple: From Equation (1.5), we see that the second-order terms of 12 scalh(A(f),B(f)) have
the form (
A(f)2
B(f)
B′(f) + (n− 1)A(f)A′(f)
)
∆gN (f)− (n− 1)A(f)B(f)2A′(f)∂t∂tf .
Let C0 := A
2B′/B+(n−1)AA′ ∈ C∞(R>0,R) denote the coefficient of ∆gN , and let C1 := −(n−1)AB2A′ ∈
C∞(R>0,R) denote the coefficient of ∂t∂tf .
Our operator P is elliptic if and only if C0 has the same sign as C1 everywhere, i.e. if and only if A
′ vanishes
nowhere and there exists a function E ∈ C∞(R>0,R>0) such that C0 = EC1. There are clearly lots of
pairs of functions (A,B) which satisfy this condition.
The picture changes if we ask for which (A,B) the operator P : f 7→ scalh(A(f),B(f)) has the form P (f) =
β(f)Q(f), where β : R>0 → R is a nowhere vanishing function and Q is a uniformly elliptic operator; the
uniform condition here refers to the Riemannian metric g = dt2⊕gN . Since uniform ellipticity is important
for the proofs (e.g. for the method of sub- and supersolutions), this question is what we are really interested
in. The nowhere vanishing factor β(f) might destroy the uniform ellipticity, but that makes no problem
since we get a uniformly elliptic equation after division by β(f).
Clearly P has the form βQ with nowhere vanishing β and g-uniformly elliptic Q if and only if A′ vanishes
nowhere and there exist a, b ∈ R>0 with a ≤ b and a function E ∈ C∞(R>0, [a, b]) such that C0 = EC1.
The equation C0 = EC1 is equivalent to
B′
B(1 + EB2)
= −(n− 1)A
′
A
.
Because of
1
2
(
log
B2
1 + bB2
)′
=
B′
B(1 + bB2)
≤ B
′
B(1 + EB2)
≤ B
′
B(1 + aB2)
=
1
2
(
log
B2
1 + aB2
)′
,
this implies that there exist constants d0, d1 ∈ R (which can be written as functions of a, b, n,A(1), B(1))
such that
1
2
log
B2
1 + bB2
+ d0 ≤ −(n− 1) log(A) ≤ 1
2
log
B2
1 + aB2
+ d1 .
In other words, there exist constants c0, c1 ∈ R>0 (which can be written as functions of a, b, n,A(1), B(1))
such that
c0
(
1 + aB2
B2
) 1
2(n−1)
≤ A ≤ c1
(
1 + bB2
B2
) 1
2(n−1)
. (1.8)
This means that the elliptic PDE that we have constructed is essentially unique: we would gain nothing
if we replaced f by B(f), and the additional freedom from replacing the function K that we chose in the
preceding section by a more general function A is quite limited in view of (1.8). The solvability properties
of the resulting PDE are essentially the same for all possible A; our K is just the simplest choice.
These considerations generalise mutatis mutandis to the case of arbitrary given distributions V,H on an
arbitrary manifold M , and arbitrary metrics of index q.
Let us now return to our general initial question: How unique is our approach to the construction of an
elliptic equation?
One could ask the same question for the Riemannian prescribed scalar curvature problem. Are there alter-
natives to an approach via conformal deformations? The method from [53] (which uses results from J.-P.
Bourguignon, and A. E. Fischer and J. E. Marsden; cf. [14], [27]) does not employ conformal deformations,
nor even a PDE for real-valued functions on M ; instead it works directly on the space of Riemannian met-
rics on M . This method cannot be applied in the pseudo-Riemannian case since the relevant fourth-order
differential operator is not elliptic then. When we want to use a PDE for real-valued functions, there seems
to be no alternative to conformal deformation. This is not just an ellipticity issue; there is simply no other
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global deformation of a metric which works for every manifold. Of course, one can always deform a metric
inside a given chart in many ways, but that does not help to realise a prescribed function globally as a
scalar curvature. On special manifolds, there are also other global parameters one can get a grip on: on a
parallelisable n-manifold for instance, one can control globally each of the n(n+1)/2 real-valued functions
which define the metric. But on an arbitrary n-manifold, there is in general only one function (out of the
n(n+ 1)/2 local ones) which one can influence globally and thus employ for a proof: the conformal factor.
Luckily, this unique possible deformation yields an elliptic equation.
In the pseudo-Riemannian case, the situation is better. On every manifold M which admits an index-q
metric at all, there exist at least two controllable parameters since the tangent bundle splits off a vector
bundle V of rank q. We can thus decompose any given index-q metric g on M which makes V timelike,
into a metric on V and a metric on the g-orthogonal complement of V ; these metrics can be rescaled
independently.
It is precisely this advantage of the pseudo-Riemannian situation which we used to construct an elliptic
PDE, by suitable mixing of the two parameters. Analogously to the Riemannian problem, these are the
only parameters which one can get a grip on globally on every manifold.
In this sense, our approach seems to be unique: we use the only two parameters which work on every
manifold, and we mix them in an essentially unique way in order to get a uniformly elliptic equation.
How to prove that the elliptic equation has solutions?
There exist several standard techniques for elliptic equations which we can now apply in order to solve
the prescribed scalar curvature problem. Apart from special cases, the best one in our situation seems to
be the method of sub- and supersolutions. This is not obvious from looking at Equation (1.7), since the
case we considered in the previous section is just one of those special cases where the sub-/supersolution
method is not optimal. (This special case will be solved in Section 6.2.3.)
Namely, in the situation of the previous section, our given distributions V,H were integrable. In the
general situation, where V and H are not necessarily integrable, our elliptic PDE (cf. Theorem 4.2.2)
contains additional summands. One might think naively that these terms make the equation even more
complicated. But actually, these terms make it much easier to find sub- and supersolutions, especially if
they vanish nowhere on M .
It turns out that the set where these terms vanish does not depend on the Riemannian background metric
g which occurs in the equation; instead, their zeroes (but not the terms themselves) are determined by
the integrability properties of the distributions V and H . That’s why Chapter 5 is concerned with the
construction of distributions (in an arbitrary given homotopy class of distributions) which are nowhere
integrable in a suitable sense. If V and H have this property, then we can choose constant functions as our
sub- and supersolutions. This is how we solve the homotopy class version of the prescribed scalar curvature
problem in many cases.
The difficulty in the case of Lorentzian metrics is that line distributions are always integrable. So we might
still be able to make the (n − 1)-plane distribution H nowhere integrable and hence get a subsolution of
our elliptic equation, but we have to find a supersolution in a different way than before. This is still easy
if our prescribed function s is everywhere positive. Otherwise, we have to work harder: then we must find
a background metric g with certain properties.
The prescribed scalar curvature problem for Lorentzian metrics on 2-manifolds is even more different, since
in this case, V and H are line distributions and thus integrable. The sub-/supersolution method does not
work there, so we apply other techniques; cf. Chapter 7 for details.
Perspectives
The technique explained above — to construct an elliptic one-parameter family in a multi-parameter family
of equations — might apply to other underdetermined partial differential problems. In fact, although I do
not know examples where it had been used before, I would be surprised if this idea was entirely new.
Finally, I would like to emphasise that I do not regard our elliptic equation (cf. Theorem 4.2.2) as an
artificial construction or just a trick which solves the problem it is supposed to solve. Despite its complicated
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appearance, it is just as natural an equation as, say, the equation (1.2) which describes the behaviour of
scalar curvature under conformal change; and the uniform ellipticity requirement singles it out from all
equations describing the behaviour of scalar curvature under modifications of the metric, making it just
as unique as the conformal equation (1.2) is in the Riemannian special case. Therefore it deserves, in my
opinion, to be studied as carefully as the conformal equation has been studied in Riemannian geometry.
1.3 Summary of the results proved in this thesis
1.3.1 Theorem. Let M be a compact n-manifold, let q ∈ {3, . . . , n − 3}, and let s ∈ C∞(M,R). Then
every connected component of Metrq(M) contains a metric with scalar curvature s.
Moreover, let V be a q-plane distribution on M , let H be an (n− q)-plane distribution which is complemen-
tary to V , let V ⊆ Distrq(M) be a C0-neighbourhood of V , and let H ⊆ Distrn−q(M) be a C0-neighbourhood
of H. Then there is a pseudo-Riemannian metric of index q on M with scalar curvature s which makes
some element of V timelike and makes some element of H spacelike.
Proof. Theorem 6.1.3.
1.3.2 Theorem (metrics of index 2 in dimension ≥ 5, no restriction on s). Let n ≥ 5, let M
be a compact n-manifold, let s ∈ C∞(M,R), let V be an orientable 2-plane distribution on M , let H be
an (n − 2)-plane distribution which is complementary to V and admits a nowhere vanishing section. Let
V ⊆ Distr2(M) be a C0-neighbourhood of V , and let H ⊆ Distrn−2(M) be a C0-neighbourhood of H. Then
there is a pseudo-Riemannian metric of index 2 on M with scalar curvature s which makes some element
of V timelike and makes some element of H spacelike. There is a pseudo-Riemannian metric of index
n− 2 on M with scalar curvature s which makes some element of V spacelike and makes some element of
H timelike.
Proof. Theorem 6.1.7.
1.3.3 Theorem (metrics of index 2 in dimension 4, no restriction on s). Let M be a compact
4-manifold, let s ∈ C∞(M,R), let V,H be complementary 2-plane distributions on M which are trivial as
vector bundles (so in particular M is parallelisable). Let V ⊆ Distr2(M) be a C0-neighbourhood of V , and
let H ⊆ Distr2(M) be a C0-neighbourhood of H. Then there is a pseudo-Riemannian metric of index 2
on M with scalar curvature s which makes some element of V timelike and makes some element of H
spacelike.
Proof. Theorem 6.1.8.
1.3.4 Theorem (metrics of index 1 or 2 in dimension ≥ 5, everywhere positive s). Let n ≥ 5, let
M be a compact n-manifold, let q ∈ {1, . . . , n − 3}, let s ∈ C∞(M,R) be everywhere positive. Then every
connected component of Metrq(M) contains a metric with scalar curvature s.
Moreover, let V be a q-plane distribution on M , let H be an (n− q)-plane distribution which is complemen-
tary to V , and let H ⊆ Distrn−q(M) be a C0-neighbourhood of H. Then there is a pseudo-Riemannian
metric of index q on M with scalar curvature s which makes V timelike and makes some element of H
spacelike.
Proof. Theorem 6.1.10.
1.3.5 Theorem (Lorentzian metrics in dimension 4, everywhere positive s). Let M be a compact
connected orientable 4-manifold which either has nonempty boundary, or is closed with σM 6≡ 2 mod 4.13
Let s ∈ C∞(M,R) be everywhere positive. Then every connected component of Metr1(M) which consists
of time-orientable metrics contains a metric with scalar curvature s.
Moreover, let V be an orientable line distribution on M , let H be a 3-plane distribution which is comple-
mentary to V , and let H ⊆ Distr3(M) be a C0-neighbourhood of H. Then there is a Lorentzian metric on
M with scalar curvature s which makes V timelike and makes some element of H spacelike.
13Cf. Notation 5.2.14.
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Proof. Theorem 6.1.11.
1.3.6 Theorem (metrics of index 2 in dimension 4, everywhere positive s). Let M be a compact
4-manifold, let s ∈ C∞(M,R) be everywhere positive, let V be a 2-plane distribution on M which admits a
nowhere vanishing section, let H be an orientable 2-plane distribution which is complementary to V , and
let H ⊆ Distr2(M) be a C0-neighbourhood of H. Then there is a pseudo-Riemannian metric of index 2 on
M with scalar curvature s which makes V timelike and makes some element of H spacelike.
Proof. Theorem 6.1.13.
1.3.7 Theorem (metrics of index 1 or 2 in dimension ≥ 5, somewhere positive s). Let n ≥ 5, let
M be a compact connected n-manifold, let q ∈ {1, 2}, and let s ∈ C∞(M,R) be somewhere positive. Then
every connected component of Metrq(M) contains a metric with scalar curvature s.
Proof. Theorem 6.2.5.
1.3.8 Theorem (Lorentzian metrics in dimension 4, somewhere positive s). Let M be a compact
connected orientable 4-manifold which either has nonempty boundary, or is closed with σM 6≡ 2 mod 4.
Let s ∈ C∞(M,R) be somewhere positive. Then every connected component of Metr1(M) which consists of
time-orientable metrics contains a metric with scalar curvature s.
Proof. Theorem 6.2.6.
1.3.9 Theorem (Lorentzian metrics in dimension 3, somewhere positive s). Let M be a compact
connected orientable 3-manifold, let s ∈ C∞(M,R) be somewhere positive. Then every connected component
of Metr1(M) contains a metric with scalar curvature s.
Proof. Theorem 6.2.7. Cf. also Theorem 6.1.12.
1.3.10 Theorem (metrics of index 2 in dimension 4, somewhere positive s). Let M be a com-
pact connected 4-manifold, let s ∈ C∞(M,R) be somewhere positive, let C be a connected component
of Metr2(M) consisting of space-orientable metrics, such that the elements of TDC(C ) admit a nowhere
vanishing section. Then C contains a metric with scalar curvature s.
Proof. Theorem 6.2.8.
1.3.11 Theorem (real-analytic versions). All the theorems above hold in the real-analytic category:
If the manifold M is equipped with a real-analytic atlas, if the function s is real-analytic, and if in the
theorems 1.3.4, 1.3.5, 1.3.6 the distribution V is real-analytic, then we can find a metric with the stated
properties which is real-analytic.
Proof. Theorem 6.1.5, Remark 6.1.15.
1.3.12 Theorem (product manifolds, somewhere negative s). Let q,m ∈ N≥1, let B be a closed
connected q-manifold, let N be a closed connected m-manifold, let M be the product manifold B ×N . Let
V,H denote the first-factor resp. second-factor distribution on M , and let s ∈ C∞(M,R) be a somewhere
negative function. If m ≥ 3, or if m = 2 and χ(N) < 0, or if q = m = 2 and χ(B) > 0, or if q ≥ 3
and B admits a Riemannian metric with positive scalar curvature, then there exists a pseudo-Riemannian
metric h of index q on M with scalar curvature s, and there exists a diffeomorphism ϕ ∈ Diff0(M) such
that ϕ∗(V ) is h-timelike and ϕ∗(H) is h-spacelike.
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1.3.1 The 2-dimensional case
1.3.13 Theorem (Lorentzian metrics on closed 2-manifolds). Let M be either the 2-dimensional
torus or the Klein bottle (these are the only closed nonempty connected 2-manifolds which admit a Lorentzian
metric), and let s ∈ C∞(M,R). Then there is a Lorentzian metric on M with scalar curvature s if and
only if s is either identically zero or changes its sign (i.e. is positive somewhere and negative somewhere
else).
Proof. Theorem 7.2.1, Theorem 7.2.6.
1.3.14 Theorem. Let M be a connected compact 2-manifold with nonempty boundary, let s ∈ C∞(M,R).
Then there is a Lorentzian metric on M with scalar curvature s.
Proof. Theorem 7.3.9.
1.3.2 Byproducts
Some results of this thesis might be interesting independent of the prescribed scalar curvature problem.
We will not list them here but point out where they can be found.
The definition of the twistedness TwistV ∈ C∞(M←Λ2(V ∗) ⊗ ⊥V ) of a distribution V on a manifold M
is reviewed in Subsection 2.3.1. In Chapter 5, we prove several theorems which say that under certain
conditions on the dimension n of M and the rank q of V , the set of distributions which are everywhere
twisted (i.e. whose twistedness, being a section in a vector bundle, vanishes nowhere on M) is dense in the
space Distrq(M) of all q-plane distributions on M with respect to the fine C
0-topology. For instance, the
condition (n− q)(q − 2) ≥ 2 suffices. Cf. the theorems 5.3.2, 5.3.3, 5.3.4.
Moreover, we show that under the same conditions integrable distributions on a compact manifold can be
approximated by everywhere twisted distributions even with respect to the C∞-topology; cf. Section 5.4.
It might also be interesting to have a look at Theorem D.3.3 in Appendix D.3, which deals with the real-
analytic Riemannian prescribed scalar curvature problem, quite analogous to our Theorem 1.3.11. The
statement follows easily from standard theorems and is therefore probably well-known, but I have never
seen it in the literature.
1.3.3 A conjecture
The following conjecture does of course not count as a result of the thesis, but it indicates quite clearly
what remains to be done on the prescribed scalar curvature problem. The message is that there are
probably no obstructions in dimension ≥ 4 to the existence of Lorentzian metrics with certain functions
as scalar curvatures; i.e., there is probably no Lorentzian analogue to the well-known obstructions against
Riemannian metrics with positive scalar curvature. We will discuss the conjecture briefly in Section 6.3; a
strategy for a proof is outlined there. The letters esc suggest that “every function is a scalar curvature”
(which might remind you of the notion of psc manifolds, i.e. manifolds which admit a Riemannian metric
of positive scalar curvature).
1.3.15 The esc Conjecture. Let M be a compact manifold of dimension ≥ 4, and let s ∈ C∞(M,R).
Then every connected component of the space of Lorentzian metrics on M contains a metric with scalar
curvature s.
1.4 Overview of the further chapters
The rest of the thesis is arranged in a logical order: each chapter uses only facts from previous chapters.
Chapter 2. Here we introduce all the tensor fields and functions which play a role in the rest of the thesis,
and state some of their basic properties.
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Chapter 3. We define three simple ways to modify a given pseudo-Riemannian metric, and we calculate
how these manipulations affect the scalar curvature. The tedious computational details can be skipped
by everyone who trusts the results.
Chapter 4. Using the results of Chapter 3, we construct the elliptic equation which forms the core of our
approach to the pseudo-Riemannian prescribed scalar curvature problem. Again, the details consist
of nothing but high school algebra and can safely be skipped.
Chapter 5. As an application of M. Gromov’s convex integration technique, we prove several existence
theorems for q-plane distributions which are everywhere twisted (cf. Subsection 2.3.1 for a definition
of this notion), i.e. nonintegrable in a weak sense. The contents of this chapter are purely differential-
topological and can be read independently of the rest of the thesis. They are the key ingredients to
most of the results in Chapter 6.
Chapter 6. We prove the main existence theorems for solutions of our elliptic PDE, employing the method
of sub- and supersolutions and the technique that Kazdan and Warner developed for their solution
of the Riemannian prescribed scalar curvature problem.
Chapter 7. Here we deal with the case of Lorentzian metrics on 2-manifolds. This chapter is independent
of the results of Chapters 5 and 6. The analytic techniques here are the Kazdan/Warner method (on
closed manifolds) and direct methods in the calculus of variations (on open manifolds).
A fast way to read the thesis would be as follows: Skim the definitions in Chapter 2, then jump to Theorem
4.2.2 at the end of Chapter 4 where the elliptic PDE is written down. If you are interested in Lorentz
surfaces, continue with Chapter 7. If you are interested in manifolds of dimension ≥ 3 instead, continue
with Chapter 6. There you will see what everywhere twisted distributions are good for. After that, you
can go back to Chapter 5 where these distributions are constructed.
We conclude this overview with a list of all tools and theorems that we apply in the present work (without
proving them here); it might give an idea how elementary its results are:
Standard tools (theorems applicable to a wide range of problems).
• Standard tools from analysis, in particular elliptic PDE theory: the method of sub- and supersolutions,
elliptic regularity, solving a PDE by variational methods, the Lp approximation theorem of Kazdan
and Warner (cf. Theorem D.2.1 in Appendix D.2) and the corresponding implicit function technique.
• The most basic result of obstruction theory (cf. Appendix A.2). (needed for the problem in dimensions
≥ 5)
• M. Gromov’s convex integration technique for solving partial differential relations on first-order jet
bundles (cf. Appendix A.3). (needed for the problem in dimensions ≥ 4)
More specialised theorems.
• The classical existence theorem for almost-complex structures on 4-manifolds, due to F. Hirzebruch
and H. Hopf (cf. [43]). (only needed for the 4-dimensional case)
• The classical existence theorem for contact structures on orientable 3-manifolds, due to J. Martinet,
R. Lutz, and Y. Eliashberg (cf. [31], Theorem 3.1, and [23]). (only needed for the 3-dimensional case)
• P. Percell’s existence theorem for Riemannian metrics with parallel vector fields on compact manifolds
with nonempty boundary (cf. [78]). (only needed for the 2-dimensional case)
• W. Thurston’s existence theorem for codimension-1 foliations (cf. [96]). (occurs only in the discussion
of the esc Conjecture in Section 6.3)
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Chapter 2
Basic differential geometry
Given a pseudo-Riemannian manifold (M, g), a distribution V on M , and perhaps a function f on M , we
can form several other functions on M . They appear in the elliptic equation which we will construct in
Chapter 4 and which we will use in Chapters 6 and 7 to solve the pseudo-Riemannian prescribed scalar
curvature problem. The aim of the present chapter is to define all these functions and to state their basic
properties, in particular the expressions which describe them with respect to certain local orthonormal
frames of the tangent bundle TM .
As far as I know, there exists no established name or notation for most of the objects we are going to define.
So if they have been introduced somewhere else after all, our names and notations will most likely differ.
To be specific, we will define the following functions on M :
〈divVg , df〉g,⊥V , 〈divVg , divVg 〉g,⊥V , 〈df, df〉g,V , ∆Vg,V (f)
σg,V , τg,V , scal
V,V
g , qual
V
g , ξg,V , χg,V .
2.1 Preliminaries
This section collects some well-known facts, which are repeated here mainly for the reader’s convenience.
2.1.1 Linear algebra
We review some definitions and elementary facts about the linear algebra of semi-Riemannian metrics —
i.e. about those aspects of semi-Riemannian metrics which can be explained on the level of vector spaces,
without derivatives or curvature —, and we introduce a convenient language for the definitions in the next
section.
2.1.1 Definition. A semi-Riemannian vector bundle [of index q] is a vector bundle E →M together with
a section g ∈ C∞(M← Sym(E)) such that for all x ∈ M , the symmetric bilinear form gx on the fibre Ex
is nondegenerate [and has index q].
2.1.2 Notation. Let (E → M, g) be a semi-Riemannian vector bundle. We use the following notation:
♭g : E → E∗ is the vector bundle isomorphism induced by g; i.e., ♭g(v)(w) = g(v, w) for all x ∈ M and
v, w ∈ Ex. The vector bundle isomorphism ♯g : E∗ → E is the inverse of ♭g. For any sub vector bundle U
of E, iU : U → E is the inclusion, and i∗U : E∗ → U∗ is its dual bundle morphism. We denote the g-induced
metric on E∗ by 〈., .〉g; i.e., 〈α, β〉g := g(♯gα, ♯gβ) for all α, β which lie in the same fibre of E∗. If g is a
Riemannian metric, we define |α|g :=
√〈α, α〉g .
The g-orthogonal bundle of U , denoted by ⊥gU (cf. Definition 1.1.9), is the sub vector bundle ker(i∗U ◦ ♭g)
of E →M ; it consists of all vectors w ∈ E such that g(w, u) = 0 holds for all u ∈ U in the fibre of w.
2.1.3 Fact. Let (E →M, g) be a semi-Riemannian vector bundle, and let U be a sub vector bundle of E.
Recall (cf. e.g. [75], Lemma 2.22, 2.23) that rank(U) + rank(⊥gU) = rank(E) and ⊥g⊥gU = U , and that
the following statements are equivalent:
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(i) The restriction of g to U is nondegenerate1.
(ii) The restriction of g to ⊥gU is nondegenerate.
(iii) U and ⊥gU are complementary subbundles of E, i.e., E is the internal direct sum of U and ⊥gU .
A sufficient condition for g |U to be nondegenerate is of course that g |U is positive or negative definite.
2.1.4 Definition (g-good). Let (E →M, g) be a semi-Riemannian vector bundle. We call a sub vector
bundle U of E g-good if and only if the restriction of g to U is nondegenerate.
2.1.5 Remark. Let (E → M, g) be a semi-Riemannian vector bundle, and let U be a sub vector bundle
of E. We will sometimes denote the bundle ⊥gU simply by ⊥U when this is not likely to cause confusion.
When we use — later in the thesis — the notation ⊥U in a context where no metric is specified, then we
mean the quotient bundle E/U . If a metric g on E is given and U is g-good, then there is of course a
canonical vector bundle isomorphism ⊥gU → E/U , namely the composition of the inclusion ⊥gU → E and
the projection E → E/U .
2.1.6 Notation. Let (E →M, g) be a semi-Riemannian vector bundle, and let U be a g-good subbundle
of E. Since E = U ⊕ ⊥gU , there is a well-defined orthogonal projection map E → U , given by w 7→ u
whenever w = u+ v with u ∈ U , v ∈ ⊥gU . We denote this map by prUg .
2.1.7 Remark. Let (E → M, g) be a semi-Riemannian vector bundle, and let U be a g-good subbundle
of E. Then the following diagrams commute:
E U
E∗ U∗
prUg
i∗U
♭g ∼= ♭g |U∼=
E∗ ⊗ E∗ U∗ ⊗ U∗
E∗ ⊗ E U∗ ⊗ U
i∗U⊗i
∗
U
i∗U⊗pr
U
g
id⊗♯g ∼= id⊗♯g |U∼=
Proof. Every w ∈ E has a unique decomposition w = u + v, where u ∈ U and v ∈ ⊥gU . This yields
i∗U (♭g(w))(u
′) = (♭g(w) ◦ iU )(u′) = g(w, iU (u′)) = g(u, u′) + g(v, u′) = g(u, u′) for all u′ ∈ U , and, on the
other hand, ♭g |U (pr
U
g (w))(u
′) = ♭g |U (u)(u
′) = g(u, u′). This proves the commutativity of the diagram on
the left. The commutativity of the other diagram follows now, since ♯ is the inverse of ♭.
2.1.8 Definition (contractions). LetM be a manifold, let k ∈ N≥2, and let V1, . . . , Vk be vector bundles
over M . We consider the tensor bundle V ∗1 ⊗ . . .⊗V ∗k overM , and a section T in this tensor bundle. Since
we are in a finite-dimensional situation, we can and will identify2 V ∗∗i with Vi, and elements of V
∗
1 ⊗ . . .⊗V ∗k
with multilinear forms V1 × . . .× Vk → R.
Let (E →M, g) be a semi-Riemannian vector bundle. Assume that Vi = Vj = E for some i, j ∈ {1, . . . , k}
with i 6= j. Then we define the g-contraction of T in the ith and jth index as usual, namely as the (pointwise)
contraction in the ith and jth index of the tensor field T ♯i ∈ C∞(M ← V ∗1 ⊗ . . .⊗V ∗i−1⊗E⊗V ∗i+1⊗ . . .⊗V ∗k )
given by
T ♯i(v1, . . . , vi−1, λ, vi+1, . . . , vk) = T (v1, . . . , vi−1, ♯g(λ), vi+1, . . . , vk) .
In other words, T ♯i arises from T by pulling up the ith index via the metric g. Note that the contraction
in the ith and jth index of the tensor field T ♯i is equal to the contraction in the ith and jth index of T ♯j.
Now we generalise this definition: Let m ∈ N≥1, let (E1, g1), . . . , (Em, gm) be semi-Riemannian vector
bundles over M , let i(1), j(1), . . . , i(m), j(m) be distinct elements of {1, . . . , k}, and assume that Vi(µ) =
Vj(µ) = Eµ for all µ ∈ {1, . . . ,m}. (The definition above was the case m = 1.)
Then we define the (g1, . . . , gm)-contraction of T in the i(1)th and j(1)th, the i(2)th and j(2)th, . . . , and
the i(m)th and j(m)th index by the following straightforward generalisation of the definition above: We
perform m consecutive contractions, where the µth contraction is done with respect to the metric gµ, and
in those indices which were the indices i(µ) and j(µ) before we deleted several indices by the earlier µ− 1
contractions. Note that this m-fold contraction is independent of the order in which we perform the m
contractions.
1We call a section g ∈ C∞(M← Sym(E)) nondegenerate [resp. positive/negative definite] if it has this property pointwise.
2Observe that the canonical isomorphism ι : V → V ∗∗ (which is defined by ι(v)(λ) = λ(v) for all (v, λ) ∈ V × V ∗) is equal
to ♭g∗ ◦ ♭g when g is a semi-Riemannian metric on V and g
∗ = 〈., .〉g is the induced metric on V ∗.
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2.1.9 Remark. Let (E →M, g) be a semi-Riemannian vector bundle, let U be a g-good subbundle of E,
and let T be a section in E∗ ⊗ E∗. We define the section TU in U∗ ⊗ U∗ to be the restriction of T to U .
The commutativity of the diagram on the right in 2.1.7 shows that we can compute the (g |U)-contraction
of TU in two ways: Either we restrict T to a section in U
∗ ⊗U∗, pull up one index by the metric g |U , and
contract; or we pull up one index of T by the metric g, turn the resulting section in E∗ ⊗E into a section
in U∗ ⊗ U by restriction and g-projection, and contract.
2.1.10 Remark. Recall the following standard method for defining tensor fields: Let E →M be a vector
bundle, and let T˜ : C∞(M←E) → C∞(M,R) be a C∞(M,R)-linear map. Then there is a unique section
T in the vector bundle E∗ → M such that for all x ∈ M , v ∈ Ex and v˜ ∈ C∞(M←E) with v˜(x) = v, we
have T (v) = T˜ (v˜)(x). The statement generalises to C∞(M,R)-multilinear maps T˜ : C∞(M←E1) × . . . ×
C∞(M←Ek)→ C∞(M,R) and tensor fields T ∈ C∞(M←E∗1 ⊗ · · · ⊗ E∗k).
2.1.2 Adapted orthonormal frames and ON Christoffel symbols
We will define some tensor fields and functions in the next section, and we will calculate them with respect
to suitable local orthonormal frames. Here we introduce resp. review the relevant notions.
2.1.11 Definition. An orthonormal frame (abbreviated: ON frame) of a semi-Riemannian vector bundle
(E →M, g) of rank k is a k-frame (e1, . . . , ek) of E →M (i.e., the values of the sections ei ∈ C∞(M←E)
in each point x ∈ M form a basis of Ex) such that g(ei, ej) = 0 for all i, j ∈ {1, . . . , k} with i 6= j, and,
for each i ∈ {1, . . . , k}, the function εi := g(ei, ei) is either the constant 1 or the constant −1. (Clearly, if
g has index q, then there are exactly q elements i ∈ {1, . . . , k} with g(ei, ei) = −1, and thus exactly k − q
elements i ∈ {1, . . . , k} with g(ei, ei) = 1.) Whenever we use the symbol εi in a context where an ON frame
is given, it denotes the constant g(ei, ei).
2.1.12 Remark. Let (E →M, g) be a semi-Riemannian vector bundle of rank k, and let (e1, . . . , ek) be
an orthonormal frame for it. Let T be a section in E∗⊗E∗. Then the g-contraction of T is the real-valued
function
∑k
i=1 εiT (ei, ei) on M . (By definition, the g-contraction of T is the function
∑k
i=1 T
♯2(ei, e
∗
i ) =∑k
i=1 T (ei, ♯g(e
∗
i )), where (e
∗
1, . . . , e
∗
k) is the algebraic dual frame of (e1, . . . , ek), which is given by e
∗
i (ej) =
δij for all i, j ∈ {1, . . . , k}. Since g(εiei, ej) = δij = e∗i (ej) for all i, j, we have ♭g(εiei) = e∗i and thus
εiei = ♯g(e
∗
i ), which proves the claimed formula.)
This fact generalises in an obvious way to the situation where E1, . . . , Em are vector bundles over M with
E = Ei = Ej for distinct i, j ∈ {1, . . . ,m}, where g is a semi-Riemannian metric on E, and T is a section
in E∗1 ⊗ · · · ⊗ E∗m, which we contract in the ith and jth index.
2.1.13 Definition (U-adapted ON frame). Let (M, g) be a semi-Riemannian n-manifold, let q ∈
{0, . . . , n}, and let U be a g-good q-plane distribution. A g-orthonormal frame (e1, . . . , en) of the tangent
bundle TM is called U -adapted if and only if there is a subset ̺ ⊆ {1, . . . , n} of cardinality q such that
ej(x) ∈ Ux for all i ∈ ̺ and x ∈M .
In other words, (e1, . . . , en) is U -adapted if and only if there is a subset ̺ ⊆ {1, . . . , n} such that U =
span{ei | i ∈ ̺}. (This set ̺ is obviously unique, and, moreover, satisfies ⊥U = span{ei | i ∈ {1, . . . , n}\̺}.)
2.1.14 Notation. Let U be a g-good distribution on a semi-Riemannian n-manifold (M, g), let (e1, . . . , en)
be a U -adapted orthonormal frame, and let ̺ be the unique subset of {1, . . . , n} with U = span{ei | i ∈ ̺}.
We use the notation i : U as an abbreviation for the expression i ∈ ̺, and we use the notation i : ⊥U
for the expression i ∈ {1, . . . , n}\̺. Expressions like i, j : U have to be interpreted as i : U, j : U . A
summation sign
∑
i denotes a sum from 1 to n. (Sometimes we use indices 0, . . . , n− 1 instead of 1, . . . , n.
The notations generalise to this situation in an obvious way.)
2.1.15 Proposition. Let (E → M, g) be a semi-Riemannian vector bundle. Then there exists, for every
x ∈M , an open neighbourhood N of x such that E |N admits a g-orthonormal frame.
Proof. We prove this by induction over the rank k of E. For k = 0, the statement of the proposition
is true. If k ≥ 1 and x ∈ M , then there is a vector vx ∈ Ex with g(vx, vx) 6= 0. We choose any section
v ∈ C∞(N0←E) on some neighbourhood N0 of x such that v(x) = vx. By continuity, there is a connected
neighbourhood N1 ⊆ N0 of x such that g(v, v) vanishes nowhere on N1. The vector field ek ∈ C∞(N1←E)
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defined by ek := v/
√
|g(v, v)| satisfies |g(ek, ek)| = 1. Let Ek−1 → N1 be the g-orthogonal bundle of
the line bundle Rek. Since (Ek−1, g |Ek−1) is a semi-Riemannian vector bundle of rank k − 1 (note that
Rek is g-good since g |Rek is positive or negative definite), we can apply the induction hypothesis and
find a neighbourhood N ⊆ N1 of x which admits a (g |Ek−1)-orthonormal frame (e1, . . . , ek−1). Because
(e1, . . . , ek−1, ek |N) is a g-orthonormal frame of E |N , the induction proof is complete.
2.1.16 Corollary. Let (M, g) be a semi-Riemannian n-manifold equipped with a g-good distribution U .
Then there exists, for every x ∈ M , an open neighbourhood N of x such that TN admits a g-orthonormal
frame which is U -adapted.
Proof. Since U is g-good, the semi-Riemannian vector bundle (TM, g) is the internal g-orthogonal di-
rect sum of the semi-Riemannian vector bundles (U, g |U) and (⊥gU, g |⊥gU). Both of them admit local
orthonormal frames by the preceding proposition. If k = rank(U), and (e1, . . . , ek) and (ek+1, . . . , en) are
such local ON frames, then the restriction of (e1, . . . , en) to the intersection of the neighbourhoods over
which these two frames are defined is a U -adapted local ON frame of (TM, g).
The preceding corollary is the main reason why we use local ON frames instead of local coordinates for the
calculations in Chapter 3: U -adapted ON frames do always exist locally, U -adapted local coordinates exist
(if and) only if the distribution U is integrable. In the situation of Subsection 1.2.1 of the introduction, we
used local coordinates because they made the computation very simple. In the general situation, however,
they would instead complicate it considerably.
From now on, we will frequently use the standard term [U -adapted] local orthonormal frame for an ON
frame which is defined on an open subset of the manifold under consideration [and is adapted to the
restriction of U to this subset].
2.1.17 Remark. Let (M, g) be a semi-Riemannian n-manifold, and let (e1, . . . , en) be an orthonormal
frame on (M, g). Then every v ∈ TM satisfies v = ∑ni=1 εig(v, ei)ei. If U is a g-good distribution on M
and (e1, . . . , en) is U -adapted, then pr
U
g (v) =
∑
i:U εig(v, ei)ei.
2.1.18 Definition (ON Christoffel symbols). Let (M, g) be a semi-Riemannian n-manifold, and let
(e1, . . . , en) be a local orthonormal frame on (M, g). We define the orthonormal Christoffel symbols by
Γkij := g(∇eiej , ek)
for i, j, k ∈ {1, . . . , n}, where ∇ denotes the Levi-Civita connection of g. (The metric g will always be clear
from the context and is therefore suppressed in our notation.)
In Chapters 2–4, Christoffel symbols appear only in this form, that is, only with respect to local orthonor-
mal frames; we will not use Christoffel symbols with respect to coordinate systems.
(Coordinate Christoffel symbols — denoted by Γ instead of Γ — occurred in one computation in the Second
Step of Subsection 1.2.1. The rest of the thesis is free of any Christoffel symbols.)
2.1.19 Remark. Let (M, g) be a semi-Riemannian n-manifold, and let (e1, . . . , en) be a local orthonormal
frame on (M, g). Since 0 = ∂eig(ej, ek) = g(∇eiej, ek) + g(ej ,∇eiek), the equation
Γkij = −Γjik
holds for all i, j, k ∈ {1, . . . , n}. In particular,
Γkik = 0 .
We will use these rules from now on without further mention.
The Koszul formula (cf. e.g. [75], p. 61) yields for all i, j, k ∈ {1, . . . , n}
2Γkij = g([ei, ej ], ek) + g([ek, ei], ej) + g([ek, ej ], ei) .
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2.2 Tensor fields defined by a distribution on a manifold
Throughout this section, we consider a semi-Riemannian manifold (M, g) of dimension n ∈ N.
Now we are ready to introduce some tensor fields which can be defined using (M, g) and some g-good
distribution on M . Since we are dealing with scalar curvature (as opposed to Riemann or Ricci curvature),
we are mostly interested not in the tensor fields themselves but in their total contractions, which are
functions on M — namely those listed at the beginning of this chapter.
The philosophy behind most of the following definitions is that usual tensor fields or functions onM — e.g.
the scalar curvature, or the Laplacian of f , where f ∈ C∞(M,R) — can be split up into several summands
if we take the decomposition TM = U ⊕⊥U with respect to a given g-good distribution U into account.
∇ denotes the (Levi-Civita) covariant derivative with respect to the metric g in this section. In the rest
of the thesis, we will sometimes have to specify the metric g explicitly in our notation; we will then write
∇(g) instead of just ∇.
2.2.1 Laplacians and divergences
2.2.1 Definition (divUg (X)). Let U be a g-good distribution. Let X be a vector field on M . We define
∇[U ]X as the section in U∗ ⊗ U which is the image of the section ∇X in T ∗M ⊗ TM under the map
T ∗M ⊗ TM → U∗ ⊗ U induced by i∗U : T ∗M → U∗ and prUg : TM → U .
We define divUg (X) ∈ C∞(M,R) to be the contraction of ∇[U ]X ∈ C∞(M←U∗ ⊗ U).
2.2.2 ON frame formulae. Let U be a g-good distribution. Let (e1, . . . , en) be a local U -adapted
orthonormal frame. For every function h ∈ C∞(M,R) and every vector field X on M , we have by 2.1.17:
divUg (X) =
∑
i:U
εig(∇eiX, ei) ,
divUg (hX) =
∑
i:U
εig(∇ei(hX), ei) = h
∑
i:U
εig(∇eiX, ei) +
∑
i:U
εidh(ei)g(X, ei)
= h divUg (X) + dh(pr
U
g (X)) .
The equation divUg (hX) = h div
U
g (X)+dh(pr
U
g (X)) holds globally on M , since local U -adapted ON frames
exist around each point in M .
2.2.3 Definition (〈α, β〉g,U ). Let U be a g-good distribution. For any two sections α, β in U∗, we define
the function 〈α, β〉g,U ∈ C∞(M,R) to be the scalar product 〈α, β〉g |U (cf. 2.1.2), i.e. the (g |U)-contraction
of α⊗β ∈ C∞(M←U∗⊗U∗). If g |U is positive definite, we sometimes use the notation |α|g :=
√〈α, α〉g,U .
If α is a section in T ∗M or in U∗, and if β is a section in T ∗M or in U∗, we define 〈α, β〉g,U to be
〈α |U, β |U〉g,U , where α |U = i∗U (α) and β |U = i∗U (β) are the restrictions of α resp. β to sections in U∗.
2.2.4 Examples. Let U be a g-good distribution. Note that we can interpret div⊥Ug as a section in the
vector bundle U∗, since div⊥Ug (fv) = f div
⊥U
g (v) + df(pr
⊥U
g (v)) = f div
⊥U
g (v) for every f ∈ C∞(M,R) and
v ∈ C∞(M←U); cf. Remark 2.1.10.
Hence 〈div⊥Ug , div⊥Ug 〉g,U is a well-defined smooth function on M . For all functions f, h ∈ C∞(M,R), we
can also consider the functions 〈df, dh〉g,U and 〈div⊥Ug , df〉g,U .
2.2.5 ON frame formulae. Let U be a g-good distribution, let (e1, . . . , en) be a local U -adapted or-
thonormal frame, and let f, h ∈ C∞(M,R). Then (cf. 2.1.18 for the definition of the functions Γkij):
〈div⊥Ug , div⊥Ug 〉g,U =
∑
i:U
εi div
⊥U
g (ei) div
⊥U
g (ei) =
∑
i:U
∑
j,k:⊥U
εiεjεkΓ
j
jiΓ
k
ki ,
〈div⊥Ug , df〉g,U =
∑
i:U
εi div
⊥U
g (ei)df(ei) =
∑
i:U
∑
j:⊥U
εiεjΓ
j
jidf(ei) ,
〈df, dh〉g,U =
∑
i:U
εidf(ei)dh(ei) .
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2.2.6 Definition (∆Ug,W (f), ∆
U
g (f)). Let U be a g-good distribution, and let f ∈ C∞(M,R). For
W ∈ {U,⊥U}, we define the function
∆Ug,W (f) := div
U
g (pr
W
g (gradg(f))) ;
and we define the function
∆Ug (f) := div
U
g (gradg(f)) = ∆
U
g,U (f) + ∆
U
g,⊥U (f) .
2.2.7 Remark. Let U be a g-good distribution. Let f ∈ C∞(M,R). The Hessian Hessg(f) is a symmetric
(0, 2)-tensor field onM , i.e. a symmetric section in the vector bundle T ∗M⊗T ∗M . We define HessUg (f) to be
the restriction of Hessg(f) to a section in the vector bundle U
∗⊗U∗. Then ∆Ug (f) is the (g |U)-contraction
of HessUg (f), as the following formulae prove.
2.2.8 ON frame formulae. Let U be a g-good distribution, let (e1, . . . , en) be a local U -adapted ON
frame, and let f ∈ C∞(M,R). Since the Hessian of f is given by Hessg(f)(v, w) = ∂v∂wf − df(∇vw), the
(g |U)-contraction of HessUg (f) is∑
i:U
εiHessg(ei, ei) =
∑
i:U
εi∂ei∂eif −
∑
i:U
∑
k
εiεkg(∇eiei, ek)df(ek)
=
∑
i:U
εi∂ei∂eif +
∑
k
εk div
U
g (ek)df(ek) .
For W ∈ {U,⊥U}, we compute (using 2.2.2)
∆Ug,W (f) = div
U
g
(∑
i:W
εidf(ei)ei
)
=
∑
i:W
εidf(ei) div
U
g (ei) +
∑
i:W
εid(df(ei))(pr
U
g (ei))
=
∑
i:W∩U
εi∂ei∂eif +
∑
i:W
εi div
U
g (ei)df(ei)
(note that
∑
i:⊥U∩U is the empty sum since ⊥U ∩ U is a 0-plane distribution). Hence
∆Ug (f) = ∆
U
g,U (f) + ∆
U
g,⊥U (f) =
∑
i:U
εi∂ei∂eif +
∑
i:U
εi div
U
g (ei)df(ei) +
∑
i:⊥U
εi div
U
g (ei)df(ei)
=
∑
i:U
εi∂ei∂eif +
∑
i
εi div
U
g (ei)df(ei) ,
which is equal to the (g |U)-contraction of HessUg (f).
2.2.9 Remark. Let U be a g-good distribution, let f ∈ C∞(M,R). By calculating contractions with
respect to local U -adapted g-orthonormal frames, we get
∆g(f) = ∆
U
g (f) + ∆
⊥U
g (f) .
2.2.10 Remark. Let U be a g-good distribution, let f ∈ C∞(M,R). Then
∆Ug,⊥U (f) = 〈divUg , df〉g,⊥U ,
since for every local U -adapted ON frame (e1, . . . , en), we have by 2.2.5 and 2.2.8
∆Ug,⊥U (f) =
∑
i:⊥U
εi div
U
g (ei)df(ei) = 〈divUg , df〉g,⊥U .
In particular, ∆Ug,⊥U (f) : C
∞(M,R) → C∞(M,R) is a first -order differential operator. This is not really
surprising, but nonetheless crucial for the present work: The only second-order terms which occur anywhere
in the computations in Chapter 3 have the form ∆Ug,W (f), where V is a given distribution V and U,W ∈
{V,⊥V }. So we have to deal with only two second-order terms ∆Vg,V (f) and ∆⊥Vg,⊥V (f), which are analogous
to the functions ∂t∂tf and ∆gN (f) that we have seen in the discussion of a special case in Subsection 1.2.1.
Hence the general situation is, up to first and zeroth order terms, not very different from the special case:
we can construct an elliptic equation by the same recipe that we have discussed in Subsection 1.2.1. If e.g.
∆⊥Vg,V (f) included second-order terms which vanished only in the special case, we would have a problem;
but that is not the case.
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2.2.11 Remark. Let U be a g-good distribution, let W ∈ {U,⊥U}, let f ∈ C∞(M,R), let K ∈ C∞(R,R).
Then
∆Ug,W (K ◦ f) = (K ′ ◦ f)∆Ug,W (f) + (K ′′ ◦ f)〈df, df〉g,U∩W .
Proof. With respect to every local U -adapted ON frame (e1, . . . , en), we have by 2.2.2
∆Ug,W (K ◦ f) = divUg
(∑
i:W
εid(K ◦ f)(ei)ei
)
= divUg
(
(K ′ ◦ f)
∑
i:W
εidf(ei)ei
)
= (K ′ ◦ f) divUg
(∑
i:W
εidf(ei)ei
)
+ d(K ′ ◦ f)
( ∑
i:U∩W
εidf(ei)ei
)
= (K ′ ◦ f)∆Ug,W (f) + (K ′′ ◦ f)
∑
i:U∩W
εidf(ei)df(ei) = (K
′ ◦ f)∆Ug,W (f) + (K ′′ ◦ f)〈df, df〉g,U∩W .
2.2.12 Remark. Let U be a g-good distribution, let W ∈ {U,⊥U}, let f0, f1 ∈ C∞(M,R). Then
∆Ug,W (f0f1) = f0∆
U
g,W (f1) + f1∆
U
g,W (f0) + 2〈df0, df1〉g,W∩U .
Proof. With respect to every local U -adapted ON frame (e1, . . . , en), we have by 2.2.8
∆Ug,W (f0f1) =
∑
i:W∩U
εi∂ei∂ei(f0f1) +
∑
i:W
εi div
U
g (ei)d(f0f1)(ei)
=
∑
i:W∩U
εi∂ei
(
f0df1(ei) + f1df0(ei)
)
+
∑
i:W
εi div
U
g (ei)
(
f0df1(ei) + f1df0(ei)
)
=
∑
i:W∩U
εidf0(ei)df1(ei) + f0
∑
i:W∩U
εi∂ei∂eif1 +
∑
i:W∩U
εidf1(ei)df0(ei) + f1
∑
i:W∩U
εi∂ei∂eif0
+ f0
∑
i:W
εi div
U
g (ei)df1(ei) + f1
∑
i:W
εi div
U
g (ei)df0(ei)
= f0∆
U
g,W (f1) + f1∆
U
g,W (f0) + 2〈df0, df1〉g,W∩U .
2.2.2 The functions σg,U , τg,U
Given a distribution U and the 1-jet of the metric g (i.e. the first derivatives of g), we define two functions
σg,U , τg,U . Their relation to the integrability properties of U will be discussed in Subsection 2.3.1.
2.2.13 Definition. Let U be a g-good distribution. We define a section T Ug in T
∗M ⊗ U∗ ⊗ (⊥U)∗
by (w, u, v) 7→ g(∇wu, v). To see that this section is well-defined, cf. Remark 2.1.10 and note that the
defining map is C∞(M,R)-linear in the second argument since g(∇w(fu), v) = f g(∇wu, v)+df(w)g(u, v) =
f g(∇wu, v) for every section u in U and every function f on M .
2.2.14 Remark. We have T ⊥Ug (w, v, u) = −T Ug (w, u, v), since g(∇wu, v) + g(∇wv, u) = ∂wg(u, v) = 0.
2.2.15 Remark (relation to the second fundamental form). Let us consider the case in which our
g-good distribution U is integrable. Then it induces a foliation of M , and at each point x ∈ M , the leaf
through x determines a submanifold germ N at the point x. (In other words, for each x ∈ M there is a
submanifold N of M [of dimension rank(U)] which contains x and satisfies Uy = TyN for all y ∈ N . This
submanifold is uniquely determined up to restriction to a smaller neighbourhood of x. Note that the whole
leaf through x is in general not a submanifold of M .)
The second fundamental form Π of N is a section in the vector bundle T ∗N ⊗ T ∗N ⊗ ⊥(TN); i.e., Π ∈
C∞(N← U∗ ⊗ U∗ ⊗⊥U). It is given by Π(u, v) = pr⊥Ug (∇uv) for all u, v ∈ C∞(N←U) = C∞(N←TN);
recall that ∇ is the covariant derivative on (M, g). We can pull down the upper index of the tensor field Π
via the metric g, thereby defining a section Πˆ ∈ C∞(N←U∗ ⊗ U∗ ⊗ (⊥U)∗); i.e., Πˆ(u, v, w) = g(∇uv, w)
for all u, v ∈ C∞(N←U), w ∈ C∞(N←⊥U).
The preceding definition of the second fundamental form of submanifold germs yields also a definition of
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the second fundamental form of a foliation: If U is integrable, then ΠˆU ∈ C∞(M←U∗ ⊗ U∗ ⊗ (⊥U)∗)
assigns to each point x ∈M the second fundamental form in x of (the germ of) the leaf through x.
In this situation, the (pointwise) restriction of the tensor field T Ug ∈ C∞(M←T ∗M ⊗ U∗ ⊗ (⊥U)∗) to
a section in U∗ ⊗ U∗ ⊗ (⊥U)∗ is equal to the second fundamental form ΠˆU . In this sense, T Ug is a
generalisation of the second fundamental form to arbitrary (not necessarily integrable) distributions.
2.2.16 Definition (σg,U , τg,U). Let U be a g-good distribution, and let W ∈ {U,⊥U}. We define the
section DUg,W in the vector bundle W
∗ ⊗ U∗ ⊗ (⊥U)∗ ⊗W ∗ ⊗ U∗ ⊗ (⊥U)∗ as the (pointwise) restriction of
the section T Ug ⊗T Ug in T ∗M ⊗ U∗ ⊗ (⊥U)∗ ⊗ T ∗M ⊗ U∗ ⊗ (⊥U)∗.
By taking suitable contractions of DUg,W , we could now define many tensor fields. Because functions is all
we need in the following, we restrict ourselves to the consideration of total contractions of DUg,W .
We define the function σg,U as the contraction of D
⊥U
g,U ∈ C∞(M← U∗ ⊗ (⊥U)∗ ⊗U∗ ⊗U∗ ⊗ (⊥U)∗ ⊗ U∗)
in the first and fourth, the second and fifth, and the third and sixth index. The contractions are of course
taken with respect to the metrics g |U and g |(⊥U) on the vector bundles U and ⊥U , respectively.
We define the function τg,U as the contraction of D⊥Ug,U ∈ C∞(M← U∗ ⊗ (⊥U)∗ ⊗ U∗ ⊗ U∗ ⊗ (⊥U)∗ ⊗ U∗)
in the first and sixth, the third and fourth, and the second and fifth index.
2.2.17 Remark. In Riemannian geometry, it would be customary to use a notation like |T |2g for σg,U ,
where T is the restriction of T ⊥Ug to a section in U
∗ ⊗ (⊥U)∗ ⊗ U∗.
2.2.18 ON frame formulae. Let U be a g-good distribution, let (e1, . . . , en) be a local U -adapted ON
frame. Then
σg,U =
∑
i,k:U
∑
j:⊥U
εiεjεkΓ
k
ijΓ
k
ij =
∑
i,k:U
∑
j:⊥U
εiεjεkΓ
j
ikΓ
j
ik ,
τg,U =
∑
i,k:U
∑
j:⊥U
εiεjεkΓ
k
ijΓ
i
kj =
∑
i,k:U
∑
j:⊥U
εiεjεkΓ
j
ikΓ
j
ki .
2.2.19 Remark (why no other total contractions exist). There are several other possibilities to form
total contractions of D⊥Ug,U or D
U
g,U , but all of them can be expressed by functions that we know already:
Since DUg,U (u0, v0, w0, u1, v1, w1) = D
⊥U
g,U (u0, w0, v0, u1, w1, v1) (cf. Remark 2.2.14), considering only total
contractions of D⊥Ug,U is no loss of generality. In addition to the contractions which define σg,U and τg,U ,
exactly one other contraction of D⊥Ug,U is possible: contraction in the first and third, the fourth and sixth,
and the second and fifth index. This contraction is equal to the function 〈divUg , divUg 〉g,⊥U .
2.2.3 Scalar curvatures
Given a distribution U and the 2-jet of the metric g, we can define more functions than the σs and τs from
the preceding subsection. The sum of these functions scalU,Ug , scal
U,⊥U
g , scal
⊥U,U
g , scal
⊥U,⊥U
g which we are
going to introduce now is the scalar curvature of g.
2.2.20 ON frame formulae (Riemann curvature). Let Rg ∈ C∞(M←T ∗M ⊗ T ∗M ⊗ T ∗M ⊗ T ∗M)
be the (0, 4)-tensor version of the Riemann curvature of (M, g). Our sign convention3 yields for vector
fields u, v, w, z ∈ C∞(M←TM):
Rg(u, v, w, z) = g
(∇u∇vw −∇v∇uw −∇[u,v]w, z) .
Let (e1, . . . , en) be a local g-orthonormal frame of TM . Then we have for all i, j, k, l ∈ {1, . . . , n}:
Rg(ei, ej , ek, el) = ∂eiΓ
l
jk − ∂ejΓlik +
∑
µ
εµ
(
ΓliµΓ
µ
jk − ΓljµΓµik − (Γµij − Γµji)Γlµk
)
,
scalg = −
(
2
∑
i
εi∂ei divg(ei) +
∑
i
εi divg(ei)
2 +
∑
i,j,k
εiεjεkΓ
k
ijΓ
k
ji
)
.
3Our sign convention agrees e.g. with [56], [79], [55], [57], [60]; and it is opposite to e.g. [11], [29], [75]. However, all
conventions agree on the definition of the Ricci curvature and the scalar curvature.
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Proof. We compute Rg(ei, ej , ek, el):
g
(
∇ei∇ej ek −∇ej∇eiek −∇[ei,ej ]ek, el
)
= g
(
∇ei
(∑
µ
εµg(∇ej ek, eµ)eµ
)
−∇ej
(∑
µ
εµg(∇eiek, eµ)eµ
)
−∇∑
µ
εµg([ei,ej ],eµ)eµek, el
)
=
∑
µ
εµg
(
∇ei
(
Γµjkeµ
)
, el
)
−
∑
µ
εµg
(
∇ej
(
Γµikeµ
)
, el
)
−
∑
µ
εµg
(
[ei, ej ], eµ
)
g
(
∇eµek, el
)
=
∑
µ
εµ
(
Γµjkg(∇eieµ, el) + (∂eiΓµjk)g(eµ, el)− Γµikg(∇ejeµ, el)− (∂ejΓµik)g(eµ, el)− (Γµij − Γµji)Γlµk
)
= ∂eiΓ
l
jk − ∂ejΓlik +
∑
µ
εµ
(
ΓliµΓ
µ
jk − ΓljµΓµik − (Γµij − Γµji)Γlµk
)
.
Contraction yields (note that divg(ei) =
∑
k εkg(∇ekei, ek) =
∑
k εkΓ
k
ki):
scalg =
∑
i,j
εiεjRg(ei, ej, ej , ei)
=
∑
i,j
εiεj
(
∂eiΓ
i
jj − ∂ejΓiij +
∑
k
εk(Γ
i
ikΓ
k
jj − ΓijkΓkij)−
∑
k
εk(Γ
k
ij − Γkji)Γikj
)
= −2
∑
i
εi∂ei
(∑
j
εjΓ
j
ji
)
−
∑
k
εk
(∑
i
εiΓ
i
ik
)(∑
j
εjΓ
j
jk
)
+
∑
i,j,k
εiεjεkΓ
k
jiΓ
k
ij −
∑
i,j,k
εiεjεkΓ
j
ikΓ
j
ki −
∑
i,j,k
εiεjεkΓ
i
jkΓ
i
kj
= −
(
2
∑
i
εi∂ei divg(ei) +
∑
i
εi divg(ei)
2 +
∑
i,j,k
εiεjεkΓ
k
ijΓ
k
ji
)
.
2.2.21 Definition (scalU,Wg ). Let U be a g-good distribution. We define Ric
U
g ∈ C∞(M←T ∗M ⊗ T ∗M)
to be the (g |U)-contraction of the section in U∗ ⊗ T ∗M ⊗ T ∗M ⊗ U∗ which we get as a restriction of
the Riemann tensor Rg, in the first and fourth index. The tensor field Ric
U
g is symmetric because of the
symmetries of Rg. We define the function scal
U
g ∈ C∞(M,R) to be its g-contraction.
For W ∈ {U,⊥U}, we define the function scalU,Wg ∈ C∞(M,R) to be the (g |W )-contraction of the restric-
tion of RicUg ∈ C∞(M←T ∗M ⊗ T ∗M) to a section in the vector bundle W ∗ ⊗W ∗.
2.2.22 Remark. Obviously, we have Ricg = Ric
U
g +Ric
⊥U
g , hence scalg = scal
U
g +scal
⊥U
g , and, moreover,
scalUg = scal
U,U
g +scal
U,⊥U
g . The well-known symmetry Rg(u, v, v, u) = Rg(v, u, u, v) of the curvature tensor
implies scalU,⊥Ug = scal
⊥U,U
g .
2.2.23 ON frame formulae. Let U be a g-good distribution, let (e1, . . . , en) be a local U -adapted ON
frame, and let W ∈ {U,⊥U}. By formula 2.2.20, we have
scalU,Wg =
∑
i:U
∑
k:W
εiεkRg(ei, ek, ek, ei)
=
∑
i:U
∑
k:W
εiεk
(
∂eiΓ
i
kk − ∂ekΓiik +
∑
µ
εµ
(
ΓiiµΓ
µ
kk − ΓikµΓµik − (Γµik − Γµki)Γiµk
))
,
in particular
scalU,Ug = −
∑
i,k:U
εiεk∂eiΓ
k
ki −
∑
i,k:U
εiεk∂ekΓ
i
ik −
∑
i,k:U
∑
µ
εiεkεµΓ
i
iµΓ
k
kµ +
∑
i,k:U
∑
µ
εiεkεµΓ
µ
kiΓ
µ
ik
−
∑
i,k:U
∑
µ
εiεkεµΓ
k
iµΓ
k
µi −
∑
i,k:U
∑
µ
εiεkεµΓ
i
kµΓ
i
µk
= −2
∑
j:U
εj∂ej div
U
g (ej)−
∑
j
εj div
U
g (ej)
2 −
∑
i,j,k:U
εiεjεkΓ
k
ijΓ
k
ji + τg,U − 2
∑
i,k:U
∑
j:⊥U
εiεjεkΓ
k
ijΓ
k
ji
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and
scalU,⊥Ug = −
∑
i:U
∑
k:⊥U
εiεk∂eiΓ
k
ki −
∑
i:U
∑
k:⊥U
εiεk∂ekΓ
i
ik −
∑
i:U
∑
k:⊥U
∑
µ
εiεkεµΓ
i
iµΓ
k
kµ
+
∑
i:U
∑
k:⊥U
∑
µ
εiεkεµΓ
µ
kiΓ
µ
ik −
∑
i:U
∑
k:⊥U
∑
µ
εiεkεµΓ
k
iµΓ
k
µi −
∑
i:U
∑
k:⊥U
∑
µ
εiεkεµΓ
i
kµΓ
i
µk
= −
∑
i:U
εi∂ei div
⊥U
g (ei)−
∑
k:⊥U
εk∂ek div
U
g (ek)−
∑
µ
εµ div
U
g (eµ) div
⊥U
g (eµ)
+
∑
i:U
∑
j,k:⊥U
εiεjεkΓ
k
ijΓ
k
ji +
∑
i,k:U
∑
j:⊥U
εiεjεkΓ
k
ijΓ
k
ji −
∑
i:U
∑
j,k:⊥U
εiεjεkΓ
k
ijΓ
k
ji
−
∑
i,j:U
∑
k:⊥U
εiεjεkΓ
k
ijΓ
k
ji −
∑
k:U
∑
i,j:⊥U
εiεjεkΓ
k
ijΓ
k
ji −
∑
j,k:U
∑
i:⊥U
εiεjεkΓ
k
ijΓ
k
ji
= −
∑
j:U
εj∂ej div
⊥U
g (ej)−
∑
j:⊥U
εj∂ej div
U
g (ej)−
∑
j
εj div
U
g (ej) div
⊥U
g (ej)− τg,U − τg,⊥U .
2.2.4 Qualar curvatures
Until now, we have decomposed the scalar curvature of g into the sum scalU,Ug +scal
⊥U,⊥U
g +2 scal
U,⊥U
g .
Now we will decompose the summand scalU,⊥Ug even further, namely into a sum −(qualUg +qual⊥Ug ). For
lack of a better name, I call these summands qualar curvatures (where qualar is a crude mixture of quasi
and scalar ; alternatively, it might remind you of quarter of scalar). We start with the definition of the
corresponding “quasi” version of Riemann curvature:
2.2.24 Definition (QUg ). Let U be a g-good distribution. We define the section Q
U
g in the vector bundle
T ∗M ⊗T ∗M ⊗U∗⊗ (⊥U)∗ by mapping sections u, v ∈ C∞(M←TM), w ∈ C∞(M←U), z ∈ C∞(M←⊥U)
to the function
QUg (u, v, w, z) := g(∇v∇uw, z)− g(∇∇vuw, z) + g
(
prUg (∇vz), prUg (∇uw)
)
+ g
(
prUg (∇uz), prUg (∇vw)
)
.
In order to prove that we really define a section in T ∗M ⊗T ∗M ⊗U∗⊗ (⊥U)∗ in this way, we have to check
that our map C∞(M←TM)× C∞(M←TM)× C∞(M←U)× C∞(M←⊥U)→ C∞(M,R) is C∞(M,R)-
quadrilinear. C∞(M,R)-linearity in the second argument (i.e. v) is obvious. Note that g(w, z) = 0 and
thus g(∇ηw, z) + g(∇ηz, w) = 0 for all η ∈ C∞(M←TM). Moreover, g(prUg (η), prUg (w)) = g(η, w). Using
this, we compute for every f ∈ C∞(M,R):
QUg (fu, v, w, z) = fQ
U
g (u, v, w, z) + df(v)g(∇uw, z)− df(v)g(∇uw, z) = fQUg (u, v, w, z) ,
QUg (u, v, fw, z) = g
(∇v(f∇uw), z)+ g(∇v((∂uf)w), z)
− g(∇∇vu(fw), z)+ g(prUg (∇vz), prUg (∇u(fw))) + g(prUg (∇uz), prUg (∇v(fw)))
= f g(∇v∇uw, z) + df(v)g(∇uw, z) + df(u)g(∇vw, z) + (∂v∂uf)g(w, z)
− f g(∇∇vuw, z)− df(∇vu)g(w, z) + f g
(
prUg (∇vz), prUg (∇uw)
)
+ df(u)g
(
prUg (∇vz), prUg (w)
)
+ f g
(
prUg (∇uz), prUg (∇vw)
)
+ df(v)g
(
prUg (∇uz), prUg (w)
)
= fQUg (u, v, w, z) ,
QUg (u, v, w, fz) = fQ
U
g (u, v, w, z) + df(v)g
(
prUg (z), pr
U
g (∇uw)
)
+ df(u)g
(
prUg (z), pr
U
g (∇vw)
)
= fQUg (u, v, w, z) .
This completes our verification that QUg ∈ C∞(M← T ∗M ⊗ T ∗M ⊗ U∗ ⊗ (⊥U)∗) is well-defined.
2.2.25 Remark. Let U be a g-good distribution. Then we have for all x ∈ M , u, v ∈ TxM , w ∈ Ux, and
z ∈ ⊥Ux:
QUg (u, v, w, z) = −Q⊥Ug (u, v, z, w) .
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Proof. All u, v ∈ C∞(M←TM), w ∈ C∞(M←U), z ∈ C∞(M←⊥U) satisfy
QUg (u, v, w, z) = ∂vg(∇uw, z)− g(∇∇vuw, z)− g
(
pr⊥Ug (∇vz), pr⊥Ug (∇uw)
)
+ g
(
prUg (∇uz), prUg (∇vw)
)
and g(∇ηw, z) = −g(∇ηz, w) for every η ∈ C∞(M←TM); hence
QUg (u, v, w, z) = ∂vg(∇uw, z)− g(∇∇vuw, z)− g
(
pr⊥Ug (∇vz), pr⊥Ug (∇uw)
)
+ g
(
prUg (∇uz), prUg (∇vw)
)
= −∂vg(∇uz, w) + g(∇∇vuz, w) + g
(
prUg (∇vw), prUg (∇uz)
)− g(pr⊥Ug (∇uw), pr⊥Ug (∇vz))
= −Q⊥Ug (u, v, z, w) .
2.2.26 Remark (relation to Riemann curvature). Let U be a g-good distribution. Then we have for
all x ∈M , u, v ∈ TxM , w ∈ Ux, and z ∈ ⊥Ux:
Rg(u, v, w, z) = Q
U
g (v, u, w, z)−QUg (u, v, w, z) .
Proof.
Rg(u, v, w, z) = g(∇u∇vw, z)− g(∇v∇uw, z)− g(∇[u,v]w, z)
= −g(∇v∇uw, z) + g(∇u∇vw, z) + g(∇∇vuw, z)− g(∇∇uvw, z)− g
(
prUg (∇vz), prUg (∇uw)
)
+ g
(
prUg (∇uz), prUg (∇vw)
) − g(prUg (∇uz), prUg (∇vw)) + g(prUg (∇vz), prUg (∇uw))
= −QUg (u, v, w, z) +QUg (v, u, w, z) .
2.2.27 Definition (qualUg ). Let U be a g-good distribution. We consider the (pointwise) restriction of
QUg to a section in (⊥U)∗ ⊗ U∗ ⊗ U∗ ⊗ (⊥U)∗, and we define the function qualUg ∈ C∞(M,R) to be its
contraction in the first and fourth, and in the second and third index. We call qualUg the U -qualar curvature
of (M, g).
2.2.28 Remark. The functions qualUg and qual
⊥U
g are up to a sign the only total contractions of (pointwise)
restrictions of QUg or Q
⊥U
g (by restrictions we mean restrictions to multilinear forms on U or ⊥U). This
follows immediately from Remark 2.2.25.
2.2.29 ON frame formulae. Let U be a g-good distribution. Let (e1, . . . , en) be a local U -adapted
orthonormal frame. Then we have (by the first formula in the proof of 2.2.25):
QUg (u, v, w, z) = ∂vg(∇uw, z)−
∑
k
εkg(∇vu, ek)g(∇ekw, z)
−
∑
k:⊥U
εkg(∇vz, ek)g(∇uw, ek) +
∑
k:U
εkg(∇uz, ek)g(∇vw, ek) ,
qualUg =
∑
i:⊥U
∑
j:U
εiεj∂ejg(∇eiej , ei)−
∑
i:⊥U
∑
j:U
∑
k
εiεjεkg(∇ej ei, ek)g(∇ekej, ei)
−
∑
i,k:⊥U
∑
j:U
εiεjεkg(∇ej ei, ek)g(∇eiej , ek) +
∑
i:⊥U
∑
j,k:U
εiεjεkg(∇eiei, ek)g(∇ej ej , ek)
=
∑
i:⊥U
∑
j:U
εiεj∂ejΓ
i
ij −
∑
i,k:⊥U
∑
j:U
εiεjεkΓ
k
jiΓ
i
kj −
∑
i:⊥U
∑
j,k:U
εiεjεkΓ
k
jiΓ
i
kj
−
∑
i,k:⊥U
∑
j:U
εiεjεkΓ
k
jiΓ
k
ij +
∑
i:⊥U
∑
j,k:U
εiεjεkΓ
k
iiΓ
k
jj
=
∑
j:U
εj∂ej div
⊥U
g (ej) +
∑
i,k:⊥U
∑
j:U
εiεjεkΓ
i
jkΓ
i
kj +
∑
i:⊥U
∑
j,k:U
εiεjεkΓ
i
jkΓ
i
kj
−
∑
i,k:⊥U
∑
j:U
εiεjεkΓ
i
jkΓ
i
kj +
∑
k:U
εk div
U
g (ek) div
⊥U
g (ek)
=
∑
j:U
εj∂ej div
⊥U
g (ej) +
∑
j:U
εj div
U
g (ej) div
⊥U
g (ej) + τg,U .
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2.2.30 Fact. Let U be a g-good distribution. Then
scalU,⊥Ug = scal
⊥U,U
g = −(qualUg +qual⊥Ug ) .
First proof. By 2.2.23 and 2.2.29, we get for every local U -adapted ON frame (e1, . . . , en):
−(qualUg +qual⊥Ug ) = −
∑
j:U
εj∂ej div
⊥U
g (ej)−
∑
j:U
εj div
U
g (ej) div
⊥U
g (ej)− τg,U
−
∑
j:⊥U
εj∂ej div
U
g (ej)−
∑
j:⊥U
εj div
⊥U
g (ej) div
U
g (ej)− τg,⊥U
= scalU,⊥Ug .
Second proof. By 2.2.25 and 2.2.26, we get
scalU,⊥Ug =
∑
i:U
∑
j:⊥U
εiεjRg(ei, ej, ej , ei)
=
∑
i:U
∑
j:⊥U
εiεjQ
U
g (ej , ei, ej, ei)−
∑
i:U
∑
j:⊥U
εiεjQ
U
g (ei, ej, ej , ei)
= −
∑
i:U
∑
j:⊥U
εiεjQ
⊥U
g (ej , ei, ei, ej)−
∑
i:U
∑
j:⊥U
εiεjQ
U
g (ei, ej , ej, ei)
= − qual⊥Ug − qualUg .
2.2.5 The functions ξg,V and χg,V
2.2.31 Definition (ξg,V ). Let V be a g-good distribution, and let H := ⊥V . We define the function
ξg,V ∈ C∞(M,R) by
ξg,V := 〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H +
σg,H + τg,H
2
− σg,V + τg,V
2
− scalV,Vg +2qualVg .
This function deserves a name because it will appear as a coefficient in our elliptic PDE (4.2.2). It is
especially relevant in the Lorentzian case of the prescribed scalar curvature problem.
2.2.32 Definition (χg,V ). Let V be a g-good distribution, and let H := ⊥V . We define the function
χg,V ∈ C∞(M,R) by
χg,V := scalg +ξg,V +
σg,H − τg,H
2
= scalH,Hg −2 qualHg +〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H + σg,H −
σg,V + τg,V
2
.
In Section 6.3, we will discuss the relation of χg,V to the esc Conjecture.
2.2.6 The line distribution case
The functions that we have defined above can be interpreted in a more direct way when V is a line
distribution, because local orthonormal frames of V are essentially unique in that case. To make this
interpretation explicit, we introduce the following objects.
2.2.33 Definition (∂V divg(V ), divg(V )
2, ∇(g)V V , εV ). Let V be a g-good line distribution.
We define a function ∂V divg(V ) ∈ C∞(M,R) as follows. For every x ∈M , there exist an open neighbour-
hood N of x and a section X of V |N with |g(X,X)| = 1. (In other words, there exists a 1-tuple (X) which
is a local ON frame around x of the line bundle V . If the line bundle V is orientable and thus trivial, then
there is even a global ON frame of V .) Moreover, if X0 and X1 are two sections with this property, then
their germs at x are either equal or equal up to a sign; i.e., there is a neighbourhood N ′ of x on which both
sections are defined, such that either X0 |N ′ = X1 |N ′ or X0 |N ′ = −X1 |N ′.
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We define the value of ∂V divg(V ) in x to be the value of the function ∂X divg(X) in x. This yields a
globally well-defined function, because ∂X divg(X) is equal to ∂−X divg(−X) and the value of ∂X divg(X)
in x depends only on the germ of X at x.
Analogously, we define a function divg(V )
2 by declaring that it be locally the function divg(X)
2, where
(X) is again a local ON frame of V . Since divg(X)
2 = divg(−X)2, we get a globally well-defined function
in this way.
We define a vector field ∇(g)V V ∈ C∞(M←TM) by declaring that it be locally the vector field ∇XX , where
(X) is a local ON frame of V . This is a globally well-defined vector field since ∇XX = ∇−X(−X).
We define εV := g(X,X) ∈ {1,−1}, where (X) is a local ON frame of V ; in other words, εV = 1 [resp.
εV = −1] if and only if the line distribution V is spacelike [timelike].
2.2.34 Remark (∂V div
V
g (V ) = 0 = div
V
g (V )
2). Let V be a g-good line distribution, let H denote
the g-orthogonal distribution of V . In addition to the functions defined above, we could also define
functions ∂V div
V
g (V ), ∂V div
H
g (V ), div
V
g (V )
2, divHg (V )
2, in a completely analogous way: we would just
replace divg(X) by div
V
g (X) resp. div
H
g (X) in the definitions. However, there is no point in doing
so since divVg (X) = 0, which implies div
H
g (X) = divg(X) and thus ∂V div
V
g (V ) = 0, div
V
g (V )
2 = 0,
∂V div
H
g (V ) = ∂V divg(V ), div
H
g (V )
2 = divg(V )
2.
In order to see why divVg (X) = 0, consider a local V -adapted ON frame (e0, . . . , en−1) on M such that,
without loss of generality, X = e0. Then div
V
g (X) = div
V
g (e0) =
∑
i:V εiΓ
i
i0 = ε0Γ
0
00 = 0, as claimed.
The relation of the objects ∂V divg(V ), divg(V )
2, ∇(g)V V to the functions which we defined for distributions
of arbitrary rank is as follows.
2.2.35 Fact. Let V be a g-good line distribution, let H denote the g-orthogonal distribution of V . Then
σg,V = τg,V = 〈divVg , divVg 〉g,H = g(∇V V,∇V V ) ,
〈divHg , divHg 〉g,V = εV divg(V )2 ,
scalV,Vg = 0 ,
qualVg = εV ∂V divg(V ) + σg,V ,
qualHg = −εV divg(∇V V )− σg,V + τg,H ,
ξg,V = 2εV ∂V divg(V ) + εV divg(V )
2 +
σg,H + τg,H
2
,
where we have used the abbreviation ∇V V := ∇(g)V V .
Proof. Let (e0, . . . , en−1) be a V -adapted local ON frame of TM such that, without loss of generality, e0
is a section in V . Then ∇V V = ∇e0e0 =
∑
i εiΓ
i
00ei, and we thus get (by the preceding remark and 2.2.5,
2.2.18, 2.2.23, 2.2.29):
∑
i:H
εiΓ
i
00Γ
i
00 = σg,V = τg,V = 〈divVg , divVg 〉g,H = g(∇V V,∇V V ) ,
〈divVg , divVg 〉g,H = ε0 divg(e0)2 = εV divg(V )2 ,
scalV,Vg = −2(ε0)2∂e0Γ000 −
∑
i
εi(Γ
0
0i)
2 − ε0(Γ000)2 + τg,V − 2
∑
i:H
εiΓ
0
0iΓ
0
i0 = −
∑
i:H
εi(Γ
0
0i)
2 + τg,V = 0 ,
qualVg = ε0∂e0 div
H
g (e0) + (ε0)
2Γ000 div
H
g (e0) + τg,V = εV ∂e0 divg(e0) + τg,V = εV ∂V divg(V ) + σg,V ,
qualHg =
∑
j:H
εj∂ej div
V
g (ej) +
∑
j:H
εj div
H
g (ej) div
V
g (ej) + τg,H ,
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−εV divg(∇V V ) = −εV
∑
i:H
εi divg(Γ
i
00ei) = −εV
∑
i:H
εiΓ
i
00 divg(ei)− εV
∑
i:H
εi∂eiΓ
i
00
=
∑
i:H
εiε0Γ
0
0i
(
divVg (ei) + div
H
g (ei)
)
+
∑
i:H
εiε0∂eiΓ
0
0i
=
∑
i:H
εi div
V
g (ei) div
H
g (ei) +
∑
i:H
εi div
V
g (ei)
2 +
∑
i:H
εi∂ei div
V
g (ei)
= qualHg −τg,H + σg,V ;
here we used the fact that divg(fX) = f divg(X) + df(X) for every function f and every vector field X
(cf. 2.2.2 for U = TM). Finally,
ξg,V = 〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H +
σg,H + τg,H
2
− σg,V + τg,V
2
− scalV,Vg +2qualVg
= εV divg(V )
2 +
σg,H + τg,H
2
+ 2εV ∂V divg(V ) .
2.3 Integrability properties of distributions
2.3.1 σ − τ and the twistedness tensor field
Recall some facts and notions that we used already in Chapter 1:
Let M be an n-manifold. A q-plane distribution H on M is called integrable if and only if for each x ∈M
there exist local coordinates (x1, . . . , xn) on a neighbourhood U of x such that H |U is the span of the
vector fields ∂∂x1 , . . . ,
∂
∂xq
on U . By the Frobenius theorem (cf. e.g. [17], Theorem 4.5.5), a distribution H
is integrable if and only if the sections in H form a sub Lie algebra of the Lie algebra of all vector fields on
M , that is, if and only if the Lie bracket of every two sections in H is again a section in H . In particular,
every line distribution is integrable. There is a natural bijective correspondence between integrable q-plane
distributions on M and q-dimensional foliations of M ; it maps every foliation to its tangent distribution
(cf. e.g. [17], §4.5).
Moreover, recall the following closely related standard construction. Its name seems to be less standardised;
I follow W. Thurston (cf. [97], p. 176) in calling it the twistedness of a distribution.
2.3.1 Definition (twistedness). Let M be an n-manifold, and let H be a q-plane distribution on M .
Denoting the fibrewise projection (which is a vector bundle morphism) TM → TM/H =: ⊥H by pr⊥H ,
we define a section TwistH in the vector bundle Λ
2(H∗)⊗⊥H via
TwistH(v, w) := pr
⊥H([v, w])
for all v, w ∈ C∞(M←H). This yields indeed a well-defined section in Λ2(H∗) ⊗ ⊥H because (v, w) 7→
pr⊥H([v, w]) is an alternating C∞(M,R)-bilinear map C∞(M←H) × C∞(M←H) → C∞(M←⊥H) (cf.
Remark 2.1.10): for every f ∈ C∞(M,R), we have pr⊥H([fv, w]) = pr⊥H(f [v, w]−df(w)v) = fpr⊥H([v, w])
and [v, w] = −[w, v].
When g is a semi-Riemannian metric on M such that H is g-good, then we can identify ⊥H with ⊥gH
in such a way that pr⊥H becomes pr⊥Hg under the identification; cf. Remark 2.1.5. In this situation, we
consider TwistH as a section in Λ
2(H∗)⊗⊥gH , given by TwistH(v, w) = pr⊥Hg ([v, w]).
If x is a point in M , we call H untwisted [resp. twisted ] at x if and only if the twistedness of H vanishes
[resp. does not vanish] in x. We call H everywhere twisted if and only if TwistH ∈ C∞(M←Λ2(H∗)⊗⊥H)
vanishes nowhere. (The analogous concept everywhere untwisted is the same as integrable.)
2.3.2 Remark. When I mentioned a suitable nonintegrability condition (for some distribution) in the
preface and in Chapter 1, I always meant everywhere twistedness. This is a very weak nonintegrability con-
dition, compared for instance to the contact condition for a hyperplane distribution on an odd-dimensional
manifold: everywhere twistedness demands only that for each x ∈ M , there are at least two vectors
v, w ∈ Hx such that TwistH(v, w) 6= 0. When the rank of H is large, the contact condition demands much
more; cf. Chapter 5 for a detailed discussion.
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2.3.3 Fact. Let (M, g) be a semi-Riemannian manifold, let H be a g-good distribution onM . We consider
the section T in H∗ ⊗H∗ ⊗ (⊥H)∗ ⊗H∗ ⊗H∗ ⊗ (⊥H)∗ which is defined by
T (u0, v0, w0, u1, v1, w1) := g(TwistH(u0, v0), w0)g(TwistH(u0, v0), w1) ,
and we consider the contraction t ∈ C∞(M,R) of T in the first and fourth, the second and fifth, and the
third and sixth index (via the metrics g |H and g |⊥H , of course). I.e., we consider, in classical Riemannian
notation, the total contraction t = 2 |TwistH |2g. (The factor 2 appears because we defined TwistH as a
section in Λ2(H∗)⊗⊥H instead of H∗ ⊗H∗ ⊗⊥H .) Then we have
t = 2(σg,H − τg,H) .
Proof. Let x in M . By 2.1.16, we can choose an H-adapted local orthonormal frame (e1, . . . , en) on
a neighbourhood of x; here n is the dimension of M . By 2.2.18, the following equation holds on this
neighbourhood:
t =
∑
i,j:H
∑
k:⊥H
εiεjεkg(TwistH(ei, ej), ek)
2 =
∑
i,j:H
∑
k:⊥H
εiεjεkg(∇eiej −∇ej ei, ek)2
=
∑
i,j:H
∑
k:⊥H
εiεjεk(Γ
k
ij − Γkji)2 = 2
∑
i,j:H
∑
k:⊥H
εiεjεk(Γ
k
ij)
2 − 2
∑
i,j:H
∑
k:⊥H
εiεjεkΓ
k
ijΓ
k
ji = 2(σg,H − τg,H) .
The following fact is the reason why everywhere twisted distributions play a crucial role in the pseudo-
Riemannian prescribed scalar curvature problem.
2.3.4 Proposition. Let (M, g) be a Riemannian manifold, let H be a distribution on M . Then σg,H ≥
|τg,H |. Moreover, for every x ∈M , the following statements are equivalent:
(i) σg,H(x) = τg,H(x).
(ii) H is untwisted at x.
In particular, H is integrable if and only if σg,H = τg,H .
Proof. By 2.3.3, σg,H − τg,H = |TwistH |2g ≥ 0 (the inequality is valid since g is Riemannian). Equality
holds exactly in those points where TwistH vanishes. It remains to prove σg,H ≥ −τg,H . This follows from
an ON frame calculation like that in the proof of 2.3.3:
0 ≤
∑
i,j:H
∑
k:⊥H
(Γkij + Γ
k
ji)
2 = 2
∑
i,j:H
∑
k:⊥H
(Γkij)
2 + 2
∑
i,j:H
∑
k:⊥H
ΓkijΓ
k
ji = 2(σg,H + τg,H) .
2.3.5 Remarks.
(i) The proposition shows that the zeroes of the nonnegative function σg,H − τg,H do not depend on
the Riemannian metric g, but only on the distribution H . However, the zeroes of the nonnegative
function σg,H + τg,H depend on g.
(ii) We need Proposition 2.3.4 only in the Riemannian version we stated, but it can be generalised:
Let (M, g) be any semi-Riemannian manifold, and let H be a maximally timelike distribution on
M . Then all conclusions of the proposition are still true. This is easy to prove: In the ON frame
calculation in the proofs of 2.3.3 and 2.3.4, we have εi = εj = −1 and εk = 1 because H is timelike
and ⊥gH is spacelike. Hence εiεjεk = 1 in each case, so the proof of 2.3.4 still works.
If H is not maximally timelike but maximally spacelike, then εiεjεk = −1; so the equivalence of (i)
and (ii) in the proposition remains true, but σg,H ≥ |τg,H | has to be replaced by σg,H ≤ − |τg,H |.
The rest of this chapter can be skipped: It contains facts and definitions which are not used in the proofs
of the main results of this thesis, but are just cited later in the discussion of the esc Conjecture and in
several side remarks.
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2.3.2 The Laplacian with respect to a foliation
2.3.6 Definition. Let (M, g) be a semi-Riemannian manifold, let H be an integrable g-good distribution
on M , and let f ∈ C∞(M,R). Then we define ∆folg,H(f) ∈ C∞(M,R) to be the Laplacian of the restriction
of f to the leaves of the foliation corresponding to H , with respect to the restriction of the metric on the
leaves. I.e., for each x ∈M , the value of ∆folg,H(f) in x is the value in x of ∆g |Fx(f |Fx) ∈ C∞(Fx,R), where
Fx denotes the (germ of the) leaf through x of the foliation defined by H .
Recall the following elementary fact:
2.3.7 Fact. Let (M, g) be a semi-Riemannian manifold, let F be a foliation onM such that the distribution
TF on M is g-good, let ∇ be the Levi-Civita connection on (M, g). Let ∇F be the Levi-Civita connection
on (F, g |F ); i.e., for all x ∈ M , u ∈ TxF and each section v ∈ C∞(M←TF ), the vector ∇Fu v ∈ TxF is by
definition the vector ∇Nu (v |N), where ∇N is the Levi-Civita connection on the (germ of the) leaf N = Fx
through x with respect to the metric g |N .
Then for all x ∈ M , all u,w ∈ TxF and every section v ∈ C∞(M←TF ), we have g(∇uv, w) = g(∇Fu v, w);
in other words, prTFg (∇uv) = ∇Fu v.
Proof. We extend the vectors u,w to sections in TF →M . The Koszul formula yields
2g(∇Fu v, w) = ∂ug(v, w) + ∂vg(u,w)− ∂wg(u, v)+ g([u, v], w) + g([w, u], v) + g([w, v], u) = 2g(∇uv, w) .
From this, we deduce that the function ∆folg,H(f) is equal to another one that we knew before:
2.3.8 Lemma. Let (M, g) be a semi-Riemannian manifold, let H be an integrable g-good distribution on
M , and let f ∈ C∞(M,R). Then
∆folg,H(f) = ∆
H
g,H(f) .
Proof. Let (e1, . . . , en) be an H-adapted local g-orthonormal frame of TM . We denote the orthonormal
Christoffel symbols with respect to the Levi-Civita connection of g by Γkij , as usual. Since the set of all ei
with i : H is a (g |H)-orthonormal frame of H , we get by 2.2.8:
∆folg,H(f) =
∑
i:H
ǫi∂ei∂eif +
∑
i,j:H
εiεjΓ
j
jidf(ei) = ∆
H
g,H(f) ;
the first equality holds because of 2.3.7.
2.3.3 The scalar curvature of a foliation
2.3.9 Definition (scalfolg,H). Let (M, g) be a semi-Riemannian manifold, and let H be an integrable g-good
distribution on M . Then we define scalfolg,H ∈ C∞(M,R) to be the scalar curvature of the leaves of the
foliation corresponding to H . I.e., for each x ∈ M , the value of scalfolg,H in x is the value in x of the scalar
curvature of the (germ of the) leaf Fx through x with respect to the semi-Riemannian metric g |H on the
tangent bundle TFx = H |Fx.
scalfolg,H does obviously not depend on the whole metric g but only on its restriction to H . It is related to
the functions from Section 2.2 by the following formula:
2.3.10 Lemma. Let (M, g) be a semi-Riemannian manifold, and let H be an integrable g-good distribution
on M . Then
scalfolg,H = scal
H,H
g +〈divHg , divHg 〉g,⊥H − σg,H .
Proof. It suffices to check the formula locally, so let (e1, . . . , en) be any local H-adapted g-orthonormal
frame. Since H is integrable, we have σg,H = τg,H and Γ
k
ij = Γ
k
ji for all i, j : H and k : ⊥H (because
0 = g(TwistH(ei, ej), ek) = Γ
k
ij − Γkji in this case). This implies for every j : ⊥H :∑
i,k:H
εiεkΓ
k
ijΓ
k
ji =
∑
i,k:H
εiεkΓ
j
ikΓ
i
jk =
∑
i,k:H
εiεkΓ
j
kiΓ
i
jk = −
∑
i,k:H
εiεkΓ
i
kjΓ
i
jk = −
∑
i,k:H
εiεkΓ
k
ijΓ
k
ji ,
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i.e.
∑
i,k:H εiεkΓ
k
ijΓ
k
ji = 0. Hence 2.2.23 yields
scalH,Hg = −2
∑
j:H
εj∂ej div
H
g (ej)−
∑
j
εj div
H
g (ej)
2 −
∑
i,j,k:H
εiεjεkΓ
k
ijΓ
k
ji + σg,H .
Consider (a germ of) a fixed leaf F of the foliation defined by H . Since the set of all ei |F with i : H is a
(g |F )-orthonormal frame of TF , the function scalfolg,H has, by 2.2.20, the following form:
scalfolg,H = −2
∑
i:H
εi∂ei div
H
g (ei)−
∑
i:H
εi div
H
g (ei)
2 −
∑
i,j,k:H
εiεjεkΓ
k
ijΓ
k
ji .
(Here we used again Fact 2.3.7.) Thus
scalH,Hg = scal
fol
g,H −
∑
j:⊥H
εj div
H
g (ej)
2 + σg,H = scal
fol
g,H − 〈divHg , divHg 〉g,⊥H + σg,H .
2.4 Partial integration formulae
The following lemma generalises the well-known equation∫
(M,g)
〈df, dh〉g = −
∫
(M,g)
∆g(f) · h
for functions f, h on a compact semi-Riemannian manifold (in the sense that this equation is the special
case of the lemma in which H = TM).
2.4.1 Lemma. Let (M, g) be a compact semi-Riemannian manifold, let V be a g-good distribution on M ,
let f, h ∈ C∞(M,R) with h |∂M ≡ 0, and let H denote the g-orthogonal distribution of V . Then∫
(M,g)
〈df, dh〉g,H = −
∫
(M,g)
(
∆Hg,H(f) + 〈divVg , df〉g,H
)
h .
Proof. Using a partition of unity, we can decompose h into a finite sum of functions each summand of
which has support in a contractible subset of M . If the statement of the lemma holds for each summand,
then it does also hold for h. Therefore it suffices to prove the lemma in the case in which M is orientable.
We choose an orientation.
We define the vector field X := prHg (gradg(f)). By Definition 2.2.6 and Remark 2.2.10, we have
divg(X) = div
H
g (X) + div
V
g (X) = ∆
H
g,H(f) + ∆
V
g,H(f) = ∆
H
g,H(f) + 〈divVg , df〉g,H .
Let volg denote the volume form of g with respect to the orientation. The Lie derivative LXω of the n-form
ω := h volg satisfies LXω = iX(dω) + d(iXω) = d(iXω). Since ω and thus iXω vanish on the boundary of
M , we get by Stokes’ theorem
0 =
∫
M
LXω .
From the well-known equation LX volg = divg(X) volg, we infer
LXω = LX(h) volg +hLX volg = dh(X) volg +hLX volg
=
(
dh
(
prHg (gradg(f))
)
+ h divg(X)
)
volg
=
(
〈df, dh〉g,H +
(
∆Hg,H(f) + 〈divVg , df〉g,H
)
h
)
volg .
This implies the statement of the lemma.
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2.4.2 Remark. The preceding lemma shows in particular that the function ∆Hg,H(f) + 〈divVg , df〉g,H has
variational form, i.e., ∆Hg,H(f) + 〈divVg , df〉g,H = 0 is the Euler/Lagrange equation of some functional: If
B is a suitable Banach space of real-valued functions on M with zero (Dirichlet) boundary values (e.g. the
Sobolev space H1,20 (M,R)), and if f0 is a suitable real-valued function on M (not necessarily vanishing on
the boundary), then the functional E : f0 +B → R given by
E(f) :=
∫
(M,g)
〈df, df〉g,H
is well-defined, Fre´chet differentiable, and its Fre´chet derivative DfE : B → R in the point f is given by
(DfE)(h) = −2
∫
(M,g)
(
∆Hg,H(f) + 〈divVg , df〉g,H
)
h .
In particular, f is a critical point of E if and only if ∆Hg,H(f) + 〈divVg , df〉g,H = 0.
(This is just a side remark, so we may be vague about the allowed choices of B and f0, and we may omit
the proof.)
2.4.3 Lemma. Let (M, g) be a compact semi-Riemannian manifold, let V be a g-good distribution on M ,
let u ∈ C∞(M,R) with u |∂M ≡ 0, and let H denote the g-orthogonal distribution of V . Then∫
(M,g)
〈divVg , du〉g,H = −
∫
(M,g)
(
qualHg +〈divVg , divVg 〉g,H − τg,H
)
u .
Proof. There is an open cover of M each element of which admits a V -adapted g-orthonormal frame. We
choose a finite subcover and a subordinate partition of unity. Using this, we can write u as a finite sum of
functions each of which vanishes on ∂M and has support in some element of the open cover. Since it suffices
to prove the lemma for each summand, we can assume that M admits a global V -adapted g-orthonormal
frame (e1, . . . , en).
By 2.2.5 and 2.2.29, we get
〈divVg , du〉g,H +
(
qualHg +〈divVg , divVg 〉g,H − τg,H
)
u
=
∑
i:H
εi
(
divVg (ei)du(ei) + ∂ei div
V
g (ei)u+ div
V
g (ei) div
H
g (ei)u+ div
V
g (ei) div
V
g (ei)u
)
.
Therefore we just have to prove that∫
(M,g)
(
∂ei
(
divVg (ei)u
)
+ divVg (ei)u divg(ei)
)
= 0
for each i : H . This follows like in the proof of Lemma 2.4.1: Let volg denote the volume form of g with
respect to some orientation of M (recall that we assume M to be parallelisable and hence orientable), let
ω denote the n-form divVg (ei)u volg, and let X denote the vector field ei. Then LXω = d(iXω), and since
iXω vanishes on the boundary of M , we get by Stokes’ theorem
0 =
∫
M
LXω .
But
LXω = LX
(
divVg (ei)u
)
volg +div
V
g (ei)uLX volg =
(
∂ei
(
divVg (ei)u
)
+ divVg (ei)u divg(ei)
)
volg ,
so the proof is complete.
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Modifications of the metric
In Subsection 1.2.1 of the introduction, we have seen how one can modify a given Riemannian or Lorentzian
product metric on a product manifold M = S1 × N , and how these modifications change the scalar cur-
vature. We verified the leading order terms in the corresponding formulae. In the present chapter, we are
going to generalise those modifications to the situation where M is an arbitrary (not necessarily product)
manifold, and where the first-factor (line) distribution on S1 ×N is replaced by an arbitrary q-plane dis-
tribution on M .
While the definitions generalise in an easy and obvious way, the — completely straightforward — compu-
tations of the formulae describing the change of scalar curvature become much longer. In fact, they occupy
the whole chapter, since they will be spelled out in such detail that the reader can check them without
doing separate auxiliary calculations.
3.1 Definition of the switch, stretch, conform operations
3.1.1 Switching
Our first construction turns Riemannian metrics into pseudo-Riemannian metrics and vice versa:
3.1.1 Definition (switched metric). Let (M, g) be a semi-Riemannian manifold, let V be a g-good
distribution on M . Then we define the semi-Riemannian metric switch(g, V ) on M as follows. Let H be
the g-orthogonal distribution of V . Then TM = V ⊕H , and g has, with respect to this decomposition, the
form gV ⊕ gH , where gV is a semi-Riemannian metric on the vector bundle V and gH is a semi-Riemannian
metric on H . We define switch(g, V ) to be the metric (−gV ) ⊕ gH on the vector bundle V ⊕H = TM .
(This is indeed a semi-Riemannian metric on M since −gV and gH are semi-Riemannian metrics on the
vector bundles V and H , respectively.)
In other words, we define switch(g, V ) by
switch(g, V )(w, z) = −g(wV , zV ) + g(wH , zH) (3.1)
for all x ∈ M and z, w ∈ TxM ; here uV := prVg (u) denotes the g-orthogonal projection of u ∈ TM to V ,
and uH := pr
H
g (u) denotes the g-orthogonal projection of u to H .
3.1.2 Remark. Let (M, g) be a semi-Riemannian manifold, let V be a g-good distribution on M . Then
V is switch(g, V )-good, and the g-orthogonal distribution of V is equal to the switch(g, V )-orthogonal
distribution of V .
Proof. Since the restriction of g to V is nondegenerate, the restriction of −g to V — i.e. the restriction
of switch(g, V ) to V — is nondegenerate, too. In other words, V is switch(g, V )-good.
Let H := ⊥gV . A vector w ∈ TM is contained in ⊥switch(g,V )V if and only if switch(g, V )(v, w) = 0
for all v ∈ V , i.e. if and only if 0 = g(vV , wV ) for all v ∈ V , i.e. (since g |V is nondegenerate) if and
only if wV = 0, that is, if and only if w ∈ H . Hence the g-orthogonal distribution of V is equal to the
switch(g, V )-orthogonal distribution of V .
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The only special cases we are interested in are those when g is Riemannian or V is maximally timelike:
3.1.3 Remark. If g is a Riemannian metric and V is a q-plane distribution on M , then switch(g, V ) is a
semi-Riemannian metric of index q which makes V (maximally) timelike. If g is a semi-Riemannian metric
of index q and V is a (maximally) timelike q-plane distribution on M , then switch(g, V ) is a Riemannian
metric.
3.1.4 Remark (idempotency). Let (M, g) be a semi-Riemannian manifold, let V be a g-good distribution
on M . Then switch(switch(g, V ), V ) = g. (That’s why we call it the “switch” operation.) If V is the
unique 0-plane distribution on M , then switch(g, V ) = g.
We will make use of the preceding elementary remarks without further mention.
3.1.5 Remark (adapted ON frames). Let (M, g) be a semi-Riemannian n-manifold, let V be a g-
good distribution on M , and let (e1, . . . , en) be a (local) V -adapted g-orthonormal frame of TM . We
use the abbreviations g := switch(g, V ) and H := ⊥gV = ⊥gV . Then (e1, . . . , en) is obviously also
a (local) V -adapted g-orthonormal frame of TM ; more precisely, g(ei, ei) = g(ei, ei) if i : H , whereas
g(ei, ei) = −g(ei, ei) if i : V .
3.1.2 Stretching
The second modification “stretches” a metric along a given distribution, by an amount which is specified
by a function on the manifold. This construction is a generalisation of warped product metrics.
3.1.6 Definition (stretched metric). Let (M, g) be a semi-Riemannian manifold of index q, let V be
a g-good distribution on M , and let f ∈ C∞(M,R>0). Using the same notation as in the definition of
the switch operation, we define the semi-Riemannian metric stretch(g, f, V ) (of index q) on M to be
(f−2gV )⊕ gH . (This is indeed a semi-Riemannian metric of index q on M since f−2gV and gH are semi-
Riemannian metrics on the vector bundles V and H , respectively, and f−2gV has the same index as gV .)
In other words, stretch(g, f, V ) is given by
stretch(g, f, V )(w, z) =
1
f2
g(wV , zV ) + g(wH , zH) . (3.2)
3.1.7 Remark. Let (M, g) be a semi-Riemannian manifold, let V be a g-good distribution on M , and let
f ∈ C∞(M,R>0). Then V is stretch(g, f, V )-good, and the g-orthogonal distribution of V is equal to the
stretch(g, f, V )-orthogonal distribution of V .
3.1.8 Remark. Let (M, g) be a semi-Riemannian manifold, let V be a g-good distribution on M , and let
f, f0, f1 ∈ C∞(M,R>0). Then we have obviously
stretch(stretch(g, f0, V ), f1, V ) = stretch(g, f0f1, V ) ,
stretch(switch(g, V ), f, V ) = switch(stretch(g, f, V ), V ) .
If V is the unique 0-plane distribution on M or f is the constant 1, then stretch(g, f, V ) = g.
3.1.9 Remark (warped products as a special case). Let (B, gB) and (F, gF ) be semi-Riemannian
manifolds, and let f ∈ C∞(B,R>0). Recall that the warped product B ×f F is the manifold M := B × F
equipped with the semi-Riemannian metric gB ⊕ f2gF = π∗B(gB) + (f ◦ πB)2π∗F (gF ) (where πB : M → B
and πF : M → F denote the obvious projections).
In this situation, let g denote the semi-Riemannian product metric gB⊕ gN = π∗B(gB)+π∗F (gF ) on M , and
let V denote the second-factor distribution on M = B × F . Then the warped product metric of B ×f F is
equal to stretch(g, 1/(f ◦ πB), V ).
Warped product metrics are thus a special case of our stretch metrics. Note that even in the case where M
is a product manifold and V is the second-factor distribution on M , stretch metrics are much more general
than warped products because the stretch factor is a function which may depend on the whole manifold
M = B × F , while the warp factor is a function which depends only on B.
40
Chapter 3. Modifications of the metric 3.2. Formulae for switching
3.1.10 Remark (adapted ON frames). Let (M, g) be a semi-Riemannian n-manifold, let V be a g-good
distribution onM , let f ∈ C∞(M,R>0), and let (e1, . . . , en) be a (local) V -adapted g-orthonormal frame of
TM . We use the abbreviations g := stretch(g, f, V ) and H := ⊥gV = ⊥gV . Then the tuple (e1, . . . , en),
where ei := ei if i : H , and ei := fei if i : V , is a (local) V -adapted stretch(g, f, V )-orthonormal frame of
TM such that g(ei, ei) = g(ei, ei) for all i ∈ {1, . . . , n}.
Proof. This is obvious from
g(ei, ej) =


stretch(g, f, V )(fei, fej) if i, j : V
stretch(g, f, V )(ei, ej) if i, j : H
stretch(g, f, V )(fei, ej) = 0 if i : V and j : H

 = g(ei, ej) .
3.1.3 Conformal deformation
This way of modifying a semi-Riemannian metric is well-known. It is a special case of stretching a metric.
3.1.11 Definition (conformally deformed metric). Let (M, g) be a semi-Riemannian manifold of
index q, let κ ∈ C∞(M,R>0). Then we define the semi-Riemannian metric conform(g, κ) (of index q) on
M to be the conformally deformed metric κ−2g. In other words, conform(g, κ) = stretch(g, κ, TM).
3.1.12 Remark. Let (M, g) be a semi-Riemannian manifold, let V be a g-good distribution on M , and
let κ ∈ C∞(M,R>0). Then V is conform(g, κ)-good, and the g-orthogonal distribution of V is equal to
the conform(g, κ)-orthogonal distribution of V . With respect to this orthogonal distribution H , we have
conform(g, κ) = stretch(stretch(g, κ,H), κ, V ) (since κ−2g = (κ−2gV )⊕ (κ−2gH)).
3.1.13 Remark. Let (M, g) be a semi-Riemannian manifold, let V be a g-good distribution on M , and
let f, κ ∈ C∞(M,R>0). Then
conform(stretch(g, f, V ), κ) = stretch(conform(g, κ), f, V ) ,
conform(switch(g, V ), κ) = switch(conform(g, κ), V ) .
Now we can state the aim of this chapter more precisely: Let g be a Riemannian metric on some manifold
M , let V be a q-plane distribution on M , and let f, κ ∈ C∞(M,R>0). We want to derive a formula for the
scalar curvature of the index-q semi-Riemannian metric conform(stretch(switch(g, V ), f, V ), κ).
This formula contains all the functions that we have defined in Chapter 2 (i.e. qualVg , 〈div⊥Vg , df〉g,V , etc.).
We could compute it in one (huge) step, but I prefer to state in separate formulae how the scalar curvature
and all those other functions behave under the switch, the stretch, and the conform operations. This
has the advantage of splitting the computation into smaller portions, and of providing more information.
Note that the metric conform(stretch(switch(g, V ), f, V ), κ) specialises in the situation of Subsection
1.2.1 to the metric h(κ, f) we considered there (recall that g was the Riemannian product metric dt2⊕ gN ,
and V was the first-factor distribution on M = S1×N). So in this chapter, we will in particular generalise
Equation (1.5) and prove that generalisation. (Recall that we had already proved Equation (1.5) up to
terms of order less than 2 in κ and f .)
3.2 Formulae for switching
Throughout this section, M is an n-dimensional manifold, V is a q-plane distribution on M , g is a Rie-
mannian metric on M , h denotes the semi-Riemannian metric switch(g, V ) (of index q), and H denotes
the g-orthogonal distribution of V (which is also the h-orthogonal distribution of V ; cf. Remark 3.1.2).
Our aim is to express functions which are defined by the semi-Riemannian metric h — i.e. the functions
scalh, qual
V
h , σh,H , etc. — in terms of functions which are defined by the Riemannian metric g (i.e. scalg,
qualVg , σg,H , etc.). We will summarise the results of our calculations in Theorem 3.2.4 at the end of this
section.
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3.2.1 Remark. We assume that g is a Riemannian (instead of an arbitrary semi-Riemannian) metric just
for simplicity; it is the only case we will need later. In this way, we avoid additional εis in the computations:
For the general case, we had to introduce numbers ε1, . . . , εn ∈ {1,−1} by εi = εi if i : H , and εi = −εi
if i : V , and put them into the calculations below. (The εis are defined by εi = switch(g, V )(ei, ei),
and the εis would be defined by εi = g(ei, ei). In the Riemannian case, εi = 1 for all i.) By making
these modifications, we could prove that the formulae from Theorem 3.2.4 below hold also in the general
semi-Riemannian case.
3.2.2 Remark. The computations of the formulae for the switch and stretch modifications could be unified;
i.e., there is a general computation which has these two as special cases: We just had to allow in the stretch
computation that the (nonvanishing) function f takes values in the purely imaginary complex numbers.
The case f ≡ √−1 would then correspond to the switch operation. This formal trick (one could call it a
Wick rotation) can easily be justified — i.e. shown to yield the correct results —, but it might be a bit
confusing. Therefore we will do two separate computations.
3.2.3 Remark. One might ask why we compute the switch and stretch formulae for the scalar curvature
in a direct way instead of systematically computing first the Riemann tensor, then the Ricci tensor, and
finally the scalar curvature. The answer is of course that the computation becomes much shorter this way
(shortness is relative), and that we do not need the Riemann and Ricci tensors.
Now we start with the computation. By Corollary 2.1.16, each point in M has an open neighbourhood
which admits a V -adapted g-orthonormal frame (e1, . . . , en). This frame is also a V -adapted h-orthonormal
frame by Remark 3.1.5, and the numbers εi := h(ei, ei) ∈ {1,−1} satisfy
εi =
{
−1 if i : V
1 if i : H
.
We denote the Levi-Civita connections of g and h by ∇(g) and ∇(h), respectively, and we define the ON
Christoffel symbols (with respect to the ON frame (e1, . . . , en)) by
Gkij := g(∇(g)ei ej, ek) ,
Hkij := h(∇(h)ei ej , ek)
for i, j, k ∈ {1, . . . , n} (cf. Definition 2.1.18, and recall the facts from Remark 2.1.19).
For each i ∈ {1, . . . , n}, we define δiV ∈ {0, 1} by
δiV =
{
1 if i : V
0 if i : H
.
Every local vector field v on M satisfies obviously
h(v, ei) =
{
−g(v, ei) if i : V
g(v, ei) if i : H
}
= (1− 2δiV )g(v, ei) .
3.2.1 The orthonormal Christoffel symbols
We compute the ON Christoffel symbols Hkij of the metric h in terms of the ON Christoffel symbols G
k
ij of
the metric g. The Koszul formula yields
2Gkij = g([ei, ej ], ek) + g([ek, ei], ej) + g([ek, ej ], ei) ,
2Hkij = h([ei, ej ], ek) + h([ek, ei], ej) + h([ek, ej ], ei)
= g([ei, ej ], ek) + g([ek, ei], ej) + g([ek, ej ], ei)
− 2
(
δkV g([ei, ej], ek) + δjV g([ek, ei], ej) + δiV g([ek, ej], ei)
)
,
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hence (using g([ea, eb], ec) = g(∇eaeb −∇ebea, ec) = Gcab −Gcba):
Hkij = G
k
ij − δkV (Gkij −Gkji)− δjV (Gjki −Gjik)− δiV (Gikj −Gijk)
=


Gkij if i, j, k : H
Gkij −Gkij +Gkji = Gkji if i, j : H , k : V
Gkij −Gjki +Gjik = Gikj if i, k : H , j : V
Gkij −Gikj +Gijk = Gkij +Gjki +Gijk if j, k : H , i : V
Gkij −Gjki +Gjik −Gikj +Gijk = −Gkji if k : H , i, j : V
Gkij −Gkij +Gkji −Gikj +Gijk = Gjki if j : H , i, k : V
Gkij −Gkij +Gkji −Gjki +Gjik = Gkji +Gikj +Gjik if i : H , j, k : V
Gkij −Gkij +Gkji −Gjki +Gjik −Gikj +Gijk = −Gkij if i, j, k : V
.
(3.3)
3.2.2 Divergences, σs, τs
In particular, (3.3) implies for all j, k:
εkH
k
kj =


Gkkj if j, k : H
−Gjkk = Gkkj if j : H , k : V
Gkkj if j : V , k : H
−(−Gkkj) if j, k : V


= Gkkj ;
and thus (cf. 2.2.2):
divh(ej) =
∑
k
εkH
k
kj =
∑
k
Gkkj = divg(ej) ,
divVh (ej) =
∑
k:V
εkH
k
kj =
∑
k:V
Gkkj = div
V
g (ej) ,
divHh (ej) =
∑
k:H
εkH
k
kj =
∑
k:H
Gkkj = div
H
g (ej) .
(3.4)
This yields (cf. 2.2.5):
〈divVh , divVh 〉h,H =
∑
i:H
εi div
V
h (ei)
2 =
∑
i:H
divVg (ei)
2 = 〈divVg , divVg 〉g,H ,
〈divHh , divHh 〉h,V =
∑
i:V
εi div
H
h (ei)
2 = −
∑
i:V
divHg (ei)
2 = −〈divHg , divHg 〉g,V .
(3.5)
From 2.2.18 and (3.3), we get
σh,H = −
∑
i,j:H
∑
k:V
HkijH
k
ij = −
∑
i,j:H
∑
k:V
GkjiG
k
ji = −σg,H ,
σh,V =
∑
i,j:V
∑
k:H
HkijH
k
ij =
∑
i,j:V
∑
k:H
GkjiG
k
ji = σg,V ,
τh,H = −
∑
i,j:H
∑
k:V
HkijH
k
ji = −
∑
i,j:H
∑
k:V
GkjiG
k
ij = −τg,H ,
τh,V =
∑
i,j:V
∑
k:H
HkijH
k
ji =
∑
i,j:V
∑
k:H
GkjiG
k
ij = τg,V .
(3.6)
3.2.3 Scalar curvatures and qualar curvatures
The next equations follow from (3.4), (3.6), and 2.2.29:
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qualVh =
∑
i:V
εi∂ei div
H
h (ei) +
∑
i:V
εi div
V
h (ei) div
H
h (ei) + τh,V
= −
∑
i:V
∂ei div
H
g (ei)−
∑
i:V
divVg (ei) div
H
g (ei) + τg,V
= − qualVg +2τg,V ,
(3.7a)
qualHh =
∑
i:H
εi∂ei div
V
h (ei) +
∑
i:H
εi div
H
h (ei) div
V
h (ei) + τh,H
=
∑
i:H
∂ei div
V
g (ei) +
∑
i:H
divHg (ei) div
V
g (ei)− τg,H
= qualHg −2τg,H .
(3.7b)
The formulae 2.2.23, (3.3), (3.4), 2.2.5, and 2.2.18 yield
scalV,Vh = −2
∑
i:V
εi∂ei div
V
h (ei)−
∑
i
εi div
V
h (ei)
2 −
∑
i,j,k:V
εiεjεkH
k
ijH
k
ji + τh,V − 2
∑
i,k:V
∑
j:H
εiεjεkH
k
ijH
k
ji
= 2
∑
i:V
∂ei div
V
g (ei) +
∑
i:V
divVg (ei)
2 −
∑
i:H
divVg (ei)
2
+
∑
i,j,k:V
GkijG
k
ji + τg,V − 2
∑
i,k:V
∑
j:H
Gjki(G
k
ij +G
j
ki +G
i
jk)
=
(
2
∑
i:V
∂ei div
V
g (ei) +
∑
i
divVg (ei)
2 +
∑
i,j,k:V
GkijG
k
ji − τg,V + 2
∑
i,k:V
∑
j:H
GkijG
k
ji
)
− 2
∑
i:H
divVg (ei)
2 + 2τg,V − 2
∑
i,k:V
∑
j:H
GkijG
k
ji − 2
∑
i,k:V
∑
j:H
Gjki(G
k
ij +G
j
ki +G
i
jk)
= − scalV,Vg −2〈divVg , divVg 〉g,H + 2τg,V − 2
∑
i,k:V
∑
j:H
GkijG
k
ji
+ 2
∑
i,k:V
∑
j:H
GjkiG
j
ik − 2
∑
i,k:V
∑
j:H
GjkiG
j
ki + 2
∑
i,k:V
∑
j:H
GikjG
i
jk
= − scalV,Vg −2〈divVg , divVg 〉g,H + 4τg,V − 2σg,V ,
(3.8a)
scalH,Hh = −2
∑
i:H
εi∂ei div
H
h (ei)−
∑
i
εi div
H
h (ei)
2 −
∑
i,j,k:H
εiεjεkH
k
ijH
k
ji + τh,H − 2
∑
i,k:H
∑
j:V
εiεjεkH
k
ijH
k
ji
= −2
∑
i:H
∂ei div
H
g (ei) +
∑
i:V
divHg (ei)
2 −
∑
i:H
divHg (ei)
2
−
∑
i,j,k:H
GkijG
k
ji − τg,H + 2
∑
i,k:H
∑
j:V
Gikj(G
k
ji +G
i
kj +G
j
ik)
=
(
− 2
∑
i:H
∂ei div
H
g (ei)−
∑
i
divHg (ei)
2 −
∑
i,j,k:H
GkijG
k
ji + τg,H − 2
∑
i,k:H
∑
j:V
GkijG
k
ji
)
+ 2
∑
i:V
divHg (ei)
2 − 2τg,H + 2
∑
i,k:H
∑
j:V
GkijG
k
ji + 2
∑
i,k:H
∑
j:V
Gikj(G
k
ji +G
i
kj +G
j
ik)
= scalH,Hg +2〈divHg , divHg 〉g,V − 2τg,H + 2
∑
i,k:H
∑
j:V
GkijG
k
ji
− 2
∑
i,k:H
∑
j:V
GikjG
i
jk + 2
∑
i,k:H
∑
j:V
GikjG
i
kj − 2
∑
i,k:H
∑
j:V
GjkiG
j
ik
= scalH,Hg +2〈divHg , divHg 〉g,V + 2σg,H − 4τg,H .
(3.8b)
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From 2.2.30 and (3.7a), (3.7b), we get
scalV,Hh = scal
H,V
h = −(qualVh +qualHh )
= qualVg −2τg,V − qualHg +2τg,H
= scalV,Hg +2qual
V
g −2τg,V + 2τg,H .
(3.8c)
We combine (3.8a), (3.8b), (3.8c):
scalh = scal
V,V
h +scal
H,H
h +2 scal
V,H
h
= − scalV,Vg −2〈divVg , divVg 〉g,H + 4τg,V − 2σg,V + scalH,Hg +2〈divHg , divHg 〉g,V
+ 2σg,H − 4τg,H + 2 scalV,Hg +4qualVg −4τg,V + 4τg,H
= scalg −2 scalV,Vg +4qualVg −2〈divVg , divVg 〉g,H + 2〈divHg , divHg 〉g,V − 2σg,V + 2σg,H .
(3.9)
3.2.4 Laplacians
For every u ∈ C∞(M,R), we calculate (cf. 2.2.8, 2.2.10):
∆Vh,V (u) =
∑
i:V
εi∂ei∂eiu+
∑
i:V
εi div
V
h (ei)du(ei)
= −
∑
i:V
∂ei∂eiu−
∑
i:V
divVg (ei)du(ei)
= −∆Vg,V (u) ,
〈divHh , du〉h,V = ∆Hh,V (u) =
∑
i:V
εi div
H
h (ei)du(ei)
= −
∑
i:V
divHg (ei)du(ei)
= −〈divHg , du〉g,V = −∆Hg,V (u) ,
〈divVh , du〉h,H = ∆Vh,H(u) =
∑
i:H
εi div
V
h (ei)du(ei)
=
∑
i:H
divVg (ei)du(ei)
= 〈divVg , du〉g,H = ∆Vg,H(u) ,
∆Hh,H(u) =
∑
i:H
εi∂ei∂eiu+
∑
i:H
εi div
H
h (ei)du(ei)
=
∑
i:H
∂ei∂eiu+
∑
i:H
divHg (ei)du(ei)
= ∆Hg,H(u) .
(3.10)
Consequently (cf. 2.2.6, 2.2.9):
∆h(u) = ∆
V
h,V (u) + ∆
V
h,H(u) + ∆
H
h,V (u) + ∆
H
h,H(u)
= −∆Vg,V (u) + ∆Vg,H(u)−∆Hg,V (u) + ∆Hg,H(u)
= ∆g(u)− 2∆Vg,V (u)− 2〈divHg , du〉g,V .
(3.11)
45
3.2. Formulae for switching Chapter 3. Modifications of the metric
3.2.5 Summary of the results
3.2.4 Theorem. Let (M, g) be a Riemannian manifold, let V be a q-plane distribution on M , let h be the
semi-Riemannian metric switch(g, V ) of index q, let u ∈ C∞(M,R). Then the following formulae hold
(where H denotes the g-orthogonal distribution of V ):
〈divVh , divVh 〉h,H = 〈divVg , divVg 〉g,H ,
〈divHh , divHh 〉h,V = −〈divHg , divHg 〉g,V ,
σh,H = −σg,H ,
σh,V = σg,V ,
τh,H = −τg,H ,
τh,V = τg,V ,
qualVh = − qualVg +2τg,V ,
qualHh = qual
H
g −2τg,H ,
scalV,Hh = scal
V,H
g +2qual
V
g −2τg,V + 2τg,H ,
scalV,Vh = − scalV,Vg −2〈divVg , divVg 〉g,H + 4τg,V − 2σg,V ,
scalH,Hh = scal
H,H
g +2〈divHg , divHg 〉g,V + 2σg,H − 4τg,H ,
scalh = scalg −2 scalV,Vg +4qualVg −2〈divVg , divVg 〉g,H + 2〈divHg , divHg 〉g,V − 2σg,V + 2σg,H ,
∆Vh,V (u) = −∆Vg,V (u) ,
∆Hh,H(u) = ∆
H
g,H(u) ,
∆h(u) = ∆g(u)− 2∆Vg,V (u)− 2〈divHg , du〉g,V ,
〈divVh , du〉h,H = 〈divVg , du〉g,H ,
〈divHh , du〉h,V = −〈divHg , du〉g,V .
Proof. This has been proved in the previous subsections.
3.2.5 Corollary. Let (M,h) be a semi-Riemannian manifold. Then scal−h = − scalh.
Proof. This (well-known) statement can easily be verified in a direct way, but let us deduce it from the
preceding theorem. By Theorem C.1.4, the tangent bundle TM splits into an h-orthogonal sum V ⊕ H ,
where V is an h-timelike distribution on M and H is an h-spacelike distribution on M . We consider the
Riemannian metric g := switch(h, V ). Since h = switch(g, V ) and −h = switch(g,H), we get
scalh = scalg −2 scalV,Vg +4qualVg −2〈divVg , divVg 〉g,H + 2〈divHg , divHg 〉g,V − 2σg,V + 2σg,H ,
scal−h = scalg −2 scalH,Hg +4qualHg −2〈divHg , divHg 〉g,V + 2〈divVg , divVg 〉g,H − 2σg,H + 2σg,V .
By 2.2.22 and 2.2.30, we have 2 scalg = 2 scal
V,V
g +2 scal
H,H
g −4 qualVg −4 qualHg . Hence
scalg −2 scalH,Hg +4qualHg = − scalg +2 scalV,Vg −4 qualVg
and thus scal−h = − scalh.
3.2.6 Remark. As we mentioned in Remark 3.2.1, the formulae of Theorem 3.2.4 remain true if g is an
arbitrary semi-Riemannian metric (provided we assume that V is g-good). Hence we can deduce Corollary
3.2.5 also via −h = switch(h, TM) and the obvious fact that scalTM,TMh = scalh and 0 = qualTMg =
〈divTMg , divTMg 〉g,0 = 〈div0g , div0g〉g,TM = σg,TM = σg,0, where 0 denotes the unique 0-plane distribution
on M . Note that the latter functions vanish since their definitions involve contractions over this trivial
distribution.
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3.3 Formulae for stretching
Throughout this section, let (M, g) be an n-dimensional semi-Riemannian manifold, let V be a g-good q-
plane distribution on M , let f ∈ C∞(M,R>0), let g denote the semi-Riemannian metric stretch(g, f, V ),
and let H denote the g-orthogonal distribution of V (which is also the g-orthogonal distribution of the g-good
distribution V ; cf. Remark 3.1.7).
Our aim is to express functions which are defined with respect to the metric g — e.g. the functions scalg,
qualVg , σg,H — in terms of functions which are defined with respect to g (e.g. scalg, qual
V
g , σg,H). We will
summarise the results of our calculations in Theorem 3.3.1 at the end of this section.
As usual, we can do the computations locally: By Corollary 2.1.16, each point in M has an open neigh-
bourhood which admits a V -adapted g-orthonormal frame (e1, . . . , en). The local frame (e1, . . . , en) which
is defined by
ei =
{
f ei if i : V
ei if i : H
for all i ∈ {1, . . . , n} is a V -adapted g-orthonormal frame such that εi := g(ei, ei) = g(ei, ei) ∈ {1,−1} for
all i ∈ {1, . . . , n}; cf. Remark 3.1.10.
We denote the Levi-Civita connections of g and g by ∇ and ∇, respectively. The ON Christoffel symbols
of g with respect to the ON frame (e1, . . . , en) are denoted by
Γkij := g(∇eiej , ek) ,
whereas the ON Christoffel symbols of g with respect to the ON frame (e1, . . . , en) are denoted by
Γ
k
ij := g(∇eiej , ek)
for i, j, k ∈ {1, . . . , n}. (Recall that the ON Christoffel symbols satisfy the equations from Remark 2.1.19.)
Every local vector field v on M satisfies obviously
g(v, ei) =
{
fg(v, ei) =
1
f g(v, ei) if i : V
g(v, ei) = g(v, ei) if i : H
. (3.12)
3.3.1 The orthonormal Christoffel symbols
Using Equation (3.12), we compute the following cases (the intermediate step which occurs in the third
line is omitted in the calculations of the lines below it because it should be obvious then):
g([ei, ej ], ek) =


g([ei, ej], ek) if i, j, k : H
1
f g([ei, ej ], ek) if i, j : H , k : V
g([ei, f ej ], ek) = f g([ei, ej], ek) + df(ei)g(ej , ek) = f g([ei, ej], ek) if i, k : H , j : V
g([f ei, ej ], ek) = f g([ei, ej], ek) if j, k : H , i : V
1
f g([ei, f ej], ek) = g([ei, ej ], ek) + εkδjk
1
f df(ei) if i : H , j, k : V
1
f g([f ei, ej], ek) = g([ei, ej ], ek)− εkδik 1f df(ej) if j : H , i, k : V
g([f ei, f ej ], ek) = f
2g([ei, ej], ek) if k : H , i, j : V
1
f g([f ei, f ej ], ek) = f g([ei, ej], ek) + εkδjkdf(ei)− εkδikdf(ej) if i, j, k : V
.
(By the antisymmetry of the Lie bracket, the fourth case formula can be read off directly from the third
case, and the sixth case formula can be read off from the fifth case.) Note that in the case where V has
rank 1, the seventh and eighth case yield 0, because ei = ej holds then.
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Hence Γ
k
ij = Γ
k
ij if i, j, k : H . If i, j : H and k : V , we get (using g([ea, eb], ec) = g(∇eaeb − ∇ebea, ec) =
Γcab − Γcba):
Γ
k
ij =
1
2
(
g([ei, ej ], ek) + g([ek, ei], ej) + g([ek, ej ], ei)
)
=
1
2
( 1
f
g([ei, ej ], ek) + f g([ek, ei], ej) + f g([ek, ej ], ei)
)
=
1
2
( 1
f
(Γkij − Γkji) + f(Γjki − Γjik + Γikj − Γijk)
)
=
1
2
( 1
f
(Γkij − Γkji) + f(Γkij + Γkji)
)
.
This implies the formula for the case i, k : H and j : V :
Γ
k
ij = −Γ
j
ik = −
1
2
( 1
f
(Γjik − Γjki) + f(Γjik + Γjki)
)
.
In the case j, k : H and i : V , we get
Γ
k
ij =
1
2
(
g([ei, ej ], ek) + g([ek, ei], ej) + g([ek, ej ], ei)
)
=
1
2
(
f g([ei, ej ], ek) + f g([ek, ei], ej) +
1
f
g([ek, ej ], ei)
)
=
1
2
(
f(Γkij − Γkji + Γjki − Γjik) +
1
f
(Γikj − Γijk)
)
= fΓkij +
1
2
(
1
f
− f)(Γikj − Γijk) .
In the case i : H and j, k : V , we obtain:
Γ
k
ij =
1
2
(
g([ei, ej ], ek) + g([ek, ei], ej) + g([ek, ej ], ei)
)
=
1
2
(
g([ei, ej ], ek) + εkδjk
1
f
df(ei) + g([ek, ei], ej)− εjδkj 1
f
df(ei) + f
2g([ek, ej ], ei)
)
=
1
2
(
(Γkij − Γkji + Γjki − Γjik) + f2(Γikj − Γijk)
)
= Γkij −
1
2
(1 − f2)(Γikj − Γijk) ;
we have used εkδjk = εjδkj here.
In the case k : H and i, j : V , we get
Γ
k
ij =
1
2
(
g([ei, ej ], ek) + g([ek, ei], ej) + g([ek, ej ], ei)
)
=
1
2
(
f2g([ei, ej], ek) + g([ek, ei], ej) + εjδij
1
f
df(ek) + g([ek, ej ], ei) + εiδji
1
f
df(ek)
)
=
1
2
(
f2(Γkij − Γkji) + (Γjki − Γjik + Γikj − Γijk)
)
+ εjδij
1
f
df(ek)
=
1
2
(
(Γkij + Γ
k
ji) + f
2(Γkij − Γkji)
)
+ εjδij
1
f
df(ek) .
This implies the formula for the case j : H and i, k : V :
Γ
k
ij = −Γ
j
ik = −
1
2
(
(Γjik + Γ
j
ki) + f
2(Γjik − Γjki)
)
− εkδik 1
f
df(ej) .
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In the case i, j, k : V , we obtain
Γ
k
ij =
1
2
(
g([ei, ej ], ek) + g([ek, ei], ej) + g([ek, ej ], ei)
)
=
1
2
(
f g([ei, ej ], ek) + εkδjkdf(ei)− εkδikdf(ej) + f g([ek, ei], ej)
+ εjδijdf(ek)− εjδkjdf(ei) + f g([ek, ej], ei) + εiδjidf(ek)− εiδkidf(ej)
)
= fΓkij − εiδikdf(ej) + εiδijdf(ek) .
To summarise, the orthonormal Christoffel symbols of the metric g = stretch(g, f, V ) are given by
Γ
k
ij =


Γkij if i, j, k : H
1
2
(
1
f (Γ
k
ij − Γkji) + f(Γkij + Γkji)
)
if i, j : H , k : V
− 12
(
1
f (Γ
j
ik − Γjki) + f(Γjik + Γjki)
)
if i, k : H , j : V
fΓkij +
1
2 (
1
f − f)(Γikj − Γijk) if j, k : H , i : V
Γkij − 12 (1− f2)(Γikj − Γijk) if i : H , j, k : V
− 12
(
(Γjik + Γ
j
ki) + f
2(Γjik − Γjki)
)
− εkδik 1f df(ej) if j : H , i, k : V
1
2
(
(Γkij + Γ
k
ji) + f
2(Γkij − Γkji)
)
+ εjδij
1
f df(ek) if k : H , i, j : V
fΓkij − εiδikdf(ej) + εiδijdf(ek) if i, j, k : V
. (3.13)
3.3.2 Divergences, σs, τs
For i : H , we infer from (3.13) and 2.2.2:
divVg (ei) = −
∑
k:V
εkΓ
i
kk
= −
∑
k:V
εk
(
1
2
(
(Γikk + Γ
i
kk) + f
2(Γikk − Γikk)
)
+ εkδkk
1
f
df(ei)
)
= divVg (ei)−
q
f
df(ei) ;
(3.14a)
moreover,
divHg (ei) =
∑
k:H
εkΓ
k
ki =
∑
k:H
εkΓ
k
ki = div
H
g (ei) . (3.14b)
For i : V , we get
divVg (ei) =
∑
k:V
εkΓ
k
ki =
∑
k:V
εk(fΓ
k
ki − εkδkkdf(ei) + εkδkidf(ek))
= f divVg (ei)− (q − 1)df(ei)
(3.14c)
and
divHg (ei) = −
∑
k:H
εkΓ
i
kk = −
∑
k:H
εk
2
( 1
f
(Γikk − Γikk) + f(Γikk + Γikk)
)
= f divHg (ei) .
(3.14d)
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From (3.13), we infer
σg,H =
∑
i,j:H
∑
k:V
εiεjεk(Γ
k
ij)
2
=
1
4
∑
i,j:H
∑
k:V
εiεjεk
( 1
f
(Γkij − Γkji) + f(Γkij + Γkji)
)2
=
1
4
∑
i,j:H
∑
k:V
εiεjεk
(
(f +
1
f
)Γkij + (f −
1
f
)Γkji
)2
=
1
4
∑
i,j:H
∑
k:V
εiεjεk
(
(f2 +
1
f2
+ 2)(Γkij)
2 + (f2 +
1
f2
− 2)(Γkji)2 + 2(f2 −
1
f2
)ΓkijΓ
k
ji
)
=
1
2
(f2 +
1
f2
)
∑
i,j:H
∑
k:V
εiεjεk(Γ
k
ij)
2 +
1
2
(f2 − 1
f2
)
∑
i,j:H
∑
k:V
εiεjεkΓ
k
ijΓ
k
ji
=
1
2
(f2 +
1
f2
)σg,H +
1
2
(f2 − 1
f2
)τg,H ,
(3.15a)
τg,H =
∑
i,j:H
∑
k:V
εiεjεkΓ
k
ijΓ
k
ji
=
1
4
∑
i,j:H
∑
k:V
εiεjεk
( 1
f
(Γkij − Γkji) + f(Γkij + Γkji)
)( 1
f
(Γkji − Γkij) + f(Γkji + Γkij)
)
=
1
4
∑
i,j:H
∑
k:V
εiεjεk
(
f2(Γkij + Γ
k
ji)
2 − 1
f2
(Γkij − Γkji)2
)
=
1
4
∑
i,j:H
∑
k:V
εiεjεk
(
(f2 − 1
f2
)(Γkij)
2 + (f2 − 1
f2
)(Γkji)
2 + 2(f2 +
1
f2
)ΓkijΓ
k
ji
)
=
1
2
(f2 +
1
f2
)τg,H +
1
2
(f2 − 1
f2
)σg,H ,
(3.15b)
σg,V =
∑
i,j:V
∑
k:H
εiεjεk(Γ
k
ij)
2
=
∑
i,j:V
∑
k:H
εiεjεk
(
1
2
(
(Γkij + Γ
k
ji) + f
2(Γkij − Γkji)
)
+ εjδij
1
f
df(ek)
)2
=
1
4
∑
i,j:V
∑
k:H
εiεjεk
(
(Γkij + Γ
k
ji) + f
2(Γkij − Γkji)
)2
+
1
f2
∑
i,j:V
∑
k:H
εiεjεkδijdf(ek)
2
+
1
f
∑
i,j:V
∑
k:H
εiεjεk
(
(Γkij + Γ
k
ji) + f
2(Γkij − Γkji)
)
εjδijdf(ek)
=
1
4
∑
i,j:V
∑
k:H
εiεjεk
(
(1 + f2)2(Γkij)
2 + (1 − f2)2(Γkji)2 + 2(1− f4)ΓkijΓkji
)
+
q
f2
∑
k:H
εkdf(ek)
2 +
2
f
∑
i:V
∑
k:H
εiεkΓ
k
iidf(ek)
=
1
2
(1 + f4)σg,V +
1
2
(1− f4)τg,V + q
f2
〈df, df〉g,H − 2
f
〈divVg , df〉g,H .
(3.15c)
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Moreover, using εjδij = εiδji, we get:
τg,V =
∑
i,j:V
∑
k:H
εiεjεkΓ
k
ijΓ
k
ji
=
∑
i,j:V
∑
k:H
εiεjεk
(
1
2
(
(Γkij + Γ
k
ji) + f
2(Γkij − Γkji)
)
+ εjδij
1
f
df(ek)
)
·
(
1
2
(
(Γkji + Γ
k
ij) + f
2(Γkji − Γkij)
)
+ εiδji
1
f
df(ek)
)
=
1
4
∑
i,j:V
∑
k:H
εiεjεk
(
(Γkij + Γ
k
ji) + f
2(Γkij − Γkji)
)(
(Γkji + Γ
k
ij) + f
2(Γkji − Γkij)
)
+
1
f2
∑
i,j:V
∑
k:H
εiεjεkδijdf(ek)
2
+
1
2f
∑
i,j:V
∑
k:H
εiεjεk
(
(Γkij + Γ
k
ji) + f
2(Γkij − Γkji) + (Γkji + Γkij) + f2(Γkji − Γkij)
)
εjδijdf(ek)
=
1
4
∑
i,j:V
∑
k:H
εiεjεk
(
(Γkij + Γ
k
ji)
2 − f4(Γkij − Γkji)2
)
+
q
f2
∑
k:H
εkdf(ek)
2 +
2
f
∑
i:V
∑
k:H
εiεkΓ
k
iidf(ek)
=
1
2
(1 + f4)τg,V +
1
2
(1− f4)σg,V + q
f2
〈df, df〉g,H − 2
f
〈divVg , df〉g,H .
(3.15d)
3.3.3 Laplacians
For every u ∈ C∞(M,R), we calculate (cf. 2.2.8, 2.2.10):
∆Vg,V (u) =
∑
i:V
εi∂ei∂eiu+
∑
i:V
εi div
V
g (ei)du(ei)
=
∑
i:V
εif∂ei(f∂eiu) +
∑
i:V
εi
(
f divVg (ei)− (q − 1)df(ei)
)
f du(ei)
= f2
∑
i:V
εi∂ei∂eiu+ f〈df, du〉g,V + f2
∑
i:V
εi div
V
g (ei)du(ei)− (q − 1)f〈df, du〉g,V
= f2∆Vg,V (u)− (q − 2)f〈df, du〉g,V ,
(3.16a)
∆Hg,H(u) =
∑
i:H
εi∂ei∂eiu+
∑
i:H
εi div
H
g (ei)du(ei) =
∑
i:H
εi∂ei∂eiu+
∑
i:H
εi div
H
g (ei)du(ei) = ∆
H
g,H(u) ,
(3.16b)
〈divHg , du〉g,V = ∆Hg,V (u) =
∑
i:V
εi div
H
g (ei)du(ei) =
∑
i:V
εif div
H
g (ei)f du(ei)
= f2〈divHg , du〉g,V = f2∆Hg,V (u) ,
(3.16c)
〈divVg , du〉g,H = ∆Vg,H(u) =
∑
i:H
εi div
V
g (ei)du(ei)
=
∑
i:H
εi
(
divVg (ei)−
q
f
df(ei)
)
du(ei)
= 〈divVg , du〉g,H −
q
f
〈df, du〉g,H = ∆Vg,H(u)−
q
f
〈df, du〉g,H .
(3.16d)
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Hence
∆g(u) = ∆
V
g,V (u) + ∆
H
g,H(u) + ∆
H
g,V (u) + ∆
V
g,H(u)
= f2∆Vg,V (u)− (q − 2)f〈df, du〉g,V +∆Hg,H(u)
+ f2〈divHg , du〉g,V + 〈divVg , du〉g,H −
q
f
〈df, du〉g,H .
(3.17)
3.3.4 Scalar curvatures and qualar curvatures
Now we compute the four functions
∑
j:A εj div
B
g (ej)
2, where A,B ∈ {V,H}. Note that such a function
has no invariant meaning (i.e. it depends on the choice of orthonormal frame) if A = B. However, these
functions appear as summands in the scalar curvature formulae 2.2.23, so we compute them here as a
preparation for the scalar curvatures.
By (3.14), we get
∑
i:V
εi div
V
g (ei)
2 =
∑
i:V
εi
(
f divVg (ei)− (q − 1)df(ei)
)2
= f2
∑
i:V
εi div
V
g (ei)
2 + (q − 1)2〈df, df〉g,V
− 2(q − 1)f
∑
i:V
εi div
V
g (ei)df(ei) ,
〈divVg , divVg 〉g,H =
∑
i:H
εi div
V
g (ei)
2 =
∑
i:H
εi
(
divVg (ei)−
q
f
df(ei)
)2
= 〈divVg , divVg 〉g,H +
q2
f2
〈df, df〉g,H − 2q
f
〈divVg , df〉g,H ,
〈divHg , divHg 〉g,V =
∑
i:V
εi div
H
g (ei)
2 = f2
∑
i:V
εi div
H
g (ei)
2 = f2〈divHg , divHg 〉g,V ,
∑
i:H
εi div
H
g (ei)
2 =
∑
i:H
εi div
H
g (ei)
2 .
(3.18)
We continue our preparations for the scalar curvature calculations by computing the following terms (via
(3.14)):
∑
i:V
εi∂ei div
V
g (ei) = f
∑
i:V
εi∂ei
(
f divVg (ei)− (q − 1)df(ei)
)
= f2
∑
i:V
εi∂ei div
V
g (ei) + f
∑
i:V
εi div
V
g (ei)df(ei)− (q − 1)f
∑
i:V
εi∂ei∂eif ,
∑
i:V
εi∂ei div
H
g (ei) = f
∑
i:V
εi∂ei
(
f divHg (ei)
)
= f2
∑
i:V
εi∂ei div
H
g (ei) + f〈divHg , df〉g,V ,
∑
i:H
εi∂ei div
V
g (ei) =
∑
i:H
εi∂ei
(
divVg (ei)−
q
f
df(ei)
)
=
∑
i:H
εi∂ei div
V
g (ei)−
q
f
∑
i:H
εi∂ei∂eif +
q
f2
〈df, df〉g,H ,
∑
i:H
εi∂ei div
H
g (ei) =
∑
i:H
εi∂ei div
H
g (ei) .
(3.19)
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From 2.2.29, (3.19), (3.14c), (3.14d), (3.15d), we obtain:
qualVg =
∑
i:V
εi∂ei div
H
g (ei) +
∑
i:V
εi div
V
g (ei) div
H
g (ei) + τg,V
= f2
∑
i:V
εi∂ei div
H
g (ei) + f〈divHg , df〉g,V +
∑
i:V
εi
(
f divVg (ei)− (q − 1)df(ei)
)
f divHg (ei)
+
1
2
(1 + f4)τg,V +
1
2
(1− f4)σg,V + q
f2
〈df, df〉g,H − 2
f
〈divVg , df〉g,H
= f2 qualVg −(q − 2)f〈divHg , df〉g,V
+
1
2
(1 + f4 − 2f2)τg,V + 1
2
(1− f4)σg,V + q
f2
〈df, df〉g,H − 2
f
〈divVg , df〉g,H .
(3.20a)
By 2.2.29, (3.19), (3.14a), (3.14b), (3.15b), 2.2.8, we get:
qualHg =
∑
i:H
εi∂ei div
V
g (ei) +
∑
i:H
εi div
H
g (ei) div
V
g (ei) + τg,H
=
∑
i:H
εi∂ei div
V
g (ei)−
q
f
∑
i:H
εi∂ei∂eif +
q
f2
〈df, df〉g,H
+
∑
i:H
εi div
H
g (ei)
(
divVg (ei)−
q
f
df(ei)
)
+
1
2
(f2 +
1
f2
)τg,H +
1
2
(f2 − 1
f2
)σg,H
= qualHg −
q
f
∆Hg,H(f) +
q
f2
〈df, df〉g,H + 1
2
(f2 +
1
f2
− 2)τg,H + 1
2
(f2 − 1
f2
)σg,H .
(3.20b)
The following terms do also appear in the formulae for the scalar curvatures, so we compute them as a
preparation. (3.13) yields:
∑
i,j,k:V
εiεjεkΓ
k
ijΓ
k
ji =
∑
i,j,k:V
εiεjεk
(
fΓkij − εiδikdf(ej) + εiδijdf(ek)
)(
fΓkji − εjδjkdf(ei) + εjδjidf(ek)
)
= f2
∑
i,j,k:V
εiεjεkΓ
k
ijΓ
k
ji − f
∑
i,j,k:V
εiεkΓ
k
ijδjkdf(ei) + f
∑
i,j,k:V
εiεkΓ
k
ijδjidf(ek)
− f
∑
i,j,k:V
εjεkδikdf(ej)Γ
k
ji +
∑
i,j,k:V
εkδikdf(ej)δjkdf(ei)−
∑
i,j,k:V
εkδikdf(ej)δjidf(ek)
+ f
∑
i,j,k:V
εjεkδijdf(ek)Γ
k
ji −
∑
i,j,k:V
εkδijdf(ek)δjkdf(ei) +
∑
i,j,k:V
εkδijdf(ek)δjidf(ek)
= f2
∑
i,j,k:V
εiεjεkΓ
k
ijΓ
k
ji + 0− f
∑
i,k:V
εiεkΓ
i
ikdf(ek)
+ 0 +
∑
k:V
εkdf(ek)df(ek)−
∑
k:V
εkdf(ek)df(ek)
− f
∑
i,k:V
εiεkdf(ek)Γ
i
ik −
∑
k:V
εkdf(ek)df(ek) + q
∑
k:V
εkdf(ek)df(ek)
= f2
∑
i,j,k:V
εiεjεkΓ
k
ijΓ
k
ji − 2f
∑
k:V
εk div
V
g (ek)df(ek) + (q − 1)〈df, df〉g,V .
(3.21a)
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From (3.13), 2.2.18, and by some obvious exchanges of the summation indices i, k, we obtain:∑
i,k:V
∑
j:H
εiεjεkΓ
k
ijΓ
k
ji
=
∑
i,k:V
∑
j:H
εiεjεk
(
− 1
2
(
(Γjik + Γ
j
ki) + f
2(Γjik − Γjki)
)
− εkδik 1
f
df(ej)
)(
Γkji −
1
2
(1 − f2)(Γjki − Γjik)
)
= −1
2
∑
i,k:V
∑
j:H
εiεjεk(Γ
j
ik + Γ
j
ki)Γ
k
ji +
1
4
(1− f2)
∑
i,k:V
∑
j:H
εiεjεk(Γ
j
ik + Γ
j
ki)(Γ
j
ki − Γjik)
− f
2
2
∑
i,k:V
∑
j:H
εiεjεk(Γ
j
ik − Γjki)Γkji + (1− f2)
f2
4
∑
i,k:V
∑
j:H
εiεjεk(Γ
j
ik − Γjki)(Γjki − Γjik)
− 1
f
∑
i,k:V
∑
j:H
εiεjδikdf(ej)Γ
k
ji +
1
2f
(1− f2)
∑
i,k:V
∑
j:H
εiεjδikdf(ej)(Γ
j
ki − Γjik)
=
1
2
∑
i,k:V
∑
j:H
εiεjεk(Γ
k
ijΓ
k
ji − ΓikjΓijk) +
1
4
(1− f2)
∑
i,k:V
∑
j:H
εiεjεk((Γ
j
ki)
2 − (Γjik)2)
+
f2
2
∑
i,k:V
∑
j:H
εiεjεk(Γ
k
ijΓ
k
ji + Γ
i
kjΓ
i
jk)− (1− f2)
f2
4
∑
i,k:V
∑
j:H
εiεjεk((Γ
j
ik)
2 + (Γjki)
2 − 2ΓjikΓjki)− 0 + 0
= f2
∑
i,k:V
∑
j:H
εiεjεkΓ
k
ijΓ
k
ji −
1
2
f2(1− f2)σg,V + 1
2
f2(1− f2)τg,V ,
(3.21b)
∑
i,k:H
∑
j:V
εiεjεkΓ
k
ijΓ
k
ji = −
1
2
∑
i,k:H
∑
j:V
εiεjεk
( 1
f
(Γjik − Γjki) + f(Γjik + Γjki)
)(
fΓkji +
1
2
(
1
f
− f)(Γjki − Γjik)
)
= −1
2
∑
i,k:H
∑
j:V
εiεjεk(Γ
j
ik − Γjki)Γkji −
1
4f
(
1
f
− f)
∑
i,k:H
∑
j:V
εiεjεk(Γ
j
ik − Γjki)(Γjki − Γjik)
− f
2
2
∑
i,k:H
∑
j:V
εiεjεk(Γ
j
ik + Γ
j
ki)Γ
k
ji −
f
4
(
1
f
− f)
∑
i,k:H
∑
j:V
εiεjεk(Γ
j
ik + Γ
j
ki)(Γ
j
ki − Γjik)
=
1
2
∑
i,k:H
∑
j:V
εiεjεk(Γ
k
ijΓ
k
ji + Γ
i
kjΓ
i
jk)
+
1
4f
(
1
f
− f)
∑
i,k:H
∑
j:V
εiεjεk((Γ
j
ik)
2 + (Γjki)
2 − 2ΓjikΓjki)
+
f2
2
∑
i,k:H
∑
j:V
εiεjεk(Γ
k
ijΓ
k
ji − ΓikjΓijk)−
f
4
(
1
f
− f)
∑
i,k:H
∑
j:V
εiεjεk((Γ
j
ki)
2 − (Γjik)2)
=
∑
i,k:H
∑
j:V
εiεjεkΓ
k
ijΓ
k
ji +
1
2f2
(1− f2)σg,H − 1
2f2
(1− f2)τg,H ,
(3.21c)∑
i,j,k:H
εiεjεkΓ
k
ijΓ
k
ji =
∑
i,j,k:H
εiεjεkΓ
k
ijΓ
k
ji . (3.21d)
scalV,Hg = −(qualVg +qualHg )
= −f2 qualVg +(q − 2)f〈divHg , df〉g,V
− 1
2
(1 − f2)2τg,V − 1
2
(1− f4)σg,V − 2q
f2
〈df, df〉g,H + 2
f
〈divVg , df〉g,H
− qualHg +
q
f
∆Hg,H(f)−
1
2f2
(1 − f2)2τg,H + 1
2f2
(1− f2)(1 + f2)σg,H .
(3.22a)
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By 2.2.23, (3.19), (3.18), (3.21d), (3.15b), and (3.21c), we get:
scalH,Hg = −2
∑
i:H
εi∂ei div
H
g (ei)−
∑
i
εi div
H
g (ei)
2 −
∑
i,j,k:H
εiεjεkΓ
k
ijΓ
k
ji + τg,H − 2
∑
i,k:H
∑
j:V
εiεjεkΓ
k
ijΓ
k
ji
= −2
∑
i:H
εi∂ei div
H
g (ei)−
∑
i:H
εi div
H
g (ei)
2 − f2〈divHg , divHg 〉g,V −
∑
i,j,k:H
εiεjεkΓ
k
ijΓ
k
ji
+
1
2
(f2 +
1
f2
)τg,H +
1
2
(f2 − 1
f2
)σg,H
− 2
∑
i,k:H
∑
j:V
εiεjεkΓ
k
ijΓ
k
ji −
1
f2
(1 − f2)σg,H + 1
f2
(1− f2)τg,H
= scalH,Hg +(1− f2)〈divHg , divHg 〉g,V
− τg,H + 1
2f2
(f4 + 1)τg,H +
1
2f2
(f4 − 1)σg,H − 1
f2
(1 − f2)σg,H + 1
f2
(1− f2)τg,H
= scalH,Hg +(1− f2)〈divHg , divHg 〉g,V
+
1
2f2
(f4 − 1− 2(1− f2))σg,H + 1
2f2
(f4 + 1− 2f2 + 2(1− f2))τg,H
= scalH,Hg +(1− f2)〈divHg , divHg 〉g,V −
1
2f2
(1− f2)(3 + f2)σg,H + 1
2f2
(1− f2)(3− f2)τg,H ,
(3.22b)
From 2.2.23, (3.19), (3.18), (3.21a), (3.15d), (3.21b), and 2.2.8, we obtain:
scalV,Vg = −2
∑
i:V
εi∂ei div
V
g (ei)−
∑
i
εi div
V
g (ei)
2 −
∑
i,j,k:V
εiεjεkΓ
k
ijΓ
k
ji + τg,V − 2
∑
i,k:V
∑
j:H
εiεjεkΓ
k
ijΓ
k
ji
= −2f2
∑
i:V
εi∂ei div
V
g (ei)− 2f
∑
i:V
εi div
V
g (ei)df(ei) + 2(q − 1)f
∑
i:V
εi∂ei∂eif
− f2
∑
i:V
εi div
V
g (ei)
2 − (q − 1)2〈df, df〉g,V + 2(q − 1)f
∑
i:V
εi div
V
g (ei)df(ei)
− 〈divVg , divVg 〉g,H −
q2
f2
〈df, df〉g,H + 2q
f
〈divVg , df〉g,H
− f2
∑
i,j,k:V
εiεjεkΓ
k
ijΓ
k
ji + 2f
∑
k:V
εk div
V
g (ek)df(ek)− (q − 1)〈df, df〉g,V
+
1
2
(1 + f4)τg,V +
1
2
(1− f4)σg,V + q
f2
〈df, df〉g,H − 2
f
〈divVg , df〉g,H
− 2f2
∑
i,k:V
∑
j:H
εiεjεkΓ
k
ijΓ
k
ji + f
2(1 − f2)σg,V − f2(1 − f2)τg,V
= f2 scalV,Vg +2(q − 1)f ∆Vg,V (f)− q(q − 1)〈df, df〉g,V − q(q − 1)
1
f2
〈df, df〉g,H
+ (f2 − 1)〈divVg , divVg 〉g,H + 2(q − 1)
1
f
〈divVg , df〉g,H
− f2τg,V + 1
2
(1 + f4)τg,V +
1
2
(1− f4)σg,V + (f2 − f4)σg,V + (f4 − f2)τg,V
= f2 scalV,Vg +2(q − 1)f ∆Vg,V (f)− q(q − 1)〈df, df〉g,V − q(q − 1)
1
f2
〈df, df〉g,H
+ 2(q − 1) 1
f
〈divVg , df〉g,H − (1− f2)〈divVg , divVg 〉g,H
+
1
2
(1− f2)(1 + 3f2)σg,V + 1
2
(1− f2)(1− 3f2)τg,V .
(3.22c)
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(3.22a), (3.22b), and (3.22c) together yield
scalg = scal
V,V
g +scal
H,H
g +2 scal
V,H
g
= f2 scalV,Vg +2(q − 1)f ∆Vg,V (f)− q(q − 1)〈df, df〉g,V − q(q − 1)
1
f2
〈df, df〉g,H
+ 2(q − 1) 1
f
〈divVg , df〉g,H − (1− f2)〈divVg , divVg 〉g,H
+
1
2
(1− f2)(1 + 3f2)σg,V + 1
2
(1− f2)(1 − 3f2)τg,V
+ scalH,Hg +(1− f2)〈divHg , divHg 〉g,V −
1
2f2
(1 − f2)(3 + f2)σg,H + 1
2f2
(1 − f2)(3− f2)τg,H
− 2f2 qualVg +2(q − 2)f〈divHg , df〉g,V
− (1− f2)2τg,V − (1 − f4)σg,V − 4q
f2
〈df, df〉g,H + 4
f
〈divVg , df〉g,H
− 2 qualHg +
2q
f
∆Hg,H(f)−
1
f2
(1 − f2)2τg,H + 1
f2
(1− f2)(1 + f2)σg,H
= 2(q − 1)f ∆Vg,V (f) +
2q
f
∆Hg,H(f)
− q(q − 1)〈df, df〉g,V − q(q + 3)
f2
〈df, df〉g,H + 2(q − 2)f〈divHg , df〉g,V +
2(q + 1)
f
〈divVg , df〉g,H
+ f2(scalV,Vg −2 qualVg ) + (scalH,Hg −2 qualHg ) + (1− f2)
(
〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H
)
− (1− f
2)2
2f2
σg,H +
(1− f2)(1 + f2)
2f2
τg,H − (1 − f
2)2
2
σg,V − (1− f
2)(1 + f2)
2
τg,V .
(3.23)
3.3.5 Summary of the results
3.3.1 Theorem. Let (M, g) be a semi-Riemannian manifold, let V be a g-good q-plane distribution on M ,
let f ∈ C∞(M,R>0), let H denote the g-orthogonal distribution of V , and let g denote the semi-Riemannian
metric stretch(g, f, V ). Then the following formulae hold:
〈divVg , divVg 〉g,H = 〈divVg , divVg 〉g,H +
q2
f2
〈df, df〉g,H − 2q
f
〈divVg , df〉g,H ,
〈divHg , divHg 〉g,V = f2〈divHg , divHg 〉g,V ,
σg,H =
1
2
(f2 +
1
f2
)σg,H +
1
2
(f2 − 1
f2
)τg,H ,
σg,V =
1
2
(1 + f4)σg,V +
1
2
(1− f4)τg,V + q
f2
〈df, df〉g,H − 2
f
〈divVg , df〉g,H ,
τg,H =
1
2
(f2 +
1
f2
)τg,H +
1
2
(f2 − 1
f2
)σg,H ,
τg,V =
1
2
(1 + f4)τg,V +
1
2
(1 − f4)σg,V + q
f2
〈df, df〉g,H − 2
f
〈divVg , df〉g,H ,
∆Vg,V (u) = f
2∆Vg,V (u)− (q − 2)f〈df, du〉g,V ,
∆Hg,H(u) = ∆
H
g,H(u) ,
〈divHg , du〉g,V = f2〈divHg , du〉g,V ,
〈divVg , du〉g,H = 〈divVg , du〉g,H −
q
f
〈df, du〉g,H ,
∆g(u) = f
2∆Vg,V (u)− (q − 2)f〈df, du〉g,V +∆Hg,H(u)
+ f2〈divHg , du〉g,V + 〈divVg , du〉g,H −
q
f
〈df, du〉g,H ,
56
Chapter 3. Modifications of the metric 3.4. Conformal deformation
qualVg = f
2 qualVg −(q − 2)f〈divHg , df〉g,V
+
(1− f2)2
2
τg,V +
(1 + f2)(1 − f2)
2
σg,V +
q
f2
〈df, df〉g,H − 2
f
〈divVg , df〉g,H ,
qualHg = qual
H
g −
q
f
∆Hg,H(f) +
q
f2
〈df, df〉g,H + (1 − f
2)2
2f2
τg,H − (1 + f
2)(1− f2)
2f2
σg,H ,
scalV,Hg = −f2 qualVg +(q − 2)f〈divHg , df〉g,V −
1
2
(1 − f2)2τg,V − (1 + f
2)(1− f2)
2
σg,V − 2q
f2
〈df, df〉g,H
+
2
f
〈divVg , df〉g,H − qualHg +
q
f
∆Hg,H(f)−
1
2f2
(1− f2)2τg,H + 1
2f2
(1− f2)(1 + f2)σg,H ,
scalV,Vg = f
2 scalV,Vg +2(q − 1)f ∆Vg,V (f)− q(q − 1)〈df, df〉g,V − q(q − 1)
1
f2
〈df, df〉g,H
+ 2(q − 1) 1
f
〈divVg , df〉g,H − (1− f2)〈divVg , divVg 〉g,H
+
1
2
(1 − f2)(1 + 3f2)σg,V + 1
2
(1− f2)(1 − 3f2)τg,V ,
scalH,Hg = scal
H,H
g +(1− f2)〈divHg , divHg 〉g,V −
1
2f2
(1 − f2)(3 + f2)σg,H + 1
2f2
(1 − f2)(3 − f2)τg,H ,
scalg = 2(q − 1)f ∆Vg,V (f) +
2q
f
∆Hg,H(f)
− q(q − 1)〈df, df〉g,V − q(q + 3)
f2
〈df, df〉g,H + 2(q − 2)f〈divHg , df〉g,V +
2(q + 1)
f
〈divVg , df〉g,H
+ f2(scalV,Vg −2 qualVg ) + (scalH,Hg −2 qualHg ) + (1− f2)
(
〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H
)
− (1− f
2)2
2f2
σg,H +
(1− f2)(1 + f2)
2f2
τg,H − (1− f
2)2
2
σg,V − (1− f
2)(1 + f2)
2
τg,V .
3.3.2 Remark. As we mentioned in Remark 3.2.2, the formulae in Theorem 3.2.4 can formally be obtained
as special cases of the formulae in Theorem 3.3.1, by setting f ≡ √−1. It is not hard to justify this Wick
rotation trick, but we do not need to do so.
3.4 Conformal deformation
We could now compute how all the functions σg,V , qual
H
g , ∆
V
g,V (u), etc. (where V is a g-good q-plane
distribution and H = ⊥gV ) behave under conformal changes of the metric.
Since conform(g, κ) = stretch(stretch(g, κ, V ), κ,H), this information can easily be obtained from The-
orem 3.3.1; e.g.,
σconform(g,κ),V = σstretch(stretch(g,κ,V ),κ,H),V
=
1
2
(κ2 +
1
κ2
)σstretch(g,κ,V ),V +
1
2
(κ2 − 1
κ2
)τstretch(g,κ,V ),V
=
1
2
(κ2 +
1
κ2
)
(1
2
(1 + κ4)σg,V +
1
2
(1− κ4)τg,V + q
κ2
〈dκ, dκ〉g,H − 2
κ
〈divVg , dκ〉g,H
)
+
1
2
(κ2 − 1
κ2
)
(1
2
(1 + κ4)τg,V +
1
2
(1− κ4)σg,V + q
κ2
〈dκ, dκ〉g,H − 2
κ
〈divVg , dκ〉g,H
)
=
1
4
( (κ4 + 1)2
κ2
− (κ
4 − 1)2
κ2
)
σg,V +
1
4
((1 + κ4)(1− κ4)
κ2
+
(κ4 − 1)(κ4 + 1)
κ2
)
τg,V
+
q
2
(κ4 + 1
κ4
+
κ4 − 1
κ4
)
〈dκ, dκ〉g,H −
(κ4 + 1
κ3
+
κ4 − 1
κ3
)
〈divVg , dκ〉g,H
= κ2σg,V + q〈dκ, dκ〉g,H − 2κ〈divVg , dκ〉g,H .
We will not write down all the other formulae, since all we need in the following is information about the
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scalar curvature. The well-known formula for conformal changes of scalg can be rederived in several ways
from Theorem 3.3.1:
3.4.1 Proposition. Let (M, g) be a semi-Riemannian manifold, and let κ ∈ C∞(M,R>0). Then the scalar
curvature of the metric conform(g, κ) is given by
scalconform(g,κ) = 2(n− 1)κ∆g κ− n(n− 1)〈dκ, dκ〉g + κ2 scalg . (3.24)
Proof. We could check this using the equation conform(g, κ) = stretch(stretch(g, κ, V ), κ,H), as ex-
plained above. However, we can argue much more simply in the case of scalar curvature:
Since scalconform(g,κ) = scalstretch(g,κ,TM), we can apply the scalar curvature formula from Theorem 3.3.1
in the case V = TM , q = n, f = κ. Because all contractions over H yield 0, we have
0 = σg,H = τg,H = σg,V = τg,V = 〈divVg , divVg 〉g,H = 〈divHg , divHg 〉g,V = scalH,Hg = qualVg = qualHg
and
0 = ∆Hg,H(κ) = 〈dκ, dκ〉g,H = 〈divHg , dκ〉g,V = 〈divHg , dκ〉g,V .
In particular, scalV,Vg = scalg and ∆
V
g,V (u) = ∆g(u). These facts imply the claimed equation.
3.5 Stretching and conformal deformation
Let (M, g) be a semi-Riemannian n-manifold, let V be a g-good q-plane distribution on M , let H denote
the g-orthogonal distribution of V , and let κ, f ∈ C∞(M,R>0). Then
scalconform(stretch(g,f,V ),κ)
= 2(n− 1)κ∆stretch(g,f,V )(κ)− n(n− 1)〈dκ, dκ〉stretch(g,f,V ) + κ2 scalstretch(g,f,V )
= 2(n− 1)κ
(
f2∆Vg,V (κ)− (q − 2)f〈df, dκ〉g,V +∆Hg,H(κ) + f2〈divHg , dκ〉g,V + 〈divVg , dκ〉g,H
− q
f
〈df, dκ〉g,H
)
− n(n− 1)
(
〈dκ, dκ〉g,H + f2〈dκ, dκ〉g,V
)
+ κ2
(
2(q − 1)f ∆Vg,V (f) +
2q
f
∆Hg,H(f)
− q(q − 1)〈df, df〉g,V − q(q + 3)
f2
〈df, df〉g,H + 2(q − 2)f〈divHg , df〉g,V +
2(q + 1)
f
〈divVg , df〉g,H
+ f2(scalV,Vg −2 qualVg ) + (scalH,Hg −2 qualHg ) + (1− f2)
(〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H)
− (1 − f
2)2
2f2
σg,H +
(1− f2)(1 + f2)
2f2
τg,H − (1− f
2)2
2
σg,V − (1− f
2)(1 + f2)
2
τg,V
)
= 2(n− 1)κ∆Hg,H(κ) +
2qκ2
f
∆Hg,H(f) + 2(n− 1)κf2∆Vg,V (κ) + 2(q − 1)κ2f ∆Vg,V (f)
− n(n− 1)〈dκ, dκ〉g,H − q(q + 3)κ
2
f2
〈df, df〉g,H − 2(n− 1)qκ
f
〈df, dκ〉g,H
− n(n− 1)f2〈dκ, dκ〉g,V − q(q − 1)κ2〈df, df〉g,V − 2(n− 1)(q − 2)κf〈df, dκ〉g,V
+ 2(n− 1)κ〈divVg , dκ〉g,H +
2(q + 1)κ2
f
〈divVg , df〉g,H
+ 2(n− 1)κf2〈divHg , dκ〉g,V + 2(q − 2)κ2f〈divHg , df〉g,V
+ κ2f2(scalV,Vg −2 qualVg ) + κ2(scalH,Hg −2 qualHg ) + κ2(1− f2)
(〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H)
− κ
2(1− f2)2
2f2
σg,H +
κ2(1 − f2)(1 + f2)
2f2
τg,H − κ
2(1− f2)2
2
σg,V − κ
2(1− f2)(1 + f2)
2
τg,V .
(3.25)
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3.6 All modifications in one formula
3.6.1 Proposition. Let (M, g) be a Riemannian n-manifold, let V be a q-plane distribution on M , let
κ, f ∈ C∞(M,R>0). Then the following formula holds (where H := ⊥gV ):
scalconform(stretch(switch(g,V ),f,V ),κ)
= 2(n− 1)κ∆Hg,H(κ) +
2qκ2
f
∆Hg,H(f)− 2(n− 1)κf2∆Vg,V (κ)− 2(q − 1)κ2f ∆Vg,V (f)
− n(n− 1)〈dκ, dκ〉g,H − q(q + 3)κ
2
f2
〈df, df〉g,H − 2(n− 1)qκ
f
〈df, dκ〉g,H
+ n(n− 1)f2〈dκ, dκ〉g,V + q(q − 1)κ2〈df, df〉g,V + 2(n− 1)(q − 2)κf〈df, dκ〉g,V
+ 2(n− 1)κ〈divVg , dκ〉g,H +
2(q + 1)κ2
f
〈divVg , df〉g,H − 2(n− 1)κf2〈divHg , dκ〉g,V
− 2(q − 2)κ2f〈divHg , df〉g,V + κ2
(
(1 + f2)ξg,V +
1 + f2
2f2
|TwistH |2g −
f2(1 + f2)
2
|TwistV |2g + scalg
)
.
Proof. From (3.25) and Theorem 3.2.4, we obtain
scalconform(stretch(switch(g,V ),f,V ),κ)
= 2(n− 1)κ∆Hswitch(g,V ),H(κ) +
2qκ2
f
∆Hswitch(g,V ),H(f)
+ 2(n− 1)κf2∆Vswitch(g,V ),V (κ) + 2(q − 1)κ2f ∆Vswitch(g,V ),V (f)− n(n− 1)〈dκ, dκ〉switch(g,V ),H
− q(q + 3)κ
2
f2
〈df, df〉switch(g,V ),H −
2(n− 1)qκ
f
〈df, dκ〉switch(g,V ),H − n(n− 1)f2〈dκ, dκ〉switch(g,V ),V
− q(q − 1)κ2〈df, df〉switch(g,V ),V − 2(n− 1)(q − 2)κf〈df, dκ〉switch(g,V ),V
+ 2(n− 1)κ〈divVswitch(g,V ), dκ〉switch(g,V ),H +
2(q + 1)κ2
f
〈divVswitch(g,V ), df〉switch(g,V ),H
+ 2(n− 1)κf2〈divHswitch(g,V ), dκ〉switch(g,V ),V + 2(q − 2)κ2f〈divHswitch(g,V ), df〉switch(g,V ),V
+ κ2f2(scalV,V
switch(g,V )−2 qualVswitch(g,V )) + κ2(scalH,Hswitch(g,V )−2 qualHswitch(g,V ))
+ κ2(1− f2)(〈divHswitch(g,V ), divHswitch(g,V )〉switch(g,V ),V − 〈divVswitch(g,V ), divVswitch(g,V )〉switch(g,V ),H)
− κ
2(1− f2)2
2f2
σswitch(g,V ),H +
κ2(1− f2)(1 + f2)
2f2
τswitch(g,V ),H
− κ
2(1− f2)2
2
σswitch(g,V ),V −
κ2(1 − f2)(1 + f2)
2
τswitch(g,V ),V
= 2(n− 1)κ∆Hg,H(κ) +
2qκ2
f
∆Hg,H(f)− 2(n− 1)κf2∆Vg,V (κ)− 2(q − 1)κ2f ∆Vg,V (f)
− n(n− 1)〈dκ, dκ〉g,H − q(q + 3)κ
2
f2
〈df, df〉g,H − 2(n− 1)qκ
f
〈df, dκ〉g,H
+ n(n− 1)f2〈dκ, dκ〉g,V + q(q − 1)κ2〈df, df〉g,V + 2(n− 1)(q − 2)κf〈df, dκ〉g,V
+ 2(n− 1)κ〈divVg , dκ〉g,H +
2(q + 1)κ2
f
〈divVg , df〉g,H
− 2(n− 1)κf2〈divHg , dκ〉g,V − 2(q − 2)κ2f〈divHg , df〉g,V
+ κ2f2
(
− scalV,Vg −2〈divVg , divVg 〉g,H + 4τg,V − 2σg,V + 2qualVg −4τg,V
)
+ κ2
(
scalH,Hg +2〈divHg , divHg 〉g,V + 2σg,H − 4τg,H − 2 qualHg +4τg,H
)
− κ2(1− f2)〈divHg , divHg 〉g,V − κ2(1− f2)〈divVg , divVg 〉g,H
+
κ2(1− f2)2
2f2
σg,H − κ
2(1− f2)(1 + f2)
2f2
τg,H − κ
2(1− f2)2
2
σg,V − κ
2(1 − f2)(1 + f2)
2
τg,V .
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Using the equation scalH,Hg −2 qualHg = scalg −(scalV,Vg −2 qualVg ) (cf. 2.2.22 and 2.2.30), the definition of
ξg,V (cf. 2.2.31), and the equation |TwistU |2g = σg,U − τg,U (cf. 2.3.3), we can write the derivative-free
summands in the form κ2(. . .), where (. . .) is the following term:
f2
(
− scalV,Vg −2〈divVg , divVg 〉g,H − 2σg,V + 2qualVg
)
+
(
scalH,Hg +2〈divHg , divHg 〉g,V + 2σg,H − 2 qualHg
)
− (1− f2)〈divHg , divHg 〉g,V − (1 − f2)〈divVg , divVg 〉g,H
+
(1− f2)2
2f2
σg,H − (1 − f
2)(1 + f2)
2f2
τg,H − (1− f
2)2
2
σg,V − (1 − f
2)(1 + f2)
2
τg,V
= scalg −(1 + f2)(scalV,Vg −2 qualVg ) + (1 + f2)
(
〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H
)
+
(1 + f2)2
2f2
σg,H − (1 − f
2)(1 + f2)
2f2
τg,H − (1 + f
2)2
2
σg,V − (1 − f
2)(1 + f2)
2
τg,V
= (1 + f2)
(
〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H − scalV,Vg +2qualVg )
)
+ scalg
+
(1 + f2)f2
2f2
(σg,H + τg,H) +
1 + f2
2f2
(σg,H − τg,H)− 1 + f
2
2
(σg,V + τg,V )− f
2(1 + f2)
2
(σg,V − τg,V )
= (1 + f2)ξg,V +
1 + f2
2f2
|TwistH |2g −
f2(1 + f2)
2
|TwistV |2g + scalg .
This completes the proof.
3.7 The effects on χ curvature
The contents of the present section are not needed for the proofs of the main theorems of this thesis. We
will only refer to them when we discuss the esc Conjecture 1.3.15 in Section 6.3.
Recall the definition of the function χg,U from 2.2.32.
3.7.1 Lemma. Let (M, g) be a semi-Riemannian manifold, let V be a g-good q-plane distribution on M ,
let f ∈ C∞(M,R>0), and let H denote the g-orthogonal distribution of V . Then
χstretch(g,f,V ),V = χg,V +
2q
f
∆Hg,H(f)−
q(q + 3)
f2
〈df, df〉g,H + 2(q + 1)
f
〈divVg , df〉g,H ,
χstretch(g,f,H),V = f
2χg,V + 2(n− q − 1)f ∆Hg,H(f)− (n− q)(n− q − 1)〈df, df〉g,H
+ 2(n− q − 2)f〈divVg , df〉g,H ,
χconform(g,f),V = f
2χg,V + 2(n− 1)f ∆Hg,H(f)− n(n− 1)〈df, df〉g,H + 2(n− 1)f〈divVg , df〉g,H .
Proof. Let g := stretch(g, f, V ). Theorem 3.3.1 yields
χg,V = scal
H,H
g −2 qualHg +〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H + σg,H −
σg,V + τg,V
2
= scalH,Hg +(1− f2)〈divHg , divHg 〉g,V −
1
2f2
(1− f2)(3 + f2)σg,H + 1
2f2
(1 − f2)(3 − f2)τg,H
− 2 qualHg +
2q
f
∆Hg,H(f)−
2q
f2
〈df, df〉g,H − (1− f
2)2
f2
τg,H +
(1 + f2)(1 − f2)
f2
σg,H
+ f2〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H −
q2
f2
〈df, df〉g,H + 2q
f
〈divVg , df〉g,H
+
1
2
(f2 +
1
f2
)σg,H +
1
2
(f2 − 1
f2
)τg,H − q
f2
〈df, df〉g,H + 2
f
〈divVg , df〉g,H
− 1
2
(1
2
(1 + f4)σg,V +
1
2
(1− f4)τg,V + 1
2
(1 + f4)τg,V +
1
2
(1− f4)σg,V
)
60
Chapter 3. Modifications of the metric 3.7. The effects on χ curvature
= scalH,Hg −2 qualHg +〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H −
σg,V + τg,V
2
+
−3 + f4 + 2f2 + 2(1− f4) + f4 + 1
2f2
σg,H +
3 + f4 − 4f2 − 2(1 + f4 − 2f2) + f4 − 1
2f2
τg,H
+
2q
f
∆Hg,H(f)−
q(q + 3)
f2
〈df, df〉g,H + 2(q + 1)
f
〈divVg , df〉g,H
= scalH,Hg −2 qualHg +〈divHg , divHg 〉g,V − 〈divVg , divVg 〉g,H −
σg,V + τg,V
2
+ σg,H
+
2q
f
∆Hg,H(f)−
q(q + 3)
f2
〈df, df〉g,H + 2(q + 1)
f
〈divVg , df〉g,H
= χg,V +
2q
f
∆Hg,H(f)−
q(q + 3)
f2
〈df, df〉g,H + 2(q + 1)
f
〈divVg , df〉g,H .
For gˆ := stretch(g, f,H), we obtain
χgˆ,V = scal
H,H
gˆ −2 qualHgˆ +〈divHgˆ , divHgˆ 〉gˆ,V − 〈divVgˆ , divVgˆ 〉gˆ,H + σgˆ,H −
σgˆ,V + τgˆ,V
2
= f2 scalH,Hg +2(n− q −1)f ∆Hg,H(f)− (n− q)(n− q −1)〈df, df〉g,H − (n− q)(n− q −1)
1
f2
〈df, df〉g,V
+ 2(n− q − 1) 1
f
〈divHg , df〉g,V − (1− f2)〈divHg , divHg 〉g,V
+
1
2
(1− f2)(1 + 3f2)σg,H + 1
2
(1 − f2)(1 − 3f2)τg,H − 2f2 qualHg +2(n− q − 2)f〈divVg , df〉g,H
− (1− f2)2τg,H − (1 + f2)(1− f2)σg,H − 2(n− q)
f2
〈df, df〉g,V + 4
f
〈divHg , df〉g,V
+ 〈divHg , divHg 〉g,V +
(n− q)2
f2
〈df, df〉g,V − 2(n− q)
f
〈divHg , df〉g,V − f2〈divVg , divVg 〉g,H
+
1
2
(1 + f4)σg,H +
1
2
(1 − f4)τg,H + n− q
f2
〈df, df〉g,V − 2
f
〈divHg , df〉g,V −
1
2
(f2σg,V + f
2τg,V )
= f2χg,V + 2(n− q − 1)f ∆Hg,H(f)− (n− q)(n− q − 1)〈df, df〉g,H + 2(n− q − 2)f〈divVg , df〉g,H .
Finally, we get
χconform(g,f),V
= χstretch(stretch(g,f,V ),f,H),V
= f2χstretch(g,f,V ),V + 2(n− q − 1)f ∆Hstretch(g,f,V ),H(f)
− (n− q)(n− q − 1)〈df, df〉stretch(g,f,V ),H + 2(n− q − 2)f〈divVstretch(g,f,V ), df〉stretch(g,f,V ),H
= f2χg,V + 2qf ∆
H
g,H(f)− q(q + 3)〈df, df〉g,H + 2(q + 1)f〈divVg , df〉g,H + 2(n− q − 1)f ∆Hg,H(f)
− (n− q)(n− q − 1)〈df, df〉g,H + 2(n− q − 2)f〈divVg , df〉g,H − 2(n− q − 2)q〈df, df〉g,H
= f2χg,V + 2(n− 1)f ∆Hg,H(f)− n(n− 1)〈df, df〉g,H + 2(n− 1)f〈divVg , df〉g,H .
3.7.2 Remark. Note that the χg,V curvature has some remarkable features: Under stretching with a
constant function — either in V or in ⊥gV direction —, it just rescales by a constant function. None of
our other functions which are determined by a metric and a distribution and involve second derivatives of
the metric has this property, as one can see from Theorem 3.3.1. It ruins any simple strategy to construct,
for a given distribution V , a metric g such that χg,V becomes everywhere negative; and as we will see in
Section 6.3, we would like to do just that.
Moreover, the behaviour of χg,V under conformal rescaling of g is strikingly similar to the behaviour of
scalg under conformal rescaling of g; compare 3.4.1 and 3.7.1. The difference between the two formulae is
just that ∆g(f) occurs in the scalg formula, while ∆
H
g,H(f)+ 〈divVg , df〉g,H occurs in the χg,V case, and that
〈df, df〉g is replaced by 〈df, df〉g,H . Moreover, this similarity is related to Remark 2.4.2, which says that on
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a compact manifold (M, g), the function f is a critical point of the functional f 7→ ∫(M,g)〈df, df〉g,H if and
only if ∆Hg,H(f) + 〈divVg , df〉g,H = 0; whereas f is a critical point of the functional f 7→
∫
(M,g)〈df, df〉g if
and only if ∆g(f) = 0.
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The elliptic equation
Given a manifold M , a function s ∈ C∞(M,R), a q-plane distribution V on M , and a Riemannian
“background” metric g on M , we construct a semilinear second-order elliptic partial differential operator
Υg,V,s : C
∞(M,R>0) → C∞(M,R) with the following property: If the equation Υg,V,s(f) = 0 admits a
solution f ∈ C∞(M,R>0), then there is a semi-Riemannian metric h on M with index q whose scalar
curvature is s, such that the distribution V is timelike with respect to h.
The computation of Υg,V,s will be carried out in Section 4.1. (The content of that section is an obvious
generalisation of the approach explained in Section 1.2 of the introduction. I assume that every reader of
Section 4.1 is already familiar, from 1.2, with the basic idea behind the construction, so that we can focus
on the computation.) The final results, which form the basis of the rest of the thesis, are summarised in
Section 4.2.
4.1 Computation of the PDE
Throughout this section, we consider a Riemannian manifold (M, g) of dimension n ∈ N≥2 (!) and a
q-plane distribution V on M , where q ∈ {0, . . . , n}. We denote the g-orthogonal distribution of V by H.
We introduce the following short notation:
4.1.1 Definition. Let f, κ ∈ C∞(M,R>0). We define a semi-Riemannian metric change(g, f, κ, V ) with
index q on M by
change(g, f, κ, V ) := conform(stretch(switch(g, V ), f, V ), κ) .
In the special case where M is a smooth product S1 × N , where g is a product metric, and where V is
the first-factor distribution on M , the Lorentzian metric h(κ, f) which we considered in Subsection 1.2.1
is equal to the metric change(g, f, κ, V ). So we can use change(g, f, κ, V ) to generalise our approach from
Subsection 1.2.1, i.e., to construct an elliptic PDE which serves to solve the prescribed scalar problem for
pseudo-Riemannian metrics with arbitrary index on arbitrary manifolds. This generalisation will be carried
out in the present section.
4.1.1 The scalar curvature of change(g, f,K(f), V )
For every K ∈ C∞(R>0,R>0) and every f ∈ C∞(M,R>0), we can consider the function K(f) := K ◦ f ∈
C∞(M,R>0) and thus the semi-Riemannian metric change(g, f,K(f), V ).
Now we compute the scalar curvature of change(g, f,K(f), V ). The first step in the following calculation
follows from Proposition 3.6.1. The second step employs 2.2.11 as well as the rules 〈d(K ◦f), d(K ◦f)〉g,U =
K ′(f)2〈df, df〉g,U and 〈div⊥Ug , d(K ◦ f)〉g,U = K ′(f)〈div⊥Ug , df〉g,U for U ∈ {V,H}, which are obvious from
the formulae in 2.2.5 and the fact that d(K ◦ f) = (K ′ ◦ f)df .
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scalchange(g,f,K(f),V )
= 2(n− 1)K(f)∆Hg,H(K(f)) +
2qK(f)2
f
∆Hg,H(f)−2(n− 1)K(f)f2∆Vg,V (K(f))− 2(q − 1)K(f)2f∆Vg,V (f)
− n(n− 1)〈d(K◦f), d(K◦f)〉g,H − q(q + 3)K(f)
2
f2
〈df, df〉g,H − 2(n− 1)qK(f)
f
〈df, d(K◦f)〉g,H
+ n(n− 1)f2〈d(K◦f), d(K◦f)〉g,V + q(q − 1)K(f)2〈df, df〉g,V +2(n− 1)(q − 2)K(f)f〈df, d(K◦f)〉g,V
+ 2(n− 1)K(f)〈divVg , d(K◦f)〉g,H +
2(q + 1)K(f)2
f
〈divVg , df〉g,H
− 2(n− 1)K(f)f2〈divHg , d(K◦f)〉g,V − 2(q − 2)K(f)2f〈divHg , df〉g,V
+K(f)2
(
(1 + f2)ξg,V +
1 + f2
2f2
|TwistH |2g −
f2(1 + f2)
2
|TwistV |2g + scalg
)
= 2(n− 1)K(f)K ′(f)∆Hg,H(f) + 2(n− 1)K(f)K ′′(f)〈df, df〉g,H +
2qK(f)2
f
∆Hg,H(f)
− 2(n− 1)f2K(f)K ′(f)∆Vg,V (f)− 2(n− 1)f2K(f)K ′′(f)〈df, df〉g,V − 2(q − 1)K(f)2f ∆Vg,V (f)
− n(n− 1)K ′(f)2〈df, df〉g,H − q(q + 3)K(f)
2
f2
〈df, df〉g,H − 2(n− 1)qK(f)K
′(f)
f
〈df, df〉g,H
+ n(n− 1)f2K ′(f)2〈df, df〉g,V + q(q − 1)K(f)2〈df, df〉g,V + 2(n− 1)(q − 2)K(f)K ′(f)f〈df, df〉g,V
+ 2(n− 1)K(f)K ′(f)〈divVg , df〉g,H +
2(q + 1)K(f)2
f
〈divVg , df〉g,H
− 2(n− 1)f2K(f)K ′(f)〈divHg , df〉g,V − 2(q − 2)K(f)2f〈divHg , df〉g,V
+K(f)2
(
(1 + f2)ξg,V +
1 + f2
2f2
|TwistH |2g −
f2(1 + f2)
2
|TwistV |2g + scalg
)
.
We define functions E,F ∈ C∞(R>0,R) by E := K ′/K and F := K ′′/K. Then we get
K(f)−2 scalchange(g,f,K(f),V )
= 2
(
(n− 1)E(f) + q
f
)
∆Hg,H(f)− 2f
(
(n− 1)fE(f) + (q − 1)
)
∆Vg,V (f)
+
(
2(n− 1)F (f)− n(n− 1)E(f)2 − q(q + 3)
f2
− 2(n− 1)qE(f)
f
)
〈df, df〉g,H
+
(
− 2(n− 1)f2F (f) + n(n− 1)f2E(f)2 + q(q − 1) + 2(n− 1)(q − 2)E(f)f
)
〈df, df〉g,V
+ 2
(
(n− 1)E(f) + q + 1
f
)
〈divVg , df〉g,H − 2f
(
(n− 1)fE(f) + (q − 2)
)
〈divHg , df〉g,V
+ (1 + f2)ξg,V + scalg +
1 + f2
2f2
|TwistH |2g −
f2(1 + f2)
2
|TwistV |2g
= 2
(
(n− 1)E(f) + q
f
)
∆g(f)− 2
(
(n− 1)(1 + f2)E(f) + (q − 1)f
2 + q
f
)
∆Vg,V (f)
+
(
2(n− 1)F (f)− n(n− 1)E(f)2 − q(q + 3)
f2
− 2(n− 1)qE(f)
f
)
〈df, df〉g
+
(
− 2(n− 1)(1 + f2)F (f) + n(n− 1)(1 + f2)E(f)2
+
q
f2
(
(q − 1)f2 + (q + 3))+ 2(n− 1)E(f)
f
(
(q − 2)f2 + q))〈df, df〉g,V
+
2
f
〈divVg , df〉g,H − 2
(
(n− 1)(1 + f2)E(f) + (q − 2)f
2 + q
f
)
〈divHg , df〉g,V
+ (1 + f2)ξg,V + scalg +
1 + f2
2f2
|TwistH |2g −
f2(1 + f2)
2
|TwistV |2g ;
(4.1)
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here we used the formulae ∆g(f) = ∆
H
g,H(f) + ∆
V
g,V (f) + 〈divHg , df〉g,V + 〈divVg , df〉g,H (cf. 2.2.9, 2.2.10)
and 〈df, df〉g = 〈df, df〉g,H + 〈df, df〉g,V .
4.1.2 The correct choice of K
The right hand side of (4.1) is the value of a second-order differential operator in f . As we explained in
Section 1.2 for a special case, the idea is to choose the function K ∈ C∞(R>0,R>0) in such a way that this
operator becomes elliptic. This happens if the function E := K ′/K has the properties
0 = (n− 1)(1 + f2)E(f) + (q − 1)f
2 + q
f
and 0 < (n− 1)E(f) + q
f
;
because then the summand involving ∆Vg,V (f) vanishes in (4.1) and the only remaining second-order term
2
(
(n− 1)E(f) + q/f)∆g(f) is elliptic since the coefficient has no zeroes and g is a Riemannian metric.
We claim that the function K ∈ C∞(R>0,R>0) given by
K(x) =
(1 + x2
x2q
) 1
2(n−1)
(4.2)
has the desired properties. Namely, for all x ∈ R>0,
K ′(x) =
1
2(n− 1)
x2q
(1 + x2)
K(x)
(
− 2qx−2q−1 + 2(1− q)x1−2q
)
= − (q − 1)x
2 + q
(n− 1)x(1 + x2)K(x)
(4.3a)
and thus
E(x) = − (q − 1)x
2 + q
(n− 1)x(1 + x2) .
This yields indeed for all x ∈ R>0
(n− 1)(1 + x2)E(x) + (q − 1)x
2 + q
x
= 0 (4.3b)
and
(n− 1)E(x) + q
x
=
−(q − 1)x2 − q + q(1 + x2)
x(1 + x2)
=
x
1 + x2
> 0 . (4.3c)
So the function K given by (4.2) is the correct choice for our purposes, as we had claimed. In the rest of
this subsection, K will denote this specific function.
Now we compute the coefficients of 〈df, df〉g and 〈df, df〉g,V on the right hand side of (4.1) more explicitly.
(Note that we do this mostly in order to produce an explicit formula. The concrete form of these squared
first-order term coefficients turns out to be irrelevant, except for the 2-dimensional case of our problem.)
From (4.3a), we get
K ′′(x) = − (q − 1)x
2 + q
(n− 1)x(1 + x2)K
′(x) − 2(q − 1)x
2(1 + x2)− ((q − 1)x2 + q)(1 + 3x2)
(n− 1)x2(1 + x2)2 K(x)
=
(
(q − 1)x2 + q)2 − 2(q − 1)(n− 1)x2(1 + x2) + ((q − 1)x2 + q)(n− 1)(1 + 3x2)
(n− 1)2x2(1 + x2)2 K(x)
=
(q − 1)(n+ q − 2)x4 + ((n− 1)(2q + 1) + 2q(q − 1))x2 + q(n− 1 + q)
(n− 1)2x2(1 + x2)2 K(x) ,
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where in the last step, we used the equations
(q − 1)2 − 2(q − 1)(n− 1) + 3(q − 1)(n− 1) = (q − 1)(q − 1 + n− 1) = (q − 1)(n+ q − 2) ,
2q(q − 1)− 2(q − 1)(n− 1) + (n− 1)(q − 1) + 3q(n− 1) = (n− 1)(2q + 1) + 2q(q − 1) .
We thus have
F (x) =
(q − 1)(n+ q − 2)x4 + ((n− 1)(2q + 1) + 2q(q − 1))x2 + q(n− 1 + q)
(n− 1)2x2(1 + x2)2 .
We use this to compute the coefficient of 〈df, df〉g in (4.1):
2(n− 1)F (x)− n(n− 1)E(x)2 − q(q + 3)
x2
− 2(n− 1)qE(x)
x
= 2(n− 1)(q − 1)(n+ q − 2)x
4 +
(
(n− 1)(2q + 1) + 2q(q − 1))x2 + q(n− 1 + q)
(n− 1)2x2(1 + x2)2
− n(n− 1)
( (q − 1)x2 + q
(n− 1)x(1 + x2)
)2
− q(q + 3)
x2
+
2(n− 1)q((q − 1)x2 + q)
(n− 1)x2(1 + x2)
=
1
(n− 1)x2(1 + x2)2
(
2(q − 1)(n+ q − 2)x4 + 2((n− 1)(2q + 1) + 2q(q − 1))x2
+ 2q(n− 1 + q)− n
(
(q − 1)2x4 + 2q(q − 1)x2 + q2
)
− q(q + 3)(n− 1)(1 + x2)2 + 2(n− 1)q(1 + x2)((q − 1)x2 + q))
=
1
(n− 1)x2(1 + x2)2
((
2(q − 1)(n+ q − 2)− n(q − 1)2 − q(q + 3)(n− 1) + 2(n− 1)q(q − 1)
)
x4
+ 2
(
(n− 1)(2q + 1) + 2q(q − 1)− nq(q − 1)− q(q + 3)(n− 1) + (n− 1)q(2q − 1)
)
x2
+ q
(
2(n− 1 + q)− nq − (q + 3)(n− 1) + 2(n− 1)q
))
=
(
(q − 1)2 − (n− 1)(q + 3)
)
x4 − 2(q − 1)(n− 1− q)x2 − q(n− 1− q)
(n− 1)x2(1 + x2)2 ;
(4.3d)
in the last step, we used
2(q − 1)(n+ q − 2)− n(q − 1)2 − q(q + 3)(n− 1) + 2(n− 1)q(q − 1)
= (2nq + 2q2 − 4q − 2n− 2q + 4)− (nq2 − 2nq + n)− (nq2 + 3nq − q2 −3q) + (2nq2 − 2nq − 2q2 + 2q)
= q2 − q + 4− nq − 3n = q2 − 2q + 1− nq − 3n+ q + 3 = (q − 1)2 − (n− 1)(q + 3) ,
(n− 1)(2q + 1) + 2q(q − 1)− nq(q − 1)− q(q + 3)(n− 1) + (n− 1)q(2q − 1)
= (2nq + n− 2q − 1) + (2q2 − 2q) + (−nq2 + nq) + (−nq2 + q2 − 3nq + 3q) + (2nq2 − nq − 2q2 + q)
= n− 1 + q2 − nq = −(nq − q2 − q − n+ q + 1) = −(q − 1)(n− q − 1) ,
and
2(n− 1 + q)− nq − (q + 3)(n− 1) + 2(n− 1)q = (2n− 2 + 2q)− nq − (nq − q + 3n− 3) + (2nq − 2q)
= −(n− 1− q) .
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Now we compute the coefficient of 〈df, df〉g,V in (4.1):
(n− 1)(1 + x2)(− 2F (x) + nE(x)2)+ q
x2
(
(q − 1)x2 + (q + 3))+ 2(n− 1)E(x)
x
(
(q − 2)x2 + q)
=
−2(q − 1)(n+ q − 2)x4 − 2((n− 1)(2q + 1) + 2q(q − 1))x2 − 2q(n− 1 + q) + n((q − 1)x2 + q)2
(n− 1)x2(1 + x2)
+
q(n− 1)(1 + x2)((q − 1)x2 + (q + 3))
(n− 1)x2(1 + x2) −
2(n− 1)((q − 1)x2 + q)((q − 2)x2 + q)
(n− 1)x2(1 + x2)
=
(q − 1)(− 2(n+ q − 2) + n(q − 1) + q(n− 1)− 2(n− 1)(q − 2))x4
(n− 1)x2(1 + x2)
+
(− 2(n− 1)(2q + 1)− 4q(q − 1) + 2nq(q − 1) + q(n− 1)(2q + 2)− 2(n− 1)q(2q − 3))x2
(n− 1)x2(1 + x2)
+
q
(− 2(n− 1 + q) + nq + (n− 1)(q + 3)− 2(n− 1)q)
(n− 1)x2(1 + x2)
=
(q − 1)(− 2n− 2q + 4 + nq − n+ nq − q − 2nq + 4n+ 2q − 4)x4
(n− 1)x2(1 + x2)
+
(− 4nq −2n+4q +2−4q2 +4q +2nq2 −2nq +2nq2 +2nq −2q2 −2q −4nq2 +6nq +4q2 −6q)x2
(n− 1)x2(1 + x2)
+
q
(− 2n+ 2− 2q + nq + nq + 3n− q − 3− 2nq + 2q)
(n− 1)x2(1 + x2)
=
(q − 1)(n− q)x4 + 2(q − 1)(n− 1− q)x2 + q(n− 1− q)
(n− 1)x2(1 + x2) ;
(4.3e)
in the last step, we used
− 4nq − 2n+ 4q + 2− 4q2 + 4q + 2nq2 − 2nq + 2nq2 + 2nq − 2q2 − 2q − 4nq2 + 6nq + 4q2 − 6q
= 2nq − 2q2 − 2n+ 2 = 2(nq − q − q2 − n+ 1 + q) = 2(q − 1)(n− 1− q) .
4.1.3 The equation
For the function K given by (4.2), we can rewrite (4.1), taking the equations (4.3b), (4.3c), (4.3d), (4.3e)
into account (note that we can use (4.3b) also for the coefficient of 〈divHg , df〉g,V ). This yields
K(f)−2 scalchange(g,f,K(f),V )
=
2f
1 + f2
∆g(f) +
(
(q − 1)2 − (n− 1)(q + 3)
)
f4 − 2(q − 1)(n− 1− q)f2 − q(n− 1− q)
(n− 1)f2(1 + f2)2 〈df, df〉g
+
(q − 1)(n− q)f4 +2(q − 1)(n− 1− q)f2 +q(n− 1− q)
(n− 1)f2(1 + f2) 〈df, df〉g,V +
2
f
〈divVg , df〉g,H +2f〈divHg , df〉g,V
+ (1 + f2)ξg,V + scalg +
1 + f2
2f2
|TwistH |2g −
f2(1 + f2)
2
|TwistV |2g ,
(4.4)
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hence
0 = 2∆g(f) +
(
(q − 1)2 − (n− 1)(q + 3)
)
f4 − 2(q − 1)(n− 1− q)f2 − q(n− 1− q)
(n− 1)f3(1 + f2) 〈df, df〉g
+
(q − 1)(n− q)f4 + 2(q − 1)(n− 1− q)f2 + q(n− 1− q)
(n− 1)f3 〈df, df〉g,V
+
2(1 + f2)
f2
〈divVg , df〉g,H + 2(1 + f2)〈divHg , df〉g,V +
(1 + f2)2
f
ξg,V +
1 + f2
f
scalg
+
(1 + f2)2
2f3
|TwistH |2g −
f(1 + f2)2
2
|TwistV |2g −K(f)−2
1 + f2
f
scalchange(g,f,K(f),V ) ,
(4.5)
where K(f)−2(1 + f2)/f = f2q/(n−1)−1(1 + f2)1−1/(n−1).
This equation for scalchange(g,f,K(f),V ) is the main result of the computations we did in Chapters 3 and 4.
Let us summarise what we have proved.
4.2 Summary of the results obtained so far
4.2.1 Definition. Let (M, g) be a Riemannian manifold of dimension n ≥ 2, let q ∈ {0, . . . , n}, let V be
a q-plane distribution on M , and let s ∈ C∞(M,R). We denote the g-orthogonal distribution of V by H .
We define the functions an,q, bn,q ∈ C∞(R>0,R) by
an,q(x) =
(
(q − 1)2 − (n− 1)(q + 3)
)
x4 − 2(q − 1)(n− 1− q)x2 − q(n− 1− q)
(n− 1)x3(1 + x2) ,
bn,q(x) =
(q − 1)(n− q)x4 + 2(q − 1)(n− 1− q)x2 + q(n− 1− q)
(n− 1)x3 .
We define a semilinear elliptic second order differential operator Υg,V,s : C
∞(M,R>0)→ C∞(M,R) by
Υg,V,s(f) := 2∆g(f) + an,q(f) |df |2g + bn,q(f) |df |2g,V +
2(1 + f2)
f2
〈divVg , df〉g,H + 2(1 + f2)〈divHg , df〉g,V
+
(1 + f2)2
2f3
|TwistH |2g −
f(1 + f2)2
2
|TwistV |2g +
(1 + f2)2
f
ξg,V +
1 + f2
f
scalg
− f 2qn−1−1(1 + f2)1− 1n−1 s .
4.2.2 Theorem. Let (M, g) be a Riemannian manifold of dimension n ≥ 2, let q ∈ {0, . . . , n}, let V be
a q-plane distribution on M , let s ∈ C∞(M,R), let H denote the g-orthogonal distribution of V . If the
elliptic partial differential equation
Υg,V,s(f) = 0
has a solution f ∈ C∞(M,R>0), then there is a semi-Riemannian metric h of index q on M such that
scalh = s, such that V is timelike with respect to h, and such that H is h-orthogonal to V , and so, in
particular, H is spacelike with respect to h. Namely, we can choose h = change(g, f,K ◦ f, V ), where the
function K ∈ C∞(R>0,R>0) is given by
K(x) =
(1 + x2
x2q
) 1
2(n−1)
.
Proof. The semi-Riemannian metric change(g, f,K◦f, V ) has index q, makes V timelike, and makes H
orthogonal to V ; these properties follow immediately from the definition of the switch, stretch, and
conform operations. By Equation (4.5), the function S := scalchange(g,f,K(f),V ) satisfies Υg,V,S(f) = 0. If
f ∈ C∞(M,R>0) satisfies Υg,V,s(f) = 0, then Υg,V,s(f) = Υg,V,S(f), which obviously implies s = S.
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4.2.1 Some special cases
We start with a well-known special case of Definition 4.2.1:
4.2.3 Remark (the Riemannian case q = 0). Let (M, g) be a Riemannian manifold of dimension n ≥ 2,
let V be the unique 0-plane distribution on M , let s ∈ C∞(M,R). Then the g-orthogonal distribution H
of V is the whole tangent bundle TM , and the operator Υg,V,s : C
∞(M,R>0)→ C∞(M,R) is given by
f 7→ 2∆g(f) + (1− 3(n− 1))f
2 + 2(n− 1)
(n− 1)f(1 + f2) |df |
2
g +
1 + f2
f
scalg − (1 + f
2)
n−2
n−1
f
s . (4.6)
(This follows immediately by substituting q = 0 in Definition 4.2.1. The terms |df |2g,V , 〈divVg , df〉g,H ,
〈divHg , df〉g,V , ξg,V , |TwistH |2g, |TwistV |2g vanish since their definitions involve contractions over the bundle
V , and each such contraction vanishes since V has rank 0.)
Moreover,
change(g, f,K(f), V ) = conform(stretch(switch(g, V ), f, V ),K(f))
= conform(stretch(g, f, V ),K(f)) = conform(g,K(f)) ,
so the elliptic equation Υg,V,s = 0 is just the well-known equation (D.1a) of conformal rescaling, up to
substitution of κ by K(f) = (1 + f2)
1
2(n−1) . (This can of course also be checked by a direct calculation.)
Equation (D.1a) is a standard tool for the solution of the Riemannian prescribed scalar curvature problem;
cf. the review in Appendix D.1. It has a solution κ ∈ C∞(M,R>1) if and only if (4.6) has a solution
f ∈ C∞(M,R>0). As we already remarked during the discussion of the special case in Subsection 1.2.2, our
approach to the pseudo-Riemannian prescribed scalar curvature problem is thus — in a slightly restricted
sense, because of the κ > 1 requirement — a generalisation of the standard approach to the Riemannian
problem.
4.2.4 Remark (the Lorentzian case q = 1). Let (M, g) be a Riemannian manifold of dimension n ≥ 2,
let V be a line distribution on M , let s ∈ C∞(M,R), let H denote the g-orthogonal distribution of V .
With the abbreviation α(n) := n−2n−1 ∈ [0, 1), the operator Υg,V,s : C∞(M,R>0)→ C∞(M,R) is given by
f 7→ 2∆g(f)− 4f
4 + α(n)
f3(1 + f2)
|df |2g +
α(n)
f3
|df |2g,V +
2(1 + f2)
f2
〈divVg , df〉g,H + 2(1 + f2)〈divHg , df〉g,V
+
(1 + f2)2
2f3
|TwistH |2g +
(1 + f2)2
f
ξg,V +
1 + f2
f
scalg −f
(1 + f2
f2
)α(n)
s .
(This follows immediately by substituting q = 1 in Definition 4.2.1. Since V is a line distribution, we have
|TwistV |2g = 0.)
Recall that we have seen in Fact 2.2.35 how the function ξg,V looks like when V is a line bundle.
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Chapter 5
Everywhere twisted distributions
As we will see in Chapter 6, it would be very helpful to know whether a given n-manifold admits an every-
where twisted1 q-plane distribution, in order to solve the plain version of the prescribed scalar curvature
problem. It would be even more helpful — in order to solve the homotopy class version — to know whether
each homotopy class of q-plane distributions contains one which is everywhere twisted. Our aim in the
present chapter is to prove existence results in this direction.
A special case of this problem is existence of contact structures on 3-manifolds: A 2-plane distribution on
a 3-manifold is a contact structure if and only if it is everywhere twisted. More generally, every contact
structure on a (2n+ 1)-manifold M is an everywhere twisted 2n-plane distribution on M . The converse is
not true in general if n ≥ 2 — the everywhere twisted condition is much weaker than the contact condition
then. On manifolds of dimension 2n+ 1 ≥ 5, existence of everywhere twisted 2n-plane distributions does
therefore hold in many more cases, and is much easier to prove, than existence of contact structures. In
dimension 3, we can apply the standard existence theorem for contact structures.
Another — less well-known — special case of our problem is existence of even-contact structures on 4-
manifolds. Even-contact structures are analogues of contact structures on even-dimensional manifolds.
Appendix A.4 contains a review of basic facts about contact and even-contact structures. Though we will
not use them (except for the 3-dimensional contact theorem), we refer to them occasionally to put the
everywhere twisted results into context.
Except in the 3-dimensional case, M. Gromov’s convex integration technique applies to the twistedness
partial differential relation; i.e., the relation is ample in the sense of Gromov. This means that the exis-
tence problem for everywhere twisted distributions can be reduced from a differential topological problem
to an obstruction-theoretic problem in algebraic topology; namely to the question whether a certain vector
bundle admits a nowhere vanishing section. (D. McDuff has verified ampleness in the even-dimensional case
even for the stronger even-contact partial differential relation; so it is hardly surprising that the twistedness
relation turns out to be ample. But as far as I know, this result is not contained in the literature.)
The remaining obstruction-theoretic problem for q-plane distributions on an n-manifold is completely triv-
ial if (n − q)(q − 2) ≥ 2. This will enable us to solve (in Chapter 6) the homotopy class version of the
prescribed scalar curvature problem completely in the case 3 ≤ q ≤ n− 3. But still something can be said
if q = 2 or (n, q) = (4, 3).
In Section 5.4 at the end of the chapter, we will discuss the question whether integrable distributions can
be approximated by everywhere twisted ones in the C∞-topology; the most straightforward application of
the convex integration technique yields only C0-approximations. These approximation theorems will not
be used for the main theorems of the thesis but just for the discussion of the esc Conjecture in Section 6.3.
We will therefore not provide detailed proofs of all statements in Section 5.4.
5.1 Twistedness as a partial differential relation
We want to prove existence of everywhere twisted distributions via Gromov’s h-principle theorems (cf.
Appendix A.3). In order to do that, we have to interpret twistedness as a partial differential relation on
1Recall that everywhere twistedness has been introduced in Definition 2.3.1.
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the 1-jet bundle of the Grassmann bundle Gq(TM) → M .2 This is straightforward, but quite technical
because one has to deal with derivatives of sections in the bundle of Grassmannians on the one hand, and
has to interpret each section as a bundle and consider derivatives of sections in that bundle on the other
hand.
More precisely, we want to show that Definition 5.1.7 below is well-defined. The point of the definition is
this: The twistedness of a distribution V is defined via the Lie bracket of sections in V , i.e. via the 1-jets
of sections in V . Interpreting V as a section in a Grassmann bundle, we can consider the 1-jet of V itself.
One would guess that this 1-jet contains enough information about the 1-jets of sections in V to determine
the twistedness of V .
In order to prove that this is indeed true, we start with some preparations.
5.1.1 Definition. Let E → M be a vector bundle, let q ∈ N. Then we can consider the trivial vector
bundle Rq×M →M and the thereby defined vector bundle Lin(Rq, E) overM (whose fibre over x consists
of the linear maps from Rq to Ex). We denote by Mon(R
q, E) the open sub fibre bundle of Lin(Rq, E)
whose fibre over x ∈ M is the set Mon(Rq, Ex) of all monomorphisms (i.e. injective linear maps) from Rq
to Ex.
5.1.2 Lemma. Let M be a manifold, let V be a q-plane distribution on M , let x ∈M . Then there exist an
open neighbourhood U of x in M and a section Vˆ ∈ C∞(U←Mon(Rq, TM)) such that im(Vˆ (y)) = V (y)
for all y ∈ U .
Proof. Let n denote the dimension of M . The sub vector bundle V of TM admits a sub vector bundle
chart φ : TU → U × Rn around x; i.e., U is an open neighbourhood of x, and φ is a vector bundle chart
of TU which maps each fibre Vy to {y} ×Rq ⊆ {y} × Rn. The map Vˆ ∈ C∞(U←Mon(Rq, TM)) given by
Vˆ (y)(v) = φ−1(y, v) has the desired properties.
5.1.3 Lemma. Let U ⊆ Rn be an open neighbourhood of 0, let q ∈ {0, . . . , n}, let Vˆ ∈ C∞(U,Mon(Rq,Rn)),
let V ∈ C∞(U,Gq(Rn)) be the map which is pointwise the image of Vˆ . Let ι denote the vector space
isomorphism Vˆ (0) ∈ Lin(Rq, V (0)), and let pr : Rn → Rn/V (0) denote the obvious projection. Then the
derivative D0V ∈ Lin(Rn, TV (0)Gq(Rn)) is via the identification3 TV (0)Gq(Rn) = Lin(V (0),Rn/V (0)) given
by
(D0V )(q) = pr ◦ (D0Vˆ )(q) ◦ ι−1 ∈ Lin(V (0),Rn/V (0)) .
Proof. Let H be a complementary sub vector space of V (0) in Rn, and let prH : R
n = V (0) ⊕ H → H
denote the obvious projection. We identify H with Rn/V (0), and thus prH with pr.
Since V (0) is complementary to H , there exists an open neighbourhood U ′ ⊆ U of x such that V (x) is
complementary to H for all x ∈ U ′. Recall that for every λ ∈ Lin(V (0), H), the vector space λ + V (0) ∈
Compl(H) is defined to be {v + λ(v) | v ∈ V (0)}; and that the map ϕ : Lin(V (0), H)→ Gq(Rn) given by
ϕ(λ) = λ+V (0) is a diffeomorphism onto an open neighbourhood of V (0) in Gq(R
n). The canonical vector
space isomorphism Lin(V (0), H) → TV (0)Gq(Rn) which appears implicitly in the statement of the lemma
is DV (0)ϕ. So what we have to prove is, for all q ∈ Rn, the equality
(D0V )(q) = (DV (0)ϕ)
(
prH ◦ (D0Vˆ )(q) ◦ ι−1
)
∈ TV (0)Gq(Rn) .
Let prV : R
n = V (0) ⊕ H → V (0) denote the obvious projection. For each x ∈ U ′, the map ιx := prV ◦
(Vˆ (x)) ∈ Lin(Rq, V (0)) is bijective because im(Vˆ (x)) + H is complementary to H . We define λx ∈
Lin(V (0), H) by λx := prH ◦(Vˆ (x))◦ι−1x . This λx is the unique λ ∈ Lin(V (0), H) such that V (x) = λ+V (0)
since
λx + V (0) = {v + λx(v) | v ∈ V (0)} = {ιx(w) + λx(ιx(w)) | w ∈ Rq}
= {prV
(
Vˆ (x)(w)
)
+ prH
(
Vˆ (x)(w)
) | w ∈ Rq} = im(Vˆ (x)) = V (x) .
2cf. Appendix A.5 for basic facts about Grassmann bundles
3cf. Appendix A.5
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Hence (ϕ−1 ◦ V )(x) = λx for all x ∈ U ′, and thus we obtain (by the chain rule and the product rule):
(DV (0)ϕ)
−1 ◦ (D0V )(q) = D0(x 7→ λx)(q)
= prH ◦
(
D0
(
x 7→ Vˆ (x) ◦ ι−1x
)
(q)
)
= prH ◦
(
(D0Vˆ )(q) ◦ ι−10 + Vˆ (0) ◦
(
D0
(
x 7→ ιx
)−1
(q)
))
= prH ◦ (D0Vˆ )(q) ◦ ι−1 ,
since prH ◦ (Vˆ (0)) = 0 and ι0 = ι. This implies the statement of the lemma.
5.1.4 Lemma. Let U ⊆ Rn be an open neighbourhood of 0, let q ∈ {0, . . . , n}, let Vˆ ∈ C∞(U,Mon(Rq,Rn)),
let V ∈ C∞(U,Gq(Rn)) be the map which is pointwise the image of Vˆ , and let ι denote the vector space iso-
morphism Vˆ (0) ∈ Lin(Rq, V (0)). For every v ∈ V (0), the map vˆ ∈ C∞(U,Rn) given by vˆ(y) = Vˆ (y)(ι−1(v))
is a section in the vector bundle V with vˆ(0) = v. If w ∈ V (0), then the value of the Lie bracket of vˆ and
wˆ in the point 0 (where wˆ ∈ C∞(U,Rn) is given by wˆ(y) = Vˆ (y)(ι−1(w))) is
[vˆ, wˆ](0) = (D0Vˆ )(v)(ι
−1(w)) − (D0Vˆ )(w)(ι−1(v)) ∈ Rn .
Proof. The map vˆ is a section in V since vˆ(y) ∈ im(Vˆ (y)) = V (y) for all y ∈ U . Moreover, vˆ(0) =
Vˆ (0)(ι−1(v)) = ι(ι−1(v)) = v. The Lie bracket of vector fields vˆ, wˆ on an open subset of Rn is given by
[vˆ, wˆ](x) = (Dxwˆ)(vˆ(x)) − (Dxvˆ)(wˆ(x)). Since (D0vˆ)(q) = (D0Vˆ )(q)(ι−1(v)) for all q ∈ Rn (and similarly
for wˆ), we obtain
[vˆ, wˆ](0) = (D0wˆ)(v) − (D0vˆ)(w) = (D0Vˆ )(v)(ι−1(w)) − (D0Vˆ )(w)(ι−1(v)) .
5.1.5 Lemma. Let U ⊆ Rn be an open neighbourhood of 0, let q ∈ {0, . . . , n}, let V ∈ C∞(U,Gq(Rn)).
Then the twistedness TwistV (0) ∈ Λ2(V (0)∗) ⊗ (Rn/V (0)) of the distribution V in the point 0 is via the
derivative D0V ∈ Lin(Rn,Lin(V (0),Rn/V (0))) given by
TwistV (0)(v0, v1) = (D0V )(v0)(v1)− (D0V )(v1)(v0) .
Proof. By Lemma 5.1.2, there exist an open neighbourhood U ′ ⊆ U of 0 in Rn and a section Vˆ ∈
C∞(U ′,Mon(Rq,Rn)) such that im(Vˆ (y)) = V (y) for all y ∈ U ′. Let ι denote the vector space isomorphism
Vˆ (0) ∈ Lin(Rq, V (0)), and let pr : Rn → Rn/V (0) denote the obvious projection.
Lemma 5.1.4 tells us that for each i ∈ {0, 1}, the map vˆi ∈ C∞(U ′,Rn) given by vˆi(y) = Vˆ (y)(ι−1(vi)) is a
section in V with vˆi(0) = vi. Lemma 5.1.4 and 5.1.3 yield:
TwistV (0)(v0, v1) = pr
(
[vˆ0, vˆ1](0)
)
= pr
(
(D0Vˆ )(v0)(ι
−1(v1))− (D0Vˆ )(v1)(ι−1(v0))
)
=
(
(D0V )(v0) ◦ ι
)
(ι−1(v1))−
(
(D0V )(v1) ◦ ι
)
(ι−1(v0))
= (D0V )(v0)(v1)− (D0V )(v1)(v0) .
5.1.6 Corollary. Let M be an n-manifold, let x ∈M , q ∈ {0, . . . , n}, and let V,W be q-plane distributions
on M ; we interpret them as sections in the Grassmann bundle Gq(TM) over M . If j
1
xV = j
1
xW , i.e. the
1-jets of V,W in the point x are equal, then TwistV (x) = TwistW (x), i.e., the twistedness of the distribution
V in x is equal to the twistedness of W in x.
Proof. Since twistedness and jets are defined by local data, it suffices to consider the germs of V,W ∈
C∞(M←Gq(TM)) at the point x. By choosing a suitable manifold chart ofM around x, we may therefore
assume without loss of generality that M is an open subset of Rn, and that x = 0 ∈ M . Then there is a
trivialisation TM = M × Rn of the tangent bundle, an induced trivialisation Gq(TM) = M ×Gq(Rn) of
the Grassmann bundle, and V,W can be interpreted as elements of C∞(M,Gq(R
n)).
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The statement j10V = j
1
0W means precisely that V (0) = W (0) and that the derivatives D0V,D0W : R
n →
TV (0)(Gq(R
n)) = Lin(V (0),Rn/V (0)) are equal (here we have identified T0R
n with Rn). By Lemma 5.1.5,
this implies for all v, w ∈ V (0) =W (0):
TwistV (0)(v, w) = (D0V )(v)(w) − (D0V )(w)(v) = (D0W )(v)(w) − (D0W )(w)(v) = TwistW (0)(v, w) .
Hence TwistV (0) = TwistW (0).
5.1.7 Definition (twistedness on the jet level). Let M be an n-manifold, q ∈ {0, . . . , n}, and let
V ∈ J1Gq(TM). We define TwistV , the twistedness of V , as follows. Let p1 : J1Gq(TM) → M and
p10 : J
1Gq(TM) → Gq(TM) denote the standard bundle projections, and let x := p1(V ) ∈ M and
V := p10(V ) ∈ Gq(TxM). Then TwistV is the element in the vector space Λ2(V ∗) ⊗ ⊥V given by
TwistV := TwistV˜ (x), where V˜ ∈ C∞(U←Gq(TU)) is any distribution on a neighbourhood U of x in
M such that j1xV˜ = V (and thus in particular V˜ (x) = V ).
4 Corollary 5.1.6 implies that TwistV is
well-defined, i.e. independent of the choice of V˜ .
5.1.8 Definition (the twistedness relation RM,q). Let M be an n-manifold, and let q ∈ {0, . . . , n}.
We define RM,q to be the subset of J1Gq(TM) consisting of all V with TwistV 6= 0. (Here 0 denotes the
zero element of the vector space Λ2(V ∗)⊗⊥V , where V = p10(V ).) We call RM,q the twistedness relation.
5.1.9 Lemma. Let M be an n-manifold, let q ∈ {0, . . . , n}. Then RM,q is an open subset of J1Gq(TM).
Proof. We choose a Riemannian metric g on M and consider the map Ξg : J
1Gq(TM)→ R which assigns
to each V the g-induced norm of TwistV ∈ Λ2(V ∗)⊗⊥V ; here V := p10(V ) is a sub vector space of a fibre
of TM and thus inherits a metric, and ⊥V can be identified with ⊥gV ⊆ TM and thus inherits a metric,
too. It is a routine matter to check (via local trivialisations of TM) that Ξg is continuous; we omit the
details. Now RM,g is the Ξg-preimage of the open set R\{0}, thus open.
5.1.10 Remark. It is also easy to verify that the relation RM,g is diff-invariant (cf. Appendix A.3.2). If
M is open, Gromov’s h-principle for open diff-invariant relations can thus be applied to prove existence of
everywhere twisted q-plane distributions on M . However, we can do better by applying the h-principle for
ample relations, which holds also on closed manifoldsM ; and to prove our main theorems for the prescribed
scalar curvature problem, we have to do better even in the case of open manifolds, since we apply a C0-
denseness statement (cf. Theorem 5.3.2) which we could not get out of the diff-invariant h-principle (cf. the
remarks in [24], Chapter 7).
5.2 Existence of formal solutions
5.2.1 Formal solutions vs. nowhere vanishing sections in Λ2(V ∗)⊗⊥V
Let V be a q-plane distribution on the manifoldM , and let p10 : J
1Gq(TM)→ Gq(TM) denote the standard
projection. The aim of this subsection is to prove that the twistedness relation admits a formal solution5
V ∈ C∞(M←J1Gq(TM)) with p10 ◦V = V if and only if the vector bundle Λ2(V ∗)⊗⊥V admits a nowhere
vanishing section.
5.2.1 Definition (pV : JV → M). Let M be a manifold, let V be a q-plane distribution on M . Via the
section V ∈ C∞(M←Gq(TM)), we can pull back the affine bundle p10 : J1Gq(TM)→ Gq(TM) to an affine
bundle over M ; we denote this bundle by pV : JV →M .
Let p : Gq(TM) → M denote the bundle projection. Since the affine bundle p10 is modelled on the vector
bundle p∗(T ∗M) ⊗ ker(Tp : TGq(TM) → TM) over Gq(TM), the affine bundle pV is modelled on the
V -pullback of this vector bundle, i.e. on the vector bundle T ∗M ⊗ V ∗(ker(Tp)) over M .
The affine bundle pV : JV → M has a canonical section, namely j1V ∈ C∞(M←J1Gq(TM)). Via j1V ,
we can identify pV : JV →M with the vector bundle T ∗M ⊗ V ∗(ker(Tp))→M .
4Note that although the 1-jet bundle J1E of a fibre bundle E →M is defined via 1-jets of local C1 sections in E, there is
for every V ∈ J1xE also a local C
∞ section V in E with V = j1xV . So our definition makes sense.
5Recall that a formal solution of RM,q is a section in J
1Gq(TM)→M whose image is contained in RM,q .
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5.2.2 Definition (TwV : JV → Λ2(V ∗)⊗⊥V ). Let M be a manifold, let V be a q-plane distribution on
M . We define a map TwV : JV → Λ2(V ∗)⊗⊥V as follows. Let W ∈ JV . For x := pV (W ) ∈M , consider
V := j1xV ∈ p−1V ({x}). We define TwV (W ) := TwistW −TwistV = TwistW −TwistV (x) ∈ Λ2(V ∗x )⊗⊥Vx.
5.2.3 Fact. Let M be a manifold, let V be a q-plane distribution on M . The map TwV : JV → Λ2(V ∗)⊗
⊥V is fibre-preserving (with respect to the bundle projections to M) and smooth.
Proof. TwV is fibre-preserving by definition. It is a routine matter to verify smoothness; we will omit
the details. (It would actually suffice for our applications to check continuity.)
Our aim is now to prove that TwV is surjective and fibrewise linear with respect to the vector bundle
structures on JV and Λ2(V ∗)⊗⊥V .
5.2.4 Lemma. Let M be an n-manifold, let x ∈ M , q ∈ {0, . . . , n}, let Vx ∈ Gq(TxM), and let ω ∈
Λ2(V ∗x ) ⊗ ⊥Vx. Then there exist an open neighbourhood U of x and a q-plane distribution V on U such
that V (x) = Vx and TwistV (x) = ω.
Proof. Since the statement is local, it suffices to prove it for the case M = Rn, x = 0 ∈ Rn. We choose
a complementary sub vector space H ⊆ TxM = Rn of Vx and identify TxM/Vx with H . (Without loss of
generality, we could restrict our considerations to the case Vx = R
q × {0}, H = {0} × Rn−q, but there is
no advantage in doing so.) Let prV : R
n = Vx ⊕H → Vx and prH : Rn = Vx ⊕H → H denote the obvious
projections.
We define the map Vˆ ∈ C∞(Rn,Lin(Vx,Rn)) by Vˆ (y)(v) := v + 12ω(prV (y), v). Since its value in 0 is
injective — namely, Vˆ (0) is the inclusion Vx → Rn —, there is an open neighbourhood U of 0 ∈ Rn such
that Vˆ |U is monomorphism-valued. Thus the map V on U which is defined to be pointwise the image of
Vˆ is a q-plane distribution on U with V (x) = im(Vˆ (x)) = Vx.
It remains to prove that the twistedness of V in the point 0 satisfies TwistV (v0, v1) = ω(v0, v1) for all
v0, v1 ∈ Vx ⊆ T0Rn. For each i ∈ {0, 1}, the function vˆi ∈ C∞(U,Rn) given by vˆi(y) := Vˆ (y)(vi) is a
section in the vector bundle V with vˆi(0) = vi. Thus
TwistV (v0, v1) = prH([vˆ0, vˆ1])(x)
= prH
( [
v0 +
1
2ω(prV (.), v0), v1 +
1
2ω(prV (.), v1)
] )
(x)
= prH
(
D0
(
v1 +
1
2ω(prV (.), v1)
)
(v0)−D0
(
v0 +
1
2ω(prV (.), v0)
)
(v1)
)
= prH
(
1
2ω(prV (v0), v1)− 12ω(prV (v1), v0)
)
= 12
(
ω(v0, v1)− ω(v1, v0)
)
= ω(v0, v1) .
5.2.5 Corollary. Let M be a manifold, let V be a q-plane distribution on M . Then the map TwV : JV →
Λ2(V ∗)⊗⊥V is surjective.
Proof. Let x ∈ M , let ω ∈ Λ2(V ∗x ) ⊗ ⊥Vx. By the preceding lemma, there exist an open neighbourhood
U of x and a q-plane distribution W on U such that W (x) = V (x) and TwistW (x) = ω+TwistV (x). With
the notation V := j1xV ∈ p−1V ({x}) and W := j1xW ∈ p−1V ({x}), we get TwV (W ) = TwistW −TwistV =
TwistW (x) − TwistV (x) = ω.
5.2.6 Lemma. Let M be a manifold, let V be a q-plane distribution on M . Then the map TwV : JV →
Λ2(V ∗)⊗⊥V is fibrewise linear: for every x ∈ M and γ ∈ Lin(TxM, ker(TV (x)p : TV (x)Gq(TM)→ TxM))
and all v, w ∈ V (x), we have (via the identifications (pV )−1({x}) = Lin(TxM, ker(TV (x)p)) and ker(TV (x)p)
= TV (x)Gq(TxM) = Lin(V (x), TxM/V (x))):
TwV (γ)(v, w) = γ(v)(w) − γ(w)(v) ∈ TxM/V (x) .
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Proof. The identification (pV )
−1({x}) = Lin(TxM, ker(TV (x)p)) comes from Definition 5.2.1; the identifi-
cation ker(TV (x)p : TV (x)Gq(TM)→ TxM)) = TV (x)Gq(TxM) is standard (cf. e.g. [82], Lemma 3.1.2); and
TV (x)Gq(TxM) = Lin(V (x), TxM/V (x)) is explained in Appendix A.5. Thus both sides of the formula are
well-defined (independent of the local trivialisation of TM which we are going to choose).
Since the statement of the corollary depends only on the germ of V in x, we may assume without loss of
generality that M = Rn and x = 0 ∈ Rn. Let V := j10V and W := γ + V ∈ (JV )x. We choose a map
W ∈ C∞(U,Gq(Rn)), defined on a neighbourhood U of 0 ∈ Rn, with j10W = W ; that is, W (0) = V (0) and
D0W = γ +D0V . Using Lemma 5.1.5, we obtain
TwV (γ)(v, w) = TwV (γ + V )(v, w)
= Twistγ+V (v, w) − TwistV (v, w)
= TwistW (v, w) − TwistV (v, w)
= TwistW (0)(v, w) − TwistV (0)(v, w)
= (D0W )(v)(w) − (D0W )(w)(v) − (D0V )(v)(w) + (D0V )(w)(v)
= γ(v)(w) − γ(w)(v) .
This proves that the formula is correct. Since it is linear in γ, the map TwV : JV → Λ2(V ∗) ⊗ ⊥V is
fibrewise linear.
Remark. We could have proved 5.2.5 also as a corollary to the formula in 5.2.6, but the proof we gave via
Lemma 5.2.4 is more direct.
5.2.7 Lemma. Let f : ξ → η be a surjective morphism in the category of finite-rank real vector bundles
over some manifold6 M , and let s be a section in η. Then the fibre bundle ξ\f−1(im(s)) (whose fibre over
x ∈M is ξx\f−1({s(x)})) admits a section if and only if η admits a nowhere vanishing section.
Proof. 7 f−1(im(s)) is an affine bundle modelled on the vector bundle ker(f). Like every bundle with
contractible fibres, it admits a section σ. The bundle ζ := − σ + f−1(im(s)), whose fibre over x is
−σ(x) + f−1({s(x)}) = {−σ(x) + v | v ∈ ξx, f(v) = s(x)}, is a sub vector bundle of ξ. We choose a sub
vector bundle η˜ of ξ which is complementary to ζ.
We define a vector bundle morphism φ : ξ/ζ → η by [w] 7→ f(w). This map is well-defined and injective: a
vector w ∈ ξx is contained in ζx if and only if f(w + σ(x)) = s(x), i.e. if and only if f(w) = 0. The map φ
is also surjective since f is surjective. Hence the vector bundle η˜ ∼= ξ/ζ is isomorphic to η.
If η˜ admits a nowhere vanishing section σ˜, then σ + σ˜ is a section in the bundle ξ\f−1(im(s)): namely, if
σ(x) + σ˜(x) were contained in f−1({s(x)}) for some x ∈M , then σ˜(x) ∈ ζx and thus σ˜(x) ∈ ζx ∩ η˜x = {0};
that’s a contradiction.
Conversely, assume that ξ\f−1(im(s)) admits a section σ. Let pr denote the projection ξ = ζ⊕η˜ → η˜. Then
the section pr◦(σ−σ) in η˜ vanishes nowhere: otherwise we had σ(x)−σ(x) ∈ ζx and thus σ(x) ∈ f−1(im(s))
for some x ∈M , again a contradiction.
This shows that η˜ admits a nowhere vanishing section if and only if ξ\f−1(im(s)) admits a section. Since
η is isomorphic to η˜, the proof is complete.
Now we have assembled all ingredients for the proof of the main result in this subsection.
5.2.8 Proposition. Let M be a manifold, let V be a q-plane distribution on M , let p10 : J
1Gq(TM) →
Gq(TM) denote the standard projection. Then the following statements are equivalent:
(i) There is a section V ∈ C∞(M←J1Gq(TM)) which takes values in RM,q (i.e., the twistedness relation
RM,q admits a formal solution V ) such that p10 ◦ V = V .
(ii) The vector bundle Λ2(V ∗)⊗⊥V →M admits a nowhere vanishing section.
6Of course the lemma remains true if we replace the category of smooth vector bundles over manifolds by topological vector
bundles over arbitrary topological spaces.
7Note that the lemma is completely obvious if s is the zero section. To prove the general statement, we just have to perform
translations in the fibres. If you think that this is a banality then you’re probably right and should skip the proof.
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Proof. We apply the preceding lemma in the case where ξ is the vector bundle JV → M , where η is
the vector bundle Λ2(V ∗) ⊗ ⊥V → M , where s is the section −TwistV in η, and where f : ξ → η is the
surjective vector bundle morphism TwV ; cf. Fact 5.2.3, Corollary 5.2.5, and Lemma 5.2.6 for the proof
that TwV is indeed a surjective vector bundle morphism. This shows that Λ
2(V ∗)⊗⊥V admits a nowhere
vanishing section if and only if the bundle JV \f−1(im(s)) over M admits a section.
For every x ∈ M , the fibre of f−1(im(s)) over x consists precisely of those W ∈ J1Gq(TM) which satisfy
p10(W ) = V (x) and TwV (W ) = −TwistV (x). The latter equation is equivalent to TwistW = 0, by the
definition of TwV . Therefore the fibre of JV \f−1(im(s)) over x is RM,q ∩ (p10)−1(V (x)). Thus a section
in JV \f−1(im(s)) is the same as a section V ∈ C∞(M←RM,q) with p10 ◦ V = V .
5.2.9 Remark. If V0, V1 are contained in the same connected component of C
∞(M←Gq(TM)), then they
are isomorphic as vector bundles. Hence also the vector bundles Λ2(V ∗0 ) ⊗ ⊥V0 and Λ2(V ∗1 ) ⊗ ⊥V1 are
isomorphic then. This shows that if V ∈ C∞(M←Gq(TM)) has a 1-jet prolongation which is a formal
solution of the twistedness relation RM,q, then every distribution in the same homotopy class as V has
such a 1-jet prolongation.
5.2.2 The case (n− q)(q − 2) ≥ 2
Having proved Proposition 5.2.8, we must now check under which conditions Λ2(V ∗) ⊗ ⊥V admits a
nowhere vanishing section. Since Λ2(V ∗)⊗⊥V is the unique rank-0 vector bundle over the n-manifold M
if q ∈ {0, 1, n}, it can never have a nowhere vanishing section in that case (unless M is empty).
But if 3 ≤ q ≤ n− 1 and (n, q) 6= (4, 3), then Λ2(V ∗)⊗⊥V admits a nonvanishing section:
5.2.10 Proposition. Let M be an n-dimensional manifold, and let V be a q-plane distribution on M such
that (n− q)(q − 2) ≥ 2. Then Λ2(V ∗)⊗⊥V admits a nowhere vanishing section.
Proof. The vector bundle E := Λ2(V ∗) ⊗ ⊥V has rank r := q(q−1)2 (n − q). Because (n − q)(q − 2) ≥ 2
implies n− q ≥ 1 and q ≥ 3, we have r ≥ 3.
We want to prove that the fibre bundle F := E\(image of the zero section) admits a section. The fibres of
F are homotopy equivalent to Sr−1 and thus (r− 2)-connected, where r− 2 ≥ 1. If r− 2 ≥ n− 1, then the
fibres are (n− 1)-connected with n ≥ 2, and thus Theorem A.2.2 tells us that F admits a section. We will
show that the condition (n−q)q(q−1)2 −2 ≥ n−1 is equivalent to (n− q)(q−2) ≥ 2; this implies r−2 ≥ n−1
and hence the statement of the proposition.
(n− q)q(q − 1)
2
− 2 ≥ n− 1 ⇐⇒ nq(q − 1)− q2(q − 1) ≥ 2(n+ 1)
⇐⇒ n(q2 − q − 2) ≥ q3 − q2 + 2
⇐⇒ n(q + 1)(q − 2) ≥ (q + 1)(q2 − 2q + 2)
⇐⇒ n(q − 2) ≥ q(q − 2) + 2
⇐⇒ (n− q)(q − 2) ≥ 2 .
It remains to consider the cases q = 2 and (n, q) = (4, 3). The latter case has to do with Lorentzian
metrics on 4-manifolds and is thus the most interesting one from a physical point of view. I will therefore
concentrate on that one below. Subsection 5.2.4 contains a few remarks on the case q = 2.
5.2.3 3-plane distributions on 4-manifolds
Let us recall some (basically well-known) statements about orientability:
5.2.11 Remark. If ξ is any real vector bundle of rank 3, then the vector bundle Λ2ξ (of rank 3) is
orientable: it has a canonical orientation, fibrewise defined by the ordered basis (e1 ∧ e2, e2 ∧ e3, e3 ∧ e1) of
Λ2ξx which is induced by any basis (e1, e2, e3) of the fibre ξx.
Remark. The statement can be generalised: Λ2ξ is canonically oriented whenever the rank of ξ is odd.
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Proof. We have to prove that any two bases (e1, e2, e3) and (e
′
1, e
′
2, e
′
3) of ξx induce the same orientation
of Λ2ξx; i.e., we have to show that for all A ∈ GL(ξx), the determinant of the matrix which describes the
basis change from (e1 ∧ e2, e2 ∧ e3, e3 ∧ e1) to (Ae1 ∧ Ae2, Ae2 ∧ Ae3, Ae3 ∧ Ae1) is positive. It is easy to
check that this determinant is det(A)2.
5.2.12 Lemma. Let H be a real vector bundle of rank 3. Then there is a canonical vector bundle isomor-
phism ϕ : H ⊗Λ3(H∗)→ Λ2(H∗), given by ϕ(u⊗ ω)(v, w) := ω(u, v, w). In particular, H is isomorphic to
Λ2(H∗) if and only if H is orientable.
Proof. The map ϕ is clearly a well-defined vector bundle morphism. It is fibrewise injective: For each
fibre Hx, we can choose a nonvanishing element ω of the 1-dimensional vector space Λ
3(H∗x). Each element
of Hx ⊗Λ3(H∗x) has the form u⊗ω. If ϕ(u⊗ω) = 0, then u = 0 since ω is a nondegenerate 3-form. So the
kernel of ϕ : Hx ⊗ Λ3(H∗x) → Λ2(H∗x) is trivial, as claimed. Because H ⊗ Λ3(H∗) and Λ2(H∗) have both
rank 3, ϕ is a vector bundle isomorphism.
If H is orientable, then the line bundle Λ3(H∗) is trivial. Hence H is isomorphic to Λ2(H∗). Conversely,
if H is not orientable, then H and Λ2(H∗) are not isomorphic since Λ2(H∗) is orientable, by Remark
5.2.11.
5.2.13 Remark. LetH be a 3-plane distribution on a 4-manifoldM . Then the vector bundles Λ2(H∗)⊗⊥H
and H ⊗ Λ4(T ∗M) are isomorphic. In particular, if M is orientable, then Λ2(H∗)⊗⊥H ∼= H .
Proof. We choose a line distribution V on M which is complementary to H . Since TM = V ⊕H , we get
Λ4(T ∗M) ∼= Λ4(V ⊕H) ∼= Λ1(V )⊗Λ3(H) ∼= Λ3(H∗)⊗⊥H . The preceding lemma yields H ⊗Λ4(T ∗M) ∼=
H ⊗ Λ3(H∗)⊗⊥H ∼= Λ2(H∗)⊗⊥H .
We will now state our main criterion for existence of formal solutions of the twistedness relation in the case
of 3-plane distributions on a 4-manifold. The orientability discussion above indicates that the situation is
easier to understand if we deal with an orientable manifold. Then Λ2(H∗)⊗⊥H is isomorphic to H , i.e. to
a subbundle of TM . Using this fact and assuming in addition that H is orientable, we can relate existence
of almost-contact structures on M to existence of nowhere vanishing sections in Λ2(H∗) ⊗ ⊥H . To avoid
all complications, we will restrict our considerations to this oriented-cooriented case (which corresponds to
Lorentzian metrics that are both time-orientable and space-orientable, i.e. time-orientable metrics on an
orientable manifold).
5.2.14 Notation. Let M be an oriented closed 4-manifold. We introduce the abbreviation XM for the
finitely generated free Z-module H2(M ;Z)/Torsion(H2(M ;Z)). We denote the intersection form of M by
βM : XM × XM → Z, and the signature of M (i.e. of βM ) by σM ∈ Z. (Cf. e.g. Chapter 1 in [36] for
definitions and related information; they use the notation QM instead of βM there.) Recall that an element
u ∈ XM is called characteristic if and only if βM (u, x) ≡ βM (x, x) mod 2 for all x ∈ XM .
Recall that an almost-complex structure on a manifold M is a complex structure on the vector bundle TM ,
i.e. a section J in the endomorphism bundle End(TM) such that J(x) ◦ J(x) = −idTxM for all x ∈M .
5.2.15 Proposition. Let M be a connected orientable 4-manifold which admits a line distribution8. Then
σM ∈ Z is even9 if M is closed; and the following statements are equivalent:
(i) There is an orientable 3-plane distribution H on M such that Λ2(H∗) ⊗ ⊥H admits a nowhere
vanishing section.
(ii) For every orientable 3-plane distribution H on M , Λ2(H∗)⊗⊥H admits a nowhere vanishing section.
(iii) M admits an almost-complex structure.
8Recall that a connected manifold M admits a line distribution if and only if either M is open, or M is closed with zero
Euler characteristic.
9Both βM and σM are taken with respect to some fixed orientation of M . The relations σM ≡ 0 mod 2 and σM ≡ 0
mod 4 and βM (u, u) = 3σM do not depend on the choice of orientation since βM and σM change their signs if the orientation
is reversed.
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(iv) Either M is open; or M is closed and there exists a characteristic element u ∈ XM such that
βM (u, u) = 3σM .
9
(v) Either M is open; or M is closed and σM ≡ 0 mod 4.9
Proof. If M is closed, then its Euler characteristic vanishes. Thus Poincare´ duality yields 0 = 2− 2b1 +
b+2 + b
−
2 . This implies that b
+
2 + b
−
2 and hence σM = b
+
2 − b−2 are even. It remains to prove the equivalences.
(ii) =⇒ (i): Every manifold which admits a line distribution does also admit an orientable line distribution
H . Since M is orientable, it thus admits an orientable 3-plane distribution. Statement (ii) implies that
Λ2(H∗)⊗⊥H admits a nowhere vanishing section.
(i) =⇒ (iii): Let H be an orientable 3-plane distribution on M such that Λ2(H∗)⊗⊥H admits a nowhere
vanishing section. Since H ∼= Λ2(H∗)⊗⊥H by Remark 5.2.13, there exist a trivial line subbundle L and an
orientable 2-plane subbundle ξ of H with H = L⊕ ξ. The bundle ξ admits a complex structure since every
orientable rank-2 vector bundle does.10 Hence the vector bundle TM ∼= ⊥H ⊕ L ⊕ ξ admits a complex
structure, i.e., M admits an almost-complex structure.
(iii) =⇒ (ii): Let J be an almost-complex structure on M , and let H be an orientable 3-plane distribution
on M . We choose a complementary distribution V of H ; the line bundle V is orientable and thus admits a
nowhere vanishing section. H is isomorphic to Λ2(H∗)⊗ ⊥H by Remark 5.2.13, so we just have to prove
that H admits a nowhere vanishing section. Since all 3-plane distributions which are complementary to V
are isomorphic to the vector bundle TM/V , it suffices to show that one such distribution splits off a trivial
line bundle. We choose any 2-plane distribution ξ which is complementary to V ⊕ J(V ) (note that the line
distribution J(V ) is pointwise different from V because of J2 = −idTM ). Then the 3-plane distribution
J(V )⊕ ξ has the required property.
(iii) ⇐⇒ (iv): The closed case follows from Satz 4.6 in [43] since the Euler characteristic χM of M is
zero for every closed manifold which admits a line distribution. (The general condition is existence of a
characteristic element u ∈ XM with βM (u, u) = 3σM+2χM .) It remains to prove that every open orientable
4-manifold admits an almost-complex structure.
Satz 2.5 (cf. also the remarks at the beginning of 4.6, and the definition of ξ1 in 3.1) in [43] states the
general obstruction-theoretic criterion for the existence of an almost-complex structure on M : it exists if a
certain bundle ξ1 →M admits a section, and this is the case if the characteristic class W3(M) ∈ H3(M ;Z)
is zero and, moreover, some secondary obstruction in H4(M ;Z) vanishes.11
If M is open, then every secondary obstruction vanishes since H4(M ;Z) ∼= {0}.12
The exact sequence {0} → Z ·2−→ Z r−→ Z2 → {0} induces the long exact cohomology sequence
. . . H2(M ;Z) H2(M ;Z) H2(M ;Z2) H
3(M ;Z) . . .
r δ
10This is a consequence of the fact that the Lie groups SO(2) and U(1) coincide.
11Note that Hirzebruch and Hopf assume that M can be represented as a finite cell complex, but this assumption is not
necessary. At the time when they wrote their article, obstruction theory was usually formulated only for finite complexes; cf.
Steenrod’s classic text [90]. Modern treatments like [102] work for arbitrary CW complexes. The arguments of Hirzebruch
and Hopf remain true word by word in this general situation.
12Since the triviality of the top cohomology group for open manifolds seems to be less well-known than the corresponding
homology statement, let me outline two proofs. I am grateful to Bruce Westbury and Boudewijn Moonen for pointing out
these arguments to me. (Note that the main results of the present work use only the case of compact manifolds with nonempty
boundary, which does not require such elaborate arguments.)
If M is an open connected n-manifold, then M has the homotopy type of an (n− 1)-dimensional simplicial complex. Namely,
we triangulate M , obtaining a simplicial complex K. We can find a smoothly and properly imbedded tree (i.e. graph without
cycles) T ⊆ M , in such a way that the interior of each n-simplex contains exactly one T -vertex, that T does not meet the
(n − 2)-skeleton, and that each T -edge intersects the (n − 1)-skeleton in exactly one point. Clearly M is diffeomorphic to
M\(closed tubular neighbourhood of T ) and thus to M\T . Let K ′ be the (n − 1)-dimensional simplicial complex obtained
from K by throwing out all simplices which meet T . It is easy to construct a deformation retraction of M\T to K ′. So M
has the homotopy type of an (n− 1)-dimensional simplicial complex, as claimed. This implies that Hn(M ;Z) is trivial.
Alternatively, one can argue that Hn(M ;Z) is isomorphic to H∞0 (M ; Γ
M ), by Poincare´ duality. (For the definitions of the
local system of Z-modules ΓM and the locally finite homology groups H∞∗ (M ; Γ), cf. [88]: p. 197, §7. By the remarks on
p. 183, Theorem 10.2, and the remarks on p. 188 there, we get H∞0 (M ; Γ
M ) ∼= MH∞0 (M ; Γ
M ) ∼= H
n
(M ;Z) ∼= Hn(M ;Z).)
So it remains to show that H∞0 (M ; Γ
M ) is trivial if M is open. But this is essentially the statement that every locally finite
set of points in M is the start point set of a proper imbedding into M of a disjoint union of copies of [0,∞).
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The primary obstruction W3(M) ∈ H3(M ;Z) is δ(w2(M)), where w2(M) ∈ H2(M ;Z2) denotes the second
Stiefel/Whitney class ofM ; cf. [43]. But w2(M) is contained in the image of r; cf. [36], Remark 5.7.5. Thus
W3(M) = 0, so M admits an almost-complex structure.
(iv)⇐⇒ (v): We have to show that if M is closed, then existence of a characteristic element u ∈ XM with
βM (u, u) = 3σM is equivalent to σM ≡ 0 mod 4.
By the classification of indefinite nondegenerate symmetric bilinear forms on finitely generated free Z-
modules (cf. Theorem 1.2.21 in [36]; or [72]) and S. Donaldson’s theorem about diagonalisability of definite
intersection forms of closed oriented smooth 4-manifolds (Theorem 1 of [22]; cf. also Remark 2.4.30 in [36]),
the bilinear form βM is equivalent either to n(1)⊕m(−1) for some n,m ∈ N, or to nE8 ⊕m
(
0 1
1 0
)
for some
n,m ∈ N with m ≥ 1.
First we consider the case βM ∼= n(1) ⊕m(−1). We choose a basis (e1, . . . , en+m) of XM with respect to
which the bilinear form βM is represented by the diagonal matrix n(1)⊕m(−1). The equation βM (u, u) =
3σM for an element u = (u1, . . . , un+m) ∈ Zn+m = XM means just that
∑n
i=1 u
2
i −
∑n+m
i=n+1 u
2
i = 3(n−m).
An element u ∈ Zn+m = XM is characteristic if and only if all numbers u1, . . . , un+m ∈ Z are odd: “Only
if” because we have βM (u, ei) = ±ui and βM (ei, ei) = ±1, hence βM (u, ei) ≡ βM (ei, ei) mod 2 only if ui
is odd. “If” because βM (u, x) =
∑
i±uixi ≡
∑
i±x2i = βM (x, x) mod 2 when all ui are odd.
Assume that there exists a characteristic element u ∈ XM such that βM (u, u) = 3σM . Since u2i ≡ 1 mod 8
for all i ∈ {1, . . . , n+m}, this implies that n−m ≡ 3(n−m) mod 8, i.e. σM = n−m ≡ 0 mod 4.
Conversely, assume that σM ≡ 0 mod 4. We have to prove that there exist odd numbers u1, . . . , un+m
with
∑n
i=1 u
2
i −
∑n+m
i=n+1 u
2
i = 3(n−m). If n = m, we can choose all ui to be 1. The case n < m follows
from the case n > m by reversing the roles of n and m.
If n > m, then n ≥ m+ 4 (because n−m ≡ 0 mod 4). In this case, we choose ui = 1 for all i > 4. Every
positive integer ≡ 4 mod 8 is the sum of four odd squares (cf. e.g. [46], Proposition 17.7.2). In particular,
there exist odd numbers u1, . . . , u4 ∈ Z with
∑4
i=1 u
2
i = 2(n −m) + 4 = 3(n −m) − (n − 4) +m, as we
wished to prove.
This completes the proof of the case βM ∼= n(1)⊕m(−1).
Now we consider the case βM ∼= nE8⊕m
(
0 1
1 0
)
, where m ≥ 1. Then σM = 8n is divisible by 4, so we just have
to prove that a characteristic element u ∈ XM with βM (u, u) = 24n exists. For every v ∈ XM , the element
2v ∈ XM is characteristic since βM (x, x) ∈ Z is even for all x ∈ XM . (The converse holds as well: every
characteristic element is divisible by 2. But we don’t need that information.) We choose a βM -orthogonal
decomposition XM = Y ⊕ Z2 such that the restriction of βM to the Z2 submodule is represented by the
matrix
(
0 1
1 0
)
. The element v = (0, 1, 3n) ∈ Y ⊕ Z⊕ Z = XM satisfies βM (2v, 2v) = 4
(
1
3n
)⊤(0 1
1 0
)(
1
3n
)
= 24n.
So 2v ∈ XM has the desired properties. This completes the proof.
Remark. The arguments in the proof of (iii) ⇐⇒ (iv) ⇐⇒ (v) are well-known in 4-dimensional topology,
but I couldn’t find an explicit reference for the statement.
5.2.16 Corollary. Let M be a closed orientable 4-manifold, let H be an orientable 3-plane distribution
on M , let D ⊆ M be the interior of a closed imbedded ball. Then the line bundle Λ2(H∗) ⊗ ⊥H admits a
section all of whose zeroes are contained in D.
Remark. We can easily arrange that the section has at most one zero, but we don’t need that.
Proof. Since the compact manifold M\D has nonempty boundary, the restriction of Λ2(H∗) ⊗ ⊥H to
M\D admits a nowhere vanishing section σ by Proposition 5.2.15. We choose any smooth extension of σ
to M (sections in vector bundles over a paracompact base are always extendible).
5.2.4 2-plane distributions
Our general criterion 5.2.8 re-establishes a well-known fact about contact topology in dimension 3: Recall
from the discussion in Appendix A.4.1 that contact structures in dimension 3, i.e. solutions of the twisted-
ness relation for 2-plane distributions on 3-manifolds, exist in every homotopy class of 2-plane distributions
on orientable 3-manifolds, whereas they never exist on nonorientable 3-manifolds. While the existence part
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is a hard theorem in the case of closed manifolds, the following side remark shows in an elementary way
that at least formal solutions of the twistedness relation do always exist on orientable 3-manifolds; and it
proves that not even formal solutions exist on nonorientable 3-manifolds.
Our remark below has as a corollary the existence of contact structures in each homotopy class of 2-plane
distributions on open connected orientable 3-manifolds: the twistedness relation is open and diff-invariant,
so Gromov’s h-principle for such relations on open manifolds (cf. Appendix A.3.2) applies. Because these
facts are easy to check and well-known anyway, we will not provide further details. (Note that our criterion
5.2.8 for the existence of formal solutions of the contact relation on 3-manifolds looks — at least superfi-
cially — not the same as the standard criterion; cf. e.g. Theorem 3.8 in [32] and the remarks preceding it.
The key to the translation of both approaches is of course Proposition A.4.6.)
5.2.17 Remark. Let M be a 3-manifold, and let H be a 2-plane distribution on M . Then the line bundle
Λ2(H∗)⊗⊥H over M admits a nowhere vanishing section if and only if M is orientable.
Proof. Let V := ⊥H . The line bundle Λ3(H ⊕ V ) admits a nowhere vanishing section if and only if
H ⊕ V ∼= TM is orientable, i.e. if and only if M is orientable. Because rank(H) = 2 and rank(V ) = 1, we
have vector bundle isomorphisms
Λ3(H ⊕ V ) ∼=
3⊕
j=1
Λj(H)⊗ Λ3−j(V ) ∼= Λ2(H)⊗ Λ1(V ) ∼= Λ2(H∗)⊗ V .
On manifolds of dimension ≥ 4, we will only consider the case of orientable 2-plane distributions:
5.2.18 Remark. A vector bundle H of rank 2 is orientable if and only if the line bundle Λ2(H∗) is trivial.
In particular, if H is an orientable 2-plane distribution on a manifold M , then Λ2(H∗) ⊗ ⊥H admits a
nowhere vanishing section if and only if ⊥H does. If H is an orientable 2-plane distribution on an orientable
4-manifold M , then Λ2(H∗)⊗⊥H admits a nowhere vanishing section if and only if ⊥H is trivial; if M is
closed, this can only happen if the Euler characteristic χM vanishes and the signature σM is divisible by 4.
Proof. The first two statements are obvious. For the third one, let H be an orientable 2-plane distribution
on an orientable 4-manifoldM . Since ⊥H has rank 2 and is orientable, it admits a nowhere vanishing section
if and only if it is trivial. If M is closed in that case, χM vanishes because M admits a nowhere vanishing
vector field; and TM = H⊕⊥H admits a complex structure since H and ⊥H are orientable rank-2 bundles
and thus admit a complex structure. Then σM ≡ 0 mod 4 by the implication (iii) =⇒ (v) of Proposition
5.2.15.
5.3 Ampleness and the main results
Recall the definition A.3.5 of ampleness of a first-order partial differential relation. The following propo-
sition tells us that the twistedness relation for q-plane distributions on an n-manifold is ample except in
the case corresponding to contact structures on 3-manifolds. As I mentioned before, at least the physically
interesting special case (n, q) = (4, 3) of the proposition is not new but due to D. McDuff; cf. [69], Lemma
2.7. (But McDuff’s motivation to consider this problem had nothing to do with general relativity.)
5.3.1 Proposition. Let M be an n-manifold, let q ∈ {0, . . . , n}. If (n, q) 6= (3, 2), then the twistedness
relation RM,q ⊆ J1Gq(TM) is ample.
Proof. Let x ∈ M , let W be a codimension-1 sub vector space of TxM , and let e ∈ J1⊥WGq(TM). We
denote by F the fibre over e of the affine bundle p1⊥W : J
1Gq(TM)→ J1⊥WGq(TM), and we write simply
R instead of RM,q. We have to prove that R ∩F is an ample subset of F .
If TwistV 6= 0 for all V ∈ F , then R ∩ F = F , hence R ∩ F is ample. So we assume that there is a
V ∈ F with TwistV = 0. Let V := p10(V ), where p10 : J1xGq(TM)→ Gq(TxM) is the standard projection.
Via the identification ker(TV p : TVGq(TM)→ TxM) = Lin(V, TxM/V ) from Lemma 5.2.6, we can consider
the set Q ⊆ Lin(TxM,Lin(V, TxM/V )) consisting of all γ ∈ Lin(TxM,Lin(V, TxM/V )) such that γ |W = 0
and Twistγ+V = 0. This Q is a sub vector space of Lin(TxM,Lin(V, TxM/V )) because the map γ 7→
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Twistγ+V is linear: in fact, Twistγ+V ∈ Λ2(V ∗) ⊗ (TxM/V ) is given by Twistγ+V (v, w) = γ(v)(w) −
γ(w)(v). (This equation follows from TwistV = 0 and Lemma 5.2.6; to apply the lemma, just extend V
locally to a distribution whose 1-jet is V ).
By A.3.2, the affine space F is modelled on the vector space {γ ∈ Lin(TxM,Lin(V, TxM/V )) | γ |W = 0}.
Thus B := {γ+V | γ ∈ Q} ⊆ J1xGq(TM) is actually an affine subspace of F , and we have R∩F = F\B.
The complement of the nonempty affine subspace B is ample in F if and only if the codimension of B is
not 1; cf. A.3.4. Since dim(B) = dim(Q), and since the dimension of F equals the dimension of the fibres
of Gq(TM) → M , i.e. q(n − q), it just remains to show that q(n − q) − dim(Q) 6= 1 if (n, q) 6= (3, 2). We
distinguish two cases.
First case: V ⊆W . Then Q is the whole vector space {γ ∈ Lin(TxM,Lin(V, TxM/V )) | γ |W = 0}, because
each element of that vector space satisfies Twistγ+V (v, w) = γ(v)(w) − γ(w)(v) = 0 for all v, w ∈ V ⊆W .
Thus q(n− q)− dim(Q) = 0 6= 1 in this case.
Second case: V 6⊆W . Then V is the internal direct sum of U := V ∩W and a one-dimensional vector space
L (a complementary vector space of V ∩W in V has dimension ≤ 1 since W has codimension 1 in TxM ,
and it has dimension ≥ 1 by the assumption of the second case). We choose a nonzero vector l0 ∈ L.
If γ ∈ Q, then γ(w) = 0 for all w ∈ W , and γ(v0)(v1) = γ(v1)(v0) for all v0, v1 ∈ V . Thus γ(u)(v) = 0
for all (u, v) ∈ U × V , and γ(l, u) = γ(u, l) = 0 for all (u, l) ∈ U × L. This leaves only γ(l0)(l0) ∈ TxM/V
arbitrary. Hence dim(Q) ≤ n− q.
Conversely, every γ ∈ Lin(TxM,Lin(V, TxM/V )) satisfying γ |W = 0 and γ(l, u) = 0 for all (l, u) ∈ L × U
(but with arbitrary γ(l0)(l0)) is contained in Q. Hence dim(Q) ≥ n− q.
In the case V 6⊆ W , we thus have q(n − q) − dim(Q) = (q − 1)(n − q), and this is not 1 because of
(n, q) 6= (3, 2). This completes the proof.
Now we can state the main results of the present chapter. All C0-denseness statements in the following three
theorems refer to the fine C0-topology on C∞(M←Gq(TM)). (Fine C0-denseness implies compact-open
C0-denseness, of course.)
5.3.2 Theorem. Let M be a manifold of dimension n ≥ 5, and let q ∈ {3, . . . , n−1}. Then the everywhere
twisted q-plane distributions onM form a C0-dense subset of the space Distrq(M) of all q-plane distributions
on M . In particular, each connected component of Distrq(M) contains a distribution which is everywhere
twisted.
Proof. Let V ⊆ Distrq(M). By Proposition 5.2.10, the vector bundle Λ2(V ∗) ⊗ ⊥V admits a nowhere
vanishing section. Thus Proposition 5.2.8 implies that there is a formal solution V ∈ C∞(M←J1Gq(TM))
of the twistedness relation RM,q with p10 ◦ V = V . Since RM,q is an open ample relation (cf. Lemma 5.1.9
and Proposition 5.3.1), Gromov’s h-principle for such relations (cf. Theorem A.3.7) tells us that every fine
C0-neighbourhood of V ∈ C∞(M←Gq(TM)) = Distrq(M) contains a distribution which is a solution of
RM,q, i.e. a distribution with the property that the image of its 1-jet is contained in RM,q, i.e. an everywhere
twisted distribution.
5.3.3 Theorem. LetM be a connected orientable 4-manifold, let C be a connected component of Distr3(M)
consisting of orientable distributions. If M either is open, or is closed with σM 6≡ 2 mod 4, then the
everywhere twisted distributions in C form a C0-dense subset of C . If M is closed and D ⊆ M is the
interior of a closed imbedded 4-ball, then those distributions in C which are twisted everywhere outside D
form a C0-dense subset of C .
Proof. Let V ∈ C ⊆ C∞(M←G3(TM)) be orientable. If M either is open, or is closed with σM 6≡ 2
mod 4, then Λ2(V ∗) ⊗ ⊥V admits a nowhere vanishing section by Proposition 5.2.15. Using the same
arguments as in the proof of Theorem 5.3.2, we conclude that every fine C0-neighbourhood of V contains
an everywhere twisted distribution.
If M is closed and D ⊆ M is the interior of a closed imbedded 4-ball, then we consider the following
first-order partial differential relation RD ⊆ J1G3(TM): Let p1 : J1G3(TM) → M denote the standard
projection. We define the intersection of RD with (p1)−1(M\D) to be the intersection of RM,3 with
(p1)−1(M\D), and we define the intersection of RD with (p1)−1(D) to be the whole set (p1)−1(D).
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This subset RD ⊆ J1G3(TM) is open because it is the union of the open subsets RM,3 and (p1)−1(D) of
J1G3(TM). Moreover, it is ample: Over each point x ∈M\D, Proposition 5.3.1 implies that RD is ample;
and over each point x ∈ D, the relation is ample because its complement is empty.
By Corollary 5.2.16, Λ2(V ∗)⊗⊥V admits a section all of whose zeroes are contained inD. Hence Proposition
5.2.8 tells us that there is a section V ∈ C∞(M\D←J1G3(TM)) which takes values in RD and satisfies
p10 ◦V = V |(M\D). This V gives us a section over M\D in the affine bundle JV →M . Like every partial
section in an affine bundle, this section can be extended to a continuous section over all of M . In other
words, there is a section V ∈ C0(M←J1G3(TM)) which takes values in RD and satisfies p10 ◦ V = V ; i.e.,
RD admits a formal solution.
Now the h-principle for ample relations shows that every fine C0-neighbourhood of V in C∞(M←G3(TM))
contains a solution of RD, i.e. a section V˜ ∈ C∞(M←G3(TM)) with the property that the image of its
1-jet is a subset of RD. In other words, it contains a distribution which is twisted everywhere outside
D.
5.3.4 Theorem (2-plane distributions). Let M be a manifold of dimension n ≥ 4, let C be a connected
component of Distr2(M) consisting of orientable distributions. If one (and thus every) element of the
complementary connected component13 CDC(C ) ∈ π0(Distrn−2(M)) admits a nowhere vanishing section,
then the everywhere twisted distributions in C form a C0-dense subset of C .
Proof. Let the bundle V ∈ Distr2(M) be orientable, and let the bundle ⊥V ∈ Distrn−2(M) admit a
nowhere vanishing section. Then Λ2(V ∗)⊗⊥V admits a nowhere vanishing section (cf. Remark 5.2.18), so
the same argument as in the proof of Theorem 5.3.2 shows that every fine C0 neighbourhood of V contains
an everywhere twisted distribution.
5.3.5 Remark. Since there is a relative version of the h-principle for ample relations, we could also prove
relative versions of the preceding theorems. Here relative means: If we are given a distribution V which
is already twisted in every point of a neighbourhood of some closed set K ⊆ M , then we can find an
everywhere twisted distribution whose restriction to K is V |K. I leave to the interested reader the task to
find the optimal statements in this respect.
5.3.6 Remark. Theorem A.4.3 solves the existence problem for everywhere twisted 2-plane distributions
on 3-manifolds (i.e. contact structures on 3-manifolds). Theorem 5.3.2 shows that many of the obstructions
which exist for contact or even-contact structures in higher dimensions do not occur for everywhere twisted
codimension-1 distributions. For instance, contact structures on a (2n + 1)-manifold M with odd n can
only exist if M is orientable; and contact structures on a (2n+ 1)-manifold M with even n can only exist
in homotopy classes of orientable 2n-plane distributions (cf. Appendix A.4.1). Neither of these conditions
yields an obstruction to existence of everywhere twisted distributions if n ≥ 2.
5.4 C∞-approximation by everywhere twisted distributions
The present section can be skipped by readers who are only interested in the theorems of this thesis.
However, it is important for our discussion of the esc Conjecture in Section 6.3. For that application,
it would suffice to construct C2-approximations (of integrable distributions by everywhere twisted ones),
but we get C∞-approximations — in fact, C∞-deformations — without extra work. (Recall that we have
already proved that C0-approximations exist in many cases: we got that information for free from the
convex integration technique.)
Because the results of this section will not be applied in the proof of the main theorems of the thesis, we
will below give only sketches whenever the arguments are extremely similar to what he did in the first three
sections of this chapter.
Let M be an n-manifold, let V be a q-plane distribution on M , and let H be an (n− q)-plane distribution
which is complementary to V . Given a section λ in the vector bundle Lin(V,H) → M , we want to find
out whether there is a t0 ∈ R>0 such that for all t ∈ (0, t0), the distribution V + tλ ∈ C∞(M←Compl(H))
13cf. Definition C.5.14
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(recall the affine structure on Compl(H) from Definition A.5.1) is everywhere twisted. If this is the case
for some λ, then V can be approximated by everywhere twisted distributions in the compact-open C∞-
topology.
To keep things simple, we consider only the case that the distribution V is integrable. As we will see in
Section 6.3, this is the most interesting case for the Lorentzian prescribed scalar curvature problem.
We start by introducing a concept which should be thought of as a directional derivative of twistedness.
5.4.1 Definition (first-order twistedness). Let M be a manifold, let V and H be complementary
distributions on M , and let λ ∈ C∞(M←Lin(V,H)). Then we define the first-order twistedness of V in
the direction λ to be the section Twist1V,H,λ ∈ C∞(M←Λ2(V ∗)⊗H) which can be described as follows:
Let πV : TM = V ⊕ H → V and πH : TM = V ⊕ H → H be the obvious projections. For all sections
v, w ∈ C∞(M←V ), we define
Twist1V,H,λ(v, w) := πH([λ(v), w]) + πH([v, λ(w)]) − λ(πV ([v, w])) .
This map Twist1V,H,λ is C
∞(M,R)-bilinear and alternating and thus yields indeed a well-defined section in
the vector bundle Λ2(V ∗)⊗H : alternatingness is obvious, and for every f ∈ C∞(M,R), we have
Twist1V,H,λ(fv, w) = f Twist
1
V,H,λ(v, w) − df(w)πH (λ(v)) − df(λ(w))πH (v) + df(w)λ(πV (v))
= f Twist1V,H,λ(v, w) .
5.4.2 Proposition. Let M be a compact manifold, let V be an integrable q-plane distribution on M , let H
be a distribution on M which is complementary to V , and let λ ∈ C∞(M←Lin(V,H)). Assume that the
first-order twistedness Twist1V,H,λ ∈ C∞(M←Λ2(V ∗)⊗H) vanishes nowhere. Then each C∞-neighbourhood
of V ∈ C∞(M←Gq(TM)) contains a distribution which is everywhere twisted and complementary to H.
Even more is true: For each C∞-neighbourhood U of V ∈ C∞(M←Gq(TM)), there is a t0 ∈ R>0 such
that for all t ∈ (0, t0), the distribution V + tλ ∈ C∞(M←Compl(H)) is everywhere twisted and contained
in U .
Proof. Let U be a C∞-neighbourhood of V in C∞(M←Gq(TM)). Since Compl(H) → M is an affine
bundle, the affine space operation R→ C∞(M←Compl(H)) given by t 7→ V +tλ is continuous with respect
to the (compact-open) C∞-topology on the space of sections in Compl(H). Thus there exists a t1 ∈ R>0
such that V + tλ ∈ U for all t ∈ [−t1, t1].
[The intuitive idea is now to consider the Taylor expansion of the map t 7→ TwistV+tλ around the point
0. (This needs clarification since TwistV+tλ takes values in different bundles for each t.) Loosely speaking,
the value of this map in 0 vanishes because V is integrable, and the first derivative in 0 is the first-
order twistedness of V in the direction λ (this fact explains the terminology first-order twistedness), hence
nonvanishing. Thus we expect TwistV+tλ to be nonvanishing for sufficiently small positive values of t.]
Let πV : TM = V ⊕ H → V and πH : TM = V ⊕ H → H denote the obvious projections. For each
t ∈ R, let prtH : TM = (V + tλ) ⊕ H → H denote the projection onto the second summand. Recall that
V + tλ = {v+ tλ(v) | v ∈ V }, by definition. Therefore prtH(u) = πH(u)− tλ(πV (u)) for all u ∈ TM , because
u =
(
πV (u)+tλ(πV (u))
)
+
(
πH(u)−tλ(πV (u))
)
and πV (u)+tλ(πV (u)) ∈ V +tλ and πH(u)−tλ(πV (u)) ∈ H .
Via identification of TM/(V + tλ) with H , we can consider TwistV+tλ as a section in Λ
2(V + tλ)∗ ⊗H .
Moreover, TwistV+tλ then defines a section Tt in the bundle Λ
2(V ∗)⊗H by
Tt(v, w) := TwistV+tλ(v + tλ(v), w + tλ(w)) .
Tt vanishes nowhere if and only if TwistV+tλ vanishes nowhere.
For all local sections v, w in V , we have πH([v, w]) = 0 because V is integrable. Hence, for all t ∈ R,
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Tt(v, w) = TwistV+tλ(v + tλ(v), w + tλ(w))
= prtH([v + tλ(v), w + tλ(w)])
= prtH([v, w]) + tpr
t
H([λ(v), w]) + tpr
t
H([v, λ(w)]) + t
2prtH([λ(v), λ(w)])
= πH([v, w]) − tλ(πV ([v, w])) + tπH([λ(v), w]) − t2λ(πV ([λ(v), w]))
+ tπH([v, λ(w)]) − t2λ(πV ([v, λ(w)])) + t2πH([λ(v), λ(w)]) − t3λ(πV ([λ(v), λ(w)]))
= tTwist1V,H,λ(v, w) − t2
(
λ(πV ([λ(v), w])) + λ(πV ([v, λ(w)])) − πH([λ(v), λ(w)])
)
− t3λ(πV ([λ(v), λ(w)])) .
Note that the assignment (v, w) 7→ λ(πV ([λ(v), λ(w)])) for v, w ∈ C∞(M←V ) is C∞(M,R)-bilinear and
alternating and thus defines a section in Λ2(V ∗)⊗H , which we call Twist3V,H,λ. Hence also the assignment
(v, w) 7→ λ(πV ([λ(v), w])) + λ(πV ([v, λ(w)])) − πH([λ(v), λ(w)])
defines a section in Λ2(V ∗) ⊗ H (being the sum of three other sections in this bundle), which we call
Twist2V,H,λ.
Now we fix any Riemannian metric onM . This induces (fibrewise) a norm on the vector bundle Λ2(V ∗)⊗H .
We have to prove that there exists a t0 with 0 < t0 ≤ t1 such that for all t with 0 < t < t0, the function
‖Tt‖ ∈ C0(M,R≥0) is nowhere zero.
Since by assumption the section Twist1V,H,λ in Λ
2(V ∗)⊗H vanishes nowhere andM is compact, there is an
ε ∈ R>0 such that
∥∥Twist1V,H,λ∥∥ ∈ C0(M,R>0) is everywhere ≥ ε. On the other hand, there is a C ∈ R>0
such that
∥∥Twist2V,H,λ∥∥ and ∥∥Twist3V,H,λ∥∥ are everywhere ≤ C.
We define t0 := min{t1, 1, ε/(2C)}. For every t ∈ R with 0 < t < t0, we obtain
‖Tt‖ =
∥∥tTwist1V,H,λ+t2Twist2V,H,λ+t3Twist3V,H,λ∥∥
≥ t
(∥∥Twist1V,H,λ∥∥− t ∥∥Twist2V,H,λ∥∥− t2 ∥∥Twist3V,H,λ∥∥
)
≥ t
(
ε− tC − t2C
)
≥ t
(
ε− 2tC
)
> 0 .
Hence t0 has the desired property, and we are done.
5.4.3 Remark. One can in general not expect that the solutions of an open first-order partial differential
relation R ⊆ J1E (where E → M is any fibre bundle) form a C1-dense subset of C∞(M←E), let alone
a C∞-dense subset. (In particular, there is no general h-principle theorem making such a statement.)
Namely, if R is not dense in J1E, and σ ∈ C∞(M←E) is any section such that not the whole image of
j1σ is contained in the closure of R, then σ can obviously not be C1-approximated by solutions of R. But
in the case of the twistedness relation RM,q ∈ J1Gq(TM), the trivial necessary condition for C1-denseness
(or C∞-denseness) of solutions is satisfied: the closure of RM,q is the whole 1-jet manifold J1Gq(TM).
Now we have to find a λ ∈ C∞(M←Lin(V,H)) such that Twist1V,H,λ vanishes nowhere. This can again be
done via the usual h-principle for open ample relations, following the same recipe as in our analysis of the
TwistV 6= 0 relation. I give only a sketch of the argument; it is straightforward to fill in the details.
5.4.4 Lemma. Let M be a manifold, let V and H be complementary distributions on M , let x ∈ M , let
λ0, λ1 ∈ C∞(M←Lin(V,H)). If j1xλ0 = j1xλ1, then Twist1V,H,λ0(x) = Twist1V,H,λ1(x).
Proof. Omitted (very similar to the proof of Corollary 5.1.6).
5.4.5 Definition (Twist1V,H on the jet level). Let M be a manifold, let V and H be complementary
distributions on M , and let Λ ∈ J1 Lin(V,H). We define Twist1V,H,Λ, the first-order twistedness of Λ, as
follows. Let p1 : J1 Lin(V,H)→M denote the standard bundle projection, and let x := p1(Λ) ∈M . Then
Twist1V,H,Λ ∈ Λ2(V ∗x )⊗Hx is given by Twist1V,H,Λ := Twist1V,H,λ(x), where λ ∈ C∞(U←Lin(V,H)) is any
local section on a neighbourhood U of x in M such that j1xλ = Λ.
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5.4.6 Definition (the first-order twistedness relation R1V,H). Let M be a manifold, let V and H be
complementary distributions on M . We define R1V,H to be the subset of J
1 Lin(V,H) consisting of all Λ
with Twist1V,H,Λ 6= 0 ∈ Λ2(V ∗x ) ⊗ Hx, where Λ ∈ J1x Lin(V,H). We call R1V,H the first-order twistedness
relation.
5.4.7 Remark. R1V,H is an open subset of J
1 Lin(V,H) (by the same argument as in 5.1.9). But except
in trivial cases (e.g. M = ∅), it is not diff-invariant; so even on open manifolds, we need the h-principle for
ample relations to prove that solutions of R1V,H exist.
5.4.8 Definition. Let M be a manifold, let V and H be complementary distributions on M . Via the zero
section in the vector bundle Lin(V,H)→M , we can pull back the vector bundle J1 Lin(V,H)→ Lin(V,H)
to a vector bundle over M ; we denote this pull-back bundle by J 1V,H →M .
We define a morphism Tw1V,H : J
1
V,H → Λ2(V ∗)⊗H in the category of vector bundles over M by sending
each Λ ∈ (J 1V,H)x to Twist1V,H,Λ ∈ Λ2(V ∗x )⊗Hx. (Fibrewise linearity is obvious here.)
5.4.9 Lemma. Let M be a manifold, let V and H be complementary distributions on M . The vector
bundle morphism Tw1V,H : J
1
V,H → Λ2(V ∗)⊗H is surjective.
Proof. Omitted (very similar to the proof of 5.2.5).
5.4.10 Proposition. Let M be a manifold, let V and H be complementary distributions on M , and let p10 :
J1 Lin(V,H)→ Lin(V,H) denote the standard projection. Then the following statements are equivalent:
(i) There is a section λ ∈ C∞(M←J1 Lin(V,H)) which takes values in R1V,H (i.e., the twistedness
relation R1V,H admits a formal solution λ) such that p
1
0 ◦λ ∈ C∞(M←Lin(V,H)) is the zero section.
(ii) The vector bundle Λ2(V ∗)⊗H →M admits a nowhere vanishing section.
Proof. Like 5.2.8, this is now a straightforward application of Lemma 5.2.7.
This tells us that the criterion for the existence of formal solutions of R1V,H is exactly the same as for the
existence of formal solutions of RM,q. So we can apply our results from the subsections 5.2.2, 5.2.3, and
5.2.4 again.
5.4.11 Proposition. Let M be an n-manifold, let V and H be complementary distributions on M , where
rank(V ) = q. If (n, q) 6= (3, 2), then the first-order twistedness relation R1V,H ⊆ J1 Lin(V,H) is ample.
Proof. Omitted (very similar to the proof of 5.3.1).
Putting together the preceding results, mutatis mutandis as before in Section 5.3, we get theorems which
look precisely like Theorems 5.3.2, 5.3.3, and 5.3.4 — except that we have to assume this time that the
manifold M is compact, and can deduce that integrable distributions are not only C0-approximable but
even C∞-approximable by everywhere twisted ones.
5.4.12 Theorem. Let M be a compact manifold of dimension n ≥ 5, let q ∈ {3, . . . , n − 1}, and let V
be an integrable q-plane distribution on M . Then every C∞-neighbourhood of V in Distrq(M) contains an
everywhere twisted distribution.
5.4.13 Theorem. LetM be a connected orientable 4-manifold, and let V be an orientable integrable 3-plane
distribution on M . If M either is open, or is closed with σM 6≡ 2 mod 4, then every C∞-neighbourhood of
V in Distr3(M) contains an everywhere twisted distribution. If M is closed and D ⊆ M is the interior of
a closed imbedded 4-ball, then every C∞-neighbourhood of V in Distr3(M) contains a distribution which is
twisted everywhere outside D.
5.4.14 Theorem (2-plane distributions). Let M be a manifold of dimension n ≥ 4, and let V be an
orientable integrable 2-plane distribution on M . If ⊥V admits a nowhere vanishing section, then every
C∞-neighbourhood of V in Distr2(M) contains an everywhere twisted distribution.
5.4.15 Remark. The situation for integrable 2-plane distributions on compact (orientable) 3-manifolds is
more complicated. For instance, the second-factor distribution on S1×S2 is not even C0-approximable by
everywhere twisted distributions. For this and further results, cf. [25], §2.4 and §2.9.
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Chapter 6
Solutions on manifolds of dimension
≥ 3
This chapter contains the main results of the thesis, namely all the theorems about the pseudo-Riemannian
prescribed scalar curvature problem on manifolds of dimension n ≥ 3. Metrics of index ∈ {3, . . . , n − 3}
are quite easy to deal with, given our results from Chapter 5.
For metrics of index 1 or 2, we prove that at least those functions are scalar curvatures which are positive
somewhere (on each connected component of the manifold under consideration). In the proofs, we have to
distinguish two cases. The first case consists of functions which are positive everywhere, the second case
takes care of functions which are positive somewhere but zero somewhere else.
In the first case, we apply the same analytic technique as in the case of metrics of index ∈ {3, . . . , n− 3}:
the method of sub- and supersolutions. If applicable, this method gives the best results on the distribution
version of the prescribed scalar curvature problem, because the prescribed distributions have to be per-
turbed only slightly.
In the second case, we employ the technique that Kazdan and Warner developed for the Riemannian pre-
scribed scalar curvature problem: it uses the implicit function theorem for Banach spaces and a theorem
about Lp approximation of functions via pullback by diffeomorphisms (cf. Appendix D.2). The diffeo-
morphisms can be chosen from the identity component of the diffeomorphism group, but they are usually
not close to the identity. That’s why prescribed distributions have to be perturbed considerably in this
approach.
The analytic techniques employed in this chapter are not very elaborate. We have to solve a quite compli-
cated partial differential equation (cf. Theorem 4.2.2), containing many terms about which we don’t have
much information in general. So our philosophy is to get by on the simplest criteria which imply that
solutions exist. The present work contains only those results that these simple criteria yield.
To do better, one would have to do more analysis in order to prove better criteria for the existence of
solutions, or one would have to do more geometry in order to arrange that the terms in the equation have
nice properties. Maybe one would have to do both.
Some rough ideas about the “more geometry” approach are contained in Section 6.3. There we discuss
the esc Conjecture which, if true, would solve completely the homotopy class version of the Lorentzian
prescribed scalar curvature problem on manifolds of dimension ≥ 4.
6.1 The method of sub- and supersolutions
Recall the definition 4.2.1 of the second-order differential operator Υg,V,s : C
∞(M,R>0)→ C∞(M,R). We
want to employ the method of sub- and supersolutions (cf. Theorem B.3.2) in order to prove that the
equation Υg,V,s(f) = 0 has a solution f ∈ C∞(M,R>0). Since the symbol of the semilinear operator Υg,V,s
equals the symbol of 2∆g (where g is a Riemannian metric), Υg,V,s is positively elliptic in the terminology of
Appendix B. Thus f ∈ C∞(M,R>0) is a supersolution of our elliptic equation if and only if 0 ≥ Υg,V,s(f);
and it is a subsolution if and only if 0 ≤ Υg,V,s(f).
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According to the philosophy mentioned above, we try to get by on the simplest criterion for the existence of
sub- and supersolutions one can imagine: we discuss under which conditions our equation admits constant
sub- and supersolutions. No other functions will be used as sub- or supersolutions in the present thesis.
6.1.1 Metrics of index ∈ {3, . . . , n− 3}
In the statements of the following lemmata, we identify positive real numbers with constant positive func-
tions on a manifold M .
6.1.1 Lemma (supersolutions from twistedness). LetM be a compact manifold, let g be a Riemannian
metric on M , let V be an everywhere twisted q-plane distribution on M , let s ∈ C∞(M,R). Then there is
a number c+ ∈ R>0 such that every constant c ≥ c+ satisfies 0 > Υg,V,s(c).
Proof. Let n := dim(M), and let H denote the g-orthogonal distribution of V . We have 2 ≤ q ≤ n − 1
because V is everywhere twisted.
Since V is everywhere twisted andM is compact, there exists an ε ∈ R>0 such that |TwistV |2g is everywhere
≥ ε. Moreover, there exists a C ∈ R>0 such that the absolute value of each of the functions |TwistH |2g,
ξg,V , scalg, s is everywhere ≤ C. Finally, there exists a c+ ∈ R>0 such that for every x ∈ R with x ≥ c+,
we have
ε
5C
· x(1 + x
2)2
2
≥ max
{
(1 + x2)2
2x3
,
(1 + x2)2
x
,
1 + x2
x
, x
2q
n−1−1(1 + x2)1−
1
n−1
}
.
(This is of course the main point of the lemma: considered as a function in f , the absolute value of the
coefficient of |TwistV |2g in Υg,V,s(f) grows faster than the absolute values of all the other zeroth-order
coefficients as f tends to infinity.)
Hence we obtain for every constant c ≥ c+:
Υg,V,s(c) =
(1 + c2)2
2c3
|TwistH |2g −
c(1 + c2)2
2
|TwistV |2g +
(1 + c2)2
c
ξg,V +
1 + c2
c
scalg
− c 2qn−1−1(1 + c2)1− 1n−1 s
≤ −c(1 + c
2)2
2
|TwistV |2g + 4C ·
ε
5C
· c(1 + c
2)2
2
≤ −ε · c(1 + c
2)2
2
(
1− 4
5
)
< 0 ,
as claimed.
6.1.2 Lemma (subsolutions from twistedness). Let M be a compact manifold, let g be a Riemannian
metric on M , let V be a q-plane distribution on M , let s ∈ C∞(M,R), and assume that the g-orthogonal
distribution H of V is everywhere twisted. Then there is a number c− ∈ R>0 such that every constant
c ∈ R>0 with c ≤ c− satisfies 0 < Υg,V,s(c).
Proof. Let n := dim(M). We have 1 ≤ q ≤ n− 2 because H is everywhere twisted.
Since H is everywhere twisted andM is compact, there exists an ε ∈ R>0 such that |TwistH |2g is everywhere
≥ ε. Moreover, there exists a C ∈ R>0 such that the absolute value of each of the functions |TwistV |2g, ξg,V ,
scalg, s is everywhere ≤ C. Finally, there exists a c− ∈ R>0 such that for every x ∈ R with 0 < x ≤ c−, we
have
ε
5C
· (1 + x
2)2
2x3
≥ max
{
x(1 + x2)2
2
,
(1 + x2)2
x
,
1 + x2
x
, x
2q
n−1−1(1 + x2)1−
1
n−1
}
.
(That’s the main point here: the coefficient of |TwistH |2g in Υg,V,s(f) grows faster than the absolute values
of all the other zeroth-order coefficients as f tends to zero.)
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Hence we obtain for every constant c ≤ c−:
Υg,V,s(c) =
(1 + c2)2
2c3
|TwistH |2g −
c(1 + c2)2
2
|TwistV |2g +
(1 + c2)2
c
ξg,V +
1 + c2
c
scalg
− c 2qn−1−1(1 + c2)1− 1n−1 s
≥ ε · (1 + c
2)2
2c3
− 4C · ε
5C
· (1 + c
2)2
2c3
> 0 .
Now we can prove our main result about metrics of index q ∈ {3, . . . , n−3}. Recall that Metrq(M) denotes
the space of all index-q metrics on M , and that Distrq(M) denotes the space of all q-plane distributions on
M .
6.1.3 Theorem. Let M be a compact n-manifold, let q ∈ {3, . . . , n − 3}, and let s ∈ C∞(M,R). Then
every connected component of Metrq(M) contains a metric with scalar curvature s.
Moreover, let V be a q-plane distribution on M , let H be an (n− q)-plane distribution which is complemen-
tary to V , let V ⊆ Distrq(M) be a C0-neighbourhood of V , and let H ⊆ Distrn−q(M) be a C0-neighbourhood
of H. Then there is a pseudo-Riemannian metric of index q on M with scalar curvature s which makes
some element of V timelike and makes some element of H spacelike.
Proof. Because the map TMC which we defined in Appendix C is a bijection between the sets of connected
components of Distrq(M) resp. Metrq(M), and because connected components are C
0-open, it suffices to
prove the second statement. So we consider V , H , V , H as in the statement of the theorem.
The set of all distributions which are complementary to H is a C0-open neighbourhood of V in Distrq(M).
By Theorem 5.3.2, its intersection with V contains an everywhere twisted distribution V ′ (because 3 ≤ q ≤
n − 1). The set of all distributions which are complementary to V ′ is a C0-open neighbourhood of H in
Distrn−q(M). Its intersection with H contains an everywhere twisted distribution H ′, again by Theorem
5.3.2 (because 3 ≤ n− q ≤ n− 1). We will prove that there is a pseudo-Riemannian metric of index q on
M with scalar curvature s which makes V ′ timelike and H ′ spacelike.
We choose a Riemannian metric g on M which makes V ′ and H ′ orthogonal to each other. By Theorem
4.2.2, we are done if we can prove that the elliptic PDE Υg,V ′,s(f) = 0 has a solution f ∈ C∞(M,R>0).
Lemma 6.1.1 tells us that it has a constant supersolution f+ ∈ C∞(M,R>0), and Lemma 6.1.2 says
that every sufficiently small constant f− ∈ C∞(M,R>0) is a subsolution. In particular, we may assume
that f− < f+. Since our PDE has a form to which the method of sub- and supersolutions applies (cf.
B.3.2 and B.3.3), we conclude that there is a function f ∈ C∞(M,R>0) with f− ≤ f ≤ f+ such that
Υg,V ′,s(f) = 0.
6.1.4 Remark. The proof of the preceding theorem shows that when V and/or H is everywhere twisted,
then we can find a suitable metric which makes V itself timelike and/or H itself spacelike.
The discussion of C∞-denseness of everywhere twisted distributions in Section 5.4 makes it reasonable to
assume that the theorem remains true in many (probably all) cases when we replace C0-neighbourhoods
by C∞-neighbourhoods. In fact, the results of that section imply already that we can replace C0 by C∞
when V and H are integrable. It should be easy to analyse the general situation; I just haven’t done that
yet.
6.1.5 Theorem (real-analytic version). Let M be a compact real-analytic n-manifold, let 3 ≤ q ≤ n−3,
and let s : M → R be real-analytic. Then every connected component of Metrq(M) contains a real-analytic
metric with scalar curvature s.
Moreover, let V be a q-plane distribution on M , let H be an (n− q)-plane distribution which is complemen-
tary to V , let V ⊆ Distrq(M) be a C0-neighbourhood of V , and let H ⊆ Distrn−q(M) be a C0-neighbourhood
of H. Then there is a real-analytic pseudo-Riemannian metric of index q on M with scalar curvature s
which makes some element of V timelike and makes some element of H spacelike.
Proof. The proof is the same as that of Theorem 6.1.3, with the following additional observations:
By Corollary A.1.8 (applied to sections in the real-analytic Grassmann bundles Gq(TM) → M and
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Gn−q(TM) → M), the distributions V ′ and H ′ can be chosen real-analytic. Again by A.1.8 (applied
to the real-analytic bundles Sym0(V
′) → M and Sym0(H ′) → M), these real-analytic vector bundles
admit real-analytic Riemannian metrics, and these metrics define a real-analytic Riemannian metric g on
the manifold M which makes V ′ orthogonal to H ′. Thus the elliptic PDE Υg,V ′,s = 0 has real-analytic
coefficients. Its smooth solution f is therefore in fact real-analytic; cf. Theorem B.1.4. Hence the index-q
metric h := change(g, f,K ◦ f, V ′) which solves our problem (cf. Theorem 4.2.2) is real-analytic (because
K ∈ C∞(R>0,R) is real-analytic).
6.1.6 Remark (lower regularity). When the prescribed function s is not smooth but only contained
in some Ho¨lder space Ck,α(M,R) (with k ∈ N and α ∈ (0, 1)) or some Sobolev space Hk,p(M,R) (with
k ∈ N and p ∈ R>1), then still something can be said about existence of solution metrics of the prescribed
scalar curvature problem. Namely, in the proof of 6.1.3, the coefficients of our PDE Υg,V ′,s = 0 are then
contained in Ck,α(M,R) resp. Hk,p(M,R) (we can still choose smooth V ′ and g).
The sub- and supersolution theorem in [16] tells us in the Ho¨lder case that the PDE has a solution f ∈
Ck+2,α(M,R>0), so our pseudo-Riemannian solution metric change(g, f,K ◦ f, V ′) has regularity Ck+2,α
as well.
In the Sobolev case, we can apply the sub- and supersolution theorem 6.5 from [48], provided p > n and
s ∈ L∞(M,R); the latter assumption is needed in the proofs of Lemma 6.1.1 and 6.1.2. This yields an
everywhere positive solution f ∈ H2,p(M,R) ⊆ C1(M,R) which, by elliptic regularity, is even contained in
Hk+2,p(M,R). So we get a solution metric of regularity Hk+2,p.
Similar remarks apply to all the other theorems below which are proved via the sub- and supersolution
method.
6.1.2 Metrics of index 1 or 2
The approach from the preceding subsection works for metrics of index 2 or n − 2 as well, but leads to
weaker results.
6.1.7 Theorem (metrics of index 2 in dimension ≥ 5, no restriction on s). Let n ≥ 5, let M
be a compact n-manifold, let s ∈ C∞(M,R), let V be an orientable 2-plane distribution on M , let H be
an (n − 2)-plane distribution which is complementary to V and admits a nowhere vanishing section. Let
V ⊆ Distr2(M) be a C0-neighbourhood of V , and let H ⊆ Distrn−2(M) be a C0-neighbourhood of H. Then
there is a pseudo-Riemannian metric of index 2 on M with scalar curvature s which makes some element
of V timelike and makes some element of H spacelike. There is a pseudo-Riemannian metric of index
n− 2 on M with scalar curvature s which makes some element of V spacelike and makes some element of
H timelike.
Proof. The proof is the same as that of Theorem 6.1.3, except that we use Theorem 5.3.4 for the existence
of the everywhere twisted distribution V ′.
Remark. What would we have to do to get rid of the orientability assumption on V and the assumption
on TM/V ∼= H to split off a trivial line bundle? I.e., what would we have to do to generalise (at least
the first paragraph of) Theorem 6.1.3 to metrics of index 2 (and n− 2), provided n ≥ 5? Since arbitrarily
small constant subsolutions exist, it would suffice to arrange that there is a constant supersolution. First,
we should make the zero set of TwistV as small as possible. By a dimension count as in the proof of
Proposition 5.2.10, we see that the twistedness relation has a formal solution over (an open neighbourhood
of) the (n−3)-skeleton ofM (when we have representedM as a simplicial or CW complex). Hence standard
arguments from Chapter 5 show that there is a 2-plane distribution V which is twisted on a neighbourhood
of the (n − 3)-skeleton. When f tends to ∞, the second-fastest growing coefficient in the zeroth-order
terms of Υg,V,s(f) is the coefficient of ξg,V . So we would get a constant supersolution if ξg,V were negative
on the zero set of TwistV . Assume we could prove that, given any 2-plane distribution V on M and a
tubular neighbourhood U of the (n − 3)-skeleton of M , there exists a Riemannian metric g on M with
ξg,V |(M\U) < 0; then the desired generalisation of the first paragraph of Theorem 6.1.3 would be true.
In dimension 4, the approach from the preceding subsection works at least for parallelisable manifolds:
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6.1.8 Theorem (metrics of index 2 in dimension 4, no restriction on s). Let M be a compact
4-manifold, let s ∈ C∞(M,R), let V,H be complementary 2-plane distributions on M which are trivial as
vector bundles (so in particular M is parallelisable). Let V ⊆ Distr2(M) be a C0-neighbourhood of V , and
let H ⊆ Distr2(M) be a C0-neighbourhood of H. Then there is a pseudo-Riemannian metric of index 2
on M with scalar curvature s which makes some element of V timelike and makes some element of H
spacelike.
Proof. The proof is the same as that of Theorem 6.1.3, except that we use Theorem 5.3.4 for the existence
of the everywhere twisted distributions V ′ and H ′.
We have to use a different argument for Lorentzian metrics. In that case, Lemma 6.1.2 still gives us a
subsolution in many cases, but Lemma 6.1.1 yields no supersolution anymore because line distributions
are always integrable (i.e. nowhere twisted instead of everywhere twisted). We will discuss in Section 6.3
a strategy how to overcome that problem in general. For the moment, let us collect the fruits within easy
reach.
6.1.9 Lemma (supersolution from a sign condition on s). Let M be a compact manifold, let g be a
Riemannian metric on M , let V be a q-plane distribution on M . Then there exists a constant s0 ∈ R such
that every function s ∈ C∞(M,R) with s ≥ s0 satisfies the inequality 0 > Υg,V,s(1).
Proof. By the definition of Υg,V,s, the function ug,V := Υg,V,s(1) + 2
1−1/(n−1)s ∈ C∞(M,R) is indepen-
dent of s. Since M is compact, there is an s0 ∈ R such that Υg,V,s(1) = ug,V − 21−1/(n−1)s is everywhere
negative whenever s ≥ s0.
We state the following theorem not only for metrics of index 1 or 2 because even for higher index, it gives
us a bit more information than Theorem 6.1.3.
6.1.10 Theorem (metrics of index 1 or 2 in dimension ≥ 5, everywhere positive s). Let n ≥ 5,
let M be a compact n-manifold, let q ∈ {1, . . . , n − 3}, let s ∈ C∞(M,R) be everywhere positive. Then
every connected component of Metrq(M) contains a metric with scalar curvature s.
Moreover, let V be a q-plane distribution on M , let H be an (n− q)-plane distribution which is complemen-
tary to V , and let H ⊆ Distrn−q(M) be a C0-neighbourhood of H. Then there is a pseudo-Riemannian
metric of index q on M with scalar curvature s which makes V timelike and makes some element of H
spacelike.
Proof. As before, it suffices to prove the second statement. The set of all distributions which are com-
plementary to V is a C0-neighbourhood of H in Distrn−q(M). By Theorem 5.3.2, its intersection with H
contains an everywhere twisted distribution H ′. We choose a Riemannian metric g which makes V and H ′
orthogonal. By Lemma 6.1.9, there is a constant s0 ∈ R such that for every function s˜ ∈ C∞(M,R) with
s˜ ≥ s0, the constant 1 is a supersolution of the equation Υg,V,s˜(f) = 0. On the other hand, every sufficiently
small positive constant is a subsolution, by Lemma 6.1.2; so we find a subsolution which is smaller than 1.
The method of sub- and supersolutions (cf. B.3.2, B.3.3) shows that there exists an f ∈ C∞(M,R>0) with
Υg,V,s˜(f) = 0.
Hence Theorem 4.2.2 proves that every function s˜ ∈ C∞(M,R) with s˜ ≥ s0 is the scalar curvature of some
index-q metric which makes V timelike and H ′ spacelike. Since our given function s is everywhere positive,
there is a (large) constant c ∈ R>0 with cs ≥ s0, and thus there exists an index-q metric h with scalar
curvature cs which makes V timelike and H ′ spacelike. The metric ch has scalar curvature s and makes V
timelike and H ′ spacelike.
6.1.11 Theorem (Lorentzian metrics in dimension 4, everywhere positive s). Let M be a compact
connected orientable 4-manifold which either has nonempty boundary, or is closed with σM 6≡ 2 mod 4.1
Let s ∈ C∞(M,R) be everywhere positive. Then every connected component of Metr1(M) which consists
of time-orientable metrics contains a metric with scalar curvature s.
Moreover, let V be an orientable line distribution on M , let H be a 3-plane distribution which is comple-
mentary to V , and let H ⊆ Distr3(M) be a C0-neighbourhood of H. Then there is a Lorentzian metric on
M with scalar curvature s which makes V timelike and makes some element of H spacelike.
1Cf. Notation 5.2.14.
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Proof. The proof is the same as that of Theorem 6.1.10, except that we apply Theorem 5.3.3 instead of
5.3.2 to get an everywhere twisted H ′.
6.1.12 Theorem (Lorentzian metrics in dimension 3, everywhere positive s). Let M be a compact
orientable 3-manifold, let s ∈ C∞(M,R) be everywhere positive. Then every connected component of
Metr1(M) contains a metric with scalar curvature s.
Proof. Let C be a connected component of Metr1(M). The connected component SDC(C ) of Distr2(M)
contains a contact structure H ′, by Theorem A.4.3. We choose a Riemannian metric g on M and denote
the g-orthogonal distribution of H ′ by V . As in the proof of 6.1.10, we find now a Lorentzian metric h with
scalar curvature s which makes V timelike and H ′ spacelike. By construction, h is contained in C .
Remark. In many cases, one can improve this 3-dimensional result in such a way that one obtains a
C0-closeness statement as in the preceding theorems. Cf. Theorem 2.4.1 in [25] for the necessary C0-
approximation statement.
6.1.13 Theorem (metrics of index 2 in dimension 4, everywhere positive s). Let M be a compact
4-manifold, let s ∈ C∞(M,R) be everywhere positive, let V be a 2-plane distribution on M which admits a
nowhere vanishing section, let H be an orientable 2-plane distribution which is complementary to V , and
let H ⊆ Distr2(M) be a C0-neighbourhood of H. Then there is a pseudo-Riemannian metric of index 2 on
M with scalar curvature s which makes V timelike and makes some element of H spacelike.
Proof. The proof is the same as that of Theorem 6.1.10, except that we apply Theorem 5.3.4 instead of
5.3.2 to get an everywhere twisted H ′.
6.1.14 Remark. Recall that when a semi-Riemannian metric h of index q on an n-manifold M has scalar
curvature s and makes a q-plane distribution V timelike and a complementary distribution H spacelike,
then the metric −h of index n − q has scalar curvature −s, makes V spacelike and H timelike. We get
therefore similar theorems as those above for metrics of index n − 1 or n − 2 and prescribed functions s
which are everywhere negative.
6.1.15 Remark (real-analytic metrics). By the same arguments as in the proof of Theorem 6.1.5,
all the theorems above have real-analytic counterparts; i.e., if the manifold M is equipped with a real-
analytic atlas, if the function s is real-analytic, and if the distribution V in the theorems 6.1.10–6.1.13 is
real-analytic, then we can find a real-analytic metric with the desired properties.
6.1.16 Remark (boundary values). Consider the proofs of the theorems above. If the manifold M has
a boundary and a function ϕ ∈ C∞(∂M,R>0) is given, then we can find a solution f ∈ C∞(M,R>0) of
the equation Υg,V,s(f) = 0 with boundary values ϕ: We choose our sub- and supersolutions so small resp.
large that ϕ lies between them (note that we can replace Lemma 6.1.9 by a statement where an arbitrary
function instead of the constant 1 is a supersolution) and then use Theorem B.3.2.
A typical application would look like this: Let n ≥ 4, let M be a compact connected n-manifold with
nonempty boundary such that M admits a line distribution V which is transverse to the boundary; if n = 4,
assume that M and V are orientable. Let s ∈ C∞(M,R) be everywhere positive. Then we can find a
Lorentzian metric on M with scalar curvature s which makes V timelike and makes ∂M spacelike (i.e.,
each vector in T (∂M) becomes spacelike).
It takes only a few additional observations to verify this statement: In 6.1.10 and 6.1.11, we can choose
H in such a way that its restriction to ∂M is T (∂M). In the proofs, we choose the Riemannian metric g
(which makes V orthogonal to some everywhere twisted distribution H ′) in such a way that H is spacelike
with respect to the Lorentzian metric switch(g, V ). (We can start from an arbitrary Riemannian metric g˜
which makes V and H ′ orthogonal and take g = stretch(g˜, c˜, V ) for a sufficiently large constant c˜. Then
the lightcones of switch(g, V ) lie very narrow around V , so H is spacelike.)
Now we proceed as in the proofs of 6.1.10 and 6.1.11, but choose a solution f ∈ C∞(M,R>0) of the equation
Υg,V,s(f) = 0 with f |∂M ≡ 1. The restriction of our Lorentzian solution metric ch = c change(g, f,K◦f, V )
to the boundary ∂M is then conformal to stretch(switch(g, V ), 1, V ) = switch(g, V ). Hence it makes
the boundary spacelike, as claimed.
92
Chapter 6. Solutions on manifolds of dimension ≥ 3 6.2. The Kazdan/Warner method
6.1.17 Remark. At first sight, it looks a bit strange that the theorems above are true if s is everywhere
positive: We know that everywhere negative functions are easier to realise as scalar curvatures of Rieman-
nian metrics — in fact, there are obstructions to the existence of Riemannian metrics with positive scalar
curvature (cf. Appendix D.1) —, and the proofs in the Riemannian as well as e.g. in the Lorentzian case
employ the same general elliptic equation from Theorem 4.2.2 (cf. also 4.2.3), which contains no factor
(−1)q or something like that.
But there is nothing wrong here. First, the easy sign in the Riemannian case (i.e. negative scalar curvature)
is probably also “easy” in the Lorentzian case, in the sense that there are no obstructions to the existence of
Lorentzian metrics with negative scalar curvature on manifolds of dimension ≥ 4 which admit a Lorentzian
metric; cf. Section 6.3. It is just that our method of proof from above does not produce such metrics.
Second, the reason why the easier sign in the Lorentzian case (i.e. positive scalar curvature) is not easy
in the Riemannian case is just that one cannot construct twisted n-plane distributions on an n-manifold.
(Thus one has no subsolution, whereas an everywhere positive s yields a supersolution in the same way as
in the proof of Lemma 6.1.9.) This makes the two problems very different, despite the similarity of the
involved elliptic equations.
6.2 The Kazdan/Warner method
Our aim here is to find solutions of the equation Υg,V,s(f) = 0 via the implicit function theorem for Banach
spaces (cf. B.2.14) and the Kazdan/Warner approximation theorem D.2.1. In order to do this, we have to
interpret Υg,V,s as an operator from a Sobolev space of functions to an L
p space, and we have to find a
function f : M → R>0 such that the derivative of Υg,V,s at the point f is invertible.
This technique has been applied very successfully by Kazdan and Warner to the Riemannian prescribed
curvature problem. In their solution, they proved also that the derivative of the relevant elliptic operator
is invertible in every point f from an open and dense set of functions ∈ C2(M,R>0); cf. [52], §4. We will
not try to establish a similar perturbation theorem because our operator is considerably more complicated
than the one that Kazdan and Warner discussed; in particular, ours is not formally self-adjoint.
According to the philosophy mentioned in the introduction to this chapter, we use only the simplest criterion
for the invertibility of a linear elliptic operator, namely Theorem B.2.13.
6.2.1 The derivative
6.2.1 Remark and definition. Let n ∈ N≥2, let (M, g) be a Riemannian n-manifold, let V be a q-
plane distribution on M . For each f ∈ C∞(M,R>0), there is a unique function s ∈ C∞(M,R) such that
Υg,V,s(f) = 0. We denote this function by S(f). It is obviously given by
S(f) = f−µ(1 + f2)−ν
(
2∆g(f) + an,q(f) |df |2g + bn,q(f) |df |2g,V
+
2(1 + f2)
f2
〈divVg , df〉g,H + 2(1 + f2)〈divHg , df〉g,V
+
(1 + f2)2
2f3
|TwistH |2g −
f(1 + f2)2
2
|TwistV |2g +
(1 + f2)2
f
ξg,V +
1 + f2
f
scalg
)
,
where we used the abbreviations µ := 2qn−1 − 1 and ν := n−2n−1 , and where an,q, bn,q ∈ C∞(R>0,R) are
the functions from Definition 4.2.1.
Recall the basic facts about Sobolev spaces from Appendix B.2, in particular the inclusion H2,p(M,R>0) ⊆
C1(M,R>0) for p > dim(M) (cf. B.2.3, B.2.8). Cf. also Remark B.2.15 for an explanation of what is
happening now. In the following, we identify positive real numbers with positive constant functions on M .
6.2.2 Definition. Let n ∈ N≥2, let (M, g) be a compact Riemannian n-manifold, let V be a q-plane
distribution on M , let H denote the g-orthogonal distribution of V , let p ∈ R with p > n, let c ∈ R>0.
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We denote the affine subspace c + H2,p0 (M,R) of H
2,p(M,R) by A, and we consider the open subset
N c := A ∩H2,p(M,R>0) of A. We define a map Φc : N c × Lp(M,R)→ Lp(M,R) by
Φc(f, s) := 2∆g(f) + an,q(f) |df |2g + bn,q(f) |df |2g,V +
2(1 + f2)
f2
〈divVg , df〉g,H + 2(1 + f2)〈divHg , df〉g,V
+
(1 + f2)2
2f3
|TwistH |2g −
f(1 + f2)2
2
|TwistV |2g +
(1 + f2)2
f
ξg,V +
1 + f2
f
scalg −fµ(1 + f2)νs .
In other words, we extend the definition of the differential operator Υg,V,s : C
∞(M,R>0) → C∞(M,R)
to N c ⊆ H2,p(M,R>0), and we make the dependence on s explicit, at the same time allowing arbitrary
functions s ∈ Lp(M,R).
The map Φc is well-defined since ∆g is well-defined as a linear mapH
2,p(M,R)→ Lp(M,R) and since all the
lower-order terms are well-defined via the inclusions H2,p(M,R) ⊆ C1(M,R) and C0(M,R) ⊆ Lp(M,R).
For every s ∈ Lp(M,R), we define the map Φcs : N c → Lp(M,R) by Φcs(f) := Φc(f, s).
6.2.3 Lemma. Let n ∈ N≥2, let (M, g) be a compact Riemannian n-manifold, let V be a q-plane distribution
on M , let H denote the g-orthogonal distribution of V , let p ∈ R with p > n, let c ∈ R>0. Then
Φc : N c × Lp(M,R)→ Lp(M,R) is continuous. Φcs : N c → Lp(M,R) is (Fre´chet) differentiable for every
s ∈ Lp(M,R), and its derivative DfΦcs : H2,p0 (M,R)→ Lp(M,R) in the point f ∈ N c is given by
(DfΦ
c
s)(v) = 2∆g(v) + 2an,q(f)〈df, dv〉g + a′n,q(f) |df |2g v + 2bn,q(f)〈df, dv〉g,V + b′n,q(f) |df |2g,V v
+
2(1 + f2)
f2
〈divVg , dv〉g,H −
4
f3
〈divVg , df〉g,H v + 2(1 + f2)〈divHg , dv〉g,V + 4f〈divHg , df〉g,V v
+
(1 + f2)(f2 − 3)
2f4
|TwistH |2g v −
(1 + f2)(1 + 5f2)
2
|TwistV |2g v +
(1 + f2)(3f2 − 1)
f2
ξg,V v
− 1− f
2
f2
scalg v − fµ(1 + f2)ν µ+ (µ+ 2ν)f
2
f(1 + f2)
sv .
The map N c × Lp(M,R)→ Lin(H2,p0 (M,R), Lp(M,R)) given by (f, s) 7→ DfΦcs is continuous.
Proof. Note that for every distribution U onM , the map ψ : H2,p(M,R)→ Lp(M,R) given by u 7→ |du|2g,U
is differentiable, and that its derivative is given by (Duψ)(v) = 2〈du, dv〉g,U ; this follows immediately from
the existence of a constant c0 ∈ R>0 with ‖.‖C0 ≤ c0 ‖.‖H1,p (cf. B.2.3):∥∥∥|d(u + v)|2g,U − |du|2g,U − 2〈du, dv〉g,U∥∥∥
Lp
=
∥∥∥|dv|2g,U∥∥∥
Lp
≤ volume(M)1/p
∥∥∥|dv|g,U∥∥∥2
C0
≤ c20 volume(M)1/p
∥∥∥|dv|g,U∥∥∥2
H1,p
≤ c20 volume(M)1/p ‖v‖2H2,p .
In particular, the map ψ is continuous. Now the fact that every kth-order linear differential operator
C∞(M,R) → C∞(M,R) induces a continuous linear map Hk,p(M,R) → Lp(M,R), together with the
continuity statements from B.2.6 and B.2.8, implies that Φc is continuous.
Since a continuous linear map is in each point its own derivative and the product rule B.2.7 and the “chain
rule” B.2.9 hold, we see that Φcs is differentiable at each f ∈ N c, and we see (after computing a few
derivatives of functions R>0 → R) that DfΦcs is given by the claimed formula.
By Lemma B.2.10 and Lemma B.2.11, this formula implies that the map (f, s) 7→ DfΦcs is continuous.
For the following proposition, note that if the boundary of M is nonempty, then the domain N c of Φc
contains precisely one constant function, namely c.
6.2.4 Proposition. Let n ∈ N≥2, let (M, g) be a compact Riemannian n-manifold, let V be a q-plane
distribution on M , let H denote the g-orthogonal distribution of V , let p ∈ R with p > n.
If V is everywhere twisted, then there is a number c+ ∈ R>0 such that for every constant c ≥ c+, the
function S(c) ∈ C∞(M,R) is everywhere negative and the linear map DcΦcS(c) : H2,p0 (M,R)→ Lp(M,R) is
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bijective.
If H is everywhere twisted, then there is a number c− ∈ R>0 such that for every constant c with 0 < c ≤ c−,
the function S(c) ∈ C∞(M,R) is everywhere positive and the linear map DcΦcS(c) : H2,p0 (M,R)→ Lp(M,R)
is bijective.
Proof. For any constant c > 0, the zeroth-order coefficient of the linear differential operator DcΦ
c
S(c) is
(DcΦ
c
S(c))(1)
=
(1 + c2)(c2 − 3)
2c4
|TwistH |2g −
(1 + c2)(1 + 5c2)
2
|TwistV |2g +
(1 + c2)(3c2 − 1)
c2
ξg,V − 1− c
2
c2
scalg
− cµ(1 + c2)ν µ+ (µ+ 2ν)c
2
c(1 + c2)
S(c)
=
(1 + c2)(c2 − 3)
2c4
|TwistH |2g −
(1 + c2)(1 + 5c2)
2
|TwistV |2g +
(1 + c2)(3c2 − 1)
c2
ξg,V − 1− c
2
c2
scalg
− µ+ (µ+ 2ν)c
2
c(1 + c2)
(
(1 + c2)2
2c3
|TwistH |2g −
c(1 + c2)2
2
|TwistV |2g +
(1 + c2)2
c
ξg,V +
1 + c2
c
scalg
)
=
1 + c2
2c4
(
c2 − 3− µ− (µ+ 2ν)c2
)
|TwistH |2g −
1 + c2
2
(
1 + 5c2 − µ− (µ+ 2ν)c2
)
|TwistV |2g
+
1 + c2
c2
(
3c2 − 1− µ− (µ+ 2ν)c2
)
ξg,V +
1
c2
(
− 1 + c2 − µ− (µ+ 2ν)c2
)
scalg ;
cf. 6.2.1 and 6.2.3. Note that 0 ≤ ν < 1 and −1 ≤ µ ≤ 2nn−1 − 1 = 1 + 2n−1 ≤ 3; hence −3 − µ < 0 and
−5 + µ+ 2ν < 0.
Assume that V is everywhere twisted. SinceM is compact, there is then an ε ∈ R>0 such that |TwistV |2g ≥ ε,
and there is a C ∈ R>0 such that each of the functions |TwistH |2g, |ξg,V |, |scalg| is≤ C. Since −5+µ+2ν 6= 0,
the absolute value of the coefficient of |TwistV |2g in the expression above increases like c4 as c tends to ∞,
whereas the absolute values of the coefficients of the other three functions increase at most like c2 as c→∞.
Thus −5 + µ+ 2ν < 0 implies that there is a constant c˜+ > 0 such that (DcΦcS(c))(1) < 0 for all c ≥ c˜+.
A very similar argument (look at the formula in 6.2.1) shows that there is a constant c+ > 0 such that
S(c) is everywhere negative for all c ≥ c+. We define c+ to be max{c˜+, c+}. For every c ≥ c+, the function
S(c) is everywhere negative; moreover, since the zeroth-order coefficient of the positively elliptic operator
DcΦ
c
S(c) : H
2,p
0 (M,R)→ Lp(M,R) is everywhere negative, DcΦcS(c) is in fact bijective; cf. Theorem B.2.13.
This completes the proof in the case when V is everywhere twisted.
Now assume thatH is everywhere twisted. SinceM is compact, there is an ε ∈ R>0 such that |TwistH |2g ≥ ε,
and there is a C ∈ R>0 such that each of the functions |TwistV |2g, |ξg,V |, |scalg| is ≤ C. Since −3− µ 6= 0,
the absolute value of the coefficient of |TwistH |2g in the formula for (DcΦcS(c))(1) increases like c−4 as c
tends to 0, whereas the absolute values of the coefficients of the other three functions increase at most like
c−2 as c→ 0. Thus −3− µ < 0 implies that there is a constant c− > 0 such that (DcΦcS(c))(1) < 0 for all
c with 0 < c ≤ c−.
Again a similar argument involving the formula in 6.2.1 shows that there is a constant c− > 0 such that
S(c) is everywhere positive for all c with 0 < c ≤ c−. We define c− := min{c˜−, c−} > 0 and get the desired
statement mutatis mutandis as before.
6.2.2 The main theorems
Taking into account what we have already obtained via the sub- and supersolution method, it is now easy
to prove the following theorems.
6.2.5 Theorem (metrics of index 1 or 2 in dimension ≥ 5, somewhere positive s). Let n ≥ 5, let
M be a compact connected n-manifold, let q ∈ {1, 2}, and let s ∈ C∞(M,R) be somewhere positive. Then
every connected component of Metrq(M) contains a metric with scalar curvature s.
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Proof. If s is everywhere positive, then the statement of the theorem follows from 6.1.10. So we assume
that s is somewhere positive and somewhere 0. Let C be a connected component of Metrq(M). By
Theorem 5.3.2, some distribution H in the connected component SDC(C ) of Distrn−q(M) is everywhere
twisted (because 3 ≤ n−q ≤ n−1). We choose any Riemannian metric g onM and denote the g-orthogonal
distribution of H by V .
With respect to these data V,H, g, we consider the maps S : C∞(M,R>0) → C∞(M,R) from Definition
6.2.1 and Φc : N c × Lp(M,R) → Lp(M,R) from Definition 6.2.2. By Proposition 6.2.4, there exists a
number c− ∈ R>0 such that for every constant c with 0 < c ≤ c−, the function S(c) ∈ C∞(M,R)
is everywhere positive and the linear map DcΦ
c
S(c) : H
2,p
0 (M,R) → Lp(M,R) is bijective. We choose a
constant c with 0 < c ≤ c−. By Lemma 6.2.3, Φcs˜ is differentiable for every s˜ ∈ Lp(M,R), and the map Φc
and the map (f, s˜) 7→ DfΦcs˜ are continuous.
Note that Φc(c, S(c)) = 0 by the definitions of S and Φc. Hence the implicit function theorem B.2.14 tells
us that there exist an open neighbourhood U ⊆ Lp(M,R) of S(c) and a continuous function U : U → N c
such that U(S(c)) = c and Φc(U(s˜), s˜) = 0 for all s˜ ∈ U .
Since our function s ∈ C∞(M,R) is somewhere positive and somewhere 0, and since the function S(c) ∈
C∞(M,R) is everywhere positive, there is a constant r > 0 such that inf(rs) ≤ S(c) ≤ sup(rs). The
Kazdan/Warner approximation theorem D.2.1 implies that there exists a diffeomorphism ϕ ∈ Diff0(M)
such that rs ◦ ϕ ∈ U . Thus there is a solution f ∈ H2,p(M,R>0) of the elliptic equation Φcrs◦ϕ(f) = 0.
This equation has smooth coefficients, so f is actually smooth, by elliptic regularity (cf. B.2.16).
In other words, f ∈ C∞(M,R>0) solves the equation Υg,V,rs◦ϕ(f) = 0. Hence Theorem 4.2.2 yields
a pseudo-Riemannian metric h on M with scalar curvature rs ◦ ϕ which makes V timelike and is thus
contained in C . Since ϕ ∈ Diff0(M), the metric (ϕ−1)∗(rh) lies in the same connected component of
Metrq(M) as h. It has scalar curvature s.
6.2.6 Theorem (Lorentzian metrics in dimension 4, somewhere positive s). Let M be a compact
connected orientable 4-manifold which either has nonempty boundary, or is closed with σM 6≡ 2 mod 4.
Let s ∈ C∞(M,R) be somewhere positive. Then every connected component of Metr1(M) which consists of
time-orientable metrics contains a metric with scalar curvature s.
Proof. The proof is the same as that of Theorem 6.2.5, except that we apply Theorem 5.3.3 instead of
5.3.2 in order to get an everywhere twisted H , and that we invoke 6.1.11 instead of 6.1.10 for everywhere
positive s.
6.2.7 Theorem (Lorentzian metrics in dimension 3, somewhere positive s). Let M be a compact
connected orientable 3-manifold, let s ∈ C∞(M,R) be somewhere positive. Then every connected component
of Metr1(M) contains a metric with scalar curvature s.
Proof. The proof is the same as that of Theorem 6.2.5, except that we apply Theorem A.4.3 instead of
5.3.2 in order to get an everywhere twisted H , and that we invoke 6.1.12 instead of 6.1.10 for everywhere
positive s.
6.2.8 Theorem (metrics of index 2 in dimension 4, somewhere positive s). Let M be a com-
pact connected 4-manifold, let s ∈ C∞(M,R) be somewhere positive, let C be a connected component
of Metr2(M) consisting of space-orientable metrics, such that the elements of TDC(C ) admit a nowhere
vanishing section. Then C contains a metric with scalar curvature s.
Proof. The proof is the same as that of Theorem 6.2.5, except that we apply Theorem 5.3.4 instead of
5.3.2 in order to find an everywhere twisted H inside C , and that we invoke 6.1.13 instead of 6.1.10 for
everywhere positive s.
6.2.3 Product manifolds
Until now, all our solutions of the prescribed scalar curvature problem have been constructed via every-
where twisted distributions. But what about, say, the diffeotopy class problem mentioned in the intro-
duction chapter? If we start with integrable distributions V and H , can we find solutions which, for some
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diffeomorphism ϕ ∈ Diff0(M), make ϕ∗V timelike and ϕ∗H spacelike? Such solutions would admit timelike
and spacelike foliations. For none of our solutions so far is it clear whether it admits both a timelike and
a spacelike foliation.
Second, one might have got the misleading impression that positive functions are easier to realise as
Lorentzian scalar curvatures than negative functions. But the real picture should be a bit different: In
the Lorentzian problem, positive functions are easier to realise as scalar curvatures than negative functions
as long as we restrict ourselves to choosing the background distributions in a clever way. But negative
functions should be easier to realise when we restrict ourselves to choosing the background metric nicely
(while the background distributions might be integrable).
We will now investigate these issues in the simplest example, namely on a product manifold M = B ×N .
Our background distributions in the proof of the following theorem will be the first-factor and second-factor
distributions on B × N . The proof employs the Kazdan/Warner method but is different than our proofs
above: It arranges the invertibility of the relevant operator not by adjusting the sign of the zeroth-order
coefficient but by a perturbation argument like in the Kazdan/Warner article [52]. However, our perturba-
tion argument is comparatively trivial: it just uses the fact that the spectrum of the Laplacian is discrete.
For simplicity, we assume (here without essential loss of generality) that B and M have no boundary. Note
that the following theorem shows in particular that in the Lorentzian case q = 1 on product manifolds of
dimension ≥ 4, every somewhere negative function is a scalar curvature.
6.2.9 Theorem. Let q,m ∈ N≥1, let B be a closed connected q-manifold, let N be a closed connected
m-manifold, let M be the product manifold B × N . Let V,H denote the first-factor resp. second-factor
distribution on M , and let s ∈ C∞(M,R) be a somewhere negative function. If m ≥ 3, or if m = 2 and
χ(N) < 0, or if q = m = 2 and χ(B) > 0, or if q ≥ 3 and B admits a Riemannian metric with positive
scalar curvature, then there exists a pseudo-Riemannian metric h of index q on M with scalar curvature s,
and there exists a diffeomorphism ϕ ∈ Diff0(M) such that ϕ∗(V ) is h-timelike and ϕ∗(H) is h-spacelike.
Proof. If m ≥ 3, or if m = 2 and χ(N) < 0, or if q = m = 2 and χ(B) > 0, or if q ≥ 3 and B admits a
Riemannian metric with positive scalar curvature, then there exist Riemannian metrics gB on B and gN on
N with constant scalar curvatures kB resp. kN such that kN < 0 or kB > 0; this follows from the results on
the Riemannian prescribed scalar curvature problem (cf. Appendix D.1). In the case q > 1, we can arrange
in addition that kB 6= 0.
We consider the product metric g := gB ⊕ gN on M ; it makes V and H orthogonal. Let n := q + m.
In this situation, the functions 〈divVg , df〉g,H , 〈divHg , df〉g,V , |TwistV |2g, |TwistH |2g vanish for every function
f ∈ C∞(M,R), and we have scalg = kB + kN and ξg,V = −kB.
Let us prove this: TwistV and TwistH vanish because V and H are integrable, and the scalar curvature of
a product metric is the sum of the scalar curvatures of the factors. Concerning the functions 〈divVg , df〉g,H ,
〈divHg , df〉g,V , ξg,V , consider the formulae 2.2.5, 2.2.18, 2.2.29, 2.2.31. For each (x, y) ∈ B×N , we can choose
a gB-ON frame on a neighbourhood of x and a gN -ON frame on a neighbourhood of y in N . Clearly these
two frames together define a V -adapted g-ON frame (e1, . . . , en) on a neighbourhood of (x, y) in M with
the property that the corresponding ON Christoffel symbols Γkij vanish except when i, j, k : V or i, j, k : H .
(Just observe that [ei, ej ] = 0 if i : V and j : H , and that g([ei, ej ], ek) = 0 if i, j : V and k : H ; analogously
with the roles of V and H reversed. Thus g([ei, ej], ek) = 0 except when i, j, k : V or i, j, k : H .) Hence
we infer 0 = σg,V = τg,V = σg,H = τg,H = |divVg |2g,H = |divHg |2g,V = 〈divVg , df〉g,H = 〈divHg , df〉g,V = qualVg
from the cited formulae. This shows also ξg,V = − scalV,Vg = −scalfolg,V = −kB (cf. 2.3.10), so our claim
above was true.
Now we consider the map S : C∞(M,R>0) → C∞(M,R) from 6.2.1. For a constant function c > 0, we
have
S(c) = ρ(c)
(
− (1 + c2)kB + (kB + kN )
)
= ρ(c)
(
− c2kB + kN
)
,
where ρ : R>0 → R>0 is a positive-valued function. Since kB > 0 or kN < 0, there exists a nonempty open
interval I ⊆ R>0 such that S(c) < 0 for all c ∈ I.
For some p > n, consider the operator Φ: H2,p(M,R>0)→ Lp(M,R) from Definition 6.2.2 (we omit the c
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in the notation Φc because our manifold M is closed, so N c = H2,p(M,R>0) and thus Φc does not depend
on c). For a constant function c > 0, the derivative of ΦS(c) in the point c is given by (cf. 6.2.3):
(DcΦS(c))(v) = 2∆g(v) −
(1 + c2)(3c2 − 1)
c2
kBv − 1− c
2
c2
(kB + kN )v
− µ+ (µ+ 2ν)c
2
c(1 + c2)
(
− (1 + c
2)2
c
kB +
1 + c2
c
(kB + kN )
)
v
= 2∆g(v) + λ(c)v ,
where
λ(c) = − (1 + c
2)(3c2 − 1)
c2
kB − 1− c
2
c2
(kB + kN )− µ+ (µ+ 2ν)c
2
c2
(
− (1 + c2)kB + kB + kN
)
.
We claim that the function λ : R>0 → R is not constant on the interval I. If q = 1, then kB = 0 and thus
λ(c) = (−1+c2−µ−(µ+2ν)c2)kN/c2; thus λ is not constant on I because kN 6= 0 and 1+µ = 2q/(n−1) 6= 0.
If q > 1, then the leading term of the polynomial c2λ(c) is (−3 + µ+ 2ν)kBc4 since we chose kB 6= 0 and
have −3 + µ+ 2ν = −2(n− q)/(n− 1) 6= 0; so again λ is not constant on I.
Since the spectrum of the elliptic operator 2∆g is discrete, we can find a constant c ∈ I such that DcΦS(c) =
2∆g +λ(c) : H
2,p(M,R) → Lp(M,R) is invertible (cf. [93], §13.7). Hence the implicit function theorem
B.2.14 gives us a neighbourhood U of S(c) ∈ Lp(M,R) and a function U : U → H2,p(M,R>0) such that
Φ(U(s˜), s˜) = 0 for all s ∈ U .
Since S(c) < 0 and our prescribed function s ∈ C∞(M,R) is somewhere negative, there is an r ∈ R>0 with
inf(rs) ≤ S(c) ≤ sup(rs). The Kazdan/Warner approximation theorem D.2.1 tells us that there exists a
diffeomorphism ϕ ∈ Diff0(M) such that rs◦ϕ ∈ U . The function f := U(rs◦ϕ) ∈ H2,p(M,R>0) solves the
elliptic equation Φrs◦ϕ(f) = 0 and is thus smooth by elliptic regularity. Since Υg,V,rs◦ϕ(f) = 0, we infer
from Theorem 4.2.2 that there is a pseudo-Riemannian metric h˜ of index q on M with scalar curvature
rs ◦ ϕ, such that V is h˜-timelike and H is h˜-spacelike.
The metric h := (ϕ−1)∗(rh˜) has scalar curvature s; the distribution (ϕ−1)∗(V ) is h-timelike, and (ϕ−1)∗(H)
is h-spacelike.
6.3 The esc Conjecture
Recall the esc Conjecture 1.3.15 from the introduction chapter:
6.3.1 The esc Conjecture. Let M be a compact manifold of dimension ≥ 4, and let s ∈ C∞(M,R).
Then every connected component of the space of Lorentzian metrics on M contains a metric with scalar
curvature s.
The aim of this section is to give a very brief and rough outline of how one might try to prove this conjecture.
We start with another conjecture:
6.3.2 Conjecture. Let n ≥ 4, let M be an n-manifold, let H be an integrable (n − 1)-plane distribution
on M . Then there is a Riemannian metric g on M such that the function χg,⊥H is everywhere negative.
This conjecture implies the esc Conjecture in dimension n ≥ 5, and in many cases also in dimension 4. We
will first sketch why this is so; then we will discuss a possible strategy to prove 6.3.2.
In the Lorentzian case of the prescribed scalar curvature problem, we have to solve the elliptic equation
(cf. 4.2.4)
0 = 2∆g(f)− 4f
4 + α(n)
f3(1 + f2)
|df |2g +
α(n)
f3
|df |2g,V +
2(1 + f2)
f2
〈divVg , df〉g,H + 2(1 + f2)〈divHg , df〉g,V
+
(1 + f2)2
2f3
|TwistH |2g +
(1 + f2)2
f
ξg,V +
1 + f2
f
scalg −f
(1 + f2
f2
)α(n)
s .
(6.1)
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We try to do this via the sub- and supersolution method, again with constant sub- and supersolutions. The
main problem is to find a supersolution, in particular when s is everywhere negative.
First we invoke a strong theorem due to W. Thurston (cf. [96]) which says that each homotopy class of
(n − 1)-plane distributions on an n-manifold M contains an integrable distribution. So we choose H to
be integrable. In this way, we get rid of the term (1+f
2)2
2f3 |TwistH |2g which has the wrong sign as far as
existence of supersolutions of (6.1) is concerned.
If f is constant, then the right hand side of (6.1) is now
(1 + f2)2
f
ξg,V +
1 + f2
f
scalg −f
(1 + f2
f2
)n−2
n−1
s =
1 + f2
f
(
(1 + f2)ξg,V + scalg −f 2n−1 (1 + f2)− 1n−1 s
)
.
If we choose the constant f > 0 very small, then the coefficient of s is nearly zero, so we get rid of the
problems with the possibly wrong sign of s. (At first sight, it might not look like a good idea to choose a
very small supersolution, because we also need an even smaller subsolution. We will see in a moment that
the idea is not so bad after all.)
Note that χg,V = scalg +ξg,V . If Conjecture 6.3.2 is true, then we find, for a suitable metric g, a constant
supersolution f+ of our equation (in the strict sense that Υg,⊥gH,s(f+) < 0). Now we need a subsolution.
Observe that the right hand side of (6.1) is, for fixed f, g, s, a function of the distribution H (if V is
defined to be ⊥gH), and that this function Distrn−1(M) → C∞(M,R) is continuous with respect to the
C2-topology on Distrn−1(M) and the C
0-topology on C∞(M,R). (One has to verify that all the involved
functions depend only on the 2-jet of H ∈ C∞(M←Gn−1(TM)). This can be checked in a similar way as
we verified in Chapter 5 that TwistH depends only on the 1-jet of H . The continuity of the RHS of (6.1)
is then obvious.)
Thus there is a C2-neighbourhood U ∈ Distrn−1(M) of our given integrable distribution H such that, for
all H ′ ∈ U , the function f+ is a supersolution of the elliptic equation Υg,⊥gH′,s(f) = 0.
By the C∞-approximation results of Section 5.4, U contains an everywhere twisted distribution H0 if n ≥ 5
and in many cases also if n = 4. The function f+ is a supersolution of Υg,⊥gH0,s(f) = 0. By Lemma 6.1.2,
every sufficiently small (and this means really small in our case here because we have already quite a small
supersolution) constant is a subsolution.
Hence we have a supersolution and a smaller subsolution. The sub- and supersolution method proves that
there is a solution, so we have found a Lorentzian metric with scalar curvature s in the given connected
component of Metr1(M).
This shows how Conjecture 6.3.2 implies the esc Conjecture in dimensions ≥ 5 and in many cases also
in dimension 4. (We will not discuss the remaining four-dimensional cases here. But note that in the
orientable time-orientable case, Theorem 5.4.13 reduces the problem in such a way that it can be handled
inside one manifold chart.)
Let me conclude with a few vague ideas of how to prove Conjecture 6.3.2. Using 2.2.35, 2.3.10, and the
integrability of H , we can write the function χg,V as follows:
χg,V = scalg +ξg,V
= scalH,Hg −2 qualVg −2 qualHg +ξg,V
= scalfolg,H − |divHg |2g,V + σg,H − 2∂V divg(V )− 2σg,V + 2divg(∇V V ) + 2σg,V − 2τg,H
+ 2∂V divg(V ) + divg(V )
2 +
σg,H + τg,H
2
= scalfolg,H + 2divg(∇V V ) .
The problem with χg,V curvature is, as we have seen in Section 3.7, that it behaves under stretching along
V and under stretching along H in a way which makes it impossible to construct metrics with negative
χg,V by a simple scaling argument.
The idea why Conjecture 6.3.2 should be true (in contrast to the analogous statement for positive χg,V , to
which we can easily construct counterexamples) is of course the philosophy that negative curvature is easy
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to produce. For instance, the (1-parametric, relative) h-principle techniques that J. Lohkamp developed
for Riemannian metrics with negative scalar or Ricci curvature (cf. [65]) can be used to prove the following
statement:
For every manifold of dimension n ≥ 4 and every integrable (n−1)-plane distribution H on M , there exists
a Riemannian metric g on M such that scalfolg,H is everywhere negative.
On the other hand, the term 2 divg(∇V V ) has no preferred sign. For instance, its mean value on a closed
manifold is zero (like every mean value of the divergence of a vector field).
In spite of this, it seems that Lohkamp’s results cannot be applied directly to produce a metric with χg,V <
0: the two terms scalfolg,H and 2 divg(∇V V ) are just not independent enough (although scalfolg,H depends only
on the metric along the leaves of the foliation while 2 divg(∇V V ) depends also on the transverse part).
Part of the problem is that there are no C1-dense h-principles for the negative scalar curvature relation,
only C0-dense ones.
I think that for a proof of Conjecture 6.3.2, one has to start from scratch and prove flexibility results for
a certain second-order partial differential relation on the leaves of the foliation2; these results would be
analogous to (but not directly deducible from) Lohkamp’s flexibility results for negative scalar and Ricci
curvature. So probably no easy proof is available.
Of course, there might still be a totally different way to prove the esc Conjecture, e.g. by doing more
analysis to obtain better solvability criteria for the elliptic equation. But even then, a proof of Conjecture
6.3.2 would yield additional insight into the geometry of the problem.
2I am not going to write down the relation here since we will not discuss it anyway. It is a partial differential relation for a
pair (g, a) where g is a Riemannian metric on the leaves and a is a real-valued function on the leaves. The relation depends on
a given closed 1-form α on the leaves, and this 1-form is determined by the choice of a line bundle transverse to the foliation
and the choice of a Riemannian metric on this line bundle. In a sufficiently general situation, there will be no particularly
clever choice of these background data; so one must prove a certain 1-parametric relative h-principle for the relation, without
having knowledge about α. This is essentially a local problem: one may assume that g and a live on (some relatively compact
open subset of) Rn−1.
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The two-dimensional Lorentzian case
The aim of the present chapter is to prove the theorems 1.3.13 and 1.3.14, which solve the plain problem for
Lorentzian surfaces. The main idea is that our elliptic equation from Theorem 4.2.2 becomes considerably
simpler when we choose the background data V and g in such a way that the distribution V is parallel
with respect to the Riemannian metric g. Such a choice is possible on every compact 2-manifold which
admits a Lorentzian metric — but not inside each homotopy class of line distributions, so we cannot solve
the homotopy class problem in this way.
On manifolds with nonempty boundary, we solve the resulting simple equation by a variational technique.
On closed manifolds (i.e. on the torus and the Klein bottle), we use again the Kazdan/Warner method.
7.1 Simplification of the problem
7.1.1 Removing the |df |2g term
For Lorentzian metrics on surfaces, we can write our elliptic equation so that no squares of first derivatives
appear. This is a particular feature of the 2-dimensional case: By a suitable substitution f = F ◦ u (where
I ⊆ R is an open interval, F ∈ C∞(I,R>0) and u ∈ C∞(M, I)), we can always get rid of the |df |2g term in
the definition 4.2.1 of the operator Υg,V,s; but if 1 ≤ q ≤ n− 1, then the |df |2g,V term vanishes if and only
if n = 2 (because its coefficient bn,q(f) vanishes if and only if q = 1 and n− 1 = q).
7.1.1 Proposition. Let (M, g) be a 2-dimensional Riemannian manifold, let V be a line distribution on
M , let s ∈ C∞(M,R), and let H denote the g-orthogonal distribution of V . If the elliptic PDE
0 = 2∆g(w) +
2
sin(w)2
〈divVg , dw〉g,H +
2
cos(w)2
〈divHg , dw〉g,V +
1
sin(w) cos(w)
ξg,V +
cos(w)
sin(w)
scalg
− sin(w) cos(w)s
(7.1)
has a solution w ∈ C∞(M, (0, π2 )), then there is a Lorentzian metric h on M with scalar curvature s, such
that V is timelike with respect to h, and H is h-orthogonal to V .
Proof. Since the twistedness of a line distribution vanishes, our usual elliptic equation from Theorem
4.2.2 (cf. also 4.2.4) has in the 2-dimensional case the form
0 = 2∆g(f)− 4f
1 + f2
|df |2g +
2(1 + f2)
f2
〈divVg , df〉g,H + 2(1 + f2)〈divHg , df〉g,V
+
(1 + f2)2
f
ξg,V +
1 + f2
f
scalg −fs .
If this equation has a solution f ∈ C∞(M,R>0), then there is a Lorentzian metric on M with scalar
curvature s which makes V timelike and H orthogonal to V .
Now we assume that (7.1) has a solution w ∈ C∞(M, (0, π2 )) and consider the function f := tan(w) ∈
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C∞(M,R>0). Since tan
′(w) = 1cos(w)2 = 1 + tan(w)
2 and tan′′(w) = 2 sin(w)cos(w)3 , we obtain from (7.1) (after
multiplication by 1cos(w)2 ):
0 =
2
cos(w)2
∆g(w) +
4 sin(w)
cos(w)3
|dw|2g −
4 sin(w)
cos(w)3
|dw|2g +
2
sin(w)2 cos(w)2
〈divVg , dw〉g,H
+
2
cos(w)4
〈divHg , dw〉g,V +
1
sin(w) cos(w)3
ξg,V +
1
sin(w) cos(w)
scalg − sin(w)
cos(w)
s
= 2∆g(tan(w)) − 4 tan(w)
(1 + tan(w)2) cos(w)4
|dw|2g +
2(1 + tan(w)2)
tan(w)2 cos(w)2
〈divVg , dw〉g,H
+
2(1 + tan(w)2)
cos(w)2
〈divHg , dw〉g,V +
(1 + tan(w)2)2
tan(w)
ξg,V +
1 + tan(w)2
tan(w)
scalg − tan(w)s
= 2∆g(f)− 4f
1 + f2
|df |2g +
2(1 + f2)
f2
〈divVg , df〉g,H + 2(1 + f2)〈divHg , df〉g,V
+
(1 + f2)2
f
ξg,V +
1 + f2
f
scalg −fs .
This implies the statement of the proposition.
7.1.2 Remark. The ξg,V and scalg terms from Equation (7.1) can be written in a more symmetric form
(cf. Definition 2.2.33):
1
sin(w) cos(w)
ξg,V +
cos(w)
sin(w)
scalg =
2 sin(w)
cos(w)
(
∂V divg(V )+divg(V )
2
)
− 2 cos(w)
sin(w)
(
∂H divg(H)+divg(H)
2
)
.
Proof. Since V and H are line distributions, the formulae 2.2.35 imply 12 (σg,H + τg,H) = σg,H =
〈divHg , divHg 〉g,V = divg(V )2 and thus
ξg,V = 2∂V divg(V ) + 2 divg(V )
2 ,
scalg = −2(qualVg +qualHg ) = −2
(
∂V divg(V ) + divg(H)
2 + ∂H divg(H) + divg(V )
2
)
.
Taking 1sin(w) cos(w) − cos(w)sin(w) = 1−cos(w)
2
sin(w) cos(w) =
sin(w)
cos(w) into account, we get the claimed equation.
The main advantage of writing our elliptic equation in the form of Proposition 7.1.1 is that in this way, it
has variational form if the line distribution V is g-parallel.
7.1.2 Parallel line distributions
Recall that a vector field X on a semi-Riemannian manifold (M, g) is called parallel if and only if ∇X = 0,
where ∇ : C∞(M←TM) → C∞(M←T ∗M ⊗ TM) denotes the Levi-Civita connection with respect to g.
A line distribution V on (M, g) is called parallel if and only if for every x ∈ M , there exist an open
neighbourhood U of x and a parallel vector field X ∈ C∞(U←V ) such that V |U = RX (i.e., the restriction
of V to U is pointwise the span of X).
Moreover, recall the following basic facts:
7.1.3 Facts. Every parallel vector field on a Riemannian manifold has constant length. A constant-length
section in a parallel line distribution is parallel. A Riemannian manifold admits a nowhere vanishing parallel
vector field if and only if it admits an orientable parallel line distribution. The orthogonal distribution of
any parallel line distribution on a Riemannian 2-manifold is parallel. If a Riemannian 2-manifold admits a
parallel line distribution, then it is flat.
Proof. Every parallel vector field X on a Riemannian manifold (M, g) has constant length because
∂vg(X,X) = 2g(X,∇vX) = 0 for all v ∈ TM . A constant-length section in a parallel line distribu-
tion is thus locally a constant multiple of a parallel vector field, hence parallel. If a Riemannian manifold
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admits a nowhere vanishing parallel vector field X then it admits an orientable parallel line distribution,
namely the span of X . Conversely, if a Riemannian manifold admits an orientable parallel line distribution
V , then it admits a nowhere vanishing parallel vector field, for instance any unit-length section in V .
Let V be a parallel line distribution on a Riemannian 2-manifold, and let H be the g-orthogonal distribu-
tion of V . There exist local unit-length sections e0, e1 in V resp. H . Being locally a constant multiple of a
parallel vector field, e0 is parallel. By the usual ON frame rules from Chapter 2, we have g(∇e1e1, e1) = 0
and g(∇e1e1, e0) = −g(∇e1e0, e1) = 0, hence ∇e1e1 = 0. Moreover, g(∇e0e1, e0) = −g(∇e0e0, e1) = 0
and g(∇e0e1, e1) = 0, hence ∇e0e1 = 0. Thus ∇e1 = 0, i.e., e1 is parallel. Since this holds for all local
unit-length sections e1 in H , the line distribution H is parallel.
If a Riemannian 2-manifold admits a parallel line distribution, then it thus admits local ON frames con-
sisting of parallel vector fields. This implies that the manifold is flat.
7.1.4 Examples. The euclidean metric on R2 induces a flat Riemannian metric on the 2-torus T 2 = R2/Z2.
Analogously, it induces a flat Riemannian metric on the Klein bottle K = R2/Γ; cf. Example C.7.1. (In
fact, there is a double cover map T 2 → K which is a local isometry with respect to these metrics; but that’s
not important for us.)
With respect to these metrics, T 2 and K admit canonical nonvanishing parallel vector fields XT and XK,
respectively: both are induced by the unit vector field e1 on R
2 (where (e1, e2) is the standard basis of R
2).
The orientable line distribution H in Example C.7.1 is spanned by XK.
7.1.5 Proposition. If M is a compact connected n-manifold with nonempty boundary, then M admits
a Riemannian metric with a nonvanishing parallel vector field. If M is a nonempty connected closed 2-
manifold, then the following statements are equivalent:
(i) M admits a Lorentzian metric.
(ii) M admits a Riemannian metric with a parallel line distribution.
(iii) M admits a Riemannian metric with a nonvanishing parallel vector field.
(iv) M is diffeomorphic to either the 2-torus T 2 or the Klein bottle K.
Proof. By a theorem of P. Percell (cf. [78]), every compact connected n-manifold with nonempty boundary
admits a Riemannian metric with a nonvanishing parallel vector field. Now let M be a nonempty closed
2-manifold.
The diffeomorphy classification of nonempty connected closed 2-manifolds tells us that there are exactly
two diffeomorphism types of such manifolds with vanishing Euler characteristic, namely T 2 and K; cf.
e.g. [42], Theorem 9.3.11. By Proposition 5.37 in [75], a nonempty connected closed manifold admits a
Lorentzian metric if and only if1 it admits a line distribution if and only if its Euler characteristic is zero.
Thus (ii) =⇒ (iv)⇐⇒ (i).
The implication (iii) =⇒ (ii) is trivial and has already been mentioned. In 7.1.4, we have seen that T 2 and
K admit Riemannian metrics with parallel vector fields. Hence (iv) =⇒ (iii), so the proof is complete.
7.1.6 Remark. If a 2-manifold M admits a Riemannian metric with a parallel line distribution, then in
general not every homotopy class of line distributions onM will contain a line distribution which is parallel
with respect to some Riemannian metric on M . Consider the case M = T 2, for instance: Example C.7.3
shows that there is a canonical bijection between Z×Z and the set of homotopy classes of line distributions
on T 2. But only the homotopy class corresponding to (0, 0) ∈ Z2 contains a distribution which is parallel
with respect to some Riemannian metric on T 2.
Namely, assume that the line distribution V on T 2 is parallel with respect to g. Via the projection
pr: R2 → R2/Z2 = T 2, we pull back V and g to R2. Since the pullback metric g˜ on R2 is complete and
flat, it is affinely isometric to the euclidean metric; cf. [103], Corollary 1.9.6. The pullback distribution
V˜ is g˜-parallel. Thus there exists an affine isomorphism A : R2 → R2 such that V˜ = A∗(V˜0,0); here V˜0,0
denotes the (euclidean-flat) first-factor distribution on R × R, i.e. the pr-pullback of the distribution V0,0
1For this equivalence, cf. also Proposition C.1.3 and Theorem C.1.4.
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from Example C.7.3.
We may assume that A is contained in the identity component of the group of affine automorphisms of R2,
since otherwise we compose it with a reflection along some axis which is parallel to V˜0,0. Now any path
from A to the identity defines a path from V˜ to V˜0,0 in the space of line distributions on R
2. Since each
distribution on the path projects down to a line distribution on T 2, we get a path from V to V0,0 in the
space of line distributions on T 2. Hence V is contained in the homotopy class corresponding to (0, 0).
7.1.7 Proposition. Let (M, g) be a Riemannian 2-manifold, let V be a parallel line distribution on (M, g),
and let s ∈ C∞(M,R). If the elliptic equation
0 = ∆g(u)− s
2
sin(u) (7.2)
has a solution u ∈ C∞(M, (0, π)), then M admits a Lorentzian metric with scalar curvature s which makes
V timelike.
Proof. Let (e0, e1) be any V -adapted local g-orthonormal frame, where without loss of generality e0 is a
local section in V . By 7.1.3, e0 and e1 are parallel, so all ON Christoffel symbols with respect to the frame
(e0, e1) vanish. In particular (cf. the formulae in Subsection 2.2), we have div
V
g = 0, div
H
g = 0, ξg,V = 0,
and scalg = 0. Thus Proposition 7.1.1 says that if the PDE
0 = 2∆g(w) − sin(w) cos(w)s
has a solution w ∈ C∞(M, (0, π2 )), then there is a Lorentzian metric on M with scalar curvature s which
makes V timelike. Now assume that (7.2) has a solution u ∈ C∞(M, (0, π)). Then the function w := u/2 ∈
C∞(M, (0, π2 )) satisfies 2∆g(w) − sin(w) cos(w)s = ∆g(u) − s2 sin(u) = 0. This implies the statement of
the proposition.
It remains to prove that Equation (7.2) has solutions. We have to distinguish two cases.
7.2 The closed case
This is the only place in the whole thesis where we encounter an obstruction to realising certain functions
as scalar curvatures of pseudo-Riemannian metrics (with prescribed index). In fact, the obstruction is
well-known: it is the Gauss/Bonnet theorem for Lorentzian surfaces (cf. [6] or [1] for the general semi-
Riemannian Gauss/Bonnet theorem, [12] for the 2-dimensional Lorentzian case).
7.2.1 Theorem (Gauss/Bonnet for Lorentzian surfaces). Let M be a closed 2-manifold. Then every
Lorentzian metric h on M satisfies the equation∫
(M,h)
scalh = 0 .
In particular, if a function s ∈ C∞(M,R) is the scalar curvature of some Lorentzian metric on M , then
either s is the constant 0 or s changes its sign.
Proof. Using the formulae from Chapters 2 and 3, we can give our own proof (which is not new but just
a special case of Avez’ classical “reduce to the Riemannian case” proof): We choose an h-timelike line
distribution V on M and consider the Riemannian metric g := switch(h, V ). Then the densities of g and
h are equal; that is, on every open oriented subset of M , the volume forms volg and volh coincide. To see
this, just choose a local oriented V -adapted g-orthonormal frame (e0, e1) of TM . Then the 2-form volg
is completely determined by the function volg(e0, e1), which is just the constant 1. Since (e0, e1) is also a
local oriented h-orthonormal frame, the function volh(e0, e1) is the constant 1 as well. Thus volg = volh.
Now Theorem 3.2.4 and 2.2.35 yield
scalh− scalg = −2 scalV,Vg +4qualVg −2|divVg |2g,H + 2|divHg |2g,V − 2σg,V + 2σg,H
= 4qualVg +4|divHg |2g,V − 4τg,V .
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An application of Lemma 2.4.3 (choose u ≡ 1 there) shows that∫
(M,h)
scalh−
∫
(M,g)
scalg =
∫
(M,g)
(scalh− scalg) = 4
∫
(M,g)
(
qualVg +|divHg |2g,V − τg,V
)
= 0 .
Since every closed manifold which admits a Lorentzian metric has zero Euler characteristic, the classical
Riemannian Gauss/Bonnet theorem implies∫
(M,g)
scalg = 4πχ(M) = 0
and thereby completes the proof.
Our aim is now to prove that the necessary condition from the preceding theorem is also sufficient; i.e., we
want to prove that every function s ∈ C∞(M,R) on M = T 2 or M = K which changes its sign is the scalar
curvature of some Lorentzian metric on M . (The constant function 0 on M is the scalar curvature of an
obvious Lorentzian metric.) Once again, we employ the Kazdan/Warner method.
7.2.2 Definition. Let M be either the 2-torus or the Klein bottle equipped with its standard flat Rie-
mannian metric g, and let p ∈ R>1. We define the map Φ: H2,p(M,R)× Lp(M,R)→ Lp(M,R) by
Φ(u, s) := ∆g(u)− s
2
sin(u) .
This map is well-defined because sin(u) ∈ L∞(M,R) (or, alternatively, because sin(u) ∈ H2,p(M,R)) and
thus s sin(u) ∈ Lp(M,R) for all u ∈ H2,p(M,R) and s ∈ Lp(M,R).
For every s ∈ Lp(M,R), we define the map Φs : H2,p(M,R)→ Lp(M,R) by Φs(u) = Φ(u, s).
7.2.3 Lemma. Let M be either the 2-torus or the Klein bottle equipped with its standard flat Riemannian
metric g, and let p ∈ R>1. Then Φ is continuous. Φs is (Fre´chet) differentiable for every s ∈ Lp(M,R),
and its derivative DuΦs : H
2,p(M,R)→ Lp(M,R) in the point u is given by
(DuΦs)(v) = ∆g(v)− s
2
cos(u)v .
The map H2,p(M,R)× Lp(M,R)→ Lin(H2,p(M,R), Lp(M,R)) given by (u, s) 7→ DuΦs is continuous.
Proof. The map ∆g : H
2,p(M,R) → Lp(M,R) is continuous and linear, in particular differentiable with
Du∆g = ∆g for each u ∈ H2,p(M,R). Multiplication H2,p(M,R) × Lp(M,R) → Lp(M,R) is well-defined
and continuous because of 2− dim(M)/p > 0; cf. B.2.6. For the same reason, the map sin: H2,p(M,R)→
H2,p(M,R) is well-defined and differentiable with (Du sin)(v) = cos(u)v; cf. B.2.9. These facts imply that
Φ is continuous, and that Φs is differentiable for every s ∈ Lp(M,R), with DuΦs given by the claimed
formula. The map (u, s) 7→ DuΦs is continuous as a consequence of Lemma B.2.10.
7.2.4 Remark. When we compare Definition 7.2.2 and Lemma 7.2.3 with the contents of Section 6.2, we
see that we don’t have to choose p > dim(M) here; p > dim(M)/2 suffices. (This would still be true if we
were discussing Equation (7.1) instead of (7.2).) The reason is that our two-dimensional equations do not
contain squares of first derivatives. But f 7→ |df |2g,V is only well-defined as a map H2,p(M,R)→ Lp(M,R)
if 1− dim(M)/p > 0; and this map will always occur in the ≥ 3-dimensional pseudo-Riemannian case.
7.2.5 Lemma. Let M be either the 2-torus or the Klein bottle equipped with its standard flat Riemannian
metric g. Then there is a function u ∈ C∞(M, (0, π)) such that cot(u)∆g(u) ∈ C∞(M,R) is everywhere
nonnegative, and is zero only on a set of measure 0.
Remark. It would suffice for our application of the lemma to know that cot(u)∆g(u) is everywhere non-
negative and not identically zero.
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Proof. For [x, y] ∈ T 2 = R2/Z2, we define
u([x, y]) :=
π
2
+ sin(2πx) .
This yields obviously a well-defined function u ∈ C∞(T 2, (0, π)). For the standard flat metric g on T 2, we
have ∆g(u) = ∂x∂xu+∂y∂yu = −4π2 sin(2πx). Hence (∆g u)([x, y]) is negative if 0 < x < 12 , and is positive
if 12 < x < 1. Since u([x, y]) is contained in (
π
2 , π) if 0 < x <
1
2 and contained in (0,
π
2 ) if
1
2 < x < 1, we see
that cot(u([x, y])) is negative if 0 < x < 12 , and is positive if
1
2 < x < 1. Hence cot(u)∆g(u) is everywhere
nonnegative, and is zero only on the union of two circles {[0], [ 12 ]} × (R/Z), i.e. on a set of measure zero.
This takes care of the case M = T 2. In the case of the Klein bottle, which is also a quotient of euclidean
R2, and is a circle bundle over S1 (cf. C.7.1), exactly the same formula as in the torus case above defines a
suitable function u ∈ C∞(K, (0, π)) (with x denoting the coordinate in the base of the circle bundle). The
proof is the same as before.
Now we can prove our main theorem about Lorentzian metrics on T 2 and K.
7.2.6 Theorem (Lorentzian metrics on closed 2-manifolds). Let M be either the torus T 2 or the
Klein bottle K, let s ∈ C∞(M,R) be a function which is either identically zero or changes its sign. Then
there is a Lorentzian metric on M whose scalar curvature is s.
Proof. Let g be the standard flat metric on M , which admits a parallel line distribution V ; cf. 7.1.4.
Since Equation (7.2) has in the case s ≡ 0 the obvious solution u ≡ π2 , it remains to prove that every
sign-changing function on M is the scalar curvature of a Lorentzian metric. We choose a number p > 2.
By Lemma 7.2.5, there is a function u0 ∈ C∞(M, (0, π)) such that cot(u0)∆g(u0) ∈ C∞(M,R) is every-
where nonnegative, and is zero only on a set of measure 0. We consider the linear elliptic second-order
differential operator P : C∞(M,R)→ C∞(M,R) given by
P (v) := ∆g(v)−∆g(u0) cot(u0)v .
Theorem B.2.13 tells us that the operator P : H2,p(M,R)→ Lp(M,R) induced by P is bijective.
Consider the function
s0 :=
2∆g(u0)
sin(u0)
∈ C∞(M,R)
and the differentiable function Φ: H2,p(M,R) × Lp(M,R) → Lp(M,R) from Definition 7.2.2. We have
Φ(u0, s0) = 0 and, by Lemma 7.2.3, Du0Φs0 = P ; moreover, the map (u, s) 7→ DuΦs is continuous.
Since Du0Φs0 is bijective, the implicit function theorem B.2.14 implies that there exist an open neighbour-
hood U of s0 in Lp(M,R) and a continuous function U : U → H2,p(M,R) such that Φ(U(s), s) = 0 for all
s ∈ U . On a perhaps smaller neighbourhood U ′ of s0 in Lp(M,R), the map U is H2,p(M, (0, π2 ))-valued2
(because H2,p(M, (0, π2 )) is open in H
2,p(M,R) and U is continuous).
Now let s ∈ C∞(M,R) be any function which is somewhere positive and somewhere negative. Then there
is a constant c ∈ R>0 such that inf(cs) ≤ s0 ≤ sup(cs). The Kazdan/Warner approximation theorem D.2.1
yields a diffeomorphism ϕ ∈ Diff0(M) with cs ◦ ϕ ∈ U ′. The function u := U(cs ◦ ϕ) ∈ H2,p(M,R) solves
the smooth elliptic equation Φ(u, cs ◦ ϕ) = 0 and is therefore smooth; cf. B.2.16.
Hence Proposition 7.1.7 implies that M admits a Lorentzian metric h with scalar curvature cs ◦ ϕ. The
Lorentzian metric (ϕ−1)∗(ch) has scalar curvature s. This completes the proof.
7.2.7 Remark. The proof of the preceding theorem shows in fact that there exists one connected compo-
nent of the space of Lorentzian metrics on M which contains for every sign-changing or zero s ∈ C∞(M,R)
a metric with scalar curvature s. In other words, we have solved the homotopy class version of the pre-
scribed scalar curvature problem for at least one connected component of the space of Lorentzian metrics
on M . For M = T 2, this is, in the notation from C.7.3 and C.5.2, the connected component tmc(V0,0).
2Cf. Definition B.2.8.
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7.2.8 Remark. The solution above of the homotopy class problem for one specific connected component of
Distr1(M) suggests the following approach to the general homotopy class problem for Lorentzian metrics on
closed 2-manifolds: One can describe explicitly a representative for each homotopy class of line distributions
on T 2 or K; for instance, the distributions Vk,l from Example C.7.3 are such representatives in the torus
case. This allows us to compute, for the standard flat metrics on T 2 and K, explicitly the functions ξg,V ,
〈divVg , dw〉g,H , 〈divHg , dw〉g,V which appear in the PDE (7.1). Like in the proofs of 7.2.6 and 7.2.5, it might
be possible to specify in each case explicit points ∈ C∞(M, (0, π2 )) at which the derivative of the right hand
side of (7.1) is invertible. Then the homotopy class problem would be solved completely. It might actually
be easy to do this; I just haven’t tried yet.
7.3 The open case
Equation (7.2) has variational form, i.e., it is the Euler/Lagrange equation of a functional. This suggests
that we should use direct methods in the calculus of variations to prove that (7.2) admits a solution; that is,
we should try to show that the functional has a minimum. However, this works only on compact manifolds
with nonempty boundary since the Poincare´ inequality turns out to be crucial in our analysis.
Because we are not really interested in (7.2) as a boundary value problem, we solve it only for constant
boundary values π2 . Except for the condition that the solution have values in (0, π), this is a standard
exercise in the calculus of variations. Since our functional has such a simple form, we can argue on a quite
elementary level instead of appealing to strong theorems.
7.3.1 Definition. Let (M, g) be a compact Riemannian 2-manifold, and let s ∈ L1(M,R). We define the
functional Es : H
1,2
0 (M,R)→ R by
Es(v) :=
∫
(M,g)
(
|dv|2g + s sin(v)
)
.
Note that Es is well-defined since v 7→ sin ◦ v is well-defined as a mapH1,20 (M,R) ⊆ L2(M,R)→ L∞(M,R),
and since v 7→ |dv|g is well-defined as a map H1,20 (M,R)→ L2(M,R).
7.3.2 Lemma. Let (M, g) be a compact Riemannian 2-manifold, and let s ∈ C∞(M,R). The functional
Es : H
1,2
0 (M,R) → R is (Fre´chet) differentiable, and its derivative DvEs : H1,20 (M,R) → R in the point v
is given by
(DvEs)(w) =
∫
(M,g)
(
2〈dv, dw〉g + s cos(v)w
)
.
If v ∈ H1,20 (M,R) is a critical point of Es, then v ∈ C∞(M,R) and 2∆g(v)− s cos(v) = 0.
Proof. Consider the functions f0, f1 : R→ R defined by
f0(x) :=
{
x−sin(x)
x2 if x 6= 0
0 if x = 0
, f1(x) :=
{
1−cos(x)
x2 if x 6= 0
1
2 if x = 0
.
Since they are continuous and bounded, there exists a c ∈ R such that fi◦w ∈ L∞(M,R) and ‖fi ◦ w‖L∞ ≤ c
for all w ∈ L2(M,R) and i ∈ {0, 1}. Using Ho¨lder’s inequality, we obtain for all v, w ∈ H1,20 (M,R):
‖sin(v + w) − sin(v)− cos(v)w‖L1 = ‖sin(v) cos(w) + cos(v) sin(w)− sin(v)− cos(v)w‖L1
= ‖sin(v)(cos(w)− 1) + cos(v)(sin(w)− w)‖L1
≤ ‖1− cos(w)‖L1 + ‖w − sin(w)‖L1
=
∥∥f1(w) · w2∥∥L1 + ∥∥f0(w) · w2∥∥L1
≤ ‖f1(w)‖L∞ · ‖w‖2L2 + ‖f0(w)‖L∞ · ‖w‖2L2
≤ 2c ‖w‖2H1,2 .
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Thus ∣∣∣∣∣Es(v + w)− Es(v)−
∫
(M,g)
(
2〈dv, dw〉g + s cos(v)w
)∣∣∣∣∣
≤
∥∥∥|d(v + w)|2g − |dv|2g − 2〈dv, dw〉g∥∥∥
L1
+
∥∥∥s( sin(v + w)− sin(v) − cos(v)w)∥∥∥
L1
≤ ‖dw‖2L2 + 2c ‖s‖L∞ · ‖w‖2H1,2
≤
(
1 + 2c ‖s‖L∞
)
‖w‖2H1,2 .
This shows that Es is differentiable in v and that DvEs is given by the claimed formula.
For all v ∈ H1,2(M,R) and w ∈ H1,20 (M,R), we have
∫
(M,g)
〈dv, dw〉g = −
∫
(M,g)
∆g(v)w, where ∆g(v) ∈
H−1,2(M,R). If v is a critical point of Es, i.e. DvEs = 0, then −2∆g(v) + s cos(v) = 0 ∈ H−1,2(M,R) (by
definition of what it means for an element of H−1,2(M,R) to vanish). Since −2∆g(v) + s cos(v) = 0 is an
elliptic equation with smooth coefficients, elliptic regularity tells us that v ∈ C∞(M,R).
Recall that a sequence (xk)k∈N in some Banach space X over R converges weakly to x ∈ X if and only if
for every element ϕ of the dual space X∗, the sequence ϕ(xk) converges (in R) to ϕ(x); and recall that a
function E : X → R is (sequentially) weakly lower semicontinuous if and only if every sequence (xk)k∈N in
X which converges weakly to some x ∈ X satisfies the inequality E(x) ≤ lim infk→∞ E(xk).
7.3.3 Lemma. Let (M, g) be a compact Riemannian 2-manifold, and let s ∈ Lp(M,R) for some p ∈ R>1.
Then Es : H
1,2
0 (M,R)→ R is weakly lower semicontinuous.
Proof. The map E : H1,20 (M,R)→ R given by v 7→ ‖dv‖2L2 is obviously convex (i.e., E(tv + (1 − t)w) ≤
tE(v) + (1 − t)E(w) for all t ∈ [0, 1] and v, w ∈ H1,20 (M,R)) and lower semicontinuous (it is even con-
tinuous). It is thus weakly lower semicontinuous; cf. e.g. Theorem 3.1.2 in [18]. Since the sum of two
weakly lower semicontinuous functionals is weakly lower semicontinuous, it remains to prove that the map
E˜ : H1,20 (M,R)→ R given by v 7→
∫
(M,g)
s sin(v) is weakly lower semicontinuous.
Let (vk)k∈N be a sequence in H
1,2
0 (M,R) which converges weakly to v ∈ H1,20 (M,R). We will show that
(E˜(vk))k∈N converges to E˜(v). Let q ∈ R>1 denote the unique number such that 1p + 1q = 1. As a con-
sequence of the Rellich/Kondrakov theorem (cf. B.2.5), (vk)k∈N converges in L
q to v. Ho¨lder’s inequality
yields
|E˜(vk)− E˜(v)| ≤ ‖s sin(vk)− s sin(v)‖L1 ≤ ‖s‖Lp · ‖sin(vk)− sin(v)‖Lq ≤ ‖s‖Lp · ‖vk − v‖Lq ;
hence (E˜(vk))k∈N converges to E˜(v), as claimed. Since this is true for every weakly convergent sequence in
H1,20 (M,R), the map E˜ is weakly (lower semi)continuous.
Recall that a functional E : X → R on some Banach space X is coercive if and only if there exist α ∈ R>0
and β ∈ R such that E(x) ≥ α ‖x‖+ β for all x ∈ X .
7.3.4 Lemma. Let (M, g) be a compact connected Riemannian 2-manifold with nonempty boundary, and
let s ∈ L1(M,R). Then Es : H1,20 (M,R)→ R is coercive.
Proof. Since M is connected with nonempty boundary, the Poincare´ inequality gives us a c˜ ∈ R>0
such that ‖dv‖L2 ≥ c˜ ‖v‖L2 for all v ∈ H1,20 (M,R). Thus ‖v‖H1,2 = ‖v‖L2 + ‖dv‖L2 ≤ c ‖dv‖L2 for all
v ∈ H1,20 (M,R), where c := c˜+ 1. Let α := 2c ∈ R>0 and β := − 1− ‖s‖L1 . We obtain for all v ∈ H1,20 :
Es(v) = ‖dv‖2L2+
∫
(M,g)
s sin(v) ≥ 2 ‖dv‖L2−1−‖s sin(v)‖L1 ≥ 2c ‖dv‖H1,2−1−‖s‖L1 = α ‖v‖H1,2+β .
Remark. Note that arbitrarily large constant functions spoil the coercivity of Es on closed manifolds.
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7.3.5 Proposition. Let (M, g) be a compact connected 2-dimensional Riemannian manifold with nonempty
boundary, and let s ∈ C∞(M,R). Then the boundary value problem
0 = ∆g(u)− s
2
sin(u), u |∂M = π2 (7.3)
has a solution u ∈ C∞(M,R).
Proof. By 7.3.3 and 7.3.4, the functional Es : H
1,2
0 (M,R)→ R is weakly lower semicontinuous and coer-
cive. Since the Banach space H1,20 (M,R) is reflexive (being in fact a Hilbert space), the standard Theorem
3.1.1 in [18] tells us that there is a v ∈ H1,20 (M,R) where Es achieves its minimum. In particular, v is a
critical point of Es, and thus we get v ∈ C∞(M,R) and 2∆g(v)− s cos(v) = 0, by Lemma 7.3.2.
The function u := v + π2 ∈ C∞(M,R) has the properties ∆g(u) − s2 sin(u) = ∆g(v) − s2 cos(v) = 0 and
u |∂M = π2 .
However, the preceding result is not good enough for our problem because we need a solution u whose values
lie strictly between 0 and π (cf. Proposition 7.1.7). The following C0 a priori estimate tells us that every
solution has this property if ‖s‖L2 is sufficiently small. This is the second place where the nonemptiness of
the manifold boundary is important.
7.3.6 Lemma. Let (M, g) be a compact connected Riemannian 2-manifold with nonempty boundary. Then
there is a constant c ∈ R>0 such that for every s ∈ L2(M,R) and every solution u ∈ H2,2(M,R) ⊆ C0(M,R)
of the equation ∆g(u) = s sin(u) with boundary values u |∂M = π2 , the following inequality holds:∥∥u− π2 ∥∥C0 ≤ c ‖s‖L2 .
Proof. By the Sobolev imbedding theorem, there is a constant c0 > 0 such that ‖v‖C0 ≤ c0 ‖v‖H2,2 for
all v ∈ H2,2(M,R). The elliptic estimate for the operator ∆g : H2,2(M,R) → L2(M,R) yields a constant
c1 > 0 such that ‖v‖H2,2 ≤ c1(‖v‖L2 + ‖∆g(v)‖L2) for all v ∈ H2,2(M,R). The Poincare´ inequality gives
us a c2 > 0 such that ‖v‖L2 ≤ c2 ‖dv‖L2 for all v ∈ H1,20 (M,R). We claim that the proposition holds with
the constant c := c0c1(c
2
2 + 1).
Let u ∈ H2,2(M,R) be a solution of ∆g(u) = s sin(u) which is π2 on the boundary, and define v := u − π2 .
Since v vanishes on the boundary, we have
∫
(M,g)〈dv, dv〉g = −
∫
(M,g)∆g(v)v. Thus Ho¨lder’s inequality
yields
‖dv‖2L2 =
∫
(M,g)
−∆g(v)v =
∫
(M,g)
−∆g(u)v =
∫
(M,g)
−s sin(u)v ≤ ‖sv‖L1 ≤ ‖s‖L2 ·‖v‖L2 ≤ c2 ‖s‖L2 ·‖dv‖L2 ,
i.e. ‖dv‖L2 ≤ c2 ‖s‖L2 . We get∥∥u− π2 ∥∥C0 = ‖v‖C0 ≤ c0 ‖v‖H2,2 ≤ c0c1( ‖v‖L2 + ‖∆g(v)‖L2 )
≤ c0c1
(
c2 ‖dv‖L2 + ‖s sin(u)‖L2
) ≤ c0c1(c22 ‖s‖L2 + ‖s‖L2 ) = c ‖s‖L2 ,
as claimed.
7.3.7 Corollary. Let (M, g) be a connected compact 2-dimensional Riemannian manifold with nonempty
boundary. Then there is a δ ∈ R>0 such that, for every function s ∈ C∞(M,R) with ‖s‖L2 ≤ δ, the
boundary value problem
0 = ∆g(u)− s
2
sin(u), u |∂M = π2 (7.4)
has a solution u ∈ C∞(M, (0, π)).
Proof. Let c ∈ R>0 be the constant from Lemma 7.3.6. We choose δ ∈ R>0 so small that every s ∈
C∞(M,R) with ‖s‖L2 ≤ δ satisfies c2 ‖s‖L2 < π2 . Now the statement follows from Proposition 7.3.5.
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7.3.8 Remark. By a trick that Matthias Kurzke pointed out to me, the boundary value problem (7.4) has
a solution u ∈ C∞(M, [0, π]) for every s ∈ C∞(M,R) (not necessarily satisfying the smallness condition
‖s‖L2 ≤ δ).
Namely, let us look at the proof of the standard result (Theorem 3.1.1 in [18]) on which our proof of
Proposition 7.3.5 is based. It employs a minimising sequence (uk)k∈N in H
1,2
0 (M,R) of the functional Es
(recall that minimising means that the sequence converges to the infimum of the functional Es). We define
a new sequence (u˜k)k∈N in H
1,2
0 (M,R) by
u˜k := µ ◦ uk ,
where the (sawtooth-shaped) function µ : R → [−π2 , π2 ] is defined as follows: Let x mod 2π denote the
unique number y ∈ [−π2 , 3π2 ) such that a k ∈ Z exists with x = 2kπ + y. Then
µ(x) :=
{
x mod 2π if (x mod 2π) ∈ [−π2 , π2 ]
π − (x mod 2π) if (x mod 2π) ∈ [π2 , 3π2 ]
.
Since µ is a Lipschitz continuous function with µ(0) = 0 and left composition with such functions maps ele-
ments of H1,20 (M,R) to H
1,2
0 (M,R), the elements of the sequence (u˜k) are indeed contained in H
1,2
0 (M,R).
Moreover, Es(uk) = Es(u˜k) for all k ∈ N because sin(µ(x)) = sin(x) for all x ∈ R, and because the absolute
value of the derivative of µ is almost everywhere 1, so ‖du˜k‖L2 and ‖duk‖L2 are equal. In particular,
(u˜k)k∈N is a minimising sequence of Es. Now the proof of the standard theorem shows that (u˜k)k∈N has a
weakly convergent subsequence whose limit u ∈ H1,20 (M,R) is a minimum of Es.
Since weak convergence in H1,2(M,R) implies convergence in L2(M,R), we conclude that the limit u has
almost everywhere values in [0, π]. Now the arguments from the proof of 7.3.5 show that u is contained in
C∞(M, [0, π]) and solves Equation (7.4), as claimed.
But in spite of this result, it seems that we cannot avoid a smallness condition like ‖s‖L2 < δ in order to
get a solution with values in (0, π).
Now we come to our main result for the Lorentzian prescribed scalar curvature problem on open 2-manifolds.
7.3.9 Theorem. Let M be a connected compact 2-manifold with nonempty boundary, let s ∈ C∞(M,R).
Then there is a Lorentzian metric on M with scalar curvature s.
Proof. By Proposition 7.1.5, M admits a Riemannian metric g with a parallel line distribution V . Corol-
lary 7.3.7 shows that there exist a (small) constant c ∈ R>0 and a function u ∈ C∞(M, (0, π)) with
0 = ∆g(u) − cs2 sin(u). Now Proposition 7.1.7 tells us that cs is the scalar curvature of some Lorentzian
metric h on M . Hence s is the scalar curvature of the Lorentzian metric ch.
7.3.10 Remark (lower regularity). If the prescribed function s is not smooth, then still something
can be said about solutions of Equation (7.4) and thus about solutions of the prescribed scalar curvature
problem. As an example, let us consider the case where s is contained in L2(M,R) (but is not necessarily
continuous); I leave it to the reader to state all sorts of similar results under various regularity assumptions
on s.
If s ∈ L2(M,R), then weak lower semicontinuity and coercivity of the functional Es are still satisfied, as we
have proved. Hence Es assumes its minimum in some point v ∈ H1,20 (M,R). As a modification of Lemma
7.3.2, we claim that Es is Gaˆteaux differentiable and that its Gaˆteaux derivative is given by the formula
in 7.3.2. (If s is contained in L∞(M,R), then the proof of 7.3.2 goes through and shows that Es is even
Fre´chet differentiable.)
Namely, for all t ∈ R and all w ∈ H1,20 (M,R) with norm 1, we have (in the notation of 7.3.2):∥∥∥s( sin(v + tw)− sin(v)− cos(v)tw)∥∥∥
L1
≤ ‖s‖L2 · ‖sin(v + tw)− sin(v)− cos(v)tw‖L2
and
‖sin(v + tw)− sin(v)− cos(v)tw‖L2 ≤
∥∥f1(tw)t2w2∥∥L2 + ∥∥f0(tw)t2w2∥∥L2
≤ t2
(
‖f1‖L∞ + ‖f0‖L∞
)∥∥w2∥∥
L2
.
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Now the remaining arguments from the proof of 7.3.2 show that Es is Gaˆteaux differentiable with the
derivative given by the same formula as before.
Since the Gaˆteaux derivative vanishes in the point v where Es achieves its minimum, we obtain again the
equation 2∆g(v) − s cos(v) = 0 ∈ H−1,2(M,R). Since cos(v) ∈ L∞(M,R) and thus s cos(v) ∈ L2(M,R),
elliptic regularity tells us that v ∈ H2,20 (M,R) ⊆ C0(M,R). Lemma 7.3.6 applies again and provides a
u ∈ H2,2(M,R) ⊆ C0(M,R) with values in (0, π) which satisfies the equation ∆g(u) = s2 sin(u), provided
‖s‖L2 is sufficiently small. The rest of our arguments above goes through and yields a Lorentzian metric
on M with scalar curvature s.
To summarise: Let M be a connected compact 2-manifold with nonempty boundary, let s ∈ L2(M,R). Then
there is a Lorentzian metric on M of Sobolev regularity H2,2 whose scalar curvature is s.
7.3.11 Final remark. What about the homotopy class problem on open 2-manifolds? To solve that, one
would have to find solutions of Equation (7.1), without possessing any useful knowledge about divVg , div
H
g ,
ξg,V . However, for what it’s worth, by the results of Kazdan and Warner (cf. Theorem D.1.6), one can
choose the Riemannian background metric g in such a way that scalg is any function one wants. I have not
yet thought about this homotopy class problem, so I add it to the long list of questions that the present
work leaves open.
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Appendix A
Topological miscellanea
A.1 Background in differential topology
A.1.1 Jets and Cr-topologies
A.1.1 Notation. Let p : E →M be a (smooth) fibre bundle, and let r ∈ N∪{∞}. We denote the space of
Cr (i.e. r-times continuously differentiable) sections in the bundle p by Cr(M
p←−E), or, when the projection
map is clear from the context, by Cr(M←E). When U is a subset ofM , we write simply Cr(U←E) instead
of Cr(U←E |U).
A.1.2 Notation (jet bundles). For an introduction to the language of jets and jet bundles, cf. [82], in
particular Chapter 4. Our notation of the relevant objects is as follows.
If p : E →M is a (smooth) fibre bundle, then we denote the total space of its rth-order jet bundle by JrE;
the projection map p is suppressed in this notation, but that won’t cause any confusion. This manifold JrE
is the total space of several (smooth) bundles: It is the total space of a fibre bundle pr : JrE →M , whose
fibre over x ∈ M we denote by JrxE. If r = 1 for instance, then there is a projection p10 : J1E → E which
turns J1E into an affine bundle modelled on the vector bundle p∗(T ∗M) ⊗ ker(Tp) over E; here ker(Tp)
is defined by the vector bundle morphism Tp : TE → TM and forms a sub vector bundle of TE → E.1
These bundle projections are related by p1 = p ◦ p10 : J1E →M .
We will use M. Gromov’s h-principle methods in Chapter 5. Following Gromov, the manifold J1E is usually
denoted by E(1) or E1 in the literature on the h-principle (e.g. [38], [89], [32], [24]). We will not adopt that
notation.
For f ∈ Cr(M←E), we denote the r-jet prolongation of f by jrf , as usual; jrf is a continuous section in
the bundle pr : JrE → M . In the case r = 1 for instance, we have p10 ◦ j1f = f . We denote the value of
jrf in the point x ∈ M by jrxf ∈ JrxE. (By definition of the jet bundle, every σ ∈ JrE has the form jrxf ,
where U is an open neighbourhood of x = pr(σ) and f ∈ Cr(U←E).)
A.1.3 Definition (topologies on sets of fibre bundle sections). Let p : E →M be a (smooth) fibre
bundle, and let r ∈ N ∪ {∞}.
Recall that the compact-open Cr-topology on the set Cr(M←E) is defined as follows. There is a canonical
inclusion Cr(M←E) →֒ C0(M←JrE) ⊆ C0(M,JrE) which sends each Cr section to its r-jet prolongation.
The compact-open Cr-topology on Cr(M←E) is the topology induced by the compact-open topology on
C0(M,JrE). (Note that J∞E is an infinite-dimensional manifold in a certain sense; cf. [82], Chapter 7.
But this is not relevant here since all we need is the topology on J∞E, which is the inverse limit of an
inverse system in the category of topological spaces and continuous maps, consisting of the spaces JrE,
where r ∈ N, and the projections JsE → JrE, where r ≤ s.)
Alternatively, we can consider the trivial fibre bundle M × E → M and the corresponding jet space
Jr(M×E) (which is usually denoted by Jr(M,E)), and define the compact-openCr-topology on Cr(M←E)
via the inclusion Cr(M←E) ⊆ Cr(M,E) →֒ C0(M,Jr(M,E)). Both definitions are equivalent.
1This vector bundle ker(Tp) → E is usually called the vertical bundle (of p) and denoted by V E or V p, but there are
already too many V s floating around in this thesis where the letter stands for vertical as well.
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Recall that the fine (synonymously: Whitney) Cr-topology on the set Cr(M←E) is defined as follows. For
every section f ∈ Cr(M←E) and every neighbourhood N of the image of its r-jet prolongation (jrf)(M)
in JrE, we consider the set U (f,N ) consisting of all g ∈ Cr(M←E) such that (jrg)(M) ⊆ N . The
collection of all these sets U (f,N ) is the basis of a topology on Cr(M←E), namely the fine Cr-topology.
Let s ∈ N ∪ {∞} with r ≤ s. The compact-open [resp. fine] Cr topology on Cs(M←E) ⊆ Cr(M←E) is
the subspace topology induced by the compact-open [fine] Cr-topology on Cr(M←E).
Let us recall briefly some standard facts about compact-open topologies. We assume that the set Cr(M←E)
is equipped with the compact-open Cr-topology, unless explicitly stated otherwise.
A.1.4 Facts. Let r, s ∈ N ∪ {∞} with r ≥ s, and let E →M be a (smooth) fibre bundle.
The fine Cr-topology on the set Cr(M←E) is finer2 than the compact-open Cr topology; both are equal if
M is compact. The compact-open [resp. fine] Cr-topology on Cr(M←E) is finer than the subspace topology
induced by the compact-open [resp. fine] Cs-topology on Cs(M←E). The topological space Cr(M←E)
is second countable, and its topology is induced by a complete metric. Cr(M←E) is a dense subset of
Cs(M←E). If M is compact, then Cr(M←E) is a Fre´chet manifold (even a Banach manifold if r < ∞),
in particular locally contractible. If E0 → M is an open subbundle of E → M , then Cr(M←E0) is an
open subspace of Cr(M←E). In particular, if U → M is an open subbundle of the jet bundle JrE →M ,
then C0(M←U) is an open subspace of C0(M←JrE), hence {f ∈ Cr(M←E) | ∀x ∈ M : jrxf ∈ Ux} is an
open subset of Cr(M←E). If E → M is a vector bundle, then Cr(M←E) is a Fre´chet space; it is even a
Banach space if M is compact and r <∞. The inclusion Cr(M←E)→ Cs(M←E) is (continuous and) a
homotopy equivalence; in particular, it induces a bijection π0(C
r(M←E))→ π0(Cs(M←E)) between the
sets of path components.
Proof. Cf. [42], [76].
Note that we distinguish between compact-open and fine topologies, although the main results of this
thesis are restricted to the case of compact manifolds, where both coincide. We do so because whenever
compactness is not essential (e.g. for the main theorems in Chapter 5), we will explain the general case, in
order to point out clearly where compactness is indispensable. Namely, it is indispensable in Chapters 6
and 7, where we have to solve partial differential equations.
A.1.5 Remark. Let E →M be a vector bundle over a noncompact connected manifoldM , let r ∈ N∪{∞}.
The vector space V := Cr(M←E) equipped with the fine Cr-topology is not a topological vector space:
addition V ×V → V is continuous, but scalar multiplication R×V → V is not. But V is a topological module
over the ring Cr(M,R) when the latter is equipped with the fine Cr-topology; i.e., scalar multiplication
Cr(M,R)× V → V is continuous.
This failure of the fine Cr-topology is closely related to the reason why one usually doesn’t consider
connected components of the space Cr(M←E) equipped with the fine Cr-topology, where E → M is a
fibre bundle over a noncompact connected manifold. For example, the space of all Riemannian metrics on
M is a convex subset of the vector space C∞(M← Sym(TM)), but it has uncountably many connected
components with respect to the fine C∞-topology. With respect to the compact-open C∞-topology, it has
only one connected component because C∞(M← Sym(TM)) is a topological vector space then (cf. A.1.4)
and thus the obvious straight path between any two metrics is continuous.
A.1.2 Approximations
A.1.6 Theorem (smooth approximation of fibre bundle sections). Let r ∈ N∪{∞}; let π : E →M
be a smooth fibre bundle; let K be a closed subset of M ; let U be an open neighbourhood of K; let h ∈
Cr(M←E) be a Cr-section whose restriction to U is smooth; and let N be a neighbourhood of the image of
jrh : M → JrE. Then there is a continuous (with respect to the compact-open Cr-topology on Cr(M←E))
map H : [0, 1]→ Cr(M←E) with H0 = h such that the map H : [0, 1]×M → E given by (t, x) 7→ Ht(x) is
of class Cr and, moreover, the following properties are satisfied:
• Ht |K = h |K for all t ∈ [0, 1].
2This is a (non-strict) order relation, i.e., it includes the case of equality.
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• For each t ∈ [0, 1], the image of jrHt : M → JrE is contained in N .
• H1 is smooth.
Proof. Cf. [89], Theorem 1.1.
We cannot expect that the preceding theorem generalises without modification from the smooth to the
real-analytic category: Given a section h which is real-analytic on some subset K ⊆ M with nonempty
interior, its desired real-analytic continuation H1 (if it exists at all) is completely fixed on each connected
component ofM which intersects the interior of K nontrivially; in particular, we cannot arrange in general
that H1 lies in a given neighbourhood of h. We thus have to omit this “rel K” part of the theorem in order
to find a real-analytic analogue.
The remaining parts are still true. This is proved, but not explicitly stated, in [86] (proof of Theorem 2 on
p. 135). Probably there exists an explicit reference somewhere else, but I don’t know one.
A.1.7 Theorem (real-analytic approximation of fibre bundle sections). Let r ∈ N ∪ {∞}; let
π : E →M be a real-analytic fibre bundle; let h ∈ Cr(M←E) be a Cr-section; and let N be a neighbourhood
of the image of jrh : M → JrE. Then there is a continuous (with respect to the compact-open Cr-topology
on Cr(M←E)) map H : [0, 1] → Cr(M←E) with H0 = h such that the map H : [0, 1]×M → E given by
(t, x) 7→ Ht(x) is of class Cr and, moreover, the following properties are satisfied:
• For each t ∈ [0, 1], the image of jrHt : M → JrE is contained in N .
• H1 is real-analytic.
Remarks on the proof. The idea is to approximate the section h by a real-analytic map ∈ Cr(M,E)
(which might not be a section in the bundle π); this is known to be possible. Then we have to deform
the approximating map into a section, which can be done by a standard tubular neighbourhood technique
(where the tubular neighbourhood is taken with respect to a real-analytic metric).
A.1.8 Corollary. Let r ∈ N∪ {∞}, and let E →M be a smooth [real-analytic] fibre bundle. Then the set
of smooth [real-analytic] sections in E is dense in Cr(M←E) with respect to the fine Cr-topology.
Proof. We apply Theorem A.1.6 in the case K = U = ∅ resp. Theorem A.1.7. Then the statement
follows immediately from the definition of the fine Cr-topology.
A.1.9 Corollary (real-analytic approximation of diffeomorphisms). Let M be a real-analytic man-
ifold, and let r ∈ N≥1 ∪ {∞}. We equip the set Diff(r)(M) of all Cr diffeomorphisms M → M with the
subspace topology induced by the fine Cr-topology on Cr(M,M). Then the subset of real-analytic diffeo-
morphisms is dense in Diff(r)(M).
Proof. The set Diff(r)(M) is open in Cr(M,M) with respect to the fine Cr-topology; cf. [42], Theorem
2.1.7. Now we can apply Theorem A.1.7 or [42], Theorem 2.5.1.
A.1.10 Theorem. Let M be a smooth manifold. Then there is a real-analytic structure on M (i.e., a
real-analytic atlas which is compatible with the given smooth atlas). If A0 and A1 are two real-analytic
structures on M , then there is a real-analytic diffeomorphism (M,A0) → (M,A1) (which is of course a
smooth diffeomorphism M →M).
Proof. For existence, cf. e.g. the remarks on p. 66 of [42]. For uniqueness, approximate the smooth
diffeomorphism idM : (M,A0)→ (M,A1) by a real-analytic one, employing A.1.9.
A.1.11 Lemma. Let E → M be a (smooth) fibre bundle. If the sections s0 and s1 are contained in the
same path component of C∞(M←E) (with respect to the compact-open C∞- or C0-topology3), then there
is a path s : [0, 1]→ C∞(M←E) from s0 to s1 which is smooth in the sense that the map [0, 1]×M → E
given by (t, x) 7→ s(t)(x) is smooth.
3This doesn’t make a difference; cf. A.1.4.
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Proof. Via the obvious projection [0, 1] ×M → M , we pull back the bundle E → M to a fibre bundle
E˜ → [0, 1] ×M . Since s0 and s1 lie in the same path component of C0(M←E), there is a continuous
section s˜ ∈ C0([0, 1] ×M←E˜) such that s˜ |({0} ×M) = s0 and s˜ |({1} ×M) = s1. By Theorem A.1.6
(applied to the case K = {0, 1} × M), there is a smooth section s ∈ C∞([0, 1] × M←E˜) such that
s |({0, 1}×M) = s˜ |({0, 1}×M). (Theorem A.1.6 assumes that s˜ is already smooth on a neighbourhood of
K, but this can be arranged by extending E˜ to a pull-back bundle E over [−1, 2]×M and then extending
s˜ to a section s ∈ C0([−1, 2]×M←E) such that s(t, .) = s0(.) for all t ∈ [−1, 0] and s(t, .) = s1(.) for all
t ∈ [1, 2]. Then we apply the theorem to K = {−1, 2}×M and reparameterise the interval [−1, 2] to [0, 1].)
The section s ∈ C∞([0, 1] ×M←E˜) can be identified with a path s : [0, 1] → C∞(M←E), and this path
has the desired property.
A.2 Background in obstruction theory
A.2.1 Theorem (sections of fibrations over CW complexes). Let n ∈ N≥1, let (M,N) be a relative
CW complex, and let p : E → M be a fibration4 with (n − 1)-connected5 fibres.6 If n = 1, assume that
the fundamental group of each fibre is abelian. Let f : N → E be a continuous map with p ◦ f = inclN,M .
Then there is a continuous map f : Mn → E such that f |N = f and p ◦ f = idMn ; here Mn denotes the
n-skeleton of the relative CW complex (M,N).
Proof. This is (a special case of) Theorem VI.6.1 in [102], for instance: in Whitehead’s notation, take
X = E, B = K = M , L = N , φ = idM . (Whitehead assumes that M is path connected, but that is not
necessary since every CW complex is the topological sum of its path components, and the theorem holds
obviously for a topological sum if it holds for each component. Whitehead’s assumption in the case n = 1
that the path connected fibres be 1-simple is equivalent to the abelianness of their fundamental groups; cf.
e.g. [87], p. 384.)
This result implies the theorem we will use in Chapter 5:
A.2.2 Theorem (sections in smooth bundles). Let n ∈ N≥2, let M be an n-manifold, let E → M be
a (smooth) fibre bundle with (n− 1)-connected typical fibre F . Let K be a closed subset of M , let U ⊆ M
be an open neighbourhood of K, and let s0 ∈ C∞(U←E) be a section over U . Then there is a section
s ∈ C∞(M←E) whose restriction to K is s0 |K.
Proof. There is a relative CW complex (M,N) such that K ⊆ N ⊆ U . Since every fibre bundle over a
manifold is a fibration (cf. [102], I.7.13), Theorem A.2.1 gives us a continuous section f ∈ C0(M←E) with
f |N = s0 |N . By Theorem A.1.6, there is a s ∈ C∞(M←E) with s |K = f |K = s0 |K.
Remark. It is easy to see that the theorem holds also for n ≤ 1, but we don’t need that.
A.3 Gromov’s h-principle theorems
The proofs of our results in Chapter 5 rely heavily on the theorem which is known as Gromov’s convex
integration technique or the h-principle for open ample partial differential relations. The relevant definitions
and the statement of the theorem (in the special case that we need) are contained in Subsection A.3.1 below.
General references for the h-principle are [24], [32], [89], and the bible [38].
In its simplest version, the h-principle deals with the following problem: Given a fibre bundle E →M and
an open subset R of J1E (i.e. an open first-order partial differential relation)7, is there a solution of R,
i.e., is there a section σ ∈ C1(M←E) such that the image of j1σ ∈ C0(M←J1E) is contained in R? (For
4in the sense of homotopy theory; cf. e.g. [102], Definition I.7.1
5Recall that a topological space X is k-connected if and only if it is path connected and the group πi(X; x) is trivial for
all i ∈ {1, . . . , k} and every base point x ∈ X.
6I.e., we demand that p−1(x) is (n − 1)-connected for each x ∈ M . Note that if p : E → M is a fibration and x, y are
contained in the same path component of M , then the fibres p−1(x) and p−1(y) are homotopy equivalent; cf. e.g. [102],
Corollary IV.8.4.
7Note that we do not demand that R →M is a sub fibre bundle of J1E →M ; local triviality might not hold.
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instance, the existence problem for everywhere twisted distributions that we consider in Chapter 5 has this
form.)
A necessary condition for the existence of a solution σ ∈ C1(M←E) is obviously the existence of a formal
solution of R, i.e. of a section α ∈ C0(M←J1E) whose image is contained in R. It is mainly a problem in
algebraic topology to check whether this necessary condition is satisfied. Gromov’s h-principle theorems tell
us that, under certain conditions on R, the existence of a formal solution implies existence of a solution. In
other words, these theorems reduce global problems in differential topology to simpler problems in algebraic
topology.
A.3.1 The convex integration method
For an explanation of the name convex integration method, let me refer you to the general references cited
above which explain the idea of the proof of Theorem A.3.7 below. We will just care about its statement
(which I cite from [89]: cf. Theorem 4.2 or the more general Theorem 8.12), and for simplicity, we consider
only the case of a first-order relation.
First we have to define the notion of ampleness of a first-order partial differential relation.
A.3.1 Definition (J1⊥WE). Let n, k ∈ N, let M be an n-manifold, let x ∈ M , let W be an (n − 1)-
dimensional sub vector space of TxM , and let E →M be a fibre bundle with k-dimensional fibres.
We define J1⊥WE to be the set of equivalence classes of sections σ ∈ C1(M←E) under the equivalence
relation ∼x, where by definition σ0 ∼x σ1 holds if and only if σ0(x) = σ1(x) and the restrictions to W of
the derivatives Txσ0 : TxM → Tσ0(x)E and Txσ1 : TxM → Tσ1(x)E are equal.
Since J1xE is defined analogously with W replaced by TxM , there is a canonical projection p
1
⊥W : J
1
xE →
J1⊥WE which sends each equivalence class [σ] ∈ J1xE to the equivalence class [σ] ∈ J1⊥WE. Moreover, there
is a canonical projection p⊥W0 : J
1
⊥WE → Ex which sends each equivalence class [σ] to σ(x).
A.3.2 Facts. In the situation of the previous definition, both projections p1⊥W and p
⊥W
0 admit the structure
of an affine bundle in a natural way; [89], p. 90. We need only the affine structure for p1⊥W , which can be
described as follows.
Recall that the bundle p10 = p
1
⊥W ◦ p⊥W0 : J1xE → Ex is an affine bundle modelled on the vector bundle
Lin(TxM,T (Ex))→ Ex, where TxM denotes the trivial vector bundle TxM ×Ex → Ex. Via p⊥W0 , we can
pull back this bundle to a vector bundle (p⊥W0 )
∗ Lin(TxM,T (Ex)) over J
1
⊥WE. The affine bundle p
1
⊥W is
modelled on the sub vector bundle ξ of (p⊥W0 )
∗ Lin(TxM,T (Ex)) consisting of those γ ∈ Lin(TxM,T (Ex))
whose restriction to W is zero.
In particular, the rank of the affine bundle p1⊥W is equal to the rank of T (Ex), that is, to the dimension k
of the fibres of E.
Moreover, we obtain in particular the following fact: Let e ∈ J1⊥WE, let F := (p1⊥W )−1({e}) ⊆ J1xE denote
the fibre of p1⊥W over e, and let b := p
⊥W
0 (e) ∈ Ex. Then the affine space F is modelled on the vector space
ξe = {γ ∈ Lin(TxM,Tb(Ex)) | γ |W = 0}, and the affine space action ξe × F → F is just the restriction
of the affine space action Lin(TxM,Tb(Ex)) × (p10)−1({b}) → (p10)−1({b}) induced by the affine bundle
structure of J1xE → Ex.
A.3.3 Definition (ample subset of an affine space). Let A be an affine space modelled on a finite-
dimensional real vector space. An open subset S of A is called ample if and only if the convex hull of each
connected component of S is A.
A.3.4 Examples. Let A be an affine space modelled on a finite-dimensional real vector space. Then ∅ is
an ample subset of A because it has no connected component. A is an ample subset of A. The complement
of each affine subspace of A with codimension ≥ 2 is an ample subset of A: it is connected, and its convex
hull is A. The complement of each nonempty affine subspace of A with codimension 1 is not ample: it has
precisely two connected components, and the convex hull of each of these is an open half-space in A.
A.3.5 Definition (ample first-order partial differential relation). Let E → M be a fibre bundle,
and let R be an open subset of J1E. Then R is called ample if and only if for every x ∈ M , every
codimension-1 sub vector space W of TxM , and every e ∈ J1⊥WE, the intersection of R with the fibre over
e of the affine bundle p1⊥W : J
1
xE → J1⊥WE is an ample subset of that fibre.
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Remark. Ampleness is defined in slightly varying ways in the literature, sometimes explicitly involving the
space J1⊥WE, sometimes not. The version above can be found in [89], §6.1.1. In fact, given an (n − 1)-
plane distribution W on M , Spring defines8 a space J1⊥WE which fits into a sequence of bundle projections
J1E → J1⊥WE → E → M . The fibres over x of these bundles is what we considered in Definition A.3.1
above — and it is all we need to understand the statement of Gromov’s theorem A.3.7, because ampleness
is defined fibrewise, i.e., it does not depend on (say, derivatives of) a distribution W on M but only on a
sub vector space of each tangent space TxM . (This fact is obvious and, moreover, explicitly remarked on
p. 132 in [89].)
A.3.6 Definition. We denote by C0(M←R) the set of all ϕ ∈ C0(M←J1E) whose image is contained
in R. We say that ϕ0, ϕ1 are contained in the same path component of C0(M←R) if and only if there
is a map Φ: [0, 1] → C0(M←R) with Φ(0) = ϕ0 and Φ(1) = ϕ1 which is continuous with respect to the
subspace topology on C0(M←R) induced by the compact-open C0-topology on C0(M←J1E).
A.3.7 Theorem (Gromov’s h-principle for ample relations; first-order C0-dense non-relative
non-parametric version). Let E → M be a fibre bundle, let R ⊆ J1E be open and ample, and let
ϕ ∈ C0(M←R) (i.e., ϕ is a formal solution of R). Let p10 : J1E → E denote the standard projection, let
h := p10 ◦ ϕ ∈ C0(M←E), and let N be a neighbourhood of the image of h in E. Then there is a section
σ ∈ C∞(M←E) such that j1σ ∈ C0(M←R) (i.e., σ is a solution of R), such that the image of σ is
contained in N (i.e., σ is close to h with respect to the fine C0-topology), and such that, moreover, j1σ is
contained in the same path component of C0(M←R) as ϕ; the latter assertion implies in particular that σ
is contained in the same connected component of C0(M←E) as h.
Remarks. The last claim of Theorem A.3.7 follows from the preceding one because if a continuous map
Φ: [0, 1]→ C0(M←J1E) with Φ(0) = ϕ0 and Φ(1) = ϕ1 exists, then there is a continuous map Ψ: [0, 1]→
C0(M←E) with Ψ(0) = p10 ◦ ϕ0 and Ψ(1) = p10 ◦ ϕ1: namely, composition with p10 from the left defines
a continuous (with respect to the compact-open topologies) map π : C0(M←J1E) → C0(M←E), so the
map Ψ := π ◦ Φ has the required property.
There is also a relative version of Theorem A.3.7 (cf. Theorem 4.2 in [89]; our Theorem A.3.7 is the special
case K0 = ∅). We do not state it here because we will not care about its consequences for the distribution
version of the prescribed scalar curvature problem.
A.3.2 The h-principle for diff-invariant relations
Theorem A.3.8 below (usually called the h-principle for open diff-invariant relations or the covering ho-
motopy method) is not applied in the present thesis, but we mention it occasionally. The diff-invariance
condition on a partial differential relation means roughly that the relation is invariant under a natural
action of the diffeomorphism group. For a precise definition, let me refer you to [32] (Definition 3.2) or
[24], §7.
A.3.8 Theorem (Gromov). Let M be an open manifold, let E →M be a fibre bundle, let r ∈ N, and let
R be an open diff-invariant subset of JrE. Then for every connected component C of C0(M←R), there
is a section σ ∈ Cr(M←E) with jrσ ∈ C .
In particular, for every ϕ ∈ C0(M←R) (i.e., for every formal solution of R), there is a section σ ∈
Cr(M←E) with jrσ ∈ C0(M←R) (i.e. a solution of R) such that σ is contained in the same connected
component of Cr(M←E) as pr0 ◦ ϕ (where pr0 : JrE → E denotes the standard projection).
So the difference to Theorem A.3.7 is that ampleness is replaced by diff-invariance, and that M must be
open (and that we stated in A.3.7 only the first-order version of the convex integration method).
A.3.9 Remark. Theorem A.3.8 contains only a weak form of Gromov’s h-principle theorem for open
diff-invariant relations. There is a “parametric” version of the theorem which says that
jr : {σ ∈ Cr(M←E) | jrσ ∈ C0(M←R)} → C0(M←R)
8using a different notation: E(1) instead of J1E; E⊥x instead of J
1
⊥WE, etc.
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is a homotopy equivalence; our version above is just the statement that this map induces a surjective map
between the sets of connected components.
Cf. Chapter 3 in [32] for a proof of that parametric h-principle (in particular, for a proof of Theorem A.3.8),
and cf. Theorem 7.2.4 in [24] for a relative version. Gromov’s original article [37] contains the non-relative
parametric version. Notice that there is in general no (global) C0-dense version of this h-principle; cf.
Chapter 7 in [24] for further information.
A.4 Contact structures and even-contact structures
Since our discussion of everywhere twisted distributions (cf. Definition 2.3.1) in Chapter 5 is related to
contact and even-contact structures (cf. the remarks at the beginning of that chapter), we review here the
definitions and some basic facts which explain the connection.
A.4.1 Contact structures
We will discuss contact structures in the general — that is, not necessarily coorientable — form:
A.4.1 Definition. Let ξ be a 2n-plane distribution on a (2n+1)-manifoldM . A 1-form α ∈ Ω1(U) defined
on some open subset U of M is a local contact form for ξ if and only if ξ |U = ker(α) and the (2n+1)-form
α ∧ (dα)n ∈ Ω2n+1(U) vanishes nowhere (the notation n refers to the wedge product). The distribution ξ
is a contact structure if and only if for every x ∈ M there is an open neighbourhood U of x and a local
contact form α ∈ Ω1(U) for ξ.
A.4.2 Facts. Let M be a (2n+ 1)-manifold.
(i) If α, α′ ∈ Ω1(U) are local contact forms for the contact structure ξ on M , then there is a nowhere
vanishing function f ∈ C∞(U,R) such that α′ = fα; this follows from the condition ker(α) = ker(α′).
Conversely, if α ∈ Ω1(U) is a local contact form for the contact structure ξ and f ∈ C∞(U,R) vanishes
nowhere, then fα is a local contact form for ξ; that’s because ker(fα) = ker(α) and fα∧ (d(fα))n =
fα ∧ (f dα+ df ∧ α)n = fn+1α ∧ (dα)n (since α ∧ α = 0).
(ii) Existence of contact structures. The 1-form β = dz+
∑n
j=1 xjdyj on R
2n+1 ((x1, . . . , xn, y1, . . . , yn, z)
are the standard coordinates on R2n+1) is a contact form for the contact structure ker(β).
Local uniqueness of contact structures. If, for i ∈ {0, 1}, we have a (2n+1)-manifold Mi, a point xi ∈
Mi, and a contact form αi for the contact structure ker(αi) onMi, then there are open neighbourhoods
U0 ⊆ M0 of x0 and U1 ⊆ M1 of x1 and a diffeomorphism ϕ : U0 → U1 such that ϕ(x0) = x1 and
α0 |U0 = ϕ∗(α1 |U1). This is Darboux’s theorem for contact structures; cf. e.g. [31], Theorem 2.24.
(iii) If the contact structure ξ on M is coorientable (synonymously: transversely orientable), i.e. the line
bundle TM/ξ over M is orientable and thus trivial, then there is a global contact form for ξ, i.e. a
local contact form for ξ which is defined on the whole of M . To see this, we choose a vector field X
on M which is everywhere transverse to ξ, and consider local contact forms αi ∈ Ω1(Ui) (where I is
an index set) such that (Ui)i∈I is a covering of M . For each i ∈ I, we define a nowhere vanishing
function λi ∈ C∞(Ui,R) by λiαi(X) = 1. Then λiαi = λjαj for all i, j ∈ I since both 1-forms have
the same value on X and vanish on ξ. Thus there is a 1-form α ∈ Ω1(M) whose restriction to each
Ui is λiαi. It follows from the facts in paragraph (i) that α is a contact form for ξ.
Contact structures are sometimes defined to be kernels of global contact forms. That definition yields
precisely the coorientable contact structures in our general sense.
(iv) If n is even, then every contact structure on M is orientable (as a vector bundle). Namely, every
local contact form α ∈ Ω1(U) induces an orientation on the vector bundle ξ |U via the top-rank form
(dα)n |(ξ |U); this form vanishes nowhere since α ∧ (dα)n vanishes nowhere and ξ = ker(α). Every
two local contact forms α, α′ ∈ Ω1(U) induce the same orientation on ξ |U because there is a nowhere
vanishing function f ∈ C∞(U,R) with α′ = fα, and thus (dα′)n |ξ = (fdα+ df ∧α)n |ξ = fn(dα)n |ξ
(where we used α |ξ = 0); since n is even, fn is everywhere positive.
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(v) If n is odd, then the existence of a contact structure ξ on M implies that M is orientable. Namely,
every local contact form α ∈ Ω1(U) induces an orientation on U via the (2n + 1)-form α ∧ (dα)n.
Every two local contact forms α, α′ ∈ Ω1(U) induce the same orientation on U because there is a
nowhere vanishing function f ∈ C∞(U,R) with α′ ∧ (dα′)n = fn+1α ∧ (dα)n; since n is odd, fn+1 is
everywhere positive.
(vi) Let us summarise the results of (iv) and (v): If ξ is a contact structure on M , then let L be the line
bundle TM/ξ on M . If
• n is odd: then M is orientable; L is orientable if and only if ξ is orientable.
• n is even: then ξ is orientable; M is orientable if and only if L is orientable.
(vii) For every n ∈ N≥1, there is a (2n+1)-manifoldM which admits a non-coorientable contact structure;
take e.g. M = Rn+1 × RPn: The 2n-plane distribution ker(∑nj=0 yjdxj), where (x0, . . . , xn) are the
standard coordinates on Rn+1 and [y0 : . . . : yn] are the standard homogeneous coordinates on RP
n,
is a non-coorientable contact structure; cf. [31], Example 2.14 and Proposition 2.15.
If M is an odd-dimensional manifold of dimension ≥ 5, then it is in general not easy to decide whether M
admits a contact structure; cf. H. Geiges’ review [30] for results in this direction. As we have just seen, if a
3-manifold admits a contact structure, then it is orientable. A theorem by J. Martinet (cf. [68]) tells us that
the converse is also true. In fact, every homotopy class of 2-plane distributions on an orientable 3-manifold
contains a contact structure. This follows in the open case from M. Gromov’s h-principle theorems (from
the covering homotopy method, to be precise). In the closed case, it has been proved by R. Lutz for
homotopy classes of (co-)orientable 2-plane distributions (cf. [66]; [31], Section 3), and by Y. Eliashberg in
the most general case (cf. [23]).
A.4.3 Theorem (existence of contact structures on orientable 3-manifolds). Let M be an ori-
entable 3-manifold (with or without boundary). Then every homotopy class of 2-plane distributions on M
contains a contact structure.
Remarks on the proof. For closed M (this is the hard case), that is proved in [23]. In the open
connected case, we can apply Gromov’s h-principle Theorem A.3.8 since the contact condition, viewed as
a partial differential relation on the total space J1G2(TM) of the 1-jet bundle of the Grassmann bundle
G2(TM) → M , is obviously open and diff-invariant, and suitable formal solutions exist (as we reprove in
Proposition 5.2.8 and Remark 5.2.17).
A.4.2 Even-contact structures
A.4.4 Definition (even-contact structure). Let ξ be a (2n+1)-plane distribution on a (2n+2)-manifold
M . A 1-form α ∈ Ω1(U) defined on some open subset U of M is a local even-contact form for ξ if and only
if ξ |U = ker(α) and the (2n + 1)-form α ∧ (dα)n ∈ Ω2n+1(U) vanishes nowhere. The distribution ξ is an
even-contact structure if and only if for every x ∈ M there is an open neighbourhood U of x and a local
even-contact form α ∈ Ω1(U) for ξ. 9
We collect some elementary facts about even-contact structures, analogous to the facts in A.4.2.
A.4.5 Facts. Let M be a (2n+ 2)-manifold.
(i) If α, α′ ∈ Ω1(U) are local even-contact forms for the even-contact structure ξ on M , then there is a
nowhere vanishing function f ∈ C∞(U,R) such that α′ = fα. Conversely, if α ∈ Ω1(U) is a local
contact form for the contact structure ξ and f ∈ C∞(U,R) vanishes nowhere, then fα is a local
contact form for ξ.
9The name even-contact form/structure was introduced by V. L. Ginzburg, who investigated these objects in [35], in
1992. In D. McDuff’s article [69] (Example 2.6, Lemma 2.7, and §7) from 1987, in which she proved the ampleness of the
corresponding partial differential relation, even-contact forms are called non-degenerate 1-forms. It seems that not much work
has been done on even-contact structures, in contrast to contact structures.
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(ii) Existence. Let N be a (2n+1)-manifold, let B ∈ {R, S1}, let prN : N×B → N and prB : N×B → B
denote the obvious projections. If ξ is a contact structure on N , then the vector bundle η := (pr∗Nξ)⊕
(pr∗BTB) — which is a sub vector bundle of (pr
∗
NTM)⊕ (pr∗BTB) = T (N ×B) — is an even-contact
structure on N ×B.
Namely, by Darboux’ theorem, ξ is locally the kernel of a 1-form α ∈ Ω1(U) (where U is an open subset
of N) which has in suitable local coordinates (x1, . . . , xn, y1, . . . , yn, z1) the form dz1 +
∑n
j=1 xjdyj .
With respect to local coordinates on N×B of the form (x1, . . . , xn, y1, . . . , yn, z1, z2), the 1-form pr∗Nα
is given by dz1 +
∑n
j=1 xjdyj , which is an even-contact form. Its kernel is pr
∗
N (ker(α)) ⊕ (pr∗BTB),
i.e. η. Thus η is an even-contact structure, as claimed.
In particular, even-contact structures exist in all even dimensions.
(iii) Local uniqueness. If α is an even-contact form on M and x is a point in M , then there exist
local coordinates (x1, . . . , xn, y1, . . . , yn, z1, z2) on a neighbourhood U of x such that α |U = dz1 +∑n
j=1 xjdyj ; cf. [69], Proposition 7.2 and the remark preceding it.
(iv) If an even-contact structure ξ is coorientable, then there exists a global even-contact form for ξ. The
proof is the same as for the analogous statement for contact structures.
(v) If n is even, then every even-contact structure ξ on M admits a nowhere vanishing 2n-form β ∈
C∞(M←Λ2n(ξ∗)).
Namely, there is an open cover U of M such that every U ∈ U admits an even-contact form
αU for ξ |U . Via a subordinate partition of unity (ϕU )U∈U we define β to be the global form∑
U∈U ϕU · (dαU )n |(ξ |U). This β vanishes indeed nowhere: For all U, V ∈ U , there is a nowhere
vanishing function fUV ∈ C∞(U ∩ V,R) with αV |(U ∩ V ) = fUV αU |(U ∩ V ); hence (dαU )n |ξ =
fnUV (dαV )
n |ξ holds on U ∩ V . For each U ∈ U , we obtain
β |U =
∑
V ∈U
ϕV f
n
UV · (dαU )n |ξ .
This form vanishes nowhere since
∑
V ∈U ϕV f
n
UV is everywhere positive and (dαU )
n |ξ vanishes
nowhere. (In order to verify the latter fact, choose locally a γ ∈ Ω1(M) such that the top-rank
form α ∧ γ ∧ (dαU )n vanishes nowhere; that is possible e.g. by (iii): take γ = dz2. Then extend a
local frame (v1, . . . , v2n+1) of ξ to a local frame of TM , and evaluate α∧ γ ∧ (dαU )n on this frame to
obtain the statement.) Hence β vanishes nowhere, as claimed.
(vi) If n is odd and ξ is an even-contact structure onM , thenM admits a nowhere vanishing (2n+1)-form
whose restriction to ξ is zero. This is proved similarly as in (iv): we patch the local forms αU ∧(dαU )n
together via a partition of unity.
A.4.3 Everywhere twistedness vs. contact and even-contact
A.4.6 Proposition. Let n ∈ N≥1, let M be an n-manifold, let H be an (n− 1)-plane distribution on M ,
and let x ∈M . Then the following statements are equivalent:
(i) The twistedness of H vanishes in x.
(ii) There is an open neighbourhood U of x and a 1-Form α ∈ Ω1(U) with H |U = ker(α) such that
α ∧ dα ∈ Ω3(U) vanishes in x.
(iii) For every open neighbourhood U of x and every 1-form α ∈ Ω1(U) with H |U = ker(α), the 3-form
α ∧ dα vanishes in x.
Proof. (iii) =⇒ (ii): A sufficiently small open neighbourhood U of x admits a vector field X which is
transverse to H . Define α ∈ Ω1(U) by α(X) = 1 and α |H = 0. Then H |U = ker(α) and so, by statement
(iii), α ∧ dα vanishes in x.
(ii) =⇒ (i): We have to show that for all local sections v, w in H , the value in x of the Lie bracket [v, w]
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lies in Hx; in other words, we must prove that α([v, w]) vanishes in x whenever v, w are vector fields on U
with α(v) = α(w) = 0. This is easy: From dα(v, w) = ∂v(α(w)) − ∂w(α(v)) − α([v, w]) = −α([v, w]), we
deduce
(α ∧ dα)(v, w, [v, w]) = α([v, w])dα(v, w) = −α([v, w])2 .
Since statement (ii) tells us that the leftmost function vanishes in x, so does α([v, w]).
(i) =⇒ (iii): Let U be an open neighbourhood of x, and let α ∈ Ω1(U) with H |U = ker(α). There is a
vector field X on U such that α(X) = 1. In order to prove that a 3-form β on U vanishes in x, it suffices
to show that the function β(v, w,X) vanishes in x for all sections v, w in H |U .
If v, w are sections in H |U , then α(v) = α(w) = 0 and, by statement (i), the function α([v, w]) vanishes in
x. As in the proof of (ii) =⇒ (i), we compute (α ∧ dα)(v, w,X) = α(X)dα(v, w) = −α([v, w]). Therefore
the 3-form α ∧ dα vanishes in x.
A.4.7 Corollary. Contact structures on manifolds of dimension ≥ 3 are everywhere twisted. A 2-plane
distribution on a 3-manifold is everywhere twisted if and only if it is contact. Even-contact structures on
manifolds of dimension ≥ 4 are everywhere twisted. A 3-plane distribution on a 4-manifold is everywhere
twisted if and only if it is even-contact.
Proof. By the equivalence (i) ⇐⇒ (iii) from the preceding proposition, an (m − 1)-plane distribution
on an m-manifold is everywhere twisted if and only if it is locally the kernel of a 1-form α with nowhere
vanishing α ∧ dα. All contact structures manifolds of dimension 2n + 1 ≥ 3, as well as all even-contact
structures on manifolds of dimension 2n + 2 ≥ 4, have this property by definition. If n = 1, then the
contact and even-contact conditions are by definition equivalent to this property.
A.5 Bundles of Grassmannians
This section reviews a few definitions and basic facts about Grassmann manifolds (also known as Grassmann
varieties or simply Grassmannians) and bundles of Grassmann manifolds; they occur in Chapter 5 and
Appendix C.
The Grassmann manifold of q-dimensional sub vector spaces of Rn is often denoted by G(q, n). Our notation
here is Gq(E) for the qth Grassmannian on an arbitrary n-dimensional real vector space E. (This Gq can be
regarded as a functor from the category of finite-dimensional vector spaces and vector space isomorphisms
to the category of manifolds and diffeomorphisms, or from the category of vector bundles and fibrewise
bijective vector bundle morphisms to the category of fibre bundles and fibrewise diffeomorphic bundle maps,
but we don’t need to adopt this functorial viewpoint.)
Since the affine space in the following definition does not seem to have a standard name, I introduce the
notation Compl(H) for it. Its affine structure plays an important role at several places in the thesis, so we
verify the affine space axioms in detail.
A.5.1 Definition (the affine space Compl(H)). Let E be an R-vector space, and let H be a sub
vector space of E with finite codimension. We denote the set of all sub vector spaces of E which are
complementary to H by Compl(H). We turn this set into an affine space modelled on the vector space
Lin(E/H,H) by the following definition. Let π : E → E/H be the canonical projection. Lin(E/H,H) acts
on Compl(H) via the map +: Lin(E/H,H) × Compl(H) → Compl(H) given by (λ, V ) 7→ λ + V , where
λ+ V = {v + λ(π(v)) | v ∈ V }.
Verification of the affine space axioms. First we check that the map + is well-defined, i.e. λ+V ∈
Compl(H) if λ ∈ Lin(E/H,H) and V ∈ Compl(H). To see this, note that inclV,E + λ ◦ π |V ∈ Lin(V,E) is
injective: its composition with the projection E = V ⊕H → V is the identity on V . Hence dim(λ+ V ) =
dim(V ) = dim(E/H). Moreover, (λ + V ) ∩ H = {0} since if v + λ(π(v)) ∈ H then v = 0 and thus
v + λ(π(v)) = 0. Because E/H is finite-dimensional, V and H are complementary. This shows that + is
well-defined.
Obviously (λ0 + λ1) + V = λ0 + (λ1 + V ) and 0Lin(E/H,H) + V = V hold for all λ0, λ1 ∈ Lin(E/H,H) and
V ∈ Compl(H), so + is indeed an action of the vector space Lin(E/H,H) on the set Compl(H).
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If λ + V = V for some λ ∈ Lin(E/H,H) and V ∈ Compl(H), then for each v ∈ V , we have λ(π(v)) ∈ V ,
hence λ(π(v)) = 0. This implies λ = 0 since π |V : V → E/H is surjective. Thus + is a free action.
Let V0, V1 ∈ Compl(H). We want to show that there is a λ ∈ Lin(E/H,H) with λ + V0 = V1. For
i ∈ {0, 1}, let pi : E = Vi ⊕ H → H denote the projection onto the second factor. Since p0 − p1 ∈
Lin(E,H) maps every element of H to 0, there is a λ ∈ Lin(E/H,H) such that p0 − p1 = λ ◦ π. We
get λ+ V = {v + λ(π(v)) | v ∈ V0} = {v + p0(v) − p1(v) | v ∈ V0} = {v − p1(v) | v ∈ V0}. This is a subset
of V1 by definition of p1. On the other hand, every v1 ∈ V1 has a unique decomposition v1 = v + p1(v1)
with v ∈ V0, and clearly p1(v1) = −p0(v) holds; thus v1 ∈ λ + V . To summarise, we have λ + V0 = V1.
This proves that + is a transitive action and completes our verification of the axioms.
A.5.2 Remark. If we fix, in the situation of the preceding definition, a subspace V ∈ Compl(H), then
this choice turns the affine space Compl(H) into a vector space with zero element V , since V defines an
affine isomorphism Lin(E/H,H)→ Compl(H) by λ 7→ λ+V . We denote this vector space by ComplV (H)
(cf. Figure A.5). Note that the isomorphism E/H ∼= V induces a canonical vector space isomorphism
ComplV (H)
∼= Lin(V,H).
×
×
×
×
×
VV1V0V0+2V1
H
v+H
v∈V
v+h1
v+h0v+h0+2h1 0∈E
Figure A.1: The vector space structure of ComplV (H) visualised (in the case dimE = 3, dimV = 1).
A.5.3 Definition (Grassmann manifolds). Let n, q ∈ N, and let E be an n-dimensional R-vector space.
We equip the set Gq(E) of all q-dimensional sub vector spaces of E with the structure of a real-analytic
manifold as follows. (In fact, we even equip it with the structure of an algebraic variety, but that’s not
important for us.) If q > n, then Gq(E) = ∅ and we are done; so assume q ≤ n. Let A be the set of all pairs
(U,ϕ), where U = Compl(H) for some (n− q)-dimensional subspace H of E and ϕ : Compl(H)→ Rq(n−q)
is an affine isomorphism (note that dimCompl(H) = dimLin(E/H,H) = q(n − q)). This A is a real-
analytic atlas on the set Gq(E). The set Gq(E) together with this real-analytic structure is called the q-th
Grassmann manifold (synonymously: Grassmannian) of E.
A.5.4 Remark. The universal vector bundle Uq(E) over Gq(E) is the sub vector bundle of the trivial
vector bundle Gq(E) × E → Gq(E) whose fibre over V ∈ Gq(E) is {V } × V ⊆ {V } × E. We define the
vector bundle ⊥Uq(E) over Gq(E) to be the quotient of the trivial bundle Gq(E) × E → Gq(E) and its
sub vector bundle Uq(E).
Then the tangent bundle of the manifold Gq(E) is canonically isomorphic to Lin(Uq(E),⊥Uq(E)). In
particular, for each V ∈ Gq(E), the tangent space TVGq(E) is canonically isomorphic to Lin(V,E/V ).
A.5.5 Definition (Compl(H) on the vector bundle level). Let π : E → M be a smooth [resp. real-
analytic] rank-n vector bundle, and let H be a smooth [real-analytic] rank-q sub vector bundle of E. Then
Lin(E/H,H) is a vector bundle. Let Π: Compl(H) → M be the set-theoretic bundle whose fibre over
x ∈ M is the affine space Compl(Hx) modelled on the vector space Lin(Ex/Hx, Hx). We turn this set-
theoretic bundle into a smooth [real-analytic] affine bundle modelled on the vector bundle Lin(E/H,H),
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as follows.
Since H is a smooth [real-analytic] sub vector bundle of E, every point in M has an open neighbourhood U
which admits smooth [real-analytic] vector bundle trivialisations φ : π−1(U)→ U × Rn and φH : π−1(U) ∩
H → U × Rq such that the diagram
π−1(U) ∩H U × Rq
π−1(U) U × Rn
φH
φ
incl idU×i
commutes (where i : Rq → Rn is the standard inclusion). Of course, φH is determined by φ.
To every such φ we associate the map Ψφ : Π
−1(U)→ U ×Compl(Rq) (where Compl(Rq) refers to comple-
ments of Rq ⊆ Rn) given by V 7→ im(φ |V ). Note that the projection of im(φ |V ) ⊆ {Π(V )} ×Rn onto the
second factor is indeed a sub vector space of Rn which is complementary to Rq; moreover, observe that Ψφ
is bijective. The set ACompl(H) of all pairs (U × Compl(Rq),Ψφ), where φ : π−1(U) → U × Rn is a vector
bundle trivialisation as above, is a smooth [real-analytic] atlas on the set Compl(H); since U ×Compl(Rq)
is an open subset of the affine space RdimM ×Compl(Rq), it makes sense here to use the maps Ψφ as charts.
With respect to this smooth [real-analytic] structure, Compl(H) is a smooth [real-analytic] affine bundle
modelled on the vector bundle Lin(E/H,H); in fact, ACompl(H) is an affine bundle atlas.
A.5.6 Remark. If, in the situation of the preceding definition, a smooth [resp. real-analytic] sub vec-
tor bundle V of E is given which is complementary to H , then Compl(H) becomes a smooth [real-
analytic] vector bundle with zero section V . Moreover, there is then a canonical vector bundle isomorphism
Compl(H) = Lin(E/H,H) ∼= Lin(V,H), induced by the vector bundle isomorphism E/H ∼= V .
A.5.7 Definition. Let E → M be a smooth [real-analytic] vector bundle, and let q ∈ {0, . . . , rank(E)}.
Then there is a unique smooth [real-analytic] structure on the total space of the set-theoretic bundle
Gq(E)→M (whose fibre over x ∈M is Gq(Ex)) such that for each open subset U of M and each smooth
[real-analytic] rank-q sub vector bundle H of E |U , the set Compl(H) is an open subset and a smooth
[real-analytic] submanifold of Gq(E). We equip Gq(E)→M with this structure, thereby turning it into a
smooth [real-analytic] fibre bundle.
A.5.8 Remark. Let E →M be a smooth [resp. real-analytic] vector bundle, let q ∈ {0, . . . , rank(E)}, let
k ∈ N ∪ {∞}, let V be a set-theoretic section in Gq(E) →M (i.e. a set-theoretic map M → Gq(E) which
assigns to each x ∈M an element of Gq(Ex)). Then there are two definitions of the statement that V is of
class Ck [or real-analytic]: According to the first definition, V is Ck if and only if it is Ck as a map between
the manifolds M and Gq(E). According to the second definition, V is C
k if and only if the set-theoretic
sub vector bundle V of E is of class Ck, i.e., if and only if there is a sub vector bundle atlas of V in E all
of whose transition maps are Ck. These two definitions are equivalent.
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Analytic background
B.1 Ellipticity and elliptic regularity
Throughout this section, let I be an open interval in R.
Let M be a manifold, let k ∈ N≥1. Recall that a map P : C∞(M, I) → C∞(M,R) or P : Ck(M, I) →
C0(M,R) is a kth-order (partial) differential operator if and only if there exists a map Φ: Jk(M, I) → R
such that P (u)(x) = Φ(jkx(u)) for all x ∈M and u ∈ C∞(M, I). Such a Φ is then uniquely determined. A
kth-order partial differential operator is quasilinear if and only if the restriction of the defining map Φ to
each fibre of the vector bundle Jk(M, I)→ Jk−1(M, I) is linear.
We define the notion of ellipticity only for quasilinear second-order differential operators C∞(M, I) →
C∞(M,R); that is all we need in this thesis.
B.1.1 Definition (elliptic, positively elliptic). LetM be a manifold, let P : C∞(M, I)→ C∞(M,R) be
a quasilinear second-order differential operator induced by a map Φ: J2(M, I)→ R. Recall that the vector
bundle J2(M, I)→ J1(M, I) is the pullback of the vector bundle Sym(TM)→M (whose fibre over x ∈M
consists of the symmetric bilinear forms TxM × TxM → R) via the bundle projection p1 : J1(M, I)→M .
So for each b ∈ J1(M, I), the restriction of Φ to the fibre over b of the bundle J2(M, I) → J1(M, I) is a
linear map Sym(Tp1(b)M)→ R, i.e., it can be identified with an element βb of Sym(T ∗p1(b)M).
The quasilinear operator P is called elliptic if and only if the symmetric bilinear form βb is definite for
each b ∈ J1(M, I). The operator P is called positively elliptic if and only if βb is positive definite for each
b ∈ J1(M, I).
B.1.2 Example. Let (M, g) be a semi-Riemannian n-manifold. Then ∆g : C
∞(M,R) → C∞(M,R) is a
second-order (quasi)linear differential operator induced by the following section β in the p1-pullback of the
vector bundle Sym(T ∗M) → M : for each b ∈ J1(M,R), the bilinear form βb : T ∗p1(b)M × T ∗p1(b)M → R is
the bilinear form 〈., .〉g induced by g; cf. Notation 2.1.2. This is obvious from the expression of ∆g with
respect to local coordinates: for each u ∈ C∞(M,R), we have ∆g(u) =
∑n
i,j=1 g
ij∂i∂ju+ l.o.t. (where l.o.t.
denotes terms which depend only on the 1-jet of u).
Hence ∆g is elliptic if and only if the index q of g is equal to 0 or n. It is positively elliptic if and only if
q = 0, i.e., if and only if g is Riemannian.
B.1.3 Theorem (elliptic regularity). Let M be a manifold, let Φ: J2(M, I) → R be smooth, and let
P : C2(M, I) → C0(M,R) be the second-order differential operator induced by Φ via P (u)(x) = Φ(j2x(u)).
If P is elliptic and u ∈ C2(M, I) is a solution of P (u) = 0 which satisfies a local C2,α Ho¨lder condition1,
then u is smooth.
A proof of the following (as well as of the preceding) theorem can be found in the article [44] by E. Hopf.2
Hopf stated it only for functions defined on a subset of euclidean space, but since it is obviously a local
1I.e., there is an α ∈ (0, 1) for which M admits an atlas A such that, for each chart ϕ : U → V ⊆ Rn in the atlas, the
function u ◦ ϕ−1 : V → I is of Ho¨lder class C2,α.
2A more general theorem can be found in [74] (Theorem 6.7.6).
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result, it generalises immediately to arbitrary manifolds. Note that a real-analytic structure on a manifold
M induces a real-analytic structure on the jet manifold J2(M, I).
B.1.4 Theorem (real-analytic version of elliptic regularity). Let M be a real-analytic manifold, let
Φ: J2(M, I)→ R be a real-analytic map, and let P : C2(M, I)→ C0(M,R) be the second-order differential
operator induced by Φ via P (u)(x) = Φ(j2x(u)). If P is elliptic and u ∈ C2(M, I) is a solution of P (u) = 0
which satisfies a local C2,α Ho¨lder condition, then u is real-analytic.
B.2 Sobolev spaces
Generalities and basic inequalities
Let (M, g) be a compact Riemannian n-manifold, let k ∈ N and p ∈ R>1. Then we can consider the Sobolev
space Hk,p(M,R) (which is a Banach space); cf. e.g. [41] or Chapter 2 in [4] for its definition and basic
properties. We denote the norm on Hk,p(M,R) by ‖.‖Hk,p . The norm depends on the Riemannian metric
g on M , but the topology it induces is independent of g. (Even for fixed g, different definitions of ‖.‖Hk,p
are used in the literature, but all these definitions yield the same banachisable topology on Hk,p(M,R).)
So Hk,p(M,R) is well-defined as a banachisable topological vector space for every compact manifold M
(without specification of a Riemannian metric). For example, H0,p(M,R) = Lp(M,R).
The smooth functionsM → R form a dense subset ofHk,p(M,R). The closure inHk,p(M,R) of the set of all
smooth functions f : M → R whose support is a compact subset ofM\∂M is denoted byHk,p0 (M,R). IfM is
closed, then clearly Hk,p0 (M,R) = H
k,p(M,R). If there is a continuous imbedding Hk,p(M,R)→ C0(M,R)
(the latter being equipped with the usual C0 norm, i.e. with the compact-open topology), then obviously
every u ∈ Hk,p0 (M,R) vanishes on the boundary of M .
B.2.1 Theorem (the Poincare´ inequality). Let (M, g) be a compact connected Riemannian manifold
with nonempty boundary. Then there is a constant c ∈ R>0 such that the inequality
‖u‖L2 ≤ c ‖|du|g‖L2
holds for all u ∈ H1,20 (M,R) (and thus in particular for all u ∈ C∞(M,R) with u |∂M = 0).
Remark. Usually we write just ‖du‖L2 instead of ‖|du|g‖L2. I just wanted to emphasise here that the L2
norm on the right hand side of the inequality is the L2 norm of a (continuous) function.
Let M be a compact manifold, let k ∈ N and p ∈ R>1. Recall that every kth-order linear differential
operator P : C∞(M,R)→ C∞(M,R) induces a continuous linear map P : Hk,p(M,R)→ Lp(M,R).
B.2.2 Theorem (the elliptic estimate). Let M be a compact manifold, let P : C∞(M,R)→ C∞(M,R)
be an elliptic second-order differential operator. Then there is a constant c ∈ R>0 such that for every
u ∈ H2,2(M,R), the induced operator P : H2,2(M,R)→ L2(M,R) satisfies the inequality
‖u‖H2,2 ≤ c
( ‖u‖L2 + ‖P (u)‖L2) .
Proof. Cf. e.g. Theorem III.5.2 in [61].
Imbedding theorems
B.2.3 Theorem (Sobolev imbedding into Cr). Let M be a compact n-manifold, let k, r ∈ N and
p ∈ R>1 with k > np+r. Then there is a canonical continuous injective linear map Hk,p(M,R) →֒ Cr(M,R);
here Cr(M,R) is equipped with the Cr topology.
Proof. Cf. [4], Theorem 2.30, second part (b).
Remark. The theorem allows us to identify Hk,p(M,R) with a sub vector space of Cr(M,R) if the condition
k > np + r is satisfied.
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B.2.4 Lemma. Let T : X → Y be a compact operator between Banach spaces over R. If a sequence
(xm)m∈N converges weakly in X to x, then (T (xm))m∈N converges in Y to T (x).
Proof. Cf. e.g. Proposition 3.4.34 and 3.4.36 in [71].
B.2.5 Theorem (the p = n special case of the Rellich/Kondrakov theorem). Let M be a compact
n-manifold, let q ∈ R>1. Then there is a canonical compact injective linear map H1,n(M,R) →֒ Lq(M,R).
If a sequence in H1,n(M,R) converges weakly in H1,n(M,R) to u, then it converges to u in Lq(M,R).
Proof. For the first statement, cf. e.g. [77], Theorem 9.1 (and Theorem 3.4.37 in [71]). The second
statement follows from the preceding lemma.
Continuity and differentiability
B.2.6 Theorem. Let (M, g) be a compact Riemannian n-manifold, let k ∈ N and p ∈ R>1 with k > np ,
and let l ∈ {0, . . . , k}. Then the product of an element of Hk,p(M,R) with an element of H l,p(M,R) is
well-defined as an element of H l,p(M,R); moreover, the multiplication map Hk,p(M,R) × H l,p(M,R) →
H l,p(M,R) is (bilinear and) continuous.
Proof. Cf. e.g. [77], Corollary 9.7.
B.2.7 Theorem (the Sobolev product rule). Let M be a compact n-manifold, let k ∈ N and p ∈ R>1
with k > np . Let U be an open subset of a Banach space B, let F,G : U → Hk,p(M,R) be (Fre´chet)
differentiable maps. Then their pointwise product H := F · G : U → Hk,p(M,R) is also differentiable; for
each u ∈ U , the derivative DuH : B → Hk,p(M,R) is given by
(DuH)(v) = (DuF )(v) ·G(u) + F (u) · (DuG)(v) .
Proof. Cf. [59], Chapter XIII, §3; take Theorem B.2.6 into account.
B.2.8 Definition. Let M be a compact n-manifold, let k ∈ N and p ∈ R>1 with k > np , and let I be
an open subset of R. By Theorem B.2.3, there is a continuous inclusion i : Hk,p(M,R) → C0(M,R). We
define Hk,p(M, I) to be the i-preimage of C0(M, I). This Hk,p(M, I) is an open subset of Hk,p(M,R) since
C0(M, I) is an open subset of C0(M,R).
Let f ∈ C∞(I,R). We define the map compf : Hk,p(M, I) → Hk,p(M,R) by u 7→ f ◦ u; it is well-defined
and continuous by [77], Theorem 9.10. (That theorem deals only with the case I = R, but the proof of the
general case is analogous.)
The following rule is standard (cf. e.g. [52]; also [70], Proposition B.1.20):
B.2.9 Theorem (the Sobolev chain rule). Let M be a compact n-manifold, let k ∈ N and p ∈ R>1
with k > np , let I be an open subset of R, and let f ∈ C∞(I,R). Then compf : Hk,p(M, I) → Hk,p(M,R)
is differentiable; its derivative Ducompf : H
k,p(M,R)→ Hk,p(M,R) in the point u is given by
(Ducompf )(v) = (f
′ ◦ u) · v .
In order to prove that certain derivatives are continuous, we use the following simple lemmata.
B.2.10 Lemma. Let M be a compact n-manifold, let U be a topological space, let X be a Banach space,
let p ∈ R>1, let k ∈ N with k > np , let L ∈ Lin(X,Hk,p(M,R)), let F : U → Lp(M,R) be a continuous map.
Then the map m : U → Lin(X,Lp(M,R)) given by m(u)(v) = F (u) · L(v) is continuous.
Proof. By B.2.6, there is a constant c ∈ R>0 such that for all u, u0 ∈ U , we have
‖m(u)−m(u0)‖Lin(... ) = sup{‖F (u)L(v)− F (u0)L(v)‖Lp | ‖v‖X ≤ 1}
≤ c sup{‖F (u)− F (u0)‖Lp · ‖L(v)‖Hk,p | ‖v‖X ≤ 1}
≤ c ‖F (u)− F (u0)‖Lp · ‖L‖Lin(... ) .
If u tends to u0 in U , thenm(u) tends tom(u0) since F is continuous. This implies thatm is continuous.
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B.2.11 Lemma. Let (M, g) be a compact Riemannian n-manifold, let V be a distribution on M , let
p ∈ R>1, let k ∈ N with k > np + 1. Then the map σ : Hk,p(M,R) → Lin(Hk,p(M,R), Lp(M,R)) given by
σ(u)(v) := 〈du, dv〉g,V is continuous.
Proof. By B.2.6, there is a constant c ∈ R>0 such that for all u, u0 ∈ Hk,p(M,R), we have
‖σ(u)− σ(u0)‖Lin(... ) = sup{‖〈du, dv〉g,V − 〈du0, dv〉g,V ‖Lp | ‖v‖Hk,p ≤ 1}
≤ sup{‖|du − du0|g · |dv|g‖Lp | ‖v‖Hk,p ≤ 1}
≤ c sup{‖|du− du0|g‖Lp · ‖|dv|g‖Hk−1,p | ‖v‖Hk,p ≤ 1}
≤ c‖|du− du0|g‖Lp
≤ c ‖u− u0‖Hk,p .
If u tends to u0 in H
k,p(M,R), then σ(u) tends to σ(u0). This implies that σ is continuous.
Invertibility of elliptic operators and the inverse function theorem
B.2.12 Proposition. Let M be a compact manifold, let P : C∞(M,R) → C∞(M,R) be a linear elliptic
second-order differential operator. If the induced continuous linear operator P : H2,p0 (M,R)→ Lp(M,R) is
injective, then it is bijective.
Proof. Cf. e.g. the remarks and references in [52], §3.
The zeroth-order coefficient of a linear partial differential operator P : C∞(M,R) → C∞(M,R) is by
definition the function P (1) ∈ C∞(M,R).
B.2.13 Theorem. Let M be a compact manifold, let P : C∞(M,R) → C∞(M,R) be a positively elliptic
linear second-order differential operator whose zeroth-order coefficient is everywhere nonpositive and, more-
over, is negative in at least one point of each boundaryless connected component of M . Then the induced
linear operator P : H2,p0 (M,R)→ Lp(M,R) is bijective.
Proof. It suffices to consider the case of a connected manifold M . By the preceding proposition, it just
remains to show that for every u ∈ H2,p0 (M,R), the equation P (u) = 0 implies u = 0. This equation tells
us, by elliptic regularity (e.g. in the version of Corollary 8.11 in [34]), that u is smooth. From the sign
condition on the zeroth-order coefficient and the strong maximum principle (cf. e.g. [34], Theorem 3.5), we
infer that if u assumes its maximum and minimum in the interior of M , then u is constant. If M is closed,
then this must happen; so u vanishes because the zeroth-order coefficient of P is not identically zero. If
the boundary of M is nonempty, then maximum and minimum of u are assumed on the boundary. Since
u ∈ H2,p0 (M,R) ∩C∞(M,R) vanishes on the boundary, it is identically zero. Thus u = 0 in each case.
We state the implicit function theorem for Banach spaces in the (restricted) form in which it is applied in
Chapters 6 and 7. Recall that if X,Z are real Banach spaces, then Lin(X,Z) denotes the Banach space of
all continuous linear maps X → Z.
B.2.14 Theorem (the implicit function theorem for Banach spaces). Let X,S, Z be Banach spaces
over R, let A be an affine space modelled on X, let (u0, s0) ∈ A×S, let N ⊆ A be an open neighbourhood of
u0, let Φ: N ×S → Z be a continuous function with Φ(u0, s0) = 0 such that, for every fixed s ∈ S, the map
Φs : N → Z given by u 7→ Φ(u, s) is (Fre´chet) differentiable3, such that the map N ×S → Lin(X,Z) given
by (u, s) 7→ DuΦs is continuous at (u0, s0), and such that the derivative Du0Φs0 ∈ Lin(X,Z) is bijective.
Then there exist an open neighbourhood U ⊆ S of s0 and a continuous function U : U → N such that
U(s0) = u0 and Φ(U(s), s) = 0 for all s ∈ U .
Proof. Cf. e.g. [107], Theorem 4.B (p. 150). (The version there assumes that A is a Banach space,
but of course the theorem holds for general affine spaces modelled on Banach spaces, or even for Banach
manifolds.)
3I.e., the partial derivative of Φ in the first component exists.
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B.2.15 Remark. We apply this theorem in Chapters 6 and 7 in the following situation: Let M be a
compact n-manifold, let p ∈ R with p > n, let f ∈ H2,p(M,R>0) ⊆ C1(M,R>0) (cf. Definition B.2.8).
Then we consider the case
• X = H2,p0 (M,R) (thus X = H2,p(M,R) if M is closed);
• A = f +H2,p0 (M,R) ≡ {f +u | u ∈ H2,p0 (M,R)} ⊆ H2,p(M,R) (thus A = H2,p(M,R) if M is closed);
• S = Z = Lp(M,R);
• N = A ∩H2,p(M,R>0) (this is an open subset of A; moreover, N = H2,p(M,R>0) if M is closed).
We conclude this section with a version of elliptic regularity for Sobolev spaces (a very restricted version
which suffices for our needs). Let M be a compact n-manifold, let p > n, let I ⊆ R be an open interval, let
P1 : C
∞(M, I)→ C∞(M,R) be a first-order differential operator. Then P1 induces a map P1 : H2,p(M, I)→
Lp(M,R): since H2,p(M, I) ⊆ C1(M, I) by Theorem B.2.3, we have P1(u) ∈ C0(M,R) ⊆ Lp(M,R) for all
u ∈ H2,p(M, I).
B.2.16 Theorem (elliptic regularity for Sobolev spaces). Let (M, g) be a compact Riemannian
n-manifold, let p > n, let I ⊆ R be an open interval, let P1 : C∞(M, I)→ C∞(M,R) be a first-order differ-
ential operator, let P denote the elliptic quasilinear second-order differential operator ∆g +P1 : C
∞(M, I)→
C∞(M,R), and let u ∈ H2,p(M, I) satisfy P (u) = 0, where P = ∆g +P1 : H2,p(M, I)→ Lp(M,R) denotes
the operator induced by P . Then u ∈ C∞(M, I).
Proof. Cf. e.g. [93], §14, Proposition 4.9; take Theorem B.2.3 into account.
B.3 The method of sub- and supersolutions
For the elliptic equation that is relevant for the pseudo-Riemannian prescribed scalar curvature problem,
the method of sub- and supersolution can be used to prove that solutions exist. There is a version of this
method for Ho¨lder spaces, due to Y. Choquet-Bruhat and J. Leray (cf. [16]), and a version for Sobolev
spaces (cf. e.g. [48]). Since we apply the method only to equations with smooth coefficients, it doesn’t
matter which version we use. The article [16] is a better reference in our situation because it deals with
manifolds instead of subsets of euclidean space, and because it does not assume that the equation is defined
for all u : M → R, but just e.g. for u : M → R>0. (However, formulations which do not a priori have these
features can of course easily be brought into this form as well, so the lack of these properties is just a
technical inconvenience.)
B.3.1 Definition (sub-/supersolution). Let M be a manifold, let I ⊆ R be an open interval, and let
P : C2(M, I) → C0(M,R) be a positively elliptic (cf. Definition B.1.1) second-order differential operator.
A function f ∈ C2(M, I) is a subsolution [resp. supersolution] of P if and only if 0 ≤ P (f) [resp. 0 ≥ P (f)].
If a positively elliptic differential equation has a solution, then is has (for tautological reasons) a subsolution
f− and a supersolution f+ with f− ≤ f+. Sub- and supersolution theorems say that, under certain
conditions on the equation, the converse is true as well. We need only the following special case (note that
the boundary ∂M may be empty):
B.3.2 Theorem (Choquet-Bruhat/Leray). Let (M, g) be a compact Riemannian manifold, let I ⊆ R
be an open interval, let ϕ ∈ C∞(∂M, I), let a ∈ C∞(T ∗M × I,R). We consider the differential operator
P : C∞(M, I)→ C∞(M,R) given by
P (f) := 2∆g(f) + a(df, f) .
Let f− ∈ C∞(M, I) be a subsolution of P , and let f+ ∈ C∞(M, I) be a supersolution of P , such that
f− < f+ and f− |∂M < ϕ < f+ |∂M . Let π : T ∗M → M denote the bundle projection. Assume that there
is a µ ∈ R>0 such that the following inequality holds for all p ∈ T ∗M and all u ∈ [f−(π(p)), f+(π(p))]:
|a(p, u)| ≤ µ · (1 + |p|2g) .
Then there exists a function f ∈ C∞(M, I) such that P (f) = 0 and f− ≤ f ≤ f+ and f |∂M = ϕ.
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Proof. This is a special case of The´ore`me 1 in [16] (except that, as a matter of taste, I assumed a to be a
function on T ∗M × I instead of TM × I, and I reversed the sign of a): with the notation there, we consider
the case where the functions β0, γ0 are constant, where m = 2, where the map A is given by A(x, p, u) = 2p,
and where a, ϕ are smooth. Then the uniform ellipticity condition (1)1 of Choquet-Bruhat and Leray is
automatically satisfied, and their condition (1)2 is equivalent to the condition on a in our theorem.
4
Thus The´ore`me 1 in [16] yields a function f ∈ C2,α(M,R) with P (f) = 0 and f− ≤ f ≤ f+ and f |∂M = ϕ.
By elliptic regularity, f is smooth in our special case here.
We apply the sub- and supersolution method in Chapter 6 as follows.
B.3.3 Example. Let (M, g) be a compact Riemannian n-manifold, let V be a q-plane distribution on M ,
let H denote the g-orthogonal distribution of V , let π : T ∗M → M denote the bundle projection, and let
s ∈ C∞(M,R). With the functions an,q and bn,q from 4.2.1, we define a map a ∈ C∞(T ∗M × R>0,R) by
a(p, u) := an,q(u) |p|2g + bn,q(u) |p|2g,V +
2(1 + u2)
u2
〈
(divVg )(π(p)), p
〉
g,H
+ 2(1 + u2)
〈
(divHg )((π(p)), p
〉
g,V
+
(1 + u2)2
2u3
|TwistH |2g (π(p)) −
u(1 + u2)2
2
|TwistV |2g (π(p)) +
(1 + u2)2
u
ξg,V (π(p))
+
1 + u2
u
scalg(π(p))− u
2q
n−1−1(1 + u2)1−
1
n−1 s(π(p)) .
The positively elliptic quasilinear second-order differential operator P : C∞(M,R>0) → C∞(M,R) given
by
P (f) := 2∆g(f) + a(df, f)
is obviously just the operator Υg,V,s from 4.2.1.
If P admits a subsolution f− ∈ C∞(M,R>0) and a supersolution f+ ∈ C∞(M,R>0) with f− < f+, then
the compactness of M , the continuity of all involved functions, and the estimate |p|g,V ≤ |p|g imply that
there is a constant µ ∈ R>0 such that
|a(p, u)| ≤ µ · (1 + |p|2g)
holds for all p ∈ T ∗M and all u ∈ [inf(f−), sup(f+)] ⊆ R>0. (Because several coefficient functions in the
definition of a tend to ∞ as u tends to 0 or ∞, there is usually no constant µ > 0 such that this inequality
holds for all u ∈ R>0. But that is no problem.)
We choose any boundary values ϕ ∈ C∞(∂M,R>0) such that f− |∂M < ϕ < f+ |∂M . (We will not be
interested in boundary value problems in Chapter 6, so it makes no difference which ϕ we choose.)
Now we can deduce from Theorem B.3.2 that there exists a solution f ∈ C∞(M,R) of the equation P (f) = 0
such that f− ≤ f ≤ f+.
4Choquet-Bruhat and Leray define the notions subsolution and supersolution by strict inequalities, but that makes no
difference. If you don’t believe me in this respect, note that all the sub- and supersolutions in this thesis are sub- and
supersolutions in the strict sense of Choquet-Bruhat and Leray.
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The topology of metrics and
distributions
This subsection summarises the relation between distributions and semi-Riemannian metrics, which forms
the basis for our discussion of the distribution problem and the homotopy class problem in Chapter 1. Such
a summary is not easy to find in the literature, although all these things are certainly well-known. For
instance, §40 in [90] contains the main results in a coarse form, but not the facts from the exposition below
about metrics which make a fixed distribution timelike, and distributions which are timelike with respect
to a fixed metric.
Everything in this subsection generalises to arbitrary semi-Riemannian vector bundles, but we restrict our-
selves to the case of tangent bundles, for otherwise the important points might be obscured by unnecessary
generality.
C.1 Distributions vs. semi-Riemannian metrics: first facts
C.1.1 Definition. Let n ∈ N and q ∈ {0, . . . , n}.
Vector space level. Let W be an n-dimensional real vector space equipped with a symmetric nondegenerate
bilinear form g of index q. A sub vector space of W is called maximally timelike if and only if it is timelike
(cf. 1.1.5(ii)) and has dimension q. A sub vector space of W is called maximally spacelike if and only if it
is spacelike and has dimension n− q. If V is any sub vector space of W , then the g-orthogonal subspace of
V , denoted by ⊥gV , is the vector space formed by all w ∈ W such that g(w, v) = 0 for all v ∈ V .
Vector bundle level. Let (M, g) be an n-dimensional semi-Riemannian manifold of index q. A distribution
on M is called maximally timelike if and only if it is timelike and has rank q. A distribution on M is called
maximally spacelike if and only if it is spacelike and has rank n − q. If V is any distribution on M , then
the g-orthogonal distribution of V , denoted by ⊥gV , is the distribution whose fibre over each point x ∈M
is ⊥gVx (where Vx denotes the fibre of V over x); it is easy to check that this is indeed a smooth sub vector
bundle of TM →M .
C.1.2 Facts. We state the following obvious facts on the vector bundle level, but they hold already on the
vector space level.
If V is a maximally timelike [maximally spacelike] distribution on the semi-Riemannian manifold (M, g),
then the g-orthogonal distribution of V is complementary to V and maximally spacelike [maximally time-
like]. (Note that if g is pseudo-Riemannian and V is an arbitrary distribution on M , then the g-orthogonal
distribution of V will in general not be complementary to V ; cf. 2.1.3 in Chapter 2.)
If V is a maximally timelike distribution on (M, g) and H is a maximally spacelike distribution on (M, g),
then V and H are complementary.
For every distribution V on a manifold M , there is a distribution on M which is complementary to V (take
the orthogonal distribution with respect to any Riemannian metric on M).
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C.1.3 Proposition. Let M be a manifold, and let V,H be complementary distributions on M , where V has
rank q. Then there is a semi-Riemannian metric (of index q) on M which makes V timelike, H spacelike,
and V and H orthogonal.
Proof. We equip the vector bundles V and H with Riemannian metrics gV and gH , respectively. The
bilinear form (−gV ) ⊕ gH on the vector bundle TM = V ⊕H is a semi-Riemannian metric on M which
makes V and H orthogonal, V timelike, and (hence) H spacelike.
This proposition explains why the assumption which admits a semi-Riemannian metric of index q from the
plain problem is superfluous in the distribution problem(s). The converse of the proposition is also true:
C.1.4 Theorem (existence of time-/spacelike distributions). Let (M, g) be a semi-Riemannian
manifold. Then there is a g-orthogonal decomposition TM = V ⊕H, where V is a maximally timelike and
H is a maximally spacelike distribution on M .
Proof. Cf. [7], Satz 0.48. The main ingredients of the proof are: (A) Every fibre bundle with contractible
fibres admits a section; this is a corollary of Theorem A.2.2. (B) The space O(q, n− q)/(O(q)×O(n− q))
is contractible since O(q)×O(n− q) is a maximally compact subgroup of O(q, n− q).1 This argument can
be varied slightly; cf. Remark C.2.7 below.
This tells us that the situation in the distribution problem is no more special than the situation in the plain
problem: Every solution of the plain problem is also a solution of the distribution problem, for suitable
distributions V and H .
C.1.5 Proposition (maximally time-/spacelike distributions are isomorphic). Let (M, g) be a
semi-Riemannian manifold. Every two maximally timelike distributions on M are isomorphic as (smooth)
vector bundles overM .2 Every two maximally spacelike distributions on M are isomorphic as vector bundles
over M .
Proof. Choose a maximally spacelike distribution H on (M, g); this is possible by the previous theorem.
(In fact, we don’t need the theorem here. Since we assume that two maximally timelike distributions are
given, we can just take the g-orthogonal distribution of one of them.) Every maximally timelike distribution
is complementary to H , hence isomorphic to the quotient vector bundle TM/H . Isomorphy of maximally
spacelike distributions is proved analogously.
The preceding proposition is also a corollary of C.4.4 and C.5.1 below.
C.1.6 Remark. Different distributions of the same rank on a manifoldM will in general not be isomorphic
as vector bundles over M . For example, if V0 and V1 are distributions on M , their first Stiefel/Whitney
classes might be different. This happens if V0 is orientable but V1 is not orientable, for instance; cf.
Examples C.7.1 and C.7.3 below.
C.2 Affine structures and convex subsets. The fixed metric view-
point
Recall from Appendix A.5 the definition of the Grassmann bundle Gq(TM)→M associated to the vector
bundle TM →M .
C.2.1 Remark (the topology of Grassmannians). Let W be an n-dimensional real vector space.
Note that G1(W ) is diffeomorphic to the real-projective space RP
n−1, and that Gq(W ) is diffeomorphic to
Gn−q(W ) for all q ∈ {0, . . . , n}: for any scalar product g on W , the map V 7→ ⊥gV is a diffeomorphism
Gq(W )→ Gn−q(W ).
1Note that in [7], H. Baum uses a different convention for pseudo-orthogonal groups: what she calls O(n, n − q) is our
O(q, n− q). The latter notation seems to be standard.
2Recall that the notion of morphism of vector bundles over M is defined by a commutative diagram where the map between
the base spaces is the identity, in contrast to a more general definition of morphism of vector bundles over possibly different
base spaces; cf. [45], §§ 2.3.1, 2.3.2.
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The q(n− q)-dimensional manifold Gq(W ) is connected. However, it is not simply connected if 0 < q < n:
the fundamental group of Gq(W ) is isomorphic to Z2 if 1 < q < n and (n, q) 6= (2, 1); it is isomorphic to
Z if (n, q) = (2, 1) (cf. [102], Theorems 10.16, 10.12; take π1(Gq(W )) ∼= π1(Gn−q(W )) and π0(O(q)) ∼= Z2
into account). Many of the higher homotopy groups have been calculated as well by algebraic topologists.
Since too few homotopy groups of Gq(W ) vanish, not every Grassmann bundle Gq(TM) → M over an
n-manifold M admits a section; that is, not every n-manifold admits a q-plane distribution. And even if
Gq(TM)→M admits a section, the space of all sections will in general not be connected. One of the aims
of this subsection is to investigate this phenomenon more closely.
C.2.2 Definition (Time and Space). Let n ∈ N and q ∈ {0, . . . , n}.
Vector space level. Let W be an n-dimensional real vector space equipped with a symmetric nondegenerate
bilinear form g of index q. We define Time(g) [resp. Space(g)] to be the set of all maximally timelike
[maximally spacelike] sub vector spaces of (W, g).
Vector bundle level. Let (M, g) be a semi-Riemannian n-manifold of index q. For each x ∈ M , we denote
the restriction of g to TxM by gx. We define a (set-theoretic) fibre bundle Time(g) [resp. Space(g)] over
M by declaring that its fibre over each x ∈M be Time(gx) [resp. Space(gx)].
C.2.3 Facts. In the vector space level situation of the previous definition, Time(g) and Space(g) are
nonempty open subsets of the Grassmannians Gq(W ) and Gn−q(W ), respectively.
The total spaces of Time(g)→M and Space(g)→M are open subsets of the total spaces of the Grassmann
bundles Gq(TM)→M and Gn−q(TM)→ M , respectively. The set-theoretic fibre bundles Time(g)→M
and Space(g) → M inherit the structure of (locally trivial) smooth fibre bundles from these Grassmann
bundles.
These statements are easy to verify from the definitions (cf. Appendix A.5) of the topologies on the Grass-
mannians resp. Grassmann bundles. Henceforth, we consider Time(g)→M and Space(g)→M as smooth
bundles.
C.2.4 Definition (affine structure on the set of complementary distributions).
Vector space level. Let W be an n-dimensional real vector space, and let H be an (n− q)-dimensional sub
vector space of W . We denote the set of all sub vector spaces of W which are complementary to H by
Compl(H). Recall from Appendix A.5 that this set is canonically equipped with the structure of an affine
space modelled on the vector space Lin(W/H,H). Namely, the affine space operation +: Lin(W/H,H)×
Compl(H) → Compl(H) is given by (λ, V ) 7→ {v + λ(π(v)) | v ∈ V }, where π : W → W/H denotes the
canonical projection.
Vector bundle level. Let M be a manifold, let H be a distribution on M . We define a (set-theoretic) fibre
bundle Compl(H)→M by declaring that its fibre over x ∈M be Compl(Hx) (where Hx is the fibre of H
over x). It is easy to check that the total space Compl(H) is an open subset of Gq(TM) and thus inherits a
smooth structure, which turns Compl(H)→M into a smooth affine bundle modelled on the vector bundle
Lin(W/H,H)→M .
C.2.5 Lemma. Let W be a finite-dimensional real vector space equipped with a nondegenerate symmetric
bilinear form. Let v, w ∈ W be timelike [resp. spacelike] vectors such that v−w is spacelike [timelike]. Then
tv + (1 − t)w is timelike [spacelike] for every t ∈ [0, 1].
Proof. We consider only the version for timelike v, w; the other version is proved analogously. Let g denote
our bilinear form. The function f : [0, 1]→ R defined by t 7→ g(tv+(1−t)w, tv+(1−t)w) is negative in 0 and
1 since v and w are timelike. Its maximum is assumed in one of these points since the second derivative of f
is everywhere positive: we have f(t) = g(t(v−w)+w, t(v−w)+w) = t2g(v−w, v−w)+2tg(v−w,w)+g(w,w).
Thus f is everywhere negative.
C.2.6 Proposition (convexity of Time and Space).
Vector space level. Let W be a finite-dimensional real vector space equipped with a symmetric nondegenerate
bilinear form g, and let H be a maximally spacelike [resp. maximally timelike] sub vector space of (W, g).
Then Time(g) [resp. Space(g)] is a nonempty open convex subset of the affine space Compl(H).
Vector bundle level. Let (M, g) be a semi-Riemannian manifold, and let H be a maximally spacelike [resp.
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maximally timelike] distribution on M . Then Time(g) [resp. Space(g)] is a (locally trivial) open convex
subbundle, with nonempty fibres, of the affine bundle Compl(H).
Proof. Nonemptyness and openness have already been mentioned. It suffices to prove convexity on the
vector space level; so let V0 and V1 be maximally timelike subspaces of (W, g) (the spacelike case works
analogously). We have to show that each subspace Vt := (1 − t)V0 + tV1 ∈ Compl(H), where t ∈ [0, 1], is
timelike.
Fix t ∈ [0, 1], and let π : W → W/H denote the canonical projection. With the map λ ∈ Lin(W/H,H)
determined by V1 = λ+ V0 = {v0 + λ(π(v0)) | v0 ∈ V0}, we have Vt = tλ+ V0 = {v0 + tλ(π(v0)) | v0 ∈ V0},
by definition of the affine structure on Compl(H). We have to prove that every nonzero element of Vt is
timelike, i.e. that v0 + tλ(π(v0)) is timelike for every nonzero v0 ∈ V0.
Consider such a v0. The vector v1 := v0 + λ(π(v0)) ∈ V1 is timelike since V1 is timelike (v1 can’t be zero
since λ(π(v0)) ∈ H and V0 ∩ H = {0}). If v1 = v0, then v0 + tλ(π(v0)) = v0 is timelike. If v1 − v0 ∈ H
is nonzero and thus spacelike, then the preceding lemma implies that v0 + tλ(π(v0)) = tv1 + (1 − t)v0 is
timelike.
Let me emphasise that the convex structures from the previous proposition depend on the choice of H ,
while the sets on which they are defined do not.
C.2.7 Remark. Let (M, g) be a semi-Riemannian manifold. The fibre bundle Time(g) over M has con-
tractible fibres: the fibre over x is convex with respect to the affine structure defined by the choice of a
maximally spacelike subspace of TxM . Since every fibre bundle with contractible fibres admits a section,
there is a maximally timelike distribution on M (whose g-orthogonal distribution is maximally spacelike).
This argument is a minor variation of the proof of Theorem C.1.4.
C.3 The fixed distribution viewpoint
Now we change our viewpoint: instead of fixing a metric and considering the set of maximally timelike
distributions, we fix a distribution and consider the set of metrics which make this distribution maximally
timelike. Note the analogy between the following discussion and the treatment of the fixed metric viewpoint.
C.3.1 Definition. Vector space level. LetW be a finite-dimensional real vector space. We use the notation
Sym(W ) for the vector space of all symmetric bilinear forms on W . We denote its open subset consisting
of all nondegenerate forms with index q on W by Symq(W ).
Vector bundle level. Let E →M be a vector bundle. We denote the vector bundle of all symmetric bilinear
forms on E by Sym(E)→M , and its (locally trivial) open sub fibre bundle consisting of all nondegenerate
forms with index q by Symq(E)→M .
Symq can be turned into a (co)functor in an obvious way (on the vector space as well as on the vector
bundle level), analogously to the definition of the functor Gq. We will neither explain that in detail, nor
will we use it.
C.3.2 Facts. Let n ∈ N, let W be an n-dimensional real vector space, and let q ∈ {0, . . . , n}.
Symq(W ) is a manifold of dimension n(n + 1)/2. There is a canonical diffeomorphism Symq(W ) →
Symn−q(W ), given by g 7→ −g. Note that Sym0(W ) and Symn(W ) are nonempty convex subsets of
Sym(W ), hence contractible. Symq(W ) is diffeomorphic to Symq(R
n).
Let 〈., .〉q be the element of Symq(Rn) which is, with respect to the standard basis (e1, . . . , en) of Rn,
given by the diagonal matrix Eq = diag(−1, . . . ,−1, 1, . . . , 1), where exactly q entries are equal to −1.
Recall that O(q, n − q) is by definition the (closed) subgroup of GL(n) consisting of all 〈., .〉q-isometries,
i.e. of all A ∈ GL(n) with A⊤EqA = Eq. The map GL(n) → Symq(Rn) which sends each A ∈ GL(n)
to the bilinear form (v, w) 7→ 〈Av,Aw〉q (which is given by the matrix A⊤EqA) induces a diffeomorphism
GL(n)/O(q, n − q) → Symq(Rn). Since every connected component of GL(n) intersects O(q, n − q) non-
trivially, this implies in particular that Symq(W ) is connected. (Cf. C.5.11 for further information on the
homotopy type of Symq(W ).)
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Proof. That the map a : GL(n)→ Symq(Rn) given by A 7→ A⊤EqA is well-defined and surjective follows
from Sylvester’s inertia theorem (cf. e.g. [83], §72). We see immediately from the definition of O(q, n−q) that
a induces an injective map a : GL(n)/O(q, n−q)→ Symq(Rn). This map is smooth and surjective since a is
smooth and surjective. For everyA ∈ GL(n), the kernel of the derivative TAa : TAGL(n)→ Ta(A) Symq(Rn)
is equal to TAO(q, n− q). So the smooth map a is regular and thus a diffeomorphism. The other facts do
not require a proof.
C.3.3 Definition (Timifier and Spacifier). Let n ∈ N and q ∈ {0, . . . , n}.
Vector space level. LetW be an n-dimensional real vector space, and let V be a q-dimensional [resp. (n−q)-
dimensional] sub vector space of W . We define Timifier(V ) [resp. Spacifier(V )] to be the (nonempty open)
subset of Symq(W ) consisting of all forms which make V (maximally) timelike [spacelike].
Vector bundle level. LetM be an n-manifold, and let V be a q-plane [resp. (n−q)-plane] distribution onM .
We define Timifier(V ) [resp. Spacifier(V )] to be the (locally trivial) open sub fibre bundle of Symq(TM)
whose fibre over x is Timifier(Vx) [resp. Spacifier(Vx)].
C.3.4 Remark (Timifier and Spacifier are not convex). Let W be an n-dimensional real vector space,
and let V be a q-dimensional [resp. an (n − q)-dimensional] sub vector space of W . If 0 < q < n, then
Timifier(V ) [resp. Spacifier(V )] is not convex as a subset of Sym(W ). We check this in the Timifier case;
the Spacifier case is analogous.
Before we start, note that for all g0, g1 ∈ Timifier(V ) and t ∈ [0, 1], the convex combination (1− t)g0+ tg1 ∈
Sym(W ) makes V timelike. The problem is that it can be degenerate or even nondegenerate with index
greater than q. Now we show that this does always happen for some g0, g1 if 0 < q < n.
Without loss of generality, let W = Rn with basis (e1, . . . , en), and let V = span{e1, e3, . . . , eq+1}; that is,
V = span{e1} if n = 2. Let D be the diagonal (n−2)× (n−2)-matrix diag(−1, . . . ,−1, 1, . . . , 1), with q−1
entries equal to −1 and n − q − 1 entries equal to 1. Let C0 =
(
−1 2
2 −1
)
and C1 =
(
−1 −2
−2 −1
)
. We consider
the symmetric bilinear forms g0, g1 on W given by the block matrices(
C0 0
0 D
)
and
(
C1 0
0 D
)
,
respectively. These forms are nondegenerate with index q since C0 and C1 are nondegenerate with index 1
(this follows from det(Ci) < 0). It is easy to check that g0 and g1 make V timelike.
However, the convex combination 12g0 +
1
2g1 is given by the n × n-matrix diag(−1, . . . ,−1, 1 . . . , 1) with
q+1 entries equal to 1, so it is nondegenerate with index q+1. (There are also convex combinations of g0
and g1 which are degenerate, for continuity reasons.) This proves the claimed nonconvexity.
C.3.5 Definition (bundles of metrics). Let n ∈ N and q ∈ {0, . . . , n}.
Vector space level. Let W be an n-dimensional real vector space. Consider the smooth vector bundle
p(Sym(q)) : Sym(q) → Gq(W ) whose fibre over V ∈ Gq(W ) is the vector space Sym(V ) consisting of all
symmetric bilinear forms on V . (The smooth structure of this bundle is induced by the universal vector
bundle3 over the Grassmannian Gq(W ), from which p(Sym
(q)) is obtained in a functorial way, via the
cofunctor that assigns to each vector space V the vector space Sym(V ); cf. e.g. [57], II.6.7.) This vector
bundle has as an open convex subbundle the fibre bundle p(Sym
(q)
0 ) : Sym
(q)
0 → Gq(W ) whose fibre over
V ∈ Gq(W ) is the set Sym0(V ) consisting of all positive definite bilinear forms on V .
If V is a q-dimensional sub vector space of W , then we denote the restrictions of p(Sym(n−q)) and
p(Sym
(n−q)
0 ) to the open subspace Compl(V ) ⊆ Gn−q(W ) by p(Sym⊥V ) : Sym⊥V → Compl(V ) and
p(Sym⊥V0 ) : Sym
⊥V
0 → Compl(V ), respectively.
Vector bundle level. Let M be an n-manifold. Consider the smooth vector bundle p(Sym(q)) : Sym(q) →
Gq(TM) whose fibre over V ∈ Gq(TM) is the vector space Sym(V ). (The smooth structure of this bundle
is induced by the universal vector bundle over the total space of the Grassmannian bundle Gq(TM)→M .)
This vector bundle has as an open convex subbundle the fibre bundle p(Sym
(q)
0 ) : Sym
(q)
0 → Gq(TM) whose
fibre over V ∈ Gq(TM) is the set Sym0(V ) consisting of all positive definite bilinear forms on V .
3cf. A.5.4
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If V is a q-plane distribution on M , then we denote the restrictions of p(Sym(n−q)) and p(Sym
(n−q)
0 ) to
Compl(V ) ⊆ Gn−q(TM) by p(Sym⊥V ) : Sym⊥V → Compl(V ) and p(Sym⊥V0 ) : Sym⊥V0 → Compl(V ),
respectively.
Recall that a deformation of some smooth manifold X onto some point a ∈ X is a continuous map
r : [0, 1]×X → X such that for all t ∈ [0, 1], the map rt : X → X given by x 7→ r(t, x) is smooth and we
have r0 = idX , r1 ≡ a, and r(t, a) = a. A bundle deformation of some smooth fibre bundle p : F →M onto
some section s ∈ C∞(M←F ) is a continuous map r : [0, 1]× F → F such that for all t ∈ [0, 1] and x ∈M ,
the map rt : F → F is smooth, rt(x) lies in the fibre over x, and we have r0 = idF , r1 = s◦p, and rt ◦s = s.
C.3.6 Proposition (Timifier and Spacifier are contractible). Let n ∈ N and q ∈ {0, . . . , n}.
Vector space level. Let W be an n-dimensional real vector space, and let V be a q-dimensional sub vector
space of W . Then there is a canonical diffeomorphism Timifier(V ) → Sym0(V ) × Sym⊥V0 ; it assigns to
each g the pair (−g |V, g |⊥gV ). The bundle Sym⊥V0 → Compl(V ) admits a section.
Every triple (b, ξ, w), where b ∈ Sym0(V ) and ξ ∈ C∞(Compl(V )← Sym⊥V0 ) and w ∈ Compl(V ), defines a
deformation rb,ξ,w : [0, 1] × Sym0(V ) × Sym⊥V0 → Sym0(V ) × Sym⊥V0 onto the point (b, ξ(w)), as follows:
using the abbreviation p for the projection p(Sym⊥V0 ) : Sym
⊥V
0 → Compl(V ),
rb,ξ,w(t, β, α) =


(
(1− t)β + tb, (1− 2t)α+ 2tξ(p(α))
)
if t ≤ 12(
(1− t)β + tb, ξ((2 − 2t)p(α) + (2t− 1)w)) if t ≥ 12
(this makes sense since Sym0(V ), Compl(V ) and all fibres of p are equipped with convex structures).
In particular, Timifier(V ) is contractible.4 Analogously, Spacifier(V ) is contractible. There is a canonical
diffeomorphism Spacifier(V )→ Sym0(V )× Sym⊥V0 which maps each g to (g |V, −g |⊥gV ).
Vector bundle level. Let M be an n-manifold, and let V be a q-plane distribution on M . Consider the
fibre bundles Sym0(V ) → M and Sym⊥V0 → Compl(V ) → M over M , and their product fibre bundle
PV : Sym0(V )×Sym⊥V0 →M . The bundles Timifier(V )→M and PV →M are isomorphic as fibre bundles
over M ; an isomorphism is given fibrewise by the map that we described in the vector space setting above.
The bundles Sym0(V ) → M and Sym⊥V0 → Compl(V ) and Compl(V ) → M admit sections. Every triple
(b, ξ, w), where b ∈ C∞(M← Sym0(V )) and ξ ∈ C∞(Compl(V )← Sym⊥V0 ) and w ∈ C∞(M←Compl(V )),
defines a bundle deformation of PV →M onto the section (b, ξ ◦ w) ∈ C∞(M←PV ), by declaring that the
restriction of this bundle deformation to the fibre over x ∈M be the deformation rb(x),ξ |Compl(Vx),w(x).
In particular, Timifier(V ) → M admits a bundle deformation. Analogously, Spacifier(V ) → M ad-
mits a bundle deformation. There is a canonical isomorphism of fibre bundles over M between PV and
Spacifier(V ), which is given fibrewise by the map that we described in the vector space setting above.
Proof. All the statements are obvious or require only routine verifications. We just remark that the
bundles under consideration admit sections because they have contractible fibres, and that the inverse
diffeomorphism Sym0(V )×Sym⊥V0 → Timifier(V ) maps each (g0, g1) to the unique metric whose restriction
to V is −g0, whose restriction to H := p(Sym⊥V0 )(g1) ∈ Compl(V ) is g1, and which makes V and H
orthogonal.
C.4 Topologies
Let r ∈ N∪ {∞}. The definitions and basic properties of the compact-open [resp. fine] Cr-topology on the
space Cr(M←F ) of Cr sections in a fibre bundle F → M are reviewed in Appendix A.1. In our context
here, where we shall consider the connected components of Cr(M←F ) for certain bundles F → M , the
fine Cr topologies are not appropriate; cf. Remark A.1.5. (The compact-open versus fine distinction is
not important for the main results of this thesis since they refer to compact manifolds M , for which each
compact-open Cr topology on Cr(M←F ) coincides with the respective fine Cr-topology. But I intend
to provide some general background for the prescribed scalar curvature problem here, so we should not
4It is in fact diffeomorphic to Rn(n+1)/2, and the bundle Sym⊥V0 → Compl(V ) is trivial. But that’s not important for us.
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make unnecessary restrictive assumptions.) The value of r makes no essential difference as far as connected
components of Cr(M←F ) are concerned; cf. C.4.3 below.
C.4.1 Definition (topology on the set of distributions). Let M be an n-manifold, and let q ∈
{0, . . . , n}. We denote the set of all q-plane distributions on M by Distrq(M). It can be identified with the
set C∞(M←Gq(TM)) of sections in the Grassmann bundle Gq(TM)→M ; cf. Remark A.5.8. (The point
here is that smoothness of distributions — which are by definition vector bundles — and smoothness of
Grassmann bundle sections are defined in different ways.) We equip Distrq(M) = C
∞(M←Gq(TM)) with
the compact-open C∞-topology.
C.4.2 Definition (topology on the set of metrics). Let M be an n-manifold, and let q ∈ {0, . . . , n}.
We denote the set of all semi-Riemannian metrics of index q on M by Metrq(M) = C
∞(M← Symq(TM))
(cf. C.3.1 above), and we equip it with the compact-open C∞-topology.
The following statements are easy consequences of the general facts reviewed in Appendix A.1; cf. A.1.4.
C.4.3 Facts. Let M be an n-manifold and let q ∈ {0, . . . , n}.
Metrq(M) is an open subset of the Fre´chet space C
∞(M← Sym(TM)); it is a convex subset if q ∈ {0, n}.
(For q ∈ {1, . . . , n− 1}, the space Metrq(M) is in general not even path connected. In fact, that’s the main
point of this whole appendix chapter. We will investigate a concrete example below; cf. C.7.3.)
Let H be an (n− q)-plane distribution on M . Then C∞(M←Compl(H)) is an open subset of Distrq(M).
Since Compl(H) → M is an affine bundle modelled on the vector bundle Lin(TM/H,H) → M , the set
C∞(M←Compl(H)) is an affine space modelled on the Fre´chet space C∞(M←Lin(TM/H,H)), and the
(pointwise defined) affine space operation is continuous.
The sets C∞(M←Timifier(H)) and C∞(M←Spacifier(H)) are open in Metrn−q(M) and Metrq(M), respec-
tively. If g is a semi-Riemannian metric with index q [resp. n−q] onM andH is g-spacelike [g-timelike], then
C∞(M←Time(g)) [resp. C∞(M←Space(g))] is a nonempty open convex subset of C∞(M←Compl(H)).
For every fibre bundle F → M and each r ∈ N, the inclusion map C∞(M←F ) → Cr(M←F ) is a
homotopy equivalence with respect to the compact-open Cr topology on the target space. In partic-
ular, the inclusion C∞(M← Symq(TM)) → Cr(M← Symq(TM)) induces a bijection π0(Metrq(M)) →
π0(C
r(M←Symq(TM))), and the inclusion C∞(M←Gq(TM)) → Cr(M←Gq(TM)) induces a bijection
π0(Distrq(M)) → π0(Cr(M←Gq(TM))), for each r ∈ N. (This is important when we want to compute
π0(Metrq(M)) and π0(Distrq(M)) with the methods of algebraic topology, because these methods apply to
the compact-open C0-topology. Cf. Example C.7.3 below.)
C.4.4 Proposition. Let M be an n-manifold and let q ∈ {0, . . . , n}. If the q-plane distributions V0 and
V1 lie in the same path component of Distrq(M), then they are isomorphic as vector bundles over M .
Proof. We consider the vector bundle E = pr∗(TM) over [0, 1]×M which is the pullback of the tangent
bundle TM → M by the obvious projection pr : [0, 1]×M → M . There is a path γ : [0, 1] → Distrq(M)
from V0 to V1 which is smooth in the sense of Lemma A.1.11; that is, the section ξ in the Grassmann
bundle Gq(E)→ [0, 1]×M defined by ξ(t, x) = γ(t)(x) is smooth and can thus be identified with a smooth
rank-q sub vector bundle ξ of E (by A.5.8).
For i ∈ {0, 1}, let fi : M → [0, 1] ×M be the inclusion x 7→ (i, x). These two maps are homotopic: the
identity [0, 1] ×M → [0, 1] ×M is a homotopy from f0 to f1. Hence the vector bundles f∗0 (ξ) ∼= V0 and
f∗1 (ξ)
∼= V1 are isomorphic; cf. e.g. [45], Theorem 3.4.7.5
If F → M is a fibre bundle, then the following terminology is customary: The path component of
C∞(M←F ) which contains a given section s is called the homotopy class of s. Two sections in F →M are
called homotopic if and only if they lie in the same homotopy class. We will usually adopt this terminology
from the next subsection on.
5This theorem applies to C0 vector bundles, but it holds for smooth vector bundles as well: one can either generalise the
proof directly, or apply Theorem 4.3.5 in [42].
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C.5 Path components of Metrq(M) versus path components of
Distrq(M) and Distrn−q(M)
Now we come to the core of this subsection.
C.5.1 Proposition (path component of time-/spacelike distributions). Let (M, g) be a semi-
Riemannian n-manifold of index q. The set C∞(M←Time(g)) of all maximally timelike distributions on M
is a contractible subset of Distrq(M). The set C
∞(M←Space(g)) of all maximally spacelike distributions
on M is a contractible subset of Distrn−q(M).
Proof. (M, g) admits a maximally spacelike distribution H and a maximally timelike distribution (by
C.1.4). It follows from Proposition C.2.6 that C∞(M←Time(g)) is a nonempty convex subset of the affine
space C∞(M←Compl(H)). Since this affine space is modelled on a topological vector space, the affine space
operation being continuous (cf. C.4.3), C∞(M←Time(g)) is contractible. Analogously, C∞(M←Space(g))
is contractible.
C.5.2 Definition (time-/spacelike distribution component). Let M be an n-manifold.
Let g be a semi-Riemannian metric on M with index q. We call the unique path component of Distrq(M)
[resp. Distrn−q(M)] which contains all the maximally timelike [maximally spacelike] distributions on (M, g)
the g-timelike [g-spacelike] distribution component. (We shall omit the prefix “g-” when the metric is clear
from the context.) This path component is well-defined because the set of all maximally timelike [maxi-
mally spacelike] distributions is contractible by the preceding proposition, thus in particular nonempty and
path connected.
We define the function tdc : Metrq(M) → π0(Distrq(M)) by sending each g to its timelike distribution
component, and sdc: Metrq(M) → π0(Distrn−q(M)) by sending each g to its spacelike distribution com-
ponent.
Note that the timelike [resp. spacelike] distribution component contains usually distributions which are not
timelike [spacelike]: it contains, for instance, all distributions which are complementary to a given spacelike
[timelike] one, and clearly not all of those are timelike [spacelike], except in the trivial cases q ∈ {0, n} or
M = ∅.
C.5.3 Fact. Let M be an n-manifold, and let q ∈ {0, . . . , n}. Then tdc: Metrq(M)→ π0(Distrq(M)) and
sdc: Metrq(M) → π0(Distrn−q(M)) are surjective. This follows immediately from the last fact in C.1.2
and Proposition C.1.3.
C.5.4 Proposition. Let n ∈ N and q ∈ {0, . . . , n}, let M be an n-manifold. If g0 and g1 are contained in
the same path component of Metrq(M), then tdc(g0) = tdc(g1) and sdc(g0) = sdc(g1).
Proof. We prove only tdc(g0) = tdc(g1); the proof of sdc(g0) = sdc(g1) is analogous. If g0 and g1 are
contained in the same path component of Metrq(M), then there is a path g : [0, 1] → Metrq(M) from g0
to g1 which is smooth (in the sense of Lemma A.1.11).
Let pr : [0, 1] ×M → M be the projection onto the second factor, and consider the pullback fibre bun-
dle pr∗(Gq(TM)) → [0, 1] × M of the Grassmann bundle Gq(TM) → M . We define a subbundle of
pr∗(Gq(TM)): to each (t, x) ∈ [0, 1]×M , we assign as fibre the set Time(gt(x)). It is easy to verify that
the total space of this bundle is an open subset of pr∗(Gq(TM)) and thereby inherits a smooth structure
which turns it into a (locally trivial) smooth fibre bundle.
Since the fibres of this bundle are contractible, the bundle admits a smooth section. This section defines
a (smooth) path V : [0, 1] → Distrq(M) with V0 ∈ C∞(M←Time(g0)) and V1 ∈ C∞(M←Time(g1)). The
path component tdc(g0) ∈ π0(Distrq(M)) contains V0, the path component tdc(g1) contains V1, and V0 and
V1 lie in the same path component.
C.5.5 Definition. Let M be an n-manifold. We define a function TDC: π0(Metrq(M))→ π0(Distrq(M))
by sending the path component of each g to tdc(g), and we define a function SDC: π0(Metrq(M)) →
π0(Distrn−q(M)) by sending the path component of each g to sdc(g). These functions are well-defined by
the preceding proposition.
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TDC and SDC are surjective by C.5.3. In order to prove that they are bijections, we will now introduce
reverse constructions to those above; i.e., instead of mapping metrics to path components of distributions,
we map distributions to path components of metrics.
C.5.6 Proposition (reverse of C.5.1). Let M be an n-manifold, and let q ∈ {0, . . . , n}.
Let V be a q-plane distribution on M . The set C∞(M←Timifier(V )) of all semi-Riemannian metrics with
index q on M which make V (maximally) timelike is a contractible open subset of Metrq(M).
Let H be an (n − q)-plane distribution on M . The set C∞(M←Spacifier(H)) of all semi-Riemannian
metrics with index q on M which make H (maximally) spacelike is a contractible open subset of Metrq(M).
Proof. We prove only the Timifier case; the Spacifier case is analogous. By Proposition C.3.6, the bundles
Sym0(V ) → M and Sym⊥V0 → Compl(V ) and Compl(V ) → M admit sections, and every triple of such
sections defines a bundle deformation r of Timifier(V ) onto a certain section s ∈ C∞(M←Timifier(V )).
The map [0, 1]×C∞(M←Timifier(V ))→ C∞(M←Timifier(V )) which maps each (t, f) to the section given
by x 7→ r(t, f(x)) is then a deformation (in the topological sense, without any smoothness requirements)
of C∞(M←Timifier(V )) onto the point s.
C.5.7 Definition (reverse of C.5.2). Let M be an n-manifold, and let q ∈ {0, . . . , n}.
Let V be a q-plane distribution on M . We call the unique path component of Metrq(M) that contains all
metrics which make V timelike the V -timifying metric component.
Let H be an (n − q)-plane distribution on M . We call the unique path component of Metrq(M) that
contains all metrics which make H spacelike the H-spacifying metric component.
We define the function tmc: Distrq(M)→ π0(Metrq(M)) by sending each V to its timifying metric compo-
nent, and smc: Distrn−q(M)→ π0(Metrq(M)) by sending each H to its spacifying distribution component.
Note that the timifying [spacifying] metric component contains usually metrics which are not timifying
[spacifying]. It is clear that tmc and smc are surjective (cf. C.1.4).
C.5.8 Proposition (reverse of C.5.4). Let n ∈ N and q ∈ {0, . . . , n}, let M be an n-manifold. If V0 and
V1 are contained in the same path component of Distrq(M) [resp. Distrn−q(M)], then tmc(V0) = tmc(V1)
[resp. smc(V0) = smc(V1)].
Proof. There is a path V : [0, 1]→ Distrq(M) which is smooth (in the sense of Lemma A.1.11). Consider
the vector bundle pr∗(Sym(TM)) over [0, 1]×M which is the pullback of Sym(TM)→M by the projection
pr: [0, 1] ×M → M . We define a (set-theoretic) sub fibre bundle of pr∗(Sym(TM)) by assigning to each
(t, x) ∈ [0, 1]×M the set Timifier(Vt(x)). It is easy to verify that the total space of this fibre bundle is an
open subset of the total space of pr∗(Sym(TM)) and thereby inherits a smooth structure which turns it
into a (locally trivial) smooth fibre bundle.
Since the fibres of this bundle are contractible, the bundle admits a smooth section. This section defines
a (smooth) path g : [0, 1] → Metrq(M) with g0 ∈ C∞(M←Timifier(V0)) and g1 ∈ C∞(M←Timifier(V1)).
The path component tmc(V0) ∈ π0(Metrq(M)) contains g0, the path component tmc(V1) contains g1, and
g0 and g1 lie in the same path component.
C.5.9 Definition (reverse of C.5.5). Let M be an n-manifold, and let q ∈ {0, . . . , n}. We define a
function TMC: π0(Distrq(M))→ π0(Metrq(M)) by sending the path component of each V to tmc(V ), and
we define a function SMC: π0(Distrn−q(M)) → π0(Metrq(M)) by sending the path component of each H
to smc(H). These functions are well-defined by the preceding proposition.
Now we can state one of the main results of this subsection:
C.5.10 Theorem. Let M be an n-manifold, let q ∈ {0, . . . , n}. Then the function TDC: π0(Metrq(M))→
π0(Distrq(M)) is bijective with inverse TMC, and the function SDC: π0(Metrq(M)) → π0(Distrn−q(M))
is bijective with inverse SMC.
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C.5.11 Remark. If n ∈ N and q ∈ {0, . . . , n}, then the manifolds Gq(Rn) and Symq(Rn) are homotopy
equivalent. More precisely, if W is an n-dimensional real vector space and g is a positive-definite bilinear
form on W , then the inclusion ig : Gq(W ) → Symq(W ) which maps V to the unique bilinear form h with
h |V = −g |V , h |⊥gV = g |⊥gV , and h(v, w) = 0 for all v ∈ V and w ∈ ⊥gV , is a homotopy equivalence.
This is Theorem 40.8 in [90].6
Analogous things hold on the bundle level: If (M, g) is a Riemannian n-manifold, then there is a bundle
deformation of Symq(TM) → M onto its (pointwise defined) subbundle ig(Gq(TM)) → M ; cf. Theorem
40.10 in [90]. This yields, in particular, a bijection between π0(Metrq(M)) and π0(Distrq(M)).
However, Steenrod uses his Theorem 40.10 only to deduce our statements C.1.3 and C.1.4 from above.
He does neither mention path components — in particular does he not discuss the (in)dependence of the
bijection π0(Metrq(M)) → π0(Distrq(M)) on the choice of g —, nor does he introduce concepts like Time
or Timifier to clarify the correspondence between metrics and distributions.
Finally, let us discuss the concept of complementary distribution component.
C.5.12 Definition (complementary distribution component). Let M be an n-manifold, let q ∈
{0, . . . , n}. If V ∈ Distrq(M), then the unique path component of Distrn−q(M) which contains all distri-
butions that are complementary to V is called the complementary distribution component of V . (Recall
that the distributions which are complementary to V form a topological affine space, in particular a path
connected space.) We define cdc: Distrq(M)→ π0(Distrn−q(M)) by sending each V to its complementary
distribution component.
C.5.13 Proposition. Let M be an n-manifold. Then cdc = SDC ◦ tmc = TDC ◦ smc.
Proof. Let V ∈ Distrq(M). Choose H ∈ Compl(V ) ⊆ cdc(V ). By C.1.3, there exists a g ∈ Metrq(M)
which makes V timelike and H spacelike. Since H ∈ sdc(g) = SDC(tmc(V )) and H ∈ cdc(V ), we get
cdc(V ) = SDC(tmc(V )). This holds for all V , hence cdc = SDC ◦ tmc. Similarly cdc = TDC ◦ smc.
C.5.14 Definition. If V0 and V1 lie in the same path component of Distrq(M), then cdc(V0) = cdc(V1)
because of the preceding proposition and tmc(V0) = tmc(V1). (Of course there is an alternative direct
argument.) We define CDC: π0(Distrq(M)) → π0(Distrn−q(M)) to be the map which sends the path
component of each V ∈ Distrq(M) to its complementary distribution component.
C.5.15 Proposition. Let M be an n-manifold. Then CDC = SDC ◦ TMC = TDC ◦ SMC.
C.6 Time-orientability and space-orientability
C.6.1 Definition (time-/space-orientability). A semi-Riemannian manifold (M, g) is called time-
orientable [space-orientable] if and only if there is a maximally timelike [maximally spacelike] distribution
on M which is orientable as a vector bundle. Hence, by Theorem C.1.4 and Proposition C.1.5, (M, g) is
time-orientable [space-orientable] if and only if all maximally timelike [maximally spacelike] distributions
on M are orientable.
A time-orientation [space-orientation] of (M, g) is a choice of orientation on one maximally timelike [max-
imally spacelike] distribution on M . Such a choice induces an orientation on each maximally timelike
[maximally spacelike] distribution on M . Namely, this vector bundle orientation is induced pointwise (de-
pending smoothly on the point7): for every x ∈M , every orientation on one maximally timelike [maximally
spacelike] subspace of TxM induces an orientation on all maximally timelike [maximally spacelike] subspaces
of TxM . To see how, we restrict to the timelike case for convenience; the spacelike case works analogously.
Let q = index(g).
6Steenrod constructs an explicit deformation. That the inclusion Gq(Rn) = O(n)/(O(q)×O(n−q))→ GL(n)/O(q, n−q) =
Symq(R
n) is a homotopy equivalence could also be proved by considering the inclusion induced chain map between the
homotopy exact sequences of the fibrations O(q) × O(n − q) → O(n) and O(q, n − q) → GL(n): One applies the maximal
compactness of the subgroup O(n) in GL(n), the maximal compactness of O(q) ×O(n− q) in O(q, n− q), the 5-lemma, and
the fact that weak homotopy equivalences are homotopy equivalences.
7This smooth (or, equivalently, continuous) dependence is easy to check using the smooth fibre bundle morphism
G+q (TM)→ Gq(TM) which appears fibrewise in the following definition. We omit the details.
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Consider the smooth fibre bundle p : G+q (TxM) → Gq(TxM), where Gq(TxM) is the Grassmannian (con-
sisting of all q-dimensional sub vector spaces of TxM), G
+
q (TxM) is the oriented Grassmannian (consisting
of all oriented q-dimensional sub vector spaces of TxM), and the projection is the map which forgets the
orientation; each fibre has exactly two elements8. Moreover, consider a fixed maximally timelike [maximally
spacelike] subspace V of TxM and an orientation o on V . We want to understand how o defines a section
of the fibre bundle pT := p |Time(g)x. (Such a section assigns to each element of Time(g)x, i.e. to each
maximally timelike subspace of TxM , an orientation, and that’s precisely what we want.)
(If the twofold covering map p admitted a unique section γ : Gq(TxM) → G+q (TxM) with γ(V ) = (V, o),
then we would take γ |Time(g)x as our desired section. However, p does not admit any section at all if
0 < q < n.9)
Since Time(g)x is simply connected (cf. Proposition C.2.6), the fibre bundle pT admits a unique section γ
with γ(V ) = (V, o) by the lifting theorem10. As explained, we use this section to define an orientation on
each maximally timelike subspace of TxM . This completes the present definition.
C.6.2 Remark (alternative definitions). Time-/space-orientability resp. -orientations can also be char-
acterised by existence resp. choices of structure group reductions of the O(q, n − q)-principal bundle of
g-orthonormal frames over M ; cf. Satz 0.51 in [7]. Or one identifies time-/space-orientations with sections
in suitable orientation bundles; cf. [75], pp. 240–242. In the Lorentzian case there is yet another description
of time-orientability and -orientations by considering connected components of the set of timelike vectors in
TM . It is clear that all these definitions are equivalent (in a sense which we do not spell out here because
these things are not relevant in our context).
Time- and space-orientability illustrate one aspect of the distribution problem: If we prescribe an orientable
bundle V [resp. H ] in the (time [space]) distribution problem, then every solution metric is time-orientable
[space-orientable]. If we prescribe a bundle V [resp. H ] which is not orientable, then every solution metric
is not time-orientable [not space-orientable].
C.6.3 Definition. Let M be an n-manifold, let 0 ≤ q ≤ n. A path component C ∈ Metrq(M) is called
time-orientable [space-orientable] if and only if one element of C is time-orientable [space-orientable]. By
C.4.4 and C.5.4, this is equivalent to all elements of C being time-orientable [space-orientable].
C.7 Examples
We illustrate the above mentioned issues of orientability and path components by some simple examples,
with a preference for two-dimensional manifolds because they can be visualised easily and are nonetheless
instructive.
C.7.1 Example (Klein bottle). Let K be the Klein bottle R2/Γ, where Γ is the discrete subgroup of
the euclidean isometry group on R2 which is generated by the two isometries (x, y) 7→ (x + 1,−y) and
(x, y) 7→ (x, y+1). Let g denote the flat Riemannian metric on K which is induced by the euclidean metric
on R2. The Klein bottle is a fibre bundle over R/Z = S1 with typical fibre R/Z; the bundle projection τ
is given by [x, y] 7→ [x]. It is well-known that the manifold K is not orientable and that the bundle τ is not
orientable (these statements are equivalent since the base space S1 is orientable).
We consider two line distributions on K. First, there is the fibre distribution V on K induced by the bundle
structure: it assigns to each [x, y] ∈ K the tangent space in [x, y] to the fibre of τ over x. (The fibre is
a one-dimensional submanifold of K, so the tangent space is a one-dimensional subspace of T[x,y]K.) The
second distribution H is the g-orthogonal distribution of V .
8We use a definition which yields two orientations on a 0-dimensional vector space; cf. e.g. [83], §74.
9Because this fact is not important for us, let me just remark that this is an easy application of the lifting theorem. In
order to prove that the group homomorphism π1(p) : π1(G
+
q (TxM); o)→ π1(Gq(TxM); V ) is not surjective (as it would have
to be for a section to exist), write TxM as an internal direct sum of subspaces V0 ⊕ V1 ⊕H0 ⊕H1, where V0 ⊕ V1 = V and
dimV1 = dimH1 = 1. A half-rotation in the 2-dimensional subspace V1 ⊕H1 defines an element of π1(Gq(TxM); V ) which
reverses the orientation of V and is therefore not contained in the image of π1(p). (Use the fact that the canonical projection
S1 → RP1 induces a non-surjective homomorphism π1(S1)→ π1(RP
1).)
10For example, with the notations from [15], Theorem III.4.1, take X = p−1
U
(Ux) ⊆ G
+
q (TxM), W = Y = Ux, f = idY ,
p = pU , w0 = y0 = V , x0 = o, g = γ.
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The distribution H is orientable, the distribution V is not orientable. There is a Lorentzian metric h on M
which makes V timelike and H spacelike and is thus space-orientable but not time-orientable. (With the
notation introduced in 3.1.1, we could take the Lorentzian metric switch(g, V ), for instance, which is flat.)
The metric −h makes V spacelike and H timelike and is thus time-orientable but not space-orientable.
Note that the Klein bottle contains a Mo¨bius strip as an open subset, which provides another example
manifold with orientability properties very similar to those of the Klein bottle.
C.7.2 Example (product manifolds). For i ∈ {1, 2}, letMi be an ni-manifold. We define the first-factor
distribution on M1×M2 to be the n1-plane distribution onM1×M2 which is everywhere tangential to M1,
i.e. whose value in each point (x1, x2) ∈M1×M2 is the vector space (Tx1M1)⊕{0} ⊆ (Tx1M1)⊕(Tx2M2) =
T(x1,x2)(M1×M2). (In other words: When p1 : M1×M2 →M1 is the projection onto the first factor, then
the first-factor distribution is the p1-pullback of the tangent bundle TM1 →M1, if we interpret the pullback
as a subbundle of the tangent bundle of M1 ×M2.) We define the second-factor distribution on M1 ×M2
to be the n2-plane distribution on M1 ×M2 which is everywhere tangential to M2.
The first-factor [resp. second-factor] distribution on M1 ×M2 is orientable if and only if the manifold M1
[resp. M2] is orientable. Since M1 ×M2 is orientable if and only if M1 and M2 are orientable, we see
that a pseudo-Riemannian manifold can be simultaneously not orientable, not time-orientable, and not
space-orientable. (This phenomenon occurs already for certain metrics on the Klein bottle.)
Clearly, if a semi-Riemannian manifold has two of the three properties orientable, time-orientable, and
space-orientable, then it has also the third. Every combination of the properties which is not ruled out
by this fact can occur. We have not yet seen an orientable semi-Riemannian manifold which is not time-
orientable and not space-orientable, but the next example provides nonorientable line distributions on the
(orientable) 2-torus and thus closes this gap.
Now we compute π0(Distr1(M)) for the special case M = T
2; that is, we determine how many connected
components the space of Lorentzian metrics on the 2-torus has.
C.7.3 Example (the 2-torus). As we remarked above (cf. C.4.3), there is a canonical bijection between
the set of path components of Distr1(T
2) = C∞(T 2←G1(T (T 2))) and the set of path components of
C0(T 2←G1(T (T 2))). The latter can be computed using standard tools of algebraic topology (recall that
we refer to compact-open topologies here), as we will do now.
Since T 2 is parallelisable, the Grassmann bundle G1(T (T
2)) → T 2 is trivial; in fact, there is a canonical
trivialisation. We can thus identify the space C0(T 2←G1(T (T 2))) with C0(T 2, G1(R2)). We want to
compute the set of its path components, i.e. the set [T 2, G1(R
2)] of (free) homotopy classes of continuous
maps T 2 → G1(R2). Because G1(R2) = RP1 ∼= S1 is an Eilenberg/Mac Lane space K(Z, 1), there is a
bijection between [T 2, G1(R
2)] and H1(T 2;Z); cf. e.g. [87], Theorem 8.1.10. This bijection is determined
by the choice of a characteristic element in H1(S1;Z) (cf. [87], 8.1.3), and there exists a canonical choice.
From the Ku¨nneth theorem, we get a canonical group isomorphism H1(S1 × S1;Z) ∼= Z⊕ Z. To sum up:
there is a canonical bijection π0(Distr1(T
2)) ∼= Z× Z.
Let us rephrase this abstract result in more concrete terms. For each (k, l) ∈ Z × Z, we consider the
line distribution Vk,l on T
2 = R2/Z2 which assigns to each [x, y] ∈ R2/Z2 the 1-dimensional sub vector
space of R2 = T[x,y](T
2) that is spanned by the vector exp(kπix + lπiy) ∈ R2. This distribution is well-
defined and smooth because exp(kπi(x+1)+ lπiy) = (−1)k exp(kπix+ lπiy) and exp(kπix+ lπi(y+1)) =
(−1)l exp(kπix + lπiy) for all x, y ∈ R. It is easy to see that the distribution Vk,l is orientable if and only
if the integers k and l are both even.
Vk,l and Vk′,l′ lie in the same path component of π0(Distr1(T
2)), i.e. in the same homotopy class in
[T 2,RP1], if and only if (k, l) = (k′, l′). Moreover, every homotopy class in [T 2,RP1] contains one of the
distributions Vk,l. These facts can be verified either in an elementary way (via [T
2,RP1] = [S1 × S1, S1],
using only the well-known isomorphism π1(S
1) ∼= Z), or by checking from the definitions that the map
Z × Z → π0(Distr1(T 2)) which we described above in an abstract way is induced by (k, l) 7→ Vk,l. Here
we do neither of both because the statement is not used anywhere in this thesis, except for illustrative
purposes.
For more general manifoldsM , the computation of π0(Distrq(M)) is not so easy, not even in the case q = 1.
Let me refer you to Chapter VI in [102] for relevant techniques and results in obstruction theory (cf. in
particular Section 6, especially Theorem VI.6.13).
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C.7.4 Remark. The above examples possess some properties which make them atypical; in particular, all
the distributions we considered are integrable, that is, they are tangent to some foliation of the manifold.
(Subection 2.3.1 contains a discussion of (non)integrability of distributions. Note that all line distributions
are integrable.) One can therefore consider the leaf space of the corresponding foliation, i.e. the set of leaves
equipped with the quotient topology of the topology on M .
To avoid possible confusion, we point out that the question in which path component of Distrq(M) a
particular integrable distribution V lies is completely unrelated to the shape of the leaves, or the topology
of the leaf space, of V . For example, consider for t ∈ R the distribution Vt on the 2-torus which assigns to
each [x, y] ∈ R2/Z2 the 1-dimensional subspace of R2 = T[x,y](R2/Z2) generated by the vector (1, t) ∈ R2.
For irrational t, each leaf of the foliation defined by Vt is dense in T
2. For rational t, each leaf is a closed
submanifold of T 2, a so-called torus knot. The winding numbers of such a torus knot (which count how
often the knot winds around each factor of T 2 = S1 × S1 before it closes) are not related to the path
component of Distr1(M) in which Vt lies, simply because all Vt are contained in the same path component:
the map R→ Distr1(M) given by t 7→ Vt is a path which connects them.
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Appendix D
The Riemannian prescribed scalar
curvature problem
D.1 Review of some classical results
The aim of this section is to review some of the work that has been done on the Riemannian prescribed
scalar curvature problem, focussing on theorems and proof ideas which can be compared to the results and
methods of the present thesis and thus help to put the present work into context. Some of the results, in
particular the Kazdan/Warner approximation theorem, are also applied directly in the thesis. Of course, I
neither try to give a balanced overview of everything that has been done in the Riemannian case, nor do I
care too much about putting events into their proper historical context. A more complete and historically
accurate picture can be obtained, for instance, from the overview articles [9], [80], [81], [91], [92], from §§I,
II in [47], and from Chapters 5, 6 in [5].
Since there are several conventions involving terms like conformal, conformally equivalent, pointwise con-
formal, we should make clear which one we are going to use in the present thesis:
D.1.1 Definition. Let (M, g) be a semi-Riemannian manifold. A semi-Riemannian metric g˜ on M is
conformal to g if and only if there is a function λ ∈ C∞(M,R>0) such that g˜ = λg. The conformal class
of g is the set of all metrics which are conformal to g.
Note that several authors, including Kazdan and Warner, call conformal metrics pointwise conformal ; they
call metrics g, g˜ conformal if there is a function λ ∈ C∞(M,R>0) and a diffeomorphism ϕ : M → M such
that g˜ = λϕ∗(g). We do not introduce a special term for metrics of this form. If at all, we are only
interested in diffeomorphisms contained in Diff0(M).
D.1.1 The PDE
Let M be an n-manifold. The main approach to finding a Riemannian metric with prescribed scalar
curvature s ∈ C∞(M,R) is to fix a Riemannian metric g on M and try to find a suitable metric in the
conformal class of g. This approach is equivalent to finding a solution κ ∈ C∞(M,R>0) of the quasilinear
elliptic PDE
0 = 2(n− 1)∆g(κ)− n(n− 1)
κ
|dκ|2g + κ scalg −
1
κ
s : (D.1a)
the metric κ−2g has scalar curvature s if and only if κ solves this equation.
Using a substitution κ = U ◦ u, we can get rid of the summand involving |dκ|2g: If n = 2, we take the
diffeomorphism U ∈ C∞(R,R>0) given by U(x) = e−x. In this case, equation (D.1a) has a solution
κ ∈ C∞(M,R>0) if and only if the equation1
0 = 2∆g(u)− scalg +e2us (D.1b)
1When you compare (D.1b) with the formulae given in [49], [9], [47] etc., note that those refer to the Gaussian curvature
Kg =
1
2
scalg.
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has a solution u ∈ C∞(M,R). If n ≥ 3, we take the diffeomorphism U ∈ C∞(R>0,R>0) given by
U(x) = x−2/(n−2). In that case, equation (D.1a) has a solution κ ∈ C∞(M,R>0) if and only if
0 = 4(n−1)n−2 ∆g(u)− u scalg +u
n+2
n−2 s (D.1c)
has a solution u ∈ C∞(M,R>0).
However, (D.1a) does not always have a solution for a fixed g. For instance, for each g on a closed
manifold of dimension ≥ 3, there is at most one constant c ∈ {−1, 0, 1} such that (D.1c) has a solution
with s = c; cf. [52], Theorem 6.2. (Namely, at most that element of {−1, 0, 1} can occur which is the
sign of the smallest eigenvalue of the linear elliptic operator Lg : C
∞(M,R) → C∞(M,R) given by u 7→
−4(n−1)/(n−2)∆g(u)+scalg u.) In fact, (D.1c) has indeed a solution with s = c for this unique constant
c ∈ {−1, 0, 1}, according to the solution of the famous Yamabe problem, obtained by the work of H. Yamabe,
N. Trudinger, T. Aubin, and R. Schoen ([104], [100], [3], [84]; cf. also [63]).
Equation (D.1a) is almost the Riemannian special case of the general (semi-Riemannian) equation (4.2.2)
which we will use to solve the pseudo-Riemannian prescribed scalar curvature problem: Our equation
(4.2.2) has a solution f ∈ C∞(M,R>0) if and only if (D.1a) has a solution κ ∈ C∞(M,R>1).
However, in the pseudo-Riemannian case, it is possible to substitute away all the quadratic first-order terms
in (4.2.2) only if n = 2; and even then, there will still remain nasty linear first-order terms, except if the
given metric g has very special properties. (It is precisely metrics with these properties that we will use to
solve the plain problem for Lorentzian metrics on 2-manifolds.)
Introduction to the following subsections
The following theorems are the main results on the Riemannian prescribed scalar curvature problem (cf.
[49], [50], [51], [52], [53], [54]). Several proofs have been given for them. There is one proof which does
not employ the conformal deformation equation (D.1), namely that given in [53]; it does not seem to have
a generalisation to the pseudo-Riemannian case. All other proofs that I know of are based on conformal
deformation. Three analytic techniques are used to solve the corresponding elliptic equations (D.1b) and
(D.1c):
(i) the method of sub- and supersolutions;
(ii) variational methods;
(iii) an implicit function plus perturbation method.
These are also the basic techniques that we will apply in this thesis. While (iii) is the most powerful method
for the Riemannian problem, (i) is better suited to most cases of the pseudo-Riemannian problem.
D.1.2 Closed 2-manifolds
D.1.2 Theorem (Kazdan/Warner). Let M be a connected closed 2-manifold.
• If the Euler characteristic of M is positive [resp. negative], then the set of functions ∈ C∞(M,R)
which can be represented as the scalar curvature of a Riemannian metric consists exactly of those
functions which are positive [negative] somewhere.
• If M has Euler characteristic 0, then the set of functions ∈ C∞(M,R) which can be represented as
the scalar curvature of a Riemannian metric consists exactly of the constant 0 and of those functions
which change their sign (i.e., which are positive somewhere and negative somewhere else).
References. The case χ(M) ≤ 0 was proved in [49]; by the method of sub- and supersolutions for
χ(M) < 0 (Theorem 11.8), by variational methods for χ(M) = 0 (Theorem 6.3). The general case was
solved (reproving the χ(M) ≤ 0 case) in [52], via the implicit function plus perturbation technique (Theorem
5.6).
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D.1.3 Remark. IfM is a connected closed 2-manifold (not necessarily orientable), the Euler characteristic
χ(M) ∈ Z and the total scalar curvature of any Riemannian metric g onM are related by the Gauss/Bonnet
theorem (cf. e.g. [29], §3.111):
4πχ(M) =
∫
(M,g)
scalg .
This implies immediately one half of Theorem D.1.2: only the specified functions can be represented as
scalar curvatures. The other half of the theorem is the difficult one, of course.
D.1.3 Closed manifolds of dimension ≥ 3
Before we state the main result, two preparatory theorems deserve to be mentioned separately.
Recall that the total scalar curvature of a compact Riemannian manifold (M, g) is the number∫
(M,g)
scalg .
D.1.4 Theorem (Aubin; El´ıasson). Every nonempty closed manifold of dimension ≥ 3 admits a Rie-
mannian metric of negative total scalar curvature.
Remarks on the proof. A Riemannian metric with negative total scalar curvature can in general not
be found in a given conformal class. The presumably easiest way to construct such a metric — invented
by L. Be´rard Bergery — is sketched in [11], §4.32. The original proof, discovered independently by T.
Aubin and H. I. El´ıasson ([2], [26]), used a different approach: from a given Riemannian metric g on M
and suitable functions λ, µ ∈ C∞(M,R>0), ϕ ∈ C∞(M,R), they constructed a metric with negative total
scalar curvature in the form
λg + µ dϕ⊗ dϕ .
This approach has a vague similarity to the constructions of the present thesis. A third (somewhat over-
powered) proof could employ J. Lohkamp’s existence results for metrics with negative Ricci curvature.
Now we come to the main theorem.
D.1.5 The trichotomy theorem. Let M be a nonempty connected closed manifold of dimension ≥ 3.
Then exactly one of the following three alternatives holds:
(P) Every function ∈ C∞(M,R) can be represented as the scalar curvature of a Riemannian metric.
(Z ) The set of functions ∈ C∞(M,R) which can be represented as the scalar curvature of a Riemannian
metric consists exactly of the constant 0 and of those functions which are negative somewhere.
(N ) The set of functions ∈ C∞(M,R) which can be represented as the scalar curvature of a Riemannian
metric consists exactly of those functions which are negative somewhere.
References and remarks. Most parts of this theorem have been proved by Kazdan and Warner; cf.
[52], Theorem 6.4. The missing piece, namely that the manifold admits a Riemannian metric with constant
positive scalar curvature if it admits a Riemannian metric with nonnegative but not identically zero scalar
curvature, is provided by the solution of the Yamabe conjecture.
D.1.4 Open manifolds
D.1.6 Theorem (Kazdan/Warner). Let M be a connected noncompact manifold of dimension ≥ 2
which is diffeomorphic to an open subset of a compact manifold. Then every function ∈ C∞(M,R) is the
scalar curvature of some Riemannian metric on M .
Idea of the proof, references. Cf. [49], §6 in [51], and Remark 5.7 in [52]. The idea of the proof is
to extend the prescribed function s ∈ C∞(M,R) to a not necessarily continuous function s ∈ Lp(M,R),
where M ⊃ M is closed. If this is not possible for s itself, then it is at least possible for some pullback
ϕ∗s, where ϕ : M → M is a diffeomorphism. Then one tries to find a solution κ ∈ H2,p(M,R) (where p
is chosen so large that H2,p(M,R) ⊆ C0(M,R)) of the PDE (D.1a). The restriction of this solution to M
will be smooth and thus solve the problem.
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D.1.7 Corollary. Let n ∈ N≥2, and let M be a connected compact n-manifold with nonempty boundary.
Then every function ∈ C∞(M,R) is the scalar curvature of some Riemannian metric.
Proof. Imbed M into a closed manifold M , extend the given function s on M to a smooth function s on
M , choose a point x ∈M\M , apply the preceding theorem to the manifold M˜ :=M\{x} and the function
s˜ := s |M˜ to get a metric g˜ on M˜ with scalar curvature s˜. The metric g˜ |M has scalar curvature s.
One can also say something about arbitrary noncompact manifolds, which are not necessarily imbeddable
into a closed manifold. Some sample results:
D.1.8 Theorem (Gromov). Every open manifold of dimension ≥ 2 admits a Riemannian metric of
positive scalar curvature and a Riemannian metric of negative scalar curvature. (In fact, it even admits
Riemannian metrics of positive resp. negative sectional curvature.)
Proof. This is an easy consequence of Gromov’s h-principle theorem (cf. Appendix A.3.2) for diff-invariant
open partial differential relations on open manifolds; cf. [37], Theorem 4.5.1.
D.1.9 Theorem (Bland/Kalka). Every manifold of dimension ≥ 3 admits a complete Riemannian
metric of constant negative scalar curvature.
Proof. Cf. the article [13] by J. Bland and M. Kalka; or the alternative proof by J. Lohkamp: Corollary
5.4 in [64].
Unfortunately, this thesis contains no similar results for the pseudo-Riemannian problem, because com-
pleteness of pseudo-Riemannian metrics is a more subtle issue than completeness of Riemannian metrics;
cf. Remark 1.1.3.
D.1.5 Topological characterisation of the trichotomy phenomenon
One would like to tell from topological invariants of a closed n-manifold M , where n ≥ 3, in which of the
three classes P, Z , N from Theorem D.1.5 M is contained. Each class is nonempty, in each dimension:
Sn ∈ P, T n ∈ Z , and T n#T n ∈ N , for example. Much work has been done on the characterisation of
manifolds which admit Riemannian metrics of positive scalar curvature, i.e. the characterisation of P. It is
not necessary to repeat the well-known results here. The article [81] by J. Rosenberg and S. Stolz contains
a recent overview with many references; cf. also [39] by M. Gromov and H. B. Lawson. The class Z has
been investigated by A. Futaki ([28]) and A. Dessai ([19]), for instance.
The main results of the present thesis show that the pseudo-Riemannian prescribed scalar curvature problem
does in most cases not lead to similar topological questions.
D.1.6 Real-analytic metrics
Let us assume that the manifold M is equipped with a real-analytic structure; that’s no restriction since
every smooth manifold admits such a structure (cf. A.1.10). If our prescribed function s is real-analytic and
there exists a smooth Riemannian metric with scalar curvature s, is there also a real-analytic Riemannian
metric with scalar curvature s?
The answer deserves to be mentioned here since we will deal with the analogous question in the pseudo-
Riemannian case. The result for Riemannian metrics, Theorem D.1.10 below, is easy to deduce from the
Kazdan/Warner proofs and some standard (but deep) theorems and is therefore probably well-known, but
I do not know a reference. Therefore we give a proof in Appendix D.3.
D.1.10 Theorem. Let M be an open subset of some closed real-analytic manifold (of any dimension), and
let s : M → R be a real-analytic function which is the scalar curvature of some smooth Riemannian metric
on M . Then there is a real-analytic Riemannian metric on M with scalar curvature s.
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D.2 The Kazdan/Warner approximation theorem
The following approximation theorem is an essential ingredient in Kazdan and Warner’s solution of the
Riemannian prescribed scalar curvature problem. We state it in a slightly sharper form than they did:
instead of arbitrary diffeomorphisms, we use diffeomorphisms in Diff0(M) with compact support. (Recall
that a diffeomorphism ϕ : M → M has compact support if and only if there is a compact subset K of M
such that ϕ |(M\K) is the identity.) The essential information for us lies not in the compact support, but
in the Diff0(M) part: we want to apply the theorem later to solve the pseudo-Riemannian homotopy or
diffeotopy class problem (on compact manifolds).
D.2.1 Theorem (the Kazdan/Warner Lp approximation theorem). Let 1 ≤ p < ∞, let M be a
nonempty connected manifold of dimension ≥ 2 equipped with a Riemannian measure2, let g ∈ Lp(M,R)
(where the Lp space is defined with respect to the given measure), and let f ∈ C0(M,R) ∩ Lp(M,R). Then
the following statements are equivalent:
(i) For every open neighbourhood U of g in Lp(M,R), there is a diffeomorphism ϕ ∈ Diff0(M) with
compact support such that f ◦ ϕ ∈ U ;
(ii) inf(f) ≤ g ≤ sup(f) (where inf(f), sup(f) ∈ [−∞,∞]).
Proof. This is Theorem 2.1 in [52], except for the claim that in the implication (ii) =⇒ (i), we can not
only find any diffeomorphism ϕ ∈ Diff(M) with f ◦ ϕ ∈ U , but even such a diffeomorphism in Diff0(M),
and with compact support. This claim is true since the proof of Kazdan and Warner remains valid for our
stronger statement, word by word. We just have to take the following facts into account:
(i) Let ε˜ ∈ R>0, and let x1, x2, y1, y2 ∈ M with x1 6= x2 and y1 6= y2. Then there is a compactly
supported ϕ1 ∈ Diff0(M) with ϕ1(yi) = xi for i ∈ {1, 2}, such that
∫
M
|f ◦ ϕ1 − f |p ≤ ε˜p.
(ii) Let M1 be a compact subset of M , let k ∈ N, let V1, . . . , Vk be disjoint open subsets of M1, and
let U1, . . . , Uk be open subsets of M1 with disjoint closures. Then there is a compactly supported
ϕ2 ∈ Diff0(M) whose restriction to M\M1 is the identity, such that ϕ2(Ui) ⊆ Vi for all i ∈ {1, . . . , k}.
(Fact (ii) is applied twice in the Kazdan/Warner proof: once using precisely the above notation, once with
M1 replaced by O1, with Vi replaced by Ui, and with Ui replaced by O1 ∩∆i.)
Both facts follow from elementary differential topology (so Kazdan and Warner did not bother to write
down an argument, which would show immediately that all the diffeomorphisms are taken from Diff0(M)).
Here is a proof sketch: For j ∈ {0, 1}, the desired diffeotopy Φj : [0, 1]×M →M with ϕj = Φj(1, .) can be
constructed as the flow of a suitable vector field with compact support.3
For (i), we choose regular injective paths wi : [0, 1]→M , i ∈ {1, 2}, from yi to xi, such that the images of
w1 and w2 are disjoint (this is possible because dimM ≥ 2). We choose neighbourhoods Ni of im(wi) which
are disjoint and, moreover, so small that 2(volume(N1)
1/p+volume(N2)
1/p)max{|f(x)| | x ∈ N1∪N2} ≤ ε˜.
Now any vector field X on M with support in N1 ∪N2 whose restriction to im(wi) is given by X ◦wi = w′i
for i ∈ {0, 1} generates a suitable flow Φ1.
For (ii), we can choose smooth imbeddings w1, . . . , wk : [0, 1.5]×Dn−11 →M1 (where n = dimM , and Dn−1r
is the 0-centered closed disk in Rn−1 with radius r) such that the following conditions hold: (A) The images
of w1, . . . , wk are disjoint. (B) Each Ui is a subset of wi([0.1, 0.4] ×Dn−10.9 ). (C) Each Vi is a superset of
wi([1, 1.5] × Dn−11 ). (These imbeddings are constructed by first choosing suitable imbedded paths which
map [0, 1.5] to the interior of M1, and then suitable tubular neighbourhoods of these imbedded paths. The
corresponding bundles over [0, 1.5] are trivial since the base space is contractible.)
For each x ∈ Dn−11 and i ∈ {1, . . . , k}, let wi(x) : [0.1, 1.4]→ M1 be the map given by t 7→ wi(t, x). There
is a vector field X on M whose support is a subset of
⋃k
i=1 im(wi), such that X ◦ wi(x) = wi(x)′ for all
x ∈ Dn−10.9 and i ∈ {1, . . . , k}. It generates a flow Φ2 with the desired properties.
By dropping the compact support condition, we get a real-analytic analogue, Theorem D.2.3 below. But
first we need a lemma.
2A Riemannian measure is a measure induced by a Riemannian metric.
3Cf. e.g. §4.1 in [17], in particular Theorem 4.1.11.
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D.2.2 Lemma. Let 1 ≤ p <∞, let M be a real-analytic manifold equipped with a measure, let u : M → R
be a not necessarily continuous function, let ψ : M → M be a smooth diffeomorphism such that u ◦ψ ∈
Lp(M,R), and let U be any neighbourhood of u ◦ ψ in Lp(M,R). Then there is a real-analytic diffeomor-
phism ϕ : M →M with u ◦ ϕ ∈ U ; if ψ ∈ Diff0(M), then we can choose ϕ ∈ Diff0(M), too.
Proof. There is an ε > 0 such that U contains an Lp-ball of radius ε around u ◦ ψ. Since continuous
functions with compact support are dense in Lp(M,R), the Lp-ball of radius ε2 around u ◦ ψ contains a
continuous function, and by composing this function with ψ−1 from the right, we get a u˜ ∈ C0(M,R) with
‖u ◦ ψ − u˜ ◦ ψ‖Lp ≤ ε2 .
We choose a (rapidly decreasing) continuous η ∈ C0(M,R>0) with ‖η‖Lp < ε2 . The set U ′ of all h ∈
C0(M,R) with |h− u˜ ◦ ψ| < η is a neighbourhood of u˜◦ψ with respect to the fine C0-topology on C0(M,R).
Observe that ‖h− u ◦ ψ‖Lp < ε for all h ∈ U ′; hence U ′ ⊆ U .
Since the map C0(M,M) → C0(M,R) given by ϕ 7→ u ◦ ϕ is continuous with respect to the fine C0-
topologies on both sides (cf. §2.4, Exercise 10(b) in [42]), there is a fine C0-neighbourhood V ⊆ C0(M,M)
of ψ such that u ◦ ϕ ∈ U ′ for all ϕ ∈ V .
The set of diffeomorphisms is fine C∞-open in C∞(M,M) (cf. [42], Theorem 2.1.7), and so is the set
Diff0(M). Thus there is a fine C∞-neighbourhood V ′ ⊆ V ∩ C∞(M,M) of ψ all of whose elements are
contained in Diff(M); if ψ ∈ Diff0(M), then there is even such a neighbourhood ⊆ Diff0(M). By the
Grauert/Remmert/Morrey denseness theorem (cf. e.g. Theorem 2.5.1 in [42]), V ′ contains a real-analytic
map. This is the desired diffeomorphism ϕ ∈ Diff0(M).
D.2.3 Theorem (real-analytic Kazdan/Warner approximation). Let 1 ≤ p < ∞, let M be a
nonempty connected real-analytic manifold of dimension ≥ 2 equipped with a Riemannian measure, let
g ∈ Lp(M,R), and let f ∈ C0(M,R) ∩ Lp(M,R). Then the following statements are equivalent:
(i) For every open neighbourhood U of g in Lp(M,R), there is a real-analytic diffeomorphism ϕ ∈
Diff0(M) such that f ◦ ϕ ∈ U ;
(ii) inf(f) ≤ g ≤ sup(f) (where inf(f), sup(f) ∈ [−∞,∞]).
Proof. The implication (i) =⇒ (ii) follows from Theorem 2.1 in [52]. In order to prove (ii) =⇒ (i), we
take any smooth diffeomorphism ψ ∈ Diff0(M) such that f ◦ ψ ∈ U ; this is possible by Theorem D.2.1.
Now we apply the preceding lemma and are done.
We state another consequence of Lemma D.2.2, which will be applied in the proof of Theorem D.1.10.
D.2.4 Corollary. Let 1 ≤ p <∞, let M be a connected real-analytic manifold equipped with a Riemannian
measure, let f ∈ Lp(M,R) be zero on some nonempty open subset of M , and let ε ∈ R>0. Then there is a
real-analytic diffeomorphism ϕ : M →M such that ‖f ◦ ϕ‖Lp < ε.
Proof. Proposition 2.6 in [49] says that a smooth diffeomorphism ψ : M →M with ‖f ◦ ψ‖Lp < ε exists;
now we apply Lemma D.2.2.
Remark. In the statement of the corollary, ϕ can even be chosen from Diff0(M). The diffeomorphism in
the smooth analogon, i.e. Proposition 2.6 in [49], can be chosen from Diff0(M), and with compact support.
D.3 The Riemannian real-analytic prescribed scalar curvature
problem
The aim of this chapter is to prove Theorem D.1.10 (whose statement we repeat below as Theorem D.3.3,
for convenience).
We need the following theorem to deal with some special case in the proof of D.3.3. Recall that a manifold
chart (x1, . . . , xn) : U → Rn defined on some open subset U of an n-manifold M is called (g-)harmonic
with respect to a Riemannian metric g on M if and only if ∆g(xi) = 0 for all i ∈ {1, . . . , n}.
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D.3.1 Theorem (DeTurck/Kazdan). Let (M, g) be a smooth4 Einstein Riemannian manifold of dimen-
sion n ≥ 3. Then the set of all g-harmonic charts on M is a real-analytic atlas on M which is compatible
with the given smooth atlas. The metric g is real-analytic with respect to this atlas.
Proof. Smooth harmonic charts exist around each point ofM ; cf. e.g. Lemma 1.2 in [21]. Let (x1, . . . , xn):
U → U˜ and y = (y1, . . . , yn) : V → V˜ be g-harmonic charts onto open subsets U˜ , V˜ of Rn. We have to
show that the smooth coordinate change xi ◦ y−1 : y(U ∩ V ) → R is real-analytic for each i ∈ {1, . . . , n}
(we suppress restrictions of maps in our notation).
Since g is Einstein, it is real-analytic in the g-harmonic coordinates (y1, . . . , yn), by Theorem 5.2 in [21];
that is, the metric (y−1)∗g on V˜ ⊆ Rn is real-analytic. The function (y−1)∗xi ≡ xi ◦y−1 ∈ C∞(y(U ∩V ),R)
satisfies the elliptic equation ∆(y−1)∗g((y
−1)∗xi) = (y
−1)∗(∆g xi) = 0 with real-analytic coefficients and is
thus real-analytic, by Theorem B.1.4. This proves that the g-harmonic charts form a real-analytic atlas.
We have already used the DeTurck/Kazdan theorem which says that g is real-analytic with respect to each
chart in this atlas.
D.3.2 Corollary. Let M be a real-analytic manifold of dimension ≥ 3. If g is a smooth Einstein metric
on M , then there is a smooth diffeomorphism ϕ : M → M such that ϕ∗g is real-analytic. In particular, if
M admits a smooth Einstein metric with constant scalar curvature λ, then it admits also a real-analytic
Einstein metric with constant scalar curvature λ.
Proof. Let A be the given real-analytic structure on the smooth manifold M . By Theorem D.3.1, there
exists another real-analytic structure A ′ on the smooth manifold M such that the smooth Einstein metric
g is real-analytic with respect to A ′. By the uniqueness of real-analytic structures compatible to a given
smooth structure (cf. Theorem A.1.10), there is a smooth diffeomorphism ϕ ∈ Diff(M) which is a real-
analytic diffeomorphism (M,A )→ (M,A ′). The metric ϕ∗g is thus real-analytic with respect to A . It is
of course an Einstein metric with the same constant scalar curvature as g.
Now we can prove Theorem D.1.10:
D.3.3 Theorem. Let M be an open subset of some closed real-analytic manifold, and let s : M → R be a
real-analytic function which is the scalar curvature of some smooth Riemannian metric on M . Then there
is a real-analytic Riemannian metric on M with scalar curvature s.
Proof. The case dimM < 2 is trivial.
First case: M is a closed 2-manifold. Then there is a real-analytic Riemannian metric on M with constant
(scalar) curvature, as we will prove now.
If the Euler characteristic χ(M) is nonnegative, i.e. M ∈ {S2,RP2, T 2,K}, then the standard metric g˜ on
M is real-analytic with constant scalar curvature with respect to the standard real-analytic structure A˜ on
M . Since there is a real-analytic diffeomorphism ϕ from our given real-analytic structure to A˜ (cf. A.1.10),
there exists a constant curvature metric on M which is real-analytic with respect to our given structure,
namely the metric ϕ∗g˜.
If χ(M) < 0, then we choose any real-analytic metric g˜ on M ; this is always possible. The conformal class
of g˜ contains a metric with negative constant scalar curvature; cf. e.g. Theorem 1 in [10]. This metric is
real-analytic since it has the form e2ug˜, where u ∈ C∞(M,R) solves an elliptic equation (namely (D.1b))
with real-analytic coefficients and is thus real-analytic; cf. Theorem B.1.4.
Thus there is a real-analytic Riemannian metric on M with constant (scalar) curvature, as claimed.
Now let g be a real-analytic Riemannian metric onM with constant scalar curvature 2k, and let 2K : M →
R be a real-analytic function which satisfies the necessary and sufficient condition for being the scalar
curvature of some smooth Riemannian metric. We consider the proof of Theorem 5.1 in [52]. The operator
T1 : H
2,p(M,R)→ Lp(M,R) there, which is given by u 7→ −e−2u(∆g u − k), has real-analytic coefficients.
Since the diffeomorphism ϕ ∈ Diff(M) there can be chosen real-analytic (cf. our Theorem D.2.3), we can
assume that K ◦ ϕ is real-analytic. By Theorem B.1.4, the locally unique function u with T1(u) = K ◦ ϕ
is real-analytic. The proof of Theorem 5.1 in [52] shows therefore that a real-analytic Riemannian metric
4In fact, it would suffice to assume that M and g are C2.
151
D.3. Real-analyticity Appendix D. The Riemannian problem
with scalar curvature 2K exists.
Second case: M is a closed n-manifold, where n ≥ 3. Let s : M → R be real-analytic.
By Theorem D.1.4, there is a Riemannian metric on M with negative total scalar curvature. Since this
metric has a C2 neighbourhood consisting of metrics with negative total scalar curvature, we can find a
real-analytic Riemannian metric g˜ on M with negative total scalar curvature; cf. A.1.7. There is a smooth
Riemannian metric g, conformal to g˜, with constant scalar curvature −1; cf. Theorem 4.1 in [51]. This
metric is even real-analytic by Theorem B.1.4, because it has the form u4/(n−2)g˜, where u ∈ C∞(M,R>0)
solves the elliptic equation (D.1c).
Lemma 2.15 in [51] yields an Lp-neighbourhood (where p > n) U of −1 ∈ Lp(M,R) such that every
real-analytic s˜ ∈ U is the scalar curvature of some smooth Riemannian metric which is conformal to g and
thus (by the argument above involving (D.1c) and B.1.4) real-analytic. If s is somewhere negative, then
there exist a constant α ∈ R>0 and a real-analytic diffeomorphism ϕ ∈ Diff(M) such that αs ◦ ϕ ∈ U :
choose α such that inf(αs) ≤ −1 ≤ sup(αs) and use D.2.3. Hence αs ◦ ϕ is the scalar curvature of some
real-analytic Riemannian metric g′, so s is the scalar curvature of the real-analytic metric α(ϕ−1)∗g′.
This completes the proof if M lies in the class N of the trichotomy theorem. Let us now assume that
M belongs to the class P. Then the set of Riemannian metrics g on M with λ1(g) > 0 is nonempty and
C2-open and thus contains a real-analytic metric g1; here λ1(g) ∈ R denotes the smallest eigenvalue of the
operator Lg mentioned in Section D.1.1. There is also a real-analytic metric g0 with λ1(g0) < 0, as we
proved above (negative total scalar curvature implies λ1(g0) < 0). For some t ∈ (0, 1), the real-analytic
metric gt := (1 − t)g0 + tg1 has λ1(gt) = 0 (cf. the proof of Theorem 3.9 in [51]).
By Proposition 5.1 in [51], there is a metric, conformal to gt, with constant scalar curvature 0. This metric
is real-analytic by the standard argument from above. To finish the case of class P, it remains to prove that
s is the scalar curvature of some analytic Riemannian metric if it is somewhere positive. The conformal
class of g1 contains a Riemannian metric g of constant positive scalar curvature, by the Aubin/Schoen
solution of the Yamabe problem. By our standard argument, g is real-analytic. Now we go through the
proof of Lemma 6.1 in [52], which is analogous to the proof of Theorem 5.1 there that we considered above.
We see in the same way as before (employing D.2.3 and B.2.14) that s is the scalar curvature of some
real-analytic Riemannian metric.
It remains to consider the case where M belongs to the class Z . Since we have already dealt with all
functions which are somewhere negative, we just have to realise the constant 0 as the scalar curvature
of some real-analytic metric. In order to do this, we choose a smooth metric g with scalar curvature 0.
This metric is even Ricci-flat; cf. e.g. Lemma 5.2 in [54]. By Corollary D.3.2, there exists a real-analytic
Ricci-flat metric on M . This completes the proof of the closed case.
Third case: M is an open manifold of dimension ≥ 2. We go through the proof at the beginning of §6 in
[51] (or the proof sketched in Remark 5.7 in [52]). The smooth diffeomorphism ϕ ∈ Diff(M) there (with
s ◦ ϕ ∈ Lp(M)) can be chosen real-analytic by Lemma D.2.2. From our Corollary D.2.4 (applied to a
noncontinuous function), we deduce that the smooth diffeomorphism ψ ∈ Diff(M1) in the Kazdan/Warner
proof can be replaced by a real-analytic one, too. The rest of the proof consists of our standard arguments
from above.
Now we have checked all cases, so the proof is complete.
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