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Introduction
Electron-positron pair plasmas are believed to play a role in a wide range of as-
trophysical phenomena, especially in some of the most powerful events as: Gamma-
ray Bursts (GRB), pulsar wind outflows in Pulsar Wind Nebulae (PWN) and rel-
ativistic jets from Active Galactic Nuclei (AGN). All these processes could be the
sources of the acceleration mechanism that produce high-energy particles. Such
particles could arrive on Earth, forming the well-known cosmic rays, and/or, if
charged, emit electromagnetic radiation in the presence of magnetic fields, called
synchrotron radiation. For an in depth treatment of these topics one can see [25].
How the acceleration mechanism works is not completely understood, however these
phenomena are, in general, associated with collisionless shock waves or regions with
colliding streams of particles that rely on a through understanding of relativistic
plasma instabilities in the highly nonlinear regime.
Hereafter we concentrate on the description of the GRB model to show why these
instabilities are so important in an extreme astrophysical context.
Gamma-ray bursts are the most luminous objects in the sky. They are short and
intense pulses of γ rays (see [19] or [20] for a complete review), that last from 0.01 s
(short bursts) to several hundred of seconds (long bursts) and arrive on Earth from
cosmological distances and in random directions in the sky. The overall observed
energy fluences range from 10−4 erg/cm2 to 10−7 erg/cm2 that implies a total energy
emitted from the source of GRBs ≥ 1051 erg. GRBs are followed by long-lasting
emissions in the x-ray, optical and radio wavelengths, called afterglows.
What kind of source can release this enormous amount of energy is an open ques-
tion. T. Piran in [20] suggests the accretion of a massive (∼ 0.1M) disk onto a
compact object, most likely a newborn black hole, as a possible mechanism. There
are other possible mechanisms as the pulsar model, suggested by Usov [24], which
is based on a rotating highly magnetised neutron star, or the supranova model,
proposed by Vietri and Stella [26], which considers the collapse of a supermassive
neutron star into a black hole.
The original standard approach, used to describe GRBs, is named fireball model.
This model, as the name fireball suggests, considers a large amount of energy,
E0 ∼ 1051 − 1054 erg, released over a few seconds inside a small region whose size
is typically ≤ 106 cm. The fireball is mainly composed of a gas of electron-positron
pairs and photons, together with a small amount of baryonic mass M0  E/c2,
independently of the nature and details of its progenitor and trigger.
From general considerations, as reported in [19] and [20], when an initial energy E0
is imparted to the mass M0 (M0  E0/c2) closed in a small volume with radius r0,
this mass starts to expand freely under the radiative pressure only (gravity is ne-
iii
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Figure 1 Schematic representation of a shock wave in the shock front rest frame.
glected due to the little amounts of baryons), with a relativistic flow velocity. This
gas converts its internal energy into bulk kinetic energy, where the bulk Lorentz
factor is γ ' r/r0 ∝ r, with r the radial distance of the gas shell from the centre
of the source. Initially the fireball is optically thick, meaning that the majority of
the photons can not arrive on the leading surface of the fireball and escape from
the latter, therefore we can assume no radiative losses. The conservation of energy
implies that γ can not increase beyond the maximum value γmax ∼ η ∼ E0/M0c2.
At a certain moment, however, the linear growth of the bulk Lorentz factor γ stops
and it saturates to γmax, corresponding to a saturation radius rs & r0η. Beyond the
saturation radius, the relativistic flow continues to coast with γ ∼ η ∼ constant.
This phase is named coasting phase. When the fireball becomes optically thin, pho-
tons start to escape and form the spectrum detected on Earth.
The model just reported is a very simple picture of the GRB dynamics and does
not solve some major problems. First of all the expansion of the fireball is very
inefficient in this model because most of its internal energy is converted into kinetic
energy of the dragged baryons, rather than into photon luminosity. Secondly, the
photon spectrum produced resembles that of a quasi-thermal distribution instead
of the observed power-law spectra. Eventually, the typical time scales over which
photons escape from the fireball is of the order of milliseconds (comparable to the
time required by the flow to make the transition to optical thinness), that does not
explain the long bursts or the afterglows. A more recent model tries to solve these
questions with a fireball shock picture.
In hydrodynamics a shock wave is defined as a surface of discontinuity crossed by a
flux of mass, momentum and energy, between two fluids. This definition is based on
that given in [25]. In figure 1 we give a schematic representation of it in the shock
front rest frame. The unperturbed region, not reached yet by the wave, is called
the upstream region. The region already crossed by wave (i.e the perturbed region)
is called the downstream region. In the layer between the two regions, which we
call the shock layer, particles undergo collisions with other particles of the fluid, or
iv
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Figure 2 Schematic representation of the fireball shock model.
scattering process due to electromagnetic fields randomly distributed in this. These
processes randomise particle impulses, transforming part of the ordered kinetic en-
ergy of the incoming flux into internal energy of the downstream region. If the
collision between particles is the process that randomises the impulses in the shock
layer, the shock is said collisional and the thickness of the layer is of the order of
the mean free path of particles.
In the majority of astrophysical scenarios, particularly in the extreme events as
GRBs, the mean free path of a particle is several orders of magnitude bigger than
the scale lengths of the system, so collisions between particles cannot be the dissipa-
tive processes. However, astrophysical matter is mostly ionised and so the charged
particles can be accelerated and deflected by electromagnetic fields. This is what
happens in the collisionless shocks. In the intermediate region between the up-
stream and the downstream one, there are partly transient electromagnetic fields
randomly oriented in the space, that make particle momenta isotropic. Here the
layer thickness becomes comparable to the Larmor radius of the charged particles,
in general of the proton (in most cases the protons carry most of the energy and
momentum of the incoming flow), because it is deflected over a distance of this
order of magnitude, by the magnetic fields present in the shock region.
In the GRB fireball shock model, there two kind of collisionless shock waves: inter-
nal and external, as represented in figure 2. The internal shock is produced when
the inner engine emits many shells of pair plasma (here the load of protons is small)
with different Lorentz factors. The shells with higher Lorentz factor join those with
lower factor and collide with them, producing a mildly relativistic shock wave (typ-
ically the Lorentz factor of the shock γs ∼ 10 in the upstream reference frame).
This shock accelerates particles that emit radiation forming the GRBs.
When the relativistic shells (with Lorentz factors ∼ 102− 103) run into an external
medium as the interstellar medium, or a wind earlier emitted by the progenitor, the
external shock builds up. The shock has a double layer structure, because there is
a forward front propagating into the interstellar medium and a reverse front prop-
agating into the inner shell. The synchrotron radiation, emitted by the accelerated
particles at the shock, gives rise mainly to the afterglows.
v
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Both these shocks accelerate particles at very high energies, especially the latter,
but how the acceleration mechanism works is still an open question in high-energy
astrophysics. One of the most cited mechanism is the Fermi mechanism of the first
order, as explained in [16]. The idea at the base of the mechanism is that particles
gain energy being repeatedly reflected by the magnetic field preceding and following
the shock. In the rest frame of the shock, indeed, particles interact elastically with
the inhomogeneous magnetic field. If a particle travels through the shock, meaning
from upstream to downstream, the magnetic field reflects it back and this increases
its velocity. The same procedure is valid if the particle travels from the downstream
to the upstream region. These multiple reflections highly increase particle energy.
The energy spectrum resulting from this mechanism turns out to be a power-law
distribution, dN(ε)/dε ∝ ε−p, where ε represents the energy variable.
In order for this mechanism to start and develop power-law spectra, strong and in-
homogeneous electromagnetic fields have to be excited on microscopic length scales
with respect to the typical Larmor radius of the accelerated particles. The magnetic
fields present in the external region or generated by the progenitor of the GRBs and
transported to the internal shock region by the ejected flow, are not sufficient to
give rise to the synchrotron spectra and high energy particles detected on Earth.
In the article [16], the authors M.Lemoine and G.Pelletier propose instabilities in
beams of plasma as good candidates in the generation of such fields. As they ex-
plain, when particles return from downstream toward the upstream region, since
they are reflected by the shock, they form a relativistic beam of charged particles of
very small angular dispersion that trigger the instabilities in the upstream medium.
In this work we concentrate on one of the most relevant of these instabilities: the
filamentation instability.
We study a particular configuration wherein the instability can grow, that is, two
neutral electron-positron beams which counter-stream at relativistic velocity. Ini-
tially the system has no net current, however when particles start to counter-stream,
micro filaments of opposite currents are generated locally in the direction of the bulk
motion. Each of these filaments produces a magnetic field that attracts the cur-
rent directed in the same direction and repels that in the opposite direction. Due
to the magnetic field the current inhomogeneity enhances and in turn feeds the
magnetic growth. At the end of the instability growth, the magnetic field estab-
lishes in filaments at small scales comparable to the electron inertial skin depth
lp ≡ c/ωp (where ωp is the plasma frequency) and reaches very strong amplitude.
Consequently, particles lose a part of their kinetic energy in favour of the magnetic
energy. The energy conversion is quite efficient: the final magnetic energy attains
up to 10− 15% of the initial bulk kinetic energy.
As just shown, this instability is a very promising process in the generation of strong
magnetic field over length scales smaller than the Larmor radius.
Many authors apply this instability in astrophysical contests, especially in GRBs
shocks, as M.Medvedev and A.Loeb in [18] who give an estimation of the con-
version efficiency needed to shocks to accelerate particles at very high energy, or
A.Spitkovsky who, in [22], uses numerical simulations to study collisionless shock
produced by electron-positron shells that collide and generate the filamentation in-
stability.
An analytical approach based on fluid equations and first-order perturbation theory
vi
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(i.e. a linear expansion of all quantities) may be used to calculate the instability
threshold and spectrum, i.e. the growth rate of unstable modes as a function of
their wave vector. This linear phase is characterized by an exponential growth
of all quantities, so the first-order expansion becomes quickly not valid anymore.
When this happens, the linear phase concludes and the instability enters in the
non-linear phase which is not describable by the linearised equations.
One of the intent of this work is to analyse not only the linear phase, but also the
more interesting non linear phase of the instability. To do this is necessary to use
numerical simulations. We use a particle-in-cell (PIC) code, that is a kinetic and
relativistic code which solves the temporal evolution of motion of a set of macro-
particles on a spatio-temporal grid, consistently with Maxwell’s equations. The code
has one spatial dimension and all the three components of the momentum (1D3P).
This simplified geometry permits to realize simulations with a high spatio-temporal
resolution unlike codes with high dimensionality. We compare these results to sim-
ulations obtained with a 2D3P PIC code, to verify how a 1D geometry could differ
from a more realistic geometry. The 1D3P code shows quite the same results as the
2D3P with less computational resources.
In our simulations we observe both the linear that the non-linear phase. The non-
linear phase starts with a coalescence of the current filaments. This change in the
topology causes a decrease of the magnetic field and of its energy that is gradu-
ally transferred to the particles. Then, the magnetic and current filaments reach a
quasi-stationary phase, organizing over length scales of several electron skin depths.
Most of the particles remain magnetically confined into the current filaments, un-
like a little group of particles that, accelerated at the end of the linear phase,
move over the filaments at twice the initial momentum available for each particle.
This change in the distribution function of particles shows the importance of ki-
netic effects in the instability. Such effects would not be observed using a purely
(magneto-)hydrodynamics description of the system.
Another very important example where the fluid approximation fails is the tran-
sient gamma-ray emission originating from the Crab Nebula [28]. In this case the
observations of synchrotron spectra imply a value of the electric field beyond the
limit imposed by the magneto-hydrodynamics (MHD) regime, that is, the electric
field must not exceed the magnetic field (i.e. |E| < |B|) in order for the MHD to be
valid (see pag. 330 ref. [14] for more details). Thus, also the study of this regime
requires a kinetic approach, as used in [7] or in [12].
During the implementation of the code, we inserted also effects of radiative losses
per each particle using the expression of radiation reaction (RR) force given in [23].
The effects of RR force, that is, the back-action of the radiation emitted by an accel-
erated charge particle on the motion of the particle itself, are expected to strongly
affect the electron dynamics in the next generation of laser-matter experiments at
extreme intensities [23]. Even in the high-energy astrophysics contest it could be
relevant, as C.H. Jaroschek and M. Hoshino show in [12]. In the simulations per-
formed with the effect of radiation reaction, we see a “cooling” in the high energy
tails of the distribution function of each species, without any substantial modifica-
tion in dynamics of the instability and in the temporal evolution of the fields. The
radiation reaction force acts on the fast particles that are a small part of the system
and do not contribute significantly to the dynamics of the instability. The imple-
vii
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mentation of RR effects in the PIC codes used during this work is important for
future developments of more complex codes both in laser-plasma and high-energy
astrophysics fields.
viii
Chapter 1
Methods
In this chapter we present the analytical and numerical methods used to study
the pair plasma system. In the first part we start explain the kinetic and the fluid
approach. In the second part we describe the particle-in-cell (PIC) code. In the last
part we explain what is the radiation reaction (RR) force and how is implemented
in the PIC code.
1.1 Kinetic description
The statistical description of a relativistic pair plasma is based on the knowl-
edge, for each particles species j (j = e− for electrons and j = e+ for positrons), of
the distribution function fj(r,p, t), which represents the density of particles at the
point (r,p) in the six-dimensional phase space at the time t, as reported in [14].
When the number of particles for each species is conserved and the plasma is col-
lisionless (meaning that collisions between particles are negligible), the temporal
evolution of the distribution function fj obeys the kinetic equation
∂fj
∂t
+∇r · (r˙jfj) +∇p · (p˙jfj) = 0, (1.1)
where r˙j ≡ vj = pj/mjγj with γj =
√
1 + p2/(mjc)2 and p˙j = Fj(r,p, t) is the
force on a particle.
While it is always true that ∇r · (vfj) = v ·∇rfj , in general ∇p · (Fjfj) 6= Fj ·∇pfj ,
an important example being the Landau-Lifshitz formula of the radiation reaction
force (1.85) given in section 1.3. In the case where the force on the particle is the
Lorentz force FLj = qj(E + vj ×B), it is true that ∇p(FLj · fj) = FLj · ∇pfj and the
kinetic equation (1.1) becomes
∂fj
∂t
+ vj · ∇rfj + qj(E + vj ×B) · ∇pfj = 0. (1.2)
The equation (1.2) is named the Vlasov equation. In section 1.3, we treat the more
general case where the force on the particle has not only the Lorentz force term,
but also the radiation reaction term.
The electromagnetic fields, which appear in (1.2), are obtained self-consistently via
1
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Maxwell’s equations that in cgs units read:
∇ ·E = 4piρ (1.3)
∇ ·B = 0 (1.4)
∇×E = −1
c
∂B
∂t
(1.5)
∇×B = 4pi
c
J + 1
c
∂E
∂t
. (1.6)
The source terms, i.e. the charge density ρ = ρ(r, t) and the current density J =
J(r, t), are calculated using
ρ(r, t) =
∑
j
qjnj (1.7)
J(r, t) =
∑
j
qjnjuj (1.8)
where nj = nj(r, t) is the number density of a particles species, given by
nj(r, t) =
∫
dp fj(r,p, t), (1.9)
and uj = uj(r, t) is the mean velocity of a particle species, given by
uj(r, t) =
1
nj
∫
dp vfj(r,p, t). (1.10)
The set of the coupled and nonlinear equations (1.2) − (1.6) constitute the so called
Vlasov-Maxwell system.
As a first step in the comprehension of the properties of the plasma system, it
is useful to describe the temporal evolution of the average quantities, the number
density and the mean velocity of each species, using the so-called fluid description
that we briefly discuss in the next subsection.
1.1.1 Fluid description
In the non relativistic case the procedure to obtain the fluid equations involves to
take the moments of the Vlasov equation, that means multiplying the equation (1.2)
by the powers of the velocity v (multiplying by vn with n = 0, 1 . . . ) and integrating
over momentum.
The zero order moment (corresponding to n = 0) of the Vlasov equation leads to
the continuity equation
∂tnj +∇(njuj) = 0, (1.11)
that states the conservation of the number of particles for each species.
The first order moment (corresponding to n = 1) of the Vlasov equation leads to
the equation describing the dynamics of the fluid
mjnj(∂tuj + uj · ∇uj) = qjnj(E + uj ×B)−∇Pj . (1.12)
The last term of the equation contains the pressure scalar term Pj that accounts for
the thermal or "random" motion of the particles. Actually the pressure term is not
2
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a scalar but a tensor Pj,αβ = mj
∫
dwwαwβ fj (where w = v − uj is the thermal
velocity), because in principle the thermal motion could be different in the three
directions, however if we assume an isotropic distribution of the thermal velocities,
then Pj,αβ = Pj δαβ.
The system of equations (1.11) − (1.12), with Maxwell’s equations (1.3) − (1.6)
and with an appropriate expression for Pj (i.e. a proper equation of state), forms a
closed system.
The study of low-frequency, long-wavelength, magnetic behaviour of a plasma can be
described by a particular fluid approximation calledmagneto-hydrodynamics (MHD)
regime (see chap. 3 [14]). If ω and L are respectively the characteristic frequency
and length scale of the phenomenon under consideration, with low-frequency and
long-wavelength we intend:
{
ω  (νcoll, Ωi, Ωe, ωp),
L (λD, ρe, ρi),
(1.13)
where ωp =
√
4pin0e2/me is the electron plasma frequency, Ωe,i are the electron
and ion cyclotron frequency respectively, νcoll is the collisional frequency, λD is the
Debye length and ρe,i are the electron and ion Larmor radius respectively. This
phenomenon has a characteristic velocity that we can evaluate as v ∼ L/τ , where
τ = ω−1. Under the initial assumptions (1.13), it is reasonable to consider v  c.
At this point we can estimate the magnitude of the electric and magnetic fields,
using the fact that |∇| ∼ 1/L and ∂t ∼ 1/τ . From eq.(1.5) and (1.6) we derive
{
E ∼ (v/c)B,
B ∼ (L/c)J + (v/c)E. (1.14)
Thus, thanks to the fact that v  c, from the first relation in (1.14) we obtain that
E  B. We insert this condition in the second expression given in (1.14) and we
deduce that the displacement current (i.e. the term ∂tE in eq.(1.6)) is negligible
in comparison with the inductive current. The MHD regime simplifies the fluid
description mentioned earlier, because we can treat the plasma as composed by a
single fluid with a mean velocity
U = 1
ρT
∑
j
mj nj uj , (1.15)
where the sum runs over the species that composed the system, uj is the mean
velocity of the j-th species given by eq. (1.10) and ρT =
∑
j mj nj is the total
mass density. The conditions (1.13) are consistent with the assumption of a regime
characterised by quasi-neutrality and high conductivity (see pag.92 [14]). These
assumptions permit to derive a simplified closed system to describe the dynamics
3
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of the plasma, that is,

B = 4pic J,
∂tB = c
2
4piσ∇2B +∇× (U×B),
∂tρT +∇ · (ρTU) = 0,
ρT (∂t + U · ∇)U = −∇P + 1cJ×B,
PργT = const.,
(1.16)
where σ is the electric conductivity of the system and the last equation is the poly-
tropic equation of state, with γ (the polytropic index) a parameter related to the
kind of species which composed the plasma. As we can see from the system (1.16),
the electric field does not appear in the equations, thus, we can solve the problem
without calculate it. This is the reason why we use the term MHD.
A general treatment of the relativistic fluid equations is not a trivial issue and
is behind our scope. We refer to [9] for a proper treatment in the covariant form.
Here we refer to a system which presents, initially, a negligible thermal spread,
so that, effectively, the momentum distribution is a Dirac delta. This assumption
permits us to obtain quite easily the relativistic version of the equation (1.12) in
which the pressure term is set to zero, that brings the so-called cold fluid equations.
We define the average momentum as
pj = pj(r, t) =
∫
dp pfj = mjγjuj . (1.17)
where γj =
√
1 + p2j/(mjc)2 is the mean Lorentz factor.
The relativistic “cold fluid” momentum equation becomes
∂tpj + uj · ∇pj = qj(E + uj ×B). (1.18)
The strong nonlinearity of both the kinetic and the fluid equations permits to find
analytical solutions in a very limited number of situations. For this reason the
simulations, i.e. the numerical solutions of the model equations used to describe
a system with given geometry and boundary conditions, play a fundamental role
in this field of physics, also thanks to the continuous increase in computing power.
There are several numerical codes, developed to analyse very different situations,
that use fluid or kinetic equations.
One of the aim of this work is to study kinetic effects in the filamentation instability,
so we need to implement a kinetic code. The code we mostly use during this work
and that we are going to describe in the next section is a relativistic kinetic code,
based on the PIC approach.
4
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1.2 PIC method
The idea behind the PIC approach is simple: the plasma is described by individ-
ual charged particles that move under the action of self-consistent electromagnetic
fields.
Almost in any physical situation of interest, however, the total number of par-
ticles, which constitute a plasma (“physical particles”), exceeds by many orders
of magnitude the number of “computational” particles that can be included in a
feasible simulation (see Ref. [1] for a complete treatment). For this reason a sta-
tistical approach is needed. What is actually solved is the Vlasov equation (1.2)
for each particle species together with Maxwell’s equations (1.3) − (1.6), where the
distribution function of each species is assumed to be a sum of a wide number of
computational particles. These particles have a spread-out charge distribution and
move rigidly without rotations or internal changes overlapping among them, acting
in some sense as “clouds” (on a rigorous basis, the particles are portion of the phase
space). Each cloud represents a large amount of physical particles of the analysed
system. With this discrete representation of the distribution function, the problem
of solving the Vlasov-Maxwell system is transformed into the problem of solving a
set of equations of motion for the computational particles (self-consistently with the
electromagnetic fields), which are formally identical to the usual Newton’s equation
of motion except that the force is averaged on the size of the clouds. These equa-
tions are differential equations, so their resolution needs an appropriate grid, i.e. a
discretization of space and time, and a numerical integrator which solves the finite
difference approximation on Newton’s and Maxwell’s equations and advances the
computational particles together with the fields on the grid.
1.2.1 Particle approach
As we mentioned before, we assume a discrete representation of the unknown
distribution function f(r,p, t) for each particle species (we omit the underscore j
that specifies the species, to simplify the notation), as follows:
f(r,p, t) = f0
Np−1∑
n=0
g[r− rn(t)]δ[p− pn(t)], (1.19)
where f0 is a normalisation constant and Np is the number of computational par-
ticles of that species. We use the δ function to represent particles as point-like in
momentum space and we use a function g with a similar meaning in the coordinate
space. We assume g(r) to be an even, localised function (with properties similar to
the Dirac delta) that describes the profile of the particle charge distribution, the
“shape” of the cloud, in the coordinate space.
Let us substitute the discrete distribution function (1.19) into Vlasov’s equation (1.2).
Using the properties of the Delta function that f(x)δ(x−x0) = f(x0)δ(x−x0) and
f(x)δ′(x− x0) = f ′(x0)δ(x− x0), we get:
∂tf = −f0
∑
n
{r˙n(t) · ∇rg[r− rn(t)] δ[p− pn(t)]
+g[r− rn(t)] p˙n(t)∇pδ[p− pn(t)]}, (1.20)
5
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r˙ · ∇rf = f0
∑
n
{pn(t)
mγn
· ∇rg[r− rn(t)] δ[p− pn(t)]
}
, (1.21)
p˙ · ∇pf = f0
∑
n
{
FLn · ∇pδ[p− pn(t)] g[r− rn(t)]
}
. (1.22)
where, as in section 1.1, we indicate the Lorentz force with FLn ≡ FL(r,pn, t).
What we obtain, by summing all the three terms (given by eq. (1.20) − (1.22))
together and integrating over dp, is∑
n
(
−r˙n + pn
mγn
)
· ∇rg[r− rn(t)] = 0. (1.23)
The solution of eq. (1.23) has to be independent on the form of ∇rg[r − rn(t)],
therefore it is:
r˙n =
pn
mγn
. (1.24)
We proceed in the same way as before, but now we integrate over dr, assuming that
the function g has similar properties to the δ, i.e.∫
g(x− x0)dx = 1,
∫
g′(x− x0)dx = 0. (1.25)
Thus we obtain ∑
n
(
−p˙n + F¯Ln
)
· ∇pδ[p− pn(t)] = 0, (1.26)
where
F¯Ln =
∫
dr g[r− rn] FLn . (1.27)
which means that the Lorentz force on the n-th particle is the spatial average over
its shape. The equation for the momentum variable is
p˙n = F¯Ln . (1.28)
From the equations of motion (1.24) and (1.28), we can see that the time-dependent
quantities rn(t) and pn(t) are the “particle trajectories” in the phase space. In this
way, we have reduced the problem of finding f , in a system of 2Np equations, (1.24)
and (1.28), describing the motion of Np computational particles.
The source terms of the averaged electromagnetic fields, used in calculating the
Lorentz force on the n-th particle, are given, according to eq. (1.7) and (1.8), by
ρ(r, t) =
∑
j,n
f0,j qj g[r− rj,n] J(r, t) =
∑
j,n
f0,j qj vj,n g[r− rj,n], (1.29)
where j indicates the species and n indicates the n-th computational particle of the
j-th species. Once the charge and the current density are known, we can calculate
the electromagnetic fields finding numerical solutions to Maxwell’s equations. Then,
these fields are used to advance particles, computing the force on them. The motion
of particles implies an update of the source terms with which the new fields are
found. This series of steps defines the time loop of the PIC code. A block scheme
of the time loop of the code is reported in the figure 1.1. We note that the cycle
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Figure 1.1 Block scheme of the time loop of the PIC code.
starts at t = 0 where some appropriate initial conditions on the particle positions
and velocities are given to simulate a specific situation.
As we can see from the scheme in figure 1.1, to implement the algorithm for
the integration of Maxwell’s equations, the charge and current density have to be
defined on a numerical grid, i.e. on a finite set of spatial points of coordinates:
xi = i∆x i ∈ [0, Ngx − 1]
yk = k∆y k ∈ [0, Ngy − 1]
zl = l∆z l ∈ [0, Ngz − 1]
where Ngx , Ngy and Ngz are the total number of grid-points on each direction,
respectively. Lx = Ngx∆x, Ly = Ngy∆y, Lz = Ngz∆z are the grid dimensions in
every direction.
To calculate the electromagnetic fields, we need a numerical technique that finds
approximate solutions of the partial differential equations (PDEs) present in the
Maxwell’s system. There are several methods used for solving this problem, among
the most common there are the finite difference method and the spectral method.
The first one approximates the derivatives with differences between neighbouring
grid-point values and thus the PDEs are turned into algebraic equations. The
second one transforms the PDEs into an eigenvalue problem, that means writing
the solutions of differential equation as a sum of certain “basis” function (as a
Fourier series), then choosing the coefficients in the sum in order to satisfy the
equations as well as possible.
The code we used during this work is a 1D3P code, meaning that has only one
spatial dimension and all the components of the momentum variable. This choice of
one spatial dimension is dictated mainly by computational resources at our disposal.
Nevertheless, the code produces a good description of the physical situation under
analysis, as we show in chapter 3 in which we compare its results with those obtained
by a 2D3P (meaning that has two spatial dimensions and all the components of the
momentum variable) PIC code.
1.2.2 1D3P code
In the 1D3P code all the quantities are function of (x, t) only. As mentioned
before, the space and time variables are discretized. The spatial grid has a finite
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Figure 1.2 Schematic representation of the disposition of the source terms and of the fields
on the spatial grid, at a given instant. We use the index of the cell to identify the position
of the variables on the grid.
number of points, Ng, equally spaced by ∆x, which have coordinate xi = i∆x
with i ∈ [0, Ng − 1]. On this grid, two adjacent points, i.e. xi and xi+1, form a
“cell”, which has obviously width ∆x. At a given instant, the position of the n-th
cloud, or more properly the position of its centre, that is a continuous (within the
machine accuracy) variable indicated with xn(t), lies in the cell identified with the
number i (hereafter named as the “parent” cell), such that i∆x < xn < (i+ 1)∆x.
This is the reason why we speak of a particle-in-cell approach. As we just said,
particles can be situated anywhere on the continuous domain, but the source terms
are calculated only on the grid-points like the fields. More precisely, the charge and
current density are calculated on every cell centre, while the fields are calculated on
their boundaries, as shown in figure 1.2.
The choice of both the spatial and temporal resolution, ∆x and ∆t respectively,
are determined by physical and numerical requirements. Regarding the spatial res-
olution, each physical situation has its own “smallest length scale”, which must not
be washed out by numerical discretization. Thus, ∆x has to be reasonably smaller
than these scales. In our case, we require that ∆x < lp, where lp = c/ωp is the
electron skin depth and ωp =
√
4pin0e2/me is the electron plasma frequency. This
is not the only condition that ∆x has to respect together with ∆t. Indeed when we
solve numerically certain partial differential equations, as Maxwell’s equations, the
convergence of the solutions requires that the Courant condition holds (see section
3 of chapter 15 in [1]), that is c∆t ≤ ∆x. It is not possible to choose ∆x and ∆t
independently.
Code normalisation
In the code, all the quantities are dimensionless: time is in units of the electron
plasma frequency 1/ωp, space is in units of the electron skin depth lp, velocities are
in units of c and momenta are taken in units of me c. For what concerns electromag-
netic fields, starting from Maxwell’s equations in Gaussian c.g.s units where both
the fields have the same dimensions, we normalise them to E0 = mecωp/e. Finally,
the density is normalised to its initial value n0 and the current to J0 = en0c. This
choice for the code normalisation corresponds to fix an input parameter, in this
case the initial density, as the reference parameter. Thus, the quantities assume
a definite value, depending on the initial density n0. The relationship needed to
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recast all the quantities in Gaussian c.g.s. units are:
ωp =
√
4pie2n0
me
= 5.64× 104
[
n0(cm−3)
]1/2
s−1 , (1.30)
lp =
c
ωp
= 5.32× 105
[
n0(cm−3)
]−1/2
cm , (1.31)
E0 =
mecωp
e
= 3.21× 10−3
[
n0(cm−3)
]1/2
Gauss , (1.32)
J0 = en0c = 14.4 n0 (cm−3)ues . (1.33)
Fields solver
The algorithm to integrate numerically the Maxwell’s equations is based on a
useful property of the 1D geometry of the grid, that we are going to elucidate.
Let us write each component of the normalised Maxwell’s equations:
∂xEx = ρ, (1.34)
∂tEx = −Jx, (1.35)
∂tEy = −Jy − ∂xBz, (1.36)
∂tEz = −Jz + ∂xBy, (1.37)
∂xBx = 0, (1.38)
∂tBx = 0, (1.39)
∂tBy = ∂xEz, (1.40)
∂tBz = −∂xEy. (1.41)
The equations (1.38) and (1.39) imply that Bx is constant in time and uniform in
space, so we can put it to zero. In the following, we use the adjective longitudinal
to indicate the component Ex and the adjective transverse to indicate all the other
electromagnetic components. We separate the transverse fields into left- and right-
going components, introducing the auxiliary fields
F± ≡ Ey ±Bz, (1.42)
G± ≡ Ez ±By. (1.43)
By adding and subtracting eq. (1.36) with (1.41) and (1.37) with (1.40) respectively,
the new variables satisfy the following equations
(∂t ± ∂x)F± = −Jy, (1.44)
(∂t ± ∂x)G∓ = −Jz. (1.45)
We note that in c.g.s units the equations (1.44) and (1.45) would be of the form
(∂t ± c∂x)F± = −4piJy and (∂t ± c∂x)G∓ = −4piJz. The left-hand side of both
eq. (1.44) and eq. (1.45) is the total derivative of F± and G± with respect to time
for an observer moving at velocity ±c (in the code units c = 1). Hence, we may
integrate these equations exactly along the characteristics x = ±t (i.e. x = ±ct),
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using the grid resolution ∆x = ∆t. This yields a scheme for the advance of the
transverse fields accurate up to order O(∆t2), that is
F±(x±∆x, t+ ∆t) = F±(x, t)−∆t Jy(x±∆x/2, t+ ∆t/2), (1.46)
G±(x∓∆x, t+ ∆t) = G±(x, t)−∆t Jz(x∓∆x/2, t+ ∆t/2). (1.47)
We note that the transverse fields are defined at the cell boundaries, x = i∆x, and
at time-steps t = n∆t (n = 0, 1, · · · ), while the transverse currents are defined at
the cell centres, x = (i+1/2)∆x, and at time-steps t = (n+1/2)∆t. The transverse
fields are recovered from F± and G± by
Ey = F+ + F− , Ez = G+ +G− , (1.48)
Bz = F+ − F− , By = G+ −G− . (1.49)
The longitudinal electric field Ex can be found from the Poisson equation (1.34).
This can be made in several ways. Here we chose to implement the “Gauss explicit”
solver, that we are going to describe. We apply the Gauss theorem in one dimension
to (1.34) and we use the fact that the charge density is defined at cell centre. What
we obtain is
Ex(x, t) =
∫ x
0
dx′ ρ(x′, t) = E(x−∆x, t) +
∫ x
x−∆x
dx′ρ(x′, t)
' E(x−∆x, t) + ρ(x−∆x/2, t)∆x+O(∆x2).
(1.50)
This solver is simple and fast. Another choice can be the “Poisson implicit” solver,
which solves Poisson’s equation for the scalar potential, but is slower than the first
one. During our work, we have tested both the two solvers without noticing different
features on our simulations. For this reason, we have chosen the “Gauss explicit”
method.
Particle shape
The equation (1.19) shows the general form of the discretized distribution func-
tion (for each species). The number density, using the definition given by eq. (1.9),
is thus given by
nj(x, t) = np
∑
n
g(x− xn). (1.51)
Here np = n0,j/ncp where n0,j is the real number density of j-th species and ncp is
the number of clouds per cell. The dimensionless function g(x) represents the shape
of the density distribution associated with each particle. The choice, implemented
in this code, for g(x) is:
g(x) =

1 + x/∆x (0 > x > −∆x),
1− x/∆x (∆x > x > 0),
0 |x| > ∆x.
(1.52)
The particle has a “triangular” shape. It overlaps to three cells, that are: the parent
cell, defined as the cell centred around xi+1/2 such that |xn − xi+1/2| < ∆x/2, and
its right and left neighbour cells centred at x(i+1/2)±1 = xi+1/2 ± ∆x. We show a
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Figure 1.3 Schematic representation of the “triangular” shape of a cloud.
picture of the triangular shape in figure 1.3. The index of the left bound of the
parent cell is i = int[xn/∆x] and xi+1/2 = (i + 1/2)∆x. To simplify the notation
we identify l ≡ i+ 1/2. The contribution of the particle to the density of each cell
is npSk where k = l, l ± 1 and
Sk ≡
∫ xk+∆x/2
xk−∆x/2
dx g(x− xn) =
∫ xk−xn+∆x/2
xk−xn−∆x/2
dx′ g(x′). (1.53)
We give the expression of the three shape factors Sk:
Sl−1 =
1
∆x
∫ xl−∆x/2
xn−∆x
dx [x− (xn −∆x)] = ∆x2
(
xn − xl
∆x −
1
2
)2
≡ S−1(xn − xl), (1.54)
Sl+1 =
1
∆x
∫ xn+∆x
xl+∆x/2
dx [(xn + ∆x)− x] = ∆x2
(
xn − xl
∆x +
1
2
)2
≡ S+1(xn − xl), (1.55)
Sl = ∆x− (Sl+1 − Sl−1) = ∆x
[
3
4 −
(
xn − xl
∆x
)2]
≡ S0(xn − xl). (1.56)
Now we are able to calculate the number density on the grid.
The shape factors Sr(xn − xl) (with r = 0,±1) are also needed to calculate the
average force on the particles. We want to discuss in briefly how the averaging
procedure, for the calculation of the force, works. We consider only the electric
contribution for the sake of simplicity, the generalization to the magnetic term is
straightforward. In the presence of an external electric field, a charge bunch with
density distribution ρ = ρ(x− xn) is subjected to a force given by
F =
∫
dx′ ρ(x′)E(x′). (1.57)
On the grid, the electric field may be represented by the sum of a step function
I(x− xi), thus obtaining
E(x) =
∑
i
EiI(x− xi). (1.58)
The definition of the step function is: I(x − xi) = 1 if |x − xi| ≤ ∆x/2 and zero
elsewhere. Thus, since for the n-th particle ρ(x − xn) is different from zero only
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in the parent cell (i = int[xn/∆x]) and in the two neighbouring cells, the average
electric force on it is
Fn = qj np
∑
k=0,±1
Ei+k+l Sk[xn − xi + (1/2− l)∆x], (1.59)
where
l = sign[xn − xi] + 12 =
{
1 (xn > xi),
0 (xn < xi).
(1.60)
The expression for the average force (1.59) is obtained from (1.57) taking care of
the disposition of the fields at the cell edges and the densities at the cell centres.
Particle pusher
The numerical method to integrate the equations of motion and advance par-
ticles, that in the common jargon is named “pusher”, is the Boris pusher. The
Boris particle pusher is well documented by Birdsall and Langdon, p.356 [1]. This
method is the relativistic generalization of another numerical integrator, named
leap-frog pusher. To understand the former algorithm, we start describing the lat-
ter. For each particle there are two first-order differential equations to be integrated
separately:
me
dvn
dt
= Fn, (1.61)
dxn
dt
= vn. (1.62)
The force Fn is the average force obtained by interpolating the fields on the grid
at the instant ti = i∆t (i = 0, 1, · · · ), as reported in the previous section. These
equations are replaced by finite difference equations
me
vi+1/2n − vi−1/2n
∆t = F
i
n , (1.63)
xi+1n − xin
∆t = v
i+1/2
n . (1.64)
From eq. (1.63) and (1.64), we notice that positions and velocities are updated
at interleaved instants, passing over each other, as sketched in fig. 1.4 where they
“leapfrog” over each other.
The Boris pusher is based on the leapfrog time centering scheme, generalised to
the relativistic equation of motion, and with a suitable technique to integrate the
magnetic term of the Lorentz force. The equations needed to advance particles are:
dpn
dt
= Fn, (1.65)
dxn
dt
= vn, (1.66)
where
pn = γn vn. (1.67)
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Figure 1.4 Sketch of the leapfrog integration method (pag.13 [1]).
We start from the particle momentum known at time-step i−1/2 to obtain the mo-
mentum update at time i+1/2. We can divide the procedure into three phases. The
first phase consists in making an half boost by the electric field on the momentum
known at time-step i− 1/2 (which we call the old momentum)
pi−1/2n → p(−)n ≡ p(i−1/2)n + Ei
∆t
2 . (1.68)
We remember that all the quantities are dimensionless as we reported in sec-
tion 1.2.2. During the second phase, the old momentum (p(−)n ) is subject to a
rotation by the magnetic field. To do this, we need to define three quantities:
γin =
√
1 + (p(−)n )2, (1.69)
tn ≡ B
i
γin
, (1.70)
sn ≡ 2tn1 + t2n
. (1.71)
The rotation occurs in two steps:
1. first step
p(−)n → p
′
n (1.72)
where p′n = p
(−)
n + p(−)n × tn,
2. second step
p′n → p(+)n (1.73)
where p(+)n = p(−)n + p
′
n × sn.
In the third and last phase, the momentum p(+)n undergoes another translation by
the electric field, as in the first phase, thus obtaining
pi+1/2n = p(+)n + Ei
∆t
2 . (1.74)
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Then the position is advanced according to eq. (1.64)
xi+1n = xin + vi+1/2n ∆t = xin +
pi+1/2n
γ
i+1/2
n
∆t, (1.75)
where we have used eq. (1.67) to calculate vi+1/2n .
The method of advancing particles is the part of the PIC algorithm that requires
the most efforts in computational resources, especially in more than one spatial
dimension.
1.2.3 2D3P code
A one dimensional code is compact and computationally cheap but of course it
allows only a simplified simulation of the dynamics. For a more realistic description
we implement also a two dimensional code.
As in the 1D3P code, the electric field is known at integer time-steps ti = i∆t,
while the source terms and the particle velocities are known at half-integer time-
steps ti−1/2 = t −∆t/2. The magnetic field and particle position are known both
at integer and half-integer time-steps.
The algorithm implemented in our 2D3P code follows the time loop sketched in
fig. 1.1 with few differences. We start advancing particle momenta from ti−1/2 to
ti+1/2 with the Boris pusher method (see section 1.2.2). Then, we advance particle
positions from ti to ti+1/2, using the leap-frog scheme given in eq.(1.64) where we
substitute the integer step ∆t with the half step ∆t/2. The knowledge of particle
momenta and positions at ti+1/2 permits to compute the charge and current densities
on the grid and consequently to extrapolate the fields. The choice for the particle
shape is the same as that in the one-dimensional code, that is, the triangular shape
(see sec.1.2.2), extended in two spatial dimensions. Finally we advance particle
positions from ti+1/2 to ti+1 and we close the loop.
What is really different from the 1D3P code is the field solver. The technique
implemented is the spectral technique. We calculate the discrete Fourier transform
of Maxwell’s equations (1.5) and (1.6), applying to them the fast Fourier transform
(FFT) algorithm. In this way we obtain the Fourier transform of fields. Then, we
use the inverse FFT to regain the the values of fields necessaries to compute the
forces on particles.
The 2D algorithm can be divided into 4 phases:
1. the Fourier transform of the fields
Bi−1/2 → B˜i−1/2 , (1.76)
Ei → E˜i , (1.77)
where “˜” indicates the transformed field,
2. the advance of Bi−1/2 using the FFT of eq. (1.5)
B˜i−1/2 → B˜i = B˜i−1/2 + ∆t2 ık× E˜
i , (1.78)
B˜i → Bi , (1.79)
14
1.3. RADIATION REACTION
3. the advance of particle momenta and positions, together with the computation
of the current density Ji+1/2,
4. the advance of both the electric and magnetic fields
B˜i → B˜i+1/2 = B˜i + ∆t2 ık× E˜
i , (1.80)
E˜i → E˜∗i+1 = E˜i + ∆t
[
ık× B˜i+1/2
]
, (1.81)
B˜i+1/2 → Bi+1/2 , (1.82)
E˜∗
i → E∗i , (1.83)
Ei+1 = E∗i + ∆tJi+1/2 . (1.84)
1.3 Radiation Reaction
When a charged particle accelerates, it emits electromagnetic radiation. In prin-
ciple both the external and the radiation field can determine the dynamics of the
particle. Indeed, the emitted radiation carries off energy, momentum, and angular
momentum, affecting the subsequent motion of the particle. Until now we have
neglected this fact, but now we want to consider this complicated problem, that is,
the problem of the back-action or reaction on the charged particle by the electro-
magnetic field radiated by the particle itself. The effect of the back reaction can be
modelled by adding a term additional to the Lorentz force in the equation of the
motion of the particle.
In classical electrodynamics, the so called Lorentz-Abraham-Dirac (LAD) equa-
tion takes the effects of radiation reaction (RR) self-consistently into account(see
ref.[11]). However, this equation is a third order differential equation. Thus, it con-
tains some inconsistencies such as, for example, pre-acceleration or the existence of
“runaways” solutions, characterised by an exponential divergence of particle accel-
eration even without any external field. A possible solution to this problem is the
Landau-Lifshitz (LL) equation, which is free from the inconsistencies [15]. In the
LL approach, the expression of the RR force (acting on an electron) in a manifestly
covariant way has the form
fµ = 2e
3
3mec2
(∂αFµν uν uα) +
2e4
3m2ec4
(
Fµν Fνα u
α + F νβ uβ Fνα uα uµ
)
, (1.85)
where me and e are the electron mass and charge, respectively, uµ = (γ, γv/c) is
the four-velocity vector and Fµν is the electromagnetic tensor of the total electro-
magnetic field acting on the particle except for the field generated by the electron
itself.
The classical framework is valid until quantum effects start to be important. This
happens at sizes of the order of the Compton wavelength λC ≡ ~/mec ≈ 3.86×10−11
cm. At sizes below 2/3 the classical electron radius re ≡ e2/mec2 ≈ 2.82× 10−13cm
a quantum electrodynamics (QED) approach has to be used (as shown in ref.[10]).
We show now the LL equation in a 3D, non-manifestly covariant form, using the
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code normalization introduced in sec. 1.2.2, as
dp
dt
= −(E + v×B) −
(
4
3pi
re
lp
)
γ
[(
∂
∂t + v · ∇
)
E + v×
(
∂
∂t + v · ∇
)
B
]
+
(
4
3pi
re
lp
)
[(E + v×B)×B + (v ·E)E]
−
(
4
3pi
re
lp
)
γ2[(E + v×B)2 + (v ·E)2]v, (1.86)
where p = γv is the electron momentum and lp is the electron skin depth (defined
in sec.1.2.2).
The first term of eq. (1.86) is the Lorentz force, the other terms constitute the RR
force. The first term of the RR force can be neglected for ultra-relativistic electrons
(γ  1), as explained in ref. [23]. The last term is proportional to γ2 and so it
dominates over the second. Neglecting for the moment the second term of RR, we
can write down an effective LL equation where the RR force appears as a “friction”
term
dp
dt
= FL − dv, (1.87)
where FL is the Lorentz force and d ≡ (4pire/3lp)γ2[F2L−(v·FL)2] ≥ 0 is a nonlinear
and anisotropic friction coefficient.
From a physical point of view, the effect of this friction corresponds to the incoherent
emission of high-frequency radiation by ultra-relativistic electrons.
The behaviour of the RR force does not permit us to use Vlasov’s equation (1.2) in
the kinetic description of the pair plasma. Thus, we need to use the more general
collisionless transport equation. (1.1). This fact does not prevent the standard PIC
method to be valid, because it resolves the general transport equation which can be
seen as a continuity equation in the phase space.
The problem of including RR effects into the kinetic description of the system
therefore reduces to develop a suitable pusher for the RR force that has to be
compatible with the pusher for the Lorentz force.
1.4 The PIC method with RR
Our approach is based on the assumption that the total force on a particle is
dominated by the Lorentz force, while the RR gives a smaller contribution [23]. We
sum the two forces, the Lorentz force FL and the RR force FR, to obtain the total
force FT , then the full equation of motion becomes
dp
dt
= FT = FL + FR, (1.88)
where the expression for the RR force is
FR =
(
4
3pi
re
lp
)
[g1 + g2] , (1.89)
with
g1 = [−FL ×B + (v ·E) E] , (1.90)
g2 = −γ2
[
F2L − (v ·E)2
]
v . (1.91)
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We follow the Boris particle pusher explained in sec.1.2.2, where the forces are
known at integer time-steps and the momenta are known at half-integer time-steps.
We use the full leap-frog step for the total force, that is,
pi+1/2 − pi−1/2
∆t = F
i
L + FiR , (1.92)
where ∆t is the temporal resolution of the code. We introduce two “helper” mo-
menta pL and pR, considering the following set of equations of motion where only
one of the two forces works, as
dpL
dt = FL
dpR
dt = FR
−→

pi+1/2L −p
i−1/2
L
∆t = FL
pi+1/2R −p
i−1/2
R
∆t = FR
(1.93)
We assume the same initial condition for pL and pR, that is, pi−1/2 = pi−1/2L =
pi−1/2R , then the two partial leap-frog equations (1.93) become
pi+1/2L − pi−1/2 = FiL∆t , (1.94)
pi+1/2R − pi−1/2 = FiR∆t . (1.95)
If we sum the above equations (1.94) and (1.95), using eq.(1.92), we obtain
pi+1/2 = pi+1/2L + p
i+1/2
R − pi−1/2. (1.96)
Summarizing, to know the total momentum at time ti+1/2, i.e. pi+1/2, we start at
time ti and position xi where we know pi−1/2 and first we advance pi−1/2 to pi+1/2L
by FL alone. Then we advance independently pi−1/2 to pi+1/2R by FR alone and
finally we use the equation (1.96) to get the full leap-frog step for pi+1/2. This is
a general result, because we have used only the superposition property of the force
without any assumption about FL and FR. In this way, we are able to keep the
standard leap-frog pusher for the Lorentz force and to develop and independent
pusher for the RR force.
The leap-frog scheme uses the force at integer time-steps to advance momenta. The
expressions of the two forces implies the knowledge of the particle velocity at these
time-steps, to calculate them. What we do to estimate the particle velocity at time-
step ti is first to use the Boris pusher method, explained in sec.1.2.2, to advance
pi−1/2 to pi+1/2L . After that, we use p
i+1/2
L to estimate the total momentum pi and
velocity vi as
pi ≈ p
i+1/2
L + pi+1/2
2 , (1.97)
vi ≈ p
i
γi
, (1.98)
where γi =
√
1 + (pi)2. At this point, the above relations are used together with
the fields Ei and Bi to compute FiR, according to equation (1.89).
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Chapter 2
Analytical theory
In this chapter we study the linear regime of the pair plasma system with a rel-
ativistic approach. First of all we derive a general dispersion relation using the
kinetic approach, then we concentrate on the fluid model, discussing when this ap-
proximation is valid.
2.1 General dispersion relation
As explained in section 1.1 of chapter 1, the dynamics of the plasma is described,
in the kinetic theory, by an equation for the temporal evolution of the distribution
function f(x,p, t), called the Vlasov’s equation, and by Maxwell’s equations.
Here we consider a relativistic, homogeneous and spatially infinite pair plasma
system composed of two species (for a more general case see ref. [4]), electrons
(j = e) and positrons (j = p), of charge qp,e = ±e, mass mj = me, density n(0)j
and mean velocity v(0)j . The system is initially charge and current neutral with∑
j qj n
(0)
j = 0 and
∑
j qj n
(0)
j v
(0)
j = 0, and there are no equilibrium electromagnetic
fields. Each species j is described by its initial distribution function f (0)j (p), with∫
f
(0)
j (p)dp = n
(0)
j .
For clarity, we summarize, here, the system of equations (in cgs units) needed to
completely determine the dynamics of the plasma, that are:
∂fj
∂t
+ v · ∂fj
∂r + qj
(
E + v
c
×B
)
· ∂fj
∂p = 0 , (2.1)
ρ(x, t) =
∑
j
qj
∫
dp fj(x,p, t) , (2.2)
J(x, t) =
∑
j
qj
∫
dp v fj(x,p, t) , (2.3)
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where v = p/meγ with γ =
√
1 + |p|2/(mec)2,
∇ ·E = 4piρ , (2.4)
∇ ·B = 0 , (2.5)
∇×E = −1
c
∂B
∂t
, (2.6)
∇×B = 4pi
c
J + 1
c
∂E
∂t
. (2.7)
We have now to linearize each equation by writing every quantity ε in the following
way
ε = ε(0) + ε(1) exp(ik · x− iωt), |ε(1)|  |ε(0)|. (2.8)
Searching for solutions in the form (2.8) leads to a dispersion relation, i.e. an equa-
tion in the form g(ω,k) = 0. For a given real value of k, real solutions for ω describe
linear waves, while solutions with ω having a positive imaginary part describe un-
stable modes, for which an initial perturbation (arising, e.g. from thermal noise)
grows exponentially.
Using the linearized relativistic Vlasov equation
− iωf (1)j + iv · kf (1)j + qj
(
E(1) + v
c
×B(1)
)
· ∂f
(0)
j
∂p = 0 (2.9)
and the linearized Maxwell-Faraday’s and Maxwell-Ampere’s equations,
ik×E(1) = iω
c
B(1) , (2.10)
ik×B(1) = −iω
c
E(1) + 4pi
c
J(1) , (2.11)
with J(1) = ∑j qj ∫ dp v f (1)j , we obtain an expression in which only E(1) appears,
that is
T(k, ω) ·E(1) = 0, (2.12)
where
T(k, ω) = ω
2
c2
(k, ω) + k⊗ k− k2I. (2.13)
The tensor (k, ω) is the dielectric tensor and its elements are given by the following
expression:
αβ(k, ω) = δαβ +
∑
j
ω2pj
ω2
∫
dppα
γ
· ∂f
(0)
j
∂pβ
+
∑
j
ω2pj
ω2
∫
dppα pβ
γ2
· k ·
∂f
(0)
j
∂p
meω − k · p/γ , (2.14)
where ω2pj = 4pie2n
(0)
j /me is the non-relativistic electronic plasma frequency of
species j.
The second term of eq. (2.14) presents a pole for ω = k ·p/(meγ). From a physical
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Figure 2.1 Sketch of the system considered in the present work.
point of view the pole corresponds to a resonance between a particle with velocity vp
and a wave with phase velocity vφ = vp. For a proper kinetic treatment, the integrals
must be evaluated using the standard Landau contour. The analysis leads to the
prediction that in the presence of "standard" velocity distribution (monotonously
decreasing with velocity) the waves will be damped also in the absence of collisions
(Landau damping) [14]. In the case of unstable modes, the presence of damping
might affect the spectrum since the growth rate must exceed the damping rate. In
the following we well neglect for simplicity Landau damping, consistently with the
assumption of a "cold" plasma for which there are no particles moving at the phase
velocity in the initial distribution.
The tensorial equation (2.12) has the obvious solution E(1) = 0, while the non-
trivial solutions (E(1) 6= 0) gives the proper modes of the system. The condition for
a non-trivial solution to exist is:
detT(k, ω) = 0, (2.15)
which yields one or more ω’s, (ω1,k, . . . , ωn,k) ∈ C in terms of k and it is called
dispersion relation. Each couple (k, ωn,k) defines a proper mode of the system and
the unstable modes are those with Im(ω) > 0.
2.2 Analysis of the spectrum
We sketch in figure 2.1 the particular configuration of the system, studied during
this work. There are two cold electron-positron beams that counter-stream with a
relativistic mean velocity along the z direction, while the wave vector k lies in the
(x, z) plane. Here ’cold’ means that the average momentum spread of each species
is negligible with respect to the mean momentum value, or in a more precisely way√〈p2 − p2z〉  pz.
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We can consider the plasma composed by four species: electrons and positrons of
the beam 1 and electrons and positrons of the beam 2, as represented in figure 2.1.
We indicate each of them with ja, where j specifies the charge of the species and a
specifies the beam to which it belongs.
Initially the beams are neutral and the system has no net current, therefore we
have for the initial density and mean velocity: n(0)e1 = n
(0)
p1 ≡ n1, n(0)e2 = n(0)p2 ≡ n2,
v(0)e1 = v
(0)
p1 ≡ v1, v(0)e2 = v(0)p2 ≡ v2 and n1v1 = −n2v2.
There is not a unique reason why we have selected this particular initial configura-
tion. First of all, the system presents a cylindrical symmetry with respect to the
direction of the beams, here reduced to a planar symmetry, under the assumption
that k = kxx + kzz. Thus, with this geometry the mathematical description does
not lose generality. Besides reasons of simplicity, the restriction to the 1D transverse
geometry is consistent because as shown below the transverse modes are decoupled
from longitudinal ones in the symmetric beams configuration. Moreover, the trans-
verse modes turn out to be the ones with the fastest growth. Secondly, but not
for the importance, if each of the two beams were composed only by one species
(meaning electrons or positrons) different from the other beam, this configuration
would generate an initial net current and an initial magnetic field. Such kind of
initial equilibrium is very difficult to study and to implement in the code (there are
numerical problems related to an initial net current). Above all that, a system of
two beams composed only by one kind of species is not necessarily more realistic
than the one studied here.
Let us now proceed with the linear analysis of the system. Thanks to the planar
symmetry of the system, mentioned before, all off-diagonal terms except xz are
zeros. The dispersion equation (2.15) then reads:∣∣∣∣∣∣∣
ω2
c2 xx − k2z 0 ω
2
c2 xz + kxkz
0 ω2
c2 yy − k2 0
ω2
c2 xz + kxkz 0
ω2
c2 zz − k2x
∣∣∣∣∣∣∣ = 0. (2.16)
Equation (2.16) shows two main branches:
ω2yy − k2c2 = 0, (2.17)
where k is the module of the wave vector, and
(ω2xx − c2k2z)(ω2zz − c2k2x)− (ω2xz + c2kxkz)2 = 0. (2.18)
Purely transverse modes, with electric field along the y axis, are associated to the
first equation, defined by eq. (2.17). The analysis of this dispersion relation does
not give unstable growing modes, as we show in the next section.
The second one, given by eq. (2.18), defines modes with the electric field in the
(x, z) plane which could be longitudinal, transverse or more in general oblique.
In case of wave vectors parallel to the beams, kx = 0, the off-diagonal term xz
vanishes, so that the eq. (2.18) becomes
(ω2xx − c2k2z)zz = 0 . (2.19)
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The first factor of eq. (2.19) leads to transverse modes that are stable, while the
second one zz = 0 produces longitudinal modes, which have the electric field di-
rected along the x-axis. These longitudinal electrostatic modes turn out to become
unstable and give rise to the so-called two-stream instability.
If we now consider wave vectors normal to the beams, that means kz = 0, we obtain
the following dispersion equation
xx(ω2zz − c2k2x)− ω2(xz)2 = 0 . (2.20)
The unstable solutions of this dispersion relation have an electric field that, in gen-
eral, lies in the (x, z) plane. The collection of these modes represents the instability
called filamentation instability. When the beams are perfectly symmetric (i.e. with
same density, same Lorentz factor, same temperature), no space charge is generated,
so xz = 0 and the instability turns out to be purely transverse. We can define this
as the “transverse” filamentation instability.
Finally, there is the more general case, where k has both the two components and
the electric field lies in the (x, z) plane. Here, the instability is characterised by the
general dispersion relation (2.18). We can define it as the most general counter-
streaming instability. The two-stream and the filamentation instabilities are partic-
ular cases of this general instability. In fact, when we consider the purely transverse
electromagnetic limit of eq. (2.18) we obtain the filamentation instability, instead,
when we consider the electrostatic longitudinal limit we found the two-stream one.
The analytical computation of the growth rate for each class of instability requires
to solve the equation (2.18) with a specific initial distribution function.
In the following section we are going to solve the general dispersion equation (2.16)
in the cold limit, ignoring thermal effects.
2.3 Dispersion relation in the cold limit
As a first step in the computation of the growth rates, we use an initial mono-
kinetic (also named ’cold’) distribution function for each species, of the form
f
(0)
ja
= δ(px)δ(py)δ(pz − pja). (2.21)
This approach is justified by the fact that the beams are cold, as mentioned at the
beginning of section 2.2.
The solution to eq. (2.17) is the well-known dispersion relation of electromagnetic
waves propagating in a plasma
ω2 =
∑
ja
ω2p,ja
γ
(0)
ja
+ k2c2 = ω2p + k2c2. (2.22)
Thanks to the charge and current neutrality of each beam, the total plasma fre-
quency is ω2p =
∑
ja ω
2
p,ja/γ
(0)
ja
= 2∑j ω2p,j/γj .
The presence of the Lorentz factor γj is related to a larger inertia of the particles
in the relativistic regime.
Now we analyze the second branch of the general dispersion relation, given by
eq. (2.18).
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Table 2.1 Analytical expression of the dimensionless maximum growth rate δ¯ of each class
of instability and associated dimensionless wave vector in the case α 1 (where α ≡ n1/n2).
α 1 Two-stream Filamentation Counter-streaming
δ¯ ∼
√
3
2α
1/3/γ0 ∼ 2β0
√
α
γ0
∼
√
3
2
(
α
γ0
)1/3
k¯z ∼
√
2/β0 0 ∼
√
2/β0
k¯x 0 
√
2  √2/β0
The system presents an asymmetry both in density and in momentum. We set in
the reference frame where the two beams have the same module of the momentum
to eliminate the second asymmetry and we concentrate only on the density differ-
ence. This does not involve a loss of generality because with a Lorentz boost we
can regain the momentum asymmetry. With this aim we introduce a new parame-
ter α = n1/n2, that characterises this asymmetry, and we express the equation in
dimensionless quantities:
β0 =
v0
c
, ω2 =
√
4pie2n2
me
,
ω → ω
ω2
≡ ω¯, k→ k c
ω2
≡ k¯.
Thus, the equation (2.18) reads[
ω¯2 − 2(α+ 1)
γ0
− k¯2z
] [
ω¯2 − 2
γ0
(
β20 k¯
2
x +
ω¯2
γ20
)
α(ω¯ + k¯zβ0)2 + (ω¯ − k¯zβ0)2
(ω¯2 − k¯2zβ20)2
− k¯2x
]
= k¯2x
[
2β0
γ0
1
ω¯2 − k¯2zβ20
[ω¯(α− 1) + β0k¯z(α+ 1)]− k¯z
]2
. (2.23)
We solve the equation (2.23) for ω looking for roots with positive imaginary part,
that correspond to growing unstable modes.
Each instability is dominated by those modes which grow faster than all the oth-
ers. For this reason we derive the maximum growth rates and the associated wave
vectors.
It is interesting to compare two opposite cases: α 1 (strongly asymmetric beams)
and α = 1 (symmetric beams).
Asymmetric case: α 1
In the table 2.1 we summarize the results that we are going to explain. For wave
vectors aligned with the beams (kx = 0), the two-stream instability grows up,
reaches its maximum growth rate for k¯z ∼
√
2/β0 and vanishes for
k¯z &
√
2
β0
[
1 + 32 (2α)
1/3
]
. (2.24)
For wave vectors normal to the beams (kz = 0), instead, the transverse filamenta-
tion instability takes place. Its growth rate does not reach a maximum but saturates
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Table 2.2 Analytical expression of the dimensionless maximum growth rate δ¯ of each class
of instability and associated dimensionless wave vector in the case α = 1 (where α ≡ n1/n2).
α = 1 Two-stream Transverse
δ¯
√
1/(2γ30) 2β0/
√
γ0
k¯z
√
3/2/(β0γ3/20 ) 0
k¯x 0  2/γ3/20
to the value given in the table 2.1.
When wave vectors have both the two components, the two-stream and the fil-
amentation instability become mixed up and are no more distinguishable. The
electromagnetic part is even due to the filamentation instability, while the electro-
static component receives contributions from both the two instabilities that have
quite different grow rates, especially in the relativistic regime, as we can see from
the table 2.1. As a result, the grow rate of this “oblique” instability has an inter-
mediate value between their grow rate.
A big difference between the asymmetric and the symmetric case is that in the
second the filamentation is purely transverse even when the wave vectors have both
the two components. Therefore in a two dimensional configuration (k = kxx + kzz)
the instability which grows is still oblique, but the two-stream and the filamentation
are decoupled.
Symmetric case: α = 1
As above, we report the results for the dimensionless maximum growth rates in the
table 2.2. For the two-stream instability (kx = 0) the full analytical expression of
the growth rate reads
δ¯ =
√
2
γ30
(√
2γ30β20 k¯2z + 1− 1
)
− β20 k¯2z . (2.25)
It reaches the maximum for k¯z =
√
3/2/(β0γ3/20 ) and vanishes for k¯z & 2/(β0γ
3/2
0 ).
For the filamentation instability (kz = 0) the trend is different. In this case the full
analytical expression of the growth rate is
δ¯ = 1√
2
√√√√√( 4
γ30
+ k¯2x
)2
+ 16
γ0
β20 k¯
2
x −
( 4
γ30
+ k¯2x
)
, (2.26)
with the maximum value reported in the table 2.2. In the figure 2.2 we plot the
result of eq. (2.26) for three different values of γ0. The figure shows that the growth
rate has not a maximum, but saturates for k¯x & 2/γ3/20 . The saturated value of
the growth rate is determined by the factor β0/
√
γ0 that presents a maximum in
correspondence to γ0 =
√
3 (β0 =
√
2/3) and decays slowly to zero, as shown in
figure 2.3. This behavior is the same as the asymmetric case.
From the table 2.2 is evident that the filamentation always grows faster than the
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Figure 2.2 Solution for the cold filamentation growth rate in the symmetric case for three
different values of beams Lorentz factor: γ0 = 2 (dotted line), γ0 = 10 (dashed line) and
γ0 = 200 (thick line).
two-stream and this is the reason why it dominates the dynamics of the system,
especially in the relativistic regime. One of the consequence of this predominance
is that a one-dimensional code can already be a very useful task in the study of the
dynamics related to these transverse modes.
2.3.1 Fluid model
The cold kinetic approach suggests that the system could be treated in a simpler
way using the fluid model.
The fluid model describes each species of the system as a fluid, characterized by a
density
nja = nja(x, t) =
∫
fja(x,p, t)dp (2.27)
and a fluid velocity
vja = vja(x, t) =
1
nja
∫
vfja(x,p, t)dp. (2.28)
The equations which we have to consider now are: the continuity and the Euler’s
equation for each of the four species
∂nja
∂t
+∇ · (njavja) = 0 (2.29)
∂pja
∂t
+ (vja · ∇)pja = qja
(
E + vja
c
×B
)
, (2.30)
and the Maxwell’s equations, eq. (1.3)÷(1.6), where the expression for the total
charge density ρ and total current density J now are
ρ =
∑
ja
qjanja (2.31)
J =
∑
ja
qjanjavja . (2.32)
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Figure 2.3 Factor β0/
√
γ0 determining the cold filamentation growth rate for both α 1
and α = 1, in terms of γ0. The x axis is reported in logarithmic scale. There is a peak for
γ0 =
√
3
The procedure to obtain the general dispersion relation is the same as that followed
in section 2.1. First of all we linearize every quantities expressing them in the form
of eq. (2.8):
nja = n
(0)
ja
+ δnja , (2.33)
pja = p
(0)
ja
+ δpja , (2.34)
vja = v
(0)
ja
+ δvja =
p(0)ja
meγ
(0)
ja
+ 1
meγ
(0)
ja
(p(0)ja · δpja) p
(0)
ja
(γ(0)ja )2
+ δpja
 , (2.35)
and the same for the fields. Then we substitute these quantities in the linearized
equations and we obtain for the density and momentum perturbation
δnja =
n
(0)
ja
ω − k · v(0)ja
k · δvja , (2.36)
δpja =
qja
−iω + ik · v(0)ja
E + p(0)ja
meγ
(0)
ja
× k
ω
×E
 . (2.37)
After some calculations we arrive at the same dispersion relation, eq. (2.23) obtained
with the cold distribution in the kinetic approach.
2.3.2 Two-fluid model
We consider the symmetric e+e− system described in sec. 2.2, consisting of two
populations of e+ and two populations of e−, denoted by the indices 1,2. For each
quantity, say the density or the current, we will use the notation n±1,2 to distinguish
the four populations. In a one-dimensional configuration, all quantities depend only
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on (x, t).
At time t = 0 we assume the following conditions:
• the densities are equal n+1 = n−1 = n+2 = n−2 = n0,
• u±1,2 = (uz)±1,2ez with (uz)+1 = (uz)−2 = u0 and (uz)+2 = (uz)−1 = −u0,
• there are no external fields.
Thus, initially the self-consistent electromagnetic fields are zero.
We want to determine if there are solutions of the continuity equation (1.11) and
the relativistic Euler equation (1.18) that are symmetric under the transformation
(+1 )↔ (−2 ), (+2 )↔ (−1 ), (2.38)
such that for any x and t it is valid that:
n+1 ↔ n−2 , n+2 ↔ n−1 , (2.39)
i.e. the plasma remains neutral,
(uz)+1 ↔ −(uz)−2 , (uz)+2 ↔ −(uz)−1 , (2.40)
i.e. positive and negative charges contribute equally to Jz, given by
Jz(x) = (jz)→(x) + (jz)←(x) , (2.41)
where (jz)→(x) = e[n+1 (uz)+1 −n−2 (uz)−2 ] and (jz)←(x) = e[n+2 (uz)+2 −n−1 (uz)−1 ]. We
note that the two terms inside the square brackets of (jz)→(x) and (jz)←(x) are
equal, that is: n+1 (uz)+1 = −n−2 (uz)−2 and n+2 (uz)+2 = −n−1 (uz)−1 .
At time t = 0, under the initial assumptions, we have (jz)→(x) = (jz)←(x), so the
current density vanishes, but this is no longer true for t 6= 0. What remains true,
instead, is that for t > 0 there is no current in x direction, as consistent with the
neutrality condition which in addition implies Ex = 0, so we have
(ux)+1 ↔ (ux)−2 , (ux)+2 ↔ (ux)−1 . (2.42)
The non-vanishing components of the e.m. fields are the inductive fields Ez(x, t)
and By(x, t) that can satisfy Maxwell’s equations.
For the → population-pair, the continuity equation gives
∂tn
+
1 + ∂x[n+1 (ux)+1 ] = 0 , ∂tn−2 + ∂x[n−2 (ux)−2 ] = 0 , (2.43)
while the relativistic Euler equation gives for the z component of the velocity
∂t[γ+1 (uz)+1 ] + (ux)+1 ∂x[γ+1 (uz)+1 ] = (e/me)[Ez + (ux)+1 By/c] , (2.44)
∂t[γ−2 (uz)−2 ] + (ux)−2 ∂x[γ−2 (uz)−2 ] = −(e/me)[Ez + (ux)−2 By/c] , (2.45)
and for the x component of the velocity
∂t[γ+1 (ux)+1 ] + (ux)+1 ∂x[γ+1 (ux)+1 ] = −(e/mec)[(uz)+1 By] , (2.46)
∂t[γ−2 (ux)−2 ] + (ux)−2 ∂x[γ−2 (ux)−2 ] = (e/mec)[(uz)−2 By] , (2.47)
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which, as you can see, respect the above symmetry. Corresponding equations can
be written for the ← population-pair.
It is possible to reduce the initial set of equations to a system of equations involving
only the → and the ← population-pairs and three pairs of dynamical variables Jz,
ux and n.
We write down explicitly the two-fluid equations. For the continuity equation we
have
∂tn→ + ∂x[n→(ux)→] = 0 , (2.48)
∂tn← + ∂x[n←(ux)←] = 0 , (2.49)
with
n→ ≡ n+1 + n−2 , n← ≡ n+2 + n−1 , (2.50)
(ux)→ ≡ (ux)+1 = (ux)−2 , (ux)← ≡ (ux)+2 = (ux)−1 , (2.51)
while for the Euler equation we have
∂t[γ→(jz)→] + ∂x[γ→(ux)→(jz)→] = (e2/me)n→[Ez + (ux)→By/c] , (2.52)
∂t[γ←(jz)←] + ∂x[γ←(ux)←(jz)←] = (e2/me)n←[Ez + (ux)←By/c] , (2.53)
for the z component, with
(jz)→ = e[n+1 (uz)+1 − n−2 (uz)−2 ] , (jz)← = e[n+2 (uz)+2 − n−1 (uz)−1 ] , (2.54)
and
∂t[n→(ux)→] + ∂x[n→(ux)2→] = −(1/mec)[(jz)→By] , (2.55)
∂t[n←(ux)←] + ∂x[n←(ux)2←] = −(1/mec)[(jz)←By] . (2.56)
The inductive e.m. fields satisfy Maxwell’s equations
∂tBy = c∂xEz , (2.57)
∂xBy = (4pi/c)[(jz)→ + (jz)←] + ∂tEz/c . (2.58)
2.4 Thermal effects for the transverse instability
We want to take into account thermal effects on the purely transverse filamen-
tation instability. Here we examine the symmetric case (the case studied in this
work). The dispersion relation (2.20) reduces to xx(ω2zz − c2k2x) = 0, because the
symmetry implies xz = 0. We assume that the four populations have the same
initial momentum spread pT directed along the x-axis, where a thermal effect is
more relevant because the initial px ≈ 0 for all the particles. For the initial function
distribution we adopt a “water bag” distribution [21]
f
(0)
ja
= 12pT
[θ(px + pT )− θ(px − pT )]δ(py)δ(pz − pja), (2.59)
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where 1/2pT is imposed by the normalisation condition of fja , that is
∫
dpfja = 1.
Under these assumptions, the dispersion relation becomes(
1− 4k
2
xβ
2
T
γ0ω2(ω2 − β2Tk2x)
)
×(
ω2 − 2
γ0βT
log
[1 + βT
1− βT
]
+ 4p
2
0
γ0(1 + p20)
− 4β
2
0k
2
x
γ0(ω2 − β2Tk2x)
− k2x
)
= 0. (2.60)
The first factor in the equation has no imaginary solutions, so we do not consider
it. The unstable modes derive by equating the second factor to zero. Thus, the
solutions are
ω¯2 = 12
[
k¯2x(1 + β2T ) + F ±
√[
k¯2x(1 + β2T ) + F
]2 − 4k¯2xβ2T (k¯2x + F −G)
]
, (2.61)
where we have defined F and G as
G = 4
γ0
β20
β2T
, (2.62)
F = 2
γ0βT
log
[1 + βT
1− βT
]
− 4(γ
2
0 − 1)
γ30
. (2.63)
Equation (2.61) exhibits unstable solutions whenever ω2 < 0 or equivalently when-
ever
k¯2x < G− F . (2.64)
Therefore, the above condition sets a limit on the growth of the transverse filamen-
tation instability. the instability will grow whenever G > F , i.e.
β20
β2T
+ γ
2
0 − 1
γ30
>
1
2βT
log
[1 + βT
1− βT
]
. (2.65)
Using the threshold conditions (2.64) we can define the maximum unstable wave
number k¯c = G− F . The expression for the growth rate of the instability is
δ¯ = 1√
2
√√[
k¯2x(1 + β2T ) + F
]2 − 4k¯2xβ2T (k¯2x + F −G)− k¯2x(1 + β2T )− F . (2.66)
From the above relation, assuming a strong initial anisotropy, that is, βT  β0, we
obtain a value for maximum growth rate
δ¯max ' 2β0√
γ0
, (2.67)
that is in accordance with the saturation growth rate obtained with the fluid model.
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Results
In this chapter we present our numerical results. In the first part of the chapter
we start analysing simulations realized in a 1D configuration, then we proceed show-
ing 2D results. In the second part we discuss about the effects of radiation reaction
in both the two configurations.
3.1 Simulations with 1D3P code
As shown in figure 2.1, the initial configuration of our simulations is repre-
sented by two groups of electron-positron particles which propagate in the opposite
direction along the z-axis and occupy the entire simulation box. The system is
symmetric, the populations of the two beams have the same initial density, i.e.
n
(0)
e1 = n
(0)
e2 = n
(0)
p1 = n
(0)
p2 = 1/4n0, where n0 is the total density, and the same
momentum modulus, i.e. p(0)e1 = p
(0)
e2 = p
(0)
p1 = p
(0)
p2 = p0. The initial momentum
distribution is Maxwellian in the rest frame of each beam, with a thermal velocity
vth/c = 2× 10−4. The initial electric and magnetic fields are zero. The simulation
box is aligned along the x-direction, it is divided into 15000 grid cells of equal length
∆x = 0.01 lp, so the grid-length is Lg = 150 lp.
We use periodic boundary conditions to simulate beams of infinite extent along the
x-axes.
Each of the four plasma species is represented by 3 × 106 computational particles.
The total simulation time is tsim = 1000Tp, where Tp = 2pi/ωp is the plasma period,
which is subdivided into 105 time steps ∆t = 0.01Tp. In both the two runs, the
energy is conserved down to 0.005%.
We performed simulations with different beam Lorentz factors γ0 ∈ [1; 103]. Here we
report the results of the most representative runs: p0/mec = 10 and p0/mec = 200.
These two cases refer to parameters typical of the two regimes reported in the
fireball shock model(see ref. [20]) which are the mildly relativistic for the internal
shocks and the ultra-relativistic for the external shocks.
3.1.1 Structure formation
In order to understand the growth of the instability from an heuristic point of
view, one can imagine the following picture. The initial momentum of a particle
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is the result of a sum (more precisely a vectorial sum) between two terms: the
drift momentum p0 = ±p0z ( where ± depends on which beam the particle belongs
to) and a much smaller thermal component, following a Maxwellian distribution.
Indeed, there is a strong anisotropy in the initial momentum distribution. The “en-
gine” that sustains the instability is the particle kinetic energy deriving from this
anisotropy, which is a sort of “free energy”.
Given the initial equilibrium, we consider a local fluctuation of the current density
and so of the magnetic field. This fluctuation is due, for example, to particle thermal
motion that generates a fluctuation on the particle density (of either one or both
the species). The density fluctuation is associated to a fluctuation on the current
density, because of the initial drift momentum of the beams. In a one-dimensional
geometry we can figure out a localized oscillation as a pair of adjacent filaments
with opposite polarities (thus a periodic oscillation can be represented as a mesh
of parallel filaments with alternated directions). The perturbation grows thanks to
effect of the magnetic field generated by the tendency of a filament to shrink (the
“pinch” effect) and by the repelling interaction of two opposite filaments. Thus,
the instability develops converting the available free energy (which derives from the
initial anisotropy) in kinetic or in magnetic energy until, or unless, other effects
oppose to the magnetic forces (which tend to destabilize the system) or eliminate
the engine that sustains the instability.
These effects can operate in two ways. One way they operate could due to the self-
generated magnetic field which deflects particle trajectories and isotropizes their
distribution function. A consequence of this behaviour can be the saturation of the
instability. Indeed, when the magnetic field becomes sufficiently strong to render
the length scales of the filaments of the same order of the initial Larmor radius (i.e.
the Larmor radius calculated with respect to the initial velocity of the beams, that
is, rL = γ0mec2/eB ), particles stop to move principally along the initial direction
of beams. Therefore, the initial anisotropy reduces until it disappears.
The second way these effects can operate could be due to the inductive electric field
that decelerates particles along the direction of beams. We want to point out that
a spatial separation of species is necessary before these effects become important,
as we will describe in the following.
The figure 3.1 shows the structure of Jz and By in the early stage of the linear
phase (t = 5Tp) for the mildly-relativistic case p0/mec = 10. Here we report the
results obtained from two simulations that differ only in their spatial resolutions,
precisely, the figure 3.1a belongs to the simulation with ∆x = 0.01 lp, while the
figure 3.1b belongs to the simulation with ∆x = 0.001 lp. From these plots we can
see the fluctuations of both the magnetic field and the current density, characterised
by positive and negative polarities.
These fluctuations establish on very small length scales with respect to the dimen-
sion of the system. We note that these length scales decrease as we increase the
spatial resolution of the grid. In the ultra-relativistic case (p0/mec = 200) the
behaviour of both Jz and By is analogous to that of Jz and By, respectively, in
the mildly-relativistic case. This is related to the fact that the current fluctuations
start as numerical noise and they grow following a mechanism that we have tried to
explain, previously, using the model of interacting currents of opposite polarities.
Indeed, it is not surprising to observe that the small-scale (noise) fluctuations de-
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Figure 3.1 Structure formation of Jz and By at t = 5Tp for the mildly-relativistic case,
p0/mec = 10, using two different spatial resolution: (a) lower spatial resolution ∆x =
0.01 lp, (b) higher spatial resolution ∆x = 0.001 lp. We select only a small part of the
simulation box, (a) x/λp ∈ [0 ; 1.5] and (b) x/λp ∈ [0 ; 0.15], to render the plot more suitable
for the visualization, because of the huge number of micro-filaments present in this phase.
pend on the spatial resolution. However, as far as we follow in time and compare
the two simulations with different resolution, the dynamics and the scales of larger
structures generated by the instability are very similar.
An high-spatial resolution is expensive in terms of computational resources and does
not change in an evident way the subsequent developing of the instability. More-
over, the study of the non-linear regime requires performing simulations with a long
total simulation time, so a high-spatial resolution is a very expensive task. Thus, we
make a compromise between a good spatial resolution and a long-term simulation.
3.1.2 Growth rate
In chapter 2 we have calculated the expression for the growth rate of the trans-
verse filamentation instability, using both a cold fluid (sec. 2.3) and a water-bag
model (sec. 2.4). We want to compare the growth rate calculated using the analyt-
ical approach with that obtained from the simulation data, to test how good is the
accordance between the theory and the numerical approach.
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Figure 3.2 Comparison between the growth rate obtained from the analytical theory,
using both the cold (dashed line) and the water-bag (black line) models, and the growth
rate obtained from the simulation data (red dots) for the two cases.
We explain the procedure adopted to calculate the growth rate from the simulation
data of By. The code produces an output file of By as a function of position every
time-step ti = i∆Bt, where the field-time resolution ∆Bt is, in general, different
with respect to the temporal resolution of the code. As a first step in the calcu-
lation of the growth rate, we have to select the right interval of time which covers
the linear phase. To do this, we plot the energy of By as a function of time and we
search for the time interval corresponding to the exponential growth of this energy.
After that, we calculate the Fourier transform of all the output files produced during
the selected time interval. At this point, we have the values of the transformed By
as a function of kx and t. For each mode kx we plot the values of the transformed
By with respect to time and we fit the obtained points with an exponential function
f(x) = aebx. The value of the b parameter is the growth rate for a fixed mode.
We report in figure 3.2 the comparison between the analytical and the simulation
values of the growth rate, for both the two cases. We observe a good agreement
between the growth rates predicted by theory and the growth rates obtained by
simulation data. The figure 3.3 reports the same results shown by fig. 3.2 but using
a logarithmic scale on both the two axes. From this plot we observe that there is a
good agreement between theory and simulation data in the kxc/ωp interval [1; 50]
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Figure 3.3 Comparison between the growth rate obtained from the analytical theory, using
both the cold (dashed line) and the water-bag (black line) models, and that obtained from
the simulation data (red dots), using a logarithmic scale on both the two axes.
for both the two cases. We note that for kxc/ωp  1 (the wavelengths of these
modes are on the order of the simulation box dimension Lg) the data do not a
follow a well-defined curve. Following the time evolution of each of these modes,
we have observed that the time interval corresponding to their exponential growth
is different from one another and this fact produces the different behaviour of these
modes. In other words, these modes reach the non-linear phase at different instants
of time.
Regarding the modes with kxc/ωp  50 (their wavelengths are on the order of a
box cell), the discordance between theory and data can be due to a difficult control
of the temperature at the beginning of the linear phase. Indeed, at the beginning of
the linear phase the field fluctuations can “heat” particles, broadening the particle
distribution function. This broadening generates an effective temperature higher
than the initial temperature reducing the kmax, eq. (2.64), with respect to that
calculated using the initial temperature. This could explain the observed cut-off in
figure. 3.3.
3.1.3 Non-linear regime
We describe what happens during the non-linear regime. The figure 3.4 shows
the structure of Jz as a function of (x, t) during the entire duration of the simula-
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(a) p0/mec = 10
(b) p0/mec = 200
Figure 3.4 Structure of the current density Jz as a function of position x/lp and time t/Tp
for both the mildly-relativistic and ultra-relativistic cases.
tion run, for both the two cases under analysis. The linear phase characterises the
initial time intervals of the runs, that are, more precisely, t ≤ 10Tp for the mildly-
relativistic case and t ≤ 50Tp for the ultra-relativistic case. After these intervals,
this phase stops and a non-linear phase starts to develop, reaching a quasi-stationary
regime after t ∼ 100Tp in the first case and t ∼ 200Tp in the second case.
The magnitude of Jz during the linear phase is approximatively zero with respect
to that of the non-linear ones (in both the two cases). Therefore, during the linear
phase Jz does not assume any regular structure with scale on the order of the skin
depth in the figure 3.4.
At the end of this linear phase, the current density starts to organise in distin-
guishable and separated filaments of inverse polarity. There is a slight difference
in terms of the magnitude of Jz between the two cases. What is really different is
the length scale on which these filaments establish. In the mildly-relativistic case
these filaments establish on length scales of about (3 − 4) lp, fig. 3.4a, while in the
ultra-relativistic case, they establish on length scales of about (14− 15) lp, fig. 3.4b.
However, we note that in both the two cases these transversal dimensions tend to
36
3.1. SIMULATIONS WITH 1D3P CODE
oscillate in time, for both the two cases.
Another important aspect, that appears from the figures, is the transition from the
linear to the non-linear quasi-stationary phase. During this intermediate regime
(more precisely, during the time interval 10Tp < t < 100Tp for the mildly-relativistic
case and 50Tp < t < 200Tp for the ultra-relativistic case), the initial current fluc-
tuations increment their magnitudes and their transversal dimensions, becoming
micro-filaments. These micro-filaments interact between them, repelling those with
opposite polarities and attracting those with the same polarities. This interaction
is visible in the figure, where the micro-filaments merge together constituting the
filaments that characterise the quasi-stationary regime.
We analyse in more details the quasi-stationary phase of the non-linear regime. We
report in the figure 3.5 the behaviour of Jz, By and n (total number density) as
functions of (x, t), at a fixed time-step, that is t = 700Tp for both the two simula-
tions. Both the current density and the magnetic field have an oscillatory pattern,
but with opposite phase. Two consecutive maxima or minima constitute a current
filament with positive or negative polarity, respectively. The transversal dimension,
dJ , of a filament depends on the length scale on which By varies, and this is different
between the two cases, as we noted previously in the description of figure 3.4. Thus,
as we can see from the figure 3.5, the transversal dimension of a filament is similar
to the length scale of By.
From the analytical treatment of the linear regime developed in chapter 2, we have
pointed out that the instability is dominated by the mode with the largest growth
rate (see also ref. [5]). This implies that this mode sets also the length scale of the
magnetic field at the end of this phase, that is, dJ ∼ k−1max. The expression for δ¯max
is given by equation (2.67), so qualitatively the fastest mode is k¯max ∼ √γ0 and con-
sequently dJ ∼ √γ0. For the mildly-relativistic case we estimate dJ ∼
√
10 lp ∼ 3 lp,
while for the ultra-relativistic case we estimate dJ ∼
√
200 lp ∼ 14 lp. These values
are in agreement with the estimation of dJ from the figures 3.4 and 3.5.
We can now estimate the non-linear saturation amplitude of the magnetic field and
compare this value with the simulations result. One way to derive this estimate
consists in stating that the field grows exponentially as long as it is small enough to
fit the linear approximation. More precisely, during the initial phase of the linear
regime particles can cross the field lines, because the amplitude of the magnetic
field is not sufficient to strongly deflect their trajectory. As time goes on, the am-
plitude of By increases while the Larmor radius of particles decreases. The linear
phase finishes when the characteristic length scale of the field, that is k−1max, becomes
comparable to their Larmor radius, rL = γ0mec2/eB (where we have used v⊥ ∼ c
and γ ∼ γ0), and the particles are magnetically trapped into filaments [18]. This
corresponds to state that the linear approximation breaks down when rL ∼ k−1max.
Thus, this criterion gives
B2sat =
(
mecωp
e
)2
γ0. (3.1)
In the mildly-relativistic case the saturation amplitude of the magnetic field in the
code units is e/mecωpBsat =
√
10 ∼ 3 that is in good agreement with the simulation
result, as we can see from the figure 3.5a. In the ultra-relativistic case we obtain
e/mecωpBsat =
√
200 ∼ 14, that is too in good agreement with the simulation
result, as we can see from the figure 3.5b. If we report the saturation amplitude of
37
CHAPTER 3. RESULTS
-4
-2
 0
 2
 4
-0.6
-0.3
 0
 0.3
 0.6
(e/
m e
 
ω
p 
c)B
y
J z
/(e
 n T
 
c)
(e/me ωp c)By
Jz/(e nT c)
 0.8
 1.2
 0  10  20  30  40  50  60  70
n
/n
T
x/λp
(a) p0/mec = 10
-8
 0
 8
-0.4
-0.2
 0
 0.2
 0.4
(e/
m e
 
ω
p 
c)B
y
J z
/(e
 n T
 
c)
(e/me ωp c)By
Jz/(e nT c)
 0.8
 1.2
 0  10  20  30  40  50  60  70
n
/n
T
x/λp
(b) p0/mec = 200
Figure 3.5 Structure of Jz, By and n (total number density) as functions of (x, t) at
the instant t = 700Tp, for both the two cases. We report half of the simulation box to
render the structures in more details. We plot Jz and By in the same graphic, referring
their magnitude to two different axes, to show their similar oscillatory configuration. The
particles assemble within the filaments.
By in real units (see sec. 1.2.2), we obtain
Bsat(Gauss) ≈ 3.21× 10−3√γ0 [n0(cm−3)]1/2 Gauss . (3.2)
This instability is able to generate a quite high magnetic field, especially in the case
of plasma having very high density as it is the case of pair plasmas situated in the
shock regions of a GRB, where we can have n0 > 1010cm−3.
38
3.1. SIMULATIONS WITH 1D3P CODE
The condition expressed by eq. (3.1) can be rewritten as
B2sat/8pi
γ0n0mec2
∼ 1 , (3.3)
which displays a sort of near-equipartition between the energy density of the mag-
netic field and the initial kinetic energy density, already noted by various authors
as in [6] or in [18].
Another important aspect that appears from the figure 3.5 is related to the particle
density. As we can see from the plots, the total number density n varies with respect
to the total initial density nT in a way that indicates an accumulation of particles
within filaments. This is consistent with the previous statement of the magnetic
confinement into filaments. We will come back to the discussion of this aspect in
the following.
We want to understand how efficient the filamentation instability is. Here the term
efficient is related to the capability of the instability to transform the initial kinetic
energy into the energy of the electromagnetic fields. The figures 3.6 and 3.7 report
the energy of the fields and the kinetic energy of each particle population as a func-
tion of time, with respect to the initial kinetic energy, for both the two cases. The
field energies grow exponentially during the linear phase, reach a maximum value
in correspondence to the transition between the linear to the non-linear regime,
and decrease to the saturation value that characterises the quasi-stationary regime
of the non-linear phase. We note that the inductive electric field is substantially
absent during the quasi-stationary regime.
We define mathematically the efficiency of the instability as η ≡ σB/σK , where σB
indicates the magnetic energy and σK indicates the total kinetic energy. We are
interested in the estimation of efficiency during the last phase. From the figure 3.6a
we observe that the efficiency of the instability in the mildly-relativistic case is
η = 6 %. This value is not so different with respect to that of the ultra-relativistic
case, where from the figure 3.6b we observe η = 7 %. Thus, we can conclude that
in the investigated range of parameters the instability has quite the same efficiency
to transfer the initial free kinetic energy into the energy of the magnetic field, in-
dependently of the initial drift momentum p0.
In both the two graphics an overshoot appears, in correspondence to the transi-
tion between the linear and the non-linear quasi-stationary phase. For the mildly-
relativistic case the time interval is about 10Tp < t < 100Tp, while for the ultra-
relativistic case it is about 50Tp < t < 200Tp. These intervals coincide with those,
previously discussed, where the micro-filaments of current merge forming the final
structures of Jz, as we can see from fig. 3.4.
From the point of view of particles, the figure 3.7 reports the value of the kinetic
energy for the four populations with respect to the initial total kinetic energy, as a
function of time, for both the two cases. The behaviour of the kinetic energies is
specular, as it has to be for the energy conservation, to that of the magnetic energy.
What is interesting to note is the maintenance of the two-fluid symmetry (explained
in section 2.3.2), especially in the ultra-relativistic case, for the whole time duration
of the runs.
We are going to analyse in more detail the quasi-stationary non-linear phase. The
figures 3.8 and 3.9 represent, respectively, the histogram in the phase space (x, pz)
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Figure 3.6 Plot of the energies of the inductive fields with respect to the initial total kinetic
energy, as a function of time, for both the two cases.
and (x, px) for each particle population at t = 800Tp, for the ultra-relativistic case.
We note that the particle behaviour of each population is fluid in the non-linear
regime. The momentum pz has a regular pattern with respect to the position, with a
characteristic length scale of about (14−15) lp, similar to that of the filaments in this
phase. The majority of particles have the modulus of the momentum |pz|/mec 50,
because they are magnetically confined in the filaments. The number of particles
that reach the highest value of the momentum, about |pz|/mec ∼ 400, is less than
0.1. This group of particles are so energetic that they can not be magnetically
confined, as we will explain in the following, but move across the filaments.
We have gathered e−1 together with e+2 and e+1 together with e−2 to show the two-
fluid behaviour of the four populations. In this way, we can describe the system
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Figure 3.7 Plot of the kinetic energies of the four populations with respect to the initial
total kinetic energy, as a function of time, for both the two cases.
as composed only by two fluid populations, i.e. (+1 ) + (−2 ) (meaning positrons of
the first beam together with electrons of the second beam)and (+2 ) + (−1 ) (meaning
positrons of the second beam together with electrons of the first beam). This be-
haviour is present also in the mildly-relativistic case.
In the following we use the letter A referring to the fluid population e−1 ↔ e+2 and
the letter B referring to the fluid population e+1 ↔ e−2 .
We concentrate on describing the behaviour of the majority of particles. As we can
see from both the figures 3.8 and 3.9, the two-fluid populations A and B accumulate
in spatially defined regions in the position space. More precisely, the regions where
the fluid A is concentrated are alternated to those where the fluid B is concen-
trated. We note that these regions correspond to the current filaments produced
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Figure 3.8 Plot of the histogram of the phase space (x, pz) at t = 800Tp for the two
populations of e−1 e+2 (the A population) and the two populations of e+1 e−2 (theB population),
with p0/mec = 200. The number of particles Ne is normalized to the number of particle
per cell, that is 200 for each species. In the region with pz/mec > 0 there are the species
with p0 = 200 (that belong to the first beam), while in the region with pz/mec < 0 there
are the species with p0 = −200 (that belomg to the second beam).
by the two-fluid populations, shown by the figure 3.4, established in the non-linear
phase for time t > 200Tp.
The particles forming the two-fluid populations have a very small value of the z
component of their momentum, as we can infer from the fig. 3.8, approximatively
pz ≈ 0, while their x component of the momentum is isotropically distributed. Plot-
ting the histogram of (x, py) at the same instant, we observe that py ≈ 0 for all the
particles.
We want to understand, from a theoretical point of view, the equilibrium configura-
tion characterising the non-linear regime. From the figure 3.6 that the electric field
Ez is negligible with respect to the magnetic field By in the saturation regime, so
we put it to zero. Therefore, the particles are subjected only to magnetic field and
their kinetic energy is conserved. The canonical momentum of a particle is defined
as
Π = p± a, (3.4)
where a = e/mec2A is the dimensionless vector potential and where ± refers to the
sign of the particle charge, that is + if we consider positrons, or − if we consider
electrons. Thanks to the one-dimensional geometry, a(x, t) = az(x, t)z. Then, the
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Figure 3.9 Plot of the histogram of the phase space (x, pz) at t = 800Tp for the two
populations of e−1 e+2 (the A population) and the two populations of e+1 e−2 (theB population),
with p0/mec = 200. The number of particles Ne is normalized to the number of particle
per cell, that is 200 for each species.
conservation of the canonical momentum reads
Πz = pz ± az. (3.5)
At t = 0 we assume that A = 0, so the canonical momentum for the populations of
the first beam (i.e. p0 = p0z) is Πz1 = p0, while the canonical momentum for the
populations of the second beam (i.e. p0 = −p0z) is Πz2 = −p0.
Thanks to the symmetry between the electron population of the first beam and the
positron population of the second beam and between the electron population of the
second beam and the positron population of the first beam, we limit our analysis
to the two electrons populations (the behaviour of the two positron populations is
specular to them).
The square of the dimensionless energy of two electrons belonging from the two
populations are (
E1
mec2
)2
= 1 + p2x1 + [p0 + az(x)]2 , (3.6)(
E2
mec2
)2
= 1 + p2x2 + [−p0 + az(x)]2 . (3.7)
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Figure 3.10 (a) Plots of histograms (x, pz) and (x, px), of (p0 + az)2(x) and of az(x) at
t = 800Tp for electrons with p0/mec = 200. (b) Plots of histograms (x, pz) and (x, px), of
(−p0 + az)2(x) and of az(x) at t = 800Tp for electrons with p0/mec = −200.
The above equations are similar to the energy equation of a particle moving in a
one-dimensional configuration under the presence of an effective potential V (x).
Here, we can define V±(x) = [±p0 − az(x)]2 as the effective potential that affects
each of the two electron. The electrons are in a state of stable equilibrium if their
position is near a local minimum of their effective potential. This argument is valid
for all the particles that are placed in the regions previously depicted. Thus, the
system present this stable phase of equilibrium thanks to the fact that the particles
composing the two-fluid populations cluster in the regions corresponding to the
local minima of their effective potential. The figure 3.10 shows this behaviour for
the electrons of the two populations.
The instability has transferred the free kinetic energy belonging from the initial
drift momentum p0 of particles into the transverse degree of freedom. The task
of the magnetic field By is to perform this transformation by rotating the particle
momentum and making isotropic the x component of it. This mechanism bring the
system to eliminate the initial anisotropy. Indeed, when this happens, the instability
stops and the system becomes stable, i.e. it reaches a state of equilibrium where
the current filaments are separated and contain the majority of the particles.
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Figure 3.11 Time evolution of the kinetic energy spectrum of particles for both the two
cases. The values of dN/dK is normalized to 200, that is the number of particles per cell
of one species.
3.1.4 Energy spectra and particle acceleration
We report in figure 3.11 the distribution of particles with respect to their kinetic
energy, following the time evolution, for both the two cases. At t = 0 the spectrum
are delta-like functions close to the initial value K/mec = γ0 − 1. As time goes
on, the spectrum broadens and the majority of particles lose their initial kinetic
energy. This broadening is due to the effect of the magnetic field that isotropizes
the momenta. This behaviour is evident, also, in the dN/dpz spectrum reported
in figure 3.12 for both the two cases. We have reported the spectrum for only the
electrons belonging from the two-fluid populations, because the positron spectra are
the same thanks to the two-fluid symmetry of the system.
In both the above two figures we observe a peak in correspondence to twice the
initial kinetic energy (fig. 3.11) and twice the initial drift momentum (fig. 3.12).
These particles constitute a small group of particles (belonging to both the two-
fluid populations) displaced in the zones of figure 3.8 characterised by the smallest
value of particle density.
What is very interesting to note from figure 3.8 is that the groups of accelerated
particles of the A population are situated in the regions where the particles of B are
magnetically trapped, but these regions do not correspond to the current filaments
formed by the A population itself. This attitude is the same, but reversed, for the
groups of accelerated particles of the B population.
How can we explain this fact? From an heuristic point of view, the vector potential
has the assignment of reducing the initial drift momentum ±p0 of each particle. In
a fixed region, A(x, t) is not able to reduce pz for both the two fluid populations.
Indeed, if a particle, say belonging to the B population, falls in a potential “hole”
for the A population, it does not lose its pz but, on the contrary, it acquires the same
value of pz that is lost by the particles of the antagonist fluid. The particles that
find themselves in correspondence to the local minimum of the effective potential
for the other fluid, reach pz ∼ ±2p0.
We want to derive the maximum value achievable by this “lucky” particles, from an-
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Figure 3.12 Spectrum of pz for the electrons of the two-fluid populations, for both the
cases. The values of dN/dpz are normalized to 200, that is the number of particles per cell
of one species. These values are reported on logarithmic scale.
other point of view, using conservation principles and a single particle approach. We
write down the equations for the conservation of energy of two electrons belonging
from the two fluid population, using the initial value of the canonical momentum.
The values of the square of the energies read
1 + p2xA + [p0 +A(x)]2 = CA , (3.8)
1 + p2xB + [−p0 +A(x)]2 = CB , (3.9)
where CA and CB are constants of integration that depend from the acceleration
mechanism of particles. We suppose that there are some x where an electron of
the A population has |pzA| = 0 while pxA is maximum, and an electron of the B
population has |pzB| maximum while pxB = 0. This hypothesis derives from the
observations of the simulation results, as previously showed.
We indicate with X = x one of these points. This condition is equivalent to say
that: the x component of the force acting on e−A has to be zero in X as the z
component of the force acting on e−B.
We can determine, now, the values of the two integration constants CA and CB.
The maximum value of p2xA is in correspondence to the point where pzA = 0, that
is where A(X) = −p0 (conservation of the canonical momentum), independently of
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CA. We note that in this point we have assumed that pxB = 0. From equation (3.9),
we obtain
CB = 1 + 4p20 . (3.10)
The vector potential A(x) assumes the same positive and negative values as a func-
tion of x, so we can assume that exists a point X ′ such that A(X ′) = p0. Substi-
tuting this value of A(X ′) in the eq. (3.9), we obtain
|pxB| = 2p0 . (3.11)
This procedure can be inverted, starting from X ′ and then going to X, obtaining
CA = 1 + 4p20.
We have just demonstrated that in a one-dimensional geometry the energy of par-
ticles reaches a maximum, that is E = mec2
√
1 + 4 (p0/mec)2. We have to justify
the formation of a peak in the energy spectrum (fig. 3.11) around this maximum
value and a peak in the dN/dpz spectrum (fig. 3.12) around ±2 p0.
The reason why this happens is the similar to the one that explains the intensity
and sharpness of a rainbow. When sunlight bears on a raindrop, it undergoes a
refraction entering the surface of the raindrop, then it is reflected off the drop back
and finally it undergoes another refraction when it leaves the drop. Each colour is
refracted by a different angle, depending on its wavelength. This mechanism implies
a diffusion of rays in many directions. The reason at the base of the bow sharpness
and intensity is the following: the internally reflected rays cross and cluster to form
a caustic sheet (see ref. [2]), where classically the intensity is infinite. A caustic is
a region of space that marks discontinuities in ray behaviour.
We try to explain this concept using a mathematical approach. We represent a
raindrop as a spherical surface. The rays arrive on the back surface with different
refractive angles, say θ. These angles depend not only on the refractive index of
the drop, but also on the distance between the rays and the centre of the sphere.
We indicate this distance with b, so we have θ = θ(b). There is a point on the back
surface where ∂θ/∂b = 0. If we consider a small interval db, the rays belonging to
this interval will be reflected by the same angle at first order.
We can apply this principle to explain the peaks in the spectrum. These particles
find themselves in positions where |az| is maximum. Because of the canonical con-
servation of momentum, in these positions we have that dpz/dx = ±daz/dx = 0.
Thus, particles which find themselves in these positions gain the same momentum
to first order.
3.2 Effects of RR force
We now discuss the results obtained by the 1D simulations with the radiation
reaction force (see chap. 1 sec. 1.3) implemented in the code. We perform runs with
the same parameters used in the simulations without RR force included.
In the non-radiative case the system presents a universal scaling with respect to
the initial plasma density n0. Indeed, the instability develops in a way that is in-
dependent of n0 and so we have not to set a definite value for it. The situation
is different in the radiative case. Considering the equation of motion (1.86), we
note that the RR term depends on the parameter re/lp, where re = e2/mec2 is the
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Figure 3.13 Plot of the total energy with respect to the initial kinetic energy of the
beams, as a function of time, for both the non-radiative (black line) and radiative (red line)
simulations. There is an energy losses of about 40% in comparison with the non-radiative
case.
classical electron radius, that prevents the validity of a universal scaling. Now it is
necessary to set a value for the initial plasma density n0.
We have observed that the RR force has negligible effects for densities n0 < 1020cm−3
and for initial drift momenta p0/mec < 100. The typical amplitude of the fields
generated by the instability scales with the plasma frequency, therefore, increas-
ing the initial plasma density implies to generate more intense e.m. fields. The
effects of RR force depend on the field magnitudes, that is, the more intense are
e.m. fields, the more important become these effects. For these reasons we examine
only the simulation performed with n0 = 1021cm−3 and initial drift momentum
p0/mec = 200.
Figure 3.13 reports the time evolution of the total energy (particle energy plus field
energy) with respect to the initial kinetic energy of beams, comparing the non-
radiative with the radiative simulation. After t = 100Tp we observe an energy
decrease that reaches about 40% of the initial kinetic energy at the end of the run.
Where has this energy gone? The friction effect of the RR force physically corre-
sponds to the incoherent emission of high-frequency radiation by ultra-relativistic
electrons and positrons (see ref. [23]). From a numerical point of view, it is not
feasible to resolve electromagnetic waves at such high-frequencies in a PIC code,
because the e.m. fields have frequencies much larger than the inverse of the tem-
poral resolution. Thus, it is assumed that such radiation escapes from the system
without re-interacting with other electrons or positrons, so this radiated energy ap-
pears as a loss term or “dissipation”.
If we consider the energy of fields, reported in figure 3.14, we only observe a small
decrease in their values with respect to the non-radiative simulation. This difference
starts to be visible at t = 200Tp. Thus, the friction effect does not change strongly
the dynamics characterising the filamentation instability. The system organises it-
self in filamentary structures for the current density, as the figure 3.15 shows, which
almost have same transversal dimensions and almost same values of the filaments
obtained in the non-radiative simulation and shown in figure 3.4b. An analogous
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Figure 3.15 Plot of the current density Jz as a function of position and time, for the
radiative case.
statement is valid for the structure of magnetic field By, especially for its value
during the saturation regime which follows the relations given in eq. (3.1) and in
eq. (3.3).
The situation is different for the kinetic energy of particles. Figure 3.16 shows the
time evolution of the kinetic energy of particles with respect to the initial kinetic
energy of beams, comparing the radiative and non-radiative simulation. The kinetic
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respect to the initial kinetic energy of the beams, as a function of time.
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Figure 3.17 Plot of the kinetic energy spectrum for the radiative simulation, following its
time evolution. We observe a final loss of ∼ 10 % for each population.
energy starts to decrease in an appreciable way after t = 100Tp. We observe a final
loss of ∼ 10 % for each population (consistently with the final loss of the total en-
ergy). It is interesting to note that the two-fluid behaviour of the system continues
to be valid.
In the ultra-relativistic case the dominant term of RR force in eq. (1.86) is ∝ γ2,
where γ is the Lorentz factor for a particle. This means that the particles which
lose most of kinetic energy, at the end of the simulation, are those which belong to
the high-energy tail of the energy distribution. The effect of RR force is, thus, to
“cool down” the high-energy tail of the energy distribution.
The figure 3.17 shows the kinetic energy distribution of particles at three different
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Figure 3.18 Spectrum of pz for the two-fluid populations at three different time-steps
during of the simulation. We have reported the energy distribution of the electrons of the
first beam to represent the A fluid population and the electrons of the second beam to
represent the B population.
time-steps during the run. We observe that the distribution presents a bump on tail,
as in the non-radiative case. The kinetic energy, at which this bump corresponds,
decreases with time. Moreover, as time goes on, there are even fewer particles that
form the peak, as figure 3.18 shows, and it becomes even less evident.
3.2.1 Particle tracking
We have traced some particles, belonging to the four populations, to observe
what kind of trajectories follow during the simulation. The figure 3.19 shows the
trajectories of these particles together with the plot of Jz(x, t). We point out that
the particles traced in the non-radiative simulation, fig. 3.19a, are different from
those traced in the radiative simulation, fig: 3.19b (our intent is not to follow well-
defined particles but to give a qualitative description of the situation).
In the non-radiative case, fig. 3.19a, we have traced four particles that start from
the same point in space. Two of these particles are: an electron (e−1 → green line)
and a positron (e+2 → red line) belonging to the fluid population B (composed
by electrons of the first beam and positrons of the second beam), which oscillate,
remaining magnetically confined, into a current filament with positive polarities.
The other two particles are: an electron (e−1 → black line) and a positron (e+2 →
blue line) of the fluid population A (composed by electrons of the second beams
and positrons of the second beam) which are free to stream across the filaments,
especially the positron.
In the radiative case, fig. 3.19b, the four traced particles (which start from the same
position), an electron (e−1 → green line) and a positron (e+2 → blue line) belonging
to the A fluid population and an electron (e−2 → red line) and a positron (e+1 →
black line) belonging to the B fluid population. All of them oscillate, being mag-
netically confined, into two consecutive filaments of two opposite polarities.
Through these figures, we want to show an important qualitative difference between
the two cases, that is the reduction of the amplitude oscillation in the radiative case
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(a) Non-radiative case. Key legend: e−1 → black line, e+1 → green line,
e−2 → red line, e+2 → blue line.
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(b) Radiative case. Key legend: e−1 → green line, e+1 → black line, e−2 →
red line, e+2 → blue line.
Figure 3.19 Plot of the trajectories x(t) of four particles, belonging to the four populations,
together with Jz as a function of (x, t), for both the non-radiative and the radiative case.
The particles traced in the non-radiative case are different from those traced in the radiative
case.
due to the particle cyclotron emission. These ultra-relativistic particles, subjected
to the magnetic field, emit incoherent radiation that escapes from the system, with-
out interacting with other particles and so without modifying the dynamics of the
instability. The escape of this incoherent e.m. radiation is justified if we consider
the refractive index of the plasma. The high-energy particles will emit e.m. radia-
tion with frequencies on the order of those of x-rays. Thus, only values of density
typical of compact objects, as neutron stars or black holes, would produce refractive
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indexes sufficient to trap the radiation. In our simulations, plasma is transparent
to these frequencies and so the radiation escapes.
In a real scenario the escaping radiation may be partly absorbed and scattered by
single particle processes, but these latter are not of concern for the instability dy-
namics as far as the extinction length is larger than the scale in which the instability
grows, that is the collisionless skin depth.
3.3 Simulations with 2D3P code
We are going to describe the results obtained using the 2D3P code (presented
in sec. 1.2.3). We have investigated both the mildly- and the ultra-relativistic case,
performing simulations with beam Lorentz factor γ0 ∈ [1, 103]. The initial configu-
ration is similar to that used in 1D3P simulations (see sec. 3.1). The two symmetric
beams propagate on the z direction, while the simulation box is in the (x, y) plane.
This configuration permits only the development of the transverse filamentation
instability.
First of all we analyse the simulations performed without RR force included. In one-
dimensional geometry we have not observed particular differences between mildly-
and ultra-relativistic case, provided that the amplitudes are rescaled. Thus, we limit
our discussion to the ultra-relativistic case (i.e. p0/mec = 200) as representative of
the other cases.
The simulation box is divided into 1000 × 1000 grid cells of equal dimensions,
i.e ∆x = ∆y = 0.1 lp, so the grid dimensions are Lgx × Lgy = 100 lp × 100 lp
(Lgx = Lgy = 100 lp). Each of the four species is represented by 4.9 × 106 compu-
tational particles. The total simulation time is tsym = 360Tp, which is subdivided
into 7200 time-steps with ∆t = 0.05Tp.
The geometrical configuration of the run, does not permit the presence of the wave
vector component kz, so the instability which grows is the transverse filamentation
instability as in one-dimensional configuration.
First of all we present in figure 3.20 the graphic of the growth rate γ as a function
of K =
√
k2x + k2y. We compare the analytical curves, that are calculated using the
cold (light-blue dots) and water-bag (yellow dots) model, with the curves obtained
by fitting the simulation data relatively to a field component, as done in sec. 3.1.2
for the 1D simulation. We have fitted the data relatively to Ez (red dots), Bx (green
dots) and By (blue dots) and we observe a good agreement between data and theory
in the Kλp/2pi interval [0.5; 50]. As in the one-dimensional case, the curves disagree
for Kλp/2pi  1 and for Kλp/2pi  50. In the first interval, Kλp/2pi  1, we have
observed that the modes reach the non-linear phase at different instants of time.
In the second interval, Kλp/2pi  50, we have noted that the initial fluctuations
change the initial temperature, generating an effective temperature much higher
than that which reduces the cut-off calculated from the theory.
Now we analyse what kind of structure characterises quantities as the current den-
sity or the magnetic field, and we follow their time evolution.
In this 2D configuration the component of the current density that is relevant is Jz,
as in 1D case. However, a 2D geometry provides an extra degree of freedom with
respect to the 1D geometry. This changes the kind of structure we can observe in
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Figure 3.20 Plot of the growth rate γ as a function of K =
√
k2x + k2y. We compare the
analytical curves calculated with both the cold (light-blue dots) and the water-bag (yellow
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(a) Jz(x, y) at t = 75Tp (b) Jz(x, y) at t = 200Tp
Figure 3.21 Plot of the current density Jz as a function of (x, y) for two time-steps: (a)
t = 75Tp corresponding to the end of the linear phase, (b) t = 200Tp corresponding to the
saturation regime.
comparison with the 1D case.
The figure 3.21 shows Jz with respect to (x, y), at two different time-steps, that are
t = 75Tp and t = 200Tp. At t = 75Tp we are in the intermediate phase between
the linear and the non-linear quasi-stationary regime. We observe in figure 3.21a
the formation of isolated structures with alternated polarities. Their dimensions
are variable, but the maximum length scale at which they change is on the order
of several electron skin depths. As time goes on, these structures evolve interacting
among them and forming at the end of the simulation time t = 200Tp a sort of a
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Figure 3.22 Plot of the energy density of the magnetic field (B2x + B2y)/8pi as a function
of (x, y) for two different time-steps, that are (a) t = 75Tp and (b) t = 200Tp.
single “island” of positive polarity surrounded by the opposite current. In 1D ge-
ometry the current filaments interact and merge only with their prime neighbours,
so when a balance between the magnetic and the pressure term is reached they
can no longer merge and the saturation establishes. Here the situation is different
thanks to an extra degree of freedom. Currents can interact with almost all the
other currents present in the simulation box and this provide the formation of what
we observe. We note that, the magnitude of Jz is of the same order of that in the
one-dimensional case.
As regard to the magnetic field, there are two relevant components, that are Bx
and By. To study their behaviour we consider the energy density of the magnetic
field (B2x +B2y)/8pi. The figure 3.22 shows the energy density as a function of (x, y)
for two different time-steps, t = 75Tp and t = 200Tp. The structure of the energy
density of magnetic field is in correspondence with the separation between currents
of opposite polarities. At t = 75Tp in figure 3.22a we observe ring-like structures
that evolve in a single connected structure, fig. 3.21b, at the end of the simulation.
We concentrate on the behaviour of a single species, for example the electrons
belonging to the first beam e−1 . The figure 3.23 shows the regions where these par-
ticles concentrate as time goes by. At t = 75Tp from fig. 3.23a we observe that
particles cluster in regions where the current density Jz has negative polarities (see
fig. 3.21a). At t = 200Tp (the end of the simulation) particles arrange themselves
in the region surrounding the positive profile of Jz (see fig. 3.21b).
As in the one-dimensional case, we discuss how the instability is efficient in trans-
forming the initial “free” energy of the beams in magnetic energy. From figure 3.24,
that shows the time evolution of e.m. field energy, we observe that the efficiency
η = σB/σK ∼ 3 %, where σB indicates the magnetic energy and σK indicates the
initial free energy. In two-dimensional geometry the instability is almost efficient
as it is in one-dimensional geometry. From the above figure the overshooting phase
is quite evident in the time interval 50Tp < t < 100Tp, where the magnetic energy
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Figure 3.23 Plot of the charge density of the electrons belonging to the first beam, as a
function of (x, y) for two different time-steps, that are (a) t = 75Tp and (b) t = 200Tp.
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Figure 3.24 Plot of field energies, more precisely of Ez(black line) of transverse magnetic
field Btrasv (red line) and of total e.m. field (blue line), with respect to the initial beam
energy E0, as functions of time.
reaches a peak of about 16 % with respect to the initial kinetic energy similar to
the value reached in the one-dimensional case, reported in fig. 3.6.
The figure 3.25 reports the time evolution of kinetic energy with respect to the
initial kinetic energy of beams, for the four populations. What it is interesting to
note is the perfect two-fluid symmetry among the species that lasts until the end of
the simulation time, as in the 1D case.
Now we analyse the effects of the RR force on the 2D simulations. As explained in
sec. 3.2, the effects of RR force depend on the initial value of the plasma density
n0. We have observed that for n0 < 1020 cm−3 these effects are negligible. Here we
present the results obtained by the simulation with n0 = 1021 cm−3.
From the figure 3.14 we observe a final energy loss of ∼ 12 % that is less than
the value reached in the one-dimensional case of about ∼ 40 %. This radiative loss
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Figure 3.25 Plot of the kinetic energy of each of the four populations with respect to
the initial beam energy, as a function of time. We observe a perfect two-fluid symmetry
between the populations. Key legend: e− 1 are electrons of the first beam (red line), e− 2
are electrons of the second beam (black line), e + 1 are positrons of the first beam (green
line) and e+ 2 are positrons of the second beam (blue line).
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Figure 3.26 Plot of the total energy (particle kinetic energy plus e.m. field energy) with
respect to the initial beam energy, as a function of time. We compare the non-radiative (red
line) with the radiative (green line) simulation. We observe a final energy loss of ∼ 12 %.
does not arise from the e.m. energy, as the figure 3.27 shows. From the above
figure we observe only a small difference between the non-radiative and the radia-
tive case. Indeed, this difference originates from the most energetic particles, as we
explained in sec. 3.2. The figure 3.28 shows the time evolution of the kinetic energy
with respect to the initial kinetic energy of beams, comparing the two cases. We
observe that a single population loses about ∼ 3 % of energy with respect to the
non-radiative simulation at the end of the run.
Considering the kinetic energy spectrum reported in figure 3.29, we observe a
completely overlapping at t = 50Tp between the spectra of the non-radiative and
the radiative case. The differences start to be appreciable at t = 100Tp, becoming
evident near the end of the run at t = 250Tp. From figure 3.30, where is reported
the spectrum in dN/dpz for particles with p0/mec = +200, we observe a peak in
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Figure 3.27 Plot of the e.m. field energies with respect to the initial kinetic energy as
functions of time, for both the non-radiative and the radiative case. The energies relative
to the radiative simulation are reported using dashed lines to distinguish from the energies
of the non-radiative case. Comparing the two cases, we observe a small difference between
them.
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Figure 3.28 Plot of the time evolution of the kinetic energy with respect to the initial
kinetic energy of beams, for both the non-radiative and radiative case. The energies relative
to the radiative simulation are reported using dashed lines to distinguish from the energies
of the non-radiative case. Comparing the two cases, we observe an energy reduction of
about 3% at the end of the simulation time for each species.
correspondence to pz = 2 p0 for the non-radiative simulation, as in one-dimensional
case. This high-energy peak is present also in the radiative case, but it corresponds
to a smaller value of pz with respect to the non-radiative peak and it is formed by
a smaller number of particles.
The two-dimensional configuration implemented in the 2D3P PIC code does not
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Figure 3.29 Plot of the particle energy spectrum at three different time-steps: t = 50Tp
where the non-radiative case is indicated with a black line while the radiative case is indi-
cated with a black dashed line, t = 100Tp where the non-radiative case is indicated with a
red line while the radiative case is indicated with a red dashed line and t = 250Tp where
the non-radiative case is indicated with a green line while the radiative case is indicated
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Figure 3.30 Plot of the dN/dPz spectrum for particles (both electrons and positrons)
with p0/mec = +200 at three different time-steps: t = 50Tp where the non-radiative case
is indicated with a black line while the radiative case is indicated with a black dashed line,
t = 100Tp where the non-radiative case is indicated with a red line while the radiative case
is indicated with a red dashed line and t = 250Tp where the non-radiative case is indicated
with a green line while the radiative case is indicated with a green dashed line.
permit the presence of kz. Thus, only the transverse filamentation instability can
grow, as in one-dimensional configuration. The results just give evidence of an
analogous dynamics in quantitative terms between the two configurations. The sit-
uation would be different in the case of a 2D configuration aligned with the plane
(x, z), where the counter-streaming instability takes place.
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Conclusions and outlook
In this work we have studied what kind of instability grows when two electron-
positron neutral beams counter-stream, both from a theoretical and a numerical
point of view. We have used a particle-in-cell (PIC) code in one-dimensional and
in two-dimensional configurations.
In the one-dimensional configuration implemented here, that is, beams directed
along the axis transverse to the simulation box, the instability which grows is the
transverse filamentation instability. The simulations performed in mildly- and ultra-
relativistic regime show two phases: the linear phase and the non-linear phase. In
the linear phase we observe the growth of a magnetic field transverse to the beam
direction and an inductive electric field.
The linear phase finishes when the characteristic length scale of the fields, that is
set by the mode who grows faster, is comparable to the Larmor radius of particles.
At this point these particles become magnetically confined into current filaments
and a non-linear quasi-stationary regime takes place.
There is an intermediate phase between the linear and the non-linear quasi-stationary
regime where the currents filaments merge to form bigger filaments with transverse
dimension on the order of the wavelength of the fastest mode, that is on the order
of the electron skin depth.
The quasi-stationary regime is characterised by a two-fluid symmetry which can be
observed by the phase space distribution for the four populations. More precisely,
this symmetry corresponds to electrons of each of the two beams having the same
behaviour as the positrons of the other beams and viceversa.
We observe that not all particles are magnetically trapped into filaments, but there
is a small group of particles that is accelerated at twice their initial momentum.
A simple model has been outlined to account for the acceleration of such particles
during the instability development. This is a kinetic effect which would have not
been observed within a magneto-hydrodynamic modelling of the system.
Then, we introduced the radiation reaction (RR) force. The radiation reaction of
friction force accounts for the energy and momentum loss by a charged particle due
to the emission of incoherent e.m. radiation. We observe that the RR force has
weak effects on the dynamics of the instability but it affects the motion of the high-
energy particles. In other words the RR force acts to cool down the distribution
function.
In the two-dimensional simulations, we considered only the case in which the initial
velocity of the beams is perpendicular to the simulation plane. Thus, the insta-
bility which grows is the transverse filamentation instability. The dynamics of the
instability is similar to that in one-dimensional case, but the presence of an extra
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degree of freedom changes the structure arrangement of both the e.m. fields and of
current. At the end of the run we observe only one positive current characterised
by a ring-like structure and surrounded by a negative current.
The most important aspects, that characterise our study of the filamentation insta-
bility, are: the performance of simulations in the ultra-relativistic case, present in
extreme astrophysical contests such as gamma-ray-bursts (GRB), the study of the
non-linear phase (performing simulations with long simulation time) and the study
of the effects due to the implementation of RR force.
Moreover, the comparison between theory and simulations and the check upon the
respect of the conservation laws (for example the conservation of the canonical mo-
mentum and the validity of the two-fluid symmetry equations) has allowed us to
finalize and test the code.
As future work, it would be interesting to analyse the counter-stream instability
(that grows when the beams lie on the simulation plane), studying the effects pro-
duced by an asymmetry in the initial density of beams, or studying the effects
produced by an initial transverse temperature (transverse to the beam direction)
not very small with respect to the average energy of beams.
Furthermore, the code can be used to study other kinds of instabilities, especially
with the implementation of the RR force. One of these instability that is important
in high-energy astrophysics is the tearing mode, which plays an important role in
Pulsar atmospheres, as in the Crab Nebula. Various authors as B. Cerutti et all.
in ref [7] or S.Zenitani and M.Hoshino in ref [12] analysed this instability to study
the anomalous emission of gamma rays from the Crab Nebula, considering also the
effects due to RR force.
Finally, thanks to the new super-computing technology at our disposal, we can think
to implement a parallel version of the code performing simulations characterised by
an enormous amounts of particles and a very high spatial resolution.
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