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ABSTRACT
Polarimetric data of distributed scatterer can be fully
characterised by the (3 × 3) Hermitian positive definite
matrix which follows a complex Wishart distribution un-
der Gaussian assumption. A second observation in time
will also follow Wishart distribution. Then, these obser-
vations are correlated or uncorrelated process over time
related to the monitored objects. To not to make any
assumption concerning their independence, the (6 × 6)
matrix which is also modelled as a complex Wishart
distribution is used in this study to characterise the be-
haviour of the temporal polarimetric data. In particular,
we derive a closed-form expression of the joint proba-
bility density function of two polarimetric data thus en-
abling the exact evaluation of the change detection perfor-
mances. Regarding the proposed temporal polarimetric
data distribution, we propose a new algorithm for evalu-
ating the change detection with KL-divergence test. The
KL-divergence is a distance measurement between two
probability distributions. In our case, also the case of
mutual information, it measures the dependency of two
variables by calculating the distance between the prob-
ability density of joint distribution of polarimetric data
and their marginal probability densities. We illustrate this
new change detection algorithm is independent from the
dimension of the system that it can be easily implemented
to lower or higher multi-channel SAR systems.
Key words: multi-channel SAR; PolInSAR; change de-
tection; KL-divergence test.
1. CHARACTERISATION OF MULTI-CHANNEL
TEMPORAL SAR IMAGES
To be precise, with the same notations in [1], let k =
[k1,k2]
T be a complex target vector distributed as mul-
tivariate complex Gaussian NC(0,Σ) that consist of two
target vectors k1 and k2 obtained from temporal images
at time t1 and t2. Since true covariance matrix of target
vector Σ hasn’t known, it is estimated by n samples inco-
herent averaging and it has a complex Wishart distribu-
tion with n degrees of freedom. Here, the number of ele-
ments in one of the target vector ki is represented by m,
and the target vector k has the dimension of p = 2×m.
The n look covariance matrix A = 1n
∑n
j=1 kjk
†
j is the
estimation of the true covariance matrix Σ, and it sum-
maries whole (joint and marginal) information from both
images. IfA is portioned asA =
[
A11 A12
A21 A22
]
, the con-
ditioned onA11, the joint density of elementA22 follows
the complex Wishart distribution
A11|22 = A11 −A12A−122 A21
p(A11|A22) =WCq (n− q,Σ11|22),
and it is independent from A12 and A22. Then, using
the well known rule that the conditional distribution of
correlation matrix A12 given A22 is a complex normal
distribution
p(A12|A22) ∼ NCq×q(Σ12Σ−112 A22, Σ11.2 ⊗A22)
where ⊗ indicates Kronecker products and the theorem
10.3.2 in [2] , the conditional distribution of R2 =
A12A−111 A
−1
22 A21 on A22
(
p(R2|A22)
)
is a non central
Wishart distribution. Since p
(
A11|22,A22,R2
)
=
p
(
A11|22
)
p
(
R2|A22
)
p (A22), after transform-
ing A11|22 into A11(I − R2), the joint density
p
(
A11,A22,R2
)
= p
(
A11|22
)
p
(
R2|A22
)
p (A22)
can be calculated.1 After integrating this density function
over R2, the joint distribution of two complex Wishart
distribution p(A11,A22) can be written in the following
form
p (A11,A22) = etr
(
−nΣ
−1
22 A22 +Σ
−1
11 A11
I−P2
)
0F˜1
(
m,m2A1/211 Σ
−1
11.2Σ12Σ
−1
22 A22Σ
−1
22 Σ21Σ
−1
11.2A
1/2
11
)
n2mn|A11A22|n−q
|Σ11Σ22|n|I − P 2|nΓ˜q(n)Γ˜q(n)
. (1)
Here,P2 = Σ−1/211 Σ12Σ
−1
22 Σ21Σ
−1/2
11 , 0F˜1(n,Ψ) is the
complex hypergeometric function of matrix argument [4]
1The proof of this distribution for the real case can be found in [2]
and [3].
Figure 1. Comparison of theoretical pdf (1) with his-
togram of simulated data with different correlation and
the number of samples scenario. Images are obtained
from simulated data and the over plotted counters are ob-
tained form the simulated data.
0F˜1(n, t) =
‖t(m−n+i−1)/2j In−m+i−1(2
√
tj)‖mi,j=1Qm
i<j(ti−tj)
×(−1)m(m−1)/2∏mk=1(n− k)!, (2)
where t are the positive eigenvalues of the complex her-
mitian matrix of Ψ and Γ˜q(n) is a complex gamma func-
tion
Γ˜q(n) = piq(q−1)/2
q∏
i=1
Γ(n− i+ 1). (3)
It is clear that (1) is valid for 0 < P2 < I, which means
that both P2 and I − P2 are positive definitive. When
Σ12 = 0, then A11 and A22 are independent. Regarding
the dimension of multi-temporal images it is not easy two
visualise the proposed distribution cause we will demon-
strate (1) in the case of m = 1, see Figure 1. It can be
proved from [5] that for m = 1 joint probability density
p(A11,A22) converges to bigamma distribution.
2. CHANGE DETECTION DECISION STATIS-
TICS
In previous section, to investigate the temporal behaviour
of polarimetric data, the joint density functions of polari-
metric temporal images were derived in the context of
multi-channel SAR systems. In this section, previous re-
sults are used with the aim of change detection.
In probability theory, KL-divergence test is used as a
measure of the difference between two probability dis-
tributions with following algorithm
∫
log
[
p(A11, A22)
p(A11), p(A22)
]
p(A11, A22)d
−→
A. (4)
Here, p(A11) and p(A22) are marginal densities of the
m2 complex element vector obtained by stacking the
columns of A11 and A22 respectively. After substitut-
ing (1) and the marginal distributions of A11 and A22 in
(4), we can obtain the following decision statisting Dn
regarding to KL-divergence test.
Dn(Σ11,Σ22,Σ12) = 〈log(0F˜1(n, t))〉 − n log(|1− P |)
−tr
(
− 2nPI−P
)
(5)
where 〈.〉 and |.| indicate the expectation and the determi-
nant operator respectively. Regarding (5), it can be seen
that decision statistics is directly related correlation infor-
mation between multi-channel images.
As expected, the proposed change detection algorithm
is a decreasing function regarding the dimension of the
multi-channel SAR system. Which can be a advantage
in comparing the different system configuration perfor-
mances in change detection, especially in polarimetry, we
can see the contribution of the different channel in change
detection analysis.
3. COMPARISON WITH OTHER CHANGE DE-
TECTORS
In this section, the performance of the proposed algo-
rithm is compared with other two well-known change de-
tection statistics known as ML Ratio [6] and the Ratio-
Edge statistics [7]. These two change detection statistics
are very powerful and easy to implement techniques.
For example, the probability of the detection that there is
a change is a function of the detection threshold T , that
can be obtained as
p(Dn ≤ T ) =
∫ T
0
pDn(x)dx (6)
with the following binary hypothesis test:
Ho (presence of change) : Dn ≤ T
H1 (absence of change) : Dn > T .
Expressions for the probability of detection (pD) and of
false alarm (pFA) can be defined by two following prob-
abilities
pD = p[accepting H0|H0 is true]
pFA = p[accepting H0|H1 is true].
Thus, for each value of T , there exists a pair (pFA, pD).
The curves of pD versus pFA called Receiver Operating
Characteristic (ROC) curves are analysed in the follow-
ing example for three change statistics algorithm called
as KL-divergence (the proposed technique, Dn), Ratio-
Edge and ML-Ratio statistics. However, it is difficult to
compare the performance of different techniques cause
the ROC curves are related to the selected threshold. Be-
cause of this amplitude normalisation (unity intensity)
should be applied to simulated data.
In Fig. 2, ROC curves are represented for three differ-
ent techniques with different number of looks. For small
number of looks, the proposed detector has a better per-
formance than other two detectors. Moreover, it is in-
teresting to see that these three approaches have similar
performances for larger number of samples2. Regarding
simulated data, this can be explained by that increasing
the number of samples causes more strong estimation.
Figure 2. Comparison of three decision statistics with
different number of samples.
For a probability of error of ROC curves, Pe =
1−PD+PFA
2 , below 0.2, it is more interesting to use KL-
divergence test statistics instead of other two detectors,
see Figure 3. It is interesting point of view to evaluate the
threshold to be applied to obtain the best tradeoff between
detection and false alarms. The best value for threshold is
to be found at the minimum of the curves. In this case, it
is interesting to see that KL-divergence and the ML-ratio
detectors have a similar behaviour for selected thresh-
old, whereas KL-divergence and the Ratio-Edge detec-
tors have very different behaviour versus threshold.
Figure 3. Probability of error for different detectors re-
garding selected threshold.
Unfortunately, in real data as indicated in [8], the perfor-
mance of the detectors can be shown with different per-
2However, increasing the number of sample can not guaranteed bet-
ter estimation in real SAR images if the local stationary condition is not
supplied.
formances cause threshold is very sensitive to noise and
fluctuations.
4. CONCLUSION
A new joint distribution and a change detection deci-
sion statistic has been proposed for multi-channel tem-
poral SAR Images. A new algorithm for change detec-
tion, which is based on KL-divergence test, has been in-
troduced. The proposed algorithm uses mutual informa-
tion of temporal images to evaluate their dependence of
each other. The proposed detector has been compared
to the classical change detector regarding simulated data
and has been shown to have a more robust behaviour than
the classical algorithms. However, true evaluation of the
proposed algorithm will be done with real data, and is an
area of future research of proposed techniques.
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