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In this work, we introduce machine learning methods to implement readout of a single qubit
on 171Yb+ trapped-ion system. Different machine learning methods including convolutional neural
networks and fully-connected neural networks are compared with traditional methods in the tests.
The results show that machine learning methods have higher fidelity, more robust readout results
in relatively short time. To obtain a 99% readout fidelity, neural networks only take half of the
detection time needed by traditional threshold or maximum likelihood methods. Furthermore, we
implement the machine learning algorithms on hardware-based field-programmable gate arrays and
an ARM processor. An average readout fidelity of 99.5% (with 105 magnitude trials) within 171 µs
is demonstrated on the embedded hardware system for 171Yb+ ion trap.
I. INTRODUCTION
Quantum computer [1, 2] requires high-quality quan-
tum logic gates, including high accuracy qubits opera-
tions and readout. Fast and high-fidelity readout [3] of
quantum states [4] is essential for fault-tolerant quantum
computation. The state (bright/dark) of a trapped ion
is derived through the qubit readout process.
Traditional methods for qubit state discrimination
like the threshold method, maximum likelihood [5] or
adaptive maximum likelihood [6] cannot guarantee high-
accuracy readout within short detection time. The
threshold method simply discriminates a qubit state with
the sum of photon counting sequence, regardless of the
inner patterns of data sequences. However, the state
flip caused by long-time laser interaction during state de-
tection, which makes the bright state of 171Yb+ ‘jump’
to the dark state, is hardly recognized by the threshold
method. The maximum likelihood method has the ability
to recognize state flips during the detection period, there-
fore guarantees higher discrimination accuracy. However,
detection time consumption for the statistical process of
the maximum likelihood method is large. Furthermore,
the threshold and maximum likelihood methods grasp
relatively few inner patterns or little information con-
tained in photon counting sequences, which makes them
hard to guarantee high accuracy within shorter detection
time.
With recently popular machine learning tools [7], we
design methods to guarantee both low time consumption
and high fidelity readout on ions trap system. Exper-
iments have shown that machine learning methods like
neural networks are good at capturing features and pat-
terns in a sequence of data. We experimentally tested our
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proposed machine learning assisted single qubit readout
methods on a trapped 171Yb+ ion, and obtained faster
and higher fidelity readout than traditional methods.
Real-time state discrimination is important in applica-
tions like fast feedback control of quantum state opera-
tions. Considering that the field-programmable gate ar-
rays (FPGA) [8] based system has the ability to process
data faster [9], we implement real time state discrimi-
nation with machine learning algorithms on an embed-
ded hardware system instead of traditional CPU/GPUs
implemention [10]. We apply FPGA-based preprocess-
ing and ARM-based feedforward neural networks for fast
qubit readout. The time property and fidelity are ex-
perimentally measured on our embedded hardware qubit
readout system. In recent researches, machine learning
method has also been applied in multi-ion states read-
out [11], to reduce the crosstalk error between different
qubits. Algorithms including support vector machine are
applied in classification of quantum measurement tra-
jectories for improving qubit measurements in supercon-
ducting systems [12]. As the machine learning algorithms
are compatible with our current work, fast and high fi-
delity multi-qubit readout can be realized in the future.
II. MACHINE LEARNING METHOD FOR
QUBIT READOUT IN ION TRAP
The energy levels we use in 171Yb+ radiofrequency
Paul trap [13] are 2S1/2 |F = 0〉 as the dark state and
2S1/2 |F = 1〉 as the bright state, as shown in Fig. 1(a).
The magnetic dipole transition between these two en-
ergy levels is corresponding to the 12.6 GHz microwave
[14] operation. The 369.53 nm detection laser can
arouse resonance between two states: 2S1/2 |F = 1〉 ↔2
P1/2 |F = 0〉. A state flip could be caused by a mi-
crowave pi/2-pulse. The excited state 2P1/2 |F = 0〉 will
keep a spontaneous radiation process to emit fluores-
cence, which could be detected by the photomultiplier
tubes (PMT). However, the state 2S1/2 |F = 0〉 cannot
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FIG. 1. Energy levels and single qubit readout on 171Yb+
trapped-ion system. A laser of 369.53 nm is used to excite
the bright state 2S1/2 |F = 1〉, so as to spontaneously radi-
ate fluorescence, which could be collected via a NA=0.4 lens
and detected by a following photomultiplier tube (PMT). The
output of PMT is processed to be photon counting numbers
for the purpose of ion state (also called qubit) discrimination.
be excited because of the 12.6 GHz detuning. The read-
out process of single qubit is shown in Fig. 1(b). We
experimentally use an objective lens with NA=0.4 for
detection of photons.
Visualized results of single qubit readout are shown in
Fig. 2. We experimentally measure dark state and bright
state 10 times each with PMT, to get 100 sub-bins (3 µs
per sub-bin) data sequence each time. These sequences
are raw data used to determine whether it is a dark or
bright state qubit.
Machine learning methods are proved to have promi-
nent effects on applications like sequence data classifica-
tion. We test several machine learning methods including
fully-connected neural network (NN), convolutional neu-
ral network (CNN) [15], recurrent neural network (RNN)
[16], support vector machine (SVM) [17], logistic regres-
sion [18], K-neighbors classifier [19] and decision tree
classifier [20] to compare with traditional methods like
threshold method and maximum likelihood method [6].
Fig. 3 shows the architecture of 1D CNN we applied
for experiments, similar with LeNet-5 [21]. It has two
convolutional layers, two pooling layers and two fully-
connected layers. The dimension of input is 100×1
(downsampling into 50×1, 25×1 through max-pooling of
size 2×1 after each convolution). The first convolutional
layer has 16 feature maps of size 100×1, with convolu-
tion kernel 5×1. The second convolutional layer has 32
feature maps of size 50×1. Neural units in the fully-
connected layer and the output layer are of size 240 and
size 2, respectively. For gradient descent process, the
AdamOptimizer [22] is applied with the decayed learn-
ing rate of 1× 10−3 ∼ 1× 10−4, so that the model could
be trained to reach optimum within 2×105 samples. The
loss function we apply in our model is the absolute dif-
ference between output inferences and target labels (with
similar learning effect as cross entropy loss in our model)
as Eq. (1)
Loss =
∑
x∈X
abs(yx − yˆx) (1)
where X is the set of input photon counts sequences, yx
is the output inference values of neural network and yˆx
is the true label of the corresponding input sequence.
Structures of the other machine learning methods are
not further described here, but they are all experimen-
tally optimized. Inputs of machine learning methods are
original photon counting sequences, which are 100 sub-
bins counts in detection for each state. Training data
is generated directly on the experiment systems. With
fast preparations of bright and dark states on ions trap,
we can obtain a large batch of training data in a short
period of time. After training the CNN model with ex-
perimental data, we use it to classify the states generated
in experiments afterward. The outputs of CNN are labels
of bright or dark states. Therefore, CNN is an end-to-
end model for qubit discrimination, as well as the other
machine learning methods.
We experimentally tested our proposed machine learn-
ing methods and traditional methods. As shown in TA-
BLE I, among all machine learning and traditional meth-
ods, CNN method achieves the highest accuracy rate and
relatively robust performance with the input of 100 sub-
bins photon counts data. To investigate the time prop-
erty of different methods, a test with a dataset of 2×105
samples were undertaken for each method. The time con-
sumption of CPU computation for qubit discrimination
is also shown in TABLE I. The faster the inference pro-
cess needs, the sooner we can get the states of the ion.
Traditional methods like maximum likelihood need long
computation time for complete numeric statistics of pho-
ton bin counts to keep high accuracy. However, most
ML methods demonstrate a lower demand on compu-
tation time, except for RNN and K-neighbors Classifier
methods. With a significantly higher accuracy of qubit
discrimination, CNN and fully-connected neural network
methods only need relatively short computation time,
which makes them promising for fast readout and feed-
back control of single qubit. We will further speed up the
TABLE I. Comparison of accuracy and inference time of dif-
ferent single qubit discrimination methods
Methods Accuracy(%) Time(seconds)
Threshold 99.248±0.07 1.563
Maximum Likelihood 99.311±0.12 4678.839
Fully-connected NN 99.411±0.13 2.865
CNN 99.413± 0.10 7.065
RNN 99.364±0.10 914.113
SVM 99.341±0.10 4.282
Logistic Regression 99.123±0.11 4.137
K-neighbors Classifier 92.125±0.14 3965.299
Decision Tree Classifier 98.010±0.30 1.504
3FIG. 2. Single qubit dark states readout and bright states readout on the 171Yb+ trapped-ion system. The diagram shows
10-time readout experiment for both dart state (0-9) and bright state (10-19) sequences, each with photon counts in 100
sub-bins.
neural network method with hardware implementation in
Section III.
Fig. 4 shows the relationship between infidelity (=1-
fidelity) and the number of sub-bins (fixed sub-bin time)
for CNN and two traditional methods. To achieve 99%
accuracy, only 43 sub-bins (∼ 129 µs) are needed by CNN
method, while the threshold method needs 80 sub-bins
(∼ 240 µs). The proposed CNN method only needs half
the amount of data needed by traditional methods to
guarantee the same accuracy, which significantly reduces
the detection time needed by qubit discrimination. With
fewer bins data, ML methods could make qubit discrim-
ination process even faster. Additionally, the error bars
in the diagram confirms the robust performance of CNN
compared with the other two methods, which is essential
for high-fidelity one-shot single qubit readout.
III. EMBEDDED QUBIT READOUT SYSTEM
To discriminate the state in real time with single shot
readout, we need to record the photon counts and con-
duct the feedforward neural network algorithm in each
detection. Special hardware is needed to support this
feature. The overall computation process is embed-
ded into the chip Zynq-AX7020, which has an ARM
FIG. 3. Architecture of CNN for single qubit readout in test.
The 1D CNN has two convolutional layers of kernel 5 × 1,
two max-pooling layers of size 2× 1, and two fully-connected
layers of 240 and 2 units respectively. For the two units of
output layer: y1 and y2, if y1 > y2, the state is inferred as
bright state; otherwise, it is a dark state.
(Cortex-A9, 767 MHz) processor and FPGA (XC7Z020-
2CLG400I). The Transistor-Transistor Logic (TTL) sig-
nals from PMT are directly sent to the chip. Two main
functions are accomplished on chip: (1). signal transfor-
mation from TTL to digital photon counts and its stor-
age on registers; (2). the feedforward neural networks
implementation on ARM with FPGA computation ac-
celeration. With the above settings, the average process-
ing time for single sample discrimination is significantly
decreased.
The diagram of the embedded system on Zynq-7000
development board for fast qubit readout is shown in
Fig. 5(a). A frequency divider and an analog-to-digital
counter for TTL signals are implemented on FPGA
through hardware programming. Experimentally, we set
the sub-bin time to be 30 µs instead of 3 µs used in
the simulation tests above, to achieve faster qubit dis-
crimination. Correspondingly, the number of input units
becomes 10 instead of 100 to keep the total bin time
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FIG. 4. Infidelity of single qubit readout with different num-
ber of sub-bins in test. The proposed CNN method can
achieve 99% accuracy within 43 sub-bins (∼ 129 µs), while
threshold and maximum likelihood methods need more than
80 sub-bins. And CNN has more robust readout performance.
4Ion Trap
PMT
Fluorescence
Register
AXI
PS (ARM)
Counter
Frequency Divider
CLK1 (100 MHz)
RESET
RESET
RESET
(33.3 kHz) CLK2
CLK2 (33.3 kHz)
GATE
GATE
ZYNQ 7000 Soc
PL (FPGA)
Feedforward Neural Network
Count Values
CPU Read
Qubit State Signal
 
Output PIN
CPU
  Neural NetworK Back Propagation
Load Weights and Bias
GATE
STATE
PMT
CLK1 (100 MHz)
0 1 2 0 1 0 0 0 1 3
Gate
CLK1
(100 MHz)
 CLK2
(33.3 KHz)
PMT
Count
(a)
(b)
FIG. 5. The diagram of fast qubit readout system in ex-
periment. (a) Scheme of overall system. The inputs of our
proposed embedded qubit readout system are TTL signals
from the PMT, which is acquired through detecting the bright
state fluorescence in the ion trap system. The gate signal is an
enable/disable signal to control the counting process. A fre-
quency divider and a counter are implemented on FPGA and
the implementation of a feedforward neural network is pro-
grammed into ARM. Every time the counter counts a photon
number in a sub-bin time, PL triggers an interrupt to stop the
loop of software program in PS and sends the number through
registers to PS. Parameters of weights and bias of the neu-
ral network are pre-trained on a CPU or GPU and loaded on
Zynq development board. Whenever PS receives a signal of
the end of a bin time, it automatically starts the inference
process and outputs the state of the ion to the pin. (b) Wave-
form sequence diagram of controlling signals in experiment.
The 33.3 kHz clock is generated from the 100 MHz system
clock, serving as the controlling signals of the counter. The
extraneous 1.67 kHz gate signal sets the time window (300 µs
high-level voltage for detecting time) of single-sample photons
counting, and it is the controlling signals of both the counter
and the frequency divider. Each rising edge of PMT signals is
detected to be one photon count within one-sub-bin time 30
µs, which is in accordance with the period of generated 33.3
kHz clock.
unchanged. Our tests show that, to some extent, merg-
ing of inputs does not significantly decrease the effects
of neural networks for qubit discrimination. The system
clock for the programmable logic unit(PL) is 100 MHz
(∼ 10 ns). The frequency divider transforms this clock
to be around 33.3 kHz clock, which is used as a sampling
clock to record photon counts within sub-bin time 30 µs.
As shown in Fig. 5(b), the 33.3 kHz clock is generated
from the 100 MHz system clock on board through the
frequency divider, starting from the positive edge of the
gate controlling signal and ending with the negative edge
of the gate signal. The maximum asynchronous error of
the generated clock and the gate signal could be no more
than 10 ns, which is the period of 100 MHz system clock.
The generated clock, together with the gate signal, con-
trols the time bin of counter. The falling edge of the gate
signal will trigger an interrupt for the ARM to start the
inference process and output the state of the ion.
The feedforward implementation of the fully-connected
neural network with two layers of size 20 and size 2, re-
spectively, and with rectified linear unit (ReLU) [23] as
activation function, is set on the processing system core
unit (PS). ReLU(x) = x when input x > 0, otherwise
ReLU(x) = 0. The weights and bias parameters are
pre-trained through the backpropagation [24] process on
CPU with a neural network exactly the same as the feed-
forward implementation on the PS. The AdamOptimizer
is used for training this fully-connected neural network
with the decayed learning rate of 1 × 10−3 ∼ 1 × 10−4.
After it is trained to be optimal with about 2× 105 sam-
ples, the weights and bias parameters are stored into files,
to be loaded on the development board for inference pro-
cess.
IV. EXPERIMENTAL RESULTS
We experimentally test the methods above, using an
oscilloscope to display the detection results of qubit read-
out in Fig. 6. A bright-state/dark-state crossfade se-
quence is prepared with microwave pi/2-pulse in the single
trapped ion system, as shown in Fig. 6 (a). The detection
of bright state is set to output a spike pulse signal after 5
sub-bin photons counting and 21 µs inference time. The
signal is actually a triple 1 µs pulse following the high-
level gate signals, seen more clearly in Fig. 6(b). The
zoom in readout result of single sample qubit readout for
bright state and dark state is shown in Fig. 6(b, c), with
extra signals of each counting period (five red pulses).
We could derive that the inference time for each sam-
ple is around 21 µs on the embedded system, as mea-
sured in Fig. 6(b). However, the average inference time
with CPU/GPUs on PC is 72 µs in TABLE II, not to
mention the considerable time consumption on commu-
nication between the PMT counter and the computer.
Therefore, the embedded hardware implementation of
fully-connected neural network method has a speed-up
of over 3 times in comparison to general systems. The
total time consumption for single sample qubit readout
is about 171 µs (5 bins × 30 µs/bin + 21 µs = 171 µs).
As there is a saturation power for detecting the ion flu-
orescence, we might choose the optimum excitation laser
power for detection. The detected fluorescence photon
counting rate n with excitation power P is
n(P ) = n0
x
1 + x
= n0
P/P0
1 + P/P0
,
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FIG. 6. Detection signals measured by an oscilloscope. (a)
Experimentally readout of a crossfade bright/dark states se-
quence, with 7 states in scope and 5 detection sub-bins for
each state. (b), (c) Zoom in signals of a dark state and a
bright state, respectively. The yellow rectangular wave is the
high-level gate signals of 160 µs (> 30 × 5, to make sure of
5 detection bins), the red 1 µs pulse inside gate signal is the
sampling clock sign for each sub-bin. The green triple pulse
right after the high-level gate signal in (b) is the signal of
bright state, without which it indicates a dark state.
where P0 is saturation power, n0 denotes saturation pho-
ton counting rate. In our setup, P0 is measured as 2.91
µW, and n0 is 1.39 × 105 counts per second. The per-
formance of fully-connected neural network with different
numbers of sub-bins on hardware (fewer than 10) and dif-
ferent powers of incident 369.53 nm laser in trapped ions
cavity is shown in Fig. 7. The best accuracy of 99.53% is
achieved with the incident laser power of 2.95 µW. More-
over, a faster qubit readout with only 2 sub-bins data as
input could be achieved using a stronger laser of 5.90
µW, as well as maintaining the fidelity higher than 99%.
Comparisons of the onboard fully-connected neural net-
work method and the threshold method for single qubit
readout are shown in Fig. 8, with incident laser power
of 2.95 µW and 5.90 µW respectively. The rise of in-
fidelity for threshold method with more sub-bins shows
that the dark state has larger chances to be excited into
bright state with larger incident laser powers like 2.95
µW and 5.90 µW rather than using 1.26 µW as usual.
More importantly, the robust performance of neural net-
work method proves that it could capture these states
transformation features, which is reflected by the pho-
ton counts sequence, in the process of state inference.
Considering time property, fidelity and robustness, the
best performance is achieved by the fully-connected neu-
ral networks on board with 5 sub-bins (30 µs for each bin)
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FIG. 7. Infidelity of single qubit readout with different
incident laser powers using fully-connected neural network
method. Comparison of incident laser powers of 1.26 µW,
2.95 µW and 5.90 µW is shown. The laser power of 2.95 µW
has the best performance of 99.53% with only 5 bins (∼ 150
µs detection time).
data as input variables and 2.95 µW 369.53 nm detecting
laser in system.
TABLE II. Time property of different computation architec-
tures for single sample qubit discrimination
Computation Time(ms)
Architectures Loading files Inference
CPU+GPU (Test) 0.42 0.072
ARM (Test) 91.2 2.7
ARM+FPGA (Test) 2.2 1.1
ARM+FPGA (Experiment) — 0.021
The time property of different computation architec-
tures for single qubit discrimination of one sample is
shown in TABLE II. All architectures have realized the
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FIG. 8. Comparison of fully-connected neural network
method with threshold method and maximum likelihood
method for single qubit readout with incident laser power of
2.95 µW and 5.90 µW. With the laser power of 2.95 µW, the
fully-connected neural network method achieves the highest
fidelity overall; with the laser power of 5.90 µW, the fully-
connected neural network method shows higher fidelity and
more robust performance than threshold method and maxi-
mum likelihood method.
6function of a feedforward fully-connected neural network
with 10 input units, as described above. As shown in
Fig. 5, the files containing weights and bias of the neural
network are loaded into the computation modules, in-
cluding GPU (test) and ARM (test/experiment). Then
the computation of neural network inference is accom-
plished on these architectures. The three tests are im-
plemented with data files of digital photon counting se-
quences, derived through measurements of ion state be-
fore the tests; the experiment with ARM and FPGA on
the Zynq-7000 development board is implemented with
PL part for processing raw inputs of PMT signals from
the physical system, which are analog instead of digital
ones. In other words, ARM+FPGA in test only use the
PS part of system in Fig. 5, while ARM+FPGA in exper-
iment use both PL and PS parts. And FPGA in test is
for acceleration of the PS computation process, different
from in experiment.
V. CONCLUSION
To conclude, for single qubit readout in trapped ions
system, we can achieve 99.5% fidelity within around
171 µs per sample, using FPGA and ARM-based fully-
connected neural network method. Moreover, a higher
fidelity and more robust performance could be achieved
with convolutional neural networks and more sub-bins.
Generally, the machine learning methods are applied
to grasp more detailed features of photon counting se-
quences for a higher discrimination accuracy with shorter
detection time; while the FPGA and ARM processor
based hardware provides a faster process of neural net-
works inference. Furthermore, our embedded qubit read-
out method could be extended to synchronous multi-ions
states readout and fast feedback control of qubit states in
trapped-ion systems, which is promising for more flexible
quantum gates operations in the future.
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