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Abstract. In this paper we introduce our approach to developing a
robotic guide, taking a broad view to account for advancements in safety,
verification, behavioural psychology, natural language, and cognitive neu-
roscience. We describe a novel scenario, whereby robotic assistants are
required to ask for assistance to operate a lift, and results from a pre-
liminary investigation into floor verification using readily-available in-
formation. The aim being to create assistive robots that can naturally
integrate into existing infrastructure.
1 Introduction
For assistive robots (in roles such as carers, guides, companions, and assistants)
to be most effective, they will need to seamlessly integrate into the human-
centric environments we have designed, interacting through natural communica-
tion methods, whilst being safe, reliable, and trustworthy. The ROBO-GUIDE
(ROBOtic GUidance and Interaction DEvelopment) project is an interdisci-
plinary project bringing together engineers and scientists working in computa-
tional neuroscience, control systems, formal verification, natural language, and
psychology, to address how such a system can be designed and built with a view
of complete system integration. The aim of this project is to develop a guide
robot that can navigate inside a large working building, filled with people who
are not, on the whole, familiar with robotic technology, and to do so in a safe,
and reliable way. As the robot is relied upon to assist others, it is also important
that interactions are natural and engender trust.
A novel scenario, which we are investigating in our current work, is how the
robot navigates between floors using a lift. This is a particularly interesting,
multifaceted challenge, in which the importance of an integrated approach is
exacerbated. The robot is required to: navigate into and out of the lift safely,
and in a timely manner, without causing injury or damage; interact through
natural means with other lift users to request assistance in controlling the lift
in a way that elicits assistance; operate in a trustworthy and reassuring manner
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around others in the closed and close-proximity environment; reliably identify
floors in the building in order to correctly navigate to its destination, using
existing information designed for human navigation; recall other users and tailor
its interactions to further engender trust.
These issues all have relevance, in some form, to the wider field of assistive
robotics, including for guides, couriers, carer, and companion robots. For ex-
ample, Rosenthal et al. [13] show the importance of a symbiotic human-robot
relationship, whereby a robot that asks for assistance from a human can com-
plete its role more efficiently; Dixon et al. [5], highlight the need for formal
verification in assistive robots to ensure safe operation, and engender trust; and
Kulyukin [8] examines the appropriateness of natural language as an interface
for interaction with assistive robots, and identifies the potential for its use in
partially autonomous robots requiring some human intervention.
In the remainder of this paper, we describe these key concepts in more detail,
and present initial results from an experiment to investigate how confidently the
robot can identify a particular floor within a building, from a combination of
readily-available human and robotic navigational information.
2 Considerations for a guide robot
For this application, we have selected to use the Pioneer LX from Adept Mo-
bileRobots1. This is an extendible, wheeled platform with a 13 hour run time,
laser scanner for indoor mapping and navigation, proximity and impact sen-
sors, speech synthesis software, and autonomous charging capacity, which lends
itself well to the application. In the following sections we outline some of the
major considerations for the robot-guide task, with particular reference to this
platform, and our approaches to them.
2.1 Navigation
In order for a robot to navigate within a building, it has to be able to map the
building, locate itself on the map and avoid obstacles while moving. However,
these are well-researched issues, and so not the focus of our attention. We have
used the inbuilt mapping, navigation, and obstacle avoidance software provided
with the Pioneer LX.
2.2 Safety
Any system that is deployed in and around members of the general public must
be verifiably safe in its operation. In order to show that a system is safe to
operate within a given environment a safety case can be constructed [10], which
produces an argument that demonstrates why a system is safe to operate in
those particular conditions; this can be presented using Goal Structured Notation
(GSN) [7].
1 http://www.mobilerobots.com/ResearchRobots/PioneerLX.aspx
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In the case of a robot guide, it is especially important to be able to argue why
the robot is safe: it will lead guests through the building and have to navigate
past other, potentially uncooperative, members of the public. In order to under-
stand the robot, we must understand the boundaries of operation, to understand
how it must behave within the environment. This will involve developing an un-
derstanding about the operational requirements of the robot.
In the intended application, a key concern for safety will surround the robot’s
interaction with humans, especially the general public. As such, we are develop-
ing safety patterns for use in the design of such systems [1].
2.3 System verification
To perform its task, the robot will need to make a number of decisions about how
to act in the environment. It is important that these decisions be verified against
a specification of how the robots is expected to perform [1]. This specification
needs to be derived from the perspective of both operational safety and task
performance.
The previous section introduced the safety challenges faced by the robot,
particularly with regard to its close proximity to unsuspecting humans. Once a
software suite is deployed to the robot a significant amount of testing is required
to ensure it performs safely. However, due to the complex and unpredictable
nature of the environment it is not possible to perform a fully exhaustive set of
tests. Therefore, in addition to physical tests, it is necessary to formally verify
the decision making of the robot to ensure that it will never intentionally act in
an unsafe manner.
Once safe operation of the robot can be guaranteed, attention must turn to
its performance of the task. A particular challenge faced by the robot is the need
to use a lift to change floors. This is made even more complex by the fact that
the robot cannot operate the lift itself, but must ask for human assistance. It
is perfectly plausible, therefore, that the robot finds itself on an incorrect floor.
Once again, it is necessary to formally verify the decision making of the robot
to ensure that if this happens, it is able to recover the situation.
It is important to consider both safety and performance when verifying the
decision making of the robot as otherwise it is possible for one to dominate. For
example, a perfectly safe robot may simply decide to park itself in the corner of
a room so as not to pose a hazard to anyone, but of course it will likely never
achieve its goal2. Conversely, a goal driven robot may drive the fastest route to
the goal without stopping for anyone, but this is likely to cause harm to at least
one person! The perfect robot would achieve a balance somewhere between these
two.
2.4 Human-robot interaction: promoting helping behaviour
In addition to safely operating around humans, a guide robot is also required to
appropriately interact with them. Whilst the core application is to assist other
2 with the exception of the goal park in the corner of the room
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building users, it will also need to request assistance, for example to open doors
or operate the lift. How will the robot get help from humans in these situations?
How will the ambiguity involved in these scenarios be overcome in order that
humans near the robot understand that it requires help, and more importantly
feel comfortable and safe helping it? To begin to answer these questions we
explore insights from social psychology, focusing on factors of user trust and
situational ambiguity.
Successful interpersonal cooperation identifies trust as its foundation [9], as
the successful completion of tasks involving two agents requires that both indi-
viduals trust each other. This human-human theory of cooperation has analogues
in trust promotion within HRI [6]. We are aware that interaction with robots
in cooperative environments may present a novel scenario for many people, and
from this potential ambiguity could arise in which the human is unsure how to
approach or assist the robot. Ambiguity in helping scenarios results in substan-
tial detriment to pro-active helping behaviour [4]. In order that our robot be
aided most effectively by humans around it we must consider just how trustwor-
thy our robot is perceived to be in order that not only is helping behaviour freely
given by human agents, but also that such helping behaviour is given comfort-
ably by the human. The ROBO-GUIDE platform will therefore be required to
communicate a clear plan or intention of its task to reduce ambiguity, as well as
allow a human to understand in as clear a way as possible its limitations and
its requirements for help. As such the robot will be designed to influence its
perceived trustworthiness using a combination of affective and cognitive trust
markers [9] in the language it uses to convey its intentions; for example by using
friendly statements, and clearly communicating its aims, Please follow me; I am
here as your tour guide [3].
2.5 Natural language for interacting with mobile robots
To facilitate such human-robot interaction, we chose to use speech as the most
natural form of human communication. Although not always the ideal interface
for interacting with robots there are a number of advantages for speech as a
communication channel: it requires no special training, is high bandwidth, and
hands-free, all of which make it attractive for control applications [2]. Previous
work on natural language and mobile robots has mainly focussed on command
systems where users can convey instructions for the robot to perform. However,
in our project the robot has a different role: instead of receiving commands
and instructions, the robot should use language spontaneously and naturally as
part of navigating around a busy working environment. Ideally the robot should
interact with humans in the vicinity to assist with tasks such as opening doors
or operating the lift.
In addition to using speech to communicate with other building users, there
are situations wherein the robot can use speech to communicate with other de-
vices via existing human-machine interfaces. One such example is the lift used
in our current experiments, which announces both the floor and direction of
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travel. In our initial experiments we train a speech recognition system to recog-
nise the announcements given by the lift. We describe the speech recognition
system setup that we use and present evaluation results in Section 3.2.
2.6 Memory
During the course of its role, the robot is likely to encounter the same individuals
on a regular basis. To enable it to tailor its actions, the robot should have
the ability to learn about these individuals and recall pertinent information.
This will help raise efficiency, and possibly improve the interactions discussed in
sections 2.4 and 2.5. In related work we are investigating human memory systems,
which allow the efficient storage and recall of past events and experiences. These
memories, can be recalled at short notice and used to make predictions about
future events, which can then be used to guide behaviour. The development of
similar, synthetic memory systems will endow robots with the ability to store
their previous experience and use this to make inferences about current and
future events. These inferences can then be used by the robot to autonomously
adapt its behaviours to deal with different situations and environments. This
will form the basis for a more complete social interaction.
Human memory performs complex processes, encoding, retrieving and stor-
ing information from multiple sensory streams, for example an object can be
remembered from its properties, which could include appearance, smell, taste
and texture. The formation of memories therefore requires a fusion of multiple
sensory inputs. Thus, the design and development of robust synthetic memory
systems should replicate multi-sensory fusion of information from all the avail-
able sensory modalities on the robot platform, for example odometry, touch,
vision and sound.
As a first step the multiple sensory inputs of the Pioneer robot will be used to
generate memories during exploration of a local environment. The robot will then
navigate around the same space using both the built-in mapping and synthetic
memory systems. The combination of these systems is expected to improve the
navigational accuracy of the robot, especially in dynamically changing and novel
locations, as the current sensory information can be used to recall memories and
increase location inference. A further development will utilise the synthetic mem-
ory system, with visual and audio input and output, to recognise and interact
with humans during exploration and navigation. This will provide a foundation
for the development of human-robot interaction based on bio-inspired memory
storage and recall.
3 Preliminary experiment
In the remaining sections we present a preliminary investigation into the ability
of the robot to identify which floor of the building it is on3 , using information
3 Our experiments are based around the lift in the Pam Liversidge Building at The
University of Sheffield. Floors are alphabetically labelled, from the ground up, and
include floor ’C+’ due to a neighbouring mezzanine level
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readily available to it. The data comes from three sources: an on-board micro-
phone, which can detect announcements made within the lift; visual inspection
of the floor signage outside the lift; and map data previously collected from each
floor of the building. These three sources are available to the robot at different
times: whilst travelling within the lift; once the lift doors have opened, or from
directly outside the lift; or along the corridor away from the lift.
We analyse the ability of the robot to identify which floor it is on using
each source alone, then combine the measures using a Bayesian filter and assess
whether these available measures are sufficient for floor identification.
3.1 Vision
There is an information panel outside the lift on each floor of the Pam Liversidge
Building, shown to the left of Fig. 1. This panel indicates which floor the viewer
is currently on, and can be used by the robot to determine its location in order
to load the correct floor map. Due to the distance of the panel from the lift, and
the relatively low camera resolution, it is not possible for the robot to read the
text via an Optical Character Recognition (OCR) technique whilst still within
the lift. Instead, the distance between two blue bars, indicating the building and
current floor, is correlated with each floor.
Fig. 1 illustrates the process of floor detection based on an image of the
information panel. Firstly, the image is thresholded in the Hue-Saturation-Value
(HSV) colourspace to isolate the blue areas as a binary image. This thresholded
image is then passed to a blob-analysis routine which calculates the area and
centroid position of the two largest blobs. The distance between the blobs is then
calculated as
dscaled =
dcentroid√
Alargest
(1)
where dcentroid is the Euclidean distance between the centroids and Alargest is
the area of the largest blob. This scaling ensures the algorithm is insensitive to
the size of the information panel in a given image.
Finally, the scaled distance is compared with reference values for each floor
to produce a Probability Mass Function (PMF)
Pi =
1
ρ
|di − dscaled|−1 (2)
where di is the reference distance of the ith floors information board and ρ is a
normalisation term given by
ρ =
N∑
i=1
|di − dscaled|−1 (3)
where N is the number of floors.
Fig. 2 illustrates the PMFs for the information panel on each floor. It can
be seen that floors B-E are clearly distinguishable, however floors A and F are
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Fig. 2. PMFs for each floor information panel
easily confused. This confusion is explained by Fig. 3, where it is clear that the
blue bar highlighting floor A is not distinct from that indicating the building,
therefore the second blue blob used by the analysis is that at the very bottom
of the panel. This produces a dscaled value similar to that for floor F, leading to
this confusion.
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Fig. 3. Information panels for floors A and F
3.2 ASR of floor announcements
We collected audio in the lift using a laptop and a low-budget USB far-field mi-
crophone, the Andrea External USB Soundcard/SuperBeam Microphone Bun-
dle4, to simulate the data that might be collected by the Pioneer in real opera-
tions. In total we collected 9 minutes and 35 seconds of audio over three sessions.
During each session we travelled up and down all the floors to hear the range
of announcements that were given by the automated lift speaker. The data was
manually segmented and transcribed to separate each lift utterance from the
rest of the background sound and other noises.
The data was analysed using our speech recognition system. We used a cross-
validation approach to evaluate the output of the recogniser, using each combi-
nation of two sessions as training data and the third as the test. The recognition
system was built using the Kaldi toolkit [11], using the SGMM decoding ap-
proach [12]. The acoustic models were trained on the WSJ British English spo-
ken corpus. We used the speaker adaptation (SAT) scripts to adapt the models
to the acoustic conditions of the lift. The pronunciation dictionary was designed
to fit the phrases uttered by the lift, and the language model was created as a
constrained grammar to only allow the phrases that are uttered by the lift.
In total there were 20 direction and 20 floor announcements. For the direc-
tion announcements 17 were identified correctly, giving an accuracy of 85%. For
the floor announcements 11 were identified correctly, an accuracy of 55%. For
each announcement we obtained the n-best paths output from the recogniser.
We looked at the acoustic model scores output for each path to estimate the con-
fidence distribution for the floors or directions, and converted these into PMFs.
The PMFs for one set of announcements are shown in Fig. 4. In many cases the
values are very close, due to the level of background noise; this indicates the
high level of potential confusion in the floor identification.
4 http://www.andreaelectronics.com/
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Fig. 4. PMFs for each floor announcement
3.3 Mapping
Before the experiment, we used the onboard laser scanner and inbuilt software
(MobileEyes, Mapper 3, and ARNL Server) to map the 7 floors of the building.
The floorplan of the area directly outside the lift is identical on every floor, and
so it is necessary for the robot to leave this area before it can detect differences
in layout afforded by the various floors.
For our experiment, the robot was driven to a point just outside the lift lobby
on each floor, where it was able to detect the layout of the adjacent corridor.
A measure of confidence as to which floor the robot was on was then generated
using MobileEyes by comparing the generated laser point cloud with the pre-
recorded maps of each floor. This data was converted into PMFs in a similar
way to section 3.1, and the results are given in Fig. 5. Floors C, C+, D, and E
are similar in their layout, and this is reflected in the data.
3.4 Combined floor estimation
The previous sections have detailed processes for obtaining PMFs from various
sensors, indicating the confidence of the robot being on a particular floor. These
measurements are combined using a Bayesian filter to produce a final estimate
of the robots position. To improve this estimate it is assumed that the robot
knows the floor it is starting from precisely and is able to detect whether the
direction of the lift from the announcements with 85% confidence (i.e. there is
a 15% chance the robot will think it is going down when it is in fact going up).
Fig. 6 illustrates the execution of the Bayesian filter based on the data pre-
sented in the previous sections. It can be seen that the prior distribution indi-
cates the robot is 100% confident in its location (D Floor). After the lift begins
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Fig. 5. PMFs for each floor map
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Fig. 6. Prediction of the current floor by the robot. Initially located on D floor, trav-
elling to C floor
to move, the robots prediction of which floor it will leave on is only based on
the direction, leading to an indistinct distribution.
Once the lift stops and announces the floor, the robot is unable to precisely
distinguish the announcement between floors B, C and D. Combining this mea-
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surement distribution with the prediction, however, discounts D floor as the
robot knows this is where it started.
After leaving the lift and capturing an image of the information board, a
more distinct measurement is obtained and combined with the estimation. Fi-
nally, the robot begins to drive around the floor and assesses the validity of each
floor map, increasing its confidence further. Comparison of the individual mea-
surements with the final estimated distribution shows that the incorporation of
the additional measures has increased the robots confidence of being on Floor C
from 89% (based on the video measurement) to over 98%.
Floor A B C C+ D E F
Best Measurement 51.1% 92.7% 88.7% 93.3% 91.5% 85.0% 100%
Combined Estimate 99.7% 97.2% 98.3% 99.4% 98.3% 99.9% 100%
Table 1. Comparison of the best measurement confidence for each floor with the
estimate achieved by combining measurements
Table 1 illustrates how the floor estimation confidence compares with the best
measurement for each floor. With the exception of F Floor, which is detected
perfectly by the audio measurement, all floors show a significant confidence im-
provement by aggregating multiple measures.
4 Conclusion
In this paper we have introduced our interdisciplinary approach to the devel-
opment of a guide robot, and highlighted the dependencies between the various
areas of research. We have also described an initial investigation into navigation
between floors in a building, and our approach to floor identification based on
the fusion of readily-available indicators.
Our results show a range of success in using audio, visual, and laser data to
correctly identify the floor on which the robot is situated. In almost every case,
we have also shown how the Bayesian filter applied to all measures improves this
estimation.
In this work, measurements were taken in near ideal conditions, without
other building users interfering with data collection. This is not to be expected
in standard operation, and we are now extending the experiment described here
to investigate a broad range of realistic operating conditions.
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