We introduce and study the computational power of Oritatami, a theoretical model to explore greedy molecular folding, by which the molecule begins to fold before waiting the end of its production. This model is inspired by our recent experimental work demonstrating the construction of shapes at the nanoscale by folding an RNA molecule during its transcription from an engineered sequence of synthetic DNA. While predicting the most likely conformation is known to be NP-complete in other models, Oritatami sequences fold optimally in linear time. Although our model uses only a small subset of the mechanisms known to be involved in molecular folding, we show that it is capable of efficient universal computation, implying that any extension of this model will have this property as well.
Introduction
such that M accepts x if and only if the last period of s M folds into f .
Moreover, s can be written using less than 315 different bead types and a single attraction rule, independent from M and x. The dynamics used is the opportunistic one (to be defined).
The fact that our constructions use periodic sequences might seem relatively far from our intuitive understanding of biology. First, this restriction of our model is important to study its computational power: hardcoding constructions would indeed not yield much intuition on computation. But more importantly, this restriction can be seen as a natural system outputting many copies of a single molecule, that compute together to yield a complex result.
As mentioned earlier, our model gives us the power to choose any number of types for atomic elements. The following result shows that in this case, with great power goes great responsibility: designing the attraction rules to reach our design goal is not easy.
Theorem 2. Let l be a list of seeds and "target" paths, i.e. each element of l is a pair (σ, P ), where σ is a positioning of beads in the plane, and P is a path to be reached from σ.
The problem of designing a unique sequence s and attraction rule ♥, such that for each target (σ, P ) ∈ l, s folds into exactly P , when starting from σ using rule ♥, is NP-complete but FPT (fixed-parameter tractable).
Simplifying assumptions
The purpose of this model is not match reality, but rather to explore how the greedy nature of folding changes its computational power. For this reason, we make a number of simplifying assumptions:
• For the sake of readability, all our constructions are in the plane. However, our positive results would clearly still hold in three dimensions, and our design algorithm (Section 3) is exactly the same in 3D. Moreover, our gadgets for NP-completeness can be easily modified to prevent unwanted conformations, for example by adding inert "blockers" on a plane above and on a plane below the constructions.
• Moreover, in all problems studied in this paper, we are given the power to choose as many types of atomic components as we need (which would be amino acids or nucleotides in actual biomolecules). Although this assumption might seem highly unnatural, our goal is to try and engineer things as nature did it. We believe that, by exploring different possibilities of attraction rules between atomic components, we will get an intuition on what rules work best.
This great power also allows to divide the hard problem of designing molecules into easier problems: first design a working "theoretical molecule", and then minimize the number of component types that you need.
• Finally, our model has no notion of agitation nor of reconfiguration (change of conformation during the production process, and afterwards). Although real molecules use these mechanisms, this simplification will allow us to study the exact importance of agitation and reconfiguration in further developments of this model, by comparing them with our results on Oritatami.
Definitions and preliminaries
This section introduces the formal definition of our model.
Basic definitions
Oritatami is about the folding of finite sequences of beads, each from a finite set B of bead types, using an attraction rule ♥, on the triangular lattice of Z 2 , which is a graph G = (V, E) where V = Z 2 , and E = ∪ (x,y)∈V {(x − 1, y), (x + 1, y), (x, y + 1), (x + 1, y + 1), (x − 1, y − 1), (x, y − 1)}. A conformation of a sequence s ∈ B * is a self-avoiding path of length |s| in graph G, i.e. a path whose vertices are pairwise distinct. A partial conformation of a sequence s is a conformation of a prefix of s. For any partial conformation c of some sequence s, an elongation of c by k beads is a partial conformation of s of length |c| + k.
An Oritatami system O = (s, σ, ♥, δ) is composed of (1) a primary structure s, which is a sequence of beads, of a type chosen among a finite set B, (2) a conformation σ of a prefix of s of length at least one, called the seed, (3) an attraction rule, which is a symmetric relation ♥ ⊆ B 2 and (4) a parameter δ called the delay time.
Let O = (s, σ, ♥, δ) be an Oritatami system, and let c be a (partial) conformation of s. We say that there is a bond between two positions c i , c j of c, if c i and c j are adjacent in the triangular lattice of Z 2 , and moreover s i ♥s j .
Then, the energy level of a conformation c of s, written E(c), is the negation of the number of bonds of c. More formally, E(c) = −|{(i, j)|(c i , c j ) ∈ E and s i ♥s j }| (remark that this includes bonds with the seed σ, which is a conformation of a prefix of s).
Dynamics
The whole purpose of this study is to understand the effect of greedy folding: in other words, the effect of particular kind of dynamics on the folding of primary structures. This section defines possible dynamics precisely. Although many dynamics could be used, we chose to focus on two related dynamics, respectively called faithful and opportunistic. Although both consider a local optimization process involving only δ consecutive beads of a primary structure at a time, the details of this optimization process vary.
Oritatami considers "non-equilibrium" folding, in the sense that only the positions of the last δ transcribed beads may change (beads produced earlier stay at a fixed position). The delay time parameter δ thus acts as a kind of temperature: the lower δ is, the more stable the current possible conformations are.
Formally, a dynamics is a map D : 2 C → 2 C , i.e. a map from a set C of partial conformations of s, to a set of elongations of C by one bead. Both dynamics used in this paper depend on the primary structure and the attraction rule of the Oritatami system. In order to explain these processes easily, we consider a conformation tree, which is the tree with root σ, where each node is a conformation c, whose children are all possible elongations of c by one bead.
In both dynamics, beads older than δ steps before the current step are fixed, and other beads can still "explore" different local shapes. Although our definition of dynamics does not formally enforce this condition, we formalize it by defining dynamics working on conformations for all produced beads (including non-fixed ones), and trying different positions for the last δ ones.
If C is a set of conformations, all of the same length l, let (C) be the set of all elongations of all conformations in C by one bead, and let −1 (C) the set of all prefixes of length l−1 of conformations of C (and of course n (C) and −n (C) are the iteration of and −1 n times, respectively).
The opportunistic dynamics D op takes a set C of partial conformations of some primary structure as input, removes the last δ − 1 points from all of them, and for each resulting such prefix p computes all possible elongations by p beads, selecting the minimal energy ones.
In the conformation tree, this amounts to computing the ancestor δ − 1 levels above every conformation in C, and then selecting the minimal energy nodes δ levels below these ancestors. The formal definition of this dynamics is then:
The faithful dynamics D ff starts from a set of partial conformations, elongates each of them by one bead, and keeps those elongated conformations that are leaves of minimal energy in subtrees of depth δ of the conformation tree. The formal definition of this dynamics is then:
Discussion of the dynamics. The opportunistic strategy is oblivious in the sense that it consists of always choosing the best available positions for the last δ beads regardless of the previous choices, whereas the faithful strategy is conservative and lets the δ − 1 already placed last beads where they are and abandons the extension of a conformation if no extension with the newly transcribed bead allows to reach a lowest energy conformation available for the δ last beads.
Application of the dynamics and terminal conformations
The set S 0 of initial conformations of an Oritatami system O = (s, σ, ♥, δ) is the set of all elongations of σ of length δ − 1. For all t > 0, the set of alive conformations of O at step t under dynamics
If for all t, all conformations of S t place bead number t at the same position, O is said to be deterministic.
Remark that some partial conformations might have no elongation, even though the primary structure has more beads, due to geometrical blockings. In this case, we say that the folding fails.
How to program Oritatami
Oritatami programming is the process of designing Oritatami systems that yield a desired set of conformation. All the constructions in this paper are deterministic, meaning that they have exactly one conformation alive at the end of the dynamics.
One possible design method for deterministic systems is hard-coding, i.e. producing a target result using a primary structure with unique bead types at each position, and a maximal attraction rule containing all neighboring bead types in the target conformation. Remark that hard-coding does not always succeeds, for instance if the target conformation contains structures that are impossible to fold deterministically, such as long straight lines far away from all other beads, which both dynamics will fold into all possible shapes (because there are no attractions to constrain that folding).
However, as mentioned in the introduction, one of our goals is to produce complex shapes from periodic primary structures. One important challenge, if the target conformation is not periodic, is therefore to design sequences that can adopt different conformations, depending on the "input", as encoded by surrounding beads.
The rule design problem is a formalization of the problem of finding attraction rules such that a single sequence can, using these rules, fold into different conformations depending on the context (here encoded by "seeds"). This problem is important, as we use an algorithm to solve it in all our positive results:
Input:
a delay time δ, a list of n > 0 seeds σ 1 , σ 2 , . . . , σ n , and a list of n conformations c 1 , c 2 , . . . , c n of the same length l
Output: an attraction rule ♥ such that for all i ∈ {1, 2, . . . , n}, Oritatami system O i = (s, σ i , ♥, δ) deterministically folds into conformation c i , where s is the sequence of length l such that for all i ∈ {1, 2, . . . , l}, s i = i.
Lemma 1. The rule design problem, for delay time at least 1, is NP-complete.
Proof. We reduce from 3-SAT with n variables and m clauses to the rule design with 2n + m different conformations to be uniquely folded simultaneously. Let x 0 , x 1 , . . . , x n−1 be the variables, and F 0 , F 1 , . . . , F m−1 be the clauses of a 3-SAT formula. We will encode all 2n possible literals by distinct bead types in seeds for an Oritatami system of arity 6 and delay time 5. Then, if we are given a rule that folds all conformations obtained by our (to be defined) reduction correctly, we will set x i = true whenever literal x i is attracted to some bead type in the rule, and x i = false if ¬x i is attracted to a bead type. Since both x i and ¬x i could appear in an attraction rule, we will need extra target conformations to prevent overlaps between these two cases.
First, any clause of the form l i ∧l j ∧l k is encoded into the target seed and conformation pictured on Figure 1 : if exactly this conformation is producible, this means that there is at least one bond between the orange bead (the first bead produced) and at least one bead of the seed. if there is at least one attraction between the orange bead and the seed, exactly this conformation is produced. Else, other conformations (not in the targets) are producible.
We also need to enforce consistency in the attraction rule: indeed, nothing in the problem prevents an attraction rule to contain both a literal and its negation, or none of them. We first add n targets, pictured on Figure 2 , to enforce that at least x i or ¬x i is chosen in the attraction rule: indeed, if none of them were chosen, there would be no attraction between the first bead produced and the seed, and therefore more conformations (not in the targets) would be producible.
Finally, we add another n targets to make sure that x i and ¬x i are not both chosen by the rule: in the target conformation shown on Figure 3 , the first bead produced has two neighboring beads from the seed. If the first bead were attracted to both x i and ¬x i , another conformation, not in the targets, would be producible, with the first bead next to x i and ¬x i .
Finally, extending these results for delay time 1 to larger delay times is easy: at delay time δ, for each of our conformations, we simply add a bead δ points away from the first bead produced, and add a straight line of length δ − 1 to that point to the target conformation. Theorem 2. The rule design problem with n target conformations, each of length l, and delay time δ is NP-complete but fixed-parameter tractable, as it can be solved in time and space complexity l2 5nδ+6Σ k |σ k | .
Proof. The NP-completeness comes from Lemma 1.
We first describe an inefficient version of our algorithm as a depth-first search of all possible rules: we start with an empty rule, and at each step k ≥ 1 with rule R k , compute the list N k of all neighbors of bead k in each target conformation. Then, for all possible subsets S ⊆ N k , if R k ∪ {(k, n), (n, k)|n ∈ N k } folds the last δ beads correctly in all target conformations, we proceed to the next step with rule R k+1 = S ∪ R k .
If we reach the end of the sequence, we have a rule R l+1 that folds each step correctly: therefore, by the definition of our dynamics, R l+1 folds each conformation correctly.
One problem with this algorithm is that in the worst case, it might have to explore 2 n 2 possible rules: indeed, our depth-first search amounts to enumerating all rules for all n beads. In order to avoid this, we first remark that for both dynamics, each step of the folding depends only on the last δ beads produced. Therefore, we can maintain, for each k, a cache of all rules for beads k, k + 1, . . . , k + δ − 1 only, that do not fold step k deterministically in all conformations.
One complication is that the target seeds could contain bead types that are also present in the sequence. This is actually an important and useful case in our positive construction, and a key element of iterating a computation on a word with the same encoding.
Therefore, when folding a conformation whose beads are all fixed up to step k ≥ 0, the folding of both dynamics only depends on the next δ beads, or more precisely, on their (at most) 6 neighbors in all target conformations, as well as on the previously selected attractions between seed beads of types {k + 1, k + 2, . . . , k + δ} and other beads.
Therefore, our cache does not need to remember complete rules for all k +δ beads: for each step, we only need to remember failed rules involving only beads {k + 1, k + 2, . . . , k + δ}. Each of these beads has attractions with at most 5 other beads locally. Moreover, the part of the cache for seed types from the beads has at most 6Σ k |σ k | attractions (for each bead in the seed has attractions with at most 6 neighbors from the primary structure). The cache is therefore of size at most l2 5nδ+6Σ k |σ k | , and since the cache only grows monotonically, the space and time complexity are the same, and the same as this size.
A first example: an Oritatami binary counter
The goal of this section is to illustrate a first design technique of Oritatami programming: the cut-down of sequences into modules, which are parts of the primary structures that can adopt different conformations depending on the environment.
We illustrate this technique on a binary counter, working with the same periodic primary structure of length 60, and the same attraction rule, for all possible widths of the initial integer.
More precisely, we prove the following theorem:
Theorem 3. For all integer w, there is an Oritatami system O = (s, σ w , ♥, 4), where s is 60-periodic after the first 10w + 6 beads, and for all n, the only conformation producible by O under the faithful dynamics for beads s 30w(2n+1),...,30w(2n+2) encodes n in binary.
Design
How to prove Oritatami designs. One major problem, when designing and proving Oritatami systems, is that the folding process is not straightforward: several different dynamics can be applied, that iterate through a relatively large space (for a human brain). Although intuition obviously guides the overall design, and then the design of each conformation of each module, making sure that a rule yields a wanted conformation can only be done by simulating the modules in their environments. Therefore, the proofs of our positive results in this paper go by first designing specifications for a number of modules, and then finding conformations for each module, that (1) respect the specification and (2) are such that a rule that yields this conformation seems to exist.
Finally, we need to implement these conformations by finding attraction rules that yield them (which can be done either manually or by the FPT algorithm), and then simulating them. An example conformation tree for the first module of the counter is given in Section 4.4.
Modules for the counter. In this design, we use two kinds of modules, folded in zig-zags: the first module (1) performs actual computations when folded from right to left and (2) copies the result when folding from left to right. The second module does is mostly useful to change direction at the end of a pass, and does nothing but propagating the carry else.
In both kinds of modules, when folding from right to left, the carry is encoded by the position at which the primary structure "enters" the module: a carry is encoded by an entry on the bottom row, whereas the absence of carry is encoded by an entry on the top row, as shown on Figure 5 . The overall scheme of our design is shown on Figure 4 . The next step is to find encodings of zeros and ones and conformations for each modules, that are compatible with each other. After looking at the small number of possible self-avoiding Hamiltonian paths in 4 × 3 rectangles, we found the conformations pictured on Figure 5 .
We then follow the same principle for the computational modules, in the left-right direction, and get the conformations shown on Figure 6 . Finally, the other modules are designed using the simplest possible conformation (zig-zags) while used in the middle of a row, and with conformations that can change their direction when used on the sides. Since the direction of the turns is not the same, the construction is easier if we do not use the same modules, but rather two different copies of a similar design, with different bead types (and thus a different attraction rule). This is the primary reason why we need periods of length 60 and not just 30.
These modules are drawn in their context on Figure 7 .
Existence of an attraction rule and proof of correctness
We prove the correctness of our construction by induction on the number of passes: more specifically, we assume that the seed contains a correct encoding of an integer, and then we prove that for each row containing a correct encoding of some integer n, the conformation of the next two rows contains an encoding of n + 1. First, this is the case if all our modules implement their specification, as described on Figure 5 and 6: indeed, in that specification, the right-to-left pass basically implements exactly a binary increment with a carry, and the right-to-left pass simply copies 0s and 1s.
Moreover, the red modules propagate the carry in the right-to-left pass, and do not change anything in the left-to-right pass. Therefore, we need to find a rule that folds exactly our implementations, in the following contexts:
• The first green module (beads 0 to 11) needs to handle:
-(Right to left) two different values of its carry, each encoded in exactly one way by the red module before, except when this module is folded immediately after a right turn. This gives a total of three encodings of a carry.
-(Right to left) one encoding of each value of the previous iteration (encoded by beads 30 to 59). Indeed, we restrict ourselves to integers of odd width only to allow this simplification.
-(Left to right) one context on its left (since this module is never immediately after a turn), in the left-to-right pass, and two different values, with two encoding each (depending on the carry in the right-to-left pass). Therefore, in total, there are therefore 14 different cases to handle.
• The second green module (beads 30 to 41) has a symmetric duty, i.e. also 14 possible contexts.
• The two other modules (the red modules) have four different conformations each: two in the right-to-left pass (depending on the carry), with the same context, independent from the green module (this is a happy consequence of the conformations of the green modules). Then, each of these two modules has also a conformation for the turn, and a conformation in the left-to-right pass.
In total, there are four possibilities for each module.
In order to find a suitable attraction rule, we ran the FPT algorithm described in Section 3 for all possible conformations of a full period (of length 60). Care must be taken at the junctions between two periods, to make sure that all junctions are included in the search. Should the reader want to verify the construction in greater detail, the full rule is included in Section 4.3. This rule can also be used to test implementations of the model.
Full rule of the counter
Due to many symmetries between the two halves of the period, we describe this rule in two parts: one stable under (a, b) → ((a + 30) mod 60, (b + 30) mod 60), and another one which is not. For the sake of conciseness, only one side of the rule is described, the other being the symmetric closure of our description here (since attraction rules are symmetric relations).
• The symmetric closure of (the following relation, along with its closure under (a, b) → ((a+30) mod 60, (b + 30) mod 60)) : { (0,4), (0,39), (0,41), (0,42), (0,44), (1, 4) , (1, 5) , (1, 6) , (1,7), (1, 52) , (2, 10) , (2, 35) , (2, 36) , (2, 38) , (2, 42) , (2, 52) , (2, 53) , (2, 58) , (3, 8) , (3, 36) , (3, 40) , (4, 8) , (4, 9) , (4, 10) , (4, 39) , (4, 40) , (5,9), (5,35), (5,38), (5,40), (5,41), (6, 14) , (6, 38) , (6, 39) , (6,57), (7, 10) , (7, 11) , (7, 13) , (7, 38) , (9, 14) , (9, 27) , (9, 41) , (12, 17) , (13, 16) , (14, 27) , (14, 28) 
An example conformation tree for the first module of the counter
The following picture is not intended to be readable at low resolution. Either a high resolution printer, or a large zooming factor, is required. The size of this conformation tree is a good explanation of why proving the correctness of rules, when iterated over long periodic sequences, can be tricky, and often requires automated proofs, i.e. exhaustive checking by a computer program.
Turing completeness of Oritatami systems (proof of Theorem 1)
In this section, we prove our main result: the efficient simulation of Turing machines by Oritatami. This construction simulates a model called skipping cyclic tag systems, which we prove equivalent to cyclic tag systems, known to simulate Turing machines efficiently [10] . This result is fundamental to the understanding of molecular folding, as it shows that greedy folding is as expressive as global folding processes, such as the dynamics of the HP model. More precisely, our construction encodes the successive states of a skipping cyclic tag system by the geometry of successive rows, where each letter (0 or 1) of the tag system is encoded by a small bump or a small dent in a straight line of beads.
A skipping cyclic tag system is a variant of cyclic tag systems in which reading 0 deletes one letter and moves forward by one in the list of productions, modulo the length of that list (just as in a cyclic tag system), and reading 1 deletes one letter, skips the current production, appends the next production and moves forward to the second next production (as opposed to just the next production in a cyclic tag system) in the list of production, modulo the length of that list.
Current production Current word 100 10 1 0 01 100 1 1 0 1 100 1 100 0 000 100 00 1 0 0 (halt) Figure 8 : One run of a cyclic tag system with productions 1, 0, 100 and input word 10. Every time a 0 is the first letter of the configuration, it is deleted and we move by one step in the list of productions (modulo the length of that list). Every time a 1 is the first letter of the configuration, it is deleted, the current production is appended, and we move forward by two steps in the list of production (the skipped production is struck out on this diagram).
Skipping cyclic tag systems simulate standard cyclic tag systems: we can add empty productions after every production, and double the zeros of each productions, i.e. replace each 0 by 00. For instance, a cyclic tag system with productions [010, 11, 100] would become [00100, ε, 11, ε, 10000, ε] (where ε is the empty word).
Then, every time a 1 is read by the simulated cyclic tag system, the skipping cyclic tag system appends the current production, and skips the next production (the empty word). Every time a zero is read by the simulated cyclic tag system, the skipping cyclic tag system read two zeros, and therefore also skips the empty production.
The main idea of this construction is a general technique to implement modules that can have two very different conformations: one conformation is tightly packed in accordion in a rectangle, whereas the other possible conformation is thin and rigid. This is made possible by their geometries, in which beads that are adjacent in one of the conformation are far away in the other, minimizing the "interference" between the rules used in each conformation.
These two kinds of conformations are respectively called the switchback conformation of a primary structure (when packed as a rectangle) and the glider conformation of the primary structure (when folded into the thin rigid structure). See Figure 9 for an example of both. Figure 9 : The same primary structure (in purple) can adopt two different conformations, one called the switchback conformation, in which it is densely packed (in the upper part), and one called the glider conformation, as seen in the lower part. The selection of which conformation it adopts is done in the first few beads.
The encoding of the configuration of a skipping cyclic tag system with n productions over {0, 1}, into a configuration of our Oritatami simulation, represents each letter of the configuration by a series of n bumps and dents, where 0 is encoded by one bump and n − 1 dents, and 1 is encoded by n dents.
We use the same idea of modules as in the counter: when simulating a tag system with n productions, we use a primary structure of 2n modules, alternating between a driver module, in charge of structuring the folding and a production module, whose role is to append productions at the end of the current conformation. The primary structure used in our construction is periodic. The structure of one period is shown on Figure 10 .
Our modules are actually relatively simple, and their functions are all completely depicted on Figure 11 .
The driver module has four different functions, which are performed by different conformations of the same sequence:
Figure 10: Distribution of driver modules d 0 , d 1 , . . . and production modules p 0 , p 1 , . . . in one period the (periodic) primary structure, when simulating a skipping cyclic tag system with three productions. Colors match the functions of these modules pictured on Figure 11 .
Next step Figure 11 : Overview of one full iteration of the tag system, and appending of one production. On this figure, the driver modules are in blue, and the production modules in orange. The initial word is 01x, and it gets appended ac (where all variables x, a, and c are in {0, 1}). This tag system has n = 2 productions: therefore, we encode each letter of a configuration of the tag system by n = 2 letters in the encoding rows (unused letters are in parentheses).
1. one for reading 0s at the beginning. This function of the module must skip n − 1 letters, where n is the number of productions in the simulated tag system.
2. one for reading 1, and initiating the appending phase. This function also skips n − 1 letters.
3. one to copy (x, y on Figure 11 ) before appending. This function copies each letter (even unused ones).
4. one to copy the previous contents of the configuration (x, y, a, b, c), when going from right to left.
Production modules also have five functions. However, contrarily to what happens in driver modules, these functions can be assigned to different parts of the sequence:
1. starting the process.
2. detecting the end of the configuration.
3. appending the current production, on Figure 11 four letters a, b, c and d. 4. wasting extra parts of the sequence, if the current conformation is smaller than the largest one.
5. starting the copying in the right-to-left passes, after the \n.
Proof of the design
We first explain why, if our specifications can be implemented, this construction actually simulates a skipping cyclic tag system:
• If the first production module at the beginning of the row is production module number p, and the row starts with k zeros (each encoded as a series of n bumps and dents, as explained above), one production is used to read each of them: therefore, after these k zeros are read, we are building production p + k.
• Then, for each letter of the current configuration (including the first 1), n productions modules are used, where n is the number of productions in the simulated tag system. For a word of length l starting with a 1, the appended production module will therefore be production module number p + k + ln + 1. Since the sequence is periodic and contains n production modules, the appended production is therefore production number p + k + 1, which is exactly what we need to simulate a skipping cyclic tag system.
• This is more an implementation issue (to be detailed in Section 5.2): the driver module can detect the end of lines by preferring to "pass through" (i.e. by choosing a rule favoring that option) the previous row every time it reaches there. While working inside a row, all these attempts will be blocked, but one will succeed at the end of the row, when there is nothing to block it.
• Then, since not all productions of a skipping cyclic tag system are of the same size, we might need to "waste" some space to re-align the sequences.
• Finally, the production modules are folded into rectangles until reaching the left end of the new configuration. Remark that each letter (even unused ones) is carefully copied, which means that the new row will begin with production module number p + k + 2.
Implementing the modules
We can use the same approach as in Section 4 to implement the modules shown on Figure 11 : moreover, we already outlined packed and glider forms of the same conformation, that can be selected using only small changes in the environment. The major challenge though, is that the places where that selection between two conformations happens are very local, and hence must be controlled with great care to avoid starting a glider at other positions. This makes the proof trickier than for the counter, since the sequence (including its length) depends on the tag system we are simulating, and we want a proof for all possible tag systems.
The full design is shown on Figure 12 , and is also available online 1 for more details.
Lengths and sizes
We describe the length and size of the various parts: We simulate a skipping cyclic tag system with n productions, where n is a multiple of 4, the largest production being of length l, where l is a multiple of 3. This is enough to simulate any other skipping cyclic tag system: for instance, we might pad each letter of each production by 12 0s, and add 12 empty productions after each production of the list of productions. We first need to define a constant w = 6(l + 8) + 18, which is the width of production modules, when folded in their compact conformation.
The production module is of length l n(w+6) 2 , and is drawn in different variants of blue, green and orange on Figure 12 and online. When folded in its compact conformations, it uses a number of gliders and switchbacks, always arranged in the same order, as shown on Figure 12 or on the web page referenced above. These modules, in that conformation, are always of width w, and use two different heights: the longer height is n(w + 6) − (w + 3), and the smaller height is n(w+6) 2 . Each letter of each production, when in the compact conformation, is encoded by 6 switchbacks, and productions smaller than the longest one are encoded by a sequence that produces a "spacer" when unfolded, i.e. a large glider to the right. This spacer module is not read in subsequent iterations.
The driver module is of length 6h − 1 = 6(n(w + 6) − (w + 3)) − 1, and is drawn in purple on Figure 12 and on our online picture.
Into the driver module
Both modules use the same strategy of being able to fold into switchbacks or gliders, depending on how they start. Finding the rule can be done by a computer program, using a variant of the algorithm described in Section 3. However, one important trick must be used to ensure that the rule can actually be found for all possible tag systems. Indeed, it is often the case in our construction that a driver module is being folded into its glider conformation, and starts "reading" another driver module, previously folded into its switchback conformation. This "reading" means that the current driver module is attracted to the previous one. If the bead types at the position of the reading are the same in both modules (the current one and the previous one), this could potentially prevent us from finding a rule that works for both "writing" (i.e. producing the previous one, folded in switchbacks) and "reading" (producing the current one in glider conformation).
And, if the driver module is implemented naively, this is actually not just "potential", but happens every time: because of the length and height of the driver modules, the same part of the module is used both to read and write. Our strategy to prevent this is called a chaussette, and is shown on Figure 13 . The idea is to "delay" the start of the reading glider (see Figure 13b) , and then to compensate for that delay using a chaussette, the small construction shown on Figure 13c . These delays can even be of constant size, since the reading and writing parts of the sequence are otherwise aligned. Because of our choice of delay time (δ = 3), a chaussette of a few dozen beads is enough. The chaussette mechanism: start a glider with delay (13b), i.e. after folding a few dozen beads into a straight line (as in a switchback), and then only start the glider. Since the gliders progresses by one row every six beads, and the straight line moves by one row every bead, the reading tip arrives earlier at the position of the previous bit. Then, we need to "waste" this advance with a chaussette, which is construction 13c.
Achieving a constant number of bead types independent from the tag system
The layout of switchbacks and gliders shown on Figure 12 , along with our explanations above, is already sufficient to prove a weaker version of our theorem: namely, that any tag system can be simulated with some oritatami system. However, since the attraction rule is so small, we can actually reuse many bead types. This can be done by using a concatenation of periodic sequences for each module, and additional special beads for transitions between different parts of the conformation. Looking at all parts of the conformation:
• The driver module can be done with 12 beads for gliders, and then extra beads for all turns of the switchback conformation. Using 18 beads each time, since there are ten of them, we can do it with 192 beads.
• The production module has several parts, which perform different functions:
-At the beginning of the module, there is a glider (of period 6), plus extra beads at the beginning and end. In total, 13 beads are needed.
-Then, there is a part to detect the end of the previous configuration. This one has only switchbacks, and can be done using four switchbacks of period 6, plus six beads at the end. In total 30 beads.
-The actual content of the production module (the part unfolded when reading a 1) needs to adopt gliders and switchback conformations, depending on the situation. That part can be done using a 12-periodic sequence, plus 15 extra beads at the beginning. In total 27 beads.
-The "Align" part of the module (when needed, i.e. when the current production is not the longest one) needs special beads, with the same behavior. Also 27 beads.
-Then, another part is needed to come back from the end of the "Align" part, when unfolded. This can be done using a 12-periodic sequence.
-And finally, the last part of the production module, used to start the copying in the right-to-left pass, can be done with 14 beads. This one is trickier than other parts, since the driver module needs to be able to attach to it both in switchback and glider conformation, and these two must not interfere with each other. Since the driver module is at most 12-periodic, we need to compute a sequence to avoid unwanted attractions in both cases. We can simply do this by making sure that the beads types in the glider conformation of the driver module cannot be attracted to unwanted beads of this part of the production module, but this can be done with 14 beads.
Therefore, in total, we need 315 bead types. Figure 14 : The only case in the construction where a part (in green) of a module (actually a production module) is folded in two different conformations (glider and switchback) in the same module.
