Momentum transfer of open-channel flows in the lateral direction is important in sediment transport, flood control, environmental issues, etc. in rivers. The lateral transfer of the streamwise momentum is known to be caused by three different mechanisms: a cross-sectional secondary current due to turbulence anisotropy (secondary current of the second kind), turbulence mixing with shear instability (K-H instability), and mass transfer from the rough-bottomed to the smooth-bottomed lane due to flow redistribution. Furthermore, Vermaas et al. (2011) 1) have shown experimentally that the relative contribution of each mechanism to the momentum transfer is closely affected by depth. Thus, to elucidate the fundamental characteristics of the lateral momentum transfer, we performed three-dimensional (3-D) computations of shallow open-channel flows in two parallel lanes with beds of different roughness.
INTRODUCTION
In a shallow shear flow, vertical mixing and transfer of streamwise momentum in the lateral direction often have dominant effects on the velocity profile, flow resistance, sediment transport, and bed topography. A wide variety of experimental and numerical studies have been done on lateral momentum transfer in flows with vegetation, groyne fields, flows with a side cavity, flows with confluence, etc. In particular, a considerable number of papers have been written describing investigations of lateral momentum transfer in compound open-channel flows since they are very important for river management. In compound open-channel flows, the lateral mixing is closely affected by the sudden change in depth at the junction between a floodplain and a main channel, which makes the flow phenomena more complicated. Particularly, it has been pointed out that upwelling and downward flows occur if large-scale horizontal vortices are generated at the junction (Fig.1) 2) , 3) . In order to understand the flow mechanism more clearly, it is better to consider a much simpler situation, i.e., parallel flow in two lanes of different bed roughness. Such flows are not affected by a change in depth or by flow obstacles.
For open-channel flow in parallel lanes with different roughness coefficients, the lateral mixing of the streamwise momentum is caused by the following three different mechanisms (also shown in Fig.2 
): Flow Redistribution (FR):
When the flow at the inlet of the channel is uniform in the entire spanwise direction, the velocity in the rough bed is decelerated and the flow in the smooth bed accelerated in the upstream part of the channel. In order to satisfy the continuity equation, the transport of mass happens from the rough bed side toward the smooth bed side and then the momentum stranfer is induced. Turbulence Mixing (TM): The junction section between the rough bed and the smooth bed becomes a turbulence mixing layer, which causes a diffusion effect and momentum transport. Under certain hydraulic conditions, the shear layer becomes unstable and causes vortex formation, which may promote momentum transfer in the lateral direction. Secondary Flow (SF): Secondary currents are generated at the junction. Those secondary currents are caused by turbulence anisotropy. Thus, the secondary currents are classified into the secondary current of the second kind. A row of vortex tubes with axes lined up in the streamwise direction is formed and causes momentum transfer.
Vermaas et al. (2011) 1) evaluated experimentally the relative contribution of these three different effects to the lateral momentum transfer, and found that the contribution of each closely depends on the flow depth.
Many numerical studies regarding the lateral momentum transfers have been done, particularly on compound channel flows 2),3),4),5) , the flows around vegetation 6), 7) , and groyne fields 8),9),10) using two-dimensional (2-D) / three-dimensional (3-D), Reynolds averaged Navier-Stokes equation (RANS) / large eddy simulation (LES) approaches. However, computations focusing on the detailed mechanisms of the lateral momentum transfer or the ratios of contributions by aforementioned three different effects have not yet been presented.
In the present study, we performed 3-D computations of shallow straight open-channel flows over a bed with two lanes of different bed roughness. Our goal was to elucidate the effects of TM due to shear instabilities, SF due to turbulence anisotropy, and FR due to an adjustment of the lateral velocity profile of the lateral transfer of streamwise momentum. We adopted the RANS approach for the turbulence model instead of direct numerical simulation or LES since RANS has a signifcant advantage in terms of computational efficiency. The computations were performed under the same hydraulic conditions as the laboratory tests by Vermaas et al. (2011) . Two types of computations, focusing on the well-developed flow patterns and the developing process of the flows, were performed and the applicability of the linear and non-linear turbulence models discussed using a comparison between the computational and experimental results.
FLOW CONDITIONS
The present hydraulic conditions are the same as the conditions of the laboratory tests performed by Vermaas et al. (2011) . The experimental flume was a 2 m wide and 30 m long straight channel with a horizontal bed. Half of the bed was made rough by covering it with gravel of D50 = 7.6 mm and D90 = 9.3 mm, and the other half of the bed was made smooth, as shown schematically in Fig.3 . Velocity measurements were done using acoustic Doppler velocimetry (ADV). The vertical range of the ADV measurement was from 0.045 m beneath the surface to The experiments were carried out in four cases, with different water depths and different discharges as listed in Table 1 . Since the Froude number in every case was less than 0.35, the free surface waves were negligible in all cases.
COMPUTATIONAL MODEL (1) Governing equations
The governing equations for the present computational model are the incompressible 3-D RANS equations in Cartesian coordinates and the 3-D continuity equation. As a turbulence model, we adopted the second-order non-linear k- model proposed by 11),12) and the standard linear k- model 13) . Therefore, the transport equations for the turbulence kinetic energy k and its dissipation rate  were solved together using advection diffusion equations. Those governing equations are described as follows:
where x i are spatial coordinates (sub-i takes an integer between 1 ̴ 3 and x 1 = x, x 2 = y, x 3 = z.), t is time, U i are averaged velocities, u i are turbulent velocities, p is averaged pressure, is density, k is averaged turbulent kinetic energy,  is averaged turbulent kinetic energy dissipation rate,  t is eddy viscosity coefficient,  is molecular kinematic viscosity coefficient, and  k ,   , C 1 , C 2 are model constants ( k = 1.0,   = 1.3, C 1 = 1.44, C 2 = 1.92 were used.). Note that the Einstein summation convention is used in all the equations above.
(2) Turbulence model
As turbulence models for the 3-D computations, both the standard linear k- model and the second-order non-linear k- models by 11) were applied, and the results compared.
a) Linear model
The standard linear k- model was applied with the following constitutive equation: (5) where (6) where  t is the eddy viscosity coefficient and  ij is the Kronecker delta. The eddy viscosity  t was evaluated
b) Non-linear model
The constitutive equation for the Reynolds stress tensor, including the second-order non-linear terms proposed by Yoshizawa (1984) 14) , is described as
The eddy viscosity coefficient is again expressed as 
The model coefficients C 1 , C 2 , and C 3 in equation (8) and C  in equation (10) are not constants but functions of the strain parameter S and the rotation parameter as shown in the studies by Pope (1975) 15) and Gatski and Speziale (1993) 16) .
, (11a,b)
A vast variety of model functions have been proposed for these coefficients of the non-linear terms 17) . Among those, we employed the model proposed by 
The model coefficients proposed by Pope (1975) or Gatski and Speziale (1993) can be obtained from the above equations by simply neglecting some higher-order terms. There are a total of 10 model constants in the above equations. tuned those coefficients in the following way: they chose the Stuart vortices, which include two kinds of singular points-vortex and saddle points-as typical turbulent flow fields with large-scale coherent structures. Previous investigations have shown that the turbulent normal stresses at vortex points become elliptical in shape and the turbulent shear stresses form hyperbolic profiles. They determined the 10 model constants to satisfy the qualitative features of the profiles of Reynolds stresses. These constants, listed in Table 2 , were adopted for the present study.
(3) Computational scheme a) Spatial and timewise discretization
The differential equations governing the mean velocities and turbulence quantities were solved with the conservative finite volume method on a full-staggered grid system. The definition points of each hydraulic variable on the staggered grid are shown in Fig.4 . The QUICK scheme 18) of second-order accuracy in space was applied to the convective inertia terms and central differencing was used for the diffusion terms in the momentum equations. The hybrid central upwind scheme was applied to the k and  equations considering the computational stability. The Adams-Bashforth scheme with second-order accuracy in time was used for time integration in each equation. The governing equations were discretized as fully explicit forms, in similarity with existing literature 12), 19) . The pressure field was solved using an iterative procedure at each time step utilizing the HSMAC (SOLA) method 20) .
b) Two types of computations
We performed two kinds of computations with different boundary conditions in order to discuss separately the well-developed flows and the spatial developing process (Fig.5 ).
c) Computational conditions for Run 1
Run 1 considered the spatially well-developed flow patterns that appear far downstream from the upstream inlet. In order to reduce the computational time, periodic boundary conditions were employed at the inlet and outlet boundaries. The streamwise length of the computational domain was set to 0.5 m and only 5 grid cells were assigned in the streamwise direction. The numbers of grid cells in the lateral and vertical directions were 68 and 10, respectively. stretched grid, in which the grid size close to the centerline was smaller than the grid size near the side walls, was employed. The stretching ratio (ratio of two lengths of two adjacent cells) was set between 0.9 and 1.1 to avoid increasing the numerical error. In the vertical direction, the grid size was uniform. The plan view of the computational grid for Run 1 is shown in Fig.6 . When periodic boundary conditions are set at the inlet and outlet, the discharge cannot be set explicitly. In order to adjust the discharge to fit the discharge of the laboratory tests, the slope of the channel was adjusted automatically during the computation at every 1000 time steps.
d) Computational conditions for Run 2
The developing process in the streamwise direction was computed in the computations of Run 2. For Run 2, the whole channel length of the laboratory test, composed of a 15 m long compound channel and a 1 m long inlet smooth-bed channel, was included in the computational domain.
In the computations of Run 2, the periodic boundary conditions were not used and instead U 1 = U mean and U 2 = U 3 = 0 were specified at the inlet boundary. The settings of the turbulence level at the inlet are very important because they affect considerably the flows downstream. The level of the turbulence kinetic energy k at the inlet was chosen to match the turbulence intensity (= 5%) of the experiment. The value of the turbulent kinetic energy dissipation rate  at the inlet was determined from the value of k at the inlet from equation (7) by specifying the ratio  t /  = 10. These methods to set the inlet k and  values follow Bosch and Rodi (1998) 21) . At the downstream end of the computational domain, a zero streamwise gradient was specified for velocities k and .
The computational grid for Run 2 had the same grid-size distributions in the vertical and lateral directions as the cases of Run 1, though the number of the cells for the streamwise direction was set to 200. This value was chosen based on preliminary computations with varying grid cell numbers to find the adequate number to capture well the spatial developing process in the streamwise direction. The size of the grid in the streamwise direction was set uniformly to 10 cm.
RESULTS FOR WELL-DEVELOPED FLOWS
In order to consider the spatially well-developed flows, we compared the results of the computation of Run 1 with the experimental result at x = 12.5 m. It should be noted that the flow at x = 12.5 m in the laboratory test is almost in an equilibrium state even though it is still developing. Fig.7 (b) , the velocity vectors cannot be recognized. This means that the linear model completely failed to capture the cross-sectional secondary current. This result indicates that the present secondary current should be categorized as a secondary current of the second kind, i.e., caused by a turbulence anisotropy. However, the computation with the non-linear k- model captures excellently the pattern of the vortex cells as well as the magnitude of the secondary current. The agreement of the streamwise velocity profile with the non-linear model is, again, much better than that with the linear k- model, particularly in the bottom roughness transition region.
In both the experimental result and computational result with the non-linear model, the largest vortex is generated over the smooth bed near the junction (hereafter, "the first vortex"). The diameter of the first vortex is almost the same as the depth and with a clockwise rotation. The second-largest vortex is generated over the rough bed close to the junction with a counter-clockwise rotation. Hereafter, this will be called "the second vortex." In addition, a vortex in the counter-clockwise direction is generated over the smooth bed close to the side wall and two other vortices over the rough bed in the non-linear model. However, these structures of smaller vortices are not seen clearly in the experimental results. Blanckaert et al. (2011) 22) carried out laboratory tests in a straight open channel of constant roughness with a large aspect ratio (B/h > 10), and showed that the secondary current cells with a scale similar to the depth were periodically aligned in the whole cross-section. Since the velocity magnitude of the secondary current is much smaller than the main flow, precise measurement of the detailed patterns of the secondary current cells is generally very difficult. Therefore, we expect that the secondary flow patterns consisting of multi-scale vortex cells generated in the present computation might be present also in the laboratory test by Vermaas et al.
Next, we discuss the effect of the depth on the secondary flow pattern . Figures 8, 9, and 10 show the experimental and computational result of Run 1 (with the non-linear model) for the streamwise velocity profiles and the secondary flow patterns in cases E11, E15, and E22. A comparison between the computational and experimental results shows that the accuracy of the computation with the non-linear model is satisfactory in all three cases. It is clearly shown in both the experimental and numerical results that the scale of the first and the second vortices becomes larger and that eventually the total number of vortex cells decreases as the depth increases. In Case E22, only two vortices (the first vortex and the second vortex) are generated. This result implies that the influence of the secondary current at the junction reaches further in the lateral direction as the depth increases. stresses by the secondary flow (=T sf ) and the turbulence mixing (=T rm ) along the centerline are evaluated separately as (15) where u and v are the Reynolds averaged velocity in x and y directions, respectively; V is the depth-averaged lateral velocity; u' and v' are the turbulent velocities in the x and y directions, respectively; D is the flow depth; and  is the flow density.
The profiles of T sf and T tm in a cross-section generated in the experiment and the computation with a non-linear model in all four cases are compared in Figures 11 and 12. The value of the vertical axis is made dimensionless by the following pressure term, following Vermaas et al.: (16) where B denotes half the width of the channel (= 1.0 m). The experimental results show that the locations of the peaks of T sf and T tm are different, and that T sf becomes relatively larger as the depth increases. Those features are captured well by the present computation with the non-linear k- model. The comparisons above show that the present numerical model can simulate excellently the contributions of TM and SF to the lateral momentum transfer. (Non-dimensional streamwise velocities at y=0.5 and 1.5m).
RESULTS FOR FLOW DEVELOPING PROCESS
The effect of FR on the lateral momentum transfer appears in the spatial development process of the flow only by self-adjustment of the lateral velocity profile from the inlet. The spatial developing process of the flow was simulated in Run 2. Both Figures 14 and 15 show the transverse velocity profile at the junction (y = 1.0 m) denoted by V 100 , in the experimental and numerical results (Run 2 with the non-linear model). Fig. 14 shows the velocity scaled by the cross-sectional mean velocity denoted by U ave , and Fig.15 shows the velocity scaled by the change in streamwise velocity between y = 50 cm and 150 cm, denoted by U 150 -U 50 . The transverse velocity along the centerline is due to the momentum flux from the rough bed side toward the smooth bed side at the upstream reach of the channel. Therefore, the transverse velocity becomes maximum just after the start of the roughness transition and decreases gradually in the streamwise direction. This effect continues until this phenomenon reaches an equilibrium state. The experimental results show that the transverse velocity scaled by U ave becomes larger as the depth becomes smaller, though the velocity scaled by U 150 -U 50 collapses to a single curve. In the computational results, those characteristics are captured well, though the magnitude of the velocity scaled by U ave is slightly smaller than in the experimental results.
CONCLUDING REMARKS
We performed 3-D RANS computations on turbulent flows in a straight open channel with two parallel lanes and with a rough and a smooth bed. We employed both the standard linear and a second-order non-linear k- model to elucidate the fundamental characteristics of the lateral momentum transfer. The computations were performed under the same conditions as those in the laboratory test by Vermaas et al. (2011) . The three different mechanisms causing lateral momentum transfer were discussed separately.
The secondary flow patterns observed in the experimental result could be replicated well only by the non-linear model. The computational results of the well-developed flows showed that the SF (secondary flow) effect becomes larger as the depth increases, though the relation between the TM effect and the depth was not uniform. In the computations of the developing process, it was shown that the spreading rate of the mixing layer was smaller as the depth increases and that the transverse velocity along the centerline scaled by U 150 -U 50 collapses to a single curve regardless of the depth. Almost all these features are in qualitative agreement with the experimental results. Therefore, we can say that the present 3-D numerical model combined with the second-order non-linear model is a reasonable tool to consider the phenomena with lateral momentum transfer in open channel flows.
The linear k- model could not reproduce any secondary circulation. In contrast, the computation with the non-linear k- model captures satisfactorily the fundamental flow characteristics in both the developed flow and the developing process.
