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Abstract 
 The electronic structure and dynamics of a number of anions in the gas phase have been 
investigated through joint experimental and computational methods. Photoelectron imaging 
was used to obtain both frequency-, time- and angle-resolved photoelectron spectra. Quantum 
chemistry calculations modelled different experimental parameters and provided insight into 
the complex photoelectron signatures observed. A particular emphasis on advancing the 
understanding and interpretation of the photoelectron angular distributions in both the 
frequency- and time-domain was made. 
 The need for caution and understanding of the considerations one needs to make, and 
the requirement to be flexible with the theoretical model used to interpret a specific problem 
are presented. This was emphasized throughout the results section, where the complexity of 
models required ranged from a simple Hückel model to a multi-configurational multi-reference 
model. An analysis of the sensitivity of the parameters used in the calculation of photoelectron 
angular distributions with the Dyson orbital approach was presented. 
 The results were presented within three broad themes. Section A presented results in 
which the photoelectron angular distributions were modelled and interpreted to give novel 
insight into the character and structure of the molecular anions investigated. Analysis of the 
photoelectron angular distributions was presented both in the frequency- and time-domain. 
Section B presented studies in which the ‘bottom-up’ approach was used to elucidate 
information on the structure-function dynamics of small components of more complex systems. 
Finally, Section C presented results in which the prevalence and importance of non-valence 
states were probed. 
. 
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1. Introduction 
 Anions in the Gas Phase 
 An anion is an atom or molecule that has a net negative charge. This means the physical 
and chemical properties of an anion are inherently different from those of neutral molecule and 
cations. For example, the negative charge of an anionic species will perturb the chemical 
environment differently to neutral or cations and will interact with the opposite orientation of 
the dipole moment of a molecule or solvent system.  
From an electronic structure point of view, an anion is created through the addition of 
an electron to an unfilled or partially filled atomic or molecular orbital. The excess electron is 
bound by an attractive potential that is qualitatively different from that of neutral and cationic 
species, resulting in a valence electron density that is weakly bound. The difference in energy 
between the neutral and anionic species is known as the electron affinity (EA) and is a direct 
measure of the stability of the anion. If the EA of a molecule is positive, then the anion formed 
is stable with respect to electron loss. When an anion has a negative EA, the anionic species 
may still survive long enough to be detected experimentally. Such anions are referred to as 
being metastable, as spontaneous electron loss to form the neutral parent plus a free electron is 
always an open channel (autodetachment). The electron affinity of a molecule represents a key 
physical parameter: its importance is not limited to gas phase spectroscopy but extends to many 
research areas ranging from astrochemistry, to material science and to biology, where electron 
transfer pathways are ubiquitous.  
 The accurate determination of EAs proved difficult prior to 1970.1,2 The most direct 
experimental techniques to measure electron affinities involve using a tunable light source, ℎ𝜈, 
to photodetach an electron from an atomic or molecular anion, A–. The minimum hν 
 needed to detach an electron and form the neutral is equivalent to the electron affinity. Major 
improvements in laser sources and photodetachment spectroscopy techniques led to a wealth 
 12 
of studies and brought the number of measured electron affinities from tens to hundreds of 
anionic systems.3 For example, whereas electron capture or ion-molecule reaction strategies in 
the 1960s and 1970s might claim accuracy of 10-20%, laser photodetachment spectroscopy 
(especially on cold targets) can routinely claim accuracy of better than 1%.  
 Accurate determination of electron affinities is most effective when using experimental 
methods that employ the photoelectric effect.4,5 The photoelectric effect states that when an 
incident photon, hν, has energy equal to or exceeding the electron affinity of an anionic species 
then an electron will be photodetached; 
 A A eh    .  (1) 
It is typically far easier to photodetach an electron from an anion than to photoionise a neutral 
species because EAs are generally lower than ionisation potentials. 
 
Figure 1 Qualitative description of effective potentials experienced by valence electrons in 
neutrals and cations (blue), singly charged anions (black), and multiply charged anions (red). 
The potentials are as a function of the electron-nuclear distance between the excess electron 
and the parent species, r.   
E
n
er
g
y
r
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The valence electrons in anions experience very different potential energies compared 
with those of neutrals and cations, Figure 1. Specifically, in the asymptotic regions where the 
distance between the electron and the nuclear core (r) is large, electrons in the valence regions 
of anions experience no net Coulomb attraction. However, the corresponding electrons of a 
neutral or cationic system do experience net Coulomb attraction (–Ze2/r). For singly charged 
anions the longest-range attractive potentials arise from charge-dipole            (–𝛍 · 𝐫e/r3), 
charge-quadrupole (–𝐐 ·· (𝟑𝐫𝐫 − r21)e/3r5), and charge induced-dipole          (−𝛂 ·· 𝐫e2/2r6) 
potentials, where r is the position vector of the excess electron and 𝛍, 𝐐 and 𝛂 are the dipole 
moment vector, quadrupole moment tensor, and polarizability tensor of the corresponding 
neutral molecule, respectively, and 1 is the unit tensor. The most important consequence of this 
is that the large-r attractive potential falls of as –Ze2/r for neutral and cations, whereas it falls 
off as a higher power of 1/r for anions. It is these differences that are responsible for the major 
differences in radial size, electron binding energy and pattern of bound electronic states of 
anion, compared to neutrals and cations. At shorter range, inner valence-range potentials also 
have regions of space where the extra electron experiences net attraction to the nucleus leading 
to overall binding. 
Experimentally it is advantageous to work with anions for two principal reasons: firstly, 
the weaker binding of the excess electron (e.g. < 4eV) means that their photophysics can be 
probed with visible or near-UV light; and secondly, anions of a single mass to charge ratio 
(m/z) can be easily isolated using mass spectrometry. 
Anion photoelectron spectroscopy is a versatile technique that allows the study of the 
neutral by means of photodetachment from the parent anion. Many pioneering studies of atomic 
and molecular anions by photoelectron spectroscopy were performed by the research group of 
Carl Lineberger at JILA.6,3,7–10 Photoelectron spectroscopy was showcased as a means of 
extracting accurate electron affinities, as well as vibrational information of both the anion and 
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neutral species. Studies from Lineberger’s group have laid the foundations for many of the 
experimental techniques used throughout the experimental section of this thesis. 
 Principles of Photoelectron Spectroscopy 
 Photoelectron spectroscopy is an electronic spectroscopic technique based upon the 
photoelectric effect described in equation 2. The liberated photoelectrons are collected and 
recorded with respect to their electron kinetic energies (eKE). The electron affinity is then 
determined as the difference in energy between the incident photon, hν, and the eKE of the 
electron detached from the ground vibrational state of the anion to form the ground vibrational 
state of the neutral 
 EA eKE(0,0)hv  .  (2) 
In photoelectron spectroscopy, the electron affinity is also referred to as the adiabatic 
detachment energy (ADE).  
 
Figure 2 Qualitative diagram of the potential energy surfaces for a molecular anion, A–, and its 
neutral counterpart, A. The transitions shown represent the adiabatic detachment energy 
(ADE), or electron affinity, and the vertical detachment energy (VDE). 
VDE
ADEA−
A
E
n
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The electron affinity represents the minimum energy required to produce a 
photoelectron, however, at higher ℎ𝜈 photoelectrons will still be produced. As hν increases 
above the energetic threshold for photodetachment, the excess energy will be conserved in the 
electron kinetic energy (eKE), which must be equal to the difference in energy of hν and the 
binding energy of the electron (eBE), 
 eKE eBEhv  .  (3) 
As hν increases, different energies of the neutral state can be probed (Figure 2). The 
removal of an electron from the parent anion causes a change in electron density, which 
consequently requires a change in the geometry of the corresponding neutral species as shown 
by the horizontally displaced potential energy curves in Figure 2. The difference in energy 
between the minimum energy geometry of the anion and neutral at the equilibrium geometry 
of the anion is the vertical detachment energy (VDE). It is extracted experimentally by 
identification of the peak with highest intensity.  
The magnitude of change in geometry between the anion and neutral can often be 
inferred by the difference in adiabatic and vertical detachment energies. In systems with a 
substantial change in geometry between the anion and neutral species, there may be no overlap 
of the ground vibrational level wavefunctions. In such a case, the adiabatic detachment energy 
cannot be observed in the spectrum.11 Conversely, for systems with little change between the 
anion and neutral geometries, the adiabatic and vertical detachment energies are similar and 
only a single transition will be visible. 
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Figure 3 Schematic of photodetachment from an anionic species, A–, to form the corresponding 
neutral, A, following absorption of a photon of light, hν. The photoelectrons originate from an 
initial ground state vibrational state in the anion, and photodetach to form various final 
vibrational states in the neutral. The kinetic energy of the photoelectron, eKE, is detected, and 
from this the binding energy, eBE, of the transition can be determined. The intensity of the 
specific vibronic transition is determined by the Franck-Condon overlap of the initial vibronic 
wavefunction of the anion,
i
v , and the final vibronic wavefunction of the neutral, 
f
v . The 
ADE is the peak with the highest eKE (lowest eBE), and the VDE is the peak with highest 
intensity. 
 
Under the Born-Oppenheimer approximation (BOA) approximation,12 the 
photodetachment process can be understood as the projection of an initial vibrational 
wavefunction,
i
v , defined by the nuclear coordinates of the equilibrium geometry of the anion, 
onto the final states of the neutral, 
f
v . The overlap of the initial and final vibrational 
wavefunction is described by a Franck-Condon factor,13
2
f i
v v  , and governs the relative 
intensities of different vibrational levels of an electronic state observed in the photoelectron 
spectrum as shown in Figure 3. The vibrational quantum number may change for Franck-
eBE
eKE
A−
A
E
n
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g
y
Displacement coordinate
eK
E
  
/ 
eV
Intensity
eB
E
/ 
eV
hν
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Condon allowed transitions. In the case of totally symmetric vibrational modes, this may be ∆v 
= 0, ±1, ±2, … While for non-totally symmetric mode, this may be ∆v = 0, ±2, ±4, ... Franck-
Condon forbidden modes may also be observed in photoelectron spectra, arising through 
borrowed intensity from Herzberg-Teller vibronic coupling between electronic states or 
vibrational autodetachment mediated by an excited state of the anion.14,15 
For systems with a finite geometric change between the anion and neutral, a vibrational 
progression will be recorded in the photoelectron spectrum. This vibrational progression will 
appear as a series of narrow peaks, with discrete eKEs and an intensity modulated by the 
Franck-Condon overlap of the specific transition (Figure 3). When there is a change in 
geometry between the anion and neutral ground states, there may be specific vibrational modes 
that have large Franck-Condon factors that correspond to motion along the displacement vector 
that connect the two equilibrium geometries. Hence, the eKE and relative intensity of the 
outgoing electron contains a wealth of information about the electronic and vibrational 
structure of both the anion and neutral species.16–20  
Photoelectron spectroscopy has less stringent selection rules compared to other optical 
spectroscopic methods. Any neutral state can be formed by removal of an electron from an 
atomic or molecular orbital, providing there is sufficient energy for photodetachment, 
including states of the neutral that may have different multiplicities.  
The cross-section, 𝜎, of a photoelectron detached near threshold can be expressed by 
the Wigner threshold law,21,22 
 
1
2eKE
l


 ,  (4) 
where l is the angular momentum of the outgoing photoelectron wave.23 This shows that at as 
eKE ➝ 0, 𝜎 ➝ 0. Furthermore, at low eKE, low l partial waves will dominate. 
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1.2.1 Velocity Map Imaging 
In addition to kinetic energies, photoelectron angular distributions relative to a linear 
polarisation axis of a light filed can provide complimentary information about the character of 
the orbital from which the photoelectron is ejected. Both the kinetic energies and angular 
distributions of photoelectrons are provided in photoelectron imaging techniques. 
 Velocity Map Imaging is a technique developed by Chandler and Houston,24 and 
refined by Eppink and Parker,25 in order to measure the velocity of charged particles following 
a photoionisation/detachment event. In the case of photoelectron spectroscopy, a cloud of 
photoelectrons is produced following the irradiation of the anion with a laser pulse. VMI 
focusses charged-particles (the electrons) with a given velocity vector onto a specific point on 
a two-dimensional plane, irrespective of the origin of the charged particle within a relatively 
large photodetachment volume. As a velocity vector is probed using VMI, the collected data 
contains information regarding the speed (energy) and direction of the charged particle. The 
directional information is usually with respect to the linearly polarised light field used to 
photodetach the electron. In VMI, the Newton sphere of photoelectrons expands and is 
projected onto 2D detector.  
VMI with photoelectron spectroscopy is an attractive pairing. It combines high 
collection efficiency with the ability to collect photoelectrons with low eKEs and allows for 
the measurement of photoelectron angular distribution.  
1.2.2 Photoelectron Angular Distributions 
The angular distribution of photoelectrons produced in a single-photon process by 
linear polarised light, has the general form26 
 2 2( ) (1 P cos( ))
4
I

  

  ,  (5) 
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where   is the angle of the ejected photoelectron relative to the polarisation axis of the light, 
  is the total photodetachment cross section, 2P cos( ) is the second-order Legendre 
polynomial, and 2 is the unitless anisotropy parameter. The 2 parameter is constrained to 
between the bounds of +2 and –1 and contains important information about the angular 
momentum of the photoelectron, and by extension the molecular orbital from which the 
electron was ejected from. The limiting values of 2 correspond to a photoelectron angular 
distribution with a 
2cos ( )  or a 2sin ( )  distribution relative to the polarisation vector, 
respectively. 
 The physical significance of the photoelectron angular distribution arises from 
consideration of the angular momentum of the selection rule. If the photoelectron is detached 
from an orbital for which l is a good quantum number, and the laser is linearly polarised, then 
the outgoing photoelectron angular distribution will have a momentum of 1l  .27 Therefore, 
photodetachment from an s- or  -like atomic or molecular orbital will produce an outgoing 
p-wave, of which the 2  parameter will be positive up to the value of +2. In the case of an 
initial p- or π-type atomic or molecular orbital, the outgoing wave will yield a combination of 
s- and d-waves and the 2  parameter will be negative, up to the value of –1. The 2  parameter 
is energy dependent, because partial-wave cross sections are energy dependent and because the 
ultimate photoelectron angular distribution is determined by the phase between contributing 
partial waves which also changes with energy. In general, from the Wigner law, close to 
threshold, electrons with low angular momentum values dominate, giving rise to broadly 
isotropic photoelectron angular distributions.  
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1.2.2.1 Dyson Orbitals and Modelling Photoelectron Angular Distributions 
The experimental 2  parameter inherently contains information about the electronic 
structure and dynamics of the system the photoelectron is ejected from. It is desirable to be 
able to quantitatively or qualitatively model and interpret the complementary information 
encoded in the photoelectron angular distribution. Sanov et al. developed a non-perturbative 
model for predicting the energy dependent photoelectron angular distributions of molecular 
anions from a mixed sp-state, based on symmetry arguments.28–30 For molecular anions, l is 
not a rigorous quantum number as it is for atomic anions. In some cases, molecular orbitals 
may be approximated to atomic s-, p- or d-like functions and l is a good quantum number. In 
other cases, a single value of l is not sufficient. Instead, a superposition of two or more atomic-
like orbitals should be used. The net observed photoelectron angular distribution from the s-p 
mixed model is an incoherent superposition of the distributions. Modelling the parent orbital 
as a linear combination of s- and p-states becomes less rigorous for large molecular systems. 
Recently, progress has been made toward the development of a quantitative ab initio 
framework for predicting the photoelectron angular distributions by Krylov and co-workers.31–
33 This electronic structure method uses the Dyson orbital approach to model the photoelectron 
angular distributions as a function of energy for a specific photodetachment channel. 
Conceptually, Dyson orbitals can be thought of as the one-electron wavefunction of the leaving 
electron, before photodetachment.34–37 For an anionic system, the Dyson orbital, Dyson (1) , 
represents the overlap between an N electron molecular wavefunction and the 1N     electron 
wavefunction of the corresponding anion, 
 1
Dyson i f(1) (1,..., ) (2,..., ) 2...
N NN n n d dn     ,  (6) 
where i and f refer to the initial and final states, respectively. As such, the molecular orbital 
from which the outgoing electron is ejected provides a good approximation of the Dyson 
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orbital. The photoelectron angular distributions can be predicted through calculation of the 
transition dipole moments between the Dyson orbital and a free electron, 
el
k , with appropriate 
averaging of the molecular frame. This is achieved through calculation of the photoelectron 
dipole matrix element,
if
kD , 
 if el
Dyson
ˆ(1)k kD r  μ  , (7) 
where k is the magnitude of the photoelectron wave vector k, rˆ  is the dipole moment operator 
and μ  is a unit vector in the direction of the polarisation of light. 
 The Dyson orbital approach has been applied in the results section of this thesis and 
was found to be relatively robust. However, the methodology has several limitations, foremost 
the inability to model photodetachment channels from states embedded in the anion continuum. 
Another limitation is the current treatment of the outgoing electron; for anions this is a plane 
wave, while for neutrals this is a Coulomb wave. These are first-order approximations, and do 
not take into account the physical properties of the parent core. The Dyson orbital approach 
may fail in cases where certain physical properties of the parent core are pronounced, for 
example a large dipole moment of the neutral core may influence the outgoing electron of an 
anionic system in ways that are not described by a simple plane wave. 
 Advances in Anion Photoelectron Spectroscopy 
1.3.1 Electrospray Ionisation 
 There are many different methods that can be used to generate anions in the gas phase. 
Generally, the ion source chosen is dependent upon the type of ionic system one wants to probe 
experimentally. Molecular beam methods are commonly used to generate ions and clusters in 
the gas phase.38  However, this method has limitations if one studies larger molecular species 
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because many such systems are not volatile and decompose upon heating. In order to study 
larger systems in the gas phase, a ‘soft ionisation’ technique is required.39 
 ‘Soft ionisation’ refers to a class of methods that produce anions with low internal 
energies, minimising fragmentation. One of the most commonly used soft ionisation techniques 
is electrospray ionisation (ESI). ESI has been developed into an invaluable tool allowing the 
study of large fragile complexes,40,41 paving the way for a number of studies on proteins and 
biomolecules,42–47 and more exotic charged species, such as multiply-charged anions.48–51 The 
latter is not readily achievable through hard ionisation methods, due to Coulombic repulsion. 
1.3.2 Improving Energy Resolution 
Historically, photoelectron imaging has been limited by the energy resolution of eKE 
detection and high internal temperatures of molecular anions. The original Eppink-Parker VMI 
design reported an energy resolution of ∆eKE/eKE ~ 3%.25 This is sufficient resolution to 
measure electronic transitions, and vibrational structure for systems with high frequency 
vibrational modes. There are noted limitations to resolution of vibrational features for warm 
ions and systems with many Franck-Condon active low frequency modes. Experimentally, 
vibrational resolution is often only close to threshold, where the eKE of the electron is lowest. 
Alterations have been made to improve the energy resolution. Notably, the adaptation of zero 
electron kinetic energy (ZEKE) spectroscopy of neutral molecules52,53 to anions by the 
Neumark group54 and the photodetachment microscopy method of Blondel and co-workers.55,56 
Anion ZEKE yielded far better resolution,57–59 but was far more experimentally challenging 
due to the vanishing cross section at zero kinetic energy (Wigner Law). Photodetachment 
microscopy has the ability to image photoelectrons with high precision but has so far been 
limited to atomic systems and relatively narrow energy ranges.60  
To address limitations in energy resolution while retaining the simplicity of anion 
photoelectron spectroscopy, an adaptation of slow photoelectron velocity map imaging (SEVI) 
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was applied to cryogenically cooled anions. Slow photoelectron velocity-map imaging (SEVI) 
is a high-resolution variant of anion photoelectron spectroscopy. Using SEVI, 
photodetachment is carried out close to threshold and the slowest electrons are detected 
selectively using low VMI extraction voltages, providing the best energy resolution.18,61,62  
In cyro-SEVI, ions generated in a pulsed ion source are trapped in a cryogenically 
cooled radio-frequency trap, held at 5 K.63,64 Ions are then thermalized to their ground 
vibrational and electronic states through collisions with buffer gas,65 eliminating hot bands, 
sequence, and rotational broadening.62 This drastically improves energy resolution to ~ 2-3 cm–
1 for molecular anions.66,67 This has been demonstrated to improve the capabilities of anion 
photoelectron spectroscopy to extract accurate ADEs, vertical excitation energies of excited 
states and fundamental vibrational frequencies.66,68–71 
There are other research groups able to collect high-resolution photoelectron images, 
using similar adaptations. Wang’s group combine an anion photoelectron spectrometer ESI ion 
source with a cryogenically-cooled Paul trap.72,73 Spectra of the cooled anions have an 
improved energy resolution of ~1-2 cm–1, due to the removal of spectral congestion, and they 
have also used photodetachment action spectroscopy, which has proven to be very sensitive to 
the presence of non-valence excited states of molecular anions.74,75 
 
 Excited States of Anions 
 The anion states discussed in the previous sections lie energetically below the ground 
state of the neutral molecule. As such, they are stable with respect to electron loss. It is possible 
for excited states of an anion to lie below the detachment threshold; however, anions typically 
have few bound excited states due to low electron affinities. A special class of loosely bound 
excited states of anions are discussed in section 1.4.1. 
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If the anion state lies energetically above the ground state of the neutral molecule, they 
are known as temporary anion states, metastable states or resonances. Temporary anion states 
are embedded in the continuum of the neutral plus electron and are susceptible to spontaneous 
electron loss. A full discussion of temporary states of anions, known as resonances, is given in 
section 1.4.2. 
1.4.1 Non-Valence States 
 While the discussion so far has considered predominantly valence orbitals mostly 
defined by short-range interactions, there are a class of electrons states that are bound by the 
long-range potential only. For neutral atoms and molecules, these are Rydberg states which are 
bound by the −1/r Coulomb potential between the cationic core and the electron. As a result, 
these non-valence states are essentially hydrogenic atomic orbitals. In anions, the long-range 
potentials described in Section 1.1 can also bind an electron if they are sufficiently large.  
Section 1.4.2 discussed how temporary anion states may facilitate electron capture and the 
formation of stable anions; non-valence states provide an alternate route to anion formation, 
whereby a low-energy electron may be temporarily captured by long-range interaction between 
the neutral core and the free electron.76–79   
 
1.4.1.1 Dipole Bound States  
 The strongest long-range interaction between an anion and neutral core is through the 
permanent dipole-moment of the core, forming a dipole-bound state. In a dipole bound state 
the excess electron is located in a very diffuse s- or sigma type orbital, off the positive side of 
the molecular dipole.80 Fermi and Teller first proposed the minimum dipole moment required 
to bind an electron in a dipole bound state to be 1.625 Debye,81 within the Born-Oppenheimer 
approximation.12 Under the Born-Oppenheimer approximation it was predicted that any 
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species with this minimum dipole moment would have an infinite number of bound states the 
excess electron could attach to.82,83 However, unless the dipole is very large, only the lowest 
of these states will be energetically bound. Crawford and Garrett demonstrated that when 
electronic-rotational coupling is included for molecular anions, the “rule of thumb” first critical 
dipole moment is ~ 2.4 D.84–86 
 Wang and co-workers have probed mode-specific vibrational autodetachment from the 
dipole bound state of anions of interest using cryo-SEVI (section 1.3.2). This technique has 
been used to obtain the autodetaching vibrational energies of the dipole bound state in addition 
to the Franck-Condon forbidden vibrational structure of the neutral ground state for a number 
of molecular anions.74,87–91  
1.4.1.2 Correlation Bound States 
For molecular anions that lack a sufficiently large permanent multipole moment, the 
excess electron may still be bound in a correlation-bound state by dispersion forces. For this 
non-valence state, the binding energy of the excess electron is determined by the polarizability 
and dynamic correlation of the molecule. While the nature of the non-valence orbital has 
similarities to that of the dipole bound state, i.e. large and diffuse, the density is more uniformly 
distributed over the entirety of the molecule, engulfing the valence system. Correlation-bound 
states have been observed experimentally for molecular anions and clusters that do not have 
permanent multipole moments.11,92,93  
1.4.1.3 Photoelectron Signatures of Non-valence States 
Non-valence states have characteristic signatures in photoelectron spectroscopy that are 
distinct from valence bound anions. Photodetachment from non-valence states is usually seen 
as sharp, atomic like, peaks with very low binding energies, while photodetachment from 
valence bound anions tend to have a broad Franck-Condon envelope. Photodetachment from 
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non-valence states yields photoelectron angular distributions with positive β
2
 values, with little 
energy dependence. The origin of the sharp peak of non-valence states arises from the similarity 
in geometry between the non-valence and neutral core, while the angular distribution arises 
from the very diffuse s-like non-valence orbital. 
 Regardless of the specific binding interaction of the electron in non-valence states, 
conceptually there are similarities. Namely, the excess electron is bound in a large and diffuse 
orbital which has very little spatial overlap with the valence electrons of the neutral core, the 
non-valence state is just below the threshold for electron detachment and the interaction of the 
excess electron has little perturbative effect on the neutral molecular core. This introduces an 
additional caveat to consider when modelling the electronic structure, which is discussed in 
Section 2.1.7, following broad introductions to dipole and correlation bound states. 
1.4.2 Resonances 
Resonances are electronically excited states of anions embedded in the detachment 
continuum. Although electron loss from resonances can be very fast, a potential energy barrier 
prevents instantaneous ejection of the excess electron. Resonances have both a valence 
component, defined by the molecular orbitals involved in the electronic transition from the 
anion ground state, and a free electron component, a part of the wavefunction that decays 
through the barrier to the continuum. The temporal width, ∆t, of a resonance can be expressed 
by the relation  
 
2
E t   .  (8) 
Generally, resonances have lifetimes ranging from femtoseconds to picoseconds, 
depending on the strength of coupling of the excited state to the neutral continuum and the 
character of the resonance.  
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Figure 4 Schematic showing the electronic configurations that define shape and Feshbach 
resonances of a radical anion, A–. 
 
Resonances of anions are classified as either shape or Feshbach resonances. The 
difference between the two types of resonances is shown schematically in Figure 4. If the 
electron lost leads to the ground state electronic configuration, then the resonances is a shape 
resonance. Feshbach resonances require an electronic rearrangement in addition to electron 
loss to form the neutral ground state. The two-electron transition required for electron loss from 
a Feshbach resonance imposes a larger potential energy barrier on formation of the neutral 
ground state, leading to a smaller continuum contribution and a longer lifetime. 
 
1.4.3 Fates of Excited States 
 Resonances are understood to facilitate electron attachment to isolated neutral species. 
When an incoming electron has an eKE resonant with an excited state of the anion in the 
continuum, then it may be temporarily captured. These resonance dynamics determine the fate 
of the system. When a resonance is formed, electron loss may occur directly from this state, 
known as autodetachment 
 
*A [A ] A ehv       . (9) 
A− [A−]*[A−]*A A
hν e−e− hν
Feshbachshape
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 While autodetachment is always an open channel for resonances, there are other 
mechanisms that may be in competition. For example, an initial excitation may create a 
wavepacket on the potential energy surface of a resonance. If the barrier to electron loss is 
sufficiently high, the wavepacket may have time to propagate and spread. In the case that there 
is an energetically accessible conical intersection, a portion of the wavepacket may internally 
convert to a lower lying resonance or a bound electronic state. This implies that non-adiabatic 
processes, involving nuclear dynamics, are able to compete with electron loss. Whether 
electron loss occurs promptly, by autodetachment from the initially formed resonance, or 
following nuclear dynamics by delayed autodetachment, will be reflected in the outgoing eKE. 
 In addition to autodetachment and internal conversion processes, there are other non-
adiabatic processes that may occur. An example is dissociative electron attachment, in which 
initial electron capture leads to fragmentation to yield a neutral and anionic fragment. In this 
case, the photoelectron spectrum of the anionic fragment may also be recorded in the 
photoelectron spectrum.  
 Finally, in extreme cases, the ground state of the anion may be reformed following 
internal conversion. This is commonly the case for large conjugated molecules, which have a 
high density of coupled states. Internal vibrational energy redistribution will then lead to a 
statistical electron loss from the vibrationally hot anion ground state. This so-called thermionic 
emission leads to a characteristic statistical photoelectron signature, with electrons with a very-
low eKE Boltzmann distribution.94–97   
1.4.4 Two-Dimensional Photoelectron Imaging 
1.4.4.1 Frequency- and Angle-Resolved Photoelectron Spectroscopy 
It is possible to probe the electronic structure of the neutral and the resonances 
embedded in its continuum, through photoexcitation of the ground state anion, A– 
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*A [A ] productshv    .  (10) 
If, ℎ𝜈 is resonant with a transition of the anion, photoelectron spectroscopy may be used to 
probe the dynamics of this resonance. While a single photoelectron spectrum may contain 
information about the anion-neutral system, it is often insensitive to the identification and 
characterisation of the dynamics of anion resonances. 
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Figure 5 Pictorial representation of frequency-resolved photoelectron spectroscopy. The top 
panel depicts the photodetachment as hv increases from left to right (A) – (C), leading to an 
increase in the eKE of the outgoing electron responsible for the direct detachment feature. The 
frequency-resolved spectra, made from stacking photoelectron images at each hv, is shown in 
the 2D map. If hv is resonant with a transition that accesses an excited state of the anion in 
embedded in the continuum, then autodetachment (AD) from this resonance may occur. If the 
resonance is sufficiently long-lived, then the autodetachment feature will be at lower eKE than 
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the direct detachment feature, as indicated in the 2D graph. The dotted and dashed lines with 
unit gradient represent the adiabatic and vertical detachment energies, respectively. 
 
 In photoelectron spectroscopy, direct detachment produces an eKE distribution that 
increases relative to hv by a proportional amount. Measuring the photoelectron spectra as a 
function of hv, plotted as a false-colour 2D map, allows us to visualise how the eKE distribution 
changes with increasing hv. If hv is sufficient to access a resonance, [A−]∗, the ensuing 
dynamics can have a profound effect on the measured photoelectron spectra and the 
photoelectron angular distributions. With reference to Figure 5, the eKE distribution from the 
direct detachment channel is shown as a diagonal feature, where the dotted and dashed lines 
correspond to the adiabatic and vertical detachment energies as a function of hv (Section 1.2). 
Changes to the eKE distribution imply dynamics of resonances. Commonly, this will result in 
a red-shift to the outgoing electron, and a photoelectron features will appear at lower side of 
the direct detachment eKE distribution. Following photoexcitation to [A−]∗, if  autodetachment 
has a lifetime comparable to or slower than nuclear motion on the potential energy surface of 
[A−]∗, then the Franck-Condon factors to the neutral ground state will differ, leading to a 
different final internal energy content in the neutral. Such dynamics will be reflected in the 
photoelectron spectrum, due to conservation of energy. By scanning the ℎ𝜈 across the 
detachment continuum and taking sequential photoelectron spectra, one is able to monitor the 
signatures of resonances and their observed dynamics. It is then possible to stack these 
photoelectron images to make a set of frequency-resolved spectra, building a 2D map of the 
electronic structure of the anion-neutral system.  
 2D photoelectron spectroscopy is in many ways complementary to 2D electron energy 
loss spectroscopy (EELS).98–101 In this, the kinetic energy of the incoming electron is scanned 
and for each of these the outgoing electrons kinetic energy spectrum measured. The key 
difference of 2D EELS is that it measures the “full” reaction. In 2D photoelectron spectroscopy, 
the resonance is accessed with a photon and so only the corresponding “half” reaction is 
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monitored. Additionally, the initial geometries differ. But there are some key advantages to 
performing 2D photoelectron spectroscopy. 
 For each hv, the photoelectron image taken has the complementary photoelectron 
angular distributions for any photoelectron features present in the spectra. As the photoelectron 
angular distributions are inherently sensitive to the molecular orbital from which the 
photoelectron is ejected, they are very responsive to any changes in electron loss channels. 
Resonances can be inferred through sudden changes to the photoelectron angular distributions 
as a function of hv. Sudden changes to photoelectron angular distributions can be rationalised 
through consideration of what is happening during excitation to a resonance. Firstly, the 
molecular orbital the outgoing electron is ejected from is changing. Secondly, formation of the 
resonance will have an associated transition dipole moment such that photoexcitation may lead 
to some initial alignment in the laboratory frame. Such changes have been observed previously 
in a number of photoelectron imaging experiments.44,102–104 It should be noted that the 
observation of no dramatic change in photoelectron angular distribution does not negate the 
presence of resonances. Many large or low-symmetry systems have predominantly isotropic 
angular distributions, regardless of any dynamics. 
1.4.4.2 Time-Resolved Photoelectron Spectroscopy 
Frequency- and angle-resolved photoelectron spectroscopy allow identification of the 
vertical energetic range over which resonance dynamics occur. It is straightforward to extend 
the investigation of the dynamics of resonances into the time-domain using photoelectron 
spectroscopy. This is particularly desirable for the unravelling the activity of biomolecules, for 
which an understanding of the ultrafast dynamics of the anionic chromophores provides  
baseline measurements for understanding how a condensed phase environment (e.g. solution 
or protein) influences the inherent photochemical dynamics.46,105–108 
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Nuclear motion occurs on a timescale in the order of femtoseconds (10–15 seconds). In 
order to gain insight direct into chemical dynamics that occur on this timescale state-of-the-art 
experimental methods have been developed. Pivotal work in the 1980s led to the development 
of laser systems able to produce light pulses of only a few hundred femtoseconds.109–111  The 
commercial availability of femtosecond laser systems and the development of the pump-probe 
methodology laid the foundation for a wealth of ground-breaking studies, able to unravel 
chemical reactions in new detail.110,111 
Figure 6 Pictorial representation of time-resolved photoelectron spectroscopy applied to the 
study of anionic resonances. The top panel shows the initial photoexcitation of a resonance, by 
a femtosecond pump pulse. If the autodetachment (AD) lifetime of the resonance is long 
compared to the nuclear vibrations of the system, then AD may occur along some 
intermolecular coordinate, Q, as indicated by the downward arrows. Following a time delay a 
second probe pulse samples the population from the resonance, shown in the central panel, 
leading to depletion in AD and the appearance of higher eKE feature. Through varying the 
pump-probe time delay, as shown in the bottom panel, the dynamics of the resonance can be 
probed in real time. 
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 The basic principles of time-resolved anion photoelectron spectroscopy applied to 
resonances are summarised pictorially in Figure 6. An ultrashort femtosecond laser pulse, at 
an identified hv, is used to photoexcite the anion ground state to some excited state. Following 
a time delay, ∆t, a second ultrashort pulse arrives, photodetaching the electron. The two pulses 
are referred to as the pump and probe pulses, respectively. The delay between the pump and 
probe pulses is varied to allow temporal evolution of the photoelectron spectra. The 
photoelectron spectra taken allow direct monitoring of the nuclear dynamics and 
autodetachment from the resonance. As there are no stringent selection rules in photoelectron 
spectroscopy, the entire reaction coordinate can be monitored. 
 The photoelectron spectrum is determined by the energetic difference between the 
excited state and final neutral ground state potential energy surfaces as a function of nuclear 
coordinate. That is to say, if the final state photodetached remains the same, the time-resolved 
dynamics are probed by the changes in Franck-Condon factors to this final neutral state.112 
There are cases in which the final state or states accessed by photodetachment differ. This may 
occur when there are additional neutral states or multiple resonances involved in the dynamics. 
This idea has been applied to the interpretation of a many time-resolved studies of bound 
states.113 The former caveat is often unimportant in interpretation of dynamics of resonances 
of radical anions as the closed-shell neutral is typically more than a few eV above that of the 
anion. As such, only a single final neutral state needs to be considered. 
 The decay mechanisms of resonances can be probed through the depletion induced by 
the probe pulse, and the resultant new photoelectron signal at higher eKE (Figure 6). If the 
ultimate fate of the system is electron loss on a timescale shorter than the temporal resolution 
of the experimental arrangement, the total integrated photoelectron signal will be constant, and 
the lifetime of the dynamics cannot be determined unless the electrons are dispersed in energy.  
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2 Theoretical Considerations 
Quantum chemical calculations aid the interpretation and unravelling of experimental 
data. All quantum chemistry methods rely on approximations in order to be able to solve the 
electronic Schrödinger equation, Equation 11, the first of which are time-independence,  
 elec elec
ˆ ( ; ) ( ) ( ; )H r R E R r R   .  (11) 
  There are three additional basic approximations underpinning electronic structure 
theory; the Born-Oppenheimer approximation, the independent particle approximation, and the 
formation of molecular orbitals from linear combination of atomic orbitals (LCAO-MO). 
A single electronic wavefunction, ( ; )r R , depends explicitly only on the coordinates of the 
electrons, denoted as r, for a given nuclear configuration (R). A different wavefunction 
describes the position of the nuclei, ( )R .  The separation of the molecular wavefunction into 
an electronic and nuclear wavefunction arises from the Born-Oppenheimer approximation. 
Under the independent particle approximation all electrons experience a ‘field’ of all other 
electrons as a group, rather than individually. Finally, molecular orbitals are constructed from 
superpositions of atomic orbitals belonging to atoms in a molecule, known as the LCAO-MO 
approach. 
 The partitioning of contributions to the total electronic energy under the Born-
Oppenheimer approximation massively reduces the complexity of the calculation, making 
calculation of molecular systems feasible, and introduces the concept of potential energy 
surfaces. Potential energy surfaces are complex hypersurfaces defined by the nuclear degrees 
of freedom of the molecule (3N – 6) and considering a distortion in a single coordinate R allows 
the construction of 1D slices, shown qualitatively in earlier figures. 
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The independent particle approximation is sometimes referred to as the molecular 
orbital approximation, whereby ( )r  can be written as a product of wavefunctions for single 
electrons in an n electron system, 
 1 2 1 1 2 2( , ,..., ) ( ) ( )... ( )n n nr r r r r r     . (12) 
The single electron wavefunctions, ( )n nr , are called molecular orbitals. Determination of 
molecular orbitals is far simpler than the overall wavefunction. It is important to note that this 
approximation, as written above, fails immediately for electrons as it is not antisymmetric. 
Additionally, this approximation inherently neglects explicit electron-electron interactions 
(electron correlation). Many-body electron correlation arises from symmetry and repulsion.114 
The former is referred to as Fermi correlation and the latter as Coulomb correlation.  
LCAO-MO is a simple method that yields a qualitative picture of MOs in a molecule, 
forming approximate N-electron wavefunctions as linear combinations of anti-symmetrized 
products of MOs. Modifications must be made to the electronic wavefunction to ensure that 
combined spatial and spin variables of any given electron, xi, is properly represented, such that 
the overall wavefunction is antisymmetric with respect to swapping the coordinates of any two 
of the electrons. This condition satisfies the Pauli principle. For a system of n electrons, the 
combination of one-electron spin orbitals, χ
i
(x), antisymmetrised, can be written as the 
determinant of a n × n matrix. Within Hartree-Fock theory, these determinants are referred to 
as Slater determinants 
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The use of a Slater determinant to represent the electronic wavefunction is beneficial as 
interelectronic interactions and the motion of electrons becomes correlated with respect to the 
spin and permutation symmetry conditions of the wavefunction (Fermi correlation).  
Despite the deceptive simplicity of the electronic Schrödinger equation shown in 
Equation 11, calculating accurate solutions remains a complex problem. The art of quantum 
chemistry is choosing how to balance approximations in calculations. The remainder of this 
section outlines the main approximations and pitfalls associated with a variety of electronic 
structure methods, with attention paid to the calculation of anions and resonances. 
2.1.1 The Hartree-Fock Approximation 
The central starting point for most computational methods is the Hartree-Fock (HF) 
approach, also referred to as the self-consistent field (SCF) method.115,116 While the HF 
approximation is able to return a solution to the electronic Schrödinger equation, it is important 
to appreciate that this is not an exact solution. The HF energy can be defined as Eapprox 
calculated from the approximate HF wavefunction, approx  and must be higher than the true 
ground-state energy of the system 
 
approx approx elec approx
ˆ( ) ( )E r H r dr   .  (14) 
The HF wavefunction of a system is defined as the Slater determinant that returns the 
lowest energy. From a HF calculation one can retrieve a HF wavefunction, or Slater 
determinant, molecular orbitals with their associated energies, 𝜀𝑖, and the overall energy of the 
system. All three of the calculated terms are of interest when trying to understand the properties 
of a system. In the complete basis set limit, the HF energy differs from the true energy due to 
two factors, neglect of electron correlation and neglect of relativistic corrections. 
The orbital energies are of particular importance when considering the chemical 
properties of a system. The influence of frontier orbitals in determining chemical properties 
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and reactivity of a system has been widely documented.117–120 Using Koopmans’ theorem the 
energy of the lowest unoccupied molecular orbital (LUMO) can be used to provide a rough 
estimate of the electron affinity of a system121 
 LUMOEA   .  (15) 
While the energies of HF orbitals are relatively poor, their shape can provide qualitative insight 
into the chemical properties of a system and can provide a reliable qualitative description of a 
ground state system in an equilibrium geometry, if the ground state has a closed-shell electronic 
structure. 
 Introductory statements to many books on electronic structure begin with a statement 
of the general content ‘most stable molecules have closed-shell electronic structures’. This 
statement is not of much comfort for those trying to perform calculations on anions. As anion 
photoelectron spectroscopy probes the electronic structure of both the anion parent and the 
neutral daughter, inherently there is an open-shell electronic structure to consider. This has 
implications in the type of HF calculation that is needed. Closed-shell systems can be 
represented using a simplified restricted HF approach. There are two main ways to represent 
an open-shell system, one can either use a restricted open-shell (ROHF) or an unrestricted HF 
(UHF) calculation. In the former, pairs of opposite-spin electrons exist in doubly occupied 
‘closed-shell’ orbitals, while any remainder electrons exist in singly occupied ‘open-shell’ 
orbitals. In the latter, the spatial components of orbitals for opposite-spin electrons (e.g. 𝛼 and 
𝛽) are allowed to differ. There are reasons for preference for one of these formalisms over the 
other (e.g. avoidance of spin contamination using ROHF or correct dissociation character using 
UHF) but further discussion of the specifics of the two methods is not offered here. Rather, the 
different HF formalisms are mentioned to highlight the consideration needed when designing 
a calculation to render physically meaningful results. 
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2.1.2 Post Hartree-Fock Methods 
The HF method is an approximate method as it is based upon the calculation of an 
approximate wavefunction from a single Slater determinant. The HF energy is always higher 
than the true ground state energy, due to the variational principle. The difference between the 
two energies is known as the correlation energy.  
A plethora of ab initio methods, which invoke varying degrees of approximations, have 
been developed to recover the missing (Coulomb) electron correlation in calculations of the 
electronic ground state.115,122–125 Coulombic electron correlation tends to be broken down into 
non-dynamic (static) and dynamic correlation, but it should be noted there is no unified robust 
definition of these terms. For example, in many multireference calculations performed in this 
thesis, the CASSCF component takes into account static correlation from near-degeneracies, 
while the perturbation theory part of an XMCQDPT2 calculation takes into account dynamic 
correlation. Both correlation components are missing from the HF model; the dynamic due to 
the failure of accurately describing the short distance interelectronic interaction, and the static 
by considering that a single Slater determinant can be used to describe the electronic 
configuration of the molecule. 
There are two different ways to improve the electronic energy, through recovery of the 
correlation energy, based on the HF approach. The first class of methods focuses on improving 
the approximate form of the wavefunction (Equation 14). The description is improved through 
introducing many-electron character into the wavefunction, increasing flexibility. Under this 
approach additional linear combinations of excited determinants are used to form the 
approximate wavefunction. These methods are discussed in Sections 2.1.2.1, 2.1.2.3 and 
2.1.4.1. The second class of methods tries to improve the description of the wavefunction, 
through applying a small perturbation to the approximate Hamiltonian of the HF reference (a 
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Fock operator). These methods are discussed in Sections 2.1.2.2 and 2.1.4.2.1. Both methods 
use the HF reference as a starting point for subsequent calculations. 
2.1.2.1 Configuration Interaction 
Mathematically, electron correlation can be included by increasing the flexibility of the 
wavefunction by adding more Slater determinants. LCAO-MO coefficients are first determined 
through a single-reference HF calculation, finding the lowest energy for N-orbitals. 
Configuration interaction (CI) is then used to find the excited Slater determinants, allowing the 
many-electron wavefunction to be written as a linear combination of determinants 
 
a a ab ab
CI HF HF i i ij ij
ia i>j,a>b
...c c c         .  (16) 
The components of the CI wavefunction are shown qualitatively in Figure 7. 
 
Figure 7 Schematic representation of the components of the configurational interaction 
wavefunction. 
 
In principle full CI, with an infinite basis set, would yield the exact solution to the 
electronic Schrödinger equation. However, even with a finite basis set, full CI is too 
computationally expensive. It is for this reason that the expansion is normally truncated to 
single and double excitations (singles and doubles), referred to as CISD. 
 CI is a systematic procedure for going beyond the HF approach. It is a variational 
approach, advantageous as it is able calculate the upper bounds of energy, excited states and 
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recover some dynamic correlation energy. However, this method has the disadvantage of not 
being size-extensive, as such the energy does not scale properly with the number or particles. 
Additionally, the number of determinants scales rapidly with level of excitations, even for 
systems with a small number of electrons, and the convergence is slow.  
2.1.2.2 Many-Body Perturbation Theory  
Møller-Plesset perturbation theory (MP)122 is a different approach to accounting for 
electron correlation, through treating it as a perturbation to the Hartree-Fock wavefunction. 
Under this approach the total Hamiltonian of a system is partitioned into two parts; a zeroth-
order part with known eigenfunctions and eigenvalues, H0 and a perturbation, V. A reference 
is often used to form the zeroth-order component, while the perturbed component is a two-
electron operator. The electronic energy is improved by systematic improvement of the zeroth-
order Hamiltonian, so that it becomes closer in energy to the total Hamiltonian, 
 0
ˆ ˆ ˆH H V    (17) 
through application of a dimensional perturbation parameter, λ. The zeroth order 
eigenfunctions and eigenvalues are expanded as a Taylor series. The first meaningful 
correction is the second-order correction, MP2, 
 
2
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i j a b i j a b
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

  
 .  (18) 
Perturbation theory is size-consistent at each level and recovers a large amount of 
correlation energy. While perturbation theory offers an improved description of the energy in 
almost all cases, it does have limitations. Perturbation theory is not variational, which can lead 
to overcorrections and energies lower than the total electronic energy. Overcorrection of 
energies is particularly prominent for systems with small energy gaps between frontier orbitals. 
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Additionally, perturbation theory does not perform well in cases of spin contamination of states 
and convergence is not smooth for higher order expansions (e.g.  MP4). 
2.1.2.3 Coupled-Cluster Theory  
The coupled-cluster method (CC) takes the basic Hartree-Fock molecular orbital 
approach and constructs multi-electron wavefunctions using an exponential cluster operator. A 
CC wavefunction can be expressed as a product, 
 
ˆ
CC HF
Te  ,  (19) 
where the exponential operator Tˆ  generates the excited Slater determinants, 
 
ˆ 2 3
0
1 1 1ˆ ˆ ˆ ˆ1 ...
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e T T T T
k


      .  (20) 
While perturbation methods add all types of corrections to a given order, CC methods includes 
all corrections of a given type to an infinite order, 
 1 2 3
ˆ ˆ ˆ ˆ ˆ... NT T T T T       (21) 
 
ˆ 2 3
1 2 1 3 2 1 1
1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ1 ( ) ( )...
2 6
Te T T T T T T T       .  (22) 
The difference between MP and CC arises from the way in which the excited determinants are 
generated. CC excited determinants are generated using interacting and non-interacting pairs. 
If all cluster operators up to ˆNT  were to be included, the energetic solution would be equivalent 
in accuracy to full CI. As with CISD, CC is normally truncated at single and double excitations 
(CCSD).126 However, the CCSD wavefunction will also include triple and quadruple 
excitations as products of the single and double amplitudes 
 1 2
ˆ ˆ 2 3 2 2 4
1 2 1 2 1 1 2 2 1 1
1 1 1 1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ1 ( ) ( ) ( )
2 6 2 2 24
T T
e T T T T T T T T T T
             (23) 
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The triples term, 3Tˆ , improves the description of the wavefunction dramatically. This can be 
included perturbatively, with modest cost, to yield the CCSD(T) model. The CCSD(T) 
wavefunction is very accurate, with the solution approaching that of full CI.  
 The advantage of the CC method has been highlighted in Equation 23, truncation to 
singles and doubles yields an excitation operator that contains products equivalent to higher 
order excitations. These disconnected excitations are often more important than some of the 
higher CI solutions, and the convergence is much faster for CC methods. The CCSD(T) method 
is widely regarded as the gold standard for dynamic electron correlation, with a complete basis 
set. 
 While CCSD(T) may be heralded as the gold standard, this does not make it the 
appropriate choice for every problem. There are systems that may be adequately treated by 
much lower levels of theory, saving much computational cost. Conversely, there are systems 
for which CCSD(T) will fail, and different approaches are necessary. An additional caveat that 
must be mentioned is that CCSD(T) requires the use of a large basis set in order to truly be 
considered capable of producing results of ‘gold standard’. For example, the results yielded by 
the use of CCSD(T) with a minimal basis set will be physically unmeaningful, while a 
CCSD(T) with a complete basis set represents the true gold standard.  
2.1.3 Note on the Choice of Basis Set 
As highlighted above, a limitation with any electronic structure method is the choice of 
basis set used to perform the calculation. In electronic structure theory, the ‘level of theory’ 
used in calculations has two components that the user must define: the treatment of electron 
correlation, and the basis set. In actuality, the choice of basis set may also aid the recovery of 
electron correlation. 
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For efficient calculation, molecular orbitals, ѱ(r), can be expressed as combinations of 
simpler functions, known as basis functions φ(r), 
 
basis
i ij j
j 1
( ) ( )
n
r c r 

 ,  (24) 
where the set of nbasis functions are chosen to represent each of the occupied atomic orbitals of 
the atoms making the molecular system. The collection of basis functions is known as the basis 
set and is chosen prior to carrying out any calculation. Basis sets provide the building blocks 
to the many-electron wavefunction, and as such, the choice of basis set is extremely important. 
These basis functions are often taken to be Gaussian-type functions. 
 When choosing a basis set, there is a compromise to be made between accuracy and 
computational time. An appropriate basis set for calculations on molecular anions needs to be 
able to accommodate the radial extent and polarizability of the anion. The radial extent of a 
basis function is determined by an exponent factor, normally denoted the ζ-factor. The accuracy 
of the description, and the computational time, increases for higher ζ-factors. However, a 
second-order or higher-order ζ-factor is not enough to describe the diffuse electron density of 
anions and excited states. These also require additional diffuse functions. Additional basis 
functions of different angular quanta must be added to the basis set to describe the polarisation 
of atoms. Polarisation functions are crucial for an accurate description of electron correlation. 
 Basis set choice is relatively straightforward for the problems in this thesis. Dunning 
basis sets are accepted as being the gold standard for calculations on anions.127 This family of 
basis sets is a correlation-consistent basis set, written as cc-pVXZ, where X refers to the order 
of ζ-factor. When using these basis sets for anions augmented with diffuse functions, aug-cc-
pVXZ, is used.  
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2.1.4 Multiconfigurational SCF 
The correlation energy may be improved through use of the single-reference methods 
described in Sections 2.1.2.1 - 2.1.2.3, however, there are cases in which a single-reference 
wavefunction cannot accurately described a chemical system. A notable example is when 
bonds distort and elongate. The origin of this limitation is that the electronic configuration and 
shape of the MOs are determined by a single Slater determinant. In order to obtain more 
accurate results, the shape of the orbitals needs to be optimized. To do this, a variational 
approach is needed for the coefficients that describe the contributions of Slater determinants 
and the coefficients that describe the weighting of atomic orbitals in molecular orbitals.  
A family of methods known as multiconfigurational SCF (MCSCF) are able to treat 
electron correlation in cases where the HF reference is insufficient. As discussed previously, 
single reference methods are able to provide an accurate description of the wavefunction when 
a system is close to the equilibrium geometry. MCSCF methods are required when considering 
geometries that lie further away from the equilibrium geometry and excited determinants 
contribute significantly to the wavefunction. The methodology of MCSCF methods is 
discussed in the next section. 
2.1.4.1 Complete Active Space SCF 
Complete active space SCF (CASSCF)128 is the most commonly used MCSCF method. 
Briefly, CASSCF is essentially a full CI method for a restricted space, where all possible 
configurations for a given number of ‘active’ electrons in a given ‘active’ orbital space are 
constructed. The active orbitals and electrons in a defined CAS space are referred to as CAS(nel, 
morb). This yields a wavefunction with comparable accuracy to full CI, but that is 
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computationally tractable provided the chosen active space is limited. The typical active space 
limitation is 18 or less active electrons in 18 active orbitals.129 
 
Figure 8 Schematic representation of the subspaces used to form a CASSCF wavefunction 
 
The methodology of CASSCF is similar in principle to CI, whereby the 
multiconfigurational wavefunction is constructed as a linear combination of single-
configurational wavefunctions. The single-configurational wavefunctions may be referred to 
as configurational state functions (CSFs), if the determinants are spin-adapted. The 
determinants are defined by dividing orbitals into three distinct subspaces; the inactive 
subspace, in which all orbitals are doubly occupied, the active subspace, comprised of the n 
electrons and m orbitals on which the full CI is carried out, and the virtual space, in which all 
orbitals are unoccupied and are kept unoccupied. This is shown qualitatively in Figure 8. The 
electrons and orbitals included in the active space are those deemed to contribute the most to 
the multireference character of the system studied. The occupation number of the orbitals in 
the active space will be a non-integer number between 0 and 2. 
CASSCF is able to provide a better description of the electronic structure of a system, 
before recovering the correlation energy. This MCSCF method provides accurate reference 
states for recovering large fractions of dynamic correlation energies and is size-consistent. 
Inactive 
orbitals
Virtual 
orbitals
Active 
orbitals
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Additionally, CASSCF is able to handle more exotic systems, such as zwitterions, biradicals, 
transition states and conical intersections between two or more potential energy surfaces. 
Unlike the previously discussed single-reference states, CASSCF is applicable to ground and 
excited states within a single framework. This latter property is crucial when modelling 
photochemical processes.  
While there are numerous advantages of CASSCF, this method cannot be considered 
as ‘black box’. The choice of active space is not always obvious but is crucial to returning a 
reasonable wavefunction. There are no rigorous rules for the choice of a balanced active 
space:130 while one can use chemical intuition and experience, this is not always enough. Often 
some prior knowledge of the system is required. 
2.1.4.2 Second-Order Multireference Perturbation Theory 
There are a hierarchy of second-order multireference perturbation theory (MRPT2) 
methods used to correct the secondary space, improving the dynamic electron correlation. The 
first level of the MRPT2 methods consists of multi-reference state-specific methods, the second 
and third levels of multi-reference multi-state methods. These will be briefly discussed in the 
following sections. 
Prior to discussing the specific of MRPT2 methods it is pertinent to outline some 
general considerations. Briefly, all perturbation methods are single reference in origin, and any 
expansion of these methods requires the orbital energies to be defined. The need to define 
orbital energies originates from the denominator of equation 18 and requires the use of semi-
canonical orbitals. When moving to second-order corrections to PT there are more parameters 
that may be varied, and so different methods develop in different ways. All methods begin with 
CASSCF reference wavefunctions that describe the zeroth-order wavefunctions. A detailed 
analysis is beyond the scope of this thesis, but a brief discussion will be given in order to 
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highlight which comparisons can be made, and which methods can be considered reliable for 
modelling the parameters of anion photoelectron spectroscopy. 
2.1.4.2.1  Multireference State Specific MRMP2 
State specific MRMP2 methods dynamically correlate only one target space, based on 
a single reference state described by CASSCF. There are two branches of development of 
method that will be considered; MRMP2131,132 and CASPT2.133,134 CASPT2 is simply CAS 
with perturbation theory at second-order and is a popular choice of second-order correction 
method. 
The methods differ in definition of the secondary space, MRMPT2 includes all 
determinants in the secondary space, while CASPT2 only includes the diagonal elements of 
the Hamiltonian. The former is a totally uncontracted method, while the latter is internally 
contracted. The consequence of contracting the secondary space is that states cannot interact, 
this in turn means that the description of the zeroth-order wavefunction cannot be improved. 
For both methods problems are encountered if the CASSCF is not a good reference 
space. This can arise in cases for which CASSCF is insufficient to describe states correctly, 
leading to an incorrect ordering of states due to lack of dynamic correlation.  
2.1.4.2.2  Multireference Multistate MRMP2 
State specific MRMP2 methods are limited in the amount of dynamic correlation they 
can return. In order to introduce more dynamic correlation, multistate extensions are 
incorporated within the effective Hamiltonian framework. Within this extension a 
multidimensional reference space, spanned by state-averaged CASSCF (SA-CASSCF) states, 
is generated. States are obtained through diagonalization of the effective Hamiltonian within 
the reference space, based on a linear combination of the initial CASSCF wavefunction. The 
wavefunctions obtained are still zeroth-order wavefunctions, however, their description is 
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improved as states are allowed to interact through the perturbative calculation of the effective 
Hamiltonian. Allowing states to interact is particularly important in regions of energetic space 
in which states lie close together, such as conical intersections. 
While the description of the wavefunctions is improved through this extension, there 
are still notable problems. Particularly problematic is the artificial couplings, seen as large off-
diagonal elements of the effective Hamiltonian, that arise in cases where a low-dimensional 
reference space is used to calculate states that lie close in energy.  
 The extension of MRMP2 is called multiconfigurational quasi-degenerate perturbation 
theory (MCQDPT2),135 while the analogous extension to CASPT2 is known as MS-
CASPT2.136 Both methods should give comparable results. 
 To approximately correct for the unphysical large off-diagonal elements, a stabilization 
technique was developed for MCQDPT2.137 In order to quench the artificial couplings, the 
number of zeroth-order wavefunctions needs to be drastically increased. This method (aug-
MCQDPT2) sequentially enlarged the reference space of an augmented Hamiltonian, enabling 
the calculation of target electronic states that gave good agreement to experimental values.105 
2.1.4.2.3  Third Generation Corrections 
While the aug-MCQDPT2 method was able to yield results comparable to experimental 
values, the size of the secondary space needed reduces the applicability of the method 
drastically. A third generation of MRMP2 methods was developed by Granovsky in order to 
address the large off-diagonal artefacts in the effective Hamiltonian. This method is known as 
extended multiconfigurational quasi-degenerate perturbation theory (XMCQDPT2).138 A 
similar analogous extension has been made to MS-CASPT2, XMS-CASPT2.139 
XMCQDPT2 is invariant with respect to the rotation of orbitals in the active space or 
vectors in the model space. The major advantage of XMCQDPT2 is that through allowing 
states to interact the quality of the wavefunction improves from that of the CASSCF 
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wavefunction. The eigenvalues of the effective Hamiltonian are now able to accurately 
describe the mixing of states. The energetic description of XMCQDPT2 states become more 
accurate, even in cases where states become near degenerate in energy. Furthermore, the 
energies are stable with respect to extension of a model space, allowing application to large 
molecular systems.46,140–142 
2.1.4.2.4  Choice of MRMP2 Method 
As with any other branch of methods, there is not a simple solution for choice of 
MRMP2 method. This is because the application is always different, so the choice needs to be 
the most beneficial to the particular experimental parameter modelled and is often state 
dependent.  
 CASPT2 is a method that has enjoyed great popularity. This method is indeed capable 
of producing accurate vertical excitation energies for systems with large energetic separations. 
In these cases, the off-diagonal elements of the effective Hamiltonian should, in principle, be 
small. In this scenario, as there is negligible mixing of states, the accuracy of the CASPT2 
energies should be comparable to XMCQDPT2. In reality, and particularly the reality of the 
energetic landscape of anions, states are not separated by such large energies that the couplings 
become negligible. Additionally, CASPT2 often requires application of an ‘IPEA 
correction’143,144 to systematic errors in order to improve the IP and EA energies of active 
orbitals. This pitfall is avoided in multistate methods. 
Furthermore, as CASPT2 does not improve the description of the zeroth-order 
wavefunction, there are obvious cases where the CASSCF wavefunction will not be adequate, 
and the error will propagate through. Such cases include neutrals with low-lying nπ* states that 
are incorrectly ordered at CASSCF and states involving two-electron excitations. As the errors 
are introduced because of an artefact of the CASSCF method, they cannot be removed by a 
CASPT2 calculation, and a multistate approach is required.  
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In principle, it is possible to envisage scenarios in which the CASSCF provides an 
adequate description of the states of interest, e.g. the ground and first excited state of a system 
which is dominated by a single one-electron excitation. In these cases, the state specific 
CASPT2/MRMP2 methods should be sufficient to return good energetics. However, for more 
complex systems, or to accurately model the experimental parameters of anion photoelectron 
spectroscopy in both the frequency- and time-domain, a multistate reference method is needed 
(XMCQDPT2/XMS-CASPT2). This is because there will be states that interact, and the 
MRMP2 method chosen needs to be able to accurately handle state mixing.  
The limitations of state specific methods have been highlighted for the case of the 
anionic photoactive yellow chromophore,105 a derivative of which is the subject of Section 5.3. 
For this system, the CASSCF description was determined to be highly insufficient, resulting in 
overestimation of excitations. It was found that the target state lay fairly high in energy at the 
CASSCF level, requiring multistate methods to correctly reorder states and improve the quality 
of the target state. 
Finally, care must be taken to ensure remove intruder states from the active space of 
MRMP2 methods, as their inclusion leads to troublesome convergence and incorrect 
energies.145,146 While a range of methods have been developed to correct the intruder problem 
in MRMP2 methods,147–150 in the scope of this thesis the use of multistate XMCQDPT2 
‘perturb then optimize’ approach and natural orbitals is enough to diagnose and overcome the 
so-called intruder state problem.  
 
2.1.4.3 The Equation-of-Motion Coupled-Cluster Method for Excited, 
Ionized and Electron-attached States 
Equations-of-motion (EOM)151,152 is an elegant electronic structure method that allows 
the description of multiconfigurational wavefunctions within a single-reference formalism. 
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This method is used extensively throughout this thesis; however the details of this method have 
been extensively covered in a number of publications31,151,153,154 and so are only briefly 
described. 
Conceptually, EOM methods are similar to CI, but EOM is numerically superior as 
correlation effects are ‘folded into’ the transformed Hamiltonian. EOM methods are also 
rigorously size-extensive. Target states, 0 , are described as excitations from a reference 
state,  , 
 EOM 0Rˆ   ,  (25) 
where Rˆ  is a general excitation operator. This method allows treatment of electronically 
excited states at a level of theory similar to CC for the ground state. 
There are a number of EOM variants; electronic excitations (EOM-EE) describes 
electronically excited states, while the ionized potential and electron attachment (EOM-IP/EA) 
methods describe electron detachment and attachment to a reference wavefunction. For the first 
method R is electron conserving, for the latter two methods R is electron annihilating and 
creating, respectively. These three EOM-CCSD methods are shown schematically in Figure 9. 
These models can accurately treat ground and excited states of open-shell systems, avoiding 
the reliance upon the unstable HF solution for open-shell systems.  
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Figure 9 Schematic representation of the electronic excitation (EE), ionisation potential (IP) 
and electron attachment (EA) EOM-XX-CCSD methods. 
 
EOM-EE-CCSD has been demonstrated to be very accurate for systems that are 
primarily single one-electron transitions. However, the accuracy is much lower for states that 
have substantial double excitation character. The description of such states arises from 
truncation of the excitation operator, and can be improved through inclusion of triples, but this 
increases the computational cost substantially. 
 While the EOM-XX-CCSD suite of methods are moderately expensive, their current 
implementation allows calculations of medium-size molecules. In principle, it is possible to 
obtain Dyson orbitals using all three of the EOM-XX-CCSD methods shown in Figure 9.31,32 
The Dyson orbital for direct detachment channels shows little difference from a HF orbital 
when modelling photoelectron angular distributions. However, in order to model the 
photoelectron angular distributions from electronically excited state it is necessary to obtain a 
Dyson orbital optimized to the target excited state.  
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2.1.5 Density Functional Theory 
Density functional theory (DFT)155–158 represents a conceptually different approach to 
incorporating electron correlation, whereby the electronic energy is written as a functional of 
the electron density, rather than the many-electron wavefunction, 
 [ ]E E  , (26) 
 [ ] E [ ] E [ ] E [ ] E [ ] E [ ]T V J X CE           ,  (27) 
where the energy is partitioned into kinetic (T), Coulombic attraction of the electron to the 
nucleus (V), Coulombic energy of electrons moving independently and repelling itself (J), 
exchange (X) and correlation (C). Exchange and correlation effects are gathered together in an 
exchange-correlation (XC) functional, which is in principle exact. In practice, functionals are 
fitted empirically to experimental data or known physical properties.  
DFT can be extended to consider excited states through time-dependent DFT (TD-
DFT).159,160 TD-DFT is widely applied to the calculation of excited state properties, including 
excitation energies, oscillator strengths and geometries, for a number of medium to large 
molecules. Of all the excited state methods discussed in this section, TD-DFT is the most 
commonly utilised, however this does not speak to the accuracy of this method. While TD-
DFT performs well for bound valence excited states, there are well-documented failures with 
non-valence and charge-transfer states.161–163 These failures arise from the incorrect long-range 
asymptotic behaviour of approximate exchange correlation functionals. 
There are functionals that have been optimized to correct the long-range behaviour, 
known to be important for anionic systems, such as CAM-B3LYP and 𝜔B97XD.164,165 With 
use of these functional and appropriate basis sets, DFT and TD-DFT may yield reasonable 
ground state geometries and qualitative excited state information. The main advantages of DFT 
are the reduced computational cost compared to ab initio methods and “black box” style usage 
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in many computational packages, allowing the calculation of very large complexes. It is worth 
noting that, because the choice of functional massively dictates the accuracy of any computed 
results, this may undermine the speed of this method. A single DFT calculation may run faster 
but benchmarking with several functionals to ensure the results are physically meaningful is 
often required, undermining improvements to computational time and cost. 
2.1.6 The Difficulties of Anions and Resonances 
Anions and their excited states present a difficult challenge to theoretical models. The 
problems can be broadly summarized as:166,167 
 there will always be an open-shell electronic configuration to consider for 
photodetachment processes; 
 the excess electron is far more diffuse in nature than valence electrons; 
 anions have high polarizability; 
 electron correlation is non-negligible; 
 dispersion becomes important in specific cases; 
 resonances are embedded in the neutral plus free electron continuum; 
 calculation of accurate vertical excitation energies and oscillator strengths require 
multiconfigurational and multireference methods. 
 
Resonances cannot be robustly modelled using conventional quantum chemical 
methods as there are discrete energy levels that correspond to the valence resonances embedded 
in the neutral plus free electron continuum of states, where the energy of the free electron is 
not quantized.168 The resonance wavefunction has large amplitude in the valence region, Figure 
10, indicating that the electron is rather localised. However, the wavefunction decays 
exponentially into the classically forbidden tunnelling region, and beyond this region is a free 
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electron. It is the latter component of the resonance wavefunction that makes it clear that the 
orbital energy of the resonance state is not a sufficient description. 
 
Figure 10 Qualitative representation of the effective radial potential and wavefunction of a 
metastable state. 
 
Proper theoretical treatment of metastable states requires special techniques able to 
describe both the quasi-bound valence and the free-electron continuum components of their 
wavefunctions. An additional caveat arises when considering the dynamics of resonances, in 
which there are two processes involved, a fast electronic motion and a slower nuclear motion. 
The adiabatic coupling of these two processes in energetic regions where potential energy 
surfaces approach one another represent the breakdown of the Born-Oppenheimer 
approximation, introducing further complications.  
Throughout the results sections, care has been taken to negate the problems associated 
with anions and resonances. Unfortunately, there is no one single method used to do this, as 
the severity of the problems is very much dependent on the system. For example, the 
nitrobenzene anion and related para-dinitrobenzene anion have open shell ground states and 
resonances, presenting real challenges to many electronic structure methods discussed in the 
previous sections. For these systems it was necessary to use XMCQDPT2, to restrict the active 
E
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space ensuring the calculation of resonances were physically meaningful and of quantitative 
value.  
2.1.7 Theoretical Treatments of Non-valence States 
 In order to model non-valence states, special care must be taken theoretically. Non-
valence states will be unbound in the Hartree-Fock approximation, but through proper 
treatment of electron correlation it is possible to model the excess electron binding. In addition 
to this, the diffuse character of the non-valence orbital requires careful choice of custom basis 
functions with very low orbital exponents.169 It should be noted that the choice of basis set for 
the neutral core is also important, and one should ensure that this is flexible enough to 
accurately describe first the static charge distribution of the neutral, and second, the 
polarisation and dispersion stabilization of the anion upon electron attachment. The latter term 
outlies the importance for the inclusion of dynamic electron correlation within the method.  
Electron correlation effects drastically alter the properties of dipole-bound states of 
anions.82,170–172 The main contribution to correlation arises from a dispersion-type interaction 
between the excess electron and the valence electrons of the polar molecule.173 It has been 
demonstrated that high-order correlation effects play a major role in describing the electron 
binding energies of non-valence states, highlighting the need for accurately incorporating 
electron correlation in any computational method.76,170,171,174,175  
 Pioneering theoretical work on calculation of the binding energies of electrons in non-
valence states was carried out by Simons, Jordan, Skurski and Gutowski.169–171 One-electron 
models able to recover most of correlation contributions to electron binding energies were 
developed and shown to be able to accurately model non-valence states.176–178 
 Correlation bound anions have been characterised by a number of theoretical 
groups.179–181 Through these studies it has been shown that it is crucial to use a theoretical 
method that allows the single occupied orbital to relax in response to the dispersion-type 
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correlation effects. Recent computational explorations of non-valence states by Jordan et al. 
have shown the strength and versatility of EOM-EA-CCSD and EOM-MP2 methods.182  
  While EOM-EA-CCSD provides a powerful method of calculating non-valence states, 
one needs to be cautious when the reference state is open shell. In such cases, it is imperative 
to choose a ROHF neutral reference. Care also needs to be taken to minimize linear dependence 
on the orbital exponents chosen to represent the non-valence state. 
2.1.8 Concluding Remarks 
The aim of the previous sections was to provide a broad overview of the complexity of 
the problems and the care that must be taking for calculations of anions, resonances and non-
valence states. More detailed exploration of methods used to model and investigate the 
properties of excited states are the subject of a number of publications.134,135,138,153,159,183,184 
These sections were not intended to provide a complete guide to all methods for calculation of 
anions and resonances, indeed state-of-the-art techniques such as the complex absorbing 
potential method185 and the stabilisation technique186,187 have been excluded in the interest of 
space. 
This section demonstrates the complexity of the problems associated with theoretical 
investigations of anions. While there are some recommendations about the computational tools 
that may be optimal to represent properties of a molecular anion, there is no specific single 
method that is recommended. There are only a few aspects that are common to any good 
computational method; the necessity for incorporation of polarisation and diffuse functions in 
the basis set, agreement that Dunning basis sets represent the gold standard for calculations of 
molecular anions, and an appreciation for how to design the correct calculation for a specific 
problem. When considering more complex photoelectron signatures, there are circumstances 
in which each method performs well, and circumstances in which it performs poorly. This 
statement is not intended to criticize the methods available for calculation, rather to provide a 
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context for the breadth of different computational methods used through the results section of 
the thesis. Further broad considerations are provided in the Electronic Structure Calculation 
methods section, while more detailed discussions can be found in individual results chapters. 
 Aims 
There is a wealth of studies that exploit photoelectron spectroscopy as a versatile tool for 
probing the electronic structure of anions. However, the focus is often on the information 
yielded from the kinetic energy of the photoelectron. The information encoded in the 
photoelectron angular distributions appears considerably less appreciated. This is particularly 
true of 2D anion photoelectron spectroscopy. This powerful technique has provided insight 
into the intrinsic dynamics of a number of anions of biological and astrochemical relevance. 
Photoelectron angular distributions are intrinsically sensitive to the character of an electronic 
state and provide a powerful insight into nuclear dynamics. It is possible to extract information 
about the initial and final electronic wavefunctions, the nature of the electronic state and 
geometry that undergoes photodetachment and the orientation of the departing photoelectron. 
As such, they are inherently more sensitive to ultrafast changes in electronic structure than the 
energetics. The aims of this thesis are to: 
 Quantitatively model photoelectron angular distributions for frequency- and time-
resolved photoelectron spectra; 
 Develop 2D photoelectron spectroscopy and imaging; 
 Investigate the role of resonances and non-valence states in electron capture 
processes. 
The results section is organised by theme; Section A groups studies that showcase the 
importance of the information contained in the photoelectron angular distributions; Section B 
contains studies that focus on excited state dynamics; and Section C groups studies that 
investigate non-valence states of anions. 
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Methods: Frequency-, Angle- and Time-Resolved Photoelectron 
Spectroscopy and Electronic Structure Calculations 
 In order to elucidate information about the photochemical and intrinsic excited state 
dynamics of molecular anions, we have used gas phase photoelectron spectroscopy and a range 
of electronic structure methods.  The following chapter gives a broad overview of the two 
experimental set-ups that have been used for data acquisition in this thesis, the methods and 
procedural workflows used to acquire and process data, and a summary of the type of 
information that could be extracted from that data. Further details of the instrumentation, 
including detailed descriptions of development and operation, are the subject of several 
publications and previous students’ theses and can be found in these.1–7 On the theoretical front, 
several levels of theory based on density functional theory, coupled-cluster electron 
correlation, and multireference perturbation theory, have been applied to best describe and 
assist in interpretation of the experimental data. In one significant study, a simple Hückel model 
was found to provide adequate qualitative insight into the evolution of electronic structure in a 
series of chromophores, however, reliable and quantitative analysis of photophysical properties 
such as the vertical energies of resonances or the binding energy of dipole bound states require 
more rigorous ab initio methods. The latter sections of this chapter provide an overview of the 
different levels of theory used, for which systems they are feasible or suitable, and the 
experimental parameter being modelled. The full details of calculations, including choice of 
basis set and/or functional and active space for multiconfigurational/multireference 
calculations, are given in each chapter. 
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Figure 11 Schematic of the electrospray source ionisation (ESI) gas phase 
photoelectron spectrometer. 
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3 Gas-Phase Photoelectron Spectroscopy of Anions  
 The Electrospray Ionisation Source Machine 
 The design and operation of the Electrospray Ionisation Source Machine has been the 
subject of a number of past Verlet members PhD theses and publications.1–4,6,7  In this chapter, 
only a brief overview of the experiment is provided, which should be sufficient to understand 
all measurements and interpretation presented in later chapters. 
3.1.1 Generation of Anions 
 In order to produce gaseous ions, our machine borrows an ionisation method 
prevalently used in the mass spectrometry community, electrospray ionisation (ESI).8 ESI is a 
‘soft’ ionisation technique meaning that ions are gently ionized and introduced into the gas-
phase with little fragmentation/ion activation, making it highly versatile and enabling the 
production of a wide range of parent ions, including macromolecules, polyanions and 
biomolecules.9–11 The experimental set-up is illustrated schematically in Figure 11 and all 
discussion of the instrument is with reference to this diagram. In the ESI source, a dilute 
solution containing the molecule of interest (~1 mM) and a carrier solvent (e.g. methanol or 
acetonitrile for polar analytes) is pumped through a fine electrospray needle by a syringe pump 
at a steady flow rate (this region is defined by R0 in Figure 1). An adjustable negative high 
voltage is applied to the needle tip producing a vapour plume of anions. Ions become 
desolvated during the electrospray process, a process which can be aided with several 
(adjustable) streams of dry nitrogen gas over/along the ESI capillary. The needle is held in 
close proximity to a capillary tube that introduces ions into to the first vacuum region. The 
anions are drawn into the transfer capillary tube by a potential gradient formed from the high 
applied voltage on the ESI needle and by fluid dynamics of the gas-flow through the capillary 
into low pressure.  
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3.1.2 Selection of Anions  
 The electrosprayed anions pass through the transfer capillary and into the first of six 
vacuum regions. Region 1 is pumped to ~1 mbar and contains the first of a series of radio-
frequency (RF) ring electrode guides. Region 2 and “trap” contain further RF ion guides and 
are held at pressures of ~1 × 10−2 mbar and ~1 × 10−4 mbar, respectively. These regions provide 
differentially pumped stages.   
 The ion guide applies both radially-confining RF fields and longitudinal DC ramps, 
which forms a gradual potential gradient along which the anions move. The final ring electrode 
in Rtrap is held at a higher voltage in order to create a potential well to accumulate ions. In order 
to pulse the trapped ions into the TOF region, the final electrode voltage is rapidly decreased, 
changing the potential gradient profile. The voltages applied and the timing of the trap are 
adjusted using a digital delay generator to select the anion of interest and allowing optimum 
signal levels. An important consideration is that electrosprayed ions are trapped under 
conditions that produce a thermal ensemble, i.e. at ~298 K or laboratory temperature. 
 Once the trap is emptied, the ion packet travels from Rtrap into the TOF mass 
spectrometry region, R3-R5. Before entering the TOF, the ion packet passes through an Einzel 
lens. The Einzel lens consists of three electrodes. The two outer electrodes are grounded, and 
the inner electrode is held at ~ −0.5 kV. An Einzel lens is analogous to an optical lens but for 
charged particles, with a voltage-variable focal length. Following the Einzel lens are the TOF 
plates. This arrangement consists of three steel ring electrodes in a collinear Wiley-McLaren 
arrangement.12 The three ring electrodes are referred to as the repeller, accelerator and ground. 
All three electrodes are large, thin plates with holes in the centre. Both the accelerator and 
ground plates have a fine steel mesh covering the central hole, allowing for ion transmission 
with minimal distorting fringe fields. As the ion packet passes through the repeller and 
accelerator plates, they are pulsed from ground to –2.3 and    –1.9 kV, respectively. The 
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difference in potential between the plates defines the focal length of the TOF system. The 
operating pressure in R3 is typically 1 × 10−6 mbar. In the TOF, the single ion packet injected 
by the trap becomes multiple ion packets separated according to the m/z ratio. 
 The remainder of the TOF region of the spectrometer is a 1.3 m drift tube. At the 
beginning of the drift tube is a set of x-y deflectors, followed by a second Einzel lens in R4. 
The deflectors consist of two pairs of parallel plates, in a square arrangement along the ion 
path, to which a potential of ± 50 V may be applied. Application of potentials to the deflectors 
allows correction to any misalignment in ion beam. The second Einzel lens is of the same 
arrangement as R3, with the inner electrode set to ~1.5 kV. The remainder of R4 is a TOF drift 
tube terminated by a pneumatic gate valve. The gate valve serves to isolate the ultrahigh 
vacuum regions (R5 and R6) from the lower vacuum regions when closed. This is important 
because the ESI source regions are regularly vented for maintenance. The detector chambers 
require ultra-high vacuum and can take weeks/months to reach ideal conditions if they are 
vented. 
3.1.3 Detection of Anions 
 In R5, the ions pass through a second set of pairs of x-y deflectors, the remainder of the 
TOF drift tube and the final Einzel lens. The final Einzel lens is in the same arrangement as the 
preceding two and allows for focussing of the ion beam in the photodetachment and detection 
region (R6), which is held at a pressure of <1 × 10−9 mbar. This Einzel lens focuses the ions 
into the centre of the repeller and extractor electrodes of the velocity-map imaging (VMI) stack 
(R6). 
  In the VMI stack in R6, the ion packet is intersected with a light pulse from either an 
OPO or femtosecond laser, generating photoelectrons. The laser pulses enter the chamber 
through a 1 mm thickness calcium fluoride (CaF2) window. The laser pulse and ion packet are 
timed to overlap allowing for irradiation of a mass-selected ion bunch. The laser pulse then 
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exits the chamber through a second 3 mm thickness CaF2 window at the back of the chamber. 
The second window is mounted at Brewster’s angle to minimise back reflection into the 
chamber. 
 The VMI set-up is loosely based upon the original design of Eppink and Parker.13 A 
complete description is given by Horke et al.2–4 At the bottom of the VMI stack, are two 
electrodes that are held at the same negative voltage. The first of the two electrodes is a solid 
plate, whereas the second plate has a hole in the central axis which leads from the grounded 
detector by a resistive glass tube. The resistive glass tube has an even gradient which minimizes 
any disruption to the electron path to the top electrode. The VMI lens is generated by the 
penetration of the field from the resistive glass through the central hole in the upper plate.4 The 
detector is a dual micro-channel plate (MCP) in a chevron arrangement. The chevron 
arrangement amplifies photoelectron strikes (e.g. by 106). The electron bursts are then 
projected onto a P43 phosphor screen generating a green flash of light, which is imaged by a 
charge-coupled device (CCD). The MCPs are gated by a ~200 ns pulse that is triggered to be 
coincidental with ion packet irradiation to reduce background noise. The voltages applied to 
MCPs and phosphor screen can be adjusted depending on photoelectron signal level (depends 
on photodetachment cross-section, laser fluence and ion signal), but typically the MCPs are 
operated with 0.7 kV across each and the phosphor with 3 kV above the back of the last MCP. 
 The TOF spectrum of the ions is measured by another MCP at the far end of the 
spectrometer, after ions have traversed through the VMI stack. Ions are deflected onto the MCP 
using an electrode held at ~2 kV. The mass spectrum of the ion beam is given by recording the 
output from the MCP as a function of time after TOF pulsing and is output to a digital 
oscilloscope. The laser pulse, imaging gate and TOF spectrum can all be visualised on the 
scope allowing delays to be appropriately adjusted to ensure the correct m/z ion packet is being 
investigated.  
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3.1.4 Imaging Photoelectrons 
 Following irradiation of the ion packet, a cloud of photoelectrons are produced. The 
photoelectron expand as a so-called Newton sphere from the photodetachment region toward 
the MCP detector under the influence of the electric field. This 3D sphere is then pancaked 
onto the detector, i.e. some of the velocity vector information is lost. Post-detection, the 
photoelectron Newton sphere needs to be reconstructed to extract the nascent velocities of the 
photodetached electrons, which we commonly interpret in terms of kinetic energy and angular 
distributions. 
 Raw (‘pancaked’) photoelectron images are captured using a lens and CCD camera 
which is interfaced to a computer and data acquisition program written in LabVIEW (8.5) on 
a desktop computer. The raw photoelectron image can be both processed on the fly for 
visualization and the final image offline using a polar onion peeling (POP) algorithm. This 
provides the 1D radial spectra and photoelectron angular distributions. The POP algorithm was 
developed in the Verlet group and is based on onion peeling in polar coordinates.1 The radial 
spectra are then converted to photoelectron spectra through converting the radial axis, r, into 
eKE space by squaring all radii (r2 ∝ eKE), where r is the number of pixels from the centre of 
the photoelectron image. The energy axis is then calibrated using a spectrum with well-known 
photoelectron features to define a proportionality constant. Following the transformation from 
r to eKE space, the raw intensity must also be scaled. This is done through the relationship I 
(eKE) = I (r)/r, where I (eKE) refers to the signal intensity scale for the photoelectron spectra, 
and I (r) to the signal intensity scale for the radial spectra. The spectral resolution photoelectron 
images acquired by the ESI machine is ∆eKE/eKE < 5%. Note that the POP reconstruction 
procedures require the laser polarization + VMI assembly to have cylindrical symmetry such 
that the laser(s) is horizontally polarized in the laboratory reference frame, i.e. the laser 
polarization is parallel to the imaging plane. 
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3.1.5 Calibrating Photoelectron Images: I− 
 The velocity and kinetic energy scale for velocity-map images (at a given extractor and 
repeller voltage) are calibrated using the atomic line photoelectron spectrum of iodide.  
 
Figure 12 (a) Energy level diagram of the ground state of iodide, 1S0, and the two spin-orbit 
states, 2P3/2 and 
2P1/2, of neutral iodine. The photodetachment process is shown schematically, 
with blue arrows showing the eKE of photoelectrons detached to the two spin-orbit states 
following irradiation by a laser pulse, hν, represented by the green arrow. (b) and (c) show the 
raw photoelectron image and the photoelectron spectrum of iodide taken at hν = 4.13 eV. The 
two peaks correspond to the photodetachment process shown in (a). The inner ring in the raw 
photoelectron image (b) corresponds to the feature at 0.12 eV in the photoelectron spectrum 
(b), and the outer ring corresponds to the feature at 1.06 eV. These photoelectron features 
correspond to photodetachment to form the 2P3/2 and 
2P1/2 states, respectively. 
 
A schematic showing the photodetachment events that lead to the raw photoelectron 
image and the consequent photoelectron spectrum used for calibration are shown in Figure 12 
(a), (b) and (c), respectively. Photodetachment above 4 eV photon energy leads to a 
photoelectron spectrum with two characteristic photoelectron features, corresponding to 
electron loss from the ground state of iodide, 1S0, to form the two spin-orbit states of neutral 
iodine, 2P3/2 and 
2P1/2. The peaks at 1.06 eV and 0.12 eV correspond to 
2P3/2 and 
2P1/2, 
respectively, with a defined splitting of 0.942648 eV.14 The inset raw photoelectron image, 
Figure 12(b), shows the relative anisotropies of the two photoelectron features. 
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 Laser system 
 The experimental studies detailed in this thesis used two laser systems. The choice of 
laser for a given study depended on the type information desire, e.g. molecular properties and 
action spectra or direct measurement of excited state dynamics.  
 The nanosecond laser system is tunable over a large range of wavelengths (190 – 2700 
nm, 6.53 – 0.56 eV). Laser pulses are produced from a Nd:YAG laser (Surelite-II, Continuum) 
pumped optical parametric oscillator (Horizon I, Continuum). The pulses produced are ~6 ns 
in duration and have a bandwidth of <10 cm−1.  
 
Figure 13 Layout of the output and partitioning of the fundamental output from the Spectra-
Physics Spitfire XP-Pro chirp pulse amplifier used in conjunction with the photoelectron 
spectrometer for time-resolved photoelectron imaging studies. The beam from the Spitfire 
oscillator is passed through a 50:50 beam splitter to produce two beams, hν1 and hν2, the former 
will be used to generate the pump pulse and the latter will be used as the probe pulse. Both the 
pump and probe pass through tunable OPAs, details of the energies of pump and probe 
available are given in Table 1. 
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In order to have direct measurements of the excited state dynamics of a target anion, a 
commercial femtosecond laser system is used, which is illustrated schematically in Figure 13. 
Laser pulses (800 nm, 35 fs, 2.5 mJ, 1 kHz) were generated using a commercial chirp pulse 
amplified femtosecond system (Spectra Physics Spitfire XP-Pro). The pulse is then split into 
two beams, hν1 and hν2, by a 50:50 beam splitter and guided into two separate tunable optical 
parametric amplifiers, OPAs (Topas Prime and Topas-C). After passing through the respective 
OPAs, hν2 is directed onto a set of mirrors on a motorised delay stage before being aligned to 
overlap temporally and spatially with hν1. Both hν1 and hν2 are then directed through to the 
interaction region of the VMI spectrometer. At t0 the beams are temporally concurrent (∆t = 
0), and both the pump and probe, hν1 and hν2, respectively, irradiate the ion packet 
simultaneously. The delay stage can then be moved in the forwards and backwards direction, 
changing the path length of the probe pulse. This causes the probe pulse to arrive before and 
after the pump pulse – the speed of light is ~3 × 108 m s−1 so a complete time-resolved 
experiment with delay times extending to 10’s or 100’s of picoseconds requires a delay stage 
mirror to move by millimeters (noting that the light beam travels twice the distance of the 
mirror movement). The temporal offset of the pump and probe pulses is characterized by ∆t.
  
Time-resolved experiments often follow a frequency-resolved study, which might be 
completed in one or two days for an anion with good photoelectron signal. That is, the 
frequency-resolved experiment provides insight into the appropriate excitation and detachment 
energies for the pump and probe beams, allowing the excited state dynamics in interesting 
regions to be investigated further. Details of the available energetic ranges and the processes 
used to generate these energies are provided in Table 1.  
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Table 1 The full spectral range of energies accessible by the femtosecond laser system. The 
process for producing the different energies are given. 
 
 The Cluster Machine 
 The Verlet lab has a second gas phase anion photoelectron spectrometer, which was 
used in the study of the nitrobenzene anion. The design and operation of this machine was the 
subject of the recent thesis of J. P. Rogers, and the full details can be found therein and in a 
subsequent publication.5,15 A brief overview of the operation is provided here for completeness. 
 The method for generation of anions is different between the two gas phase 
photoelectron spectrometers, but the mass-selection, detection and imaging of anions and the 
detached photoelectrons use the same logic and have similar design. In the cluster machine, 
anions are produced using a pulsed valve source that generates a cold molecular beam. Analytes 
of interest can be seeded into the molecular beam as neutral molecules by mixing a small 
amount of the sample gas or liquid vapour (< 1%) into the carrier gas (usually He or Ar). The 
principal advantage of a molecular beam is the sample is cooled (e.g. 20-50 K in vibrational 
degrees of freedom) though jet-cooling during the molecular beam expansion. The 
disadvantages are that it is difficult to seed molecules that normally exist as solids because they 
have to be first heated to produce vapour; many organics such as the biochromophores studied 
λ / nm hν / eV Process
800 1.55 Block OPA generation stages
400 3.10 Double fundamental output
1150 - 1600 1.08 – 0.77 Signal from OPA
575 - 800 2.16 – 1.55 Double signal
288 - 400 4.31 – 3.10 Quadruple signal
1600 - 2500 0.77 – 0.50 Idler from OPA
800 - 1250 1.55 – 0.99 Double idler
400 - 625 3.10 – 1.98 Quadruple idler
472 - 533 2.63 – 2.33 Mix signal and fundamental
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in the Verlet group will thermally decompose before sufficient yields of parent neutrals can be 
obtained. Anions are produced through secondary electron capture by crossing the expanding 
molecular beam with an electron beam. For example, an electron beam of 100-300 eV ionises 
carrier gas (Ar) producing photoelectrons. These photoelectrons can be captured by the target 
molecules. Because the molecule beam supersonic expansion is still occurring during this 
process, the nascent anions are cooled and thus liberate the vibrational energy associated with 
electron capture. Note, electron capture typically occurs on a closed-shell molecule, so that it 
is often simple to produce radical anions but very hard or impossible to produce deprotonated 
anions (which are simple with electrospray). Following generation, the m/z selection, detection 
and VMI of the anions proceeds in much the same way as detailed for the ESI machine. The 
VMI spectrometer – which is more akin to a conventional VMI stack with a shaped repeller to 
flatten the imaging plane – means that the photoelectron images obtained are higher resolution, 
with ∆eKE/eKE < 3% (c.f. 5% for the ESI machine). 
4 Electronic Structure Calculations: A Computational Toolkit 
 As with experimental methods, there are a variety of electronic structure methods that 
can be applied to the target anion, with the choice depending on the desired property and 
accuracy, and the computational resources available. The ultimate goal of most electronic 
structure calculations is to solve the Schrödinger equation. Unfortunately, because analytical 
solutions of the many-electron Schrödinger equation are not possible for polyatomic systems, 
various approximations need to be invoked. It is the reliability of these approximations – for 
the system and molecular property desired – that must be considered when undertaking 
electronic structure calculations to support experiment. In many instances, gas-phase 
experiments actually provide ideal data to calibrate and test electronic structure methods. The 
remainder of this chapter will detail the electronic structure methods used as part of this thesis 
and rationalise why these particular methods where chosen.  
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 Modern electronic structure methods can be divided into two main classes, ab initio 
and non-ab initio, where the latter refers to density functional theory (DFT).16–19 While DFT 
methods have seen immense growth, development and adoption over the last decade, due to 
efficient computational scaling with the size of the problem (~N4 as limited by a Hartree-Fock 
step, where N is the number of atoms), it has drawbacks in crucial areas, such as complex 
electronic structures, excited states and photochemistry. Moreover, many of its shortfalls are 
particularly serious for anions, e.g. unphysical self-interaction and poor or erratic description 
of charge-transfer excitations, inability to describe excited states/resonances in the detachment 
continuum with diffuse basis sets, and time-dependent DFT providing only singles excitation 
character.20–26 When dealing with modelling anion resonances and excited states, which are 
associated with a large component of the experimental work in this thesis, it is necessary to 
instead use ab initio methods.  As indicated above, anions and their excited states that lie 
embedded in the continuum pose a complex problem and require careful handling. The main 
complication with ab initio methods is the computational cost associated with post-Hartree-
Fock electron correlation; this is the major point of compromise between the accuracy of the 
chosen model and the computational cost. For example, MP2 calculations scale as N5, CCSD 
as N6 and CCSD(T) as N7. Ultimately, one of the first questions is: should a rigorous model be 
developed to provide a qualitative interpretation of the experimental data, or should 
quantitative calculations be performed to aid understanding. One must also be careful of 
fortuitous or “Pauling point” agreement where cancellation of errors due to approximations in 
the model lead to a good agreement between theory and experiment. While this might be the 
case for one parameter for an anion and a given geometry and state, it might not be so for 
another! 
 There are many computational packages available for electronic structure calculations. 
Most of the calculations in this thesis were carried out using the QChem 5.0 package,27 with 
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the exception of XMCQDPT2 calculations which were performed using the Firefly 8.2 
quantum chemistry package,  which is partially based on the GAMESS-US source code.29 
There was occasional use of the Gaussian 16.A03 computational package.30 Simulation of the 
photoelectron spectra has been carried out using Gaussian 16 and ezSpectrum v3.31 Modelling 
of the photoelectron angular distributions using Dyson Orbitals as implemented in the ezDyson 
v4 program.32 Both ezSpectrum and ezDyson are developed by Krylov and co-workers and 
made available by the iOpenshell project.  
Figure 14 Schematic of the types of calculations routinely run and the experimental variables 
calculated. Calculations run to model parameters of the anion and neutral species are indicated 
by red and blue boxes, respectively. Calculations run using the anion equilibrium geometry are 
denoted with red borders, while calculations using the neutral equilibrium geometry are 
indicated by blue borders.  
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 Vertical Detachment Energy 
 The starting point for most calculations is to obtain an accurate minimum energy 
geometry of the anion in its electronic ground state. This will also provide an absolute energy 
(within the approximations of the calculation) for the anion. Note that this value is not of use 
by itself because all experimental techniques characterise some difference in energy, but it 
provides a reference to which other calculations can be performed to obtain an energy 
difference. The total electronic energy of a given molecule in a specific electronic state as a 
function of nuclear positions is defined by its potential energy surface. In other words, the 
potential energy surface can be thought of as a complex and multidimensional map of 
interatomic forces. 
A schematic of the workflow that was followed when investigating the properties of 
the anions in this thesis is shown in Figure 14. Ground state optimizations of the anion are first 
carried out using DFT, due to the low computational cost, availability of analytical gradients, 
and good performance/parameterization for geometrical parameters. 
Vibrational frequency analysis is used to confirm a given structure represents a 
geometric minimum. In order to calculate the harmonic vibrational frequencies, the force 
constants of the molecule must first be determined. The force constants are second derivatives 
of the total electronic energy with respect to the nuclear coordinates, grouped to form the 
Hessian matrix. When a global minimum energy structure is found, this can be characterised 
by very shallow gradient near zero and no imaginary frequencies. 
 Following the identification of the geometric minimum of the anion, noting that 
fluxional species might have many local minima and one global minimum, a frequency 
calculation of the neutral is performed in this geometry. The difference in total energy of the 
neutral and anion in the anion equilibrium geometry is equivalent to the vertical detachment 
energy, VDE. This value is corrected to account for the zero-point energy (ZPE), VDEZPEcorr. 
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It is crucial to note that comparison of absolute energies is only physically meaningful if the 
same level of theory (basis set and electron correlation) have been used in the calculations. 
 Adiabatic Detachment Energy 
 In order to calculate the adiabatic detachment energy (ADE), a subsequent geometry 
optimisation and frequency calculation is performed on the neutral species. The ADEZPEcorr is 
then equal to the relative difference in total energy between the anion and neutral in their 
respective equilibrium geometries, corrected for ZPE. In conventional photoelectron spectra 
showing only direct photodetachment features, the ADE is the lowest energy discernible 
detaching vibration (excluding hot bands). The VDE is the most intense feature as part of the 
photoelectron peak. 
 Simulating Photoelectron Spectra 
 When simulating photoelectron spectra it is important to have neutral and anion 
geometries in comparable reference frames. In the first step, the neutral geometry optimisation 
is initiated from the anion minimum energy geometry. This ensures that comparable sections 
of the two potential energy surfaces are sampled. The calculation of frequencies for both 
species allows simulation of the detaching transition intensities or Franck-Condon factors, i.e. 
stick spectra. This requires evaluation of the overlap integrals of the initial and final vibrational 
wavefunctions of the anion and neutral electronic states. If desired, the stick spectra can be 
convoluted with Gaussian/Lorentzian functions with a given width to approximate temperature 
smearing and/or experimental spectral resolution. 
 Simulations of photoelectron spectra in this thesis were performed with ezSpectrum 
v3.0,31 using either the parallel normal modes approximation or Duschinsky rotations. The 
former approximation calculates the Franck-Condon factors analytically as products of one-
dimensional harmonic wavefunctions, while the latter approximation includes Duschinsky 
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rotations of the normal modes as full-dimensional integrals. The parallel approximation is 
appropriate for use when the normal modes of the initial and final electronic states are parallel, 
and the Duschinsky rotation is required for cases in which these electronic states are 
significantly non-parallel. The temperature can be altered within both methods, allowing direct 
comparison of the modelled stick photoelectron spectrum with the experimental photoelectron 
spectrum. The physics incorporated in ezSpectrum are suitable for modelling the photoelectron 
spectra to reproduce direct detachment channels but are not suited to describing 
autodetachment from resonances. In the cases where broadening from autodetachment is 
reproduced, the modelled photoelectron spectra were produced by Dr Anastasia V. 
Bochenkova, Moscow State University.  
 Exploring the Ground State Potential Energy Surface 
 Further exploration of the potential energy surface of the ground state of the target anion 
has been required for studies in Sections A and C. In these cases, a rigid potential energy scan 
was carried out using the same level of theory as the initial geometry optimisation. It should 
be noted that in order to perform a full quantitative exploration of the ground state potential 
energy surface a relaxed scan is required. In the studies in which the rigid potential energy 
surface scans were run, it was determined sufficient as the region of the potential energy surface 
we wished to explore was well represented by a series of distortions around a single degree of 
freedom, and so all other nuclear motion was frozen. In a relaxed potential energy surface scan, 
the geometry would be reoptimized at each point with respect to all degrees of freedom, 
providing more accurate energetics, but would have a correlating increase the computational 
time. The rigid approximation was considered to be sufficient in both Sections A and C as the 
exploration of the potential energy surfaces was done with respect to hindered rotation of a 
single bond and the distance of an anion from a planar heteroaromatic ring. In both cases the 
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distortions investigated caused very little rearrangement in the remainder of the parent anion, 
and as such was considered to be robust enough to provide semi-quantitative analysis. 
 Modelling Photoelectron Angular Distributions  
 Photoelectron angular distributions are modelled through computation of Dyson 
orbitals which are then input into the ezDyson v4 code, written by Krylov and co-workers.32 
Dyson orbitals in this thesis were calculated using the equation-of-motion coupled cluster 
singles and doubles method (EOM-XX-CCSD), where XX is IP or EE.33–35 For 
photodetachment from anions, the ionisation potential implementation (EOM-IP-CCSD) was 
used to compute the Dyson Orbital. This method has been used to describe photodetachment 
channels from the ground and a bound excited state of the anion to form the ground and excited 
states of the neutral. In all these cases, the relationship between the initial and final 
wavefunctions can be represented by a single electron transition. In the case of the bound 
excited state of the anion an EOM-EE-CCSD calculation specifies the initial state. The Dyson 
orbital methodology is not suitable for cases where the single electron detaching transition 
approximation breaks down, including electron loss from Feshbach resonances. 
 The eigenvalues of the Dyson orbital are then run through ezDyson v4.32 The ezDyson 
program allows orbital specific photoelectron angular distributions and photodetachment 
cross-sections to be modelled as a function of kinetic energy of the photodetached electron. 
This allows direct comparison with the experimental angular-resolved photoelectron spectra.   
 Excited State Calculations 
 Once an equilibrium structure is found for the anion ground state, this may be used to 
begin building a picture of the vertical energies of electronic states of both the anion and the 
neutral. The vertical energies of electronic excited states of the anion and neutral (VEEs) are 
found using excited state calculations. In addition to the VEEs, an oscillator strength for the 
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formation of the excited states is calculated, and the character of the state can be considered 
through analysis of the active molecular orbitals. 
 The appropriate level of theory for excited state calculations is strongly dependent upon 
the chemical system. Systems with unbound/quasi-bound electronic states of the anion (i.e. 
shape and Feshbach resonances) provide a more complex challenge than those with bound 
states, due to the presence of the continuum. Time-dependent DFT (TD-DFT)36,37 on the whole 
provides a relatively good qualitative overview of the electronic structure of an anion, however 
there are well-documented cases in which TD-DFT fails.20,23 One such case is triplet instability. 
For this reason, all TD-DFT calculations within the report are run using the Tamm-Dancoff 
approximation (TDA).38,39  
 For cases where the qualitative picture provided by TD-DFT fails, it becomes necessary 
to use a more robust wavefunction based method. The XMCQDPT2 method40 has been shown 
to perform very well (typically within ± 0.1 eV) when calculating vertical excitation energies 
for resonances and the detachment threshold.41 XMCQDPT2 requires the careful consideration 
and selection of a balanced active space. Details on the selection of a balanced active space are 
provided in relevant sections. Prior to the selection of an active space, the geometry obtained 
from DFT geometry optimizations is repeated at the MP2 level of theory and verified to be a 
minimum using vibrational analysis. The MP2 equilibrium geometry is used as the reference 
geometry for the XMCQDPT2 calculations.  
 Non-Valence States 
4.7.1 Binding Energies of Dipole Bound States 
 Dipole bound states (DBSs) are the most common type of non-valence state for an 
anion, in which the excess electron is weakly bound by the dipole moment of the neutral core. 
The binding energy of a dipole bound state is low, with values normally in the range of 10-
100s of meV.42 The long-range electrostatic interaction between the neutral core and electron 
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requires both a suitable diffuse basis set and high degree of electron correlation for an accurate 
description.42–44  
 Within Section C, calculation of the binding energy of the DBS have been attempted 
within two different theoretical models, using both a full and a reduced active space. The 
former uses the electron affinity implementation of EOM-CCSD, EOM-EA-CCSD, shown by 
Jordan and co-workers to perform well for non-valence states.45,46 The latter method expands 
the selected active space in XMCQDPT2 to include both ‘continuum’ and DBS orbitals. Both 
methods allow direct calculation of the binding energy of the DBS. 
 In both methods a ghost atom is added in the centre of mass or off the end of the dipole 
moment vector. The ghost atom is affixed with a set of very diffuse functions to represent the 
DBS. The coefficients for the DBS were chosen by supplementing the standard Dunning basis 
set describing the valence system with a set of diffuse s, p and, in some cases, d primitive 
Gaussian functions. The exponents of these Gaussians were chosen to be in geometric ratios 
from 0.022010 to 0.000070, 0.017845 to 0.000056, and 0.100000 to 0.000158 for s, p, and d 
functions, respectively. The number of s, p and d functions is then increased until the binding 
energy calculated stabilises.  
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5 Results 
Section A Photoelectron Angular Distributions 
Frequency-, angle- and time-resolved photoelectron imaging yields velocity map images 
of the photoelectrons, containing not only the eKE but also information about the angular 
distribution of the ejected electron relative to the photodetachment field polarisation, ε, and 
how these change with temporal evolution of a molecular anion. This chapter presents studies 
which have attempted to model and use the photoelectron angular distributions to gain insight 
into the intrinsic dynamics of a family of phenolate-based chromophores. 
Work in this Section is based on the publication below, and unless stated otherwise I 
performed the experimental and computational work. 
1. C. S. Anstöter, C. R. Dean and J. R. R. Verlet 
Sensitivity of photoelectron angular distributions to molecular conformations of anions 
J. Phys. Chem. Lett. 8, 2268 (2017) 
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 Testing the Sensitivity of the Dyson Orbital Approach 
Prior to delving into comparison of photoelectron angular distributions calculated using 
the Dyson orbital approach to experimental results, a brief analysis of the sensitivity of the 
parameters of the calculation of the Dyson orbital is presented. All calculations presented in 
this section are on the direct detachment channel of the phenolate anion leading to the ground 
state of the neutral (D0) for which the HOMO is the Dyson orbital. The modelled photoelectron 
angular distributions are modelled using ezDyson v4.1 Phenolate is a common chromophore in 
all of the systems presented in this section. 
 
Figure 15 The photoelectron angular distributions modelled as a function of energy are shown 
for the phenolate anion, with respect to variation of (a) the method used to obtain the orbital, 
(b) the method used to optimize the geometry, (c) the basis set and (d) the percentage of frozen 
virtual orbitals (FVO). The aug-cc-pVDZ basis set was used in (a), (b) and (d). The full EOM-
IP-CCSD calculation was used to obtain the Dyson orbital used to model the photoelectron 
angular distributions with respect to percentage of FVO, (d). 
 
As outlined in Section 1.2.2.1, the Dyson orbital used to model photoelectron angular 
distributions can be approximated as the molecular orbital from which the outgoing 
photoelectron is ejected from. This suggests, that in principle, a full high-level EOM-IP-CCSD 
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calculation is not required to model the photoelectron angular distributions. As long as it is 
possible to identify a single MO, then the calculation may be done using any electronic 
structure method. The sensitivity of the modelled photoelectron angular distributions to three 
very different methods (HF, DFT, EOM-IP-CCSD) used to calculate the MO are surmised in 
1,2Figure 15(a) and shows a general insensitivity. For eKE <1 eV, very good quantitative 
agreement is seen between the levels of theory. At higher energy, qualitative trends are similar 
although there are minor quantitative deviations. Within the scope of modelling the 
experimental photoelectron angular distributions, it is reasonable to use the less expensive 
methods to obtain the Dyson orbital. As noted in Section 1.2.2.1, once detachment from 
resonances is encountered, it is not possible to model the PAD using the Dyson orbital 
approach. For this reason, the slight deviation at higher eKE in the behaviours of modelled 
photoelectron angular distributions in Figure 15(a) is of little consequence.  
It is important to have a feeling for the importance of the parameters of modelling 
photoelectron angular distributions when applying this approach to larger or more complex 
systems. For example, being able to use HF or DFT orbitals to approximate the Dyson orbital 
would be of particular benefit for larger systems, as it avoids a more costly full Dyson orbital 
calculation. However, one should be cautious of using HF or DFT orbitals for systems which 
the respective methods are known to perform poorly for.  
Figure 15(b) shows the sensitivity to the initial geometry of the anion, optimised at 
different levels of theory, while the Dyson orbital was obtained from HF/aug-cc-pVDZ. While, 
at first glance, it may appear that Figure 15(b) shows no sensitivity to the method used to obtain 
the geometry of the anion, the change in photoelectron angular distributions between the 
equilibrium geometry of the anion and neutral ground states serves as a cautionary tale. 
Although the phenolate anion is a small molecule, with reduced conformational freedom due 
to its delocalised ring structure, the changes in geometry following electron loss cause large 
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changes to the modelled PAD. For systems with greater conformational freedom, an accurate 
ground state geometry is crucial for modelling the PAD. In such cases, the MO may be 
artificially perturbed due to limitation of the method used, impacting the accuracy of the 
modelled photoelectron angular distributions. 
Figure 15(c) shows the effect of basis sets using the HF method on the calculated 
photoelectron angular distributions. The basis set choice shows a dramatic variation in 
modelled photoelectron angular distributions. Comparable Dunning and Pople basis sets (i.e. 
aug-cc-pVDZ and 6-31+G**) show similar trends in the photoelectron angular distributions. It 
should be noted that improving the basis set for either family results in insignificant 
quantitative changes in calculated β
2
 values. However, exclusion of the diffuse functions, the 
aug- and ‘+’ the Dunning and Pople basis set, respectively, results in dramatically different 
modelled photoelectron angular distributions. Such a dependence is perhaps to be expected 
given the considerations one must make when accurately representing an anion with electronic 
structure methods (Section 2). 
The final parameter investigated was the sensitivity of the modelled photoelectron 
angular distributions to the freezing of virtual orbitals, when obtaining the Dyson orbital via a 
full EOM-IP-CCSD calculation. Figure 15(d) shows that freezing up to 55% of the virtual 
orbitals results in negligible changes to the modelled photoelectron angular distributions. This 
provides a means for obtaining the full Dyson orbital at reduced computational cost for larger 
systems for which HF or DFT will not suffice. 
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Figure 16 The modelled photoelectron angular distributions (red solid line) are shown in 
comparison with the experimentally obtained photoelectron angular distributions (black 
circles) for the direct detachment channel of the phenolate anion. A reduced energetic range is 
shown, to ensure perturbation due to the presence of resonances is omitted. 
 
From inspection of all of the modelled photoelectron angular distributions in Figure 15(a-
d), it appears that the correct behaviour of the D0 channel of the phenolate anion is a broadly 
negative anisotropy. This is in qualitative agreement with the π-HOMO used in all cases as the 
Dyson orbital. It should be noted that while the correct trend of negative anisotropy observed 
in the experimental photoelectron angular distributions is reproduced by the Dyson approach, 
there is a systematic discrepancy for the phenolate anion (Figure 16). Most notably the 
modelled PADs have positive anisotropies at low eKEs, before becoming broadly negative. All 
the methods investigated in Figure 15 are single reference electronic structure methods, a final 
investigation into the influence of using a multi-reference method to obtain a Dyson orbital 
was performed. The natural orbital obtained from a SA[1]-CASSCF(8,10)/aug-ccpVDZ 
calculation, in which the orbital was optimised by averaging over the ground state only. While 
the natural orbital still does not quantitatively capture the behaviour of the experimental PADs, 
it is noted that it behaves more reasonably at low eKEs than the Dyson orbitals calculated by 
single reference approaches. The use of natural orbitals obtained by SA-CASSCF calculation 
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provides an alternative method of calculating PADs for open shell systems that are known to 
misbehave within single-reference frameworks. 
Further detailed discussion of the possible physical origin of this discrepancy is not 
offered here, and comparison of the phenolate anion is omitted throughout the remainder of 
this section. 
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 The Sensitivity of Photoelectron Angular Distributions to Molecular 
Conformations of a Series of para-Substituted Phenolates 
An anion photoelectron imaging study probing the sensitivity of the photoelectron 
angular distributions to conformational changes is presented. The photoelectron angular 
distributions of a series of para-substituted phenolate anions is compared with those calculated 
using the Dyson orbital approach. Good agreement was attained for the two observed direct 
detachment channels of all anions, except for the lowest energy detachment channel of para-
ethyl phenolate for which two conformations exist that yield dramatically different 
photoelectron angular distributions. The conformational freedom leads to an observed PAD 
that is the incoherent sum of the photoelectron angular distributions from all possible 
conformers. In contrast, a second detachment channel shows no sensitivity to the 
conformational flexibility of para-ethyl phenolate. The results show that photoelectron angular 
distributions can provide detailed information about the electronic structure of the anion and 
its conformations. 
5.2.1 Introduction 
Molecular conformation plays a key role in determining chemical reactivity or 
biomolecular function and structure. The measurement and understanding of intrinsic 
interactions that lead to specific conformations represents an important branch of physical 
chemistry, which impacts many branches of science. The development of new methods that 
can probe conformations and conformational change may provide new insights. Gas-phase ion 
spectroscopy in particular has provided a wealth of insight into the intrinsic interactions leading 
to specific conformations in biological, chemical and catalytic contexts.2–8 Electronic structure 
is of course closely linked to the nuclear framework of a molecule and, generally, specific 
geometric structures can have very different electronic structures that in turn lead to differing 
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physical or chemical properties. Anion PE spectroscopy is a powerful and well-established 
method that probes electronic structure directly and, by comparison with calculations and 
vibrational analysis of the Franck-Condon profiles of the PE spectra, can also probe geometric 
structure.9–12 Many experimental implementations of PE spectroscopy also measure the PAD; 
here we consider how sensitive these photoelectron angular distributions are to geometric 
changes in a molecular anion.  
In this section, the sensitivity of the photoelectron angular distributions to changes in 
molecular structure that might be considered to have small effects on the electronic structure 
is explored. The sensitivity of photoelectron angular distributions to gauche- and anti-
conformers of neutral species has previously been noted and was used to assign PE spectral 
bands.13 Here, a combined PE imaging and computational study on a series of para-substituted 
phenolate anions shown in Figure 17 is performed: para-methyl phenolate  (pMPh–), para-ethyl 
phenolate (pEPh–), and para-vinyl phenolate (pVPh–). These three phenolate anions have 
similar geometric structures, which may in turn be anticipated to have broadly similar 
electronic structure. 
5.2.2  Methodology 
The full methodology for the PE spectrometer has been detailed in Section 3.1. Only 
details pertinent to this study are included here. Briefly, ESI was used to produce deprotonated 
anions from ~1 mM solutions of phenol, p-methyl-phenol or p-ethyl-phenol (Ph–, MPh– and 
EPh–, respectively) in methanol. The p-vinyl-phenolate anion, VPh–, was produced from para-
coumaric acid (pCA–) that underwent collisional-induced dissociation to lose CO2 in the ion 
guide. The anionic fragment was then mass-selected, and PE imaged. 
Preliminary electronic structure calculations were performed using B3LYP/aug-cc-
pVDZ, in the QChem computational package.14 These calculations obtained the minimum 
 95 
energy geometries of both the anion and neutral ground states, and the vertical excitation 
energies of relevant anion and neutral excited states. 
The B3LYP/aug-cc-pVDZ geometries were reoptimized at the CCSD/aug-cc-pVDZ 
level, prior to EOM-IP-CCSD/aug-cc-pVDZ calculations to obtain the Dyson orbitals for two 
direct detachment channels (see Section 5.2.3 for details). The Dyson orbitals were then used 
to model the photoelectron angular distributions as a function of excitation energy using 
ezDyson v4.1 Details on the calculation of photoelectron angular distributions using ezDyson 
can be found in Section 1.2.2.1). 
5.2.3 Frequency- and Angle-Resolved Photoelectron Spectra  
Figure 17(a) - (d) shows the frequency- and angle-resolved PE spectra for the four para-
substituted phenolates studied, Ph–, pMPh–, pEPh– and pVPh–, respectively. While distinct 
similarities can be seen between the spectra for all phenolates, there are notable differences in 
both the frequency- and angle-resolved PE spectra. Discussion of these differences is divided 
into discussion of the origins of the differences in the angle-resolved PE spectra and the 
differences in the frequency-resolved PE spectra, in this section and Section B, respectively. 
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Figure 17 The 2D frequency resolved PE spectra of (a) Ph–, (b) pMPh–, (c) pEPh– and (d) 
pVPh–, are shown as false colour plots in the left column. To emphasize spectral changes as a 
function of ℎ𝜈 the PE spectra have been normalised to a maximum intensity of one. The 2D β2 
spectra of the four para-substituted phenolates are shown in the central column. The shaded 
region is ignored as there is insufficient PE signal to define physically meaningful 
photoelectron angular distributions. The structures of the four para-substituted phenolates are 
shown in the right column. 
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Figure 18 The electronic configurations of the ground states of the anion, S0, neutral, D0, and 
the first excited state of the neutral are shown schematically. The two MOs from which 
photodetachment occurs (D0 and D1 channel Dyson orbitals) are indicated. 
 
Briefly, the FR-PE spectra for all para-substituted phenolates have a single dominant 
PE feature at all ℎ𝜈. This feature increases linearly with increasing ℎ𝜈, corresponding to a 
direct detachment channel. This direct detachment channel corresponds to the loss of an 
electron from the anion ground state to form the neutral ground state, S0 + ℎ𝜈 → D0 + e–. A 
second direct detachment channel is seen for Ph–, pMPh– and pEPh–, with an onset of ℎ𝜈 ~ 3.2 
eV. This direct detachment channel corresponds to electron loss from the ground state of the 
anion to form the first excited state of the neutral, S0 + ℎ𝜈 → D1 + e–. While not as evident in 
the 2D spectra for pVPh–, this channel is present in the 1D spectra (Figure 19(d)). In the 
following section, these two photodetachment processes will be referred to as the D0 or the D1 
detachment channel, respectively. Both channels are represented qualitatively in Figure 18. 
 98 
 
Figure 19 Photoelectron spectra acquired at hv = 2.85 and 4.00 eV for (a) Ph–, (b) pMPh–, (c) 
pEPh–, and (d) pVPh–. Respective raw images are inset with the polarization axis of the laser 
shown by the double arrow. The photoelectron features corresponding to the D0 and D1 
channels are indicated. 
 
Figure 19 shows the PE images and spectra of the four phenolate anions at the two 
photon energies hν = 2.85 and 4.00 eV. The PE spectra at hv = 2.85 eV show a single direct 
detachment feature, while the hv = 4.00 eV shows an additional higher binding energy peak. 
These spectra are consistent with previous measurements on phenolate anions by the 
Lineberger group, albeit at lower resolution.15,16  The highest eKE feature corresponds to the 
D0 detachment channel. The peak at lower eKE that is only visible at hv = 4.00 eV corresponds 
to the D1 detachment channel.  
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5.2.4 Photoelectron Angular Distributions as a Probe of Conformation 
 
Figure 20 Plots of the experimental (circles) and computed (solid lines) β2 parameters as a 
function of eKE for the D0 detachment channel for (a) pMPh
–, (b) pEP– and (c) pVPh–. For 
pEP– two computed photoelectron angular distributions are shown corresponding to global 
(red) and local (blue) minimum energy structures. The right-hand side shows the relevant 
Dyson orbitals. 
 
The experimental photoelectron angular distributions of both detachment channels 
were quantified using the β2 parameter (Equation 5). The photoelectron angular distributions 
were determined from a series of PE images taken over a range of hv with 50 meV intervals. 
The β2 values across the highest intensity of the peaks were averaged and plotted as a function 
of eKE above the threshold of each channel. The measured β2 parameters for the D0 and D1 
detachment channel covering a range of nearly 1 eV in eKE are plotted in Figure 20 and Figure 
21, respectively. The error associated with the β2 values is on the order of 0.1. Also shown in 
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Figure 20 and Figure 21 are the calculated β2 parameters including the relevant Dyson orbital 
corresponding to the detachment channel. For pEPh–, two β2 parameters were calculated 
(Figure 20(b)), corresponding to different conformers. The eKE range over which β2 was 
measured has been restricted because of the presence of electronic resonances. Resonances 
have been shown to cause changes in the PE spectra of both pMPh– and the phenolate anion15,16 
and many other molecular anions, as well as in photoelectron angular distributions.17–20 
photoelectron angular distributions from resonances are not accounted for within the current 
calculations. 
 
Figure 21 Plots of the experimental (circles) and computed (solid lines) β2 parameters for (a) 
pMPh–, (b) pEPh– and (c) pVPh–, as a function of eKE for the D1 detachment feature. The right-
hand side shows the relevant Dyson orbitals. 
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For the D1 detachment channel, the computed photoelectron angular distributions are 
in very good agreement with those experimentally observed (Figure 21). For the three 
phenolate anions, the PAD is characterized by a negative β2 value. Previous studies have 
confirmed the nature of the D1 state,
16,21 which is in good agreement with the experimental 
onset observed here and our electronic structure calculations. The Dyson orbitals 
corresponding to the D1 detachment channel for pMPh
–, pEPh–, and pVPh– are shown in Figure 
21(a), (b), and (c), respectively. These show that the electron density is primarily localized to 
the phenolate-motif in all molecules. The dominant character of this Dyson orbital is a lone 
pair of the oxygen atom (p-character), which qualitatively agrees with the experimentally 
observed negative β2 values. The convergence of β2  0 as eKE  0 arises from the Wigner 
law,22 see Section 1.2.  
5.2.5 Exploring the Potential Energy Surface of pEtPh– 
The D0 detachment channels for pMPh
– and pVPh– have negative experimental β2 
values and vary more rapidly with eKE compared to the D1 channel as shown in Figure 20(a) 
and (c), respectively. For these two anions, there is again very good agreement with the 
calculated photoelectron angular distributions. Qualitatively, a negative value of β2 is 
indicative of p- or π-character of the MO from which the electron is detached, which is 
consistent with the calculated Dyson orbitals for the D0 detachment channel (See Figure 20).  
For pEPh–, β2 is observed to be broadly isotropic with a value close to 0. At first glance, the 
striking difference between the photoelectron angular distributions of pEPh– and pMPh– or 
pVPh– is surprising. Firstly, one might envisage a larger change in electronic structure 
between pVPh– and the other two because of the increased conjugation. Secondly, similar 
differences are not seen for the D1 detachment channel. Indeed, the calculated photoelectron 
angular distributions for pEPh– with a similar planar geometry as for pMPh– and pVPh– 
indicates that a negative PAD is expected for this too (see Figure 21(b)). However, pEPh– has 
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greater conformational flexibility than pMPh– and pVPh–, due to the saturated ethyl chain. A 
second conformation was found to be the global minimum energy structure, related by 
torsion about a single bond as shown in Figure 22. The calculated PAD of the lowest energy 
conformer is dramatically different, showing an inversion of sign with respect to all other 
calculated photoelectron angular distributions in this energy range. This observation is more 
consistent with the experimentally observed anisotropy, although not quantitatively correct. 
 
 
Figure 22 (a) A rigid potential energy scan of pEPh– as a function of the torsion angle around 
the ethyl chain as shown. Above and below are shown snapshots of conformations where the 
ethyl-chain is in the plane and out of the plane of the phenolate, respectively. (b) Calculated 
torsional mode for pEPh– indicating the displacement vectors of the atoms. 
 
A rigid potential energy scan as a function of the torsion angle to the ethyl-chain is 
shown in Figure 22(a).  The out-of-plane structure is the lowest energy with a 70 meV 
(565 cm–1) barrier to the planar conformation. The torsional mode connecting the two 
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geometries can be readily identified from the calculations (see Figure 22(b)) and the 
(harmonic) frequency of the mode is 56.4 cm–1 in the out-of-plane geometry (64.7 cm–1 for 
the planar geometry). Hence, the zero-point energy associated with this torsion is ~30 cm–1 
(~3.5 meV). In principle, the wavefunctions of the torsional levels can be calculated from this 
potential.23 The square of these wavefunctions then provides a distribution of possible 
conformations and the photoelectron angular distributions for these conformations can be 
calculated from their Dyson orbitals. If the PAD of each conformation is correctly 
represented, then the weighted sum of these photoelectron angular distributions can be used 
to reproduce the experimentally observed PAD. However, the present experiments were 
conducted with ions thermalized in a ~300 K ion trap. Although only a small fraction (<10%) 
of the molecules have energies above the barrier, it is clear that on average, several quanta of 
energy are imparted in the torsional mode at 300 K. Hence, to quantitatively determine the 
conformational distribution would require a precise knowledge of the temperature and a high-
level potential energy surface for the torsion based on spectroscopic data which is not 
available. Nevertheless, as most of the pEPh– molecules are at energies well below the 
barrier, the out-of-plane conformation will have the highest probability and therefore, 
qualitatively, it is expected the overall PAD to predominantly represent that of the lowest-
energy conformation in agreement with our observations. The use of temperature controlled 
cryogenic ion traps coupled with PE imaging24,25 would allow the molecules to be cooled so 
that only the lowest modes are populated which would greatly simplify a quantitative 
analysis.  
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5.2.6  Relating the Conformational Freedom to Photoelectron Angular 
Distributions 
Based on the above discussion, the rigidity of the molecules impacts the observed 
photoelectron angular distributions. The most rigid of the three anions studied is pVPh–. At 
elevated temperatures, the distribution of the Dyson orbital can be considered to be static and 
pVPh– shows the closest agreement between experimental and predicted photoelectron angular 
distributions. For pMPh–, good agreement between experimental and computational results are 
seen, however, the experimental values are generally less negative than the predicted ones. For 
pMPh– at finite temperature, the methyl-group will have rotational freedom and such motion 
may have small, but important effects on the Dyson orbital. A similar point was noted in a 
previous publication on four tocopherol anions,26 which have similar Dyson orbitals as the D0 
channel in this study. The photoelectron angular distributions were mostly isotropic except for 
δ-tocopherol in which the ring contains only H atoms in the ortho- and meta-positions. The 
other tocopherols have methyl groups in these positions that either lower the symmetry of the 
Dyson orbital, or in the case of α-tocopherol, may reduce the PAD anisotropy through 
rotational freedom. Overall, however, rotamers are likely to have a much smaller effect on 
photoelectron angular distributions than conformers, which is consistent with our observations 
for pMPh– (Figure 20(a)). The flexibility in the ethyl-chain in pEPh– yields two distinct 
conformers, for which the electron distribution of the MOs have some distinctive differences. 
The planar, higher energy, conformer has a Dyson orbital with the same nodal character as 
pMPh– and pVPh– and as a result, the predicted photoelectron angular distributions are very 
similar for the three molecules (see Figure 21). When the ethyl-chain in pEPh– is bent out of 
the plane of the phenolate ring, its Dyson orbital shows an increase in the number of nodes. It 
appears that this change in MO character causes the drastic change in PAD, illustrating how 
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sensitive the photoelectron angular distributions are to such small changes in electronic 
structure caused by conformational flexibility. 
The sensitivity of photoelectron angular distributions to conformation is starkly 
different for the two detachment channels. The D1 channel shows no sensitivity to the 
conformational flexibility of pEPh–. Using similar arguments as used for the D0 detachment 
channel, this may be rationalized by the lack of electron density in the Dyson orbital on the 
ethyl-chain. Calculations show that the photoelectron angular distributions are almost identical 
for both pEPh– isomers in the energy range shown here. The small additional Dyson orbital 
density on the vinyl chain of pVPh– observed for the D1 channel also does not appear to have 
altered the expected photoelectron angular distributions significantly compared to pMPh– and 
pEPh–, because the overall nodal structure of the Dyson orbital remains unchanged. 
5.2.7  Conclusions 
In summary, a series of PE imaging studies of para-substituted phenolate anions have 
shown that conformation can subtly alter the electronic structure of certain MOs. photoelectron 
angular distributions can be extremely sensitive to these changes, which can be probed directly 
through PE imaging. Computation of the Dyson orbital corresponding to specific 
photodetachment channels allows the photoelectron angular distributions to be predicted and 
compared with experiment and shows very good overall agreement. Hence, by combining 
experiment and theory, the dominant conformation under experimental conditions can be 
determined through the photoelectron angular distributions. Moreover, the sensitivity of the 
PAD to the Dyson orbital provides detailed information concerning the electronic structure of 
the anion. Finally, the sensitivity of the photoelectron angular distributions to conformation 
may also be informative for dynamical processes in which time-resolved photoelectron 
imaging could track large amplitude motions of complex molecules through real-time changes 
in the photoelectron angular distributions.  
 106 
 
  
 107 
 Probing Wavepacket Motion on the Bound Excited State of a PYP 
Chromophore 
The active form of the pCA-based chromophore in PYP is the deprotonated anion, 
making anion PE spectroscopy an ideal experimental technique to elucidate the intrinsic 
excited state dynamics. In this section a time-resolved photoelectron imaging study on the 
bound excited state of a derivative of the pCA− chromophore is presented. The topology of 
potential energy surface of the bound excited state, S1, was investigated by ab initio methods. 
An interpretation of the direction of the wavepacket on the S1 potential energy surface is 
presented, through the application of arguments based on the energetics and photoelectron 
angular distributions.  
5.3.1 Introduction 
Photoactive proteins have garnered a large amount of attention, due to the pivotal role 
they play in facilitating various biological processes. The large proteins contain a 
chromophoric moiety that can undergo fundamental photochemical reactions, such as excited-
state electron or proton transfer, or isomerisation.27–29 Photoisomerisation is a common 
photoresponse in photoactive proteins, such as rhodopsins and the photoactive yellow protein 
(PYP).30,31 As small structural changes of the chromophore, such as photoisomerisation, lead 
to larger-scale rearrangements in the protein scaffold, it can be understood that the 
photoactivity of the protein is determined by the chromophoric moiety.32 It is therefore of great 
benefit to first unravel the intrinsic reactivity and photoresponse of the chromophore in order 
to gain understanding of the photoactive protein it is embedded in. 
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Figure 23 Skeletal representations of two derivatives of the anionic chromophore in PYP, para-
coumaric acid (pCA−) and para-coumaric ketone (pCK−). 
 
The chromophore commonly used to represent PYP is trans-para-coumaric acid anion 
(pCA−) and derivatives thereof. Photoexcitation of pCA− leads to trans-cis isomerisation, 
which initiates a signalling cascade ultimately resulting in negative phototaxis in several 
halophilic purple bacteria.33–35 The initial isomerisation of the pCA− chromophore causes a 
restructuring of the surrounding hydrogen-bonding network, that subsequently causes partial 
unfolding of the protein, to form the signalling structure. To gain a more detailed understanding 
of the initial events in this process there have been a number of experimental and computational 
studies on the chromophore photodynamics of pCA− and its derivatives.36–38  
A derivative of the PYP chromophore was previously the subject of a time-resolved 
(TR) study by Zewail and co-workers.39 The chromophore investigated was an isolated pCA− 
derivative, terminated by a methyl group (Figure 23), pCK−. The isomerization dynamics of 
the S1 excited state of pCK
− were probed using femtosecond pump-probe photoelectron (PE) 
spectroscopy. This study concluded that the chromophore undergoes ultrafast structural 
changes, involving twisting around the double bond.  
OH
pCA− pCK−
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Figure 24(a) The photoelectron spectra of the pCK chromophore obtained with pump 
femtosecond pulse (blue trace) and pump+probe femtosecond pulses (red trace) at 200 fs delay. 
Inset is a blow-up of the energy region of 0-1.5 eV, in which energy windows for time-
dependent transients are marked as I, II and III. The windows allowed for probing of Pe
*, Pt
* 
and Pθ
*. (b) Conceptual potential energy surface for the primary dynamics of pCK−. The 
rotation angle around the double-bond is indicated by θ. Reproduced with permission from 
Reference 39.  
 
While the results of the study by Zewail and co-workers provide evidence for the 
primary steps in the isomerisation of the PYP chromophore, there are notable factors that lead 
to convolution of PE spectra. A 3.10 eV (400 nm) pump pulse was used to photoexcited pCK− 
to the target excited state, S1. While the S1 state is bound, the threshold for detachment to the 
neutral ground state, D0, lies close in energy. Consequently, a pump pulse of 3.10 eV is 
sufficient to form not only the S1, but also D0, through direct detachment. Therefore, the 
photoelectron spectra recorded contain both signatures of autodetachment, direct detachment, 
and isomerisation dynamics. The autodetachment process can be seen by the low energy peak 
in the time-resolved measurement. However, because a magnetic bottle was used as an electron 
energy analyser, their experiment was not sensitive to the lowest energy electrons (see Figure 
(a) (b)
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24). There is also notable two photon signal evident. In order to aid any ambiguity in 
interpretation it is preferable to use a pump pulse resonant with S1 but below D0.  
 
Figure 25 Rotation about the single bond (SB) and double bond (DB) are shown for the pCK 
anion. 
 
Previous computational studies have focussed on calculation of the initial dynamics of 
the isolated PYP chromophores.36,40–45 An ab initio study by Groenhof and co-workers 
explored the potential energy surface of the bound excited state of pCK−, with respect to 
rotation about the single bond (SB) and double bond (DB).42 The two rotations are shown in 
Figure 25. Exploration of the topology of the S1 potential energy surface determined that, while 
photoisomerization about both the SB and DB is possible with 90°-rotated SB and DB 
geometries both representing energetic minima, the major relaxation channel was via the SB 
rotation. It was found that there was a negligible barrier to the SB minima from the Franck-
Condon (FC) region (planar geometry), whereas there is a significant barrier in the direction of 
the DB minima.  
While similar results have been found studying isolated pCK−,44 it has been 
demonstrated that the DB rotation pathway can be made accessible through charge stabilization 
of the phenolic oxygen by hydrogen bonding.43 The modulation of relaxation pathways of the 
S1 state by the environment has been further explored in a number of trajectory studies in the 
gas-phase,40,46 in solution,43 and in the protein.47 Excited state wavepacket dynamics 
simulations of pCK− in the gas-phase confirm that the S1 SB minimum is reached, but that 
decay is inefficient due to the distance from the S1/S0 conical intersection. 
40,46 This is in 
DBSB
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contrast to the photodynamics of pCK− in solution, in which some decay via the DB rotation is 
seen in the simulations. The DB minimum lies closer to the S1/S0 intersection, causing faster 
decay. The modulation of the excited state pathways has been rationalised through examination 
of the charge distribution of the S1 state. The SB rotation leads to complete charge transfer 
from the phenolate ring to the alkene tail, while the DB rotation leads to only a partial charge 
transfer in the same direction. Therefore, stabilisation of the phenolic oxygen through hydrogen 
bond formation is likely to influence the isomerisation pathway. 
Conformational changes such as the SB and DB rotation have a large impact on the 
electronic structure of the system but may cause experimental challenges. This can be 
understood when considering designing an experiment to validate the theoretical work 
presented above. The wavepacket will initially be produced in the FC region of the S1 state, 
and from here can propagate along two energetically accessible decay pathways, the minima 
of which are close in energy to one another. How can an experiment distinguish between the 
two pathways?  
As the PE spectrometer used in this study utilises VMI it is possible to extract the 
photoelectron angular distributions alongside the PE spectra at all time delays. The 
development of the Dyson orbital approach has allowed for semi-quantitative interpretation of 
photoelectron angular distributions. It is possible to approximate a single molecular orbital 
from which a photoelectron is detached as the Dyson orbital, as long as the electron loss 
channels are defined by a single electron transition. The photoelectron angular distributions 
may then be modelled as a function of energy of the outgoing electron, using this Dyson orbital.  
Photoelectron angular distributions have been demonstrated to provide powerful insight 
into the electronic structure of different conformers, the character of electronically excited 
states and the energetic onset of resonances.17,48–50 In principle, application of the Dyson orbital 
approach to the calculation of photoelectron angular distributions as a function of evolution of 
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a wavepacket on a potential energy surface would provide a novel insight into subtle changes 
in geometry, propagated through changes to electronic structure. The change in charge-transfer 
character between the S1 SB and DB minima could be reflected in the photoelectron angular 
distributions, making pCK− an ideal candidate for investigation of the sensitivity of 
photoelectron angular distributions to conformational changes in the time-domain. 
Here we present a detailed study of the dynamics of the bound state of pCK−, probed 
by TR-PE imaging and ab initio calculations. We model the photoelectron angular distributions 
as the wavepacket evolves along the potential energy surface of the bound S1 state, in 
conjunction with TR-PAD measurements.  
5.3.2 Methodology 
The experimental setup and methodology have been detailed in Section 3.1, and only 
details relevant to the current experiment are provided herein. The pCK anion was generated 
through ESI of a ~1mM sample of pCK in methanol, with a few drops of NH3 added to aid 
deprotonation of the alcohol group. 
Femtosecond laser pulses of 2.79 eV (444 nm) and 1.55 eV (800 nm) were used as 
pump and probe pulses, respectively. Further details of the femtosecond laser set-up, including 
generation of pulses at this energy can be found in Section 3.2. Pulses were delayed relative to 
one another (∆t) using a motorized delay stage.  
All critical points of the potential energy surface for S0 and S1 – minima and minimum 
energy conical intersections – were located using SA2-CASSCF(12,11)/6-31G* in Molpro. 
Linear interpolation on internal coordinates (LIIC) pathways were obtained to link the different 
critical structure at the same level of theory. The common starting point employed for the LIIC 
pathways is the planar minimum on S1. These calculations were performed by Dr Basile F. E. 
Curchod.  
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Additionally, the S1, S2 and D0 states were calculated as VEEs from the S0 geometries along 
the potential energy surface using XMCQDPT2 to correct for the lack of dynamic correlation 
at the CASSCF level. The 1ππ* excited states of pCK− were calculated using an active space of 
12 valence π-orbitals and 12 electrons. The ππ* active space is depicted in Figure 26. An 
additional extremely diffuse p-function was affixed to a carbon of the ring. A single π* orbital 
of this highly diffuse shell was included in the active space and state averaging to mimic the 
continuum, D0. The XMCQDPT2[7]/SA[4]-CASSCF(12,12) method was used with a 
reference space spanned by 7 CASCI wavefunctions obtained through CASSCF-SA to ensure 
the states experimentally accessible were modelled. A DFT/PBE0-based one-electron Fock-
type matrix was used to obtain energies of CASSCF semi-canonical orbitals used in 
perturbation theory, the FC geometry was run without this to improve the description of the 
detachment continuum. All XMCQDPT2 calculations used the (aug)-cc-pVTZ basis set, where 
the augmented function was only affixed to the oxygen atoms.  
Finally, the PADs were calculated using EOM-EE/IP-CCSD/aug-cc-pVDZ to obtain the 
Dyson orbitals for critical geometries along the S1 potential energy surface. The PADs were 
then modelled using ezDyson v4.1 Further details on the calculation of PADs can be found in 
Section 1.2.2.1. 
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Figure 26 The orbitals used in all calculations. The extremely diffuse orbital used to represent 
the continuum in the XMCQDPT2 calculations is not visualized. 
 
 
To provide qualitative insight into the photoelectron angular distributions of the S1 along 
the calculated potential energy surface, natural orbitals from the XMCQDPT2 calculations 
optimized for the S1 state were considered. The orbitals populated following excitation to the 
S1 state (LUMO) were used as Dyson orbitals for photodetachment from the S1 state along the 
calculated potential energy surface. This is qualitatively analogous to the Dyson orbital 
calculations of the ground state.  
Occupied orbitals Virtual orbitals
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5.3.3 Time-Resolved Photoelectron Spectra 
 
Figure 27(a) Time- and (b) angle-resolved PE spectra for pCK−, shown as false-colour 
intensity plots, over the first picosecond. 
 
Figure 27 (a) shows the time-resolved photoelectron spectra, where each spectrum has 
had a t << 0 spectrum subtracted to leave only the time-resolved signal. At short times, (~first 
picosecond), wavepacket dynamics were observed in the time-resolved PE spectra, 
Figure 27(a). The complementary angle-resolved spectra are given alongside, in Figure 27(b). 
At time delays close to t0 the PE spectra consists of a peak centred at ~ 1.40 eV. A 
representative photoelectron spectrum is shown in Figure 28(b). From t = 100 fs the initial PE 
feature shifts into a lower energy peak centred at ~ 0.75 eV. While both peaks remain present 
in the subsequent PE spectra, there is a clear oscillation between the initial, higher eKE, peak 
and the second, lower eKE, peak over the first picosecond. Representative photoelectron 
spectra of this motion are shown in Figure 28(b). Additionally, the dynamics that result in the 
feature at eKE ~ 0.75 eV also lead to the emissions of electrons with eKE ~ 0.15 eV. The 
signal from this feature is concurrent with the growth of the feature at eKE ~ 0.75 eV.  
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Figure 28 shows the integrated photoelectron signal over three energy windows that are 
representative of the photoelectron features discussed above as a function of time. The 
wavepacket oscillation is clearly visible in the peak around 1.4 eV and out-of-phase with the 
signal at 0.75 eV. 
 
Figure 28(a) Integrated photoelectron signal over spectral windows, indicated by the inset 
parameters. Time-resolved photoelectron spectra at different t show the three spectral regions 
(b). 
 
The oscillation between the two PE features occurs with a frequency ~50 cm−1. This 
behaviour has been seen previously and was interpreted to arise from some initial relaxation 
prior to wavepacket motion.51 It should be noted that an oscillation of ~50 cm−1 has also been 
seen in time-resolved fluorescence spectra of the PYP protein and this oscillation was assigned 
to some undefined protein mode.52 Our results and those of Zewail and co-workers clearly 
show that this is not the case and is an inherent motion in the chromophore. 
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Figure 29 1D angle-resolved (blue) and time-resolved photoelectron spectra (black) at short- 
and long-times are shown on the left and right, respectively. The photoelectron angular 
distributions over the region of maximum photoelectron signal are indicated.  
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Figure 30 (a) Four example t background-corrected time-resolved spectra; (b) pump–probe 
signal with a fitted decay lifetime for the S1 state. 
 
In addition to the TR eKE spectra, it is possible to extract the TR-photoelectron 
angular distributions, Figure 27(b). A clear difference in anisotropy can be seen between the 
two oscillating PE features. Evaluation of the anisotropy of a specific photodetachment 
feature is done by averaging the measured β2 values over the eKE range that corresponds to 
the maxima in PE signal, for a given ∆t. Such an analysis is shown in Figure 29. The 
anisotropy of the higher eKE peak is negative, β2 ~ −0.41, while the lower eKE peak has a 
less pronounced negative anisotropy, β2 ~ −0.14. 
At longer timescales the initial, higher eKE, peak decays and only the peak at 0.75 eV 
remains, Figure 30(a). This then decays with no further spectral evolution, with a lifetime of 
~120 ps as shown in Figure 30(b). 
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5.3.4 Exploration of the S1 Potential Energy Surface 
 
Figure 31 The potential energy surface of the bound excited state of the pCK anion, S1, is 
plotted as a function of rotation about the single bond (SB) and double bond (DB) from the 
Franck-Condon region. The ground state of the anion, S0, is plotted for the same geometries. 
Structures corresponding to the highlighted points along the potential energy surface are inset. 
These calculations were performed by B. F. E. Curchod. 
 
To determine the motion of the wavepacket on the S1 potential energy surface, 
electronic structure calculations were performed using SA-CASSCF. The initial geometry was 
the planar minimum in the S1 geometry, as this represents the geometry with maximum overlap 
with the anion ground state. From the initial planar geometry, the potential energy surface was 
investigated with respect to motion around the SB and DB rotation of the para-substituted 
chain. The energetic profiles of the S0 and S1 states along the SA-CASSCF potential energy 
S
1
 
S
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surface were verified using XMCQDTP2, and the S2 and D0 states along this pathway were 
also calculated, for completeness. The overall agreement between the CASSCF and higher 
level XMCQDPT2 calculations are good, and the results of both are shown in Figure 31 and 
Figure 32, respectively. 
From the results of both levels of theory it is evident that there is an energetic barrier 
in the direction of the DB minimum and MECI, in agreement with the results of Groenhof and 
co-workers.42 There is no substantial energetic barrier in the direction of the SB minimum. A 
rigid shift has been applied to the XMCQDPT2 D0 potential energy surface in order to match 
the experimental values in the Franck-Condon region and the values calculated using semi-
canonical orbital energies. The behaviour of the D0 and S2 states can be seen to be very similar 
to one another, along the trajectory of the S1 potential energy surface.  
5.3.5 Interpreting Wavepacket Motion on the S1 Surface 
From both the change in eKE of the main PE feature in the spectra, and the 
accompanying change in anisotropy, it is evident that there is motion of the wavepacket on the 
potential energy surface. The shift to lower eKE is indicative of nuclear motion, redistributing 
the initial excitation energy, resulting in lower energy photoelectrons. Previously, the 
photoelectron angular distributions have been shown to be very sensitive to changes in nuclear 
configuration that result in changes to electronic structure that impact the molecular orbital 
involved in photodetachment.    
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Figure 32 The potential energy surfaces for the ground and first excited states of the anion, S0 
and S1 respectively, are plotted alongside the detachment continuum, D0. These surfaces were 
calculated using XMCQDPT2[7]/SA(4)-CASSCF(12,12), and detachment to the continuum 
was modelled through inclusion of an extremely diffuse orbital in the active space. A rigid shift 
has been applied to the D0 potential energy surface to correct the value to be in line with 
experimental values, and the values calculated with semi-canonical orbital energies rather than 
the DFT/PBE0-based one-electron Fock-type matrix. The XMCQDPT2 potential energy 
surfaces for the S0, S1 and D0 states are used to provide a pictorial interpretation of the TR-PE 
spectra. A single pump pulse is indicated, whereas there are three possible probe pulses. Each 
of the possible probe pulses indicate the maximum expected kinetic energy of the photoelectron 
detached the indicated point on the S1 potential energy surface. Representative geometries for 
each of the photodetachment regions are inset. 
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Figure 32 shows the two calculated pathways on the S1 potential energy surface that 
the wavepacket might take, following photoexcitation. The relative energies of the S0, S1 and 
D0 are shown, with respect to the initial pump pulse energy. The expected maximum kinetic 
energies of the PE are indicted for photodetachment from the wavepacket in both the direction 
of the SB and DB rotation. There are several important energetic arguments highlighted 
schematically in Figure 32. Firstly, the D0 detachment continuum is not energetically accessible 
at any point along the considered S1 potential energy surface following excitation at 444 nm. 
Secondly, the initial energy of the pump pulse is not sufficient to overcome the barrier in the 
direction of the DB rotation, so only rotation about the SB should be possible. These two points 
were not the case in the experiments by Zewail and co-workers. Thirdly, the expected energies 
of the outgoing PE are quite distinct for the two different rotational directions.  
The time-resolved photoelectron spectra are broadly consistent with Figure 32. The PE 
detached initially from the Franck-Condon region with a predicted maximum eKE of ~1.42 
eV. Following motion in the direction of DB rotation, the expected maximum energy of an 
outgoing PE is eKE ~0.37 eV. PE detached following motion in the direction of the SB rotation 
are expected to have higher maximum eKE ~0.94 eV. Figure 30(a) shows PE spectra taken at 
four different delay times. The PE feature observed initially, t = 0.1 ps, is in agreement with 
the maximum eKE expected energy for photodetachment from the Franck-Condon region. 
Some population of this peak still remains at t = 1 ps alongside the lower energy PE feature. 
At the longer times, t = 5 and 50 ps (see Figure 30(a), only the lower energy PE feature is seen. 
The PE feature centred eKE ~ 0.75 eV extends to eKE ~ 1.1 eV, in reasonable agreement with 
that expected for SB rotation. There is no clear PE feature between eKE ~0.20 and 0.50 eV 
suggesting that the peak due to DB rotation is not present. This energetic argument is consistent 
the potential energy barrier that cannot be overcome in the direction of DB rotation.  
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5.3.6 Time-Resolved Photoelectron Angular Distributions 
As photoelectron angular distributions are sensitive to the molecular orbital from which 
the outgoing photoelectron is detached, they provide a sensitive probe of changes to electronic 
structure, and by extension nuclear structure. This can, in principle, provide insight into nuclear 
dynamics that occur alongside wavepacket motion on the S1 excited state. 
The inherent sensitivity of photoelectron angular distributions to changes in 
conformation was previously demonstrated for a related molecule, pEPh−, in the previous 
section. In this case, hindered rotation about the single bond of the ethyl-substituent resulted in 
two conformers, one planar and one with the ethyl-chain perpendicular to the phenolate plane. 
The rotation of the ethyl-chain was shown to result in a drastic change in photoelectron angular 
distribution, despite seemingly similar Dyson orbitals and small changes in relative energy. 
The para-ethyl phenolate anion represents a simplified, but related, structural model of pCK−, 
with the hindered rotation about the single bond analogous with the proposed motion on the S1 
potential energy surface. It is therefore suggestive that the photoelectron angular distributions 
may provide further insight into the analysis of the motion of the wavepacket. 
Figure 29 shows there is a change in the measured photoelectron angular distributions 
between the two PE features, the initial PE feature corresponding to autodetachment from the 
S1 state in the Franck-Condon region has negative anisotropy, β2 ~ −0.41. The PE feature at 
lower eKE has a less pronounced negative anisotropic PAD, β2 ~ −0.14. The latter experimental 
PAD was extracted at t = 1 ps, when the peak at eKE ~1.4 eV has little PE signal. These PADs 
were chosen as they represented photodetachment from the initial Franck-Condon region and 
photodetachment following the wavepacket reaching a minimum on the S1 surface.  
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Figure 33 Representative Dyson orbitals and geometric structures for the three regions of the 
S1 potential energy surface. 
 
Figure 33 shows the molecular orbitals populated to form the S1 state for three 
representative structures from the S1 SB minimum, the Franck-Condon planar region and the 
S1 DB minimum. The molecular orbitals are natural orbitals from the XMCQDPT2 
calculations, and in principle these orbitals are representative of the Dyson orbitals. However, 
these orbitals are used only to offer qualitative insight into the changes in electronic density of 
the Dyson orbital as a function of nuclear motion in either direction from the Franck-Condon 
geometry. The negative anisotropy of the higher energy PE feature is consistent with qualitative 
interpretation of the Dyson orbital for a geometry in the Franck-Condon region and would be 
predicted to yield a negative modelled anisotropy.  It can be seen from Figure 33, that the 
electron density of the Dyson orbital in the Franck-Condon region is not localised to the 
phenolate moiety, instead there is significant density delocalised across the entire molecular 
structure. Therefore, any substantial nuclear motion, i.e. rotation of either the single- or double-
bond, will perturb this density and has the potential to cause drastic changes to the 
photoelectron angular distributions.  
Rotation about the SB and DB yields two qualitatively different Dyson orbitals. As 
previously shown,40,46 rotation in the SB direction causes charge transfer in the S1 state, 
reflected in the localisation of the Dyson orbital to the conjugated chain. Contrastingly, the 
Dyson orbital remains delocalised across the entirety of pCK− following DB rotation. The latter 
scenario is reminiscent of the dramatic change in photoelectron angular distribution between 
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the two pEPh− conformers in the previous study. Drawing on interpretation from the previous 
study, it would be expected that rotation in the DB direction would result in a dramatic change 
in the photoelectron angular distribution. Conversely, rotation in the SB direction would not 
be expected to cause such a dramatic change in photoelectron angular distributions as all the 
planarity of the Dyson orbital density is not perturbed. Based purely on this qualitative analysis, 
it is proposed that DB rotation is not reflected in the photoelectron angular distributions. 
     Preliminary photoelectron angular distributions modelled using EOM-EE/IP-CCSD 
support our qualitative analysis. The PAD of the initial Franck-Condon region is calculated to 
be β2  −0.28, in reasonable agreement with the experimentally observed PAD. To represend 
the PADs following wavepacket motion to either the SB or DB rotation a number of geometries 
are required to provide further analysis. While this work is ongoing, two static geometries 
representing the minimum energy geometries in each direction have been calculated. The 
PADs following the SB rotation are broadly negative, while the PADs following DB rotation 
are broadly positive, further supporting the analysis presented above. 
Based on the energetic and angular distribution arguments, we believe that we are 
monitoring wavepacket motion from the initially excited Franck-Condon region of the S1 
potential energy surface in the direction of the single-bond twist. While the MECI has not been 
calculated in the direction of the single-bond rotation, it is understood to be sufficiently high 
in energy that reformation of the anion ground state is slow. We propose that following initial 
excitation the wavepacket begins to move along the S1 potential energy surface in the direction 
of the SB rotation until the energetic barrier to the MECI is encountered. The wavepacket has 
insufficient energy to leave the S1 state, and so the wavepacket bounces between either side of 
the well, leading to the observed oscillation between the PE features. Following >1 ps, internal 
vibrational relaxation has taken place so that the wavepacket is left with insufficient energy to 
reach the FC, and becomes trapped in the lower energy SB well, leading to only 
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photodetachment yielding the PE feature at eKE ~ 0.75 eV. The energetic interpretation of the 
evolution of the wavepacket on the S1 potential energy surface is supported by interpretation 
of the photoelectron angular distributions. Eventually, the population decays from the S1 state 
to the ground state on a long 120 ps timescale by statistically sampling regions of the surface 
with strong nonadiabatic coupling. 
5.3.7 Conclusions and Further Work 
The interpretation of the findings presented are still ongoing. The arguments presented 
based upon energetic and photoelectron angular distributions indicate that the wavepacket was 
constrained to movement along only the direction of SB rotation on the S1 potential energy 
surface. Preliminary modelling indicates that TR-photoelectron angular distributions are a 
sensitive probe of geometric changes and were used to infer wavepacket motion.  
 Further work is being carried out to provide quantitative analysis of the time-resolved 
photoelectron angular distributions, using Dyson orbitals obtained through both a single and 
multi-reference method. The bound state of pCK− was described well through CASSCF 
calculations, which optimise the natural orbitals of specific states. Using natural orbitals to 
model the photoelectron angular distributions for excited states should provide a robust 
description of the Dyson orbital and allow quantitative analysis. This would in turn lay a 
foundation for application of photoelectron imaging to photoisomerisation processes in the 
time domain.  
 Section A Conclusions and Outlook 
This section has presented an overview of the powerful insight photoelectron angular 
distributions affords to anion photoelectron spectroscopy. Through the two studies presented, 
the benefit of the application of the photoelectron angular distributions to aid interpretation of 
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photoelectron features that are not easily resolved in the energetic spectra has been 
demonstrated. 
Both studies built upon an initial study on the tocopherol anions,26 which had 
highlighted the ability of photoelectron angular distributions to distinguish between different 
structural isomers. Through routine extraction of the experimental photoelectron angular 
distributions alongside both frequency- and time-resolved photoelectron spectroscopy, new 
insights into the dynamics of the ground and excited states of anions have been made.  
The sensitivity of parameters in the Dyson orbital approach have been analysed, and 
suggestions are outlined for considerations to be made when designing such a calculation. This 
approach has been shown be able to qualitatively model the experimental photoelectron angular 
distributions for direct detachment channels. The sensitivity of the photoelectron angular 
distribution to conformational change in the ground state was demonstrated in the first study. 
The use of this analysis is broadly applicable and has recently been used in interpretation of 
photoelectron angular distributions by Fielding and coworkers.48 
The foundation for development of this technique to model the time-resolved 
photoelectron angular distributions of a bound excited state of an anion were presented in the 
second study. The results presented are qualitative, but work is ongoing to quantitatively model 
the photoelectron angular distributions in the time domain.  
There still exist some limitations to the methods currently used to model photoelectron 
angular distributions. Namely, it has not yet been possible to quantitatively model the 
photoelectron angular distributions for autodetachment from resonances. There are promising 
ab initio methods that could be applied to this problem. Development of a routine method to 
quantitively model photoelectron angular distributions from resonances would unlock an extra 
dimension for both frequency- and time-resolved photoelectron studies. In principle, 
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photoelectron angular distributions could be used to fingerprint different electronic states in 
photoelectron spectra, with little ambiguity. 
Finally, it should be noted that there are still cases, such as phenolate, in which the 
Dyson approach is only able to reproduce qualitative photoelectron angular distribution trends. 
This limitation may arise from the approximations made for the outgoing wave, which neglect 
physical properties of the neutral core. Investigation into modelling the outgoing wave with a 
dipole wave rather than a simple plane wave for molecules with pronounced dipole moments 
of the neutral core, may provide insight into the physical origin of the current limitations in the 
method presented. 
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 Section B Excited State Dynamics  
 The interaction of molecules with light drives many chemical, physical and biological 
processes. As molecules often exist in complex environments, it is difficult to decouple the 
strong interaction with the environment from the intrinsic dynamics of the molecule itself. In 
order to gain a better understanding of the interaction of molecules ubiquitous in nature with 
light it is favourable to adopt a ‘bottom-up’ approach to unravelling the structure-function 
dynamics. Previous gas-phase spectroscopy studies have shown how this approach offers a 
powerful method to study only the intrinsic dynamics of the light-absorbing structural motif.  
A particularly powerful method is 2D anion photoelectron spectroscopy. This chapter presents 
studies that have furthered this method. Here the bottom-up approach is applied to the 
phenolate chromophore (Section 5.1) and the para-dinitrobenzene (pDNB) anion (Section 5.2).  
Work in this Section is based on the publications below, and unless stated otherwise I 
performed the experimental and computational work. 
1. C. S. Anstöter, C. R. Dean and J. R. R. Verlet 
Chromophores of chromophores: a bottom-up Hückel picture of the excited states of 
photoactive proteins 
PCCP 19, 29772 (2017) 
 
2. C. S. Anstöter, T. E. Gartmann, L. H. Stanley, A. V. Bochenkova and J. R. R. Verlet 
Electronic structure of the para-dinitrobenzene radical anion: A combined 2D 
photoelectron imaging and computational study 
PCCP 20, 24019 (2018) 
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 A Bottom-up Hückel Picture of the Excited States of Photoactive 
Proteins 
5.6.1 Introduction 
Figure 34 Schematic showing structures of chemically substituted para-phenolate 
chromophores with increasing complexity 
 
 At the core of most photoactive proteins is a small organic chromophore that acts as a 
light activated switch for the protein’s function. Many of these natural chromophores contain 
the phenolate anion, Ph– (Figure 34). In the green fluorescent protein (GFP), the chromophore 
is often taken to be the deprotonated p-hydroxybenzylidene-2,3-dimethylimidazolinone 
(HBDI–, Figure 34), which is hindered from undergoing isomerisation in the protein and 
consequently fluoresces with a very high quantum yield.6,7 In the photoactive yellow protein 
(PYP), the chromophore is often taken to be deprotonated p-coumaric acid (pCA–, Figure 34), 
which undergoes a trans-cis isomerisation upon near UV-excitation and serves as a mechanical 
switch to initiate the protein’s response.8,9 The commonality of phenolates in many photoactive 
proteins arises from the biosynthetic pathways of chromophores that often involve tyrosine. 
The photophysics of photoactive protein chromophores has attracted much attention because 
of their underpinning role in the initial protein response to light.10–12 Gas-phase spectroscopy 
has been particularly valuable as it provides an unperturbed view of the excited states of the 
chromophores and of their dynamics.2,13–16 Additionally, the gas-phase environment is 
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tractable by high-level electronic structure theory,1,5,17,18 which when combined with 
experiment, provides a detailed understanding of the excited state dynamics. However, the 
reliance on very high-level computational methods can mask some of the simple physical 
principles that are the foundation of the overall electronic structure of the chromophores. Such 
principles are central to the logical development of new light-activated proteins or 
macromolecules, and to understanding the natural selection based on nature’s basic building 
blocks such as the amino acids. Here, gas-phase photoelectron imaging of the phenolate 
chromophores of HBDI– and pCA– is used. Based on our results, it is possible to provide a 
simple bottom-up picture of their bright excited states using Hückel theory together with 
electronic structure calculations. Specifically, a simple linear combination of MOs is shown to 
give rise to the characteristic spectroscopic features of these photoactive chromophores.  
 There is a wealth of experimental and computational studies on the photophysics of 
photoactive proteins and, specifically, their chromophores.16,19–34 These have largely focussed 
on the first singlet excited (S1) state of the chromophores, because this is generally the excited 
state that is the most relevant to the biological function of the protein. For example, the 
pioneering work by Andersen and co-workers showed that the absorption spectrum of HDBI– 
has a very similar appearance in vacuum as it does in the protein environment. The S1 state of 
HDBI– has been the focus of a large number of gas-phase studies.1,21,33,35–39 A very insightful 
picture of the electronic structure of the S1 state was provided by Bravaya et al., who 
rationalised the energetic shifts in different coloured photoactive proteins using a 3-centre allyl 
radical in a simple Hückel framework and a particle in the box model.40 
More recently, experimental and computational work has been directed to the higher-
lying excited states in the UV spectral region. These are believed to be important in the 
photooxidation of the photoactive proteins. For example, in GFP a second optically bright state 
of HBDI–, S3, has been observed by action spectroscopy.
21 Photoelectron spectroscopic 
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measurements with complementary computational studies suggest that the S3 state leads to 
electron ejection from the protein to form hydrated electrons.1 More generally, frequency-
resolved photoelectron spectroscopy has provided valuable insight into the dynamics of 
resonances in the isolated chromophores, including HBDI–.1,41 High-level electronic structure 
calculations show that the S3 resonance is formed by promotion of an electron from the HOMO 
to an unoccupied π* MO localised almost exclusively on the phenolate chromophore. In a 
similar vein to the interpretation of the S1 state, Bochenkova et al. viewed the MOs for the 
ground and excited electronic states using a cartoon Hückel picture to sketch the nature of 
transitions.21 While high-level calculations allow quantitative analysis of experimental data, 
the simple models based on Hückel theory allow qualitative analysis that provides deep insight 
into the nature of electronic states, which is critical in the rational design of new photoactive 
proteins and macromolecules. This is particularly so from a synthetic chemist’s perspective 
who may not have the highly specialised skills required to perform high-level electronic 
structure calculations. In this study, a generalised a Hückel picture is used to validate a bottom-
up approach. The first two bright states of photoactive proteins are shown to arise from 
interaction of two chromophore moieties and that the phenolate chromophore is essential to 
describing the UV response of photoactive chromophores. 
5.6.2 Methodology 
The experimental details have been provided in Section 3.2 and Section 4.1.2.2. 
Hückel theory calculations were performed using the HuLiS calculator.42,43 More 
extensive electronic structure calculations of the ground and excited state were carried out 
using the QChem 4.4 package.44 Initial DFT calculations obtained geometries of the ground 
states of neutral and anions, using the B3LYP/aug-cc-pVDZ. TD-DFT calculations confirmed 
the character and energetics of the excited states of the anion and neutral accessed 
experimentally. Further calculations explored changes to the character of the bright excited 
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states of a series of para-substituted phenolates from phenolate to p-
hydroxybenzylideneimidasolinone (HBI–), as shown in Figure 34. HBI refers to the HBDI 
chromophoric unit without the inclusion of two spectator methyl- groups, omitted to reduce 
the complexity of the model. These calculations were done using the B3LYP/cc-pVDZ, to 
exclude diffuse continuum states and simplify analysis of the molecular orbitals. 
 To model the PADs, all anions were reoptimized using CCSD/aug-cc-pVDZ. Using 
these optimized geometries, the Dyson orbitals were calculated using EOM-IP-CCSD/aug-cc-
pVDZ, and the PADs were modelled using the ezDyson program v4.45 
5.6.3 Frequency- and Angle-Resolved Photoelectron Spectra 
The frequency-resolved photoelectron spectra for Ph–, pEPh–, pVPh– and HBDI– are 
summarized as 2D false-colour plots in Figure 35(a)-(d), respectively. To emphasize spectral 
changes as a function of, hv, the photoelectron spectra have been normalised to a maximum 
intensity of one. At all hv, the photoelectron spectra are dominated by a feature with an eKE 
that increases linearly with increasing photon energy. This direct detachment channel 
corresponds to electron loss from the ground state of the anion to form the ground state of the 
corresponding neutral species, S0 + hv → D0 + e–. A second direct detachment feature for Ph–, 
pMPh– and pEPh–, with an onset at hv ~ 3.2 eV, corresponds to the S0 + hv → D1 + e– direct 
detachment channel. This channel is also seen for pVPh–, albeit relatively weaker and shifted 
to hv ~ 3.5 eV. It is not observable in HBDI–. 
 
 
  
 136 
 
Figure 35 Frequency-resolved photoelectron spectra of (a) Ph–, (b) pEPh–, (c) pVPh–, and (d) 
HBDI– (taken from ref 33) are shown. All photoelectron spectra are normalised to a unit 
maximum. The horizontal arrows indicate the onsets of resonances in eV. For HBDI–, these 
are taken from ref 19. Anisotropy parameters (β2) for (e) Ph– and (f) pVPh– as a function of 
eKE. 
 
In addition to the direct detachment features, spectral broadening is observed for all the 
anions, where photoelectron signal is observed at lower eKE than the direct detachment peak. 
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Such shifts have been observed in the photoelectron spectra of many anionic species,3,35,41,46–
48 including several bio-chromophore derivatives based on phenolate.1,13,24,35,38,49 The shift 
towards lower eKE arises from the excitation of an electronic resonance of the anion. This 
resonance can undergo nuclear motion which leads to changing Franck-Condon factors with 
the final neutral states to which it autodetaches. The spectral features are broadly similar for 
all the phenolates including HBDI–, suggesting that a common motif is responsible for the 
observed dynamics. However, the onset and width of the resonance features can be seen to 
change most significantly between Ph– and pEPh– to pVPh– and HBDI–. Additionally, the 
cross-section of excitation to the resonance appears to be larger for the latter two as evidenced 
by the larger proportion of photoelectrons lost from the autodetachment channel than from the 
direct channel leaving the neutral in the D1 state. 
 
  VDEcalc ADEcalc D1 calc VDEexp ADEexp D1 exp 
 
Ph– 2.27 2.21 3.28 2.30 ± 0.10 2.27 ± 0.10 3.29 ± 0.10 
 
pMPh– 2.15 2.07 3.19 2.24 ± 0.10 2.15 ± 0.10 3.21 ± 0.10 
 
pEPh– 2.18 2.12 3.22 2.23 ± 0.10 2.13 ± 0.10 3.22 ± 0.10 
 
pVPh– 2.02 1.97 3.11 2.45 ± 0.10 2.31 ± 0.10 3.47 ± 0.10 
 
Table 2 The calculated and experimental VDEs, ADE, and onset of the D1 channel of Ph
–, 
pMPh–, pEPh– and pVPh–. All energies are in electron volts (eV). 
 
 The experimental data allows key properties of the phenolate derivatives to be 
determined. This includes the VDE and ADE, as well as the D0-D1 gap and the onset of the 
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resonances (Table 2). The resonance onsets were determined in two ways. They can be 
identified by the hv at which the indirect autodetachment signal can be observed (see Figure 
35(a) – (d)). They can also be determined from sudden changes in PADs as a function of hv. 
Figure 35(e) and (f) show the experimentally determined anisotropy parameters (β2) for Ph– 
and pVPh–, respectively. The experimental β2 parameter as a function of eKE were computed 
and their functionality followed the experimental values up to an eKE where a resonance can 
be accessed. The Dyson orbital approach fails to capture autodetachment from resonance 
leading to PADs rapid deviations from calculated behaviour.46,50 Examples of this are shown 
in Figure 35(e) and (f) for Ph– and pVPh–, respectively. There are two regions that show 
discontinuities for pVPh–, suggesting that there are two resonances present. The onset of the 
resonance derived from the photoelectron spectra and the PADs agree remarkably well with 
each other, providing confidence of the assignment. However, it is noted that there is no clear 
indication of the second resonance for pVPh–, except for the much greater range over which 
spectral broadening occurs in this anion, and in the PADs (Figure 35(f)) which shows a 
second deviation. We used the PAD data to estimate the location of the second resonance. 
The onsets of observed resonances have been included in Figure 35(a) – (d) as horizontal 
arrows. Those for HBDI– are taken from the action spectrum of the Andersen group and 
agree with the values determined from the frequency-resolved photoelectron spectra in Figure 
35(d).  
In addition to ground state calculations, excited state calculations were performed. 
While the absolute energies are in poor agreement, the relative energies and patterns of states 
are expected to be less prone to large errors and these are used to provide a basis for the 
interpretation of the experimental data. The first bright resonance in Ph–, pMPh– and pEPh– 
was calculated to be independent of substituent, in agreement with experimental observations. 
This resonance corresponded to the promotion of an electron from the HOMO  
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to an unoccupied antibonding MO localised on the phenol ring, πPh*. The relevant orbital 
calculated by DFT for Ph– is shown in Figure 36(a). Autodetachment from the resonance 
correlates with a one-electron process, in which loss of the electron from the πPh* orbital 
produces the D0 ground neutral state. The resonance is therefore of shape character. According 
to our calculations, for pVPh– there are two bright excited states. Both have mixed character 
with a combination of a similar πPh* orbital as well as an unoccupied MO, πR* on the vinyl unit 
(where R denotes the functional group attached to the para-position). For vinyl, this πR* orbital 
has the appearance of the π* MO of ethene, as shown in Figure 36(b). The weights according 
to TD-DFT of the two excited states in terms of these orbitals are: Ψ+ = 0.60 πPh* + 0.76 πR* 
and Ψ– = 0.75 πPh* – 0.58 πR*, where Ψ+ is lower in energy than Ψ– by 0.44 eV.  The presence 
of two resonances in pVPh– accounts for the large width observed for the resonance 
autodetachment seen in Figure 35(c) and the changes noted in the PADs in Figure 35(f). 
5.6.4 What the Hück? 
 The frequency resolved photoelectron spectra for Ph–, pMPh– and pEPh– are essentially 
identical, which allows us to conclude that the addition of an alkyl group (R) at the para position 
of the phenolate does not affect the πPh* resonance energies, nor does it appear to affect the 
autodetachment dynamics from this resonance. This can be justified in a Hückel framework as 
the πPh* orbital has no electron density on the oxygen or the para-carbon atom which binds to 
the R group. Hence, the πPh* orbital essentially corresponds to a π* orbital of benzene with a 
Hückel energy of     . As it is a localised excitation, there is also no reason to expect the 
dynamics to differ as R changes. However, in the case of pVPh– and HBDI–, the R group does 
perturb the excited state structure. The main difference in these cases is that the R group has 
its own π-system that is conjugated to the phenolate.  
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Figure 36 Relevant MOs and schematic MO diagram of excited states of (a) Ph–, (b) pVPh–, 
(c) pBPh–, and (d) HBDI–. The π*Ph MO (left) produces a linear combination with the π*R MO 
(right) to produce the excited state structure of the chromophores. The neutral state, D0, is also 
indicated by the dashed grey line. 
 
If the R group’s π electron system is conjugated with the phenolate, then the HOMO 
becomes delocalised over the entire molecule. For pVPh– the HOMO calculated using DFT is 
shown in Figure 36(b), while Figure 37(b) shows the results from a simple Hückel calculation. 
Both calculations show the delocalised π electron nature of the HOMO. However, inspection 
of the Hückel HOMO allows us to approximate it as a combination of the HOMO of the 
phenolate (shown in Figure 37(a)) and the allyl radical (highlighted region in Figure 37(b)) 
with the para-carbon providing a common contribution. Now the unoccupied MOs of pVPh– 
within the Hückel framework is considered.  
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Figure 37 Highest occupied Hückel molecular orbital (HOMO) and lowest unoccupied 
molecular orbital (LUMO) and πPh* and πR* MOs of (a) Ph–, (b) pVPh–, (c) pBPh–, and (d) 
HBI–. Marked insets in (b) – (d) show the chromophoric MOs involved in the HOMO → 
LUMO transition. It is noted that there is a small contribution of the second unoccupied π* MO 
of phenolate (b), however this is the same in all molecule, so may be expected to have the same 
contribution in all anions considered.  
 
The lowest-lying unoccupied MO has the appearance of the ethene antibonding orbital, 
πR*, as shown in Figure 37(b). The second unoccupied MO is the LUMO of phenolate, πPh*, 
which is localised because of the very small coefficients (i.e. almost a node) at the para-carbon. 
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Assuming that πR* can be approximated as the ethene π* MO, then the Hückel energies of the 
πPh* and πR* are degenerate with an energy of     . It is possible now to construct a 
simple MO diagram involving these πPh* and πR* orbitals, as shown in Figure 37(b). A linear 
combination of πPh* and πR* MOs will lead to two new MOs: Ψ± = 0.71πPh* ± 0.71πR*. This 
is in very good agreement with the TD-DFT calculations that yield Ψ+ = 0.60πPh* + 0.76πR* 
and Ψ– = 0.75πPh* – 0.58πR*. The calculated energy gap is 0.44 eV.  The Ψ+ MO is lowered by 
~0.2 eV compared to Ph–, pMPh– and pEPh–, in good agreement with the results shown in 
Figure 35. The Ψ– solution is expected to increase in energy by ~0.2 relative to the πPh* MO. 
This is close to the 0.3 eV from the experiment (Figure 35(c)). 
In addition to the spectral agreement, the above analysis agrees with the observed 
experimental changes in the resonance dynamics. The autodetachment dynamics that can be 
ascertained from the spectral broadening appears to be similar for the two resonances of pVPh–
. This is in line with the fact that both have equal contributions from the πPh* MO which is of 
shape character and is responsible for the autodetachment as seen in Figure 35(a) and (b). 
Additionally, the transition strength appears to have increased for both Ψ+ and Ψ– in pVPh– 
compared to the excitation to the pure πPh* state in Ph–. This can be rationalised by the 1ππ* 
character in the excitation that comes about from the bright n(allyl)  π*(ethene) transition 
(see inset of Figure 37(b)). 
It is also noted that energy gap between the HOMO and the πPh* MO is not drastically 
affected by para-substitution. This can be appreciated by inspection of Figure 36(b), which 
shows that the HOMO of pVPh– is qualitatively the same as that of Ph– because the conjugated 
R group is non-bonded due to a central allyl node. In fact, this argument essentially remains 
true for all phenolates discussed here. 
This Hückel analysis can now be extended to larger conjugated molecules. We begin 
by considering 1,3-butadienylphenolate (BPh–), Figure 36(c) and Figure 37(c). For this 
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molecule, R can be approximated as pentadiene bound to phenolate with the common para-
carbon (see Figure 37(c) inset). The unoccupied MOs can be considered in a similar spirit as 
above. The πPh* MO is the same as that of pVPh– and Ph–. The πR* MO can be viewed as the 
first π* MO of butadiene (see Figure 37 (c) inset), which has a Hückel energy  𝜀 = α – 0.62 𝛽. 
The reduction of the orbital energy of πR* relative to πPh* means that their linear combination 
of πR* with πPh* results in a lower energy of Ψ+, while Ψ– will remain at approximately the 
same energy as Ψ– in pVPh–. The linear combination of MOs will lead to Ψ+ and Ψ– with non-
equal coefficients for the two contributing MOs. For Ψ+, the πPh* MO is expected to have the 
largest contribution, while for Ψ–, πR* is expected to have the largest coefficient. This is in 
agreement with TD-DFT calculations that shown that Ψ+ = 0.00 πPh* + 0.95 πR* and Ψ– = 0.95 
πPh* – 0.00 πR*. Hence, the modest lowering of the πR* orbital energy has drastically altered 
the nature of the excited states, with the lowest being almost exclusively of n(pentadiene)  
π*(butadiene) character (see Figure 37(c) inset). Experimentally, one would expect the 
photoelectron spectra to have similarities to that of Ph– with the πPh* resonance shifted to hv ~ 
3.7 eV (as for pVPh–). The transition energy to the πPh* resonance is expected to incur small 
changes because there is no significant perturbation to either the πPh* orbital nor the HOMO 
from which the electron is excited with increased conjugation. In addition to the πPh* 
resonance, we expect a lower-lying state to be observable because of the lower orbital energy 
of πR* in pBPh–. The TD-DFT calculations indicate the energy gap between the two electronic 
states is ~ 0.50 eV. 
Using the above framework, the frequency-resolved photoelectron spectra of HBDI–, 
which have previously been recorded and reproduced in Figure 35(d), can also be interpreted. 
For convenience, we ignore the methyl groups of HDBI– and only consider HBI–. With 
reference to Figure 37(d), HBI– can be viewed as phenolate conjugated via an allyl bridge to 
the imidazole ring. As before, there are two important π* orbitals: the phenolate πPh* orbital 
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and the πR*, where R is the imidazole-ring with ethene in the 2-position (Figure 37(d) inset). 
The Hückel energy of the πR* orbital is 𝜀 = α – 0.35 𝛽 compared to 𝜀 = α – 𝛽 for πPh*.  Hence, 
based on a comparison with pBPh–, we expect the lowest-lying exited state to be almost purely 
of πR* character, while at higher energy we expect to see a resonance similar to that of Ph–, but 
again shifted to hv ~ 3.7 eV. This is broadly consistent with experimental observation. The 
energy gap between S1 and the higher lying πPh* resonance is ~1.2 eV, based on the action 
spectra from Andersen and co-workers.21 Our calculations predict an energy gap of 0.77 eV, 
which is in reasonable agreement with experiment. The TD-DFT calculated excited states are 
defined by Ψ+ = 0.00 πPh* + 0.95 πR* and Ψ– = 0.78 πPh* – 0.59 πR*. Hence, as anticipated 
from the pBPh–, the S1 state is almost purely of πR* character. Note that the Ψ– solution appears 
to have a larger than expected contribution from the πR* MO. This arises from excitation of 
HOMO–4 (the next lower-lying πPh MO) to the πR* MO, which is not accounted for in the 
current simple Hückel theory picture. Nevertheless, the dynamics of the predominantly πPh* 
resonance in HBDI– are consistent with those observed for the other systems studied here.  The 
results from our TD-DFT calculations are consistent with the high-level calculations by 
Bochenkova et al..1 
The analysis for HBI– can be compared with the Hückel interpretation of the S1 state 
provided by the Krylov group.40 They took an even more reductionist view of the S1 state and 
argued that it can be viewed as a transition from the n(allyl) → π*(ethene). Although this view 
is elegant in its simplicity, a slight extension of this depiction provides a much more detailed 
and far-reaching picture. We suggest that HBDI– can be viewed as a phenolate unit and the 
crotonaldehyde radical (see Figure 37(d) inset). The S1 state corresponds to a transition from 
the singly-occupied orbital of the crotonaldehyde radical (which has the appearance of the 
n(allyl) MO) to the lowest unoccupied πR* orbital, where R = acrolein, as shown in Figure 37 
(d). Hence, the S1 is best described by n(crotonaldehyde) → π*(acrolein). The bright shape 
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resonance identified at hv = 3.8 eV corresponds a πPh → πPh* transition localised on the 
phenolate and is remarkably close to the 3.7 eV that was anticipated from the simple bottom-
up picture. The slight discrepancy can be attributed to the additional mixture of the HOMO–1 
→ πR* transition in the Ψ– excited state for HBDI–. The dynamics of the S3 state have been the 
subject of some controversy.1,35,38 In a previous study, it was argued that the frequency resolved 
photoelectron spectra were most consistent with autodetachment from S3 and internal 
conversion to the lower-lying dark S2 state which subsequently autodetached.
35 However, 
Bochenkova et al. showed that the spectral broadening observed in Figure 35(d) could be 
reproduced as an autodetachment from the S3 state, without invoking any internal conversion.
1 
Based on the above Hückel arguments, the fact that similar spectral broadening is seen in Ph 
and HBDI suggest that the dominant decay is simple autodetachment from the πPh* orbital. 
In principle, the above analysis is also valid for the PYP chromophore, pCA–. In fact, 
the Hückel structure of the relevant MOs in pCA– is essentially identical to those of HBI–! 
Specifically, the same n(crotonaldehyde) → π*(acrolein) is expected to describe the S1 state 
while the higher lying electronic resonances will be predominantly of πPh* character.  Hence, 
one may expect similar excited state structures and dynamics for the two. A study by Andersen 
and co-workers measured the lower lying (S1) state of pCA
– to be at an excitation energy of 
2.9 eV, which is very close to the experimental electron affinity of 2.91 ± 0.05 eV,23 as in 
HBDI–.17 Based on our analysis, we expect the bright resonance to lie at hv ~ 3.7 eV.  
5.6.5 Extension to Excited State Dynamics of Biochromophores 
Although the Hückel picture is rudimentary, it provides useful insight into the basic 
electronic structure of bio-chromophores involving phenolates, which have been the subject of 
much recent interest. As the conjugation is extended further, the πR* MO is lowered in energy 
relative to the πPh* MO, consistent with the particle in a box picture. This trivially explains 
why red fluorescent proteins absorb at longer wavelengths.40 Overall, the lower the energy of 
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the πR* MO is relative to that of the πPh* MO, the more dominant its contribution to the lower-
lying excited state and the lower excitation energy to the Ψ+ excited state.  
A key result here is that the VPh– chromophore is integral to building a bottom-up 
understanding of biochromophores, as it represents the species in which the characteristic 
spectroscopic properties of photoactive proteins emerge. The mixing of the two chromophore 
units produces the two bright states seen in several larger bio-chromophores. In particular the 
excited state around hv = 3.7 eV has been the subject of much recent interest. The 
autodetachment from this resonance has been discussed in terms of photo-oxidation of GFP.1,51 
Our results show that this autodetachment process can be viewed quite simply as the loss of an 
electron from the lowest energy πPh* of the phenolate (or benzene), in agreement with high-
level electronic structure calculations.1 Hence, to probe the dynamics and details of this 
autodetachment process, it appears not necessary to study the complex HBDI– molecule as the 
same dynamics can be observed in Ph–. This is a pleasing conclusion and shows how simple 
chromophores of chromophores can provide exquisite insight into the dynamics of complex 
bio-molecules and how a gas-phase bottom-up approach can yield genuine insight into complex 
molecules. One must of course recognise that the Hückel approach has major limitations and 
does not provide quantitative insight. Additionally, the protein environment also plays a 
deterministic role. For example, the similarity in electronic structure of the PYP and GFP 
chromophores does not map onto their photophysical properties or biological function; in GFP, 
the protein structure inhibits isomerisation which leads to the fluorescent properties of the 
protein, while in PYP, it does not and isomerisation with internal conversion is the main decay 
mechanism. Nevertheless, the simple electronic structure and reductionist picture of 
photoactive protein chromophores may be useful in the development of new chromophores, 
particularly in synthetic laboratories that are often guided by qualitative electronic structure 
arguments rather than high-level ab initio calculations. 
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5.6.6 Conclusions 
 A combined frequency- and angle-resolved photoelectron and computational study of 
the phenolate chromophores that make up the biochromophores of photoactive proteins has 
been presented. A Hückel theory approach is employed to provide an understanding of the 
evolution of electronic structure as different para-substituents are incorporated into phenolate. 
For non-conjugated substituents, the electronic structure simply resembles that of bare 
phenolate. For conjugated substituents, a linear combination of molecular orbitals localised on 
the phenolate and substituent lead to the observed electronic excited states. For p-vinyl-
phenolate, it is this effect that leads to the observation of a second bright excitation 
characteristic of chromophores in photoactive proteins. As the conjugation of the substituent 
increases, the lowering of its orbital energy defines the character of the first bright state, while 
the second bright state has predominantly phenolate π* antibonding character. In these cases, 
the S1 excited state can be described as a transition from the non-bonding orbital on the 
substituent including the para-carbon of phenolate to the first π* antibonding orbital of the 
substituent excluding the para-carbon. Our results provide an intuitive and accessible 
framework for the logical design of photoactive chromophores.   
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 Electronic Structure and Dynamics of the para-Dinitrobenzene Anion 
The para-dinitrobenzene radical anion has been studied by 2D photoelectron imaging 
within the energy range of 2.5 eV above the detachment threshold. Supporting electronic 
structure calculations at the XMCQDPT2 level of the excited states and resonances are 
presented. The direct photodetachment channel has been observed and modelled and yields an 
electron affinity of 1.99 ± 0.01 eV. In addition to the direct channel, evidence of resonances is 
observed. These resonances, which are symmetry allowed for photoexcitation from the ground 
state and of Feshbach types with respect to the open continuum, result in fast internal 
conversion to bound electronic states, followed by statistical electron emission observed at very 
low kinetic energies as well as dissociation of the nitrite anion. The latter is seen in the 
photoelectron spectra, which can be modelled as a combination of direct detachment from the 
para-dinitrobenzene and nitrite anions. An additional dimension has been offered by the 2D 
photoelectron angular distribution that is particularly sensitive to a mechanism of electron 
detachment, allowing us to confidently interpret the production of the nitrite anion 
photofragment. 
5.7.1 Introduction 
Radical anions of dinitrobenzenes are fascinating because they are some of the simplest 
organic mixed valence systems. Meta- and para-dinitrobenzene (mDNB and pDNB) illustrate 
two examples of different classes of organic mixed-valence systems, as defined by the Robin-
Day classification,52 which is based on the electronic interaction between two redox sites within 
a molecule (the two nitro-groups in DNBs). For pDNB, there is strong electronic coupling 
between the two sites and the charge is entirely delocalised (class III). In contrast, mDNB 
exhibits weak electronic coupling between the two redox sites and the excess charge is 
localised on one of the NO2 groups. Mixed-valence systems and intervalence charge-transfer 
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transitions are extensively used in chemistry.53,54 Most of this work and our understanding of 
mixed-valence systems have come from solution phase work, where interactions with the 
solvent affect the electronic structure. To explore the intrinsic electronic structure of mixed-
valence systems, studies on the isolated molecules are desirable. Here, we study the class III 
strongly coupled pDNB−, for which most of the excited states are not bound. The use of PE 
spectroscopy in combination with ab initio calculations allows us to gain insight into the 
intrinsic electronic structure of pDNB− and the decay mechanisms of the resonances. 
 The most commonly used computational method for exploring the electronic structure 
and properties of organic mixed-valence systems is DFT. DFT is often hailed as a compromise 
between reasonable accuracy and computational cost, however, for mixed-valence systems, 
specific care must be taken when choosing the functional. For hybrid functionals with too little 
HF exchange, charge delocalization is consistently overestimated; whereas too much HF 
exchange over localizes the charge.55,56 A correct description of the Robin-Day classification 
can be obtained using these DFT methods, but it is not always due to a correct treatment of the 
intrinsic chemical physics of the molecule. While a thorough study by Sutton et al. showcases 
a reliable DFT methodology,57 here we use XMCQDPT258 as a rigorous method that avoids 
any potential errors. 
 The study of pDNB− here is also motivated by our longer-term goal of probing 
intervalence charge-transfer processes in real-time using time-resolved PE spectroscopy. This 
requires knowledge of the electronic “structure” of the continuum, because the probe energy 
may access resonances that alter the observed PE spectra and lead to incorrect interpretations. 
This is likely to be a problem for pDNB− because of its high density of states. 
 Finally, while developing an understanding of the electronic structure of pDNB− builds 
on an understanding of mixed-valence systems, aromatic nitro-compounds also have important 
industrial uses and form the basis of many explosives.59,60 Electron impact ionisation coupled 
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to mass-spectrometry is a common analytical method used to detect trace amounts of such 
explosives. Although cations are detected because 70 eV electron are used in the ionisation 
step, low energy electrons may provide more distinctive fragmentation patterns when probing 
negatively charged species.61 To understand the possible dissociative electron attachment 
channels, several electron attachment studies have been performed on aromatic nitro-
compounds.62,63 Our work here complements these studies and the 2D PE spectra and 2D PADs 
combined with the computational work provides new insight into the resonances that lead to 
dissociative electron attachment in pDNB. 
5.7.2 Methodology 
The experiment has been described in detail in Section 3.1. Briefly, the ESI was used 
to produce anions from a ~1 mM solution of pDNB in methanol.  
All initial ground state calculations of pDNB anion and neutral species were carried out 
using the QChem 5.0 package.44 Geometries were obtained at the MP2/aug-cc-pVDZ level of 
theory and verified to be minimum energy structures by vibrational analysis. Both the anion 
and neutral have D2h symmetry, although all calculations were not restricted to this symmetry. 
The ground state of the radical anion is a 2B2u state while the neutral has a 
1Ag ground state. 
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Figure 38 The relevant MOs used to form the both active spaces used in XMCQDPT2 
calculations 
 
VEEs were calculated with XMQCDPT2 using the Firefly computational package.64 
The excited states of pDNB− were calculated using an active space of 12 valence π-orbitals and 
15 electrons. In order to include all states within our experimental range, we employed the 
XMCQDPT2[11]/SA(9)-CASSCF(15,12) method with a reference space spanned by 11 
CASCI wavefunctions, which were obtained through SA-CASSCF calculations. A DFT/PBE0-
based one-electron Fock-type matrix was used to obtain energies of all CASSCF semi-
canonical orbitals used in perturbation theory. For all calculations, the (aug)-cc-pVTZ basis set 
was used, where the augmented function was only affixed to the oxygen atoms of the nitro-
groups. To calculate the VDE, an extremely diffuse p-function was added to one of the carbon 
atoms of the ring. A single p-orbital of this highly diffuse shell was included in the active space 
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and was used to mimic an electron-detachment process. The anion ground and bound excited 
states as well as the electron detached state were included in a state-averaging procedure for 
calculating the VDE at the XMCQDPT2[9]/SA(4)-CASSCF(15,13) level. Additionally, we 
performed the n-π* VEE calculations using the XMCQDPT2[11]/SA(11)-CASSCF(19,14) 
method by adding two n-orbitals to the π valence active space. All valence orbitals used in the 
active spaces are shown in Figure 38. 
The PE spectra of the pDNB and nitrite anions were simulated at 300 K by direct 
evaluation of Franck-Condon integrals within the double harmonic parallel-mode 
approximation. Stick spectra were convoluted with Gaussian functions with a half width at half 
maximum of 13 meV. For this type of calculations, vibrational analysis and geometry 
optimization for the closed-shell species, pDNB and NO2
−, were performed using MP2/(aug)-
cc-pVTZ and MP2/aug-cc-pVTZ, respectively. Displacements between equilibrium 
geometries in the anion ground and detached states along each normal mode were estimated 
locally using the quadratic approximation, based on gradients calculated for the open-shell 
radical species, pDNB− and NO2, at the Franck-Condon point at the MRMP2/CASSCF(15,12) 
and MRMP2/CASSCF(9,6) levels, respectively, using the same corresponding basis sets. 
 To model the angle-resolved data, the DNB anion was reoptimized using CCSD/aug-
cc-pVDZ. Dyson orbitals were calculated using EOM-IP-CCSD/aug-cc-pVDZ, and the Dyson 
orbitals were used to model the direct detachment channels of pDNB− and the nitrite anion 
using ezDyson v4.45  
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5.7.3 Frequency- and Angle-Resolved Photoelectron Spectra 
 
Figure 39 (a) 2D photoelectron spectra of pDNB−, where each spectrum has been normalised 
to its integrated PE signal. (b) Measured (black) and simulated (red) photoelectron spectra (a 
slice of (a) taken at hv = 2.58 eV 
 
The frequency-resolved PE spectra for pDNB− are shown as a 2D false-colour plot in 
Figure 39(a) for the range 2.5 ≤ hv ≤ 4.6 eV (taken at 10 nm intervals). The PE spectra have 
been normalised to their total integrated intensity to emphasise spectral changes as a function 
of hv. The 2D PE spectra show a diagonal PE feature, the eKE of which increases linearly with 
increasing hv. This feature is attributed to a direct detachment channel that corresponds to an 
electron photodetached directly from the ground electronic state of the anion to form the ground 
state of the corresponding neutral species: 2B2u + hν → 1Ag + e–. Figure 39(b) shows a 
representative PE spectrum at hv = 2.58 eV, in which the direct detachment is the predominant 
electron loss channel. 
The direct detachment channel shows initial vibrational structure across the first ~0.75 
eV of the continuum. Vibrational structure comes about from the differing anion and neutral 
ground state geometries, leading to a Franck-Condon profile that represents this difference. A 
computed PE spectrum of the direct detachment channel at hv = 2.58 eV is also included in 
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Figure 39 (b), where the ion temperature is taken to be 300 K, similar to that of the experiment. 
The overall agreement between the measured and computed PE spectra is very good. 
However, there are also clear deviations from the direct detachment peak with the PE 
signal at lower eKE to the diagonal feature in Figure 39(a). Specifically, for 2.7 < hv < 4.3 eV, 
a feature at very low eKE is visible. The appearance of very low eKE features typically 
indicates that a bound electronic state has been populated following internal conversion from 
photoexcited resonances.41  
At hν ~3.0 eV the Franck-Condon profile for the direct detachment appears to change 
suddenly, as well as a loss of vibrational resolution, although the main vibrational progression 
from direct detachment can still be discerned. The PE spectra then change again around hv ~ 
3.8 eV with more PE in the intensity of the direct detachment feature, as well as its broadening, 
is seen. For hv > 4.3 eV, no PE signal is seen at very low eKE. 
 
Figure 40 The 2D β2 spectra of pDNB−. The shaded region is ignored as there is insufficient 
PE signal to define physically meaningful PADs. 
 
In addition to the 2D PE, PE imaging yields PADs that give complementary information 
about the MO from which the electron is detached. The PADs are quantified by the anisotropy 
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parameters, β2, (Section 1.2.2). These are plotted as a 2D false-colour plot in Figure 40, where 
we have excluded data at eKE higher than that of the direct detachment feature, as there is no 
PE signal in this range and therefore no physically meaningful PADs can be extracted. Figure 
40 shows that the direct detachment channel has a negative β2 value (for hv < 2.9 eV). 
Qualitatively, this may be expected given that photodetachment is from the extended π-system 
of pDNB−, where the SOMO in the ground electronic state is of a π*-character.65,66 The 
qualitative agreement, however, fails in regions where the 2D PE spectra show deviations from 
direct detachment (i.e. hv > 2.9 eV). Finally, it is interesting to note that the vibrational structure 
of the direct detachment channel is preserved in the angle-resolved spectra as oscillations in β2 
values that match to the eKE of the vibrational bands.  
5.7.4 Modelling Resonances Using XMCQDPT2 
The results from the electronic structure calculations are collated in Figure 41, which 
provide the computed transition energies and their oscillator strengths. The energy of the 
continuum (in the anion geometry) is calculated to lie at 2.17 eV. Figure 40 shows that there 
are two bound excited states, 12Au and 1
2B3g, which are optically dark and bright, respectively. 
For hv < 4.5 eV there are additional 5 resonances. The first three resonances are clustered 
around 3 eV, which are the 22Au, 1
2B1g, and 1
2B2u resonances. Only the 1
2B1g state has some 
oscillator strength; photoexcitation to the other two resonances from the ground state is 
symmetry forbidden.  The next 22B3g resonance at hv = 3.74 eV is optically bright. Finally, at 
hv = 4.16 eV there is a 12B1g resonance. All the optically active resonances are of Feshbach 
character in which autodetachment must be accompanied with an electronic transition in the 
neutral core to reach the 1Ag ground state of the neutral.  
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Figure 41 The calculated vertical excitation energies for pDNB− (eV). The oscillator strengths 
are shown in parenthesis for symmetry allowed transitions (green). The XMCQDPT2 natural 
orbitals that are singly occupied are shown for clarity, and the character of resonances is given 
alongside the symmetry label, where (F) and (S) indicate a Feshbach or shape resonance, 
respectively. The calculated vertical detachment energy is shown in blue. Within this energy 
range only the ππ* excited states are shown; the nπ* excited states, which are electronically 
bound and optically dark, are found to lie close to the detachment threshold at 1.90 and 1.97 
eV. Note that symmetry forbidden electronic transitions (red) can gain intensity through 
coupling to vibrations. The full electronic configurations of all states are shown alongside for 
clarity. 
 
 Finally, we have computed the β2 values using the Dyson orbital approach for the direct 
detachment 2B2u + hν → 1Ag + e– channel. The results of this are shown in Figure 42. There is 
good agreement with the experimentally derived values at eKE less than 0.8 eV. However, 
coinciding with the appearance of the indirect detachment channels in Figure 39(a) and the 
computed resonance positions (also included in Figure 42), deviations are observed from the 
predicted behaviour, similar to our earlier observations. 
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Figure 42 Measured (open circles) and computed (solid blue line) β2 anisotropy parameters for 
the highest kinetic energy peak (i.e. the 0-0 transition). Location of resonances are shown as 
vertical dashed lines, including symmetry labels. The calculated β2 parameter is derived from 
the Dyson orbital shown. 
 
5.7.5 Evidence for Excited State Dynamics in pDNB– 
Key physical properties of the pDNB can be determined from the experimental data, 
including the ADE, VDE, and the onset of resonances. Based on the excellent agreement 
between the computed and measured Franck-Condon profile of the PE spectrum in Figure 
39(b), the 0-0 transition in Figure 39(b) can be identified as the peak at highest eKE (there are 
negligible contributions from hot-bands). From the experiment, we determine that ADE is 1.99 
± 0.01 eV. Our value agrees with a previous PE imaging study by the Sanov group and with 
data from ion/molecule reaction equilibria. Our experiment also provides the VDE, which is 
taken as the maximum of the Franck-Condon profile of the direct detachment feature (in the 
absence of any resonances). We find that VDE is 2.15 eV, being in excellent agreement with 
the computed VDE of 2.17 eV. The dominant vibrational progression observed in the PE 
spectrum is due to the symmetric stretch of the two NO2 groups. The measured vibrational 
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spacing from Figure 39(b) is 163 meV which compares well with the calculated frequency of 
171 meV.  
In regions where spectral broadening has occurred, the apparent Franck-Condon profile 
is different, although the vibrational levels of the neutral can still be identified at high eKE. 
Deviation from direct detachment features are quite common in anion PE spectroscopy and 
typically come about from the excitation of an electronic resonance of the anion. Several 
mechanisms can lead to spectral broadening and/or red-shifting. Firstly, as the resonance has 
its own associated potential energy surface, the Franck-Condon factors between it and the final 
neutral electronic state may be different to a direct channel.1  Secondly, as autodetachment is 
not instantaneous, the resonance lifetime may be sufficiently long that nuclear dynamics, 
including internal conversion, can take place. Autodetachment can occur from anywhere along 
the trajectory of the wavepacket, up to the point where the potential energy surface of the anion 
becomes bound. In its extreme case, the ground state of the anion may be recovered,67,68 and 
complete internal vibrational redistribution occurs. In the gas-phase, energy is conserved and 
so the total energy in this case remains above the ADE and electrons are lost by the statistical 
sampling of modes that may lead to electron emission. 69–71 Alternatively, in competition with 
this statistical detachment is dissociation, leading to charged fragments. For hv > 2.5 eV, a 
feature that peaks at eKE ~ 0 eV is seen, thus suggesting that the ground or bound electronic 
states are recovered across this photon energy range. 
The energetic onset of resonances can be determined in two ways: firstly, from the hν 
at which an indirect signal is observed in the 2D PE spectra (Figure 39(a)); and secondly, by 
sudden changes in the PADs as a function of hν, that do not follow the expected direct 
detachment PADs (Figure 42). Specifically, the Dyson orbital approach is unable to account 
for autodetachment from resonances because the model is defined by only a single initial and 
final state: the ground state of the anion and the neutral, respectively, for the direct detachment 
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channel. From Figure 42, there are multiple energies at which there are deviations from the 
modelled PADs.  
 The first clear deviation from the direct detachment channel in both the PE spectra and 
the PADs is around hv ~ 2.9 eV (i.e. eKE ~ 0.9 eV). The Franck-Condon profile changes 
accompanied by broadening and a loss of apparent spectral resolution. According to our 
calculations, there are three resonances at hv ~ 3 eV, with the 12B1g Feshbach resonance being 
the only optically bright state. The origin of the associated spectral broadening is now 
considered. Broadening due to rapid autodetachment can be modelled as a vertical transition 
(i.e. Franck-Condon) from resonance to the final state, as shown by Bochenkova et al. in the 
GFP chromophore.1 The result is an indirect PE peak that does not change in eKE as hv 
increases. For 2.8 < hv < 3.8 eV, the eKE of the indirect peak is not constant with hv and instead 
is increasing; it has a constant electron binding energy (eBE). We therefore consider an 
alternative explanation. As the initially excited resonance is of Feshbach character, the 
autodetachment may be expected to be relatively slow and significant nuclear dynamics can 
occur on the resonances. We have previously shown for radical anion quinones that internal 
conversion can take place prior to autodetachment and that, in the presence of a bound-
electronic state, the ground electronic state can be recovered with extreme efficiency.35 We 
note that pDNB− has available bound states (Figure 41) and that there is evidence of bound 
state recovery based on the observed statistical detachment peak near eKE = 0 eV. So how can 
we explain the apparent indirect PE signal that is red-shifted from the direct detachment?  
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5.7.6 Photodissociation of NO2– 
 
Figure 43 (a) PE spectra taken at hv = 3.10 eV. In (a), the PE spectra are taken using 5 ns pulses 
(blue) and 50 fs pulses (red). The PE spectrum in (b) is the difference between the two spectra 
(black) and includes a simulated PE spectrum of NO2− at hv = 3.10 eV (green). The inset graph 
shows the computed β2 anisotropy parameters expected for the lowest-energy direct 
photodetachment channel from the n-orbital of NO2−. Note that the experimental difference 
between the VDE and ADE values observed here at eKE of 0.4 eV and 0.8 eV, respectively, 
matches the calculated one. 
 
In Figure 43(a), the PE spectra of pDNB− taken at hv = 3.10 eV with laser pulses of ~5 
ns and ~50 fs duration are shown. The high eKE edge is similar between the two spectra. 
However, there are clear deviations for eKE < 1 eV. There is significantly more signal at very 
low eKE, but both spectra suggest that statistical emission occurs and the ground (or bound) 
state is recovered. The most striking difference between the spectra is that the indirect peak 
seen at eKE ~ 0.5 eV in the ns spectrum is not present in the fs spectrum. If this indirect feature 
arises from autodetachment of the initially populated resonances, then the duration of the 
excitation field should have no effect. Hence, the origin of the indirect process appears not to 
be autodetachment from resonances. Figure 43 (b) shows a difference spectrum between the 5 
ns and 50 fs spectra, which recovers the spectral shape of the indirect peak. The VDE of the 
difference spectrum is at ~2.7 eV and the ADE at ~2.3 eV and has a striking resemblance to 
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the PE spectrum of NO2
− taken by Ervin et al., which has a broad peak with VDE = 2.7 eV and 
ADE = 2.273±0.005 eV.72 In Figure 43(b), we include a simulation of the expected PE 
spectrum at hv = 3.10 eV of NO2
−, shifted so that the 0-0 transition lines up with the known 
ADE. Our simulated spectrum closely resembles that of Ervin et al. and shows good agreement 
with the difference PE spectrum shown in Figure 43(b). We do not have the resolution to 
observe the dense vibrational structure.  
The NO2
− PE spectrum can be generated by the absorption of a second photon during 
the 5 ns pulse. The dissociation is most likely a ground state or bound excited states process 
because there is clear evidence that the bound electronic states are recovered. Hence, NO2
− loss 
is a relatively slow process and does not occur during the 50 fs pulse and can therefore not be 
seen in the PE spectrum using pulses shorter than the dissociation timescale. Similar dynamics 
have been observed following photoexcitation in anions that then undergo ground state 
reactions.73  
The NO2
− PE spectrum can in fact explain much of the spectral broadening observed in 
Figure 39(a). In Figure 44, representative 1D PE spectra are shown along with simulated PE 
spectra for direct detachment from pDNB− and NO2
−. The simulated PE spectra have been 
arbitrarily scaled to the experimental data. The high eKE edge is consistent with direct 
detachment. The NO2
− spectrum on the other hand is very broad, leading to the broad 
unresolved peak in Figure 44, that remains constant in eBE (and shifts linearly with eKE – see 
Figure 39). At CAM-B3LYP/aug-cc-pVDZ the binding energy of NO2
− is 2.59 eV, which is 
consistent with the energy range, where the NO2
− formation is observed. 
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Figure 44 Slices of PE spectra (black) that are representative of regions where resonances play 
an important role as seen in Figure 1. The PE spectra have been offset with respect to one 
another to aid clarity in comparison. Included for each photon energy are the simulated direct 
PE spectrum for pDNB− (red) and NO2− (green). 
 
The PADs support the above interpretation. For hv > 2.9 eV, the β2 anisotropy 
parameter is more positive (β2 ~ +0.5) to the low eKE edge of the direct detachment peak. This 
low eKE edge corresponds to the signal that we assigned to the NO2
− PE spectrum. As the 
photodetachment of NO2
− and pDNB− are incoherent, we expect to predominantly observe the 
PAD expected for NO2
− at the eKE where this feature dominates. We have computed the PADs 
for photodetachment from NO2
− and the expected β2 as a function of eKE for this channel is 
shown in Figure 43(b). The detachment is very anisotropic with β2 > 0 across the range probed 
here. This is consistent with the observed β2 ~ +0.5 for the feature we assigned to NO2− 
photodetachment. The quantitative discrepancy is likely a consequence of the fact that other 
PE signals contribute over this energy range such as the high eKE channel and the very low 
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eKE peak – both of which are predominantly isotropic (see Figure 40) and thus reduce the 
observed β2 from NO2− photodetachment. The isotropic nature of the direct detachment comes 
about because of the influence of the resonances that are excited. 
 From Figure 39(a) and Figure 44, the NO2
− photodetachment feature is apparent up to 
hv ~ 4.1 eV. However, between 3.8 < hv < 4.1 eV, additional PE signal can be seen essentially 
at all eKE between the direct detachment feature and the feature near 0 eV. Our calculations 
show that the 22B3g resonance lies at 3.74 eV and is optically brighter than other resonances. 
The PE spectrum at hv = 4.00 eV (Figure 44) shows that even more spectral broadening has 
occurred beyond that predicted by the PE spectrum of NO2
−. The 22B3g resonance is of 
Feshbach character and autodetachment may occur along various parts of the potential energy 
surface. Note also that the peak at very low eKE is smaller here suggesting that more 
autodetachment has occurred (leading to less ground/bound electronic state recovery). 
 Finally, for hv > 4.1 eV, there is again a change in the PE spectra. The spectra are 
dominated by a single peak at high eKE and the statistical electron loss channel becomes a very 
minor component. The peak at high eKE is broadened relative to a simple direct detachment 
process. Hence, a new excitation channel appears to be accessed here. Our calculations show 
that the 22B1g resonance lies at this energy and can account for the observed change. Note that 
β2 for the high eKE peak is slightly negative (~−0.2), while the predicted β2 based on direct 
detachment is positive (~+0.2), again consistent with the excitation of a resonance. 
 Overall, the observed resonance dynamics in pDNB− have many similarities with 
electron impact studies on pDNB. Specifically, these show that NO2
− is a major dissociative 
electron attachment channel from ~ 1 eV above threshold below 1 eV, no NO2
− was observed). 
This corresponds to hv ~ 3 eV in the 2D PE spectra, above which, indeed, the spectral feature 
corresponding to NO2
− photodetachment is clearly observed. Sulzer et al. have shown that the 
yield of NO2
− is essentially constant up to electron energies between 1.3 and 2.5 eV, above 
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which it rises sharply.62 In the 2D PE spectra, this energy corresponds to hv > 4.5 eV. At this 
energy, we still observe the NO2
− photodetachment feature, but also observe another indirect 
(autodetachment) channel. However, there are also key differences between the PE 
spectroscopy and electron attachment. Specifically, the latter only shows parent anion 
formation over the electron energies near threshold (up to 0.2 eV). In contrast, we observe 
ground state recovery up to hv ~ 4.3 eV (corresponding to electron energies of 2.2 eV). 
Additionally, the electron impact studies showed many dissociative electron attachment 
channels.62,63 These are not observed here, but that does not mean that they are not active and 
we may simply be blind to other charged products in the experiment because of small 
photodetachment cross sections, too high electron affinities, or because the timescale for their 
formation is beyond that probed here (~5 ns). Note also that Rydberg electron transfer 
experiments point to the existence of a quadrupole-bound non-valence state in pDNB−.74 Here, 
we see no evidence for this in the PE spectra, although PE spectroscopy in general can be quite 
sensitive to such non-valence states.73,75 
5.7.7 Conclusions 
The high density of resonances in pDNB− has been probed experimentally and 
modelled computationally. The adiabatic detachment energy of pDNB is determined to be 1.99 
± 0.01 eV. The 2D photoelectron spectra as well as angular distributions show the presence of 
several resonances. Good overall agreement is achieved between experimental and theory. 
Bound electronic states recovery is inferred from the observation of statistical electron loss. 
Comparison between photoelectron spectra taken with our ns and fs excitation source allows 
us to identify a dissociative channel that leads to formation of the NO2
− photofragment.  
 This study illustrates the breadth of processes than can be probed using 2D 
photoelectron imaging and highlights the necessity for computational models being able to 
disentangle the rich signatures observed. Vertical excitation energies and photoelectron spectra 
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of pDNB− are calculated at the XMCQDPT2 level and angular distributions for direct electron 
detachment is modelled using the Dyson orbital approach. These provide qualitative and 
quantitative agreement with our experimental results. Through development of this joint 
computational and experimental approach to probing the electronic structure of anions in the 
gas phase, we will now be able to explore a wide range of intervalence charge transfer systems 
and elucidate their intrinsic properties with confidence. 
 
 Section B Conclusions and Outlook 
 This section presented two studies that showcase the insight into the intrinsic electronic 
structure and dynamics of anions that can be gained through 2D photoelectron spectroscopy. 
The two studies presented applied this ‘bottom-up’ technique to a chromophore common to 
many biochromophores and a simple mixed valence system, both systems represent the 
simplest meaningful components of the classes of system they belong to. 
 The first study, Section 5.1, presented a bottom-up investigation of a family of para-
substituted phenolate anions of increasing complexity. A simple Hückel framework was used 
to explain incremental changes to the electronic structure, as a function of substituent. While 
quite rudimentary, such an approach provides a rather elegant insight into the overall electronic 
structure of the biochromophores. Specifically, using linear combination of molecular orbitals, 
the S1 excited state can be identified with a transition of the para-substituent, while the higher-
lying S2 state is simply a localised excitation on phenolate. Remarkably, we have shown that 
the very different chromophores of PYP and GFP are in fact very closely related in terms of 
electronic structure. 
 Section 5.2 investigated the electronic structure and dynamics of pDNB−, through a 
joint experimental and computational study. The complexity of the photoelectron features 
presented in the 2D photoelectron spectra required high-level ab initio calculations to be able 
to unravel the intrinsic dynamics of pDNB−. This study aimed to provide a foundation for 
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probing the chemical physics of intervalence charge transfer systems. An interesting outcome 
of the study is that fragments can be identified and distinguished using the PADs information 
available from photoelectron imaging. 
 The two studies demonstrated the need for a computational toolkit to be able to extract 
and model different photoelectron signatures recorded experimentally. The electronic structure 
of the phenolate chromophores can be adequately represented through lower-level electronic 
structure calculations, and even a simple Hückel approach. Conversely, pDNB− requires 
careful handling with multistate multireference approaches in order to accurately model high 
density of resonances. 
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Section C Non-valence States 
 In Section C, three studies are presented in which non-valence states are speculated to 
be important. Non-valence states are invoked in low energy electron capture mechanisms. The 
prevalence of non-valence states has been noted in past photoelectron spectroscopy studies. 
Notably, our group has recently probed the conversion of the correlation bound state of C6F6
− 
to the valence bound anion.1–3 Here a study on the strength of the anion-π bond of the I−∙C6F6 
complex is presented. Investigation into whether the electronic structure of the nitrobenzene 
anion and a novel organic compound can host a dipole bound state are presented in the final 
two studies. 
Work in this Section is based on the publication below, and unless stated otherwise I 
performed the experimental and computational work. 
1. C. S. Anstöter, J. P. Rogers and J. R. R. Verlet 
Spectroscopic Determination of an Anion-π Bond Strength 
J. Am. Chem. Soc. 141, 6132 (2019) 
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 Investigating the Strength of the Anion-π Bond  
5.10.1 Introduction 
Noncovalent interactions are ubiquitous and a deterministic component of 
macromolecular and condensed phase structure. Noncovalent interaction include strong bonds 
such as hydrogen bonds, halogen bonds, π-π stacking interactions, and cation-π bonds.4–9 The 
full exploitation of noncovalent bonds in chemical design and reactivity is underpinned by a 
basic physical understanding of such interactions. Much of this basic physical chemistry has 
been built upon careful spectroscopic measurements on isolated (gas phase) systems that serve 
as a benchmark for theoretical models. For example, the cation-π bond was first discussed as 
an isolated system.10 A relatively new addition to the family of noncovalent interactions is the 
anion-π bond. First predicted theoretically,11–13 the interaction arises between an electron 
deficient π-system and an anion. The anion-π bond is now recognized and exploited as a key 
interaction in anion-recognition and supramolecular chemistry.14–23 However, while the 
exploitation of anion-π bonds is a rapidly growing field, the basic chemical physics of the 
interaction is not fully developed. For example, there is an ongoing debate about the relative 
importance of electrostatic and correlation forces in the bond description. The lack for this 
fundamental chemical understanding is in large part due to the lack of direct spectroscopic data 
on the anion-π bond.18,24 Here, we fill this void by using photoelectron spectroscopy in 
combination with high-level electronic structure calculations to determine the interaction 
strength of the archetypical anion-π bonded complex, iodide-hexafluorobenzene (I−∙C6F6). 
Cation-π bonds arise from the electrostatic quadrupole-charge interaction of an electron 
rich π-system with a cation.25,26 The electrostatic attraction between an anion and a π-system 
can be achieved by the addition of electron-withdrawing substituents that lead to a positive 
quadrupole moment along the axis perpendicular to the π-system, Qzz.27 As in the case of the 
cation-π bond, correlation forces play an important role. However, quantitative analyses of the 
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relative importance of these forces requires experimental data that is devoid from other 
interactions. Isolated anion-π complexes have been studied by mass spectrometry,16,28 
providing qualitative information. Recently, Wang and coworkers performed photoelectron 
spectroscopy on a series of anions complexed to π-system tetraoxacalix[2]arene[2]triazine.29 
This revealed a large increase in the anion’s electron binding energy when complexed, 
indicating that a strong cohesion energy between the two was present. However, a detailed 
analysis of the bond strength was not attempted. Here, such an analysis is provided on I−∙C6F6, 
which was chosen not only as a benchmark anion-π bonded complex, but also because it is free 
from any other noncovalent interactions. While the anion-π bond strength has been considered 
in many computational studies, and benchmarking studies have been presented,30 the lack of 
an experimental comparison has led to most studies focusing on how different interactions 
compete with the anion-π bond.  
5.10.2 Methods 
The experimental work was conducted by Dr J. P. Rogers, on the instrument detailed 
in Section 3.3. Briefly,  I− was condensed onto C6F6 using a molecular beam source.
1 A mixture 
of CF3I and Ar (4 bar) was passed over liquid C6F6 and expanded into vacuum through a pulsed 
valve. The resultant expansion was crossed by an electron beam forming I− by dissociative 
electron attachment to CF3I, which subsequently clustered to C6F6 in the supersonic expansion 
to form I−∙C6F6. An ion packet containing only I−∙C6F6 complexes was mass-selected by time-
of-flight and intersected with light from a tunable Nd:YAG pumped OPO. Resultant 
photoelectrons were analyzed using a velocity map imaging spectrometer,31,32 which was 
calibrated to the known photoelectron spectrum of I−. The use of a molecular beam source 
ensures that the complex is relatively cold (on the order of 10s K).  
The I−∙C6F6 complex was also treated computationally using EOM-IP-CCSD(dT)/aug-
cc-pVDZ.33,34 The complex was optimized and verified to be the minimum energy structure by 
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vibrational analysis. All calculations employed the frozen-core approximation and were carried 
out using the QChem 5.0 computational package.35 A rigid potential energy scan was 
calculated at this level of theory by changing the distance between the I− and the center of the 
C6F6 ring. This provided both potential energy curves for the anion ground state and for the 
detachment threshold of the neutral in the same geometry (i.e. the neutral ground state curve). 
5.10.3 Indirect Measurement of the Anion-π Bond with Photoelectron 
Spectroscopy 
 
Figure 45 Photoelectron spectra of I− and I−∙C6F6 taken at 4.40 and 4.80 eV, respectively. The 
vertical dashed lines indicate the peak positions, which are separated by 0.42 eV. 
 
Figure 45 shows the photoelectron spectra of I− and I−∙C6F6 taken with photon energy 
of 4.40 and 4.80 eV, respectively, so that both peaks have similar electron kinetic energies. The 
spectra are plotted in electron binding energy and clearly show that there is a blue-shift in the 
eBE of I−∙C6F6 relative to I−. From Figure 45, this shift, ∆eBE = 0.42 ± 0.02 eV. Additionally, 
both spectra have essentially the same spectral profile. 
The similarity between the I− and I−∙C6F6 spectra suggest that the charge is 
predominantly located on the iodide with the C6F6 simply solvating this anion.
1 Therefore, to 
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a first approximation, ∆eBE can be assigned to the cohesion energy of the anionic complex – 
i.e. the anion-π bond. However, photoelectron spectroscopy accesses the neutral potential 
energy surface (PES) in the geometry of the anion (i.e. a vertical transition) and, therefore, the 
interaction between the final I∙C6F6 is ignored in that approximation. Iodide is polarizable and 
one may expect the neutral complex to have a non-negligible interaction. Hence, ab-initio 
electronic structure calculations are essential to assess both the anion PES and the neutral PES 
and to determine an accurate anion-π bond strength. 
5.10.4 Determining the Strength of the Anion-π Bond 
Figure 46(a) shows the minimum energy geometry of the I−∙C6F6 complex. The I− 
resides above the C6F6 ring at a distance of 3.69 Å. The charge is almost exclusively on the 
iodide, as implicated from the experimental photoelectron spectra. To map the PES, the 
distance between the centroid of the ring and I−, R, was varied and the resulting energy 
calculated. The result of such a scan is shown in Figure 46(b) and (c) for the neutral and anionic 
complexes, respectively. As R → ∞, the difference between the neutral and anion PES is simply 
the electron affinity of I. Our calculations yield an energy difference of 3.13 eV (at R = 30 Å), 
very close to the known electron affinity, 3.06 eV. We have shifted the neutral surface so that 
it reproduces the correct value. All energies in Figure 46 are referenced to the minimum of the 
anion PES.  
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Figure 46 (a) Minimum energy structure of I−∙C6F6 and potential energy curves for (b) I∙C6F6 
and (c) I−∙C6F6 as a function of separation between the I and the center of the C6F6 ring. The 
solid lines in (b) and (c) are Leonard-Jones potential energy functions with parameters defined 
in the text. 
 
Figure 46(b) and (c) also includes fits of the calculated bond energies to a Leonard-
Jones potential, VLJ, of the from: 
 
2
LJ e 0 0( ) [( / ) 2( / ) ]
n nV R D R R R R  ,  (28) 
where ε is the dissociation energy, R0 is the internuclear distance at the minimum of the curve, 
and n is an index that provides a physical description of the interaction. The overall fit to the 
calculated energies for the anion is excellent. Deviations at small R arise because of the (well-
known) incorrect description of the repulsive component in VLJ(R). For the anion-π bond, the 
Leonard-Jones parameters are: De = 0.53 eV, R0 = 3.56 Å; and n = 3.34. If the interaction is 
purely electrostatic charge-quadrupole in nature, then one would expect that n =3 (i.e. R−3 long-
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range dependence). The determined Leonard-Jones parameter is close to charge-quadrupole 
but also includes some higher order contributions (e.g. dispersion, induction etc. that scale as 
n = 6). The fitted R0 value is some way off the equilibrium 3.69 Å distance calculated in Figure 
46(a). However, the potential is relatively flat and the energy difference at R = 3.45 Å and 3.69 
Å is only 2.5 meV. 
The fit of the computed neutral PES to VLJ(R) is slightly poorer (see Figure 46 (b)), but 
we nevertheless included this to enable comparison. The Leonard-Jones parameters for the 
neutral complex are De = 0.13 eV, R0 = 3.76 Å; and n = 4.35. The larger value for n is consistent 
with the loss of the charge. Clearly, the interaction is weaker than in the anion. However, the 
interaction remains significant and simply assuming that the anion-π bond equates to the 
increase in electron binding of the anion (i.e. 0.42 eV) would be erroneous. Interestingly, 
although the neutral complex interaction is significantly weaker than in the anion, R0 has not 
increased by a large amount, especially given the flatness of the PES as described previously. 
In photoelectron spectroscopy, it is the vertical difference between the anion and neutral 
that is measured, starting from the anion geometry. From Figure 46, this computed energy 
difference at R0 = 3.56 Å is 0.40 eV, in excellent agreement with the measured ∆eBE = 0.42 ± 
0.02 eV. We conclude that the calculated PES for the anion and neutral are representative of 
the complexes and that the calculated anion PES describes the anion-π bond accurately. From 
the anion PES (Figure 46(c)), the bond dissociation energy of the anion-π bond, De = 0.53 eV 
(51 kJ mol−1). It is not possible determine an accurate error on this value because it is in part 
derived from the computational work. However, given the overall agreement between 
experiment and theory, the uncertainty is likely to be less than ± 0.03 eV. Hence, we have 
determined the anion-π bond to chemical accuracy. 
In arriving at the anion-π bond strength, a number of assumptions have been made. It 
is assumed that R is a unique coordinate and ignores the associated angular (i.e. bend) motion. 
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However, the PES overall is very flat in this region and therefore, such motion is not likely to 
have a large impact on the result. We have also ignored the zero-point energy contribution of 
the anion-π bond. A particularly useful aspect of VLJ(R) is that the harmonic frequency of the 
vibration can be defined based on the parameters: 
 
e 0 e( / 2π ) ( / )v n R D  ,  (29) 
where μ is the reduced mass of I−∙C6F6. Using the anion PES parameters, the (harmonic) zero-
point energy of the vibration is 2.5 meV (20 cm−1). Hence, the correction to ∆eBE is very small 
and well within our estimated error. A further approximation made is that we have simply used 
the difference in energies between the PESs at the anion geometry and not calculated the 
Franck-Condon factors. However, given the relative flatness of the PESs, this also does not 
introduce a very large error. By inspection of the anion PES, the turning points for the v = 0 
level are at R ~ 3.48 and 3.63 Å. Vertical projection from these points to the neutral PES results 
in changes in the observable ∆eBE of less than 0.01 eV. Hence, this too is a small effect. This 
insensitivity also accounts for similarity in width of the photoelectron spectra of I− and I−∙C6F6.  
5.10.5 Disentangling the Contributions to the Anion Binding Energy 
 
Our results highlight that the key physical interactions are well-accounted for by the 
calculations. The calculations now also allow us to disentangle the dominant contributions to 
the total binding energy. In Figure 47, we show an analysis of the main contributions to the 
anion−π bond. The SCF energy can be further decomposed into electrostatic, polarization and 
charge-transfer interactions using the ALMO-EDA approach. At the minimum energy 
geometry, the SCF binding is 0.31 eV, of which 0.12 eV is electrostatic, and 0.15 eV is due to 
polarization interactions (a further 0.04 from delocalization/charge-transfer). The purely 
electrostatic interaction arises between the negative charge localized on I– and the positive 
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quadrupole-moment of C6F6 (Qzz = +9.50 B). In terms of overall contributions to the total 
anion−π binding, the relative ratio of electrostatic:polarization:correlation is 23:28:41 (at the 
calculated minimum energy geometry). Hence, while the positive quadrupole is an important 
driver for the anion−π bond, the correlation energy is the dominant contributor, accounting for 
∼40% of the total anion−π bond strength. Correlation has been recognized as a key component 
to the interaction (even for electron binding)1,2,36, but without spectroscopic data, the relative 
contribution has become a source of debate.37  
Figure 47 Contributions to the calculated total energy from the SCF and correlation energies. 
The SCF energy is further decomposed into contributions from electrostatic, polarization and 
charge-transfer interactions. The points indicate the decomposed energies at the calculated 
minimum energy geometry. The grey area indicates regions of attractive interactions. 
 
Many previous experimental studies have focused on unravelling the interplay of anion-
π and other non-covalent interactions in the binding of anions to π-rich molecules, partly 
because it is often difficult to study pure anion-π complexes. We have demonstrated here that 
the anion-π bond by itself is strong, cementing its importance as a non-covalent interaction. 
We note that molecules with much larger Qzz have been synthesized and with large π-systems 
for which both the electrostatic and correlation interaction will be even larger.38 The identity 
of the anion is also important. For the smaller halides, the bond distance to the ring centroid is 
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smaller. For example, benchmarking computational studies have probed the variation of bond 
strengths with the anion complexed to C6F6.
11,30 This suggested that the bond strength increases 
with smaller halide size so that the I−∙C6F6 may be expected to be the weakest in the halide 
series. Probing other anion-π complexes using the methods presented here will provide the key 
physical insight to build a comprehensive understanding of the relative factors contributing to 
the intrinsic anion-π bond.  
5.10.6 Conclusions 
In conclusion, we have determined the anion-π bond dissociation energy in I−∙C6F6 to be 
0.53 eV (51 kJ mol−1) using a combination of anion photoelectron spectroscopy and high-level 
electronic structure theory. The bond has a ~60% electrostatic quadrupole-charge contribution, 
with the rest (~40%) arising from correlation forces. To the best of our knowledge, this presents 
the first rigorous spectroscopic determination of an anion-π bond energy. The strength of the 
interaction suggests that anion-π bonds are important non-covalent interactions in their own 
right, even though they are often observed in competition with other non-covalent interactions. 
The use of anion photoelectron spectroscopy coupled with accurate electronic structure 
calculations is applicable to a wide host of anion-π bonded complexes and paves the way to 
studying how competing effects alter the anion-π bond. 
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 The Nitrobenzene Anion: 2D Photoelectron and Electron Energy Loss 
Spectroscopy Study 
5.11.1 Introduction 
 Electron attachment processes are of fundamental importance in many fields of science 
and technology, ranging from astrophysics to biology39,40 and electrical power distribution to 
semiconductor fabrication.41,42  For many decades, mechanistic details of electron capture have 
been studied by electron spectroscopic methods.43–49 More recently, anion photoelectron (PE) 
spectroscopy has also been used to provide complementary information. 50,51 Specifically, 2D 
electron energy loss (EEL) and 2D PE spectroscopy have many parallels and provide clear 
signatures of the non-adiabatic dynamics of resonances. However, they can also contain 
unexpected features that remain unexplained. For example, outgoing electrons with very low 
kinetic energy (i.e. high electron energy loss) often appear to have structure in their energy 
spectrum.36,52–54 This is surprising because such features are commonly interpreted as arising 
from the statistical electron emission from the ground state of the anion for which the emission 
should appear as a Boltzmann distribution (i.e. unstructured).55–58 A tentative explanation for 
these low energy features was provided in studies on specific anionic clusters of quinone-
derivatives, where the transient formation of a non-valence state had been associated with the 
observed low energy structure in the electron emission.36 Unfortunately, because of the size of 
those systems, no definitive explanation or clear insight could be gained. Here, a reductionist 
approach is taken by considering the electron attachment to nitrobenzene, NB, forming 
electronic resonances of the NB radical anion, NB−, as a model system. In both 2D PE and 2D 
EEL spectroscopy, structured low energy emission is observed, and the origin of these features 
is explored. 
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5.11.2 Methodology 
The 2D EEL spectroscopy was carried out by Dr Juraj Fedor at the J. Heyrovský 
Institute of Physical Chemistry and are included as a comparator to the 2D PE spectroscopy. 
PE spectroscopy was carried out in the cluster anion PE spectrometer detailed in 
Section 3.2. Briefly, a molecular beam with NB was produced by passing 4.0 × 105 Pa of Ar 
over a sample of liquid NB and expanded into vacuum through a pulsed valve. NB− was 
produced by crossing the expansion with a 380 eV electron beam, mass-selected in a time-of-
flight mass spectrometer, and irradiated with light from a tunable nanosecond Nd:YAG 
pumped OPO providing ~5 ns pulses. Photodetached electrons were collected using 
perpendicular velocity-map imaging PE spectrometer. Raw PE images were reconstructed 
using the polar onion peeling algorithm and calibrated using the know PE spectrum of O2
–. The 
spectral resolution is ∆eKE/eKE < 3%.  The 2D PE spectrum was constructed by taking 
individual PE spectra over a wavelength range from 1.2 < hv < 2.0 eV with 25 meV intervals. 
The PE spectra presented was retaken by Golda Mensa-Bonsu. 
An IR spectrum of nitrobenzene was taken in a Perkin Elmer FT-IR Spectrum Two 
Spectrometer. 
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Figure 48 The valence orbitals used in the XMCQDPT2 calculations of nitrobenzene. 
 
 To aid interpretation of the experimental data, ab initio calculations were used to model 
the valence resonances of NB−. Initial ground state calculations were carried out on NB using 
MP2/aug-cc-pVDZ in the Q-Chem 5.0 package.35 Geometries of the ground state were 
optimized and verified to be geometric minima by vibration frequency analysis. The ground 
states NB and NB− have C2v symmetry but were not constrained to this symmetry for any 
calculation. VEEs were calculated using XMCQDPT259 in the Firefly package.60 All orbitals 
used in the calculations of valence states are shown in Figure 48. The 2ππ* excited states of 
NB− were calculated using an active space of 9 valence π-orbitals and 11 electrons. The 
XMCQDPT2[9]/SA[9]-CASSCF(11,9) method was used with a reference space spanned by 9 
CASCI wavefunctions obtained through CASSCF-SA to ensure all states experimentally 
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accessible were modelled. Additionally, the first 2nπ* resonance was calculated by expanding 
this active space to include 2 n-orbitals using the XMCQDPT2[7]/SA(7)-CASSCF(13,11) 
method. The effective Hamiltonian was then modified to average over only the D0 and D1n 
states within the XMCQDPT2[2]/SA(2)-CASSCF(13,11) method. All XMCQDPT2 
calculations used the (aug)-cc-pVTZ basis set, where the augmented function was only affixed 
to the oxygen atoms of the nitro-group.  
 Additional calculations to determine the binding energy of the dipole bound state were 
carried out using XMCQDPT2 and EOM-EA-CCSD. The C2v symmetry of nitrobenzene was 
used in all dipole bound state calculations. Details of the general methodology for the 
calculation of non-valence states in given in Section 3.7.1 A more detailed explanation is 
offered in the section below, alongside results from both methods. 
 Additional exploration of the resonance energy landscapes and the binding energy of 
the dipole bound state using XMCQDPT2 were carried out at Moscow State University by Dr 
Anastasia V. Bochenkova and Anton Boichenko. 
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5.11.3 Comparison of 2D Photoelectron and Electron Energy Loss Spectra 
 
Figure 49 2D photoelectron and electron energy loss spectra of the nitrobenzene anion, (a) and 
(b), respectively. Each spectrum in the PE plot has been normalised to its total integrated signal. 
 
 In 2D EEL spectroscopy, the kinetic energy of the outgoing electron (εout) is measured 
as a function of an incoming electron (εin) impacting on NB. In 2D PE spectroscopy, NB− is 
photodetached and the outgoing electron kinetic energy, equivalent to εout, is measured as a 
function of photon energy, hv. The 2D PE and 2D EEL spectra for NB are shown in Figure 
49(a) and (b), respectively. To aid comparison between the two, we have plotted the 2D PE 
spectra as a function of εin: analogy can be drawn between hv and εin by recognising that the 
photon accesses the continuum at an energy above the adiabatic electron affinity (AEA) 
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defined as εin = hv – AEA.  From the PE spectra, AEA = 0.95 eV. The PE spectra have been 
normalized to total integrated signal levels to emphasis spectral changes as a function of 
excitation energy. The key features shown in Figure 49 are diagonal features with εout = εin and 
εout = εin – εvib, where εvib is the energy of a vibrational mode excited in the neutral.  In the 2D 
PE spectrum, these diagonal features correspond to direct detachment, whereby the electron is 
photodetached from the ground state of NB− to form the ground state of the neutral. The 
intensity profile of specific levels in the neutral defined by εvib is determined by the Franck-
Condon factors. In the 2D EEL spectrum, the bright εout = εin diagonal feature arises from elastic 
scattering, with weaker transitions leading to vibrational excitation of the neutral (with εvib).  
Both 2D PE and 2D EEL spectroscopy are sensitive to the presence of resonances. 
These appear as off-diagonal features; εin is converted to vibrational energy by nuclear motion 
on the resonance potential energy surfaces. In Figure 49(a), a broadening of the direct 
detachment feature, accompanied by a change in Franck-Condon factors, can be seen clearly 
at εin > 1.3 eV. Similar broadening of the εout spectrum can also be seen in the 2D EEL spectrum 
around the same εin (Figure 49 (b)). 
 A second off-diagonal feature is seen in both 2D spectra, with electrons emitted with 
εout < 0.2 eV. This channel only turns on at εin > 0.8 and εin > 0.4 eV for the 2D PE and 2D EEL 
spectrum, respectively, and persists over all higher excitation energies. More surprisingly, this 
channel shows structured bands that remain at constant εout despite a large increase in εin. The 
structure peak comprises a sharp band in the 2D PE spectra at 60 meV and a broad peak with 
a rough maximum at 130 meV. The 2D EEL spectrum is broadly similar with sharp peaks at 
~50 and a broader mostly unresolved peak at ~140 meV.  
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Figure 50 The structured low energy feature is shown for both the photoelectron spectra (a) 
and the electron energy loss spectra (b). Both plots are averaged across the range the low energy 
feature is present. 
 
In  Figure 50(a), the PE spectrum of the low energy feature is shown, where we have 
taken an average of all the spectra in the range 0.8 < εin < 2.0. Similarly, a low energy EEL 
spectrum is presented in Figure 50(b), which shows overall agreement with the features seen 
in the PE spectrum, albeit with lower overall resolution. 
5.11.4 Interpreting Structured Low Energy Electron Emission 
 Anions with extended π-delocalised systems often show electron emission at 0 eV as 
there are a number of valence resonances able to undergo nuclear dynamics and internally 
convert to reform the vibrationally excited ground state. 61,62,62,63 Once in the ground state of 
the anion, the high excess internal energy leads to electron loss by the statistical sampling of 
vibrational modes above the AEA, producing an εout spectrum that peaks at 0 eV and has a 
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Boltzmann (exponential) distribution. 55–58 The fact that there is structure in the low εout 
spectrum of NB therefore cannot be assigned as thermionic emission. Instead, the structured 
εout spectrum is suggestive of vibrational mode-specific electron emission. Autodetachment 
from a valence resonance is typically broad because of the large geometric differences between 
the resonance and neutral potential energy surfaces and because of nuclear dynamics occurring 
on the resonance surface. Therefore, it is unlikely that the observed structure arises from a 
valence resonance. There are a few scenarios that could potentially lead to low energy electrons 
with structure. Two of these are outlined below.   
5.11.4.1 Evidence of a Dipole Bound State? 
Mode-specific autodetachment can potentially arise from non-valence states, as 
suggested in recent time-resolved measurements on quinone-derivative cluster anions.36 The 
best-known example of a non-covalent state is a dipole-bound state (DBS), in which the excess 
electron is loosely bound in a diffuse s-type orbital, located off the positive side of the 
permanent dipole moment of the neutral molecule.64 Because of the weak interaction between 
the dipole-bound electron and the valence electrons of the neutral core, the potential energy 
surface associated with the DBS is very similar to that of the neutral molecule. Neutral NB has 
a large dipole moment of 4.2 D, in excess of the ~2.5 D required to observe such states 
experimentally. Indeed, Rydberg electron transfer experiments by Desfrançois et al. have 
verified that NB− has a DBS and they estimated a binding energy of 28 meV from Rydberg 
electron transfer experiments.65 Hence, the DBS in NB may be a candidate for the source of 
the observed structure. But why should this lead to structured emission and which modes 
facilitate the emission? 
 Given that the DBS is bound by the permanent dipole moment of the neutral core, 
chemical intuition suggests that the modes that strongly modulate this dipole moment may be 
expected to lead to electron emission. These are of course the same modes as the IR active 
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modes in vibrational spectroscopy. Hence, one might anticipate that signatures of the IR 
spectrum of the neutral molecule may be apparent in this electron loss channel.  
 
Figure 51 (a) The averaged photoelectron spectra across the low energy region and (b) the 
measured (blue) and calculated MP2/aug-cc-pVDZ (red) IR spectra of nitrobenzene. 
 
Figure 51 compares the low energy PE spectrum with the IR spectrum of neutral NB. 
The IR spectrum is dominated by the peaks at 702, 1347 and 1521 cm–1. These correspond to 
vibrational modes v4, v8 and v9, respectively. The v4 mode is a symmetric stretch of the 
hydrogens out of the aromatic plane and the v8 and v9 modes involve the symmetric and 
asymmetric stretch of the nitro group, respectively. At first glance, there is little agreement 
with the photoelectron spectra in Figure 51(a) and the IR spectrum in (b). However, if the IR 
spectrum is displaced by ΔE = 218 cm–1 (27 meV), as shown in Figure 51, then a clear 
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correlation can be seen between the dominant features of the electron emission spectra and IR 
spectrum. Specifically, the v4 mode aligns well with the peak at 60 meV, whereas the broader 
peak at ~130 meV encompasses both the v8 and v9 modes, suggesting that the width of this 
feature in the electron emission spectra contains both modes. However, there is also some 
signal at ~110 meV which is not reproduced. 
5.11.4.1.1 Calculating the DBS 
 NB was specifically chosen as a model system because it is a relatively simple molecule 
that has a rich electronic structure including non-valence states and valence resonances, to 
which high-level theory can be applied. Previously XMCQDPT2 valence VEEs have shown 
excellent agreement with experimental values63,66 and so this method has been applied here to 
calculation of the binding energy of the dipole bound state for the first time. 
Details of the general procedure for calculation of a dipole bound state are given in 
Section 3.1.7. Briefly, a ghost atom, affixed with diffuse basis functions, was placed in the 
centre of mass of the nitrobenzene molecule. The diffuse basis functions comprised of XsXpXd 
primitive Gaussian functions to represent the dipole bound state orbital and three p-character 
extremely diffuse orbitals that represented the continuum. The dipole bound state should be of 
A1 symmetry, therefore all representative dipole bound state orbitals included in the active 
space were of this symmetry. At least one of the ‘continuum’ orbitals was also included in the 
active space, as the binding energy of the dipole bound state was found through comparison of 
the relative energies of the continuum and dipole bound states. 
 
Table 3 The calculated dipole bound state binding energies (DBS BE) and vertical detachment 
energies (VDE) changing the basis set on the ghost atom and active space. All calculations 
Method Basis Set Active space beside ππ* DBS BE / meV VDE / eV
XMCQDPT2[4]/ SA(4)-CASSCF(11,11) (aug)*-cc-pVTZ+3s3p IP+DBS -17 0.61
XMCQDPT2[4]/ SA(4)-CASSCF(11,11) (aug)*-cc-pVTZ+4s4p IP+DBS -2.9 0.61
XMCQDPT2[4]/ SA(4)-CASSCF(11,11) (aug)*-cc-pVTZ+5s5p IP+DBS 0.5 0.61
XMCQDPT2[4]/ SA(4)-CASSCF(11,11) (aug)*-cc-pVTZ+6s6p IP+DBS 4.6 0.61
XMCQDPT2[5]/ SA(5)-CASSCF(11,13) (aug)*-cc-pVTZ+6s6p6d 3IP+DBS 6.5 0.63
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were carried out on the neutral geometry of nitrobenzene. The valence basis set only has the 
augmented function on the oxygen atoms. 
 
Table 3 shows the results of increasing the size of the basis set on the binding energy 
of the dipole bound state. Initially the dipole bound state was unbound, but through increasing 
the basis set the dipole bound state became energetically bound. Inclusion of d-functions 
caused non-negligible mixing of the continuum and dipole bound state orbitals, to remedy this 
all three of the continuum functions were included in the active space. The relative energy of 
the continuum with respect to the anion, VDE, is shown alongside the calculated DBS BE as a 
measure of how accurately the model was performing. The experimental VDE is double the 
calculated VDE, 1.14 and 0.61 eV, respectively. While it was possible to calculate a bound 
dipole bound state through improving the description of the dipole bound state orbital, it was 
not possible to reproduce a binding energy in agreement with previous experimental findings 
(~28 meV). Various parameters were changed in order to gauge if the model was missing a 
component in the description and to improve the description of the continuum. It was found 
that the geometry used in the calculation caused the biggest change to binding energy of the 
dipole bound state. These additional calculations were performed by Anton Boichenko at 
Moscow State University and are presented in Table 4 without further analysis. 
 
 
Table 4 The calculated DBS BE and VDE of nitrobenzene with respect to changing the 
reference geometry, active space and valence basis set. These calculations were carried out by 
Anton Boichenko. 
 
Method Geometry Basis Set Active space beside ππ* DBS BE / meV VDE / eV
XMCQDPT2[5]/ SA(5)-CASSCF(11,13) Anion (aug)*-cc-pVTZ+6s6p6d 3IP+DBS 7 0.95
XMCQDPT2[5]/ SA(5)-CASSCF(11,13) Anion (aug)*-cc-pVQZ+6s6p6d 3IP+DBS 7.8 1.24
XMCQDPT2[5]/ SA(5)-CASSCF(11,13) Anion (aug)*-cc-pVQZ+6s6p6d 2IP+2DBS 8.5 1.24
XMCQDPT2[6]/ SA(6)-CASSCF(11,14) Anion (aug)*-cc-pVQZ+6s6p6d 3IP+2DBS 8.7 1.17
XMCQDPT2[6]/ SA(6)-CASSCF(11,14) DBS (neutral) aug-cc-pVTZ+6s6p6d 3IP+2DBS 6.8 0.6
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 The binding energy was also calculated using EOM-EA-CCSD, using the same 
methodology as Jordan’s group.67,68 This method calculated a DBS BE of 33 and 47 meV, for 
the neutral and anion geometries, respectively.  
5.11.4.2 Exploration of the Resonance Landscape 
 
Figure 52 (a) The XMCQDPT2 calculated VEEs for the nitrobenzene anion (eV). The 
oscillator strengths, natural orbitals that are single occupied and character of the resonance are 
given alongside the symmetry label for clarity. Feshbach and shape resonances are indicated 
by (F) and (S), respectively. The calculated VDE is shown in blue. The full electronic 
configurations of all states are given in full in (b). 
Preliminary XMCQDPT2 calculations confirm there are multiple valence resonances 
within the experimental energy range probed, Figure 52. The energies of the anion resonances 
are included in Figure 49(a) and (b) in the equilibrium anion and neutral geometry, 
respectively.  Two π*-resonances are calculated to lie at εin = 0.46 and 1.41 eV (based on VEE 
= 1.41 and 2.36 eV, respectively) for the anion geometry, as probed in the 2D PE spectrum. 
The same two resonances lie at εin = 0.16 and 1.31 eV (VEE = 0.81 and 1.96 eV, respectively) 
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for the anion in the neutral geometry, as probed in the 2D EEL spectrum. Both π*-resonances 
are of shape type with respect to the neutral X1A1 ground state. The broadening observed in 
both 2D spectra is associated with the 2B1 state, which has a considerable oscillator strength. 
The 2B2 resonance is optically dark and is not apparent in the 2D spectra. Additionally, a 
2B2 
Feshbach resonance was calculated by considering the 2nπ* excited states. The onset of this 
resonance is found to be at εin = 0.75 eV (VEE = 1.70 eV) and 0.18 eV (VEE = 0.83 eV) for 
the anion and neutral geometries as probed in the 2D PE and 2D EEL spectrum, respectively. 
While this electronic transition is symmetry forbidden, B1 and B2 modes, out of plane and in 
plane, respectively, make this transition vibronically allowed. The location of this resonance is 
in good agreement with the onset of the low energy electron loss channel. Hence, it appears 
that the low energy electron emission occurs from a state mediated by the initial excitation of 
resonances, be it by photoexcitation or electron impact.  
 
 
5.11.5 Mode-Specific Vibrational Autodetachment  
Figure 53 Schematic showing the proposed mechanism for mode facilitated electron loss from 
an excited state of the anion. The potential energy surface is shown as a blue curve, and that of 
the neutral ground state as black. The continuum is represented by the shaded grey. The 
displacement between the two surfaces is equal to the binding energy of the excited state.  
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The structure in the low energy PE spectrum suggests that electron emission is mediated 
by the specific modes of the neutral. This could be consistent with IR-mode specific emission 
from a DBS. However, it could also be compatible with electron emission from a valence state 
that lies close to the neutral and has a potential energy surface that is very similar to that of the 
neutral. The propensity rule associated with vibrational autodetachment from an anion excited 
state is to lose one quantum of vibrational energy,    Δv = −1, in going from the excited state to 
the neutral.69 As shown schematically in Figure 53, this vibrational autodetachment (in a 
harmonic picture) will then lead to specific electron emission energies that equal the vibrational 
frequency (i.e. ΔE = hve(v + 1) − hve(v) = hve), but offset by the binding energy of the state 
autodetached from.    
 The proposed mechanism accounts for mode-specific vibrational autodetachment from 
either the DBS or a valence resonance, either of which can be formed following initial 
excitation of the D1n state. However, nonadiabatic coupling of the final excited state of the 
anion to the neutral ground state must be large to leave the photoelectron signature observed. 
Let us first consider the coupling of a non-valence DBS to a valence ground state. 
 For there to be non-zero coupling, the vibrational mode must be of A1 symmetry, as the 
DBS state (and hence the corresponding continuum wavefunction) is totally symmetric (A1). 
The DBS is bound by the dipole moment of the neutral core, along the molecular C2 (z) axis, 
therefore any changes along this axis will modulate the binding energy of the DBS. The most 
active IR modes, v4, v8 and v9, are of B1, A1 and B2 symmetry, respectively. Displacement along 
these modes corresponds to changes of the dipole moment along the x (B1), z (A1), and y (B2) 
axes, respectively. It is expected that only the v8 mode, corresponding to CN symmetric stretch, 
would modulate the DBS binding energy and have a non-zero nonadiabatic coupling. This is 
supported by the finding of calculations performed by Dr Anastasia V. Bochenkova, which 
confirmed negligible couplings for only the v8 mode. Assignment of the v4, v8 and v9 IR 
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modes to the structure seen at low energy in the PE spectra, Figure 51, attributes the highest 
intensity peak at 60 meV to vibrational autodetachment from the v4 (B1) mode. Following the 
symmetry argument outlined above, the B1 mode is not expected to be the most active 
autodetachment mode from the DBS. Indeed, vibrational autodetachment from the DBS should 
yield only a peak corresponding to loss from the v8 mode at 167 – 27 = 140 meV. Further 
electronic structure calculations by Dr Anastasia V. Bochenkova suggested that vibrational 
autodetachment is more likely to occur from the optically dark 2A2 state, following internal 
conversion from higher lying resonances, 2B2 and 
2B1. Population of a low-lying state by 
internal conversion through a conical intersection from a valence resonance has been seen in 
quinone-derivative anions. An optimization calculation revealed the geometries of the 2A2 and 
X1A1 to be very similar, and indeed so are the respective potential energy curves. This can be 
rationalized through inspection of the natural orbitals in Figure 52. Both the 2A2 and X
1A1 
states are formed through removal of an electron from the CN π-bonding SOMO in the X2B1 
ground state. Therefore, relaxation from the anion geometry to the respective geometries of the 
2A2 and X
1A1 states will involve elongation of the CN bond.  
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Figure 54 Simulated photoelectron spectra for autodetachment out of the 2A2 resonance and 
averaged photoelectron spectra. The modelled spectra were calculated by Anastasia 
Bochenkova. 
 
Simulation of the autodetachment spectrum for the 2A2 ➝ X1A1 channel yields a 
spectrum dominated by the 0-0 transition at all excitation energies, shown in Figure 54. The 
different excitation energies were considered through changing the internal energy of the anion. 
The 0-0 transition was assigned to the dominant peak seen at 60 meV in the photoelectron 
spectra, while the broad peak around 140 meV is assigned to autodetachment from hot bands. 
The population of each mode was calculated as a function of internal energy, and it was found 
that the intensity of hot bands changed with increasing excitation energy. Furthermore, the 
simulated photoelectron spectra appear to explain a peak at even lower kinetic energy (e.g. 
around 10 meV). We note that some thermionic emission may be contributing to the low εout 
signal as the signal rises at very low εout.  
The density of resonances in nitrobenzene is reflected in the complex 2D PE and EEL 
spectra presented in this study. While we are certain that the structured low energy electron 
emission arises from mode specific electron loss, confident assignment of the final anion 
excited state that couples to the neutral ground state remains difficult. While the DBS of the 
nitrobenzene anion has been calculated and provides a reasonable explanation of the low 
energy structured spectra, it does not account for all features seen and is inconsistent with the 
expected non-adiabatic coupling between the DBS and neutral continuum. The low energy 
electron loss channel is in more convincing agreement with vibrational autodetachment from 
the 2A2 resonance, however, this is only the case for the 2D PE spectrum. The observed 
energetics of the 2D EEL spectra do not support proposed autodetachment from the 2A2 
resonance. 
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5.11.6 Conclusions 
 In conclusion, we have presented a detailed analysis of the origin of structure in low 
energy electron loss channels observed in both electron attachment and electron detachment 
spectroscopy. Specifically, we study this phenomenon in the nitrobenzene radical anion using 
2D EEL and 2D PE spectroscopy. The structure arises from vibrational mode specific electron 
loss from an excited state of the anion. High-level ab initio calculations show the emission 
requires the presence of valence resonances. Through comparison of the low energy channel 
measured in anion PE spectroscopy with the simulated photodetachment spectra, the specific 
modes that participate in electron loss can been assigned. Two interpretations of the origin of 
the structured emission have been presented, while emission from the 2A2 state, formed 
following internal conversion from higher lying resonances, is in excellent agreement with the 
PE spectra, the energetics measured by the EEL experiment contradict this interpretation. Our 
preliminary results demonstrate the invaluable additional insight that can be gained through 
complimentary spectroscopic techniques, and the caution one must exhibit in interpretation of 
indirect PE signal in complex molecules.  
 Probing the Dipole Bound State of a Novel Organic Anion 
5.12.1 Introduction 
 Non-valence electronic states of anions represent an important mode for electron 
binding, which is fundamentally different to that of typical valence anions. 70–73  In these, the 
excess electron is weakly bound by long-range charge-dipole, -quadrupole, or correlation 
interactions.  As a result, the non-valence orbital is very diffuse and localised away from the 
nuclear framework of the molecule. This is in stark contrast with valence-bound anions where 
the excess electron resides in molecular orbitals located on the molecular framework. The most 
studied non-valence anionic state is a dipole-bound state (DBS) in which the permanent dipole 
moment of the neutral is sufficient (> 2 Debye) to hold the excess electron in a sigma-type 
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orbital.74 While DBSs have been observed in many systems, either as ground or excited states, 
it is challenging to probe these states experimentally using PE spectroscopy. The difficulties 
arise from the presence of valence excited states that are able to outcompete formation and 
autodetachment from a non-valence state. Here, we explore the binding of a DBS in a 
specifically synthesised small molecule with a permanent dipole moment sufficient to host a 
DBS, and with no energetically close valence excited states. Small molecules are useful as they 
are tractable by high level electronic structure calculations. 
 Exotic anions can be made in situ in molecular beam, in electrospray ionisation 
processes, or by collision-induced dissociation.75 While it is well-known that ESI can lead to 
reactions and these ideas have been exploited in mass-spectrometry, the use of such reactivity 
has – to the best of our knowledge – not been exploited to generate anions with specific 
properties to be probed by spectroscopy. Here we generate an ESI-synthesised organic 
compound with a large dipole-moment that we probe by photoelectron spectroscopy and model 
using a complementary computational toolkit. We determine the structure of the compound 
through analysis photoelectron spectra and angular distributions. Further, we probe the DBS 
of the anion using 2D photoelectron spectroscopy and show a novel means of how this method 
can be used to determine the binding energy of the DBS. Using this interpretation, we calculate 
the binding energy of DBS to be ~30 meV.  
5.12.2 Methodology 
 The details of the experiment can be found in Section 3.1. Briefly, anions were 
produced by ESI of ~1 mM solution of tetracyanoethylene (TCNE) in methanol and 
acetonitrile.  
 All calculations were carried out using the QChem 5.0 computational package.35 Initial 
calculations of the neutral and anion ground states geometries of three mass-degenerate isomers 
were optimized using CAM-B3LYP/aug-cc-pVDZ level of theory. The geometries obtained 
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were verified to be global minimum energy structures by vibrational analysis. All energetics 
were corrected for zero-point energy. The photoelectron spectrum at 300 K was simulated 
using the ezSpectrum v3.76 A rigid shift was applied to the vibrational origins of all the bands 
to align with experimental values. 
 Additional EOM-IP-CCSD calculations were used to obtain Dyson Orbitals. Dyson 
orbitals were used to model the direct detachment channels for the anion using the ezDyson 
v4.77 EOM-EE-CCSD calculations were performed to find the VEEs of the anion excited states. 
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5.12.3 Gas-phase Synthetic Chemistry 
 
Figure 55 (a) The TOF mass spectrum of TCNE cosprayed in pure acetonitrile (MeCN), 
acetonitrile and methanol, and pure methanol (MeOH), shown in red, blue and black, 
respectively. Peak A corresponds to TCNE– and peak B to the product methyl-2,2-
dicyanoacetate (MDCA–). (b) Relative energies of the three isomers of the product formed 
following ESI. Geometric optimisations were carried out using CAM-B3LYP/aug-cc-pVDZ 
and were verified to be global minimum energy structures by vibrational analysis. 
 
 Figure 55(a) shows the TOF mass spectra for TCNE sprayed in pure acetonitrile, a 1:1 
acetonitrile:methanol mixture and pure methanol, respectively. TCNE– has a mass m/z = 128 
amu and is clearly seen when sprayed in pure acetonitrile. When ESI is performed in the 
acetonitrile:methanol mixture, additional peaks are present, while in methanol, only one peak 
m/z = 123 amu. The cyano-anion has been shown to be a readily formed fragment following 
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collisionally induced dissociation in ESI source. Although the fragment seen here is probably 
not formed by this route, the mass difference corresponds to the loss of two cyano groups from 
TCNE and their substitution with two oxygens and a methyl group, forming hydrogen cyanide 
as a by-product. Apparently, the reaction is very facile and proceeds with almost unit efficiency 
within our experiment.  
While the mass provides a chemical formula for the ESI-synthesised compound, in the 
present case, there are three isomers. The two cyano groups can be substituted on a single 
carbon or one on each carbon, with the latter having a cis and trans isomer. According to DFT 
calculations (Figure 55(b)), the isomer formed from substitution of the cyano groups on the 
same carbon, methyl-2,2-dicyanoacetate anion (MDCA–), is the most energetically stable. The 
other two geometric isomers lie more than 1.3 eV higher in energy. This large difference in 
relative energies between MDCA– and the other two isomers means that even at 300 K, the 
contribution of these isomers to the total anion packet at m/z = 123 amu is expected to be 
negligible. This conclusion appears to also be supported by the photoelectron imaging results 
below. 
Figure 56 shows the photoelectron spectrum of MDCA– taken at hv = 4.20 eV. From 
the PE spectra, the adiabatic detachment energy (ADE) and vertical detachment energy (VDE) 
of the anion can be determined. The ADE was found to be 3.60±0.10 eV and the VDE 
3.77±0.05 eV. Both are in excellent agreement with calculated values: DFT calculations predict 
values of 3.76 and 3.91 eV for the ADE and VDE, respectively. The higher-level EOM-IP-
CCSD calculation predicted a VDE of 3.81 eV. The ADE and VDE of the other two isomers 
are 3.27 and 3.72 eV, and 3.15 and 3.69 eV for the cis and trans isomers, respectively, 
calculated at CAM-B3LYP/aug-cc-pVDZ. 
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Figure 56 PE spectrum of MDCA– at hv = 4.2 eV with the corresponding PE angular 
distributions superimposed, shown as black and blue lines, respectively. The PE signatures of 
the physical quantities of the adiabatic and vertical detachment energies, ADE and VDE, are 
indicated by the red arrows on the PE spectrum. The Franck-Condon envelope, calculated using 
ezSpectrum v3 at 300 K, is shown as a red stick spectrum. 
 
 In addition to the above energetic arguments, further support for the assignment can be 
gained from the PADs, which contain complementary information about the electronic 
structure of the system studied.63,78,79 The experimentally determined anisotropy parameter, β2, 
is shown alongside the PE spectrum in Figure 56, determined by averaging the β2 values across 
the highest intensity region of the direct detachment peak. Over the kinetic energy range in 
which there is meaningful photoelectron signal, the PADs have broadly negative values of β2.  
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Figure 57 Plot of the experimental (circles) and computed (solid lines) β2 parameters as a 
function of eKE for the direct detachment channel of the three isomers of the ESI product. The 
lowest energy isomer, MDCA–, is shown in blue, while the cis- and trans-isomers are shown 
in green and blue respectively. The relevant Dyson orbitals are inset and follow the same colour 
scheme. 
 
The calculated PADs of the three isomers are shown in Figure 57. The higher energy 
cis- and trans-isomers both have broadly positive values of β2 over the experimental energy 
range. In contrast, MDCA– shows negative β2 values in the same energetic range in reasonable 
agreement with the experimental trends in PADs. In the present case, the PADs are a sensitive 
diagnostic of structure, as changes to positions of functional groups cause drastic changes to 
the electronic structure that directly determine the Dyson orbital.78 Negative values of β2 are 
broadly interpreted to arise from photodetachment from a molecular orbital with π-character. 
From simple inspection of the Dyson orbitals in Figure 57, it is not obvious why only one of 
the three isomers have negative computed PADs. All three isomers appear to have Dyson 
orbitals of predominantly π-character. However, consideration of the geometries of the isomers 
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gives insight into the physical origin of these values. Only the MDCA anion has a planar 
geometry, the methoxy groups are rotated out of the plane in the cis- and trans-isomers. PADs 
have previously been demonstrated to be extremely sensitive to the rotation of a substituent out 
of the π-plane. The modelled PADs for two conformers of para-ethyl phenolate demonstrated 
the sensitivity of PADs to subtle changes in geometry that introduce even partial s- or 𝜎-mixing 
in the Dyson orbital. 78 Taken together, the relative energies, photoelectron spectra and PADs 
provide a definitive assignment of the experimentally probed isomer.  
5.12.4 Evidence of a Dipole Bound State? 
Figure 58 shows a waterfall plot of the photoelectron spectra taken for MDCA– over a 
range of the photon energies, 3.70 ≤ hv ≤ 4.35 eV. The kinetic energy of the dominant peak at 
hv = 4.35 eV decreases proportional to the decrease in photon energy and ultimately can no 
longer be distinguished for hv < 3.80 eV. Photoelectron features that show such linear 
dependence on photon energy arise from direct photodetachment, in this case corresponding to 
photoelectron loss from the ground state of the anion to form the ground state of the neutral 
MDCA.  
 In addition to the direct detachment channel, there are a number of peaks apparent at 
low kinetic energy that do not show a shift in energy despite the varying photon energy. From 
Figure 58, it is apparent that the low energy part of the photoelectron spectrum does not bear a 
resemblance of a statistical (unstructured Boltzmann distribution) process as there are clear 
peaks in the spectrum at kinetic energies of 14, 66 and 126 meV. However, these peaks to not 
appear all at once and successively higher lying peaks become apparent at higher photon 
energies. 
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Figure 58 PE spectra of the MDCA– as a function of increasing photon energy. Low energy 
structured features that remain static in eKE space are highlighted. 
 
 From Figure 58, the spectrum at hv = 3.70 eV shows only evidence of the peak at 14 
meV. As the photon energy increases, we begin to see electron emission occur from the second 
(66 meV) and third (126 meV) peaks at hv = 3.75 and 3.80 eV, respectively. These channels 
remain visible at most hv but disappear at higher hv, with the 14 meV peak becoming 
indistinguishable at hv ~ 4.20 eV, followed by the peak at 66 meV at hv ~ 4.25 eV and finally 
the peak at 124 meV at hv ~ 4.35 eV. Hence, there is a limited photon energy window over 
which the specific low-energy peaks are visible. 
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Peaks at constant kinetic energy have been observed previously and assigned to 
autodetachment from resonances.2,66,80 Here, the fact that the peaks are narrow is suggestive of 
mode-specific vibrational autodetachment, which is common in the autodetachment from non-
valence states. Vibronic structure could also be seen in weakly-bound anionic clusters, where 
specific modes of the cluster essentially “shake” the non-valence electron off the cluster.36 In 
MDCA, the calculated dipole-moment (4.7 D) implies that a DBS will exist. To probe whether 
a mechanism involving valence to non-valence transitions is operable in MDCA, we have 
performed excited state calculations on the anion. These show that there are no excited states 
or resonances in the experimental range over which electron loss from modes of the DBS occur. 
The lowest-lying resonance has a calculated VEE of 4.35 eV with an oscillator strength of 8.5 
× 10−5 The observation of the vibronic structure at photon energies as low as hv = 3.8 eV is 
inconsistent with the calculated energy of the valence resonances and, therefore, the route to 
mode-specific electron loss from a DBS is not via such a process. Instead, the DBS could be 
directly photoexcited.   
Even though direct excitation of a DBS is expected to have a low oscillator strength 
because of the poor overlap between valence and non-valence orbitals, direct excitation has 
been clearly observed in many cases.81–85 In particular, mode-specific vibrational 
autodetachment has been accurately probed following resonant excitation using cryo-slow 
electron velocity map imaging as shown on a number of DBS and more recently a quadrupole-
bound state by the Wang group.86–88 Because the potential energy surface of the non-valence 
state and the neutral final state are essentially parallel, the vibrational modes resonantly excited 
in the DBS are to be similar to those in the neutral upon photodetachment and the Franck-
Condon factors between the DBS and the final neutral states are highly diagonal. As a 
consequence, vibrational autodetachment of the DBS to the corresponding levels of the neutral 
tend to obey the ∆v = –1 propensity rule.69 Moreover, the rate of vibrational autodetachment is 
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sensitive to the specific mode and Simons has provided the essential theoretical framework in 
which the nonadiabatic coupling can be calculated. In a zeroth-order picture, it is those modes 
that are strongly coupled to the non-valence that are facile in shaking off the electron. For a 
DBS, these are the modes that strongly modulate the dipole-moment of the neutral core – i.e. 
the IR active modes of the neutral. The strong coupling between the IR active modes and the 
DBS have been clearly shown in direct photodetachment from dipole-bound anions that show 
the IR active vibronic peaks in the photoelectron spectra. 
Based on the above considerations, we may anticipate that IR active modes of MDCA 
may be apparent in the photoelectron spectrum. Initial photoexcitation populates all the 
vibrational levels in the DBS with good Franck-Condon overlap between the initial anion and 
the neutral. This should lead to a broad spectrum as indicated by the direct detachment (Figure 
56) on which are superimposed autodetachment of the specific IR-active modes. As the DBS 
and neutral states are essentially parallel, direct excitation of the DBS vibrational levels will 
follow that of the neutral Franck-Condon envelope. That is to say that once the direct 
detachment leads to photoelectrons with significant kinetic energy, then we do not expect to 
be able to photoexcite the DBS. This is in agreement with Figure 58 which shows how the 
vibrational levels appear only when sufficient photon energy is present to directly excite them 
and that they subsequently disappear because the photon energy is above those vibrational 
levels of the DBS for which there is good overlap. 
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Figure 59 (a) The averaged photoelectron spectra across the low energy region and (b) the 
calculated IR spectra of MDCA. The grey shaded region in the PE spectra (a) denotes signal 
from direct detachment. 
 
The mechanism described above would lead to peaks in the photoelectron spectrum 
corresponding to the IR-active modes, but red-shifted by the binding energy of the DBS (see 
Section 5.11.4.1). To the best of our knowledge there is no experimental IR spectrum recorded 
for MDCA, however, it has previously been shown that the calculated vibrational spectra 
provide reasonable agreement with experiment (Section 5.11.4.1). Indeed, there are similarities 
seen between the calculated IR spectrum of MDCA and the low energy structured electron loss 
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channel, shown in Figure 59. When offsetting the energy of the calculated spectra, the three 
main vibrational modes correlate well with the observed peaks in the photoelectron spectra. It 
should be noted that, unlike the previous nitrobenzene case, MDCA does not have symmetry 
restrictions. As MDCA does not have symmetry governing non-adiabatic coupling of the DBS 
and neutral ground state, in principle any IR active modes may be able to have non-zero 
couplings. The difference in energy between the photoelectron spectra and the vibrational 
spectrum corresponds to the offset in energy between the potential energy surfaces of the DBS 
and the neutral ground state, which is equivalent therefore to the binding energy of the DBS. 
Following this method, we determine a binding energy of ~30 meV for the dipole bond excited 
state of MDCA−.  
As an aside, signatures of IR modes have also been seen in the direct photodetachment 
from DBS or non-valence states more generally. Bailey et al. observed weak redshifted features 
of the direct PE spectrum of the dipole-bound anion CH3CN
−, where the shifts amounted to the 
vibrational frequencies of the IR modes of CH3CN.
89 Their appearance was attributed to 
vibrational modes of the neutral that are strongly coupled to the non-valence state – i.e. IR 
active modes. Similar features have recently been observed in the non-valence correlation-
bound state of C6F6
−, where both IR and Raman modes could be strongly coupled.90 However, 
while this process similarly is based on non-adiabatic coupling between the dipole-bound 
orbital and specific vibrations, the mechanism presented here fundamentally differs as it is an 
autodetachment rather than photodetachment process. 
The above proposed scheme is a general feature of anion photoelectron spectroscopy 
near threshold as long as the neutral has a sufficient dipole-moment (or multipole and 
correlation energy). Surprisingly, however, to the best of our knowledge, these features have 
not been explicitly observed or explained in a clear picture. There may be several reasons for 
this. Firstly, typical anion photoelectron spectroscopy is not performed near threshold because 
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(i) detachment cross sections are small and (ii) the entire Franck-Condon envelope may not be 
apparent. With the application of SEVI, threshold effects have of course been seen and most 
notable exploited by the Wang group.83,86,88,91–93 Secondly, it is only through 2D photoelectron 
spectroscopy that such peaks stand out. Thirdly, resonant excitation cross sections to the DBS 
are typically small compared to direct detachment. In the present case, we appear to have a 
relatively large excitation cross section for the DBS, which may be a consequence of the large-
dipole moment that binds the DBS more strongly leading to better overlap between the valence 
and non-valence orbitals.   
5.12.5 Conclusions 
 In conclusion, we present a novel organic anion designed to have a large dipole 
moment, synthesized through solvent dependent electrospray ionisation source. Through 
photoelectron imaging we assign its structure and extract the intrinsic physical properties of 
the anion, and model them using ab initio methods. We propose an interpretation of the low 
energy structured emission consistent mode specific electron emission, with a new mechanism 
for the formation of a DBS.  
 Section C Conclusions and Outlook 
This section presented three studies in which the importance of non-valence states has 
been investigated, through PE spectroscopy and quantum chemistry calculations. The first of 
the studies presented a computational investigation of the strength of the anion-π bond, while 
the second two studies focused on investigating the prevalence of dipole bound states in anions.  
The anion-π bond study, Section 5.10, laid the foundation for understanding the 
components of this non-valence bond. Further computational work is underway and there are 
plans to explore the anion-π bond with complementary experiments. 
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The second study, Section 5.11, used 2D photoelectron spectroscopy and 2D electron 
energy loss to probe the electronic structure and dynamics of the nitrobenzene anion. The 
photoelectron signatures were unraveled using high-level quantum chemistry calculations. The 
results of the XMCQDPT2 calculations allowed interpretation of the structure low energy 
electron loss channel observed in both spectroscopic techniques. It was proposed that this 
emission is the result of mode specific vibrational autodetachment from the 2A2 state following 
internal conversion from resonances. While evidence of the dipole bound state of nitrobenzene 
was not seen, XMCQDPT2 was used to calculate the binding energy of a dipole bound state 
for the first time.  
In the final study, Section 5.12, a novel organic compound was synthesized by 
electrospray ionization. This anion was designed to have a large dipole moment and no low-
lying excited states of the anion, to allow the dipole bound state to be probed. The synthesized 
anion was characterized through modelling of its intrinsic physical properties with ab initio 
methods. Finally, a new mechanism was proposed to explain the low energy structured 
emission from the dipole bound state. 
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6 Conclusion and Outlook 
This thesis has presented a number of studies that have aimed to show recent advances 
and new challenges in anion photoelectron imaging.  
In Section A, the studies presented have shown the wealth of information that can be 
extracted from the photoelectron angular distributions of a molecular anion. However, there 
are still regimes in which this information is being lost. Most notably, it is not possible to model 
the photoelectron angular distributions for autodetachment channels from resonances. Within 
the studies presented, the photoelectron angular distributions have been demonstrated to be 
sensitive to the onset of resonance (see also Section A). However, if this current qualitative 
interpretation could be developed to be qualitative it would afford a new dimension of insight 
into resonances. Specifically, the ability to assign resonances based on their orbital character 
would be a major advantage over traditional EELS type experiments for which no such 
information is available. Additionally, developing methods to understand angular distributions 
into the time domain is be desirable to build on the work begun in Section A, and work toward 
a fully time-resolved photoelectron imaging model. 
The studies presented in Section B of the results have highlighted the benefits of the 
‘bottom-up’ approach to investigating the intrinsic dynamics of complex biological molecules. 
When going bigger there are still some limitations, both experimentally and computationally. 
The three dinitrobenzene (DNB) isomers have been probed by PE spectroscopy, however even 
these small, ‘simple’, mixed-valence systems have complex electronic structures and 
dynamics. Work is ongoing to unravel the PE signatures recorded for the meta- and ortho-
isomers computationally and for this reason, these experimental results were omitted from the 
thesis. Once the intrinsic dynamics of the para- and meta-DNB are understood, additional 
experiments that would build upon this project would be to incrementally add single water 
molecules to DNB anions to gain insight into how solvation affects the intrinsic dynamics. This 
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is desirable as it ties the findings of gas phase studies to the Marcus theory picture of ET in 
solution phase, demonstrating the importance of the ‘bottom-up’ approach. Specifically, as the 
donor/acceptor in the intervalence charge transfer (IVCT) are at the same energy, it is expected 
that a single water molecule will skew this balance. Additionally, for the delocalised cases 
(class III) in para- and ortho-DNB, addition of a water molecule is expected to localise the 
charge bringing the system to a less strongly coupled regime. These “bottom-up” studies should 
prove very useful to understand coupling in IVCT systems and how solvation affects the 
coupling. Furthermore, it would be of interest to study the ultrafast dynamics of IVCT, for 
which these studies lay the foundation. 
Finally, Section C discussed how low energy electrons inform about resonance 
dynamics and non-valence states. The resolution offered at low energy suggests that these 
features can be generally assigned offering new insight into autodetachment dynamics. 
However, we have shown that one should treat this with caution as it is not immediately clear 
at first glance whether the dynamics are originating from valence or non-valence states. This 
highlights the importance of computational chemistry as a means to understand the true 
photophysics. Performing 2D PE spectroscopy near the detachment continuum on specifically 
designed molecules, with large dipole moments without extensive delocalised π-systems, 
should offer insight into the IR active modes of the neutral molecule. Finally, in this section, 
we also showed how anion-π bonds could be measured and extending this to a wide range of 
anions (halogens, molecular anions, and multiply charged anions) as well as different anion-π 
bond acceptors is likely to provide a general physical chemists understanding of the nature of 
this interaction. To this end, we have started to perform the required computational work on 
the different halogens bonded to C6F6.  
 
