The aim of this article is to overview the problem of mean square optimal estimation of linear functionals which depend on unknown values of periodically correlated stochastic process. Estimates are based on observations of this process and noise. These problems are investigated under conditions of spectral certainty and spectral uncertainty. Formulas for calculating the main characteristics (spectral characteristic, mean square error) of the optimal linear estimates of the functionals are proposed. The least favorable spectral densities and the minimax-robust spectral characteristics of optimal estimates of the functionals are presented for given sets of admissible spectral densities.
Introduction
Periodically correlated processes are those signals whose statistics vary almost periodically, and they are present in numerous physical and man-made processes. A comprehensive listing most of the existing references up to the year 2005 on periodically correlated processes and their applications was proposed by Serpedin et al. (2005) . See also a review by Antoni (2009) . For more details see survey paper by Gardner (1994) and book by Hurd and Miamee (2007) . Note, that most of authors investigate properties of periodically correlated sequences while only few publications deal with investigation of periodically correlated processes. Note also, that in the literature periodically correlated processes are named in multiple different ways such as cyclostationary, periodically nonstationary or cyclic correlated processes.
linear functionals which depend on the unknown values of periodically correlated sequences and processes were studied in works by Dubovetska, Masyutka, Moklyachuk (2011 . These problems are natural generalization of the extrapolation, interpolation and filtering problems for functionals which depend on the unknown values of stationary processes and sequences.
In this article we consider the problem of optimal linear estimation of functionals θ ∈ ℤ which allows us to reduce the estimation problems for continuous periodically correlated stochastic processes to the corresponding problems for stationary vectorvalued sequences.
Formulas for calculating the mean square errors and spectral characteristics of the optimal linear estimates of the corresponding functionals are proposed in the case of spectral certainty where spectral densities of generated stationary sequences { , } j j ζ ∈ ℤ and { , } j j θ ∈ ℤ are exactly known.
The least favorable spectral densities and the minimax-robust spectral characteristics of the optimal linear estimates are found in the case of spectral uncertainty where spectral densities are not exactly known, but concrete classes of admissible densities are given. It is shown, for example, that one-sided moving average sequence gives the greatest value of the mean square error of the optimal estimate of the functional e A ζ . 
Periodically correlated continuous processes and generated vector-valued stationary sequences
Sequences (1) and (2) 
respectively, with the correlation functions 
We will use representations (3), (4) for finding solutions to the mean square estimation problems for continuous periodically correlated stochastic processes.
3. Hilbert space projection method of estimation of PC processes
Interpolation problem
Consider the problem of optimal linear estimation of the functional 
Making use the decomposition (3) of the generated stationary sequence { , } j j ζ ∈ ℤ and solutions of the equation
of two variables ( , ) k n , which are given by pairs (1,1), (2 1, 2 ) l l + and (2 , 2 1) l l + for 2,3,..., l = the functional can be represented in the form θ ∈ ℤ be such that the minimality condition is satisfied The minimality condition (6) is necessary and sufficient in order that the error-free estimation of unknown values of the sequence { , }
is impossible (Rozanov, 1967) .
Denote by 2 ( ) L f the Hilbert space of vector-functions
, which are integrable with respect to the measure with density ( ) 
has the following form
.
The mean square error of this estimate ˆi N A ζ is calculated by the formula
The spectral characteristic ( , ) h f g of the optimal linear estimate ˆi N A ζ for given spectral densities ( ), ( ) f g λ λ minimizes the value of the mean square error
The optimal linear estimate ˆi 
The second condition gives the formula for the spectral characteristic ( , ) h f g of the optimal 
Taking into account formula (8) and the derived relations (10), (11), the mean square error of the optimal estimate ˆi N A ζ can be calculated by the formula
where , ⋅ ⋅ is the scalar product in 2 ℓ , the block-matrix
Thus our results can be summarized in the following statements. For more details see article by Dubovetska and Moklyachuk (2012c).
Theorem 3.1.1 Let { ( ), } t t ζ ∈ ℝ and { ( ), } t t θ ∈ ℝ be uncorrelated PC stochastic processes such that the generated stationary sequences { , } j j ζ ∈ ℤ and { , } j j θ ∈ ℤ have spectral densities ( ) f λ and ( ) g λ , respectively, which satisfy the minimality condition (6). Let coefficients { , 0,1,..., } 
where
Extrapolation problem
It follows from the first condition from (17) that the functional e A ζ has finite second moment. The second condition provides compactness of operators defined further.
Let spectral densities ( ) f λ and ( ) g λ of the generated stationary sequences { , 
The optimal linear estimate ˆe A ζ of the functional e A ζ is determined by the formula (7).
For the problem of optimal linear estimation of the functional e A ζ based on observations of the process ( ) t ζ without noise we have the following statement, which is a corollary from Theorem 3.2.1. = is determined by elements
The optimal linear estimate ˆe A ζ of the functional e A ζ is determined by the formula (16).
Note that Kolmogorov proposed a method of solving the problem of interpolation of stationary sequence (i. e. finding spectral characteristic and mean square error of the optimal linear estimate of one missed observation of the sequence) using the Fourier coefficients of the function 1 f .
Theorem 3.2.1 shows that the Fourier coefficients of some functions from spectral densities can be used to find spectral characteristics and the mean square error of optimal linear estimates of functionals of stationary sequences for problems of extrapolation and interpolation based on observations without noise as well as on observations with noise.
The form of the spectral characteristics and the form of the mean square error of the optimal linear estimate are convenient for finding the least favourable spectral densities and minimax spectral characteristics of optimal estimates for the problems of extrapolation and interpolation based on observations without noise as well as on observations with noise.
To solve the problem of extrapolation of stationary sequences Kolmogorov (see also Kailath (1974) , Rozanov (1967) , Wiener (1966) , ) proposed a method based on factorization of spectral density. This method is suitable for solving problems of extrapolation based on observations without noise whereas Theorem 3.2.1 describes the method of solving problem of extrapolation based on observations with noise.
Let apply the method based on factorization of the spectral density to the problem of estimation of the functional from observations without noise. For more results see articles by Moklyachuk (1995 Moklyachuk ( ,1996 and book by Moklyachuk (2008) . 
The following result allows simplifying the problem of optimal linear estimation of unknown values of stationary sequence. Since the unknown values of components of singular stationary sequence has error-free estimate, we will consider the estimation problem only for regular stationary sequences.
The regular stationary sequence { , } j j ζ ∈ ℤ admits the canonical moving average representation of components (Kallianpur and Mandrekar, 1971; Moklyachuk, 1981) 
The spectral density ( ) f λ of regular stationary sequence { , Similar reasoning can be applied to find the optimal estimate of the functional
The following corollary from Theorem 3.2.3 holds true.
Corollary 3.2.2 Let { ( ), } t t ζ ∈ ℝ be a PC stochastic process such that the generated stationary sequence { , } j j ζ ∈ ℤ has spectral density ( ) f λ , which satisfy the minimality condition (13) 
The following theorem holds true. 
The mean square error of the estimate ˆf A ζ is calculated by the formula
A e h e f A e h e h e g h e d
The spectral characteristic ( , ) h f g of the optimal linear estimate ˆf A ζ for the given densities ( ), ( ) f g λ λ minimizes the value of the mean square error
The optimal linear estimate ˆf A ζ is a solution of the optimization problem (31). The classical Kolmogorov projection method (1992) allows us to find the spectral characteristic ( , ) h f g and the value of the mean square error ( , ) f g ∆ of the optimal linear estimate of the functional f A ζ on condition that the spectral densities ( ) f λ and ( ) g λ are known. In this case N N N N N N N N N N N N N 
The minimax-robust spectral characteristic 
