Remote sensing is a potentially important source of data for site-specific crop management, providing both spatial and temporal information. Remote-sensed data have been used in nitrogen application strategies to achieve optimal yield potential or grain quality. Our objective was to investigate and describe the use of repeated multispectral measurements and three-mode component analysis in order to interpret measurements on winter wheat grown at different plant densities and nitrogen application strategies. A multi-band spectroradiometer with eight different wavelengths was used three times during vegetative growth. The Tucker3 model was used for the three-mode component analysis (3MPCA). A comparative study of single reflectance wavelengths and selected calculated vegetation indices was performed. Results showed that the 3MPCA technique gave better separation of samples from different treatments than a single principal components analysis (PCA) using a single measurement day. Furthermore, vegetation indices seemed to perform better than single wavebands. The 3MPCA model is capable of extracting important structural information about measurement conditions and cropping history. The temporal repeated measurements provided additional information about average growth rate and possibly also irradiation conditions at the time of measurement.
Introduction
Spectral reflectance of leaves in both the visible and near-infrared wavelength area provides information on their structure and physiology. Thus, accurate spectral characterization at both leaf and canopy levels may potentially allow improved determination of plant physiological characteristics related to nutrient deficiencies and injuries caused by external stress factors such as pests and climate. For more than a century, scientists have tried to describe and quantify the relationships between canopy reflectance and plant physiological status (Shull 1929 , Mestre 1935 , Younes et al. 1974 . A number of spectral indices have been proposed for this purpose. These include individual reflectance factors, linear combinations of reflectance bands, two-band vegetation indices including normalized difference vegetation indices, soil-adjusted vegetation indices, nonlinear indices, perpendicular vegetation indices and derivative indices (Dusek et al. 1985 , Wiegand et al. 1991 , Peñ uelas et al. 1994 , Chen 1996 , Adams et al. 1999 , Datt 1999 , Daughtry et al. 2000 . These have been considered as a measure of vegetation density or cover (Dusek et al. 1985 , Daughtry et al. 2000 , light-use efficiency (Peñ uelas et al. 1994) , green leaf area index (Best and Harlan 1985, Dusek et al. 1985) , photosynthesis rate (Peñ uelas et al. 1994) , amount of photosynthetically active tissue (Wiegand et al. 1991) , chlorophyll and other pigment concentrations in the leaf or per soil area unit (Peñ uelas et al. 1994 , Datt 1999 , Daughtry et al. 2000 , canopy water balance (Peñ uelas et al. 1994) , chlorosis (Adams et al. 1999) and crop yield predictions (Wiegand et al. 1991) . A major problem with these spectral vegetation indices is that they are not independent of each other, but are strongly correlated (Schepers et al. 1996) . Hence, a spectral indicator cannot be uniquely related to a single plant physiological measure but instead interacts with several plant physiological factors. Ideally, a spectral measure should be highly sensitive to vegetation, and insensitive to soil background, irradiance strength and direction, and phenological stage. None of the spectral indices can fully meet these criteria (Jackson et al. 1983 , Wessman 1990 . Peñ uelas et al. 1994 showed the potential of using several spectral indicators simultaneously for discrimination between no-stress, water stress and nitrogen stress in sunflower leaves. Due to the interactions between the spectral measures and the plant physiological properties, factor analytical techniques have been used to perform data reduction and also, more importantly, to detect structures in the relationship between the spectral indicators in relation to single plant physiological parameters. These latent structures have also been used for discriminating between nitrogen application rate and water stress in winter wheat (Peñ uelas et al. 1994 , Filella et al. 1995 . Another similar way of revealing latent structures and performing data reduction is to use principal components analysis (PCA), summarizing all information in a two-way dataset such as sample number versus spectral reflectance bands, identifying the associated entities by means of a few components and describing the relations between these components (Wold et al. 1987 , Jackson 1991 .
This description of the relations between the spectral reflectance bands is an important feature, due to the known interactions between them. Furthermore, such full-spectrum techniques have an added advantage over current univariate methodology by making use of more of the available information in the analysis and because the inevitable appearance of outliers (samples which are either measured incorrectly or which are not similar to the remaining samples) in practical data analysis is much more efficiently handled. In most cases, factor analytical and principal components methods yield similar results, which is also reasonable in light of their close similarities. The properties of the canopy physiological status, and consequently the reflectance spectrum, change according to the growth and development of the crop (Filella et al. 1995) . The pattern of these spectral changes over time is closely related to the growth conditions (Wessman 1990) . Consequently, the changes in the spectral bands or indices, observed individually and/or in combination over a period of time, add valuable information when trying to distinguish between different growth conditions. However, when including time as an additional dimension, the dataset becomes a so-called three-way dataset. This means that rather than a (two-way) table of data as a function of sample and wavelength, a box of data is obtained as a function of sample, wavelength and time. For such data, ordinary two-way PCA analysis is not adequate. One type of 920 R. N. Jørgensen et al.
multimode equivalent to two-way PCA is the family of Tucker models proposed by Tucker (1966) . Techniques handling three-way datasets have developed rapidly over the last two decades due to advances in technology. The 3MPCA technique is an implementation of the most important Tucker model, namely Tucker3, and a potential tool for explorative data analysis searching for latent structures within empirical three-way datasets of canopy reflectance over time. It is also useful for quantitative analysis.
As an alternative to modelling the three-way data directly with a three-way model, one may be tempted to analyse three-way data after aggregating over one of the three factors (sample, variable, or measuring time), or by analysing all two-way datasets contained in the three-way dataset separately. However, it should be noted that such approaches do not offer an explicit description of the three-mode interaction in the data; hence they may lead to conclusions that are incomplete or impossible to interpret. The strength of 3MPCA is that it summarizes all information in a large three-way dataset in an efficient way by means of a few components, and describes the relationships present (Kroonenberg 1983 , Henrion 1994 .
This paper demonstrates the potential of the 3MPCA technique for revealing latent structures or hidden information within winter wheat canopy reflectance measured at three sampling dates. Based on eight broad reflectance bands within visible and near-infrared (VNIR), several indices from the literature were calculated and used in the analysis (see table 1 ). The explanatory power obtained by using reflectance bands or indices in 3MPCA will be compared to two-way methods and discussed. Tucker 1979 
Spectral reflectance measurements
Canopy reflectance was detected with a hand-held spectroradiometer fitted with a 20.8u field-of-view optics (CropScan MSR87, CropScan Inc., USA). The spectroradiometer was placed at its nadir position 1.9 m above ground for all canopy reflectance measurements. Eight medium broad bands ('10 nm) were used with centre wavelengths equal to 560, 650, 690, 740, 760, 810 , 900 and 970 nm. Both solar irradiation and crop/soil reflectance were measured simultaneously. Reflectance measurements were taken three times during the vegetative growth stages, on 15 (T 1 ), 22 (T 2 ) and 30 May (T 3 ), which correspond to growth stages (BBCH) 32, 41 and 51, respectively (Lancashire et al. 1991) . All data were collected with solar zenith angles ,40u from 1100-1300 h local time. Four separate measurements were made in each plot, representing measurement replicates. The data used in the analysis were the relative reflectance corrected for irradiation (referred to as reflectance data) and index data, which were selected indices calculated on the basis of reflectance data. Reflectance data for two different treatments at different dates (T 1 -T 3 ) are shown in figure 1. R. N. Jørgensen et al.
Data pre-treatment
2.3.1 Initial pre-treatment. Initial outlier control and detection of data with divergent behaviour were performed. All data were centred across reflectance wavelengths by subtracting the average of each variable from each sample. A PCA was then carried out on all data from each measurement day. The analysis was done in MATLAB using the PLS toolbox and additional programming providing an automatic procedure. In order to remove extreme outliers initially, the following approach was adopted. The median of the scores in principal component 1 (PC1) and principal component 2 (PC2) from each of the four measurement replicates was calculated. Each plot with the four replicate samples was evaluated separately. If the difference between one of the four scores in PC1 was more than three times the median of the scores in PC1, or if the difference between one of the four scores in PC2 was more than three times the median of the scores in PC2, the sample was regarded as an outlier. By using this method, 157 out of a total of 792 samples were regarded as outliers and left out of further calculation. No clear trend or explanation was found as to why these samples were outliers. However, the majority of the outliers were found within the first measuring campaign, with the lowest plant densities. Later on in the season the crop may to some degree smooth out these variations since the fraction of soil decreases. The means of the remaining data were calculated and represent the reflectance data used for analysis. The dimensions of the matrix were (i, j, k)5(66, 8, 3) in the first, second and third mode (M 1 ). The experimental plots are listed in the first mode (i). There are 1-66 plots, where 22 different treatment combinations of plant density and nitrogen application strategy are each represented three times (blocks). Each of the 66 observations in mode 1 is represented by eight variables (reflectance wavelengths), which is mode 2 (j). The variables were measured three times separated in time (T 1 -T 3 ). Those measurements are stacked 'behind' each other, giving the third mode (k) (figure 2).
For the comparative study, 10 indices used in the literature were calculated on the basis of the data in M 1 (table 1). These indices replaced the reflectance wavelengths, resulting in a data matrix with the dimensions (i, j, k)5(66, 10, 3) in the first, second and third mode (M 2 ). As shown in figure 2, mode 2 has been changed, so that the calculated index data are used as variables instead of the reflectance indices. There are 10 indices, which gives a slightly larger matrix.
Pre-processing of data.
It is necessary to pre-treat the data before the actual three-way analysis model is fitted (Harshman and Lundy 1984, Bro and Smilde 2003) . In this case, the data were centred across mode 1 (i) for each measurement date separately by subtracting the average of each variable from each sample. This centring will remove possible differences in offsets between the different variables and on different occasions, thereby focusing on the variation between the samples. To avoid differences in magnitude between variables dominating, scaling within mode 2 (j) was performed. The scaling factors were the inverse of the standard deviation (1/Sdev) from each variable.
Three-mode principal components analysis
A PCA can be considered a simplified form of the statistical factor analysis model, which is used to identify a relatively small number of factors (here principal components-PCs), which can be used to represent relationships among sets of Three-mode component analysis of wheat reflectancemany interrelated variables. In a PCA (used for PC extraction), linear combinations of the observed variables are formed. The first PC is the combination that accounts for the largest amount of variance in the data. The second PC is uncorrelated with the first PC and accounts for the next largest amount of variance. Successive PCs explain progressively smaller portions of the total sample variance. More details on PCA can be found in the literature (Jackson 1991) . Three-mode principal components analysis (3MPCA) extracts PCs from three directions (modes), which in this case presents the opportunity to make a model that includes the structural information caused by time in an efficient manner. The Tucker3 model has been chosen for the 3MPCA. This model is best seen as a way to generalize PCA to higher orders. Its usefulness rests in its capability to compress variation and extract structural information. The three-mode Tucker3 model used in this experiment is available in the N-way toolbox for MATLAB (Andersson and Bro 2000) . The threemode Tucker3 model with (P, Q, R) components in the first, second and third mode can be described as in Equation (1):
The element a ip is a typical element of the first mode component matrix A(I6P), which provides information on the interrelation of the first-mode entities (samples). The elements b jq and c kr are defined likewise for the second and third modes. A graphical representation of this Tucker3 model is given in figure 3 , where the residuals have been excluded for the sake of brevity. In standard two-way PCA, the model is made up of rank-1 contributions such as score 16loading 1, score 26loading 2, etc. Hence, there are no interactions such as score 16loading 2. The Tucker3 model is unusual in the sense that it does allow such interactions. All loading vectors in one mode interact with all loading vectors in the other modes, and the strengths of these interactions are given in the core array. The presence of the core array also allows the number of components to differ in each of the three directions. The numbers of components are called P, Q and R, respectively. In the usual case of orthogonal component matrices A(I6P), B(J6Q) and C(K6R), the three-mode core array G (P6Q6R) directly reflects the importance of the interaction between factors. For example, if the element g 121 is high compared with other elements of G, then the combination of the first loading vector in mode one, the second in mode two and the first in mode three is important. This is a complicating property compared with PCA but it is attractive because it makes it possible to model different complexities in the different modes. For example, it may happen that only two phenomena can be distinguished in the time mode, whereas four can be distinguished in the spectral mode. This would imply that several spectral phenomena were present but that these varied in a similar way over time. Statistically, the squared element, g 2 pqr , reflects the amount of variation explained by the factor p, from the first mode, factor q from the second mode and factor r from the third mode. The interpretation of the Tucker3 model is similar to the interpretation of PCA models. Within each mode, the loadings can be interpreted through line and scatter plots in the same way as for PCA models. However, when comparing loadings from different modes, some attention needs to be paid to the core array. Usually, scores and loadings from a PCA are simply overlaid to form different types of bi-plots (Gabriel 1971) .
From such a bi-plot it is possible, for example, to see that some samples are characterized by high amounts of certain variables when located far from the centre in the same direction. Such a conclusion uses a combined interpretation of scores and loadings. This is not immediately possible in the Tucker3 model because the magnitude of a direction is given by the core array. Thus, even though, for example, some samples appear in the direction of certain variables, this may not imply that the samples have high amounts of these variables. This is only the case if the corresponding core elements are high.
It is important to choose a model with a reasonable number of PCs in all directions, because too many PCs result in over-fitting (modelling noise), whereas too few components lead to under-fitting (lack-of-fit). A plot of explained variation for all combinations as a function of model dimensionality can sometimes provide sufficient guidelines for picking a reasonable model in line with the use of scree plots for PCA (Cattell 1966) . However, clear rules for choosing the right model are not available. The Tucker3 model has not been used before within this field of research, but there are numerous examples within chemometrics (Gemperline et al. 1992 , Henrion et al. 1995 , Barbieri et al. 1999 .
Results and discussion
The interesting feature of 3MPCA is that it can extract additional information about a third dimension; in this case the importance of time. However, a PCA can be performed for comparison using, for example, the data from the last measurement day (T 3 ). By doing a PCA model on T 3 only, all information on time or history is excluded from the model.
Initial PCA on data from the last measurement day (T 3 )
The optimal number of PCs was found by studying the so-called eigenvalues of the covariance matrix of the data (scree plot). These eigenvalues are proportional to the amount of variance explained by the components (figure 4). The eigenvalues were plotted against PC number for the two models using either M 1 (left) or M 2 (right) data.
It was straightforward to decide, on the basis of figure 4 , that three components was the optimal number when M 1 was used in the PCA. However, when M 2 was used, it could be either two or three PCs. The third PC accounts for more than 5% of the variation in M 2 , so it was decided to include it in the PCA model in order not to risk accidentally missing important information. The PCA model with three PCs explained 98.7% and 98.9% of the variation in M 1 (T 3 ), and M 2 (T 3 ), respectively. The score and loading plots can be seen in figure 5 .
The different positions of the samples in the scores plot must be due to the different N treatments, and thereby the varying canopy reflectance. The three replicates are placed in the same area, which indicates that a block effect is not significant. However, there is a relatively high degree of mixing between the different treatments, which makes interpretation of the model difficult. It appears as if the samples are spread from left to right in PC1, according to N supply, which could be an indication either of increasing biomass and/or of canopy chlorophyll density. The loadings in figure 5(c) are located in two groups, the visible wavelengths (560, 650 and 690 nm), which were negative on the first loading, and the near-infrared (NIR) wavelengths (740, 760, 810, 900 and 970 nm), which are positive in the first loading. High NIR reflectance, thus, seems to be correlated with high N input, which is an indication of a dependence on biomass (e.g. grams green biomass m 22 ). This is supported by the fact that at 560, 650 and 690 nm, reflectance is getting smaller with an increasing supply of N. PC2 accounts for 26.4% of the structural variation in M 1 ( figure 5(a), (b), (c) ), which indicates that it is quite important. It is essential to note that samples receiving 0 kg N ha 21 fall in the same 'group' as samples supplied with 200 kg N ha 21 in PC2. The reason for this is not clear. The loadings are all positive in PC2 (figure 5(c)), with the visible wavelengths more important than the NIR wavelengths. The visible colour of the canopy is mainly controlled by chlorophyll concentration, which could be the dominant physiological factor in PC2. Comparing figure 5(a) and 5(b), overlap between an LD and an HD sample is quite considerable; although there was a tendency to move samples up and to the left when the plant density was higher. This fits very well with the interpretation made so far, because the HD samples have a higher biomass (samples move left in the scores plot) and the canopy chlorophyll density per square metre of soil is increasing. However, there is no linear connection between biomass increase and chlorophyll concentration in the leaves, because a relatively bigger biomass results in a dilution of chlorophyll due to limitations in N supply (Dreccer et al. 2000) .
The interpretation of the PCA model made on the basis of indices (M 2 ) was performed in a similar way as that described above ( figure 5(d ) , (e), (f )). PC1 represents 85.4% of the variation, which is a significant increase compared to the PCA using wavelengths. The creation of the indices is known to reduce some of the noise coming from sources such as soil reflectance and irradiance solar angles. Despite that fact, it is still necessary to use three PCs in order to describe the systematic variation. The loadings are placed in two main groups. The first group consists of DVI, NDVI, SAVI, MSAVI2 and RDVI. These are all constructed using different combinations of red (690 nm) and NIR (810 nm) wavelengths, but the different combinations do not essentially change the explanatory power compared with using the actual measurements (M 1 ). The other group is represented by GNDVI, D-chl-ab and REIP. The two first indices, GNDVI and D-chl-ab use green and NIR in different combinations, and here again no improvement in explanatory behaviour due to change variables was detected. REIP is grouped together with GNDVI and D-chl-ab because these are all strongly positively correlated with canopy chlorophyll density. The loading for GRVI is placed very distinct from the rest of the indices. This index uses only red and green wavelengths, which gives information about the visible colour of the canopy only, but is very poor at detecting when biomass increases because of overlapping leaves. Thus, GRVI mainly contains information on chlorophyll content or canopy soil cover, but relatively little information on canopy biomass. An interpretation of scores and loadings together support the impression that PC1 is related to biomass and PC2 to chlorophyll concentration. The position of the scores representing the samples receiving N at N 2 can be explained by the interpretation of PC1 and PC2. Plant growth was depressed until the N was applied at N 2 , which results in relatively low biomass and chlorophyll concentration compared with treatments receiving N at N 1 . The distance in time between N 2 and T 3 is 28 days, which may be sufficient to take up the applied N and catabolize chlorophyll-creating a high chlorophyll concentrationbut insufficient time to produce the lack of biomass compared with the plots receiving N at N 1 only. There is still a high degree of mixing of different treatments comparing the PCA score plots of M 1 and M 2 , especially between samples receiving N at N 1 only and samples receiving N at N 2 . At the time of application, the measurements look similar, but the N application history can properly differentiate between the samples. This is tested in the following sections.
3MPCA analysis using Tucker3
In the same way that it was important to find the right number of PCs in the PCA, it is equally important to find the optimal factor dimension of the Tucker3 model to prevent over-parametrization and, in an explorative study such as this one, especially to avoid leaving out relevant information. The optimal factor dimension in the two models using either M 1 or M 2 was decided on the basis of a graph created 928 R. N. Jørgensen et al.
by plotting explained variation in M 1 or M 2 with combinations sorted successively as a function of the Tucker3 model dimensionality ( figure 6 ). For each model, the first number is the number of factors in the first mode, the second indicates the second mode, and the third number the third mode. The model with the last clear increment in explained variance is usually the one of interest. Figure 6 shows that suitable dimensions of the Tucker3 models are (2, 2, 2) and (3, 3, 2) for M 1 and M 2 , respectively. The numbers in the brackets represent a suitable number of factors in each mode. It must be remembered that the Tucker3 model (2, 2, 2) for M 1 explains approximately 91% of the total variation, compared with approximately 96% for the Tucker3 model (3, 3, 2) modelling M 2 . Evaluation of calculated eigenvalues, for each mode separately, seems to support the choice of model dimension (not shown).
Interpreting Tucker3 model on reflectance wavelengths data (M 1 ).
The number of factors chosen for the Tucker3 model determines the dimension of the core. The core contains all information on the interdependence of the factors as well as the amount of variance captured by each combination. Table 2 shows the explained variation (sum of squares) of the core. The index elements refer to the combination of factors used to explain the observed variation. The index elements are listed according to their importance for the model, and for the sake of clarity only the first six combinations for the two models are presented. These include the most important combinations (largest absolute core values). The first three interactions are interpreted in detail in the following sections because these three core entries represent all the major variation in the model (percentage captured altogether).
3.2.1.1 Interpreting core entry (1, 1, 1) . By definition, the component combination (1, 1, 1) explains the highest amount of variation. It can be seen in table 2 that the first combination explains 78.7% of the variation in M 1 . The loading plots modelling M 1 using Tucker3 are shown in figure 7 . The third mode loadings are shown as lineplots (versus time) rather than scatter plots, to better visualize the development over time. The best initial method for interpreting the results of a Tucker3 model is by using core data and the loading plots together. Because of the three-dimensional structure of the dataset and the rotational freedom of the core, all structural data are called loadings (Lds) no matter what the mode. This is different from a normal PCA, where the standard terminology is 'scores' (see §3.1). The position of the loadings cannot be directly compared and interpreted between modes, because of the rotational freedom of the core. The basic rule for interpreting these plots is that loading plots within a mode can be assessed as in normal PCA models, as explained previously. Hence interdependence of, for example, wavelengths can be assessed. Comparing variables and samples is, however, not directly possible. In order to assess how much a sample with a high score on loading 1 is governed by different variables, the core array has to be taken into account. If, for example, sample loading 1 has a high core value on variable loading 2, then the associated variation of sample loading 1 is primarily a function of variable variation in loading 2. Often only a few core values are of high absolute magnitude. Hence the more complicated joint interpretation is usually eased considerably.
The first entry to be investigated is the one with the index of elements (1, 1, 1), which means that it is Ld1 in mode 1, mode 2 and mode 3 that is used. This is the most important variation, as it accounts for 79% of the variation. Figure 7(a) and (b) show the relation between loadings in factor 1 (Ld1) and loadings in factor 2 (Ld2) in mode 1 for samples with LD and HD, respectively. The canopy is supposed to differ in reflectance pattern due to the different treatments applied to the plots. The tendency, in interpreting the plots, is that Ld1 in mode 1 separates the samples according to the amount of N received, at least if the plots receiving N at N 1 are evaluated. This could be a result of increased biomass production with increased N supply. The loadings representing the wavelengths in Ld1 in mode 2 (figure 7(c)) are again, as in two-way PCA, separated into two groups; visible and NIR, respectively. High N supply correlates with high NIR and low visible reflection, while low N supply correlates with relatively low NIR and high visible reflection. This implies that increasing N supply (Ld1, mode 1) enhances the NIR reflectance by increased scattering and by lowering the visible reflection due to increased pigment absorption per area unit soil, also called canopy chlorophyll density (Ld1, mode 2). This observation fits very well with the general opinion regarding increasing biomass or canopy chlorophyll density compared with spectral reflectance behaviour.
The loadings in mode 3 describe the structural differences in reflection between measurement days T 1 , T 2 and T 3 . Ld1 in mode 3 seems almost constant over time,
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but this could be due to the scale of the axis (figure 7). Relative measures of Ld1 and Ld2 in mode 3 are presented in figure 8(a) . Figure 8(a) illustrates the possible connection between relative average irradiation and relative Ld1 in mode 3. There is not a perfect match between irradiation and Ld1, but it seems that the average irradiation has some influence. This is especially seen in modelling M 1 , and suggests that reflectance spectra are sensitive to varying irradiation conditions. It has been proved that measurement conditions such as cloud cover can influence canopy reflectance measurements and it has also been stated that indices are less sensitive than reflectance wavelengths (Lord et al. 1985 , Petersen 1989 .
3.2.1.2 Interpreting core entry (1, 2, 2). The core entry (1, 2, 2) supplies the model with additional 14.08% of the total explained variation. Ld1 mode 1 was used and interpreted above. It is interesting to note that it is apparently the same basic type of variation in the samples (mode 1) that manifests itself in different ways (Ld1 and Ld2) in modes 2 and 3. Such a phenomenon cannot be modelled with two-way PCA, where interactions of components are impossible by construction. In Ld2 mode 2, all variables were varying in the same direction with the visible wavelengths as the ones with the most weight. Variable 740 seems to behave differently from the other reflective band variables in both figure 5 and figure 7. This may be because variable 740 represents the reflectance from 740¡5 nm, which is close to the transition zone between minimal and maximal reflectance of a canopy, also called red edge. It is difficult to tell what distinguishes the variables in Ld2 mode 2, but it seems that the distinction is related to the applied plant density treatment, because in general LD treatments are placed above HD treatments.
Ld2 mode 3 seems to behave in a very interesting way. Figure 8( b) illustrates the connection between relative average biomass and Ld2 mode 3 for models using M 1 and M 2 , respectively. It is evident that Ld2 is closely linked to average biomass at the different measurement days and figure 8(b) could be a description of growth rate, which is an important parameter when estimating N status.
3.2.1.3 Interpreting core entry (2, 2, 1). The core entry (2, 2, 1) contains 6.98% of the total structural information in the core. It is a rather small part of the total structural information. However, there are some interesting effects in Ld2 mode 1, which should be mentioned. The initial observation to make is that loadings representing samples with no N supply are placed very oddly compared with the position of the other samples. According to this, samples receiving 0 and 200 kg N ha 22 should almost have the same impact in Ld2 mode 2 with respect to this factor. A suitable explanation could be that the model has difficulties due to a high degree of soil reflectance, because of sparse canopy cover. However, if the samples without N supply are excluded, there is a tendency to higher Ld2 with higher N supply when looking at samples receiving N at N 1 only. The samples receiving N at N 2 are relatively clearly separated from the N 1 samples, with lower values looking at Ld2. This could be due to relatively low biomass according to Ld1, because of a low growth rate in the early growth stages due to limited N supply and at the same time high N content due to a massive N application 2 weeks before T 1 . The plants are able to increase the chlorophyll content in their leaves, but cannot catch up with the biomass production of the plants receiving the same amount of N at N 1 only (data not shown). 932 R. N. Jørgensen et al.
Interpreting Tucker3 model analysed on indices (M 2 )
. It has been observed that indices can have an effect compared with single wavelengths on the ability to correlate spectral data to canopy physiological variables (Datt 1999 , Daughtry et al. 2000 . For that reason, it is interesting to investigate whether the indices have any effect on the degree of structural information included in the Tucker3 model and the ability to separate different growth conditions over time.
3.2.2.1 Interpreting core entry (1, 1, 1) . The initial results of the Tucker3 analysis of M 2 are presented in figure 9 and table 2. A very high degree of the total structural information (91.94%) is contained in the core entry (1, 1, 1) . Note that such a high percentage of variation explained does not in itself imply that either the model or the data are better than the model of M 1 . Other reasons for a high amount of variation can, for example, be that important and/or irrelevant variation has been filtered out by the transformation of the variables. Figure 9 (a), (b) indicates that a more clear and linear separation between treatments has occurred in Ld1 mode 1 compared with that shown in figure 7(a), (b). In particular, the plants receiving 0 kg N ha 22 appear to be more logically placed relative to the position of the rest of the samples. This is an effect of the indices' better ability to predict plant physiological variables under sparse canopy cover compared with wavelengths, by minimizing the effect of soil reflectance. Further interpretation of mode 1 indicates that Ld1 possibly explains canopy chlorophyll density. Comparing figure 9(a), (b) suggests that the effect of plant density was separated more elegantly in contrast to figure 7(a), (b).
There is a clear separation in Ld2 between samples receiving N at N 1 only and samples with N supplied at N 2 ( figure 9(a), (b) ). The measurements were performed during a 3-week period starting 2 weeks after the last N application. Thus, if the above interpretation is correct, the position of the loadings in the plot can be explained as plants with relative low biomass and high chlorophyll concentration. The late N application leads to a low growth rate until the second N application. When the N is supplied, rapid formation of chlorophyll may be achieved before a significant formation of biomass.
The position of the loadings in Ld1 mode 2 in figure 9(c) can be investigated according to the loadings in mode 1. All the samples behave the same way in Ld1, with GRVI being of least importance, followed by TVI and NDVI. The rest of the indices seem very equal in Ld1, which indicates that they contain similar information with respect to Ld1. Thus, if Ld1 mode 1 describes canopy chlorophyll density, GRVI should be less well correlated to it compared to the rest of the samples. It is a reasonable assumption, because GRVI are constructed on the basis of green and red wavelengths, which are very weak at high plant cover.
3.2.2.2
Interpreting core entry (2, 3, 1). The second most important core entry explains an additional 2.5% of the variation by using the combination (2, 3, 1). By inverting Ld2 mode 1 and Ld3 mode 2, a possible explanation of the position of the loadings can be made (figure 9). Ld2 mode 1 gets higher when comparing LD and HD samples and loadings representing late application of N (N 2 ) are higher compared with samples receiving N at N 1 only. This is mainly a consequence of higher REIP and lower GRVI in Ld3 mode 2. Those observations indicate that the samples differ according to chlorophyll concentration, and REIP and GRVI are the indices with the highest relation to chlorophyll concentration. There is a close positive linear relation between loadings in Ld2 mode 1 and N supply for samples receiving N at N 1 only. Plots with LD have a higher N concentration than HD plots (data not shown), which is a consequence of dilution. This is directly related to chlorophyll concentration, which is diluted because of relatively high biomass production. If this is true, plots receiving N at N 2 have a relatively high chlorophyll concentration. This is consistent with the above interpretation in §3.2.1.
The position of the rest of the loadings, representing the indices in figure 9(c), indicates that some of them are very similar, as indicated already in §3.1. Comparing figure 5(f) and figure 9(c), it appears that it is the same indices that are grouped together, and therefore these contain the same structural information. This is known to be true for SAVI and the further developed MSAVI2 and GNDVI, which are closely related to D-chl-ab.
Conclusion
The distribution of the scores in the scores plots in mode 1 were improved considerably using Tucker3 compared to the scores plots based on a normal PCA with data from only the last measurement day. By improvement it is meant that loadings from different treatments were much more clearly separated and, as a consequence, were easier to interpret. This observation was most significant when indices were used in 3MPCA. This analysis was able to separate samples with 934 R. N. Jørgensen et al. different amounts of N applied, samples receiving N at various application times and, to a certain extent, samples with different seeding rates. The distribution of the loadings in mode 2 representing the reflectance wavelengths is difficult to interpret in all models. However, in all cases, mode 2 seems to be related to chlorophyll concentration. NIR or visible wavelengths could be removed without loss of structural information and perhaps other wavelengths could be included to improve the span between loadings. The same observation was made using indices. SAVI and MSAVI2 act in a very similar way and one of them could be omitted in future studies.
The analysis described using 3MPCA to supply additional information about cropping history and possibly also measurement conditions. The supplementary structural information from mode 3 provides knowledge about average growth rate and irradiation conditions at the time of measurement. The cropping history is very important when future events such as grain protein content and grain yield are predicted. 3MPCA is a sensible first step in the creation of a model capable of predicting future variables. However, it is important to verify the different effects influencing the 3MPCA model before creation of a prediction model based on, for instance, multi-linear partial least-squares regression (N-PLS; Bro 1996) .
