Recently, some iterative algorithms have been provided for identifying H-matrices, but most of these methods need to take an arbitrary parameter ε into account, and it seems hard and complicated to decide the optimum value of ε. In this paper, we propose an improved non-parameter algorithm, which is always convergent in finite iterative steps for H-matrices and needs fewer number of iterations than earlier ones, the new method is also suited for reducible case. Several numerical examples for the effectiveness of the proposed algorithm are presented.
Introduction
Let A = (a i j ) be an n × n complex matrix, N = {1, 2, . . . , n}, and N 1 (A) = {i | |a ii | > j =i |a i j |, i ∈ N } = φ. When N 1 = N , A is called a strictly diagonally dominant matrix, and if there exists a positive diagonal matrix D such that AD is strictly diagonally dominant, then A is called a generalized diagonally dominant matrix (GDDM). Here, we denote the set of all such positive matrices D by D A .
Next, we define the comparison matrix of A, µ(A) = (α i j ), by
If the eigenvalues of µ(A) have positive real parts, we call µ(A) an M-matrix. We say that A is an H-matrix if and only if µ(A) is an M-matrix. As we can see, every H-matrix defined above is non-singular, and A is an H-matrix if and only if A is a generalized diagonally dominant matrix.
It is well-known that H-matrix plays an important role in many fields such as analyzing the convergence of iterative methods, or the stability of control systems etc. Recently, some iterative algorithms in [1] [2] [3] [4] [5] [6] [7] have been provided for distinguishing H-matrices, but most of these methods need to introduce a parameter ε, the presence of ε may increase the number of iterations, it also seems complicated to decide the optimum value of ε. In this paper, we propose a new convergent algorithm for H-matrices, which can eliminate the arbitrary parameter ε and needs fewer number of iterations than earlier ones, our new method is also suitable for reducible matrices.
We will use the notations as follows: Let n be a natural number. Then we denote N the set {1, 2, . . . , n}, C n×n the set of complex n × n matrices, R n×n the set of real n × n matrices.
Let A ∈ C n×n . Then we denote
the principal submatrix of A, whose rows and columns are indexed by γ ⊂ N , R i (A) the modular sum of non-diagonal entries of ith row, i.e. j =i |a i j |,
and when all the diagonal entries of A are non-zero, then we have R i (A) = α i + β i . It is obvious that, A is not an H-matrix when a ii = 0 for some i ∈ N . Therefore, we always set a ii = 0 for all i ∈ N in the following.
The algorithm
Ojiro et al. in [1] proposed the following iterative algorithm, where the ith column vector of matrix A was denoted by a i , t i =
Input: a given matrix A = (a i j ) ∈ C n×n .
1. if N 1 (A) = φ or a ii = 0 for some i ∈ N , 'A is not an H-matrix', stop; otherwise, 2. if t i = 0 for all i, 'A is an H-matrix', stop; otherwise, 3. set t l = min 1≤i≤n t i for t i = 0, 4. compute a l = t l a l , 5. set A = (a 1 a 2 . . . a l−1 a l a l+1 . . . a n ), 6. normalize lth row of A by a ll , 7. compute t i , i ∈ N , 8. if t i ≤ 1 for all i and at least one i is strict, 'A is an H-matrix', stop; if t i ≥ 1 for all i, 'A is not an H-matrix', stop; otherwise, 9. set A = A , go to step 3.
The drawback of Algorithm A is that when A is a reducible matrix, it may give a false answer (see Example 4.1 in [2] ), Li et al. in [2] proposed the following improved algorithms to conquer this drawback.
Algorithm B.
For a given complex matrix A = (a i j ), a ii = 0, i ∈ N .
A is a GDDM', stop; otherwise, 3. if t i = 0 for some i ∈ N , remove the ith row and ith column vectors from matrix A, i.e., A = A[N \{i}], otherwise, 4. if t i ≤ 1 for all i ∈ N , go to Algorithm B ; if t i ≥ 1 for all i ∈ N , 'A is not a GDDM', stop; otherwise, 5. let min i∈N t i = t i 1 ≤ t i 2 ≤ · · · ≤ t i n = max i∈N t i , and k = 1, 6. for k, compute
where ε is a positive parameter, 7. if k < n, k = k + 1, go to step 6, otherwise, go to step 1.
Algorithm B .
For a given complex matrix A = (a i j ), a ii = 0, and
Here is a small problem. If t i = 1 for all i ∈ N , for example,
but as all the cases in Algorithm B cannot be satisfied, Algorithm B will not stop. In fact, replace step 4 of Algorithm B with "if t i ≥ 1 for all i ∈ N , 'A is not a GDDM', stop; if t i ≤ 1 for all i ∈ N , go to Algorithm B , otherwise", may be better.
Another problem is that the presence of ε may increase the number of iterations or lead to a possible failure of the algorithm, and it also seems complicated to decide the optimum value of ε. Actually, we can eliminate the arbitrary parameter ε in Algorithm B, and easily prove that the improved algorithm is still correct.
Next, to overcome the above drawback, we provide a new non-parameter algorithm for H-matrices, which can reduce the number of iterations of Algorithms A and B.
Algorithm C.
Input: a given matrix A = (a i j ) ∈ C n×n . Output:
, where
6. compute A = AD, 7. set A = A , go to step 1, 8. if N 0 (A) = φ, 'A is an H-matrix', stop; otherwise, 9. for some i ∈ N 0 (A), j ∈ N \N 0 (A), if a i j = 0, set N 0 (A) = N 0 (A)\{i}, go to step 8, otherwise, 'A is not an H-matrix', stop.
Remark. As r = max i∈N 1 (A)
so this algorithm can have fewer number of iterations than Algorithms A and B, though some simple computations may be added.
Here, we first give the following lemma and corollaries to explain the correctness of Algorithm C.
Lemma 2.1. If A = (a i j ) ∈ C n×n can be transformed into the form
where P is a permutation matrix, then A is an H-matrix if and only if A 11 , A 22 are all H-matrices.
Proof. As A can be transformed into the form
where µ(A) is the comparison matrix of A, and let
Because the permutation matrix P satisfies P −1 = P T , we have 
Then, in the following we explain that Algorithm C is correct, if Algorithm C terminates after a finite number of iterations, from the algorithm we know that there are four cases. In the first case, N 1 (A) = φ, we can easily obtain that A is not an H-matrix by the definition; in the second case, N 1 (A) = φ and N 2 (A)\N 0 (A) = N 2 (A) = φ, it is obvious that A is an H-matrix by the definition; in the third case, a i j = 0 for any i ∈ N 0 (A), j ∈ N \N 0 (A), from Corollary 2.4, we know that A is not an H-matrix; in the forth case, α i = 0 for all i ∈ N 2 (A), from Corollary 2.5, we can directly get that A is not an H-matrix.
Next, we give the theoretical analysis of Algorithm C as a criterion for H-matrices by the following theorem.
Theorem 2.6. Matrix A = (a i j ) ∈ C n×n is an H-matrix if and only if Algorithm C stops after a finite number of iterations by producing a strictly diagonally dominant matrix.
Proof. In order to legibly explain the iterative process, we replace A and A with A (m−1) and A (m) , where m is a step number. Sufficiency: Suppose that Algorithm C terminates after m iterations by producing a strictly diagonally dominant matrix, which is the second case we discussed above, then we obtain a strictly diagonally dominant matrix A (m) =
is a positive diagonal matrix. Thus, A is an H-matrix.
Necessity: Let A be an H-matrix. For notational convenience, we assume that A is a non-negative matrix. By way of contradiction, suppose that Algorithm C does not terminate after a finite number of iterations. From Algorithm C, we have
is a positive diagonal matrix, as the diagonal elements of all D (k) (k = 1, 2, . . . , m − 1, . . .) are no more than 1, it is obvious that
≥ · · · ≥ 0, that means, the infinite matrix sequence {A (m) } is bounded and monotone decreasing, then we have lim
· · · is a positive diagonal matrix. Next, we want to prove
By using the way of contradiction again, we assume that lim m→∞ N 1 (A (m) ) = φ, then r < 1 and there exist some i and ε 0 such that
From Algorithm C, we have
ii − ε 0 . Note that ε 0 is positive and therefore
ii > a (2) ii + ε 0 > · · · > a that means, B is not an H-matrix. On the other hand there exists a positive diagonal matrix F such that AF = B(E −1 F) is strictly diagonally dominant. We know that E −1 F is still a positive diagonal matrix, so B is an H-matrix.
Then we obtain another contradiction, completing the proof of this theorem.
Examples
We give the following examples to show the effectiveness of the proposed algorithm: As A is an irreducible matrix, we have that Algorithm C needs only one iteration to identify whether A is an H-matrix, while Algorithm A requires 3 iterations and Algorithm B requires 12 iterations with ε = 0 (optimization). 
