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Equivalence between the in-in perturbation theories for quantum fields in Minkowski
spacetime and in the Rindler wedge
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We investigate the relation between the time-ordered vacuum correlation functions for interacting
real scalar fields in Minkowski spacetime and in the Rindler wedge. The correlation functions
are constructed perturbatively within the in-in formalism, often employed in calculations in more
general spacetimes. We prove to all orders in perturbation theory that the time-ordered vacuum
correlation functions can be calculated in the in-in formalism with internal vertices restricted to
any Rindler wedge containing the external points. This implies that the Minkowski in-in (or in-
out) perturbative expansion of the vacuum correlation functions is reproduced by the Rindler in-in
perturbative expansion of these correlators in a thermal state at the Unruh temperature.
PACS numbers: 04.62.+v
I. INTRODUCTION
It is well known that uniformly accelerated observers
in Minkowski spacetime with proper acceleration a per-
ceive the vacuum of a quantum field as a thermal equi-
librium state at the temperature TU ≡ a/2π (the Unruh
effect [1]). The accelerated observers follow the integral
curves of the timelike Killing vector field that generates
Lorentz boosts, and thus are restricted to the regions L
or R in Fig. 1, the left or right Rindler wedge. Clearly,
inertial and accelerated observers will have quite differ-
ent descriptions for the same physical phenomenon, e.g.,
in the case of the decay of accelerated particles [2, 3]. Al-
though these two descriptions are clearly different, they
are completely equivalent when it comes to the predic-
tion of observables, as the consistency of the theory de-
mands [4].
Indeed, Bisognano and Wichmann [5] proved a theo-
rem showing that the vacuum expectation value of any
observable supported inside the Rindler wedge corre-
sponds to a statistical average in a KMS state [6–8] at
the Unruh temperature with respect to the generator of
the relevant Lorentz boosts. Their result was obtained
in the axiomatic approach [9] and is valid for all inter-
acting quantum field theories satisfying the Wightman
axioms. The importance of the Bisognano-Wichmann
theorem to the Unruh effect was only recognized later by
Sewell [10], who obtained a similar result for more general
spacetimes. The equivalence between the inertial and ac-
celerated pictures can also be verified via the Euclidean
theory, with the Cartesian and cylindrical coordinates
for Euclidean space corresponding to the Minkowski and
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Rindler spacetimes respectively (see below), as the an-
alytic continuation of the N -point correlation functions
from imaginary to real times is known to define a unique
state [11, 12].
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Figure 1. A conformal diagram of Minkowski spacetime. The
L and R regions are the left and right Rindler wedges, respec-
tively. The gray region depicts the portion of the past light
cones emanating from the spacetime points x1 and x2 inside
the right wedge, while the null surfaces H± are the future and
past Rindler horizons, respectively.
Notwithstanding the importance of the general results
described above, in the application of quantum field the-
ory to realistic problems one often relies on perturbative
methods to treat interacting models. Therefore, it is im-
portant to analyze how the equivalence between the in-
ertial and accelerated descriptions emerge from a pertur-
bative computation. In the Euclidean formulation, one
constructs the N -point correlation functions by first per-
forming the vertex integrations on the entire Euclidean
space and then the analytic continuation of the result to
real (inertial or Rindler) time. The inertial coordinates
correspond to Cartesian coordinates of Euclidean space
while the Rindler coordinates correspond to cylindrical
coordinates, with the imaginary part of the Rindler time
as the angular coordinate. Hence, the Euclidean corre-
lators define both the vacuum state in Minkowski space-
time and a KMS state in the Rindler wedge, for both
free [13, 14] and interacting [15, 16] theories. This can
readily be seen from the path-integral formulation of the
problem, as discussed by Unruh and Weiss [17].
Although the perturbative Euclidean formalism is
largely employed in practical computations in thermal
field theory, there is a Lorentzian version of it known
as the Schwinger-Keldysh formalism [18, 19], often used
in more general spacetimes. This formalism agrees with
the so-called in-in (also known as closed-time path or
real-time) formalism of quantum field theory if the con-
dition called factorization is satisfied [20]. In the in-in for-
malism, one computes expectation values and correlation
functions rather than transition matrix elements [21]. It
is well known that the in-in formalism is causal: all the
vertex integrals in the diagrammatic expansion can be
restricted to the union of the past light cones emanating
from the external points.
Since the Euclidean formalism agrees with both the
in-in formalism in Minkowski spacetime and Schwinger-
Keldysh formalism (which is equivalent to the in-in for-
malism if the factorization property holds) in the Rindler
wedge, the verification of the factorization property in
the Rindler wedge would imply the equivalence between
the in-in perturbation theories in Minkowski spacetime
and the Rindler wedge. The physical content of the fac-
torization property is that one can take the free-theory
thermal state as the initial state of the interacting sys-
tem in the limit where the initial time lies far in the
past. In Minkowski thermal field theory, the factoriza-
tion is due to the decay of the free-field propagator at
large timelike distances. This property has also been
verified for self-interacting massive scalar fields in the
static patch of de Sitter spacetime at all orders in per-
turbation theory [22]. This was a key step in establishing
the equivalence of the Euclidean and interacting Bunch-
Davies vacua for massive scalar fields in the Poincare´
patch of de Sitter spacetime. In the de Sitter case, the
proof of the factorization property is facilitated by the
fact that in the static patch the spatial section has fi-
nite volume [22]. In the Rindler wedge the volume of the
Rindler spatial section is not finite, posing some difficul-
ties in verifying the factorization property unlike in the
de Sitter case.
Rather than attempting to prove factorization directly,
we adopt the following strategy for showing the equiv-
alence between the in-in perturbation theories in the
whole of Minkowski spacetime and in the Rindler wedge
for a self-interacting massive real scalar field (with non-
derivative interactions) in the Minkowski vacuum state.
We start from the perturbative expansion of the time-
ordered N -point correlation functions as defined by the
in-in formalism in n-dimensional Minkowski spacetime,
noting that the in-in formalism is equivalent to the usual
in-out formalism in this spacetime. We then prove that
if all the N external points of a diagram are inside the
Rindler wedge, then the contribution coming from the
integration of any of its internal vertices outside the
Rindler wedge cancel out, under the assumption that the
one-point function of the scalar field vanishes. This re-
sult will imply that the vacuum correlation functions in
Minkowski spacetime are equivalent to the thermal corre-
lation functions in the Rindler wedge at temperature TU
to all orders in the in-in formalism, as stated in Ref. [22]
without proof. It is interesting to note that, due to the
symmetries of the Minkowski vacuum, our result holds
irrespective of where we place the Rindler horizons, as
long as all the external points fall within the wedge.
The rest of the paper is organized as follows. We
first review the Schwinger-Keldysh formalism in a general
static spacetime background, which includes the Rindler
wedge, (with possible external static fields) in Sec. II. We
then move on to the analysis of the perturbative expan-
sion of the time-ordered N -point functions of a massive,
self-interacting real scalar field theory in the Minkowski
vacuum. In Sec. III we prove that these N -point func-
tions can be computed in the Rindler wedge containing
the external points in the in-in formalism, under the as-
sumption that the one-point function of the scalar field
vanishes. In other words, we show that the integral for
the vertices can be restricted to this Rindler wedge. (This
calculation is known to correspond to the in-in formal-
ism as defined by accelerated observers in a KMS state
at the Unruh temperature with respect to their proper
time.) To establish this fact, we first prove that time-
ordered N -point functions can be computed in the re-
gion between two parallel null planes containing the ex-
ternal points using either the in-in or in-out formalism.
This result is illustrated by an explicit computation of
a particular diagram in Sec. IV. We conclude in Sec. V
with a discussion of our results. A brief account of the
light-cone quantization of a free scalar field can be found
in Appendix A. Throughout this paper we employ units
such that kB = ~ = c = 1 and adopt the signature
(−++ · · ·+) for the metric.
II. PRELIMINARIES
A. The Schwinger-Keldysh formalism
We consider a static spacetime and let H denote the
Hamiltonian operator of the quantum system under con-
sideration. We assume that it has the form
H = H0 + V , (1)
2
where H0 is the Hamiltonian operator of the free sys-
tem and V is the interaction term. Both H0 and V are
assumed to be Hermitian. We let UH(t, ti) = e
−iH(t−ti)
be the evolution operator from the initial time ti in the
Heisenberg picture and define the evolution operator in
the interaction picture as
UI(t, ti) ≡ eiH0(t−ti)UH(t, ti) . (2)
The operator UI(t, ti) satisfies the equation of motion
i
d
dt
UI(t, ti) = HI(t)UI(t, ti) , (3)
with the initial condition UI(ti, ti) = I, where I is the
identity operator. The interaction Hamiltonian operator
HI(t) is defined by
HI(t) ≡ eiH0(t−ti)V e−iH0(t−ti) . (4)
The operator UI(t, ti) is unitary as can be seen from
Eq. (2). We define the operators UI(t, t
′) for arbitrary
values of t and t′ by letting
UI(t, t
′) = UI(t, ti)UI(t
′, ti)
† . (5)
The operators UI(t, t
′) can be written in terms of Dyson’s
series [23]:
UI(t, t
′) = T exp
{
−i
∫ t
t′
dt′′HI(t
′′)
}
, t ≥ t′ , (6)
where T indicates the time-ordering. The evolution op-
erator UI(t, t
′) has the following useful property:
UI(t3, t2)UI(t2, t1) = UI(t3, t1) . (7)
Here we are interested in computing the correlation
functions of the observables in a certain state. In the
Heisenberg picture, the time evolution of an observable
A is given by
AH(t) ≡ UH(t, ti)†AUH(t, ti) , (8)
with the initial condition AH(ti) = A. In general, the
state of the system is described by a (normalized) density
matrix ρ. The time-ordered correlation function in the
state ρ of, e.g., two observablesA and B at different times
is then defined by the following trace over the Hilbert
space of states:
〈T [A(t1)B(t2)]〉 ≡ tr{ρ T [AH(t1)BH(t2)]}. (9)
The time evolution of the observables in the interaction
picture is determined by the free Hamiltonian operator
as
AI(t) ≡ eiH0(t−ti)Ae−iH0(t−ti) . (10)
This operator is related to the Heisenberg operator AH(t)
through Eq. (8) as
AH(t) = UI(ti, t)AI(t)UI(t, ti) . (11)
Using Eq. (11), we can express the right-hand side of
Eq. (9) entirely in terms of interaction-picture operators
as
〈T [A(t1)B(t2)]〉 = tr{ρUI(ti, t1)AI(t1)UI(t1, t2)
×BI(t2)UI(t2, ti)}, t1 > t2 > ti . (12)
If t2 > t1 > ti, then 〈T [A(t1)B(t2)]〉 is obtained from
Eq. (12) by letting t1 ↔ t2 and AI ↔ BI.
We now consider a system in thermal equilibrium at
inverse temperature β, i.e.
ρ =
e−βH
Z(β)
, (13)
where Z(β) ≡ tr e−βH is the partition function. The
operator on the right-hand side of Eq. (13) can be seen
as an evolution operator in the imaginary time −iβ and
conveniently expressed as [24]
e−βH = e−βH0UI(ti − iβ, ti) . (14)
We use Eqs. (13) and (14) to write the correlator (12)
as
〈T [A(t1)B(t2)]〉 = 1
Z(β)
tr{e−βH0UI(ti − iβ, ti)UI(ti, t1)
×AI(t1)UI(t1, t2)BI(t2)UI(t2, ti)} ,
(15)
if t1 > t2 > ti. In order to express Eq. (15) in terms of the
free thermal state ρ0 = e
−βH0/Z0(β), we again employ
Eq. (14) to obtain the following form for the interacting
partition function:
Z(β) = Z0(β)tr{ρ0UI(ti − iβ, ti)} . (16)
From Eqs. (15) and (16) we find
〈T [A(t1)B(t2)]〉
=
tr{ρ0UI(ti − iβ, ti)UI(ti, tf)T [UI(tf, ti)AI(t1)BI(t2)]}
tr{ρ0UI(ti − iβ, ti)UI(ti, tf)UI(tf, ti)} .
(17)
In obtaining this equality we have introduced tf > t1, t2
and made use of property (7). We note that
T [UI(tf, ti)AI(t1)BI(t2)]
=
{
UI(tf, t1)AI(t1)UI(t1, t2)BI(t2)UI(t2, ti) if t1 > t2 ,
UI(tf, t2)BI(t2)UI(t2, t1)AI(t1)UI(t1, ti) if t2 > t1 .
(18)
The right-hand side of Eq. (17) is independent of tf as
long as it is larger than both t1 and t2. Thus, the
Schwinger-Keldysh formalism is causal.
Equation (17) can be expressed more concisely by con-
sidering the time as a complex variable defined along the
Schwinger-Keldysh contour C of Fig. 2. This contour
goes from ti to tf on the real axis along C1, then from tf
3
to tf−iǫ along Cǫ, then back from tf−iǫ to ti−iǫ along C2,
and then finally goes from ti− iǫ to tf− iβ parallel to the
imaginary axis along C3. Since we take the limit ǫ→ 0+
at the end of the computation, the contribution from Cǫ
vanishes. It is convenient to define the contour-ordering
TC as
TC [A(z1)B(z2)] ≡
{
A(z1)B(z2), if z1 is ahead of z2 ,
B(z2)A(z1), if z2 is ahead of z1 ,
(19)
for z1, z2 ∈ C. It is clear that the contour-ordering TC
corresponds to the time-ordering T if z1, z2 ∈ C1 and
to the anti-time-ordering T¯ if z1, z2 ∈ C2. By using the
definition (19), we can express Eq. (17) concisely as
〈T [A(t1)B(t2)]〉 = tr{ρ0 TC [UI(C)AI(t1)BI(t2)]}
tr{ρ0UI(C)} , (20)
where we have defined
UI(C) = TC exp
{
−i
∫
C
dzHI(z)
}
. (21)
C1
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Figure 2. The Schwinger-Keldysh contour C in the complex-
time plane. The part C1 is on the real axis and runs forwards
in time, while the part C2 has a small imaginary part −iǫ and
runs parallel to the real axis but backwards in time. The part
C3 runs parallel to the imaginary axis, from ti − iǫ down to
ti − iβ. The time ti is the initial time and the final time tf is
assumed to be larger than the time of any external point on C
but is otherwise arbitrary. In our computations we will always
let ǫ→ 0+, so the path Cǫ gives a vanishing contribution.
In the case of N observables, Eq. (20) is easily seen to
generalize to
〈T [A1(t1) . . . AN (tN )]〉
=
tr{ρ0 TC [UI(C)A1, I(t1) . . . AN, I(tN )]}
tr{ρ0UI(C)} .
(22)
We note that the vertical path C3 in Fig. 2 is necessary so
Eq. (22) corresponds to a thermal average with respect
to the interacting thermal state.
Let us now consider an interacting massive real quan-
tum scalar field theory in a static spacetime with non-
derivative interactions. The perturbative expansion of
the time-ordered N -point functions in a finite tempera-
ture state, Eq. (22), can be expressed in terms of func-
tional derivatives of the generating functional Z of the
interacting theory. Thus, we define
Z(β, J) = tr
{
e−βHTC
[
exp
(
−i
∫
C×Σ
dnxφ(x)J(x)
)]}
.
(23)
Here, the function J(x) is a classical source on C × Σ,
where C is the complex-time contour of Fig. 2 and Σ
is the spatial section of our static spacetime. We note
Z(β, 0) = Z(β). Let us introduce the notation Ji ≡ J |Ci .
Then, for x1, . . . , xN ∈ C1×Σ, the time-ordered N -point
function is given by
〈T [φ(x1) . . . φ(xN )]〉
=
iN
Z(β, 0)
δN
δJ1(x1) . . . δJ1(xN )
Z(β, J)
∣∣∣∣
J=0
,
(24)
where φ denotes the Heisenberg field operator. The func-
tional Z is related to Z0, the generating functional for the
free theory, through
Z(β, J)
=
∞∑
k=0
(−i)k
k!
[∫
C×Σ
dvolyV
(
i
δ
δJ(y)
)]k
Z0(β, J),
(25)
where dvolx is the spacetime volume element. The gen-
erating functional of the free theory is given by
Z0(β, J) = Z0(β)e−
i
2
∫
C×Σ
dvolxdvolx′J(x)G(x,x
′)J(x′),
(26)
where we have defined
G(x, x′) ≡ tr{ρ0TC [φ(x)φ(x′)]}, (27)
with the contour-ordering TC given in Eq. (19). Here the
field φ(x) is the free field.
B. The in-in perturbation theories in Minkowski
spacetime and in the Rindler wedge
In this subsection we describe the in-in perturbation
theories in Minkowski spacetime and in the Rindler
wedge. The main aim of this paper is to establish the
equivalence of these two perturbation theories.
Recall that the generating functional for time-ordered
products of the standard in-out formalism in the vacuum
state |Ω〉 in Minkowski spacetime is
Z in-outM (vac, J)
=
∞∑
k=0
(−i)k
k!
[∫
C1×Rn−1
dvolyV
(
i
δ
δJ(y)
)]k
×Z in-outM,0 (vac, J) ,
(28)
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where C1 is defined in Fig. 2 with ti = −∞ and tf =
∞. Thus, the integrals in Eq. (28) is over the whole of
Minkowski spacetime. The generating functional for the
free theory is given by
Z in-outM,0 (vac, J) = e−
i
2
∫
C1×R
n−1 dvolxdvolx′J(x)G
F(x,x′)J(x′)
,
(29)
where GF(x, x′) is the Feynman propagator for the
scalar field. The time-ordered N -point function is
given by Eq. (24) with Z(β, J) and Z(β, 0) replaced by
Z in-outM (vac, J) and Z in-outM (vac, 0), respectively.
The in-in perturbation theory in Minkowski spacetime
may be defined by changing the integration range for the
internal vertices in Eqs. (28) and (29) from C1 × Rn−1
to (C1 ∪ C2) × Rn−1, where, again, the paths C1 and
C2 are shown in Fig. 2, with ti = −∞ and tf = ∞.
Thus, the generating functionals in the in-in formalism
in Minkowski spacetime is
Z in-inM (vac, J)
=
∞∑
k=0
(−i)k
k!
[∫
(C1∪C2)×Rn−1
dvolyV
(
i
δ
δJ(y)
)]k
×Z in-inM,0 (vac, J) ,
(30)
where
Z in-inM,0 (vac, J)
= e
− i2
∫
(C1∪C2)×R
n−1 dvolxdvolx′J(x)G(x,x
′)J(x′)
.
(31)
Here, the correlator G(x, x′) is defined by Eq. (27). De-
pending on whether the time coordinates t and t′ of the
points x and x′ are on C1 or C2 in Eq. (27) the correlation
function is one of the Wightman functions G±, the Feyn-
man propagator GF, or the Dyson (or anti-Feynman)
propagator GD. We find from Eqs. (19) and (27) that
G(x, x′) =


G+(x, x′), if t ∈ C2 and t′ ∈ C1 ,
G−(x, x′), if t ∈ C1 and t′ ∈ C2 ,
GF(x, x′), if t, t′ ∈ C1 ,
GD(x, x′), if t, t′ ∈ C2 .
(32)
As is well known, the in-in formalism gives the correct
N -point time-ordered product because Z in-inM (vac, J1)c =
Z in-outM (vac, J1)c, where the superscript c indicates that
only the connected diagrams are included. We present a
proof of this fact under the assumption that the one-
point function for the Heisenberg field φ(x) vanishes,
i.e. 〈Ω|φ(x)|Ω〉 = 0. We consider the Fourier transform
F (p1, p2, . . . , pN) of the time-ordered N -point function:
F (p1, p2, . . . , pN )(2π)
nδ(n)(p1 + p2 + · · · pN )
=
∫
dvolx1dvolx2 · · · dvolxN e−i(p1·x1+p2·x2+···pN ·xN )
×〈Ω|T [φ(x1)φ(x2) · · ·φ(xN )]|Ω〉 , (33)
where δ(n)(p) denotes the n-dimensional δ-distribution.
Note that the correlator connecting a point x with time
coordinate t ∈ C1 to a point x′ with time coordinate
t′ ∈ C2 is the Wightman two-point function given by
G+(x′, x) =
∫
dnk
(2π)n−1
Θ(k0)δ(k2+m2)eik·(x
′−x) , (34)
where k0 is the 0th component of the relativistic momen-
tum k and Θ(x) is the Heaviside step function. (From
now on, we say, “the spacetime point x is on Ci” to
mean “the time coordinate t of the spacetime point x
is on Ci” for brevity.) Any diagram contributing to
F (p1, p2, . . . , pN) with L correlators between C1 and C2
takes the form
I =
∫ { L∏
J=1
dnkJ
(2π)n
Θ(k0J )δ(k
2
J +m
2)
}
×A1(p1, p2, . . . , pN ; k1, k2, . . . , kL)A2(k1, k2, . . . , kL)
×(2π)nδ(n)(k1 + k2 + · · ·+ kL) , (35)
where we may let L ≥ 2 because the assumption
〈Ω|φ(x)|Ω〉 = 0 implies that the vacuum bubble con-
nected to only one correlator vanishes. The integral I
must vanish because for non-zero contribution the 0th
components of the momenta, k01 , k
0
2 , . . . , k
0
L, must be pos-
itive and satisfy k01 + k
0
2 + · · ·+ k0L = 0 at the same time,
which is impossible. Thus, we have Z in-inM (vac, J1)c =
Z in-outM (vac, J1)c if we let tf = ∞ (and ti = −∞) in the
in-in formalism.
Now, the time-ordered N -point function in the in-in
formalism is independent of tf as long as it is in the fu-
ture of the time coordinates of all external N points.
This well-known fact was shown indirectly in Sec. II A
but can also be proved diagrammatically as follows. A
diagram contributing to a time-ordered N -point function
in the configuration space with L internal vertices takes
the form
∆(x1, x2, . . . , xN )
=
2∑
i1=1
2∑
i2=1
· · ·
2∑
iL=1
∫
dvoly1dvoly2 · · · dvolyL
×C(x1, x2, . . . , xN ; y(i1)1 , y(i2)2 , . . . , y(iL)L ) , (36)
where y
(1)
J (y
(2)
J ) indicates that the internal vertex point
yJ in Minkowski spacetime is on C1 (C2). Now, suppose
that at least one internal vertex is in the future of all ex-
ternal points x1, x2, . . . , xN . Let the internal vertex fur-
thest into the future be y1 without loss of generality. Re-
call that the correlator connecting two points z and z′ is
G+(z, z′) if z is ahead of z′ in the contour-ordering. Since
the point y
(1)
1 is ahead of all other points on C1 and the
point y
(2)
1 is behind all other points on C2 by assumption,
the correlators in C(x1, x2, . . . , xN ; y(1)1 , y(i2)2 , . . . , y(iL)L )
and in C(x1, x2, . . . , xN : y(2)1 , y(i2)2 , . . . , y(iL)L ) connecting
any two given points are the same. The only difference
between these two functions is that the vertex factors at
y1 have opposite signs. This sign difference comes from
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the fact that the path C2 runs backward in time whereas
the path C1 runs forward. Hence,
C(x1, x2, . . . , xN ; y(1)1 , y(i2)2 , . . . , y(iL)L )
= −C(x1, x2, . . . , xN : y(2)1 , y(i2)2 , . . . , y(iL)L ) (37)
and the functions C(x1, x2, . . . , xN ; y(i1)1 , y(i2)2 , . . . , y(iL)L )
cancel pairwise in Eq. (36). Thus, there is no contribu-
tion from the configuration-space integral if there are in-
ternal vertices in the future of all external points. This in
turn shows that the upper limit tf of the time-integration
is arbitrary as long as it is larger than the time coordi-
nates of all external points x1, x2, . . . , xN . Thus, the in-in
perturbation theory correctly gives the time-ordered N -
point functions for any tf as long as it is in the future
of all external points. (Note that diagrams with inter-
nal vertices on C2 do contribute if tf is finite in the in-in
formalism.)
Now, the region of Minkowski spacetime with |x0| <
xn−1 is called the Rindler wedge. By introducing the
coordinates τ and ξ according to [25]
x0 =
eaξ
a
sinh aτ , (38a)
xn−1 =
eaξ
a
coshaτ , (38b)
the metric of the spacetime in the Rindler wedge is given
by
ds2 = e2aξ(−dτ2+ dξ2) + (dx1)2+ · · ·+ (dxn−2)2 . (39)
This spacetime is static with τ as time, and a conserved
energy can be defined with respect to the symmetry τ →
τ + constant, which is a boost symmetry of Minkowski
spacetime. This energy is called the Rindler energy. The
results of Bisognano and Wichmann [5] and Unruh and
Weiss [17] imply that, if the points x1, x2, . . . xn of the
N -point function 〈Ω|T [φ(x1)φ(x2) · · ·φ(xN )]|Ω〉 is in the
Rindler wedge, then this N -point function can be ob-
tained using the Schwinger-Keldysh formalism outlined
in Sec. II A with inverse temperature β = 2π/a with re-
spect to the Rindler energy. In particular, the free ther-
mal correlator (27) in the Rindler wedge is identical to
the Minkowski counterpart (32) in the vacuum state [1]
(see also Ref. [26]).
For the Schwinger-Keldysh perturbation theory in the
Rindler wedge with β = 2π/a, the time coordinate is τ
and the Cauchy surface Σ is the surface of constant τ
with coordinates ξ, x1, . . . , xn−2. Now, suppose that the
contribution to the N -point function coming from the di-
agrams with some correlators connecting points on C1 or
C2 to points on C3 in Fig. 2 vanishes in the limit τi →
−∞. This condition is called factorization [20] because it
will imply that, if the source J(x1), · · · , J(xN ) are either
on C1 or C2, then Z(β, J) → Z(3)(β)Z(1,2)(β, J) in this
limit, where Z(3)(β) consists of diagrams with all inter-
nal vertices on C3 and where for Z(1,2)(β, J) the internal
vertices are on C1 ∪ C2. Thus, if the factorization prop-
erty holds, then the N -point function is obtained through
Eq. (24) with
Z in-inR (β, J)
=
∞∑
k=0
(−i)k
k!
[∫
(C1∪C2)×Σ
dvolyV
(
i
δ
δJ(y)
)]k
×Z in-inR,0 (β, J) ,
(40)
where Z in-inR,0 (β, J) = Z in-inM,0 (vac, J), assuming that J has
support in the Rindler wedge. We call the perturbation
theory with this generating functional the in-in formalism
in Rindler wedge. Note that the equality of the N -point
functions computed in these two in-in perturbation the-
ories is equivalent to
Z in-inR (β, J)c = Z in-inM (vac, J)c . (41)
An obvious strategy to prove this equality is to
demonstrate the factorization property in the Rindler
Schwinger-Keldysh perturbation theory. The factoriza-
tion property is known to hold in similar situations, e.g.
for the Schwinger-Keldysh perturbation theory in the
static patch of de Sitter spacetime [22]. However, the
infinite volume of Σ poses some difficulties in the Rindler
case. Fortunately it is possible to show Eq. (41) or, equiv-
alently, the equality of the N -point functions in these two
perturbation theories directly by using the light-cone co-
ordinates.
Notice that (C1 ∪ C2) × Σ in Eq. (40), with C1 ∪ C2
being with respect to the Rindler time τ , is simply the
restriction of (C1 ∪C2)×Rn−1, with C1 ∪C2 being with
respect to the Minkowski time t, to the Rindler wedge.1
In the next section we analyze the in-in perturbative ex-
pansion of the vacuum time-ordered N -point functions of
the quantum field φ in Minkowski spacetime, diagram-
by-diagram. We prove that the integration range for the
internal vertices can be restricted to any Rindler wedge
containing all their external points. This will establish
the equality (41) directly.
III. THE EQUIVALENCE BETWEEN THE
MINKOWSKI AND RINDLER IN-IN
PERTURBATION THEORIES
Recall that the in-in and in-out perturbative ap-
proaches coincide for the vacuum state in Minkowski
spacetime. What we will show is that the usual in-out
perturbation theory in Minkowski spacetime is equivalent
to the in-in perturbation theory in the Rindler wedge.
1 It is not difficult to see that the in-in formalism is independent
of the choice of the time variable to define the paths C1 and C2
as long as it increases monotonically toward the future.
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We first demonstrate that the integration range over
the internal vertices in the in-out formalism can be re-
stricted to the region bounded by two parallel null planes.
For this purpose it is convenient to employ the retarded
and advanced light-cone coordinates
u ≡ x
0 − xn−1√
2
, (42a)
v ≡ x
0 + xn−1√
2
, (42b)
respectively. We also let v⊥ denote the part of a spatial
vector v transverse to the xn−1-direction. In terms of
these coordinates, the free Feynman propagator reads
GF(x, x′) =
1
(2π)n−1
∫
Rn−1
dκdn−2k⊥G˜
F(v − v′, κ,k⊥)
× ei[k⊥·(x⊥−x′⊥)−κ(u−u′)] ,
(43)
where
G˜F(v, κ,k⊥) ≡ 1
2|κ| [Θ(v)Θ(κ) + Θ(−v)Θ(−κ)]
× exp
{
−ik
2
⊥ +m
2
2κ
v
}
.
(44)
Here, κ is the momentum conjugate to the light-cone co-
ordinate u, which we call u-energy in this paper, and k⊥
is the transverse momentum. The form of G˜F can be ob-
tained either as the Fourier transform of GF with respect
to u and x⊥, written in terms of the usual momentum
space expression, or by quantizing the free theory in the
light-cone coordinates u, v. We briefly discuss the second
approach in Appendix A.
We start with discussing some general features of
the perturbative expansion of the N -point function
〈Ω|T [φ(x1)φ(x2) · · ·φ(xN )]|Ω〉 in light-cone coordinates.
Let xi = (v
(e)
i , u
(e)
i ,x
(e)
i⊥ ) be the external point coordi-
nates. We consider the Fourier transform of the N -point
function with respect to the u- and x⊥-coordinates as
A(v
(e)
1 , . . . , v
(e)
N ;κ
(e)
1 , . . . , κ
(e)
N ;p
(e)
1⊥, . . . ,p
(e)
N⊥)
×(2π)n−1δ
(
N∑
i=1
κ
(e)
i
)
δ(n−2)
(
N∑
i=1
p
(e)
i⊥
)
=
∫ N∏
j=1
du
(e)
i d
n−2x
(e)
i⊥ exp
[
i
N∑
i=1
(
κ
(e)
i u
(e)
i − p(e)i⊥ · x(e)i⊥
)]
×〈Ω|T [φ(x1) · · ·φ(xN )]|Ω〉 . (45)
The diagrammatic expansion of the amplitude A ≡
A(v
(e)
1 , . . . , v
(e)
N ;κ
(e)
1 , . . . , κ
(e)
N ;p
(e)
1⊥, . . . ,p
(e)
N⊥) is analo-
gous to that in the conventional approach. We note that
the small-κ behavior of the internal propagators is milder
than one might expect from the factor 1/|κ| in Eq. (44)
if the v-coordinates of the internal points are distinct be-
cause of the oscillatory factor. This can be seen by chang-
ing the variable as y = 1/κ, which results in a decreasing
and oscillatory integrand for large y (i.e. for small κ).
We also note that one may let all v-coordinates of the
vertices be distinct before integrating over these coordi-
nates because there is no delta-function-like contribution
at v = 0 in Eq. (44).
Each vertex, internal or external, in a diagram con-
tributing to the amplitude A in Eq. (45) carries a v-
coordinate and is multiplied by a suitable factor repre-
senting the interaction there. (The integral over the v-
coordinates of the internal vertices will be carried out in
the end.) The vertices are connected by the propaga-
tor G˜F(v, κ,k⊥), where v is the difference between the
v-coordinates connected by this propagator. Equation
(44) shows that it does not matter whether v is chosen
to be positive or negative. We choose v > 0. Then the
u-energy κ must be positive for G˜F(v, κ,k⊥) to be non-
zero. Thus, u-energy can be regarded to flow toward the
vertex with the higher value of v. Like the usual energy,
the u-energy is conserved at each internal vertex.
Now, suppose all external points x1, x2, . . . , xN are in
the spacetime region between the two null planes v = V1
and v = V2 with V1 < V2, which is denoted by O(V1, V2).
We will show that the integration over the internal ver-
tices can be restricted to the region O(V1, V2), assuming
that the vacuum expectation value 〈Ω|φ(x)|Ω〉 vanishes.
Suppose that one or more internal vertices of a diagram
contributing to A have the v-coordinates larger than or
equal to V2. Since 〈Ω|φ(x)|Ω〉 = 0, the sum of all tadpole
subdiagrams vanishes. Hence we may assume that two
or more propagators connect points in the future of or
on the null plane v = V2 to points in its past. Let these
propagators be G˜F(v˜i− vˇi, κi,ki⊥), i = 1, 2, . . . , L, where
v˜i ≥ V2 > vˇi. Then, from Eq. (44) we have
G˜F(v˜i − vˇi, κi,ki⊥)
=
Θ(κi)
2κi
exp
{
−ik
2
i⊥ +m
2
2κi
(v˜i − vˇi)
}
.
(46)
Thus, the contribution of this diagram to the amplitude
A before the integration over the v-coordinates of the
internal vertices and over the transverse momenta takes
the form
A˜ =
L∏
i=1
∫ ∞
0
dκi
2κi
exp
{
−ik
2
i⊥ +m
2
2κi
(v˜i − vˇi)
}
×F1(v˜1, . . . , v˜L;κ1, . . . , κL;k1⊥, . . . ,kL⊥)
×F2(vˇ1, . . . , vˇL;κ1, . . . , κL;k1⊥, . . . ,kL⊥)
×δ(κ1 + κ2 + · · ·+ κL) , (47)
where F2(vˇ1, . . . , vˇL;κ1, . . . , κL;k1⊥, . . . ,kL⊥) depends
also on v
(e)
i , κ
(e)
i and p
(e)
i⊥ , i = 1, 2, . . . , N . The quan-
tity A˜ must vanish because κ1, κ2, . . . and κL, which are
positive, must add up to zero for a non-zero contribution
to A˜.
One can show similarly that the contribution to the
amplitude A from any diagram with one or more points
in the past of or on the null plane v = V1 vanishes. Thus,
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the amplitude A can be calculated with the integration
region for the internal vertices restricted to O(V1, V2).
So far we have shown that the vertex integration can
be restricted to the region O(V1, V2) for the in-out Feyn-
man diagrams, i.e. for the diagrams such that all internal
vertices (as well as the external points) are on C1 of the
contour C in Fig. 2. We now use this result to show that
the integration for the internal vertices can be restricted
to any Rindler wedge containing all external points in the
in-in perturbation theory.
First we note that the internal vertices for the in-in
perturbation theory can also be restricted to the region
O(V1, V2) because the contribution to A of any diagram
in the in-in perturbation theory with one or more points
on C2 in Fig. 2, where C1 and C2 are complex paths in
the variable u in light-cone coordinates, vanishes. This
can be proved by the same argument as that for proving
the equivalence of the in-in and in-out perturbation theo-
ries in the full Minkowski spacetime with the energy con-
servation replaced by the u-energy conservation. Thus,
the time-orderedN -point function can be calculated with
the internal vertices restricted to the region between two
null planes which contains all external points in the in-in
formalism as well.
Now, by spacetime translation invariance of Minkowski
spacetime we may assume that all external points are
contained in the Rindler wedge |x0| < xn−1 without loss
of generality. Then, the time-ordered N -point function
can be calculated using the in-in perturbation theory
with the internal vertices restricted to the region between
the two null planes v = V2 > 0 and v = 0 that contains
all external points. Since V2 is arbitrary as long as it
is larger than the v-coordinate of any external point, we
can let the integration region for the internal vertices be
the half space v > 0. Then, by the same argument as for
the proof that the t-integral can be restricted by t < tf
for any tf in the future of all external points in the in-in
perturbation theory in Minkowski spacetime, it can be
shown that one can restrict the u-integration to the re-
gion u < uf, where uf is larger than the u-coordinate of
any external point but otherwise arbitrary. In particular
we can require u < 0. Thus, the time-ordered N -point
function can be calculated with the internal vertices re-
stricted to the region satisfying v = (x0 + xn−1)/
√
2 > 0
and (x0 − xn−1)/√2 < 0, i.e. the Rindler wedge satisfy-
ing |x0| < xn−1. In other words, the in-in perturbation
theory in Minkowski spacetime for the vacuum state is
equivalent to that in the Rindler wedge in the thermal
state with Unruh temperature a/2π.
IV. EXAMPLE FOR THE RESTRICTION OF
INTEGRATION OVER THE INTERNAL
VERTICES
Our proof of the equivalence between the two in-in
perturbation theories relied on the result that the inte-
gration region for the internal vertices can be restricted
to the region between two null planes that contains all
external points in the in-out perturbation theory. In this
section we demonstrate this result for the diagram shown
in Fig. 3 in the φ3-theory. (We omit the factor iλ, if the
interaction term in the Lagrangian density is iλφ3, at the
vertices.)
p
q
p
q − p
x1 x2x¯1 x¯2
Figure 3. One-loop correction to the propagator in a φ3 the-
ory. The momentum q circulates in the loop, while p denotes
the external momentum. The points x¯1 and x¯2 denote the
internal vertices and x1 and x2 the external points.
We first consider this diagram in the whole of
Minkowski spacetime. If the external momentum is
(p0,p⊥, p
n−1), then the truncated two-point function at
one-loop reads
A(p,p⊥) =
∫
dn−2q⊥
(2π)n−2
Π(p) , (48)
where
Π(p) = −
∫
R2
d2q
(2π)2
1
[q2 +m21 − iǫ][(p− q)2 +m22 − iǫ]
.
(49)
(The truncated two-point function Π(p) includes the fac-
tor i2 from the propagators.) Here, we have defined p =
(p0, pn−1), q = (q0, qn−1), m21 = m
2+q2⊥ and m
2
2 = m
2+
(p⊥−q⊥)2. We also have defined q2 = −(q0)2+(qn−1)2
and (p− q)2 = −(p0 − q0)2 + (pn−1 − qn−1)2. After the
standard Feynman parametrization, one can readily per-
form the q-integral after the Wick rotation q0 → iq0. The
result is
Π(p) =
i
4π
∫ 1
0
dα
α(1 − α)
1
2p+p− −m2(α) + iǫ . (50)
where we have defined p± ≡ (p0 ± pn−1)/√2 and
m2(α) ≡ (1− α)m
2
1 + αm
2
2
α(1− α) . (51)
Now, we attach the propagators to the truncated two-
point function and then perform the inverse Fourier
transform to convert the variables p± to the configu-
ration variables (u, v). (We do not perform the in-
verse Fourier transform for the transverse momentum
p⊥.) More precisely, we multiply Π(p) in Eq. (50) by
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e−ip
+(u1−u2)−ip
−(v1−v2)/(2π)2 and integrate over p+ and
p−. Thus, we have
DM(u1 − u2, v1 − v2)
=
∫ ∞
−∞
dp+
2π
FM(v1 − v2, p+)e−ip
+(u1−u2) ,
(52)
where
FM(v, p
+) ≡ − i
4π
∫ 1
0
dα
α(1 − α)
∫ ∞
−∞
dp−
2π
e−ip
−v
× 1
2p+p− −M21 + iǫ
1
2p+p− −m2(α) + iǫ
× 1
2p+p− −M22 + iǫ
. (53)
Here, we have defined M21 =M
2
2 ≡ m2+p2⊥. [The minus
sign in Eq. (53) comes from the factor of i2 from the
two propagators attached.] We find it convenient to let
M1 6=M2. The equality of the two perturbation theories
we are comparing turns out to hold even ifM1 6= M2 and
remain to hold in the limitM2 →M1. What we will show
is that the function FM(v1 − v2, p+) is reproduced with
the internal vertices restricted to the region O(V1, V2)
between the two null planes v = V1 and v = V2 if v1, v2 ∈
(V1, V2).
We perform the p−-integral in Eq. (53) using the
residue theorem. All three poles lie in the lower half-
plane if p+ > 0 and in the upper half-plane if p+ < 0.
The contour is closed in the lower half-plane if v > 0 and
in the upper half-plane if v < 0 because of the factor
e−ip
−v. Thus, we find
FM = − 1
8π|p+| [Θ(v)Θ(p
+) + Θ(−v)Θ(−p+)]
×
∫ 1
0
dα
α(1 − α)

 e
−i
M21
2p+
v
[M21 −m2(α)](M21 −M22 )
+
e
−i
m2(α)
2p+
v
[m2(α)−M21 ][m2(α)−M22 ]
+
e
−i
M22
2p+
v
(M22 −M21 )[M22 −m2(α)]

.
(54)
Note that the limit M21 − M22 → 0 in Eq. (54) is
non-singular as the singularities in the first and third
terms cancel out in this limit. Similarly, the limits
M21 − m2(α) → 0 and M22 −m2(α) → 0 also give non-
singular results. Also, there is no divergence in the α-
integration at α = 0 or 1 because α(1− α)m2(α) is non-
zero for α = 0 or 1.
We now compute the function corresponding to
DM(u1− u2, v1− v2) with the internal vertices restricted
to the region between the null planes v = V1 and v = V2
with v1, v2 ∈ (V1, V2). The two-point function to be com-
pared with DM(u1 − u2, v1 − v2) is DR(u1 − u2, v1 − v2)
defined by
DR(u1 − u2, v1 − v2)
=
∫
V1<v¯1,v¯2<V2
d2x¯1d
2x¯2G
F
M1
(x1, x¯1)G
F
m1
(x¯1, x¯2)
×GFm2(x¯1, x¯2)GFM2(x¯2, x2) , (55)
where GFm(x, y) is the time-ordered two-point function
for a scalar field with mass m in two dimensions. Here,
xi = (ui, vi) and x¯i = (u¯i, v¯i), i = 1, 2. We substitute the
expression (43) for the Feynman propagator with n = 2
and find
DR =
1
(2π)4
∫ V2
V1
dv¯1dv¯2
∫ ∞
−∞
du¯1du¯2dκ1dκ2dκ¯1dκ¯2
1
16|κ1κ¯1κ¯2κ2| [Θ(v1 − v¯1)Θ(κ1) + Θ(v¯1 − v1)Θ(−κ1)]
× [Θ(v¯1 − v¯2)Θ(κ¯1)Θ(κ¯2) + Θ(v¯2 − v¯1)Θ(−κ¯1)Θ(−κ¯2)][Θ(v¯2 − v2)Θ(κ2) + Θ(v2 − v¯2)Θ(−κ2)]
× exp
{
−iM1
2κ1
(v1 − v¯1)− i
(
m1
2κ¯1
+
m2
2κ¯2
)
(v¯1 − v¯2)− iM2
2κ2
(v¯2 − v2)
}
e−i[κ1(u1−u¯1)+(κ¯1+κ¯2)(u¯1−u¯2)+κ2(v¯2−v2)] .
(56)
The integration over the u-coordinates u¯1 and u¯2 of the internal vertices produces the factor (2π)
2δ(κ¯1+κ¯2−κ1)δ(κ2−
κ¯1 − κ¯2). This makes the integration over κ2 and κ¯2 trivial. Thus, we obtain
DR(u1 − u2, v1 − v2) =
∫ ∞
−∞
dκ1
2π
FR(v1 − v2, κ1)e−iκ1(u1−u2) , (57)
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where
FR(v1 − v2, κ1) ≡
∫ V2
V1
dv¯1dv¯2
∫ ∞
−∞
dκ¯1
2π
1
16κ21|κ¯1(κ1 − κ¯1)|
[Θ(v1 − v¯1)Θ(v¯1 − v¯2)Θ(v¯2 − v2)Θ(κ1)Θ(κ¯1)Θ(κ1 − κ¯1)
+ Θ(v¯1 − v1)Θ(v¯2 − v¯1)Θ(v2 − v¯2)Θ(−κ1)Θ(−κ¯1)Θ(κ¯1 − κ1)]
× exp
{
−iM
2
1
2κ1
v1 − iM
2
2
2κ1
v2 − i
(
m21
2κ¯1
+
m22
2(κ1 − κ¯1) −
M21
2κ
)
v¯1 − i
(
M22
2κ1
− m
2
1
2κ¯1
− m
2
2
2(κ1 − κ¯1)
)
v¯2
}
.
(58)
Comparing Eqs. (52) and (57), we see that our task is to
show that FM(v1 − v2; p+) = FR(v1 − v2, p+).
The first term within the brackets in Eq. (58) is non-
zero only if v1 > v¯1 > v¯2 > v2, while the second term
gives a non-vanishing contribution only if v2 > v¯2 > v¯1 >
v1. Hence, Eq. (58) can written as
FR(v1 − v2, κ1) = Θ(v1 − v2)Θ(κ1)K1(v1, v2, κ1)
+ Θ(v2 − v1)Θ(−κ1)K2(v1, v2, κ1),
(59)
where the functions K1(v1, v2, κ1) and K2(v1, v2, κ1) are
defined by
K1(v1, v2, κ1) ≡ 1
32πκ31
∫ v1
v2
dv¯1
∫ v¯1
v2
dv¯2
∫ 1
0
dα
α(1 − α)
× exp
{
−iM
2
1
2κ1
v1 − iM
2
2
2κ1
v2
−im
2(α)−M21
2κ1
v¯1 − iM
2
2 −m2(α)
2κ1
v¯2
}
,
(60)
and
K2(v1, v2, κ1) ≡ 1
32π|κ1|3
∫ v2
v1
dv¯2
∫ v¯2
v1
dv¯1
∫ 1
0
dα
α(1 − α)
× exp
{
−iM
2
1
2κ1
v1 − iM
2
2
2κ1
v2
−im
2(α)−M21
2κ1
v¯1 − iM
2
2 −m2(α)
2κ1
v¯2
}
.
(61)
Here, we have changed the integration variable κ¯1 to α
by letting κ¯1 = ακ1. The function m
2(α) was defined by
Eq. (51).
The integrals over v¯1 and v¯2 can readily be evaluated
using∫ v1
v2
dv¯1
∫ v¯1
v2
dv¯2e
−iB1v¯1−iB2v¯2
= − e
−i(B1+B2)v1
B2(B1 +B2)
+
e−i(B1v1+B2v2)
B1B2
− e
−i(B1+B2)v2
B1(B1 +B2)
,
(62)
and we indeed find that FR(v1−v2, p+) = FM(v1−v2, p+)
where FM(v1 − v2, p+) is given by Eq. (54).
V. DISCUSSION
In this paper we showed that the time-orderedN -point
function for self-interacting massive scalar field in the
Minkowski vacuum state can be computed in the in-
in formalism with the internal vertices restricted to a
Rindler wedge containing all N external points to all or-
ders in perturbation theory. This means that this N -
point function can be computed as that in the thermal
state (with respect to the Rindler time) at the Unruh
temperature in the Rindler wedge using the in-in formal-
ism, which is defined as the Schwinger-Keldysh formal-
ism with factorization property, i.e. with no contribution
from the path C3 in Fig. 2. It is well known that this
Schwinger-Keldysh perturbation theory (without the as-
sumption of factorization) reproduces this N -point func-
tion. Thus, our result is an indirect proof of the factor-
ization property of the Schwinger-Keldysh perturbation
theory in the thermal state in the Rindler wedge.
Of course, the amplitude we studied will be plagued
with ultraviolet divergences after the vertex integrations
are performed in general, and requires some regulariza-
tion scheme followed by the renormalization of the bare
action defining the model. Since our results do not de-
pend on the dimension of Minkowski spacetime, they re-
main valid if the dimensional regularization is employed.
Alternatively, we could make use of the Pauli-Villars reg-
ularization method, in which case some regulator fields
with large masses are introduced. Clearly, this regular-
ization method will not alter the conclusions of Sec. III.
Hence, our results there will also hold for the fully renor-
malized theory.
Our proof of the equivalence between the Minkowski
and Rindler in-in perturbation theories for the Minkowski
vacuum was presented only for (interacting) scalar field
theory. Nevertheless, the proof did not use properties
specific to scalar field theory, and we expect that our
result will hold for other interacting models involving
higher-spin fields. If this is the case, the computation of
rates of the same particle physics process in the inertial
and accelerated frames, for example, cannot differ (if the
in-in formalism is used), contrary to recent claims [27]
in the context of mixing neutrinos (see Ref. [28] for a
discussion on this particular issue).
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Appendix A: Quantization of the Klein-Gordon field
in the light-cone coordinates
In this appendix we present the quantization of the
Klein-Gordon field in terms of the light-cone coordi-
nates u and v. This quantization method dates back to
Dirac [29] and goes under different names in the litera-
ture, such as light-cone quantization or light-front quan-
tization, and is sometimes employed in the analysis of
bound states in nuclear physics [30, 31].
In the inertial coordinates, the free Klein-Gordon field
equation
(−∂µ∂µ +m2)φ = 0 , (A1)
admits the normalized positive-frequency modes
fk(x) ≡ 1
(2π)
n−1
2
ei(k·x−ωkx
0)
√
2ωk
, (A2)
with ωk ≡
√
k
2 +m2. In term of the light-cone coordi-
nates (42), the modes (A2) read
fk(x) ≡ 1
(2π)
n−1
2
eik⊥·x⊥√
2ωk
e−i(k
+u+k−v) , (A3)
where we have defined k± ≡ (ωk ± kn−1)/
√
2. Since
ωk > |kn−1|, the modes (A2) are of positive frequency
with respect to both u and v.
The Klein-Gordon inner product for the solutions to
Eq. (A1) is
(f, g)KG ≡ −i
∫
Rn−1
dn−1x[g(x)∂0f
∗(x) − ∂0g(x)f∗(x)] .
(A4)
The solutions fk(x) are normalized in the sense that
(fk, fk′)KG = δ
(n−1)(k− k′) . (A5)
If we write k+ = κ, then since 2k+k− − k2⊥ = m2, we
have k− = (k2⊥ +m
2)/(2κ). Noting that
δ(κ− κ′) = ωk
κ
δ(kn−1 − k′n−1) , (A6)
the modes proportional to fk(x),
gκ,k⊥(x) =
1
(2π)
n−1
2
ei(k⊥·x⊥−κu)√
2κ
exp
{
−ik
2
⊥ +m
2
2κ
v
}
,
(A7)
where κ > 0, are normalized as
(gκ′,k′
⊥
, gκ,k⊥)KG = δ(κ− κ′)δ(n−2)(k⊥ − k′⊥) . (A8)
We expand the Klein-Gordon field operator in terms
of the modes gκ,k⊥(x) in Eq. (A7) as
φ(x) =
∫ ∞
0
dκ
∫
Rn−2
dn−2k⊥
×
[
aκ,k⊥gκ,k⊥(x) + a
†
κ,k⊥
g∗κ,k⊥(x)
]
. (A9)
By imposing the commutation relations
[aκ,k⊥ , aκ′,k′⊥ ] = 0 , (A10)
and
[aκ,k⊥ , a
†
κ′,k′
⊥
] = δ(κ− κ′)δ(n−2)(k⊥ − k′⊥) . (A11)
We find the equal-time commutator
[φ(x), ∂u′φ(x
′)]|v=v′ = i
2
δ(u− u′)δ(n−2)(x⊥ − x′⊥) ,
(A12)
which is the standard equal-time commutator written
differently. The factor 1/2 on the right-hand side of
Eq. (A12) can be interpreted as coming from the fact
that, in the light-cone coordinates, the field φ and
its canonical conjugate momentum are not indepen-
dent [32, 33].
In the vacuum state |0〉 defined by aκ,k⊥ |0〉 = 0 for
all κ ∈ R+ and k⊥ ∈ Rn−2, the associated Wightman
two-point functions are given by
G±(x, x′) =
1
(2π)n−1
∫
Rn−1
dκdn−2k⊥G˜
±(v − v′, κ,k⊥)
× ei[k⊥·(x⊥−x′⊥)−κ(u−u′)],
(A13)
with
G˜±(v, κ,k⊥) ≡ Θ(±κ)
2|κ| exp
{
−ik
2
⊥ +m
2
2κ
v
}
. (A14)
Since the v-coordinate increases monotonically toward
the future, the Feynman and Dyson propagators are
given by
GF(x, x′) = Θ(v − v′)G+(x, x′) + Θ(v′ − v)G−(x, x′) ,
(A15)
and
GD(x, x′) = Θ(v − v′)G−(x, x′) + Θ(v′ − v)G+(x, x′) ,
(A16)
respectively. Note that Eq. (A15) corresponds to the
form of the Feynman propagator given by Eq. (43).
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