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ABSTRACT Transcription is a vital stage in the process of gene expression and a major contributor to ﬂuctuations in gene
expression levels for which it is typically modeled as a single-step process with Poisson statistics. However, recent single
molecule experiments raise questions about the validity of such a simple single-step picture. We present a molecular multistep
model of transcription elongation that demonstrates that transcription times are in general non-Poisson-distributed. In particular,
we model transcriptional pauses due to backtracking of the RNA polymerase as a ﬁrst passage process. By including such
pauses, we obtain a broad, heavy-tailed distribution of transcription elongation times, which can be signiﬁcantly longer than
would be otherwise. When transcriptional pauses result in long transcription times, we demonstrate that this naturally leads to
bursts of mRNA production and non-Poisson statistics of mRNA levels. These results suggest that transcriptional pauses may
be a signiﬁcant contributor to the variability in transcription rates with direct implications for noise in cellular processes as well as
variability between cells.
INTRODUCTION
It has long been appreciated that noise and ﬂuctuations play
an important role in the cellular environment (1). Small
numbers of molecules as well as the intrinsically stochastic
nature of biochemical reactions mean that ﬂuctuations must
be taken into account to understand cellular function. More
recently there has been renewed interest in genetic noise (see,
e.g., (2–4)) and ﬂuctuations at the molecular level, driven by
new observational techniques which allow one to track levels
of chemical species in bacterial and yeast cells (5–7). These
experiments have allowed the identiﬁcation of a number of
different sources of ﬂuctuations in the expression levels of a
particular gene. Low numbers of macromolecules that par-
ticipate in gene regulation and expression, as well as mac-
roscopic ﬂuctuations in the environment, are likely to affect
the statistics of gene expression. In addition, the stochastic
nature of the production and degradation of RNA transcrip-
tion products introduces an important source of intrinsic
genetic noise.
Within the central dogma of molecular biology, gene ex-
pression can be split into two distinct phases, transcription of
DNA to mRNA and translation of mRNA into protein. How-
ever, the production (and degradation) of proteins and mRNA
transcripts are themselves multistage processes. Transcription,
in particular, can be crudely broken up into three main stages:
initiation, elongation, and termination. During initiation, RNA
polymerase (RNAP) binds to a promoter sequence on the
DNA and opens the double helix, uncovering the template
strand to be transcribed. The subsequent transcription of
the ﬁrst few (8–12) nucleotides leads to the formation of the
transcription elongation complex (TEC) which consists of the
RNAP, the DNA, and the nascent mRNA (8). The formation
of the TEC signals the entrance into the elongation phase
where, under normal conditions, the TEC slides along the
DNA, extending the transcript one nucleotide at a time.
Destabilization of the TEC (at speciﬁc sites or by certain
factors) leads to the termination of the process and the release
of the nascent mRNA (9).
In fact, the transcription process can exhibit biochemical
ﬂuctuations at each stage and cannot, in general, be de-
scribed by the simple exponential (Poisson) birth and death
Markov processes that are currently used to analyze experi-
ments ((4,10) and references therein). This naturally leads
one to ask under what conditions is the Poisson approxima-
tion valid (11). To answer this question, a more detailed
analysis of the dynamics of transcription is required. Recent
single molecule experiments (12,13) also provide a new
window into the dynamics of transcription, offering a moti-
vation as well as a solid basis for constructing more detailed
mathematical models.
As demonstrated below, implicit in the Poisson approx-
imation for the stochastic description of transcription is the
assumption that the rate-limiting step is initiation, i.e., that
the time taken for the polymerase to ﬁnd the promoter
sequence by random diffusion is longer than the total time
for elongation. If so, ﬂuctuations in the initiation step would
be the major contributor to genetic noise due to transcription.
In general, the frequency of transcription initiation has a
wide dynamical range in vivo (14), and in vitro studies have
shown that initiation times can be as fast as a few seconds
(15–17). Clearly then, rapid initiation times can be signif-
icantly shorter than the time needed for elongation, espe-
cially for long DNA templates or bacterial genes transcribed
in operons. In such cases, modeling transcription as a
Markovian process, obeying Poisson statistics, may be an
inadequate approximation. In fact, transcription elongation
doi: 10.1529/biophysj.107.105767
Submitted February 2, 2007, and accepted for publication August 7, 2007.
Address reprint requests to Tanniemola B. Liverpool, E-mail: t.liverpool@
bristol.ac.uk.
Editor: Michael Edidin.
 2008 by the Biophysical Society
0006-3495/08/01/334/15 $2.00
334 Biophysical Journal Volume 94 January 2008 334–348
demonstrates features that suggest that it could play as sig-
niﬁcant a role in the overall rate of transcription and hence
the regulation of gene expression (18).
Of particular interest are transcriptional pauses that disrupt
the processive mRNA synthesis. Single-molecule techniques
have made a more quantitative characterization of elongation
pauses possible. Recent in vitro experimental studies with
Escherichia coli RNAP have classiﬁed elongation pauses
into long (.20 s) and short (1–6 s) pauses (19,20). It has also
been suggested that elongation pauses can occur either in a
sequence-dependent manner (21) or irrespective of the
underlying sequence (19) and some pauses were linked
with the reverse translocation of the RNAP (backtracking)
(19,22). Backtracking may be caused by nucleotide
misincorporation or a weak RNA-DNA hybrid (8,23) and
can also be regulated by speciﬁc proteins (24). In general,
backtracking can signiﬁcantly increase the total elongation
time, and in many cases is the precursor to transcriptional
arrest (25).
In this article we point out that a single step Poissonian
picture of transcription implies that the rate-limiting step (in
transcription) is transcription initiation, i.e., the elongation
process that follows is fast and straightforward. We present a
molecular model of transcription elongation (26–29) with
very different, heavy-tailed distributions of transcription
times. Furthermore, we show that elongation can be
sufﬁciently slow to be rate-limiting, providing the cell with
ample targets for regulation. In particular, we highlight the
very important role transcriptional pauses play in determin-
ing the distribution of total transcription times and therefore
the statistics of the mRNA levels. Our results should have
direct implications for the ﬂuctuations observed in the levels
of gene expression, which lead to noise in cellular processes
and may play a role in generating variability between cells.
We study two classes of models both analytically, within a
mean ﬁeld approximation, and numerically, using stochastic
simulations. First in a model of transcription without tran-
scriptional pauses (Model A), we ﬁnd that the transcription-
elongation adds a typical delay that scales linearly with the
transcript size. In this model, the contribution from ﬂuctu-
ations is small (especially for large transcript lengths) and
leads to elongation times that are described by a Gaussian
distribution. Second, we construct a model that incorporates
backtracking pauses during the elongation phase (Model B).
We develop a detailed model of backtracking pauses as a
ﬁrst-passage process and study the distribution of their
duration considering two different scenarios: 1), pauses that
end with the TEC sliding back into position (case 1); and 2),
backtracking pauses that can also lead to transcriptional
arrest (case 2). In addition, using stochastic simulations, we
investigate the effect of backtracking pauses on the distri-
bution of elongation times, as well as on the statistics of the
mRNA production. We show that pauses can dominate the
elongation process and lead to a heavy-tailed distribution
of elongation, and hence transcription completion times.
Finally, we use Model B to perform simulations of mRNA
production, allowing multiple RNAP molecules to transcribe
the same gene.We demonstrate that rare and long-lived pauses
result in bursts of mRNA production, in agreement with
experimentally observed transcriptional bursting (11,30,31).
TRANSCRIPTION ELONGATION COMPLEX
At a typical template position the RNAP covers a region of
;25 DNA basepairs (bp), of which the central part (12 bp) is
melted, forming the transcription bubble (32). Within the
bubble, a hybrid (8–9 bp) is formed between the nascent
mRNA and the complementary DNA strand that contributes
to the stability of the TEC (33). Elongation (polymerization)
describes the addition of a nucleotide to the 39 end of the
transcript, which is catalyzed by the active site of the RNAP
and hence conditional on the active site being locked in the
appropriate position. In the simplest scenarios, polymeriza-
tion of the nascent mRNA can be interrupted by the reverse
process of pyrophosphorolysis (depolymerization), which
leads to shortening of the mRNA transcript (8), or by pauses,
due to translocation of the TEC (see below).
After a polymerization step has taken place the TEC is
thought to occupy the pretranslocated state. From this
position the TEC must translocate forward on the DNA
template, to the posttranslocated state, so that the active site
is in position to catalyze the next nucleotide addition. In
general, the TEC is also capable of translocating backward
on the template (backtracking) or even ahead of the target
DNA nucleotide (hypertranslocation). During backtracking
the TEC is moved upstream along the DNA template. This
translocation causes the 39 end of the nascent mRNA to
dissociate from the DNA and exit the TEC through the
secondary channel of the polymerase (34). Effectively, this
rearward motion dissociates the active site from the 39 end of
the transcript, temporarily halting the elongation, until the
TEC is in position once again. The posttranslocated, pre-
translocated, and backtracked states are illustrated schemat-
ically in Fig. 1, a–c.
A simple mathematical model that captures the essence
of polymerization, depolymerization, and backtracking can
be described in terms of two discrete variables n and m.
Variable n denotes the position of the last transcribed
nucleotide, or equivalently, the size of the nascent mRNA,
and ranges from 0 to N. In our model, n counts nucleotides
relative to the position at which the elongation phase is
entered by the formation of the stable TEC. Thus, position
n ¼ 0 does not correspond to the actual transcriptional start-
ing point, but usually a few (8–10) nucleotides downstream.
Finally, transcription will terminate at position n ¼ N. Note
that n is only affected by polymerization (lengthening) and
depolymerization (shortening) of the nascent mRNA. The
second variable m denotes the position of the polymerase’s
active site relative to n and ranges fromn to 1. Statesm¼ 0
and m ¼ 1 are deﬁned as the pre- and posttranslocated states
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of the TEC, respectively, while m , 0 corresponds to a
backtracked (or reverse translocated) state. Hypertransloca-
tion (which would lead to m . 1) is ignored.
The elongation phase starts with the TEC in state (n ¼ 0,
m ¼ 0). The only transition possible from this state is to the
posttranslocated state (n ¼ 0, m ¼ 1), from which the TEC
can revert to (n ¼ 0, m ¼ 0) or proceed with polymerization.
Polymerization, or the addition of a single nucleotide to the
nascent mRNA strand, can only proceed from the post-
translocated state. Thus, with the TEC occupying the
pretranslocated state (n, m ¼ 0), polymerization by a single
nucleotide requires two steps: 1), the TEC sliding forward to
the posttranslocated state (n, m ¼ 1); and 2), the extension of
mRNA by one nucleotide (n 1 1, m ¼ 0), which leaves the
TEC in the next pretranslocated state. Conversely, the
reverse process of depolymerization can only proceed from
the pretranslocated state and leaves the TEC in the previous
posttranslocated state (n – 1, m ¼ 1). Thus, at any given
template position n, the TEC can freely move back and forth
between the pretranslocated (n, m ¼ 0) and the posttrans-
located (n, m ¼ 1) states, allowing depolymerization and
polymerization, respectively, (except from the two boundary
points n ¼ 0 and n ¼ N). A schematic diagram of state
transitions for a simpliﬁed model excluding backtracking
(Model A) is given in Fig. 2 a.
Inclusion of backtracking in the model provides an
additional pathway, as the TEC can now hop from the
pretranslocated state (n, m ¼ 0) into the ﬁrst backtracked
state (n, m ¼ –1). Subsequent backward translocation events
can randomly shift the TEC’s active site back and forth,
possibly backtracking as far back as (n, m ¼ –n) (8). In
practice, backtracking is often restricted to m ¼ M . –n.
In some cases, backtracking will consist of random reverse
and forward translocations that eventually end as the TEC
returns to the nucleotide target position (allowing polymer-
ization to resume). In other instances, backtracking is interrupted
(in a so-called transcript arrest (8)) and the pause eventually
ends when the TEC is rescued by accessory factors, such as
the Gre/TFIIS cleavage proteins (35,36). Note that back-
tracking affects only variable m, since it disrupts the
positioning of the active site, leaving the length of the
nascent mRNA (variable n) unaffected. In other words, both
polymerization and depolymerization are blocked during
backtracking until the corresponding target positions are
recovered, i.e., (n, 1) and (n, 0), respectively. A schematic
diagram of state transitions for a model of elongation with
restricted backtracking (Model B) is given in Fig. 2 a.
For both Models A and B, we seek the statistics of the
elongation time, i.e., the time needed for the TEC to reach
position (n ¼ N, m ¼ 0) with the elongation phase starting
with the TEC in state (n ¼ 0, m ¼ 0).
FIGURE 1 Schematic representation of the transcription elongation
complex (TEC) at different translocation states: (a) Posttranslocated state
at (n, m ¼ 1), (b) pretranslocated state (n, m ¼ 0), and (c) backtracked state
(n, m ¼ 2). The position of the TEC on the DNA template is characterized
by the position of the active site, which in terms of variables n and m is
x ¼ n 1 m.
FIGURE 2 Schematic illustration of discrete models of transcription elon-
gation. (a) Model A (dotted rectangular) includes polymerization, depoly-
merization, and transitions between the post- and pretranslocated states.
Model B also allows for backward translocation of the TEC as far as m ¼
M, withM N . If n,M, backward translocation is permitted up to state
m ¼ n (not shown). In the case of uninterrupted backtracking (case 1), the
TEC can return from state m ¼ M (white arrow), whereas in the case of
transcript arrest (case 2), the TEC is halted at m ¼ M until it is rescued by
accessory factors, which move it to state (n  M, 0). The table includes
typical values for parameters of Model A. (b) Schematic illustration of a
simpliﬁed version of Models A and B when transition between pre- and
posttranslocated states is the fastest process. The active states (m ¼ 0, 1) have
been collapsed into one state, denoted by the asterisk (*). At each template
position the TEC can either proceed with polymerization, depolymerization, or
enter a backtracked state, with effective rates p1, p–, or d9, respectively.
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Model A: translocation-limited polymerization
In this model, backtracked states are ignored, and at each
template position n only two translocation states are pos-
sible: m ¼ 1 and m ¼ 0, which allow transcript polymer-
ization and depolymerization, respectively. The rates of
polymerization and depolymerization are given by kf and kb,
while a is the translocation rate from m ¼ 0 to m ¼ 1 and b
the reverse rate from m ¼ 1 to m ¼ 0. (See typical values in
the table of Fig. 2.)
The dynamics of Pn,m(t), the probability of ﬁnding the
polymerase in state (n, m) at time t, are described by the
Master equation (37,38),
@Pn;0
@t
¼ kfPn1;11 bPn;1  ðkb1 aÞPn;0; (1a)
@Pn;1
@t
¼ kbPn11;01 aPn;0  ðkf 1 bÞPn;1; (1b)
where n varies from 0 to N – 1. We assume that depo-
lymerization is impossible at position n ¼ 0 and that the
process is terminated when position n ¼ N is reached.
Consequently, the boundary conditions (BC) imposed on
Eq. 1 should be reﬂecting at n ¼ 0 and absorbing at n ¼ N.
The reﬂecting BC is obtained by deﬁning a ﬁctitious state
n¼1 and setting kbP0,0¼ kf P–1,1. To obtain the absorbing
BC, it is convenient to introduce a ﬁctitious position at N and
set PN,0¼ 0 (38), which is equivalent to setting the transition
rate from (N – 1, 1) to (N, 0) equal to zero.
A mean-ﬁeld (quasi-steady-state) approximation yielding
a biased random walk is obtained in the limit that the rates of
polymerization are much slower than the rates of transloca-
tion (i.e., kf, kb a,b) (26,28). The effective polymerization
and depolymerization rates are p1  kfa=ða1 bÞ and
p  kbb=ða1 bÞ: We calculate m, the mean elongation
time (i.e., the time it takes for the TEC to arrive at n¼ N,m¼
0 from a starting position at n ¼ 0, m ¼ 0) and the variance
s2 as a function of the template length N (see Appendix A for
a complete derivation). Under normal conditions, elongation
is overwhelmingly favored over chain shortening (8)
K ¼ p/p1  1. Therefore, we have
m ¼ N
p1
1K
ðN  1Þ
p1
1OðK2Þ; (2a)
s
2 ¼ N
p21
1K
ð4N  4Þ
p21
1OðK2Þ: (2b)
Fig. 3 shows results obtained from stochastic simulations
of Model A (Eq. 1), along with the analytic results obtained
FIGURE 3 (a, b) Distribution of dimensionless elonga-
tion times (scaled by the mean elongation time) for Model
A (Eq. 1). Mean-ﬁeld analytic results are plotted in solid
curves, and superimposed with stochastic simulations
results. (a) Results for N ¼ 1000 bp, p1 ¼ 20 s1 and
different polymerization biases K ¼ 0.01, 0.5, 0.99. (b)
Results for K ¼ 0.01, p1 ¼ 20 s1 and different template
lengths N ¼ 10, 100, 1000 bp. (c) Standard deviation over
mean (s/m) plotted against the template length N for
different values of K. As expected, the width of the dis-
tribution scales as 1=
ﬃﬃﬃﬃ
N
p
:
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in the mean-ﬁeld approximation, for different values of N
and K. In the small K regime and for small values of N, the
elongation times are approximately g-distributed, with shape
parameter a¼ m2/s2 and scale parameter b¼ s2/m2. As N is
increased, the distribution approaches a Gaussian, in agree-
ment with the Central Limit Theorem, with mean and
variance given by Eqs. 2a and 2b, respectively. Since both m
and s2 scale linearly with the template length N, ﬂuctuations
around the mean are of the order 1=
ﬃﬃﬃﬃ
N
p
: As a result, the
distribution becomes narrowly peaked around the mean as N
is increased, and in the limit N / N, where ﬂuctuations
tend to zero, the process becomes essentially deterministic.
Conversely, in the K/ 1 limit, polymerization and depo-
lymerization tend to play equal roles, leading to ﬂuctuations
in the transcription time that do not vanish as N is increased.
Model B: transcription with backtracking pauses
We now extend Model A to include elongation pauses that
arise when the TEC occupies backtracked states (m , 0). In
particular, a pause is signaled when the TEC enters the
backtracked state m ¼ 1 from state m ¼ 0. We denote the
corresponding transition rate by d and assume a slow rate
relative to polymerization d  p1. From m ¼ 1 the TEC
hops across contiguous backtracked states with rate c. In
principle, at each template position n, backtracking can
proceed up to m ¼ n (8). However, in practice, different
mechanisms, such as RNA hairpins, RNA-DNA interac-
tions, and cleavage enzymes preclude extensive backtrack-
ing (33). A more reasonable assumption is that backtracking
is restricted in length; we assume backtracking to be
restricted to a ﬁxed number of steps m ¼ M n, which
we take to be independent of position n. Also, for values of
template position n that are smaller than M, backtracking is
permitted to extend as far as m ¼ – n. In fact, hairpins are
dynamic (breaking and reforming), implying that the choice
of ﬁxed M is only a ﬁrst approximation. If the hairpin
relaxation time is sufﬁciently fast (as compared with the
backtracking rate), such dynamics could lead to ﬂuctuations
in the value of M.
Dynamics of backtracking pauses
To gain insight into the statistics of transcriptional pauses,
we describe and examine the dynamics of backtracking as a
separate process. Without loss of generality, we describe
backtracking by a symmetric hopping process, or unbiased
random walk with rate c. The asymmetric case, equivalent to
a biased random walk, is quite a straightforward generali-
zation (39). For simplicity, we characterize backtracked
states by a new variable l ¼ – m, where 1 # l # M. The
probability P(l, t), of ﬁnding the polymerase in state l at time
t given that it was in state l ¼ 1 at t ¼ 0, follows the Master
equation:
@Pðl; tÞ
@t
¼ cPðl 1; tÞ1 cPðl1 1; tÞ  2cPðl; tÞ: (3)
We use the Laplace transform, p˜ðl; sÞ ¼ RN
0
Pðl; tÞestdt;
to obtain exact expressions for the probability distribution of
the duration of backtracking pauses for two different
scenarios:
1. Uninterrupted backtracking: l ¼ M is a reﬂecting bound-
ary, and termination of the pause occurs when the TEC
eventually slides back to state l ¼ 0 and
2. Transcript arrest: The TEC is irreversibly halted at l ¼ M.
Elongation can be resumed either from state l ¼ 0 or
from position l ¼ M with the aid of accessory factors.
Detailed derivations are given in Appendix B.
Case 1: uninterrupted backtracking
In this case no backward translocation is possible beyond
state l ¼ M, and the pause is ended when state l ¼ 0 is
reached. The corresponding boundary conditions for Eq. 3
are: P(0, t) ¼ 0 (absorbing) and cP(M, t) ¼ cP(M 1 1, t)
(reﬂecting). The mean pause duration is Ætæ ¼ M/c and an
analytic expression for the probability distribution P(t) of
pause duration is given in Appendix B. Simple expressions
for P(t) are obtained in the following limits:
PðtÞ 
1
2
ﬃﬃﬃ
p
p ﬃﬃ
c
p
t
3=2;
1
c
 t M
2
c
;
pcsin
p
2ðM1 1Þ
 
ð11MÞ2 exp e

cp
2
4ð11MÞ2t
2
664
3
775; t  M
2
c
:
8>>>><
>>>>:
(4)
For times short compared to the timescale of diffusion to the
reﬂecting state l ¼ M (t M2/c), but still longer than the time
for the TEC to diffuse by one nucleotide (t 1/c), P(t) scales
as t3/2. Interestingly, the power law behavior characteristic of
this regime is consistent with the heavily skewed and heavy-
tailed distribution observed by Shaevitz et al. (19). Conversely,
for times much longer than M2/c, which ensure reﬂection, the
asymptotics are altered and P(t) exhibits a rapid exponential
decay. The two different asymptotic behaviors are illustrated in
Fig. 4 a, where the analytic results have been plotted together
with the data obtained from stochastic simulations of the model.
Case 2: backtracking with transcript arrest
As before, pauses begin with a transition into state l ¼ 1 and
terminate when state l ¼ 0 is reached. However, in this
scenario, backtracking will also be terminated by the arrest of
transcription if the TEC arrives at l ¼ M. Transcription can
only resume from the arrested state with the aid of a rescue
mechanism (35,36). The boundary conditions imposed to Eq. 3
are therefore absorbing at both ends: P(0, t) ¼ P(M, t) ¼ 0.
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It can be shown (see Appendix B) that the probability of
eventual arrest of the TEC is pM ¼ 1/M; the probability of
TEC recovery from the pause is p0 ¼ 1pM; and the
corresponding mean time for each case is ÆtæM ¼ (M2 – 1)/6c
and Ætæ0 ¼ (2M – 1)/6c. Compact expressions for P0(t), the
probability distribution of recovering from the pause at time
t, are obtained in the two limits discussed above:
P0ðtÞ 
1
2
ﬃﬃﬃ
p
p ﬃﬃ
c
p
t
3=2;
1
c
 t  M
2
c
;
2pcsin
p
M
 
M
2 exp e

p
2
c
M2
t
2
64
3
75; t  M
2
c
:
8>>>><
>>>:
(5)
Once again, the distribution demonstrates a power law decay
for 1/c  t  M2/c, followed by an exponential cutoff. For
sufﬁciently long times t  M2/c that allow diffusion to the
boundary l ¼ M, the probability distribution of the TEC
arrest decays exponentially with PM(t)  P0(t). The above
analytic results, along with stochastic simulations, are sum-
marized in Fig. 4.
Stochastic simulations of Model B
Having characterized backtracking statistics, we are now in a
position to examine the effects of backtracking on the total
elongation time. The macroscopic (observable) properties
that we must consider are: 1), the number of pauses d over a
DNA template of length N, and 2), the aggregate lifetime of
all the pauses relative to the time spent on active polymeri-
zation. These properties are linked to the microscopic param-
eters d and c, respectively. In particular, when translocation
between pre- and posttranslocated states is the fastest process,
the number of pauses d is given by:
d
N
¼
d
a
a1 b
d
a
a1 b
1 p1 1 p
¼ d9
d91 p1 1 p
; (6)
where d9 ¼ dða=ða1bÞÞ is the effective rate of entering into
a backtracked state (see Fig. 2 b). Moreover, the distribution
of pause durations (for the case of uninterrupted backtrack-
ing) is determined by the symmetric diffusion rate c, with
M/c being the mean pause duration.
As expected, in the limit of short-lived pauses, even the
aggregate pause duration will be negligible relative to the
time spent on processive polymerization, N=p1  dðM=cÞ;
and so the distribution of elongation times will approach that
of Model A. Conversely, when N=p1  dðM=cÞ; pauses
dominate the total elongation time and the distribution of
elongation times is signiﬁcantly affected by the large ﬂuc-
tuations in the duration of the pauses. In the limit p1  d9
and p1  p, Eq. 6 becomes d=N  d9=p1 and the above
limits can be written as d9ðM=cÞ  1 and d9ðM=cÞ  1: We
therefore introduce R ¼ d9ðM=cÞ as a dimensionless measure
of pauses which quantiﬁes their relative contribution to the
elongation time. This measure of pause durations is partic-
ularly useful as it is directly linked to the macroscopic
parameters of the system (i.e., mRNA production rate) but is
derived from the microscopic rate parameters.
Figs. 5 and 6 illustrate the results of the stochastic simu-
lations of Model B, i.e., transcription with restricted, uninter-
rupted backtracking, for different values of R (keeping the
frequency of pauses d/N constant). As expected, for R/ 0
the polymerization-only model (Model A) is recovered and
s=m ¼ 1= ﬃﬃﬃﬃNp (Fig. 6). This is also evident from the dis-
tribution of elongation times, where for small R the high peak
close to the mean elongation time predicted by Model A indi-
cates that either no pauses or only brief ones occur. The effect
of backtracking events is most evident in the heavier tail of
the distribution since rare prolonged pauses can give rise to
signiﬁcantly longer elongation times. This effect is magniﬁed
as the fraction of time spent in pauses is increased (i.e., for
higher values of R) (Fig. 5 a). For increasing pause frequency
FIGURE 4 Results for case 1 (uninterrupted backtracking) and case 2
(transcript arrest) pauses with M ¼ 10. Distributions of (a) pause duration
P(t) for case-1; (b) self-recovered pause durationP0(t) for case-2; and (c) time
to arrest PM(t) for case-2. Plotted are the analytic results (Eq. 39, and Eqs.
45a and 45b, respectively) as solid lines and the results of stochastic simula-
tions as circles.P(t) andP0(t) exhibit a power law decay for 1/c tM2/c,
followed by an exponential cutoff in long time limit (t  M2/c).
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(higher d/N) the effect on the total elongation time is clearly
more profound; the distribution becomes broader and exhibits
a general shift toward longer elongation times (Fig. 5 b).
mRNA transcript levels: production
and degradation
Models A and B capture the statistics of the elongation
phase. Ultimately, however, one is interested in the mRNA
levels, which are the combined action of mRNA production
(transcription) and degradation. In general, the transcription
process involves an initiation phase (which includes pro-
moter binding, open complex formation, and promoter clear-
ance), an elongation phase, and termination. As a more
complete model of transcription, we assume fast termination
and combine the model of elongation presented above (Model
B) with a simpliﬁed, ﬁrst-order initiation step. Degradation is
also represented as a Poisson, single-step process. Using
stochastic simulations of this combined transcription-degra-
dation model, we examine how the elongation and possible
pauses therein affect steady-state mRNA levels.
We denote the initiation rate as ki. The elongation phase
proceeds as described by Model B and instantaneous ter-
mination takes place when the transcript reaches its desig-
nated size, leading to mRNA production. Finally, mRNA
degradation is modeled as a ﬁrst-order process with rate
constant kd. The combination of mRNA production and
degradation gives a ﬁrst handle on mRNA levels and
ﬂuctuations in the cell.
In fact, mRNA production is complicated by the fact that
multiple initiation events can occur within the time it takes to
produce a single mRNA. This would lead to several TECs
moving in tandem on the same DNA template (40), each
synthesizing a nascent mRNA. To capture the fact that two
TECs cannot come in close proximity due to nonspeciﬁc
interactions between them or to the additional work required
to deform the DNA helix (41,42), we set a minimum
(exclusion) distance of L nucleotides (L  N) between the
active sites of any two contiguous TECs. In terms of variables
n and m of Model B, the active site of a TEC is located at
position x ¼ n 1 m along the DNA template. Therefore, a
TEC, positioned at x1, can translocate forward (backward) if
the leading (trailing) TEC, positioned at x2, is at distance of at
least L nucleotides, i.e., jx1 – x2j , L. A similar argument
applies for transcription initiation, that is, no RNA polymerase
can initiate transcription if a TEC is at position x # L. A
schematic illustration of the model is given in Fig. 7.
The relevant timescales associated with the above model
are: 1), the time needed for transcription initiation t1¼ 1/ki;
2), the time needed by the TEC to transcribe L nucleotides
t2  L/p1; and 3), the mean time of a pause due to
backtracking t3 ¼ M/c. When initiation is the rate-limiting
step (t1 t2,t3), the density of TECs on the DNA template
is low and therefore transcriptional pauses and interactions
between TECs are expected to have marginal effects.
Consequently, the rate of mRNA production is set mainly
by the rate of initiation ki and the statistics of the mRNA
levels are expected to be approximately Poisson with the
mean equal to the variance (mmRNA ¼ s2mRNA; see Fig. 8
III). If the rate of polymerization is the rate-limiting step
FIGURE 5 Distributions of dimensionless elongation
times (scaled by N/p1) for Model B for different values of
R ¼ d9M/c. The distributions were obtained from stochas-
tic simulations. (a) N ¼ 4 kb, M ¼ 10 bp, p1 ¼ 10 s1,
K¼ 0.01 and d9 chosen to yield d/N d9/p1¼ 1 pauses/kb
(19,22). (b) N ¼ 1 kb,M ¼ 10 bp, p1 ¼ 10 s1, K ¼ 0.01,
and d9 chosen to yield d/N d9/p1¼ 10 pauses/kb. (Inset)
R ¼ 1. The effect of the pauses is evident in the heavy tails
that broaden with decreasing R or increasing d/N.
FIGURE 6 Standard deviation over mean (s/m) of elongation times
(Model B) plotted against 1/R for different values of the ratio d9/p1 (pause
frequency). As 1/R/ 0, pauses becomemore signiﬁcant and the distribution
of elongation times becomes broader. In the case of frequent pausing (d9/p1
¼ 2 3 103), the distribution exhibits characteristics of an exponential
distribution, i.e., s/m¼ 1 (indicated by the upper dashed line). As 1/R/N,
the effect of pauses vanishes and Model B approaches Model A, where
s=m  1= ﬃﬃﬃﬃNp (indicated by the lower dashed line). Parameters used: N ¼ 4
kb, M ¼ 10 bp, d9 ¼ 0.01 s1, K ¼ 0.01, and p1 ¼ 2, 10, and 20 s1.
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(t2  t1,t3), fast transcription initiation is blocked by the
slow movement of the TECs on the DNA template, while
the relatively short-lived backtracking events, as in the case
above, play no signiﬁcant role. In particular, the density
of TECs along the DNA is expected to be maximal (N/L),
with the TECs kept evenly spaced (L nucleotides apart) by
exclusive interactions. In this regime the statistics of the
mRNA levels are sub-Poisson with more evenly distributed
TECs along the DNA template (mmRNA.s
2
mRNA; see Fig. 8
II). Finally, t3  t1,t2 corresponds to a regime where long
pauses dominate transcription. Such pauses can create
congestion points by blocking the movement of trailing
TECs, while the leading TECs continue to transcribe
normally. In this way the uniform (t2  t1) or Poisson
(t1  t2) distribution of TECs on the DNA template is
disrupted, resulting in a burstlike production of mRNA
transcripts (Fig. 9) and super-Poisson mRNA statistics (i.e.,
mmRNA,s
2
mRNA; see Fig. 8 I).
In the bursting regime, the effect of elongation pauses can
be linked heuristically to a switching mechanism between
high and low rates of mRNA production. In particular,
sufﬁciently long pauses shut down mRNA production by
blocking trailing TECs. In the intervals between pauses,
multiple blocked TECs that have accumulated at a conges-
tion site are likely to be transcribed in a burst of rapid mRNA
production. A qualitative description of the different classes
of behavior obtained for the integrated initiation, elongation,
degradation model is presented in Table 1. Stochastic simu-
lations of the model conﬁrm that rare and long-lived pauses
give rise to jamming of TEC trafﬁcking during transcription
and therefore bursts of mRNA production. We note that such
abrupt switching between two states is reminiscent of dy-
namic phenomena observed in studies of the asymmetric ex-
clusion process (43,44).
FIGURE 8 Distribution of steady-state number of
mRNA molecules (solid line). Simulations included tran-
scription initiation, elongation, and mRNA degradation
and allowed multiple RNAP molecules to transcribe the
DNA template at the same time. A Poisson distribution
with the same mean value is given for reference (dash-
dotted line). (I) When elongation pauses are longer than the
time needed for transcription initiation and the time needed
by the TEC to transcribe L nucleotides (t3  t1,t2), the
mRNA distribution is expected to be broader than Poisson.
(II) When the movement of RNAP molecules on the DNA
template is the rate-limiting step (t2  t1,t2), the mRNA
distribution predicted by the model is sub-Poisson. (III)
When transcription initiation is the rate-limiting step (t1
t2,t3), the mRNA distribution predicted by the model is
Poisson.
FIGURE 7 Schematic illustration of multiple RNAP molecules simulta-
neously transcribing a DNA template. Transcription initiation proceeds with
an effective rate of ki. The position of each TEC on the DNA is characterized
by the position of its active site, which is given by x ¼ n1 m. We also set a
minimum (exclusion) distance of L nucleotides between any two TECs. If
transcriptional pauses are sufﬁciently long they can block the progress of
trailing RNAP molecules and subsequently lead to a burst in mRNA pro-
duction. Such a scenario suggests a signiﬁcant link between transcriptional
pauses and mRNA production statistics.
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DISCUSSION
We have presented a stochastic model of transcription,
including initiation, elongation, and mRNA degradation.
Our main focus has been on the elongation phase for which
we obtained analytic results both for the polymerization
dynamics (ignoring backtracking) and for the dynamics of
backtracking pauses. Our model of backtracking pauses as a
ﬁrst passage process is consistent with recent single molecule
experiments (19). By means of stochastic simulations we
have also examined how pauses affect the total elongation
times. Finally, we have developed a model of mRNA pro-
duction and degradation that combines transcription initia-
tion, transcription elongation, and mRNA degradation. In
this model, multiple RNAPs with repulsive interactions can
move in tandem on the same DNA template. We used
stochastic simulations of this model to examine how the
dynamics of the elongation phase and backtracking pauses
therein affect the statistics of the mRNA population levels.
Our key results are particularly instructive in two limits:
ﬁrst, when pauses cause a weak perturbation to elongation
dynamics and secondly, when they signiﬁcantly affect it. The
third regime, in which initiation is the rate-limiting step (with
relatively rapid elongation), recovers previously predicted
Poisson statistics. As expected, if the elongation phase
dominates transcription, but the time spent in backtracking
pauses is brief relative to that spent on active polymerization,
similar results to the polymerization-only model are recov-
ered. That is, for sufﬁciently long sequences (N  1) the
elongation times follow a narrow Gaussian distribution with
ﬂuctuations around the mean scaling like 1=
ﬃﬃﬃﬃ
N
p
; where N is
the length of the gene. This leads to a characteristic delay in
the total time of transcription. Coupling fast transcriptional
initiation with such a model of transcription elongation pre-
dicts a more homogeneous transcription process and hence
steadier mRNA population levels than would be produced by
a model of initiation alone.
In the opposite regime, when there is a signiﬁcant number
of backtracking pauses whose duration is comparable to the
active polymerization time, there is a dramatic change in the
distribution of transcriptional times. We considered two types
of backtracking pauses; pauses that end with the TEC sliding
back into position and backtracking pauses that can lead to
transcriptional arrest. For both classes of pauses we found a
broad distribution of pause durations with a power law decay
cutoff by an exponential one. Consequently, the statistics of
the elongation phase can be dramatically altered, with in-
creased mean and a signiﬁcantly broader distribution of elonga-
tion times, which mirrors the distribution of pause durations.
Recent experiments have provided evidence for the ex-
istence of bursts of transcription both in bacterial (11) and
eukaryotic cells (30,31). We have found that our model of
the dynamics of elongation with pauses leads naturally to
switching between high and low mRNA production rates,
resulting in transcriptional bursts. Our ﬁndings suggest that
rare and long elongation pauses (from the tails of the
distribution) act as congestion points turning off mRNA
FIGURE 9 Simulation of mRNA population levels in
an integrated model of transcription initiation, elongation,
and mRNA degradation (parameters given in Appendix C;
103 runs). The inclusion of transcriptional pausing (when
multiple initiations are permitted) results in bursts of
mRNA production and super-Poisson mRNA statistics
(s2mRNA=mmRNA ¼ 4:25). The bottom panel shows the
mRNA production events in time and the trace above
illustrates the resulting mRNA count ﬂuctuations. In the
third panel, dmRNA/dt is plotted (dt ¼ 6 min), along with
an arbitrary threshold (dotted line, set to 1/dt mRNA/s).
The threshold enables us to visualize the transcriptional
process as a telegraph process with off- and on-states
corresponding to low and high rates of mRNA production
(top panel).
TABLE 1 Table summarizing the behavior of mRNA production
in the different limiting regimes (with time-limiting initiation,
polymerization, or pausing kinetics)
Regime Behavior
t1  t2,t3 t1  t2,t3 Poisson
t1  t2,t3 Poisson
t2  t1,t3 t1  t3 sub-Poisson
t3  t1 sub-Poisson
t3  t1,t2 t1  t2 super-Poisson
t1  t2 super-Poisson
t1  t2  t3 sub-Poisson
t1  t3  t2 super-Poisson
t2  t3  t1 super-Poisson
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production for long periods, while allowing rapid mRNA
production for short intervals. Such long pauses, therefore,
give rise to more strongly ﬂuctuating mRNA levels. Thus, in
this regime, elongation pauses act as a rate-limiting step.
In fact, experimental reports of transcriptional bursting
measure mRNA population levels (rather than production
rates). We obtain consistent ﬂuctuations in mRNA popula-
tion levels, in a model that combines transcription with
mRNA degradation kinetics. Other possible elongation
pauses (which are not linked to backtracking) could result
in similar bursting effects (45). Indeed, pauses can, in
general, result from sequence-encoded signals (46), elonga-
tion factors, or nucleosome packaging (47,48). We note,
however, that the rate-limiting step can also be provided by a
number of different mechanisms associated with the tran-
scription process, such as changes in the state of the promoter
(30,31) (e.g., by chromatin remodeling) or the diffusivemotion
of regulatory molecules (49).
While single molecule studies have provided evidence that
RNAP backtracking dominates in vitro transcription and
results in pauses of signiﬁcant (.20 s) duration (19), it is
interesting to consider how frequent they are and what role
they may play in vivo. For example, backtracking pauses
have been previously implicated in mRNA editing and error
correction (8,23) and could therefore partially account for
discrepancies between theoretically expected and observed
error rates in mRNA transcripts. Differences in free energies
between correct and incorrect nucleotides yield an expected
error rate of 103 errors/bp. This high rate contrasts with
experimentally measured values of 105 errors/bp (50). This
discrepancy in error rates could presumably be accounted for
by error correction mechanisms, which may include back-
tracking pauses (M. Voliotis, N. Cohen, C. Molina-Parı´s,
and T. B. Liverpool, unpublished). Of course, the situation in
vivo is further complicated by the effects of transcription
factors and other regulatory proteins. Nevertheless, if back-
tracking pauses are signiﬁcant in the elongation process they
could provide the cell with ample opportunity for a range of
regulation mechanisms.
The models presented here relied on a number of sim-
plifying assumptions. In particular, both polymerization and
elongation pauses were taken to be sequence-independent.
The assumption that polymerization takes place on a ho-
mogeneous DNA template is likely to be a simpliﬁcation,
since the local rates of translocation have been suggested to
depend on the underlying local DNA sequence. Moreover,
our models have neglected any sequence dependence that
has been attributed to short-lived pauses (20,21). We leave
the development of more detailed sequence-dependent
kinetic models of elongation dynamics for future research.
While in this article we restrict our calculations to models
of transcription, similar arguments regarding pauses and
bursting should also be relevant for translation. Applications
of these results will ultimately contribute to a more complete
understanding of gene expression and regulation, and
ﬂuctuations therein. A better understanding of these pro-
cesses will also shed light on the differences between the
effects of gene regulatory mechanisms, which act during
transcription and translation (18,52–56) as compared to
those which act by controlling the initiation of these
processes. Ultimately, models of noise generation in the
cellular environment may lead to new insights on the ways in
which cells survive and adapt, with consequences for cell
development, function, and fate.
APPENDIX A: TRANSLOCATION-LIMITED
POLYMERIZATION
For Model A, the Master equation describing the dynamics of Pn,m(t), the
probability of ﬁnding the TEC in state (n,m) at time t, starting from an initial
state (0, 0) at t ¼ 0, is given by Eq. 1. Since we take N to be the termina-
tion site, we implement an absorbing boundary at position (n ¼ N, m ¼ 0).
Such a boundary can in general be obtained by setting the depolymerization
rate at n ¼ N equal to 0. By doing so, Eq. 1b is affected only for (n ¼ N – 1,
m ¼ 1):
@PN1;1
@t
¼ aPN1;0  ðkf 1 bÞPN1;1: (7)
The same result can be obtained by setting PN,0 ¼ 0 and regarding Eq. 1b
valid for every n in f0; 1; . . . ;N  1g: Also, since we assume (n¼ 0, m¼ 0)
to be a reﬂecting boundary, we set the depolymerization rate at n ¼ 0 to
0 and P–1,1 ¼ 0, i.e., there is no probability ﬂow from or to state (n ¼ 1,
m ¼ 1). In this way, Eq. 1a is affected only for (n ¼ 0, m ¼ 0):
@P0;0
@t
¼ bP0;1  aP0;0: (8)
The same result can be obtained by setting kbP0,0 ¼ kfP–1,1 such that Eq. 1a
is valid for every n in f0; 1; . . . ;N  1g:
We can deﬁne a mean occupancy for each translocation state (m ¼ 0, 1)
by summing over all possible template positions, PmðtÞ ¼ +N1n¼0 Pn;mðtÞ.
From Eq. 1a, we obtain
@P0
@t
¼ ðkf 1 bÞP1  ðkb1 aÞP0; and P1 ¼ 1P0: (9)
The solution to Eq. 9 that satisﬁes initial conditions P0(0) ¼ 1 relaxes on a
timescale t ¼ ða1b1kf1kbÞ1  k1f : On timescales longer than t,
this solution attains steady-state values such that Ps0 ¼ (kf 1 b)t and
Ps1 ¼ (kb 1 a)t. For such long times the ﬂuctuations in n and m become
independent and we can write Pm,n ¼ PsmPn: Substituting back into Eq. 1
and summing over m, we obtain
@Pn
@t
¼ pPn111 p1Pn1  ðp1 p1 ÞPn; (10)
which is equivalent to a biased random walk with effective polymerization
and depolymerization rates
p1 ¼ kfðkb1 aÞt  kfa
a1 b
; (11a)
p ¼ kbðkf 1 bÞt  kbb
a1 b
; (11b)
where we have used kf, kb  a,b. Note that the boundary conditions for
Eq. 10 are PN ¼ 0 (absorbing) and pP0 ¼ p1P1 (reﬂecting).
The elongation time is deﬁned as the time needed for the TEC to reach
position (n ¼ N, m ¼ 0) starting from (n ¼ 0, m ¼ 0). In the mean-ﬁeld
model the mean and variance of the elongation time can be calculated using
the backward Master equation (38). We denote the initial template position
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of the TEC at time t0 ¼ 0 by n0 and rewrite Eq. 10 in terms of conditional
probabilities:
@Pðn; tjn0; t0Þ
@t
¼ p1Pðn 1; tjn0; t0Þ1 pPðn1 1; tjn0; t0Þ
 ðp1 1 pÞPðn; tjn0; t0Þ:
(12)
The backward Master equation is (38)
@Pðn; tjn0; t0Þ
@t0
¼ p1 ½Pðn; tjn0; t0Þ  Pðn; tjn01 1; t0Þ
1 p½Pðn; tjn0; t0Þ  Pðn; tjn0  1; t0Þ:
(13)
Since the system is homogeneous, we can write
Pðn; tjn0; t0 ¼ 0Þ ¼ Pðn; 0jn0;tÞ; (14)
so that the backward Master equation takes the form
@Pðn; tjn0; 0Þ
@t
¼ p1 ½Pðn; tjn01 1; 0Þ  Pðn; tjn0; 0Þ
1 p½Pðn; tjn0  1; 0Þ  Pðn; tjn0; 0Þ:
(15)
The boundary conditions for the backward Master equation are P(n,tjn0 ¼
0,0) ¼ P(n,tjn0 ¼ 1,0) (reﬂecting) and P(n,tjn0 ¼ N,0) ¼ 0 (absorbing).
The probability that at time t the TEC has not yet reached the absorbing
boundary is given by
+
N1
n¼0
Pðn; tjn0; 0Þ ¼ Gðn0; tÞ: (16)
If T is the elongation time (time needed to complete elongation by reaching
the absorbing boundary at position n ¼ N), G(n0, t) is the probability that
T$ t. In other words, the cumulative distribution function of the elongation
times is 1 – G(n0, t). We sum Eq. 15 over n from n¼ 0 to n¼ N – 1 to obtain
@Gðn0; tÞ
@t
¼ p1 ½Gðn01 1; tÞ  Gðn0; tÞ
1 p½Gðn0  1; tÞ1Gðn0; tÞ; (17)
subject to the initial condition G(n0,0) ¼ 1 and boundary conditions
G(N,t) ¼ 0 and G(0,t) ¼ G(1,t).
Equation 17 can be expressed and solved in terms of the ﬁrst and second
moments of the elongation time T, which can be written as
Tðn0Þ ¼ ÆTæ¼
Z 1N
0
t@tGðn0; tÞdt¼
Z 1N
0
Gðn0; tÞdt;
(18)
T2ðn0Þ ¼ ÆT2æ¼
Z 1N
0
t
2
@tGðn0; tÞdt¼ 2
Z 1N
0
tGðn0; tÞdt:
(19)
We integrate Eq. 17 with respect to t to obtain
1 ¼ p1Tðn01 1Þ1 pTðn0  1Þ  ðp1 1 pÞTðn0Þ
¼ p1 ½Tðn01 1Þ  Tðn0Þ1 p½Tðn0  1Þ  Tðn0Þ:
(20)
The boundary conditions imply T(N) ¼ 0, T(0) ¼ T (1). To solve this
difference equation we introduce
Uðn0Þ ¼ Tðn0Þ  Tðn0  1Þ; (21)
and substituting into Eq. 20 yields
p1Uðn01 1Þ  pUðn0Þ ¼ 1: (22)
Solving the above two difference equations recursively, we obtain (38)
Tðn0Þ ¼ +
N
n¼n01 1
1
p1
+
n1
n9¼0
p
p1
 n9
: (23)
By setting K ¼ p=p1 and observing that 0 # K , 1, we can write
Tðn0Þ ¼ 1
p1
+
N
n¼n011
1 Kn
1 K
¼ 1
p1 ð1 KÞ N  n0 
K
n01 1  KN1 1
1 K
 
: (24)
Finally by letting n0 ¼ 0, we obtain the mean elongation time
m ¼ 1
p1 ð1 KÞ N 
Kð1 KNÞ
1 K
 
: (25)
For the variance of the elongation time we carry out a similar derivational.
Multiplying by t and integrating Eq. 17 over t, we obtain
2Tðn0Þ ¼ p1T2ðn011Þ1pT2ðn01Þ ðp1 1pÞT2ðn0Þ
¼ p1 ½T2ðn011ÞT2ðn0Þ1p½T2ðn01ÞT2ðn0Þ:
(26)
Once again solving the above equation recursively leads to
T2ðn0Þ ¼ +
N
n¼n011
UðnÞ; (27)
where U(n) is given by
UðnÞ ¼ 2
p1
+
n1
i¼0
K
ni1
TðnÞ: (28)
For n0 ¼ 0, the second moment becomes
ÆT2æ¼ð1K16K
N11Þ
p
2
1ð1KÞ3
N1
ð11KÞ
ð1K16KN11ÞN
2

 2Kð1K
NÞð21KN11Þ
ð1KÞð1K16KN11Þ

: (29)
Finally, the variance of the elongation time is given by
s
2 ¼ ÆT2æ ÆTæ2
¼ ð11K1K
11NÞ
p
2
1ð1KÞ3
NKð1K
NÞð41K1K11NÞ
ð1KÞð11K14K11NÞ
 
:
(30)
In the limit K  1 (polymerization is overwhelmingly favored over
depolymerization) we can express the mean elongation time and variance
up to ﬁrst-order in K (see Eq. 2). In this regime, both the mean and the
variance of the elongation time depend linearly on the template length N.
Also the mean elongation time and variance approach the mean and variance
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of the sum of N independent and identically distributed (i.i.d.) exponential
steps. Since the sum of i.i.d. exponential random variables is g-distributed
we can assume that in the small K limit the elongation time, T, follows a
g-distribution
GðTja;bÞ ¼ T
a1
e
Tb
GðaÞba: (31)
The parameters a and b can be calculated from the mean and variance using
the relationships m ¼ ab and s2 ¼ ab2:
a¼ ðN1KNKÞ
2
N14KN4K ; (32a)
b¼ 1
p1
N14NK4K
N1NKK : (32b)
In the limit of large N the distribution of elongation times approaches
a Gaussian with mean and variance given by Eqs. 2a and 2b, respectively,
in agreement with the Central Limit Theorem.
APPENDIX B: ELONGATION PAUSES
AND BACKTRACKING
We model the dynamics of backtracking in terms of an unbiased random
walk with rate c. For simplicity, we characterize backtracked states by
l¼ – m where 1# l#M. The probability, P(l, t), of ﬁnding the TEC in state
l at time t given it was in state l ¼ 1 at t ¼ 0, follows the Master equation
given in Eq. 3. By using the Laplace transform p˜ðl; sÞ ¼ RN
0
Pðl; tÞestdt;we
can eliminate the time derivative in Eq. 3 and obtain an algebraic difference
equation,
sp˜ðl;sÞdl;1 ¼ cp˜ðl1;sÞ1cp˜ðl11;sÞ2cp˜ðl;sÞ; (33)
where dl,1 is the Kronecker delta.
Case 1: uninterrupted backtracking
In this case (see schematic diagram in Fig. 10 a), the boundary conditions
for Eq. 3 are: P(0, t) ¼ 0 (absorbing) and cP(M, t) ¼ cP(M 1 1, t)
(reﬂecting).
We solve Eq. 33 (as described in (39)), with boundary conditions
p˜ð0; sÞ ¼ 0 cp˜ðM; sÞ ¼ cp˜ðM11; sÞ; and obtain a closed formula for the
Laplace transform of the probability ﬂux to state l ¼ 0, F˜ð0; sÞ ¼ cp˜ð1; sÞ;
F˜ð0;sÞ ¼ sinh½MfðsÞ sinh½ðM1ÞfðsÞ
sinh½ðM11ÞfðsÞ sinh½MfðsÞ; (34)
where tanhfðsÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 1=ðs=2c11Þ2
q
The probability ﬂux F(0, t) is equi-
valent to the probability of exiting the pause at time t, and its Laplace transform,
F˜ð0; sÞ; evaluated at s¼ 0, gives the probability of eventually exiting the pause
(39). From Eq. 34, one obtains F˜ð0; s ¼ 0Þ ¼ 1; i.e., the TEC will eventually
exit the pause and resume elongation. F˜ð0; sÞ is also the moment-generating
function containing all the positive integer moments of the exit time, as the
coefﬁcients of its power expansion in s (39). We expand Eq. 34 to get
F˜ð0;sÞ ¼ 1M
c
s1Oðs2Þ; (35)
from which we obtain the mean pause duration Ætæ ¼ M=c:
We can also use F˜ð0; sÞ to calculate the distribution of pauses. In the limit
t  1=c; i.e., for times much longer than the time for a single step, Eq. 34
becomes
F˜ð0;sÞ 
cosh
ﬃﬃ
s
c
r
ðMÞ
 
cosh
ﬃﬃ
s
c
r
ðM11Þ
 : (36)
By inverting the above Laplace transform (58), we can express the
distribution of pause duration, P(t)[ F(0,t) (for times.1/c) in terms of the
Jacobi u1 function,
PðtÞ ¼ a1 @
@n
u1
1
2
na
1
				ta2
 
; (37)
where n ¼ M= ﬃﬃcp ; a ¼ (M11)= ﬃﬃcp and u1(zjt) can be expressed as the
inﬁnite series (58)
u1ðzjtÞ ¼ 1ﬃﬃﬃﬃﬃ
pt
p +
N
n¼N
ð1Þnexp½ðz1n1=2Þ2=t: (38)
Equation 37 leads to an expression for P(t). In particular, we obtain
PðtÞ ¼ ðM11Þﬃﬃﬃ
p
p ﬃﬃ
c
p
t
3=2 +
1N
n¼N
ð1Þn exp e
ð11MÞ2
ct n 12ðM11Þ
 22
4
3
5
n 1
2ðM11Þ
 
: (39)
Simpler expressions for P(t) can be obtained in the limits t  M2=c and
t  M2=c (see Eq. 4 in main text). Plots of the analytic expression for P(t)
along with the two asymptotic limits are shown in Fig. 11 a.
Case 2: backtracking with transcript arrest
In this case (see schematic diagram in Fig. 10 b) the boundary conditions
imposed on Eq. 3 are: P(0, t) ¼ P(M, t) ¼ 0. Once again, we solve Eq. 33
with boundary conditions p˜ð0; sÞ ¼ p˜ðM; sÞ ¼ 0 to obtain a closed expres-
sion for the Laplace transforms of the exit probabilities to either boundary,
F˜ð0;sÞ ¼ sinh½ðM1ÞfðsÞ
sinh½MfðsÞ ; (40a)
F˜ðM;sÞ ¼ sinh½fðsÞ
sinh½MfðsÞ; (40b)
FIGURE 10 Schematic illustration of the two cases of restricted back-
tracking: (a) uninterrupted backtracking and (b) backtracking with transcript
arrest. In both cases, variable l denotes the number of nucleotides that the
TEC has translocated backward. Translocation is possible up to l ¼ M. A
backtracking pause commences with the TEC at state l ¼ 1 (dashed arrow)
and terminates when state l ¼ 0 is reached. For the case of backtracking
with transcript arrest, the TEC is halted at state l ¼ M and can resume
polymerization only with the aid of accessory factors (left dashed arrow).
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where tanhfðsÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 1=ðs=2c11Þ2
q
: Evaluating the Laplace transforms
at s ¼ 0, we ﬁnd that the TEC will eventually exit the pause either through
state l ¼ M with probability 1=M or through state l ¼ 0 with probability
1 1=M: Once again, since Eq. 40a and Eq. 40b are generating functions,
we can expand them in power series in s to obtain the mean exit times to
either boundary, Ætæ0 and ÆtæM:
Ætæ0 ¼
2M 1
6c
; (41a)
ÆtæM ¼
M
21
6c
: (41b)
In the presence of accessory factors the arrested transcript is cleaved and the
TEC returns to a polymerization competent state. If we assume that the
accessory factors act on relatively fast timescales, then the overall mean
pause duration is just the weighted sum of Ætæ0 and ÆtæM, Ætæ ¼ ðM  1Þ=2c:
We can also use F˜ð0; sÞ and F˜ðM; sÞ to calculate the full distribution for the
exit times to either boundary. For times much longer than the time for a
single step, t  1=c; Eqs. 40a and 40b become
F˜ð0;sÞ 
sinh
ﬃﬃ
s
c
r
ðM1Þ
 
sinh
ﬃﬃ
s
c
r
M
  ; (42a)
F˜ðM;sÞ 
sinh
ﬃﬃ
s
c
r 
sinh
ﬃﬃ
s
c
r
M
 : (42b)
By inverting the above Laplace transforms (58), the distribution of exit times
to the boundaries at l ¼ 0, P0(t)[ F(0,t), and at l ¼ M, PM(t) [ F(M,t) (for
times much greater than 1/c) can be expressed in terms of the Jacobi u4
function
P0ðtÞ ¼ a10
@
@n0
u4
1
2
n0a
1
0
				ta20
 
; (43a)
PMðtÞ ¼ a1M
@
@nM
u4
1
2
nMa
1
M
				ta2M
 
; (43b)
where n0 ¼ ðM  1Þ=
ﬃﬃ
c
p
; nM ¼ 1=
ﬃﬃ
c
p
; a0 ¼ aM ¼ M=
ﬃﬃ
c
p
; and u4(zjt) can
be expressed as the inﬁnite series (58)
u4ðzjtÞ ¼ 1ﬃﬃﬃﬃﬃ
pt
p +
N
n¼N
ð1Þnexp½ðz1n11=2Þ2=t: (44)
Equations 43a and 43b lead to the following expressions for P0(t) and PM(t):
P0ðtÞ ¼ Mﬃﬃﬃ
p
p ﬃﬃ
c
p
t
3=2 +
1N
n¼N
exp e
M2ct n 12Mð Þ2
 
n 1
2M
 
; (45a)
PMðtÞ ¼ Mﬃﬃﬃ
p
p ﬃﬃ
c
p
t3=2
+
1N
n¼N
exp e
M2ct n1M112Mð Þ2
 
n1
M11
2M
 
: (45b)
Simpler expressions for both P0(t) and PM(t) can be obtained in the limits
t  M2=c and t  M2=c (see Eq. 5 in main text). Plots of the analytic
expression for P0(t) and PM(t), along with the corresponding asymptotic
limits are shown in Fig. 11, panels b and c, respectively.
APPENDIX C: TRANSCRIPTION WITH
RESTRICTED BACKTRACKING
Parameter d, the transition rate from translocation statem¼ 0 tom¼1 (see
Fig. 2), determines the density of backtracking. If we assume rapid transition
between the active transition states m ¼ 0 and m ¼ 1, then at each
template position the TEC can 1), proceed with polymerization, with rate
p1 ¼ kfðb=ða1bÞÞ; 2), proceed with depolymerization, with rate p ¼
kbða=ða1bÞÞ; or 3), enter state m ¼ –1, with an effective rate
d9 ¼ dða=ða1bÞÞ (see Fig. 2 b). Therefore, at a given position n, the TEC
enters a pause with probability
PPAUSE ¼ d9
d91p1 1p
: (46)
Since we assume that a pause occurs independently at each template po-
sition, we can estimate the probability PPAUSE as the ratio of the expected
number of pauses to the DNA template length i.e., d/N ¼ PPAUSE.
FIGURE 11 Analytic results for the duration of backtracking pauses, cases
1 and 2, for M ¼ 10. (a) Case 1: restricted, uninterrupted backtracking.
Probability distribution P(t) of exit time to absorbing boundary l ¼ 0 in the
presence of a reﬂecting boundary at l ¼ M. Solid line corresponds to the
analytic result Eq. 39, and dashed and dash-dotted lines to the two asymptotic
limits in Eq. 4. (b, c). Case 2: restricted backtracking with transcript arrest. (b)
Probability distribution P0(t), of exit time to absorbing boundary l ¼ 0 in the
presence of an absorbing boundary at l ¼ M. Solid line corresponds to the
analytic result Eq. 45a, and dashed and dash-dotted lines to the two asymptotic
limits in Eq. 5. (c) Probability distribution PM(t) of exit time to absorbing
boundary l ¼ M in the presence of an absorbing boundary at l ¼ 0. Solid line
corresponds to the analytic result Eq. 45b, and dashed line to the asymptotic
limit in Eq. 5. In all cases, the initial state is assumed to be l ¼ 1.
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Simulations
Simulated data were generated using standard Monte Carlo techniques
(Gillespie algorithm) (59,60), implemented in ANSI-C. At each step a
random, exponentially distributed, number was generated that was used as
the time interval until the next transition. The parameter, l, of the ex-
ponential distribution was set equal to the sum of the transition rates to all
accessible states. To decide to which state the transition will occur, a state
was picked randomly from all accessible states with a probability pro-
portional to the corresponding transition rate. The total elapsed time and the
state were updated accordingly and the process was repeated.
In the case of Model A and for each set of parameter values, data were
generated by 103 independent simulation runs. Since the values of param-
eters a and b are not known, arbitrary ones where used, which preserved the
ratio found in the literature (see Table 1 of main text) and were higher than
the rates of polymerization/depolymerization. In the case of the models of
backtracking pauses and Model B, 105 simulations were performed for each
set of parameter values to accurately capture the shape of the distribution and
the scaling behavior. The parameters for Model B were selected so as to
yield the experimentally observed values (19,22). In particular, a, b, kf, and
kb were selected to yield an average velocity of 10 bp/s, while d was chosen
to yield 1 and 10 pauses/kb. For simulations of the integrated initiation/
elongation/degradation model the parameters used were selected to match
the ones observed in Golding et al. (11): N ¼ 4 kb, L ¼ 100 bp,M ¼ 10 bp,
p1 ¼ 50 s1, K ¼ 0.01, c ¼ 0.1 s1, ki ¼ 0.02 s1, and kd ¼ 3104 s1 and
d9 ¼ 0.05 s1 (yielding 1 pause/kb).
Note added in proof: After submission we became aware of the recent
experimental work by Galburt et al. (57), which studies the distribution of
durations of pauses of RNAP II and ﬁnds a t3/2 dependence as predicted by
Eqs. 4 and 5.
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