With the close of the 20th century during the Decade of the Brain, experimental neuroscientists were gathering ever more extensive data sets on brain neurons and networks, while computing power and data storage were becoming ever more powerful and affordable. In parallel, theoretical neuroscience was undergoing a renaissance as an increasing number of physicists, engineers, and mathematicians swelled their ranks.
A nascent area of research centered on how stability in neuronal and network activity could be achieved, given the myriad intrinsic membrane currents (channels) as well as the pattern and properties of synaptic connections that must be brought into alignment to assure this stability [1] [2] [3] [4] . Activity-dependent and -independent processes were uncovered that promised future mechanistic insight into how such stability was achieved [3] [4] [5] . Computational models had a major role in visualizing how these mechanisms might play out [1, 2] . These models led to multiple solutions to achieving stability. The laboratory of Eve Marder, working with the crustacean stomatogastric nervous system (STN), contributed many of these early experimental and theoretical studies of homeostatic regulation of neuronal and network activity [1] [2] [3] [4] .
A parallel development was the burgeoning work on biophysically realistic neuronal and network models, which used as their bases experimental data on membrane and synaptic currents (conductance parameters). However, handtuning such models to the data was a nightmare. Automated search algorithms to fine tune the parameters of the models appeared, in principle, to have some promise, but in practice rarely succeeded. To compound the problem, the physiological data on which these models were built varied, and widely so; first the physiological properties varied (perhaps not surprisingly) when collected under slightly different recording conditions; but more strikingly, they varied across experimental repetitions (i.e., across different animals) even when effort was made to carefully control the experimental settings. The standard approach to the latter issue, as in many paradigms across biology, had been to average parameters over repetitions, with the hope of obtaining some meaningful 'mean value', while basically ignoring more fundamental questions on the source and meaning of the apparently inherent variability.
With the dawn of the 21st century, seminal modeling work from the Marder lab questioned the reliability of the averaging strategy. In fact, the analyses showed that the average value of a parameter might not even be present in the set of biologically 'allowable' values that permit functional neuronal activity [6] . This paper, along with early explorations of the parameter space in the same system, set the stage for an assault on determining which parameters were commensurate with functional activity [7] . First presented as an alternative to hand-tuning cellular models of neurons, Prinz, Billimora, and Marder [8] constructed a brute-force parameter database of an STN-inspired neuron (involving maximal conductances of eight different membrane currents and/or channels, and comprising 1.7 million parameter sets or model instances) to map the full range of parameters that permitted functional activity of various types, from bursting to silence. The analyses uncovered an inconvenient truth: in each case, several model instances, often up to thousands of them (depending on the stringency of the selection criteria for the activity type), with diverse underlying membrane parameters, could provide the desired activity. The authors were now in a position to expand their analyses from a single neuron to the circuit level. The stage was set for their seminal 2004 paper [9] .
In this ground-breaking paper, the authors put forward a simplified model of the pyloric subnetwork of the STN; this subnetwork drives rhythmic constrictions of the foregut and is continuously active in the isolated STN (Figure 1 ). The network model comprised three neuron types: PD/AB, LP, and PY. PD/AB neurons (two PDs and one AB) are tightly electrically coupled, and constitute a rhythmically bursting core of the network that drives continuous pattern generation. The dynamics of the PD and AB synapses differ, and were considered separately in the model, but the neuronal properties are
