We discuss the optimal regularity and nondegeneracy of a free boundary problem related to the fractional Laplacian. This work is related to, but addresses a different problem from, recent work of Caffarelli, Roquejoffre, and Sire [5] . A variant of the boundary Harnack inequality is also proved, where it is no longer required that the function be 0 along the boundary.
Introduction
In this paper, we prove certain local properties (regularity and nondegeneracy) near the free boundary for minimizers of an energy functional related to the fractional Laplace operator with a penalty term. This work is inspired by recent work [5] on a similar problem, and we explain the broader background first.
In the theory of one-phase free boundary problems arising from the minimization of energy for the classical Laplacian, Alt and Caffarelli [2] analyzed minimizers of the energy J(u) = (∇u) 2 + χ u>0 dx subject to non-negative Dirichlet data, while the study of the free boundary arising from minimizers of the energy J(u) = (∇u) 2 2 + udx with non-negative Dirichlet data is encompassed by the study of the obstacle problem. An intermediate case is the case studied by Alt and Phillips [3] , which is that of the free boundary for minimizers of J(u) = (∇u) 2 2
+ u γ dx, where 0 < γ < 1. In a heuristic sense, we can view the AltCaffarelli problem as the case of γ = 0, and the case γ = 1 as a special case of the obstacle problem.
The problem we study is the analogue of the problem of Alt and Phillips for the fractional, rather than standard, Laplace operator. The current article only covers the regularity and nondegeneracy of energy minimizers, and is thus properly the analogue of Phillips' work in [17] and part of [16] .
The fractional Laplace is a nonlocal integral operator, taking the form
This operator has a corresponding energy given by
This latter term is a nonlocal energy, and not very easy to manipulate. In [7] , Caffarelli and Silvestre introduced the notion of extension to one extra spatial dimension and examining a particular PDE on the upper half-space, with the fractional Laplacian being equivalent to the Dirichlet-to-Neumann map at the boundary. To be precise, consider (x, y) ∈ R n × R + and a function u on the upper half-space satisfying The natural energy corresponding to the second-order equation on the half-space is then J(u) = y 1−2σ |∇u(x, y)| 2 dxdy. This is an energy where it is easier to study the purely local properties of its minimizers.
The extension characterization of the fractional Laplacian has been used to study both the obstacle problem ( [9] ) and the equivalent γ = 0 case ( [5] ). We will apply it to study the intermediary case, that is to say, minimizers of energies
in subsets of the upper half-space with parts of their boundary lying along y = 0, where we have 0 < γ < 1. Since this is a study of the one-phase problem, we assume non-negative Dirichlet boundary conditions. The second term in the energy penalizes non-zero values of u along the hyperplane {y = 0}. Hence, we can consider separately the zero set of u (called the contact set), and its positivity set. Restricted to {y = 0}, the interface between the two is the free boundary. We prove that in any neighborhood of a free boundary point, our energy minimizer u lies in the class C β with a Holder seminorm that depends only on the distance to the free boundary, where β = 2σ 2−γ is the critical scaling exponent for the problem. This is called the optimal regularity of u, since we also prove the non-degenerate nature of u, namely, that in any ball of radius r about a free boundary point, sup B r u ≥ Cr β for a constant C that depends only on n, σ, and γ.
In the course of proving optimal regularity, we prove and use an improvement on the boundary Harnack inequality of Caffarelli, Fabes, Mortola, and Salsa [4] , which may be of interest even to those not working in free boundaries.
The ideas behind the proof of the optimal regularity of energy minimizers for fractionalorder cases can be extended to a proof of optimal regularity for the second-order case, which was first proved by Phillips [17] . Since the proof for the second-order case illustrates the ideas in a less involved setting than the fractional-order case, we provide it as well. The key ingredient for optimal regularity is the construction of a lower barrier, or subsolution, for the energy minimizer which is strictly positive at the center of a ball when the values near-by are "too large," thus, for a free boundary point to exist, the growth cannot be too great.
Preliminary considerations
In this section we identify some technical points of interest. First, we prove that minimizers of the energy exist. Second, we identify the scaling associated with the problem. Third, we list certain properties of the equation and minimizer that are known and will prove useful to our analysis.
Existence considerations and some definitions
We consider, in B + = B 1 ∩ {y ≥ 0}, minimizers of the energy
in the space H 1 (B + , a), with seminorm given by u = B + y a (|∇u| 2 )dxdy. We impose nonnegative Dirichlet conditions on ∂B 1 ∩ {y > 0}, where a = 1 − 2σ, 0 < σ < 1, 0 < γ < 1. For sake of convenience, we denote Γ = B 1 ∩ {y = 0}.
The energy can be interpreted as an averaging term which "lifts" the solution towards the boundary conditions, and a term which punishes u for being nonzero at y = 0, causing it to "stick." The set {u = 0}, which necessarily lies in {y = 0}, is called the contact set of u. The interface between {u = 0} ∩ {y = 0} and {u > 0} ∩ {y = 0} is called the free boundary.
Existence of minimizers is assured by the usual methods: consider a minimizing sequence for the energy. The first term of the energy is lower semicontinuous with respect to the norm for the usual reasons. The second term is continuous with respect to the norm for L 2 (Γ) From the extension result of Caffarelli-Silvestre we know that the trace of functions lying in H 1 (B + , a) lie in H σ (Γ) [7] , whence we apply the usual Sobolev embedding of H σ inside L 2 . We will use X = (x, y), where x ∈ R n and y ∈ R + .
Scaling of the problem
Put briefly, we seek the scaling that preserves minimizers of the energy
We consider the scaling
which, after the change of variable, scales to
Setting the exponents equal, we find that
Some other useful properties
The Euler-Lagrange equations for J(u) tell us that, in a distributional sense, the minimizer u satisfies ∇ · (y a ∇u) = 0 in the interior of B + , and lim along Γ wherever u > 0. Caffarelli and Silvestre [7] showed that, in the upper half space R n+1 + , the effective normal derivative operator is equivalent to the fractional Laplacian of order σ:
Fabes, Jerison, Kenig, and Serapioni ( [12] , [10] , [11] ) extended the De Giorgi-NashMoser theory of divergence-form elliptic equations to degenerate elliptic equations with Muckehnhoupt A 2 weights; these are equations of the form
where the matrix A satisfies
for ξ ∈ R n , with weight functions w satisfying
for all balls B. In particular, such properties as the strong maximum principle, Holder regularity, and the Harnack inequality all hold. There are certain other properties, such as the De Giorgi Oscillation Lemma and a more specific form of the De Giorgi-Nash-Moser Harnack inequality, which follow directly from their work but are not explicitly stated. A discussion of those properties has been provided in §B for the reader's convenience. Finally, the generalized Hopf lemma for σ-harmonic functions in R n (first stated in [5] ) is useful: 
Optimal regularity for the 2nd order case
The optimal regularity for the problem in the 2nd order case was first obtained by Phillips [17] . Our method for proving the optimal regularity of the fractional case can be adapted to give an alternative proof for the 2nd order case. The main intuition behind our proof in the 2nd order case is free of certain technical issues that occur in the fractional case, and so we present it here first.
We obtain the optimal regularity of the energy minimizer u to the energy functional
showing that u ∈ C 1,β−1 where β = 2 2−γ , the scaling factor obtained by a calculation like that in §2.2. As with the fractional case, we assume the boundary data is non-negative, which allows us to assume the same for u. Notice that the Euler-Lagrange equations tells us that, when u > 0, u satisfies ∆u = γu γ−1
As with Phillips, we seek to prove Since the scaling u λ (x) = 1 λ β u(λx) preserves minimizers, we need only show this for r = 1, and scaling would take care of the rest.
Our proof works by showing that, when the average on the boundary is sufficiently large, a subsolution, or lower barrier to the energy minimizer, can be constructed which is wholly positive in the interior of B r . There are two main stages to the proof: first, we detail what it means to be a subsolution, second, we construct a subsolution with the desired properties.
Subsolutions
We say that a function w is a subsolution, or lower barrier, to the energy minimizer, if w satisfies ∆w ≥ Mw
whenever w > 0 inside B r , setting w = u along ∂B r for Dirichlet boundary conditions, with M a large constant to be determined later. This terminology is natural because, as we shall see, u ≥ w inside B r . Let v = max(u, w), and consider the difference of energies given by
Since u is the energy minimizer, we require that J(u) − J(v) ≤ 0. However, we know that
for s > t ≥ 0. Clearly, φ(t) = ψ(t) = 0, and a bit of calculation assures us that φ ′ (s) ≥ ψ ′ (s) for all s if we set M ≥ 2. Thus,
with equality holding in the last statement only if v ≡ u. Hence, u ≥ w, with M = 2.
Construction of a positive subsolution
Our goal is to create a positive function w on the unit ball, such that ∆w ≥ 2w γ−1 . We will define w in three parts:
Let η(x) be a radial, non-negative C ∞ function satisfying η ≤ 1 everywhere, η = 1 when |x| > 3 4 , η = 0 when |x| < 1 2 , and |∆η| ≤ C ′ and |∇η| ≤ C ′ for some constant C ′ . We define
and we claim that when |x| > 7 8 , we have
for the correct choice of λ.
In the region in question, it is easy to see that
We take the ratio of ∆w 1 with w 1 in the region under concern, and we see that
whence it is clear that a sufficiently large value of λ will suffice. We set
where we pick µ sufficiently large so that ∆w 2 > −∆w 1 + 1 everywhere inside B 7 8 . It is clear from our design that −∆w 1 is bounded inside the region in question.
Finally, we let w 3 be the function which is harmonic inside B 1 , with the same boundary values as the minimizer u along ∂B 1 .
We claim that when ∂B 1 udS is sufficiently large
The Harnack inequality tells us that, on B 7
8
, we have
To prove the first, it suffices if ∂B 1 udS is so large compared to µ so that 2µn > (C ∂B 1 udS ) γ−1 . To prove the second, we bound w 3 from below by a suitably scaled truncated fundamental solution, and then
when ∂B 1 udS is sufficiently large.
Hence, we have w ≥ 0 everywhere, and on B 7 8 , we have
we have ∆w ≥ ∆w 1 ≥ 2w
and we are done.
Optimal regularity for the fractional case
The goal of this section is to obtain the optimal regularity of energy minimizers u. In particular, we seek to show that u grows away from the free boundary like a power of the distance. To be precise, u(X) ≤ Cd β , where d is the distance of X to the free boundary, and β = 2σ 2−γ is the scaling factor obtained in §2.2. As corollaries, we obtain some regularity results: restricted to {y = 0}, u lies in the Holder space C β . If β > 1, we will prove that u ∈ C 1,β−1 , which by abuse of notation we will still refer to as C β . In the interior domain where y > 0, we still obtain u ∈ C β when β < 1. When β ≥ 1, we find that u ∈ C α for any α < 1. To obtain optimal growth, we consider a point p 0 which is at some distance (normalized to 1) from the nearest free boundary point, which we will take to be 0. We will use a variant of the boundary Harnack inequality due to Caffarelli to compare the value of u(p 0 ) with some point p 1 in the interior of B + , specifically, showing that u(p 1 ) ≥ Mu(p 0 ). We can then use the regular Harnack inequality in the interior to show that, in a smaller ball about the free boundary point, the boundary values are controlled by u(p 1 ), and hence by u(p 0 ). We then prove that, if the boundary values in the upper half ball are too large at the right scale, then u(0) is strictly positive, meaning that u(p 0 ) cannot be too large. Subsequently, rescaling obtains the desired regularity.
Our main tools to prove optimal growth are a variant of the Boundary Harnack Inequality 1 , and a lemma stating that if a particular weighted integral along the boundary of the a half-sphere is sufficiently large, then the minimizer of the energy taking boundary conditions along the sphere has a positive value at the center. , we have u ≤ M for some constant M(n, σ).
Lemma 4.2 (Minimizers with large averages are positive at the center). Let u be a minimizer of the energy J(u) inside B r ∩ {y > 0}, taking non-negative boundary values along
and in fact there exists a constant c such that
Together, these suffice to prove our result, namely:
Proof. Without loss of generality, let 0 be a point such that u(0) = 0, and X * be a point such that |X * | = 1. We claim that u(X * ) ≤ K. Suppose this is not true, that is to say, we can make u(X * ) as large as we wish. Then by the variant boundary Harnack inequality applied to B 2 (0) we have
M where M is the constant from the variant boundary Harnack inequality. By applying the DeGiorgi-Nash-Moser Harnack inequality to u about we discover that we have u(x, y) ≥ Cu(X * )y whence, by invoking Lemma 4.2, we have u(0) > 0, a contradiction on our original assumption. Thus, there exists a constant K such that u(X * ) ≤ K, as desired. By rescaling the problem, we recover our desired result. ) ≤ C, where C depends only on σ, γ, and n, if β < 1. If β ≤ 1, u is a C α function for any α < 1, with
The proof of these statements, and a discussion of the C β norm estimates, are covered in 4.3.
Variant Boundary Harnack Inequality
The proof of this variant of the boundary Harnack inequality follows the same lines as the standard proof of the boundary Harnack inequality provided by Caffarelli et alia [4] . The proof uses two classical facts from the De Giorgi-Nash-Moser theory, which was extended to the theory of degenerate elliptic equations with A 2 weights by Fabes, Kenig, and Serapioni [12] , a class that includes the equation ∇ · (y a ∇v) = 0. The first fact is the De Giorgi-Nash-Moser Harnack inequality, which states that for a non-negative solution in B 1 , sup
The second fact is the De Giorgi oscillation lemma, which says that a subsolution v in B 1 satisfying
has the property that sup
We proceed by contradiction. Let u(0, 1 2 ) = 1, and extend u over the line y = 0 by even reflection. Suppose there is no M which can bound values of u inside the half-ball. Then u achieves its maximum in it M 0 > M, at some point X 0 = (x 0 , y 0 ). The Harnack inequality tells us that the distance to the boundary, y 0 , satisfies
We now proceed with a construction we repeat for each successive value of n, starting with n = 0: Consider now B Kd n (x n , 0) (the projection of X n to the plane y = 0), for K large, greater than, say, 4. For points satisfying y > 2d n , we have, by the Harnack inequality, that
The set {y > 2d n } has measure at least a fixed fraction of B Kd n (x n , 0), independent of K. Thus, if we let M n+1 = sup B Kdn (x n ,0) u, we see that inside, say, B 2d n (x n , 0), by the oscillation lemma, we have that
with µ → 0 as K becomes large. Thus
We pick K sufficiently large that the factor on the right hand side is some fixed positive λ > 1. We let X n+1 be the point where u(X n+1 ) = M n+1 inside B Kd n (x n , 0). Thus we have a sequence of points X n . Notice that K does not change, and hence neither does λ. As n → ∞, we have
The distances between the points satisfy
and so the sequence has
which can be made to converge inside B 9 16 for M sufficiently large, giving us a sequence of points X n , with limit points where u blows up along y = 0. This contradicts our original assumption that u continuously assumes values along the boundary {y = 0}.
The center is positive when the boundary is large
Lemma 4.2 consists of demonstrating that when c 0 is sufficiently large, a subsolution which is purely positive in B 1 3 can be built, which serves as a lower barrier to the solution.
Conditions for a subsolution
We seek sufficient conditions for a function to be a subsolution of our variational problem. One way to do this is to show that, for a subsolution w, where u > w, we can improve the energy: if v = max(u, w), then
since u is the energy minimizer. Clearly, the second term is negative; our approach lies on setting conditions so that the first term dominates the second.
We assume u, v sharing the same Dirichlet boundary conditions along ∂B, and integrate by parts: 
Recall now that
Since u is the energy minimizer, we need for this term to be negative. We consider the functions
Clearly, φ(t) = ψ(t) = 0. We now examine their behavior in the range 0 ≤ t < s. When s > t,
. Thus, φ(s) > ψ(s) when s > t, and we can write
with the last equality being strict if v differs from u on a set with positive measure. This is satisfied if we set M = 2.
Hence, whenever such a w exists, we can decrease the energy of u, a contradiction on the definition of u as the energy minimizer. The construction of such a w, which is positive on B 1
Construction of such a subsolution
We want our subsolution w to have three properties: we would like our w to take the same values as u along ∂B ∩ {y > 0}, we would like it to satisfy the conditions ∇ · (y a ∇w) = 0 in B + , and along Γ we would like
wherever w > 0, and finally we want w > 0 in B 1 3 ∩ Γ. We will define our w in two parts.
We set w 1 by setting, for x ∈ R n ,
Let (I 2σ ψ)(x) = C n,σ ψ(z) |x − z| n−2σ dz be the Riesz potential of ψ. We state a technical lemma relying on classical results in the theory of fractional integration and Riesz potentials, which leave to appendix A: 
We let b(x) be equal to I 2σ ψ on R n \ B 1 3 , and have (−∆)
, and then we setw
b is the solution to the standard Dirichlet problem for the fractional Laplacian; its existence is guaranteed by the standard theory (see, e.g., Landkof [15] ). Notice thatw is σ-subharmonic. This means it is negative inside B 1 3 , and 0 outside of it. Furthermore, the maximum principle for σ-harmonic functions (Lemma 2.1) applied to b(x) tells us that there is a constant such that
where z ranges over R n . This is, of course, the Poisson kernel for the fractional Laplacian convolved withw, giving us a w 1 that satisfies ∇ · (y a ∇w 1 ) = 0 in the interior, which takes on the values ofw along {y = 0}, satisfying lim y→0 y a ∂ y w 1 (x, 0) = ψ(x) (by the extension result of Caffarelli and Silvestre [7] ).
For the sake of future estimations, it is helpful to bound −w 1 from above by an auxiliary function. We let q 0 = 2 sup(−w 1 ), and we let
and let q satisfy (−∆) σ q = 0 on the annular ring
. The comparison principle for fractional-harmonic functions then tells us that q ≥ −w 1 on Γ. We extend q to R n+1 + in the usual way via the Poisson kernel.
Thus, we have We set w 2 with boundary conditions
and let it satisfy the problem ∇ · (y a ∇w 2 ) = 0 when X ∈ B + , and lim . We also have from the formula that that Q(x, y) ≤ Cq 0 y 2σ . Hence, we just need c 0 to be sufficiently large.
The behavior along Γ is a touch trickier. We divide our analysis of the behavior of w 2 along Γ into two parts: the first part concerns the interior of B 1 3 −δ , where δ is from Lemma 4.6, and the other in the thin annular ring 1 3 − δ < |x| < is not taken care of, since w 2 and Q are identically 0 there.
We note that w 2 | ∂B∩{y>0} > 0, so that we can apply the Harnack inequality in the interior. We bound w 2 from below by a functionŵ 2 , which we define as follows: let
and let it satisfy the problem ∇ · (y a ∇ŵ 2 ) = 0 Clearly 0 ≤ŵ 2 ≤ w 2 in the domain. Since we know w 2 in {y > 1 2 } is greater than c 0 , it follows that so tooŵ 2 at interior points, such as, say, X = (0, 1 6 ), is linear in c 0 , and hence so is w 2 . We apply the Harnack inequality to w 2 inside the ball B 1 3 to see that w 2 ≥ Cc 0 in B 1 3 −δ can be made as large as we wish, where δ is from lemma 4.6. Thus, inside B 1 3 −δ ∩ Γ, we can choose c 0 so that w 2 ≥ Q.
In the annular ring proper, both Q(x, y) and w 2 (x, y) satisfy lim y→0 y a ∂ y v = 0, whence we can invoke the Hopf lemma to see that w 2 ≥ Q. . We close our construction with a lemma, which shows that w has all the desired properties of a subsolution. Proof. Since w 1 ≥ −Q and w 2 ≥ λQ, we have 
By setting λ sufficiently large, we can attain
On the annular ring, we invoke Lemma 2.1 to see that there is a constant c such that
whence we derive the relation
By setting λ sufficiently large, we can make 
C β estimates for u
The goal of this subsection is to provide a proof for Corollaries 4.4 and 4.5.
For the first, we will do this by analyzing the effective equation satisfied by u, restricted to Γ, in the neighborhood of a free boundary point. The estimates follow the spirit of the analysis conducted in Section III of [17] : we will first show that appropriate Holder norms of u satisfy certain pointwise estimates in terms of the value of u itself, and then put these estimates together to obtain a uniform C β estimate. For the second, we will follow a similar procedure, first using interior estimates to get pointwise bounds on ∇u when y > 0, and then tie these together with the C β estimate along {y = 0} to get a uniform C β estimate. (p, 0), by the estimates found in [9] . Similarly, we can use the potential-theoretic estimates found in [18] iteratively to show that u 1 ∈ C ∞ (B), with
Hence, after rescaling, we can say that, for the tangential derivatives of u, we have
How small need λ be? Our condition was that cλ −β u(p, 0) ≥ c 0 , whence we see that λ = (Cu(p, 0)) 1 β suffices. The conclusion follows.
Up to now, it has been possible to treat the cases where β ≥ 1 and β < 1 as if they were the same. For the remaining two theorems, we have to recognize the difference. The result here is proved very much the style of [17] and [6] . 
n are in a δ-neighborhood of the free boundary, we have
In either case, since away from the δ-neighborhood of the free boundary, u ∈ C ∞ , this means we can put the two together to get a uniform C β norm for u. 
(x 1 , 0). We now consider three cases:
Consider the line segment joining x 1 and x 2 , with r
(x 1 , 0), which happily is precisely B |x 1 −x 2 | (x 1 , 0). Hence, when β < 1, the mean value theorem applied along this line segment tells us
where x ′ is some point along our line segment. By applying the estimates from Lemma 4.11, we have
When β ≥ 1, we consider instead
and by applying the estimates on the tangential second derivatives, we have
2) In this case, we simply say directly that, if β < 1,
where we invoke Theorem 4.3 on the last step. If β ≥ 1, we say
where we invoke Theorem 4.3 on the last step.
3) The calculations are exactly like case 2, only instead of invoking Theorem 4.3 to bound u pointwise, we invoke the hypothesis.
From this result, Corollary 4.4 is obvious.
The estimates when y > 0
Note first that inside y > 0, u ∈ C ∞ , since ∇ · (y a ∇u) = 0 is uniformly elliptic with smooth coefficients on any compact subset contained within {y > 0} (with differing ellipticities, of course). We can thus assume that u is smooth far away, and concentrate on its behavior for small values of y.
We start with an elementary lemma that gives us pointwise estimates on the derivatives of u via rescaling: Lemma 4.13. Let u be a non-negative function satisfying ∇ · (y a ∇u) = 0 inside B R ∩ {y > 0} for some large R . Then there is a constant C depending only on n and σ, such that
and and
For general y, we simply consider the rescaling w(x, y) = u(x 0 + (x − x 0 )y 0 , y 0 y) and write the estimate for w in terms of u.
Next, we provide a boundary estimate on the growth of u away from the line y = 0. We choose nice constants for the varius radii and the lines, bearing in mind that we can rescale. which we choose to rewrite as lim
A bit of calculation shows us that u 2−γ has ∇ · (y a ∇(u 2−γ )) ≥ 0. Let w = u 2−γ along y = 0 and y = 1 and also along ∂ B 8 ∩ {0 < y < 1}, and satisfy ∇ · (y a ∇w) = 0 inside. Then the maximum principle tells us that w ≥ u 2−γ since u 2−γ . Since u has a nontrivial free boundary, Theorem 4.3 tells us that u, and hence w, is bounded along y = 1, say, w| y=1 ≤ C ′ . Then that tells us that
inside B 3 ∩ {0 < y < 1}. Hence,
Applying an elementary inequality, we have the desired result.
With these two lemmata in hand, we can prove the analogue of Theorem 4.12 for the domain where y > 0. 
+ are in a δ-neighborhood of the free boundary, we have
Proof. Without loss of generality, assume that y 1 ≤ y 2 .
First, assume that β < 1. Suppose that y 2 ≤ |X 1 − X 2 | 1−β . Then, using the C β -regularity of u restricted to y = 0 and the previous lemma, we write that
On the other hand, if y 1 ≥ |X 1 − X 2 | 1−β , then we use our pointwise gradient estimates and the special properties of this case to write that
whereX is some point on the line joining X 1 and X 2 .
If y 1 ≤ |X 1 − X 2 | 1−β and y 2 ≥ |X 1 − X 2 | 1−β , then we consider:
The first term is controlled by the first method above, and the second term is controlled by the second method. For the case when β ≥ 1, simply let replace |X 1 − X 2 | 1−β in the preceding argument by
Non-degeneracy
Our goal in this section is to prove that energy minimizers of
possess the property they are non-degenerate, which is to say that near the free boundary, they grow away from 0, and do not stay small. To be precise, our final theorem is Our strategy for proving this theorem is first to show that at a fixed distance away from the free boundary, there is a point which attains the desired growth. Thus, we attain the condition that
Now let us suppose to the contrary that there is no constant c 1 , that is to say, for any ε > 0 there is a minimizer such that |u| ≤ ε inside B 1
, and we apply optimal regularity to bound the interior term: on
Putting these conditions together, and we get the argument that
for arbitrarily small ε. Since the left hand side becomes very large and the right hand side goes to zero, we have a contradiction: u cannot be made uniformly arbitrarily small inside B 1 2 (x 0 ) ∩ Γ, and thus there exists a constant τ such that u > τ at some point, which we call x 1 . Now we begin the proof of Theorem 5.1, which is essentially identical to that given in [5] , and reproduced here for completeness:
Proof. The proof is divided into two steps.
Step 1. Let u be a local minimizer in B M such that
• 0 is a free boundary point,
• u(e 1 , 0) = τ > 0 where τ is the constant from Theorem 5.2, known to be bounded both from above and from below away from 0.
We claim the existence of λ > 0 and M > 0 universal, the latter being large, such that
Suppose not. This implies the existence of a sequence of energy minimizers for our problem, (u k ) k∈N , satisfying the three listed conditions, such that
From our regularity theorems, the family (u k ) k is equicontinuous, and may be assumed to converge uniformly on every compact subset of R n+1 + to a function u ∞ which satisfies lim y→0 y a ∂ y u ∞ ≥ 0. Moreover, u ∞ (·, 0) has a maximum at e 1 , thus it is constant from the maximum principle. Hence u ∞ ≡ τ, a contradiction because 0 is a free boundary point.
Step 2. Assume that 0 is a free boundary point. As in [8] , we construct inductively a sequence of points (x m ) m ∈ R n , such that In particular, we have
We end the induction at the first point x m which leaves B 1 . This is possible, since the sequence u(x m , 0) grows geometrically in m, but is controlled by optimal regularity considerations. Let m 0 be the index of the first point to leave B 1 . Then we write
The last step is justified because C ′′ , λ are both universal, and m 0 is bounded universally by the geometric growth of the construction. Hence, for all r > 0, we have Proof. This is a consequence of nondegeneracy, which says that a sufficiently positive point exists, and of the Holder continuity of u (Theorem 4.12).
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B Some facts concerning degenerate elliptic equations with A 2 weights
These facts are classical for the case of uniformly elliptic divergence form equations (see, e.g., [13] ), and close analogues are apparent by following the work of Fabes, Kenig, and Serapioni [12] , although they are not explicitly stated there. We demonstrate the connection, and give precise statements, in the case of the equation which is precisely the result we were looking for.
The rest of the proof follows the proof given in [13] , which is reasonably short, so we reproduce it here.
Proof. Assume u ≥ δ > 0 -we will see that the final result is insensitive to δ, and so we can let δ → 0+ at the end.
Let v = (log u) − , then v is a subsolution to the equation, bounded by log δ −1 . is bounded since all A p weights have a doubling property (see [19] , V. Proof. This fact is a straightforward extension of the standard interior Harnack inequality (proved in [12] ), which simply states that, so long as the equation is satisfied in B 2 , we have , since the standard inequality proves the result for the case r ≤ 1 2 , and that the balls are closed. Suppose and so on, until we reach a the first k such that 1 − 2 −k > r. At this point, we recognize that k ≈ − log(1 − r). Plugging in, we get the desired result.
