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1. Introduction
Throughout this work, G is a simple graph with vertex set V , edge set E and adjacency matrix
A = A(G) having eigenvalues λ1, λ2, . . . , λn. We call λ1, λ2, . . . , λn the eigenvalues of G. An eigenvalue
of a graph G is called a main eigenvalue if it has an eigenvector the sum of whose entries is not equal
to zero. We denote bym(G) the number of main eigenvalues of G. We may index the eigenvalues of G
so that the ﬁrst m(G) are main. It is well known that a graph has exactly one main eigenvalue if and
only if it is regular.
A long-standing problem posed by Cvetkovic´ (see [3]) is that of how to characterize graphs with
exactlyk (k 2)maineigenvalues.Hagos [9] gaveanalternative characterizationof graphswithexactly

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two main eigenvalues. Recently, Hou and Zhou [10] characterized the trees with exactly two main
eigenvalues. Hou and Tian [11] showed that all connected unicyclic graphs with exactly two main
eigenvalues is Ckr , where C
k
r is the graph attained from Cr by attaching k > 0 pendant vertices to every
vertex of Cr .
We call graph G a bicyclic graph, if it is a simple connected graph in which the number of edges
equals the number of vertices plus one. The aim of this work is to characterize all connected bicyclic
graphs with precisely two main eigenvalues, i.e., we determine the 2-walk linear bicyclic graphs. The
organization of this work is as follows: in Section 2 we recall the deﬁnition of 2-walk (a, b)-linear
graphs and list some basic facts about 2-walk (a, b)-linear graphs. In Section 3, all connected 2-walk
(a, b)-linear bicyclic graphs (i.e., connected bicyclic graphs with exactly two main eigenvalues) are
determined.
2. 2-Walk linear graphs and main eigenvalues
For a graph G, the number of walks of length k of G starting at v is denoted by dk(v). Clearly, one
has d0(v) = 1, d1(v) = d(v) in G, the degree of vertex v, and
dk+1(v) =
∑
u∈N(v)
dk(u) ∀k 0,
where N(v) is the set of all neighbors of v in G. Of course, d2(v) = S(v) where S(v) is the sum of the
degrees of all vertices adjacent to v.
A graph G is called 2-walk (a, b)-linear if there exist unique rational numbers a, b such that
S(v) = ad(v) + b (1)
holds for every vertex v ∈ V(G).
In view of the above deﬁnition, a 2-walk linear graphmust be irregular, since for an r-regular graph,
one has S(v) = rd(v) + 0 and also S(v) = 0d(v) + r2.
If b = 0, then 2-walk (a, b)-linear graphs are a-harmonic irregular graphs in [5], and harmonic
graphs have been investigated recently in [2,5–8].
In [9], Hagos showed that a graph G has exactly two main eigenvalues if and only if G is 2-walk
linear. Moreover, if G is a 2-walk (a, b)-linear connected graph, then the two main eigenvalues λ1, λ2
of G are λ1,2 = a±
√
a2+4b
2
, i.e., one has λ1 + λ2 = a, λ1λ2 = −b. Hence, in order to ﬁnd all graphs
with exactly two main eigenvalues, it is sufﬁcient to ﬁnd all 2-walk linear graphs.
For 2-walk (a, b)-linear graphs, since (x − λ1)(x − λ2) is an integral polynomial, a and b must be
integers; see [4,11]. Thus, Hou and Tian obtained the following results.
Lemma 2.1 (see [11]). Let G be a 2-walk (a, b)-linear graph. Then both a and b are integers. Furthermore,
if G is connected, then a 0.
By (1) we have,
Lemma 2.2. Let G be a 2-walk (a, b)-linear graph and u, v be two vertices of a graph G with unequal
degrees d(u), d(v), respectively. Then
a = S(v) − S(u)
d(v) − d(u) , b =
d(u)S(v) − d(v)S(u)
d(u) − d(v) . (2)
For a 2, the tree Ta has been deﬁned in [8] to be the tree with one vertex v of degree a2 − a + 1
while every neighbor of v has degree a and all remaining vertices are pendant. The star graph K1,n is the
treewith n + 1 verticeswhere one central vertex is adjacent to all of the remaining n pendant vertices;
and the double star graph Sn+1,n+1 is the tree with 2n + 2 vertices, where two central vertices u, v are
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Fig. 1. Graphs G1, G2, G3, G4, G5, G6 and G7.
adjacent and they are adjacent to exactly n pendant vertices, respectively. It is easy to check that Ta is
2-walk (a, 0)-linear, K1,n(n 2) is 2-walk (0, n)-linear and Sn+1,n+1 is 2-walk (1, n)-linear.
Lemma 2.3 (see [11]). Let G be a connected and 2-walk (a, b)-linear graph. If G has a vertex u with exactly
a + b − 1 > 0 pendant vertices, then G∼= Ta in the case a 2, and G∼= Sb+1,b+1 in the case a = 1.
In order to state our results, we introduce some graphic notation and terminology. Other undeﬁned
notationmayrefer toBondyandMurty [1].WhenX is a cycleor apath,wedenoteby
−→
X the cycleorpath
Xwithagivenorientation. Ifu ∈ V(X), thenu+X denotes the successor ofuon−→X andu−X its predecessor.
If u, v ∈ V(X), we denote by u−→X v the subpath uu+X · · · v−X v of X . If u = v, we deﬁne u−→X v := {u}.
The same subpath, in reverse order, is denoted by v
←−
X u. For convenience, we let X[u, v] := u−→X v,
X[u, v) := X[u, v] − {v}, etc., and consider them as both paths and vertex sets. If X is a cycle or a path
of G, the length of X , denoted by l(X), is deﬁned as the number of edges of X . We shall by X(G) denote
the vertex set {v : v ∈ V(G) and d(v) = 1}.
3. 2-Walk linear bicyclic graphs
In this section, we shall determine all the connected and 2-walk (a, b)-linear bicyclic graphs. We
ﬁrst show some properties of the connected and 2-walk (a, b)-linear graphs.
Lemma 3.1. Let G be a 2-walk (a, b)-linear bicyclic graph and let R = x1x2 · · · xt be a path or cycle of
length at least 2 in G such that d(x1) = d(xt) 3 and d(x2) = · · · = d(xt−1) = 2. Then,
(i) (R) 3, and
(ii) if (R) = 3, then there exists no path Q = y1y2y3 in G such that d(y1) = d(y3) = d(x1) and
d(y2) = 2.
Proof. (i) By way of contradiction, assume that (R) 4. Then, d(x2) = d(x3) = d(x4) = 2. By apply-
ing (1) with v = x2 and x3 respectively, we get S(x2) = 2a + b = S(x3) = 4, which implies d(x1) =
S(x2) − d(x3) = 2, a contradiction. Hence, (i) is true.
(ii) By way of contradiction, assume that (R) = 3 and for some path Q = y1y2y3 of G we have
d(y1) = d(y3) = d(x1) and d(y2) = 2. By applying (1)with v = x2 and y2 respectively,we get S(x2) =
2a + b = S(y2) = d(y1) + d(y3) = 2d(x1), which implies d(x3) = S(x2) − d(x1) = d(x1) 3, a con-
tradiction. Hence, (ii) is true. 
Theorem 3.2. The following graphs (see Fig. 1) are the only connected and 2-walk linear bicyclic graphs
with minimum degree at least 2.
Proof. Let G be a connected and 2-walk (a, b)-linear bicyclic graph with minimum degree at least 2.
Then, δ(G) 2 and |E(G)| = |V(G)| + 1. It follows from the handshaking lemma that∑v∈V(G) d(v) =
2(|V(G)| + 1), and hence
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∑
v∈V(G)
|d(v) − 2| = 2. (3)
Let C1 and C2 be two distinct cycles of G. We consider two cases.
Case 1. |V(C1) ∩ V(C2)| 1.
Since G is connected, there exists a path P = v1 · · · vk connecting C1 and C2 such that V(C1) ∩
V(P) = {v1}andV(C2) ∩ V(P) = {vk}. It follows from(3) thatV(G) = V(C1) ∪ V(C2) ∪ V(P),d(v1) =
d(vk) 3 and d(v) = 2 for all v ∈ V(G) \ {v1, vk}. By applying Lemma 3.1(i) with R := C1, C2 and P
respectively, we get |V(C1)| = |V(C2)| = 3 and k 4. If k = 3, then (R,Q) := (C1, P) will contradicts
Lemma 3.1(ii). So, k ∈ {1, 2, 4}, which implies that G∼= G1, G2 or G3. It is straightforward to check that
G1 is 2-walk (1, 4)-linear, G2 is 2-walk (2, 1)-linear and G3 is 2-walk (1, 3)-linear.
Case 2. |V(C1) ∩ V(C2)| 2.
Choose x, y ∈ V(C1) ∩ V(C2) such that
(a) C1[x, y] is a subpath of C2, and
(b) subject to (a), |C1[x, y]| achieves the maximum.
Since x /= y we may assume without loss of generality that C1[x, y] = C2[x, y]. This together with
the choice of (x, y) implies that x−C1 , x
−
C2
and x
+
C1
are distinct neighbors of x in G, and hence d(x) 3.
Similarly, d(y) 3. It follows from (3) that V(G) = V(C1) ∪ V(C2), d(x) = d(y) = 3 and d(v) = 2 for
all v ∈ V(G) \ {x, y}. Set P1 := C1[x, y], P2 := ←−C1 [x, y] and P3 := ←−C2 [x, y]. Then, P1, P2, P3 are internally
vertex disjoint paths connecting x and y such that E(G) = E(P1) ∪ E(P2) ∪ E(P3). By symmetry, we
may assume (P1) (P2) (P3). Noting that P1 /= P2, we conclude (P2) > 1. By applying Lemma
3.1 with R := P3 and Q := Pi, we see that (P3) 3 and
(P3) = 3 ⇒ (Pi) /= 2 ∀i = 1, 2.
This together with (P1) 1 and (P2) > 1 implies that ((P1), (P2), (P3)) = (1, 2, 2), (2, 2, 2),
(1, 3, 3) or (3, 3, 3), and hence G∼= G4, G5, G6 or G7. It is straightforward to check that G4 is 2-walk
(1, 4)-linear, G5 is 2-walk (0, 6)-linear, G6 is 2-walk (2, 1)-linear and G7 is 2-walk (1, 3)-linear. This
completes the proof of Theorem 3.2. 
In the following, we shall determine all the connected and 2-walk (a, b)-linear bicyclic graphs with
minimum degree one. For convenience, we deﬁne
Ga,b := {G : Gis a connected and 2walk (a, b)linear bicyclic graph with δ(G) = 1},
and for eachG ∈ Ga,b letG0 be the graph obtained fromG by deleting all pendant vertices. If v ∈ V(G0),
weusedG0(v) todenote thedegreeof thevertex v ofG0. GivenagraphG ∈ Ga,b,we suppose, throughout
the rest of this paper, that x is a pendent vertex of G and xy is the only edge incident with x.
Lemma 3.3. Let G ∈ Ga,b and v ∈ V(G0). If d(v) /= dG0(v), then d(v) = a + b.
Proof. Suppose d(v) /= dG0(v). Then, there exists a pendent vertex u of G such that uv ∈ E(G). Ap-
plying (1) to u, we have S(u) = ad(u) + b = a + b and d(v) = S(u). So, d(v) = a + b. 
Lemma 3.4. Let G ∈ Ga,b. Then
(i) δ(G0) 2;
(ii) |E(G0)| = |V(G0)| + 1.
Proof. (i) By way of contradiction, assume that δ(G0) 1. Let C be any cycle in G, then V(C) ∩ X(G) =∅, and hence V(C) ⊆ V(G0). It follows that G0 is a connected graph of order at least 3, which yields
δ(G0) 1, and hence δ(G0) = 1. Say dG0(v) = 1 for some v ∈ V(G0). Noting that v /∈ X(G), we have
d(v) /= 1, which yields d(v) /= dG0(v). By Lemma 3.3, we have d(v) = a + b 2. Thus, there are
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exactly d(v) − dG0(v) = a + b − 1 pendant vertices attached to the vertex v. By Lemma 2.3, G must
be the harmonic tree Ta, or Gmust be the double star graph Sb+1,b+1, which contradict the assumption
that G has at least two cycles.
(ii) Since |E(G)| = |V(G)| + 1weobtain that |E(G)| − |X(G)| = |V(G)| − |X(G)| + 1,whichyields
that |E(G0)| = |V(G0)| + 1. This completes the proof of Lemma 3.4. 
Lemma 3.5. Let G ∈ Ga,b. Then, S(x) = d(y) = a + b 3 and a 2.
Proof. Recall that x ∈ X(G) and xy ∈ E(G). Then, y ∈ V(G0) and dG0(y) /= d(y). It follows from Lem-
mas 3.3 and 3.4 that a + b = d(y) dG0(y) + 1 δ(G0) + 1 3. Let z ∈ NG0(y). Then,
S(z) = (d(z) − dG0(z)) + d(y) +
∑
w∈NG0 (z)\{y}
d(w)
(d(z) − dG0(z)) + (a + b) + 2(dG0(z) − 1)
 d(z) + (a + b).
Applying Eq. (2) with (v, u) = (z, x), we get
a = S(z) − S(x)
d(z) − d(x) 
d(z) + (a + b) − (a + b)
d(z) − 1 > 1.
This together with Lemma 2.1 implies that a 2. Hence, Lemma 3.5 is true. 
Lemma 3.6. Let G ∈ Ga,b and let R = u1u2 · · · uk be a path or cycle of G0 with length at least 3 such that
dG0(u1) = dG0(uk) = 3 and dG0(ui) = 2 for 2 i k − 1. Then,
(i) d(u2) = d(u3) = · · · = d(uk−1) ∈ {2, a + b}, and
(ii) if d(u2) = 2, then l(R) = 3 and d(u3) = d(u2) = 2.
Proof. (i) By Lemma 3.3, we have
d(ui) ∈ {dG0(ui), a + b} = {2, a + b} ∀i = 2, 3, . . . , k − 1. (4)
If (i) is false, then there exists an integer i ∈ {2, 3, . . . , k − 2} such that d(ui) /= d(ui+1). By (4), we
mayassume,without loss of generality, thatd(ui) = 2andd(ui+1) = a + b. Applying (2)with (v, u) =
(ui+1, x), we have
a = S(ui+1) − S(x)
d(ui+1) − d(x) =
2 + d(ui+2) + (a + b − 2) − (a + b)
a + b − 1 =
d(ui+2)
a + b − 1 .
This together with Lemma 3.5 implies that d(ui+2) = a(a + b − 1) 2(a + b − 1) a + b + 1 >
max{a + b, dG0(ui+2)}, which is contrary to Lemma 3.3. Thus, (i) is true.
(ii) By way of contradiction, assume that d(u2) = 2 and (R) 4. Then by (i), we have d(u2) =
d(u3) = d(u4) = 2. Applying (2) with (v, u) = (u3, x), we get
a = S(u3) − S(x)
d(u3) − d(x) =
d(u2) + d(u4) − (a + b)
2 − 1 = 4 − (a + b),
which is contrary to Lemma 3.5. Hence, Lemma 3.6 is true. 
Lemma 3.7. Let G ∈ Ga,b and let C = u1u2 · · · uku1 be a cycle of G such that dG0(u1) 3, dG0(u2) = 2.
Then, there exists an integer i ∈ {1, 2, . . . , k} such that d(ui) /= a + b.
Proof. By way of contradiction, assume that d(u1) = d(u2) = · · · = d(uk) = a + b. Applying (2)
with v = u1 and u2 respectively, we get
S(u1) = a(a + b) + b = S(u2) = d(u1) + d(u3) + (d(u2) − 2) = 3(a + b) − 2.
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Fig. 2. Graphs G8 and G9.
On the other hand, by Lemma 3.4, we have δ(G0) 2, and hence
S(u1) = (d(u1) − dG0(u1)) + d(u2) + d(uk) +
∑
w∈NG0 (u1)\{u2,uk}
d(w)
 (a + b − dG0(u1)) + (a + b) + (a + b) + 2(dG0(u1) − 2)
= 3(a + b) + dG0(u1) − 4
 3(a + b) − 1,
a contradiction. Hence, Lemma 3.7 is true. 
Lemma 3.8. LetG ∈ Ga,b and letC = u1u2 · · · uku1 beacycleofG such that3 dG0(u1) 4anddG0(u2) =
dG0(u3) = · · · = dG0(uk) = 2.Then, thereexistsno integer j ∈ {1, 2, . . . , k} such thatd(uj) = d(uj+1) =
a + b, where uk+1 := u1.
Proof. Bywayof contradiction, assumethatd(uj) = d(uj+1) = a + b for some j ∈ {1, 2, . . . , k}. Choose
α,β ∈ {1, 2, . . . , k} such that
(i) C1[uα , uβ ] ⊇ {uj , uj+1};
(ii) d(v) = a + b for every vertex v ∈ C1[uα , uβ ];
(iii) subject to (i) and (ii), |C1[uα , uβ ]| achieves the maximum.
According to Lemma 3.7 and (iii) it follows that d(uα−1) /= a + b and d(uβ+1) /= a + b. By symme-
try, we may assume α /= 1. Then, dG0(uα) = 2 and S(uα) = d(uα−1) + d(uα+1) + (d(uα) − 2) =
d(uα−1) + 2(a + b − 1). Applying (2) with (v, u) = (uα , x), we get
a = S(uα) − S(x)
d(uα) − d(x) =
d(uα−1) + (a + b − 2)
a + b − 1 = 1 +
d(uα−1) − 1
a + b − 1 .
It follows from Lemma 2.1 that (a + b − 1)|(d(uα−1) − 1). This together with d(uα−1) /= a + b im-
plies
d(uα−1) − 1 2(a + b − 1) a + b + 1,
and hence d(uα−1) a + b + 2 > max{a + b, dG0(uα−1)}, contrary to Lemma3.3. This completes the
proof of Lemma 3.8. 
Theorem 3.9. Let G be a connected and 2-walk linear bicyclic graph with minimum degree one. Then, G
is isomorphic to G8 or G9 (see Fig. 2).
Proof. Let G be a connected and 2-walk (a, b)-linear bicyclic graph with minimum degree one and let
G0 be the graph obtained from G by deleting all pendent vertices. By Lemma 3.4, we have δ(G0) 2
and |E(G0)| = |V(G0)| + 1. This together with the handshaking lemma implies that
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∑
v∈V(G0)
|dG0(v) − 2| =
∑
v∈V(G0)
dG0(v) − 2|V(G0)| = 2|E(G0)| − 2|V(G0)| = 2. (5)
Let C1 and C2 be two distinct cycles of G0. We consider two cases.
Case 1. |V(C1) ∩ V(C2)| 1.
Since G0 is connected, there exists a path P = v1 · · · vk connecting C1 and C2 such that V(C1) ∩
V(P) = {v1}andV(C2) ∩ V(P) = {vk}. It follows from(5) thatV(G0) = V(C1) ∪ V(C2) ∪ V(P),dG0(v1)= dG0(vk) 3anddG0(v) = 2 for all v ∈ V(G0) \ {v1, vk}. LetC1 := u1u2 · · · umu1 andC2 := w1w2 · · ·
wnw1, where u1 := v1 and w1 := vk .
Subcase 1.1. k = 1.
In this case, we have u1 = v1 = w1 and dG0(u1) = 4. Applying (2) with (v, u) = (u1, x), we get
a = S(u1) − S(x)
d(u1) − d(x) =
d(u2) + d(um) + d(w2) + d(wn) + (d(u1) − 4) − (a + b)
d(u1) − 1 . (6)
If d(u2) = d(um) = d(w2) = d(wn) = 2, then by (6), we have
a = d(u1) + 4 − (a + b)
d(u1) − 1 = 1 +
5 − (a + b)
d(u1) − 1 .
This together with Lemma 3.5 implies
2 1 + 5 − (a + b)
d(u1) − 1  1 +
2
d(u1) − 1  1 +
2
3
,
a contradiction. Thus, there exists a vertex v ∈ {u2, um,w2,wn} such that d(v) /= 2. By symmetry, we
may assume d(u2) /= 2. Then, d(u2) /= dG0(u2). By Lemma 3.3, we have d(u2) = a + b.
Applying Lemma 3.8 with C := C1, we get d(u1) /= a + b. This together with Lemma 3.3 yields
d(u1) = dG0(u1) = 4. Similarly, we have d(u3) = dG0(u3) = 2. Applying (2) with (v, u) = (u2, x), we
get
a = d(u1) + d(u3) + (d(u2) − 2) − (a + b)
d(u2) − 1 =
4
a + b − 1 .
On the other hand, by Lemma 3.5, we have a 2 and a + b 3. Thus, (a, b) = (2, 1). This togetherwith
(6) implies
2 = d(u2) + d(um) + d(w2) + d(wn) − (a + b)
4 − 1 =
d(um) + d(w2) + d(wn)
3
,
and hence d(ul) = d(w2) = d(wm) = 2. Applying (2) with (v, u) = (um, x), we get
a = S(um) − S(x)
d(um) − d(x) =
d(u1) + d(um−1) − (a + b)
2 − 1 = d(um−1) + 1 3,
a contradiction.
Subcase 1.2. k 2.
In this case, we have dG0(u1) = dG0(w1) = 3 and dG0(v) = 2 for all v ∈ V(G0) \ {u1,w1}. Applying
Lemma 3.8 with C := C1, we have d(ui) /= a + b for some i = 2 or 3. This together with Lemma 3.6
implies that
m = 3 and d(u2) = d(u3) = 2. (7)
Similarly, we have
n = 3 and d(w2) = d(w3) = 2. (8)
We claim that
d(u1) = d(w1) = 3. (9)
By way of contradiction, assume that (9) is false. By symmetry, we may assume d(u1) /= 3. Then,
d(u1) /= dG0(u1). By Lemma 3.3, we have d(u1) = a + b > dG0(u1) = 3. Applying (2) with (v, u) =
(u1, x), we get
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a = S(u1) − S(x)
d(u1) − d(x) =
d(u2) + d(um) + d(v2) + (d(u1) − 3) − (a + b)
d(u1) − 1 =
d(v2) + 1
a + b − 1 .
This together with Lemma 3.5 implies that d(v2) = a(a + b − 1) − 1 2(a + b − 1) − 1 a + b +
1 > max{a + b, dG0(v)}, contrary to Lemma 3.3. Hence, (9) is true.
It follows from (7)–(9) that d(v) = dG0(v) for every v ∈ V(C1) ∪ V(C2). Thus, y = vi for some iwith
2 i k − 1. Applying Lemma 3.6 with R := P, we get
d(v2) = · · · = d(vk−1) = d(y) = a + b. (10)
Applying (2) with (v, u) = (u2, x), we have
a = S(u2) − S(x)
d(u2) − d(x) =
d(u1) + d(u3) − (a + b)
2 − 1 = 5 − (a + b).
This together with Lemma 3.5 implies 2 5 − (a + b) 5 − 3, and hence a + b = 3. By (7)–(10), we
have G∼= G8. It is straightforward to check that G8 is connected and 2-walk (2,1)-linear.
Case 2. |V(C1) ∩ V(C2)| 2.
Choose z,w ∈ V(C1) ∩ V(C2) such that
(a) C1[z,w] is a subpath of C2, and
(b) subject to (a), |C1[z,w]| achieves the maximum.
By an argument similar to that in the proof of Theorem 3.2, we have z /= w and E(G0) = E(P1) ∪
E(P2) ∪ E(P3), where P1, P2, P3 are three internally vertex disjoint paths connecting z andw. For conve-
nience,we set P1 := u1u2 · · · um, P2 = v1v2 · · · vk and P3 = w1w2 · · ·wn, whereu1 := v1 := w1 := z
and um := vk := wn := w. We ﬁrst show some claims.
Claim 1. d(u1) = d(um).
Proof. By symmetry, we may assume m k n. This together with P2 /= P3 implies k 3. By Lemma
3.6, we have d(u2) = d(um−1) and d(v2) = d(vk−1). Then,
S(u1) − S(um) = (d(u1) − 3) + d(u2) + d(v2) + d(w2)
−[(d(um) − 3) + d(um−1) + d(vk−1) + d(wn−1)]
= d(u1) + d(w2) − d(um) − d(wn−1)
=
{
d(u1) − d(um), if n 3,
0, if n = 2.
If d(u1) /= d(um), then by (2), we have
a = S(u1) − S(um)
d(u1) − d(um)  1,
contrary to Lemma 3.5. Hence, Claim 1 is true. 
In the following, we assume X := {v : v ∈ {u2, v2,w2} and d(v) = a + b}.
Claim 2. Suppose d(u1) = d(um) = a + b, then
(i) |X| 1, and
(ii) d(v) = 2 for all v ∈ {u2, v2,w2} \ X.
Proof. (i) By way of contradiction, assume that |X| 2. Say u2, v2 ∈ X . Applying Lemma 3.6 with
R := P1 and P2 respectively, we get
d(v) = a + b ∀v ∈ (V(P1) ∪ V(P2)) \ {u1, um}.
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Noting thatP1 /= P2,wemayassume,without lossofgenerality, that(P1) 2.Then,C := u1−→P1 um←−P2 u1
is a cycle that contradicts Lemma 3.7.
(ii) Without loss of generality, assume that v = u2 /∈ X , then d(u2) /= a + b. This together with
d(um) = a + b impliesm > 2, and hence dG0(u2) = 2. By Lemma 3.3, we see that d(u2) = dG0(u2) =
2. 
Claim 3. d(u1) = 3.
Proof. Byway of contradiction, assume that d(u1) /= 3. Then, d(u1) /= dG0(u1). By Claim1 and Lemma
3.3, we have d(um) = d(u1) = a + b > dG0(u1) = 3. This together with Claim 2 implies d(u2) +
d(v2) + d(w2) a + b + 4, and hence S(u1) = d(u2) + d(v2) + d(w2) + (d(u1) − 3) 2(a + b) +
1. Applying (2) with (v, u) = (u1, x), we get
a = S(u1) − S(x)
d(u1) − d(x) 
2(a + b) + 1 − (a + b)
a + b − 1 < 2,
contrary to the Lemma 3.5. 
It follows from Claims 1 and 3 that both u1 and um are not adjacent to any pendent vertex of G.
Thus, y ∈ (V(P1) ∪ V(P2) ∪ V(P3)) \ {u1, um}. Say y ∈ V(P1) \ {u1, um}. Recall that d(y) = a + b. By
applying Lemma 3.6 with R := P1, we get
d(v) = a + b ∀ v ∈ V(P1) \ {u1, um}. (11)
Applying (2) with (v, u) = (u2, x), we get
a = S(u2) − S(x)
d(u2) − d(x) =
d(u1) + d(u3) + (d(u2) − 2) − (a + b)
d(u2) − 1 =
d(u3) + 1
a + b − 1 . (12)
This together with Lemma 3.5 implies
d(u3) = a(a + b − 1) − 1 2(a + b − 1) − 1 = (a + b) + (a + b − 3) a + b. (13)
On the other hand, by Lemma 3.3, we have d(u3)max{dG0(u3), a + b} = a + b. This together with
(12) and (13) yields
d(u3) = a + b = 3 (14)
and a = 2. It follows from (14) and Claims 1–3 that d(u1) = d(um) = a + b, and hence |X| 1. This to-
getherwith (11) impliesX = {u2}. By Claim2(ii), we have d(v2) = d(w2) = 2. Since d(vk) = d(wn) =
d(u1) = 3, we have
min{k, n} 3. (15)
Applying Lemma 3.6 with R := P2 and P3 respectively, we get
d(v) = 2 ∀v ∈ (V(P2) ∪ V(P3)) \ {u1, um}, (16)
and max{(P2), (P3)} 3, i.e.
max{k, n} 4. (17)
If k = 3, then by applying (2) with (v, u) = (v2, x), we get
a = S(v2) − S(x)
d(v2) − d(x) =
6 − (a + b)
2 − 1 = 3,
contrary to a = 2. Thus, k /= 3. This together with (15) and (17) implies k = 4. Similarly, we have
n = 4. By (11), (14), (16) and Claims 1–3, we see that G∼= G9. It is easy to check that G9 is connected
and 2-walk (2, 1)-linear. This completes the proof of Theorem 3.9. 
Corollary 3.10. The graphs G1, G2, G3, G4, G5, G6, G7, G8, G9 (see Figs. 1 and 2) are all of the connected
bicyclic graphs with exactly two main eigenvalues.
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