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Abstract
In the growth of bacterial colonies, a great variety of complex patterns are observed
in experiments, depending on external conditions and the bacterial species. Typically,
existing models employ systems of reaction-diffusion equations or consist of growth
processes based on rules, and are limited to a discrete lattice. In contrast, the two-
dimensional model proposed here is an off-lattice simulation, where bacteria are mod-
elled as rigid circles and nutrients are point-like, Brownian particles. Varying the nutri-
ent diffusion and concentration, we simulate a wide range of morphologies compatible
with experimental observations, from round and compact to extremely branched pat-
terns. A scaling relationship is found between the number of cells in the interface and
the total number of cells, with two characteristic regimes. These regimes correspond to
the compact and branched patterns, which are exhibited for sufficiently small and large
colonies, respectively. In addition, we characterise the screening effect observed in the
structures by analysing the multifractal properties of the growth probability.
Keywords: bacterial colony, interface growth, pattern formation, multifractal.
1. Introduction
The concept of active matter is relatively new within soft matter physics; the fun-
damental units of this type of matter, called active agents, have the particularity of
absorbing energy from their environment and dissipating it in order to move, grow or
replicate, among other activities1. Most of the examples of active matter are biological,
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such as bacteria. Although they can be seen as the simplest living organisms, they
present interesting behaviours, both individually and collectively.
Bacteria exhibits many different types of movement, depending on the species and
the environment, which determines the macroscopic appearance of the colony. Ac-
cording to Henrichsen2, six types of motility can be identified: swimming, swarming,
twitching, darting, gliding and sliding. We focus in the last one, which is a mechanism
produced by the expansive forces of the colony, in combination with special properties
of the cell membranes characterised by low friction with the substrate on which they
grow; the bacteria do not move by their own motors, but push each other by duplicating
themselves and competing for the same spaces. At the end of the 80s, Matsuyama3,
Fujikawa and Matsushita4, showed that the patterns of bacterial colonies obtained in
the laboratory could be fractal objects. The properties of their patterns depend on two
main factors: the concentration of nutrients, which influences the growth rate of the
colony, and the concentration of agar, which determines the hardness of the substrate,
and therefore, the mobility of the bacteria. In the absence of special forms of motility,
the patterns were classified in a two-dimensional phase diagram in which five character-
istic patterns were identified: diffusion limited aggregation-like (DLA-like), Eden-like,
dense branching morphology (DBM), concentric ring and homogeneous disk-like. The
experiments were performed mainly with the species Bacillus subtilis4–7. Without self-
propulsion, only DLA and Eden-like patterns are expected.
At the theoretical level, continuous models are the most traditional and extended
way of studying the patterns exhibited by bacteria colonies. In them, both bacteria
and nutrients (or any other variable of interest) are represented by density functions
per unit area, and the spatio-temporal evolution of the system is described by systems
of reaction-diffusion equations5,8–17. These models are successful in describing a wide
range of patterns, although they are valid at a mesoscopic scale. To represent growth at
the microscopic level, microorganisms must be represented by discrete mobile entities
(agents)18–21.
The motivation of this work is to propose a microscopic model that can explain the
experimental observations, based on the fact that sliding is dominated by the mechan-
ical interaction between the bacterial cells. As has been said, continuous models work
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well only on a mesoscopic scale, whereas in agent models typically use discretised space
as Euclidean networks, where mechanical laws cannot be used. In spite of being compu-
tationally expensive, in this work, we choose an off-lattice model, in order to represent
our agents as rigid bodies governed by laws of mechanics. Thus, we can analyse the
growth of bacterial colonies on a microscopic level. The off-lattice approach also avoids
anisotropies in the patterns exhibited by the colonies induced by the discretization of
the space.
A typical way to characterise the complex structures that arise in surface growth
is by means of the Hausdorff dimension, often referred to as the fractal dimension.
However, the fractal dimension is not a unique descriptor, as it was shown that two
structures may have the same fractal dimension but are fundamentally different22. In
order to describe structures more deeply and unequivocally, the determination of the
multifractal properties of an associated measure (e.g. growth probability) offers a suit-
able supplement to the sole measurement of their fractal dimension. Here the scaling
properties are analysed for variations in different parts of the pattern, which are over-
looked by a simple measurement of the fractal dimension.
A way to describe the multifractal behaviour is through the generalised dimensions
Dq (also known as Rényi dimensions). If one covers the support of the measure (set
of all points where the measure is positive) with a set of boxes of size l and defines
a probability Pi(l) (integrated measure) in the ith box, the generalised dimensions Dq
correspond to the scaling exponents for the qth moments of Pi, defined by
∑
i
P qi (l) ∼
l(q−1)Dq . In this context, q is typically referred to as the order q of the generalised
dimension Dq. Solving for Dq and taking the limit of l→ 0, the conventional expression
for the generalised dimensions is given by
Dq =
1
(q − 1) liml→0
ln
∑
i
P qi (l)
ln l
.
For the case q = 1, the L’Hôpital’s rule must be used; thus,
D1 = lim
l→0
∑
i
Pi(l) logPi(l)
ln l
.
The generalised dimensions are exponents that characterise the non-uniformity of the
measure; the positive orders q accentuate the regions with higher probabilities while
the negative q’s the opposite.
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The Rényi dimension Dq has specific names for certain values of q. For example,
Dq=0 corresponds to the Hausdorff dimension of the support because all the boxes have
the same weight; Dq=1 is known as the information dimension, which is interesting in
the case of diffusion limited aggregations, since it can be physically interpreted as the
fractal dimension of the active region, i.e., the unscreened region22; Dq=2 is known as
the correlation dimension; Dq→±∞ are known as the Chebyshev dimensions, which are
calculated with the maximum and minimum probabilities, respectively; equivalences
with other dimensions definitions can be made, even for fractional q values23.
We will use the multifractal formalism to characterise quantitatively the patterns
produced by our model.
2. Model
In this paper, we model the growth of non-motile bacterial colonies under different
environmental conditions, specifically, nutrient concentration and nutrient diffusion.
The growth rules are inspired by biology, as we capture the essential characteristics
of bacteria without losing simplicity. We consider a two-dimensional and off-lattice
space, which allows us to consider mechanical interactions between the agents, as we
will explain below.
There are two kinds of particles in the model, nutrient particles and bacterial cells.
Both of them have physical properties such as size, mass, position, velocity and might
have applied forces. Nutrient particles are idealised as Brownian particles, so its ini-
tial velocities follow the Maxwell-Boltzmann distribution and evolve according to a
Langevin equation of the form m v˙(t) = −κT
D
v(t) + f(t), where κ is the Boltzmann’s
constant, T is the temperature and D is the diffusion coefficient. The function f(t) is a
stochastic force whose components follow a Gaussian probability distribution with mean
zero and standard deviation σ = κT
√
2/D. The Langevin equation is numerically in-
tegrated using a small time step ∆t, following the explanations in The Fokker-Planck
Equation by H. Risken24. Nutrient particles are considered point-like, non-interacting
with each other and with a small mass. The bacterial cells are modelled as rigid circles
with radius rb, so they can interact with each other through normal forces. The numer-
ical values used in the simulations can be found in Table 1.
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Table 1: Numerical values used for the simulation.
Variable Value [arbitrary units]
kT 1
∆t 0.01
rb 1
m (nutrient mass) 0.0001
In addition to the physical properties, bacterial cells have two biological character-
istics: they can be fed and reproduce. The first one is an interaction with the nutrients,
which are absorbed by the cell when they are in contact. Reproduction is the process
by which the bacterium duplicates: an identical copy of the cell is generated in the
same position as the original, so they overlap. Then, they are disaggregated by op-
posing velocities in a random direction (see Appendix). As a consequence, these cells
may collide elastically with neighbours, according to the mechanics of rigid bodies, as
shown in Fig. 1. When the cells stop overlapping, they stop moving and become static
because the medium is considered to be very viscous so that the momentum gained by
the collisions is immediately dissipated.
In summary, the reproduction causes the movement of both, the newborn cells and
their neighbours, representing sliding motility.
The simulation begins with a single cell in the origin of coordinates in a 2D substrate
and a given quantity of nutrient particles diffusing in space, according to the concen-
tration and diffusion coefficient specified. When a nutrient particle touches the cell, it
is absorbed and the bacteria duplicates. Now the colony is formed by two cells, which
can absorb nutrients and reproduce. The process continues in this way and the colony
grows progressively. All the bacteria have a time delay (20 integration time steps),
during which they can’t duplicate; this rule ensures that no duplication occurs while
newborn cells are still overlapping and it is consistent with biological observations, e.g.,
Bacillus subtilis species has a delay of ∼ 25 minutes between duplications11.
In order to keep the nutrient concentration constant, there is a ring that acts as
a nutrient reservoir located at a given distance from the most external position of the
bacteria. This distance increases progressively as the colony grows, so the separation is
5
Figure 1: Feeding and reproduction. Bacteria cells (circles) can absorb the particles diffusing in the
medium (dots) and duplicate, causing collisions with neighbours, which move in the direction pointed
by the arrows. The double blue arrow (colour online) points the direction in which the newborn
bacteria disaggregate.
60 rb at least. The nutrient concentration within the ring (r > 60 rb) is kept constant
at a specified value. But, closer to the colony (r < 60 rb), the concentration drops due
to nutrient absorption by the bacteria. Periodic boundaries conditions are considered
for the outer side of the ring (Fig. 2).
The growth stops when the colony reaches a radius of 600 rb, when characteristic
patterns are fully developed. This implies that we have up to half a million cells forming
the colony, depending on the parameters.
3. Results and Discussions
3.1. First characterization of the structures
In order to see the variety of morphologies that the model can produce, we choose
several different values of nutrient concentration and nutrient diffusion, and register
the position of the bacteria along the perimeter of the colony over time and average
over a hundred realizations for each set of parameters. A morphology diagram is shown
in Fig. 3, where it can be seen that it is possible to generate round and compact
colonies, as well as ramified, going through a variety of intermediate patterns. Similar
morphological crossover can be seen in Fig. 4, which corresponds to the experiments
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Figure 2: A ring surrounding the colony (in red) acts like a nutrient reservoir. The concentration of
nutrient is constant inside it, but decreases in the proximity of the colony, because of the feeding. The
distance between the ring and the colony is 60 rb at least.
carried out in5,6. The fractal dimension of intermediate patterns in experiments was
reported for the case of the most ramified one. In Table 2, we summarise the results
found in the bibliography4,6 and ours (for the most ramified cases), which are in good
agreement.
3.2. Scaling properties
Despite using different values for the parameters, it is observed that the curves of
the number of bacteria at the interface S versus the total number N show two power
law regimes. The first regime corresponds to initial compact structures S ∼ N1/2, while
the second regime corresponds to ramified structures with S ∼ N , as shown in Fig. 5a.
These two behaviours are characteristic of the Eden and DLA models, respectively.
To characterise the crossover between regimes, we compute the total number of
bacteria N∗ at which the crossover happens. In Fig. 5b we show how N∗ is computed.
After dividing N by N∗ in each of the data sets, the Y -axis is divided by some value
S∗ looking for a satisfactory collapse of the curves. We found that the best collapse
occurs when N∗ = S∗2, as shown in Fig. 6.
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Figure 3: Different morphologies predicted by the model. In the X-axis, the diffusion coefficient D is
varied (in arbitrary units), while in the Y -axis the nutrient concentration is varied (measured as the
number of particles per unit area). Each curve, in a different shade of grey, corresponds to a different
time.
(a) Ca = 9g/l;Cn = 1g/l (b) Ca = 8g/l;Cn = 3g/l
(c) Ca = 9g/l;Cn = 4.5g/l (d) Ca = 10g/l;Cn = 20g/l
Figure 4: Experimental examples of bacterial colonies. The parameter Ca corresponds to the agar
concentration, which determines the hardness of the substrate, and Cn corresponds to the nutrient
concentration. Figures (a), (b) and (c) are from6,©(1992) The Physical Society of Japan, reproduced
with permission. Figure (d) is from5, reprinted with permission from Elsevier .
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Table 2: Fractal dimension. Values reported in experimental works, our model and DLA (the error
is the standard deviation). Greater values than for the case of DLA are expected, where only one
particle diffuses at a time, unlike our case where we have many (C > 0).
Fractal Dimension Df
Model [C = 1/80;D = 512] 1.760± 0.004
Model [C = 1/40;D = 512] 1.778± 0.003
Experiment4 1.73± 0.02
Experiment6 1.70± 0.02
DLA22,25 1.71± 0.01
(a) (b)
Figure 5: Power law regimes. (a) Results, averaging over all realizations, of the number of bacteria
in the interface S versus the total number of cells N . The plot is double-logarithmic and it can be
seen that there are two power law regimes. (b) In order to estimate the crossover value N∗, power law
functions are fitted in the tails (red and green lines, colour online) and the intersection is computed
(marked with the dashed line).
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Figure 6: Collapsed curves of the number of bacteria in the interface S versus the total number of cells
N .
(a) (b)
Figure 7: Relationship between N∗ and the parameters. (a) N∗ is plotted against the nutrient con-
centration C, leaving the diffusion coefficient D constant; (b) the same but for D.
It can be seen that N∗ depends on the diffusion D and the concentration C, having
an increasing relationship with both (Fig. 7).
Taking these observations into account, an attempt is made to establish a scaling
law. We know that the behaviour of S is:
S ∼
N
1/2, N  N∗
N, N  N∗
,
where N∗ = N∗(C,D). The curves collapse dividing N and S by N∗ and S∗,
respectively, so:
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S/S∗ ∼
(N/N
∗)1/2, N/N∗  1
N/N∗, N/N∗  1
.
Then, having validated the relationship N∗ = S∗2 and proposing the scaling function
f(x) ∼
const, x 1x, x 1 ,
the relation between N and S can be written as:
S = N1/2f [(
N
N∗
)1/2].
This result suggests that if we allow N to grow sufficiently, branches will always be
generated, after a critical number of cells is reached, dependent on the parameters C
and D.
3.3. Multifractality of the growth probability
The growth probability of each region of the colony can give information about why
a certain pattern displays. Every cell duplicates when a nutrient particle is captured,
so the growth probability is associated with the probability that a diffusing particle
reaches the site where the cell is. We use two methods to estimate this probability,
focusing on the final stage of the colony. The first one consists on counting how many
nutrient particles are absorbed by each cell without letting it duplicate, i.e., the colony
is "frozen" and the growth probability of each cell is computed dividing this counting
by the total of particles incorporated by the whole colony (we use approximately 105
particles). We will refer to this method as C.M. The disadvantage with this method is
that it does not estimate low probabilities well, because several million particles may
be captured by the colony in total, but the internal regions may hardly incorporate
any. Due to this, we also solve the Laplace equation ∇2φ = 0, where φ represents
the nutrient concentration, by the relaxation method26, where φ = 1 at infinity and
φ = 0 along the perimeter of the colony, as it can be seen that the growth probability is
proportional to the gradient of the potential ∇φ22. We use an iteration error of 10−5,
after checking that the multifractal curves do not vary appreciably. In order to use this
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(a) Absorption > 1 (b) Absorption > 20 (c) Absorption > 80
Figure 8: Example of the C.M. results for a branched colony. After 105 particles are captured, the
green colour marks the cells who absorbed more than (a) 1 particle, (b) 20 particles and (c) 80 particles.
method, referred to as L.M. henceforth, properly, space has to be discretised, so some
differences with the C.M. are expected.
In Fig. 8, it is shown how uneven is the number of nutrient particles consumed
between the outer and inner regions of a ramified colony. This phenomenon is usually
referred to as ‘shadowing’ or ‘screening’ effect and is more or less noticeable depending
on the parameters. As the structures that emerge from the simulations are fractal, the
proper way to study this effect is by the multifractal formalism, explained in the first
section.
In Fig. 9, the generalised dimension Dq>1 curve is plotted for different morphologies.
It can be seen that the probability associated with a ramified colony presents a strong
multifractality since Dq varies significantly with q. It is also included in Fig. 9 the
curve for a diffusion limited aggregate27 for comparison. The standard deviations are
presented in Table 3. Unfortunately, this analysis cannot be carried out in very compact
colonies since the fractal regime is very short to be reliable or it is not observable.
In Fig. 10, the generalised dimension is plotted again, but now including the q < 1
interval. Only the results obtained by the L.M. can be used in this interval. The value
of Dq−1 is very interesting, because it quantifies the shadowing effect, making evident
the differences between different morphologies. It is worth noting that Dq=0 should
not be equal to the fractal dimension Df presented in the previous subsection because
Dq=0 is the fractal dimension of the support of the measure, i.e., the perimeter of the
colony, while Df is the fractal dimension of the area. All of these characteristic points
are summarised in Table 3, which also includes the values corresponding to diffusion
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(a) (b)
Figure 9: Generalised dimension curve for q > 1. Different icons correspond to different values of
nutrient concentration C and diffusion coefficient D. Red dash line corresponds to DLA (colour
online). Results using the (a) C.M. and (b) L.M.
Figure 10: Generalised dimension curve including negative values of q. Only the L.M. results are plot-
ted. Different icons correspond to different values of nutrient concentration C and diffusion coefficient
D.
limited aggregation as a comparison22,27. The asymptotic values are estimated with
q = 25 and q = −25.
Note that the curves of the generalised dimension are always above the case of
DLA. In the region of q > 0, taking into account the calculated standard deviations,
the differences are not as noticeable, but they are in the region of q < 0. In this
region, where the measurement best distinguishes each case, they depart notoriously
from the case of DLA. Always considering branched cases, it is observed that higher
values are associated with higher C and D values, which can be understood if we
associate this measure with the screening phenomenon. The larger are C and D, the
13
Table 3: Some characteristic values of the generalised dimension Dq (the error is the standard devi-
ation). DLA results found in22,27 are included for comparison.
C = 1/20;D = 512 C = 1/40;D = 512 C = 1/40;D = 1024
C.M. L.M. C.M. L.M. C.M. L.M.
Dq=0 − 1.60± 0.01 − 1.63± 0.01 − 1.53± 0.01
Dq=1 1.08± 0.01 1.08± 0.05 1.09± 0.01 1.10± 0.09 1.11± 0.01 1.09± 0.08
Dq=2 1.00± 0.02 1.00± 0.09 1.00± 0.02 1.01± 0.12 1.04± 0.01 1.01± 0.13
Dq1 0.82± 0.04 0.75± 0.09 0.82± 0.04 0.79± 0.15 0.87± 0.04 0.78± 0.15
Dq−1 − 19.0± 1.5 − 15.5± 1.5 − 18.7± 2.1
C = 1/80;D = 512 C = 1/80;D = 1024 DLA
C.M. L.M. C.M. L.M. 22 27
Dq=0 − 1.64± 0.01 − 1.56± 0.01 1.64± 0.01
Dq=1 1.09± 0.01 1.08± 0.07 1.13± 0.01 1.08± 0.06 1.04± 0.01 1
Dq=2 1.00± 0.02 0.98± 0.11 1.04± 0.01 1.00± 0.10 − 0.92
Dq1 0.80± 0.03 0.73± 0.14 0.85± 0.03 0.76± 0.13 0.67± 0.03 0.66
Dq−1 − 14.0± 1.4 − 18.3± 1.9 ' 9 −
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thicker and narrower the branches and the fjords become, respectively, so the screening
increases to the interior areas. Nevertheless, note that there is a limit in how large the
parameters can be. If C and D are too large, so the branches disappear, the screening
effect is barely noticeable. The growth probability becomes almost uniform, and the
multifractality should be lost.
4. Conclusions
The goal of this work is the construction of a model based on basic theories of phys-
ics, capable of generating a variety of complex patterns observed in bacteria colonies.
Under the hypothesis that there is a single collective movement mechanism behind the
different morphologies (sliding), the different results are achieved by varying parameters
of the environment outside the colony, without changing the behaviour of the agents.
Under these precepts, we manage to generate patterns from the most round and com-
pact to extremely ramified, going through different intermediate morphologies. The
different approaches used to characterise the structures also allow comparison with the
two most studied models that predict patterns of bacterial colonies, the Eden model
and DLA.
The fractal dimension analysis of simulations with branched colonies shows a fractal
dimension compatible with experiments4. Although there are distinct differences between
the present and the DLA model, their fractal dimensions are in good agreement, which
suggests that the most ramified cases considered are close to the diffusion limit.
On the other hand, the characterization using scaling laws show that there are
two characteristic growth regimes, one compact and one branched. According to the
relation found, the crossover between regimes occurs at a critical number of cells, that
depends on the parameters for nutrition concentration C and nutrition diffusion D.
Thus, branches will always be generated for finite values of these parameters.
The multifractal measurement shows strong multifractality for the ramified cases.
In case, that the order q of the generalised dimension Dq is q > 0, the curves of Dq of
the simulations of different values of C and D are close to each other, but in the region
of q < 0, their differences become notoriously. All these curves are, however, always
above the DLA curve and, as expected, approach to the DLA curve for lower values for
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C and D. Higher values are associated with higher C and D values because fjords into
the interior are narrow.
Unfortunately, a more in-depth comparison between simulation and experimental
data cannot be carried out due to the lack of quantitative experimental data. To date,
there are almost exclusively qualitative characterizations of the morphologies of bac-
terial colonies, which only in some rare cases provide additional information on the
fractal dimension (which is not a complete indicator). Although the methods that we
use in this work to calculate the generalised dimensions cannot be used in experiments,
there are other methods that might be used, such as the one described by Ohta and
Honjo28, based on associating probabilities according to the variation of the area occu-
pied by the colony in a certain section. Only such a deeper experimental analysis would
offer a complete characterization of the processes involved in the structure formation of
bacterial colonies and would allow contrasting the proposed model with experiments.
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Appendix A. Disaggregation of newborn cells
In order to solve the overlapping between the bacteria, we use a constraint solver,
based on the work of Erin Catto29. Constraints are “rules” that must be satisfied during
the simulation.
A body’s state in 2D is defined by its position p = (x, y), orientation θ, linear
velocity v = (vx, vy) and angular velocity ω. If n bodies are considered, a 3n-by-1
column vector V can be defined as:
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V =

vx1
vy1
ω1
...
vxn
vyn
ωn

.
A position constraint Ck between two bodies i and j can be represented with a
scalar function
Ck(pi, θi, pj, θj) = 0, (A.1)
and all the constraints in the system can be collected in a s-by-1 column vector
C, being s the number of constraints. The time derivative of C is called the velocity
constraint vector and it can be shown that
C˙ = JV = 0,
where J is the s-by-3n Jacobian. In practice, a bias vector b is added to this
equation to counteract numerical errors, but also provides a method for position sta-
bilization, as explained later, so:
C˙ = JV + b = 0. (A.2)
Velocities are changed by impulses P via
∆V = M−1P,
whereM collects all the masses mi and rotational inertias Ii, i = 1, ..., n, of the bodies
M =

m1E2x2 0 . . . 0 0
0 I1 . . . 0 0
...
... . . .
...
...
0 0 . . . mnE2x2 0
0 0 . . . 0 In

.
17
Here E2x2 is the 2-by-2 identity matrix.
A common practice is to start finding tentative solutions for the states of bodies,
which might violate the constraints. Then an iteration over all constraints is performed
and P is computed to correct the solutions. If the process is repeated (at least 4 times),
the errors will decrease. If V˜ is the tentative solution for the velocities, then
V = V˜ +M
−1
P. (A.3)
So, we want to find P in order to find V. As constraint impulses may not do work,
and since JV = 0, P must be a multiple of the transposed Jacobian:
P = JTλ, (A.4)
where λ is a vector of Lagrange multipliers. Replacing the last expression in Eq.
(A.3) and then replacing V in Eq. (A.2), λ can be solved:
λ = − JV˜ + b
JM−1JT
. (A.5)
Note that J can be found from the expression of C˙ by inspection and having de-
ducted an expression for λ, the velocities V can be computed as:
V = V˜ +M−1λJT . (A.6)
Constraints equations (Eq.(A.1)) can also be inequalities, appropriate for contact
constraints. The difference in the treatment between equality and inequality constraints
lies in the bounds of the Lagrange multipliers. For the equality case, each λk, k = 1, ..., s,
can take any real value, while for the inequality case, they only take positive values.
If we consider two rigid circles (like the modelled bacteria), a position constraint
can be defined as:
Cl = (p2 + r2 − p1 − r1).n1,
where p1 and p2 are the positions of the centre of each cell, r1 and r2 the radius
vectors pointing to the possible contact points, and n1 the normal vector that points
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from the first bacteria to the second one. If we want a non-penetration constraint, we
ask Cl to be positive.
When a bacteria duplicates, Cl is of course violated and that’s where the bias term
b become handy. Using a Baumgarte30 scheme, we add a bias term proportional to the
penetration depth:
C˙l + αCl = 0,
where α is tunable and greater than zero (recommended α < 1/∆t29). The solution
for the equation is a decaying exponential, so the overlap between the two cells will
be resolved after some time. Because we want the disaggregation to have a random
direction, the two cells don’t start exactly in the same position, but we shift one of
them a small percentage in a random direction and then we let the solver to smoothly
resolve the overlapping and calculate the elastic collisions with neighbours.
More detailed explanations can be found in Erin Catto work.
References
[1] De Magistris G, Marenduzzo D. An introduction to the physics of active matter.
Physica A: Statistical Mechanics and its Applications. 2015;418:65–77.
[2] Henrichsen J. Bacterial surface translocation: a survey and a classification. Bac-
teriological reviews. 1972 dec;36(4):478–503.
[3] Matsuyama T, Sogawa M, Nakagawa Y. Fractal spreading growth of Serratia
marcescens which produces surface active exolipids. FEMS microbiology letters.
1989;52(3):243–6.
[4] Matsushita M, Fujikawa H. Diffusion-limited growth in bacterial colony formation.
Physica A: Statistical Mechanics and its Applications. 1990;168(1):498–506.
[5] Matsushita M, Wakita J, Itoh H, Ràfols I, Matsuyama T, Sakaguchi H, et al.
Interface growth and pattern formation in bacterial colonies. Physica A: Statistical
Mechanics and its Applications. 1998;249(1-4):517–524.
19
[6] Ohgiwari M, Matsushita M, Matsuyama T. Morphological changes in growth phe-
nomena of bacterial colony patterns. Journal of the Physical Society of Japan.
1992;61(3):816–822.
[7] Fujikawa H. Periodic growth of Bacillus subtilis colonies on agar plates. Physica
A: Statistical Mechanics and its Applications. 1992;189(1-2):15–21.
[8] Kawasaki K, Mochizuki A, Matsushita M, Umeda T, Shigesada N. Modeling spatio-
temporal patterns generated by Bacillus subtilis. Journal of Theoretical Biology.
1997;188(2):177–185.
[9] Mimura M, Sakaguchi H, Matsushita M. Reaction-diffusion modelling of bac-
terial colony patterns. Physica A: Statistical Mechanics and its Applications.
2000;282(1):283–303.
[10] Giverso C, Verani M, Ciarletta P. Branching instability in expanding bac-
terial colonies. Journal of the Royal Society, Interface / the Royal Society.
2015;12(104):20141290–.
[11] Golding I, Kozlovsky Y, Cohen I, Ben-Jacob E. Studies of bacterial branching
growth using reaction–diffusion models for colonial development. Physica A: Stat-
istical Mechanics and its Applications. 1998 nov;260(3-4):510–554.
[12] Matsushita M, Wakita J, Itoh H, Watanabe K, Arai T. Formation of colony
patterns by a bacterial cell population. Physica A: Statistical Mechanics and its
Applications. 1999;274:190–199.
[13] Kozlovsky Y, Cohen I, Golding I, Ben-Jacob E. Lubricating bacteria model for
branching growth of bacterial colonies. Physical Review E. 1999 jun;59(6):7025–
7035.
[14] Matsushita M, Hiramatsu F, Kobayashi N, Ozawa T, Yamazaki Y, Matsuyama T.
Colony formation in bacteria: experiments and modeling. Biofilms. 2004;1(4):305–
317.
[15] Lacasta AM, Cantalapiedra IR, Auguet CE, Peñaranda A, Ramírez-Piscina L.
Modeling of spatiotemporal patterns in bacterial colonies. Physical review E,
20
Statistical physics, plasmas, fluids, and related interdisciplinary topics. 1999
jun;59(6):7036–41.
[16] Tronnolone H, Tam A, Szenczi Z, Green JEF, Balasuriya S, Tek EL, et al. Diffusion-
Limited Growth of Microbial Colonies. Scientific Reports. 2018;8(1):1–11.
[17] Marrocco A, Henry H, Holland IB, Plapp M, Séror SJ, Perthame B. Models
of Self-Organizing Bacterial Communities and Comparisons with Experimental
Observations. Mathematical Modelling of Natural Phenomena. 2010 feb;5(1):148–
162.
[18] Ben-Jacob E, Schochet O, Tenenbaum A, Cohen I, Czirók A, Vicsek T. Gen-
eric modelling of cooperative growth patterns in bacterial colonies. Nature.
1994;368(6466):46–49.
[19] Farrell FDC, Hallatschek O, Marenduzzo D, Waclaw B. Mechanically driven
growth of quasi-two-dimensional microbial colonies. Physical Review Letters.
2013;111(16):1–5.
[20] Li B, Wang J, Wang B, Liu W, Wu Z. Computer Simulations of Bacterial-Colony
Formation. Europhysics Letters (EPL). 1995 may;30(4):239–243.
[21] Melke P, Sahlin P, Levchenko A, Jönsson H. A Cell-Based Model for Quorum
Sensing in Heterogeneous Bacterial Colonies. PLoS Computational Biology. 2010
jun;6(6):e1000819.
[22] Hayakawa Y, Sato S, Matsushita M. Scaling structure of the growth-probability
distribution in diffusion-limited aggregation processes. Physical Review A.
1987;36(4):1963–1966.
[23] Kinsner W. A unified approach to fractal dimensions. Journal of Information
Technology Research (JITR). 2008;1(4):62–85.
[24] Risken H. The Fokker-Planck Equation. vol. 18 of Springer Series in Synergetics.
Berlin, Heidelberg: Springer Berlin Heidelberg; 1989.
21
[25] Barabasi AL, Stanley HE. Fractal Concepts in Surface Growth. Cambridge: Cam-
bridge University Press; 1995.
[26] Li JM, Lü L, Lai MO, Ralph B. Fractal Measurements of Projection Microstruc-
tures. In: Image-based fractal description of microstructures. Boston, MA: Springer
US; 2003. p. 129.
[27] Matsushita M, Hayakawa Y, Sato S, Honda K. Scaling properties for the unscreened
surfaces of fractal patterns. Physical Review Letters. 1987;59(1):86–89.
[28] Ohta S, Honjo H. Growth probability distribution in irregular fractal-like crystal
growth of ammonium chloride. Physical Review Letters. 1988;60(7):611–614.
[29] Catto E. Iterative dynamics with temporal coherence. In: Game developer con-
ference. vol. 2; 2005. p. 5.
[30] Baumgarte J. Stabilization of constraints and integrals of motion in dynamical sys-
tems. Computer Methods in Applied Mechanics and Engineering. 1972 jun;1(1):1–
16.
22
