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We study the spectral properties of Markovian driven-dissipative quantum systems, focusing on
the nonlinear quantum van der Pol oscillator as a paradigmatic example. We discuss a generalized
Lehmann representation, in which single-particle Green’s functions are expressed in terms of the
eigenstates and eigenvalues of the Liouvillian. Applying it to the quantum van der Pol oscillator,
we find a wealth of phenomena that are not apparent in the steady-state density matrix alone.
Unlike the steady state, the photonic spectral function has a strong dependence on interaction
strength. Further, we find that the interplay of interaction and non-equilibrium effects can result in
a surprising “negative density of states”, associated with a negative temperature, even in absence
of steady state population inversion.
I. INTRODUCTION
Recent experimental progress in controllable quantum
systems has renewed the interest in driven-dissipative
quantum phenomena. Such systems typically have non-
trivial, non-thermal steady states determined by the bal-
ancing of drive and dissipation. Examples include atomic
and optical systems such as ultracold gases in optical lat-
tices [1] or trapped ions [2], as well as solid state systems
such as arrays of nonlinear superconducting microwave
cavities [3–5] or microcavity polaritons realizing quan-
tum fluids of light [6]. The simplest regime to consider
is where dissipative effects are describable by a stan-
dard Markovian Lindblad master equation. Even here,
considerable complexity can arise if there are interac-
tions (nonlinearities). A vast amount of theoretical work
has focused on finding (either exactly or approximately)
the steady state of such systems, and the corresponding
steady-state expectation values of observables [7–11].
While describing steady states is clearly of interest,
many experimental probes involve studying how a sys-
tem responds to a weak applied perturbation. One is
then naturally interested in understanding the Green’s
functions that describe the linear response of the sys-
tem to external perturbations. For Markovian systems,
these correlations functions can be readily computed us-
ing the quantum regression theorem, and have been stud-
ied in a variety of different contexts, from the standard
example of resonance fluorescence of a driven two-level
atom [12–14], recently discussed in the case of arrays
of coupled qubits [15], to the second-order correlations
probing bunching/anti-bunching of time-delayed photons
(see, e.g., [16]). The topic of correlation functions is also
a standard topic in almost any quantum optics textbook
(see, e.g., [17, 18]).
Despite this existing work, methods for obtaining phys-
ical intuition from the behaviour of correlation func-
tions (or their corresponding spectral functions) remain
of interest. For closed, equilibrium quantum many body
systems, the Lehmann representation [19, 20] (see also,
e.g.,[21]) is a powerful tool. It expresses a single particle
FIG. 1. Schematic plot of the setup considered in this
manuscript. A cavity mode with Kerr nonlinearity is driven
by an incoherent pump and subject to two-photons losses. We
investigate its spectral features, encoded in the cavity mode
spectral function. This quantity could be directly measured
by considering the reflection of a weak probe tone.
spectral function in terms of the system energy eigen-
states, and allows one to interpret the spectral function
in terms of Fermi Golden rule rates for the addition (or
removal) of a particle. This directly connects to experi-
mental probes (e.g. ARPES or tunneling spectroscopy),
and is invaluable in constructing intuitive pictures.
In this work, we formulate the corresponding Lehmann
representation of correlations functions of a driven dissi-
pative system, and show that it also serves as a powerful
interpretive tool. We focus on systems described by a
Markovian Lindblad master equation, and discuss how
the spectral functions are directly connected to the dy-
namical modes of the corresponding Liouvillian. As a
concrete example, we analyze a simple but non-trivial
model of driven-dissipative nonlinear quantum van der
Pol oscillator, describing a single-mode bosonic cavity
with a Kerr interaction subject to incoherent driving
and nonlinear loss (see Ref. 22 for a comprehensive re-
view). This model has recently received attention in the
context of quantum synchronization [23–25]; it is also
directly realizable in superconducting circuit architec-
tures, where strong Kerr interactions and engineered two-
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2photon losses have been experimentally achieved [26, 27].
While the model has a relatively simple steady state,
its spectral features are instead remarkably rich [22, 28].
Unlike the steady state, the spectral function depends
strongly on the size of the Kerr interaction, and reveals
physics beyond that in the steady state density matrix.
Specifically we show that the model features both popu-
lation inversion in the density matrix and a negative den-
sity of states (NDoS), two aspects which are tightly con-
nected in equilibrium but whose interplay in the driven-
dissipative case appears to be more complex. In partic-
ular we find a regime where NDoS emerges, even in ab-
sence of a population inversion in the stationary density
matrix.
The paper is organized as follows. In Sec. II we de-
fine Greens’ functions for an open system governed by a
Lindblad master equation and discuss their decomposi-
tion in terms of eigenstates of the Liouvillian. In Sec. III
we introduce the specific model of a driven-dissipative
Kerr resonator, and in Sec. IV we discuss its spectral
properties. We conclude in Sec. V.
II. BASIC RESULTS
A. Lindblad dynamics and Liouvillian spectrum
We consider an open quantum system described by the
Lindblad master equation
∂tρˆ(t) = Lˆ(ρˆ(t)) (1)
where ρˆ is the reduced density matrix of the system and
Lˆ is the Lindblad/Liouvillian super-operator which takes
the general form (~ = 1)
Lˆ(ρˆ) = −i[Hˆ, ρˆ] +
∑
α
LˆαρˆLˆ
†
α −
1
2
{
Lˆ†αLˆα, ρˆ
}
(2)
The first term on the RHS describes (unitary) Hamil-
tonian evolution, whereas the remaining terms describe
incoherent driving and dissipative processes (each cor-
responding to a time-independent operator Lˆα). Note
that we will use throughout calligraphic letters to indi-
cate super-operators.
We assume the most common case where Eq. (1) has
a unique time-independent stationary state ρˆs. We are
interested in calculating two-time correlation functions,
which depend only on time differences due to the time-
translational invariance of the stationary state. Under
the same assumptions one makes to derive Eq. (1), one
can write dynamical correlators in terms of the Liouvil-
lian, a result known as the quantum regression formulae
[17, 18]. For example, assuming t > 0, we have that〈
Aˆ(t)Bˆ(0)
〉
= tr
(
Aˆ etLˆ
(
Bˆρˆs
))
(3)
where Aˆ(s), Bˆ(s) are generic Heisenberg-picture opera-
tors of the system.
Recall that for closed systems in thermal equilibrium,
it is extremely useful to relate Green’s functions directly
to the energy eigenvalues and eigenstates of the system;
this is achieved by the Lehmann representation [29, 30].
Our goal is to do something analogous in our driven dis-
sipative system. Now however, the relevant spectrum is
not that of the system Hamiltonian Hˆ, but rather that
of the Liouvillian. Such spectral decompositions for cor-
relations functions for Lindblad open systems have been
derived before (see e.g. [31, 32] in the context of electron
transport through correlated impurities or Ref. 22 in the
contex of non-linear oscillators where a related decompo-
sition as sum of partial spectra was introduced), but we
include it here again for completeness and clarity.
To proceed, the first step is to properly enumerate the
the eigenmodes of the Liouvillian. It is useful to treat
the space of operators (so-called Liouville space) as a
Hilbert space, with the inner product 〈Aˆ, Bˆ〉 ≡ tr
(
Aˆ†Bˆ
)
[33]. This allows one to define the adjoint Liouvillian by
〈Aˆ, Lˆ(Bˆ)〉 = 〈Lˆ†(Aˆ), Bˆ〉. The left eigenvectors (lˆα), right
eigenvectors (rˆα), and eigenvalues λα of the Liouvillian
are then defined via
Lˆ (rˆα) = λαrˆα (4)
Lˆ†
(
lˆα
)
= λ∗α lˆα (5)
Note that lˆα and rˆβ are mutually orthogonal: tr
(
lˆ†αrˆβ
)
=
Nδα,β . For convenience, we fix the normalization con-
stant N = 1, such that we have a simple completeness
relation ∑
α
rˆα lˆ
†
α = 1ˆ (6)
The eigenmodes of the Liouvillian directly determine
how the system relaxes to the steady state. First, note
that the unique (by assumption) steady state of our sys-
tem corresponds to the unique right eigenstate of Lˆ with
zero eigenvalue. We label this eigenstate by the index
α = 0, thus ρˆs = rˆ0/tr [rˆ0] and λ0 = 0. Suppose now
that at t = 0 the system starts in some state ρˆ(0) that
is not the stationary state. At later times, the system
reduced density matrix will be given by
ρˆ(t)− ρˆs =
∑
α6=0
cαe
λαtrˆα (7)
with
cα = tr
(
lˆ†αρˆ(0)
)
. (8)
We can thus interpret each Liouvillian eigenmode α as a
possible dynamical decay mode of some initial deviation
from the steady state, with a decay rate given by −Reλα.
In general, a given decay mode will involve both diagonal
elements of the density matrix in the energy-eigenstates
basis (i.e. populations) as well as off-diagonal elements
(i.e. coherences). However, in some cases the situation
3simplifies and one can cleanly separate the eigenmodes
into processes only involving populations (T1 processes)
or only involving coherences (T2 processes); we will see
this explicitly in Sec. III A.
B. Spectral representation of correlation functions
To derive the Lehmann representation of the correla-
tion function in Eq. (3), we note that the operator Bˆ
acting on steady state density matrix ρˆs causes the sys-
tem to deviate from the steady state. Just as in Eq. (7),
this deviation can be expressed as a linear combination
of the Liouvillian decay modes (i.e. in terms of the right-
eigenstates of the Liouvillian). We thus obtain:〈
Aˆ(t)Bˆ(0)
〉
=
∑
α
eλαt tr
(
Aˆrˆα
)
tr
(
lˆ†αBˆρˆs
)
. (9)
At an intuitive level, Bˆ “excites” the various dynamical
eigenmodes of the Liouvillian; these modes then oscillate
and decay as a function of time. The factor involving
Aˆ corresponds to the change in
〈
Aˆ
〉
(compared to the
steady state value) associated with exciting a particular
dynamical eigenmode α. In what follows, we will focus
on the connected average
〈
Aˆ(t)Bˆ(0)
〉
−
〈
Aˆ(t)
〉〈
Bˆ(0)
〉
;
equivalently, we will shift Aˆ and Bˆ each by a constant
so that they vanish in the steady state. In this case, the
steady state (i.e. α = 0) does not contribute to the sum
in Eq. (9).
It is interesting to see how one recovers the standard
closed-system Lehmann represetation by taking the zero-
dissipation limit of Eq. (3). This limit implies only keep-
ing the Hamiltonian term in Eq. (1), i.e. replacing Lˆ with
−i
[
Hˆ, •
]
(where • is the operator on which Lˆ acts). Let-
ting |ψi〉 and Ei denote the eigenstates and eigenvalues
of the Hamiltonian Hˆ, it is straightforward to find the
dynamical eigenmodes of Lˆ. Each dynamical eigenmode
α corresponds to a pair of energy eigenstates i, j:
rˆ
(0)
i,j = lˆ
(0)
i,j = |ψi〉〈ψj | (10)
λ
(0)
i,j = −i (Ei − Ej) . (11)
These modes have a simple interpretation. For a closed
system, populations in the energy eigenstate basis are
time-independent, corresponding to the zero-eigenvalue
modes λ
(0)
i,i . Further, the coherences in the energy
eigenstate basis have a simple undamped oscillatory be-
haviour, corresponding to the i 6= j modes. We stress
that in the purely closed system case, the dynamics no
longer picks out a unique steady state, as any incoher-
ent mixture of energy eigenstates is stationary. The only
constraint from the dynamics to gaurantee stationarity
is that ρˆs be diagonal in the energy eigenstate basis:
ρˆs =
∑
k pk|ψk〉〈ψk|. As usual, one must then assume
the probabilities pk when computing average values and
correlation functions. Formally, this assumption corre-
sponds to the usual limit where the dissipation is non-
zero but infinitesimally weak; in this limit, dissipation
can determine the steady state, but does not impact dy-
namics.
Using the above eigenmodes in Eq. (9) and defining
Eij = Ei − Ej , we obtain〈
Aˆ(t)Bˆ(0)
〉
=
∑
ij e
−iEijt〈ψj |Aˆ|ψi〉〈ψi|Bˆρˆs|ψj〉
=
∑
ij e
−iEijt〈ψj |Aˆ|ψi〉〈ψi|Bˆ|ψj〉pj (12)
The first line matches what one would obtain
from a direct calculation using
〈
Aˆ(t)Bˆ(0)
〉
=
tr
(
eiHˆtAˆe−iHˆtBˆρˆs
)
. In the second line, we have used
the diagonal form of ρˆs. For a system in thermal equi-
lbrium, the pk are simple Boltzmann weights; we then
recover the usual textbook thermal equilibrium formula
(see, e.g., [21, 29]).
C. Single particle Green’s functions
In the rest of the paper we will focus on the retarded
single-particle Green’s function of a bosonic system. Let-
ting aˆ denote the canonical bosonic annihilation operator,
the single-particle Green’s function is defined as
GR(t) = −iθ(t)〈[aˆ(t), aˆ†(0)]〉 (13)
This correlation function plays an important role in
many different contexts. For example, via the Kubo
formula, it describes the linear response of the expec-
tation 〈aˆ(t)〉 to a weak, classical field h(t′), which cou-
ples linearly to aˆ†. In the case where aˆ describes a pho-
tonic cavity mode, GR(t) can be directly measured by
weakly coupling the cavity to an input-output waveguide
and measuring the reflection of a weak probe tone (see
e.g. [34, 35]).
1. Closed stationary system
For a closed system in a time-independent steady state,
the Fourier transform of the Lehmann representation of
the retarded Green’s function is [21]
GR(ω) =
∑
i,j
∣∣〈ψj |aˆ†|ψi〉∣∣2 (pi − pj)
ω − Ej + Ei + iη (14)
where η is a positive infinitesimal. Consistent with
causality, this function is analytic in the upper half plane.
It has simple poles with infinitesimal negative imaginary
part, and with purely real weights. Of particular interest
is the imaginary part of GR(ω), which defines the single-
particle spectral function or density of states A(ω):
A(ω) = − 1
pi
ImGR(ω). (15)
4For a closed system, the spectral function follows di-
rectly from Eq. (14):
A(ω) =
∑
i,j
pi
( ∣∣〈ψj |aˆ†|ψi〉∣∣2 δ (ω − Ej + Ei)
− |〈ψj |aˆ|ψi〉|2 δ(ω − Ei + Ej)
)
=
∑
i,j
(pi − pj)
∣∣〈ψj |aˆ†|ψi〉∣∣2 δ (ω − Ej + Ei) (16)
The first equality allows us to give a simple physical in-
terpretation of A(ω) in terms of Golden rule transition
rates. The first term is naturally associated with adding
a particle to the steady state and creating an excitation
with energy ω, whereas the second term is associated
with removing a particle and creating an excitation with
energy −ω.
The second equality in Eq. (16) also leads to an impor-
tant result. If we assume that pj ≤ pi whenever Ej ≥ Ei,
then we immediately can conclude:
A(ω) ≷ 0 for ω ≷ 0, (17)
i.e. the sign of the spectral function A(ω) matches the
sign of ω. A violation of this condition indicates the
existence of population inversion in the steady state: a
higher-energy energy eigenstate has a larger population
in the steady state than a lower-energy eigenstate. While
this is impossible in thermal equilibrium, it is indeed pos-
sible in a generic driven-dissipative non-thermal steady
state. We will discuss the emergence of population inver-
sion in the spectral function in great detail in the next
section, in the context of a specific system.
2. Open system case
We can use the generalized Lehmann representation,
Eq. (9), to derive a corresponding result for the single-
particle retarded Green’s function of a Linbdlad open
system. We obtain
GR(ω) =
∑
α
wα
ω + Imλα − iReλα (18)
with wα = tr (aˆrˆα) tr
(
lˆ†α[aˆ
†, ρˆs]
)
. There is clearly some
similarity to the closed-system expression Eq.(14). Like
the closed-system case, the Green’s function is decom-
posed into a sum of simple poles. However, whereas for
the closed system poles occurred at energy differences
that were infinitesimally shifted from the real axis, now
the poles occur at eigenvalues of the Liouvillian, and will
be shifted a finite distance below the real axis.
More intriguingly, the residues wα associated with the
poles of GR(ω) are no longer necessarily real (as it must
be for a closed system). This has a direct consequence
on the spectral function (c.f. Eq. (15)), which now takes
the form
A(ω) = − 1
pi
∑
α
zα (ω)
(Reλα)
(ω + Imλα)
2
+ (Reλα)
2 (19)
where
zα (ω) = Rewα + Imwα
ω + Imλα
Reλα
. (20)
It follows that the spectral function is no longer simply a
sum of Lorentzians. An immediate corollary is that un-
liked the closed-system case (c.f. Eq.(17)), the sign of the
spectral function is not controlled in a simple way by the
structure of the steady state distribution. In other words,
a driven-dissipative systems can have spectral functions
which violate the sign property Eq. (17), without this
necessarily coming from an inverted population of the
stationary state. We will see this explicitly in Sec. IV in
the context of a driven quantum Kerr cavity.
We remark that the spectral function in Eq. (19) sat-
isfies the sum rules originating from the commutation
relations of operators at equal time:∫ ∞
−∞
dωA(ω) = 〈[aˆ, aˆ†]〉 = 1, (21)
as one can directly verify from Eq. (18). As a result,
interactions, driving and dissipation can reshape A(ω),
but they cannot change its area.
Our spectral decomposition makes it clear that one can
extract information on the eigenvalues of the Liouvillian
from the frequency dependence of GR(ω). This could be
particularly useful in extended systems, e.g., to deter-
mine a dissipative phase transition in which the eigen-
value λα with smallest non-zero real part becomes purely
imaginary [36–38]. We note that in general it is diffi-
cult to compute the spectrum of a Liouvillian, whereas
the Green’s function may be found via many body tech-
niques (see, e.g.,[39]).
D. Effective temperature
As we have seen, Green’s functions (via the spectral
function A[ω]) can provide information on the effective
single-particle density of states of our system. They can
also provide information on how these states are occu-
pied, i.e. the effective distribution function or the effec-
tive temperature of our system. To obtain this infor-
mation, one must consider the Keldysh single-particle
Green’s function:
GK(t− t′) = −i〈{aˆ(t), aˆ†(t′)}〉 (22)
which heuristically describes the fluctuations of the ob-
servable aˆ. If the system was in true thermal equi-
librium, the quantum fluctuation-dissipation theorem
(FDT) would have required [30, 40]
GK(ω)
−2piiA(ω) = coth
( ω
2T
)
(23)
5where T is the system temperature.
In a non-equilibrium system, there is no well-defined
temperature and the FDT does not hold in general.
Nonetheless, it is useful to use the LHS of the FDT rela-
tion in Eq. (23) to define at each frequency an effective
temperature Teff(ω), i.e.:
GK(ω)
−2piiA(ω) ≡ coth
(
ω
2Teff(ω)
)
(24)
As discussed extensively in Ref. [41], this Teff [ω] has a di-
rect operational meaning and is a useful quantity in many
different physical contexts (e.g. the theory of optome-
chanical cavity cooling using driven resonators [42]). In
general, if a second narrow-bandwidth auxiliary system
interacts weakly with our main system via exchanging
photons, it will equilibrate to a temperature Teff(ωaux),
where ωaux is the frequency of the auxiliary system. As
example, the auxiliary system could be a qubit with split-
ting frequency ωaux, which interacts with the main sys-
tem via Hint ∝ (σˆ+aˆ+ h.c.) [35, 41].
Note that for a general non-equilibrium system, there
is no requirement that the effective temperature Teff [ω]
be positive. The fact that iGK(ω) > 0 implies that the
sign of A(ω) dictates that of Teff(ω). In particular, if the
sign of A(ω) obeys the equilibrium property Eq. (17),
then Teff(ω) > 0 ∀ω. If this is not true, then there will
be frequency regions in which Teff(ω) is negative. We
thus see that the anomalous sign of the spectral function
discussed earlier is directly connected to the existence
of negative effective temperatures. We stress that this
negative temperature has physical consequences. Again,
consider weakly coupling an auxiliary qubit to our sys-
tem. If the qubit splitting frequency ωaux is such that
Teff(ωaux) < 0, the qubit would thermalize at negative
temperature, implying a population inversion (i.e. higher
probability for the qubit to be in the excited state rather
than its ground state).
Finally, we stress that in general, Teff [ω] for a non-
equilibrium system will both be frequency dependent and
operator dependent. That is, if one defined Teff [ω] using
the FDT relation for Green’s functions corresponding to
operators other than aˆ, aˆ†, one would in general obtain a
different function Teff [ω] [15, 41].
III. APPLICATION TO THE
DRIVEN-DISSIPATIVE VAN DER POL
OSCILLATOR
We now use the general results of the previous sec-
tion to study a specific, non-trivial driven dissipative sys-
tem. We consider the nonlinear version of the well-known
quantum van-der Pol oscillator [22, 25]: a bosonic mode
with a Kerr nonlinearity subject to incoherent single-
particle driving, and two particle losses. It is described
by the master equation (~ = 1)
∂tρˆ = −i[Hˆ, ρˆ] + γ
(
rDˆ(1)p + Dˆ(2)l
)
[ρˆ] (25)
r=6: population inversion
r=0.8: no population inversion
dots: numerical points
solid lines: analytical solution
0 2 4 6 8 10 12 14
0.0
0.1
0.2
0.3
0.4
n
ρ(n)
FIG. 2. The stationary state density matrix is diagonal in the
Fock basis. Its diagonal elements are plotted as a function of
the number of bosons for two values of the pump-loss ratio
r, showing a distribution with and without population inver-
sion. The stationary state does not depend on the interaction
U , resonator frequency ω0 or dissipation scale γ. Numerical
calculations use a Hilbert space cutoff Nmax = 15. With this
choice of cutoff the numerical solutions (dots) agree perfectly
with the analytical predictions (solid lines).
Hˆ = ω0nˆ+
U
2
nˆ2 (26)
Dˆ(1)p [ρ] = aˆ†ρˆaˆ−
1
2
{
aˆaˆ†, ρˆ
}
(27)
Dˆ(2)l [ρ] = aˆaˆρˆaˆ†aˆ† −
1
2
{
aˆ†aˆ†aˆaˆ, ρˆ
}
(28)
Here ω0 is the cavity frequency and U/2 the strength of
the Kerr (or Hubbard) interaction. γ is the two-photon
loss rate, while γr is the single photon pumping rate. We
will set ω0 = 0 in the following, as it can be eliminated
by moving to a rotating frame.
Note first that the unique steady state density matrix
of this model has been previously found analytically in
Ref. [28, 43]. The steady state is an incoherent mixture
of photon number Fock states; further, it is completely
independent of the interaction strength U , and is only
determined by the dimensionless parameter r (ratio of
the driving to the nonlinear loss). The photon-number
probabilities in the steady state are in fact determined
by a classical master equation (i.e. coherences play no
role). In Fig. 2 we plot the photon number probabili-
ties pn in the steady state for two different values of r.
For the smaller value of r, the probabilities decay mono-
tonically with n, whereas for large values, one obtains a
peaked, non-monotonic distribution. As the Hamiltonian
Hˆ dictates that energy increases with increasing photon
number, this latter situation corresponds formally to a
population inversion.
A natural question to now ask is whether this inversion
effect (which is essentially classical) manifests itself in the
cavity’s spectral properties. Such a question was first ad-
dressed in a series of seminal works [22, 28], where the
spectral properties of a related quantum van der Pol oscil-
6lator were discussed (see instead Ref. 44 for the undriven
model). More recently, the power spectrum of a coher-
ently driven quantum van der Pol oscillator was com-
puted to investigate signatures of synchronization [24].
A. Liouvillian eigenmodes and symmetry
considerations
To understand the Green’s functions of our model, it
will be useful to first discuss its symmetry properties.
Due to driving and dissipation, the system does not con-
serve photon number. Nonetheless, the Liouvillian is in-
variant under the U(1) symmetry aˆ→ aˆeiθ. This implies
that the Liouvillian Lˆ commutes with the superoperator
Kˆ = [aˆ†aˆ, •] that generates the symmetry operation. As a
result, the eigenvalues k of Kˆ are quantum numbers which
label the eigenstates of Lˆ. We can use this to write the
Liouvillian in the block-diagonal form Lˆ = ⊗kLˆk, where
Lˆk acts only within the eigensubspace of Kˆ correspond-
ing to the (integer) eigenvalue k. We denote the right
eigenstates of a particular block Lˆk by
rˆα,k =
∑
n
rnα,k|n+ k〉〈n| (29)
In Fock space, we see that this is a matrix that only has
non-zero elements along the kth off-diagonal.
The presence of this symmetry greatly reduces the nu-
merical complexity of the problem, as we can diagonal-
ize the different blocks separately. It also gives a sim-
ple physical way to label the different eigenmodes of Lˆ.
Eigenmodes corresponding to k = 0 describe how diag-
onal elements of the density matrix (in the Fock basis)
decay. Such decay modes conventionally referred to as
T1 relaxation processes. In contrast, eigenmodes corre-
sponding to k 6= 0 describe how Fock-state coherences
decay. These are generically referred to as T2 relaxation
processes.
Note crucially that different correlation functions will
only be sensitive to a particular (small) subset of Liou-
villian eigenmodes. For example, for the single particle
Green’s function defined in Eq. (13), it is only the eigen-
modes corresponding to k = 1 that contribute. This
follows immediately from Eq. (18) and the fact that for
k 6= 1:
tr (aˆrˆα,k) = 0 (k 6= 1) (30)
Analogously, correlation functions like G(2) =
〈aˆ†(t)aˆ†(t)aˆ(0)aˆ(0)〉 would probe Liouvillian eigenmodes
with k = 2, i.e. T2 processes involving coherences be-
tween states whose photon number differs by 2. Simi-
larly, a correlation function destroying k bosons at t = 0
and creating k bosons at time t would probe the decay of
coherences between states whose photon numbers differ
by k. It also follows that if one wishes to probe T1 pro-
cesses (i.e. k = 0), one needs to look at density-density
correlation functions.
IV. SPECTRAL PROPERTIES OF
DRIVEN-DISSIPATIVE VDP OSCILLATOR
We now turn to the spectral properties of the nonlinear
driven-dissipative cavity model introduced in Eq. (25).
We use the Lehmann representation given in Eq. (18)
to compute the spectral functions numerically, by trun-
cating the bosonic Hilbert space to a maximum number
of states Nmax = 15 and diagonalizing Lˆ. The cutoff
Nmax = 15 is enough to obtain accurate results, as it is
shown by the agreement of the steady state numerical
solution with the analytical prediction in Fig. 2. We
further checked that the results for the Green’s functions
are stable by increasing Nmax and that they satisfy sum
properties like Eq. (21).
A. Spectral function and the role of interactions
In Fig. 3 we plot the spectral function A(ω)
(c.f. Eq. (15)) of our system for several values of the di-
mensionless interaction strength U/γ and for two values
of the drive/loss ratio r. An immediate result, visible in
all four panels, is that the spectral functions strongly de-
pend on the interaction strength. This dependence is re-
markably different from the steady state density matrix,
which (as discussed in Sec. III) is completely insensitive
to U . Heuristically, while the steady state density ma-
trix is completely independent of the system’s coherent
Hamiltonian dynamics, the system’s response to pertur-
bations retains a strong dependence on Hˆ.
For a more detailed analysis, consider first the regime
of relatively weak driving where r = 0.5 (top row of
Fig. 3). To understand lineshapes, recall from Sec. III A
that the spectral function is probing T2 decay modes
which describe the decay of coherences between Fock
states |n〉 and |n+ 1〉. The oscillation frequency of these
coherences is largely determined by the coherent Hamil-
tonian Hˆ. For U = 0, there is no Hamiltonian, and co-
herences do not oscillate; we thus obtain a single peak in
the spectral function. As U/γ is increased, distinct peaks
become visible in A(ω) (each approximately Lorentzian),
corresponding to different coherences and different decay
modes; the peaks become more and more resolved with
increasing U/γ. Note that in this weak driving regime,
there is no obvious signature of non-equilibrium in the
spectral function.
For larger values of the driving parameter r (bottom
row of Fig. 3, r = 6), the situation is markedly different.
For large driving and large enough interaction U , we find
that the spectral function hits zero at a positive finite
frequency, and for larger frequencies, becomes negative.
We term this negativity of A(ω) at ω > 0 a “negative
density of states” (NDoS). This is a clear indicator of
non-equilibrium: as discussed in Sec. (II C 1), this cannot
happen in a system that is in thermal equilibrium. We
also stress that (as discussed in Sec. II D and in [35]), this
NDoS corresponds to a negative effective temperature;
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FIG. 3. Evolution of the single-particle spectral function A(ω) upon changing the interaction U , for two values of the parameter
r, the ratio between drive and losses. For r = 0.5 (top panel) we see that increasing the nonlinearity splits the single particle
peak into a series of well separated resonances. For larger drive, r = 6 (bottom panel), corresponding to an inverted steady
state density matrix, a new feature appear, namely the spectral function becomes negative over a range of frequencies, at least
for large enough interaction. Parameters: resonator frequency ω0 = 0, Hilbert space cutoff Nmax = 15.
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FIG. 4. Frequency-dependent effective temperature Teff(ω)
as defined in Eq. (24) in the regime of large pump-loss ratio
(r = 6). We notice that interaction U makes the effective
temperature turn negative in some positive frequency region.
For comparison we also plot the effective temperature of a
U = 0 cavity, which is always positive for ω > 0. Parameters:
resonator frequency ω0 = 0, Hilbert space cutoff Nmax = 15.
this is shown in Fig. 4. As also discussed, this negative
temperature effect could be directly probed by coupling
the cavity weakly to an auxiliary probe qubit.
One might first think that the NDoS effect here is sim-
ply a reflection of the population inversion in the steady
state photon number distribution, which occurs when r is
sufficiently large. This is not the case: while the popula-
tion inversion in the steady state is independent of U/γ,
A(ω) only becomes negative at ω > 0 for sufficiently large
U/γ. This is shown explicitly in Fig. 3. The relation be-
tween the NDoS effect in the spectral function and pop-
ulation inversion in the steady state is thus not entirely
trivial; we will explore this in more detail in the next
sections. Note that similar spectral function negativity
in presence of a population inversion has previously been
identified in a related model of a quantum van der Pol
oscillator in presence of negative damping and monochro-
matic drive [22, 28], as well as in parametrically driven
bosonic systems [35].
B. Dissipation-Induced Lifetime
The results of the previous section show that the spec-
tral properties of the nonlinear quantum VdP oscillator
are remarkably rich. In this section, we investigate the
extent to which these can be understood using a per-
turbative approach where the only dynamical effect of
8dissipation and driving taken into account is to give a
finite lifetime to the Fock-state eigenstates of the system
Hamiltonian H.
Our starting point is the open-system Lehmann repre-
sentation of Eq. (18). We will approximate the eigen-
states of the Liouvillian to be the same as those of
the closed system, e.g. simple outer products of Fock
states (c.f. Eq. 10), ignoring their perturbative cor-
rections. We will however take into account the mod-
ification of the Liouvillian’s eigenvalues to leading or-
der in the dissipation (i.e. in γ). Formally, this proce-
dure can be implemented using the Lindblad perturba-
tion theory approach introduced in Ref. [45]. We write
our full Liouvillian as Lˆ = Lˆ(0) + Dˆ, with the unper-
turbed Liouvillian Lˆ(0)[ρ] = −i[Hˆ, ρˆ] and the perturba-
tion Dˆ = γ
(
rDˆ(1)p + Dˆ(2)l
)
. While Lˆ(0) is highly degener-
ate, one can still employ the simple non-degenerate per-
turbation theory of Ref. [45] due to the symmetry of Lˆ
discussed in Sec. III A. This symmetry prevents mixing
between different degenerate sectors.
We expand eigenvalues and eigenvectors of the Liou-
villian in powers of γ:
λα = λ
(0)
α + λ
(1)
α +O(γ
2)
rˆα = rˆ
(0)
α + rˆ
(1)
α +O(γ
2)
lˆα = lˆ
(0)
α + lˆ
(1)
α +O(γ
2)
with the unperturbed quantities λ
(0)
α , lˆ
(0)
α , rˆ
(0)
α already de-
fined in Eqs. (11),(10). We retain the perturbative cor-
rections to the eigenvalues, while ignoring for the time
being any corrections to the eigenstates. The validity
of such an approximation and the role of these correc-
tions will be discussed later in the manuscript. Per-
turbation theory tells us that the leading order cor-
rection to the Liouvillian eigenvalues λα are given by
λ
(1)
α = tr
[
(lˆ
(0)
α )†Dˆ (rˆ(0)α )
]
. Accordingly, Eq. (18) yields
the following approximate form for the spectral function:
A(ω) =
1
pi
∞∑
n=0
Γn+1,n
∣∣〈n+ 1|aˆ†|n〉∣∣2 (pn − pn+1)
(ω − En+1,n)2 + Γ2n+1,n
(31)
where
En+1,n = −Im
(
λ
(0)
n+1,n + λ
(1)
n+1,n
)
= En+1 − En = ω0 + U/2 + Un (32)
Γn+1,n = −Re
(
λ
(0)
n+1,n + λ
(1)
n+1,n
)
= 2γn2 + rγ(2n+ 3) (33)
Note that the first order correction to the λα is purely
real, implying there is no shift in the position of the
spectral function resonances. The approximate spectral
funciton in Eq. (31) is exactly the same as the equilib-
rium expression in Eq. (14), except that the populations
pn are non-thermal, and each resonance has a finite width
Γn+1,n. While we have shown how this width can be cal-
culated using formal perturbation theory, it also has a
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FIG. 5. The spectral function A(ω) obtained by numerical
evaluation of the exact Lehmann representation, as well as
that obtained using the lifetime approximation of Eq. (31).
Top: The perturbative treatment of the lifetime is in good
agreement with the exact result for a value of the interaction
U/γ = 100. Bottom: Perturbation theory gets bad when
the resonances are not well resolved. Here the interaction is
U/γ = 3. Parameters: resonator frequency ω0 = 0, pump-loss
ratio r = 6, Hilbert space cutoff Nmax = 15.
simple physical origin: it is the sum of the Fermi’s Golden
rule decay rates for the states |n〉 and |n+ 1〉, i.e.
Γn+1,n =
∑
m
rγ
(∣∣〈m|aˆ†|n〉∣∣2 + ∣∣〈m|aˆ†|n+ 1〉∣∣2)+
+
∑
m
γ
(
|〈m|aˆaˆ|n〉|2 + |〈m|aˆaˆ|n+ 1〉|2
) (34)
The first line is the decay rate due to the incoherent
driving, the second due to the two-photon loss.
In Fig. 5 we compare the perturbative result with the
full calculation obtained with the Lehmann representa-
tion for r = 6 and two values of the Kerr interaction. We
see that at large U/γ ' 100 the perturbative approach
captures rather well the main features of the spectrum,
in particular the location of the peaks, their width and
weight. However, upon decreasing the interaction, the
agreement deteriorates, as we show for U/γ = 3. This
behaviour is of course not surprising, as the perturba-
tive approach is only valid in the small dissipation limit
1 U/γ,r  U/γ. As a rough rule of thumb, when reso-
nances in Eq. (31) begin to overlap, perturbation theory
9Negative Density of States
Lifetime Approximation
Population Inversion
0 2 4 6 8
0
5
10
15
20
r
U
/γ
FIG. 6. Region of parameters in the r-U plane where the
spectral function A(ω) is negative in some positive frequency
range (NDoS), according to the exact result obtained by the
Lehmann representation, Eq. (18), and to the lifetime ap-
proximation of Eq. (31). The vertical grey line shows the
threshold value of r for which population inversion sets in the
stationary state. According to the lifetime approximation, a
NDoS is only possible with population inversion in the sta-
tionary state, while the exact result shows that this is not
strictly necessary. Parameters: resonator frequency ω0 = 0,
Hilbert space cutoff Nmax = 15.
starts getting bad, as the spacing between adjacent res-
onances is of order U and the width of the resonances of
order γ.
Taking into account the dissipation-induced lifetime in
Eq. (31) allows to uncover a mechanism by which dissipa-
tion can mask the effect of a population-inverted density
matrix on the spectral function. Indeed, a population
inversion in the stationary state, if there were no life-
time broadening, would certainly result in a violation of
the Green’s functions sign property in Eq. (17), as one
can see straight from Eq. (14). On the other hand, the
lifetime broadens the resonances, making them overlap
and possibly resulting in those with smaller weights to
be completely masked by bigger ones. As a result, the
spectral function in Eq. (31) does not obey anymore a
precise sign rule which is dictated by the behaviour of
populations of the density matrix. As a corollary, the
presence of population inversion in the stationary state
may not be revealed by a change of sign of the spectral
function.
In Fig. 6, we summarize the above analysis by present-
ing a phase diagram, in the (r, U/γ) plane, the regions
of parameter space exhibiting the NDoS effect (i.e. spec-
tral function A(ω) is negative at positive frequencies).
The region r > 1 (shaded grey) indicates where the
steady-state exhibits a population inversion; this bound-
ary can be determined analytically from the exact sta-
tionary state solution [43] and we remark that it is in-
dependent of U . In contrast, the spectral function is
sensitive to both interaction and non equilibrium effects,
resulting in a non-trivial value Uc(r) above which the
negative density of state emerges. We plot this threshold
interaction strength both for the numerically exact cal-
culation of the spectral function (red-solid line), and for
the approximate perturbative (lifetime broadening) cal-
culation (red-dashed line). In general, the perturbative
approach underestimates the NDoS effect; further, it fails
to yield any population inversion in the region r < 1. In
contrast, the numerically exact calculation reveals that
NDoS can occur even for r < 1, i.e. in regions where the
steady state photon number exhibits no population in-
version. This is a remarkable result, which points toward
yet another origin of NDoS, as we are going to further
discuss below.
C. Dissipative effects beyond lifetime broadening
As demonstrated above, the simple (perturbative) life-
time broadening of eigenstates introduced in Eq. (31) was
able to capture many aspects of the spectral function of
our model. It however failed to describe the most in-
teresting aspect of Fig. 6: there are parameter regions
where the spectral function exhibits NDoS, even though
the steady state density matrix does not exhibit popu-
lation inversion. As we now show, this effect can also
be captured in perturbation theory if we go beyond sim-
ply calculating a correction to the Liouvillian eigenvalues
due to dissipation, but also calculate the change to the
eigenmodes themselves. The leading eigenmode correc-
tion can cause the weight factors wα in Eqs. (18) and
to acquire an imaginary part, implying that the spectral
function is no longer a simple sum of Lorentzians. This
provides a new route for NDoS.
Using the same perturbation theory used in Sec. IV B,
we can analytically compute the leading-order-in-γ cor-
rection to the Liouvillian eigenmodes. Following [45] and
using the existence of Lˆ−1, the first order corrections to
the right and left eigenstates are given by:
rˆ(1)α =
∑
β 6=α
tr
[
(rˆ
(0)
β )
†Dˆ(rˆ(0)α )
]
λ
(0)
α − λ(0)β
rˆ
(0)
β (35)
lˆ(1)α =
∑
β 6=α
tr
[
(lˆ
(0)
β )
†Dˆ†(lˆ(0)α )
]
λ
(0)
α
∗ − λ(0)β
∗ lˆ
(0)
β (36)
As expected, dissipation mixes the various eigenmodes
together with a strength that is inversely proportional
to the difference in eigenvalues. Here, the denominator
is purely imaginary (as all unperturbed eigenvalues are
imaginary).
As discussed, for the spectral function, the unper-
turbed modes of interest correspond to coherences be-
tween the |n〉 and |n+ 1〉 Fock states:
rˆ
(0)
n+1,n = lˆ
(0)
n+1,n = |n+ 1〉〈n| (37)
With dissipation, these modes acquire a real part to their
eigenvalues, corresponding to dephasing. The first order
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FIG. 7. The spectral function A(ω) for a value of r just below
the threshold needed in order to have steady state population
inversion. Strikingly, the spectral function A(ω) (as computed
numerically) still exhibits negativity at positive frequencies.
This feature is missed if one calculates A(ω) using the simple
lifetime approximation of Eq. (31). Including the dissipative
correction to the Liouvillian eigenstates (to leading order),
one is then able to recover the negative part of A(ω). Pa-
rameters: resonator frequency ω0 = 0, interaction U/γ = 15 ,
pump-loss rate r = 0.94, Hilbert space cutoff Nmax = 15.
correction to the mode wavefunctions take the form:
rˆ
(1)
n+1,n =− i
rγ
U
2
√
(n+ 2)(n+ 1) rˆ
(0)
n+2,n+1+
+ i
γ
U
n
√
n2 − 1 rˆ(0)n−1,n−2
(38)
lˆ
(1)
n+1,n =− i
rγ
U
2
√
(n+ 1)n lˆ
(0)
n,n−1+
+ i
γ
U
(n+ 2)
√
(n+ 1)(n+ 3) lˆ
(0)
n+3,n+2
(39)
At a physical level, these corrections tell us that dephas-
ing eigemodes of the Liouvillian no longer correspond to
a single Fock state coherence; rather, each mode involves
three distinct coherences.
In Fig. 7 we show the effect of including these eigen-
mode corrections in the evaluation of the spectral func-
tion. We see that this modified approach is able to cap-
ture non-Lorentzian contributions to the spectral func-
tion, and to improve qualitatively and quantitatively the
agreement with the exact numerical result. In particu-
lar, a region of negative density of states now appears at
small frequency, an effect which is completely missed by
the lifetime broadening approximation.
These eigenmode corrections can also be given a phys-
ical interpretation in terms of interference of different de-
phasing modes. Consider the contributions to the time-
domain correlation function in Eq. (9) associated with a
particular initial photon number m:
∑
n
eλn+1,nt
(∑
l
〈l|aˆrˆn+1,n|l〉
)
〈m|lˆ†n+1,naˆ†|m〉ρˆm,m
(40)
Recall the interpretation: starting with m photons, we
add a photon to the cavity, exciting a dephasing eigen-
mode α = (n + 1, n) of the Liouvillian. To 0-th or-
der in dissipation, the time-independent weight factors
are necessarily real. This follows from the fact that i)
rˆ
(0)
n+1,n = lˆ
(0)
n+1,n, and ii) the only non-zero contribution is
when l = n = m, i.e. adding a photon to |m〉 excites a
single, unique dephasing eigenmode.
Including dissipation to first order, both conditions (i)
and (ii) no longer hold. In particular, as the dephasing
eigenmodes no longer correspond to a single Fock co-
herence (c.f. Eq. (38)-(39)), adding a photon to |m〉 can
simultaneously excite several distinct dephasing eigen-
modes. It is the interference between these processes that
give rise to complex weights and hence non-Lorentzian
contributions to the spectral functions. The spectral
function is thus sensitive to an interference in the dy-
namics, even though there is no coherence in the steady
state density matrix.
Stepping back, we thus see that even for weak dissipa-
tion, the spectral function is sensitive to more than just
the lifetime-broadening effect of dissipation: the fact that
dissipation can also create more complicated dephasing
processes also directly impacts the form of A(ω). This
gives rise to anti-Lorentzian contributions, and (in our
model) negative density of states in regimes where the
steady state exhibits no population inversion.
V. CONCLUSIONS
In this work we have studied the spectral properties
of driven-dissipative quantum systems, taking the simple
case of a quantum van der Pol oscillator as a working
example. We have first derived some general results con-
cerning the single particle Green’s function of systems
described by a Lindblad Master Equation. Using a de-
composition in terms of exact eigenstates of the Liouvil-
lian we have derived a Lehmann like representation for
the Green’s function and compared it to the well known
result for closed systems in thermal equilibrium. Such a
result, in addition of being of practical relevance for nu-
merical computations whenever the system is sufficiently
small to be diagonalized exactly, has also a conceptual
value. From one side it connects properties of the Liou-
ville eigenvalues and eigenstates, which are of theoretical
interest but often hard to access, to the behavior of the
spectral functions, which are of direct experimental rel-
evance. In addition it allows for a more transparent in-
terpretation of spectral features in regimes far from equi-
librium, for which a simple intuition is often lacking or
misleading. As an example we have shown that the well
known sign property of equilibrium Green’s functions,
changing sign at zero frequency as a result of thermal
occupation, can be violated in driven-dissipative systems
and it is in general not directly constrained by the struc-
ture of the stationary state density matrix.
We have then applied our approach to the case of
a Kerr nonlinear oscillator with incoherent driving and
two-particle losses. Such a model turns out to be a per-
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fect case study, since the properties of its stationary
density matrix are well known, while its spectral fea-
tures reveal a number of surprises. In particular the
resonator density of state shows a strong dependence
from the strength of the Kerr nonlinearity, a feature com-
pletely absent in the steady state populations only set by
pump/loss ratio. Even more interestingly, in the regime
of large interaction and large non-equilibrium imbalance
a NDoS emerges, an effect which would not be possible
in thermal equilibrium.
We have summarized the behavior of the spectral func-
tion of this model in the phase diagram of Figure (6)
which shows that NDoS is not necessarily related to an
inverted population in the steady state density matrix.
In order to build physical intuition and to better under-
stand the origin of this result we have developed a semi-
analytical approach that starts from the spectral function
of the isolated problem and adds a lifetime due to dissipa-
tion in the spirit of a Fermi Golden Rule. This method,
which turns out to be equivalent to a perturbation the-
ory in the dissipation where only the eigenvalues of the
Liouvillian are corrected, was able to partially capture
the NDoS effect, at least for sufficiently large interaction
and whenever the stationary density matrix shows pop-
ulation inversion. Finally we have shown that including
the perturbative correction to the eigenstates of the Li-
ouvillian results into a new mechanism for NDoS, due to
the emergence of complex weights in the spectral func-
tion. This turns to be crucial to capture NDoS in the
regime where the populations of the steady state are not
yet inverted.
To conclude we mention that the approach outlined
here is rather general and can be used to shed light on
the spectral properties of other small driven-dissipative
quantum models. Interesting future directions include
for example the study of resonance fluorescence line-
shapes beyond the two-level system limit [46, 47], the
spectral features of a coherently driven cavity across a
zero-dimensional dissipative phase transition [48–50] or
applications related to quantum synchronization [51, 52].
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