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Abstract
In this paper we consider a differential–difference system which is equivalent
to the commutativity condition of two differential–difference operators. We study
the rank two algebro–geometric solutions of this system.
1 Introduction and Main Results
I.M. Krichever and S.P. Novikov [1, 2] proved the existence of the rank l > 0 algebro–
geometric solution of the Kadomtsev–Petviashvili (KP) equation and the Toda chain.
For such solutions the common eigenfunctions of auxiliary commuting operators (dif-
ferential in the case of KP or difference in the case of the Toda chain) form a rank l
vector bundle over the affine part of the spectral curve. They also proved that in the
case of the rank two solutions of KP corresponding to elliptic spectral curves there is a
remarkable separation of variables. Such solutions are expressed through the solutions
of the 1+1 Krichever–Novikov (KN) equation (see (6) below) and the solutions of an
ODE [1] (see also [3, formula (22)]).
In this paper we study the rank two algebro–geometric solutions of the following
equation
[∂y − T − fn(x, y), ∂x − bn(x, y)T
−1 − dn(x, y)T
−2] = 0, (1)
where fn, bn, dn are the 4–periodic functions, fn+4 = fn, bn+4 = bn,
dn+4 = dn.
Equation (1) is equivalent to the following 4–periodic chain
fn,x(x, y)− bn(x, y) + bn+1(x, y) = 0, (2)
fn−2(x, y)− fn(x, y) +
dn,y(x, y)
dn(x, y)
= 0, (3)
fn−1(x, y)− fn(x, y) +
bn,y(x, y)
bn(x, y)
+
dn(x, y)− dn+1(x, y)
bn(x, y)
= 0. (4)
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Recall that if two difference operators
Lk =
K+∑
j=−K
−
uj(n)T
j, Lm =
M+∑
j=−M
−
vj(n)T
j, n ∈ Z,
where T is the shift operator, Tψn = ψn+1, commute, then there is a polynomial R(z, w)
such that R(Lk, Lm) = 0. The spectral curve Γ is defined by the equation R = 0. The
spectral curve parametrizes the common eigenvalues, i.e. if ψn is a common eigenfunc-
tion of Lk, Lm
Lkψn = zψn, Lmψn = wψn,
then P = (z, w) ∈ Γ. The rank l of the pair Lk, Lm is
l = dim{ψn : Lkψn = zψn, Lmψn = wψn}
for the general P = (z, w) ∈ Γ. The maximal commutative ring of difference opera-
tors is isomorphic to the ring of meromorphic functions on a spectral curve (a closed
Riemann surface) with poles q1, . . . , qs. Such operators are called s–point operators. In
the case of the rank one operators, the eigenfunctions (Baker–Akhiezer functions) can
be found explicitly in terms of theta–functions of the Jacobi variety of spectral curves,
and coefficients of such operators can be found using eigenfunctions. The case of higher
rank is very complicated (higher rank Baker–Akhiezer functions are not found). The
one–point rank two operators in the case of elleptic spectral curves were found in [1].
The one–point rank two operators in the case of the hyperelliptic spectral curve
w2 = Fg(z) = z
2g+1 + c2gz
2g + c2g−1z
2g−1 + · · ·+ c0 (5)
were studied in [4]. In particular, examples of such operators were found for an arbitrary
g > 1 :
1) the operator
L
♯
4 = (T + (r3n
3 + r2n
2 + r1n + r0)T
−1)2 + g(g + 1)r3n, r3 6= 0
commutes with a difference operator L
♯
4g+2,
2) the operator
L♭4 = (T + (r1 cos(n) + r0)T
−1)2 − 4r1 sin(
g
2
) sin(
g + 1
2
) cos(n +
1
2
), r1 6= 0
commutes with a difference operator L♭4g+2.
Following [1, 2], we call the solution fn, bn, dn of (2)–(4) the algebro–geometric solu-
tion of rank two, if there are one–point rank two commuting difference operators
L4 =
2∑
i=−2
uj(n, x, y)T
j, L4g+2 =
2g+1∑
i=−(2g+1)
vj(n, x, y)T
j
2
commuting with ∂x − bn(x, y)T
−1 − dn(x, y)T
−2 and ∂y − T − fn(x, y).
In the next theorem we show that in the case of an elliptic spectral curve given by
the equation
w2 = F1(z) = z
3 + c2z
2 + c1z + c0 (6)
there is a separation of variables for rank two genus one solutions (similar to KP) of
(2)–(4).
Theorem 1 Let γn = γn(x) and ℘(y) satisfy the equations
γ′n =
F1(γn)(γn−1 − γn+1)
(γn−1 − γn)(γn − γn+1)
, (7)
(℘′(y))2 = F1(℘(y)), (8)
and γn+4 = γn, then
bn(x, y) = −
℘′(y)γ′n
(℘(y)− γn)2
,
dn(x, y) =
F1(γn−1)F1(γn)(℘(y)− γn−2)(℘(y)− γn+1)
(γn−2 − γn−1)(γn−1 − γn)2(γn − γn+1)(℘(y)− γn−1)(℘(y)− γn)
,
fn(x, y) = −
℘′(y)(γn − γn+1)
(℘(y)− γn)(℘(y)− γn+1)
+ gn(y),
gn(y) =
(−1)n
℘′(y)
(
(ns1 + s0)℘
2(y) + (nk1 + k0)℘(y) + (np1 + p0)
)
are rank two algebro–geometric solutions of (2)–(4) corresponding to the spectral curve
(6). Here sj , kj, pj are constants, j = 1, 2.
Equation (7) has the following Lax representation
[L4, ∂x − Vn−1(x)Vn(x)T
−2] = 0,
where L4 = (T + Vn(x)T
−1)2 +Wn(x),
Vn(x) =
F1(γn(x))
(γn(x)− γn−1(x))(γn(x)− γn+1(x))
, (9)
Wn(x) = −c2 − γn(x)− γn+1(x). (10)
The operator L4 commutes with an operator L6 and L4, L6 form a one–point rank two
pair of operators with the spectral curve (6). The equation (7) can be considered a
difference analogue of KN equation
Ut =
48F1(−
1
2
(c2 + U))− U
2
xx + 2UxUxxx
8Ux
. (11)
Equation (11), as well as (7), admits the Lax representation related to the rank two
(differential) operators corresponding to the elliptic spectral curve. Moreover, (7), as
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well as (11), appears as an auxiliary equation for the separation variables in the 2 +
1 system. For these reasons, we call (7) the Difference Krichever–Novikov equation
(DKN).
Difference chains of type (7) were studied in many papers (see e.g. [5, 6]), but we
did not find (7) described in literature.
In Section 2 we study the rank two algebro–geometric solutions of the system
∂xVn = Vn(Wn−1 −Wn + Vn−1 − Vn+1), (12)
∂xWn = (Wn −Wn−1)Vn + (Wn+1 −Wn)Vn+1. (13)
This system admits a Lax pair (see (17) below). This system is reduced to DKN under
the reduction (9), (10) at g = 1.
In Section 3 we prove Theorem 1.
2 DKN Equation
Let us consider one–point operators of rank two L4, L4g+2 corresponding to the hyperel-
liptic spectral curve Γ given by (5). The common eigenfunctions of L4 and L4g+2 satisfy
the equation
ψn+1(P ) = χ1(n, P )ψn−1(P ) + χ2(n, P )ψn(P ),
where χ1(n, P ) and χ2(n, P ) are rational functions on Γ having 2g simple poles, depend-
ing on n (see [1]). The function χ2(n, P ) has, in addition, a simple pole at q = ∞. To
find L4 and L4g+2 it is sufficient to find χ1 and χ2. Let σ be the holomorphic involution
on Γ, σ(z, w) = σ(z,−w).
In [4] it was proved that if
χ1(n, P ) = χ1(n, σ(P )), χ2(n, P ) = −χ2(n, σ(P )),
then L4 has the form
L4 = (T + VnT
−1)2 +Wn, (14)
where
χ1 = −Vn
Qn+1
Qn
, χ2 =
w
Qn
, Qn(z) = z
g + αg−1(n)z
g−1 + . . .+ α0(n),
and polynomial Q satisfies the equation
Fg(z) = Qn−1Qn+1Vn +QnQn+2Vn+1 +QnQn+1(z − Vn − Vn+1 −Wn). (15)
From (15) it follows that Q also satisfies the linear equation
Qn−1Vn +Qn(z − Vn − Vn+1 −Wn)−Qn+2(z − Vn+1
− Vn+2 −Wn+1)−Qn+3Vn+2 = 0. (16)
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At g = 1, we have Qn = z − γn, and equation (15) has the solution
Vn =
F1(γn)
(γn − γn−1)(γn − γn+1)
, Wn = −c2 − γn − γn+1.
At g > 1, it is a very difficult problem to solve the equation (15), as it is to find examples
of its solutions.
At the end of this section we study difference evolution equations related to the
operator L4 (14).
The system (12), (13) has the following Lax representation
[(T + Vn(x)T
−1)2 +Wn(x), ∂x − Vn−1(x)Vn(x)T
−2] = 0. (17)
The system (12), (13) is included in the hierarchy of evolution equations of the form
[(T + Vn(tk)T
−1)2 +Wn(tk), ∂tk − P1(n, tk)T
−2 − . . .− Pk(n, tk)T
−2k] = 0. (18)
These evolution equations define symmetries of (12), (13). At k = 2 we have
∂tkVn = Vn
(
Vn−2Vn−1 + Vn−1Vn − VnVn+1 − Vn+1Vn+2 + V
2
n−1 − V
2
n+1
+W 2n−1 −W
2
n + 2(Vn−1 + Vn)Wn−1 − 2(Vn + Vn+1)Wn
)
, (19)
∂tkWn = Vn−1Vn(Wn−2 − 2Wn−1 +Wn)− Vn+1Vn+2(Wn − 2Wn+1 +Wn+2)
− Vn(Wn−1 −Wn)(2Vn +Wn−1 +Wn)
− Vn+1(Wn −Wn+1)(2Vn+1 +Wn +Wn+1). (20)
In the case of the algebro–geometric operator L4 at g = 1, i.e. Vn and Wn have the
form (9), (10) the system (12), (13) is reduced to DKN equation and equation (18) is
reduced to an equation from the DKN hierarchy. For example, the system (19), (20) is
reduced to
∂tkγn = Vn
(
Vn+1(Wn−1 − 2Wn +Wn+1)
− Vn−1(Wn−2 − 2Wn−1 +Wn) + (Wn−1 −Wn)(2Vn +Wn−1 +Wn)
)
.
At g > 1 there is no explicit reduction of (12), (13), since there is no explicit form of
L4. Nevertheless one can find an evolution equation on polynomial Qn associated with
the algebro–geometric operator L4. By direct calculation one can check the following
lemma.
Lemma 1 Equation
∂xQn = Vn(Qn+1 −Qn−1) (21)
together with (12), (13) defines a symmetry of (15) and (16).
At g = 1 equation (21) is equivalent to DKN.
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3 Proof of Theorem 1
In this section we explain how to obtain a rank two algebro–geometric solution of
(2)–(4) at g = 1. A similar method works for KP (see [3, 7]). The main idea is to
apply the Darboux type transformation to L4. If Qn satisfies (15) we have the following
factorization (see [4])
L4 − z =
(
T + χ2(n + 1)−
Vn−1Vn
χ1(n− 1)
T−1
)(
T − χ2(n)− χ1(n)T
−1
)
.
Let us assume that γn = γn(x) and z = z0(y). After the Darboux transformation we get
L˜4 =
(
T − χ2(n)− χ1(n)T
−1
)(
T + χ2(n + 1)−
Vn−1Vn
χ1(n− 1)
T−1
)
+ z0(y).
Here Vn = Vn(x) has the form (9),
χ1(n) = −Vn(x)
z0(y)− γn+1(x)
z0(y)− γn(x)
, χ2(n) =
w(y)
z0(y)− γn(x)
, w2(y) = F1(z0(y)).
The operator L˜4 has the form
L˜4 = T
2 + A1(n, x, y)T + A0(n, x, y) + A−1(n, x, y)T
−1 + A−2(n, x, y)T
−2,
A1(n, x, y) =
(γn+2 − γn)z
′
0(y)
(z0(y)− γn)(z0(y)− γn+2)
,
A0(n, x, y) =
Vn(z0(y)− γn+1)
2 + Vn+1(z0(y)− γn)
2 − F1(z0(y))
(z0(y)− γn)(z0(y)− γn+1)
+ z0(y),
A−1(n, x, y) =
(γn−1 − γn+1)Vnz
′
0(y)
(z0(y)− γn)2
,
A−2(n, x, y) =
Vn−1Vn(z0(y)− γn−2)(z0(y)− γn+1)
(z0(y)− γn−1)(z0(y)− γn)
.
The operator L˜4 commutes with L˜6, and L˜4, L˜6 are operators of rank two with the same
spectral curve (6). By direct calculation one can check that if
bn = −
z′0(y)γ
′
n
(z0(y)− γn)2
,
dn =
F1(γn−1)F1(γn)(z0(y)− γn−2)(z0(y)− γn+1)
(γn−2 − γn−1)(γn−1 − γn)2(γn − γn+1)(z0(y)− γn−1)(z0(y)− γn)
,
and γn(x) satisfies DKN, then
[L˜4, ∂x − bn(x, y)T
−1 − dn(x, y)T
−2] = 0.
By direct calculation one can also check that if z0(y) = ℘(y) satisfies (8), γn+4 = γn,
and fn(x, y) has the form as in Theorem 1, then
[L˜4, ∂y − T − fn(x, y)] = 0.
Moreover L˜6, ∂y−T − fn(x, y), ∂x− bn(x, y)T
−1− dn(x, y)T
−2 commute pairwise. The-
orem 1 is proved.
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