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The hallmark of symmetry-protected topological (SPT) phases is the existence of anomalous
boundary states, which can only be realized with the corresponding bulk system. In this work, we
show that for every Hermitian anomalous boundary mode of the ten Altland-Zirnbauer classes, a
non-Hermitian counterpart can be constructed, whose long time dynamics provides a realization of
the anomalous boundary state. We prove that the non-Hermitian counterpart is characterized by
a point-gap topological invariant, and furthermore, that the invariant exactly matches that of the
corresponding Hermitian anomalous boundary mode. We thus establish a correspondence between
the topological classifications of (d + 1)-dimensional gapped Hermitian systems and d-dimensional
point-gapped non-Hermitian systems. We illustrate this general result with a number of examples
in different dimensions. This work provides a new perspective on point-gap topological invariants
in non-Hermitian systems.
Introduction— In the last few decades, topology has
emerged as a central theme in the study of condensed
matter physics. The interplay of symmetry and topology
has led to a wide variety of interesting phenomena, most
notably that of symmetry-protected topological phases
(SPTs) [1–4]. One of the key physical signatures of SPTs
are their anomalous boundary states, which can only be
realized as d-dimensional boundary states of a (d + 1)-
dimensional topological bulk, and cannot appear in a d-
dimensional bulk model.
Recently, the study of topological phenomena has also
been extended to non-Hermitian systems [5–51], which
are naturally realized in classical optical systems with
gain and loss [33, 52–57], superconducting vortices [6],
ring neural networks [58], bosonic superconducting sys-
tems [15, 59], or magnon band structures [60], and has
also been proposed to be relevant to electronic systems
with finite quasiparticle lifetime [13, 23, 61]. In par-
ticular, with a suitable generalization of the gap condi-
tion [14], SPTs can be generalized to the non-Hermitian
setting [26–28, 62, 63], and the well-known ten-fold
way classification for non-interacting fermionic topolog-
ical phases under the Altland-Zirnbauer (AZ) symme-
try classes [1, 64, 65] can be extended to the 38 non-
Hermitian Bernard-LeClair (BL) symmetry classes [15,
62, 63, 66, 67]. Interestingly, the classification of non-
Hermitian SPTs also exhibits a periodic structure simi-
lar to Hermitian systems [14, 62, 63], both in symmetry
class and spatial dimension, and certain characteristics
of the 1D non-Hermitian models studied are reminiscent
of boundary states of 2D Hermitian models with related
symmetries [62, 68]. As an example, the boundary of a
2D quantum Hall system hosts anomalous chiral edge
states, which bears some resemblance to the 1D non-
Hermitian chiral hopping model, as shown in Fig. 1(c).
This raises the question of whether there exists a more
general correspondence between the anomalous bound-
FIG. 1. (a) Dispersion for the 1D chiral hopping model
in the complex plane. The topological invariant w is de-
fined with respect to EB as in Eq. (3). Depending on the
value of EB and other parameters, w can differ. In this case,
w = 1. (b) Dispersion for the 2D model in Eq. (19) that re-
sembles the surface of a 3D chiral topological insulator. Here,
γk = 2 cos kx + cos ky, b1,k = sin kx, b2,k = sin ky, b3,k = 0.
Each white dot represents a Dirac cone with ± chirality. In
this case, depending on EB , the topological invariant can be
1, 0,−1. (c) The 1D system characterized by w ∈ Z in the
chiral hopping model corresponds to the edge of a 2D system
characterized by an integer quantum Hall state with Chern
number n = w ∈ Z.
ary states of a Hermitian system, and the dynamics of a
corresponding non-Hermitian system with one dimension
lower.
In this Letter, we establish a correspondence be-
tween the ten-fold-way topological classification of non-
interacting Hermitian systems in (d+ 1) dimensions and
the point-gap topology of certain non-Hermitian systems
in d dimensions, and describe how this gives a pos-
ar
X
iv
:1
90
6.
08
78
2v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
20
 Ju
n 2
01
9
2sible interpretation to the long-time dynamics of non-
Hermitian models as a dynamical anomaly, in direct re-
lation to the anomalous boundary physics of Hermitian
systems. We motivate this by introducing a 1D chiral
hopping non-Hermitian model and examining the rela-
tion between non-Hermitian band topology and anoma-
lous chiral modes in the long-time limit. We then gener-
alize this to other symmetry classes, and prove the above
correspondence in both the topological classification as
well as the explicit realization of anomalous dynamics.
Emergence of chiral fermions in a 1D non-Hermitian
system— We start by considering an example to moti-
vate and illustrate the main idea of the correspondence.
Consider the following single-band non-Hermitian Hamil-
tonian in one dimension [6, 14]:
H =
∑
r
(
tLc
†
rcr+1 + tRc
†
r+1cr
)
, (1)
where tR 6= tL. Under the Fourier transformation
cr =
∑
k cke
ikr, the k-space Hamiltonian is given by
Hk = (tL + tR) cos k + i(tL − tR) sin k. Thus, the en-
ergy dispersion Ek forms an ellipse in the complex en-
ergy plane [Fig. 1(a)]. For a positive (negative) tL − tR,
the band winds around the origin in the counterclock-
wise (clockwise) direction. The group velocity vk of a
wave packet centered at k is given by [14]
vk = Re
1
~
∂Ek
∂k
= −(tL + tR) sin k, (2)
since the imaginary part of ∂kEk does not affect the prop-
agation velocity of the wave packet.
On top of this, there is an additional ingredient that
influences the dynamics of a non-Hermitian system, the
imaginary part of the energy which causes certain eigen-
states to grow or decay with ImEk = (tL − tR) sin k. If
we inspect the dynamics at real energy near zero, then
there may exist two modes: left and right propagating
modes with k = ±pi/2. While the left-propagating mode
has a positive ImEk, the right-propagating mode has a
negative ImEk. Therefore, if we excite the system with
a frequency ω ∼ 0, generically both counter-propagating
modes will be excited, but the right-propagating mode
will die out after a timescale τ0  ~/ ImEk. At long
times, we will thus observe chiral dynamics in the sys-
tem with only a left-propagating mode, a scenario which
cannot be realized in any 1D Hermitian system.
Non-Hermitian Topology with Complex Point Gap—
The above chiral dynamics can be directly connected
to the topological properties of the non-Hermitian band
structure. Here, band topology is defined by the complex
point energy gap constraint: for a given complex base en-
ergy EB , two band structures are topologically equivalent
if and only if one can be deformed to the other without
crossing EB during the deformation [14, 62, 63]. In this
context, ReEB and ImEB are the real energy window
and overall loss/gain level we are interested in, respec-
tively. Note that the choice of point-gap non-Hermitian
FIG. 2. Diagrams defining (a) Hermitian classes s (b) Non
Hermitian real classes s† (AZ†). Hermitian AZ classes are de-
fined by time reversal T , particle-hole P and chiral C symme-
tries. Similarly, non-Hermitian AZ† classes are defined by K,
C and Q-type symmetries. Real (complex) classes are given
by blue (red) dots. There are two complex classes (s = 0, 1)
depending on the absence or presence of C or q.
M pi0(M) AZ class NH AZ† NH AZ
C0 Z A (3) AIII† (3) AIII (3)
C1 0 AIII (4) A† (1) A (1)
R0 Z AI (14) BDI† (14) CI (21)
R1 Z2 BDI (22) D† (34) AI (34)
R2 Z2 D (16) DIII† (19) BDI (16)
R3 0 DIII (27) AII† (7) D (8)
R4 Z AII (15) CII† (15) DIII (20)
R5 0 CII (23) C† (35) AII (35)
R6 0 C (17) CI† (18) CII (17)
R7 0 CI (26) AI† (6) C (9)
TABLE I. Classifying spaces M for Hermitian and non-
Hermitian Altland-Zirnbauer (AZ) classes in 0-dimensional
systems. The symmetry classes are defined in Fig. 2. For a
general d-dimensional system, the classifying space shifts as
Rs 7→ Rs−d. Thus, the classification of d-dimensional Hermi-
tian class s is equivalent to that of (d+ 1)-dimensional NH s†
and NH (s− 2) classes. The numbers in the parenthesis show
the label used in Ref. [62, 69].
topology here, instead of line gaps [63] or band sepa-
ration [13], plays an important role in establishing the
correspondence.
For the above model, the explicit topological invariant
w ∈ Z is given by
w =
∫ pi
−pi
dk
2pii
∂k ln(Ek − EB), (3)
which is nothing but the winding number of Ek around
the base point EB [Fig. 1(a,b)]. As a consequence, a
nontrivial winding number w implies the existence of
modes at ReEB , some with imaginary part above ImEB
and others below ImEB . For the base point choice in
Fig. 1(a), w = 1 for tL > tR and w = −1 for tL < tR. Ex-
amining the expressions for the group velocity and imagi-
nary part in the preceding section, we see that w directly
corresponds to the number of left-propagating modes mi-
3nus the number of right-propagating modes, with imagi-
nary part above ImEB , which in turn characterizes the
total chirality of long time dynamics. Therefore, the non-
Hermitian topological invariant w indeed captures the
anomalous dynamics of this model.
Hermitian-Non-Hermitian correspondence— The pre-
ceding 1D chiral hopping model hints at a nontrivial
connection between non-Hermitian band topology and
anomalous dynamics. In particular, the model is remi-
niscent of the anomalous edge states in a two-dimensional
integer quantum Hall state, where the topological in-
variant n ∈ Z characterizes the number of chiral edge
modes [Fig. 1(c)]. A similar correspondence has also been
pointed out by some of the authors [62] in higher dimen-
sions. Below, we will make this correspondence more
rigorous, proving the following general statement:
Proposition For a given d-dimensional anoma-
lous boundary state of a (d+ 1)-dimensional Her-
mitian system in a symmetry class s, character-
ized by a topological invariant n, there exists a
corresponding d-dimensional non-Hermitian topo-
logical system on a closed manifold in the class
s† (and s − 2) that realizes the same anomalous
physics as its long time dynamics, characterized
by a non-Hermitian topological invariant n de-
fined with respect to a certain EB .
Note that since the anomalous boundary theory of the
Hermitian system in one higher dimension is defined on
a closed manifold, the corresponding non-Hermitian sys-
tem is also defined on a closed manifold, thus avoiding
the non-Hermitian skin effect [5, 35–40]. The exact cor-
respondence is summarized in Tab. I. To understand the
table, we need to introduce the following Bernard-LeClair
non-Hermitian symmetries [66], which generalize the AZ
symmetry classes:
H(k) = qqH
†(k)q−1, q2 = I (Q sym.) (4)
H(−k) = ccHT (k)c−1, cc∗ = ηcI (C sym.) (5)
H(−k) = kkH∗(k)k−1, kk∗ = ηkI (K sym.) (6)
H(k) = −pH(k)p−1, p2 = I (P sym.) (7)
where O, ηO ∈ {1,−1}. These give arise to 38 sym-
metry classes [62, 63], containing the famous ten-fold AZ
classes (two complex classes s = 0, 1 and eight real classes
s = 0, 1, ..., 7, see Fig. 2(a)) as a special case. Instead of
dealing with all 38 symmetry classes, we will focus on
a subset of them, namely the non-Hermitian (NH) AZ†
classes, defined by [63]:
kH∗(k)k−1 = −H(−k) particle-hole P 7→ K, (8)
cHT (k)c−1 = H(−k) time-reversal T 7→ C, (9)
where the Hermitian chiral symmetry C, given by the
composition of T and P, is replaced by a Q-type sym-
metry with q = −1, given by the composition of C and
K. With these basic symmetries, the complex or real NH
classes s† are defined as in Fig. 2, which show the same
“Bott clock” structure as the Hermitian case [65].
To see why this is the natural extension of Hermitian
AZ classes, we examine how these non-Hermitian sym-
metries affect the eigenvalue spectrum. As discussed in
Ref. [62, 69], one can prove that the chosen C and K type
symmetries affect the structure of eigenvalues as follows:
• Hermitian systems: P guarantees that eigenvalues ap-
pear in a positive and negative pair. T with T 2 = −1
guarantees the Kramers degeneracy.
• Non-Hermitian systems: K symmetry guarantees that
eigenvalues appear in a pair (λ, kλ
∗). In the case of
k = −1, this corresponds to a pair of complex energies
with opposite real part. C symmetry with cc∗ = −1
guarantees the biorthonormal Kramers degeneracy.
Thus, the spectral consequences of the choice of sym-
metry in the AZ† classes are consistent with the Her-
mitian case, justifying the above generalizations to non-
Hermitian systems. Interestingly, this symmetry cor-
respondence also naturally arises in the context of
non-Hermitian transfer matrices describing the decaying
boundary modes of one-dimensional SPTs [69].
We note that one can also define NH AZ classes by
switching the roles of complex conjugation and transpose
symmetries:
cHT (k)c−1 = −H(−k) particle-hole P 7→ C, (10)
kH∗(k)k−1 = H(−k) time-reversal T 7→ K. (11)
Furthermore, a mapping between the classifications of
the NH classes s† and s−2 can be explicitly constructed,
as summarized in Tab. I. For the proof, see the Supple-
mental Material [69].
Proof Part I. Dimensional Ascension— We now move
on to prove our main proposition. First, we prove the
equivalence of the classifications of Hermitian AZ and
NH AZ† classes, making use of the fact that the non-
Hermitian topology of H with respect to the base point
EB is equivalent to the Hermitian topology of the follow-
ing doubled Hamiltonian H¯ [14] with respect to the zero
Fermi energy:
H¯ =
(
0 H − EB
H† − E∗B 0
)
. (12)
Without loss of generality, we set EB = 0 from now on.
H¯ should satisfy the corresponding doubled symmetries
and an additional chiral symmetry:
c¯H¯∗(k)c¯−1 = H¯(−k),
k¯H¯∗(k)k¯−1 = −H¯(−k),
ΣH¯(k)Σ−1 = −H¯(k), (13)
where k¯ = I ⊗ k, c¯ = σx ⊗ c, Σ = σz ⊗ I, k¯k¯∗ = ηkI,
c¯c¯∗ = ηcI.
4Let us start with the doubled Hamiltonian H¯ of a d-
dimensional NH Hamiltonian H in the class s†. Following
Teo and Kane [70], we can construct a (d+1)-dimensional
Hamiltonian by introducing a new momentum-like pa-
rameter −pi/2 ≤ θ ≤ pi/2 [71],
Hd+1 = cos θH¯ + sin θΣ. (14)
One immediately sees that this (d+ 1)-dimensional Her-
mitian Hamiltonian belongs to class s, since
c¯H∗d+1(k, θ)c¯
−1 = Hd+1(−k,−θ),
k¯H∗d+1(k, θ)k¯
−1 = −Hd+1(−k,−θ), (15)
with c corresponding to time-reversal and k correspond-
ing to particle-hole in the AZ† class. Note that Σ is not
a symmetry operator anymore. Since H¯ and Σ anticom-
mute, the gap for Hd+1 closes if and only if the gap for H¯
closes and sin θ = 0. Therefore, the classification prob-
lems of the Hermitian class s in (d + 1) dimensions and
the NH class s† in d dimensions are equivalent. From
the mapping between NH AZ and AZ† classes, further
equivalence with the NH class s− 2 follows.
Proof Part II. Dynamical Anomaly— Now that we
have established an exact correspondence between Her-
mitian and non-Hermitian classifications [Tab. I], we turn
to investigate the anomalous behavior, and show how
a non-Hermitian topological system realizes in its long-
time dynamics the anomalous boundary physics of a cor-
responding Hermitian system. Since anomalous bound-
ary states of Hermitian systems appear as Dirac or Weyl
fermions [72], let us consider a boundary state of a topo-
logical band structure characterized by a (positive) unit
topological invariant, which is given by the following
Dirac (or Weyl) Hamiltonian
HDirac(k) = k1Γ1 + · · ·+ kdΓd, (16)
where Γi=1,...,d are Hermitian matrices that satisfy the
Clifford algebra {Γi,Γj} = 2δij . Suppose that HDirac is
in the Hermitian AZ class s. Correspondingly, we can
construct a NH Hamiltonian in the class s†:
H(k) = iγ(k) + h(k), (17)
h(k) = sin k1Γ1 + · · ·+ sin kdΓd,
γ(k) = cos k1 + · · ·+ cos kd −m,
with d − 2 < m < d, so that γ(k) is positive at k = 0
and negative at all other time-reversal invariant momenta
(TRIM). Here, type K and C symmetries would imply
[K,Γi] = 0 and {C,Γi} = 0 [73]. This Hamiltonian has a
finite complex energy gap over the whole Brillouin zone
as long as γ(k) 6= 0 at TRIMs. Since H is in class s†,
and type K and C symmetries act in the same way as
the usual Hermitian symmetries on the Hermitian com-
ponent h(k) of H, h(k) is in Hermitian class s. Near
a TRIM, h(k) describes a Dirac point. Among the 2d
Dirac points at TRIMs, only the Dirac cone at k = 0
survives at long times because only γ(0) is positive and
all other γ(TRIM)s are negative. Thus, at long times,
the non-Hermitian system we have constructed resembles
the single Dirac cone anomalous physics of the Hermitian
boundary state.
How can this anomalous physics be associated with the
nontrivial topology of a non-Hermitian Hamiltonian? To
illustrate this, it is sufficient to show that the topology of
the corresponding doubled Hamiltonian H¯ is nontrivial:
H¯(k) = τx ⊗ h(k)− τy ⊗ γ(k)
= sin k1τx ⊗ Γ1 + · · ·+ sin kdτx ⊗ Γd
− τy(cos k1 + · · ·+ cos kd −m), (18)
where τx,y,z are Pauli matrices. When d − 2 < m < d,
this is the Hamiltonian of the d-dimensional topologi-
cal insulator in class s with an additional chiral symme-
try (Σ = τz). To see that this Hamiltonian has a unit
topological invariant, we consider deformations from the
phase with m > d, where γ(k) is completely negative
over the whole Brillouin zone and the system thus lies
in the trivial insulator limit [74]. To reach the range
d− 2 < m < d, the band gap goes through the gap clos-
ing at m = d at which the system becomes a semimetal
with a single Dirac cone at k = 0. Note that this Dirac
cone consists of two copies of the symmetry-protected
Dirac cone, which can only be gapped as a pair. When
the sign of the mass term is reversed at m = d, the
topological invariant changes by a single unit, so the
phase d − 2 < m < d has a unit topological invariant.
Therefore, a non-Hermitian system carrying nontrivial
band topology is topologically equivalent to Eq. (17) that
exhibits anomalous dynamics. The correspondence can
be easily generalized into an anomalous boundary state
with n > 1, for example, by using multiple copies of
Eq. (17). Moreover, one can also prove conversely that
a non-Hermitian system displaying anomalous dynamics
of a corresponding Hermitian system must carry nontriv-
ial band topology (see the Supplemental Material [69]).
Therefore, there is indeed a rigorous connection between
non-Hermitian band topology and its anomalous dynam-
ics. A similar correspondence between the Hermitian
class s and the NH class s − 2 is shown in the Supple-
mental Material [69].
Example in 2D and General Anomalies— Consider a
chiral topological insulator (TI) in 3D belonging to the
Hermitian AIII class, characterized by a topological in-
variant n ∈ Z representing the net chirality of boundary
Dirac cones. The corresponding non-Hermitian system is
the NH class AIII† in 2D with pseudo-Hermiticity given
by qh†q−1 = −h. The following NH Hamiltonian belongs
to NH class AIII† with q = σ3:
h(k) = iγk + b1,kσ1 + b2,kσ2 + ib3,kσ3, (19)
where γk, bi,k are real functions of k = (kx, ky). In
Fig. 1(b), the 2D complex dispersion is drawn for a spe-
cific choice of parameters. Here, white dots represent
Dirac cones, and out of the four Dirac cones, only the
one with positive chirality survives at long times in this
5case, showing that the model corresponds to the bound-
ary of the n = 1 3D chiral TI. However, the Dirac cone
is not the most general anomalous feature in the non-
Hermitian setting for dimension higher than one. Under
non-Hermitian perturbations, it is well known that Dirac
cones deform into an exotic exceptional surface struc-
ture [26–28] in d ≥ 2 (cf. boundary of TI in d ≥ 4).
Indeed, for b3,k 6= 0, Dirac cones are deformed to nodal
exceptional lines. When both γk and bi,k are odd func-
tions of k, the model also belongs to the class AII† with
c = σ2, which corresponds to the boundary of three-
dimensional topological insulators in class AII. In this
case, one can show that the number of Dirac cones above
EB is only equivalent modulo two, which agrees with
the corresponding Hermitian physics. For detailed dis-
cussions with an explicit model, see the Supplemental
Material [69].
Conclusion and Outlook— In this Letter, we showed
that for a given anomalous boundary of a Hermitian
ten-fold class, there is a non-Hermitian bulk system ex-
hibiting the same anomalous dynamics and character-
ized by a corresponding nontrivial point-gap topology.
Our work is in contrast to recent works exploring pos-
sible bulk-boundary correspondences in non-Hermitian
systems [5, 35–40], as we focus only on the bulk physics
of non-Hermitian systems under periodic boundary con-
ditions, a natural choice due to the correspondence with
Hermitian anomalous boundary theories. In the Hermi-
tian ten-fold way classifications, topologically protected
boundary modes result from multiple bands with non-
trivial separations. On the other hand, non-trivial point-
gap topology can be well-defined even for a single band,
which cannot give rise to a conventional topologically-
protected boundary mode. Therefore, instead of point-
gap topology, other classes of topology, such as line-gap
topology [63], where the topological constraint implies
separation between bands, may be a more natural setting
to generalize the bulk-boundary correspondence to non-
Hermitian systems. Indeed, if this holds, our work may
also have interesting extensions to a full correspondence
between non-Hermitian point-gap topology and bound-
ary modes of line-gap topology.
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I. SYMMETRIES AND SPECTRUM
In this section, we review [27, 62] how non-Hermitian
symmetries constrain the eigenvalue spectrum. First,
consider the K-type symmetry defined in Eq. (6). Let
vk be a right eigenvector with eigenvalue λk. Then,
hkvk = λkvk = kkh
∗
−kk
†vk
⇒ kλk
(
k†vk
)
= h∗−k
(
k†vk
)
⇒ kλ∗k(kT v∗k) = h−k
(
kT v∗k
)
(S1)
Therefore, the K-type symmetry implies that there ex-
ists a right eigenvector kT v∗k for h−k with an eigen-
value λ−k = kλ∗k. At time reversal invariant momenta
(TRIM), it guarantees the existence of a pair of eigenval-
ues (λk, kλ
∗
k).
Second, consider the C-type symmetry defined in
Eq. (5). Note that in a non-Hermitian matrix, for a given
set of eigenvalues {λn}, the set of left eigenvectors {un}
and the set of right eigenvectors {vn} are different in
general. Therefore, the appropriate generalization of or-
thonormality is that the left and right eigenvectors form
a biorthonormal system, where unvm = δn,m. Again, let
vk be a right eigenvector with eigenvalue λk. Then,
hkvk = λkvk = cch
T
−kc
†vk
⇒ cλk
(
c†vk
)
= hT−k
(
c†vk
)
⇒ (vTk c∗)h−k = cλk(vTk c∗) (S2)
Therefore, vTk c
∗ is now a left eigenvector of h−k with
an eigenvalue λ−k = cλk. At TRIM, if c = −1, it
guarantees a pair of eigenvalues (λk,−λk).
However, when c = +1, the two eigenvalues are the
same. Therefore, if (vTk c
∗, vk) is a biorthonormal pair of
left and right eigenvectors, then the TRIM do not have
any degeneracies. Otherwise, there will be a degener-
acy, since the biorthonormal partner of vTk c
∗, also a right
eigenvector, shares the same eigenvalue as vk but is lin-
early independent. This condition can be satisfied when
ηc = −1. To see this, note that cc∗ = ηc = −1 implies
c† = −c∗. Now, assume that (vTk c∗, vk) is a biorthonor-
mal pair. Then, we have
λ = vTk c
∗vk = vTk c
†vk = vTk (−c∗)vk = −λ, (S3)
where we performed a transpose in the second equal-
ity and used c† = −c∗ in the third equality. Therefore,
λ = 0, implying that vTk c
∗ and vk are orthogonal to each
other. This guarantees the symmetry protected degener-
acy, and constitutes a biorthogonal generalization of the
Kramers degeneracy. Such a degeneracy does not exist
when c = −1.
Finally, consider a Q-type symmetry in Eq. (4). Its
effect is very similar to a K-type symmetry:
hkvk = λkvk = qqh
†
kq
†vk
⇒ qλk
(
q†vk
)
= h†k
(
q†vk
)
⇒ qλ∗(v†kq) = (v†kq)hk (S4)
Therefore, the Q-symmetry relates the right and left
eigenvectors, and implies that for every k-point, there
is a pair of eigenvalues (λk, qλ
∗
k). In the situation where
λk = qλ
∗
k, this does not guarantee a degeneracy. For
real eigenvalues with q = −1, this acts similar to the
chiral symmetry of a Hermitian system.
II. NON-HERMITIAN HAMILTONIAN FROM
LINDBLAD EQUATION
In this section, we provide a brief review of how a non-
Hermitian Hamiltonian emerges as an effective descrip-
tion of a subsystem in a full quantum system. Consider
2a system coupled to an environment. If the total density
matrix is ρtot, the system density matrix can be obtained
by tracing out the environment, ρ = TrE ρtot. Then, un-
der the Markovian dynamics assumptions, one can derive
that the system’s density matrix evolves under the fol-
lowing Lindblad (GKSL) master equation:
dρ
dt
= − i
~
(
Heffρ− ρH†eff
)
+
∑
m
LmρL
†
m (S5)
where Heff = H − (i/2)
∑
m L
†
mLm,H is the system
Hamiltonian and Lm are Lindblad (or jump) operators.
Lm is called a quantum jump because it introduces an
abrupt collapse of the state, similar to a measurement.
In this form, the second term is often called the recy-
cling term, as it recycles the population that is lost from
certain states due to the non-Hermitian effective Hamil-
tonian, placing it in other states. Indeed, if we inspect
the last term, its trace is given by
∑
m tr(LmρL
†
m) =
tr(ρ
∑
m L
†
mLm) > 0 because
∑
m L
†
mLm and ρ are pos-
itive semidefinite operators. This acts to increase the
trace of the density matrix, which exactly counteracts the
loss due to the first term, a non-Hermitian time evolution
term under Heff. Here, the imaginary part of the eigen-
values of Heff are non-positive, as can be seen from the
fact that
∑
m L
†
mLm is always positive semidefinite. Note
however that in the classical context, e.g. non-Hermitian
systems arising from photonic crystals with gain and loss,
such a constraint does not exist.
As an example, consider a zero-dimensional bosonic
system consisting of a single mode of frequency ω. Let
H = ~ωb†b, and L = γb. Then, Heff = ωb†b − iγ
2
2 b
†b.
For simplicity, assume ω = 0 and the initial state was a
pure state ρ0 = |ψ〉 〈ψ| with |ψ〉 = 1/
√
2(|0〉+ |1〉). If we
only consider the first term in Eq. (S5), a non-Hermitian
time evolution part, we get
|ψ(t)〉 = e−iHefft |ψ〉 7→ e
−γ2t/2 |1〉+ |0〉√
1 + e−γ2t
(S6)
where the denominator is introduced to normalize the
state. If we can obtain information about the environ-
ment, then we can condition our analysis to a case where
no quantum jump occurs. For example, we can include
only the data where we did not observe an increase of
the boson number of the environment. Then, the time
evolution is described by Eq. (S6). This formalism can
be easily generalized to fermionic systems, as in Ref. 75.
Another example is the non-Hermitian chiral hopping
mode, which can arise as an effective Hamiltonian as
well [14]. If we take H = −t∑n (c†ncn−1 + h.c.) and
Ln = cn + icn−1, we obtain
Heff =
∑
n
(
− ic†ncn + (−t− 1/2)c†ncn−1
+ (−t+ 1/2)c†n−1cn
)
. (S7)
Inspecting the spectrum, one can show that the imagi-
nary parts of the eigenvalues are always less than or equal
to zero.
III. NON-HERMITIAN DESCRIPTION OF
TRANSFER MATRICES
In this section, we discuss how a non-Hermitian matrix
arises as the transfer matrix of the boundary zero mode
in a one-dimensional SPT. Consider a d-dimensional mas-
sive Dirac Hamiltonian given by
H =
∑
j
−iαj ∂
∂xj
+ βm(x). (S8)
where αj and β are anticommuting Dirac matrices. Un-
der the presence of other symmetries, e.g. chiral, particle-
hole, and time reversal, the possible topology for the
mass-term matrix β is constrained, and one can classify
all topological phases from this.
Here, we are interested in the boundary modes of the
case with d = 1. Due to the famous Jackiw-Rebbi mech-
anism [76], the boundary between two different topolog-
ical phases hosts a localized zero mode. To solve this,
consider the following Hamiltonian:
H = −iα∂x +mβ, Hψ = Eψ (S9)
To obtain the zero energy solution, we take E = 0 such
that
− i∂xψ = −m(x)αβψ 7→ Txψ = −m(x)αβψ (S10)
Therefore, the matrix −mαβ describes how the zero-
energy solution changes under the translation Tx [77].
In other words, the matrix αβ is a transfer matrix along
the x-direction.
One can immediately notice that αβ can be non-
Hermitian. For example, if α = σ1 and β = σ2, αβ = iσ3
which is non-Hermitian. Knowing that non-Hermitian
matrices can appear as a transfer matrix for zero modes,
let us analyze possible symmetries of αβ. As the transfer
matrix is constructed in terms of the original Hamilto-
nian, it is natural to examine whether the symmetries
of the original Hamiltonian are inherited. Consider a
time-reversal symmetry T = UTK, particle-hole sym-
metry P = UPK and chiral symmetry C = UC where
U matrices are unitary transformations. In order to be
symmetries of the original Hamiltonian in Eq. (S9), the
matrices Us satisfy
UTα
∗U−1T = −α UTβ∗U−1T = β
UPα
∗U−1P = α UPβ
∗U−1P = −β
{UC , α} = 0 {UC , β} = 0 (S11)
Based on these commutation relations, we are now ready
to analyze the symmetries of the “transfer matrix” αβ.
We can show that M transforms in the following way
under Hermitian conjugation, transposition, and com-
plex conjugation with additional unitary transformations
UC,T,K :
UC(αβ)
†U−1C = UCβ
†α†U−1C = UCβαU
−1
C = −αβ
UT (αβ)
TU−1T = UTβ
TαTU−1T = UTβ
∗α∗U−1T = −βα = αβ
UP (αβ)
∗U−1P = UPα
∗β∗U−1P = −αβ (S12)
3where we used the fact that transposition is equivalent to
complex conjugation for α and β, as they are Hermitian
matrices.
In summary, the symmetries (C, T ,P) of the original
1D Hamiltonian give rise to the following non-Hermitian
symmetries (Q,C,K) (pseudo-hermiticity, transpose,
and complex conjugation) respectively for the transfer
matrix of the boundary mode. Therefore, if the original
Hamiltonian (1D) is in the AZ class s, then the non-
Hermitian transfer matrix (0D) belongs to the AZ† class
s†. This provides an interesting example where a non-
Hermitian matrix naturally arises with symmetries inher-
ited from the Hermitian system in one higher dimension.
Surprisingly, the correspondence exactly agrees with the
topological correspondence between Hermitian and non-
Hermitian systems proven in the main text. Note how-
ever that this example does not generalize easily into
higher dimensional cases.
IV. NH CLASSES AII†, AIII†, AND CI† IN 2D
In this section, we construct a two-dimensional non-
Hermitian system in the class AII†, which corresponds to
the boundary of a three-dimensional Hermitian system in
class AII (topological insulator). The NH class AII† has
a transpose symmetry with c = σ2 so that cc
∗ = −1,
which ensures a generalized Kramers degeneracy. The
model is given by the following k-space Hamiltonian:
Hk = i(γ1 cos kx + γ2 cos ky − γ0)
+t1 sin kxσ1 + t2 sin kyσ2. (S13)
The model Hamiltonian in real space looks rather exotic;
the schematic hopping structure is illustrated in Fig. S1.
The real space Hamiltonian is given by
H =
∑
r,η=A,B
(
i
γ1
2
c†η,rcη,r−xˆ + i
γ1
2
c†η,r−xˆcη,r
+i
γ2
2
c†η,rcη,r−yˆ + i
γ2
2
c†η,r−yˆcη,r − iγ0c†η,rcη,r
)
+
∑
r
(
it1c
†
A,rcB,r−xˆ + it1c
†
B,rcA,r−xˆ
+it2c
†
A,rcB,r−yˆ + it2c
†
B,rcA,r−yˆ + h.c.
)
(S14)
The complex dispersion of the system is very similar to
Fig. 1(b) of the main text. Note that this particular
model has a pseudo-hermiticity as well, which can be re-
moved by adding additional terms with the correct sym-
metries. If the pseudo-hermiticity is preserved, then the
model has also the complex-conjugation symmetry with
ηk = −1; thus it will belong to class CII†.
Consider the following generic Hamiltonian in k-space:
h(k) = iγ(k) + f1(k)σ1 + f2(k)σ2 + f3(k)σ3. (S15)
If fi(k) is an (complex) odd function of k = (kx, ky) and
γ(k) is an (complex) even function of k, the Hamilto-
nian belongs to class AII†. Moreover, as the transpose
FIG. S1. (a) A non-Hermitian lattice model for the sym-
metry class NH AII† with nontrivial topology. Here, i or −i
with directions represents the phase structure of the hopping
terms; the AB-hopping is non-Hermitian while the AA- or
BB- hopings are Hermitian, as one can see from the figure.
(b) Real and imaginary part of the dispersion of the model
in Eq. (S13) for generic parameters around k = (0, 0). (c,d)
More generic complex dispersions for class AII† and AIII†.
For AII†, the entire spectrum can be further rotated. For
AIII†, Dirac cones can be further deformed to exceptional
rings.
symmetry does not constrain the phase factor, γ(k) and
fi(k) can generically be complex-valued. In other words,
the entire spectrum can be rotated by an arbitrary an-
gle in the complex plane, simply by multiplying eiθ to
Eq. (S13), as in Fig. S1(c). This is very crucial: it means
that the spectrum can be inverted, implying that the
net chirality of the Dirac cones can be flipped to give a
different invariant. This agrees with the physics of the
boundary of a 3D topological insulator, at which the chi-
rality of the Dirac cone is not well-defined, unlike chiral
topological order.
However, for the class AIII†, f1,2(k) should be real and
f3(k) should be imaginary, due to the pseudo-hermiticity
(q = σ3). With this constraint, they can be any function
4of k. With the f3(k) term, the Dirac cone can be de-
formed into an exceptional ring, as shown in Fig. S1(d).
To further demonstrate an explicit model and corre-
spondence, consider a non-Hermitian class CI†, whose
two-dimensional classification is given by 2Z. In the ta-
ble of the main text (or Tab. I), we denoted it by Z,
which is isomorphic to 2Z; however, 2Z is more precise
since the system is characterized by an even number of
symmetry-protected gapless boundary modes. The sys-
tem in class CI† has K and C type symmetries with
kk∗ = −1 and cc∗ = 1. Due to the K-type sym-
metry with kk∗ = −1, one can show that the Dirac
cone must be doubly degenerate. This can be achieved
by the following two-dimensional quadratic Hamiltonian:
Hherm = (k
2
x − k2y)σ1 + 2kxkyσ3 with k = σ2 and c = 1.
Although the system realizes a single gapless excitation,
as the dispersion is quadratic, the net winding number is
equivalent to that of two Dirac cones. A corresponding
lattice-regularized non-Hermitian Hamiltonian would be
given by, for example,
H = i(cos kx + cos ky) + 2(cos ky − cos kx)σ1
+(cos(kx − ky)− cos(kx + ky))σ2. (S16)
For this Hamiltonian, quadratic gapless points exist at
k = (0, 0) and (pi, pi), but only the one at (0, 0) survives at
long times. There is another way to construct a Hamilto-
nian with a linear dispersion, by using a four-dimensional
Hamiltonian. Then, the Hermitian part can be written as
Hherm = kxσ0⊗ τ1 +kyσ0⊗ τ3 with k = σ2 and c = σ2τ2.
In either case, one can show that the gapless modes with
net winding number two cannot be gapped out due to
the symmetry (they can however be deformed into ex-
ceptional ring, as pointed out in the main text). This
agrees with the boundary of a three-dimensional topo-
logical superconductor in Hermitian class CI, which is
characterized by an even number of Dirac cones.
V. PROOF PART II FOR NON-HERMITIAN AZ
CLASSES
In this section, we will prove the correspondence
between anomalous boundary states of the (d + 1)-
dimensional Hermitian class s and bulk states of the d-
dimensional non-Hermitian class s−2, as we have done in
the main text for non-Hermitian class s†. The procedure
is outlined in Fig. S2.
Step I: Let us first recall that the anomalous bound-
ary state of the (d+ 1)-dimensional Hermitian system is
described by the d-dimensional Dirac Hamiltonian:
HDirac(k) = δk · Γ = |δk|Hd−1(θ1, ..., θd−1), (S17)
where Γ = (Γ1, ...,Γd) are d anticommuting gamma ma-
trices and we introduced spherical coordinates −pi ≤
FIG. S2. This diagram illustrates how we prove the corre-
spondence between (d + 1)-dimensional Hermitian system in
AZ class s and d-dimensional non-Hermitian system in NH
AZ class s − 2. It also provides an indirect way to prove
correspondence for NH AZ† classes as well.
θ1 < pi and −pi/2 ≤ θi=2,...,d−1 ≤ pi/2:
δkd = |δk| sin θd−1,
δkd−1 = |δk| cos θd−1 sin θd−2,
...
δkn = |δk| cos θd−1 cos θd−2 . . . sin θn−1,
...
δk2 = |δk| cos θd−1 cos θd−2 cos θd−3 . . . sin θ1,
δk1 = |δk| cos θd−1 cos θd−2 cos θd−3 . . . cos θ1. (S18)
We impose T (time-reversal) and P (particle-hole) sym-
metries on the Dirac Hamiltonian.
TH∗Dirac(k)T
−1 = HDirac(−k),
PH∗Dirac(k)P
−1 = −HDirac(−k), (S19)
Then, we can prove that Hd−1 has the following symme-
tries:
(Γ1T )|δk|H∗d−1(θ)(Γ1T )−1 = (Γ1T )H∗Dirac(k)(Γ1T )−1
= −δk1Γ1 +
d∑
i=2
δkiΓi = −|δk|Hd−1(−θ),
⇒ (Γ1T )H∗d−1(θ)(Γ1T )−1 = −Hd−1(−θ). (S20)
Similarly, one can show that
(Γ1P )H
∗
d−1(θ)(Γ1P )
−1 = Hd−1(−θ), (S21)
where θ = (θ1, ..., θd−1), and
(Γ1T )(Γ1T )
∗ = −TT ∗,
(Γ1P )(Γ1P )
∗ = +CC∗. (S22)
5Now Γ1T has become the particle-hole symmetry opera-
tor, and Γ1P has become the time-reversal symmetry op-
erator. Accordingly, the topological information (anoma-
lousness) of HDirac in the class s is encoded in a gapped
Hamiltonian Hd−1 in the class s− 2 and vice versa.
Step II: We have shown that the class s d-dimensional
Hermitian Dirac Hamiltonian maps to a class s−2 (d−1)-
dimensional gapped Hamiltonian. Now, we want to reach
the class s − 2 (d − 1)-dimensional gapped Hamiltonian
from the other side, a d-dimensional system in the non-
Hermitian class s − 2 and establish the correspondence
between a Hermitian class s and non-Hermitian class s−
2. Note that the correspondence for class s† in the main
text follows from the aforementioned correspondence by
the mapping discussed in VII. First, we construct the
doubled Hamiltonian H¯ for H:
H¯ =
(
0 H
H† 0
)
. (S23)
It satisfies (see main text for the definition of the non-
Hermitian AZ class)
k¯H¯∗(k)k¯−1 = H¯(−k),
c¯H¯∗(k)c¯−1 = −H¯(−k),
ΣH¯(k)Σ−1 = −H¯(k), (S24)
where
k¯ =
(
k 0
0 k
)
, c¯ =
(
0 c
c 0
)
, Σ =
(
1 0
0 −1
)
,
k¯k¯∗ = kk∗
(
1 0
0 1
)
, c¯c¯∗ = cc∗
(
1 0
0 1
)
. (S25)
We wish to perform a dimensional reduction, meaning
that we want to find a (d − 1)-dimensional system that
encodes all topological information of the current sys-
tem. We will follow the procedure in Ref. [70] to prove
the desired result. Let us consider the d-dimensional Bril-
louin zone as a d-sphere parametrized by momentum-like
spherical coordinates −pi ≤ k1 < pi and −pi/2 ≤ k2,...,d ≤
pi/2, i.e., ones that flip sign under k¯ and c¯. Now, we
want to remove the dimension along kd. Let us intro-
duce θ ≡ kd to emphasize that this is the parameter to
be reduced. The d-th homotopy class of H¯ is determined
by two sectors: one is the (d− 1)th homotopy class of it
at the θ = 0 boundary, and the other is the homotopy
class of the Hamiltonian in the region 0 < |θ| < pi/2 with
θ = 0 identified to a point. Since we want to encode
the full information of the d-dimensional topology in the
(d − 1)-dimensional manifold, we remove the contribu-
tion from the second sector by minimizing the dispersion
along θ. To do so, we introduce an artificial action
S =
∫
dkdθTr[∂θH¯∂θH¯]. (S26)
If we spectrally flatten H¯ so that H¯2 = 1, the Euler-
Lagrange equation becomes
∂2θH¯+ H¯ = 0, (S27)
and the solution is
H¯(k, θ) = cos θH¯d−1(k) + sin θV¯ , (S28)
where k = (k1, ..., kd−1), and V¯ is constant. The above
Hamiltonian should satisfy the conditions in Eq. (S24).
H¯2 = 1 requires that H¯2d−1 = V¯ 2 = 1 and {H¯d−1, V¯ } =
0. Due to the additional chiral symmetry Σ (on top of
Γ¯ ≡ k¯c¯), ΣH¯Σ−1 = −H¯, where Σ = τz, both H¯d−1
and V¯ are off-diagonal in the τz eigenbasis. Let us take
V¯ = −τy, then H¯d−1 takes the form of Hd−1τx. Thus,
we have continuously deformed H into the form
H(k1, ..., kd−1, θ) = cos θHd−1(k) + i sin θI, (S29)
where Hd−1 is a gapped Hermitian Hamiltonian in (d−1)
dimensions, and I is the identity matrix.
As H is in the class s− 2, Hd−1(k) is also in the class
s − 2. The Hermitian part of H vanishes at θ = ±pi/2,
so, up to linear order in δθ,
H(k1, ..., kd−1,±pi/2 + δθ) = ∓δθHd−1(k)± iI. (S30)
Notice that δθHd−1 describes a gap-closing point at δθ =
0 whose winding number n is given by the (d−1)th homo-
topy class of Hd−1. When Hd−1 is spectrally flattened,
the gap-closing point becomes a n-fold Dirac point. As
Hd−1 is in the class s − 2, the Dirac Hamiltonian is in
the class s as we have shown above. This shows that
each of the two gap-closing points of the Hermitian part
at θ = ±pi/2 corresponds to the anomalous boundary
states of a (d + 1)-dimensional topological insulator in
the class s. Therefore, we can conclude that only the
states with θ = θ0 (θ = −θ0) will survive because of the
damping/gain given by the non-Hermitian term ±iI at
long times.
Note that this does not mean that such an anoma-
lous theory interpretation holds for any realizations of
the model. Rather, as we saw in the intermediate step,
the statement is that if the non-Hermitian topology is
nontrivial, we can always adiabatically deform the corre-
sponding system to realize anomalous dynamics at long
times.
VI. PROOF PART III
In the main text, we have shown by explicit construc-
tion that a non-Hermitian system with nontrivial topol-
ogy can exhibit emergent anomalous dynamics. Con-
versely, using the Brouwer’s fixed-point theorem, one can
prove that if a non-Hermitian system exhibits emergent
anomalous dynamics, it necessarily implies a nontrivial
non-Hermitian point-gap topology.
6Let us consider a Dirac point appearing in the long
time scale, i.e., the effective Hamiltonian is given by h =∑d
n=1 knΓn+iγ0 with γ0 > 0, where the last term ensures
that this Dirac Hamiltonian dynamics survives at long
times. We can assume without loss of generality that only
one Dirac point appears. In this case, we get a nontrivial
topological phase if we choose the complex base point EB
on the imaginary axis such that γ0 > ImEB and ImEB
is larger than the imaginary energy of any other state on
the imaginary axis.
With this choice of the base point, let us deform the
doubled Hamiltonian into the massive Dirac form: H¯ =∑d
µ=0 fµΓµ (that is, we deform to have only mutually
anticommuting gamma matrix terms). Also, we deform
it further so that its eigenvalues are ±1. Then, we have
a flattened Hamiltonian Q¯ = (1/|f |)∑dµ=0 fµΓµ. Notice
that Q¯(k) : (k1, ..., kd)→ (f0, .., fd)/|f | is a map from the
d-dimensional Brillouin torus to a d-dimensional sphere
Q¯ : T d → Sd.
Suppose that the Jacobian determinant of the map,
detDQ¯, where
(
DQ¯
)
ij
= ∂Q¯i/∂kj , is nonvanishing ev-
erywhere in the Brillouin zone. Then, the winding num-
ber(=degree of the map=deg Q¯) of such a map can be
simply evaluated using the Brouwer fixed-point theo-
rem. According to the theorem, the winding number
can be obtained by counting the number of k points at
which the flattened doubled Hamiltonian Q¯ is mapped
to a Hamiltonian y. More concretely, degy(Q¯) =∑
x∈Q¯−1(y) sgn
(
detDQ¯(x)
)
. Here, y can be chosen arbi-
trarily because the winding number does not depend on
this choice. We take y = iΓ0. Recall that there is only
one momentum that is mapped to iΓ0 by construction,
and the momentum is the location of the Dirac point that
survives in the long time evolution. Accordingly, we have
deg(Q¯) = ±1.
Generically, we must also consider the constraints from
time reversal or particle-hole symmetry on the map Q¯.
This simply corresponds to considering the homotopy
class on half the Brillouin zone, and will not change the
conclusion.
VII. MAPPING BETWEEN AZ AND AZ†
CLASSES
In this section, we prove the correspondence between
the NH AZ† and NH AZ classes. We will show that we
can transform a class s − 2 non-Hermitian Hamiltonian
to a class s† Hamiltonian by multiplying a constant ma-
trix, and vice versa. For the NH AZ class, particle hole
symmetry is given by the C-type transposition symmetry
cHTk c
−1 = cH−k with c = −1. Then,
cTHT (k) = cηcH(−k)c, (S31)
because cT = ηcc. Let us define H˜(k) = H(k)cM
†,
where M is an unitary operator chosen in such a way
that MM∗ = −cc∗ = −ηc. This is always possible in the
classification problem, where trivial bands (enlarging the
Hilbert space) can be added freely. For example, we can
take M = σy when ηc = 1 and M = 1 when ηc = −1 We
then have
MH˜T (k)M−1 = −cH˜(−k), MM∗ = −ηc (S32)
Therefore, for example, if H belonged to classes NH C
(s = 6) or NH D (s = 2), the new Hamiltonian H˜ belongs
to NH AI† (s = 0) or NH AII† (s = 4).
Next, for NH AZ classes, time reversal symmetry
is given by the K-type complex-conjugation symmetry,
kH∗kk
−1 = kH−k with k = +1. If this is the only sym-
metry, it is very easy to change the sign for  by taking
H˜ = iH. Therefore, for example, if H belonged to classes
NH AI (s = 0) or NH AII (s = 4), the new Hamiltonian
H˜ belongs to NH D† (s = 2) or NH C† (s = 6).
Finally, consider the case where we have both time
reversal and particle hole symmetries. Define H˜(k) =
eiφH(k)cM†. First, this newly defined Hamiltonian sat-
isfies the transformation (c, ηc) 7→ (−c,−ηc). To prove
the mapping, we also need to show that (k, ηk) 7→
(−k, ηk). It holds that
kH˜∗(k)k−1 = e−iφkH∗(k)c∗MT k−1
= e−iφkH∗(k)k−1
(
kc∗k−1
)(
kMT k−1
)
= e−iφkkckMH(−k)cM†
= e−2iφkkckM H˜(−k), (S33)
where kc and kM are defined by
kc∗k−1 = kcc, kM∗k−1 = kMM. (S34)
The first relation is specified from the commutation rela-
tion between K and C type symmetries [62]. The second
relation specifies our choice of matrix M , such that (i)
MM∗ = −ηc and (ii) kM∗k−1 = kMM for some kM
of unit modulus. Then, by choosing a proper φ, we can
always map k 7→ −k. This completes the mapping.
At the level of the doubled Hamiltonian, the classifica-
tion equivalence between NH classes (s − 2) and s† can
be easily derived. For the doubled Hamiltonian H¯,
c¯H¯∗(k)c¯−1 = CH¯(−k), c¯c¯∗ = ηc. (S35)
with
H¯ =
(
0 H
H† 0
)
, c¯ =
(
0 c
c 0
)
, Σ =
(
1 0
0 −1
)
,
(S36)
where Σ is an emergent chiral symmetry satisfying
ΣH¯(k)Σ−1 = −H¯(k), (S37)
Then, the doubled Hamiltonian has a C-type symmetry
with unitary implementation c¯Σ, with an opposite signs
of c:
(c¯Σ)H¯∗(k)(c¯Σ)−1 = −cH¯(−k), (c¯Σ)(c¯Σ)∗ = −ηc.
(S38)
7Since a doubled Hamiltonian with c¯ and Σ symmetries
can be regarded as a doubled Hamiltonian with c¯Σ and
Σ symmetries, there is a C-type mapping c¯ ↔ c¯Σ with
c, ηc ↔ −c,−ηc for doubled Hamiltonians. For K-type
mapping, one can show that k¯Σ satisfies (see Eq. (S23)
for the definition of k¯)
(k¯Σ)H¯∗(k)(k¯Σ)−1 = −kH¯(−k), (k¯Σ)(k¯Σ)∗ = ηk.
(S39)
where the difference between the type-C symmetry comes
from the fact that k¯ and Σ commute rather than anti-
commute. Therefore, at the doubled Hamiltonian level,
by mapping c¯ 7→ c¯Σ and k¯ 7→ k¯Σ, (ηc, c, ηk, k) 7→
(−ηc,−c, ηk,−k), meaning that NH classes s† and s−2
have the same point-gap classification.
VIII. NON-HERMITIAN BERNARD-LECLAIR
38 SYMMETRY CLASSES
In the classification framework, we map a non-
Hermitian system into a Hermitian one by doubling.
Meanwhile, both C and K symmetries become antiuni-
tary symmetries at the doubled level, which may seem to
obscure the distinction between the NH AZ and NH AZ†
classes. This is related to the redundancy associated with
the redefinition of the given symmetries [62, 63]. How-
ever, the way doubled symmetries are implemented dis-
tinguish two classes. At the doubled level, c¯ = (σx⊗ c)K
and k¯ = (I2⊗k)K, which gives different commutation re-
lations with an additional chiral symmetry of the doubled
Hamiltonian, Σ = σz ⊗ I.
We now discuss how previously-studied non-Hermitian
38-fold Bernard-LeClair symmetry classes [62, 63] are
mapped into NH AZ and AZ† classes. Because complex
conjugation symmetry is defined by k = qc (or cq∗), we
can show that kk∗ = ηk = ηcqc. In Ref. [62], we always
set qh†q−1 = h. Therefore, in this NH AZ† case where
kh∗k = −h, and qh†q−1 = −h, we have to map h 7→ ih
such that (−) signs are all removed. This would rotate
the spectrum, but would not change its shape. However,
since real and imaginary parts of the energy have totally
different physical meanings, two different representations
with q = +1 and −1 should be considered differently, as
emphasized in TABLE. I In TABLE. I and II, we sum-
marize how NH AZ and AZ† classes are mapped to sym-
metry classes in Ref. [62].
8Sym. Gen. Rel. Clifford Generators Cl. Sp. 0D d = 0 1 2 3 Known Class
1, {γ,m,Σ} C1 0 Z 0 Z NH A(†)
2, P {γ,m,Σ}ΣP C×21 0 Z×2 0 Z×2
3, Q
q = 1
q = −1
{γ,m}Q C1 0 Z 0 Z A
NH AIII(†)
4, PQ pq = 1 {γ,m, P}Q C1 0 Z 0 Z AIII
5, PQ pq = −1 {γ,m}Q,ΣP C×20 Z×2 0 Z×2 0
6, C c = 1, ηc = 1 {γ, Jm,Σ, C, JC} R7 0 0 0 Z NH AI†
7, C c = 1, ηc = −1 {γ, Jm,Σ, C, JC} R3 0 Z2 Z2 Z NH AII†
8, C c = −1, ηc = 1 {Jγ,m,Σ, C, JC} R3 0 Z2 Z2 Z NH D
9, C c = −1, ηc = −1 {Jγ,m,Σ, C, JC} R7 0 0 0 Z NH C
10, PC
c = 1, ηc = 1, pc = 1
c = −1, ηc = 1, pc = 1
{γ, Jm,Σ, C, JC}, [JΣP ]
{Jγ,m,Σ, C, JC}, [JΣP ] C1 0 Z 0 Z
11, PC
c = 1, ηc = −1, pc = 1
c = −1, ηc = −1, pc = 1
{γ, Jm,Σ, C, JC}, [JΣP ]
{Jγ,m,Σ, C, JC}, [JΣP ] C1 0 Z 0 Z
12, PC
c = 1, ηc = 1, pc = −1
c = −1, ηc = −1, pc = −1
{γ, Jm,Σ, C, JC}ΣP
{Jγ,m,Σ, C, JC}ΣP
R×27 0 0 0 Z×2
13, PC
c = 1, ηc = −1, pc = −1
c = −1, ηc = 1, pc = −1
{γ, Jm,Σ, C, JC}ΣP
{Jγ,m,Σ, C, JC}ΣP
R×23 0 Z×22 Z×22 Z×2
14, QC
q = 1, c = 1, ηc = 1, qc = 1
q = −1, c = 1, ηc = 1, qc = 1
{γ, Jm,C, JC}Q R0 Z 0 0 0 AI
NH BDI†
15, QC
q = 1, c = 1, ηc = −1, qc = 1
q = −1, c = 1, ηc = −1, qc = 1
{γ, Jm,C, JC}Q R4 Z 0 Z2 Z2 AII
NH CII†
16, QC
q = 1, c = −1, ηc = 1, qc = 1
q = −1, c = −1, ηc = 1, qc = 1
{Jγ,m,C, JC}Q R2 Z2 Z2 Z 0 D
NH BDI
17, QC
q = 1, c = −1, ηc = −1, qc = 1
q = −1, c = −1, ηc = −1, qc = 1
{Jγ,m,C, JC}Q R6 0 0 Z 0 C
NH CII
18, QC c = 1, ηc = 1, qc = −1 {Jγ,m,ΣC, JΣC}Q R6 0 0 Z 0 NH CI†
19, QC c = 1, ηc = −1, qc = −1 {Jγ,m,ΣC, JΣC}Q R2 Z2 Z2 Z 0 NH DIII†
20, QC c = −1, ηc = 1, qc = −1 {γ, Jm,ΣC, JΣC}Q R4 Z 0 Z2 Z2 NH DIII
21, QC c = −1, ηc = −1, qc = −1 {γ, Jm,ΣC, JΣC}Q R0 Z 0 0 0 NH CI
TABLE I. First half of the periodic table with symmetries, commutation relations, Clifford algebra generators (a subscript
indicates a commuting unitary symmetry, while a bracket indicates a unitary symmetry that squares to -1 and thus acts as an
imaginary unit), classifying space, topological classification in low dimensions, as well as corresponding known classes. Note
that depending on the commutation relations, equivalent representations can be physically distinct. To emphasize this, q or
k is explicitly written when the value is important to distinguish different labels.
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22, PQC
c = 1, ηc = 1, pq = 1, pc = 1, qc = 1
c = −1, ηc = 1, pq = 1, pc = 1, qc = 1
{γ, Jm, JP,C, JC}Q
{Jγ,m, JP,C, JC}Q
R1 Z2 Z 0 0 BDI
23, PQC
c = 1, ηc = −1, pq = 1, pc = 1, qc = 1
c = −1, ηc = −1, pq = 1, pc = 1, qc = 1
{γ, Jm, JP,C, JC}Q
{Jγ,m, JP,C, JC}Q
R5 0 Z 0 Z2 CII
24, PQC
c = 1, ηc = 1, pq = −1, pc = 1, qc = 1
c = −1, ηc = 1, pq = −1, pc = 1, qc = −1
c = 1, ηc = 1, pq = −1, pc = 1, qc = −1
c = −1, ηc = 1, pq = −1, pc = 1, qc = 1
{γ, Jm,C, JC}Q, [JΣP ]
{γ, Jm,ΣC, JΣC}Q, [JΣP ]
{Jγ,m,ΣC, JΣC}Q, [JΣP ]
{Jγ,m,C, JC}Q, [JΣP ]
C0 Z 0 Z 0
25, PQC
c = 1, ηc = −1, pq = −1, pc = 1, qc = 1
c = −1, ηc = −1, pq = −1, pc = 1, qc = −1
c = 1, ηc = −1, pq = −1, pc = 1, qc = −1
c = −1, ηc = −1, pq = −1, pc = 1, qc = 1
{γ, Jm,C, JC}Q, [JΣP ]
{γ, Jm,ΣC, JΣC}Q, [JΣP ]
{Jγ,m,ΣC, JΣC}Q, [JΣP ]
{Jγ,m,C, JC}Q, [JΣP ]
C0 Z 0 Z 0
26, PQC
c = 1, ηc = 1, pq = 1, pc = −1, qc = 1
c = −1, ηc = −1, pq = 1, pc = −1, qc = 1
c = 1, ηc = 1, pq = 1, pc = −1, qc = −1
c = −1, ηc = −1, pq = 1, pc = −1, qc = −1
{γ, Jm,P,C, JC}Q
{Jγ,m, P,C, JC}Q
{Jγ,m, P,ΣC, JΣC}Q
{γ, Jm,P,ΣC, JΣC}Q
R7 0 0 0 Z CI
27, PQC
c = 1, ηc = −1, pq = 1, pc = −1, qc = 1
c = −1, ηc = 1, pq = 1, pc = −1, qc = 1
c = 1, ηc = −1, pq = 1, pc = −1, qc = −1
c = −1, ηc = 1, pq = 1, pc = −1, qc = −1
{γ, Jm,P,C, JC}Q
{Jγ,m, P,C, JC}Q
{Jγ,m, P,ΣC, JΣC}Q
{γ, Jm,P,ΣC, JΣC}Q
R3 0 Z2 Z2 Z DIII
28, PQC
c = 1, ηc = 1, pq = −1, pc = −1, qc = 1
c = −1, ηc = −1, pq = −1, pc = −1, qc = −1
{γ, Jm,C, JC}Q,ΣP
{γ, Jm,ΣC, JΣC}Q,ΣP
R×20 Z×2 0 0 0
29, PQC
c = 1, ηc = −1, pq = −1, pc = −1, qc = 1
c = −1, ηc = 1, pq = −1, pc = −1, qc = −1
{γ, Jm,C, JC}Q,ΣP
{γ, Jm,ΣC, JΣC}Q,ΣP
R×24 Z×2 0 Z×22 Z×22
30, PQC
c = −1, ηc = 1, pq = −1, pc = −1, qc = 1
c = 1, ηc = −1, pq = −1, pc = −1, qc = −1
{Jγ,m,C, JC}Q,ΣP
{Jγ,m,ΣC, JΣC}Q,ΣP
R×22 Z×22 Z×22 Z×2 0
31, PQC
c = −1, ηc = −1, pq = −1, pc = −1, qc = 1
c = 1, ηc = 1, pq = −1, pc = −1, qc = −1
{Jγ,m,C, JC}Q,ΣP
{Jγ,m,ΣC, JΣC}Q,ΣP
R×26 0 0 Z×2 0
32, PQC
c = 1, ηc = 1, pq = 1, pc = 1, qc = −1
c = −1, ηc = 1, pq = 1, pc = 1, qc = −1
{Jγ,m, JP,ΣC, JΣC}Q
{γ, Jm, JP,ΣC, JΣC}Q
R5 0 Z 0 Z2
33, PQC
c = 1, ηc = −1, pq = 1, pc = 1, qc = −1
c = −1, ηc = −1, pq = 1, pc = 1, qc = −1
{Jγ,m, JP,ΣC, JΣC}Q
{γ, Jm, JP,ΣC, JΣC}Q
R1 Z2 Z 0 0
34, K
k = 1, ηk = 1
k = −1, ηk = 1
{γ, Jm, JΣ,K, JK} R1 Z2 Z 0 0 NH AI
NH D†
35, K
k = 1, ηk = −1
k = −1, ηk = −1
{γ, Jm, JΣ,K, JK} R5 0 Z 0 Z2 NH AII
NH C†
36, PK ηk = 1, pk = 1 {γ, Jm, JΣ,K, JK}ΣP R×21 Z×22 Z×2 0 0
37, PK ηk = −1, pk = 1 {γ, Jm, JΣ,K, JK}ΣP R×25 0 Z×2 0 Z×22
38, PK
ηk = 1, pk = −1
ηk = −1, pk = −1
{γ, Jm, JΣ,K, JK}, [JΣP ]
{γ, Jm, JΣ,K, JK}, [JΣP ] C1 0 Z 0 Z
TABLE II. Second half of the periodic table (continued from the previous one).
