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Abstract 
 Our purpose in this study was to present an integral-transform approach 
to the analytical solutions of the Pennes' bioheat transfer equation and to apply it 
to the calculation of temperature distribution in tissues in hyperthermia with 
magnetic nanoparticles (magnetic hyperthermia). 
The validity of our method was investigated by comparison with the 
analytical solutions obtained by the Green's function method for point and shell 
heat sources and the numerical solutions obtained by the finite-difference 
method for Gaussian-distributed and step-function sources.  
There was good agreement between the radial profiles of temperature 
calculated by our method and those obtained by the Green's function method. 
There was also good agreement between our method and the finite-difference 
method except for the central temperature for a step-function source that had 
approximately a 0.3% difference. We also found that the equations describing 
the steady-state solutions for point and shell sources obtained by our method 
agreed with those obtained by the Green’s function method. These results 
appear to indicate the validity of our method. 
 In conclusion, we presented an integral-transform approach to the 
bioheat transfer problems in magnetic hyperthermia, and this study 
demonstrated the validity of our method. The analytical solutions presented in 
this study will be useful for gaining some insight into the heat diffusion process 
during magnetic hyperthermia, for testing numerical codes and/or more 
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complicated approaches, and for performing sensitivity analysis and 
optimization of the parameters that affect the thermal diffusion process in 
magnetic hyperthermia. 
 
Keywords:  Magnetic hyperthermia, magnetic nanoparticle, Pennes' bioheat 
transfer equation, integral-transform method, Green’s function 
method 
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1 Introduction 
 Hyperthermia is one of the promising approaches to cancer therapy. The 
most commonly used heating method in the clinical setting is capacitive heating 
by use of a radiofrequency (RF) electric field [1]. However, a major technical 
problem with hyperthermia is the difficulty of heating the targeted tumor to the 
desired temperature without damaging the surrounding tissues, as the 
electromagnetic energy must be directed from an external source and penetrate 
normal tissue. Other hyperthermia modalities including RF ablation and 
ultrasound hyperthermia have been reported [2, 3], but the efficacies of these 
modalities depend on the size and depth of the tumor, and disadvantages include 
a limited ability to target the tumor and control the exposure. 
 Hyperthermia using magnetic nanoparticles (MNPs) (magnetic 
hyperthermia) was developed in the 1950s [4] and is still under development for 
overcoming the above disadvantages [5, 6]. MNPs generate heat in an 
alternating magnetic field as a result of hysteresis and relaxational losses, 
resulting in heating of the tissue in which MNPs accumulate [7]. With the 
development of precise methods for synthesizing functionalized MNPs [8], 
MNPs with functionalized surfaces, which have high specificity for a tumor 
tissue, have been developed as heating elements for magnetic hyperthermia [9]. 
Furthermore, there is renewed interest in magnetic hyperthermia as a treatment 
modality for cancer, especially when it is combined with other, more traditional 
therapeutic approaches such as the co-delivery of anticancer drugs or 
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photodynamic therapy [10]. From these aspects, magnetic hyperthermia has 
received much recent attention.  
 The bioheat transfer equation proposed by Pennes [11] is the basis for 
understanding the kinetics of the tumor and tissue heating. The solution of this 
equation is important both for treatment planning and for the design of new 
clinical heating systems [12]. 
 Various investigations have attempted to obtain analytical solutions to 
the Pennes’ bioheat transfer equation. Durkee and Antich [13] solved it in 
one-dimensional multi-region Cartesian and spherical geometry, based on the 
method of separation of variables and Green’s function method. Vyas and 
Rustgi [14] obtained an analytical solution by using the Green’s function 
method to describe the temperature distribution due to a laser beam with a 
Gaussian profile. Andra et al. [15] solved it for a constant heat source embedded 
in an infinite medium without blood perfusion by using the Laplace transform. 
Deng and Liu [16] derived analytical solutions to the bioheat transfer problems 
with generalized spatial or transient heating both on the skin surface and inside 
biological bodies by using the Green’s function method. Bagaria and Johnson 
[17] modeled diseased and healthy tissues as two finite concentric spherical 
regions and included the blood perfusion effect in both regions. They obtained 
analytical solutions to the model by separation of variables. Recently, Giordano 
et al. [18] derived fundamental solutions of the Pennes’ bioheat transfer 
equation in rectangular, cylindrical, and spherical coordinates. 
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 Although the Green's function method is a convenient way to describe 
thermal problems [19, 20] and has often been applied to solving the bioheat 
transfer equation as described above [12, 14], it is not rare for its handling to 
become complicated. Besides the Green’s function method, analytical solutions 
to the Pennes’ bioheat transfer equation can be obtained by use of the 
integral-transform method [19, 20], which is considered to be easier to 
implement than the Green's function method. To the best of our knowledge, 
however, there are few studies that have used this approach.  
 Our purpose in this study was to present an integral-transform approach 
to the analytical solutions of the Pennes' bioheat transfer equation for the 
calculation of the temperature distribution in tissues in magnetic hyperthermia 
and to investigate its validity by comparison with the Green's function method 
and the finite-difference method for several heat source models. 
 
2 Materials and methods 
2.1 Pennes' bioheat transfer equation 
To estimate the temperature distribution in vivo, we solved the Pennes' bioheat 
transfer equation [11] given by 
  PQTTc
t
T
c metabpbbp 


 ,                 (1) 
where T is the temperature of tissue,  the thermal conductivity of tissue, b the 
density of blood, cpb the specific heat of blood, b the blood perfusion rate, Ta 
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the temperature of arterial blood, Qmet the rate of metabolic heat generation, and 
P the energy dissipation.  and cp are the density and specific heat of tissue, 
respectively. In this study, it was assumed that the volume flow of blood per 
unit volume is constant and uniform throughout tissue, which means that b is 
constant. Furthermore, the above thermo-physical properties such as  and cp 
and Qmet were assumed to be constant. Therefore, Eq. (1) is reduced to 
   PTTc
t
T
c cbpbbp 


 ,                    (2) 
where  
bpbb
met
ac
c
Q
TT

 .                                       (3) 
Tc is considered to be the temperature of tissue in the steady state prior to 
heating or the core body temperature maintained by the balance between 
metabolic heat generation and blood perfusion. It should be noted that, when 
a
bpbb
met T
c
Q


, Tc can be assumed to be equal to Ta, as is often seen in the 
literature [12, 18]. When we describe Eq. (1) in spherical coordinates, Eq. (1) 
becomes 
  PTTc
r
T
r
rrt
T
c cbpbbp 














 2
2 .           (4)  
 
2.2 Integral-transform method 
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Applying the integral transform (Fourier sine transform) to Eq. (4) yields (see 
Appendix A) 





dr
F
r
TT
t
K
c 














0 22
)sin(e1
)(12
22
,           (5) 
where 

 pc
K   and 


 bpbb
c
2 , and )(F  is given by Eq. (A7). 
When r=0, using the formula 1
sin
lim
0

 x
x
x
, Eq. (5) is reduced to 
 




d
F
TT
t
K
c 














0 22
22
e1
)(12
.                     (6) 
In the steady state, i.e., when t , Eq. (5) is reduced to 
 



dr
F
r
TT c 



0 22
)sin(
)(12
.                         (7) 
When r=0 and t , Eq. (6) is reduced to 
 



d
F
TT c 



0 22
)(12
.                               (8) 
As illustrative examples, we considered four heat sources (point, shell, 
Gaussian-distributed, and step-function sources). 
 
2.2.1 Point source 
In this case, P is given by 
 )(
4 2
0 r
r
P
P 

 ,                                         (9) 
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where )(r  is a Dirac's delta function and P0 is the point heating energy. For 
this source, )(F  given by Eq. (A7) becomes 
 


4
2
)( 0
P
F  .                                       (10) 
Substituting Eq. (10) into Eq. (5) and using the formula abdx
xb
axx  

e
2
)sin(
0 22

, 
we obtain 
 









 



 




 dr
r
P
TT
t
Kr
c
0 222
0 )sin(ee
22
22
.      (11) 
In the steady state, i.e., when t , Eq. (11) is reduced to 
 
r
c
r
P
TT 

 e
4
0
.                                    (12) 
It should be noted that Eq. (12) is also obtained from Eq. (7), and that Eqs. (11) 
and (12) have a singularity at r=0, which is represented by the factor 1/r in the 
equations and reveals the highly localized effect of a point source. 
 
2.2.2 Shell source 
In this case, P is given by 
 )(
4
02
0 rr
r
P
P  

,                                    (13) 
and )(F  given by Eq. (A7) becomes 
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 0
0
0 sin
4
2
)( r
r
P
F 

  .                                 (14) 
Substituting Eq. (14) into Eq. (5) and using the formulae 
)]cos()[cos(
2
1
)sin()sin( bababxax   and ba
b
dx
xb
ax 


e
2
)cos(
0 22

, we obtain 
 









 











dr
r
rr
P
TT
t
Krrrr
c
0 22
0
0
2
0 )sin(e
)sin(
ee
42
22
00
.  
                                                             (15) 
When r=0, substituting Eq. (14 ) into Eq. (6) yields 
 









 



 





d
r
r
P
TT
t
Kr
c
0 22
0
0
2
0
22
0 e
)sin(
e
22
.          (16) 
In the steady state, Eqs. (15) and (16) become 
  00 ee
8 0
0 rrrr
c
rr
P
TT




                        (17) 
and 
 
0e
4 0
0 r
c
r
P
TT


 ,                                     (18) 
respectively. Note that Eqs. (17) and (18) are also obtained from Eqs. (7) and (8), 
respectively. 
 
2.2.3 Gaussian-distributed source 
In this case, P is given by 
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2
0
2
e0
r
r
PP

 ,                                            (19) 
where P0 is the maximum value of the energy dissipation at the center and r0 is a 
radius that is associated with how far from the center the heating is affecting the 
tissue. For this source, )(F  given by Eq. (A7) becomes 
 
43
00
2
0
2
e
4
2
)(
r
rPF



 .                                 (20) 
Substituting Eq. (20) into Eq. (5) yields 





dr
r
rP
TT
t
K
r
c 















0 22
43
00 )sin(e1
e
2
222
0
2
.         (21) 
In the steady state, i.e., when t , Eq. (21) is reduced to 





dr
r
rP
TT
r
c 




0 22
43
00 )sin(
e
2
2
0
2
,                    (22) 
When r=0, Eqs. (21) and (22) become 
 




d
rP
TT
t
K
r
c 















0 22
423
00
222
0
2
e1
e
2
                 (23) 
and 
 




d
rP
TT
r
c 




0 22
423
00
2
0
2
e
2
,                            (24) 
respectively. 
 
2.2.4 Step-function source 
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In this case, P is given by 
 






rr
rrP
P
0
00
for0
0for
,                                   (25) 
and )(F  given by Eq. (A7) becomes 
 





 )cos()sin(
12
)( 0
0
020
r
r
rPF 



 .                    (26) 
Substituting Eq. (26) into Eq. (5) yields 
 



dr
rrr
r
P
TT
t
K
c 















0 222
0000 )sin(e1
)(
)cos()sin(2
22
. (27) 
When r=0, Eq. (27) becomes 
 



d
rrrP
TT
t
K
c 















0 22
0000
22
e1
)(
)cos()sin(2
.      (28) 
 
2.3 Green’s function method 
2.3.1 Point source 
The Green’s function of the Pennes’ bioheat transfer equation for radial flow in 
an infinite domain in spherical coordinates has been given by Giordano et al. 
[18]. When using this function, we obtain the temperature for a point source as 
(see Appendix B) 
  



t
ta
r
tb
c d
ta
aP
TT
0 23
)(4
)(
23
0
)]([
e
8
2




,                      (29) 
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where 
pc
a


  and 
p
bpbb
c
c
b


 . It should be noted that, when r=0, the 
integral in Eq. (29) diverges to infinity. 
 In the steady state, i.e., when t , the integral in Eq. (29) has an 
analytical solution: 
r
a
b
ar

e
2 
. Thus, the steady-state solution obtained by the 
Greens' function method for a point source becomes 
 
r
a
b
c
r
P
TT

 e
4
0

.                                    (30) 
 
2.3.2 Shell source 
When using the Green's function given by Giordano et al. [18], we obtain the 
temperature for a shell source as (see Appendix B) 
 










 




t
ta
rr
ta
rrtb
c d
tarr
aP
TT
0
)(4
)(
)(4
)()(
0
0
2
0
2
0
ee
)(
e
8




.      (31) 
When r=0, we obtain from Eq. (B8) 
  



t
ta
r
tb
c d
ta
aP
TT
0 23
)(4
)(
23
0
)]([
e
8
2
0




.                      (32) 
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In the steady state, i.e., when t , the integral in Eq. (31) has an analytical 
solution: ]e[e
1 )( 00 rra
b
rr
a
b
ab

 . Thus, the steady-state solution obtained by 
the Greens' function method for a shell source becomes 
 ]e[e
8
)(
0
0
00 rr
a
b
rr
a
b
c
b
a
rr
P
TT


 .                 (33) 
Similarly, the integral at t  in Eq. (32) has an analytical solution: 
0
e
2
0
r
a
b
ar

. Thus, the steady-state solution for a shell source at r=0 becomes 
 
0
e
4 0
0
r
a
b
c
r
P
TT


 .                                   (34) 
 
2.4 Finite-difference method 
We also solved Eq. (4) by using the finite-difference method 
(forward-difference scheme) (see Appendix C) for Gaussian-distributed and 
step-function sources for comparison. When we used the finite-difference 
method (Appendix C), the outer radius of the domain for analysis was taken as 
15 cm, and the spatial and time intervals ( r  and t ) were taken as 0.3 mm 
and 


2
2rcp , respectively. 
 
2.5 Energy dissipation of magnetic nanoparticles 
 15 
Rosensweig [7] developed analytical relationships and computations of the 
energy dissipation of MNPs subjected to an alternating magnetic field (AMF). 
From this theory, P in Eq. (4) can be given by [6, 7] 
 2
2
000
)2(1
2



f
f
fHP

 ,                             (35) 
where 0 is the permeability of free space, 0 the equilibrium susceptibility, and 
H0 and f the amplitude and frequency of the AMF, respectively. is the 
effective relaxation time given by 
 
BN 
111
 ,                                          (36) 
where N and B are the Neel relaxation and Brownian relaxation time, 
respectively [6, 7]. N and B are given by the following relationships [6, 7]: 
 



2
e
0

 N  and 
Tk
V
B
H
B


3
 ,                           (37) 
where 0 is the average relaxation time in response to a thermal fluctuation,  
the viscosity of medium, kB the Boltzmann constant, T the temperature, and 
TkKV BM / , with K being the anisotropy constant of MNP. VH is taken as 
the hydrodynamic volume of MNP that is larger than the magnetic volume 
6/3DVM   for MNP of diameter D. As a model for VH, it is assumed that 
MH VDV
3)/21(  , where  is the thickness of a sorbed surfactant layer. 
Because the actual equilibrium susceptibility 0 is dependent on the magnetic 
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field, 0 is assumed to be the chord susceptibility corresponding to the Langevin 
equation, given by 
  )
1
(coth
3
0



  i ,                                  (38) 
where TkVM BMdi 3
2
0  , TkHVM BMd0  , )2cos(0 ftHH  , Md is the 
domain magnetization of a suspended particle, and  is the volume fraction of 
MNPs. 
 In this study, we considered magnetite (Fe3O4) as MNPs. The above 
parameters for magnetite were taken to be as follows: kA/m446dM , 
3kJ/m9K , J/kg/K670pc , and 
3kg/m5180  [21].  was taken as 0.003, 
which is close to the typical magnetite dosage of ~10 mg Fe per gram of tumor 
that has been reported in clinical studies [22].  
 Figure 1(a) shows the relationship between P and D for magnetite, in 
which H0 was fixed at 5 mT and f was varied from 100 kHz to 1000 kHz with an 
interval of 100 kHz, whereas Fig. 1(b) shows the case when f was fixed at 500 
kHz and H0 was varied from 1 mT to 10 mT with an interval of 1 mT. It should 
be noted that the unit of mT can be converted to kA/m by use of the relationship 
kA/m0.796mT1  . As shown in Fig. 1, P largely depends on D and its 
maximum value increases with increasing f and H0. 
 As an illustrative example, we considered the case with nm91D , 
kHz500f , and mT50 H . In this case, 
36 W/m1028.2 P . For a point 
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source, we assumed that MNPs were located within a sphere with a radius of 1 
mm. From the relationship VPP /0 , where V is the volume of the region 
where MNPs are located, P0 in Eq. (9) was taken as 0.0096 W. For a shell 
source, r0 and the width of the shell were assumed to be 5 mm and 1 mm, 
respectively, resulting in 3mm2.315V . Thus, P0 in Eq. (13) was assumed to 
be 0.72 W. For Gaussian-distributed and step-function sources, 
36
0 W/m1028.2  PP  was used in Eqs. (19) and (25). 
 
2.6 Numerical studies 
Numerical studies were performed under the following conditions: The values 
for the thermo-physical properties of blood and tissue were assumed to be as 
follows [21]:  = 0.502 W/m/K, = 1060 kg/m3, cp = 3600 J/kg/K, b = 1000 
kg/m3, cpb = 4180 J/kg/K, b = 6.4×10-3 s-1, and Tc = 310 K. In this study, the r0 
values in Eqs. (13), (19), and (25) were all taken as 5 mm. 
 
3 Results 
Figure 2 shows a comparison of the radial profiles of temperature calculated by 
our method and those calculated by the Green's function method for a point 
source at three time points (5, 10, and 100 s). As shown in Fig. 2, there was 
good agreement between them. 
 18 
 Figure 3 shows a comparison of the radial profiles of temperature 
calculated by our method and those calculated by the Green's function method 
for a shell source at four time points (10, 50, 100, and 1000 s). As shown in Fig. 
3, there was good agreement between them. 
 Figure 4 shows a comparison of the radial profiles of temperature 
calculated by our method and those calculated by the finite-difference method 
for a Gaussian-distributed source at four time points (10, 50, 100, and 500 s). As 
shown in Fig. 4, there was good agreement between them.  
 Figure 5 shows a comparison of the radial profiles of temperature 
calculated by our method and those calculated by the finite-difference method 
for a step-function source at four time points (10, 50, 100, and 500 s). As shown 
in Fig. 5, although some difference (approximately 0.3%) was observed at r=0, 
there was good agreement between them except for the central temperature. 
 
4 Discussion 
In this study, we presented an integral-transform approach to the bioheat 
transfer problems in magnetic hyperthermia and derived the transient and 
steady-state analytical solutions to the Pennes' bioheat transfer equation for 
several heat source models by using this approach. Furthermore, we investigated 
the validity of this approach by comparison with the analytical solutions 
obtained by the Green’s function method for point and shell sources and the 
numerical solutions obtained by the finite-difference method for 
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Gaussian-distributed and step-function sources. To the best of our knowledge, 
these analytical solutions obtained by the integral-transform approach have not 
been reported previously. The largest difference was observed between the 
central temperature obtained by our method and that obtained by the 
finite-difference method for a step-function source (Fig. 5), but the difference 
was approximately 0.3% at most. Excluding this case, there was good 
agreement between our method and the Green’s function method or the 
finite-difference method (Figs. 2-5), indicating the validity of our method. 
 As previously described, the steady-state solutions obtained by the 
Greens' function method for point and shell sources are given by Eqs. (30) and 
(33), respectively. Because 
a
b
, Eqs. (30) and (33) agree with Eqs. (12) 
and (17) derived from our method, respectively. Furthermore, the steady-state 
solution for a shell source at r=0 obtained by the Greens' function method [Eq. 
(34)] also agrees with that obtained by our method [Eq. (18)]. These results also 
appear to indicate the validity of our method. 
 The shell source used in this study is a model consisting of a thin shell of 
MNPs in the outer surface of a spherical solid tumor whose outer region extends 
to infinity and represents the normal tissue. As pointed out by Giordano et al. 
[18], this model is a realistic model distribution that provides an approximately 
constant therapeutic temperature inside the tumor. For this model, there was 
also good agreement between our method and the Green's function method. 
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 The Green's function method is a convenient way of solving differential 
equations such as the Pennes’ bioheat transfer equation [12, 14]. Mathematically, 
the Green’s function is the solution to a differential equation with an 
instantaneous point source. When the temperature distribution for various heat 
sources is calculated by use of the Green’s function method, it is necessary to 
compute the integral of the product of the Green’s function and the function 
describing the heat source as shown in Eqs. (B4) and (B7). In general, this 
integral becomes a double integral with respect to the temporal and spatial 
variables. For point and shell sources that can be described by a Dirac’s delta 
function as shown in Eqs. (9) and (13), it is relatively easy to compute the 
double integral. However, it is not always easy to compute the double integral 
for heat sources whose function cannot be described by a Dirac’s delta function, 
such as Guassian-distributed and step-function sources. On the other hand, the 
integral-transform method presented in this study appears much easier to 
implement than the Green's function method. 
 In the integral-transform method presented in this study, the kernel for 
the integral transform was taken to be )sin(2 r . In general, the kernel 
should be chosen depending on the boundary conditions at 0r  [19]. When 
the boundary condition at 0r  is of the first kind, the kernel should be 
)sin(2 r , whereas it should be )cos(2 r  for the boundary condition 
of the second kind [19]. In this study, the parameter   [ r (see Appendix 
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A)] is always zero at 0r , that is, the boundary condition at 0r  is of the 
first kind. Thus, we used )sin(2 r  as the kernel for the integral transform 
in this study. 
 The analytical solutions presented in this study were based on several 
assumptions. First, the domain for analysis was assumed to be infinite. Although 
this assumption is considered to be valid for deep tumors surrounded by normal 
tissue, our method cannot be applied to the case of relatively superficial tumors. 
Second, the thermo-physical properties of blood and tissue were assumed to be 
the same in both the tumor and normal tissue. Third, the shape of tumors and the 
distribution of MNPs were assumed to be spherically symmetric. Although the 
analytical solutions derived in this study cannot be applied to cases with 
complex geometries and/or a heterogeneous medium, they will provide useful 
tools for testing of numerical codes and/or more complicated approaches, and 
for performing sensitivity analysis of the parameters involved in a problem [18]. 
 In conclusion, we presented an integral-transform approach to the 
bioheat transfer problems in magnetic hyperthermia, and this study 
demonstrated the validity of our method. The analytical solutions presented in 
this study will be useful for gaining some insight into the heat-diffusion process 
during magnetic hyperthermia, for testing of numerical codes and/or more 
complicated approaches, and for performing sensitivity analysis and 
optimization of the parameters that affect the thermal diffusion process in 
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magnetic hyperthermia.
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Appendix A 
When the following parameter is introduced: 
 cTT  ,                                           (A1) 
Eq. (4) is reduced to 
 Pc
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r
rrt
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 2
2 .                (A2) 
Furthermore, if we perform the following variable transformation: r , Eq. 
(A2) becomes 
  


 rP
rt
K 




 2
2
2
,                             (A3) 
where 
 

 pc
K   and 


 bpbb
c
2 .                           (A4) 
If we apply the integral transform (Fourier sine transform) [19, 20] to Eq. (A3), 
we obtain 
 



 )(
)( 22
F
t
K 


,                        (A5) 
where   is defined by [20] 
 drr


0
)sin(
2


 ,                               (A6) 
and 
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 denotes the Fourier-transform variable, which is assumed to take all values 
from 0 to infinity continuously. It should be noted that   and 
r

 at r  
were taken as zero to obtain Eq. (A5). 
Solving Eq. (A5) with respect to t yields 
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where )0(  is the value of   at 0t . If we assume that the temperature (T) 
at 0t  is equal to Tc, we obtain 0)0(  . Using the following inverse 
Fourier transformation [20]: 
 
 dr)sin()(
2
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we obtain  
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Finally, by use of 
r

  and Eqs. (A1) and (A4), the temperature (T) can be 
obtained by Eq. (9). 
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Appendix B 
The Green's function of Eq. (A2) in an infinite domain is given by [18] 
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Point source 
 For a point source model, P is given by Eq. (12). In this case, the 
solution to Eq. (A2) is given by 
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Using the following relationship: 
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and the formula 
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Thus, we obtain Eq. (29). 
 
Shell source 
 In this case, P is given by Eq. (16). In this case, the solution to Eq. (A2) 
is given by 
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Thus, we obtain Eq. (31). 
 When r=0, using Eq. (B5) and the formula 1
sin
lim
0

 x
x
x
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Thus, we obtain Eq. (32). 
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Appendix C 
To solve Eq. (4), we used the following finite-difference method 
(forward-difference scheme). First, we divide the spatial and time domains into 
small intervals r  and t  such that ),,2,1()1( Mirir  and 
),,2,1()1( Njtjt  , and we denote the temperature at the nodal point 
ri   at the time tj   by jiT , . For 0r , i.e., 1i , Eq. (4) is reduced to 
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where jiP ,  denotes the energy dissipation at the nodal point ri   at the time 
tj  . Thus, 1, jiT  can be computed from 
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for i=2, 3, …, M and j=1, 2, …, N.      
For 0r , i.e., 1i , we used the following L'Hopital's rule [23] to 
avoid dividing by zero: 
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or 
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for j=1, 2, …, N. For numerical stability, the following condition should be 
satisfied [24]: 
 5.02 

rc
t
p

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As boundary conditions, 
r
T


  was taken as zero at the center and outer 
boundary, i.e., jj TT ,1,2   and jMjM TT ,1,   for j=1, 2, ..., N. As initial conditions, 
the temperature at t=0 was assumed to be Tc, i.e., ci TT 1,  for i=1, 2, ..., M. 
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Figure Legends 
Fig. 1 (a) Relationship between the energy dissipation (P) and the diameter 
of magnetic nanoparticles (MNPs) (D) for magnetite, in which the 
amplitude of the alternating magnetic field (H0) was fixed at 5 mT and 
the frequency (f) was varied from 100 kHz to 1000 kHz with an 
interval of 100 kHz. 
 (b) Relationship between P and D for magnetite, in which f was fixed 
at 500 kHz and H0 was varied from 1 mT to 10 mT with an interval of 
1 mT. The unit of mT can be converted to kA/m by use of the 
relationship kA/m0.796mT1  .  
Fig. 2  Comparison of the radial profiles of temperature calculated by our 
method and those obtained by the Green's function method for a point 
source. The solid, dashed, and dotted lines show the results calculated 
by our method at t=5 s, 10 s, and 100 s, respectively, whereas the 
closed circles, squares, and triangles show the results obtained by the 
Green's function method at t=5 s, 10 s, and 100 s, respectively. 
Fig. 3 Comparison of the radial profiles of temperature calculated by our 
method and those obtained by the Green's function method for a shell 
source. The solid, long dashed, dashed, and dotted lines show the 
results calculated by our method at t=10 s, 50 s, 100 s, and 1000 s, 
respectively, whereas the closed circles, squares, triangles, and 
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diamonds show the results obtained by the Green's function method at 
t=10 s, 50 s, 100 s, and 1000 s, respectively. 
Fig. 4 Comparison of the radial profiles of temperature calculated by our 
method and those obtained by the finite-difference method for a 
Gaussian-distributed source. The solid, long dashed, dashed, and 
dotted lines show the results calculated by our method at t=10 s, 50 s, 
100 s, and 500 s, respectively, whereas the closed circles, squares, 
triangles, and diamonds show the results obtained by the 
finite-difference method at t=10 s, 50 s, 100 s, and 500 s, respectively. 
Fig. 5  Comparison of the radial profiles of temperature calculated by our 
method and those obtained by the finite-difference method for a 
step-function source. The solid, long dashed, dashed, and dotted lines 
show the results calculated by our method at t=10 s, 50 s, 100 s, and 
500 s, respectively, whereas the closed circles, squares, triangles, and 
diamonds show the results obtained by the finite-difference method at 
t=10 s, 50 s, 100 s, and 500 s, respectively. 
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