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Abstract
In this document, we introduce a notion of entropy for stochastic processes
on marked rooted graphs. For this, we employ the framework of local weak
limit theory for sparse marked graphs, also known as the objective method, due
to Benjamini, Schramm, Aldous, Steele and Lyons [BS01, AS04, AL07]. Our
contribution is a generalization of the notion of entropy introduced by Bordenave
and Caputo [BC15] to graphs which carry marks on their vertices and edges.
The theory of time series is the engine driving an enormous range of appli-
cations in areas such as control theory, communications, information theory and
signal processing. It is to be expected that a theory of stationary stochastic pro-
cesses indexed by combinatorial structures, in particular graphs, would eventually
have a similarly wide-ranging impact.
1 Preliminaries and Notation
N denotes the set of natural numbers, Z+ the set of nonnegative integers, Z the set of
integers and R the set real numbers. For n ∈ N, [n] denotes the set {1, . . . , n}. For a
probability distribution Q defined on a finite set, H(Q) denotes the Shannon entropy
of Q. For a metric space X , we denote the set of Borel probability measures on X by
P(X). For two Borel probability measures µ, ν ∈ P(X), dLP(µ, ν) denotes the Le´vy–
Prokhorov distance between µ and ν [Bil13]. All logarithms in this document are to
the natural base. Equality by definition is denoted by :=.
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1.1 Marked Graphs
All graphs in this document are defined on a finite or countably infinite vertex set, and
are assumed to be locally finite, i.e. the degree of each vertex is finite. Given a graph
G, we denote its vertex set by V (G). A simple graph is a graph without self-loops
or multiple edges between pairs of vertices. A simple marked graph is a simple graph
where each edge carries two marks coming from a finite edge mark set, one towards
each of its endpoints, and each vertex carries a mark from a finite vertex mark set. We
denote the edge and vertex mark sets by Ξ and Θ respectively. For an edge between
vertices v, w ∈ V (G), we denote its mark towards the vertex v by ξG(w, v), and its mark
towards the vertex w by ξG(v, w). Also, τG(v) denotes the mark of a vertex v ∈ V (G).
Let Gn denote the set of graphs and G¯n the set of marked graphs on the vertex set [n].
All graphs and marked graphs appearing in this document are also assumed to be
simple, unless otherwise stated. Therefore we will use the terms “graph” and “marked
graph” as synonymous with “simple locally finite graph” and “simple locally finite
marked graph” respectively. Further, since a graph can be considered to be a marked
graph with the edge and vertex mark sets being of cardinality 1, all definitions that
are made for marked graphs will be considered to have been simultaneously made for
graphs.
Let G be a finite marked graph. We define the edge mark count vector of G by
~mG := (mG(x, x
′) : x, x′ ∈ Ξ) where mG(x, x
′) is the number of edges (v, w) in G where
ξG(v, w) = x and ξG(w, v) = x
′, or ξG(v, w) = x
′ and ξG(w, v) = x. Likewise, we define
the vertex mark count vector of G by ~uG := (uG(θ) : θ ∈ Θ) where uG(θ) is the number
of vertices v ∈ V (G) with τG(v) = θ.
For a marked graph G and vertices v, w ∈ V (G), we write v ∼G w to denote that
v and w are adjacent in G. Moreover, for a vertex o ∈ V (G), degx,x
′
G (o) denotes the
number of vertices v connected to o in G such that ξG(v, o) = x and ξG(o, v) = x
′,
and degG(o) denotes the degree of o, i.e. the total number of vertices connected to
o in G, which is precisely
∑
x,x′∈Ξ deg
x,x′
G (o). Additionally, for vertices v, w ∈ V (G),
distG(v, w) denotes the distance between v and w, which is the length of the shortest
path connecting v to w.
A marked forest is a marked graph with no cycles. A marked tree is a connected
marked forest.
1.2 The Framework of Local Weak Convergence
Given a connected marked graph G on a finite or countably infinite vertex set and a
vertex o ∈ V (G), we call the pair (G, o) a rooted connected marked graph. We extend this
notation to a marked graph G that is not necessarily connected and a vertex o ∈ V (G)
by defining (G, o) to be (G(o), o), where G(o) denotes the connected component of o in
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G. In general, we call (G, o) a rooted marked graph.
Definition 1. Let G and G′ be marked graphs. Let o ∈ V (G) and o′ ∈ V (G′). We
say that (G, o) and (G′, o′) are isomorphic, and write (G, o) ≡ (G′, o′), if there exists
a bijection between the sets of vertices of G(o) and G′(o′) which maps o to o′ while
preserving vertex marks, the adjacency structure of these connected components, and
the edge marks.
Isomorphism defines an equivalence relation on rooted connected marked graphs.
The isomorphism class of a rooted marked graph (G, o) is denoted by [G, o], and is
determined by (G(o), o). The set comprised of the isomorphism classes [G, o] of all
rooted marked graphs on any finite or countably infinite vertex set, where the edge
and vertex marks come from the sets Ξ and Θ respectively, is denoted by G¯∗(Ξ,Θ).
When the mark sets are clear from the context, we use G¯∗ as a shorthand for G¯∗(Ξ,Θ).
Likewise, let T¯∗(Ξ,Θ) denote the subset of G¯∗(Ξ,Θ) consisting of all isomorphism classes
[T, o] where (T, o) is a rooted marked forest. As for general graphs, the isomorphism
class of (T, o) is determined by the marked tree (T (o), o), where T (o) is the connected
component of the vertex o ∈ T . When the mark sets are clear from the context, we use
T¯∗ as a shorthand for T¯∗(Ξ,Θ).
For an integer h ≥ 0, we denote by (G, o)h the h–neighborhood of the vertex o ∈
V (G), rooted at o. This is defined by considering the subgraph of G consisting of all
the vertices v ∈ V (G) such that distG(o, v) ≤ h and then making this subgraph rooted
at o. The isomorphism class of the h–neighborhood (G, o)h is denoted by [G, o]h. It is
straightforward to check that [G, o]h is determined by [G, o].
For [G, o], [G′, o′] ∈ G¯∗, we define d∗([G, o], [G
′, o′]) to be 1/(1 + h∗), where h∗ is the
maximum over integers h ≥ 0 such that (G, o)h ≡ (G
′, o′)h. If (G, o)h ≡ (G
′, o′)h for
all h ≥ 0, it is easy to see that (G, o) ≡ (G′, o′), i.e. [G, o] = [G′, o′]. In this case,
d∗([G, o], [G
′, o′]) is defined to be zero. It can be easily checked that G¯∗, equipped with
d∗, is a metric space. In particular, it satisfies the triangle equality. In fact, it can
be shown, for any finite sets Ξ and Θ, that G¯∗(Ξ,Θ) and T¯∗(Ξ,Θ) are complete and
separable metric spaces, i.e. Polish spaces [AL07].1
For an integer h ≥ 0, let G¯h∗ ⊂ G¯∗ consist of isomorphism classes of rooted marked
graphs where all the vertices of the connected component of the root are at distance at
most h from the root. For instance, for [G, o] ∈ G¯∗, we have [G, o]h ∈ G¯
h
∗ . We define
T¯ h∗ ⊂ T¯∗ similarly. Note that, by definition, we have G¯
0
∗ ⊂ G¯
1
∗ ⊂ · · · ⊂ G¯∗. Consequently,
for [G, o] ∈ G¯h∗ and 0 ≤ k ≤ h, we have [G, o]k ∈ G¯
k
∗ .
For a Polish space X , we say that a sequence of Borel probability measures (µn ∈
P(X) : n ∈ N) converges weakly to µ ∈ P(X), and write µn ⇒ µ, if, for any bounded
continuous function f : X → R, we have
∫
fdµn →
∫
fdµ. If X is Polish, then weak
1In fact, a more general statement without requiring that Ξ and Θ be finite sets holds, but we refer
the reader to [AL07] for more details about this, as we do not need that more general statement here.
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convergence is equivalent to convergence with respect to the Le´vy–Prokhorov distance,
i.e. µn ⇒ µ is equivalent to dLP(µn, µ)→ 0. See [Bil71, Bil13] for more details on weak
convergence of Borel probability measures.
For a marked graph G on a finite vertex set, we define U(G) ∈ P(G¯∗) as
U(G) :=
1
|V (G)|
∑
v∈V (G)
δ[G,v], (1)
where [G, v] denotes the isomorphism class of the connected component of v in G rooted
at v. In words, U(G) is the neighborhood structure of the graph G from the point of
view of a vertex chosen uniformly at random. Moreover, for h ≥ 0, let
U(G)h :=
1
|V (G)|
∑
v∈V (G)
δ[G,v]h, (2)
be the depth h neighborhood structure of a vertex in G chosen uniformly at random.
Note that U(G)h ∈ P(G¯
h
∗ ).
Given a sequence (Gn : n ∈ N) of marked graphs, if U(Gn)⇒ µ for some µ ∈ P(G¯∗),
then we say that the sequence Gn converges in the local weak sense to µ, and say that µ
is the local weak limit of the sequence. A Borel probability measure µ ∈ P(G¯∗) is called
sofic if it is the local weak limit of a sequence of finite marked graphs. Not all Borel
probability measures on G¯∗ are sofic. A necessary condition for a measure to be sofic
exists, called unimodularity [AL07]. To define this, let G¯∗∗ be the set of isomorphism
classes [G, o, v] of marked connected graphs with two distinguished vertices o, v ∈ V (G)
(which are ordered, but need not be distinct). Here, isomorphism is naturally defined as
a bijection preserving marks and adjacency structure which maps the two distinguished
vertices of one object to the respective ones of the other. A measure µ ∈ P(G¯∗) is called
unimodular if, for all measurable non–negative functions f : G¯∗∗ → R+, we have∫ ∑
v∈V (G)
f([G, o, v])dµ([G, o]) =
∫ ∑
v∈V (G)
f([G, v, o])dµ([G, o]), (3)
where in each expression the summation is over v ∈ V (G) that are in the same connected
component of G as o, since otherwise the expression [G, o, v] is not defined. It can be
seen that, in order to check unimodularity, it suffices to check the above condition for
functions f such that f([G, o, v]) = 0 unless v is adjacent to o. This is called involution
invariance [AL07]. We denote the set of unimodular probability measures on G¯∗ by
Pu(G¯∗). Similarly, as T¯∗ ⊂ G¯∗, we can define the set of unimodular probability measures
on T¯∗, which we denote by Pu(T¯∗).
For µ ∈ P(G¯∗), and θ ∈ Θ, we denote by Πθ(µ) the probability under µ of the
root having mark θ, i.e. P (τG(o) = θ) where [G, o] has law µ.
2 With this, let ~Π(µ) :=
2Here we observe that τG(o) is the same for all (G, o) in the equivalence class [G, o], so we can
unambiguously write τG(o) given only the equivalence class [G, o].
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(Πθ(µ) : θ ∈ Θ) be the probability vector of the root mark. Also, for x, x
′ ∈ Ξ, we
define degx,x′(µ) := E
[
degx,x
′
G (o)
]
where [G, o] has law µ.3 In fact, degx,x′(µ) denotes
the expected number of edges connected to the root with mark x towards the root and
mark x′ towards the other endpoint. Moreover, let deg(µ) be the expected degree at
the root. Note that, by definition, we have deg(µ) =
∑
x,x′∈Ξ degx,x′(µ). Furthermore,
let ~deg(µ) := (degx,x′(µ) : x, x
′ ∈ Ξ).
Every µ ∈ P(G¯∗) that appears in this document will be assumed to satisfy deg(µ) <
∞. However, for clarity, we will explicitly repeat this condition wherever necessary.
1.3 Local Weak Convergence for Multigraphs
The framework above, which was defined for (locally finite, simple) graphs, can be
extended to multigraphs, as defined in [BC15, Section 2]. Here we give a brief intro-
duction, and refer the reader to [BC15], and also to [AS04], [AL07], for further reading.
A multigraph on a finite or countably infinite vertex set V is a pair G = (V, ω)
where ω : V 2 → Z+ is such that, for u, v ∈ V , ω(u, u) is even and ω(u, v) = ω(v, u).
We interpret ω(u, u)/2 as the number of self-loops at vertex u, and ω(u, v) as the
number of edges between vertices u and v. The degree of a vertex u is defined to be
deg(u) :=
∑
v∈V ω(u, v). The notions of path, distance and connectivity are naturally
defined for multigraphs. A multigraph G is called locally finite if deg(v) < ∞ for all
v ∈ V .
All multigraphs encountered in this document will be locally finite, so the term
“multigraph” will be considered synonymous with “locally finite multigraph”. Further,
we assume that all multigraphs are unmarked.
It can be checked that a multigraph is a graph (i.e. a locally finite multigraph is
a simple locally finite graph) precisely when ω(u, v) ∈ {0, 1} for all pairs of vertices u
and v (in particular, ω(u, u) = 0 for all vertices u).
A rooted multigraph (G, o) is a multigraph on a finite or countably infinite vertex
set V together with a distinguished vertex o ∈ V .
Definition 2. Two rooted multigraphs (G1, o1) = ((V1, ω1), o1) and (G2, o2) = ((V2, ω2), o2)
are said to be isomorphic if there is a bijection σ between the sets of vertices of the re-
spective connected components of the roots which preserves the roots and connectivity.
Namely, σ(o1) = o2 and we have ω2(σ(v), σ(u)) = ω1(v, u) for all u and v in the
connected component of o1. We denote this by writing (G1, o1) ≡ (G2, o2).
This notion of isomorphism defines an equivalence relation on rooted connected
multigraphs, where the equivalence class to which a rooted multigraph belongs is de-
3Here we observe that degx,x
′
G (o) is the same for all (G, o) in the equivalence class [G, o].
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termined by the connected component of the root. Let Ĝ∗ be the set of all equivalence
classes [G, o] of rooted multigraphs corresponding to this isomorphism relation.
For h ≥ 0, let (G, o)h denote the induced multigraph defined by the vertices in G
with distance no more than h from o, rooted at o. Let [G1, o1], [G2, o2] ∈ Ĝ∗ and (G1, o1)
and (G2, o2) be arbitrary members of [G1, o1] and [G2, o2], respectively. The distance
between [G1, o1], [G2, o2] ∈ Ĝ∗ is defined to be 1/(1 + h∗), where h∗ is the maximum h
such that (G1, o1)h ≡ (G2, o2)h. If (G1, o1)h ≡ (G2, o2)h for all h ≥ 0, then we define
the distance to be zero, because this occurs precisely when (G1, o1) ≡ (G2, o2). It can
be checked that this distance defined on Ĝ∗ is indeed a metric, and Ĝ∗ equipped with
this metric is a Polish space [AL07].
2 Marked Unimodular Galton–Watson Trees
In this section, we introduce an important class of unimodular probability distributions
on T¯∗, called marked unimodular Galton–Watson trees. These probability distributions
can be thought of as the counterpart of finite memory Markov processes in the local
weak convergence language. The construction here is a generalization of the one in
Section 1.2 of [BC15]. Before giving the definition, we need to set up some notation.
Given µ ∈ P(G¯∗), let µh ∈ P(G¯
h
∗ ) denote the law of [G, o]h, where [G, o] has law µ.
We similarly define µh ∈ P(T¯
h
∗ ) for µ ∈ P(T¯∗), recalling that T¯∗ ⊂ G¯∗. For a marked
graph G, on a finite or countably infinite vertex set, and adjacent vertices u and v in G,
we define G(u, v) to be the pair (ξG(u, v), (G
′, v)) where G′ is the connected component
of v in the graph obtained from G by removing the edge between u and v. Similarly,
for h ≥ 0, G(u, v)h is defined as (ξG(u, v), (G
′, v)h). See Figure 1 for an example. Let
G[u, v] denote the pair (ξG(u, v), [G
′, v]), so G[u, v] ∈ Ξ × G¯∗. Likewise, for h ≥ 0, let
G[u, v]h denote (ξG(u, v), [G
′, v]h), so G[u, v]h ∈ Ξ× G¯
h
∗ .
For g ∈ Ξ × G¯∗, we call the Ξ component of g its mark component and denote it
by g[m]. Moreover, we call the G¯∗ component of g its subgraph component and denote
it by g[s]. Given a marked graph G and adjacent vertices u and v in G, and for
g ∈ Ξ × G¯∗, we write G(u, v) ≡ g to denote that ξG(u, v) = g[m] and also (G
′, v) falls
in the isomorphism class g[s]. We define the expression G(u, v)h ≡ g for g ∈ Ξ× G¯
h
∗ in
a similar fashion. For g ∈ Ξ× G¯h∗ and an integer k ≥ 0, we define gk ∈ Ξ× G¯
min{h,k}
∗ to
have the same mark component as g, i.e. gk[m] := g[m], and subgraph component the
truncation of the subgraph component of g up to depth k, i.e. gk[s] := (g[s])k. For a
marked graph G, two adjacent vertices u, v in G, and h ≥ 1, we define the depth h type
of the edge (u, v) as
ϕhG(u, v) := (G[v, u]h−1, G[u, v]h−1) ∈ (Ξ× G¯
h−1
∗ )× (Ξ× G¯
h−1
∗ ). (4)
Note that we have employed the convention that the first component on the right hand
6
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Figure 1: (a) A marked graph G on the vertex set {1, . . . , 5} with vertex mark set
Θ = { , } and edge mark set Ξ = {Blue (solid),Orange (wavy)}. In (b), G(1, 3)
is illustrated where the first component ξG(1, 3) is depicted as a half edge with the
corresponding mark going towards the root 3, and (c) illustrates G(1, 3)2. Note that
G(1, 3) can be interpreted as cutting the edge between 1 and 3 and leaving the half
edge connected to 3 in place. Moreover, note that, in constructing G(u, v), although
we are removing the edge between u and v, it might be the case that u is still reachable
from v through another path, as is the case in the above example.
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Figure 2: ϕ3G(1, 3) for the graph in Figure 1, with the first component on the left and the
second component on the right. Note that the order in setting the notation ϕhG(u, v)
is chosen so that the first component (G[3, 1]2 here) is the neighborhood of the first
vertex mentioned in the notation (1 in this example), and the second component is
the neighborhood of the vertex mentioned second (3 in this example). Also note that
the subgraph part of each of the two components of ϕ3G(1, 3) in this example is an
equivalence class, which is the reason why there are no vertex labels.
side (i.e. G[v, u]h−1) is the neighborhood of the first vertex appearing on the left hand
side (i.e. u). See Figure 2 for an example.
For a rooted marked graph (G, o), integer h ≥ 1, and g, g′ ∈ Ξ× G¯h−1∗ , we define
Eh(g, g
′)(G, o) := |{v ∼G o : ϕ
h
G(o, v) = (g, g
′)}|. (5)
Also, for [G, o] ∈ G¯∗, we can write Eh(g, g
′)([G, o]) for Eh(g, g
′)(G, o), where (G, o) is an
arbitrary member of [G, o]. This notation is well-defined, since Eh(g, g
′)(G, o), thought
of as a function of (G, o) for fixed integer h ≥ 1 and g, g′ ∈ Ξ×G¯h−1∗ , is invariant under
rooted isomorphism.
For h ≥ 1, P ∈ P(G¯h∗ ), and g, g
′ ∈ Ξ× G¯h−1∗ , define
eP (g, g
′) := EP [Eh(g, g
′)(G, o)] .
Here, (G, o) is a member of the isomorphism class [G, o] that has law P . This notation
is well-defined for the same reason as above.
Definition 3. Let h ≥ 1. A probability distribution P ∈ P(G¯h∗ ) is called admissible if
EP [degG(o)] <∞ and eP (g, g
′) = eP (g
′, g) for all g, g′ ∈ Ξ× G¯h−1∗ .
The following simple lemma indicates the importance of the concept of admissibility.
Lemma 1. Let h ≥ 1, and let µ ∈ Pu(G¯∗) be a unimodular probability measure with
deg(µ) <∞. Let P := µh. Then P is admissible.
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t t′ t⊕ t′ t′ ⊕ t
Figure 3: t⊕ t′ and t′ ⊕ t for t, t′ ∈ Ξ× T¯∗ depicted on the left. We have employed our
general convention in drawing objects in Ξ× T¯∗, which is to draw the mark component
as a half edge towards the root. In the figures for t⊕ t′ and t′ ⊕ t the root is vertex at
the top of the figure. Note that in this example t⊕ t′ is different from t′ ⊕ t.
Proof. Using the definition of unimodularity, for g, g′ ∈ Ξ× G¯h−1∗ , we have
eP (g, g
′) = Eµ
[∑
v∼Go
1
[
ϕhG(o, v) = (g, g
′)
]]
= Eµ
[∑
v∼Go
1
[
ϕhG(v, o) = (g, g
′)
]]
= Eµ
[∑
v∼Go
1
[
ϕhG(o, v) = (g
′, g)
]]
= eP (g
′, g).
For the case of rooted marked trees, all the above notation can be defined similarly
by substituting for G¯∗ with T¯∗, since T¯∗ ⊂ G¯∗. While we have defined the notion of an
admissible probability distribution P for P ∈ P(G¯h∗ ), h ≥ 1, we will soon see that it
suffices to be focused on the case P ∈ P(T¯ h∗ ), h ≥ 1.
For t, t′ ∈ Ξ×T¯∗, define t⊕ t
′ ∈ T¯∗ as the isomorphism class of the rooted tree (T, o)
where o has a subtree isomorphic to t[s], and o has an extra offspring v where the subtree
rooted at v is isomorphic to t′[s]. Furthermore, ξT (v, o) = t[m] and ξT (o, v) = t
′[m].
See Figure 3 for an example. Note that, in general, t⊕ t′ is different from t′ ⊕ t. Also,
note that if t ∈ Ξ× T¯ k∗ and t
′ ∈ Ξ× T¯ l∗ , then we have t⊕ t
′ ∈ T¯
max{k,l+1}
∗ .
The operation ⊕ described above helps to elucidate the structure of marked rooted
trees of fixed depth, i.e. members of T¯ h∗ , h ≥ 0. Some of their properties are gathered
in Appendix A.
Now, for h ≥ 1, given an admissible P ∈ P(T¯ h∗ ), we define a Borel probability
measure UGWTh(P ) ∈ P(T¯∗), which is called the marked unimodular Galton–Watson
tree with depth h neighborhood distribution P , as follows. For t, t′ ∈ Ξ×T¯ h−1∗ such that
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eP (t, t
′) > 0, define P̂t,t′ ∈ P(Ξ× T¯
h
∗ ) via:
P̂t,t′(t˜) := 1
[
t˜h−1 = t
] P (t˜⊕ t′)Eh(t, t′)(t˜⊕ t′)
eP (t, t′)
, for t˜ ∈ Ξ× T¯ h∗ . (6)
Moreover, in case eP (t, t
′) = 0, we define P̂t,t′(t˜) = 1
[
t˜ = t
]
.
We first check that P̂t,t′(t˜) defines a probability distribution over t˜. This is clear
when eP (t, t
′) = 0, so assume that eP (t, t
′) > 0. By definition, we have
eP (t, t
′) =
∑
t′′∈T¯ h∗
P (t′′)Eh(t, t
′)(t′′).
Note that Eh(t, t
′)(t′′) > 0 iff for some t˜ ∈ Ξ × T¯ h∗ with t˜h−1 = t, we have t
′′ = t˜ ⊕ t′.
Also, it is easy to see that two different t˜(1) and t˜(2) in Ξ × T¯ h∗ with t˜
(1)
h−1 = t˜
(2)
h−1 = t
give rise to different objects t˜(1) ⊕ t′ and t˜(2) ⊕ t′. This readily implies that summing
P̂t,t′(t˜) over all t˜ ∈ Ξ× T¯
h
∗ such that t˜h−1 = t gives 1, and hence Pˆt,t′(t˜) is a probability
distribution over t˜.
With this, we define UGWTh(P ) to be the law of [T, o] where (T, o) is the random
rooted marked tree constructed as follows. First, we sample the h neighborhood of the
root, (T, o)h, according to P . Then, for each offspring v ∼T o of the root, we sample
t˜ ∈ Ξ× T¯ h∗ according to the law P̂t,t′(.) where t = T [o, v]h−1 and t
′ = T [v, o]h−1. Note
that, by definition, we have t˜h−1 = t. This means that the subtree component of t˜
agrees with the subtree component of t up to depth h − 1. This allows us to add at
most one layer to T (o, v)h−1 so that T (o, v)h ≡ t˜. We carry out the same procedure
independently for each offspring of the root. At this step, the rooted tree has depth
at most h + 1. Subsequently, we follow the same procedure for vertices at depth 2, 3,
and so on inductively to construct (T, o). More specifically, for a vertex v at depth k of
(T, o) with parent w, we sample t˜ from P̂t,t′(.) with t = T [w, v]h−1 and t
′ = T [v, w]h−1.
Since by definition, we have t˜h−1 = t, we can add at most one layer to T (w, v)h−1 so
that T (w, v)h ≡ t˜. We do this independently for all vertices at depth k. If, at the time
we do the above procedure for vertices at depth k, there is no vertex at that depth, we
stop the procedure. Finally, we define UGWTh(P ) to be the law of [T, o].
As shown in Corollary 5 in Appendix B, if [T, o] is outside a measure zero set with
respect to UGWTh(P ), for all vertices v ∈ V (T ) \ {o} we have eP (t, t
′) > 0 where
t = T [w, v]h−1 and t
′ = T [v, w]h−1, with w being the parent of v. This means that the
need to refer to the definition of P̂t,t′ when eP (t, t
′) = 0 will not arise, with probability
1.
For each integer h ≥ 1, the probability distribution UGWTh(P ) ∈ P(T¯∗) satisfies a
useful continuity property in its defining admissible probability distribution P ∈ P(T¯ h∗ ).
This is stated in the following Lemma 2, whose proof is in Appendix C.
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Lemma 2. Let h ≥ 1. Assume that an admissible probability distribution P ∈ P(T¯ h∗ )
together with a sequence of admissible probability distributions P (n) ∈ P(T¯ h∗ ) are given
such that P (n) ⇒ P and, for all t, t′ ∈ Ξ× T¯ h−1∗ , we have eP (n)(t, t
′) → eP (t, t
′). Then
we have UGWTh(P
(n))⇒ UGWTh(P ).
The following Lemma 3 justifies the terminology used for the probability distri-
bution UGWTh(P ) ∈ P(T¯∗) constructed from an admissible probability distribution
P ∈ P(T¯ h∗ ), by establishing that UGWTh(P ) is unimodular. The proof is given in
Appendix D.
Lemma 3. Let h ≥ 1. For an admissible probability distribution P ∈ P(T¯ h∗ ), let
UGWTh(P ) ∈ P(T¯∗) denote the marked unimodular Galton–Watson tree with depth h
neighborhood distribution P . Then UGWTh(P ) is a unimodular distribution.
The following proposition states a key property of the probability distribution
UGWTh(P ), which should be reminiscent of a finite order Markov property. This is
an important result for understanding the structure of UGWTh(P ). The proof, which is
provided in Appendix E, is very similar to the proof of the second part of Proposition 1.1
in [BC15].
Proposition 1. Let h ≥ 1 and let P ∈ P(T¯ h∗ ), i.e. P is an admissible probability
distribution. Then, for all k ≥ h, we have
UGWTk((UGWTh(P ))k) = UGWTh(P ). (7)
The following proposition is not used in any way in the subsequent discussion. The
proof depends on several results to be developed during the course of this document,
and is provided in the last of the appendices, namely Appendix H.
Proposition 2. Given an integer h ≥ 1 and an admissible probability distribution
P ∈ P(T¯ h∗ ), the probability distribution UGWTh(P ) is sofic.
For h ≥ 1 and admissible P ∈ P(T¯ h∗ ) such that d := EP [degT (o)] > 0, let πP denote
the probability distribution on (Ξ× T¯ h−1∗ )× (Ξ× T¯
h−1
∗ ) defined as
πP (t, t
′) :=
eP (t, t
′)
d
.
Since for each [T, o] ∈ T¯∗ we have
degT (o) =
∑
t,t′∈Ξ×T¯ h−1∗
Eh(t, t
′)(T, o),
we have d =
∑
t,t′∈Ξ×T¯ h−1∗
eP (t, t
′). Consequently, πP is indeed a probability distribution.
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For h ≥ 1 and admissible P ∈ P(T¯ h∗ ) with H(P ) <∞ and EP [degT (o)] > 0, define
Jh(P ) := −s(d) +H(P )−
d
2
H(πP )−
∑
t,t′∈Ξ×T¯ h−1∗
EP [logEh(t, t
′)!] , (8)
where d := EP [degT (o)] is the average degree at the root and s(d) =
d
2
− d
2
log d.
Note that s(d) is finite, since d < ∞. Also, H(P ) < ∞, H(πP ) ≥ 0, and for each
t, t′ ∈ Ξ × T¯ h−1∗ , EP [logEh(t, t
′)!] ≥ 0. Thereby, Jh(P ) is well-defined and is in the
range [−∞,∞).
Definition 4. For integer h ≥ 1, we say that a probability distribution P ∈ P(T¯ h∗ ) is
strongly admissible if P is admissible, H(P ) < ∞, and EP [degT (o) log degT (o)] < ∞.
Let Ph denote the set of strongly admissible probability distributions P ∈ P(T¯
h
∗ ).
In part 2 of Corollary 1 of Lemma 4 below, we show that, for h ≥ 1 and P ∈ P(T¯ h∗ ),
the admissibility of P , together with the condition EP [degT (o) log degT (o)] < ∞ is
necessary and sufficient for P to be strongly admissible, i.e. P ∈ Ph. Namely, the
requirement that H(P ) <∞ in the definition of strong admissibility of P is automatic
given the other requirements, and need not be explicitly imposed.
In particular, this means that, for a unimodular µ ∈ Pu(T¯∗), if Eµ [degT (o) log degT (o)] <
∞, then for all h ≥ 1 we have µh ∈ Ph. This is because µ being unimodular with
deg(µ) <∞ implies that µh is admissible for all h ≥ 1, as we show in Lemma 1.
The proof of Lemma 4 below is given in Appendix F.
Lemma 4. Given a unimodular µ ∈ Pu(T¯∗) and an integer h ≥ 1, assume that with
P := µh, we have P is strongly admissible, i.e. P ∈ Ph. Then, with P˜ := µh+1, we have
P˜ ∈ Ph+1.
Corollary 1. The following hold:
1. Assume that for a unimodular measure µ ∈ Pu(T¯∗), we have Eµ [degT (o) log degT (o)] <
∞. Then, for all integers h ≥ 1, we have µh ∈ Ph, i.e. µh is strongly admissible.
2. Let h ≥ 1 and P ∈ P(T¯ h∗ ). Then P ∈ Ph, i.e. P being strongly admissible, is
equivalent to P admissible and EP [degT (o) log degT (o)] <∞.
Proof. To prove part 1, let µ ∈ Pu(T¯∗) with Eµ [degT (o) log degT (o)] <∞. By Lemma 4,
to show that µh ∈ Ph for all h ≥ 1, it suffices to show that µ1 ∈ P1. Let P := µ1. From
Eµ [degT (o) log degT (o)] < ∞ we have Eµ [degT (o)] < ∞. Since deg(µ) = Eµ [degT (o)],
from Lemma 1 we see that P is admissible. We also have EP [degT (o) log degT (o)] =
Eµ [degT (o) log degT (o)] <∞. By the definition of strong admissibility in Definition 4,
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all that remains to show is that H(P ) < ∞. For this, observe that a rooted tree
[T, o] ∈ T¯ 1∗ is uniquely determined by knowing the integers
N θ,θ
′
x,x′(T, o) := |{v ∼T o : ξT (v, o) = x, τT (o) = θ, ξT (o, v) = x
′, τT (v) = θ
′}|,
for all x, x′ ∈ Ξ and θ, θ′ ∈ Θ. On the other hand, for x, x′ ∈ Ξ and θ, θ′ ∈ Θ,
EP
[
N θ,θ
′
x,x′(T, o)
]
≤ EP [degT (o)] < ∞. Consequently, when [T, o] ∼ P , the entropy
of the random variable N θ,θ
′
x,x′(T, o) is finite. To see this, for k ≥ 0, let pk denote the
probability under P that N θ,θ
′
x,x′(T, o) = k. Furthermore, let qk :=
1
2k+1
. Then we have
H(N θ,θ
′
x,x′(T, o)) =
∞∑
k=0
pk log
1
pk
(a)
≤
∞∑
k=0
pk log
1
qk
=
(
1 + EP
[
N θ,θ
′
x,x′(T, o)
])
log 2 <∞,
where step (a) comes from Gibbs’ inequality, i.e. the nonnegativity of relative entropy,∑∞
k=0 pk log
pk
qk
≥ 0. Since Ξ and Θ are finite sets, we have H(P ) <∞, which completes
the proof of part 1.
To see part 2, first note that, by definition, if P ∈ Ph then P is admissible and
EP [degT (o) log degT (o)] < ∞. To show the other direction, define µ := UGWTh(P ).
By Lemma 3 we have µ ∈ Pu(T∗). Further, we have
Eµ [degT (o) log degT (o)] = EP [degT (o) log degT (o)] <∞.
Consequently, the first part of this corollary implies that P = µh ∈ Ph, and this
completes the proof.
3 Towards the Definition of the Marked BC En-
tropy
In this section, we make the initial steps towards defining a generalization of the notion
of entropy defined in [BC15] for the marked regime discussed above. Our entropy
function is going to be defined for probability distributions µ ∈ P(G¯∗) with 0 < deg(µ) <
∞. We call this notion of entropy the BC entropy after Bordenave and Caputo.
Let the finite edge and vertex mark sets Ξ and Θ respectively be given. An edge mark
count vector is defined to be a vector of nonnegative integers ~m := (m(x, x′) : x, x′ ∈ Ξ)
such that m(x, x′) = m(x′, x) for all x, x′ ∈ Ξ. A vertex mark count vector is defined to
be a vector of nonnegative integers ~u := (u(θ) : θ ∈ Θ). Since Ξ is finite, we may assume
it is an ordered set. We define ‖~m‖1 :=
∑
x≤x′∈Ξm(x, x
′) and ‖~u‖1 :=
∑
θ∈Θ u(θ).
For an integer n ∈ N and edge mark and vertex mark count vectors ~m and ~u, define
G
(n)
~m,~u to be the set of marked graphs on the vertex set [n] such that ~mG = ~m and ~uG = ~u.
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Note that G
(n)
~m,~u is empty unless ‖~m‖1 ≤
(
n
2
)
and ‖~u‖1 = n. Furthermore, if these two
conditions are satisfied, it is easy to see that
|G
(n)
~m,~u| =
n!∏
θ∈Θ u(θ)!
×
n(n−1)
2
!∏
x≤x′∈Ξm(x, x
′)!×
(
n(n−1)
2
− ‖~m‖1
)
!
× 2
∑
x<x′∈Ξm(x,x
′). (9)
An average degree vector is defined to be a vector of nonnegative reals ~d = (dx,x′ :
x, x′ ∈ Ξ) such that for all x, x′ ∈ Ξ, we have dx,x′ = dx′,x. Moreover, we require that∑
x,x′∈Ξ dx,x′ > 0.
Definition 5. Given an average degree vector ~d and a probability distribution Q = (qθ :
θ ∈ Θ), we say that a sequence (~m(n), ~u(n)) of edge mark count vectors and vertex mark
count vectors ~m(n) and ~u(n) is adapted to (~d,Q), if the following conditions hold:
1. For each n, we have ‖~m(n)‖1 ≤
(
n
2
)
and ‖~u(n)‖1 = n.
2. For x ∈ Ξ, we have m(n)(x, x)/n→ dx,x/2.
3. For x 6= x′ ∈ Ξ, we have m(n)(x, x′)/n→ dx,x′ = dx′,x.
4. For θ ∈ Θ, we have u(n)(θ)/n→ qθ.
5. For x, x′ ∈ Ξ, dx,x′ = 0 implies m
(n)(x, x′) = 0 for all n.
6. For θ ∈ Θ, qθ = 0 implies u
(n)(θ) = 0 for all n.
If ~m(n) and ~u(n) are sequences such that (~m(n), ~u(n)) is adapted to (~d,Q) then, using
Stirling’s approximation in (9), we have
log |G
(n)
~m(n),~u(n)
| = ‖~m(n)‖1 logn + nH(Q) + n
∑
x,x′∈Ξ
s(dx,x′) + o(n), (10)
where
s(d) :=
{
d
2
− d
2
log d d > 0,
0 d = 0.
See Appendix G for the details on how to derive (10). To simplify the notation, we
may write s(~d) for
∑
x,x′∈Ξ s(dx,x′).
To lead up to the definition of the BC entropy in Definition 7, we now give the
definitions of upper and lower BC entropy.
14
Definition 6. Assume µ ∈ P(G¯∗) is given, with 0 < deg(µ) <∞. For ǫ > 0, and edge
and vertex mark count vectors ~m and ~u, define
G
(n)
~m,~u(µ, ǫ) := {G ∈ G
(n)
~m,~u : dLP(U(G), µ) < ǫ}.
Fix an average degree vector ~d and a probability distribution Q = (qθ : θ ∈ Θ), and also
fix sequences of edge and vertex mark count vectors ~m(n) and ~u(n) such that (~m(n), ~u(n))
is adapted to (~d,Q). With these, define
Σ~d,Q(µ, ǫ)|(~m(n),~u(n)) := lim sup
n→∞
log |G
(n)
~m(n),~u(n)
(µ, ǫ)| − ‖~m(n)‖1 logn
n
,
which we call the ǫ–upper BC entropy. Since this is increasing in ǫ, we can define the
upper BC entropy as
Σ~d,Q(µ)|(~m(n),~u(n)) := limǫ↓0
Σ~d,Q(µ, ǫ)|(~m(n),~u(n)).
We may define the ǫ–lower BC entropy Σ~d,Q(µ, ǫ)|(~m(n),~u(n)) similarly as
Σ~d,Q(µ, ǫ)|(~m(n),~u(n)) := lim infn→∞
log |G
(n)
~m(n),~u(n)
(µ, ǫ)| − ‖~m(n)‖1 log n
n
.
Since this is increasing in ǫ, we can define the lower BC entropy Σ~d,Q(µ)|(~m(n),~u(n)) as
Σ~d,Q(µ)|(~m(n),~u(n)) := limǫ↓0
Σ~d,Q(µ, ǫ)|(~m(n),~u(n)).
To close this section, we prove an upper semicontinuity result that will be superseded
later by the upper semicontinuity result of Theorem 4.
Lemma 5. Assume that a sequence µk ∈ P(G¯∗) together with µ ∈ P(G¯∗) are given such
that µk ⇒ µ. Let ~d = (dx,x′ : x, x
′ ∈ Ξ) be an average degree vector and Q = (qθ : θ ∈ Θ)
a probability distribution. Let ~m(n), ~u(n) be sequences such that (~m(n), ~u(n)) is adapted to
(~d,Q). Then, we have
Σ~d,Q(µ)|(~m(n),~u(n)) ≥ lim sup
k→∞
Σ~d,Q(µk)|(~m(n),~u(n)).
Proof. For ǫ > 0, let B(µ, ǫ) denote the ball around µ of radius ǫ with respect to the
Le´vy–Prokhorov distance. Since G¯∗ is Polish, weak convergence in P(G¯∗) is equivalent
to convergence with respect to the Le´vy–Prokhorov metric. Hence, for ǫ > 0, µk ⇒ µ
implies that for k large enough, we have B(µ, ǫ) ⊇ B(µk, ǫ/2). Therefore, we have
|G
(n)
~m(n),~u(n)
(µk, ǫ/2)| ≤ |G
(n)
~m(n),~u(n)
(µ, ǫ)|. Consequently,
Σ~d,Q(µ, ǫ)|(~m(n),~u(n)) ≥ Σ~d,Q(µk, ǫ/2)|(~m(n),~u(n)) ≥ Σ~d,Q(µk)|(~m(n),~u(n)).
Taking the limsup on the right hand side and then sending ǫ to zero on the left hand
side, we get the desired result.
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4 Definition of the Marked BC Entropy and Main
Results
In this section, we state the main theorems proved in this document. These theorems
establish properties of the upper and lower marked BC entropy, which enable us to
define the marked BC entropy and establish some of its properties. The main proposi-
tions that are used to prove these theorems are also stated in this section and we give
the proofs of these theorems, assuming that the propositions are proved. The proofs of
the propositions themselves are given later in the document.
The following Theorem 1 shows that certain conditions must be met for the marked
BC entropy to be of interest.
Theorem 1. Let an average degree vector ~d = (dx,x′ : x, x
′ ∈ Ξ) and a probability
distribution Q = (qθ : θ ∈ Θ) be given. Suppose µ ∈ P(G¯∗) with 0 < deg(µ) < ∞
satisfies any one of the following conditions:
1. µ is not unimodular.
2. µ is not supported on T¯∗.
3. degx,x′(µ) 6= dx,x′ for some x, x
′ ∈ Ξ, or Πθ(µ) 6= qθ for some θ ∈ Θ.
Then, for any choice of the sequences ~m(n) and ~u(n) such that (~m(n), ~u(n)) is adapted to
(~d,Q), we have Σ~d,Q(µ)|(~m(n),~u(n)) = −∞.
Theorem 1 is proved by means of Propositions 3 and 4 below.
Proposition 3. Assume that µ ∈ P(G¯∗) with 0 < deg(µ) <∞ is given. Also, assume
that a degree vector ~d = (dx,x′ : x, x
′ ∈ Ξ) and a probability distribution Q = (qθ : θ ∈ Θ)
are given. Let ~m(n) and ~u(n) be sequences such that (~m(n), ~u(n)) is adapted to (~d,Q). If
µ is not unimodular, or ~d 6= ~deg(µ), or Q 6= ~Π(µ), we have Σ~d,Q(µ)|(~m(n),~u(n)) = −∞.
Proposition 4. Assume µ ∈ P(G¯∗) with 0 < deg(µ) <∞ is given such that µ(T¯∗) < 1.
Then, if ~m(n) and ~u(n) are any sequences such that (~m(n), ~u(n)) is adapted to ( ~deg(µ), ~Π(µ)),
we have Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) = −∞.
The proofs of these statements are given in Section 6.1 and it is immediate to see
that they prove Theorem 1. A consequence of Theorem 1 is that the only case of
interest in the discussion of marked BC entropy is when µ ∈ Pu(T¯∗), ~d = ~deg(µ),
Q = ~Π(µ), and the sequences ~m(n) and ~u(n) are such that (~m(n), ~u(n)) is adapted to
( ~deg(µ), ~Π(µ)). Namely, the only upper and lower marked BC entropies of interest are
Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) and Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) respectively.
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The following Theorem 2 establishes that the upper and lower marked BC entropies
do not depend on the choice of the defining pair of sequences (~m(n), ~u(n)). Further, this
theorem establishes that the upper marked BC entropy is always equal to the lower
marked BC entropy,
Theorem 2. Assume that an average degree vector ~d = (dx,x′ : x, x
′ ∈ Ξ) together with
a probability distribution Q = (qθ : θ ∈ Θ) are given. For any µ ∈ P(G¯∗) such that
0 < deg(µ) <∞, we have
1. The values of Σ~d,Q(µ)|(~m(n),~u(n)) and Σ~d,Q(µ)|(~m(n),~u(n)) are invariant under the spe-
cific choice of the sequences ~m(n) and ~u(n) such that (~m(n), ~u(n)) is adapted to
(~d,Q). With this, we may simplify the notation and unambiguously write Σ~d,Q(µ)
and Σ~d,Q(µ).
2. Σ~d,Q(µ) = Σ~d,Q(µ). We may therefore unambiguously write Σ~d,Q(µ) for this com-
mon value, and call it the marked BC entropy of µ ∈ P(G¯∗) for the average
degree vector ~d and a probability distribution Q = (qθ : θ ∈ Θ). Moreover,
Σ~d,Q(µ) ∈ [−∞, s(
~d) +H(Q)].
From Theorem 1 we conclude that unless ~d = ~deg(µ), Q = ~Π(µ), and µ is a uni-
modular measure on T¯∗, we have Σ~d,Q(µ) = −∞. In view of this, for µ ∈ P(G¯∗) with
deg(µ) <∞, we write Σ(µ) for Σ ~deg(µ),~Π(µ)(µ). Likewise, we may write Σ(µ) and Σ(µ)
for Σ ~deg(µ),~Π(µ)(µ) and Σ ~deg(µ),~Π(µ)(µ), respectively. Note that, unless µ ∈ Pu(T¯∗), we
have Σ(µ) = Σ(µ) = Σ(µ) = −∞.
We are now in a position to define the marked BC entropy.
Definition 7. For µ ∈ P(G¯∗) with 0 < deg(µ) < ∞, the marked BC entropy of µ is
defined to be Σ(µ).
Next, we give a recipe to compute the marked BC entropy for the marked unimod-
ular Galton–Watson trees defined in Section 2. We also characterize the marked BC
entropy of any µ ∈ Pu(T¯∗) in terms of the marked BC entropies of the marked unimod-
ular Galton–Watson trees with neighborhood distribution given by the truncation of µ
up to any depth.
Theorem 3. Let µ ∈ Pu(T¯∗) be a unimodular probability measure with 0 < deg(µ) <∞.
Then,
1. If Eµ [degT (o) log degT (o)] =∞, then Σ(µ) = Σ(µ) = Σ(µ) = −∞.
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2. If Eµ [degT (o) log degT (o)] <∞, then, for each h ≥ 1, the probability measure µh
is admissible, and H(µh) < ∞. Furthermore, the sequence (Jh(µh) : h ≥ 1) is
nonincreasing, and
Σ(µ) = Σ(µ) = Σ(µ) = lim
h→∞
Jh(µh).
Now, we proceed to state the propositions needed to prove Theorems 2 and 3 and
explain how they prove the two theorems. We give the proofs of these propositions in
Section 6. Our proof techniques are similar to those given in [BC15].
In view of Propositions 3 and 4, in order to address parts 1 and 2 of Theorem 2, we
may assume that µ ∈ Pu(T¯∗), ~d = ~deg(µ), and Q = ~Π(µ), since otherwise Σ~d,Q(µ) =
Σ~d,Q(µ) = −∞. To prove part 1 of Theorem 2, the strategy is to find a lower bound
for Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) and an upper bound for Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)), and then to
show that they match. We first prove a lower bound for Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) when
µ is of the form UGWTh(P ) for P ∈ Ph being strongly admissible.
Proposition 5. Let h ≥ 1. Let P ∈ Ph, i.e. P is strongly admissible. Assume that with
µ := UGWTh(P ) we have 0 < deg(µ) < ∞. Then, if ~m
(n) and ~u(n) are any sequences
such that (~m(n), ~u(n)) is adapted to ( ~deg(µ), ~Π(µ)), we have
Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) ≥ Jh(P ).
The proof of Proposition 5 is given in Section 6.2. Now, for a unimodular probability
measure µ ∈ Pu(T¯∗) such that 0 < deg(µ) < ∞ and Eµ [degT (o) log degT (o)] < ∞,
Corollary 1 implies that, for all h ≥ 1, µh is strongly admissible, i.e. µh ∈ Ph. In
particular, H(µh) < ∞ and Jh(µh) is well defined. With this observation in mind, we
next give, for each h ≥ 1, an upper bound for Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)), for µ ∈ Pu(T¯∗)
such that 0 < deg(µ) <∞ and H(µh) <∞.
Proposition 6. Let h ≥ 1. Let µ ∈ Pu(T¯∗) be a unimodular probability measure, with
0 < deg(µ) < ∞ and H(µh) < ∞. Then, if ~m
(n) and ~u(n) are sequences such that
(~m(n), ~u(n)) is adapted to ( ~deg(µ), ~Π(µ)), we have
Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) ≤ Jh(µh). (11)
The proof of Proposition 6 is given in Section 6.3. Now, we consider the case
Eµ [degT (o) log degT (o)] = ∞ and show that the marked BC entropy is −∞ in this
case.
Proposition 7. Let µ ∈ Pu(T¯∗) be a unimodular probability measure such that 0 <
deg(µ) < ∞ and Eµ [degT (o) log degT (o)] = ∞. Then, if ~m
(n) and ~u(n) are sequences
such that (~m(n), ~u(n)) is adapted to ( ~deg(µ), ~Π(µ)), we have
Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) = −∞. (12)
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Proposition 7 is proved in Section 6.4.
We now demonstrate how the propositions in this section can be used to prove
Theorems 2 and 3. We have already observed that Propositions 3 and 4 imply that,
in order to address parts 1 and 2 of Theorem 2, we may assume that µ ∈ Pu(T¯∗),
~d = ~deg(µ), and Q = ~Π(µ). Proposition 7 then immediately implies parts 1 and 2 of
Theorem 2 and part 1 of Theorem 3, for every µ ∈ P(G¯∗) for which 0 < deg(µ) < ∞
and Eµ [degG(o) log degG(o)] =∞.
Thus it remains to consider the case of unimodular µ ∈ Pu(T¯∗) with 0 < deg(µ) <∞
and Eµ [degT (o) log degT (o)] < ∞. We have already observed that Corollary 1 implies
that for such µ, for all h ≥ 1, µh is strongly admissible, i.e. µh ∈ Ph and that this
implies, in particular, that H(µh) <∞ and Jh(µh) is well defined.
We first show that, in this case, the sequence Jh(µh) is nonincreasing in h. For
h ≥ 1, let ν(h) := UGWTh(µh). Observe that ~deg(µ) = ~deg(ν
(h)) and ~Π(µ) = ~Π(ν(h)).
From Propositions 5 and 6, we have
Jh+1(µh+1) ≤ Σ ~deg(µ),~Π(µ)(ν
(h+1))|(~m(n),~u(n))
≤ Σ ~deg(µ),~Π(µ)(ν
(h+1))|(~m(n),~u(n))
≤ Jh((ν
(h+1))h)
= Jh(µh),
where the last equality uses the fact that (ν(h+1))h = (UGWTh+1(µh+1))h = µh, which
is proved in Proposition 1. Hence, J∞(µ) := limh→∞ Jh(µh) exists. Further, since
Proposition 6 proves that Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) ≤ Jh(µh) holds for all h ≥ 1, we
get Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) ≤ J∞(µ). Now, we show that Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) ≥
J∞(µ). Note that, since µh ∈ Ph is strongly admissible, Proposition 5 implies that
Σ ~deg(ν(h)),~Π(ν(h))(ν
(h))|(~m(n),~u(n)) ≥ Jh(µh) ≥ J∞(µ), where we have noted that, since
~deg(µ) = ~deg(ν(h)) and ~Π(µ) = ~Π(ν(h)), the pair of sequences (~m(n), ~u(n)) is adapted to
( ~deg(ν(h)), ~Π(ν(h))). On the other hand, ν(h) ⇒ µ. Therefore, using Lemma 5, we have
Σ ~deg(µ),~Π(µ)(µ)|~m(n),~u(n) ≥ lim sup
h→∞
Σ ~deg(µ),~Π(µ)(ν
(h))|~m(n),~u(n)
= lim sup
h→∞
Σ ~deg(ν(h)),~Π(ν(h))(ν
(h))|~m(n),~u(n)
≥ J∞(µ)
We have established that J∞(µ) ≤ Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) ≤ Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) ≤
J∞(µ). This, in particular, implies that Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) = Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)).
To complete the proof of part 1 of Theorem 2 and the proof of part 2 of Theorem 3
note that J∞(µ) does not depend on the choice of the sequences ~m
(n) and ~u(n).
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To complete the proof of part 2 of Theorem 2, note that the inequality Σ~d,Q(µ) ≤
s(~d) +H(Q) is a direct consequence of (10).
The proof of the propositions stated in this section rely on a generalization of the
classical graph configuration model called a colored configuration model , which was
introduced in [BC15]. In Section 5 below, we review this framework and generalize its
properties to the marked regime. Using the tools developed in Section 5, we give the
proof of these propositions in Section 6.
To close this section, assuming the truth of all the preceding propositions (which are
proved in the subsequent sections), we prove an upper semicontinuity result of marked
BC entropy, which supersedes the result of Lemma 5.
Theorem 4. Let an average degree vector ~d = (dx,x′ : x, x
′ ∈ Ξ) and a probability
distribution Q = (qθ : θ ∈ Θ) be given. For any µ ∈ P(G¯∗) with 0 < deg(µ) < ∞,
the BC entropy Σ~d,Q(.) is upper semicontinuous at µ, i.e. if µk is a sequence in P(G¯∗)
converging weakly to µ ∈ P(G¯∗) such that 0 < deg(µk) < ∞ for all k, then we have
Σ~d,Q(µ) ≥ lim supk→∞Σ~d,Q(µk).
Proof. Let ~m(n), ~u(n) be sequences such that (~m(n), ~u(n)) is adapted to (~d,Q). Then,
as established in part 1 of Theorem 2, Σ~d,Q(µ) equals Σ~d,Q(µ)|(~m(n),~u(n)) and Σ~d,Q(µk)
equals Σ~d,Q(µk)|(~m(n),~u(n)) for all k. The claim is therefore an immediate consequence of
Lemma 5.
5 Colored Configuration Model
In this section, we review and generalize results from [BC15, Section 4]. First, in Sec-
tion 5.1, we review the notion of directed colored multigraphs from [BC15, Section 4.1].
Then, in Section 5.2, we review the colored configuration model from [BC15, Section 4.2].
In Sections 5.3 we review the notion of colored unimodular Galton–Watson trees and a
local weak convergence result related to such trees, from [BC15, Sections 4.4, 4.5]. In
Sections 5.4 and 5.5, we draw a connection between directed colored multigraphs and
marked graphs, generalizing the results in [BC15, Sections 4.6]. We also discuss the
colored configuration model arising from the colored degree sequences associated to the
directed colored graphs arising from a marked graph. This discussion is used in Sec-
tion 5.6 to prove a weak convergence result for any admissible probability distribution
P ∈ P(T¯ h∗ ) with finite support, for any h ≥ 1. Finally, in Section 5.7, we use the tools
developed in this section to prove a local weak convergence result for marked graphs
obtained from a colored configuration model, which will be useful in our analysis in
Section 6. Note that the terms color (defined in this section) and mark (defined in
Section 1.1) refer to two different concepts and should not be confused with each other.
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5.1 Directed Colored Multigraphs
Let L ≥ 1 be a fixed integer, and define C := {(i, j) : 1 ≤ i, j ≤ L}. Each element
(i, j) ∈ C is interpreted as a color. Note that the terms color and mark refer to
different concepts and should not be confused with each other. Let C= := {(i, i) ∈ C},
C< := {(i, j) ∈ C : i < j} and C6= := {(i, j) ∈ C : i 6= j}. We define C≤, C>, and C≥
similarly. For c := (i, j) ∈ C, we use the notation c¯ := (j, i).
We now define a set Ĝ(C) of directed colored multigraphs with colors in C, comprised
of multigraphs (as defined in Section 1.3) where the edges are colored with elements
in C in a directionally consistent way. More precisely, each G ∈ Ĝ(C) is of the form
G = (V, ω) where V is a finite or a countable vertex set, and ω = (ωc : c ∈ C) where for
each c ∈ C, ωc : V
2 → Z+ with the following properties:
1. For c ∈ C=, ωc(v, v) is even for all v ∈ V , and ωc(u, v) = ωc(v, u) for all u, v ∈ V .
2. For c ∈ C6=, we have ωc(u, v) = ωc¯(v, u) for all u, v ∈ V .
3. For all u ∈ V and c ∈ C,
∑
v∈V ωc(u, v) <∞.
See Figure 3 in [BC15] for an example of an element of Ĝ(C).
For a directed colored multigraph G = (V, ω) ∈ Ĝ(C) the associated colorblind
multigraph is the multigraph CB(G) := (V, ω¯) on the same vertex set V , where ω¯ :
V 2 → Z+ is defined via
ω¯(u, v) :=
∑
c∈C
ωc(u, v).
It can be checked that CB(G) is a multigraph, as defined in Section 1.3. Distinct
directed colored multigraphs can give rise to the same multigraph as their associated
colorblind multigraph, and we can think of each of them as arising from this multigraph
by coloring it in a directionally consistent way as expressed in properties 1 and 2.
Given G ∈ Ĝ(C), if CB(G) has no multiple edges and no self–loops, i.e. it is a
graph, then we call G a directed colored graph. We let G(C) denote the subset of Ĝ(C)
comprised of directed colored graphs.
We introduce the notationML for the set of L×L matrices with nonnegative integer
valued entries.
Let G = (V, ω) ∈ Ĝ(C), where V is a finite set. For u ∈ V and c ∈ C, define
DGc (u) :=
∑
v∈V
ωc(u, v).
DGc (u) is the number of color c edges going out of the vertex u. Let D
G(v) := (DGc (v) :
c ∈ C). Note that DG(v) ∈ML. D
G(v) is called the colored degree matrix of the vertex
v. Let ~DG := (DG(v) : v ∈ V ). We call ~DG the colored degree sequence corresponding
to G.
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5.2 Colored Configuration Model
Fix an integer L ≥ 1, and let C := {(i, j) : 1 ≤ i, j ≤ L} be the associated set of colors.
For n ∈ N, let Dn be the set of vectors (D(1), . . . , D(n)) where, for each 1 ≤ i ≤ n, we
have D(i) = (Dc(i) : c ∈ C) ∈ML and, further, S :=
∑n
i=1D(i) is a symmetric matrix
with even coefficients on the diagonal. Note that for G ∈ Ĝ(C) we have ~DG ∈ Dn. Given
~D = (D(1), . . . , D(n)) ∈ Dn, define Ĝ( ~D) to be the set of directed colored multigraphs
G ∈ Ĝ(C) with the vertex set V = [n] such that, for all i ∈ [n], we have DG(i) = D(i).
Further, given n ∈ N, ~D ∈ Dn, and h ≥ 1, let G( ~D, h) be the set of directed colored
multigraphs G ∈ Ĝ( ~D) such that CB(G) has no cycles of length l ≤ h. Note that
G( ~D, h+ 1) ⊆ G( ~D, h) for all h ≥ 1, and that G( ~D, 2) ⊂ G(C).
Now, given ~D = (D(1), . . . , D(n)) ∈ Dn, we give a recipe to generate a random
directed colored multigraph G ∈ Ĝ(C) such that ~DG = ~D, i.e. a random directed colored
multigraph in Ĝ( ~D). The procedure is similar to that in the classical configuration
model. For each c ∈ C, let Wc := ∪
n
i=1Wc(i) be a set of distinct half edges of color c
where |Wc(i)| = Dc(i). We think of the half edges in Wc(i) as attached to the vertex
i. We require a half edge with color c to get connected to another half edge with color
c¯. For this, for c ∈ C<, let Σc be the set of bijections σc : Wc → Wc¯. Since ~D ∈ Dn,
|Wc| = |Wc¯| and such bijections exist. Likewise, for c ∈ C=, let Σc be the set of perfect
matchings on the set Wc. Since ~D ∈ Dn, |Wc| is even and such matchings exist.
Given a choice of σc ∈ Σc for each c ∈ C≤, we write σ for (σc : c ∈ C≤). Let Σ
denote the product of Σc for c ∈ C≤. Given σ ∈ Σ, we construct a directed colored
multigraph, denoted Γ(σ), as follows. For c ∈ C<, if σc maps a half edge of color c at
vertex u to another half edge of color c¯ at vertex v, then we place an edge directed from
u towards v having color c and an edge directed from v towards u, having color c¯. Here
it is allowed that u = v. For c ∈ C=, if σc matches a half edge of color c at vertex u to
another half edge of the same color at vertex v, then we place two directed edges, one
directed from u towards v, and one directed from v towards u, both with color c. Here
also it is allowed that u = v.
Note that, for σ ∈ Σ, the construction above gives Γ(σ) ∈ Ĝ( ~D). For ~D ∈ Dn, let
CM( ~D) be the law of Γ(σ) where σ is chosen uniformly at random in Σ.
Theorem 5 below is from [BC15], and states a key property of the configuration
model defined above. To state that theorem, given a positive integer δ, letM
(δ)
L denote
the set of L× L matrices with nonnegative integer entries bounded by δ. Assume that
R ∈ P(M
(δ)
L ) is given. Let
~D(n) = (D(n)(1), . . . , D(n)(n)) ∈ Dn be a sequence satisfying
the following two conditions:
D(n)(i) ∈ M
(δ)
L ∀i ∈ [n], (13a)
1
n
n∑
i=1
δD(n)(i) ⇒ R. (13b)
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Theorem 5 states that, given the above conditions, for every h ≥ 1, a positive fraction
of random directed colored multigraphs generated from the above configuration model
do not have and cycles of length h or less.
Theorem 5 (Theorem 4.5 in [BC15]). Fix δ ∈ N, R ∈ P(M
(δ)
L ), and a sequence
~D(n)
satisfying (13a) and (13b). Let Gn have distribution CM( ~D
(n)) on Ĝ( ~D(n)). Then, for
every h ≥ 1, there exists αh > 0 such that
lim
n→∞
P
(
Gn ∈ G( ~D
(n), h)
)
= αh.
To close this section, we give an asymptotic counting for the set G( ~D(n), h). This
calculation is also from [BC15]. For two sequences an and bn we write an ∼ bn if
an/bn → 1 as n → ∞. Moreover, for an even integer N , (N − 1)!! is defined as
N !
(N/2)!2N/2
, or equivalently (N − 1) × (N − 3) × . . . 3 × 1. Note that (N − 1)!! is the
number of perfect matchings on a set of size N .
Corollary 2 (Corollary 4.6 in [BC15]). In the setting of Theorem 5, write S
(n)
c :=∑
i∈[n]D
(n)
c (i), which, we recall, form the entries of a symmetric matrix. For all h ≥ 2
we have
|G( ~D(n), h)| ∼ αh
∏
c∈C< S
(n)
c !
∏
c∈C=
(S
(n)
c − 1)!!∏
c∈C
∏n
i=1D
(n)
c (i)!
.
We give a brief sketch of how this counting statement results from Theorem 5
and refer the reader to [BC15] for the proof. By construction, |Σ|, which is the total
number of configurations, is equal to
∏
c∈C<
S
(n)
c !
∏
c∈C=
(S
(n)
c −1)!!. Each directed colored
multigraph can be constructed via different configurations. However, every G ∈ G( ~D, h)
for h ≥ 2 is a colored graph, i.e. is in G(C). It is easy to see that, for such G, there
are precisely
∏
c∈C
∏n
i=1D
(n)
c (i)! many configurations σ ∈ Σ for which Γ(σ) = G. Also,
from Theorem 5, the asymptotic probability of Γ(σ) being in G( ~D(n), h) is αh. This
provides a rough explanation of where Corollary 2 comes from.
5.3 Colored Unimodular Galton–Watson trees
In this section we review the definition of colored unimodular Galton–Watson trees
from [BC15, Section 4.4]. This should not be confused with the notion of marked
unimodular Galton–Watson trees defined in Section 2. Later, in Section 5.7, we explain
the connection between the two notions. To reduce the chance of confusion, we employ
the notation CUGWT to denote the object constructed here, which is slightly different
from the notation used in [BC15].
Given L ∈ N and the set of colors C := {(i, j) : 1 ≤ i, j ≤ L}, we first define a set
of equivalence classes of rooted directed colored multigraphs, denoted by Ĝ∗(C). Each
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member of Ĝ∗(C) is of the form [G, o] where G ∈ Ĝ(C) is connected and o is a distin-
guished vertex in G. [G, o] denotes the equivalence class corresponding to (G, o) where
the equivalence relation is defined through relabeling of the vertices, while preserving the
root and the edge structure together with the directed colors. As is discussed in [BC15],
the framework of local weak convergence introduced in Section 1.3 for multigraphs can
be naturally extended to directed colored multigraphs. An element [G, o] ∈ Ĝ∗(C) is
called a rooted directed colored tree if its associated colorblind multigraph CB(G) has
no cycles.
Recall that ML denotes the set of L× L matrices with nonnegative integer valued
entries. Let P ∈ P(ML) be a probability distribution such that for all c ∈ C, we have
E [Dc] = E [Dc¯], where D ∈ ML has law P . For c ∈ C such that E [Dc] > 0, define
P̂ c ∈ P(ML) as follows:
P̂ c(M) :=
(Mc¯ + 1)P (M + E
c¯)
E [Dc]
, (14)
where E c¯ ∈ML denotes the matrix with the entry at coordinate c¯ being 1 and all the
other entries being zero. If E [Dc] = 0, we set P̂
c(M) = 1 if M = 0 and zero otherwise.
It is straightforward to check that
∑
M∈ML
P̂ c(M) = 1 for all c ∈ C.
With this setup, we define the colored unimodular Galton–Watson tree CUGWT(P ) ∈
P(Ĝ∗(C)) to be the law of [T, o] where (T, o) is a rooted directed colored multigraph
defined as follows. We start from the root o and generate D(o) with law P . Then,
for each c ∈ C, we attach Dc(o) many vertex offspring of type c to the root. For each
offspring v of type c, we add a directed edge from o to v with color c and another
directed edge from v to o with color c¯. Subsequently, for an offspring v of type c, we
generate D(v) with law P̂ c, independent from all other offspring. Then, we continue
the process. Namely, for each c ∈ C, we add Dc(v) many vertex offspring of type c
to v where, for each offspring w of type c, there is an edge directed from v towards w
with color c and another edge directed from w towards v with color c¯. This process is
continued inductively to define CUGWT(P ).
Let G∗(C) denote the subset of Ĝ∗(C) consisting of equivalence classes of rooted
directed colored graphs, i.e. for which the associated colorblind multigraph CB(G) is a
graph, see the end of Section 5.1. Note that CUGWT(P ) is supported on G∗(C). The
following result from [BC15] will be useful for our future analysis.
Theorem 6 (Theorem 4.8 in [BC15]). Let R ∈ P(M
(δ)
L ) be given. Let
~D(n) ∈ Dn
be a sequence satisfying (13a) and (13b). Moreover, assume that Gn ∈ Ĝ( ~D
(n)) has
law CM( ~D(n)), and that Gn are jointly defined to be independent on a single probability
space. Then, with probability one, U(Gn) ⇒ CUGWT(R). Also, the same result holds
when Gn is uniformly sampled from G( ~D
(n), h), for any h ≥ 2.
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5.4 From a Marked Graph to a Directed Colored Graph and
Back
In this section we first associate, for any fixed h ≥ 1, a specific directed colored graph
to a given marked graph, by treating the types of edges, as defined in (4), as colors.
We also discuss a procedure that, starting with a directed colored graph whose colors
can be interpreted in terms of the types for a given h ≥ 1, returns a marked graph.
For a marked graph G on the vertex set [n] and an integer h ≥ 1, we define a
directed colored graph denoted by C(G). Let F ⊂ Ξ × G¯h−1∗ be the set of all distinct
G[u, v]h−1 for adjacent vertices u and v in G. Since G is finite, F is a finite subset of
Ξ×G¯h−1∗ . Therefore, with L := |F|, we can enumerate the elements in F in some order,
with integers 1, . . . , L. Recall from (4) that ϕhG(u, v) = (G[v, u]h−1, G[u, v]h−1) is the
depth h type of the edge (u, v). Now, we define C(G) to be a directed colored graph
with colors in C = F × F on the vertex set [n] as follows. For two adjacent vertices u
and v in G, in C(G) we put an edge directed from u towards v with color ϕhG(u, v) and
another directed edge from v towards u with color ϕhG(v, u). Since G is simple, C(G) is
a directed colored graph, i.e. C(G) ∈ G(C) . In fact, CB(C(G)) is just the graph which
results from G by erasing its marks.
We can also go in the other direction. Fix h ≥ 1. Let F ⊂ Ξ × G¯h−1∗ be a finite
set with cardinality L, whose elements are identified with the integers 1, . . . , L. Let
C := F ×F . Given a directed colored graph H ∈ G(C), defined on a finite or countable
vertex set V , and a sequence ~β = (β(v) : v ∈ V ) with elements in Θ, we define a marked
graph on V , called the marked color blind version of (~β,H), denoted by MCB~β(H), as
follows. For any pair of adjacent vertices u and v in H where the color of the edge
directed from u to v is (g, g′) (and hence the color of the edge directed from v to u is
(g′, g)), we put an edge in MCB~β(H) between u and v with the mark towards u and v
being g[m] and g′[m], respectively. Moreover, the mark of a vertex v ∈ V in MCB~β(H)
is defined to be β(v).
Note that it is not necessarily the case that the colors of H are consistent with those
in the directed colored graph C(MCB~β(H)). Namely, ϕ
h
MCB~β
(u, v) for adjacent vertices
u, v can be different from the color of the edge between u and v in H . See Figure 4 for an
example. Proposition 8 below gives conditions under which this consistency holds. To
be able to state this result, we first need some definitions and tools, which are gathered
in the next section.
5.5 Consistency in going from a directed colored graph to a
marked graph and back
In this section we first give conditions under which the edge colors of a directed colored
graph are related to the edge colors of the directed colored graph derived from its
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(g, g)
(g, g)
(g, g)
MCB~β(H)
(iii)
Figure 4: (i): g ∈ Ξ × G¯2∗ where Θ = { , } and Ξ = {Blue (solid),Orange (wavy)}.
a simple directed colored graph H ∈ G(C) where C = {(g, g)}, (iii): G = MCB~β(H)
where ~β = { , , }. Note that none of ϕ2G(1, 2), ϕ
2
G(1, 3) and ϕ
2
G(2, 3) is equal to (g, g).
marked colorblind version. This is done in Proposition 8. Next, building on this result,
we study the configuration model given by the colored degree sequence of the directed
colored graph associated to a given marked graph, and relate the marked color blind
versions of the directed colored graphs arising as realizations from this configuration
model to the original marked graph we started with.
Definition 8. Fix h ∈ N and assume F ⊂ Ξ× T¯ h−1∗ is a finite set with cardinality L.
Define C := F × F . Given a matrix D = (Dt,t′ : t, t
′ ∈ F) ∈ ML and θ ∈ Θ, we say
that the pair (θ,D) is “graphical” if there exists [T, o] ∈ T¯ h∗ such that τT (o) = θ and,
for all t, t′ ∈ F , we have Eh(t, t
′)(T, o) = Dt,t′. Moreover, for t˜, t˜
′ ∈ Ξ× T¯ h−1∗ such that
either t˜ /∈ F or t˜′ /∈ F , we require Eh(t˜, t˜
′)(T, o) to be zero.
From Lemma 13 in Appendix A, [T, o] in the above definition, if it exists, is unique.
Fix an integer h ≥ 1. For t ∈ Ξ × T¯ h−1∗ , x ∈ Ξ, and θ ∈ Θ, define (θ, x) ⊗ t to be
the element in T¯ h∗ where the root o has mark θ, and attached to it is one offspring v,
where the subtree of v is isomorphic to t[s] and the edge connecting o to v has mark
x towards o and t[m] towards v. See Figure 5 for an example. For s ∈ T¯∗ and x ∈ Ξ,
let x × s be t ∈ Ξ × T¯∗ where t[m] = x and t[s] = s. For two rooted trees s, s
′ ∈ T¯∗
which have the same vertex mark at the root, define s ⊙ s′ to be the element in T¯∗
obtained by joining s and s′ at a common root, see Figure 6 for an example. Note that
⊙ is commutative and associative. Therefore, we may write
⊙k
i=1 sk for a collection
si, 1 ≤ i ≤ k, of elements in T¯∗, which all have the same mark at the root.
Let G be a locally finite marked graph on a finite or countable vertex set V . Let v
and w be adjacent vertices in G such that degG(v) ≥ 2. For h ≥ 1, if (G, v)h is a rooted
26
(i) (ii)
Figure 5: (ii) depicts (θ, x)⊗t for t ∈ Ξ×T¯ 2∗ as shown in (i), θ = and x = Blue (solid).
We have used our convention of Figure 1 for showing t, i.e. the half edge towards the
root is the mark component.
s s′ s⊙ s′
Figure 6: s⊙ s′ for two rooted marked trees s, s′ ∈ T¯∗ that have the same vertex mark
at the root.
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tree, then it is easy to see that we have
G[w, v]h = ξG(w, v)×
⊙
w′∼Gv
w′ 6=w
((τG(v), ξG(w
′, v))⊗G[v, w′]h−1)
 . (15)
Also, if v is a vertex in G with degG(v) ≥ 1, it is easy to see that if (G, v)h is a rooted
tree, we have
[G, v]h =
⊙
w∼Gv
((τG(v), ξG(w, v))⊗G[v, w]h−1) . (16)
With this, we are ready to state conditions under which the edge colors of a directed
colored graph are related to the edge colors of the directed colored graph derived from
its marked colorblind version. The following proposition can be considered to be a
generalization of Lemma 4.9 in [BC15].
Proposition 8. Fix an integer h ≥ 1. Let F ⊂ Ξ×T¯ h−1∗ be a finite set with cardinality
L and set C = F × F . Let H ∈ G(C) be a simple directed colored graph on a finite
or countable vertex set V , and let ~β = (β(v) : v ∈ V ) have elements in Θ. Define
Ah to be the set of vertices v ∈ V such that the h–neighborhood of v in CB(H) is a
rooted tree and also, for all vertices w with distance no more than h from v in CB(H),
(β(w), DH(w)) is graphical. Then, if G = MCB~β(H), it holds that
1. For each vertex v ∈ Ah, we have (G, v)h ≡ [Tv, ov]h where [Tv, ov] is the rooted
tree corresponding to the graphical pair (β(v), DH(v)).
2. If v, w ∈ Ah are adjacent vertices in H and the edge directed from v towards
w has color (t, t′) in H, we have ϕhG(v, w) = (t, t
′), i.e. G(w, v)h−1 ≡ t and
G(v, w)h−1 ≡ t
′.
Proof. For adjacent vertices u and v in H (which are, by definition, also adjacent in G),
let c(u, v) ∈ F be the first component of the color of the edge directed from u towards
v. Note that H is simple, meaning that there is only one edge directed from u towards
v, so c(u, v) is well-defined. Also, recall from the definition of G(C) that the color of the
edge directed from v towards u is c¯, with c being the color of the edge directed from u
towards v. Therefore, the color of the edge directed from u towards v is (c(u, v), c(v, u)).
Define A0 to be the set of vertices v ∈ V such that (β(v), D
H(v)) is graphical. Moreover,
for 1 ≤ l ≤ h, define Al to be the set of vertices v ∈ V such that (G, v)l is a rooted tree
and, for all w ∈ V with distance at most l from v in G, (β(w), DH(w)) is graphical.
Note that we have A0 ⊇ A1 ⊇ · · · ⊇ Ah. On the other hand, note that removing the
marks in G yields CB(H), hence Ah defined above coincides with that in the statement
of Proposition 8. For each v ∈ A0, let [Tv, ov] ∈ T¯
h
∗ be the rooted tree corresponding
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to the graphical pair (β(v), DH(v)), and let (Tv, ov) be an arbitrary member of the
isomorphism class [Tv, ov]. Observe that, for each vertex v ∈ A0 with degG(v) ≥ 1,
there exists a bijection fv that maps the set of vertices adjacent to v in G to the set of
vertices adjacent to ov in Tv such that for all w ∼G v, we have
c(v, w) = Tv[fv(w), ov]h−1,
c(w, v) = Tv[ov, fv(w)]h−1.
(17)
This is because applying to (β(v), DH(v)) the definition of what it means to be a
graphical pair implies that, for each t, t′ ∈ Ξ × T¯ h−1∗ , we have that Eh(t, t
′)(Tv, ov),
which is the number of vertices w˜ ∼Tv ov such that Tv(w˜, ov) ≡ t and Tv(ov, w˜) ≡ t
′, is
equal to the number of vertices w ∼G v such that c(v, w) = t and c(w, v) = t
′.
Now, for each pair of adjacent vertices (v, w) in G, and 0 ≤ r ≤ h−1, we inductively
define Mr(v, w) ∈ Ξ×T¯
r
∗ as follows, We first define M0(v, w) ∈ Ξ×T¯
0
∗ to have its mark
component equal to ξG(w, v) = c(v, w)[m] and its subtree component a single vertex
with mark β(v). In fact, M0(v, w) = G[w, v]0. For v ∼G w and 1 ≤ r ≤ h − 1, if
degG(v) = 1, i.e. w is the only vertex adjacent to v, we define Mr(v, w) to be equal to
M0(v, w). Otherwise, we define
Mr(v, w) := c(v, w)[m]×
⊙
w′∼Gv
w′ 6=w
(β(v), c(v, w′)[m])⊗Mr−1(w
′, v)
 . (18)
See Remark 1 below for a message passing interpretation for Mr(v, w) motivated by
(15). By induction on r, we show the following
v ∈ Ar, w ∼G v ⇒ Mr(v, w) = c(v, w)r, ∀0 ≤ r ≤ h− 1, (19a)
v ∈ Ar, w ∼G v ⇒ Mr(v, w) = G[w, v]r, ∀0 ≤ r ≤ h− 1. (19b)
Recall that c(v, w)r = (x, tr), where x and t are the mark and the subgraph components
of c(v, w) ∈ F , respectively. Then, we use (19a) and (19b) to show that
v ∈ Ar ⇒ (G, v)r ≡ (Tv, ov)r, ∀0 ≤ r ≤ h. (20)
Combining (19a) and (19b), we realize that for adjacent vertices v, w ∈ Ah, we have
G(v, w)h−1 ≡ c(w, v)h−1 = c(w, v) and G(w, v)h−1 ≡ c(v, w)h−1 = c(v, w), which is the
second part of the statement in Proposition 8. The first part is a result of (20) for
r = h. Therefore, it suffices to show (19a), (19b) and (20) to complete the proof.
To start the proof, note that, for r = 0, v ∈ A0, and w ∼G v, the mark component
of M0(v, w) is ξG(w, v) and its subtree component is a single root with mark β(v).
On the other hand, the mark component of c(v, w)0 is c(v, w)[m] = ξG(w, v) and its
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subtree component, using (17), is the subtree component of Tv[fv(w), ov]0. But since
the pair (β(v), DH(v)) is graphical, Tv[fv(w), ov]0 is a single root with mark β(v). This
establishes (19a) for r = 0. Moreover, (19b) follows from the facts that, by the definition
of G = MCB~β(H), the mark component of G[w, v]0 is ξG(w, v) = c(v, w)[m] and its
subtree component is a single root with mark β(v).
Now, we use induction to show (19a) and (19b). First, we directly show (19a) and
(19b) for a vertex v with degG(v) = 1. If w is the only vertex adjacent to such v, we
have Mr(v, w) =M0(v, w) ∈ Ξ× T¯
0
∗ , by definition. Recall that the mark component of
M0(v, w) is ξG(w, v) = c(v, w)[m] and its subtree component is a single root with mark
β(v). But this is precisely G[w, v]0, which shows (19b). To show (19a), from (17), we
have c(v, w) = Tv[fv(w), ov]h−1. But since fv is a bijection, and the pair (β(v), D
H(v))
is graphical, we have degTv(ov) = 1 and hence the subtree component of Tv[fv(w), ov]h−1
is a single root with mark β(v), which is precisely the subtree component of M0(v, w).
The mark components of Mr(v, w) = M0(v, w) and c(v, w) are both equal to ξG(w, v).
This establishes (19a) in case degG(v) = 1.
Now, we show (19a) and (19b) for v ∈ Ar such that degG(v) ≥ 2. If v ∈ Ar then all
the vertices adjacent to v are in Ar−1. Therefore, using the induction hypothesis (19a)
for r− 1 on the right hand side of (18), we realize that for such v and w ∼G v we have
Mr(v, w) = c(v, w)[m]×
⊙
w′∼Gv
w′ 6=w
(β(v), c(v, w′)[m])⊗ c(w′, v)r−1
 .
Using (17) and the fact that β(v) = τTv(ov), we get
Mr(v, w) = ξTv(fv(w), ov)×
⊙
w′∼Gv
w′ 6=w
(τTv(ov), ξTv(fv(w
′), ov))⊗ Tv[ov, fv(w
′)]r−1
 .
Observe that fv is a bijection, hence the set of vertices w
′ in G such with w′ ∼G v
and w′ 6= w is mapped by fv to the set of vertices w˜ in Tv such that w˜ ∼Tv ov and
w˜ 6= fv(w). With this, we can rewrite the above relation as
Mr(v, w) = ξTv(fv(w), ov)×
 ⊙
w˜∼Tv
v
w˜ 6=fv(w)
(τTv(ov), ξTv(w˜, ov))⊗ Tv[ov, w˜]r−1
 .
Using (15), since (Tv, ov) is a rooted tree, the right hand side is precisely Tv[fv(w), v]r.
Another usage of (17) implies (19a).
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To show (19b) for v ∈ Ar with degG(v) ≥ 2 and w ∼G v, again using the fact that
w′ ∈ Ar−1 for all w
′ ∼G v, we realize that by first using (19b) for r−1 and substituting
in the right hand side of (18), then using c(v, w′)[m] = ξG(w
′, v) for all w′ ∼G v, and
finally using β(v) = τG(v), we get
Mr(v, w) = ξG(w, v)×
⊙
w′∼Gv
w′ 6=w
(τG(v), ξG(w
′, v))⊗G[v, w′]r−1
 .
Since v ∈ Ar, (G, v)r is a rooted tree. Thereby, (15) implies that the right hand side of
the preceding equation is precisely G[w, v]r which completes the proof of (19b).
Now, it remains to show (20). We first do this for v ∈ Ar such that degG(v) ≥ 1.
Observe that, since v ∈ Ar, (G, v)r is a rooted tree. Consequently, using (16), we have
[G, v]r =
⊙
w∼Gv
(τG(v), ξG(w, v))⊗G[v, w]r−1.
Since w ∈ Ar−1 for all w ∼G v, using (19a) and (19b) for r−1, we realize that, for each
w ∼G v on the right hand side, we have G[v, w]r−1 = c(w, v)r−1. Moreover, we have
τG(v) = β(v) = τTv(ov) for w ∼G v. Furthermore, by (17), ξG(w, v) = c(v, w)[m] =
ξTv(fv(w), ov) for all w ∼G v. Substituting these into the above relation and using (17),
we get
[G, v]r =
⊙
w∼Gv
(τTv(ov), ξTv(fv(w), ov))⊗ Tv[ov, fv(w)]r−1.
Since fv induces a one to one correspondence between the neighbors w of v in G and
the neighbors w˜ of ov in Tv, we may rewrite the above as
[G, v]r =
⊙
w˜∼Tvov
(τTv(ov), ξTv(w˜, ov))⊗ Tv[ov, w˜]r−1.
Since (Tv, ov) is a rooted tree, (16) implies that the right hand side is precisely [Tv, ov]r.
This means that [G, v]r = [Tv, ov]r or equivalently (G, v)r ≡ (Tv, ov)r, which is precisely
(20).
To show (20) for v ∈ Ar such that degG(v) = 0, note that, for such v, (G, v)r is a
single root with mark β(v). Moreover, since degG(v) =
∑
t,t′∈F D
H
t,t′(v), we must have
DHt,t′(v) = 0 for all t, t
′ ∈ F . Therefore, it must be the case that, for all t, t′ ∈ Ξ× T¯ ∗h−1,
Eh(t, t
′)(Tv, ov) = 0. This means that degTv(ov) = 0, and hence (Tv, ov) is a single root
with mark β(v). Therefore, (G, v)r ≡ (Tv, ov)r and the proof is complete.
Remark 1. Motivated by the definition of Mr(v, w) in (18), we can interpret Mr(v, w)
as the message the vertex v sends to the vertex w at time r, which is obtained by
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aggregating the messages sent by the neighbors of v, except for w, at time r − 1. The
proof of Proposition 8 above implies that, if v ∈ Ar, Mr(v, w) is in fact the local r–
neighborhood of v in G after removing the edge between v and w, i.e. G[w, v]r. In fact,
motivated by (15), the message Mr(v, w) is inductively constructed in a way so that this
holds.
In the second part of Section 5.4, we started with a directed colored graphH ∈ G(C),
defined on a finite or countable vertex set V , and a sequence ~β = (β(v) : v ∈ V ) with
elements in Θ, and studied the corresponding marked color blind version, denoted by
MCB~β(H). We will now start with a marked graph, consider the associated directed
colored graph, for a given h ≥ 1, and study the configuration model given by the colored
degree sequence of this graph. The purpose is to relate the marked color blind versions
of the directed colored graphs arising as realizations from this configuration model to
the original marked graph we started with. The results we prove next are corollaries of
Proposition 8.
Definition 9. A marked or unmarked graph G is said to be h tree–like if, for all vertices
v in G, the depth h local neighborhood of v in G, i.e. (G, v)h, is a rooted tree. This
condition is equivalent to requiring that there is no cycle of length 2h+1 or less in G.
Corollary 3. Let n ∈ N. Recall that G¯n denotes the set of marked graphs on the vertex
set [n]. For h ≥ 1, assume that a marked h tree–like graph G ∈ G¯n is given. Let
~D = ~DC(G) be the colored degree sequence associated to the directed colored version,
C(G), of G. Let ~β := (β(v) : 1 ≤ v ≤ n) denote the vertex mark vector of G. Then, for
any directed colored graph H ∈ G( ~D, 2h+ 1), we have (MCB~β(H), v)h ≡ (G, v)h for all
v ∈ [n].
Proof. By definition, since H ∈ G( ~D, 2h + 1) ⊂ Ĝ( ~D), we have DH(v) = D(v) =
DC(G)(v) for every vertex v ∈ [n]. Moreover, since (G, v)h is a rooted tree, using the
rooted tree (G, v)h in Definition 8, we realize that the pair (β(v), D
C(G)(v)) is graphical.
On the other hand, since H ∈ G( ~D, 2h+ 1), the colorblind graph CB(H) is h tree–like.
Consequently, the set Ah in Proposition 8 coincides with [n]. Thus, the first part of
Proposition 8 implies that for all v ∈ [n], we have (MCB~β(H), v)h ≡ (G, v)h which
completes the proof.
Corollary 4. Let n ∈ N and h ≥ 1. Let G ∈ G¯n be an h tree–like graph. Define
Nh(G) := |{G
′ ∈ G¯n : U(G
′)h = U(G)h}|. (21)
Then, we have
Nh(G) = n( ~D, ~β)|G( ~D, 2h+ 1)|,
where ~D := ~DC(G) and ~β = (β(i) : 1 ≤ i ≤ n) with β(i) := τG(i). Here n( ~D, ~β) denotes
the number of distinct pairs ( ~Dπ, ~βπ) where π ranges over the set of permutations π :
[n]→ [n] and where, for 1 ≤ i ≤ n, Dπ(i) := D(π(i)) and βπ(i) := β(π(i)).
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Proof. For a permutation π : [n] → [n], define Gπ ∈ G¯n to be the marked graph
obtained from G by relabeling vertices using π. More precisely, for v ∈ [n], we have
τGπ(v) := τG(π(v)). Also, we place an edge between the vertices v and w in G
π if π(v)
and π(w) are adjacent in G. In this case, we set ξGπ(v, w) = ξG(π(v), π(w)). With
this, for any permutation π : [n] → [n] and H ∈ G( ~Dπ, 2h + 1), Corollary 3 implies
that U(MCB~βπ(H))h = U(G
π)h = U(G)h. On the other hand, if the permutations π
and π′ are such that ( ~Dπ, ~βπ) and ( ~Dπ
′
, ~βπ
′
) are distinct, the sets {MCB~βπ(H) : H ∈
G( ~Dπ, 2h + 1)} and {MCB~βπ′ (H
′) : H ′ ∈ G( ~Dπ
′
, 2h + 1)} are disjoint. Moreover, part
2 of Proposition 8 implies that for any permutation π and any H ∈ G( ~Dπ, 2h + 1),
C(MCB~βπ(H)) = H . Thereby, distinct elements H1, H2 ∈ G(
~Dπ, 2h + 1) yield distinct
marked colorblind graphs MCB~βπ(H1) and MCB~βπ(H2). This establishes the inequality
Nh(G) ≥ n( ~D, ~β)|G( ~D, 2h + 1)|. The other direction can be seen by observing that if
G′ ∈ G¯n is such that U(G
′)h = U(G)h, then there exists a permutation π : [n] → [n]
such that, for each vertex v ∈ [n], we have (G′, v)h ≡ (G, π(v))h. Consequently, for all
vertices v ∈ [n], we have DC(G
′)(v) = DC(G)(π(v)) = Dπ(v) and τG′(v) = τG(π(v)) =
βπ(v). Also, since G is h tree–like, so is G′. Hence, with H := C(G′), we have H ∈
G( ~Dπ, 2h + 1) and G′ = MCB~βπ(H). This shows that Nh(G) ≤ n(
~D, ~β)|G( ~D, 2h + 1)|
and completes the proof.
5.6 Realizing Admissible Probability Distributions with Finite
Support
Next, using the tools developed above, we show that, for all h ≥ 1 and any admissible
probability distribution P ∈ P(T¯ h∗ ) having finite support, there exists a sequence of
marked graphs which converges to P in the sense of local weak convergence. This result
can be considered a generalization of Lemma 4.11 in [BC15].
Lemma 6. Let h ≥ 1 and P ∈ P(T¯ h∗ ). Assume that P is admissible and has finite
support. For x, x′ ∈ Ξ, let dx,x′ := EP
[
degx,x
′
T (o)
]
and ~d := (dx,x′ : x, x
′ ∈ Ξ). Moreover,
for θ ∈ Θ, let qθ be the probability of the mark at the root in P being θ and define
Q = (qθ : θ ∈ Θ). If ~m
(n) and ~u(n) are sequences of edge and vertex mark count vectors
such that (~m(n), ~u(n)) is adapted to (~d,Q), then there exists a finite set ∆ ⊂ T¯ h∗ and a
sequence of marked graphs Gn ∈ G
(n)
~m(n),~u(n)
such that the support of U(Gn)h is contained
in ∆ for each n, and U(Gn)h ⇒ P .
Proof. Let S = {r1, . . . , rk} ⊂ T¯
h
∗ be the finite support of P . Since S is finite, we can
construct, for each n ∈ N, a sequence (g(n)(i) : 1 ≤ i ≤ n) where g(n)(i) ∈ S, 1 ≤ i ≤ n,
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and
1
n
n∑
i=1
δg(n)(i) ⇒ P. (22)
Let δ be the maximum degree at the root over all the elements of S. Moreover, let
F ⊂ Ξ × T¯ h−1∗ be the set comprised of T [o, v]h−1 and T [v, o]h−1 for each [T, o] ∈ S
and v ∼T o. Since S is finite, F is finite, hence can be identified with {1, . . . , L} with
L := |F|. With this, define the color set C := F ×F .
For each n ∈ N, define the sequences ~β(n) = (β(n)(i) : 1 ≤ i ≤ n) and ~D(n) =
(D(n)(i) : 1 ≤ i ≤ n) as follows. For 1 ≤ i ≤ n, let β(n)(i) ∈ Θ be the mark at the root
in g(n)(i). Further, let D(n)(i) ∈M
(δ)
L be such that, for c ∈ C, D
(n)
c (i) = Eh(c)(g
(n)(i)).
Here, Eh(c)(g
(n)(i)) = Eh(t, t
′)(g(n)(i)) with c = (t, t′), as was defined in (5).
Now, we try to construct directed colored graphs given ~D(n). However, it might
be the case that ~D(n) /∈ Dn. Therefore, we modify ~D
(n) slightly to get a sequence in
Dn. In order to do this, for c ∈ C, let S
(n)
c :=
∑n
i=1D
(n)
c (i). Moreover, for c ∈ C=,
let S˜
(n)
c := 2⌊S
(n)
c /2⌋, and for c ∈ C6=, let S˜
(n)
c := S
(n)
c ∧ S
(n)
c¯ . Note that, because of
(22), for all c ∈ C, S
(n)
c /n → eP (c) as n → ∞. On the other hand, as P is admissible,
we have eP (c) = eP (c¯). Hence, |S˜
(n)
c − S
(n)
c | = o(n) for all c ∈ C. Therefore, we
can find a sequence ~D
′(n) = (D
′(n)(i) : 1 ≤ i ≤ n) such that for all 1 ≤ i ≤ n we
have D
′(n)(i) ∈ M
(δ)
L , and for all c ∈ C we have D
′(n)
c (i) ≤ D
(n)
c (i), and we have∑n
i=1D
′(n)
c (i) = S˜
(n)
c . Moreover, since
∑
c∈C |S˜
(n)
c − S
(n)
c | = o(n), we may construct
~D
′(n) such that, for all but o(n) vertices, we have D
′(n)(i) = D(n)(i). In particular, if
P˜ ∈ P(M
(δ)
L ) is defined to be the law of D = (Dc : c ∈ C), where Dc = Eh(c)(r) with r
having law P , we have
1
n
n∑
i=1
δD′(n)(i) ⇒ P˜ . (23)
Indeed, due to (22), we have (
∑n
i=1 δD(n)(i))/n⇒ P˜ , which implies (23) since D
(n)(i) =
D
′(n)(i) for all but o(n) many 1 ≤ i ≤ n. Note that, by definition, S˜
(n)
c is even for
c ∈ C= and, for c ∈ C6=, S
(n)
c = S
(n)
c¯ . Therefore, ~D
′(n) ∈ Dn.
Furthermore, since conditions (13a) and (13b) are both satisfied for ~D
′(n) and P˜ ,
Theorem 5 then implies that G( ~D
′(n), 2h + 1) is non empty for n large enough. For
such n, let H(n) be a member of G( ~D
′(n), 2h + 1) and let G˜(n) = MCB~β(n)(H
(n)). Since
for each 1 ≤ i ≤ n, β(n)(i) and D(n)(i) are defined based on g(n)(i) ∈ T¯ h∗ , they form
a graphical pair in the sense of Definition 8. Also, D
′(n)(i) = D(n)(i) for all but o(n)
vertices. On the other hand, all the degrees in G˜(n) are bounded by δ. Therefore, the
number of vertices v in G˜(n) such that (β(n)(w), D
′(n)(w)) is graphical for all vertices w
in the h–neighborhood of v is n − o(n). Moreover, since H(n) ∈ G( ~D
′(n), 2h + 1), G˜(n)
has no cycle of length 2h + 1 or less, which means that G˜(n) is h tree–like. Thereby,
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Proposition 8 implies that the number of vertices v in G˜(n) such that (G˜(n), v)h ≡ g
(n)(v)
is n− o(n). This means that U(G˜(n))h ⇒ P .
Now, the only remaining step is to modify G˜(n) to obtain a simple marked graph in
G
(n)
~m(n),~u(n)
. To do this, note that if (m˜(n)(x, x′) : x, x′ ∈ Ξ) is the edge mark count vector
of G˜(n), we have
m˜(n)(x, x′) =
{∑n
v=1
~D
′(n)
x,x′(v) x 6= x
′,
1
2
∑n
v=1
~D
′(n)
x,x (v) x = x′,
where
D
′(n)
x,x′(v) :=
∑
t,t′∈F
t[m]=x,t′[m]=x′
D
′(n)
t,t′ (v).
This together with condition (23), implies that for x 6= x′ ∈ Ξ we have m˜(n)(x, x′)/n→
dx,x′, and for x ∈ Ξ we have m˜
(n)(x, x)/n → dx,x/2. Consequently, |m˜
(n)(x, x′) −
m(n)(x, x′)| = o(n). On the other hand, if (u˜(n)(θ) : θ ∈ Θ) is the vertex mark count
vector of G˜(n), since ~β(n) is the vertex mark vector of G˜(n), (22) implies that for θ ∈ Θ,
u˜(n)(θ)/n → qθ and hence
∑
θ∈Θ |u˜
(n)(θ) − u(n)(θ)| = o(n). Now, we modify G˜(n) to
obtain G(n). In order to do this, for each x ≤ x′ ∈ Ξ such that m˜(n)(x, x′) < m(n)(x, x′),
we add m(n)(x, x′) − m˜(n)(x, x′) many edges with mark x, x′. We can do this for all
such x, x′ so that all vertices in the graph are connected to at most one of the newly
added edges. This is possible for n large enough since Ξ is finite,
∑
x≤x′∈Ξ |m
(n)(x, x′)−
m˜(n)(x, x′)| = o(n), and the total number of edges in G˜(n) is O(n). Next, for x ≤ x′ ∈ Ξ
such that m˜(n)(x, x′) > m(n)(x, x′), we arbitrarily remove m˜(n)(x, x′)−m(n)(x, x′) many
edges with mark x, x′. Moreover, since
∑
θ∈Θ |u
(n)(θ)− u˜(n)(θ)| = o(n), we may change
the vertex mark of all but o(n) many vertices so that for all θ ∈ Θ, the number of
vertices with mark θ becomes precisely equal to u(n)(θ). Let G(n) be the resulting
simple marked graph, which is indeed a member of G
(n)
~m(n) ,~u(n)
.
Note that, by construction, all the degrees in G(n) are bounded by δ + 1. Hence,
the support of U(G(n))h is contained in the set ∆, defined as the set of [T, o] ∈ T¯
h
∗ such
that the degrees of all vertices in T are bounded by δ + 1. Note that ∆ is finite. Also,
adding or removing each edge affects the h–neighborhood of at most 2(δ + 1)h+1 many
vertices. Likewise, changing the mark of a vertex can affect the h–neighborhood of at
most (δ + 1)h+1 many vertices. Hence, (G(n), v)h = (G˜
(n), v)h for all but o(n) vertices
v ∈ [n]. Consequently. U(G(n))h ⇒ P and the proof is complete.
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5.7 Local Weak Convergence of a Sequence of Graphs ob-
tained from a Colored Configuration Model
In Lemma 6 in the previous section, given h ≥ 1 and an admissible P ∈ P(T¯ h∗ ) with
finite support, we constructed a sequence of marked graphs G(n) such that U(G(n))h ⇒
P . In this section, we show how to use a colored configuration model based on this
sequence to generate marked graphs which converge to UGWTh(P ) in the local weak
sense. In the process of doing this, we also draw a connection between the marked
unimodular Galton–Watson trees introduced in Section 2 and the colored unimodular
Galton–Watson trees introduced in Section 5.3.
Fix h ≥ 1. Let ∆ ⊂ T¯ h∗ be a fixed finite set. Let P ∈ P(T¯
h
∗ ) be admissible with
support contained in ∆. We write F for the set of T [o, v]h−1 and T [v, o]h−1 arising from
[T, o] ∈ ∆ and vertices v ∼T o. Since ∆ is finite, F is also finite. We use the notation
L := |F|. Define the color set C := F × F . Let δ be an upper bound for the degree of
each vertex of each [T, o] ∈ ∆. For r ∈ ∆, define D(r) ∈ M
(δ)
L to be the matrix such
that, for t, t′ ∈ F , Dt,t′(r) = Eh(t, t
′)(r). Furthermore, define θ(r) ∈ Θ to be the mark
at the root in r.
Proposition 9. With the above setup, let (Γn : n ∈ N) be a sequence of marked graphs,
with Γn having the vertex set [n] and the support of U(Γn)h contained in ∆ for each
n, and such that U(Γn)h ⇒ P . Define ~D
(n) = (D(n)(v) : v ∈ [n]) where for v ∈ [n],
D(n)(v) ∈ M
(δ)
L is defined such that for t, t
′ ∈ F , D
(n)
t,t′ (v) := Eh(t, t
′)(Γn, v). Moreover,
define ~β(n) = (β(n)(v) : v ∈ [n]) such that β(n)(v) := τΓn(v) for v ∈ [n]. For n ≥ 1,
let Hn be a random directed colored graph uniformly distributed in G( ~D
(n), 2h+1), and
assume that (Hn : n ∈ N) are independent on a joint probability space. Let Gn :=
MCB~β(n)(Hn). Then, with probability one, we have U(Gn)⇒ UGWTh(P ).
We prove this proposition in two steps. First, in Lemma 7 below, we draw a con-
nection between UGWTh(P ) and a colored unimodular Galton–Watson tree. Then, we
use this to state Lemma 8, which will then complete the proof of the above statement.
Before this, we need to set up some notation.
Let P˜ ∈ P(M
(δ)
L ) be the law of D(r) where r ∼ P . Since P is admissible, we have
EP˜ [Dc] = EP˜ [Dc¯] for all c ∈ C. Now, we generate a random rooted directed colored
tree (F, o) using the procedure described in Section 5.3 by starting with D(0) = D(r(0))
with r(0) ∼ P at the root, and then adding further layers as in the colored unimodular
Galton–Watson tree. Let Q ∈ P(Θ × G∗(C)) be the law of the pair (θ(r
(0)), [F, o]).
Furthermore, let Q1 and Q2 be the law of θ(r) and [F, o], respectively. Note that
Q2 = CUGWT(P˜ ). For vertices v, w in F , let c(v, w) ∈ F be the first component of
the color of the edge going from v towards w. For a vertex v in F other than the root,
let p(v) be the parent of v, and let c(v) be the shorthand for (c(v, p(v)), c(p(v), v)).
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Moreover, for a vertex v, let M(v) ∈M
(δ)
L be such that for c ∈ C,
Mc(v) := |{w : p(w) = v, c(v, w) = c}|.
In fact,M(v) is the part of the colored degree matrix of v corresponding to its offspring,
so that if v 6= o, DF (v) = M(v) + Ec(v) and DF (o) = M(o). Recall that Ec(v) ∈ML is
the matrix with value 1 in entry c(v) and zero elsewhere.
A matrix D ∈ M
(δ)
L is said to be ∆–graphical if there exists r ∈ ∆ such that
D = D(r). If D ∈ M
(δ)
L is ∆–graphical and nonzero, define θ(D) to be the mark at the
root for some r ∈ T¯ h∗ for which we have D = D(r). To see why θ(D) is well-defined
for D 6= 0, take r, r′ ∈ ∆ so that D = D(r) = D(r′). Since D is nonzero, there exist
t, t′ ∈ Ξ × F such that Dt,t′ = Dt,t′(r) = Dt,t′(r
′) > 0. Hence, the marks at the root
in both r and r′ are the same as the mark at the root in the subgraph part of t, i.e.
t[s]. This shows that θ(D) is well defined. In fact this together with Lemma 13 in
Appendix A implies that if D 6= 0 is ∆–graphical there is only one r ∈ ∆ such that
D = D(r).
We say that a rooted directed colored graph [F, o] ∈ G∗(C) is ∆–graphical if for each
vertex v in F , DF (v) is ∆–graphical. Let H be the subset of Θ× G∗(C) which consists
of the pairs (θ, [F, o]) such that [F, o] is a ∆–graphical rooted directed colored graph,
and if o is not isolated in F we have θ = θ(DF (o)). For (θ, [F, o]) ∈ H, by an abuse
of notation, we define MCBθ(F ) to be the simple marked graph defined as follows. Let
β(o) := θ, and for v 6= o in F , define β(v) := θ(DF (v)). Note that if v is a vertex other
than the root, since F is connected by definition, v is not isolated and hence DF (v) is
not the zero matrix. Thereby, θ(DF (v)) is well-defined. With this, let ~β be the vector
consisting of β(v) for vertices v in F , and define MCBθ(F ) := MCB~β(F ). Note that if
(θ, [F, o]) ∼ Q then, with probability one, we have (θ, [F, o]) ∈ H. The reason is that
DF (o) = D(r(0)) and θ = θ(r(0)), where r(0) is in the support of P and hence in ∆.
Moreover, by the construction of CUGWT(P˜ ) and (14), with probability one, for all
vertices v 6= o in F , DF (v) = M(v) + Ec(v) is in the support of P˜ , and hence DF (v) is
∆–graphical.
Now we are ready to state two lemmas. Lemma 8 will prove Proposition 9, and
itself depends on Lemma 7. The proposition will be proved assuming the truth of the
lemmas, and then the lemmas will be proved.
Lemma 7. If (θ, [F, o]) has the law Q described above, then [MCBθ(F ), o] has the law
UGWTh(P ).
Lemma 8. With the above setup, assume that a sequence ~D(n) ∈ Dn together with
a sequence ~β(n) = (β(n)(v) : v ∈ [n]) are given such that β(n)(v) ∈ Θ for all v ∈
V . Moreover, assume that for each n ∈ N and v ∈ [n], we have D(n)(v) ∈ M
(δ)
L
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and (β(n)(v), D(n)(v)) = (θ(r), D(r)) for some r ∈ ∆. Also, with Q˜ being the law of
(θ(r), D(r)) when r ∼ P , assume that
1
n
n∑
v=1
δ(β(n)(v),D(n)(v)) ⇒ Q˜. (24)
With Hn uniformly distributed in G( ~D
(n), 2h+ 1) and independently for each n, define
Gn := MCB~β(n)(Hn). Then, with probability one, we have U(Gn)⇒ UGWTh(P ).
Proof of Proposition 9. Note that since U(Γn)h ⇒ P , the sequences ~β
(n) and ~D(n) ob-
tained from Γn as in the statement of the proposition satisfy (24). Therefore, Lemma 8
completes the proof.
Proof of Lemma 7. Note that, with probability one, (θ, [F, o]) ∈ H. Let T := MCBθ(F ).
Since [F, o] is almost surely ∆–graphical and T is a simple marked tree, Proposition 8
implies that, for all vertices v in T , we have [T, v]h ∈ ∆ almost surely. Therefore, given
r ∈ ∆, using Proposition 8, we have (T, o)h ≡ r iff M(o) = D(r) and θ is the mark at
the root in r, i.e. (θ,M(o)) = (θ(r), D(r)). By the definition of Q, this has probability
P (r). To sum up, we have P ((T, o)h ≡ r) = P (r).
Now, assume that v ∼T o is an offspring of the root in T such that T (o, v)h−1 ≡ t and
T (v, o)h−1 ≡ t
′. If t˜ ∈ Ξ× T¯ h∗ is such that t˜h−1 = t, Lemma 11 in Appendix A implies
that T (o, v)h ≡ t˜ iff (T, v)h ≡ t˜ ⊕ t
′. Since [T, v]h ∈ ∆ almost surely, T (o, v)h ≡ t˜
has probability zero unless t˜ ⊕ t′ ∈ ∆. Assuming that t˜ ⊕ t′ ∈ ∆ is satisfied, by
the construction of MCBθ(F ) and Proposition 8, we know that (T, v)h ≡ t˜ ⊕ t
′ iff
DF (v) = D(t˜⊕t′), or equivalently, M(v) = D(t˜⊕t′)−E(t,t
′). From (14), the probability
of this is precisely
̂˜
P
c(v)
(M(v)) =
(Mc(v)(v) + 1)P˜ (M(v) + E
c(v))
eP (c(v))
.
Since c(v) = (t, t′), we have Mc(v)(v)+1 = D(t,t′)(t˜⊕ t
′) = Eh(t, t
′)(t˜⊕ t′). On the other
hand, P˜ (M(v) +Ec(v)) = P˜ (D(t˜⊕ t′)) = P (t˜⊕ t′). Comparing this with (6), we realize
that
P
(
T (o, v)h ≡ t˜|T (o, v)h−1 ≡ t, T (v, o)h−1 ≡ t
′
)
= 1
[
t˜⊕ t′ ∈ ∆
]
P̂t,t′(t˜) = P̂t,t′(t˜),
where the last equality uses the fact that the support of P is contained in ∆. Com-
paring these with the definition of UGWTh(P ), the proof is complete by repeating this
argument inductively for further depths in T and noting that the choice of M(v) in F
is done conditionally independently for vertices with the same parent.
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Proof of Lemma 8. From Theorem 6 we know that, with probability one, we have
U(Hn)⇒ Q2 = CUGWT(P˜ ). Moreover, we claim that, with probability one,
1
n
n∑
v=1
δ(β(n)(v),[Hn,v]) ⇒ Q. (25)
Recall that [Hn, v] ∈ G∗(C) is the isomorphism class of the connected component of
v in Hn rooted at v. Since Hn ∈ G( ~D
(n), 2h + 1), for each v ∈ [n], it holds that
[Hn(v), v] ∈ G∗(C) is a simple colored directed rooted graph. Here, to make sense of the
weak convergence, we turn Θ× G∗(C) into a metric space with the metric
d((θ, [H, o]), (θ′, [H ′, o′])) = dΘ(θ, θ
′) + dG∗(C)([H, o], [H
′, o′]),
where dΘ in the first term on the right hand side is an arbitrary metric on the finite
set Θ, e.g. the discrete metric, and dG∗(C) denotes the the local metric of G∗(C) from
Section 5.3. To show (25), we take a bounded continuous function f : Θ× G∗(C)→ R
and show that
1
n
n∑
v=1
f(β(n)(v), [Hn, v])→
∫
fdQ a.s.. (26)
With such a function f , define f1 : G∗(C) → R as follows: for [F, o] ∈ G∗(C), if o is not
isolated in F and DF (o) is ∆–graphical, define f1([F, o]) := f(θ(D
F (o)), [F, o]). Recall
that, since DF (o) is nonzero and ∆–graphical, θ(DF (o)) is well-defined. Otherwise, if
o is isolated in F or if DF (o) is not ∆–graphical, define f1([F, o]) to be zero. Moreover,
define f2 : Θ×ML → R as follows: for θ ∈ Θ and D ∈ML, if D is not the zero matrix,
define f2(θ,D) to be zero. Otherwise, define f2(θ,D) := f(θ, [F, o]) where [F, o] ∈ G∗(C)
is an isolated root. Now, take (θ, [F, o]) ∈ Θ×G∗(C) such that (θ,D
F (o)) = (θ(r), D(r))
for some r ∈ ∆. If o is isolated in F , f1([F, o]) = 0 and f2(θ,D
F (o)) = f(θ, [F, o]).
Otherwise, f1([F, o]) = f(θ, [F, o]) and f2(θ,D
F (o)) = 0. In both cases, we have
f(θ, [F, o]) = f1([F, o]) + f2(θ,D
F (o)). (27)
On the other hand, if (θ, [F, o]) ∼ Q, with probability one, we have (θ,DF (o)) =
(θ(r), D(r)) for some r ∈ ∆. Thereby,
f(θ, [F, o]) = f1([F, o]) + f2(θ,D
F (o)) Q–a.s.. (28)
Note that, by assumption, for all n ∈ N and v ∈ [n], we have (β(n)(v), D(n)(v)) =
(θ(r), D(r)) for some r ∈ ∆. Also, we have DHn(v) = D(n)(v). Consequently, from
(27), for all n ∈ N and v ∈ [n], we have
f(β(n)(v), [Hn, v]) = f1([Hn, v]) + f2(β
(n)(v), D(n)(v)) a.s.. (29)
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Moreover, if (θ, [F, o]) ∼ Q, [F, o] is distributed according to Q2 and (θ,D
F (o)) is
distributed according to Q˜. Thereby, using (28), we have∫
fdQ =
∫
f1dQ2 +
∫
f2dQ˜. (30)
It is easy to see that if f is continuous, both f1 and f2 are continuous. Therefore, using
the fact that, with probability one, U(Hn)⇒ Q2, we realize that,
1
n
n∑
v=1
f1([Hn, v]) =
∫
f1dU(Hn)→
∫
f1dQ2 a.s.. (31)
Also, due to (24), we have
1
n
n∑
v=1
f2(β
(n)(v), D(n)(v))→
∫
f2dQ˜. (32)
Substituting (31) and (32) into (29) and comparing with (30), we arrive at (26) which
shows (25).
Now, define the function J that maps (θ, [F, o]) ∈ H to [MCBθ(F ), o] ∈ G¯∗. It is easy
to see that J is continuous. Moreover, Lemma 7 asserts that the pushforward of Q under
the mapping J is precisely UGWTh(P ). On the other hand, since for all n ∈ N and
v ∈ [n] we have (β(n)(v), D(n)(v)) = (θ(r), D(r)) for some r ∈ ∆, we realize that, with
probability one, (β(n)(v), [Hn, v]) ∈ H and J(β
(n)(v), [Hn, v]) = [MCB~β(n)(Hn), v] =
[Gn, v]. Consequently, the pushforward of the left hand side in (25) under the map
J is precisely U(Gn), while the pushforward of its right hand side under the map J
is UGWT(P ). This means that, with probability one, U(Gn) ⇒ UGWT(P ) and this
completes the proof.
6 Properties of the Entropy
In this section, we give the proof of steps taken in Section 4 in order to prove Theo-
rems 1, 2 and 3. First, in Section 6.1, we prove Propositions 3 and 4, which specify
conditions under which the entropy is −∞. Afterwards, in Section 6.2, we prove the
lower bound result of Proposition 5. In Section 6.3, we prove the upper bound re-
sult of Propositions 6. Finally, in Section 6.4, we prove the upper bound result of
Proposition 7.
6.1 Conditions under which the entropy is −∞
In this section, we prove Propositions 3 and 4. Before that, we state and prove the
following useful lemma:
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Lemma 9. If Gn,m denotes the set of simple unmarked graphs on the vertex set [n]
having exactly m edges, we have,
log |Gn,m| = log
∣∣∣∣((n2)m
)∣∣∣∣ ≤ m log n+ ns(2mn
)
,
where s(x) := x
2
− x
2
log x for x > 0 and s(0) := 0. Moreover, since s(x) ≤ 1/2 for all
x ≥ 0, we have in particular
log |Gn,m| ≤ m log n+
n
2
.
Proof. Using the classical upper bound
(
r
s
)
≤ (re/s)s, we have
log
∣∣∣∣((n2)m
)∣∣∣∣ ≤ m log n2e2m = m logn +m log ne2m = m log n+ ns(2m/n),
which completes the first part. Also, it is easy to see that s(x) is increasing for x ≤ 1,
decreasing for x > 1 and attains its maximum value 1/2 at x = 1. Therefore, s(x) ≤
1/2. This completes the proof of the second statement.
Proof of Proposition 3. Suppose Σ~d,Q(µ)|(~m(n),~u(n)) > −∞. Then, for all ǫ > 0, G
(n)
~m(n),~u(n)
(µ, ǫ)
is non empty for infinitely many n. Therefore, there exists a sequence of integers ni
going to infinity together with simple marked graphs G(ni) ∈ G
(ni)
~m(ni),~u(ni)
such that
U(G(ni)) ⇒ µ. This already implies that if Σ~d,Q(µ)|(~m(n),~u(n)) > −∞, µ must be sofic
and hence unimodular. In other words, if µ is not unimodular, Σ~d,Q(µ)|(~m(n),~u(n)) = −∞.
Consequently, it remains to show that if either ~d 6= ~deg(µ) or Q 6= ~Π(µ) we have
Σ~d,Q(µ)|(~m(n),~u(n)) = −∞. Similar to the above, assume Σ~d,Q(µ)|(~m(n),~u(n)) > −∞ and
take the above sequence of simple marked graphs G(ni). First note that, for any α > 0,
and x, x′ ∈ Ξ, the function [G, o] 7→ degx,x
′
G (o) ∧ α is continuous and bounded on G¯∗.
Thereby,∫
degx,x
′
G (o)dU(G
(ni))([G, o]) ≥
∫
(degx,x
′
G (o)∧α)dU(G
(ni))([G, o])→
∫
(degx,x
′
G (o)∧α)dµ([G, o]).
Sending α to infinity on the right hand side and using the monotone convergence the-
orem, we realize that
lim inf
i→∞
∫
degx,x
′
G (o)dU(G
(ni))([G, o]) ≥ degx,x′(µ). (33)
On the other hand, we have∫
degx,x
′
G (o)dU(G
(ni))([G, o]) =
{
m(ni)(x, x′)/n x 6= x′,
2m(ni)(x, x′)/n x = x′.
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We know that if x 6= x′ we have m(n)(x, x′)/n→ dx,x′, and we also have m
(n)(x, x)/n→
dx,x/2 for all x. Comparing this with (33), we realize that if Σ~d,Q(µ)|(~m(n),~u(n)) > −∞
then, for all x, x′ ∈ Ξ, we have dx,x′ ≥ degx,x′(µ). Similarly, using the fact that for
all θ ∈ Θ the mapping [G, o] 7→ 1 [τG(o) = θ] is continuous and bounded on G¯∗, we
realize that, if Σ~d,Q(µ)|(~m(n),~u(n)) > −∞, with the sequence G
(ni) as above we have
u(ni)(θ) → Πθ(µ). But u
(n)(θ)/n → qθ. This means that Q = ~Π(µ). As a result, to
complete the proof, we assume that for some x˜, x˜′ ∈ Ξ, we have dx˜,x˜′ > degx˜,x˜′(µ) and
then we show that Σ~d,Q(µ)|(~m(n),~u(n)) = −∞. In order to do this it suffices to prove that
for any sequence ǫn → 0 we have
lim sup
n→∞
1
n
(
log |G
(n)
~m(n),~u(n)
(µ, ǫn)| − ‖m
(n)‖1 logn
)
= −∞. (34)
For an integer ∆ > 0 define A∆ := {[G, o] ∈ G¯∗ : deg
x˜,x˜′
G (o) > ∆}. Recall that, by
definition of the Le´vy–Prokhorov distance, if G(n) ∈ G
(n)
~m(n),~u(n)
(µ, ǫn) then
U(G(n))(A∆) ≤ µ(A
ǫn
∆ ) + ǫn, (35)
where Aǫn∆ is the ǫn–extension of the set A∆. Note that if we have d∗([G, o], [G
′, o′]) < 1/2
for [G, o] and [G′, o′] in G¯∗ then we have [G, o]1 ≡ [G
′, o′]1 and hence deg
x˜,x˜′
G (o) =
degx˜,x˜
′
G′ (o
′). This implies that if ǫn < 1/2, which indeed holds for n large enough, then
Aǫn∆ = A∆. Therefore, using (35), we realize that if n is large enough so that ǫn < 1/2,
for any ∆ > 0 we have
|{v ∈ [n] : degx˜,x˜
′
G(n)
(v) > ∆}| ≤ n(µ(A∆) + ǫn). (36)
A similar argument shows that, for n large enough such that ǫn < 1/2, for any integer
k and any G(n) ∈ G
(n)
~m(n),~u(n)
(µ, ǫn), we have
|{v ∈ [n] : degx˜,x˜
′
G(n)
(v) = k}| ≤ n
(
µ
({
[G, o] : degx˜,x˜
′
G (o) = k
})
+ ǫn
)
. (37)
Now, fix a sequence of integers ∆n such that as n→∞, ∆n →∞, but ∆
2
nǫn → 0. For
instance, one could make the choice ∆n = ⌈ǫ
−1/3
n ⌉. Using (37) for k = 0, . . . ,∆n, we
realize that, for n large enough and for any G(n) ∈ G
(n)
~m(n) ,~u(n)
(µ, ǫn), we have
∑
v∈[n]:degx˜,x˜
′
G(n)
(v)≤∆n
degx˜,x˜
′
G(n)
(v) ≤
∆n∑
k=0
kn
(
µ
({
[G, o] : degx˜,x˜
′
G (o) = k
})
+ ǫn
)
≤ n
(
Eµ
[
degx˜,x˜
′
G (o)1
[
degx˜,x˜
′
G (o) ≤ ∆n
]]
+∆2nǫn
)
≤ n degx˜,x˜′(µ) + n∆
2
nǫn.
(38)
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On the other hand, for G(n) ∈ G
(n)
~m(n),~u(n)
(µ, ǫn) we have
∑
v∈[n]
degx˜,x˜
′
G (v) =
{
m(n)(x˜, x˜′) x˜ 6= x˜′,
2m(n)(x˜, x˜′) x˜ = x˜′.
Moreover, as n → ∞, for x˜ 6= x˜′ we have m(n)(x˜, x˜′)/n → dx˜,x˜′ and we also have
m(n)(x˜, x˜)/n→ dx˜,x˜/2 for all x˜. Consequently, we have∑
v∈[n]
degx˜,x˜
′
G(n)
(v) = n(dx˜,x˜′ + αn),
where αn is a sequence such that αn → 0 as n → ∞. Comparing this with (38), we
realize that for n large enough and G(n) ∈ G
(n)
~m(n),~u(n)
(µ, ǫn) we have∑
v∈[n]:degx˜,x˜
′
G(n)
(v)>∆n
degx˜,x˜
′
G(n)
(v) ≥ n(dx˜,x˜′ − degx˜,x˜′(µ) + αn −∆
2
nǫn).
Recall that, by assumption, dx˜,x˜′ > degx˜,x˜′(µ), αn → 0 and ∆
2
nǫn → 0. Hence, there
exists δ > 0 such that for n large enough and G(n) ∈ G
(n)
~m(n),~u(n)
(µ, ǫn) we have∑
v∈[n]:degx˜,x˜
′
G(n)
(v)>∆n
degx˜,x˜
′
G(n)
(v) ≥ nδ. (39)
Comparing this to (36), we realize that, for n large enough, G(n) ∈ G
(n)
~m(n),~u(n)
(µ, ǫn)
implies that for the subset Sn ⊂ [n] defined as Sn := {v ∈ [n] : deg
x˜,x˜′
G(n)
(v) > ∆n} we
have
∑
v∈S deg
x˜,x˜′
G(n)
(v) ≥ nδ and |Sn| ≤ nβn, where βn := µ(A∆n) + ǫn. Note that, since
∆n →∞ and ǫn → 0, we have βn → 0. Observe that
∑
v∈S deg
x˜,x˜′
G(n)
(v) ≥ nδ implies that
there are at least nδ/2 many edges in G(n) with mark x˜, x˜′ with at least one endpoint in
the set Sn. Let Sn denote the family of subsets Sn ⊂ [n] with |Sn| ≤ nβn. For Sn ∈ Sn,
let Bn(Sn) denote the set of simple marked graphs G
(n) ∈ G
(n)
~m(n),~u(n)
such that there are
at least nδ/2 many edges with mark x˜, x˜′ with at least one endpoint in Sn. The above
discussion implies that, for n large enough, we have
G
(n)
~m(n) ,~u(n)
(µ, ǫn) ⊂
⋃
S∈Sn
Bn(Sn). (40)
Now, in order to find an upper bound for the size of the set on the right hand side, note
that for Sn ∈ Sn there are
(
|Sn|
2
)
+ |Sn|(n−|Sn|) many slots to choose for the edges with
43
at least one endpoint in Sn and with marks x˜, x˜
′. Since there are at least nδ/2 many
such edges, the number of ways to pick the x˜, x˜′ edges of a graph in Bn(Sn) is at most((|Sn|
2
)
+ |Sn|(n− |Sn|)
nδ/2
)( (n
2
)
m(n)(x˜, x˜′)− nδ/2
)
2m
(n)(x˜,x˜′) =: Cn(Sn).
Here, the term 2m
(n)(x˜,x˜′) is an upper bound for the number of ways we can apply the
marks x˜ and x˜′ for the chosen edges (if x˜ = x˜′, this number is in fact 1). Now, since
|Sn| ≤ nβn for Sn ∈ Sn, using the standard bound
(
r
s
)
≤ (re/s)s and Lemma 9, if n is
large enough so that βn ≤ 1/2, we get
max
Sn∈Sn
logCn(Sn) ≤
nδ
2
log
(
ne
β2n
2
+ βn(1− βn)
δ/2
)
+ (m(n)(x˜, x˜′)− nδ/2) logn+
n
2
+m(n)(x˜, x˜′) log 2
= m(n)(x˜, x˜′) logn + n
(
1
2
+
δ
2
−
δ
2
log
δ
2
+
m(n)(x˜, x˜′)
n
log 2
+
δ
2
log
(
β2n
2
+ βn(1− βn)
))
.
Note that δ > 0 is fixed. On the other hand, as n→∞, m(n)(x˜, x˜′)/n either converges
to dx˜,x˜′ or dx˜,x˜′/2, depending on whether x˜ 6= x˜
′ or x˜ = x˜′ respectively. But, in any
case, it remains bounded. However, βn → 0, hence δ log(β
2
n/2 + βn(1 − βn)) → −∞.
Consequently, we have
lim
n→∞
1
n
(
max
S∈Sn
logCn(Sn)−m
(n)(x˜, x˜′) logn
)
= −∞. (41)
Now, in order to find an upper bound for |Bn(Sn)| given Sn ∈ Sn, we multiply the term
Cn(Sn) defined above by the number of ways we can add vertex marks to the graph
and also add edges with marks different from x˜, x˜′, to get
|Bn(Sn)| ≤ Cn(Sn)|Θ|
n
∏
x≤x′∈Ξ
(x,x′)6=(x˜,x˜′)
( (n
2
)
m(n)(x, x′)
)
2m
(n)(x,x′).
Using (41) and Lemma 9 for each term, we realize that
lim
n→∞
1
n
(
max
S∈Sn
log |Bn(Sn)| − ‖~m
(n)‖1 log n
)
= −∞. (42)
Moreover, if n is large enough so that βn < 1/2, we have
|Sn| ≤
nβn∑
k=0
(
n
k
)
≤ (1 + nβn)
(
n
nβn
)
.
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Observe that, since βn → 0, we have
1
n
log |Sn| → 0 as n → ∞. Putting this together
with (42) and comparing with (40), we arrive at (34), which completes the proof.
Proof of Proposition 4. Let G∗ denote the space of isomorphism classes of rooted simple
unmarked connected graphs, which is defined in a similar way as G¯∗, with the difference
that vertices and edges do not carry marks. We can equip G∗ with a local metric similar
to that of G¯∗. With this, let F : G¯∗ → G∗ be such that [G, o] is mapped to [G˜, o] under
F , where G˜ is the unmarked graph obtained from G by removing all vertex and edge
marks. For [G, o] and [G′, o′] in G¯∗, let G˜ and G˜
′ be obtained from G and G′ by removing
vertex and edge marks, respectively. Observe that if [G, o]h ≡ [G
′, o′]h for h ≥ 0, then
[G˜, o]h ≡ [G˜
′, o′]h. This means that F is 1–Lipschitz, and in particular continuous.
Now, let ~m(n), ~u(n) be any sequences such that (~m(n), ~u(n)) is adapted to ( ~deg(µ), ~Π(µ))
and define mn = ‖~m
(n)‖1. Moreover, for integer n, let Gn,mn be the set of simple
unmarked graphs on the vertex set [n] having mn edges. Observe that if G
(n) ∈
G
(n)
~m(n),~u(n)
(µ, ǫ) for some ǫ > 0 and n ∈ N, and G˜(n) ∈ Gn,mn is the unmarked graph
obtained from G(n) by removing all vertex and edge marks, then U(G˜(n)) is the push-
forward of U(G(n)) under the mapping F . Let ρ ∈ P(G∗) be the pushforward of µ
under F . Since F is 1–Lipschitz, it is easy to see that for G(n) ∈ G
(n)
~m(n),~u(n)
, we have
dLP(U(G˜
(n)), ρ) ≤ dLP(U(G
(n)), µ) < ǫ. Therefore, if Gn,mn(ρ, ǫ) denotes the set of un-
marked graphs H ∈ Gn,mn such that dLP(U(H), ρ) < ǫ, the above discussion implies
that for G(n) ∈ G
(n)
~m(n) ,~u(n)
, we have G˜(n) ∈ Gn,mn(ρ, ǫ). Moreover, for a simple unmarked
graph H ∈ Gn,mn , there are at most (|Ξ|
2)mn |Θ|n many ways of adding marks to vertices
and edges. Thereby,
|G
(n)
~m(n),~u(n)
(µ, ǫ)| ≤ |Gn,mn(ρ, ǫ)|(|Ξ|
2)mn |Θ|n.
Note that as n→∞, mn/n→ d/2 where d = deg(µ) = deg(ρ). Consequently,
lim sup
n→∞
log |G
(n)
~m(n),~u(n)
(µ, ǫ)| − ‖~m(n)‖1 log n
n
≤ lim sup
n→∞
log |Gn,mn(ρ, ǫ)| −mn log n
n
+d log |Ξ|+log |Θ|.
(43)
Now, the assumption µ(T¯∗) < 1 implies that ρ(T∗) < 1. Hence, Theorem 1.2 in [BC15]
implies that the unmarked BC entropy of ρ is −∞, i.e.
lim
ǫ→0
lim sup
n→∞
log |Gn,mn(ρ, ǫ)| −mn log n
n
= −∞.
Comparing this with (43), we realize that Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) = −∞ which com-
pletes the proof.
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6.2 Lower bound
In this section, we prove the lower bound result of Proposition 5.
Proof of Proposition 5. For x, x′ ∈ Ξ, let dx,x′ := degx,x′(µ) and ~d := (dx,x′ : x, x
′ ∈ Ξ).
Furthermore, for θ ∈ Θ, let qθ := Πθ(µ) and Q := (qθ : θ ∈ Θ). We prove the result in
two steps: first we assume that P has a finite support, and then relax this assumption.
Case 1: P has a finite support: Using Lemma 6 from Section 5.6 we realize that
there exists a finite set ∆ ⊂ T¯ h∗ containing the support of P , and a sequence of simple
marked graphs Γn ∈ G
(n)
~m(n),~u(n)
such that U(Γn)h ⇒ P and, for all n, the support of
U(Γn)h is contained in ∆. To find a lower bound for G
(n)
~m(n),~u(n)
(µ, ǫ), we may restrict
ourselves to the graphs G ∈ G
(n)
~m(n) ,~u(n)
such that U(G)h = U(Γn)h, since
|G
(n)
~m(n),~u(n)
(µ, ǫ)| ≥ |{G ∈ G
(n)
~m(n),~u(n)
: U(G)h = U(Γn)h, dLP(U(G), µ) < ǫ}|. (44)
In order to find a lower bound for the right hand side of (44), we employ the tools from
Section 5.
More precisely, define F ⊂ Ξ × T¯ h−1∗ to be the set comprised of T [o, v]h−1 and
T [v, o]h−1 for all [T, o] ∈ ∆ and v ∼T o. Since ∆ is finite, F is also finite and hence
can be identified with the set of integers {1, . . . , L} where L = |F|. Moreover, define
the color set C := F × F . Also, let δ be the maximum degree at the root among the
members of ∆. Since the support of U(Γn)h lies in ∆, the colored version of Γn, C(Γn),
is a member of G(C). Let ~D(n) := ~DC(Γn) be the colored degree sequence of C(Γn).
Recall that, for t, t′ ∈ F and v ∈ [n], we have D
(n)
t,t′ (v) = Eh(t, t
′)(Γn, v). Moreover,
since the support of U(Γn)h lies in ∆, we have ~D
(n)(v) ∈ M
(δ)
L for all n and v ∈ [n].
Furthermore, define ~β(n) = (β(n)(v) : v ∈ [n]) such that for v ∈ [n], β(n)(v) := τΓn(v).
From Corollary 4, we know that Nh(Γn), which is the number of simple marked
graphs G in G¯n such that U(G)h = U(Γn)h, is precisely n( ~D
(n), ~β(n))|G( ~D(n), 2h + 1)|.
Note that if U(G)h = U(Γn)h, then ~mG = ~mΓn = ~m
(n) and ~uG = ~uΓn = ~u
(n), thus G ∈
G
(n)
~m(n),~u(n)
. Moreover, from the proof of Corollary 4, we know that for two permutations
π and π′, if (( ~D(n))π, (~β(n))π) 6= (( ~D(n))π
′
, (~β(n))π
′
), the sets {MCB(~β(n))π(H) : H ∈
G(( ~D(n))π, 2h + 1)} and {MCB(~β(n))π′ (H) : H ∈ G((
~D(n))π
′
, 2h + 1)} are disjoint. On
the other hand, for Hn 6= H
′
n ∈ G(
~D(n), 2h+ 1), we have MCB~β(n)(Hn) 6= MCB~β(n)(H
′
n).
These observations, together with (44), imply that with H˜n being uniformly distributed
in G( ~D(n), 2h+ 1) and G˜n := MCB~β(n)(H˜n), we have
|G
(n)
~m(n),~u(n)
(µ, ǫ)| ≥ n( ~D(n), ~β(n))|{Hn ∈ G( ~D
(n), 2h+ 1) : dLP(U(MCB~β(n)(Hn)), µ) < ǫ}|
= n( ~D(n), ~β(n))
∣∣∣G(n)( ~D(n), 2h+ 1)∣∣∣P(dLP(U(G˜n), µ) < ǫ)
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= Nh(Γn)P
(
dLP(U(G˜n), µ) < ǫ
)
.
From Proposition 9, we know that, for any ǫ > 0, P
(
dLP(U(G˜n), µ) < ǫ
)
→ 1 as
n→∞. Therefore, we have
lim inf
n→∞
log |G
(n)
~m(n),~u(n)
(µ, ǫ)| − ‖~m(n)‖1 log n
n
≥ lim inf
n→∞
logNh(Γn)− ‖~m
(n)‖1 log n
n
.
Consequently, if we show that
lim
n→∞
1
n
(
logNh(Γn)− ‖~m
(n)‖1 logn
)
= Jh(P ), (45)
then we can conclude that for ǫ > 0, Σ~d,Q(µ, ǫ)|(~m(n),~u(n)) ≥ Jh(P ) and hence Σ~d,Q(µ)|(~m(n),~u(n)) ≥
Jh(P ), which completes the proof for this case. Thereby, it suffices to show (45).
In order to do this, first note that, as a result of Lemma 13 in Appendix A, for v, w ∈
[n] we have (Γn, v)h ≡ (Γn, w)h iff (β
(n)(v), D(n)(v)) = (β(n)(w), D(n)(w)). Thereby,
since U(Γn)h ⇒ P and ∆ is finite, we have
lim
n→∞
1
n
log n( ~D(n), ~β(n)) = H(P ). (46)
Moreover, from Corollary 2 and Stirling’s approximation, if, for c ∈ C, S
(n)
c denotes∑n
v=1D
(n)
c (v), we have
log |G( ~D(n), 2h+ 1)| =
∑
c∈C<
(
S(n)c log S
(n)
c − S
(n)
c
)
+
∑
c∈C=
(
S
(n)
c
2
logS(n)c −
S
(n)
c
2
)
−
∑
c∈C
n∑
v=1
logD(n)c (v)! + o(n)
=
1
2
∑
c∈C
(
S(n)c log S
(n)
c − S
(n)
c
)
−
∑
c∈C
n∑
v=1
logD(n)c (v)! + o(n).
(47)
Here, we have used the following facts: (i) log k! = k log k−k+ o(k), (ii) log(k−1)!! =
k
2
log k− k
2
+o(k), (iii) for all c ∈ C, lim supn→∞ S
(n)
c /n <∞ or equivalently S
(n)
c = O(n),
and (iv) for c ∈ C, S
(n)
c = S
(n)
c¯ . Note that, since U(Γn)h ⇒ P and ∆ is finite, for each
c = (t, t′) ∈ C we have
1
n
S(n)c =
1
n
n∑
v=1
D(n)c (v) −→
n→∞
EP [Eh(t, t
′)(T, o)] = eP (t, t
′).
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Likewise, for c = (t, t′) ∈ C, we have
1
n
n∑
v=1
logD(n)c (v)! −→
n→∞
EP [logEh(t, t
′)(T, o)!] .
Using these in (47) and simplifying, we get
log |G( ~D(n), 2h+ 1)| =
n
2
∑
c∈C
(
S
(n)
c
n
log
S
(n)
c
n
+
S
(n)
c
n
log n−
S
(n)
c
n
)
− n
∑
c∈C
1
n
n∑
v=1
logD(n)c (v)! + o(n)
= ‖~m(n)‖1 log n− ‖~m
(n)‖1 +
n
2
∑
t,t′∈F
eP (t, t
′) log eP (t, t
′)
− n
∑
t,t′∈F
EP [logEh(t, t
′)(T, o)!] + o(n),
(48)
where in the second line we have used
∑
c∈C S
(n)
c = 2‖~m(n)‖1. Note that, since ~m
(n)
and ~u(n) are such that (~m(n), ~u(n)) is adapted to ( ~deg(µ), ~Π(µ)), as n → ∞ we have
‖~m(n)‖1/n→ deg(µ)/2. From (46) and (48), with d := deg(µ), we get
logNh(Γn)− ‖~m
(n)‖1 log n
n
= H(P )−
d
2
+
1
2
∑
t,t′∈F
eP (t, t
′) log eP (t, t
′)
−
∑
t,t′∈F
EP [logEh(t, t
′)(T, o)!] + o(1)
= H(P )−
d
2
+
d
2
∑
t,t′∈F
eP (t, t
′)
d
(
log d+ log
eP (t, t
′)
d
)
−
∑
t,t′∈F
EP [logEh(t, t
′)(T, o)!] + o(1)
(a)
= −s(d) +H(P ) +
d
2
∑
t,t′∈Ξ×T¯ h−1∗
πP (t, t
′) log πP (t, t
′)
−
∑
t,t′∈Ξ×T¯ h−1∗
EP [logEh(t, t
′)(T, o)!] + o(1)
= Jh(P ) + o(1),
where in (a) we have used the facts that the support of P is contained in ∆ and∑
t,t′∈Ξ×T¯ h−1∗
eP (t, t
′) = d. This shows (45) and thus completes the proof for the finite
support case.
Case 2: For general P : We use a truncation procedure together with the proof in the
above finite support case. More precisely, for an integer k > 1, we start from a random
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rooted marked tree (T, o) with law µ and, for all vertices v in T with degree more than
k, we remove all the edges connected to v. Let T (k) denote the connected component of
the root in the resulting forest. With this, define µ(k) to be the law of [T (k), o]. It is easy
to see that µ(k) is unimodular. Furthermore, let Pk := (µ
(k))h ∈ P(T¯
h
∗ ) be the law of
the depth h neighborhood of the root in µ(k). Since µ(k) is unimodular, Pk is admissible.
On the other hand, Pk has a finite support, and hence Pk is strongly admissible, i.e.
Pk ∈ Ph.
With the above construction, we have degx,x′(µ
(k)) ≤ degx,x′(µ) for all x, x
′ ∈ Ξ
and ~Π(µ(k)) = ~Π(µ). We do not directly apply the result of the previous case to Pk,
since the sequences ~m(n) and ~u(n) are such that (~m(n), ~u(n)) is adapted to ( ~deg(µ), ~Π(µ))
which might be different from ( ~deg(µ(k)), ~Π(µ(k))). Instead, we modify µ(k) to obtain
a measure µ˜(k) such that ( ~deg(µ˜(k)), ~Π(µ˜(k))) = ( ~deg(µ), ~Π(µ)). In order to do this,
for each pair of edge marks x ≤ x′ ∈ Ξ, we choose an integer d˜x,x′ > 2(|Ξ|
2dx,x′ ∨ 1).
Moreover, define νx,x′ to be the law of [T, o] ∈ T¯∗ where (T, o) is the random rooted
marked d˜x,x′–regular tree defined as follows. With probability 1/2, we have
ξT (v, w) =
{
x distT (o, w) is even,
x′ distT (o, w) is odd,
∀v, w ∈ V (T ),
and with probability 1/2, we have
ξT (v, w) =
{
x′ distT (o, w) is even,
x distT (o, w) is odd,
∀v, w ∈ V (T ).
Additionally, each vertex in T is independently given a mark with distribution ~Π(µ).
It is easy to check that νx,x′ is unimodular, ~Π(νx,x′) = ~Π(µ), and degx,x′(νx,x′) =
degx′,x(νx,x′) = d˜x,x′/2. Let Ux,x′ := (νx,x′)h ∈ P(T¯
h
∗ ) be the law of the depth h
neighborhood of the root in νx,x′. Due to the way we chose d˜x,x′ for x ≤ x
′ ∈ Ξ, we
can choose pk ∈ [0, 1] together with nonnegative numbers (α
k
x,x′ : x ≤ x
′ ∈ Ξ) so that
pk +
∑
x≤x′∈Ξ α
k
x,x′ = 1 and such that with
P˜k := pkPk +
∑
x≤x′∈Ξ
αkx,x′Ux,x′, (49)
we have EP˜k
[
degx,x
′
T (o)
]
= dx,x′ for all x, x
′ ∈ Ξ. More precisely, with dkx,x′ :=
degx,x′(µ
(k)), we may set
pk :=
1−
∑
x≤x′∈Ξ 2dx,x′/d˜x,x′
1−
∑
x≤x′∈Ξ 2d
k
x,x′/d˜x,x′
,
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and, for x ≤ x′ ∈ Ξ,
αkx,x′ :=
2(dx,x′ − pkd
k
x,x′)
d˜x,x′
.
Then, using d˜x,x′ > 2(|Ξ|
2dx,x′∨1) and d
k
x,x′ < dx,x′, all the desired properties mentioned
above would follow. On the other hand, since degx,x′(µ
(k)) ↑ degx,x′(µ) as k → ∞, we
have pk → 1 as k → ∞. Furthermore, since Pk is admissible and νx,x′ is unimodular,
P˜k is admissible, and in addition has a finite support. This implies that P˜k is strongly
admissible, i.e. P˜k ∈ Ph. Thus, with µ˜
(k) := UGWTh(P˜k), we have ~Π(µ˜
(k)) = ~Π(µ) and
~deg(µ˜(k)) = ~deg(µ). Now, we claim that
lim
k→∞
eP˜k(t, t
′) = eP (t, t
′) ∀t, t′ ∈ Ξ× T¯ h−1∗ . (50)
In order to show this, note that from (49) we have
eP˜k(t, t
′) = pkePk(t, t
′) +
∑
x≤x′∈Ξ
αkx,x′eUx,x′ (t, t
′), ∀t, t′ ∈ Ξ× T¯ h−1∗ . (51)
But Ux,x′ are fixed, Ξ is finite, and α
k
x,x′ → 0. Hence, to show (50), it suffices to show
that
lim
k→∞
ePk(t, t
′) = eP (t, t
′) ∀t, t′ ∈ Ξ× T¯ h−1∗ . (52)
Observe that for t, t′ ∈ Ξ × T¯ h−1∗ we have ePk(t, t
′) = Eµ
[
Eh(t, t
′)([T (k), o])
]
. But, for
[T, o] ∈ T¯∗, if k is large enough, [T
(k), o]h = [T, o]h. Thereby, Eh(t, t
′)([T (k), o]) →
Eh(t, t
′)([T, o]) as k → ∞. On the other hand, Eh(t, t
′)([T (k), o]) ≤ degT (k)(o) ≤
degT (o). Hence,
Eµ
[
Eh(t, t
′)([T (k), o])
]
≤ Eµ [degT (o)] <∞.
This together with the dominated convergence theorem implies (52). Thus, we arrive
at (50). On the other hand, we have Pk ⇒ P , and from (49) we have P˜k ⇒ P . Therefore
Lemma 2 in Appendix C implies that µ˜(k) ⇒ µ as k → ∞. Therefore, from Lemma 5
and the lower bound for the finite support case, we have
Σ~d,Q(µ)|(~m(n),~u(n)) ≥ lim sup
k→∞
Σ~d,Q(UGWTh(P˜k))|(~m(n),~u(n)) ≥ lim sup
k→∞
Jh(P˜k) ≥ lim inf
k→∞
Jh(P˜k).
(53)
Here, all the entropy terms are obtained via the same sequences ~m(n) and ~u(n). There-
fore, it suffices to show that lim infk→∞ Jh(P˜k) ≥ Jh(P ). Note that, by definition, we
have
Jh(P˜k) = −s(d) +H(P˜k)−
d
2
H(πP˜k)−
∑
t,t′∈Ξ×T¯ h−1∗
EP˜k
[logEh(t, t
′)!] ,
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where d = deg(µ). We claim that
lim inf
k→∞
Jh(P˜k) ≥ lim inf
k→∞
Jh(Pk). (54)
Note that Pk is admissible and is finitely supported, and hence H(Pk) < ∞. Further-
more, since d > 0, for k large enough Pk has positive expected degree at the root. Hence
Jh(Pk) is well defined for k large enough. In order to show (54), first note that if dk is
the average degree at the root in Pk then we have dk → d as k →∞. Hence we have
lim
k→∞
s(dk) = s(d). (55)
On the other hand, using (49), we have
H(P˜k) = pk log
1
pk
+
∑
x≤x′∈Ξ
αkx,x′ log
1
αkx,x′
+ pkH(Pk) +
∑
x≤x′∈Ξ
αkx,x′H(Ux,x′).
Here, Ux,x′ are fixed distributions and have no dependence on k. Also, pk → 1 and
αkx,x′ → 0 for all x ≤ x
′ ∈ Ξ. Hence, if we show that the sequence H(Pk) is bounded,
we can conclude that lim infk→∞H(P˜k) ≥ lim infk→∞H(Pk). In order to show that the
sequence H(Pk) is bounded, recall that Pk is the distribution of [T
(k), o]h. Observe that
[T (k), o]h is a function of [T, o]h+1. The reason is that, by definition, T
(k) is obtained
from T by removing all the edges connected to vertices with degree more than k, and
the degree of a vertex with distance at most h from the root is completely determined
by [T, o]h+1. This means that H(Pk) ≤ H(R) where R := µh+1 ∈ P(T¯
h+1
∗ ) is the law of
the h+ 1 neighborhood of the root in µ. From Lemma 4, we have R ∈ Ph+1 and hence
H(R) <∞. This shows that H(Pk) is a bounded sequence and
lim inf
k→∞
H(P˜k) ≥ lim inf
k→∞
H(Pk). (56)
On the other hand, from (51), we have
πP˜k =
dk
d
pkπPk +
∑
x≤x′∈Ξ
d˜x,x′
d
αkx,x′πUx,x.
But, as k →∞, we have dk → d, pk → 1, and α
k
x,x′ → 0 for all x ≤ x
′ ∈ Ξ. Also, Ux,x′
for x ≤ x′ ∈ Ξ are fixed and do not depend on k. Thereby, we conclude that
lim sup
k→∞
H(πP˜k) ≤ lim sup
k→∞
H(πPk). (57)
Moreover, from (49), we have
EP˜k
 ∑
t,t′∈Ξ×T¯ h−1∗
logEh(t, t
′)!
 = pkEPk
 ∑
t,t′∈Ξ×T¯ h−1∗
logEh(t, t
′)!

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+
∑
x≤x′∈Ξ
αkx,x′EUx,x′
 ∑
t,t′∈Ξ×T¯ h−1∗
logEh(t, t
′)!
 .
Again, as k →∞, we have pk → 1 and α
k
x,x′ → 0 for all x ≤ x
′ ∈ Ξ. Hence
lim sup
k→∞
EP˜k
 ∑
t,t′∈Ξ×T¯ h−1∗
logEh(t, t
′)!
 ≤ lim sup
k→∞
EPk
 ∑
t,t′∈Ξ×T¯ h−1∗
logEh(t, t
′)!
 . (58)
Putting together (55), (56), (57) and (58), we arrive at (54). Comparing this with (53),
in order to complete the proof, it suffices to show that
lim inf
k→∞
Jh(Pk) ≥ Jh(P ). (59)
Without loss of generality, for the rest of the proof, we may assume that Jh(P ) > −∞,
otherwise nothing remains to be proved. In order to show (59), it suffices to show the
following
lim inf
k→∞
H(Pk) ≥ H(P ), (60a)
lim
k→∞
∑
t,t′∈Ξ×T¯ h−1∗
EPk [logEh(t, t
′)!] =
∑
t,t′∈Ξ×T¯ h−1∗
EP [logEh(t, t
′)!] , (60b)
lim sup
k→∞
H(πPk) ≤ H(πP ). (60c)
First, to show (60a), note that for all [T˜ , o˜] ∈ T¯ h∗ , we have Pk([T˜ , o˜]) =
∫
1[[T (k), o]h =
[T˜ , o˜]]dµ([T, o]). Therefore, the dominated convergence theorem implies that Pk([T˜ , o˜])→
P ([T˜ , o˜]) as k → ∞. Hence, (60a) follows from this and lower semi–continuity of the
Shannon entropy (see, for instance [HY10]).
Now we turn to showing (60b). Define C := (Ξ×T¯ h−1∗ )× (Ξ×T¯
h−1
∗ ). Moreover, for
r ∈ T¯∗, let F (r) :=
∑
c∈C logEh(c)(r)!. With this, we have
∑
t,t′∈Ξ×T¯ h−1∗
EPk [logEh(t, t
′)!] =
Eµ
[
F ([T (k), o])
]
. Recall that [T (k), o] ∈ T¯∗, as defined above, is the rooted tree obtained
from [T, o] by removing all edges connected to vertices with degree larger than k fol-
lowed by taking the connected component of the root. Likewise, the right hand side of
(60b) is precisely Eµ [F ([T, o])]. Observe that for each [T, o] ∈ T¯∗, if k is large enough,
[T (k), o]h = [T, o]h. Thereby, F ([T
(k), o]) → F ([T, o]) pointwise. Now, for [T, o] ∈ T¯∗,
using the inequality log a! ≤ a log a that holds for any nonnegative integer a by inter-
preting 0 log 0 = 0, we get
F ([T, o]) ≤
∑
c∈C
Eh(c)(T, o) logEh(c)(T, o)
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≤
∑
c∈C
Eh(c)(T, o) log degT (o)
= degT (o) log degT (o).
Consequently,
EP
[
|F ([T (k), o])|
]
= EP
[
F ([T (k), o])
]
≤ EP [degT (k)(o) log degT (k)(o)] ≤ EP [degT (o) log degT (o)] .
The fact that P ∈ Ph implies that the right hand side is finite. Thereby, we arrive at
(60b) using the dominated convergence theorem.
Next, we show (60c). Recall that, without loss of generality, we have assumed that
Jh(P ) > −∞, which means H(πP ) <∞. Consequently, we have∑
c∈C
|eP (c) log eP (c)| ≤
∑
c∈C
|eP (c) log eP (c)− eP (c) log d|+ |eP (c) log d|
=
∑
c∈C
eP (c) log
d
eP (c)
+
∑
c∈C
eP (c) log d
= dH(πP ) + d log d <∞,
(61)
where, in the second line, we have used the fact that eP (c) ≤ d for all c ∈ C. Therefore,
the sequence eP (c) log eP (c) is absolutely summable. Hence, we may write
H(πP ) =
∑
c∈C
eP (c)
d
log
d
eP (c)
= log d−
1
d
∑
c∈C
eP (c) log eP (c).
On the other hand, Pk has finite support. Hence, with dk =
∑
c∈C ePk(c) being the
expected degree at the root in Pk, we have
H(πPk) = log dk −
1
dk
∑
c∈C
ePk(c) log ePk(c).
Therefore, as dk ↑ d, in order to show (60c), it suffices to show that
lim inf
k→∞
∑
c∈C
ePk(c) log ePk(c) ≥
∑
c∈C
eP (c) log eP (c). (62)
Recall from (52) that for all c ∈ C, we have ePk(c) → eP (c) as k → ∞. Now, for a
nonnegative integer δ, define C(δ) ⊂ C to be the set of (t, t′) ∈ C such that all vertices
in the subgraph components of t and t′, i.e. t[s] and t′[s], have degrees bounded by δ.
Therefore, due to (61) and the fact that C = ∪∞δ=1C
(δ), we have∑
c/∈C(δ)
|eP (c) log eP (c)| < ǫ1(δ), (63)
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where ǫ1(δ) → 0 as δ → ∞. Note that C
(δ) is finite. This together with (52) and (63)
implies that for δ > 0 we have
lim
k→∞
∑
c∈C(δ)
ePk(c) log ePk(c) =
∑
c∈C(δ)
eP (c) log eP (c)
≥
∑
c∈C
eP (c) log eP (c)− ǫ1(δ).
(64)
Hence, we may write
lim inf
k→∞
∑
c∈C
ePk(c) log ePk(c) ≥ lim inf
k→∞
∑
c∈C(δ)
ePk(c) log ePk(c) + lim inf
k→∞
∑
c/∈C(δ)
ePk(c) log ePk(c)
≥
∑
c∈C
eP (c) log eP (c)− ǫ1(δ) + lim inf
k→∞
∑
c/∈C(δ)
ePk(c) log ePk(c).
As this holds for all δ > 0 and since ǫ1(δ) → 0 when δ → 0, in order to show (62) it
suffices to prove that for all positive integers k and δ such that k > δ, we have∑
c/∈C(δ)
ePk(c) log ePk(c) ≥ −ǫ2(δ), (65)
where ǫ2(δ) → 0 as δ → ∞. Now, we fix positive integers k > δ and show that (65)
holds for an appropriate choice of ǫ2(δ). For an integer r > 0, let A
(r)
h ⊂ T¯
h
∗ be the
set of marked rooted trees of depth at most h where all degrees are bounded by r. We
define A
(r)
h+1 ⊂ T¯
h+1
∗ similarly. Note that Pk has a finite support and so the left hand
side of (65) is a finite sum. Indeed, Pk is supported on the finite set A
(k)
h ⊂ T¯
h
∗ and
ePk(c) = 0 for c /∈ C
(k). Consequently, we have
∑
c/∈C(δ)
ePk(c) log ePk(c) =
∑
c∈C(k)\C(δ)
 ∑
s∈A
(k)
h
Pk(s)Eh(c)(s)
 log
 ∑
s′∈A
(k)
h
Pk(s
′)Eh(c)(s
′)

≥
∑
c∈C(k)\C(δ)
∑
s∈A
(k)
h
Pk(s)Eh(c)(s) log(Pk(s)Eh(c)(s)).
(66)
Note that if c /∈ C(δ) and s ∈ A
(δ)
h , we have Eh(c)(s) = 0. Thereby,∑
c/∈C(δ)
ePk(c) log ePk(c) ≥
∑
s∈A
(k)
h \A
(δ)
h
∑
c∈C(k)\C(δ)
Pk(s)Eh(c)(s) log(Pk(s)Eh(c)(s))
≥
∑
s∈A
(k)
h \A
(δ)
h
∑
c∈C(k)\C(δ)
Pk(s)Eh(c)(s) logPk(s)
≥
∑
[T,o]∈A
(k)
h \A
(δ)
h
degT (o)Pk([T, o]) logPk([T, o])
(67)
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where the last inequality uses the fact that for [T, o] ∈ A
(k)
h \ A
(δ)
h , we have∑
c∈C(k)\C(δ)
Eh(c)([T, o]) ≤
∑
c∈C
Eh(c)([T, o]) = degT (o),
and Pk([T, o]) logPk([T, o]) ≤ 0. As we discussed above, for [T, o] ∈ T¯∗, [T
(k), o]h is
determined by [T, o]h+1, since the degree of all vertices up to depth h is determined
by the structure of the tree up to depth h + 1. Moreover, define Fk : T¯
h+1
∗ → A
(k)
h
such that for [T, o] ∈ T¯ h+1∗ , we have Fk([T, o]) := [T
(k), o]h. With this, Pk is the
pushforward of R := µh+1 under the mapping Fk, i.e. for [T, o] ∈ A
(k)
h , Pk([T, o]) =
R(F−1k ([T, o])). On the other hand, for [T, o] ∈ A
(k)
h , if [T
′, o′] ∈ F−1k ([T, o]), then
R([T ′, o′]) ≤ R(F−1k ([T, o])) = Pk([T, o]). Using these in (67), we have∑
c/∈C(δ)
ePk(c) log ePk(c) ≥
∑
[T,o]∈A
(k)
h \A
(δ)
h
∑
[T ′,o′]∈F−1k ([T,o])
degT (o)R([T
′, o′]) logPk([T, o])
≥
∑
[T,o]∈A
(k)
h \A
(δ)
h
∑
[T ′,o′]∈F−1k ([T,o])
degT (o)R([T
′, o′]) logR([T ′, o′])
=
∑
[T ′,o′]∈T¯ h+1∗
1
[
Fk([T
′, o′]) /∈ A
(δ)
h
]
degFk([T ′,o′])(o
′)R([T ′, o′]) logR([T ′, o′]).
Here, in the last equality, we were allowed to change the order of summations since
all the terms are nonpositive. Also note that, by definition, for [T ′, o′] ∈ T¯ h+1∗ we
have Fk([T
′, o′]) ∈ A
(k)
h . Since the mapping Fk decreases the degree of all the ver-
tices, for all [T ′, o′] ∈ T¯ h+1∗ we have 1
[
Fk([T
′, o′]) /∈ A
(δ)
h
]
≤ 1
[
[T ′, o′] /∈ A
(δ)
h+1
]
and
degFk([T ′,o′])(o
′) ≤ deg[T ′,o′](o
′). Using these observations in the above chain of inequali-
ties, since all the terms in the summation are nonpositive, we get∑
c/∈C(δ)
ePk(c) log ePk(c) ≥
∑
[T ′,o′]∈T¯ h+1∗ \A
(δ)
h+1
degT ′(o
′)R([T ′, o′]) logR([T ′, o′]). (68)
Since P is strongly admissible, i.e. P ∈ Ph, Lemma 4 implies that R ∈ Ph+1, which
means H(R) < ∞. Also, ER [degT (o) log degT (o)] = EP [degT (o) log degT (o)] < ∞.
Therefore, from Lemma 15, we have∑
[T ′,o′]∈T¯ h+1∗
degT ′(o
′)R([T ′, o′]) logR([T ′, o′]) > −∞.
Since ∪δA
(δ)
h+1 = T¯
h+1
∗ , we have∑
[T ′,o′]∈T¯ h+1∗ \A
(δ)
h+1
degT ′(o
′)R([T ′, o′]) logR([T ′, o′]) ≥ −ǫ2(δ),
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where ǫ2(δ)→ 0 as δ →∞. Putting this into (68), we arrive at (65), which completes
the proof.
6.3 Upper bound
In this section, we prove the upper bound result of Proposition 6.
Proof of Proposition 6. Let P := µh. Since µ is unimodular and d <∞, from Lemma 1
we see that P is admissible. Further, since P ∈ P(T¯∗) with EP [degT (o)] = d > 0 and
H(P ) < ∞, we see that Jh(P ), as introduced in (8), is well-defined. From the local
topology on G¯∗ one sees that, for all h ≥ 1 and ǫ > 0, there exists η1(ǫ) such that, for
all ρ1, ρ2 ∈ P(G¯∗), dLP(ρ1, ρ2) < ǫ implies dTV((ρ1)h, (ρ2)h) < η1(ǫ). Here the function
η1(.) depends only on h and has the property that η1(ǫ)→ 0 as ǫ→ 0. Therefore, if for
δ > 0 we define
A
(n)
~m(n),~u(n)
(P, δ) := {G ∈ G
(n)
~m(n),~u(n)
: dTV(U(G)h, P ) < δ},
we have
G
(n)
~m(n),~u(n)
(µ, ǫ) ⊆ A
(n)
~m(n),~u(n)
(P, η1(ǫ)).
Hence, to show (11), it suffices to show that
lim
ǫ→0
lim sup
n→∞
1
n
(
log |A
(n)
~m(n),~u(n)
(P, ǫ)| − ‖~m(n)‖1 logn
)
≤ Jh(P ). (69)
In order to do this, fix a finite subset ∆ ⊂ T¯ h∗ and define F(∆) ⊂ Ξ × T¯
h−1
∗
to be the set of T [o, v]h−1 and T [v, o]h−1 for [T, o] ∈ ∆ and v ∼T o. Since ∆ is
finite, F(∆) is also finite and can be identified with the set of integers {1, . . . , L}
where L = L(∆) := |F(∆)|. With this, define the color set C(∆) := F(∆) × F(∆).
Furthermore, let F¯(∆) := F(∆) ∪ {⋆x : x ∈ Ξ}, where ⋆x for x ∈ Ξ are additional
distinct elements not present in F(∆). Note that F¯(∆) is finite, thus can be identified
with the set of integers {1, . . . , L¯} where L¯ = L¯(∆) = L(∆) + |Ξ|, where the first L
elements represent F(∆). Finally, extend the color set C(∆) to C¯(∆) := F¯(∆)×F¯(∆).
Now, for a fixed ∆ as above, given a simple marked graph G on the vertex set
[n], we construct a simple directed colored graph G˜ ∈ G(C¯(∆)) on the same vertex
set [n], with color set C¯(∆), as follows. For each edge between vertices u and v in
G, if ϕhG(u, v) ∈ C(∆), we place an edge in G˜ directed from u towards v with color
ϕhG(u, v), and another edge directed from v towards u with color ϕ
h
G(v, u). Otherwise,
if ϕhG(u, v) /∈ C(∆), we place an edge in G˜ directed from u towards v with color (⋆x, ⋆x′)
and an edge directed from v towards u with color (⋆x′, ⋆x), where x = ξG(v, u) and
x′ = ξG(u, v). Let ~D
G˜ be the colored degree sequence of G˜. More precisely, for a vertex
v, DG˜(v) ∈ ML¯(∆) has the following form. For c ∈ C(∆), D
G˜
c (v) is the number of
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vertices w ∼G v such that ϕ
h
G(v, w) = c. Moreover, for x, x
′ ∈ Ξ, DG˜(⋆x,⋆x′)(v) is the
number of vertices w ∼G v such that ϕ
h
G(v, w) /∈ C(∆), ξG(w, v) = x and ξG(v, w) = x
′.
Note that, for x ∈ Ξ and t ∈ F(∆), we have DG˜(⋆x,t)(v) = D
G˜
(t,⋆x)
(v) = 0.
With an abuse of notation, for a marked rooted graph (G, o) on a finite or countable
vertex set, and c ∈ C¯(∆) of the form c = (⋆x, ⋆x′), x, x
′ ∈ Ξ, we define
Eh(⋆x, ⋆x′)(G, o) = |{v ∼G o : ϕ
h
G(o, v) /∈ C(∆), ξG(v, o) = x, ξG(o, v) = x
′}|, (70)
and, for x ∈ Ξ, we define
Eh(⋆x, t)(G, o) = Eh(t, ⋆x)(G, o) = 0, ∀t ∈ F(∆). (71)
With this convention, define the map F∆ : G¯
h
∗ → Θ×ML¯(∆), such that for [G, o] ∈ G¯
h
∗ ,
F ([G, o]) := (θ,D) where θ = τG(o) is the mark at the root in G, and for c ∈ C¯(∆),
Dc = Eh(c)(G, o). Moreover, let P¯
∆ ∈ P(Θ ×ML¯(∆)) be the law of F∆([T, o]) when
[T, o] ∼ P . Note that if G is a marked graph on the vertex set [n], with the directed
colored graph G˜ defined above then for all vertices v in G, we have (τG(v), D
G˜(v)) =
F∆([G, v]h). Therefore, if G ∈ A
(n)
~m(n),~u(n)
(P, ǫ), since dTV(U(G)h, P ) < ǫ, we have
dTV
(
1
n
n∑
i=1
δ
(τG(v),DG˜(v))
, P¯∆
)
< ǫ. (72)
Let B
(n)
~m(n),~u(n)
(P,∆, ǫ) be the set of pairs of sequences (~β, ~D), ~β = (β(i) : 1 ≤ i ≤ n)
and ~D = (D(i) : 1 ≤ i ≤ n) ∈ Dn where, for 1 ≤ i ≤ n, β(i) ∈ Θ, D(i) ∈ ML¯(∆) are
such that with
R(~β, ~D) :=
1
n
n∑
i=1
δ(β(i),D(i)), (73)
we have
dTV(R(~β, ~D), P¯
∆) < ǫ, (74a)
n∑
i=1
∑
c∈C¯(∆)
Dc(i) = 2‖~m
(n)‖1, (74b)
n∑
i=1
1 [β(i) = θ] = u(n)(θ), ∀θ ∈ Θ, (74c)
D(⋆x,t)(v) = D(t,⋆x)(v) = 0, ∀x ∈ Ξ, t ∈ F(∆), i ∈ [n]. (74d)
Let ~τG denote (τG(v) : v ∈ V (G)). Note that, from (72), for G ∈ A
(n)
~m(n),~u(n)
(P, ǫ) we
have (~τG, ~D
G˜) ∈ B
(n)
~m(n),~u(n)
(P,∆, ǫ). Now, we claim that for (~β, ~D) ∈ B
(n)
~m(n),~u(n)
(P,∆, ǫ)
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and a colored directed graph H ∈ G( ~D, 2), there is at most one marked graph G ∈
A
(n)
~m(n),~u(n)
(P, ǫ) such that ~τG = ~β and G˜ = H . The reason is that, to start with, the
condition ~τG = ~β uniquely determines vertex marks for G. Moreover, since G˜ = H ,
vertices v and w are adjacent in G iff they are adjacent in H . Let v and w be adjacent
vertices in H with c ∈ C¯(∆) being the color of the edge directed from v towards w.
Note that, by the definition of the set B
(n)
~m(n),~u(n)
(P,∆, ǫ), c is either of the form (t, t′)
where t, t′ ∈ F(∆), or c = (⋆x1, ⋆x2) for some x1, x2 ∈ Ξ. Since G˜ = H , in the former
case, we have ξG(w, v) = t[m] and ξG(v, w) = t
′[m], while, in the latter case, we have
ξG(w, v) = x1 and ξG(v, w) = x2. This implies that there is at most one marked graph
satisfying ~τG = ~β and G˜ = H . Consequently, we have
|A
(n)
~m(n),~u(n)
(P, ǫ)| ≤ |B
(n)
~m(n),~u(n)
(P,∆, ǫ)| max
(~β, ~D)∈B
(n)
~m(n) ,~u(n)
(P,∆,ǫ)
|G( ~D, 2)|. (75)
Now, we find bounds for the two terms on the right hand side of (75).
Bounding |B
(n)
~m(n),~u(n)
(P,∆, ǫ)|: we claim that
lim
ǫ→0
lim sup
n→∞
1
n
log |B
(n)
~m(n),~u(n)
(P,∆, ǫ)| ≤ H(P ). (76)
Note that P and P¯∆ are not necessarily finitely supported, so this is not a direct
consequence of (74a) and requires some work. In order establish the claim, fix a finite
subset X ⊂ Θ ×ML¯(∆) of the form X = {(β
1, D1), . . . , (β |X|, D|X|)}. With this, for
1 ≤ j ≤ |X|, let p¯j := P¯
∆(βj, Dj). Furthermore, define p¯0 := 1−
∑|X|
j=1 p¯j = 1− P¯
∆(X).
Now, fix (~β, ~D) ∈ B
(n)
~m(n),~u(n)
(P,∆, ǫ) and let Ij := {i ∈ [n] : (β(i), D(i)) = (β
j, Dj)}
for 1 ≤ j ≤ |X|. Additionally, let I0 := {i ∈ [n] : (β(i), D(i)) /∈ X}. Moreover,
define aj := |Ij|/n for 0 ≤ j ≤ |X|. Then, because of (74a), we have |aj − p¯j| < ǫ for
0 ≤ j ≤ |X|. Also, due to (74b), we have
∑
i∈I0
∑
c∈C¯(∆)
Dc(i) = 2‖~m
(n)‖1 −
|X|∑
j=1
∑
i∈Ij
∑
c∈C¯(∆)
Dc(i)
= 2‖~m(n)‖1 −
|X|∑
j=1
naj
∑
c∈C¯(∆)
Djc
≤ 2‖~m(n)‖1 − n
|X|∑
j=1
p¯j
∑
c∈C¯(∆)
Djc + nǫ
|X|∑
j=1
∑
c∈C¯(∆)
Djc
= 2‖~m(n)‖1 − nd¯(X) + nǫα(X),
(77)
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where
d¯(X) :=
|X|∑
j=1
p¯j
∑
c∈C¯(∆)
Djc = EP¯∆

1 [(β,D) ∈ X ]
∑
c∈C¯(∆)
Dc
 ,
and
α(X) :=
|X|∑
j=1
∑
c∈C¯(∆)
Djc .
Motivated by this, in order to find an upper bound for B
(n)
~m(n),~u(n)
(P,∆, ǫ), we may
first count the number of choices for I0, . . . , I|X|, and then the number of pairs (~β, ~D)
consistent with each of them. For this, let Y
(n)
ǫ be the set of (a0, . . . , a|X|) such that∑n
j=0 aj = 1 and such that for 0 ≤ j ≤ |X| we have naj ∈ Z+ and |aj− p¯j | < ǫ. We can
see that |Y
(n)
ǫ | ≤ (2nǫ)1+|X|. Moreover, given (a0, . . . , a|X|), there are
(
n
na0...na|X|
)
many
ways to chose a partition I0, . . . , I|X| of [n] such that |Ij| = naj , 0 ≤ j ≤ |X|. Fixing
such a partition, for i ∈ Ij , j 6= 0, we must have (β(i), D(i)) = (β
j, Dj). Hence, we
only need to count the number of choices for {(β(i), D(i)) : i ∈ I0}. Note that, there
are at most |Θ||I0| ≤ |Θ|n(p¯0+ǫ) many ways to choose β(i) for i ∈ I0. On the other hand,
for (Dc(i) : i ∈ I0, c ∈ C¯(∆)) there are |I0|C¯(∆) = na0|C¯(∆)| many nonnegative integers
satisfying (77). Hence, there are at most(
2‖~m(n)‖1 − nd¯(X) + nǫα(X) + na0|C¯(∆)|
na0|C¯(∆)|
)
many ways to choose D(i) for i ∈ I0. Putting all these together, we have
log |B
(n)
~m(n),~u(n)
(P,∆, ǫ)| ≤ (1 + |X|) log(2nǫ) + max
(a0,...,a|X|)∈Y
(n)
ǫ
log
(
n
na0 . . . na|X|
)
+ n(p¯0 + ǫ) log |Θ|
+ max
(a0,...,a|X|)∈Y
(n)
ǫ
log
(
2‖~m(n)‖1 − nd¯(X) + nǫα(X) + na0|C¯(∆)|
na0|C¯(∆)|
)
.
(78)
Furthermore, using Stirling’s approximation, one can show that for (a0, . . . , a|X|) ∈ Y
(n)
ǫ ,
we have
log
(
n
na0 . . . na|X|
)
≤ 1 +
1
2
logn− n
|X|∑
j=0
aj log aj
≤ 1 +
1
2
logn− n
|X|∑
j=0
p¯j log p¯j + nη2(ǫ),
(79)
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where, in the second inequality, η2(ǫ) → 0 as ǫ → 0, and we have used the fact that
x 7→ x log x is uniformly continuous on (0, 1] and also the assumption that |aj − p¯j| < ǫ
for 0 ≤ j ≤ |X|. Note that
−
|X|∑
j=0
p¯j log p¯j = −
 ∑
(β,D)∈X
P¯∆(β,D) log P¯∆(β,D)
− (1− P¯∆(X)) log(1− P¯∆(X))
≤ H(P¯∆) ≤ H(P ),
(80)
where the last inequality follows from the fact that P¯∆ is the pushforward of P under
F∆. Putting (80) back in (79), we get
lim
ǫ→0
lim sup
n→∞
1
n
max
(a0,...,a|X|)∈Y
(n)
ǫ
log
(
n
na0 . . . na|X|
)
≤ H(P ). (81)
On the other hand, using the general inequality log
(
r
s
)
≤ log 2r ≤ r, which holds for
integers r ≥ s ≥ 0, together with a0 ≤ p¯0+ǫ, we realize that for all (a0, . . . , a|X|) ∈ Y
(n)
ǫ ,
we have
1
n
log
(
2‖~m(n)‖1 − nd¯(X) + nǫα(X) + na0|C¯(∆)|
na0|C¯(∆)|
)
≤ 2
‖~m(n)‖1
n
−d¯(X)+ǫα(X)+(p¯0+ǫ)|C¯(∆)|.
Note that, since the sequences ~m(n) and ~u(n) are such that (~m(n), ~u(n)) is adapted to
( ~deg(µ), ~Π(µ)), as n→∞ we have ‖~m(n)‖1/n→ d/2, where d = deg(µ) is the average
degree at the root in µ. Therefore,
lim
ǫ→0
lim sup
n→∞
1
n
max
(a0,...,a|X|)∈Y
(n)
ǫ
log
(
2‖~m(n)‖1 − nd¯(X) + nǫα(X) + na0|C¯(∆)|
na0|C¯(∆)|
)
≤ d− d¯(X) + (1− P¯∆(X))|C¯(∆)|. (82)
Using (81) and (82) in (78), we get
lim
ǫ→0
lim sup
n→∞
1
n
log |B
(n)
~m(n),~u(n)
(P,∆, ǫ)| ≤ H(P )+d−d¯(X)+(1−P¯∆(X))(log |Θ|+|C¯(∆)|).
(83)
Since this holds for any finite X ⊂ Θ ×ML¯(∆), we may take a nested sequence Xk
converging to Θ×ML¯(∆)+1 so that P¯
∆(Xk)→ 1 and
d¯(Xk) = EP¯∆

1 [(β,D) ∈ Xk]
∑
c∈C¯(∆)
Dc
→ EP¯∆
 ∑
c∈C¯(∆)
Dc
 = EP [degT (o)] = deg(µ) = d.
60
Using this in (83), we arrive at (76).
Bounding |G( ~D, 2)|: Now, we find an upper bound for the second term in the right
hand side of (75). We claim that for (~β, ~D) ∈ B
(n)
~m(n),~u(n)
(P,∆, ǫ), we have
|G( ~D, 2)| ≤
∏
c∈C¯(∆)<
S
(n)
c ( ~D)!
∏
c∈C¯(∆)=
(S
(n)
c ( ~D)− 1)!!∏
c∈C¯(∆)
∏n
v=1Dc(v)!
, (84)
where S
(n)
c ( ~D) =
∑n
v=1Dc(v). In order to show this, we take a simple directed colored
graph H ∈ G( ~D, 2) and construct N :=
∏
c∈C¯(∆)
∏n
v=1Dc(v)! many configurations in
the space Σ. Recall from Section 5.2 that Σ is the set of all possible matchings of half
edges. Note that by the definition of the set B
(n)
~m(n),~u(n)
(P,∆, ǫ), we have ~D ∈ Dn and Σ
is well-defined. For v ∈ [n] and c ∈ C(∆), we consider all the possible numberings of
Dc(v) many edges going out of the vertex v, which is Dc(v)!. It is easy to see that since
H does not have loops and there is at most one directed edge between each two pair
of vertices, the N many objects constructed in this way are all distinct members of Σ.
Also, for distinct simple directed colored graphs H 6= H ′ ∈ G( ~D, 2), the N many objects
corresponding to H are indeed distinct from the N many objects corresponding to H ′.
Hence, |G( ~D, 2)|N ≤ |Σ|. But |Σ| is precisely
∏
c∈C¯(∆)<
S
(n)
c ( ~D)!
∏
c∈C¯(∆)=
(S
(n)
c ( ~D)−1)!!.
This establishes (84). Applying Stirling’s approximation to (84), in a manner similar
to what we did in (47), we get
log |G( ~D, 2)| ≤
1
2
∑
c∈C¯(∆)
(
S(n)c (
~D) logS(n)c (
~D)− S(n)c (
~D)
)
−
n∑
v=1
∑
c∈C¯(∆)
logDc(v)! + o(n)
=
n
2
∑
c∈C¯(∆)
(
S
(n)
c ( ~D)
n
log
S
(n)
c ( ~D)
n
−
S
(n)
c ( ~D)
n
)
−
n∑
v=1
∑
c∈C¯(∆)
logDc(v)!
+
1
2
∑
c∈C¯(∆)
S(n)c ( ~D) logn + o(n)
=
n
2
∑
c∈C¯(∆)
(
S
(n)
c ( ~D)
n
log
S
(n)
c ( ~D)
n
−
S
(n)
c ( ~D)
n
)
−
n∑
v=1
∑
c∈C¯(∆)
logDc(v)!
+ ‖~m(n)‖1 logn + o(n),
(85)
where the o(n) term does not depend on ~D. Now, we claim that, for c ∈ C¯(∆),
lim sup
ǫ→0
lim sup
n→∞
max
(~β, ~D)∈B
(n)
~m(n),~u(n)
(P,∆,ǫ)
|S(n)c (
~D)/n− EP¯∆ [Dc] | = 0. (86)
Note that for c ∈ C¯(∆), we have EP¯∆ [Dc] ≤ d = deg(µ), which is finite. On the other
hand, we have S
(n)
c ( ~D)/n = ER(~β, ~D) [Dc]. Therefore, condition (74a) implies that for
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any integer k > 0 and any (~β, ~D) ∈ B
(n)
~m(n),~u(n)
(P,∆, ǫ), we have
S(n)c (
~D)/n ≥ ER(~β, ~D) [Dc ∧ k] ≥ EP¯∆ [Dc ∧ k]− 2kǫ.
Taking the lim inf as n→∞ and then sending ǫ to zero, we get
lim inf
ǫ→0
lim inf
n→∞
min
(~β, ~D)∈B
(n)
~m(n) ,~u(n)
(P,∆,ǫ)
S
(n)
c ( ~D)
n
≥ EP¯∆ [Dc ∧ k] .
Furthermore, sending k →∞, we get
lim inf
ǫ→0
lim inf
n→∞
min
(~β, ~D)∈B
(n)
~m(n),~u(n)
(P,∆,ǫ)
S
(n)
c ( ~D)
n
≥ EP¯∆ [Dc] . (87)
Now, we show that a matching upper bound exists. To do this, note that due to (74b),
for c ∈ C¯(∆), we have S
(n)
c ( ~D) = 2‖~m(n)‖1−
∑
c′∈C¯(∆)
c′ 6=c
S
(n)
c′ (
~D). Using 2‖~m(n)‖1/n→ d =
deg(µ) ∈ (0,∞) and (87), since C¯(∆) is finite, we get
lim sup
ǫ→0
lim sup
n→∞
max
(~β, ~D)∈B
(n)
~m(n) ,~u(n)
(P,∆,ǫ)
S
(n)
c ( ~D)
n
≤ d−
∑
c′∈C¯(∆)
c′ 6=c
lim inf
ǫ→0
lim inf
n→∞
min
(~β, ~D)∈B
(n)
~m(n) ,~u(n)
(P,∆,ǫ)
S
(n)
c′ (
~D)
n
≤ d−
∑
c′∈C¯(∆)
c′ 6=c
EP¯∆ [Dc′]
=
∑
c′′∈C¯(∆)
EP¯∆ [Dc′′]−
∑
c′∈C¯(∆)
c′ 6=c
EP¯∆ [Dc′]
= EP¯∆ [Dc] .
This together with (87) completes the proof of (86).
On the other hand, observe that for (~β, ~D) ∈ B
(n)
~m(n),~u(n)
(P,∆, ǫ) and c ∈ C¯(∆),
1
n
∑n
v=1 logDc(v)! = ER(~β, ~D) [logDc!]. Therefore, a similar truncation argument as in
(87) implies that
lim inf
ǫ→0
lim inf
n→∞
min
(~β, ~D)∈B
(n)
~m(n),~u(n)
(P,∆,ǫ)
1
n
n∑
v=1
logDc(v)! ≥ EP¯∆ [logDc!] . (88)
Note that logDc! ≥ 0, hence EP¯∆ [logDc!] is well-defined, although it can be ∞. Also,
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C¯(∆) is finite. Therefore, using (88) together with (86) in (85) and simplifying, we get
lim sup
ǫ→0
lim sup
n→∞
max
(~β, ~D)∈B
(n)
~m(n) ,~u(n)
(P,∆,ǫ)
1
n
(
log |G( ~D, 2)− ‖~m(n)‖1 log n
)
≤
1
2
∑
c∈C¯(∆)
(EP¯∆ [Dc] logEP¯∆ [Dc]− EP¯∆ [Dc])−
∑
c∈C¯(∆)
EP¯∆ [logDc!]
= −s(d) +
d
2
∑
c∈C¯(∆)
EP¯∆ [Dc]
d
log
EP¯∆ [Dc]
d
−
∑
c∈C¯(∆)
EP¯∆ [logDc!] .
Note that, for each c ∈ C¯(∆), 0 ≤ EP¯∆ [Dc] ≤ d < ∞, hence each term in the first
summation is nonpositive and finite. Also, EP¯∆ [logDc!] ≥ 0 for c ∈ C¯(∆). As a
result, the bound on the right hand side is well-defined, although it can be −∞. Also,
since each term in the first summation is nonpositive while each term in the second
summation is nonnegative, we may restrict both the summations to C(∆) ⊂ C¯(∆) to
find an upper bound for the right hand side. But for c ∈ C(∆), we have EP¯∆ [Dc] = eP (c)
and EP¯∆ [logDc!] = EP [logEh(c)!], which yields
lim sup
ǫ→0
lim sup
n→∞
max
(~β, ~D)∈B
(n)
~m(n),~u(n)
(P,∆,ǫ)
1
n
(
log |G( ~D, 2)| − ‖~m(n)‖1 log n
)
≤ −s(d) +
d
2
∑
c∈C(∆)
πP (c) log πP (c)−
∑
c∈C(∆)
EP [logEh(c)!] .
(89)
Again, note that the terms in the first summation are finite and nonpositive, while the
terms in the second summation are nonnegative, but possibly +∞. Thereby, the above
bound is well-defined, although it can be −∞.
By assumption, we have H(P ) <∞. Therefore, we can put the bounds in (89) and
(76) back in (75) to get
lim
ǫ→0
lim sup
n→∞
1
n
(
log |A
(n)
~m(n),~u(n)
(P, ǫ)| − ‖~m(n)‖1 logn
)
≤ −s(d) +H(P )−
d
2
∑
c∈C(∆)
πP (c) log
1
πP (c)
−
∑
c∈C(∆)
EP [logEh(c)!] .
(90)
Note that this holds for any finite ∆ ⊂ T¯ h∗ , and that πP (c) log
1
πP (c)
≥ 0 and EP [logEh(c)!] ≥
0 for all c ∈ (Ξ× T¯ h−1∗ )× (Ξ× T¯
h−1
∗ ). Interpreting the summations on the right hand
side of (90) as integrals, restricted to C(∆), with respect to the uniform measure on
(Ξ × T¯ h−1∗ ) × (Ξ × T¯
h−1
∗ ), by sending ∆ to T¯
h
∗ and using the monotone convergence
theorem, we arrive at (69) which completes the proof.
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6.4 Proof of Proposition 7
In this section, we prove the upper bound result of Proposition 7.
Proof of Proposition 7. Let P := µ1 ∈ P(T¯
1
∗ ) be the distribution of the depth–1 neigh-
borhood of the root in µ. Borrowing the idea in the proof of Corollary 1, note that
each rooted tree equivalence class [T, o] ∈ T¯ 1∗ is uniquely determined by knowing the
integers
N θ,θ
′
x,x′(T, o) := |{v ∼T o : ξT (v, o) = x, τT (o) = θ, ξT (o, v) = x
′, τT (v) = θ
′}|, (91)
for each x, x′ ∈ Ξ and θ, θ′ ∈ Θ. Now, for x, x′ ∈ Ξ and θ, θ′ ∈ Θ, we have
EP
[
N θ,θ
′
x,x′(T, o)
]
≤ EP [degT (o)] < ∞. Consequently, when [T, o] ∼ P , the entropy
of the random variable N θ,θ
′
x,x′(T, o) is finite for all x, x
′ ∈ Ξ and θ, θ′ ∈ Θ. Therefore,
since Ξ and Θ are finite sets, we conclude that H(P ) <∞. Hence, using Proposition 6
for h = 1, we have
Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) ≤ −s(d) +H(P )−
d
2
H(πP )−
∑
t,t′∈Ξ×T¯ 0∗
EP [logE1(t, t
′)!] . (92)
Now we show that there exist t and t′ in Ξ × T¯ 0∗ such that EP [logE1(t, t
′)!] = ∞.
Since every element of T¯ 0∗ is a marked isolated vertex, T¯
0
∗ can be identified with Θ.
With an abuse of notation, we may therefore write t, t′ ∈ Ξ × T¯ 0∗ as t = (x, θ) and
t′ = (x′, θ′) respectively, where x, x′ ∈ Ξ and θ, θ′ ∈ Θ. With this, for [T, o] ∈ T¯∗,
we have Eh(t, t
′)(T, o) = N θ,θ
′
x,x′(T, o). Therefore, from (92), it suffices to prove that
EP
[
logN θ,θ
′
x,x′(T, o)!
]
=∞ for some x, x′ ∈ Ξ, θ, θ′ ∈ Θ.
We prove this by contradiction. Assume that EP
[
logN θ,θ
′
x,x′(T, o)!
]
<∞ for all x, x′ ∈
Ξ, θ, θ′ ∈ Θ. Using Stirling’s approximation, for k ≥ 0, we have log k! ≥ k log k − k,
where 0 log 0 is interpreted as 0. Therefore, for x, x′ ∈ Ξ and θ, θ′ ∈ Θ, we have
∞ > EP
[
logN θ,θ
′
x,x′(T, o)!
]
≥ EP
[
N θ,θ
′
x,x′(T, o) logN
θ,θ′
x,x′(T, o)
]
− EP
[
N θ,θ
′
x,x′(T, o)
]
. (93)
On the other hand, degT (o) =
∑
x,x′∈Ξ
θ,θ′∈Θ
N θ,θ
′
x,x′(T, o) for all [T, o] ∈ T¯∗. Also, we have
EP [degT (o)] = deg(µ) <∞. Hence EP
[
N θ,θ
′
x,x′(T, o)
]
<∞ for all x, x′ ∈ Ξ and θ, θ′ ∈ Θ.
Using this in (93), we realize that
EP
[
N θ,θ
′
x,x′(T, o) logN
θ,θ′
x,x′(T, o)
]
<∞ ∀x, x′ ∈ Ξ and θ, θ′ ∈ Θ (94)
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Moreover, for [T, o] ∈ T¯∗, using degT (o) =
∑
x,x′∈Ξ
θ,θ′∈Θ
N θ,θ
′
x,x′(T, o) and the convexity of
x 7→ x log x, we have
degT (o)
|Ξ|2|Θ|2
log
degT (o)
|Ξ|2|Θ|2
≤
1
|Ξ|2|Θ|2
∑
x,x′∈Ξ
θ,θ′∈Θ
N θ,θ
′
x,x′(T, o) logN
θ,θ′
x,x′(T, o),
where as usual, we interpret 0 log 0 as 0. Taking the expectation with respect to P
on both sides we realize that EP [degT (o) log degT (o)] < ∞, which is a contradiction.
Hence, there must exist x, x′ ∈ Ξ and θ, θ′ ∈ Θ such that EP
[
logN θ,θ
′
x,x′ !
]
=∞. Finally,
using this in (92) implies Σ ~deg(µ),~Π(µ)(µ)|(~m(n),~u(n)) = −∞ and completes the proof.
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A Some Properties of Marked Rooted Trees of Fi-
nite Depth
In this section we gather some useful properties of marked rooted trees of finite depth,
which are used at various points during the discussion.
Given a marked rooted tree (T, o), integers k, l ≥ 1, t ∈ Ξ×T¯ k−1∗ , and t
′ ∈ Ξ×T¯ l−1∗ ,
define
Ek,l(t, t
′)(T, o) := |{v ∼T o : T (v, o)k−1 ≡ t, T (o, v)l−1 ≡ t
′}|.
When k = l this reduces to the notation we defined in Section 2, i.e. Ek,k(t, t
′)(T, o) is
the same as Ek(t, t
′)(T, o).
Lemma 10. Assume (T, o) is a rooted marked tree with finite depth, and v and v′
are offspring of the root. Then, if T (o, v) ≡ T (o, v′) and ξT (v, o) = ξT (v
′, o), we have
T (v, o) ≡ T (v′, o).
Proof. We construct the rooted automorphism f : V (T ) → V (T ) as follows. We set
f(o) = o, f(v) = v′ and f(v′) = v. Moreover, we use the isomorphism T (o, v) ≡ T (o, v′)
to map the nodes in the subtree of v to the nodes in the subtree of v′ and vice versa.
Finally, we set f to be the identity map on the rest of the tree. Indeed, f is an adjacency
preserving bijection. On the other hand, the assumptions ξT (v, o) ≡ ξT (v
′, o) and
T (o, v) ≡ T (o, v′) imply that f preserves the marks. Therefore, f is an automorphism
which maps T (v, o) to T (v′, o). This completes the proof.
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Lemma 11. Assume t(1), t(2) ∈ Ξ× T¯ h∗ and t
′ ∈ Ξ× T¯ k∗ are given such that t
(1) ⊕ t′ =
t(2) ⊕ t′. Further, assume that t(1)[m] = t(2)[m]. Then, we have t(1) = t(2).
Proof. Let (T, o) be an arbitrary member of the equivalence class t(1) ⊕ t′. Therefore,
we have T (v, o) ≡ t(1) and T (o, v) ≡ t′ for some v ∼T o. On the other hand, by
assumption, (T, o) is also a member of the equivalence class t(2) ⊕ t′. This means
that T (v′, o) ≡ t(2) and T (o, v′) ≡ t′ for some v′ ∼T o. Moreover, by assumption,
ξT (v, o) = t
(1)[m] = t(2)[m] = ξT (v
′, o). Since T (o, v) ≡ T (o, v′) ≡ t′, Lemma 10 above
implies that T (v, o) ≡ T (v′, o), or equivalently t(1) = t(2).
Lemma 12. Assume (T, o) is a rooted marked tree with depth at most k ≥ 1. Moreover,
assume that, for some l ≥ 1, t ∈ Ξ×T¯ l∗ , and t
′ ∈ Ξ×T¯ k−1∗ , we have El+1,k(t, t
′)(T, o) >
0. Then,
El+1,k(t, t
′)(T, o) = |{v ∼T o : T (o, v)k−1 ≡ t
′, ξT (v, o) = t[m]}|.
Proof. From the definition of El+1,k(t, t
′)(T, o), we have
El+1,k(t, t
′)(T, o) = |{v ∼T o : T (o, v)k−1 ≡ t
′, T (v, o)l ≡ t}|
≤ |{v ∼T o : T (o, v)k−1 ≡ t
′, ξT (v, o) = t[m]}|.
Now, we show the inequality in the opposite direction. The assumption El+1,k(t, t
′)(T, o) >
0 implies that there exists v ∼T o such that T (o, v)k−1 ≡ t
′ and T (v, o)l ≡ t. This in
particular means that ξT (v, o) = t[m]. On the other hand, if v
′ ∼T o is such that
T (o, v′)k−1 ≡ t
′ and ξT (v
′, o) = t[m], Lemma 10 above implies that T (v′, o) ≡ T (v, o),
which means T (v′, o)l ≡ t. This establishes the other direction of the inequality and
completes the proof.
Lemma 13. Given h ≥ 1 and two marked rooted trees (T, o) and (T ′, o′) with depth at
most h, assume that the mark at the root in T and T ′ are the same and also, for all
t, t′ ∈ Ξ× T¯ h−1∗ , we have Eh(t, t
′)(T, o) = Eh(t, t
′)(T ′, o′). Then, (T, o) ≡ (T ′, o′).
Proof. Note that the assumption regarding the mark at the root in T and that in
T ′ being equal is necessary in this statement. To see this, consider the example
where (T, o) and (T ′, o′) are isolated roots, then we automatically have Eh(t, t
′)(T, o) =
Eh(t, t
′)(T ′, o′) = 0 for all t, t′ ∈ Ξ× T¯ h−1∗ , but (T, o) ≡ (T
′, o′) only when the marks at
the root in the two rooted trees are the same.
Since the root marks in [T, o] and [T ′, o′] are the same, it suffices to show that for
all x ∈ Ξ and t ∈ Ξ× T¯ h−1∗ we have
|{v ∼T o : ξT (v, o) = x, T (o, v)h−1 ≡ t}| = |{v ∼T ′ o
′ : ξT ′(v, o
′) = x, T ′(o′, v)h−1 ≡ t}|.
(95)
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Note that if |{v ∼T o : ξT (v, o) = x, T (o, v)h−1 ≡ t}| > 0 then there exists v ∼T o
such that ξT (v, o) = x and T (o, v)h−1 ≡ t. This means that with t
′ := T [v, o]h−1, we
have Eh(t
′, t)(T, o) > 0. Moreover, Lemma 12 implies that Eh(t
′, t)(T, o) = |{v ∼T o :
ξT (v, o) = x, T (o, v)h−1 ≡ t}|. On the other hand, from the hypothesis of this lemma,
we also know that Eh(t
′, t)(T ′, o′) = Eh(t
′, t)(T, o) > 0. Another usage of Lemma 12
shows (95). So far, we have shown that |{v ∼T o : ξT (v, o) = x, T (o, v)h−1 ≡ t}| > 0
implies (95). Similarly, |{v ∼T ′ o : ξT ′(v, o
′) = x, T ′(o′, v)h−1 ≡ t}| > 0 implies (95).
This completes the proof.
B Some Properties of Unimodular Galton–Watson
Trees with given Neighborhood Distribution
Fix h ≥ 1 and P ∈ P(T¯ h∗ ) admissible. In this section, we prove some properties of
UGWTh(P ).
Given [T, o] ∈ T¯∗, and v ∈ V (T ) with v 6= o, let p(v) denote the parent node of v. For
such v, we denote (T [p(v), v]h−1, T [v, p(v)]h−1) by c(v) and (T [v, p(v)]h−1, T [p(v), v]h−1)
by c¯(v). Let
γ[T,o](v) =
{
P ([T, o]h) v = o,
P̂c(v)(T [p(v), v]h) v 6= o.
(96)
When the marked rooted tree [T, o] is clear from the context we will simply write γ(v)
for γ[T,o](v).
Lemma 14. Given [T, o] ∈ T¯∗ and v ∈ V (T ) with distT (v, o) = k where k ≥ 1, let
o = v0, v1, . . . , vk = v denote the path connecting v to the root.
Then, if γ(vi) > 0 for all 0 ≤ i ≤ k − 1, we have P ([T, vi]h) > 0 for 0 ≤ i ≤ k − 1,
and eP (c(vi)) > 0 for 1 ≤ i ≤ k.
Proof. We prove this by induction on k. First, consider k = 1. In this case, we
have γ(v0) = γ(o) = P ([T, o]h), and so the hypothesis that γ(v0) > 0 implies that
P ([T, v0]h) = P ([T, o]h) > 0, which establishes the first claim. Using this, we get
eP (c¯(v)) = eP (T [v, o]h−1, T [o, v]h−1) ≥ P ([T, o]h)Eh(T [v, o]h−1, T [o, v]h−1)([T, o]h)
≥ P ([T, o]h) > 0,
where the last equality uses the fact that, by definition, Eh(T [v, o]h−1, T [o, v]h−1)([T, o]h) ≥
1. But, since P is admissible, we have eP (c(v)) = eP (c¯(v)) > 0 which completes the
proof for k = 1.
Now, for k > 1, we have eP (c(vk−1)) > 0 from the induction hypothesis. This
implies that, with t := T [vk−2, vk−1]h−1, t
′ := T [vk−1, vk−2]h−1 and t˜ := T [vk−2, vk−1]h,
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we have
0 < γ(vk−1) = P̂t,t′(t˜)
=
P (t˜⊕ t′)Eh(t, t
′)(t˜⊕ t′)
eP (t, t′)
.
In particular, we have P (t˜ ⊕ t′) > 0. But t˜ ⊕ t′ = [T, vk−1]h. This together with the
induction hypothesis implies that P ([T, vi]h) > 0 for 0 ≤ i ≤ k − 1. Moreover, we have
eP (c¯(v)) ≥ P ([T, vk−1]h)Eh(c¯(v))([T, vk−1]h) ≥ P ([T, vk−1]h) > 0,
where the last equality follows from the fact that, by definition, we have
Eh(c¯(v))([T, vk−1]h) ≥ 1.
The proof is complete by noting that, since P is admissible, we have eP (c¯(v)) = eP (c(v)).
Corollary 5. Let µ = UGWTh(P ) with h ≥ 1 and let P ∈ P(T¯
h
∗ ), i.e. P admissible.
Then, for µ–almost all [T, o] ∈ T¯∗, we have γ[T,o](v) > 0 for all v ∈ V (T ) and eP (c(w)) >
0 for all w ∈ V (T ) \ {o}.
Proof. First recall that γ[T,o](o) = P ([T, o]h) is the probability of sampling [T, o]h in the
process of generating [T, o] with law µ = UGWTh(P ). Hence, µ–almost surely, we have
γ[T,o](o) > 0. Moreover, for a vertex v ∈ V (T ) \ {o}, γ[T,o](v) = P̂c(v)(T [p(v), v]h) is the
probability of sampling T [p(v), v]h given T [p(v), v]h−1 and T [v, p(v)]h−1 in the process
of generating [T, o] with law µ. Since there are countably many vertices in [T, o] ∈ T¯∗,
µ–almost surely we have γ[T,o](v) > 0 for all v ∈ V (T ).
Motivated by the above discussion, if [T, o] ∈ T¯∗ is outside a measure zero set with
respect to µ, we have γ[T,o](v) > 0 for all v ∈ V (T ). Thus, Lemma 14 above implies
that eP (c(w)) > 0 for all w ∈ V (T ) \ {o} and completes the proof.
C A Convergence Property of Unimodular Galton–
Watson Trees with respect to the Neighborhood
Distribution
In this section we give the proof of Lemma 2.
Proof of Lemma 2. Let µ(n) := UGWTh(P
(n)) and µ := UGWTh(P ). We claim that for
any integer l ∈ N and [Tˆ , oˆ] ∈ T¯ l∗ , we have
lim
n→∞
µ(n)(A[Tˆ ,oˆ]) = µ(A[Tˆ ,oˆ]), (97)
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where
A[Tˆ ,oˆ] := {[T, o] ∈ T¯∗ : [T, o]l = [Tˆ , oˆ]}.
Before proving our claim, we show why this implies µ(n) ⇒ µ. To do this, we take a
bounded and uniformly continuous function f : T¯∗ → R and show that
∫
fdµ(n) →∫
fdµ. Fix ǫ > 0. Due to the local topology on T¯∗, there is l ∈ N such that for all
[Tˆ , oˆ] ∈ T¯ l∗ and [T, o] ∈ A[Tˆ ,oˆ], we have d∗([T, o], [Tˆ , oˆ]) < ǫ. Recall that d∗ denotes
the local metric on T¯∗. Since f is uniformly continuous, this implies that |f([T, o]) −
f([Tˆ , oˆ])| < η(ǫ) where η(ǫ) → 0 as ǫ → 0. Now, fix a finite collection S of marked
rooted trees [Tˆ , oˆ] ∈ T¯ l∗ such that∑
[Tˆ ,oˆ]∈S
µ(A[Tˆ ,oˆ]) > 1− ǫ.
Then, (97) implies that, for n large enough, we have∑
[Tˆ ,oˆ]∈S
µ(n)(A[Tˆ ,oˆ]) > 1− 2ǫ.
This implies that∣∣∣∣∫ fdµ(n) − ∫ fdµ∣∣∣∣ ≤ 2η(ǫ) + 3ǫ‖f‖∞ + ∑
[Tˆ ,oˆ]∈S
|f([Tˆ , oˆ])||µ(n)(A[Tˆ ,oˆ])− µ(A[Tˆ ,oˆ])|.
By first sending n to infinity and then ǫ to zero, we get our desired result.
We now get back to proving our claim in (97). First, observe that, by the definition
of UGWTh(P ), we have
µ(A[Tˆ ,oˆ]) = C
∏
v∈B
γ(v), (98)
where C is a constant which only depends on [Tˆ , oˆ], and B := {v ∈ V (Tˆ ) : distTˆ (v, oˆ) ≤
(l − h)+} where (l − h)+ := max{l − h, 0}. Here, we have employed the notation
γ(v) = γ[Tˆ ,oˆ](v) from (96) in Appendix B. On the other hand, if we define γ
(n) by
replacing P with P (n) and P̂c(v) with P̂
(n)
c(v) in the definition of γ, we have
µ(n)(A[Tˆ ,oˆ]) = C
∏
v∈B
γ(n)(v). (99)
Note that, as C only depends on [Tˆ , oˆ], the constants on (98) and (99) are the same.
With this, we show (97) by considering two cases.
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Case 1, µ(A[Tˆ ,oˆ]) > 0: Using (98), this means that for all v ∈ B, we have γ(v) > 0.
In particular, P ([Tˆ , oˆ]h) > 0 and Lemma 14 above implies that for all v ∈ B, v 6= oˆ, we
have eP (c(v)) > 0. Hence, for v ∈ B, v 6= oˆ, we have
0 < γ(v) = P̂c(v)(Tˆ [p(v), v]h) =
P ([Tˆ , v]h)Eh(c(v))([Tˆ , v]h)
eP (c(v))
.
Consequently, we have P ([Tˆ , v]h) > 0. As a result, for n large enough, we have
P (n)([Tˆ , v]h) > 0. On the other hand, since eP (n)(c(v))→ eP (c(v)), for n large enough,
we have eP (n)(c(v)) > 0 for all v ∈ B, v 6= oˆ. Therefore, for v ∈ B, v 6= oˆ and n large
enough, we have
γ(n)(v) =
P (n)([Tˆ , v]h)Eh(c(v))([Tˆ , v]h)
eP (n)(c(v))
→
P ([Tˆ , v]h)Eh(c(v))([Tˆ , v]h)
eP (c(v))
= γ(v). (100)
Moreover,
γ(n)(oˆ) = P (n)([Tˆ , oˆ]h)→ P ([Tˆ , oˆ]h) = γ(oˆ).
Thus, together with (100), and comparing with (98) and (99), we realize that µ(n)(A[Tˆ ,oˆ])→
µ(A[Tˆ ,oˆ]).
Case 2, µ(A[Tˆ ,oˆ]) = 0: Using (98), there is at least one node v ∈ B such that γ(v) = 0.
If γ(oˆ) = P ([Tˆ , oˆ]h) = 0, we have P
(n)([Tˆ , oˆ]h)→ P ([Tˆ , oˆ]h) = 0. Hence, µ
(n)(A[Tˆ ,oˆ])→
0 and we are done. Otherwise, let v ∈ B, v 6= oˆ, be a node with minimal depth such that
γ(v) = 0, i.e. if 1 ≤ k = distTˆ (v, oˆ) and oˆ = v0, v1, . . . , vk = v is the path connecting v
to the root, we have γ(vi) > 0 for 0 ≤ i ≤ k − 1 and γ(vk) = 0. Using Lemma 14, we
conclude that eP (c(vk)) > 0 and thus
0 = γ(vk) =
P ([Tˆ , vk]h)Eh(c(vk))([Tˆ , vk]h)
eP (c(vk))
≥
P ([Tˆ , vk]h)
eP (c(vk))
,
where the last line uses the fact that Eh(c(vk))([Tˆ , vk]h) ≥ 1. This implies that
P ([Tˆ , vk]h) = 0. Furthermore, since P
(n)([Tˆ , vk]h)→ P ([Tˆ , vk]h) = 0 and eP (n)(c(vk))→
eP (c(v)) > 0, we realize that for n large enough,
γ(n)(vk) =
P (n)([Tˆ , vk]h)Eh(c(vk))([Tˆ , vk]h)
eP (n)(c(vk))
→ 0.
Consequently, using (99), we have µ(n)(A[Tˆ ,oˆ]) → 0 = µ(A[Tˆ ,oˆ]) which completes the
proof.
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D Unimodularity of UGWTh(P )
We give a proof of Lemma 3. Let h ≥ 1 and P ∈ P(T¯ h∗ ) be an admissible probability
distribution. Let µ = UGWTh(P ). In order to show that µ is unimodular, we need to
show that for any Borel function f : T¯∗∗ → R+, we have
Eµ
[∑
v∼T o
f(T, o, v)
]
= Eµ
[∑
v∼T o
f(T, v, o)
]
.
Without loss of generality, we may assume that deg(µ) > 0, since otherwise nothing
remains to be proved. We have
Eµ
[∑
v∼T o
f(T, o, v)
]
=
∑
g∈T¯ h∗
P (g)Eµ
[∑
v∼T o
f(T, o, v)
∣∣∣∣(T, o)h ≡ g
]
=
∑
g∈T¯ h∗ :deg(g)>0
deg(g)P (g)Eµ
[
1
deg(g)
∑
v∼T o
f(T, o, v)
∣∣∣∣(T, o)h ≡ g
]
,
(101)
where deg(g) denotes the degree at the root in g. Define the probability distribution
P˜ ∈ P(T¯ h∗ ) such that
P˜ ([T, o]) :=
P ([T, o]) degT (o)
d
,
where d := EP [degT (o)] is the expected degree at the root in P . Moreover, define the
probability measure µ˜ ∈ P(T¯∗) in a way identical to UGWTh(P ), with the exception
that (T, o)h in µ˜ is sampled from P˜ instead of P , and we use the distributions P̂t,t′ to
extend (T, o)h exactly as in UGWTh(P ). Since, by definition, conditioned on (T, o)h,
the distribution of (T, o) is the same in µ and µ˜, we may write (101) as follows
Eµ
[∑
v∼T o
f(T, o, v)
]
= d
∑
g∈T¯ h∗
P˜ (g)Eµ˜
[
1
deg(g)
∑
v∼T o
f(T, o, v)
∣∣∣∣(T, o)h ≡ g
]
.
With vˆ being a node chosen uniformly at random among the nodes v ∼T o adjacent to
the root in [T, o] ∼ µ˜, we may rewrite the above expression as follows,
Eµ
[∑
v∼T o
f(T, o, v)
]
= dEµ˜ [f(T, o, vˆ)] . (102)
Note that, µ˜–almost surely, degT (o) > 0 and vˆ is well defined. Now, we find the
distribution of [T, o, vˆ] ∈ T¯∗∗ when [T, o] ∼ µ˜ and vˆ is chosen uniformly at random
among the neighbors of the root, as was defined above.
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In order to do so, we define the probability measure ν ∈ P(T¯∗∗) to be the law
of [H, o, o′] where H is a connected random marked tree with two distinguished ad-
jacent vertices o and o′, defined as follows. We first sample t, t′ from the distribu-
tion πP (t, t
′) = eP (t, t
′)/d, and construct H such that H(o′, o) = H(o′, o)h−1 ≡ t
and H(o, o′) = H(o, o′)h−1 ≡ t
′. Then, similar to the construction of UGWTh(P ),
we extend H(o′, o) and H(o, o′) inductively to construct H . More precisely, first we
sample t˜ from P̂t,t′(.) and use it to add at most one layer to H(o
′, o)h−1 so that
H(o′, o)h ≡ t˜. Similarly, we sample t˜
′ from P̂t′,t(.) and use it to add at most one
layer to H(o, o′)h−1 so that H(o, o
′)h ≡ t˜
′. Next, independently for v ∼H o, v 6= o
′, we
sample t˜ from P̂H[o,v]h−1,H[v,o]h−1(.) and use it to add at most one layer to H(o, v)h−1
such that H(o, v)h ≡ t˜. We apply the same procedure to w ∼H o
′, w 6= o. We continue
this procedure inductively and define ν to be the law of [H, o, o′].
We now claim that if [T, o] has distribution µ˜ and νˆ is chosen uniformly at random
among the neighbors of the root in T as above, then [T, o, vˆ] has distribution ν. Before
proving this, we show how it completes the proof of the unimodularity of µ. Note that,
with this claim proved, (102) becomes
Eµ
[∑
v∼T o
f(T, o, v)
]
= dEν [f(H, o, o
′)] .
Similarly, we have
Eµ
[∑
v∼T o
f(T, v, o)
]
= dEν [f(H, o
′, o)] .
However, the admissibility of P implies that πP (t, t
′) = πP (t
′, t) for all t, t′ ∈ Ξ ×
T¯ h−1∗ . Therefore, ν is symmetric in the sense that [H, o, o
′] and [H, o′, o] have the same
distribution. Therefore, we have Eµ
[∑
v∼T o
f(T, o, v)
]
= Eµ
[∑
v∼T o
f(T, v, o)
]
, which
is precisely what we needed to show.
Therefore, it remains to prove that with [T, o] ∼ µ˜ and vˆ defined as above, [T, o, vˆ] ∼
ν. First, we claim that since [T, o]h ∼ P˜ , we have (T [vˆ, o]h−1, T [o, vˆ]h−1) has distribution
πP . In order to show this, note that due to the definition of P˜ above, for [T, o] ∼ P˜ ,
we have degT (o) ≥ 1 almost surely. Let Q be the distribution of (T [vˆ, o]h−1, T [o, vˆ]h−1)
with [T, o] and vˆ as stated. Then, for t, t′ ∈ Ξ× T¯ h−1∗ , we have
Q(t, t′) =
∑
[T,o]∈T¯ h∗ :degT (o)≥1
P˜ ([T, o])
Eh(t, t
′)(T, o)
degT (o)
=
∑
[T,o]∈T¯ h∗ :degT (o)≥1
P ([T, o]) degT (o)
d
Eh(t, t
′)(T, o)
degT (o)
=
eP (t, t
′)
d
= πP (t, t
′),
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which completes the proof of our claim. This, in particular, implies that, µ˜–almost
surely, we have πP (T [vˆ, o]h−1, T [o, vˆ]h−1) > 0. Moreover, we claim that for t, t
′ ∈ T¯ h−1∗
such that πP (t, t
′) > 0 and t˜ ∈ T¯ h∗ such that t˜h−1 = t, we have
Pµ˜
(
T [vˆ, o]h = t˜
∣∣T [o, vˆ]h−1 = t′, T [vˆ, o]h−1 = t) = P̂t,t′(t˜). (103)
In order to show this, first note that, as was mentioned above, we have
Pµ˜ (T [o, vˆ]h−1 = t
′, T [vˆ, o]h−1 = t) = πP (t, t
′). (104)
On the other hand, we have
Pµ˜
(
T [vˆ, o]h = t˜, T [o, vˆ]h−1 = t
′
) (a)
= Pµ˜
(
[T, o]h = t˜⊕ t
′
) 1
deg(t˜⊕ t′)
Eh+1,h(t˜, t
′)(t˜⊕ t′)
=
P˜ (t˜⊕ t′)
deg(t˜⊕ t′)
Eh+1,h(t˜, t
′)(t˜⊕ t′)
=
1
d
P (t˜⊕ t′)Eh+1,h(t˜, t
′)(t˜⊕ t′),
where (a) is obtained by employing the assumption that vˆ is chosen uniformly at random
among the neighbors of the root, and the fact that conditioned on [T, o]h = t˜⊕ t
′, there
are precisely Eh+1,h(t˜, t
′)(t˜⊕ t′) many v ∼T o such that T [v, o]h = t˜ and T [o, v]h−1 = t
′.
Here, deg(t˜⊕ t′) denotes the degree at the root in t˜⊕ t′. Using this together with (104),
we get
Pµ˜
(
T [vˆ, o]h = t˜
∣∣T [o, vˆ]h−1 = t′, T [vˆ, o]h−1 = t) = P (t˜⊕ t′)Eh+1,h(t˜, t′)(t˜⊕ t′)
dπP (t, t′)
=
P (t˜⊕ t′)Eh+1,h(t˜, t
′)(t˜⊕ t′)
eP (t, t′)
.
(105)
Now, if o˜ denotes the root in t˜⊕ t′, we have
Eh+1,h(t˜, t
′)(t˜⊕ t′)
(a)
= |{v ∼t˜⊕t′ o˜ : (t˜⊕ t
′)(o˜, v)h−1 ≡ t
′, ξt˜⊕t′(v, o˜) = t˜[m]}|
(b)
= |{v ∼t˜⊕t′ o˜ : (t˜⊕ t
′)(o˜, v)h−1 ≡ t
′, ξt˜⊕t′(v, o˜) = t[m]}|
(c)
= Eh(t, t
′)(t˜⊕ t′),
where in (a) we have used Lemma 12, (b) is implied by the fact that t[m] = t˜[m], and
in (c) we have again used Lemma 12. Substituting this into (105) and comparing with
the definition of P̂t,t′ , we arrive at (103).
So far, we have shown that the distribution of (T [o, vˆ]h−1, T [vˆ, o]h) is the same as
that of (H [o, o′]h−1, H [o
′, o]h) when [H, o, o
′] ∼ ν. Observe that T [o, vˆ]h−1 and T [vˆ, o]h
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together form [T, o]h. Moreover, by definition, conditioned on (T, o)h, (T, o) is con-
structed using the P̂t,t′(.) distributions, in a way similar to the process of defining
(H, o, o′) above. Consequently, the distribution of [T, o, vˆ] is identical to ν. As was
discussed above, this completes the proof of the unimodularity of UGWTh(P ).
E Proof of Proposition 1
In this section, we prove Proposition 1.
Proof of Proposition 1. Let µ := UGWTh(P ). Using induction, it suffices to show (7)
only for k = h+ 1, i.e. with Q := µh+1, we claim that
UGWTh+1(Q) = µ. (106)
Recall from Section 2 that µ is the law of [T, o] where (T, o)h is sampled from P and the
distributions (P̂t,t′ : t, t
′ ∈ Ξ×T¯ h−1∗ ) are used to extend depth h−1 rooted trees to depth
h rooted trees in a recursive fashion. However, this process is equivalent to the following:
first, we sample (T, o)h+1 using Q and then recursively use (P̂t,t′ : t, t
′ ∈ Ξ × T¯ h−1∗ ) to
extend depth h−1 trees to depth h trees, starting from nodes at depth 2. More precisely,
for v being an offspring of the root and w being an offspring of v, we extend T (v, w)h−1
to T (v, w)h using P̂T [v,w]h−1,T [w,v]h−1. This is done independently for all nodes w with
depth 2. Equivalently, for each offspring v of the root, T (o, v)h is extended to T (o, v)h+1,
independent from all other offspring v′ of the root. However, motivated by the above
discussion, in order to extend T (o, v)h, we need to know T [v, w]h−1 and T [w, v]h−1 for
the offspring w of v. But this is known if we are given T (o, v)h and T (v, o)h (in fact, it
is easy to see that even knowing T (o, v)h and T (v, o)h−2 is sufficient). In other words,
the distribution of T [o, v]h+1 is uniquely determined by knowing T [o, v]h and T [v, o]h.
Motivated by this, for s, s′ ∈ Ξ×T¯ h∗ such that eQ(s, s
′) = Eµ [Eh+1(s, s
′)(T, o)] > 0 and
s˜ ∈ T¯ h+1∗ such that s˜h = s, define P˜s,s′(s˜) to be the probability of T (o, v)h+1 ≡ s˜ given
T (o, v)h ≡ s and T (v, o)h ≡ s
′. The unimodularity of µ implies that if eQ(s, s
′) = 0
for some s, s′ ∈ Ξ × T¯ h∗ , the probability under µ of observing a node w with parent
v such that T (v, w)h ≡ s and T (w, v)h ≡ s
′ is zero; therefore, we may define P˜s,s′
arbitrarily for such s, s′. Continuing this argument recursively for nodes at higher
depths, we realize that µ is the law of (T, o) where (T, o)h+1 is sampled from Q and
then (P˜s,s′(.) : s, s
′ ∈ Ξ×T¯ h∗ ) is used to extend subtrees of depth h to subtrees of depth
h+ 1. Comparing this with the construction of UGWTh+1(Q), we realize that in order
to show (106), it suffices to show that for every s, s′ ∈ Ξ × T¯ h∗ with eQ(s, s
′) > 0, and
for all s˜ ∈ Ξ× T¯ h+1∗ , we have
Q̂s,s′(s˜) = P˜s,s′(s˜), (107)
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where Q̂s,s′ is defined using (6) based on the distribution Q. More precisely, for s, s
′ ∈
Ξ× T¯ h∗ such that eQ(s, s
′) > 0, and s˜ ∈ Ξ× T¯ h+1∗ , we have
Q̂s,s′(s˜) = 1 [s˜h = s]
Q(s˜⊕ s′)Eh+1(s, s
′)(s˜⊕ s′)
eQ(s, s′)
. (108)
We now fix s, s′ ∈ Ξ × T¯ h∗ and show (107). Without loss of generality, we may
assume that s˜h = s, since otherwise both sides of (107) are zero. We claim that
P˜s,s′(s˜) =
Eµ [Eh+1,h+2(s
′, s˜)(T, o)]
Eµ [Eh+1(s′, s)(T, o)]
. (109)
To see this, note that
Eµ [Eh+1,h+2(s
′, s˜)(T, o)] =
∑
r∈T¯ h+1∗
Q(r)Eµ
[∑
v∼T o
1 [T (v, o)h ≡ s
′, T (o, v)h+1 ≡ s˜]
∣∣∣∣∣(T, o)h+1 ≡ r
]
=
∑
r∈T¯ h+1∗
Q(r)Eµ
[∑
v∼T o
1 [T (v, o)h ≡ s
′, T (o, v)h ≡ s]1 [T (o, v)h+1 ≡ s˜]
∣∣∣∣∣(T, o)h+1 ≡ r
]
.
Note that the event {T (o, v)h+1 ≡ s˜} is conditionally independent of the event {(T, o)h+1 ≡
r}, given the event {T (v, o)h ≡ s
′, T (o, v)h ≡ s}. Therefore,
Eµ [Eh+1,h+2(s
′, s˜)(T, o)] =
∑
r∈T¯ h+1∗
Q(r)Eh+1(s
′, s)(r)P˜s,s′(s˜) = Eµ [Eh+1(s
′, s)(T, o)] P˜s,s′(s˜).
(110)
Using the unimodularity of µ, we have
Eµ [Eh+1(s
′, s)(T, o)] = Eµ [Eh+1(s, s
′)(T, o)] = eQ(s, s
′). (111)
Thereby, eQ(s, s
′) > 0 implies that Eµ [Eh+1(s
′, s)(T, o)] > 0. Therefore, dividing both
sides of (110) by Eµ [Eh+1(s
′, s)(T, o)], we arrive at (109). Now, we simplify the right
hand side of (109) to establish (107). Using the unimodularity of µ for the numerator,
we have
Eµ [Eh+1,h+2(s
′, s˜)(T, o)] = Eµ [Eh+2,h+1(s˜, s
′)(T, o)] .
Observe that Eh+2,h+1(s˜, s
′)(T, o) > 0 iff (T, o)h+1 ≡ s˜ ⊕ s
′. On the other hand, if
(T, o)h+1 ≡ s˜⊕ s
′, we have Eh+2,h+1(s˜, s
′)(T, o) = Eh+2,h+1(s˜, s
′)(s˜⊕ s′). Consequently,
Eµ [Eh+1,h+2(s
′, s˜)(T, o)] = Pµ ((T, o)h+1 ≡ s˜⊕ s
′)Eh+2,h+1(s˜, s
′)(s˜⊕ s′)
= Q(s˜⊕ s′)Eh+2,h+1(s˜, s
′)(s˜⊕ s′).
(112)
Note that s˜ ⊕ s′ by construction has the property that Eh+2,h+1(s˜, s
′)(s˜ ⊕ s′) ≥ 1.
Thereby, Lemma 12 implies that Eh+2,h+1(s˜, s
′)(s˜⊕ s′) = |{v ∼s˜⊕s′ o : (s˜⊕ s
′)(o, v)h ≡
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s′, ξs˜⊕s′(v, o) = s˜[m]}|. Here, o denotes the root in s˜ ⊕ s
′. Likewise, since s˜h = s,
Eh+1(s, s
′)(s˜⊕s′) ≥ 1, and another usage of Lemma 12 implies that Eh+1(s, s
′)(s˜⊕s′) =
|{v ∼s˜⊕s′ o : (s˜ ⊕ s
′)(o, v)h ≡ s
′, ξs˜⊕s′(v, o) = s[m]}|. Also, s˜h = s in particular means
s[m] = s˜[m]. Therefore, Eh+2,h+1(s˜, s
′)(s˜ ⊕ s′) = Eh+1(s, s
′)(s˜ ⊕ s′). Substituting into
(112), we get
Eµ [Eh+1,h+2(s
′, s˜)(T, o)] = Q(s˜⊕ s′)Eh+1(s, s
′)(s˜⊕ s′). (113)
Putting (111) and (113) back into (109) and comparing with (108), we arrive at (107),
which completes the proof.
F Proof of Lemma 4
In this section we prove Lemma 4. First, we state the following lemma from [BC15]
which will be useful in the proof.
Lemma 15 (Lemma 5.4 in [BC15]). Let P = {px, x ∈ X} be a probability measure
on a discrete space X such that H(P ) < ∞. Let (ℓx)x∈X be a sequence with ℓx ∈ Z+,
x ∈ X , such that
∑
x pxℓx log ℓx <∞. Then −
∑
x pxℓx log px <∞.
Proof of Lemma 4. By Lemma 1, since µ is unimodular, P˜ is admissible. Also,
EP˜ [degT (o) log degT (o)] = EP [degT (o) log degT (o)] <∞.
Therefore, we only need to verify that H(P˜ ) < ∞. Define ν := UGWTh(P ) and let
P ′ := νh+1 ∈ P(T¯
h+1
∗ ) be the distribution of the h + 1–neighborhood of the root in ν.
Here we have again used Lemma 1 to note that the unimodularity of µ implies that P
is admissible, and hence UGWTh(P ) is well-defined. Now, we claim that∑
s∈T¯ h+1∗
P˜ (s) log
1
P ′(s)
<∞. (114)
Using Gibbs’ inequality, this implies that H(P˜ ) <∞ and completes the proof. Hence,
it suffices to show (114).
Recall that, by the definition of UGWTh(P ), for [T, o] ∈ T¯
h+1
∗ we have
P ′([T, o]) = CP ([T, o]h)
∏
v∼T o
P̂T [o,v]h−1,T [v,o]h−1(T [o, v]h), (115)
where C ≥ 1 is a constant that only depends on [T, o] and counts the number of
extensions of [T, o]h that result in [T, o]. Now, take [T, o] ∈ T¯
h+1
∗ such that P
′([T, o]) > 0
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and note that, using (115), we have P ([T, o]h) > 0. This, together with the fact that P
is admissible, implies that for all v ∼T o we have
eP (T [o, v]h−1, T [v, o]h−1) = eP (T [v, o]h−1, T [o, v]h−1)
≥ P ([T, o]h)Eh(T [v, o]h−1, T [o, v]h−1)(T, o)
≥ P ([T, o]h) > 0.
(116)
Therefore, for v ∼T o, with t := T [o, v]h−1 and t
′ := T [v, o]h−1, we have eP (t, t
′) > 0
and, using (6),
P̂t,t′(T [o, v]h) =
P ([T, v]h)Eh(t, t
′)([T, v]h)
eP (t, t′)
≥
P ([T, v]h)
eP (t, t′)
,
(117)
where the last line follows from the fact that Eh(t, t
′)([T, v]h) ≥ 1. Note that, as we
have assumed P ′([T, o]) > 0, from (115) we have P̂t,t′(T [o, v]h) > 0. Thereby, the first
line in (117) implies that P ([T, v]h) > 0. So far, we have shown that for [T, o] ∈ T¯
h+1
∗
such that P ′([T, o]) > 0, for all v ∼T o we have P ([T, v]h) > 0 and
P̂T [o,v]h−1,T [v,o]h−1(T [o, v]h) ≥
P ([T, v]h)
eP (T [o, v]h−1, T [v, o]h−1)
.
Substituting this in (115), we realize that for [T, o] ∈ T¯ h+1∗ with P
′([T, o]) > 0, we
have
log
1
P ′([T, o])
≤ log
1
P ([T, o]h)
+
∑
v∼T o
log
1
P ([T, v]h)
+
∑
v∼T o
log eP (T [o, v]h−1, T [v, o]h−1).
(118)
Next, we claim that P˜ ≪ P ′. Observe that from (115), for [T, o] ∈ T¯ h+1∗ , P
′([T, o]) =
0 implies that either P ([T, o]h) = 0 or P ([T, o]h) > 0 and P̂T [o,v]h−1,T [v,o]h−1(T [o, v]h) = 0
for some v ∼T o. But if P ([T, o]h) > 0, (116) implies that for all v ∼T o, we have
eP (T [o, v]h−1, T [v, o]h−1) > 0. Therefore, using (117), if P̂T [o,v]h−1,T [v,o]h−1(T [o, v]h) = 0
for some v ∼T o, it must be the case that P ([T, v]h) = 0. Consequently, P
′([T, o]) = 0
implies that either P ([T, o]h) = 0 or P ([T, o]h) > 0 and for some v ∼T o, we have
P ([T, v]h) = 0. Note that since P˜h = P , if P ([T, o]h) = 0, we have P˜ ([T, o]) = 0. Now,
we claim that if P ([T, v]h) = 0 for some v ∼T o, then P˜ ([T, o]) = 0. In order to establish
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this claim, using P˜ = µh+1, we have
EP˜
[∑
v∼T o
1 [P ([T, v]h) = 0]
]
=
∫ ∑
v∼T o
1 [P ([T, v]h) = 0] dµ([T, o])
(a)
=
∫ ∑
v∼T o
1 [P ([T, o]h) = 0] dµ([T, o])
=
∫
degT (o)1 [P ([T, o]h = 0)] dµ([T, o])
(b)
= 0,
where (a) uses the unimodularity of µ and (b) uses the fact that µh = P . This means
that for P˜–almost all [T, o] ∈ T¯ h+1∗ , P ([T, v]h) > 0 for all v ∼T o. Equivalently, if
P ([T, v]h) = 0 for v ∼T o, we have P˜ ([T, o]) = 0. To sum up, we showed that for
[T, o] ∈ T¯ h+1∗ , P
′([T, o]) = 0 implies P˜ ([T, o]) = 0 and hence P˜ ≪ P ′. As a result, using
this and (118), we may write the LHS of (114) as∑
s∈T¯ h+1∗
P˜ (s) log
1
P ′(s)
=
∑
s∈T¯ h+1∗ :P ′(s)>0
P˜ (s) log
1
P ′(s)
≤
∑
[T,o]∈T¯ h+1∗ :P ′([T,o])>0
P˜ ([T, o])
(
log
1
P ([T, o]h)
+
∑
v∼T o
log
1
P ([T, v]h)
+
∑
v∼T o
log eP (T [o, v]h−1, T [v, o]h−1)
)
.
(119)
We may bound each component separately as follows. First, note that the facts P˜ ≪ P ′,
P˜ = µh+1 and P = µh imply that∑
[T,o]∈T¯ h+1∗ :P ′([T,o])>0
P˜ ([T, o]) log
1
P ([T, o]h)
=
∫
log
1
P ([T, o]h)
dµ([T, o])
= −
∑
s∈T¯ h∗
P (s) logP (s) = H(P ) <∞.
(120)
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We also have∑
[T,o]∈T¯ h+1∗ :P ′([T,o])>0
P˜ ([T, o])
∑
v∼T o
log
1
P ([T, v]h)
=
∫ ∑
v∼T o
log
1
P ([T, v]h)
dµ([T, o])
(a)
=
∫ ∑
v∼T o
log
1
P ([T, o]h)
dµ([T, o])
=
∫
degT (o) log
1
P ([T, o]h)
dµ([T, o])
= −
∑
[T,o]∈T¯ h∗
degT (o)P ([T, o]) logP ([T, o])
(b)
< ∞
(121)
where (a) follows from unimodularity of µ and (b) follows from Lemma 15 and the fact
that since P is strongly admissible, i.e. P ∈ Ph, we have EP [degT (o) log degT (o)] <∞.
Finally, for the third component, note that since
d = EP [degT (o)] = EP
 ∑
t,t′∈Ξ×T¯ h−1∗
Eh(t, t
′)(T, o)
 = ∑
t,t′∈Ξ×T¯ h−1∗
eP (t, t
′),
we have eP (T [o, v]h−1, T [v, o]h−1) ≤ d for all [T, o] ∈ T¯
h+1
∗ and v ∼T o. Consequently,∑
[T,o]∈T¯ h+1∗ :P ′([T,o])>0
P˜ ([T, o])
∑
v∼T o
log eP (T [o, v]h−1, T [v, o]h−1)
=
∫ ∑
v∼T o
log eP (T [o, v]h−1, T [v, o]h−1)dµ([T, o])
≤
∫
degT (o)(log d)dµ([T, o]) = d log d <∞.
(122)
Putting (120), (121) and (122) back in (119) we arrive at (114), which completes the
proof.
G Calculations for Deriving (10)
First note that since u(n)(θ)/n→ qθ for all θ ∈ Θ, we have
log
n!∏
θ∈Θ u
(n)(θ)!
= nH(Q) + o(n). (123)
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Furthermore, since m(n)(x, x′)/n→ dx,x′ for x 6= x
′, we have
log 2
∑
x<x′ m
(n)(x,x′) = n
∑
x<x′
m(n)(x, x′)
n
log 2
= n
(∑
x<x′
dx,x′ log 2 + o(1)
)
= n
∑
x<x′
dx,x′ log 2 + o(n).
(124)
Moreover, from Stirling’s approximation for the factorial, for a positive integer k we
have log k! = k log k − k + O(log k). Moreover, since for all x 6= x′ ∈ Ξ we have
m(n)(x, x′)/n → dx,x′ < ∞ and for x ∈ Ξ we have m
(n)(x, x)/n → dx,x/2 < ∞, we
conclude that we have m(n)(x, x′) = O(n) for all x, x′ ∈ Ξ, and so
log
n(n−1)
2
!∏
x≤x′∈Ξm
(n)(x, x′)!×
(
n(n−1)
2
− ‖~m(n)‖1
)
!
=
n(n− 1)
2
log
n(n− 1)
2
−
n(n− 1)
2
−
∑
x≤x′
(
m(n)(x, x′) logm(n)(x, x′)−m(n)(x, x′)
)
−
[(
n(n− 1)
2
− ‖~m(n)‖1
)
log
(
n(n− 1)
2
− ‖~m(n)‖1
)
−
(
n(n− 1)
2
− ‖~m(n)‖1
)]
+O(logn)
=
n(n− 1)
2
log
n(n− 1)
2
−
∑
x≤x′
m(n)(x, x′) logm(n)(x, x′)
−
n(n− 1)
2
log
(
n(n− 1)
2
− ‖~m(n)‖1
)
+ ‖~m(n)‖1 log
(
n(n− 1)
2
− ‖~m(n)‖1
)
+ o(n)
= −
n(n− 1)
2
log
(
1−
2‖~m(n)‖1
n(n− 1)
)
− n
∑
x≤x′
m(n)(x, x′)
n
log
m(n)(x, x′)
n
− n
∑
x≤x′
m(n)(x, x′)
n
logn
+ ‖~m(n)‖1 log
[
n2
(
n− 1
2n
−
‖~m(n)‖1
n2
)]
+ o(n).
Using the facts that 2‖~m(n)‖1/n(n−1)→ 0 and log(1−x) = −x+O(x
2), this simplifies
to
= −
n(n− 1)
2
[
−
2‖~m(n)‖1
n(n− 1)
+O
(
4‖~m(n)‖21
(n(n− 1))2
)]
− n
(∑
x<x′
dx,x′ log dx,x′ +
∑
x
dx,x
2
log
dx,x
2
)
− ‖~m(n)‖1 log n+ 2‖~m
(n)‖1 log n+ n
‖~m(n)‖1
n
log
(
n− 1
2n
−
‖~m(n)‖1
n2
)
+ o(n).
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Since, by assumption, ‖~m(n)‖1/n →
∑
x<x′ dx,x′ +
∑
x dx,x/2 =
∑
x,x′ dx,x′/2, this sim-
plifies to
= n
‖~m(n)‖1
n
+O
(
‖~m(n)‖21
n(n− 1)
)
︸ ︷︷ ︸
O(1)
−n
(∑
x<x′
dx,x′ log dx,x′ +
∑
x
dx,x
2
log
dx,x
2
)
+ ‖~m(n)‖1 logn + n
(∑
x,x′
dx,x′
2
log
1
2
+ o(1)
)
+ o(n)
= ‖~m(n)‖1 logn + n
∑
x,x′
s(dx,x′)− n
∑
x<x′
dx,x′ log 2 + o(n).
Using this together with (123) and (124), we get
log |G
(n)
~m(n),~u(n)
| = nH(Q) + ‖~m(n)‖1 log n+ n
∑
x,x′
s(dx,x′)− n
∑
x<x′
dx,x′ log 2
+ n
∑
x<x′
dx,x′ log 2 + o(n)
= ‖~m(n)‖1 log n+ nH(Q) + n
∑
x,x′
s(dx,x′) + o(n),
which is precisely what was stated in (10).
H Proof of Proposition 2
In this section, we prove Proposition 2.
Proof of Proposition 2. Let µ := UGWTh(P ). If P has a finite support then, as implied
by Lemma 6 in Section 5.6 and Proposition 9 in Section 5.7, µ is sofic. If P does not
have a finite support then, along the lines of the proof of Proposition 5 in Section 6.2,
for k > 1, let µ(k) be the law of [T (k), o] obtained from [T, o] ∼ µ as follows. For each
vertex v ∈ V (T ), we remove all the edges connected to v if degT (v) ≥ k. Then, we
let T (k) denote the connected component of the root in the resulting forest. As was
shown in the proof of Proposition 5, with Pk := (µ
(k))h, as k → ∞, we have Pk ⇒ P
and ePk(t, t
′)→ eP (t, t
′) for all t, t′ ∈ Ξ× T¯ h−1∗ (see (52)). Note that, from Lemma 3 in
Appendix D, µ is unimodular. Thereby, it is easy to see that µ(k) is also unimodular.
Furthermore, from Lemma 1, Pk is admissible. The above discussion together with
Lemma 2 in Appendix C implies that UGWTh(Pk) ⇒ µ. On the other hand, as we
have discussed above, since Pk has a finite support, UGWTh(Pk) is sofic. Therefore,
a diagonal argument implies that µ is also sofic and completes the proof. It is worth
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recalling that we have earlier directly shown the unimodularity of µ in Appendix D.
However, in general, being sofic might be a stronger property than being unimodular
for all one knows at the moment.
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Notation
(G, o) for a connected marked graph G on a finite or countably infinite vertex set and a
vertex o ∈ V (G), we call the pair (G, o) a rooted connected marked graph. Also,
for a marked graph G which is not necessarily connected and a vertex o ∈ V (G),
we use (G, o) to denote (G(o), o), where G(o) is the connected component of o in
G. 3
(G, o)h the h–neighborhood of vertex o in G. 3
(T, o) See (G, o).
(T, o)h See (G, o)h.
(θ, x)⊗ t given h ∈ N, t ∈ Ξ × T¯ h−1∗ , x ∈ Ξ and θ ∈ Θ, define (θ, x) ⊗ t to be the
element in T¯ h∗ where the root o has mark θ, and attached to it is one offspring v
where the subtree of v is isomorphic to t[s] and the edge connecting o to v has
mark x towards o and t[m] towards v, see Figure 5. 26
DG(v) For G = (V, ω) ∈ Ĝ(C) and v ∈ V , DG(v) = (DGc (v) : c ∈ C) where D
G
c (v) is the
number of edges going out of v with color c. 21
DGc (v) For G = (V, ω) ∈ Ĝ(C), v ∈ V and c ∈ C, D
G
c (v) denotes the number of edges
going out of v with color c. 21
Eh(g, g
′)(G, o) The number of v ∼G o such that ϕ
h
G(o, v) = (g, g
′). 8
Eh(g, g
′)([G, o]) For [G, o] ∈ G¯∗, integer h ≥ 1, and g, g
′ ∈ Ξ × G¯h−1∗ , we write
Eh(g, g
′)([G, o]) for Eh(g, g
′)(G, o), where (G, o) is an arbitrary member of [G, o].
8
Eh(t, t
′)(T, o) See Eh(g, g
′)(G, o).
Eh(t, t
′)([T, o]) See Eh(g, g
′)([G, o]).
Ek,l(t, t
′)(T, o) the number of v ∼T o such that T (v, o)k−1 ≡ t and T (o, v)l−1 ≡ t
′. 65
G(u, v) The pair (ξG(u, v), (G
′, v)) where G′ is obtained from G by removing the edge
u, v. 6
G(u, v)h The pair (ξG(u, v), (G
′, v)h) where G
′ is obtained from G by removing the edge
u, v. 6
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G[u, v] The pair (ξG(u, v), [G
′, v]) where G′ is obtained from G by removing the edge
u, v. 6
G[u, v]h The pair (ξG(u, v), [G
′, v]h) where G
′ is obtained from G by removing the edge
u, v. 6
Jh(P ) For h ≥ 1 and admissible P ∈ P(T¯
h
∗ ) with H(P ) < ∞ and EP [degT (o)] > 0,
define Jh(P ) := −s(d) +H(P )−
d
2
H(πP )−
∑
t,t′∈Ξ×T¯ h−1∗
EP [logEh(t, t
′)!], where
d := EP [degT (o)] is the average degree at the root and s(d) =
d
2
− d
2
log d. 12
T (u, v) See G(u, v).
T (u, v)h See G(u, v)h.
T [u, v] See G[u, v].
T [u, v]h See G[u, v]h.
V (G) Vertex set of graph G. 2
V (T ) See V (G).
[G, o] the isomorphism class of (G, o). 3
[G, o]h the isomorphism class of the h–neighborhood (G, o)h. 3
[T, o] See [T, o].
[T, o]h See [G, o]h.
CB(G) The colorblind version of a graph G ∈ Ĝ(C). 21
CM( ~D) For ~D ∈ Dn, denotes the law of the configuration model given the colored
degree sequence ~D. 22
MCB~β(H) given a simple directed colored graph H ∈ G(C) where C = F × F and
F ⊂ Ξ × G¯h−1∗ is finite, and also a vector
~β = (β(v) : v ∈ V ) with elements in
Θ, is defined to be a simple marked graph on V where a pair of directed edges,
one directed from u towards v with color (g, g′) and one directed from v towards
u with color (g′, g), are substituted with a marked edge with mark g[m] towards
u and g′[m] towards v. Furthermore, a vertex v is given mark β(v). 25
C(G) for a simple marked graph G on the vertex set [n], is defined to be a simple
directed colored graph where each edge is replaced by two directed edges with
colors coming from the type of that edge. 25
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CUGWT(P ) Colored Unimodular Galton–Watson Tree, which is a probability measure
on Ĝ∗(C). Here, C is a color set of size L× L and P is a probability distribution
over ML. 24
deg(µ) The expected degree at the root in µ. 5
degG(o) the total number of vertices connected to o in G, irrespective of their marks.
2
degx,x
′
G (o) the number of vertices v connected to o in G such that ξG(v, o) = x and
ξG(o, v) = x
′. 2
degT (o) See degG(o).
degx,x
′
T (o) See deg
x,x′
G (o).
degx,x′(µ) The expected number of edges connected to the root in µ with mark x
towards the root and mark x′ towards the offspring. 5
distG(v, w) The distance between vertices v and w in G, which is the length of the
shortest path connecting v to w. 2
distT (v, w) See distG(v, w).
dLP(µ, ν) The Le´vy–Prokhorov distance between probability measures µ and ν. 1
UGWTh(P ) Unimodular Galton–Watson Tree with depth h neighborhood distribution
P . 9
ϕhG(u, v) for two adjacent vertices u and v in a simple marked graph G and h ≥ 1, is de-
fined to be the type of the edge between u and v, i.e. the pair (G[v, u]h−1, G[u, v]h−1) ∈
(Ξ× G¯h−1∗ )× (Ξ× G¯
h−1
∗ ). 8
ϕhT (u, v) See ϕ
h
G(u, v).
Ĝ(C) The set of directed multigraphs on a finite or countable vertex set with edges
having colors coming from C. More precisely, each member of Ĝ(C) is of the form
G = (V, ω) where V is a finite or countable vertex set, ω = (ωc : c ∈ C) and
for c ∈ C, ωc : V
2 → Z+. Furthermore, we require that (i) For c ∈ C=, ωc(v, v)
is even for all v ∈ V , and ωc(u, v) = ωc(v, u) for all u, v ∈ V , (ii) For c ∈ C6=,
we have ωc(u, v) = ωc¯(v, u) for all u, v ∈ V and (iii) For all v ∈ V and c ∈ C,∑
u∈V ωc(v, u) <∞. 21
Ĝ( ~D) The set of directed colored multigraphs G ∈ Ĝ(C) whose colored degree sequence
coincides with ~D ∈ Dn. 22
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Ĝ∗ The space of isomorphism classes of rooted multigraphs. 6
Ĝ∗(C) The set of equivalence classes of rooted directed colored multigraphs. Each mem-
ber of Ĝ∗(C) is of the form [G, o] where G ∈ Ĝ(C) is connected and o is a distin-
guished vertex in G. 23
Dn The set of vectors (D(1), . . . , D(n)) such that D(i) ∈ ML for 1 ≤ i ≤ n and
S :=
∑n
i=1D(i) is a symmetric matrix in ML with even diagonal entries. 22
G(C) The set of simple directed colored graphs in Ĝ(C), i.e. the set of G ∈ Ĝ(C) where
CB(G) is simple. 21
G( ~D, h) The set of directed colored multigraphs G ∈ Ĝ( ~D) where CB(G) has no cycles
of length l ≤ h. 22
G∗(C) The subset of Ĝ∗(C) consisting of equivalence classes of rooted directed colored
graphs, i.e. for which the associated colorblind multigraph CB(G) is a graph. 24
Gn The set of graphs on the vertex set [n]. 2
G¯h∗ The space of isomorphism classes of connected rooted marked graphs with depth at
most h. 3
G¯n The set of marked graphs on the vertex set [n]. 2
G
(n)
~m,~u The set of marked graphs G on the vertex set [n] such that ~mG = ~m and ~uG = ~u.
13
ML The set of L× L matrices with nonnegative integer valued entries. 21
M
(δ)
L The set of L×L matrices with nonnegative integer valued entries bounded by δ.
22
P(X) The set of Borel probability measures on a metric space X . 1
Pu(G¯∗), Pu(T¯∗) The set of unimodular measures on G¯∗ and T¯∗, respectively. 4
T¯∗(Ξ,Θ), T¯∗ Subset of G¯∗(Ξ,Θ) consisting of isomorphism classes [T, o] where T is a
tree. When the mark sets are clear from the context, we use T¯∗ as a shorthand
for T¯∗(Ξ,Θ). 3
µh For h ≥ 0, µh ∈ P(G¯
h
∗ ) is the law of [G, o]h, where [G, o] has law µ ∈ P(G¯∗). 6
τG(u) The mark of vertex u. 2
τT (u) See τG(u).
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~DG The colored degree sequence of a graph G = (V, ω) ∈ Ĝ(C). Here ~DG = (DG(v) :
v ∈ V ), where DG(v) = (DGc (v) : c ∈ C) and D
G
c (v) is the number of edges going
out of v with color c. 21
~DT See ~DG.
~deg(µ) The average degree vector at the root, i.e. ~deg(µ) = (degx,x′(µ) : x, x
′ ∈ Ξ). 5
~mG The edge mark count vector of the marked graph G, i.e. ~mG = (mG(x, x
′) :
x, x′ ∈ Ξ) where mG(x, x
′) is the number of edges (i, j) in G such that ξG(i, j) =
x, ξG(j, i) = x
′ or ξG(i, j) = x
′, ξG(j, i) = x. 2
~mT See ~mG.
~τG The vertex mark vector of G, i.e. ~τG = (τG(v) : v ∈ V (G)). 57
~τT See ~τG.
Πθ(µ) The probability of the root in µ having mark θ ∈ Θ. 4
~uG The vertex mark count vector of the marked graph G, i.e. ~uG = (uG(θ) : θ ∈ Θ)
where uG(θ) denotes the number of vertices in G carrying mark θ. 2
~uT See ~uG.
~Π(µ) The root mark probability vector of µ, i.e. ~Π(µ) = (Πθ(µ) : θ ∈ Θ). 5
ξG(v, w) The mark of edge (v, w) towards vertex w. 2
ξT (v, w) See ξG(v, w).
eP (c) For c = (t, t
′) where t, t′ ∈ Ξ × T¯ h−1∗ for some h ≥ 1, eP (c) is defined to be
eP (t, t
′). 34
eP (t, t
′) See eP (g, g
′).
ep(g, g
′) For h ≥ 1, P ∈ P(G¯h∗ ), and g, g
′ ∈ Ξ×G¯h−1∗ , we define eP (g, g
′) := EP [Eh(g, g
′)(G, o)].
Here, (G, o) is a member of the isomorphism class [G, o] that has law P . 8
g[m] For g ∈ Ξ× G¯∗, we call the Ξ component of g its mark component and denote it
by g[m]. 6
g[s] For g ∈ Ξ× G¯∗, we call the Θ component of g its subgraph component and denote
it by g[s]. 6
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gk For g ∈ Ξ× G¯
h
∗ and an integer k ≥ 0, we define gk ∈ Ξ× G¯
min{h,k}
∗ to have the same
mark component as g, i.e. gk[m] := g[m], and subgraph component the truncation
of the subgraph component of g up to depth k, i.e. gk[s] := (g[s])k. 6
n( ~D, ~β) For colored degree sequence ~D = (D(v) : v ∈ [n]) and vertex mark sequence
~β = (β(v) : v ∈ [n]), is defined to be the number of distinct pairs ( ~Dπ, ~βπ)
where π ranges over the set of permutations π : [n] → [n]. Here, for 1 ≤ i ≤ n,
Dπ(i) = D(π(i)) and βπ(i) = β(π(i)). 32
s⊙ s′ For two rooted trees s, s′ ∈ T¯∗ which have the same mark at the root, define
s⊙ s′ to be the element in T¯∗ obtained by jointing s and s
′ at a common root, see
Figure 6. 26
s(.) The function defined on [0,∞) such that s(0) = 0 and s(d) = d
2
− d
2
log d. 14
s(~d) For an average degree vector ~d = (dx,x′ : x, x
′ ∈ Ξ), s(~d) is defined to be∑
x,x′∈Ξ s(dx,x′). 14
t⊕ t′ For t ∈ Ξ× T¯ k∗ and t
′ ∈ Ξ× T¯ l∗ , returns an object in T¯
max{k,l+1}
∗ , see Figure 3. 9
t[m] See g[m].
t[s] See g[s].
tk See gk.
v ∼G w vertices v and w are adjacent in G. 2
v ∼T w See v ∼G w.
x× s For x ∈ Ξ and s ∈ T¯∗, is the element t ∈ Ξ× T¯∗ such that t[m] = x and t[s] = s.
26
C The set of colors in a colored configuration model, consisting of pairs (i, j) where
1 ≤ i, j ≤ L. Here, L is a fixed integer. 20
Ξ Edge mark set. 2
Θ Vertex mark set. 2
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Terminology
∆–graphical matrix A matrix D ∈ M
(δ)
L is said to be ∆–graphical if there exists
r ∈ ∆ such that D = D(r). Here, ∆ ⊂ T¯ h∗ is a finite set. Furthermore, F
denotes the set of T [o, v]h−1 and T [v, o]h−1 arising from [T, o] ∈ ∆ and vertices
v ∼T o. Also, for r ∈ ∆, D(r) ∈ M
(δ)
L is the matrix such that, for t, t
′ ∈ F ,
Dt,t′(r) = Eh(t, t
′)(r). 37
∆–graphical rooted directed colored graph We say that a rooted directed colored
graph [F, o] ∈ G∗(C) is ∆–graphical if for each vertex v in F , D
F (v) is ∆–graphical.
37
h tree–like A marked or unmarked graph G is said to be h tree–like if for all vertices
v in G, the depth h local neighborhood of v in G, i.e. (G, v)h, is a rooted tree.
This condition is equivalent to requiring that there is no cycle of length 2h+1 or
less in G. 32
admissible A probability distribution P ∈ P(G¯h∗ ) is called admissible if EP [degG(o)] <
∞ and for all g, g′ ∈ Ξ× G¯h−1∗ , we have eP (g, g
′) = eP (g
′, g). 8
graphical With h ∈ N, F ⊂ Ξ × T¯ h−1∗ such that |F| = L and C = F × F , a pair
(θ,D) where θ ∈ Θ and D = (Dt,t′ : t, t
′ ∈ F) ∈ ML is called graphical if there
exists [T, o] ∈ T¯ h∗ such that τT (o) = θ and Eh(t, t
′)(T, o) = Dt,t′ for all t, t
′ ∈ F .
Moreover, Eh(t, t
′)(T, o) = 0 when either t /∈ F or t′ /∈ F . 26
strongly admissible A probability distribution P ∈ P(T¯ h∗ ) is called strongly admis-
sible if P is admissible, H(P ) < ∞ and EP [degT (o) log degT (o)] < ∞. Also, Ph
denotes the set of strongly admissible probability distributions P ∈ P(T¯ h∗ ). 12,
17
89
