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a b s t r a c t
It is known that in many missing data models, for example, survival data models, some
parameters are root-n estimable while the others are not. When they are, their limiting
distributions are often Gaussian and easy to use. When they are not, their limiting
distributions, if exists, are often non-Gaussian and difficult to evaluate. Thus it is important
to have some preliminary assessments of the root-n estimability in these models. In this
article, we study this problem for four missing data models: two-point interval censoring,
double censoring, interval truncation, and a case-control genetic association model. For
the first three models, we identify some parameters which are not root-n estimable. For
some root-n estimable parameters, we derive the corresponding information boundswhen
they exist. Also, as the Cox regression model is commonly used for such data, we give
asymptotic efficient information for these regression parameters. For the case-control
genetic association model, we compute the asymptotic efficient information and relative
efficiency, in relation to that of the full data, when only the case-control status data are
available, as is often the case in practice.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Missing data are often encountered in practice, such as in various types of censoring or truncation data, and case-control
status data. In many such cases we need to estimate infinite-dimensional parameters or their functionals. It is known that
some parameters in somemissing datamodels cannot be estimatedwith the usual rate of
√
n, either because the estimators
are not consistent or because they are consistent with a rate slower than
√
n, and in such case the limiting distribution
is often non-normal and difficult to evaluate. For example, in the convolution model and some interval censoring models,
the distribution functions are not root-n estimable, the corresponding nonparametric maximum-likelihood estimates are
consistent with rate n1/3, and the asymptotic limit is non-Gaussian (see, for example, [9]). In these cases, the limiting
behavior of the estimators are non-standard, and difficult to use in practice. For the estimation of infinite-dimensional
parameters, although there is no general criterion, no simple and clear-cut rule for rate-
√
n estimability in the existing
statistics theory, it is still of meaning to have some preliminary results, using a combination of existing tools, regarding the
estimability of some commonly used missing data models, so that the practitioners can have some prior knowledge in the
investigation with such models. Most missing data models have been extensively studied (for example, [16,29,7,8,28,10,25,
14,24,33,35,21,5,15,32]; and many more). Some parameters in many such models are root-n estimable and have been well
studied; many of them are efficient in that their asymptotic variances achieve the information lower bounds. But in many
other cases even the corresponding information bounds are not straightforward to compute. On the other hand, although
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many functionals of missing data models are not root-n estimable, the corresponding regression parameter(s) are often
root-n efficiently estimable. For example, Huang [13] established such a result for the interval censoring model, although
the nonparametric maximum-likelihood estimate of the underlying hazard function is consistent with rate n1/3. Indeed,
many smooth functionals of infinite-dimensional parameters are root-n efficient estimable, even though such parameters
themselves may not be so. An excellent survey of works in this field is given in [2], hereafter BKRW.
Here, we study the mentioned problem for four missing data models: interval censoring (such data can be found in
practice, e.g. in AIDS research [17]); double censoring, which has been studied by Turnball [29], Chang and Yang [4], Gu
and Zhang [10], and Sun [26] amongst others; interval truncation, which is an extension of the one-sided truncation model,
and can be found applications in economics and social studies [12]; and a case-control genetic associationmodel [20,23,34].
The first three models are survival models, while the last one is not. Although some results for one-point interval censoring,
double censoring, and one-point truncation exist in the literature, to our best knowledge, a formal treatment of the above
four models regarding the identification of root-n estimability has not been undertaken. Here, for the first three models, we
identify someparameterswhich are not root-n estimable, and, for root-n estimable parameters,we derive the corresponding
information bounds when they exist. Also, as Cox’s regression model is commonly used for such data, we obtain the
asymptotic efficient information for the regression parameters. For the case-control genetic associationmodel, we compute
the asymptotic information and relative efficiency when only the case-control status data are available, as is often the case
in practice.
Our results show that, for the interval censoring model and the double censoring model, the root-n estimability depends
on the form of the functionals. For the interval truncation model, under rather general conditions any smooth functional is
root-n estimable. For the case-control genetic association model, which can be regarded as a missing data model with only
case-control status, we considered two scenarios with the underlying distribution known or unknown, both with presence
of covariates. We calculated the asymptotic efficient information for the association parameter and the asymptotic relative
efficiency of using only the case-control status data as compared to that for the complete data.
2. Root-n estimability for some missing data models
Let the original data be X0 ∼ Qθ ∈ Q = {Qθ : θ ∈ Θ}. In many cases, we cannot directly observe X0; instead, we observe
X = T (X0) for some measurable map T . The induced model for X is P = {P = QθT−1 : θ ∈ Θ}. A parameter ν = ν(P) is
root-n estimable (see BKRW) if there is an estimator νn based on n independent observations X1, . . . , Xn such that
lim
M→∞ lim supn→∞
P(
√
n|νn − ν| ≥ M) = 0.
Apparently, when
√
n(νn − ν) converges weakly, ν is rate-√n estimable. Denote L02(Q ) = {g :

g(x)Q (dx) = 0,  g2(x)
Q (dx) <∞}; similarly for L02(P). The score operator i : L02(Q )→ L02(P) is defined as (see [9])
ia = E(a(X0)|T (X0) = x), ∀a ∈ L02(Q ).
It is a bounded linear operator and has an adjoint i∗ : L02(P)→ L02(Q ) determined by
⟨b, ia⟩L2(P) = ⟨i∗b, a⟩L2(Q ), ∀a ∈ L02(Q ), b ∈ L02(P),
where ⟨b, g⟩L2(P) =

b(x)g(x)P(dx) and ⟨b, g⟩L2(Q ) =

b(x)g(x)Q (dx). Also, i∗b = E(b(X)|X0),∀b ∈ L02(P). The information
operator is defined as i∗i : L02(Q ) → L02(Q ). The score operator (and information operator) defined above for missing data
models are the same as those for parameters as given in BKRW, though the definitions there look different. Latter on, wewill
see that the information operator given above can be used to assess the estimability of parameters in missing data models.
In the parametric case, bounded differentiability of log-likelihood implies the existence of Fisher information or an
information bound. In the nonparametric (infinite-dimensional parameters) case, commonly used derivatives include
Gâteaux, Hadamard (compactly), pathwise, Hellinger, and Fréchet differentials. Often, Gâteaux differentiability is too weak
(even a discontinuous functional can be Gâteaux differentiable), the Fréchet differential is too strong (many commonly used
functionals do not have Fréchet differentiability), and the Hadamard differential is stronger than Gâteaux and weaker than
Fréchet and is considered more appropriate to use in most statistical problems. The Hellinger differential is a special form
of the Fréchet differential, and the pathwise differential is a special form of the Hadamard differential and is often used
for semiparametric and nonparametric models. Thus, for nonparametric models, the existence of an information bound,
hence plausible root-n estimability, relies on the pathwise differentiability of the models. Since in nonparametric models
the ‘parameters’ to be estimated are often implicit functionals of the unknown distribution, pathwise differentiability (with
respect to the distribution) are often obtained using van der Vaart’s [31] composite differentiability result. For missing
data models, a commonly used result is that if the information operator i∗i is boundedly invertible, then any pathwise
differentiable functional (parameter) has an information bound. Although the existence of an information bound does not
guarantee the existence of a rate-
√
n consistent estimator [22], inmany such cases there do exist rate-
√
n asymptotic normal
estimators which achieve the information bound, i.e., the existence of an efficient estimator. In fact, it follows from thework
of LeCam [18] that regularity of the model together with existence of a
√
n-consistent preliminary estimator guarantees the
existence of an efficient estimator; see also Theorem 2.5.2 in BKRW. Also, as in Theorem 5.2.3 in BKRW, in the presence of
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joint
√
n-consistency of the estimator and score, pathwise differentiability is almost equivalent to regularity.When i∗i is not
boundedly invertible, then some functional(s) of the distribution do not have an information bound; thus, by the convolution
theory [11], these functional(s) cannot be estimated at rate
√
n. Although, for infinite-dimensional parameters, there is no
clear cut rule for
√
n-estimability, in summary there are some preliminary guides.
• For a given model Q , if the information operator i∗i is boundedly invertible, then, for any (pathwise) differentiable
functional ν of Q , an information bound exists; thus there is a Gaussian distribution as the optimal weak limit (with
zero mean and the corresponding information bound as the variance) for any regular estimator of ν, in the sense of a
convolution decomposition, suggesting that ν may be root-n estimable with a Gaussian weak limit. This plus some other
existing results allows us to investigate whether it is root-n estimable.
• If i∗i is not boundedly invertible, then many functionals of Q have no information bounds; these functionals are not
estimable at rate n1/2, and their weak limits, if they exist, are often non-Gaussian. In this case, however, by combining
additional results, we may identify some possible specific functionals which are root-n estimable.
Below, we investigate the aforementioned four missing data models for the rate-
√
n estimability for some of their
parameters, and compute their information bounds or asymptotic information when they exist.
Interval censoring with two points (case II). In this model, X0 = (Z,U, V ) ∈ R+ × (R+)2, where Z ∼ F and (U, V ) ∼ H
are independent, and U < V a.s. H has a density h with respect to the Lebesque measure λ on (R+)2. We observe
X = T (X0) = (U, V , 1[Z≤U], 1[Z≤V ]) := (U, V , δ, γ ), with 0 < P(δ = 1) < 1 and 0 < P(γ = 1) < 1. This model is
in Example 1.6 of Groeneboom and Weller [9]. Here, Q = F × H , and the distribution PF ,H of (U, V , δ, γ ) has density/mass
function
pF ,H(x) = pF ,H(u, v, δ, γ ) = F δ(u)(F(v)− F(u))γ (1−δ)(1− F(v))1−(δ∨γ )h(u, v)
with respect to λ× (counting measure) on (R+)2 × {0, 1}2. We want to know whether some smooth functional of (F ,H) is
rate-n1/2 estimable based on observations X1, . . . , Xn i.i.d. with X . In this model, our main interest is to estimate parameters
which are functionals of F . For this, let i1 : L02(F)→ L02(Q ) be the score operator for F . We have the following.
Theorem 1. For the model of interval censoring with two points, i∗1i1 is not boundedly invertible.
Thus, by our discussion above,many parameters in the interval censoringmodelwith twopoints are not root-n estimable.
Wewant to know the root-n estimability of some specific parameters (or functionals of F ). Since (U, V ) are directly observed,
any reasonably smooth functional of H is rate-
√
n estimable. Now, we consider functionals of F , for example the parameter
F(z), the distribution function of Z at z, or the parameter
ν =

g(z)F(dz), with g(z) = E(a(U, V , δ, γ )|Z = z) for some a(u, v, δ, γ ) ∈ L2(PF ,H).
In particular, we consider parameters of the following form, assuming its existence:
µ = E(g(Z)), g(z) =
 z
0
r(v)dv, r(·) given.
Thus, if r(v) = kvk−1,µ is the k-th moment of F . These parameters are functionals of F . Note that g(z) can also be written in
the form g(z) = E[b(U, V , δ, γ )|Z = z] for some b given in Theorem2(iii). Since Z is not directly observable, the estimability
of these parameters is not obvious.
On the other hand, its is known that, formanymissing datamodels, the finite-dimensional regression parameter(s) in the
Cox [6] model are root-n efficiently estimable, although the underlying hazard function is not root-n estimable. Huang [13]
constructed root-n efficient estimate, for the case I interval censoring model, for the regression parameters, although the
underlying hazard function estimator is consistent at a slower rate of n1/3. Some other such examples can be found in
BKRW. Here, assuming root-n estimability, we give the asymptotic information for such parameters in this case, and the
corresponding information bound is the inverse of the asymptotic information. Let W be the covariate(s), and let θ be the
regression parameter(s) in the Cox model:
Λ(z|w) = exp(θ ′w)Λ(z) or F(z|w) = F(z)exp(θ ′w),
whereΛ(z) =  z−∞ dF/(1− F(z−)) is the hazard function and F(z) = 1− F(z).
Let h(u, v) be the density of H(u, v), and let h1(u) be its U-margin. We have the following.
Theorem 2. For the model of interval censoring with two points, the following hold.
(i) F(z) is not pathwise differentiable with respect to PF ,H , and hence not root-n estimable for each z.
(ii) ν is pathwise differentiable with respect to PF ,H .
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(iii) Assume that h1(·)r(·)/h(·, ·) ∈ L2(PF ,H). Then µ is pathwise differentiable with respect to PF ,H . Then the efficient influence
function for estimating µ is
µ˙∗(1) = I˜(1) = b(u, v, δ, γ )− b1(u, v),
and the information bound I(µ) for estimating µ, for H known or unknown, is given by
I(µ) =
 
b(u, v, 0, 0)(b(u, v, 0, 0)− 2b1(u, v))(1− F(v))+ b21(u, v)

H(du, dv),
where b(u, v, δ, γ ) = h1(u)r(v)(1 − δ)(1 − γ )/h(u, v) and b1(u, v) = E(b(U, V , δ, γ )|(U, V ) = (u, v)). When the
data {Zi : i = 1, . . . , n} are observable, I(µ) reduces to I(µ) = E(g2(Z)) − µ2. If, further, H is known, then µ is rate-√n
estimable.
(iv) The asymptotic information i(θ |f ) for estimating θ , in the presence of nuisance f , in the above Cox model is
i(θ |f ) = EP∥lθ |f (U, V , δ, γ ,W )∥2,
where P is the joint distribution of (U, V , δ, γ ) and W,
lθ |f (u, v, δ, γ ,w) = exp(θ ′w)

δ
F(u|w)Λ(u)(w − R(u))
1− F(u|w) − (1− (δ ∨ γ )Λ(v)(w − R(v)))
+ γ (1− δ)F(u|w)Λ(u)(w − R(u))− F(v|w)Λ(v)(w − R(v))
F(v|w)− F(u|w)

,
R(s) = E(O(W , S)W |S = s)/E(O(W , S)|S = s), and O(W , S) = exp(2θ ′W )F(S|W )W/(1− F(S|W )).
In (iii) above, if we set r(·) ≡ 1, h(u, v) = h1(u)h2(v) and δ ≡ 0, then I˜(1) and I(µ) reduce to their counterparts for the
indicator censoring model as in Example 5.4.1 (BKRW).
In the above interval censoring model (case II), if we set V ≡ ∞ (or γ ≡ 1), and define 00 = 1, then we get the interval
censoring model (case I), and the efficient score lθ |f , and the asymptotic information i(θ |f ) of Theorem 2(iv) reduces to that
in [13], in which the corresponding notations are i∗θ (x) and I(θ).
Double censoring. In this model, X0 = (Z,U, V ) ∈ R3,U < V a.s. We observe the survival time Z , with distribution function
F(·), when it falls between U and V , i.e. we observe X = T (X0) = ((Z ∨ U) ∧ V , 1[Z≤U], 1[U<Z≤V ]) = (Y , δ, γ ). Here,
Z ⊥ (U, V ), and (U, V ) has joint distribution function H(·, ·). Here, (δ, γ ) can only take values (0, 0), (0, 1), and (1, 0). The
density pF ,H for X is
pF ,H(x) = pF ,H(y, δ, γ ) = (M(y)f (y))γ (F(y)hU(y))δ((1− F(y))hV (y))1−γ−δ,
where M(y) = P(U < y ≤ V ) = HU(y) − H(y, y),HU is the marginal distribution of U , and hU and hV are the marginal
densities ofU andV . Thismodelwas studied by Turnball [29] and Tsai andCrowley [28], amongothers.When (δ, γ ) = (0, 0),
(0,1), and (1, 0), we observe V , Z , and U , respectively. Intuitively, differentiable functionals of the marginal distributions of
V , Z , and U are estimable at rate
√
n as long as (δ, γ ) can take all three of the above values with positive probabilities,
but not for functionals of the joint distribution H , since we cannot observe (V ,U) jointly. In fact, Chang and Yang [4]
showed the strong consistency of the marginal empirical survival functions of Z , U , and V based on the observed data of
(Z ∨ U) ∧ V . Chang [3] showed the rate-√nweak consistency of the empirical distribution and survival function for Z . But
root-n consistent estimates of functionals of the joint H or (F ,H) have not been seen.
Let i be the score operator for (F ,H), and let i1 and i2 be those for F and G. We give a formal justification of the above
conjectures as follows.
Theorem 3. For the double censoring model, the following hold.
(i) When Q = (F ,H) is unknown, the information operator i∗i is not boundedly invertible.
(ii) When H is known and F is unknown, assume that infy M(y) > 0. Then the information operator i∗1i1 is boundedly invertible.
(iii) When F is known and H is unknown, then the information operator i∗2i2 is not boundedly invertible.
Result (ii) in the above was proved in Example 6.6.5 in BKRW in a different way. Next, we show that the joint distribution
functionH(·, ·) of (U, V ) is not rate-√n estimable, but functionals of F alone are, such as the survival function S(t) = 1−F(t),
and the hazard functionΛ(t) =  t−∞ dF1−F− , with F−(t) = F(t−).
We also consider the Cox regressionmodel in the double censoringmodel.We show the regression parameters are root-n
estimable in this case, and derive the asymptotic efficient information.
Theorem 4. For the double censoring model, the following hold.
(i) H is not root-n estimable.
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(ii) Assume that M−2(·) ∈ L2(PF ,H). Then, for each fixed t ∈ R, S(t) is pathwise differentiable with respect to PF ,H and is rate-√n
estimable, with efficient influence function, for H known or unknown,
S˙∗(t)(Y , δ, γ ) = 1(t,∞)(Y )(1− δ)γ
M(Y )
− (1− γ − 2δ + 2δγ )
 Y
−∞
1(t,∞)(z)
M(z)
F(dz),
and the information bound for S(t) is
IS(t) =

1(t,∞)(z)
M(z)
F(dz)+

R2S(t ∨ u, v)H(du, dv),
where RS(a, b) =
 b
a M
−1(z)F(dz). When {Zi : i = 1, . . . , n} is fully observable, IS reduces to E(1(t,∞)(Z)− 1+ F(t))2.
(iii) Under assumptions in (ii), for each fixed t ∈ R,Λ(t) is pathwise differentiable with respect to PF ,H and is rate-√n estimable,
with efficient influence function, for H known or unknown, as
Λ˙∗(t)(Y , δ, γ ) = 1(t,∞)(Y )(1− δ)γ
M(Y )(1− F(Y−)) − (1− γ − 2δ + 2δγ )
 Y
−∞
1(t,∞)(z)
M(z)(1− F(z−))F(dz),
and the information bound for Λ(t) is
IΛ(t) =

1(t,∞)(z)
M(z)(1− F(z−))F(dz)+

R2Λ(t ∨ u, v)H(du, dv),
where RΛ(a, b) =
 b
a M
−1(z)(1− F(z−))−1F(dz).
(iv) The regression parameters θ are root-n estimable with asymptotic information, in the presence of nuisance f ,
i(θ |f ) = EP∥lθ |f ∥2,
where lθ |f is given in the proof.
The asymptotic variance of the survival function estimator by Chang [3] is evaluated via a system of integral equations,
not in closed form. Whether it achieves the information lower bound in Theorem 4(ii) is not easy to check.
Interval truncation. Suppose that X0 = (Z,U, V ) is a vector of independent random variables with marginal distributions
F , G1, and G2 on R+ = [0,∞) and corresponding densities f , g1, and g2. Here, Q = F × G1 × G2. Denote G = G1 × G2
and g(u, v) = g1(u)g2(v). We observe (U, Z, V ) only if U < Z < V , i.e. X = T (X0) = (U, Z, V )1(U<Z<V ). This is an
extension of the commonly used truncation model in which only Z and V are involved. For identifiability, we assume that
G−11 (0+) ≤ F−1(0+) ≤ G−12 (0+) and G−11 (1) ≤ F−1(1) ≤ G−12 (1) (cf. Example 6.4.1 in BKRW). The density function PF ,G for
the observed data has density
pF ,G(u, z, v) = α−1f (z)g(u, v)1(u<z<v),
where α = P(U < Z < V ) =  [F(v) − F(u)]G(du, dv). Naturally, we assume that 0 < α < 1 so that this model
is of meaning. Obviously, any smooth functional of PF ,G is root-n estimable, since (U, Z, V ) are directly observable; we
give a formal justification of this. We compute the information bound for some parameters in this model. Let M(s) =
α−1G1(s)G¯2(s)(1 − F−(s)) = α−1P(U < s < V ∧ Z), and let Λ(t) =
 t
0 dF/(1 − F−) be the hazard function for F . We
also give the asymptotic information for estimating θ in the Cox regression model in this case.
Theorem 5. (i) For the interval truncation model, i∗i is boundedly invertible, and hence any smooth functionals of PF ,G on
{(z, u, v) : u < z < v} are rate-√n estimable, as long as α > 0.
(ii) Assume that EF (M−2(Z)) <∞. Then the efficient influence function for estimating Λ(t) is
I˜(u, z, v) = 1(0≤z≤t)
M(z)
− α
 t
0
1(u<s<z∧v)
G1(s)G¯2(s)(1− F−(s))2
F(ds),
and the information bound is I = EPF ,G I˜2(U, Z, V ).
(iii) The regression parameter θ in the Cox model with interval truncation is root-n estimable, with asymptotic efficient
information i(θ |f ) = EP∥lθ |f ∥2, where lθ,f = lθ (θ, f )− lf (θ, f )(a∗), which are given in the proof.
In (ii) above, if we take U ≡ 0, then I˜(u, z, v) reduces to its counterpart for the random truncation model, as given in
Example 6.4.1 (BKRW).
Case-control genetic association study. The original data are X0 = (Y |Z,G), Y ∼ F with density f . Z is the covariate and G
the genotype of Y : typically G takes one of three possible codes g0 = AA, g1 = Aa, and g2 = aa, where A and a are the two
alleles at the gene locus. The genotype is valued by some function c(·) which depends on the mode of inheritance. For the
recessive, additive, and dominant modes, we set (c(g0), c(g1), c(g2)) = (0, 0, 1), (0,1/2,1), and (0, 1, 1), respectively (e.g. as
in [34]). In practice, we often only observe X = T (X0) = (1(Y≤Y0)|Z,G) := (δ|Z,G) for some pre-specified threshold value
Y0, which is known to the experimenter but often unknown to the user of the data. Here, δ = 0 corresponding to control,
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and δ = 1 corresponding to case. This model is related to the censoring models. A retrospective model is appropriate for
such data, but a simpler prospective model is equivalent [20], and is often used. A prospective logistic model is commonly
used for the mass function of δ|(Z,G):
P(δ = 0|Z,G;α, β) = 1
1+ exp{α′Z + βU} , with U =
2
j=0
1(G=gj)c(gj),
where β is the log odds ratio, and β = 0 implies no association of the underlying gene locus to case. For such data, it is
known that the regression parameters (α, β) are root-n estimable based on either the original data (Y |Z,G) or only the
case-control status data (δ|Z,G). But it is not obvious if many other functionals of F are root-n estimable based on (δ|Z,G).
Also, we want to know how much information is lost when we only observe (δ|Z,G) compared to if we can observe the
original data (Y |Z,G), so we assume a semiparametric model with an unknown location family F . Thus, if the original data
are observed, the regression model Y = α′Z + βU + ϵ, ϵ ∼ f will be used, i.e. the data is from a location family with
conditional density
f (y|Z,G;α, β) = f (y− µ), with µ = α′Z + βU .
When only (δ|Z,G) are observed, the mass function for (δ|Z,G) is
pf (δ) := p(δ|Z,G;α, β) = (F(Y0))1−δ(1− F(Y0))δ,
where F(Y0) := F(Y0|Z,G;α, β) = P(δ = 0|Z,G;α, β) =
 Y0
−∞ f (y− µ)dy.
The logistic specification of P(δ = 0|Z,G;α, β) corresponds to the logistic distribution
F0(y) = 11+ exp{−(y− µ˜)} , or f0(y|Z,G;α, β) =
exp{−(y− µ˜)}
(1+ exp{−(y− µ˜)})2 ,
where µ˜ = Y0 + α′Z + βU . In general, we assume f (or F ) to be unknown as an infinite-dimensional nuisance parameter,
along with the nuisance parameter α, and β is the parameter of interest.
We use i(β|α, f ) to denote the asymptotic information in the model f (·|Z,G;α, β) for estimating β in the presence of
nuisance (α, f ). The corresponding information bound is I = i−1(β|α, f ), and so we only compute the former. Similarly,
let i(β|α, pf ) be the asymptotic information in the model pf (·|Z,G;α, β). The information loss due to using pf (·|Z,G;α, β)
instead of f (·|Z,G;α, β) is
i(β|α, f )− i(β|α, pf ).
Likewise, let i(β|α, f0) and i(β|α, pf0) be the asymptotic information under the corresponding models f and pf with
f = f0. Let ρβ(· − µ) = ∂ f 1/2(· − µ)/∂β = (1/2)f −1/2∂ f /∂β = (1/2)f 1/2∂ log f /∂β , similarly for ρα(·); ∥f ∥2λ =
f (x)λ(dx), ∥f ∥2 =  f (x)dx for λ to be the Lebesque measure, ρβ|α = ρβ − ⟨ρβ,ρ′α ⟩λ∥ρα∥−2λ ρα, ρβ|α,µ=0(·) denote
ρβ|α(·−µ)withµ = 0. Let ρ˜β , ρ˜α and A˜ be the corresponding differentials undermodel pf , ρ˜β|α = ρ˜β−⟨ρ˜β,ρ˜′α ⟩N∥ρ˜α∥−2N ρ˜α ,
with N the counting measure on {0, 1}. The specific values of ρβ , ρα, ρ˜β and ρ˜α for f known or unknown are given in the
proof of Theorem 6.
Theorem 6. (i) For the model pf (δ), i∗i is not boundedly invertible. Hencemany functionals of F are not root-n estimable based
on the data (δ|Z,G).
(ii) Assume that the support of f does not depend on (α, β). Then the asymptotic information for estimating β under f and pf ,
with f unknown, is
i(β|α, f ) = 4∥ρβ|α − ρβ|α,µ=0∥2, i(β|α, pf ) = 4∥ρ˜β|α − A˜(h∗)∥2N ,
where
A˜(h∗)(δ) = p
1/2(1)ρ˜β|α(1)− p1/2(0)ρ˜β|α(0)
p1/2f (0)p
1/2
f (1)
(1− δ − F(T0))p1/2f (δ).
(iii) Under the assumption in (ii), when f = f0 is known, the asymptotic information is
i(β|α, f0) = U2(I − Z ′(ZZ ′)−1Z)2/3, i(β|α, pf0) = U2(I − Z ′(ZZ ′)−1Z)2q(µ),
where q(µ) = exp(µ)/(1+exp(µ))2. Thus the information loss using pf0 instead of f0 is U2(I−Z ′(ZZ ′)−1Z)2(1/3−q(µ)),
and the asymptotic relative efficiency is r(µ) = 3q(µ), with 0 < r(µ) ≤ 3/4, r(µ) = 3/4 iff µ = 0.
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Appendix
Proof of Theorem 1. We only prove the result for H known; then the result is automatic for H unknown. Thus we identify
the tangent space as Q˙ = L02(Q ) = L02(F). To evaluate the score operator, we need the conditional density f (z|u, v, δ, γ ) of
Z |T (X0) = Z |X = x. As {(δ, γ ) = (0, 0)} = {(Z > V )}, {(δ, γ ) = (0, 1)} = {(U < Z ≤ V )} and {(δ, γ ) = (1, 1)} = {(Z ≤
U)}, we have F(z|u, v, 0, 0) = P(Z ≤ z|Z > v) = 1z>vF(z)/(1 − F(v)), F(z|u, v, 0, 1) = 1(u<z≤u)F(z)/(F(v) − F(u)) and
F(z|u, v, 1, 1) = 1(z≤u)F(z)/F(u). Thus
f (z|u, v, δ, γ )dz = δ 1(z≤u)F(dz)
F(u)
+ γ (1− δ)1(u<z≤v)F(dz)
F(v)− F(u) + (1− (δ ∨ γ ))
1(z>v)F(dz)
1− F(v) .
Since h is known, the score operator i = i1 is given by, ∀a ∈ L02(F),
(i1a)(x) = (i1a)(u, v, δ, γ ) = E

a(Z)|T (X0) = (u, v, δ, γ )

= E(a(Z)|(δ, γ ))
= δ
 u
0 a(z)F(dz)
F(u)
+ γ (1− δ)
 v
u a(z)F(dz)
F(v)− F(u) + (1− (δ ∨ γ ))
∞
v
a(z)F(dz)
1− F(v) . (A.1)
Its adjoint i∗1 satisfies ⟨b, i1a⟩L2(PF ,H ) = ⟨i∗1b, a⟩L2(F),∀(a, b) ∈ (L02(F), L02(PF ,H)). Since
⟨b, i1a⟩L2(PF ,H ) =

b(x)

δ
 u
0 a(z)F(dz)
F(u)
+ γ (1− δ)
 v
u a(z)F(dz)
F(v)− F(u)
+ (1− (δ ∨ γ ))
∞
v
a(z)F(dz)
1− F(v)

pF ,H(x)dx =
 
b(u, v, 1, 1)
 u
0
a(z)F(dz)
+ b(u, v, 0, 1)
 v
u
a(z)F(dz)+ b(u, v, 0, 0)
 ∞
0
a(z)F(dz)

H(du, dv)
=
  
b(u, v, 1, 1)1(u>z) + b(u, v, 0, 1)1(u≤z<v) + b(u, v, 0, 0)1(v<z)

H(du, dv)

a(z)F(dz),
i.e., i∗1 is given by, ∀b ∈ L02(PF ,H),
(i∗1b)(z) =
 
b(u, v, 1, 1)1(u>z) + b(u, v, 0, 1)1(u≤z<v) + b(u, v, 0, 0)1(v<z)

H(du, dv). (A.2)
As in [9, p. 8] or [30], or [19], we also have (i∗1b)(z) = EPF ,H (b(X)|Z = z),∀b ∈ L02(PF ,H), so EF [(i∗1b)(Z)] = EPF ,H (b(X)) = 0,
i.e. we have automatically i∗1b ∈ L02(F). Now, we have, ∀a ∈ L02(F),
(i∗1i1a)(z) = i∗1[(i1a)(x)] = i∗1

δ
 u
0 a(t)F(dt)
F(u)
+ γ (1− δ)
 v
u a(t)F(dt)
F(v)− F(u) + (1− (δ ∨ γ ))
∞
v
a(t)F(dt)
1− F(v)

=
  u
0 a(t)F(dt)
F(u)
1(u>z) +
 v
u a(t)F(dt)
F(v)− F(u) 1(u≤z<v) +
∞
v
a(t)F(dt)
1− F(v) 1(v<z)

H(du, dv)
=
 ∞
z
  u
0 a(t)F(dt)
F(u)
H(du, dv)+
 z
0
 ∞
z
 v
u a(t)F(dt)
F(v)− F(u) H(du, dv)
+
 z
0
∞
v
a(t)F(dt)
1− F(v) H(du, dv)
=
  ∞
z∨t

H(du, dv)
F(u)
+
 z∧t
0
 ∞
z∨t
dH(u, v)
F(v)− F(u) +
 z∧t
0
H(du, dv)
1− F(v)

a(t)F(dt)
:=

K(z, t)a(t)F(dt).
Thus solving i∗1i1a = b in a ∈ L02(F) for any given b ∈ L02(F) amounts to solving a Fredholm equation of the first kind
b(z) =  K(z, t)a(t)F(dt) for all z, with kernel K(·, ·), and K(z, t) is not symmetrical nor of the form K(z − t). It is known
(see, for example, [27]) that such an equation is extremely ill conditioned: it has no solution for many functions b, i.e., i∗1i1
is not boundedly invertible. 
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Proof of Theorem 2. (i) Denote F(z) = Ψ (f ) =  1[0,z](x)f (x)dx =  1[0,z](x)dF(x). Then, by Proposition A.5.2 in BKRW,
F(z) is pathwise differentiable with respect to F , with adjoint pathwise differential valued at 1 as Ψ˙ ∗(x) := (Ψ˙ ∗1)(x) =
1[0,z](x) − F(z), which is a discontinuous function. On the other hand, in (A.2) we see that i∗1b is a continuous function for
each fixed b ∈ L02(PF ,H); thus Ψ˙ ∗ ∉ R(i∗1), the range of i∗1 , and, by Theorem 3.1 in van der Vaart [31] (or Theorem 5.4.1 in
BKRW), F(z) is not pathwise differentiable with respect to PF ,H .
(ii) Denote ν = Ψ1(f ) =

g(z)F(dz) =  E(a(U, V , δ, γ )|Z = z)F(dz). The score operator i1 and its adjoint i∗1
are given in (A.1) and (A.2). Note that i∗1 : L02(PF ,H) → L02(F) can also be written as (i∗1b)(z) = E(b(U, V , δ, γ )|Z =
z),∀b ∈ L02(PF ,H), and by the expression of (i1b)(·), it is a continuous function in z. Similarly as in the proof of (i),
we have (Ψ˙ ∗1 1)(z) = g(z) − Eg(Z) = E(a(U, V , δ, γ )|Z = z) − Ea(U, V , δ, γ ) = i∗1(a − Ea)(z). As an operator
Ψ˙ ∗1 : R∗ = R → L02(F), Ψ˙ ∗1 (c) = c(g(·)− Eg(Z)) = i∗1(ca− cEa)(z),∀c ∈ R, and it is continuous, ca− cEa ∈ L02(PF ,H); thus
R(Ψ˙ ∗1 ) ⊂ R(i∗1) ⊂ R(i∗), and so, by Theorem 5.4.1 in BKRW, ν is pathwise differentiable with respect to PF ,H .
(iii) Let
b(u, v, δ, γ ) = h1(u)r(v)(1− δ)(1− γ )
h(u, v)
.
Then b(u, v, δ, γ ) ∈ L2(PF ,H). Using the expression for (i∗1b)(z) given in the proof of Theorem 1, we have
E(b(u, v, δ, γ )|Z = z) = (i∗1b)(z) =
 z
0
r(v)dv := g(z),
and, by (ii), µ = E(g(Z)) = E(b(U, V , δ, γ )) is pathwise differentiable with respect to PF ,H . In particular, if r(v) = kvk−1, µ
is the k-th moment of F . To evaluate the information bound for either case, we need the following.
Lemma. If P˙ = L02(P), and the score operator i : L02(Q ) → L02(P) is given by (ia)(x) = E(a(X0)|X = x),∀a ∈ L02(Q ), then
P˙ = R(i), the closure of the range of i.
Proof. Apparently, (ia)(·) ∈ L02(P),∀a ∈ L02(Q ); thus R(i) = {ia : a ∈ L02(Q )} ⊂ L02(P) = P˙. On the other hand,
∀b ∈ P˙ = L02(P), a(x0) := E(b(X)|X0 = x0) = (ib)(x0) ∈ L02(Q ); thus P˙ ⊂ {ia : a ∈ L02(Q )}.
Assume H unknown. We will show that the information bound is the same for H known or not. The score operator for H ,
i2 : P˙2 = L02(H)→ L02(PF ,H) = P˙, and its adjoint, i∗2 : L02(PF ,H)→ L02(H), are given by
(i2b)(x) = E(b(U, V )|T (X0) = (u, v, δ, γ )) = b(u, v), ∀b ∈ L02(H),
and (i∗2a)(u, v) = E[a(U, V , δ, γ )|(U, V ) = (u, v)], ∀a ∈ L02(PF ,H).
Note that R is self-dual. As in the proof of (ii), the adjoint pathwise derivative Ψ˙ ∗1 : R∗ = R → L02(F) of µ = Ψ1(f ) with
respect to F is
Ψ˙ ∗1 (c) = c(g(·)− µ), ∀c ∈ R.
In our case, F is unrestricted, so P˙1 = L02(F), and by the lemma, P˙1 = R(i1). Similarly, P˙2 = R(i2). Let i12 = Π(i1|P˙⊥2 ), i21 =
Π(i2|P˙⊥1 ), and i∗12 and i∗21 be their adjoints, respectively. Since R(Ψ˙ ∗1 ) ⊂ R(i∗1) as in the proof of (ii), note we will show
R(i∗21) = R(i∗2), and by Corollary 5.5.1 in BKRW, thus, µ ∈ R∗, the unique efficient influence operator I˜ : R∗ → L02(PF ,H) for
estimation of µ is the solution of the operator equations
Ψ˙ ∗1 = i∗12 I˜
0 = i∗2 I˜.
(A.3)
In fact, as in the proof of Corollary 5.5.1 in BKRW (p. 218), we have P˙⊥2 = R(i2)⊥ = N(i∗2), the null space of i∗2 . Using the
expression for i∗1 given in (A.2), we get
(i∗1i2b)(z) = Eb(U, V ) = 0, ∀z ∈ R+, ∀b ∈ L02(H),
which is equivalent to R(i1) ⊥ R(i2) and to (i∗2i1a)(u, v) = 0,∀(u, v) ∈ (R+)2,∀a ∈ L02(F). This implies that P˙1 ⊥ P˙2, and
the information bound for estimating µ is the same for H known or unknown.
Also, i1 ∈ N(i∗2); consequently, i12 = Π(i1|N(i∗2)) = i1 and i∗12 = i∗1 . Similarly, i∗21 = i∗2 , and R(i∗12) = R(i∗2). Now, (A.3)
becomes
Ψ˙ ∗1 = i∗1 I˜
0 = i∗2 I˜.
(A.4)
A. Yuan et al. / Journal of Multivariate Analysis 106 (2012) 147–166 155
Take I˜(c) = c(b(U, V , δ, γ ) − b1(U, V )), with b1(u, v) = E[b(U, V , δ, γ )|(U, V ) = (u, v)]. Then I˜(c) ∈ P˙ =
L02(PF ,H),∀c ∈ R∗ = R. Since E(b1(U, V )|Z = z) = Eb1(U, V ) = Eb(U, V , δ, γ ) = µ, we have
i∗1 I˜(c) = EPF ,H (I˜(c)|Z = z) = c(g(z)− µ) = Ψ˙ ∗1 (c), ∀c ∈ R.
Also, i∗2 I˜(c) = EPF ,H [I˜(c)|(U, V )) = 0; thus I˜ is the solution of (A.4), the efficient influence function for estimating µ is
µ˙∗(1) = I˜(1) = b(u, v, δ, γ )− b1(u, v),
and the information bound is
I(µ) = EPF ,H (I˜2(1)) =
 
b(u, v, 0, 0)(b(u, v, 0, 0)− 2b1(u, v))(1− F(v))+ b21(u, v)

H(du, dv).
When h is known, so is b, and µn = n−1ni=1 b(Ui, Vi, δi, γi) is a rate-√n unbiased estimator of µ, so it is rate-√n
estimable.
When {Zi : i = 1, . . . , n} is observed, the estimate of µ should be based on {Zi : i = 1, . . . , n}, and µe = E(b(U, V ,
δ, γ )) ∈ R defines an extension of µ from P1 = {F ∈ F } to P = {PF ,H , F ∈ F ,H ∈ H}, where F and H are some
collections of distribution functions. Denote µ˙e : P˙ → R the pathwise differential operator of µe, where P˙ is the tangent
space of model PF ,H . Obviously, the adjoint µ˙∗e : R → P˙ of µ˙e valued at 1 is µ˙∗e (x) := (µ˙∗e1)(x) = b(u, v, δ, γ ) − µ. Let
Π(y|x) be the projection of y on to the space spanned by x, and let P˙1 be the tangent space for F in the model PF ,H . The
efficient influence function for estimating µ in the model F is
I˜ = Π(µ˙∗e |P˙1) = µ˙∗e −Π(µ˙∗e |P˙⊥1 ).
Since P˙1 = R(i1), we have P˙⊥1 = N(i∗1) = {h : h ∈ L02(PF ,H), i∗1h = 0}. Since µ˙∗e − i∗1µ˙∗e ∈ L02(PF ,H) and i∗1(µ˙∗e − i∗1µ˙∗e ) =
E(µ˙∗e |Z = z)− E[E(µ˙∗e |Z = z)|Z = z) = 0, µ˙∗e − i∗1µ˙∗e ∈ N(i∗1), and we have
Π(µ˙∗e |P˙⊥1 ) = Π(µ˙∗e |N(i∗1)) = µ˙∗e − i∗1µ˙∗e = b(u, v, δ, γ )− g(z),
so I˜ = µ˙∗e − (b(u, v, δ, γ )− g(z)) = g(z)− µ,
and I(µ) = E(I˜2) = E(g(Z)− µ)2 = Eg2(Z)− µ2.
(iv) Given the covariatew, the density for X is
pF ,H(x|w) =

1− F(u)exp(θ ′w)
δ
F(u)exp(θ
′w) − F(v)exp(θ ′w)
γ (1−δ)
F(v)(1−(δ∨γ )) exp(θ
′w)h(u, v),
with log-likelihood
l(θ, f ) = δ log

1− F(u)exp(θ ′w)

+ γ (1− δ) log

F(u)exp(θ
′w) − F(v)exp(θ ′w)

+ (1− (δ ∨ γ )) exp(θ ′w) log F(v)+ log h(u, v).
Let lθ (θ, f ) be the partial derivative of l(θ, f ) with respect to θ , and let lf (θ, f )(a) be the Hadamard differential of l(θ, f )
with respect to f in the direction af (for a ∈ L02(F)). Note thatΛ(u) = − log F(u). Then
lθ (θ, f ) =

δ
F(u|w)Λ(u)
1− F(u|w) − γ (1− δ)
F(u|w)Λ(u)− F(v|w)Λ(v)
F(u|w)− F(v|w) − (1− (δ ∨ γ ))Λ(v)

exp(θ ′w)w,
and
lf (θ, f )(a) =

−δ F(u|w)
∞
u adF
F(u)(1− F(u|w)) + γ (1− δ)
F(v)F(u|w) ∞u adF − F(u)F(v|w) ∞v adF
F(u)F(v)(F(u|w)− F(v|w))
+ (1− (δ ∨ γ ))
∞
v
adF
F(v)

exp(θ ′w).
The efficient score for estimating θ in the presence of nuisance f is
lθ |f = lθ (θ, f )− lf (θ, f )(a∗),
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where, with k = dim(w), a∗ = (a∗1, . . . , a∗k)′, lf (θ, f )(a∗) = (lf (θ, f )(a∗1), . . . , lf (θ, f )(a∗k))′, we have that a∗ satisfies, in the
componentwise sense,
lθ (θ, f )− lf (θ, f )(a∗) ⊥ lf (θ, f )(a), ∀a ∈ L02(F) or
0 = −⟨lθ (θ, f )− lf (θ, f )(a∗), lf (θ, f )(a)⟩P
= E(U,V )

EW

exp(2θ ′W )

Λ(V )F(V )W + ∞V a∗dF
F(V )
∞
V adF
F(V )
F(V |W )
+ F(V )F(U|W )

Λ(U)F(U)W + ∞U a∗dF− F(U)F(V |W ) Λ(V )F(V )W + ∞V a∗dF
F(U)F(V )(F(U|W )− F(V |W ))
× F(V )F(U|W )
∞
U adF − F(U)F(V |W )
∞
V adF
F(U)F(V )
+ F
2
(U|W ) Λ(U)F(U)W + ∞U a∗dF
F(U)(1− F(U|W ))
∞
U adF
F(U)
(U, V )

.
Set EW {· · · |(U, V ) = (u, v)} = 0 for all u < v and let u ↗ v. Noting that the second summand in EW {· · · |(U, V ) = (u, v)}
tends to zero (vector), we have
0 = EW

exp(2θ ′W )

Λ(V )F(V )W + ∞V a∗dF
F(V )
F(V |W )
+ F
2
(V |W ) Λ(V )F(V )W + ∞V a∗dF
F(V )(1− F(V |W ))
V = v
∞
v
adF
F(v)
, ∀a ∈ L02(F), ∀v,
and so
0 = EW

exp(2θ ′W )

Λ(V )F(V )W + ∞V a∗dF
F(V )
F(V |W )
+ F
2
(V |W ) Λ(V )F(V )W + ∞V a∗dF
F(V )(1− F(V |W ))
V = v

, ∀v,
or, with division in the componentwise sense, ∞
v
a∗dF = −Λ(v)F(v)
E

exp(2θ ′W ) F(V |W )
1−F(V |W )W |V = v

E

exp(2θ ′W ) F(V |W )
1−F(V |W ) |V = v

:= −Λ(v)F(v)E(O(W , V )W |V = v)
E(O(W , V )|V = v) = −Λ(v)F(v)R(v).
Similarly, in the above computation with V = v ↘ U = u, we have ∞
u
a∗dF = −Λ(u)F(u)E(O(W ,U)W |U = u)
E(O(W ,U)|U = u) = −Λ(u)F(u)R(u).
Plugging
∞
u a
∗dF and
∞
v
a∗dF in the expression of lf (θ, f )(a)with a replaced by a∗, we get the expression for lf (θ, f )(a∗),
and hence for lθ |f .
Note that, in the above computations, if we set γ ≡ 1 and v = ∞, then we have the interval censoring model case I, and
the expressions for lθ (θ, f ), lf (θ, f ) and
∞
u a
∗dF are exactly the same as in [13]. 
Proof of Theorem 3. Let hU|V (u|v) be the conditional density of U|V = v, accordingly, for hV |U(v|u).
(i) We first find the conditional density f (z, u, v|x) = f (z, u, v|y, δ, γ ) of X0|T (X0) = x. If (δ, γ ) = (0, 0),
f (z, u, v|y, δ, γ ) = f (z, u, v|Z > V , V = y) = 1(z>y,v≥y)f (z)hU|V (u|y)
1− F(y) ,
if (δ, γ ) = (0, 1),
f (z, u, v|y, δ, γ ) = f (z, u, v|U < Z ≤ V , Z = y) = 1(u<y≤v)h(u, v)
HU(y)− H(y, y) ,
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and if (δ, γ ) = (1, 0),
f (z, u, v|y, δ, γ ) = f (z, u, v|Z ≤ U,U = y) = 1(z≤y,u≤y)f (z)hV |U(v|y)
F(y)
,
or
f (z, u, v|x) = (1− δ − γ )1(z>y,v≥y)f (z)hU|V (u|y)
1− F(y)
+ γ 1(u<y≤v)h(u, v)
HU(y)− H(y, y) + δ
1(z≤y,u≤y)f (z)hV |U(v|y)
F(y)
.
So i is given by, ∀a ∈ L02(Q ),
(ia)(x) = E(a(X0)|T (X0) = x) = E(a(Z,U, V )|y, δ, γ )
= (1− δ − γ )

1(z>y,v≥y)
1− F(y) a(z, u, v)hU|V (u|y)F(dz)du
+ γ

1(u<y≤v)
HU(y)− H(y, y)a(y, u, v)H(du, dv)+ δ

1(z≤y,u≤y)
F(y)
a(z, y, v)hV |U(v|y)F(dz)dv.
Since ∀b ∈ L2(PF ,H) and a ∈ L2(Q ), using the expression of pF ,H , i∗ satisfies
⟨i∗b, a⟩L2(Q ) = ⟨b, ia⟩L2(PF ,H )
=
 
1(v<z)b(v, 0, 0)+ 1(u<z≤v)b(z, 0, 1)+ 1(u>z)b(u, 1, 0)

a(z, u, v)F(dz)H(du, dv),
we have, ∀b ∈ L2(PF ,H),
(i∗b)(z, u, v) = 1(v<z)b(v, 0, 0)+ 1(u<z≤v)b(z, 0, 1)+ 1(u>z)b(u, 1, 0).
Now, we have
(i∗ia)(z, u, v) = i∗((ia)(y, δ, γ )) = 1(v<z)

1(t>v)
1− F(v)a(t, r, v)F(dt)HU|V (dr|v)
+ 1(u<z≤v)

1(r<z≤s)
HU(z)− H(z, z)a(z, r, s)H(dr, ds)+ 1(u>z)
×

1(u≥t)
F(u)
a(t, u, s)F(dt)HV |U(ds|u).
This is a linear combination of three Fredholm equations of the first kind for a ∈ L02(Q ), each with a kernel non-symmetric
nor of the formK(s, t) = K(s−t). That is, solving a in the equation i∗ia = b for given b is solving b(s) =3j=1  Kj(s, t)F(dt);
as before, each of which cannot be solved for many functions b, and hence i∗i is not boundedly invertible.
(ii) In this case, we identify Q˙ = L02(F), and denote the score operator for F as i1. Now, ∀a ∈ L02(F),
(i1a)(y, δ, γ ) = E(a(Z)|T (X0) = x) = E(a(Z)|y, δ, γ )
= (1− δ − γ )

1(z>y)
1− F(y)a(z)F(dz)+ γ a(y)+ δ

1(z≤y)
F(y)
a(z)F(dz).
For i∗1,∀b ∈ L02(PF ,H) and a ∈ L02(F), we have
⟨i∗1b, a⟩L2(F) = ⟨b, i1a⟩L2(PF ,H ) =

b(y, 0, 0)(i1a)(y, 0, 0)pF ,H(y, 0, 0)dy
+

b(y, 0, 1)(i1a)(y, 0, 1)pF ,H(y, 0, 1)dy+

b(y, 1, 0)(i1a)(y, 1, 0)pF ,H(y, 1, 0)dy
=
  z
−∞
b(y, 0, 0)HV (dy)+ b(z, 0, 1)M(z)+
 ∞
z
b(y, 1, 0)HU(dy)

a(z)F(dz),
which gives
(i∗1b)(z) =
 z
−∞
b(y, 0, 0)HV (dy)+ b(z, 0, 1)M(z)+
 ∞
z
b(y, 1, 0)HU(dy), (A.5)
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and i∗1i1 is given by the operation, ∀a ∈ L02(F),
(i∗1i1a)(z) = i∗1[(i1a)(y, δ, γ )] =
 z
−∞
 ∞
y
a(t)
1− F(y)F(dt)HV (dy)
+M(z)a(z)+
 ∞
z
 y
−∞
a(t)
F(y)
F(dt)HU(dy)
= M(z)a(z)+
  z∧t
−∞
1
1− F(y)HV (dy)+
 ∞
t∨z
1
F(y)
HU(dy)

a(t)F(dt)
:= M(z)a(z)+

K(z, t)a(t)F(dt).
Since M(z) ≠ 0, for given b ∈ L02(F), solving a ∈ L02(L) from i∗1i1a = b is a Fredholm equation of the second kind, which
admits a unique solution given by a Liouville–Neumann series; see pp. 288–289 in BKRW for more details. Thus, i∗1i1 is
boundedly invertible in this case.
Or, alternatively, to show that i∗1i1 is boundedly invertible, we only need to show the bounded invertiability for
A := (i∗1i1)1/2. Since A∗ = A, by Corollary A.1.2 in BKRW, A is boundedly invertible if and only if ∥Aa∥ ≥ ϵ∥a∥, or equivalently
∥Aa∥2 ≥ ϵ∥a∥2,∀a ∈ L02(F), for some ϵ > 0. In fact, assuming that infy M(y) = ϵ > 0, we have
∥Aa∥2 = ⟨Aa, Aa⟩L2(F) = ⟨a, A∗Aa⟩L2(F) = ⟨a, i∗1i1a⟩L2(F) =

M(z)a2(z)F(dz)
+

a(z)
 z
−∞
∞
y a(t)F(dt)
1− F(y) HV (dy)F(dz)+

a(z)
 ∞
z
 −∞y a(t)F(dt)
F(y)
HU(dy)F(dz)
=

M(z)a2(z)F(dz)+
 ∞
y a(t)F(dt)
2
1− F(y) HV (dy)+
  y
−∞ a(t)F(dt)
2
F(y)
HU(dy)
≥

M(z)a2(z)F(dz) ≥ ϵ

a2(z)F(dz) = ϵ∥a∥2.
(iii) In this case, we identify Q˙ = L02(H), and the score operator for H as i2. Then, ∀a ∈ L02(H),
(i2a)(y, δ, γ ) = E(a(U, V )|y, δ, γ ) = (1− δ − γ )

1(z>y)
1− F(y)a(u, y)hU|V (u|y)duF(dz)
+ γ

1(u<y≤v)
M(y)
a(u, v)H(du, dv)+ δ

1(z≤y)
1− F(y)a(y, v)hV |U(v|y)dvF(dz)
= (1− δ − γ )

a(u, y)HU|V (du|y)+ γ

1(u<y≤v)
M(y)
a(u, v)H(du, dv)
+ δ

a(y, v)HV |U(dv|y).
Also, ∀b ∈ L02(PF ,H) and a ∈ L02(H),
⟨i∗2b, a⟩L2(H) = ⟨b, i2a⟩L2(H) =

b(y, 0, 0)

a(u, y)HU|V (du|y)(1− F(y))HV (dy)
+

b(y, 1, 0)

1(u<y≤v)
M(y)
a(u, v)H(du, dv)M(y)F(dy)
+

b(y, 1, 0)

a(y, v)HV |U(dv|y)F(y)HU(dy)
=
 
b(v, 0, 0)(1− F(v))+
 v
u
b(y, 0, 1)F(dy)+ b(u, 1, 0)F(u)

a(u, v)H(du, dv),
and we have
(i∗2b)(u, v) = b(v, 0, 0)(1− F(v))+
 v
u
b(y, 0, 1)F(dy)+ b(u, 1, 0)F(u), (A.6)
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and i∗2i2 is given by, ∀a ∈ L02(H),
(i∗2i2a)(u, v) = i∗2[(i2a)(y, δ, γ )] = (1− F(v))

a(r, v)HU|V (dr|v)
+
 v
u
1(r<y≤s)
M(y)
F(dy)a(r, s)H(dr, ds)+ F(u)

a(u, s)HV |U(ds|u),
which is a linear combination of three Fredholm equations of the first kind, each with a non-symmetrical kernel K(r, s) and
K(r, s) ≠ K(r − s), and consequently, as before, i∗2i2 is not boundedly invertible. 
Proof of Theorem 4. (i) We only need to show the conclusion when F is known. For each fixed (s, t), let Ψs,t(H) =
H(s, t) =  1(−∞,s]×(−∞,t](u, v)H(du, dv). As before, the adjoint pathwise differential with respect to H (evaluated at 1)
is Ψ˙ ∗s,t(u, v) = 1(−∞,s]×(−∞,t](u, v)− H(s, t). By the expression of i∗2b in (A.6),
R(i∗2) =

b(v, 0, 0)(1− F(v))+
 v
u
b(y, 0, 1)F(dy)+ b(u, 1, 0)F(u) : b ∈ L02(PF ,H)

,
i.e., any function in R(i∗2) has three-component decomposition, with the first component a function of v alone, the third a
function of u alone, and apparently, there is no b(y, 0, 1) ∈ L02(PF ,H) such that
 v
u b(y, 0, 1)F(dy) = Ψ˙ ∗s,t(u, v) for all (u, v).
Thus Ψ˙ ∗s,t ∉ R(i∗2), so Ψs,t is not pathwise differentiable with respect to PF ,H , and hence not rate-
√
n estimable.
(ii) Assume H unknown. For fixed s, let Ψs = S(s) =

1(s,∞)(z)F(dz). Then Ψs is pathwise differentiable with respect to
F , with adjoint pathwise differential
Ψ ∗s (c)(·) = c(1(s,∞)(·)− 1+ F(s)).
In (A.5), take b(·, 0, 0) ≡ b(·, 1, 0) ≡ 0 and b(y, 0, 1) = Ψ ∗s (c)(y)/M(y). Then b(·, ·, ·) ∈ L02(PF ,H) and (i∗1b)(z) = Ψ ∗s (c)(z);
i.e., Ψ ∗s (c)(·) ∈ R(i∗1).
Since Z ⊥ (U, V ), we have i∗1i2a = E[E(a(U, V )|(Y , δ, γ )|Z)] = E[a(U, V )|Z] = 0,∀a ∈ L02(H). As in the proof of
Theorem 2(iii), we have R(i1) ⊥ R(i2) and P˙1 ⊥ P˙2, and, consequently, the information bound is the same for H known
or unknown, and i12 := Π(i1|P˙⊥2 ) = i1 and the corresponding adjoint i∗12 = i∗1; similarly, i21 := Π(i2|P˙⊥1 ) = i2 and the
corresponding adjoint i∗21 = i∗2 . So, by Corollary 5.5.1 in BKRW, the unique efficient influence operator I˜ : R∗ → P˙ for
estimating S(s) is the solution of the equations
Ψ˙ ∗s = i∗1 I˜
0 = i∗2 I˜.
(A.7)
To solve I˜ in (A.7), define g(y, δ, γ ) ∈ L2(PF ,H) as
g(y, δ, γ ) = (1− δ)γ 1(s,∞)(y)
M(y)
.
Then, using the expression for pF ,H(x), we have EPF ,H g(Y , δ, γ ) = 1 − F(s), by (A.5), (i∗1g)(z) = EPF ,H (g(Y , δ, γ )|Z = z) =
1(s,∞)(z); and, by (A.6), (i∗2g)(u, v) = EPF ,H [g(Y , δ, γ )|(u, v)) =
 v
u (1(s,∞)(y)/M(y))F(dy). Since F and H are unknown and
unrestricted, P˙ = L02(PF ,H). Now, let
I˜(c) = c(g(Y , δ, γ )− (i∗2g)(U, V )) = c

1(s,∞)(Y )(1− δ)γ
M(Y )
−
 V
U
1(s,∞)(y)
M(y)
F(dy)

= c

1(s,∞)(Y )(1− δ)γ
M(Y )
− (1− γ − 2δ + 2δγ )
 Y
−∞
1(s,∞)(z)
M(z)
F(dz)

.
Then, I˜(c) ∈ P˙ = L02(PF ,H),∀c ∈ R∗ = R. The last equality above holds as V = Y1(δ,γ )=(0,0) and U = Y1(δ=1), so V
U =
 V
−∞−
 U
−∞ =
 Y
−∞−(δ(1− γ )+ γ (1− δ))
 Y
−∞

−
 Y
−∞−(1− δ)
 Y
−∞

= (1− γ − 2δ + 2δγ )  Y−∞.
Since, ∀c ∈ R∗, we have
i∗1 I˜(c)(·) = c(i∗1g)(·)− cE(E[g(Y , δ, γ )|(U, V )]|Z) = c(1(s,∞)(·)− 1+ F(s)) = Ψ˙ ∗s (c)(·),
and i∗2 I˜(c) = c(E[g(Y , δ, γ )|(U, V )] − E[g(Y , δ, γ )|(U, V )]) = 0,
thus I˜ is the solution of (A.7), and the efficient influence function for estimating S(t) is S˙∗(t) = I˜(1). Note that P((δ, γ ) =
(0, 1)) = P(U < Z ≤ V ) =  [F(v)− F(u)]H(du, dv). The information bound for S(t) is
IS(t) = EPF ,H (S˙∗(t))2 =
 ∞
t
1
M(z)
F(dz)+

R2S(t ∨ u, v)H(du, dv),
160 A. Yuan et al. / Journal of Multivariate Analysis 106 (2012) 147–166
where RS(a, b) =
 b
a M
−1(z)F(dz). As in the proof of Theorem 2(iii), when {Zi : i = 1, . . . , n} is fully observable, IS(t)
reduces to the usual form.
Finally, since the Zi are partially observed, any pathwise differentiable functional of F is rate-
√
n estimable.
(iii) Denote Ψt = ΨF (t) = Λ(t) =
 1(−∞,t)(s)F(ds)
1−F(s−) . Then Ψt is pathwise differentiable with respect to F , with adjoint
pathwise differential Ψ˙ ∗t (c) = c( 1(−∞,t)(z)1−F(z−) − Λ(t)). As before, the efficient influence operator I˜ for Λ(t) is the solution of
the equations
Ψ˙ ∗t = i∗1 I˜
0 = i∗2 I˜.
(A.8)
For this, take
I˜(c) = c

1(−∞,t)(Y )(1− δ)γ
M(Y )(1− F(Y−)) − i
∗
2

1(−∞,t)(Y )(1− δ)γ
M(Y )(1− F(Y−))

.
It is easy to see that I˜ : R∗ → L02(PF ,H) is the solution of (A.8). Also, by (A.6), which holds also for b ∈ L2(PF ,H),
i∗2[ 1(−∞,t)(Y )(1−δ)γM(Y )(1−F(Y−)) ] = E[
1(−∞,t)(Y )(1−δ)γ
M(Y )(1−F(Y−)) |(U, V )] =
 V
U
1(−∞,t)(z)F(dz)
M(z)(1−F(z−)) . Thus the efficient influence function Λ˙
∗(t) = I˜(1) for
Λ(t) is
Λ˙∗(t) = 1(−∞,t)(Y )(1− δ)γ
M(Y )(1− F(Y−)) −
 V
U
1(−∞,t)(z)F(dz)
M(z)(1− F(z−))
= 1(−∞,t)(Y )(1− δ)γ
M(Y )(1− F(Y−)) − (1− γ − 2δ + 2δγ )
 Y
−∞
1(−∞,t)(z)F(dz)
M(z)(1− F(z−)) ,
and the information bound forΛ(t) is
IΛ(t) = EPF ,H (Λ˙∗(t))2 =

1(−∞,t)(z)F(dz)
M(z)(1− F(z−))2 +

R2Λ(t ∨ u, v)H(du, dv).
(iv) Since Z is observable with non-zero probability in this model, the root-n estimability of θ follows from Kac’s result.
The conditional density of Z |W is
f (z|w) = exp(θ ′w)F(z)exp(θ ′w) f (z)
F(z)
,
and the conditional density/mass function for X |W = (Y , δ, γ )|W is
pF ,H(x|w) =

M(y) exp(θ ′w)F(y)exp(θ
′w) f (y)
F(y)
γ
(1− F(y)exp(θ ′w))hU(y)
δ
F(y)exp(θ
′w)hV (y)
1−γ−δ
,
with log-likelihood, up to a function of (y, δ, γ ),
l(θ, f ) = γ [θ ′w + exp(θ ′w) log F(y)] + δ log(1− F(y)exp(θ ′w))+ (1− γ − δ) exp(θ ′w) log F(y).
Similarly as in the proof of Theorem 2(iv), recalling that log F(y) = −Λ(y), we have
lθ (θ, f ) =

γ − exp(θ ′w)Λ(y)+ δ 1
1− F(y|w) exp(θ
′w)Λ(y)

w,
and, ∀a ∈ L02(F),
lf (θ, f )(a) = exp(θ ′w)

1− δ 1
1− F(y|w)
∞
y adF
F(y)
.
Let a∗ ∈ (L02(F))k (k = dim(w)) satisfy
lθ (θ, f )− lf (θ, f )(a∗) ⊥ lf (θ, f )(a), ∀a ∈ L02(F).
As before,
0 = EP{[lθ (θ, f )− lf (θ, f )(a∗)]lf (θ, f )(a)} = EY (E{[lθ (θ, f )− lf (θ, f )(a∗)]lf (θ, f )(a)|Y }),
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and set E{[lθ (θ, f )− lf (θ, f )(a∗)]lf (θ, f )(a)|Y } = 0 for all a ∈ L02(F) and Y . After some computation, we get
A(y) :=
 ∞
y
a∗dF = −M(y)f (y)a1(y)− F(y)Λ(y)hV (y)a2(y)− F(y)Λ(y)hU(y)a3(y)
M(y)f (y)b1(y)− F(y)hV (y)b2(y)− F(y)hU(y)b3(y)
,
where
a1(y) = E

exp(2θ ′W )F(Y |W )(1− exp(θ ′W )Λ(y))W |Y = y

,
a2(y) = E

exp(2θ ′W )F(Y |W )W |Y = y

, a3(y) = E

exp(2θ ′W )
F
2
(Y |W )W
1− F(Y |W )
Y = y

,
b1(y) = E

exp(3θ ′W )F(Y |W )|Y = y

, b2(y) = E

exp(2θ ′W )F(Y |W )|Y = y

,
and
b3(y) = E

exp(2θ ′W )
F
2
(Y |W )
1− F(Y |W )
Y = y

.
As before, lθ |f = lθ (θ, f )− lf (θ, f )(a∗), lf (θ, f )(a∗) = exp(θ ′w)

1− δ 1
1−F(y|w)

A(y)
1−F(y) , and the asymptotic information for
estimating θ in the presence of nuisance f is i(θ |f ) = ∥lθ |f ∥2P . 
Proof of Theorem 5. (i) We have, ∀a ∈ L2(Q ),
(ia)(z, u, v) = E(a(Z,U, V )|U = u < Z = z < V = v) = a(z, u, v)1(u<z<v).
By the equality ⟨ia, b⟩L2(PF ,G) = ⟨a, i∗b⟩L2(Q ),∀a ∈ L2(Q ) and b ∈ L2(PF ,G), we get
(i∗b)(z, u, v) = 1
α
b(z, u, v)1(u<z<v), ∀b ∈ L2(PF ,G)
and
(i∗ia)(z, u, v) = 1
α
a(z, u, v)1(u<z<v), ∀a ∈ L2(Q ).
Since 0 < α < 1, i∗i is boundedly invertible on {(z, u, v) : u < z < v}. Since α > 0, the full data (Zi,Ui, Vi) are partially
observable. Hence, by Kac’s result, any smooth functionals of PF ,G are
√
n-estimable.
(ii) Let F∗(·) be the marginal distribution of Z under the joint model PF ,G, and let G¯2(z) = 1− G2(z). Then
F∗(z) = P(Z ≤ z) = α−1
 z
0
G1(x)G¯2(x)F(dx);
thus dF∗(z) = α−1G1(z)G¯2(z)F(dz). LetM(z) = α−1G1(z)G¯2(z)(1− F−(z)) = α−1P(U < z < V ); then
Λ(t) := Ψ (PF ,G) =

1(0≤z≤t)
M(z)
dF∗(z) =

1(0≤z≤t)
M(z)
P∗(du, dz, dv) := Ψe(P∗),
where P∗ is the distribution of (U, Z, V ) under the sample space {(u, z, v) : u < z < v} and with margin F∗, so Ψe(P∗)
defines an extension of Λ(t) from P = {PF ,G : F ∈ F ,G ∈ G} toM = {P∗ :

P∗(du, ·, dv) = F∗(·)}. Obviously, Ψe(P∗) is
pathwise differentiable with respect to P∗, with adjoint pathwise derivative at 1
Ψ˙ ∗e (1)(u, z, v) =
1(0≤z≤t)
M(z)
−
 t
0
1(u<s<z∧v)
M2(s)
F∗(ds)
=
 t∧u
0
1
M2(s)
F∗(ds)+ 1(0≤z≤t)
M(z)
−
 t∧z∧v
0
1
M2(s)
F∗(ds).
To see this, for fixed (F ,G), denote P0 the corresponding distribution in P ⊂ M. We first write Ψe(PF ,G) in terms of EP0 .
Let S ∼ F . Then
Ψe(P0) = EP0

1(0≤S≤t)
M(S)

= EP0

EF

1(0≤S≤t)
M(S)
|U < S < Z ∧ V

= EP0

α−1
 t
0
1(U<s<Z∧V )
M2(s)
F(ds)

= EP0
 t
0
1(U<s<Z∧V )
M2(s)
F∗(ds)

.
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Now, let Ψ˙e(P0)(h) = ⟨Ψ˙ ∗e (1), h⟩P0 for h ∈ M˙, and let Pη ∈ M be any path of distributions passing through P0 as η → 0.
Then, by the same way as in the proof of Proposition A.5.2 in BKRW, we have
Ψe(Pη)− Ψe(P0) = ηΨ˙e(P0)(h)+ o(η), ∀h ∈ M;
i.e., Ψ˙e(P0)(h) is the pathwise differential of Ψe at P0 inM, and Ψ˙ ∗e (1)(u, z, v) is its adjoint at 1.
The adjoint pathwise derivative at 1 of Ψ (PF ,G) at P0 in P is the projection
Ψ˙ ∗(1) = Π(Ψ˙ ∗e (1)|P˙).
Denote the score operators i1 : G˙1 → L02(PF ,G), i2 : F˙ × G˙2 → L02(PF ,G) and i : F˙ × G˙ → L02(PF ,G). Then
i(a, b) = i1a+ i2b, a(·) ∈ G˙1 = L02(G1), b(·, ·) ∈ F˙ × G˙2 = L02(F × G2),
where
(i1a)(u, z, v) = a(u)− EPF ,Ga(u) = a(u)−

adG∗1, and
(i2b)(u, z, v) = b(z, v)− EPF ,Gb(Z, V ) = b(z, v)−

bdP∗F ,G2 ,
with G∗1 and P
∗
F ,G2
the corresponding margins under PF ,G. By the same way as on p. 243, BKRW, we have
P˙ ⊃ L02(G∗1)+ L02(P∗F ,G2).
Let R = EG∗1 [
 t∧U
0 M
−2(s)F∗(ds)]. Since EP∗(Ψ˙ ∗(1)(U, Z, V )) = 0, we get
Ψ˙ ∗e (1)(u, z, v) =
 t∧u
0
1
M2(s)
F∗(ds)− R

+

1(0≤z≤t)
M(z)
−
 t∧z∧v
0
1
M2(s)
F∗(ds)+ R

:= a(u)+ b(z, v);
then a ∈ L02(G∗1), b ∈ L02(P∗F ,G2). Thus Ψ˙ ∗e (1) ∈ P˙, so
Ψ˙ ∗(1) = Π(Ψ˙ ∗e (1)|P˙) = Ψ˙ ∗e (1),
and the efficient influence function for estimatingΛ(t) is
I˜Λ(t) = Ψ˙ ∗(1) = 1(0≤z≤t)M(z) − α
 t
0
1(u<s<z∧v)
G1(s)G¯2(s)(1− F−(s))2
F(ds).
(iii) The root-n estimability of θ follows the same reasoning as that in the proof of Theorem 4(iv).
Let q(w) be the density ofW . The density of (u, z, v, w) is
p(u, z, v, w) = pF ,H(x|w)q(w) = α−1(θ, w)f (z|w)g(u, v)1(u<z<v)q(w)
= α−1(θ, w) exp(θ ′w)F(z)exp(θ ′w) f (z)
F(z)
g(u, v)1(u<z<v)q(w),
where α(θ,w) = P(U < Z < V |w) =  F(s|w)(G1 − G2)(ds), with F(u|w) = F(u)exp(θ ′w) and G1 and G2 the marginal
distribution functions of U and V , respectively. The log-likelihood, up to a function of (z, u, v, w), is
l(θ, f ) = θ ′w + exp(θ ′w) log F(z)− log

F(s)exp(θ
′w)(G1 − G2)(ds)

.
We have
lθ (θ, f ) =

1− exp(θ ′w)Λ(z)+ exp(θ
′w)
α(θ,w)

Λ(s)F(s|w)(G1 − G2)(ds)

w,
lf (θ, f )(a) = exp(θ ′w)
∞
z adF
F(z)
− α−1(θ, w)

F(s|w)
∞
s adF
F(s)
(G1 − G2)(ds)

.
Since lf (θ, f )(·) : L02(F)→ L02(P), we have EP(lf (θ, f )(a)) = 0, for all a ∈ L02(F). This gives
α−1(θ, w)

F(s|w)
∞
s adF
F(s)
(G1 − G2)(ds) = E
∞
Z adF
F(Z)
W = w

,
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so
lf (θ, f )(a) = exp(θ ′w)
∞
z adF
F(z)
− E
∞
Z adF
F(Z)
W = w

.
Since 0 = EP(lf (θ, f )(a)) = E[E(lf (θ, f )(a)|W )] = E[E(lf (θ, f )(a)|Z)], and noting that the covariateW is independent of Z ,
we have
E

exp(θ ′W )E
∞
Z adF
F(Z)
W

= E(exp(θ ′W )|Z)E
∞
Z adF
F(Z)

= E(exp(θ ′W ))E
∞
Z adF
F(Z)

,
which is possible only if E(
∞
Z adF
F(Z)
|W ) = E
 ∞
Z adF
F(Z)

. Now, we have
lf (θ, f )(a) = exp(θ ′w)
∞
z adF
F(z)
− E
∞
Z adF
F(Z)

.
As before, we have to find a∗ ∈ (L02(F))k such that, ∀a ∈ L02(F),
0 = EP [(lθ (θ, f )− lf (θ, f )(a∗))lf (θ, f )(a)]
= E

E

(lθ (θ, f )− lf (θ, f )(a∗)) exp(θ ′W )|Z
∞
Z adF
F(Z)
− E
∞
Z adF
F(Z)

,
which gives
0 = E

(lθ (θ, f )− lf (θ, f )(a∗)) exp(θ ′W )|Z

,
and after some computation we get∞
z a
∗dF
F(z)
= b(θ, z)
E(exp(θ ′W )|Z = z) ,
where
b(θ, z) = Λ(z)E(exp(2θ ′W )W |Z = z)− E(exp(θ ′W )W |Z = z)
−

E

exp(2θ ′W )F(s|W )W
α(θ,W )
Z = z

Λ(s)(G1 − G2)(ds).
This gives the expression for lθ |f = lθ (θ, f )− lf (θ, f )(a∗). 
Proof of Theorem 6. (i) As before, we first compute the conditional density f (y|δ, Z,G). We have
F(y|δ = 0, Z,G) = P(Y ≤ y|Y > Y0; Z,G) = F(y)− F(Y0)1− F(Y0) , F(y|δ = 1, Z,G) =
F(y ∧ Y0)
F(Y0)
,
which give
f (y|δ, Z,G) = (1− δ) f (y)
1− F(Y0)1(Y0<y) + δ
f (y)
F(Y0)
1(y≤Y0).
We get, ∀a ∈ L2(F),
(ia)(δ) = (1− δ)
 ∞
Y0
a(y)
1− F(Y0)F(dy)+ δ
 Y0
−∞
a(y)
F(Y0)
F(dy),
and the relationship ⟨ia, b⟩N = ⟨a, i∗b⟩,∀a ∈ L2(F) and b ∈ L2(Pf ) gives
(ia)(0)b(0)pf (0)+ (ia)(1)b(1)pf (1) = b(0)pf (0)
 ∞
Y0
a(y)
1− F(Y0)F(dy)+ b(1)pf (1)
 Y0
−∞
a(y)
F(Y0)
F(dy)
=

a(y)(i∗b)(y)F(dy),
so we have
(i∗b)(y) = b(0)pf (0)
1− F(Y0)1(y>Y0) +
b(1)pf (1)
F(Y0)
1(y≤Y0),
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and
(i∗ia)(y) =
 
F(Y0)1(t>Y0)
(1− F(Y0))2 1(y>Y0) +
(1− F(Y0))1(t≤Y0)
F 2(Y0)
1(y≤Y0)

a(t)F(dt)
:=

K(y, t)a(t)F(dt).
As before, the above Fredholm equation of the first kind is not generally solvable; hence i∗i is not boundedly invertible.
(ii) Here, β is not a known functional form of f , so the method of pathwise differential does not apply directly.
Instead, we use the method of Hellinger differential as in [1]. We first compute i(β|α, f ). Denote g(·|Z,U;α, β, f ) =
[f 1/2(·|Z,U;α, β)]2. Recall that for densities g and f with respect to dominating measures λ and ν, with gn =
g(·|Z,U;αn, βn, fn), αn = α + n−1/2a + o(n−1/2), βn = β + n−1/2b + o(n−1/2) and ∥n1/2(f 1/2n − f 1/2) − h∥ν → 0, g is
Hellinger differentiable at (α, β, f ) if there exist ρα with ∥ρα∥λ ∈ L2(λ), ρβ ∈ L2(λ) and A : L2(ν)→ L2(λ) such that
∥g1/2n − g1/2 − (ρα(αn − α)+ ρβ(βn − β)+ A(f 1/2n − f 1/2))∥λ
∥αn − α∥ + |βn − β| + ∥f 1/2n − f 1/2∥ν
→ 0,
and then its Hellinger differential at (α, β, f ) in the direction (a, b, h) is
η = aρα + bρβ + A(h).
Specifically, ρα = (1/2)g−1/2∂g/∂α = (1/2)g1/2∂ log g/∂α, and similarly for ρβ and A(h) = (1/2)g−1/2∆(g, f 1/2, h) =
(1/2)g1/2∆(log g, f 1/2, h), where∆(g, f 1/2, h) is the Gateaux differential of g with respect to f 1/2 in the direction h.
As in Remark 3.2 in Begun et al. [1], the asymptotic information for estimating β in the presence of nuisance (α, f ) is
i(β|α, f ) = 4∥ρβ|α − A(h∗)∥λ,
where ρβ|α = ρβ − ⟨ρβ , ρ ′α⟩λ∥ρα∥−2λ ρα, ∥ρα∥2λ = ⟨ρα, ρ ′α⟩λ, h∗ ∈ H := {h ∈ L2(ν) : ∥n1/2(f 1/2n − f 1/2)− h∥ν → 0}, such
that
ρβ|α − A(h∗) ⊥ A(h), ∀h ∈ H .
Let A∗ be the adjoint of A. When A∗A is invertible, h∗ = ((A∗A)−1A∗)(ρβ|α).
Note that the condition ∥n1/2(f 1/2n − f 1/2)−h∥ν → 0 implies that h is of the form h(·−µ)when f takes the form f (·−µ).
This gives A(h)(·) = (1/2)g−1/2∆(g, f 1/2, h) = h(· −µ). In our case, λ = ν =, the Lebesque measure, and A∗ is determined
by ⟨Ah, r⟩λ = ⟨h, A∗r⟩ν or

h(x− µ)r(x)dx =  h(x)(A∗r)(x)dx,∀h ∈ L2(λ), r ∈ L2(ν). Thus (A∗r)(x) = r(x+ µ), and A∗A
is the identity. Consequently, h∗ = A∗(ρβ|α), and
i(β|α, f ) = 4∥ρβ|α − ρβ|α,µ=0∥2λ.
Now, we compute i(β|α, pf ). With f ′(y) = df (y)/dy, we have
lβ(δ) := ∂ log pf (δ)
∂β
= −U(1− δ − F(Y0))
F(Y0)(1− F(Y0))
 Y0
f ′(y− µ)dy and
lα(δ) := ∂ log pf (δ)
∂α
= −Z(1− δ − F(Y0))
F(Y0)(1− F(Y0))
 Y0
f ′(y− µ)dy.
Then, with N being the counting measure on {0, 1},
ρ˜β = (1/2)p1/2f (δ)lβ(δ), ρ˜α = (1/2)p1/2f (δ)lα(δ), ρ˜β|α = ρ˜β − ⟨ρ˜β , ρ˜ ′α⟩N∥ρ˜α∥−2N ρ˜α,
A˜(h)(δ) = (1− δ − F(Y0))p1/2f (δ)

1(y≤Y0−µ)f
1/2(y)h(y)dy
pf (0)pf (1)
, ∀h ∈ L2(F),
A˜∗(r)(x) = p
1/2
f (1)r(0)− p1/2f (0)r(1)
[pf (0)pf (1)]1/2 f
1/2(x)1(x≤Y0−µ), ∀r ∈ L2(Pf ),
(A˜∗A˜)(h)(x) = f 1/2(x)1(x≤Y0−µ)

1(y≤Y0−µ)f
1/2(y)h(y)dy
pf (0)pf (1)
,
which is not invertible. So
i(β|α, pf ) = 4∥ρ˜β|α − A˜(h∗)∥2N ,
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with h∗ ∈ H determined by
ρ˜β|α − A˜(h∗) ⊥ A˜(h), ∀h ∈ H, or 0 =< ρ˜β|α − A˜(h∗), A˜(h)>N , ∀h ∈ H ⊂ L2(F).
The last condition above gives
1(y≤Y0−µ)f
1/2(y− µ)h∗(y)dy = p1/2f (0)pf (1)ρ˜β|α(0)− pf (0)p1/2(1)ρ˜β|α(1),
which yields
h∗(x− µ) = p
1/2
f (0)pf (1)ρ˜β|α(0)− pf (0)p1/2(1)ρ˜β|α(1)
F(Y0)
f 1/2(x− µ),
and so
A˜(h∗)(δ) = p
1/2(1)ρ˜β|α(1)− p1/2(0)ρ˜β|α(0)
p1/2f (0)p
1/2
f (1)
(1− δ − F(Y0))p1/2f (δ).
(iii) In this case,
ρβ = U exp(−(y− µ˜)/2)(1− exp(−(y− µ˜)))2(1+ exp(−(y− µ˜)))2 , ρα =
Z exp(−(y− µ˜)/2)(1− exp(−(y− µ˜)))
2(1+ exp(−(y− µ˜)))2 ,
⟨ρβ , ρ ′α⟩ =
UZ ′
4
 ∞
0
(1− t)2
(1+ t)4 dt, ∥ρα∥
2 = ZZ
′
4
 ∞
0
(1− t)2
(1+ t)4 dt,
and i(β|α, f0) = 4∥ρβ|α∥2 = U2(I − Z ′(ZZ ′)−1Z)2
 ∞
0
(1− t)2
(1+ t)4 dt = U
2(I − Z ′(ZZ ′)−1Z)2/3.
Likewise, with N being the counting measure on {0, 1},
ρ˜β = U(exp(µ))
δ/2(δ + (δ − 1) exp(µ))
2(1+ exp(µ))3/2 , ρ˜α =
Z(exp(µ))δ/2(δ + (δ − 1) exp(µ))
2(1+ exp(µ))3/2 ,
⟨ρ˜β , ρ˜ ′α⟩N =
UZ ′
4
exp(µ)
(1+ exp(µ))2 , ∥ρ˜α∥
2
N =
ZZ ′
4
exp(µ)
(1+ exp(µ))2 ,
and i(β|α, pf0) = 4∥ρ˜β|α∥2N = U2(I − Z ′(ZZ ′)−1Z)2
exp(µ)
(1+ exp(µ))2 .
The corresponding information bounds under f0 and pf0 are i
−1(β|α, f0) and i−1(β|α, pf0), and the asymptotic relative
efficiency is
r(µ) = i
−1(β|α, f0)
i−1(β|α, pf0)
= 3q(µ), with q(µ) = exp(µ)
(1+ exp(µ))2 .
Note that q(·) is increasing on (−∞, 0] and decreasing on (0,∞), with q(0) = 1/4, so supµ r(µ) = 3q(0) = 3/4. 
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