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Abstract
This paper presents a detailed theoretical analysis of the three stochastic approximation
proximal gradient algorithms proposed in our companion paper [49] to set regularization pa-
rameters by marginal maximum likelihood estimation. We prove the convergence of a more
general stochastic approximation scheme that includes the three algorithms of [49] as special
cases. This includes asymptotic and non-asymptotic convergence results with natural and
easily verifiable conditions, as well as explicit bounds on the convergence rates. Importantly,
the theory is also general in that it can be applied to other intractable optimisation prob-
lems. A main novelty of the work is that the stochastic gradient estimates of our scheme are
constructed from inexact proximal Markov chain Monte Carlo samplers. This allows the use
of samplers that scale efficiently to large problems and for which we have precise theoretical
guarantees.
1 Introduction
Numerous imaging problems require performing inferences on an unknown image of interest x ∈ Rd
from some observed data y. Canonical examples include image denoising [12, 28], compressive
sensing [18, 40], super-resolution [35, 51], tomographic reconstruction [13], image inpainting [24, 44],
source separation [9, 8], fusion [46, 31], and phase retrieval [10, 26]. Such imaging problems can
be formulated in a Bayesian statistical framework, where inferences are derived from the so-called
posterior distribution of x given y, which for the purpose of this paper we specify as follows
p(x|y, θ) = p(y|x)p(x|θ)/p(y|θ)
where p(y|x) = exp{−fy(x)} with fy ∈ C1(Rd,R) is the likelihood function, and the prior distri-
bution is p(x|θ) = exp{−θ⊤g(x)} with g : Rd → RdΘ and θ ∈ Θ ⊂ RdΘ . The function fy acts as a
data-fidelity term, g as a regulariser that promotes desired structural or regularity properties (e.g.,
smoothness, piecewise-regularity, or sparsity [11]), and θ is a regularisation parameter that con-
trols the amount of regularity enforced. Most Bayesian methods in the imaging literature consider
models for which fy and g are convex functions and report as solution the maximum-a-posteriori
(MAP) Bayesian estimator
argmin fy,θ , where fy,θ(x) = fy(x) + θ
⊤g(x) for any x ∈ Rd . (1)
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For example, many imaging works consider a linear observation model of the form y = Ax + w,
where A ∈ Rd × Rd is some problem-specific linear operator and the noise w has distribution
N(0, σ2Id) with variance σ
2 > 0. Then, for any x ∈ Rd fy(x) = (2σ2)−1‖Ax− y‖2. With regards
to the prior, a common choice in imaging is to set Θ = R+ and g(x) = ‖Bx‖1 for some suitable
basis or dictionary B ∈ Rd′ × Rd, or g(x) = TV(x), where TV(x) is the isotropic total variation
pseudo-norm given by TV(x) =
∑
i
√
(∆hi x)
2 + (∆vi x)
2 where ∆vi and ∆
h
i denote horizontal and
vertical first-order local (pixel-wise) difference operators.
Importantly, when fy and g are convex, problem (1) is also convex and can usually be efficiently
solved by using modern proximal convex optimisation techniques [11], with remarkable guarantees
on the solutions delivered.
Setting the value of θ can be notoriously difficult, especially in problems that are ill-posed or
ill-conditioned where the regularisation has a dramatic impact on the recovered estimates. We
refer to [27] and [49, Section 1] for illustrations and a detailed review of the existing methods for
setting set θ.
In our companion paper [49], we present a new method to set regularisation parameters. More
precisely, in [49], we adopt an empirical Bayesian approach and set θ by maximum marginal
likelihood estimation, i.e.
θ⋆ ∈ argmax
θ∈Θ
log p(y|θ) , where p(y|θ) =
∫
Rd
p(y, x|θ)dx , p(y, x|θ) ∝ exp[−fy,θ(x)] . (2)
To solve (2), we aim at using gradient based optimization methods. The gradient of θ 7→ log p(y|θ),
can be computed using Fisher’s identity, see [49, Proposition A.1], which implies under mild inte-
grability conditions on fy and g, for any θ ∈ Θ,
∇θ log p(y|θ) = −
∫
Rd
g(x˜)p(x˜|y, θ)dx˜+
∫
Rd
g(x˜)p(x˜|θ)dx˜ .
It follows that θ 7→ ∇θ log p(y|θ) can be written as a sum of two parametric integrals which are
untractable in most cases. Therefore, we propose to use a stochastic approximation (SA) scheme
and, in particular, we define three different algorithms to solve (2) [49, Algorithm 3.1, Algorithm
3.2, Algorithm 3.3]. These algorithms are extensively demonstrated in [49] through a range of
applications and comparisons with alternative approaches from the state-of-the-art.
In the present paper we theoretically analyse these three SA schemes and establish natural
and easily verifiable conditions for convergence. For generality, rather than presenting algorithm-
specific analyses, we establish detailed convergence results for a more general SA scheme that covers
the three algorithms of [49] as specific cases. Indeed, all these methods boil down to defining a
sequence (θn)n∈N satisfying a recursion of the form: for any n ∈ N,
θn+1 = ΠΘ
[
θn − δn+1
mn
mn∑
k=1
{
g(Xnk )− g(X¯nk )
}]
, (3)
where ΠΘ is the projection onto a convex closed set Θ, (X
n
k )k∈{1,...,mn} and (X¯
n
k )k∈{1,...,mn} are
two independent stochastic processes targeting x 7→ p(x|y, θ) and x 7→ p(x|θ) respectively, (mn)n∈N
is a sequence of batch-sizes and (δn)n∈N∗ is a sequence of stepsizes. In this paper, we are interested
in establishing the convergence of the averaging of (θn)n∈N to a solution of (2) in this setting. SA
has been extensively studied during the past decades [41, 29, 38, 47, 33, 34, 7, 6, 48]. Recently,
quantitative results have been obtained in [45, 2, 39, 1, 43]. In contrast to [1], here we consider
the case where (Xnk )k∈{1,...,mn} and (X¯
n
k )k∈{1,...,mn} are inexact Markov chains which target x 7→
p(x|y, θ) and x 7→ p(x|θ) respectively and are based on some generalizations of the Unadjusted
Langevin Algorithm (ULA) [42]. In the recent years, ULA has attracted a lot of attention since
this algorithm exhibits favorable high-dimensional convergence properties in the case where the
target distribution admits a differentiable density, see [20, 22, 14, 15]. However, in most imaging
models, the penalty function g is not differentiable and therefore x 7→ p(x|y, θ) and x 7→ p(x|θ) are
not differentiable as well. Therefore, we consider proximal Langevin samplers which are specifically
design to overcome this issue: the Moreau-Yoshida Unadjusted Langevin Algorithm (MYULA),
see [23], and the Proximal Unadjusted Langevin Operator (PULA), see [21].
A similar approximation scheme to (3) is studied in [1]. More precisely [1, Theorem 3, Theorem
4] are similar to Theorem 6 and Theorem 7. Contrarily to that work, here we do not require the
Markov kernels we use to exactly target x 7→ p(x|θ) and x 7→ p(x|y, θ) but allow some bias
in the estimation which is accounted for in our convergence rates. This relaxation to biased
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estimates plays a central role in the capacity of the method to scale efficiently to large problems.
Moreover, the present paper is also a complement of [17] which establishes general conditions for
the convergence of inexact Markovian SA but only apply these results to ULA. In this study, we
do not consider a general Markov kernel but rather specialize the results of [17] to MYULA and
PULA Markov kernels. However, to apply results of [17], new quantitative geometric convergence
properties on MYULA and PULA have to be established.
The remainder of the paper is organized as follows. In Section 2, we recall our notations and
conventions. In Section 3, we define the class of optimisation problems considered and the SA
scheme (3). This setting includes the optimization problem presented in (2) and the three specific
algorithms introduced in [49]. Then, in Section 4, we present a detailed analysis of the theoretical
properties of the proposed methodology. First, we show new ergodicity results for the MYULA
and PULA samplers. In a second part, we provide easily verifiable conditions for convergence and
quantitative convergence rates for the averaging sequences designed from (3). The proofs of these
results are gathered in Section 5.
2 Notations and conventions
We denote by B(0, R) and B(0, R) the open ball, respectively the closed ball, with radius R in Rd.
Denote by B(Rd) the Borel σ-field of Rd, F(Rd) the set of all Borel measurable functions on Rd and
for f ∈ F(Rd), ‖f‖∞ = supx∈Rd |f(x)|. For µ a probability measure on (Rd,B(Rd)) and f ∈ F(Rd)
a µ-integrable function, denote by µ(f) the integral of f w.r.t. µ. For f ∈ F(Rd), the V -norm of
f is given by ‖f‖V = supx∈Rd |f(x)|/V (x). Let ξ be a finite signed measure on (Rd,B(Rd)). The
V -total variation norm of ξ is defined as
‖ξ‖V = sup
f∈F(Rd),‖f‖V 61
∣∣∣∣
∫
Rd
f(x)dξ(x)
∣∣∣∣ .
If V ≡ 1, then ‖ · ‖V is the total variation norm on measures denoted by ‖ · ‖TV.
Let U be an open set of Rd. We denote by Ck(U,RdΘ) the set of RdΘ -valued k-differentiable
functions, respectively the set of compactly supported RdΘ -valued k-differentiable functions. Ck(U)
stands Ck(U,R). Let f : U → R, we denote by ∇f , the gradient of f if it exists. f is said to be
m-convex with m > 0 if for all x, y ∈ Rd and t ∈ [0, 1],
f(tx+ (1− t)y) 6 tf(x) + (1− t)f(y)− (m/2)t(1− t) ‖x− y‖2 .
Let (Ω,F ,P) be a probability space. Denote by µ ≪ ν if µ is absolutely continuous w.r.t. ν and
dµ/dν an associated density. Let µ, ν be two probability measures on (Rd,B(Rd)). Define the
Kullback-Leibler divergence of µ from ν by
KL(µ|ν) =
{∫
Rd
dµ
dν (x) log
(
dµ
dν (x)
)
dν(x) , if µ≪ ν ,
+∞ otherwise .
3 Proposed stochastic approximation proximal gradient op-
timisation methodology
3.1 Problem statement
Let Θ ⊂ RdΘ and f : Θ→ R. We consider the optimisation problem
θ⋆ ∈ argmin
θ∈Θ
f(θ) , (4)
in scenarios where it is not possible to evaluate f nor ∇f because they are computationally in-
tractable. Problem (4) includes the marginal likelihood estimation problem (2) of our companion
paper [49] as the special case f = − log p(y|·). We make the following general assumptions on f
and Θ, which are in particular verified by the imaging models considered in [49].
A1. Θ is a convex compact set and Θ ⊂ B(0, RΘ) with RΘ > 0.
A2. There exist an open set U ⊂ Rp and Lf > 0 such that Θ ⊂ U, f ∈ C1(U,R) and for any
θ1, θ2 ∈ Θ
‖∇θf(θ1)−∇θf(θ2)‖ 6 Lf‖θ1 − θ2‖ .
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A3. For any θ ∈ Θ, there exist Hθ, H¯θ : Rd → RdΘ and two probability distributions πθ, π¯θ on
(Rd,B(Rd)) satisfying for any θ ∈ Θ
∇θf(θ) =
∫
Rd
Hθ(x)dπθ(x) +
∫
Rd
H¯θ(x)dπ¯θ(x) .
In addition, (θ, x) 7→ Hθ(x) and (θ, x) 7→ H¯θ(x) are measurable.
Remark 1. Note that if f ∈ C2(Θ) then A2 is automatically satisfied under A1, since Θ is
compact. In every model considered in our companion paper [49], θ 7→ − log p(y|θ) is continuously
twice differentiable on each compact using the dominated convergence theorem and therefore A2
holds under A1.
Remark 2. Assumption A3 is verified in the three cases considered in our companion paper [49,
Algorithm 3.1, Algorithm 3.2, Algorithm 3.3]:
(a) if the regulariser g is α positively homogeneous with α > 0 and dΘ = 1, corresponding to [49,
Algorithm 3.1], then for any θ ∈ Θ, Hθ = g, H¯θ = −d/(αθ), πθ is the probability measure with
density w.r.t. the Lebesgue measure x 7→ p(x|y, θ) and π¯θ is any probability measure;
(b) if the regulariser g is separably positively homogeneous as in [49, Algorithm 3.2], then for any
θ ∈ Θ, Hθ = g, H¯θ = (− |Ai| /(αiθi))i∈{1,...,dΘ}, πθ is the probability measure with density w.r.t. the
Lebesgue measure x 7→ p(x|y, θ) and π¯θ is any probability measure;
(c) if the regulariser g is inhomogeneous, corresponding to [49, Algorithm 3.3], then for any θ ∈ Θ,
H¯θ = −g, Hθ = g, πθ and π¯θ are the probability measures associated with the posterior and the
prior, with density w.r.t. the Lebesgue measure x 7→ p(x|y, θ) and x 7→ p(x|θ) respectively.
We now present in Algorithm 1, the stochastic algorithm we consider in order to solve (4).
This method encompasses the schemes introduced in the companion paper [49, Algorithm 3.1,
Algorithm 3.2, Algorithm 3.3]. Starting from (X00 , X¯
0
0 ) ∈ Rd × Rd and θ0 ∈ Θ, we define on a
probability space (Ω,F ,P), the sequence ({(Xnk , X¯nk ) : k ∈ {0, . . . ,mn}}, θn)n∈N by the following
recursion for n ∈ N and k ∈ {0, . . . ,mn − 1}
(Xnk )k∈{0,...,mn} is a MC with kernel Kγn,θn and X
n
0 = X
n−1
mn−1 given Fn−1 ,
(X¯nk )k∈{0,...,mn} is a MC with kernel K¯γ′n,θn and X¯
n
0 = X¯
n−1
mn−1 given Fn−1 ,
θn+1 = ΠΘ
[
θn − δn+1
mn
mn∑
k=1
{
Hθn(X
n
k ) + H¯θn(X¯
n
k )
}]
,
(5)
where (X−1m−1 , X¯
−1
m−1) = (X
0
0 , X¯
0
0 ), {(Kγ,θ, K¯γ,θ) : γ > 0, θ ∈ Θ} is a family of Markov kernels on
Rd × B(Rd), (mn)n∈N ∈ (N∗)N, δn, γn, γ′n > 0 for any n ∈ N, ΠΘ is the projection onto Θ and Fn
is defined as follows for all n ∈ N ∪ {−1}
Fn = σ
(
θ0, {(Xℓk, X¯ℓk)k∈{0,...,mℓ} : ℓ ∈ {0, . . . , n}}
)
, F−1 = σ(θ0, X00 , X¯00 ) .
Define for any N ∈ N,
θ¯N =
N−1∑
n=0
δnθn
/
N−1∑
n=0
δn .
In the sequel, we are interested in the convergence of (f(θ¯N ))N∈N to a minimum of f in the case
where the Markov kernels {(Kγ,θ, K¯γ,θ) : γ > 0, θ ∈ Θ}, used in Algorithm 1 are either the ones
associated with MYULA or PULA. We now present these two MCMC methods for which some
analysis is required in our study of (f(θ¯N ))N∈N.
3.2 Choice of MCMC kernels
Given the high dimensionality involved, it is fundamental to carefully choose the families of Markov
kernels {Kγ,θ, K¯γ,θ : γ > 0, θ ∈ Θ} driving Algorithm 1. In the experimental part of this work,
see [49, Section 4], we use the MYULA Markov kernel recently proposed in [23], which is a state-
of-the-art proximal Markov chain Monte Carlo (MCMC) method specifically designed for high-
dimensional models that are are log-concave but not smooth. The method is derived from the
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Algorithm 1 General algorithm
1: Input: initial {θ0, X00 , X¯00}, (δn, γn, γ′n,mn)n∈N, number of iterations N .
2: for n = 0 to N − 1 do
3: if n > 0 then
4: Set Xn0 = X
n−1
mn−1 ,
5: Set X¯n0 = X¯
n−1
mn−1 ,
6: end if
7: for k = 0 to mn − 1 do
8: Sample Xnk+1 ∼ Kγn,θn(Xnk , ·),
9: Sample X¯nk+1 ∼ K¯γ′n,θn(X¯nk , ·),
10: end for
11: Set θn+1 = ΠΘ
[
θn − δn+1mn
∑mn
k=1
{
Hθn(X
n
k ) + H¯θn(X¯
n
k )
}]
.
12: end for
13: Output: θ¯N = {
∑N−1
n=0 δn}−1
∑N−1
n=0 δnθn.
discretisation of an over-damped Langevin diffusion, (X¯t)t>0, satisfying the following stochastic
differential equation
dXt = −∇xF (Xt)dt+
√
2dBt , (6)
where F : Rd 7→ R is a continuously differentiable potential and (Bt)t>0 is a standard d-dimensional
Brownian motion. Under mild assumptions, this equation has a unique strong solution [25, Chapter
4, Theorem 2.3]. Accordingly, the law of (Xt)t>0 converges as t → ∞ to the diffusion’s unique
invariant distribution, with probability density given by π(x) ∝ e−F (x) for all x ∈ Rd [42, Theorem
2.2]. Hence, to use (6) as a Monte Carlo method to sample from the posterior p(x|y, θ), we set
F (x) = log p(x|y, θ) and thus specify the desired target density. Similarly, to sample from the prior
we set F (x) = −∇x log p(x|θ).
However, sampling directly from (6) is usually not computationally feasible. Instead, we usually
resort to a discrete-time Euler-Maruyama approximation of (6) that leads to the following Markov
chain (Xk)k∈N with X0 ∈ Rd, given for any k ∈ N by
ULA : Xk+1 = Xk − γ∇xF (Xk) +
√
2γZk+1,
where γ > 0 is a discretisation step-size and (Zk)k∈N∗ is a sequence of i.i.d d-dimensional zero-mean
Gaussian random variables with an identity covariance matrix. This Markov chain is commonly
known as the Unadjusted Langevin Algorithm (ULA) [42]. Under some additional assumptions
on F , namely Lipschitz continuity of ∇xF , the ULA chain inherits the convergence properties of
(6) and converges to a stationary distribution that is close to the target π, with γ controlling a
trade-off between accuracy and convergence speed [23].
Remark 3. In this form, the ULA algorithm is limited to distributions where F is a Lipschitz
continuously differentiable function. However, in the imaging problems of interest this is usually
not the case [49]. For example, to implement any of the algorithms presented in [49] it is necessary
to sample from the posterior distribution p(x|y, θ) (corresponding to πθ in Section 3.1), which
would require setting for any x ∈ Rd, F (x) = fy(x) + θ⊤g(x). Similarly, one of the algorithms
also requires sampling from the prior distribution x 7→ p(x|θ) (corresponding to π¯θ in Section 3.1),
which requires setting for any x ∈ Rd, F (x) = θ⊤g(x). In both cases, if g is not smooth then ULA
cannot be directly applied. The MYULA kernel was designed precisely to overcome this limitation.
3.2.1 Moreau-Yoshida Unadjusted Langevin Algorithm
Suppose that the target potential admits a decomposition F = V + U where V is Lipschitz
differentiable and U is not smooth but convex over Rd. In MYULA, the differentiable part is
handled via the gradient ∇xV in a manner akin to ULA, whereas the non-differentiable convex
part is replaced by a smooth approximation Uλ(x) given by the Moreau-Yosida envelope of U , see
[5, Definition 12.20], defined for any x ∈ Rd and λ > 0 by
Uλ(x) = min
x˜∈Rd
{
U(x˜) + (1/2λ) ‖x− x˜‖22
}
. (7)
Similarly, we define the proximal operator for any x ∈ Rd and λ > 0 by
proxλU (x) = argmin
x˜∈Rd
{
U(x˜) + (1/2λ) ‖x− x˜‖22
}
. (8)
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For any λ > 0, the Moreau-Yosida envelope Uλ is continuously differentiable with gradient given
for any x ∈ Rd by
∇Uλ(x) = (x − proxλU (x))/λ , (9)
(see, e.g., [5, Proposition 16.44]). Using this approximation we obtain the MYULA kernel associ-
ated with (Xk)k∈N given by X0 ∈ Rd and the following recursion for any k ∈ N
MYULA : Xk+1 = Xk − γ∇xV (Xk)− γ∇xUλ(Xk) +
√
2γZk+1 . (10)
Returning to the imaging problems of interest, we define the MYULA families of Markov kernels
{Rγ,θ, R¯γ,θ : γ > 0, θ ∈ Θ} that we use in Algorithm 1 to target πθ and π¯θ for θ ∈ Θ as follows.
By Remark 3, we set V = fy and U = θ
⊤g, V¯ = 0 and U¯ = θ⊤g. Then, for any θ ∈ Θ and γ > 0,
Rγ,θ associated with (Xk)k∈N is given by X0 ∈ Rd and the following recursion for any k ∈ N
Xk+1 = Xk − γ∇xfy(Xk)− γ
{
Xk − proxλθ⊤g(Xk)
}
/λ+
√
2γZk+1 . (11)
Similarly, for any θ ∈ Θ and γ′ > 0, R¯γ,θ associated with (Xk)k∈N is given by X0 ∈ Rd and the
following recursion for any k ∈ N
X¯k+1 = X¯k − γ′
{
X¯k − proxλ
′
θ⊤g(X¯k)
}
/λ′ +
√
2γZk+1 , (12)
where we recall that λ, λ′ > 0 are the smoothing parameters associated with θ⊤gλ, γ, γ′ > 0 are the
discretisation steps and (Zk)k∈N∗ is a sequence of i.i.d d-dimensional zero-mean Gaussian random
variables with an identity covariance matrix.
Notice that other ways of splitting the target potential F can be straightforwardly implemented.
For example, instead of a single non-smooth convex term U , one might choose a splitting involving
several non-smooth terms to simplify the computation of the proximal operators (each term would
be replaced by its Moreau-Yosida envelope in (6)). Similarly, although we usually to associate
V, V¯ and U, U¯ to the log-likelihood and the log-prior, some cases might benefit from a different
splitting. Moreover, as illustrated in Section 3.2.2 below, other discrete approximations of the
Langevin diffusion could be considered too.
3.2.2 Proximal Unadjusted Langevin Algorithm
As an alternative to MYULA, one could also consider using the Proximal Unadjusted Langevin
Algorithm (PULA) introduced in [21], which replaces the (forward) gradient step of MYULA by
a composition of a backward and forward step. More precisely, PULA defines the Markov chain
(Xk)k∈N starting from X0 ∈ Rd by the following recursion: for any k ∈ N
PULA : Xk+1 = prox
λ
U (Xk)− γ∇xU(proxλU (Xk)) +
√
2γZk+1 . (13)
To highlight the connection with MYULA we note that for any x ∈ Rd and λ > 0, ∇Uλ(x) =
(x− proxλU (x))/λ by [5, Proposition 12.30]. Therefore, if we set λ = γ we obtain that (13) can be
rewritten for any k ∈ N a
Xk+1 = Xk − γ∇xV (Xk)− γ∇xU(proxλU (Xk)) +
√
2γZk+1 ,
which corresponds to (10) with λ = γ, except that the term ∇xU(Xk) in (10) is replaced by
∇xU(proxλU (Xk)) in (10).
Going back to the imaging problems of interest, to define the PULA families of Markov kernels
{Sγ,θ, S¯γ,θ : γ > 0, θ ∈ Θ} that we use in Algorithm 1 to target πθ and π¯θ for θ ∈ Θ we proceed
as follows. We set V = fy and U = θ
⊤g, V¯ = 0 and U¯ = θ⊤g. Then, by Remark 3, for any θ ∈ Θ
and γ > 0, Sγ,θ associated with (Xk)k∈N is given by X0 ∈ Rd and the following recursion for any
k ∈ N
Xk+1 = prox
λ
θ⊤g(Xk)− γ∇xfy(proxλθ⊤g(Xk)) +
√
2γZk+1 , (14)
Similarly, for any θ ∈ Θ and γ′ > 0, S¯γ,θ associated with (Xk)k∈N is given by X0 ∈ Rd and the
following recursion for any k ∈ N
X¯k+1 = prox
λ′
θ⊤g(X¯k) +
√
2γZk+1 . (15)
Recall that λ, λ′ > 0 are the smoothing parameters associated with θ⊤gλ, γ, γ′ > 0 are the
discretisation steps and (Zk)k∈N∗ is a sequence of i.i.d d-dimensional zero-mean Gaussian random
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variables with an identity covariance matrix. Again, one could use PULA with a different splitting
of F .
Finally, we note at this point that the MYULA and PULA kernels (11), (12), (14) and (15),
do not target the posterior or prior distributions exactly but rather an approximation of these
distributions. This is mainly due to two facts: 1) we are not able to use the exact Langevin diffusion
(6), so we resort to a discrete approximation instead; and 2) we replace the non-differentiable terms
with their Moreau-Yosida envelopes. As a result of these approximation errors, Algorithm 1 will
exhibit some asymptotic estimation bias. This error is controlled by λ, λ′, γ, γ′, and δ, and can be
made arbitrarily small at the expense of additional computing time, see Theorem 7 in Section 4.
4 Analysis of the convergence properties
4.1 Ergodicity properties of MYULA and PULA
Before establishing our main convergence results about Algorithm 1, see Section 4.1, we derive
ergodicity properties on the Markov chains given by (10) and (13). We consider the following
assumptions on πθ and π¯θ. These assumptions are satisfied for a large class of models in Bayesian
imaging sciences, and in particular by the models considered in our companion paper [49].
H1. For any θ ∈ Θ, there exist Vθ, V¯θ, Uθ, U¯θ : Rd → [0,+∞) convex functions satisfying the
following conditions.
(a) For any θ ∈ Θ and x ∈ Rd,
πθ(x) ∝ exp [−Vθ(x) − Uθ(x)] , π¯θ(x) ∝ exp
[−V¯θ(x) − U¯θ(x)] ,
and
min
(
inf
θ∈Θ
∫
Rd
exp[−Vθ(x˜)− Uθ(x˜)]dx˜, inf
θ∈Θ
∫
Rd
exp[−V¯θ(x˜)− U¯θ(x˜)]dx˜
)
> 0 . (16)
(b) For any θ ∈ Θ, Vθ and V¯θ are continuously differentiable and there exists L > 0 such that
for any θ ∈ Θ and x, y ∈ Rd
max
(‖∇xVθ(x)−∇xVθ(y)‖ , ‖∇xV¯θ(x) −∇xV¯θ(y)‖) 6 L ‖x− y‖ .
In addition, there exist RV,1, RV,2 > 0 such that for any θ ∈ Θ, there exist x⋆θ, x¯⋆θ ∈ Rd with
x⋆θ ∈ argminRd Vθ, x¯⋆θ ∈ argminRd V¯θ, x⋆θ, x¯⋆θ ∈ B(0, RV,1) and Vθ(x⋆θ), V¯θ(x¯⋆θ) ∈ B(0, RV,2).
(c) There exists M > 0 such that for any θ ∈ Θ and x, y ∈ Rd
max
(‖Uθ(x)− Uθ(y)‖, ‖U¯θ(x)− U¯θ(y)‖) 6 M ‖x− y‖ .
In addition, there exist RU,1, RU,2 > 0 such that for any θ ∈ Θ, there exist x♯θ, x¯♯θ ∈ Rd with
x♯θ, x¯
♯
θ ∈ B(0, RU,1) and Uθ(x♯θ), U¯θ(x¯♯θ) ∈ B(0, RU,2).
Note that (16) in H1-(a) is satisfied if Θ is compact and the functions θ 7→ ∫
Rd
exp[−Vθ(x˜) −
Uθ(x˜)]dx˜ and θ 7→
∫
Rd
exp[−V¯θ(x˜) − U¯θ(x˜)]dx˜ are continuous. This latter condition can be
then easily verified using the Lebesgue dominated convergence theorem and some assumptions
on {Vθ, V¯θ, Uθ, U¯θ : θ ∈ Θ}. Note that if there exists V : Rd → [0,+∞) such that for any θ ∈ Θ,
Vθ = V and there exists x
⋆ ∈ Rd with x⋆ ∈ argmin
Rd
V then one can choose x⋆θ = x
⋆ for any
θ ∈ Θ in H1-(b). In this case, RV,2 = 0. Similarly if for any θ ∈ Θ, Uθ(0) = 0 then one can choose
x♯θ = 0 in H1-(c) and in this case RU,1 = RU,2 = 0. These conditions are satisfied by all the models
studied in [49].
As emphasized in Section 3.1, we use a stochastic approximation proximal gradient approach
to minimize f and therefore we need to consider Monte Carlo estimators for ∇θf(θ) and θ ∈ Θ.
These estimators are derived from Markov chains targeting πθ and π¯θ respectively. We consider two
MCMC methodologies to construct the Markov chains. A first option, as proposed in Section 3.2.1,
is to use MYULA to sample from πθ and π¯θ. Let κ > 0 and {Rγ,θ : γ > 0, θ ∈ Θ} be the family
of kernels defined for any x ∈ Rd, γ > 0, θ ∈ Θ and A ∈ B(Rd) by
Rγ,θ(x,A) = (4piγ)
−d/2
∫
A
exp
(∥∥y − x+ γ∇xVθ(x) + κ−1 {x− proxγκUθ (x)}∥∥2
/
(4γ)
)
dy . (17)
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Note that (17) is the Markov kernel associated with the recursion (10) with U ← Uθ, V ← Vθ and
λ ← κγ. For any γ, κ > 0 and θ ∈ Θ corresponds to Rγ,κγ,θ in [49]. Consider also the family of
Markov kernels {R¯γ,θ : γ > 0, θ ∈ Θ} such that for any γ > 0 and θ ∈ Θ, R¯γ,θ is the Markov
kernel defined by (17) but with U¯θ and V¯θ in place of Uθ and Vθ respectively. The coefficient κ is
related to λ in (11) by κ = λ/γ.
Moreover, although our companion paper [49] only considers the MYULA kernel, the theoretical
results we present in this paper also hold if the algorithms are implemented using PULA [21]. Define
the family {Sγ,θ : γ > 0, θ ∈ Θ}, for any x ∈ Rd, γ > 0, θ ∈ Θ and A ∈ B(Rd) by
Sγ,θ(x,A) = (4piγ)
−d/2
∫
A
exp
(∥∥y − proxγκUθ (x) + γ∇xVθ(proxγκUθ (x))∥∥2
/
(4γ)
)
dy . (18)
Note that (17) is the Markov kernel associated with the recursion (13) with U ← Uθ, V ← Vθ
and λ ← κγ. Consider also the family of Markov kernels {S¯γ,θ : γ > 0, θ ∈ Θ} such that for
any γ > 0 and θ ∈ Θ, S¯γ,θ is the Markov kernel defined by the recursion (18) but with U¯θ and
V¯θ in place of Uθ and Vθ respectively. We use the results derived in [17] to analyse the sequence
given by (5) with {(Kγ,θ, K¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ} = {(Rγ,θ, R¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ} or
{(Sγ,θ, S¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ}. To this end, we impose that for any γ ∈ (0, γ¯] and θ ∈ Θ,
the kernels Kγ,θ and K¯γ,θ admit an invariant probability distribution, denoted by πγ,θ and π¯γ,θ
respectively which are approximations of πθ and π¯θ defined in A3, and geometrically converge
towards them. More precisely, we show in Theorem 4 and Theorem 5 below, that MYULA and
PULA satisfy these conditions if at least one of the following assumptions is verified:
H2. There exists m > 0 such that for any θ ∈ Θ, Vθ and V¯θ are m-convex.
H3. There exist η > 0 and c > 0 such that for any θ ∈ Θ and x ∈ Rd, min(Uθ(x), U¯θ(x)) >
η ‖x‖ − c.
Note that if for any θ ∈ Θ, Uθ is convex on Rd and supθ∈Θ(
∫
Rd
exp[−Uθ(x˜)]dx˜) < +∞, then H3
is automatically satisfied, as an immediate extension of [4, Lemma 2.2 (b)]. In [49], H3 is satisfied
as soon as the prior distribution x 7→ p(x|θ) is log-concave and proper for any θ ∈ Θ. In [49], if the
prior x 7→ p(x|θ) is improper for some θ ∈ Θ then we require H2 to be satisfied, i.e. for any y ∈ Cdy ,
there exists m > 0 such that for any θ ∈ Θ, x 7→ p(x|y, θ) is m-log-concave. Finally, we believe that
H3 could be relaxed to the following condition: there exist η > 0 and c > 0 such that for any θ ∈ Θ
and x ∈ Rd, min(Uθ(x)+Vθ(x), U¯θ(x)+V¯θ(x)) > η ‖x‖−c. In particular, this latter condition holds
in the case where x 7→ p(x|θ) = exp[−θ⊤TV(x)] and supθ∈Θ(
∫
Rd
exp[−Uθ(x˜) + Vθ(x˜)]dx˜) < +∞.
Consider for any m ∈ N∗ and α > 0, the two functions Wm and Wα given for any x ∈ Rd by
Wm(x) = 1 + ‖x‖2m , Wα = exp
[
α
√
1 + ‖x‖2
]
. (19)
Theorem 4. Assume H1 and H2 or H3. Let κ¯ > 1 > κ > 1/2, γ¯ < min{(2− 1/κ)/L, 2/(m+ L)}
if H2 holds and γ¯ < min{(2− 1/κ)/L, η/(2ML)} if H3 holds. Then for any a ∈ (0, 1], there exist
A¯2,a > 0 and ρa ∈ (0, 1) such that for any θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯], Rγ,θ and R¯γ,θ admit
invariant probability measures πγ,θ, respectively π¯γ,θ. In addition, for any x, y ∈ Rd and n ∈ N we
have
max
(‖δxRnγ,θ − πγ,θ‖Wa , ‖δxR¯nγ,θ − π¯γ,θ‖Wa) 6 A¯2,aρ¯γna W a(x) ,
max
(‖δxRnγ,θ − δyRnγ,θ‖Wa , ‖δxR¯nγ,θ − δyR¯nγ,θ‖Wa) 6 A¯2,aρ¯γna {W a(x) +W a(y)} ,
with W = Wm and m ∈ N∗ if H2 holds and W = Wα with α < min(κη/4, η/8) if H3 holds.
Proof. The proof is postponed to Section 5.2.
Theorem 5. Assume H1 and H2 or H3. Let Let κ¯ > 1 > κ > 1/2, γ¯ < 2/(m+ L) if H2 holds
and γ¯ < 2/L if H3 holds. Then for any a ∈ (0, 1], there exist A2,a > 0 and ρa ∈ (0, 1) such that
for any θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯], Sγ,θ and S¯γ,θ admit an invariant probability measure πγ,θ and
π¯γ,θ respectively. In addition, for any x, y ∈ Rd and n ∈ N we have
max
(‖δxSnγ,θ − πγ,θ‖Wa , ‖δxS¯nγ,θ − π¯γ,θ‖Wa) 6 A2,aργna W a(x) ,
max
(‖δxSnγ,θ − δySnγ,θ‖Wa , ‖δxS¯nγ,θ − δyS¯nγ,θ‖Wa) 6 A2,aργna {W a(x) +W a(y)} ,
with W = Wm and m ∈ N∗ if H2 holds and W = Wα with α < κη/4 if H3 holds.
Proof. The proof is postponed to Section 5.3.
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4.2 Main results
We now state our main results regarding the convergence of the sequence defined by (5) under the
following additional regularity assumption.
H4. There exist MΘ > 0 and fΘ ∈ C(R+,R+) such that for any θ1, θ2 ∈ Θ, x ∈ Rd,
max
(‖∇xVθ1(x)−∇xVθ2(x)‖, ‖∇xV¯θ1(x) −∇xV¯θ2(x)‖) 6 MΘ ‖θ1 − θ2‖ (1 + ‖x‖) ,
max
(‖∇xU κθ1(x)−∇xU κθ2(x)‖, ‖∇xU¯ κθ1(x)−∇xU¯ κθ2(x)‖) 6 fΘ(κ) ‖θ1 − θ2‖ (1 + ‖x‖) .
In Theorem 6, we give sufficient conditions on the parameters of the algorithm under which the
sequence (θn)n∈N converges a.s., and we give explicit convergence rates in Theorem 7.
Theorem 6. Assume A1, A2, A3 and that f is convex. Let κ ∈ [κ, κ¯] with κ¯ > 1 > κ > 1/2.
Assume H1 and one of the following conditions:
(a) H2 holds, γ¯ < min(2/(m + L), (2 − 1/κ)/L, L−1) and there exists m ∈ N∗ and Cm > 0 such
that for any θ ∈ Θ and x ∈ Rd, ‖Hθ(x)‖ 6 CmW 1/4m (x) and ‖H¯θ(x)‖ 6 CmW 1/4m (x).
(b) H3 holds, γ¯ < min((2 − 1/κ)/L, η/(2ML), L−1) and there exists 0 < α < η/4, Cα > 0 such
that for any θ ∈ Θ and x ∈ Rd, ‖Hθ(x)‖ 6 CαW 1/4α (x) and ‖H¯θ(x)‖ 6 CαW 1/4α (x).
Let (γn)n∈N, (δn)n∈N be sequences of non-increasing positive real numbers and (mn)n∈N be a se-
quence of non-decreasing positive integers satisfying δ0 < 1/Lf and γ0 < γ¯. Let ({(Xnk , X¯nk ) : k ∈
{0, . . . ,mn}}, θn)n∈N be given by (5). In addition, assume that
∑+∞
n=0 δn+1 = +∞,
∑+∞
n=0 δn+1γ
1/2
n <
+∞ and that one of the following conditions holds:
(1)
∑+∞
n=0 δn+1/(mnγn) < +∞ ;
(2) mn = m0 ∈ N∗ for all n ∈ N, supn∈N |δn+1 − δn| δ−2n < +∞, H 4 holds and we have∑+∞
n=0 δ
2
n+1γ
−2
n < +∞,
∑+∞
n=0 δn+1γ
−3
n+1(γn − γn+1) < +∞ .
Then (θn)n∈N converges a.s. to some θ⋆ ∈ argminΘ f . Furthermore, a.s. there exists C > 0 such
that for any n ∈ N∗ {
n∑
k=1
δkf(θk)
/
n∑
k=1
δk
}
−min
Θ
f 6 C
/(
n∑
k=1
δk
)
.
Proof. The proof is postponed to Section 5.6.
These results are similar to the ones identified in [17, Theorem 1, Theorem 5, Theorem 6] for
the Stochastic Optimization with Unadjusted Langevin (SOUL) algorithm. Note that in SOUL the
potential is assumed to be differentiable and the sampler is given by ULA, whereas in Theorem 6,
the results are stated for PULA and MYULA samplers.
Although rigorously establishing convexity of f is usually not possible for imaging models, we
expect that in many cases, for any of its minimizer θ⋆, f is convex in some neighborhood of θ⋆.
For example, this is the case if its Hessian is definite positive around this point.
Assume that δn ∼ n−a, γn ∼ n−b and mn ∼ n−c with a, b, c > 0. We now distinguish two cases
depending on if for all n ∈ N, mn = m0 ∈ N∗ (fixed batch size) or not (increasing size).
1) In the increasing batch size case, Theorem 6 ensures that (θn)n∈N converges if the following
inequalities are satisfied
a+ b/2 > 1 , a− b+ c > 1 , a 6 1 . (20)
Note in particular that c > 0, i.e. the number of Markov chain iterates required to compute the
estimator of the gradient increases at each step. However, for any a ∈ [0, 1] there exist b, c > 0
such that (20) is satisfied. In the special setting where a = 0 then for any ε2 > ε1 > 0 such that
b = 2 + ε1 and c = 3 + ε2 satisfy the results of (20) hold.
2) In the fixed batch size case, which implies that c = 0, Theorem 6 ensures that (θn)n∈N converges
if the following inequalities are satisfied
a+ b/2 > 1 , 2(a− b) > 1 , a+ b+ 1− 2b > 1 a 6 1 ,
which can be rewritten as
b ∈ (2(1− a),min(a− 1/2, a/2)) , a ∈ [0, 1] .
The interval (2(a− 1),min(a− 1/2, a/2)) is then not empty if and only if a ∈ (5/6, 1].
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Theorem 7. Assume A1, A2, A3 and that f is convex. Let κ ∈ [κ, κ¯] with κ¯ > 1 > κ > 1/2.
Assume H1 and that the condition (a) or (b) in Theorem 6 is satisfied. Let (γn)n∈N, (δn)n∈N be
sequences of non-increasing positive real numbers and (mn)n∈N be a sequence of non-decreasing
positive integers satisfying δ0 < 1/Lf and γ0 < γ¯. Let ({(Xnk , X¯nk ) : k ∈ {0, . . . ,mn}}, θn)n∈N be
given by (5)
E
[{
n∑
k=1
δkf(θk)
/
n∑
k=1
δk
}
−min
Θ
f
]
6 En
/(
n∑
k=1
δk
)
,
where
(a)
En = C1
{
1 +
n−1∑
k=0
δk+1γ
1/2
k +
n−1∑
k=0
δk+1/(mkγk) +
n−1∑
k=0
δ2k+1/(mkγk)
2
}
. (21)
(b) or if mn = m0 for all n ∈ N, supn∈N |δn+1 − δn| δ−2n < +∞ and H4 holds
En = C2
{
1 +
n−1∑
k=0
δk+1γ
1/2
k +
n−1∑
k=0
δ2k+1/γk +
n−1∑
k=0
δk+1γ
−3
k+1(γk − γk+1)
}
. (22)
Proof. The proof is postponed to Section 5.7.
First, note that if the stepsize is fixed and recalling that κ = λ/γ then the condition γ < (2−
1/κ)/L can be rewritten as γ < 2/(L+λ−1). Assume that (δn)n∈N is non-increasing, limn→+∞ δn =
0, limn→+∞mn = +∞ and γn = γ0 > 0 for all n ∈ N. In addition, assume that
∑
n∈N∗ δn = +∞
then, by [37, Problem 80, Part I], it holds that{
limn→+∞ [ (
∑n
k=1 δk/mk)/(
∑n
k=1 δk) ] = limn→+∞ 1/mn = 0 ;
limn→+∞
[(∑n
k=1 δ
2
k
)/
(
∑n
k=1 δk)
]
= limn→+∞ δn = 0 .
(23)
Therefore, using (21) we obtain that
lim sup
n→+∞
E
[{
n∑
k=1
δkf(θk)
/
n∑
k=1
δk
}
−min f
]
6 C1
√
γ0 .
Similarly, if the stepsize is fixed and the number of Markov chain iterates is fixed, i.e. for all n ∈ N,
γn = γ0 and mn = m0 with γ0 > 0 and m0 ∈ N∗, combining (22) and (23) we obtain that
lim sup
n→+∞
E
[{
n∑
k=1
δkf(θk)
/
n∑
k=1
δk
}
−min f
]
6 C2
√
γ0 .
5 Proof of the main results
In this section, we gather the proofs of Section 4. First, in Section 5.1 we derive some useful
technical lemmas. In Section 5.2, we prove Theorem 4, using minorisation and Foster-Lyapunov
drift conditions. Similarly, we prove Theorem 5 in Section 5.3. Next, we show Theorem 6 by
applying [17, Theorem 1, Theorem 3] and Theorem 7 by applying [17, Theorem 2, Theorem
4], which boils down to verifying that [17, H1, H2] are satisfied. In Section 5.4, we show that
[17, H1, H2] hold if the sequence is given by (5) where {(Kγ,θ, K¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ} =
{(Rγ,θ, R¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ} defined in (18), i.e. we consider PULA as a sampling scheme
in the optimization algorithm. In Section 5.5 we check that [17, H1, H2] are satisfied when
{(Kγ,θ, K¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ} = {(Sγ,θ, S¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ} defined in (17), i.e. when
considering MYULA as a sampling scheme. Finally, we prove Theorem 6 in Section 5.6 and
Theorem 7 in Section 5.7.
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5.1 Technical lemmas
We say that a Markov kernel R on Rd ×B(Rd) satisfies a discrete Foster-Lyapunov drift condition
Dd(W,λ, b) if there exist λ ∈ (0, 1), b > 0 and a measurable function W : Rd → [1,+∞) such that
for all x ∈ Rd
RW (x) 6 λW (x) + b .
We will use the following result.
Lemma 8. Let R be a Markov kernel on Rd×B(Rd) which satisfies Dd(W,λγ , bγ) with λ ∈ (0, 1),
b > 0, γ > 0 and a measurable function W : Rd → [1,+∞). Then, we have for any x ∈ Rd
R⌈1/γ⌉W (x) 6 (1 + b log−1(1/λ)λ−γ¯)W (x) .
Proof. Using [17, Lemma 9] we have for any x ∈ Rd
R⌈1/γ⌉W (x) 6

λγ⌈1/γ⌉ + bγ ⌈1/γ⌉−1∑
k=0
λγk

W (x) 6 (1 + b log−1(1/λ)λ−γ¯)W (x) .
We continue this section by giving some results on proximal operators. Some of them are
well-known but their proof is given for completeness.
Lemma 9. Let κ > 0 and U : Rd → R convex. Assume that U is M -Lipschitz with M > 0, then
U κ is M -Lipschitz and for any x ∈ Rd, ‖x− proxκU (x)‖ 6 κM .
Proof. Let κ > 0. We have for any x, y ∈ Rd by (7) and (8)
U κ(x)− U κ(y)
= ‖x− proxκU (x)‖2 /(2κ) + U(proxκU (x))− ‖y − proxκU (y)‖2 /(2κ)− U(proxκU (y))
6 ‖y − proxκU (y)‖2/(2κ) + U(x− y + proxκU (y))− ‖y − proxκU (y)‖2/(2κ)− U(proxκU (y))
6M ‖x− y‖ .
Hence, U κ is M -Lipschitz. Since by [5, Proposition 12.30], U κ is continuously differentiable we
have for any x ∈ Rd, ‖∇U κ(x)‖ 6 M . Combining this result with the fact that for any x ∈ Rd,
∇U κ(x) = (x− proxκU (x))/κ by [5, Proposition 12.30] concludes the proof.
Lemma 10. Let U : Rd → [0,+∞) be a convex and M -Lipschitz function with M > 0 . Then for
any κ > 0 and z, z′ ∈ Rd,
〈proxκU (z)− z, z〉 6 −κU(z) + κ2M2 + κ {U(z′) +M ‖z′‖} .
Proof. κ > 0 and z, z′ ∈ Rd. Since (z − proxκU (z))/κ ∈ ∂U(proxκU (z)) [5, Proposition 16.44], we
have
κ {U(z′)− U(proxκU (z))} > 〈z − proxκU (z), z′ − proxκU (z)〉
> 〈z − proxκU (z), z′ − z〉+ ‖z − proxκU (z)‖2
> 〈z − proxκU (z), z′ − z〉 .
Combining this result, the fact that U is M -Lipschitz and Lemma 9 we get that
〈proxκU (z)− z, z〉 6 κU(z′)− κU(z) + κM ‖z − proxκU (z)‖+ ‖z′‖ ‖z − proxκU (z)‖
6 −κU(z) + κ2M2 + κ {U(z′) +M ‖z′‖} ,
which concludes the proof
Lemma 11. Let κ1, κ2 > 0 and U : R
d → R convex and lower semi-continuous. For any x ∈ Rd
we have
‖proxκ1U (x) − proxκ2U (x)‖2 6 2(κ1 − κ2)(U(proxκ2U (x)) − U(proxκ1U (x))) .
If in addition, U is M-Lipschitz with M > 0 then
‖proxκ1U (x)− proxκ2U (x)‖ 6 2M |κ1 − κ2| .
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Proof. Let x ∈ Rd. By definition of proxκ1U (x) we have
2κ1U(prox
κ1
U (x)) + ‖x− proxκ1U (x)‖2 6 2κ1U(proxκ2U (x)) + ‖x− proxκ2U (x)‖2 .
Combining this result and the fact that (x− proxκ2U (x))/κ2 ∈ ∂U(proxκ2U (x)) we have
‖proxκ1U (x) − proxκ1U (x)‖2
6 2κ1 {U(proxκ2U (x))− U(proxκ1U (x))} + 2〈x− proxκ2U (x), proxκ1U (x) − proxκ2U (x)〉
6 2κ1 {U(proxκ2U (x))− U(proxκ1U (x))} + 2κ2 {U(proxκ1U (x))− U(proxκ2U (x))}
6 2(κ1 − κ2)(U(proxκ2U (x)) − U(proxκ1U (x))) ,
which concludes the proof.
Lemma 12. Let V : Rd → R m-convex and continuously differentiable with m > 0. Assume that
there exists M > 0 such that for any x, y ∈ Rd
‖∇V (x)−∇V (y)‖ 6 M ‖x− y‖ .
Assume that there exists x⋆ ∈ argminRd V , then for any γ ∈ (0, γ¯] with γ¯ < 2/(M + m) and x ∈ Rd
‖x− γ∇V (x)‖2 6 (1− γ̟) ‖x‖2 + γ{(2/(m+M)− γ¯)−1 + 4̟} ‖x⋆‖2 ,
with ̟ = mM/(m+M).
Proof. Let x ∈ Rd, γ ∈ (0, γ¯] and γ¯ < 2/(m+M). Using [36, Theorem 2.1.11] and the fact that for
any a, b, ε > 0, εa2 + b2/ε > 2ab we have
‖x− γ∇V (x)‖2
6 ‖x‖2 − 2γ〈∇V (x) −∇V (x⋆), x− x⋆〉+ γγ¯ ‖∇V (x)−∇V (x⋆)‖2
+ 2γ ‖x⋆‖ ‖∇V (x) −∇V (x⋆)‖
6 ‖x‖2 − 2γ̟ ‖x− x⋆‖2 − γ(2/(m+M)− γ¯) ‖∇V (x)−∇V (x⋆)‖2
+ 2γ ‖x⋆‖ ‖∇V (x) −∇V (x⋆)‖
6 ‖x‖2 − 2γ̟ ‖x− x⋆‖2 − γ(2/(m+M)− γ¯) ‖∇V (x)−∇V (x⋆)‖2
+ γ(2/(m+M)− γ¯) ‖∇V (x) −∇V (x⋆)‖2 + γ/(2/(m+M)− γ¯) ‖x⋆‖2
6 (1 − 2γ̟) ‖x‖2 + 4γ̟ ‖x⋆‖ ‖x‖ + γ/(2/(m+M)− γ¯) ‖x⋆‖2
6 (1 − γ̟) ‖x‖2 + γ {(2/(m+M)− γ¯)−1 + 4̟} ‖x⋆‖2 .
Lemma 13. Assume H1 and H2. Then for any κ > 0, θ ∈ Θ, γ ∈ (0, γ¯] with γ¯ < 2/(m+ L) and
x ∈ Rd, we have
∥∥proxγκUθ (x) − γ∇xVθ(proxγκUθ (x))∥∥2
6 (1− γ̟/2) ‖x‖2 + γ [γ¯κ2M2 + {(2/(m+ L)− γ¯)−1 + 4̟}R2V,1 +2κ2M2̟−1] ,
with ̟ = mL/(m+ L).
Proof. Let κ > 0, θ ∈ Θ, γ ∈ (0, γ¯] and x ∈ Rd. Using H1, H2, Lemma 9, Lemma 12, the
Cauchy-Schwarz inequality and that for any α, β > 0, maxt∈R(−αt2 + 2βt) = β2/α, we have∥∥proxγκUθ (x)− γ∇xVθ(proxγκUθ (x))∥∥2
6 (1− γ̟)∥∥proxγκUθ (x)∥∥2 + γ {(2/(m+ L)− γ¯)−1 + 4̟} ‖x⋆θ‖2
6 (1− γ̟)∥∥x− proxγκUθ (x) − x∥∥2 + γ {(2/(m+ L)− γ¯)−1 + 4̟}R2V,1
6 (1− γ̟) ‖x‖2 + γ2κ2M2 + 2γκM ‖x‖+ γ {(2/(m+ L)− γ¯)−1 + 4̟}R2V,1
6 (1− γ̟/2) ‖x‖2 + γ2κ2M2 + γ {(2/(m+ L)− γ¯)−1 + 4̟}R2V,1 + 2γκM ‖x‖ − γ̟ ‖x‖2 /2
6 (1− γ̟/2) ‖x‖2 + γγ¯κ2M2 + γ {(2/(m+ L)− γ¯)−1 + 4̟}R2V,1 + 2γκ2M2̟−1 .
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Lemma 14. Assume H1 and H3. Then for any κ > 0, θ ∈ Θ, γ ∈ (0, γ¯] with γ¯ < 2/L and
x ∈ Rd, we have∥∥proxγκUθ (x) − γ∇xVθ(proxγκUθ (x))∥∥2 6 ‖x‖2 + γ [3γ¯κ2M2 + 2κc+ 2κ(RU,2 + MRU,1)
+(2/L− γ¯)−1R2V,1 − 2κη ‖x‖
]
.
Proof. Let κ > 0, θ ∈ Θ, γ ∈ (0, γ¯] and x ∈ Rd. Using H1, H3, Lemma 9 and Lemma 10 and
Lemma 12 we have∥∥proxγκUθ (x) − γ∇xVθ(proxγκUθ (x))∥∥2 6 ‖ proxγκUθ (x)‖2 + γ/(2/L− γ¯)R2V,1
6 ‖x‖2 + γ2κ2M2 + 2〈proxγκUθ (x) − x, x〉+ γ/(2/L− γ¯)R2V,1
6 ‖x‖2 + 3γ2κ2M2 − 2γκU(x) + 2γκ(U(x♯θ) + M‖x♯θ‖) + γ/(2/L− γ¯)R2V,1
6 ‖x‖2 + 3γ2κ2M2 − 2γκη ‖x‖+ 2γκc
+ 2γκ(U(x♯θ) + M‖x♯θ‖) + γ/(2/L− γ¯)R2V,1
6 ‖x‖2 + γ [3γ¯κ2M2 + 2κc+ 2κ(RU,2 + MRU,1) + (2/L− γ¯)−1R2V,1 − 2κη ‖x‖] .
Lemma 15. Assume H1 and H2. Then for any κ > 0, θ ∈ Θ, γ ∈ (0, γ¯] with γ¯ < 2/(m+ L) and
x ∈ Rd, we have
‖x− γ∇xVθ(x)− γ∇xUγκθ (x)‖2 6 (1 − γ̟/2) ‖x‖2
+ γ
{
(2/(m+ L)− γ¯)−1 + 4̟}R2V,1 + 2γ2MLRV,1 + γ2M2 + 2γM2(1 + γ¯L)2̟−1 ,
with ̟ = mL/(2m+ 2L).
Proof. Let κ > 0, θ ∈ Θ, γ ∈ (0, γ¯] and x ∈ Rd. Using H1, H2, Lemma 9, Lemma 12 and that for
any α, β > 0, max(−αt2 + 2βt) = β2/α we have
‖x− γ∇xVθ(x) − γ∇xUγκθ (x)‖2
6 ‖x− γ∇xVθ(x)‖2 + 2γM ‖x− γ{∇xVθ(x) −∇xVθ(x⋆θ)}‖+ γ2M2
6 (1− γ̟) ‖x‖2 + γ {(2/(m+ L)− γ¯)−1 + 4̟} ‖x⋆θ‖2
+ 2γM ‖x‖+ 2γ2M ‖∇xVθ(x)−∇xVθ(x⋆θ)‖+ γ2M2
6 (1− γ̟) ‖x‖2 + γ {(2/(m+ L)− γ¯)−1 + 4̟} ‖x⋆θ‖2
+ 2γM ‖x‖+ 2γ2ML ‖x‖ + 2γ2ML ‖x⋆θ‖+ γ2M2
6 (1− γ̟/2) ‖x‖2 + γ {(2/(m+ L)− γ¯)−1 + 4̟}R2V,1
+ 2γ2MLRV,1 + γ
2
M
2 + 2γM(1 + γ¯L) ‖x‖ − γ̟ ‖x‖2 /2
6 (1− γ̟/2) ‖x‖2 + γ {(2/(m+ L)− γ¯)−1 + 4̟}R2V,1
+ 2γ2MLRV,1 + γ
2
M
2 + 2γM2(1 + γ¯L)2̟−1 .
Lemma 16. Assume H1 and H3. Then for any κ > 0, θ ∈ Θ, x ∈ Rd and γ ∈ (0, γ¯] with
γ¯ < min(2/L, η/(2ML)), we have
‖x− γ∇xVθ(x) − γ∇xUγκθ (x)‖2
6 ‖x‖2 + γ [(2/L− γ¯)−1R2V,1 + 3γ¯M2 + 2c+ 2(MRU,1 +RU,2) + 2γ¯MLRV,2 − η ‖x‖] .
Proof. Let κ > 0, θ ∈ Θ, γ ∈ (0, γ¯] and x ∈ Rd. Using H1, H3, (7), Lemma 9 and Lemma 10 we
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have
‖x− γ∇xVθ(x) − γ∇xUγκθ (x)‖2
6 ‖x− γ∇xVθ(x)‖2 − 2γ〈x− γ∇xVθ(x),∇xUγκθ (x)〉 + γ2M2
6 ‖x− γ∇xVθ(x)‖2 − 2κ−1〈x− γ∇xVθ(x), x − proxγκUθ (x)〉 + γ2M2
6 ‖x− γ∇xVθ(x)‖2 − 2κ−1〈x, x− proxγκUθ (x)〉 + 2κ−1γ ‖∇xVθ(x)‖ ‖x− prox
γκ
Uθ
(x)‖ + γ2M2
6 ‖x− γ∇xVθ(x)‖2 + 3γ2M2 − 2γη ‖x‖+ 2γc+ 2γ(M‖x♯θ‖+ U(x♯θ)) + 2γγ¯M ‖∇xVθ(x)‖
6 ‖x− γ∇xVθ(x)‖2 + 3γγ¯M2 − 2γη ‖x‖
+ 2γc+ 2γ(MRU,1 +RU,2) + 2γγ¯ML ‖x‖+ 2γγ¯ML ‖x⋆θ‖
6 ‖x− γ∇xVθ(x)‖2 + 3γγ¯M2 − γη ‖x‖ + 2γc+ 2γ(MRU,1 +RU,2) + 2γγ¯ML ‖x⋆θ‖ ,
where we have used for the last inequality that γ¯ < η/(2ML). Then, we can conclude using H1 and
Lemma 12 that
‖x− γ∇xVθ(x)− γ∇xUγκθ (x)‖2
6 ‖x‖2 + γ/(2/L− γ¯)R2V,1 + 3γγ¯M2 − γη ‖x‖ + 2γc+ 2γ(MRU,1 +RU,2) + 2γγ¯MLRV,1
6 ‖x‖2 + γ [(2/L− γ¯)−1R2V,1 + 3γ¯M2 + 2c+ 2(MRU,1 + RU,2) + 2γ¯MLRV,2 − η ‖x‖] .
For υ ∈ Rd and σ > 0, denote Υυ,σ the d-dimensional Gaussian distribution with mean υ and
covariance matrix σ2 Id.
Lemma 17. For any σ1, σ2 > 0 and υ1, υ2 ∈ Rd, we have
KL(Υυ1,σ1 Id|Υυ2,σ2 Id) = ‖υ1 − υ2‖2 /(2σ22) + (d/2)
{− log(σ21/σ22)− 1 + σ21/σ22} .
In addition, if σ1 > σ2
KL(Υυ1,σ1 Id|Υυ2,σ2 Id) 6 ‖υ1 − υ2‖2 /(2σ22) + (d/2)(1− σ21/σ22)2 .
Proof. Let X be a d-dimensional Gaussian random variable with mean υ1 and covariance matrix
σ
2
1 Id. We have that
KL (Υυ1,σ1 Id|Υυ2,σ2 Id) = E
[
log
{
(σ22/σ
2
1)
d/2 exp
[
−‖X − υ1‖2 /(2σ21) + ‖X − υ2‖2 /(2σ22)
]}]
= −(d/2) log(σ21/σ22) + E
[
−‖X − υ1‖2 /(2σ21) + ‖X − υ2‖2 /(2σ22)
]
= −(d/2) log(σ21/σ22) + (1/2)(σ−22 − σ−21 )E
[
−‖X − υ1‖2
]
+
∥∥υ21 − υ22∥∥ /(2σ22)
= −(d/2) log(σ21/σ22) + (d/2)(σ21/σ22 − 1) +
∥∥υ21 − υ22∥∥ /(2σ22)
= ‖υ1 − υ2‖2 /(2σ22) + (d/2)
{− log(σ21/σ22)− 1 + σ21/σ22} .
In the case where σ1 > σ2, let s = σ
2
1/σ
2
2 − 1. Since s > 0 we have log(1 + s) > s− s2. Therefore,
we get that
− log(σ21/σ22)− 1 + σ21/σ22 = − log(1 + s) + s 6 s2 ,
which concludes the proof.
5.2 Proof of Theorem 4
We show that under H 2 or H 3, Foster-Lyapunov drifts hold for MYULA in Lemma 18 and
Lemma 19. Combining these Foster-Lyapunov drifts with an appropriate minorisation condition
Lemma 20, we obtain the geometric ergodicity of the underlying Markov chain in Theorem 21.
Lemma 18. Assume H1 and H2. Then for any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯] with κ¯ > 1 >
κ > 1/2, γ¯ < 2/(m+ L) , Rγ,θ and R¯γ,θ satisfy Dd(W1, λ
γ
2 , b2γ) with
λ2 = exp [−̟/2] ,
b2 =
{
(2/(m+ L)− γ¯)−1 + 4̟}R2V,1 + 2γ¯MLRV,1 + γ¯M2 + 2d+ 2M2(1 + γ¯L)2̟−1 +̟/2 ,
̟ = mL/(m+ L) ,
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where for any x ∈ Rd, W2(x) = 1 + ‖x‖2. In addition, for any m ∈ N∗, there exist λm ∈ (0, 1),
bm > 0 such that for any θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯] with κ¯ > 1 > κ > 1/2, γ¯ < 2/(m + L), Rγ,θ
and R¯γ,θ satisfy Dd(Wm, λ
γ
m, bmγ), where Wm is given in (19).
Proof. We show the property for Rγ,θ only as the proof for R¯γ,θ is identical. Let θ ∈ Θ, κ ∈ [κ, κ¯],
γ ∈ (0, γ¯] and x ∈ Rd. Let Z be a d-dimensional Gaussian random variable with zero mean and
identity covariance matrix. Using Lemma 15 we have∫
Rd
‖y‖2Rγ,θ(x, dy) = E
[∥∥∥x− γ∇xVθ(x)− γ∇xUγκθ (x) +√2γZ∥∥∥2
]
= ‖x− γ∇xVθ(x)− γ∇xUγκθ (x)‖ + 2γd
6 (1− γ̟/2) ‖x‖2 + γ [{(2/(m+ L)− γ¯)−1 + 4̟}R2V,1
+2γ¯MLRV,1 + γ¯M
2 + 2d+ 2M2(1 + γ¯L)2̟−1
]
.
Therefore, we get
∫
Rd
(1 + ‖y‖2)Rγ,θ(x, dy) 6 (1 − γ̟/2)(1 + ‖x‖2) + γ
[{
(2/(m+ L)− γ¯)−1 + 4̟}R2V,1
+2γ¯MLRV,1 + γ¯M
2 + 2d+ 2M2(1 + γ¯L)2̟−1 +̟/2
]
,
which concludes the first part of the proof. Let Tγ,θ(x) = x − γ∇xVθ(x) − γ∇xUγκθ (x). In the
sequel, for any k ∈ {1, . . . ,m}, b, b˜k > 0 and λ, λ˜k ∈ [0, 1) are constants independent of γ which
may take different values at each appearance. Note that using Lemma 15, for any k ∈ {1, . . . , 2m}
there exist λ˜k ∈ (0, 1) and b˜k > 0 such that
‖Tγ,θ(x)‖k 6 {λ˜γk ‖x‖+ γb˜k}k (24)
6 λ˜γkk ‖x‖k + γ2kmax(b˜k, 1)kmax(γ¯, 1)2k−1
{
1 + ‖x‖k−1
}
6 λ˜γk ‖x‖k + b˜kγ
{
1 + ‖x‖k−1
}
6 (1 + ‖x‖k)(1 + b˜kγ) .
Therefore, combining (24) and the Cauchy-Schwarz inequality we obtain∫
Rd
(1 + ‖y‖2)Rγ,θ(x, dy) = 1 + E
[
(‖Tγ,θ(x)‖2 + 2
√
2γ〈Tγ,θ(x), Z〉+ 2γ ‖Z‖2)m
]
= 1 +
m∑
k=0
k∑
ℓ=0
(
m
k
)(
k
ℓ
)
‖Tγ,θ(x)‖2(m−k) 2(3k−ℓ)/2γ(k+ℓ)/2E
[
〈Tγ,θ(x), Z〉k−ℓ ‖Z‖2ℓ
]
6 1 + ‖Tγ,θ(x)‖2m
+ 23m/2
m∑
k=1
k∑
ℓ=0
(
m
k
)(
k
ℓ
)
‖Tγ,θ(x)‖2(m−k) γ(k+ℓ)/2E
[
〈Tγ,θ(x), Z〉k−ℓ ‖Z‖2ℓ
]
1{(1,0)}c(k, ℓ)
6 1 + ‖Tγ,θ(x)‖2m
+ γ23m/2
m∑
k=1
k∑
ℓ=0
(
m
k
)(
k
ℓ
)
‖Tγ,θ(x)‖2m−k−ℓ γ¯(k+ℓ)/2−1E
[
‖Z‖k+ℓ
]
1{(1,0)}c(k, ℓ)
6 1 + λγ2m ‖x‖2m + b2mγ
{
1 + ‖x‖2m−1
}
+ γ23m/222mmax(γ¯, 1)2m sup
k∈{1,...,m}
{
(1 + b˜kγ¯)E
[
‖Z‖k
]}
(1 + ‖x‖2m−1)
6 1 + λγ ‖x‖2m + γb(1 + ‖x‖2m−1)
6 λγ/2(1 + ‖x‖2m) + γb(1 + ‖x‖2m−1) + λγ(1 + ‖x‖2m)− λγ/2(1 + ‖x‖2m) .
Using that λγ − λγ/2 6 − log(1/λ)γλγ/2/2, concludes the proof.
Lemma 19. Assume H1 and H3. Then for any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯] with κ¯ > 1 >
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κ > 1/2, γ¯ < min(2/L, η/(2ML)), Rγ,θ and R¯γ,θ satisfy Dd(W,λ
γ , bγ) with
λ = e−α
2
,
be = (4/L− 2γ¯)−1R2V,1 + (3/2)γ¯M2 + c+ MRU,1 +RU,2 + γ¯MLRV,2 + d+ 2α ,
b = αbee
αγ¯beW (R) ,
W = Wα , α < η/8 ,
Rη = max (2be/(η − 8α), 1) ,
(25)
where Wα is given in (19).
Proof. We show the property for Rγ,θ only as the proof for R¯γ,θ is identical. Let θ ∈ Θ, κ ∈ [κ, κ¯]
γ ∈ (0, γ¯], x ∈ Rd and Z be a d-dimensional Gaussian random variable with zero mean and identity
covariance matrix. Using Lemma 16 we have∫
Rd
‖y‖2Rγ,θ(x, dy) = ‖x− γ∇xVθ(x)− γ∇xUγκθ ‖2 + 2γd
6 ‖x‖2 + γ [(2/L− γ¯)−1R2V,1 + 3γ¯M2 + 2c+ 2(MRU,1 +RU,2) + 2γ¯MLRV,2 + 2d− η ‖x‖] .
Using the log-Sobolev inequality [3, Proposition 5.4.1] and Jensen’s inequality we get that
Rγ,θW (x) 6 exp
[
αRγ,θφ(x) + α
2γ
]
(26)
6 exp
[
α
(
1 +
∫
Rd
‖y‖2Rγ,θ(x, dy)
)1/2
+ α2γ
]
.
We now distinguish two cases:
(a) If ‖x‖ > Rη, recalling that Rη is given in (25), then
(2/L− γ¯)−1R2V,1 + 3γ¯M2 + 2c+ 2(MRU,1 +RU,2) + 2γ¯MLRV,2 + 2d− η ‖x‖ 6 −8α ‖x‖ .
In this case using that φ−1(x) ‖x‖ > 1/2 and that for any t > 0, √1 + t 6 1 + t/2 we have
(
1 +
∫
Rd
‖y‖2Rγ,θ(x, dy)
)1/2
− φ(x) 6
6 γφ−1(x)
(
(2/L− γ¯)−1R2V,1 + 3γ¯M2 + 2c+ 2(MRU,1 +RU,2) + 2γ¯MLRV,2 + 2d− η ‖x‖
)/
2
6 −4αγφ−1(x) ‖x‖ 6 −2αγ .
Hence,
Rγ,θW (x) 6
[
α
(
1 +
∫
Rd
‖y‖2Rγ,θ(x, dy)
)1/2
+ α2γ
]
6 e−α
2γW (x) .
(b) If ‖x‖ 6 Rη then using that for any t > 0,
√
1 + t 6 1 + t/2 we have
(
1 +
∫
Rd
‖y‖2Rγ,θ(x, dy)
)1/2
− φ(x)
6 γ((4/L− 2γ¯)−1R2V,1 + (3/2)γ¯M2 + c+ MRU,1 +RU,2 + γ¯MLRV,2 + d) .
Therefore, using (26), we get
Rγ,θW (x)
6 exp
[
αγ
{
(4/L− 2γ¯)−1R2V,1 + (3/2)γ¯M2 + c+ MRU,1 +RU,2 + γ¯MLRV,2 + d+ α
}]
W (x) .
Since for all a > b, ea − eb 6 (a− b)ea we obtain that
Rγ,θW (x) 6 λ
γW (x) + γαbee
αγ¯beW (Rη) ,
which concludes the proof.
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Lemma 20. Assume H 1. For any κ ∈ [κ, κ¯], θ ∈ Θ, γ ∈ (0, γ¯] with κ¯ > 1 > κ > 1/2,
γ¯ < (2− 1/κ)/L and x, y ∈ Rd
max
(
‖δxR⌈1/γ⌉γ,θ − δyR⌈1/γ⌉γ,θ ‖TV, ‖δxR¯⌈1/γ⌉γ,θ − δyR¯⌈1/γ⌉γ,θ ‖TV
)
6 1− 2Φ
{
−‖x− y‖ /(2
√
2)
}
,
where Φ is the cumulative distribution function of the standard normal distribution on R.
Proof. We only show that for any θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯] with κ¯ > 1 > κ > 1/2, γ¯ < (2−1/κ)/L
and x, y ∈ Rd, we have ‖δxR⌈1/γ⌉γ,θ − δyR⌈1/γ⌉γ,θ ‖TV 6 1− 2Φ
{−‖x− y‖ /(2√2)} as the proof of for
R¯γ,θ is similar. Let κ ∈ [κ, κ¯], θ ∈ Θ, γ ∈ (0, γ¯]. We have that x 7→ Vθ(x) + Uγκθ (x) is convex,
continuously differentiable and satisfies for any x, y ∈ Rd
‖∇xVθ(x) +∇xUγκθ (x)−∇xVθ(y)−∇xUγκθ (y)‖ 6 {L+ 1/(γκ)} ‖x− y‖ ,
Combining this result with [36, Theorem 2.1.5, Equation (2.1.8)] and the fact that γ 6 2/{L +
1/(γκ)} since γ¯ 6 (2− 1/κ)/L, we have for any x, y ∈ Rd
‖x− γ∇xVθ(x)− γ∇xUγκθ (x)− y + γ∇xVθ(y) + γ∇xUγκθ (y)‖ 6 ‖x− y‖ .
The proof is then an application of [16, Proposition 3b] with ℓ ← 1, for any x ∈ Rd, Tγ,θ(x) ←
x− γ∇xVθ(x) − γ∇x∇Uγκθ (x) and Π← Id.
Theorem 21. Assume H1 and H2 or H3. Let κ¯ > 1 > κ > 1/2, γ¯ < min{(2−1/κ)/L, 2/(m+L)}
if H2 holds and γ¯ < min{(2− 1/κ)/L, η/(2ML)} if H3 holds. Then for any a ∈ (0, 1], there exist
A2,a > 0 and ρa ∈ (0, 1) such that for any θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯], Rγ,θ and R¯γ,θ admit
invariant probability measures πγ,θ, respectively π¯γ,θ, and for any x, y ∈ Rd and n ∈ N we have
max
(‖δxRnγ,θ − πγ,θ‖Wa , ‖δxR¯nγ,θ − π¯γ,θ‖Wa) 6 A2,aργna W a(x) ,
max
(‖δxRnγ,θ − δyRnγ,θ‖Wa , ‖δxR¯nγ,θ − δyR¯nγ,θ‖Wa) 6 A2,aργna {W a(x) +W a(y)} ,
with W = Wm and m ∈ N∗ if H2 holds and W = Wα with α < min(κη/4, η/8) if H3 holds, see
(19).
Proof. We only show that for any a ∈ (0, 1], there exist A2,a > 0 and ρa ∈ (0, 1) such that for
any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯] we have ‖δxRnγ,θ − πγ,θ‖Wa 6 A2,aργna W a(x) and ‖δxRnγ,θ −
δyR
n
γ,θ‖Wa 6 A2,aργna {W a(x) +W a(y)}, since the proof for R¯γ,θ is similar . Let a ∈ [0, 1]. First,
using Jensen’s inequality and Lemma 18 if H2 holds or Lemma 19 if H3 holds, we get that there
exist λa and ba such that for any θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯], Rγ,θ and R¯γ,θ satisfyDd(W a, λγa , baγ).
Combining [16, Theorem 6], Lemma 20 and Dd(W
a, λγa , baγ), we get that there exist A¯2,a > 0 and
ρa ∈ (0, 1) such that for any θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯], x, y ∈ Rd and n ∈ N, Rγ,θ and R¯γ,θ admit
invariant probability measures πγ,θ and π¯γ,θ respectively and
max
{‖δxRnγ,θ − δyRnγ,θ‖Wa , ‖δxR¯nγ,θ − δyR¯nγ,θ‖Wa} 6 A¯2,aργna {W a(x) +W a(y)} . (27)
Using that for any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯] , Rγ,θ and R¯γ,θ satisfy Dd(W a, λγa , baγ) and [17,
Lemma S2] we have
πγ,θ(W
a) 6 baγ/(1− λγa) 6 baλ−γ¯a / log(1/λa) . (28)
Hence, combining (27) and (28), we have for any θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯] and n ∈ N
max
{‖δxRnγ,θ − πγ,θ‖W , ‖δxR¯nγ,θ − π¯γ,θ‖W} 6 A¯2,aργna (1 + baλ−γ¯a / log(1/λa))W a(x) .
We conclude upon letting A2,a = A¯2,a(1 + baλ
−γ¯
a / log(1/λa)).
5.3 Proof of Theorem 5
We show that under H2 or H3, Foster-Lyapunov drifts hold for PULA in Lemma 22 and Lemma 23.
Combining these Foster-Lyapunov drifts with an appropriate minorisation condition Lemma 24,
we obtain the geometric ergodicity of the underlying Markov chain in Theorem 25.
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Lemma 22. Assume H1 and H2. Then for any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯] with κ¯ > 1 >
κ > 1/2 and γ¯ < 2/(m+ L), Sγ,θ and S¯γ,θ satisfy Dd(W1, λ
γ
2 , b2γ) with
λ2 = exp [−̟/2] ,
b2 = γ¯κ¯
2
M
2 +
{
(2/(m+ L)− γ¯)−1 + 4̟}R2V,2 + 2d+ 2κ¯2M2̟−1 +̟/2 ,
̟ = mL/(m+ L) ,
where for any x ∈ Rd, W1(x) = 1 + ‖x‖2. In addition, for any m ∈ N∗, there exist λm ∈ (0, 1),
bm > 0 such that for any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯] with κ¯ > 1 > κ > 1/2 and γ¯ < 2/(m+ L),
Sγ,θ and S¯γ,θ satisfy Dd(Wm, λ
γ
m, bmγ), where Wm is given in (19).
Proof. We show the property for Sγ,θ only as the proof for S¯γ,θ is identical. Let θ ∈ Θ, κ ∈ [κ, κ¯],
γ ∈ (0, γ¯] and x ∈ Rd. Let Z be a d-dimensional Gaussian random variable with zero mean and
identity covariance matrix. Using Lemma 13 we have∫
Rd
‖y‖2 Sγ,θ(x, dy) = E
[∥∥∥proxγκUθ (x) − γ∇xVθ(proxγκUθ (x)) +√2γZ
∥∥∥2]
6 (1− γ̟/2) ‖x‖2 + γ [γ¯κ2M2 + {(2/(m+ L)− γ¯)−1 + 4̟}R2V,1 +2κ2M2̟−1]+ 2γd .
Therefore, we get∫
Rd
(1 + ‖y‖2)Sγ,θ(x, dy) 6 (1 − γ̟/2)(1 + ‖x‖2) + γ
[
γ¯κ2M2
+
{
(2/(m+ L)− γ¯)−1 + 4̟}R2V,1 + 2d+ 2κ2M2̟−1 +̟/2] ,
which concludes the first part of the proof using that for any t > 0, 1− t 6 e−t. The proof of the
result for W = Wm with m ∈ N∗ is a straightforward adaptation of the one of Lemma 18 and is
left to the reader.
Lemma 23. Assume H1 and H3. Then for any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯] with κ¯ > 1 >
κ > 1/2 and γ¯ < 2/L, Sγ,θ and S¯γ,θ satisfy Dd(W,λ
γ , bγ) with
λ = e−α
2
,
be = (3/2)γ¯κ¯
2
M
2 + κ¯c+ κ¯(RU,2 + MRU,1) + (4/L− 2γ¯)−1R2V,1 + d+ 2α
b = αbee
αγ¯beW (R) ,
W = Wα , 0 < α < κη/4 ,
Rη = max (be/(κη − 4α), 1) ,
and where Wα is given in (19).
Proof. We show the property for Sγ,θ only as the proof for S¯γ,θ is identical. Let θ ∈ Θ, κ ∈ [κ, κ¯],
γ ∈ (0, γ¯], x ∈ Rd, and Z be a d-dimensional Gaussian random variable with zero mean and
identity covariance matrix. Using Lemma 14 we have∫
Rd
‖y‖2 Sγ,θ(x, dy) 6
∥∥proxγκUθ (x)− γ∇xVθ(proxγκUθ (x))∥∥2 + 2γd
6 ‖x‖2 + γ [3γ¯κ2M2 + 2κc+ 2κ(RU,2 + MRU,1) + (2/L− γ¯)−1R2V,1 + 2d− 2κη ‖x‖] .
Using the log-Sobolev inequality [3, Proposition 5.4.1] and Jensen’s inequality we get that
Sγ,θW (x) 6 exp
[
α Sγ,θφ(x) + α
2γ
]
(29)
6 exp
[
α
(
1 +
∫
Rd
‖y‖2 Sγ,θ(x, dy)
)1/2
+ α2γ
]
.
We now distinguish two cases.
(a) If ‖x‖ > Rη then φ−1(x) ‖x‖ > 1/2 and 3γ¯κ2M2+2κc+2κ(RU,2+ MRU,1)+ (2/L− γ¯)−1R2V,1+
2d− 2κη ‖x‖ 6 −8α ‖x‖. In this case using that for any t > 0, √1 + t− 1 6 t/2 we get(
1 +
∫
Rd
‖y‖2 Sγ,θ(x, dy)
)1/2
− φ(x)
6 γφ−1(x)
[
3γ¯κ2M2 + 2κc+ 2κ(RU,2 + MRU,1) + (2/L− γ¯)−1R2V,1 + 2d− 2κη ‖x‖
]
/2
6 −4αγφ−1(x) ‖x‖ 6 −2αγ .
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Hence,
Sγ,θW (x) 6 exp
[
α
(
1 +
∫
Rd
‖y‖2 Sγ,θ(x, dy)
)1/2
+ α2γ
]
6 e−α
2γW (x) .
(b) If ‖x‖ 6 Rη then using that for any t > 0,
√
1 + t− 1 6 t/2
(
1 +
∫
Rd
‖y‖2 Sγ,θ(x, dy)
)1/2
− φ(x)
6 γ
[
(3/2)γ¯κ2M2 + κc+ κ(RU,2 + MRU,1) + (4/L− 2γ¯)−1R2V,1 + d
]
.
Therefore we get using (29)
Sγ,θW (x)/W (x)
6 exp
[
αγ
{
(3/2)γ¯κ2M2 + κc+ κ(RU,2 + MRU,1) + (4/L− 2γ¯)−1R2V,1 + d+ α
}]
6 eαbeγ .
Since for all a > b, ea − eb 6 (a− b)ea we obtain that
Sγ,θW (x) 6 λ
γW (x) + γαbee
αγ¯beW (Rη) ,
which concludes the proof.
Lemma 24. Assume H1. For any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯] with κ¯ > 1 > κ > 1/2, γ¯ < 2/L
and x, y ∈ Rd
max
(
‖δxS⌈1/γ⌉γ,θ − δyS⌈1/γ⌉γ,θ ‖TV, ‖δxS¯⌈1/γ⌉γ,θ − δyS¯⌈1/γ⌉γ,θ ‖TV
)
6 1− 2Φ
{
−‖x− y‖ /(2
√
2)
}
,
where Φ is the cumulative distribution function of the standard normal distribution on R.
Proof. We only show that for any θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯] with γ¯ < 2/L, and x, y ∈ Rd,
‖δxS⌈1/γ⌉γ,θ − δyS⌈1/γ⌉γ,θ ‖TV 6 1 − 2Φ
{−‖x− y‖ /(2√2)} since the proof for S¯γ,θ is similar. Let
θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯]. Using [36, Theorem 2.1.5, Equation (2.1.8)] and that the proximal
operator is non-expansive [5, Proposition 12.28], we have for any x, y ∈ Rd∥∥proxγκUθ (x) − proxγκUθ (y)− γ(∇xVθ(proxγκUθ (x)) −∇xVθ(proxγκUθ (y)))∥∥
6
∥∥proxγκUθ (x) − proxγκUθ (y)∥∥ 6 ‖x− y‖ .
The proof is then an application of [16, Proposition 3b] with ℓ ← 1, for any x ∈ Rd, Tγ,θ(x) ←
proxγκUθ (x) − γ∇xVθ(prox
γκ
Uθ
(x)) and Π← Id.
Theorem 25. Assume H1 and H2 or H3. Let κ¯ > 1 > κ > 1/2. Let γ¯ < 2/(m+ L) if H2 holds
and γ¯ < 2/L if H3 holds. Then for any a ∈ (0, 1], there exist A2,a > 0 and ρa ∈ (0, 1) such that
for any θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯], Sγ,θ and S¯γ,θ admit an invariant probability measure πγ,θ and
π¯γ,θ respectively, and for any x, y ∈ Rd and n ∈ N we have
max
(‖δxSnγ,θ − πγ,θ‖Wa , ‖δxS¯nγ,θ − π¯γ,θ‖Wa) 6 A2,aργna W a(x) ,
max
(‖δxSnγ,θ − δySnγ,θ‖Wa , ‖δxS¯nγ,θ − δyS¯nγ,θ‖Wa) 6 A2,aργna {W a(x) +W a(y)} ,
with W = Wm and m ∈ N∗ if H2 holds and W = Wα with α < κη/4 if H3 holds, see (19).
Proof. The proof is similar to the one of Theorem 21.
5.4 Checking [17, H1, H2] for PULA
Lemma 26 implies that [17, H1a] holds. The geometric ergodicity proved in Theorem 25 implies
[17, H1b]. Then, we show that the distance between the invariant probability distribution of the
Markov chain and the target distribution is controlled in Corollary 31 and therefore [17, H1c] is
satisfied. Finally, we show that [17, H2] is satisfied in Proposition 32.
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Lemma 26. Assume H 1, H 2 or H 3, and let (Xnk , X¯
n
k )n∈N,k∈{0,...,mn} be given by (5) with
{(Kγ,θ, K¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ} = {(Sγ,θ, S¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ} and κ ∈ [κ, κ¯] with
κ¯ > 1 > κ > 1/2. Then there exists A1 > 1 such that for any n, p ∈ N and k ∈ {0, . . . ,mn}
E
[
Spγn,θnW (X
n
k )
∣∣X00 ] 6 A1W (X00 ) ,
E
[
S¯pγn,θnW (X¯
n
k )
∣∣X¯00 ] 6 A1W (X¯00 ) ,
E
[
W (X00 )
]
< +∞ , E [W (X¯00 )] < +∞ ,
with W = Wm with m ∈ N∗ and γ¯ < 2/(m + L) if H2 holds and W = Wα with α < κη/4 and
γ¯ < 2/L if H3 holds, see (19).
Proof. Combining [17, Lemma S15] and Lemma 22 if H2 holds or Lemma 23 if H3 holds conclude
the proof.
Lemma 27. Assume H1 and H2 or H3. We have supθ∈Θ{πθ(W )+π¯θ(W )} < +∞, withW =Wm
with m ∈ N∗ if H2 holds and W = Wα with α < η if H3 holds, see (19).
Proof. We only show that supθ πθ(W ) < +∞ since the proof for π¯θ is similar. Let m ∈ N∗, α < η
and θ ∈ Θ The proof is divided into two parts.
(a) If H2 holds then using H1-(b) we have∫
Rd
(1 + ‖x‖2m) exp [−Uθ(x)− Vθ(x)] dx 6
∫
Rd
(1 + ‖x‖2m) exp [−Vθ(x)] dx
6
∫
Rd
(1 + ‖x‖2m) exp
[
−Vθ(x⋆θ)− m ‖x− x⋆θ‖2 /2
]
dx
6 exp
[
RV,3 + mR
2
V,1/2
] ∫
Rd
(1 + ‖x‖2m) exp
[
mRV,1 ‖x‖ − m ‖x‖2 /2
]
dx .
Hence using H1-(a) we have
sup
θ∈Θ
πθ(W ) 6 exp
[
RV,3 + mR
2
V,1/2
] ∫
Rd
(1 + ‖x‖2m) exp
[
mRV,1 ‖x‖ − m ‖x‖2 /2
]
dx/
inf
θ∈Θ
{∫
Rd
exp [−Uθ(x) − Vθ(x)] dx
}
< +∞ .
(b) if H3 holds then we have∫
Rd
exp [αφ(x)] exp [−Uθ(x)− Vθ(x)] dx 6
∫
Rd
exp [αφ(x)] exp [−Uθ(x)] dx
6 ec
∫
Rd
exp [α(1 + ‖x‖)] exp [−η ‖x‖] dx .
Since α < η we have using H1-(a)
sup
θ∈Θ
πθ(W ) 6 e
c
∫
Rd
exp [α(1 + ‖x‖)] exp [−η ‖x‖] dx/
inf
θ∈Θ
{∫
Rd
exp [−Uθ(x) − Vθ(x)] dx
}
< +∞ ,
which concludes the proof.
Theorem 28. Assume H1 and H2 or H3. Let κ¯ > 1 > κ > 1/2. Let γ¯ < 2/(m+ L) if H2 holds
and γ¯ < 2/L if H3 holds. Then for any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯] we have
max
(
‖π♯γ,θ − πθ‖W 1/2 , ‖π¯♯γ,θ − π¯θ‖W 1/2
)
6 Ψ˜(γ) ,
where for any θ ∈ Θ and γ ∈ (0, γ¯], π♯γ,θ, respectively π¯♯γ,θ, is the invariant probability measure of
Sγ,θ, respectively S¯γ,θ, given by (18) and associated with κ = 1. In addition, for any γ ∈ (0, γ¯]
Ψ˜(γ) =
√
2{bλ−γ¯/ log(1/λ) + sup
θ∈Θ
πθ(W ) + sup
θ∈Θ
π¯θ(W )}1/2(Ld+ M2)1/2√γ ,
and where W = Wm with m ∈ N∗ and γ¯, λ, b are given in Lemma 22 if H2 holds and W = Wα
with α < min(κη/4, η) and γ¯, λ, b are given in Lemma 23 if H3 holds, see (19).
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Proof. We only show that for any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯], ‖π♯γ,θ − πθ‖W 1/2 6 Ψ˜(γ), since
the proof of ‖π˜♯γ,θ − π˜θ‖W 1/2 6 Ψ˜(γ) is similar. Let θ ∈ Θ, κ ∈ [κ, κ¯], γ ∈ (0, γ¯] and x ∈ Rd Using
Theorem 25 we obtain that (δxS
n
γ,θ)n∈N, with κ = 1, is weakly convergent towards π
♯
γ,θ. Using that
µ 7→ KL(µ|πθ) is lower semi-continuous for any θ ∈ Θ, see [19, Lemma 1.4.3b], and [21, Corollary
18] we get that
KL
(
π♯γ,θ|πθ
)
6 lim inf
n→+∞
KL
(
n−1
n∑
k=1
δxS
k
γ,θ
∣∣∣∣∣πθ
)
6 γ(Ld+ M2) .
Using a generalized Pinsker inequality, see [22, Lemma 24], Lemma 27 and Lemma 22 if H2 holds
or Lemma 23 if H3 holds, we get that
‖π♯γ,θ − πθ‖W 1/2 6
√
2(π♯γ,θ(W ) + πθ(W ))
1/2KL
(
π♯γ,θ|πθ
)1/2
6
√
2{bλ−γ¯/ log(1/λ) + sup
θ∈Θ
πθ(W )}1/2(Ld+ M2)1/2γ1/2 ,
which concludes the proof.
Lemma 29. Assume H1 and H2 or H3. Let κ¯ > 1 > κ > 1/2. Let γ¯ < 2/(m+ L) if H2 holds
and γ¯ < 2/L if H3 holds. Then there exists B¯3 > 0 such that for any θ ∈ Θ, γ ∈ (0, γ¯], x ∈ Rd
and κi ∈ [κ, κ¯] with i ∈ {1, 2} we have
max
(
‖δxS⌈1/γ⌉1,γ,θ − δxS⌈1/γ⌉2,γ,θ ‖W 1/2 , ‖δxS¯⌈1/γ⌉1,γ,θ − δxS¯⌈1/γ⌉2,γ,θ ‖W 1/2
)
6 B¯3γ |κ1 − κ2|W 1/2(x) .
where for any i ∈ {1, 2}, θ ∈ Θ and γ ∈ (0, γ¯], Si,γ,θ is given by (18) and associated with κ← κi,
and W = Wm with m ∈ N∗ if H2 holds. In addition, W = Wα with α < min(κη/4, η) if H3
holds, see (19).
Proof. We only show that for any θ ∈ Θ, γ ∈ (0, γ¯], x ∈ Rd and κi ∈ [κ, κ¯] with i ∈ {1, 2} we have
‖δxS⌈1/γ⌉1,γ,θ − δxS⌈1/γ⌉2,γ,θ ‖W 1/2 6 B¯3γ|κ1 − κ2|W 1/2(x) since the proof for S¯1,γ,θ and S¯2,γ,θ is similar.
Let θ ∈ Θ, γ ∈ (0, γ¯], x ∈ Rd and κi ∈ [κ, κ¯] with i ∈ {1, 2}. Using a generalized Pinsker inequality,
see [22, Lemma 24], we have
‖δxS⌈1/γ⌉1,γ,θ − δxS⌈1/γ⌉2,γ,θ ‖W 1/2
6
√
2(S
⌈1/γ⌉
1,γ,θ W (x) + S
⌈1/γ⌉
2,γ,θ W (x))
1/2KL
(
δxS
⌈1/γ⌉
1,γ,θ |δxS⌈1/γ⌉2,γ,θ
)1/2
. (30)
Using [30, Lemma 4.1] we get that KL
(
δxS
⌈1/γ⌉
1,γ,θ |δxS⌈1/γ⌉2,γ,θ
)
6 KL(µ˜1|µ˜2) where setting T =
γ ⌈1/γ⌉, µ˜i, i ∈ {1, 2}, is the probability measure over B(C([0, T ],Rd)) which is defined for any
A ∈ B(C([0, T ],Rd)) by µ˜i(A) = P((X it)t∈[0,T ] ∈ A), i ∈ {1, 2} and for any t ∈ [0, T ]
dX it = bi(t, (X
i
s)s∈[0,T ])dt+
√
2dBt , X
i
0 = x ,
with for any (ωs)s∈[0,T ] ∈ C([0, T ] ,Rd) and t ∈ [0, T ]
bi(t, (ωs)s∈[0,T ]) =
∑
p∈N
1[pγ,(p+1)γ)(t)T (proxγκiUθ (ωpγ)) ,
where for any y ∈ Rd, Tγ,θ(y) = y − γ∇xVθ(y). Since (X it)t∈[0,T ] ∈ C([0, T ] ,Rd), bi and b are
continuous for any i ∈ {1, 2}, [32, Theorem 7.19] applies and we obtain that µ˜1 ≪ µ˜2 and
dµ˜1
dµ˜2
((X1t )t∈[0,T ]) = exp
{
(1/4)
∫ T
0
∥∥b1(t, (X1s )s∈[0,T ])− b2(t, (X1s )s∈[0,T ])∥∥2 dt
+(1/2)
∫ T
0
〈b1(t, (X1s )s∈[0,T ])− b2(t, (X1s )s∈[0,T ]), dX1t 〉
}
,
where the equality holds almost surely. As a consequence we obtain that
KL (µ˜1|µ˜2) = (1/4)E
[∫ T
0
∥∥b1(t, (X1s )s∈[0,T ])− b2(t, (X1s )s∈[0,T ])∥∥2 ds
]
. (31)
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In addition, using Lemma 11, we have for any (ωs)s∈[0,T ] ∈ C([0, T ] ,Rd) and t ∈ [0, T ]∥∥b1(t, (ωs)s∈[0,T ])− b2(t, (ωs)s∈[0,T ])∥∥2 = ∥∥Tγ,θ(proxγκ1Uθ (ωγ⌊t/γ⌋))− Tγ,θ(proxγκ2Uθ (ωγ⌊t/γ⌋))∥∥2
6
∥∥proxγκ1Uθ (ωγ⌊t/γ⌋)− proxγκ2Uθ (ωγ⌊t/γ⌋)∥∥2 6 4γ2(κ1 − κ2)2M2 . (32)
Combining this result and (31) we get that
KL
(
δxS
⌈1/γ⌉
1,γ,θ |δxS⌈1/γ⌉2,γ,θ
)
6 (1 + γ¯)M2γ2 |κ1 − κ2|2 . (33)
Combining (33) and (30) we get that
‖δxS⌈1/γ⌉1,γ,θ − δxS⌈1/γ⌉2,γ,θ ‖W 1/2
6 21/2(1 + γ¯)1/2M(S
⌈1/γ⌉
1,γ,θ W (x) + S
⌈1/γ⌉
2,γ,θ W (x))
1/2γ |κ1 − κ2| .
We conclude the proof upon using Lemma 8, and Lemma 22 if H2 holds, or Lemma 23 if H3
holds.
Proposition 30. Assume H1 and H2 or H3. Let κ¯ > 1 > κ > 1/2. Let γ¯ < 2/(m + L) if H2
holds and γ¯ < 2/L if H3 holds. Then there exists B3 > 0 such that for any θ ∈ Θ, γ ∈ (0, γ¯] and
κi ∈ [κ, κ¯] with i ∈ {1, 2} we have
max
(‖π1γ,θ − π2γ,θ‖W 1/2 , ‖π¯1γ,θ − π¯2γ,θ‖W 1/2) 6 B3γ |κ1 − κ2| ,
where for any i ∈ {1, 2}, θ ∈ Θ and γ ∈ (0, γ¯], πiγ,θ, respectively π¯iγ,θ, is the invariant probability
measure of Si,γ,θ, respectively S¯i,γ,θ, given by (18) and associated with κ ← κi. In addition,
W =Wm with m ∈ N∗ if H2 holds and W = Wα with α < min(κη/4, η) if H3 holds, see (19).
Proof. We only show that for any θ ∈ Θ, γ ∈ (0, γ¯] and κi ∈ [κ, κ¯] with i ∈ {1, 2}, ‖π1γ,θ −
π2γ,θ‖W 1/2 6 B3γ|κ2 − κ1| since the proof for π¯1γ,θ and π¯2γ,θ are similar. Let θ ∈ Θ, γ ∈ (0, γ¯],
x ∈ Rd and κi > 1/2. Using Theorem 25 we have
lim
n→+∞
‖δxSn1,γ,θ − δxSn2,γ,θ‖W 1/2 = ‖π1,γ,θ − π2,γ,θ‖W 1/2 .
Let n = q ⌈1/γ⌉. Using Theorem 25 with a = 1/2, that W 1/2(x) 6 W (x) for any x ∈ Rd,
Lemma 29, Lemma 8 and Lemma 22 if H2 holds or Lemma 23 if H3 holds, we have
‖δxSn1,γ,θ − δxSn2,γ,θ‖W 1/2 6
q−1∑
k=0
‖δxS(k+1)⌈1/γ⌉1,γ,θ S(q−k−1)⌈1/γ⌉2,γ,θ − δxSk⌈1/γ⌉1,γ,θ S(q−k)⌈1/γ⌉2,γ,θ ‖W 1/2
6
q−1∑
k=0
A2,1/2ρ
q−k−1
1/2
∥∥∥δxSk⌈1/γ⌉1,γ,θ {S⌈1/γ⌉1,γ,θ − S⌈1/γ⌉2,γ,θ }∥∥∥
W 1/2
6 A2,1/2
q−1∑
k=0
ρq−k−11/2 B¯3γ |κ1 − κ2| δxS
k⌈1/γ⌉
1,γ,θ W (x)
6 A2,1/2
q−1∑
k=0
ρq−k−11/2 B¯3γ |κ1 − κ2| (1 + bλ−γ¯/ log(1/λ))W (x)
6 A2,1/2B¯3(1 + bλ
−γ¯/ log(1/λ))/(1− ρ1/2) |κ1 − κ2| γW (x) ,
which concludes the proof with B3 = 2A2,1/2B¯3(1 + bλ
−γ¯/ log(1/λ))/(1 − ρ1/2)κ upon setting
x = 0.
Corollary 31. Assume H1 and H2 or H3. Let κ¯ > 1 > κ > 1/2. Let γ¯ < 2/(m+ L) if H2 holds
and γ¯ < 2/L if H3 holds. Then for any κ ∈ [κ, κ¯], θ ∈ Θ and γ ∈ (0, γ¯], we have
max (‖πγ,θ − πθ‖W 1/2 , ‖π¯γ,θ − π¯θ‖W 1/2) 6 Ψ(γ) ,
where for any γ ∈ (0, γ¯], πγ,θ is the invariant probability measure of Sγ,θ given by (18). In addition,
Ψ(γ) = Ψ˜(γ)+B3γ|κ−1|, where Ψ˜ is given in Theorem 28 and B3 in Proposition 30, andW =Wm
with m ∈ N∗ if H2 holds and W = Wα with α < min(κη/4, η) if H3 holds, see (19).
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Proof. We only show that for any θ ∈ Θ and γ ∈ (0, γ¯] we have ‖πγ,θ − πθ‖W 1/2 6 Ψ(γ) since the
proof for π¯γ,θ and π¯θ are similar. Let κ ∈ [κ, κ¯], θ ∈ Θ, γ ∈ (0, γ¯]. The proof is a direct application
of Theorem 28 and Proposition 30 upon noticing that
‖πγ,θ − πθ‖W 1/2 6 ‖πγ,θ − π♯γ,θ‖W 1/2 + ‖π♯γ,θ − πθ‖W 1/2 ,
where π♯γ,θ is the invariant probability measure of Sγ,θ given by (18) and associated with κ = 1.
Proposition 32. Assume H1 and H2 or H3. Let κ¯ > 1 > κ > 1/2. Let γ¯ < 2/(m + L) if H2
holds and γ¯ < 2/L if H3 holds. Then there exists A4 > 0 such that for any κ ∈ [κ, κ¯], θ1, θ2 ∈ Θ,
γ1, γ2 ∈ (0, γ¯] with γ2 < γ1, a ∈ [1/4, 1/2] and x ∈ Rd
max
(‖δxSγ1,θ1 − δxSγ2,θ2‖Wa , ‖δxS¯γ1,θ1 − δxS¯γ2,θ2‖Wa)
6 (Λ(γ1, γ2) +Λ(γ1, γ2) ‖θ1 − θ2‖)W 2a(x) ,
with
Λ1(γ1, γ2) = A4(γ1/γ2 − 1) , Λ2(γ1, γ2) = A4γ1/22 ,
and where W =Wm with m ∈ N and m > 2 if H2 is satisfied and W = Wα with α < min(κη/4, η)
if H3 is satisfied, see (19).
Proof. We only show that for any κ ∈ [κ, κ¯], θ1, θ2 ∈ Θ, γ1, γ2 ∈ (0, γ¯] with γ2 < γ1, a ∈ [1/4, 1/2]
and x ∈ Rd we have ‖δxSγ1,θ1 − δxSγ2,θ2‖Wa 6 (Λ(γ1, γ2) + Λ(γ1, γ2) ‖θ1 − θ2‖)W 2a(x) since the
proof for S¯γ1,θ1 and S¯γ2,θ2 is similar. Let a ∈ [1/4, 1/2], κ ∈ [κ, κ¯], θ1, θ2 ∈ Θ, γ1, γ2 ∈ (0, γ¯] with
γ2 < γ1. Using a generalized Pinsker inequality, see [22, Lemma 24], we have
‖δxSγ1,θ1 − δxSγ2,θ2‖Wa
6
√
2(δxSγ1,θ1W
2a(x) + δxSγ2,θ2W
2a(x))1/2KL(δxSγ1,θ1 |δxSγ2,θ2)1/2 .
Combining this result, Jensen’s inequality and Lemma 22 if H2 holds and Lemma 23 if H3 holds,
we obtain that
‖Sγ1,θ1 − Sγ2,θ2‖Wa 6 2(1 + bγ¯)1/2 {KL(δxSγ1,θ1 |δxSγ2,θ2)}1/2W a(x) .
Denote for υ ∈ Rd and σ > 0, Υυ,σ the d-dimensional Gaussian distribution with mean υ and
covariance matrix σ2 Id. Using Lemma 17 and the fact that γ1 > γ2 we have
KL (δxSγ1,θ1 |δxSγ2,θ2) (34)
6 d(γ1/γ2 − 1)2/2 +
∥∥∥Tγ1,θ1(proxγ1κUθ1 (x)) − Tγ2,θ2(proxγ2κUθ1 (x))
∥∥∥2/(4γ2) ,
with Tγ,θ(z) = z − γ∇xVθ(z) for any θ ∈ Θ, γ ∈ (0, γ¯] and x ∈ Rd. We have
(1/4)
∥∥∥Tγ1,θ1(proxγ1κUθ1 (x)) − Tγ2,θ2(proxγ2κUθ2 (x))
∥∥∥2 (35)
6
∥∥∥Tγ1,θ1(proxγ1κUθ1 (x)) − Tγ1,θ1(proxγ2κUθ1 (x))
∥∥∥2 + ∥∥∥Tγ1,θ1(proxγ2κUθ1 (x)) − Tγ1,θ1(proxγ2κUθ2 (x))
∥∥∥2
+
∥∥∥Tγ1,θ1(proxγ2κUθ2 (x)) − Tγ2,θ1(proxγ2κUθ2 (x))
∥∥∥2 + ∥∥∥Tγ2,θ1(proxγ2κUθ2 (x)) − Tγ2,θ2(proxγ2κUθ2 (x))
∥∥∥2 .
First using H1, [36, Theorem 2.1.5, Equation (2.1.8)] and Lemma 11 we have∥∥∥Tγ1,θ1(proxγ1κUθ1 (x)) − Tγ1,θ1(proxγ2κUθ1 (x))
∥∥∥ (36)
6
∥∥∥proxγ1κUθ1 (x) − proxγ2κUθ1 (x)
∥∥∥ 6 2M |γ1κ− γ2κ| .
Second, we have using (9), H1, [36, Theorem 2.1.5, Equation (2.1.8)] and H4∥∥∥Tγ1,θ1(proxγ2κUθ1 (x)) − Tγ1,θ1(proxγ2κUθ2 (x))
∥∥∥ (37)
6 γ2κ
∥∥∇xUγ2κθ1 (x) −∇xUγ2κθ2 (x)∥∥ 6 sup
t∈[0,γ¯κ]
{fθ(t)}γ2κ ‖θ1 − θ2‖ (1 + ‖x‖) .
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Third using H1 and Lemma 9 we have that∥∥∥Tγ1,θ1(proxγ2κUθ2 (x)) − Tγ2,θ1(proxγ2κUθ2 (x))
∥∥∥ 6 (γ1 − γ2)∥∥∥∇xVθ1(proxγ2κUθ2 (x))
∥∥∥ (38)
6 (γ1 − γ2)L
∥∥∥proxγ2κUθ2 (x)− x⋆θ1
∥∥∥
6 (γ1 − γ2)L(RV,1 + γ¯κM+ ‖x‖) .
Finally using H1, H4 and Lemma 9 we have that∥∥∥Tγ2,θ1(proxγ2κUθ2 (x)) − Tγ2,θ2(proxγ2κUθ2 (x))
∥∥∥ (39)
6 γ2
∥∥∥∇xVθ1(proxγ2κUθ2 (x)) −∇xVθ2(proxγ2κUθ2 (x))
∥∥∥
6 γ2MΘ ‖θ1 − θ2‖ (1 + ‖ proxγ2κUθ2 (x)‖) 6 γ2MΘ ‖θ1 − θ2‖ (1 + γ¯κM+ ‖x‖) .
Therefore, combining (36), (37), (38) and (39) in (35), there exists A4,1 > 0 such that for any
γ1, γ2 > 0 with γ2 < γ1 and θ1, θ2 ∈ Θ∥∥∥Tγ1,θ1(proxγ1κUθ1 (x)) − Tγ2,θ2(proxγ2κUθ2 (x))
∥∥∥2 6 A4,1 [(γ1 − γ2)2 + γ22 ‖θ1 − θ2‖2]W 2a(x) .
Using this result in (34), there exists A4,2 > 0 such that
KL(δxSγ1,θ1|δxSγ2,θ2) 6 A4,2
[
(γ1/γ2 − 1)2 + γ2 ‖θ1 − θ2‖2
]
W 2a(x) ,
which implies the announced result upon setting A4 = 2
√
A4,2(1 + bγ¯)
1/2 and using that for any
u, v > 0,
√
u+ v 6
√
u+
√
v.
5.5 Checking [17, H1, H2] for MYULA
In this section, similarly to Section 5.5 for PULA, we show that [17, H1, H2] hold for MYULA.
Lemma 33. Assume H 1, H 2 or H 3, and let (Xnk , X¯
n
k )n∈N,k∈{0,...,mn} be given by (5) with
{(Kγ,θ, K¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ} = {(Rγ,θ, R¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ} and κ ∈ [κ, κ¯] with
κ¯ > 1 > κ > 1/2. Then there exists A¯1 > 1 such that for any n, p ∈ N and k ∈ {0, . . . ,mn}
E
[
Rpγn,θnW (X
n
k )
∣∣X00 ] 6 A¯1W (X00 ) ,
E
[
R¯pγn,θnW (X¯
n
k )
∣∣X¯00 ] 6 A¯1W (X¯00 ) ,
E
[
W (X00 )
]
< +∞ , E [W (X¯00 )] < +∞ .
with W =Wm with m ∈ N∗ and γ¯ < 2/(m+ L) if H2 holds and W = Wα with α < min(κη/4, η/8)
and γ¯ < min{2/L, η/(2ML)} if H3 holds, see (19).
Proposition 34. Assume H 1 and H 2 or H 3. Let κ¯ > 1 > κ > 1/2. Let γ¯ < min{(2 −
1/κ)/L, 2/(m+ L)} if H2 holds and γ¯ < min{(2− 1/κ)/L, η/(2ML)} if H3 holds. Then there exists
B¯3,1 > 0 such that for any θ ∈ Θ, κi ∈ [κ, κ¯], γ ∈ (0, γ¯]
max
(‖π1γ,θ − π2γ,θ‖W 1/2 , ‖π¯1γ,θ − π¯2γ,θ‖W 1/2) 6 B¯3,1γ ,
where for any i ∈ {1, 2}, θ ∈ Θ and γ ∈ (0, γ¯], πiγ,θ, respectively π¯iγ,θ, is the invariant probability
measure of Ri,γ,θ, respectively R¯i,γ,θ, given by (17) and associated with κ ← κi. In addition,
W =Wm with m ∈ N∗ if H2 holds and W =Wα with α < min(κη/4, η/8) if H3 holds, see (19).
Proof. The proof is similar to the one of Proposition 30 upon setting for any i ∈ {1, 2} and
(ωs)s∈[0,T ] ∈ C([0, T ] ,Rd) with T = γ ⌈1/γ⌉
bi(t, (ωs)s∈[0,T ]) = ω⌊t/γ⌋γ − γ∇xVθ(ω⌊t/γ⌋γ)− γ∇xUγκi(γ)θ (ω⌊t/γ⌋γ) ,
and replacing (32) in Lemma 29 by
∥∥b1(t, (ωs)s∈[0,T ])− b2(t, (ωs)s∈[0,T ])∥∥2
=
∥∥−γ∇xUγκ1θ (ω⌊t/γ⌋γ) + γ∇xUγκ2θ (ω⌊t/γ⌋γ)∥∥2 6 4γ2M2 .
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Proposition 35. Assume H 1 and H 2 or H 3. Let κ¯ > 1 > κ > 1/2. Let γ¯ < min{(2 −
1/κ)/L, 2/(m+ L), L−1} if H2 holds and γ¯ < min{(2 − 1/κ)/L, η/(2ML), L−1} if H3 holds. Then
there exists B¯3,2 > 0 such that for any θ ∈ Θ, γ ∈ (0, γ¯] and κi ∈ [κ, κ¯] with i ∈ {1, 2} we have
max
(
‖π♭γ,θ − π♯γ,θ‖W 1/2 , ‖π¯♭γ,θ − π¯♯γ,θ‖W 1/2
)
6 B¯3,2γ
2 ,
where for any θ ∈ Θ and γ ∈ (0, γ¯], π♭γ,θ, respectively π¯♭γ,θ, is the invariant probability measure of
Rγ,θ, respectively R¯γ,θ, given by (17) and associated with κ = 1 and π
♯
γ,θ, respectively π¯
♯
γ,θ, is the
invariant probability measure of Sγ,θ, respectively S¯γ,θ, given by (18) and associated with κ = 1. In
addition, W = Wm with m ∈ N∗ if H2 holds and W = Wα with α < min(κη/4, η/8) if H3 holds,
see (19).
Proof. The proof is similar to the one of Proposition 30 upon setting for any (ωs)s∈[0,T ] ∈ C([0, T ] ,Rd)
with T = γ ⌈1/γ⌉
b1(t, (ωs)s∈[0,T ]) = prox
γ
Uθ
(ω⌊t/γ⌋γ)− γ∇xVθ(proxγUθ (ω⌊t/γ⌋γ)) ,
b2(t, (ωs)s∈[0,T ]) = ω⌊t/γ⌋γ − γ∇xVθ(ω⌊t/γ⌋γ)− γ∇xUγθ (ω⌊t/γ⌋γ) ,
and replacing (32) in Lemma 29 and using (9) and Lemma 9 we get
∥∥b1(t, (ωs)s∈[0,T ])− b2(t, (ωs)s∈[0,T ])∥∥2
= ‖ proxγUθ (ω⌊t/γ⌋γ))− γ∇xVθ(prox
γ
Uθ
(ω⌊t/γ⌋γ))− ω⌊t/γ⌋γ
+ γ∇xVθ(ω⌊t/γ⌋γ)) + γ(ω⌊t/γ⌋γ − proxγUθ (ω⌊t/γ⌋γ))/γ‖2
= γ2
∥∥∇xVθ(proxγUθ (ω⌊t/γ⌋γ)))−∇xVθ(ω⌊t/γ⌋γ))∥∥2 6 L2M2γ4 .
Proposition 36. Assume H 1 and H 2 or H 3. Let κ¯ > 1 > κ > 1/2. Let γ¯ < min{(2 −
1/κ)/L, 2/(m+ L), L−1} if H2 holds and γ¯ < min{(2 − 1/κ)/L, η/(2ML), L−1} if H3 holds. Then
for any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯], we have
max (‖πγ,θ − πθ‖W 1/2 , ‖π¯γ,θ − π¯θ‖W 1/2) 6 Ψ¯(γ) ,
where for any i ∈ {1, 2}, θ ∈ Θ and γ ∈ (0, γ¯], πiγ,θ, respectively π¯iγ,θ, is the invariant probability
measure of Ri,γ,θ, respectively R¯i,γ,θ, given by (17) and associated with κ ← κi. In addition,
Ψ¯(γ) = Ψ˜(γ) + B¯3,1γ + B¯3,2γ
2, where Ψ˜ is given in Theorem 28 and B3 in Proposition 30, and
W =Wm with m ∈ N∗ if H2 holds and W =Wα with α < min(κη/4, η/8) if H3 holds, see (19).
Proof. We only show that for any θ ∈ Θ and γ ∈ (0, γ¯], ‖πγ,θ − πθ‖W 1/2 6 Ψ¯(γ) as the proof for
π¯γ,θ and π¯θ is similar. First note that for any θ ∈ Θ, κ ∈ [κ, κ¯] and γ ∈ (0, γ¯] we have
‖πγ,θ − πθ‖W 1/2 6 ‖πγ,θ − π♭γ,θ‖W 1/2 + ‖π♭γ,θ − π♯γ,θ‖W 1/2 + ‖π♯γ,θ − πθ‖W 1/2 ,
where for any θ ∈ Θ and γ ∈ (0, γ¯], π♭γ,θ is the invariant probability measure of Rγ,θ given by (17)
and associated with κ = 1 and π♯γ,θ is the invariant probability measure of Sγ,θ and associated with
κ = 1. We conclude the proof upon combining Proposition 34, Proposition 35 and Theorem 28.
Proposition 37. Assume H 1 and H 2 or H 3. Let κ¯ > 1 > κ > 1/2. Let γ¯ < min{(2 −
1/κ)/L, 2/(m+ L)} if H2 holds and γ¯ < min{(2− 1/κ)/L, η/(2ML)} if H3 holds. Then there exists
A¯4 > 0 such that for any θ1, θ2 ∈ Θ, κ ∈ [κ, κ¯], γ1, γ2 ∈ (0, γ¯] with γ2 < γ1, a ∈ [1/4, 1/2] and
x ∈ Rd
max
(‖δxRγ1,θ1 − δxRγ2,θ2‖Wa , ‖δxR¯γ1,θ1 − δxR¯γ2,θ2‖Wa)
6 (Λ¯1(γ1, γ2) + Λ¯2(γ1, γ2) ‖θ1 − θ2‖)W 2a(x) ,
with
Λ¯1(γ1, γ2) = A¯4(γ1/γ2 − 1) , Λ¯2(γ1, γ2) = A¯4γ1/22 ,
and where W = Wm with m ∈ N and m > 2 if H 2 is satisfied and W = Wα with α <
min(κη/4, η/8) if H3 is satisfied, see (19).
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Proof. First, note that we only show that for any θ1, θ2 ∈ Θ, κ ∈ [κ¯, κ], γ1, γ2 ∈ (0, γ¯] with γ2 < γ1,
a ∈ [1/4, 1/2] and x ∈ Rd, we have ‖δxRγ1,θ1−δxRγ2,θ2‖Wa 6 (Λ¯(γ1, γ2)+Λ¯(γ1, γ2) ‖θ1 − θ2‖)W 2a(x)
since the proof for R¯γ1,θ1 and R¯γ2,θ2 is similar. Let a ∈ [1/4, 1/2], θ1, θ2 ∈ Θ, κ ∈ [κ, κ¯],
γ1, γ2 ∈ (0, γ¯] with γ2 < γ1. Using a generalized Pinsker inequality [22, Lemma 24] we have
‖δxRγ1,θ1 − δxRγ2,θ2‖Wa
6
√
2(δxRγ1,θ1W
2a(x) + δxRγ2,θ2W
2a(x))1/2KL(δxRγ1,θ1 |δxRγ2,θ2)1/2 .
Combining this result, Jensen’s inequality and Lemma 22 if H2 holds and Lemma 23 if H3 holds,
we obtain that
‖δxRγ1,θ1 − δxRγ2,θ2‖Wa 6 2(1 + bγ¯)1/2KL(δxRγ1,θ1 |δxRγ2,θ2)1/2W a(x) .
Using Lemma 17 and the fact that γ1 > γ2 we have
KL(δxRγ1,θ1 |δxRγ2,θ2)
6 d(γ1/γ2 − 1)2/2 + ‖γ2∇xVθ2(x)− γ1∇xVθ1(x) + γ2∇xUγ2κθ2 (x)− γ1∇xU
γ1κ
θ1
(x)‖2/(4γ2) , (40)
We have
‖γ2∇xVθ2(x)− γ1∇xVθ1(x) + γ2∇xUγ2κθ2 (x)− γ1∇xU
γ1κ
θ1
(x)‖2 (41)
6 4 ‖γ2∇xVθ2(x)− γ2∇xVθ1(x)‖2 + 4 ‖γ2∇xVθ1(x)− γ1∇xVθ1(x)‖2
+ 4
∥∥γ1∇xUγ1κθ1 (x) − γ2∇xUγ2κθ1 (x)∥∥2 + 4 ∥∥γ2∇xUγ2κθ1 (x)− γ2∇xUγ2κθ2 (x)∥∥2 .
First using H4 we have
‖γ2∇xVθ2(x) − γ2∇xVθ1(x)‖ 6 γ2MΘ ‖θ1 − θ2‖ (1 + ‖x‖) . (42)
Second using H1 we have
‖γ2∇xVθ1(x)− γ1∇xVθ1(x)‖ 6 (γ1 − γ2) ‖∇xVθ1(x)‖ (43)
6 (γ1 − γ2)L
∥∥x− x⋆θ1∥∥ 6 (γ1 − γ2)L(RV,1 + ‖x‖) .
Third using H1, H4, Lemma 9 and Lemma 11 we have
∥∥γ1∇xUγ1κθ1 (x)− γ2∇xUγ2κθ1 (x)∥∥ 6
∥∥∥(x − proxγ1κUθ1 (x))/κ − (x− proxγ2κUθ1 (x))/κ
∥∥∥ (44)
6
∥∥∥proxγ2κUθ1 (x) − proxγ1κUθ1 (x)
∥∥∥/κ
6 2M(γ1 − γ2)
Finally using H4 we have
∥∥γ2∇xUγ2κθ1 (x) − γ2∇xUγ2κθ2 (x)∥∥ 6 γ2
{
sup
[0,γ¯κ]
fθ(t)
}
‖θ1 − θ2‖ . (45)
Combining (42), (43), (44) and (45) in (41) we get that there exists A¯4,1 > 0 such that
‖γ2∇xVθ2(x)− γ1∇xVθ1(x) + γ2∇xUκθ2(x)− γ1∇xUκθ1(x)‖2
6 A¯4,1
[
(γ1 − γ2)2 + γ22 ‖θ1 − θ2‖
]
W 2a(x) .
Using this result in (40) we obtain that there exists A¯4,2 > 0 such that
KL(δxRγ1,θ1|δxRγ2,θ2) 6 A¯4,2
[
(γ1/γ2 − 1)2 + γ2 ‖θ1 − θ2‖2
]
W 2a(x) ,
which implies the announced result upon setting A¯4 = 2
√
A¯4,2(1 + bγ¯)
1/2 and using that for any
u, v > 0,
√
u+ v 6
√
u+
√
v.
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5.6 Proof of Theorem 6
We divide the proof in two parts.
(a) First assume that (Xnk )n∈N,k∈{0,...,mn} and (X¯
n
k )n∈N,k∈{0,...,mn} are given by (5) and we have
{(Kγ,θ, K¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ} = {(Sγ,θ, S¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ}. Then Lemma 26 implies
that [17, H1a] is satisfied with A1 ← A1, Theorem 25 implies that [17, H1b] holds with A2 ← A2
and ρ ← ρ. Finally, using Corollary 31 we get that [17, H1c] holds with Ψ ← Ψ. Therefore, we
can apply [17, Theorem 1] and we obtain that the sequence (θn)n∈N converges a.s. if
+∞∑
n=0
δn = +∞ ,
+∞∑
n=0
δn+1Ψ(γn) < +∞ ,
+∞∑
n=0
δn+1/(mnγn) < +∞ .
Since Ψ(γn) = O(γ1/2n ) by Corollary 31, these summability conditions are satisfied under the
summability assumptions of Theorem 6-(1). Proposition 32 implies that [17, H2] holds with Λ1 ←
Λ1 and Λ2 ← Λ2. Therefore if mn = m0 for all n ∈ N, we can apply [17, Theorem 3] and we
obtain that the sequence (θn)n∈N converges a.s. if
+∞∑
n=0
δn = +∞ ,
+∞∑
n=0
δn+1Ψ(γn) < +∞ ,
+∞∑
n=0
δn+1γ
−2
n < +∞
+∞∑
n=0
δn+1/γ
2
n(Λ1(γn, γn+1) + δn+1Λ2(γn, γn+1)) < +∞ .
These summability conditions are satisfied under the summability assumptions of Theorem 6 -(2).
(b) Second assume that (Xnk )n∈N,k∈{0,...,mn} and (X¯
n
k )n∈N,k∈{0,...,mn} are given by (5) with {(Kγ,θ, K¯γ,θ) :
γ ∈ (0, γ¯] , θ ∈ Θ} = {(Rγ,θ, R¯γ,θ) : γ ∈ (0, γ¯] , θ ∈ Θ}. Then Lemma 33 implies that [17, H1a]
is satisfied with A1 ← A¯1, Theorem 21 implies that [17, H1b] holds with A2 ← A¯2 and ρ ← ρ¯.
Finally, using Proposition 36 we get that [17, H1c] holds with Ψ ← Ψ¯. Therefore, we can apply
[17, Theorem 1] and we obtain that the sequence (θn)n∈N converges a.s. if
+∞∑
n=0
δn = +∞ ,
+∞∑
n=0
δn+1Ψ¯(γn) < +∞ ,
+∞∑
n=0
δn+1/(mnγn) < +∞ .
Since Ψ(γn) = O(γ1/2n ) by Proposition 36, these summability conditions are satisfied under the
summability assumptions of Theorem 6-(1). Proposition 37 implies that [17, H2] holds with Λ1 ←
Λ¯1 and Λ2 ← Λ¯2. Therefore if mn = m0 for all n ∈ N, we can apply [17, Theorem 3] and we
obtain that the sequence (θn)n∈N converges a.s. if
+∞∑
n=0
δn = +∞ ,
+∞∑
n=0
δn+1Ψ¯(γn) < +∞ ,
+∞∑
n=0
δ2n+1γ
−2
n ,
+∞∑
n=0
δn+1/γ
2
n(Λ¯1(γn, γn+1) + δn+1Λ¯2(γn, γn+1)) < +∞ .
These summability conditions are satisfied under the summability assumptions of Theorem 6-(2).
5.7 Proof of Theorem 7
The proof is similar to the one of Theorem 6 using [16, Theorem 2, Theorem 4] instead of [16,
Theorem 1, Theorem 3].
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