Abstract. Extending a classical theorem of Levinson [1. Theorem XVIII], we showthat when the numbers {\"} are given by X" = ;; + ¿ (n > 0). \0 = 0. and \_" = -X" (n > 0), each function / in L2( -it, it) has a unique nonharmonic Fourier expansion /(/) ~ 2°íx i'"e'x"'. which is equiconvergent with its ordinary Fourier series, uniformly on each closed subinterval of (-m. it).
1. Introduction. A system of complex exponentials {e'x"'} is said to be "equivalent" to the trigonometric system {e""} in L2( -it, it)-or a Riesz basis-if the mapping e"" -» e'x"' (-oo < n < oo) can be extended to an isomorphism on all of L2( -ir, it). If this is the case, then each function/in L2( -ir. it) will have a unique nonharmonic Fourier expansion /(O = 2 c,,e'X"' (in the mean)
-00
with {c,,} in I2.
The study of nonharmonic Fourier series was initiated by Paley and Wiener who showed that the system {e'x»'} is a Riesz basis for L2( -tt, it) whenever each Xn is real and |a" -n\ < L < l/ir2. Ultimately, Kadec showed that the constant I/772 could be replaced by f. That \ is in fact the "best possible" constant follows from the fact that the system {e±,("~l/4": n = 1,2,3_} is already complete in L2( -ir,ir). (For a comprehensive introduction to the theory of nonharmonic Fourier series, including proofs of these assertions, see [3] .)
At present it is unknown whether there exists a basis of complex exponentials for L2( -tt, tt) that is not a Riesz basis. A promising candidate is the system {e'X"'} with in + 1/4, n >0,
This sequence is complete, possesses a complete and bounded biorthogonal sequence, and yet fails to be a Riesz basis (see e.g., [2 and 4] ). The following theorem and its corollary add further evidence to support the conjecture that the aforementioned system is a basis for L2( -ir, it).
Theorem. If the Xn are given by (I), then each function f in L2( -m, it) has a unique nonharmonic Fourier expansion oo At) ~ 2 v'^, -oc which is equiconvergent with its ordinary Fourier series uniformly on each closed subinterval of ( -it, it).
(Recall that two series LAn and 2.B" are equiconvergent if their difference 1(An -Bn) converges and has the sum zero.)
Since the Fourier series of an L2 function converges to the function pointwise almost everywhere, the same must be true for the nonharmonic series.
Corollary.
Under the hypotheses of the theorem, 00 At) = 2 c"e'X-< -00
almost everywhere on ( -it, it).
The Theorem above (and more) was established by Levinson [1, Theorem XVIII] under the assumption that \Xn -n| < L < ^. It will be shown that with suitable modifications, together with a few special estimates, Levinson's proof carries over virtually intact. For the remaining three lemmas we shall suppose that the Xn are given by (1).
Lemma 2. \G(x)\ = 0(1/ Jx) as x -* oo. G(x) dx= ¿-f_ \gn(t)\2dt.
x -X But the right side is 0(1 /n) as n -> 00 [2] , and this establishes (3).
To prove (4) let us write
Clearly, I2= 0(1/n2) as n -♦ 00. By Lemma 2,
Similarly, since G(z) is odd, License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Proof. By virtue of (5), we have
where hn(x) = g"(x)/G'(Xn) and gn is given by (6). Since gn belongs to L2( -rr, it), so does hn. But G(Xm) -0 for every Àm, and so f_hm(x)eiX°xdx = 8mn.
Thus the sequence {hn(x)} is biorthogonal to {e'X"x} in L2( -tr, tt), and (7) follows at once from the Fourier inversion formula.
3. Proof of the Theorem. We shall not reproduce Levinson's proof in its entirety. The basic ideas and their necessary modifications will be set forth explicitly, while those calculations that remain unchanged will simply be summarized. Using this in (11), we obtain
Let I2(x) denote the absolute value of that part of the right side of (8) for which £ varies over the right vertical side of the rectangle C. Then I2(x) f Ay) dy Um ¡A G(u)e-'uydu
Once again, interchanging the order of integration can be justified, and we find
With an obvious change of variable, In general, there is no simple majorant for GN(u) that is sufficiently close to GN(u) in magnitude to give a satisfactory appraisal of its size. However, when the Xn are given by (1), then GN(u) can be expressed explicitly in terms of G(u). Observe to begin with that
Since /x.^ = -N, /x0 = ¿, and, for n ^ 0, We denote by 73(x) the absolute value of that part of the right side of (8) for which | varies over the lower horizontal side of the rectangle C. Clearly, inequality (12) remains valid when Ix(x) is replaced by 73(x). We introduce I4(x) similarly related to/2(x).
The proof of the theorem is at hand. By virtue of (14), we can make I2(x), and therefore I2(x) + I4(x), arbitrarily small by choosing N sufficiently large. Fixing N in this way, we can then make Ix(x) + I3(x) arbitrarily small by choosing M sufficiently large, as is evident from (12). This shows that the right side of (8) approaches zero as N -» oo.
