Abstract-The aim of this paper is to study how preferences, which are used to model intrinsic strengths of arguments, can be used in argumentation. We show that they play two roles: i) to repair the attack relation between arguments, and ii) to refine the evaluation of arguments. Then, we point out that the existing approaches for preference-based argumentation model only the first role. They may also return non conflict-free extensions. We propose a general framework that overcomes those limitations.
I. INTRODUCTION
Argumentation is a reasoning model based on the construction and the evaluation of interacting arguments. One of the most popular argumentation frameworks (AF) has been proposed by Dung in [6] . It consists of a set of arguments and an attack relation among them. The attack relation is at the heart of all Dung's semantics. In [1] , [3] , it has been argued that other criteria can be taken into account for evaluating arguments. Namely, the strengths of arguments may play a key role in the evaluation process. The idea is that an attack may fail if the attacker is weaker than the attacked argument. Such attacks will be referred to as critical attacks. Extensions of Dung's framework by preferences have been proposed in the literature. The basic idea behind them is to remove critical attacks from the graph of attacks and to apply Dung's semantics on the remaining sub-graph. More recently (in [5] ) the authors defined a new semantics which uses preferences in a different manner, namely to refine the result of an argumentation framework.
In this paper, we study the difference between the roles played by preferences in [1] , [3] and in [5] and for the first time we propose a general system that models both roles of preferences. We argue that preferences between arguments play two roles: i) to weaken attacks, and ii) to refine the evaluation of arguments. These roles are somehow independent and both should be modeled in order to have correct and refined results.
Regarding the first role, we propose a novel approach that overcomes the limitations of the one followed in [1] , [3] . The idea is to invert the arrows of critical attacks instead of removing them. In fact, by removing a critical attack we lose an important information which is the fact that the two arguments of this attack should not be accepted simultaneously. This leads in some cases to conflicting extensions of arguments. Inverting arrows allows us to encode the conflict between the two arguments and in the same time the preference between them. We show that our approach is well-founded in the sense that it guarantees safe and intuitive results. Regarding the second role, we show that the refinement is done via a preference relation defined on the power set of the set of arguments. This relation is not unique. However, it should satisfy some basic properties (like reflexivity and transitivity). Finally, we define an abstract rich preference-based argumentation framework in which the two roles of preferences are captured.
The paper is organized as follows: Section II recalls Dung's AF. Section III discusses the two roles of preferences and how they should be modeled. Section IV presents an abstract framework in which the two roles are formalized. Section V compares our approach with existing works. The last section concludes.
II. BASICS OF ARGUMENTATION
The argumentation framework is defined as follows: Definition 1 (Argumentation framework [6] ): An argumentation framework (AF) is a pair F = (A, R), where A is a set of arguments and R is an attack relation (R ⊆ A × A). The notation aRb means that a attacks b.
Definition 2 (Conflict-free, Defence [6] ): Let F = (A, R) be an AF and B ⊆ A.
• B is conflict-free iff a, b ∈ B s.t. aRb.
• B defends an argument a iff ∀b ∈ A s.t. bRa, ∃c ∈ B s.t.
cRb.
Definition 3 (Acceptability semantics [6] ): Let F = (A, R) be an AF and B ⊆ A is conflict-free.
• B is an admissible extension iff it defends all its elements.
• B is a complete extension iff it defends its elements and contains all the arguments that it defends.
• B is a grounded extension iff it is the minimal (for set inclusion) complete extension.
• B is a preferred extension iff it is a maximal (for set inclusion) admissible extension.
• B is a stable extension iff it is a preferred extension that attacks any element in A \ B. • a is skeptically accepted iff ∀i = 1, . . . , n, a ∈ E i .
• a is credulously accepted iff ∃i = 1, . . . , n s.t. a ∈ E i .
• a is rejected iff ∀i = 1, . . . , n, a / ∈ E i .
Example 2 (Example 1 Cont.):
The arguments a, b, c, d are credulously accepted under stable and preferred semantics, while they are all rejected under grounded semantics.
III. THE ROLE OF PREFERENCES IN ARGUMENTATION
In what follows, we assume that F = (A, R) is an arbitrary argumentation framework where A is finite. Let ≥ be a binary relation that expresses preferences between arguments of A. For instance, an argument may be preferred to another if it is grounded on more certain information, or if it promotes a more important value. Throughout the paper, the relation ≥ ⊆ A × A is assumed to be a preorder 1 
. For two arguments a and b, writing a ≥ b (or (a, b) ∈ ≥) means that a is at least as strong as b. We write a > b iff a ≥ b and not (b ≥ a).
We distinguish two roles of preferences:
1) To identify and handle the critical attacks in an AF.
2) To refine the evaluation of arguments.
Next subsections discuss in detail each of these roles, their links and how they can be modeled. Finally, we propose an abstract model that extends Dung's AF by preferences between arguments. The model integrates both roles of preferences.
A. Handling critical attacks
An attack from an argument b towards an argument a always wins unless b is itself attacked by another argument. However, this assumption is very strong because some attacks may be critical and cannot always "survive".
Definition 5 (Critical attack):
Example 3: Let Σ = {a, ¬b, a → b} be a propositional knowledge base s.t. a is more certain than the two other formulas. The following arguments 2 are built from this base:
Below are depicted the attacks wrt assumption attack 3 [7] . 1 A binary relation is a preorder iff it is reflexive and transitive. 2 An argument is a pair (H, h) where H is its support and h its conclusion. H is a minimal subset of Σ that is consistent and infers classically h. 3 An argument α attacks β iff the conclusion of α is the contrary of a formula in the support of β.
The above framework has three stable extensions:
None of the six arguments is skeptically accepted. Arguments α 1 and α 5 are both credulously accepted. Thus, both formulas a and ¬a can be inferred from Σ. The result is counter-intuitive since a is more certain than ¬a. Thus, we would expect to infer the formula a.
This example shows that preferences between arguments should be taken into account. For instance, α 1 is stronger than α 5 . Consequently, the attack from α 5 to α 1 should fail. This means that the relation ≥ should take precedence over the attack relation R in case of critical attacks.
Note that preferences do not always take precedence over attacks, as illustrated by the following example.
Example 4: Assume the following witnesses: w 1 : I know that 2 men entered the building at 11:00 am since I was in front of the building waiting for Miss Jones from 10:50 am to 11:15 am (a). w 2 : I saw witness w 1 in the restaurant at 11:05 am (c). The set {c, d} is the only grounded, preferred and stable extension. Assume now that the witness w 1 is more reliable than w 4 and that w 3 is more trustworthy than w 2 . Thus, we have a > d and b > c. According to these preferences, the set {a, b} is better than the extension {c, d} since the former contains the arguments advanced by the most reliable witnesses. However, we should accept {c, d} and reject {a, b}. The fact that a is stronger than d does not help a to be defended against c. The two arguments c and d are on completely different topics. Thus, preferences do not take precedence over attacks in this case.
Conclusion 1:
In an AF, the preference relation should take precedence over the attack relation when handling critical attacks while the attack relation should be privileged when handling safe attacks. This role of preferences (i.e. handling critical attacks) has already been identified in the literature, namely in [1] , [3] . The basic idea behind those works is to remove the critical attacks from the argumentation graph and to apply Dung's semantics on the remaining sub-graph. Unfortunately, this approach suffers from a great drawback when the attack relation is not symmetric.
Example 5 (Example 3 Cont.): Assume that arguments are compared using the weakest link principle 4 [4] . According to this relation, the argument α 1 is strictly preferred to the others, which are themselves equally preferred. The classical approaches of PAFs remove the attack from α 5 to α 1 and get {α 1 , α 2 , α 3 , α 5 } as a stable extension. Note that this extension, which intends to support a coherent point of view, is conflicting since it supports both a and ¬a 5 . The main reason behind this dysfunction is that by removing an attack, an important information -conflict between the arguments -is lost. Consequently, existing approaches do not guarantee that extensions are conflict-free. In what follows, we propose a novel approach whose main idea is to modify the graph of attacks in such a way that, for any critical attack, the preference between the arguments is taken into account and the conflict between the two arguments of the attack is represented. For this purpose, we invert the arrow of the critical attack.
Definition 6 (PAF): A preference-based argumentation framework (PAF) is a tuple T = (A, R, ≥)
where A is a set of arguments, R ⊆ A × A is an attack relation and ≥ is a partial preorder on A. The extensions of T under a given semantics are the extensions of the argumentation framework (A, R r ), called repaired framework, under the same semantics with:
(a, b)|(a, b) ∈ R and not (b > a)} ∪ {(b, a)|(a, b) ∈ R and b > a}. Example 6 (Example 5 Cont.):
The repaired framework, in which the arrow from α 5 to α 1 is replaced by another arrow emanating from α 1 towards α 5 , has two stable extensions: E 1 = {α 1 , α 2 , α 4 }, and E 2 = {α 1 , α 3 , α 6 }. Note that both extensions support coherent points of view. Moreover, α 1 is skeptically accepted, thus a should be inferred from Σ.
From Definition 6, it is clear that if a PAF has no critical attacks, then the repaired framework coincides with the basic one. This also shows that when a PAF has no critical attacks, then preferences do not play any role in the evaluation process. Our approach does not suffer from the drawback of the existing one, since it always delivers conflict-free extensions of arguments.
Another important result is that the fact of inverting the arrows of critical attacks in an argumentation graph does not affect the status of arguments that are not related to the arguments of those attacks. This means that our approach has no bad side effects.
Our approach privileges the strongest arguments of a PAF. Before presenting the formal result, let us define the strongest arguments.
Definition 7 (Maximal elements):
Let O be a set of objects and ≥⊆ O × O is a (partial or total) preorder. The maximal
Property 1: Let T = (A, R, ≥) be a PAF s.t ≥ is complete 6 . If Max(A, ≥) is conflict-free (wrt. R), then ∀a ∈ Max(A, ≥), a is skeptically accepted in T wrt. preferred and grounded semantics. If T has at least one stable extension, then a is skeptically accepted wrt. stable semantics.
The following result shows that when the preference relation ≥ is a linear order (i.e. reflexive, antisymmetric, transitive and complete), then the corresponding PAF has a unique stable/preferred extension.
Proposition 1: Let T = (A, R, ≥) be a PAF s.t. R is irreflexive, ≥ is a linear order and let n = |A|.
• T has exactly one stable extension.
• Stable, preferred and grounded extensions of T coincide.
• This extension is computed in O(n 2 ) time.
In the case when the attack relation is symmetric, our approach returns the same result as the approach developed in [1] , [3] . We can also show that when the attack relation is symmetric, the extensions of a PAF are a subset of those of its basic framework. This means that preferences filter the extensions. This does not hold in case the attack relation is not symmetric.
When the attack relation is symmetric and irreflexive, the corresponding PAF is coherent (i.e. its preferred and stable extensions coincide) and it has at least one stable extension.
B. Refining AFs by preferences
The argumentation framework of Example 4 has no critical attacks. It seems that the two preferences a > d and b > c are useless in this case. One wonders whether this is always the case when there are no critical attacks in an AF. The following example shows that there are situations in which preferences are useful, namely for refining the results returned by the acceptability semantics. This is the second role that preferences may play in an AF.
Example 7 (Example 2 Cont.): Let us assume that a > b and c > d. Note that any element of {b, d} is weaker than at least one element of {a, c}. Thus, it is natural to consider {a, c} as better than {b, d}. Consequently, we may conclude that the two arguments a and c are "more acceptable" than b and d. This is important, in particular in a decision making problem. Assume that the two arguments c, d support an option o 1 while the two arguments b, d support another option, say o 2 . Since, only one option will be chosen at the end, the preferences make it possible to select o 1 .
Note that a refinement amounts to compare subsets of A. In Example 1, the democratic relation, d , was used: {(a, b) }. This system has two extensions under preferred or stable semantics: E 1 = {a} and E 2 = {b, c}. According to d , E 1 and E 2 are not comparable. However, it can be argued that E 1 is better than E 2 since for every argument in E 1 \ E 2 , there exists a strictly weaker argument in E 2 \ E 1 . In the previous example, the elitist relation was used for comparing the two extensions: for E, E ⊆ A, E e E iff ∀x ∈ E \ E , ∃x ∈ E \ E s.t. x > x . We see from Example 1 that refining may be necessary and cannot be omitted. Is the refinement alone enough to obtain the desirable result? The following example provides a negative answer on that question.
Example 9: Let us consider the argumentation framework depicted in the left side of the figure below.
Assume that a > b and a > d and d > c. This framework has two stable/preferred extensions: {a, c} and {b, d}. If we apply the democratic relation d , the set {a, c} is clearly preferred to {b, d}. Thus, the two arguments a and c would be skeptically accepted. However, this result is not intuitive. The reason is that d defends itself against its unique attacker c. Thus, d should be accepted and consequently, c should be rejected, thus the expected extension would be: {a, d}. Note that {b, d} cannot be an extension since b is attacked by a stronger argument (a). By inverting the arrows of the critical attacks, we get the framework depicted in the right side of the above figure. This framework has a unique stable extension which is the expected result {a, d}.
Conclusion 2: Taking into account the preferences in the evaluation of arguments should be a two-step process: 1) Repairing the attack relation R by computing R r . 2) Refining the results of the framework (A, R r ) by comparing its extensions using a refinement relation.
In what follows, we propose an abstract framework, called rich preference-based argumentation framework, in which both roles of preferences are modeled. V. RELATED WORK Introducing preferences in argumentation frameworks goes back to Simari and Loui ([8] ) where the authors have defined an AF in which arguments are built from a propositional knowledge base. Arguments grounded on specific information are stronger than the ones built from more general information. That idea has been generalized in [1] to any AF and to any preference relation. Unfortunately, the approach followed in [1] may return conflicting extensions when the attack relation is not symmetric. Our approach overcomes these limits. Furthermore, it is more general since it models even the second role of preference (i.e. the refinement). In [2] , only the first role of preferences is modeled, and only for three semantics, while the system proposed in this paper not only refines the result but can also be used with any semantics. To the best of our knowledge, the only work on refinement is that appeared in [5] . The authors have proposed a particular refinement relation in case of stable semantics. In this sense, our work is more general since it accepts any refinement relation. Moreover, there is no restriction to particular semantics.
VI. CONCLUSION
The paper has presented a study on the role that preferences can play in an AF. Two roles are distinguished. The first one consists of identifying critical attacks. We have proposed a new approach for modeling this role and which overcomes the limitations of existing approaches. The basic idea is to invert the arrow of each critical attack instead of removing it. We have shown that such an approach is well-founded. The second role consists of refining the results of an AF. We have shown that a refinement amounts to compare, using a refinement relation, the extensions under a given semantics of an AF. We have thus proposed an abstract framework, called rich PAF, in which the two roles are modeled. The idea is to repair first the critical attacks, then to apply Dung's acceptability semantics on the repaired framework, and finally to apply a refinement relation on the extensions.
