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Abstract Distributionally robust stochastic optimization (DRSO) is a framework for decision-making prob-
lems under certainty, which finds solutions that perform well for a chosen set of probability distributions. Many
different approaches for specifying a set of distributions have been proposed. The choice matters, because it
affects the results, and the relative performance of different choices depend on the characteristics of the prob-
lems. In this paper, we consider problems in which different random variables exhibit some form of dependence,
but the exact values of the parameters that represent the dependence are not known. We consider various sets
of distributions that incorporate the dependence structure, and we study the corresponding DRSO problems.
In the first part of the paper, we consider problems with linear dependence between random variables. We
consider sets of distributions that are within a specified Wasserstein distance of a nominal distribution, and that
satisfy a second-order moment constraint. We obtain a tractable dual reformulation of the corresponding DRSO
problem. This approach is compared with the traditional moment-based DRSO, which considers all distributions
whose first- and second-order moments satisfy certain constraints, and with the Wasserstein-based DRSO, which
considers all distributions that are within a specified Wasserstein distance of a nominal distribution (with no
moment constraints). Numerical experiments suggest that our new formulation has superior out-of-sample
performance.
In the second part of the paper, we consider problems with various types of rank dependence between
random variables, including rank dependence measured by Spearman’s footrule distance between empirical
rankings, comonotonic distributions, box uncertainty for individual observations, and Wasserstein distance
between copulas associated with continuous distributions. We also obtain a dual reformulation of the DRSO
problem. A desirable byproduct of the formulation is that it also avoids an issue associated with the one-sided
moment constraints in moment-based DRSO problems.
Keywords Distributionally robust optimization · Data-driven · Copula · Portfolio optimization
Mathematics Subject Classification (2010) 90C15 · 91G10
1 Introduction
Stochastic optimization is an approach to optimization under uncertainty with a well-developed foundation of
theory and practical applications. A core issue in stochastic optimization is that often the underlying probability
distribution is not known, or the notion of multiple realizations from a single underlying probability distribution
may be a questionable description of reality. Distributionally robust stochastic optimization (DRSO) is an
approach to optimization under uncertainty in which, instead of assuming that there is an underlying probability
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distribution that is known to the optimizer, one finds a decision x ∈ X that provides the best hedge against a
set of probability distributions, by solving the following problem:
inf
x∈X
sup
µ∈M
Eµ[Ψ(x, ξ)], (1)
where the cost function Ψ : X × Ξ 7→ R depends on a random quantity ξ which takes values in Ξ ⊂ RK , and
M is a subset of the set P(Ξ) of all Borel probability distributions on Ξ.
The set M of probability distributions is chosen to make the resulting decisions robust against future
variations in ξ. Two approaches to choose the set M have been studied in some depth. The moment-based
approach considers distributions whose moments (such as mean and covariance) satisfy certain conditions [21,
19,4,30]. The distance-based approach considers distributions that are close, in the sense of a chosen distance,
to a nominal distribution ν, such as an empirical distribution. Popular choices of the distances are φ-divergences
[3,2], which include Kullback-Leibler divergence [14], Burg entropy [27], and total variation distance [26] as
special cases, Prokhorov metric [9], and Wasserstein metric [10,12].
In some practical settings, the decision maker may be aware that the random variables exhibit some de-
pendence structure, even if the parameter values that specify the dependence are not known. For example, the
decision maker may be aware of an approximate linear dependence, measured by Pearson’s product-moment
correlation coefficient [11,18], or some form of rank dependence, such as measured by Spearman’s ρ [25] or
Kendall’s τ [16]. In this paper, we are interested in DRSO problems that take into account one of these types
of dependence structure.
1.1 Linear-correlationally robust stochastic optimization
We first consider linear dependence. For instance, the moment uncertainty set in [4] is defined by
M :=
{
µ ∈ P(Ξ) : Eµ[(ξ −m0)>Σ−10 (ξ −m0)] ≤ γ0,
Eµ[(ξ −m0)(ξ −m0)>]  Σ0
} (2)
where m0 is a specified “center” vector (such as a sample mean), γ0 ≥ 0 can be viewed as the squared radius
of the confidence region of the mean vector, and Σ0  0 is often chosen to be the sample covariance matrix Σˆ
inflated by some constant γ ≥ 1. The resulting moment-based DRSO problem is given by
inf
x∈X
sup
µ∈P(Ξ)
{
Eµ[Ψ(x, ξ)] : Eµ[(ξ −m0)>Σ−10 (ξ −m0)] ≤ γ0,
Eµ[(ξ −m0)(ξ −m0)>]  Σ0
} (3)
Similar to other moment-based approaches, this approach is based on the curious assumption that certain
conditions on the moments are known but that nothing else about the relevant distribution is known. More
often in applications, either one has data from repeated observations of the quantity ξ, or one has no data,
and in both cases the moment conditions do not describe exactly what is known about ξ or its distribution.
Moreover, such sets M often lead to unrealistic worst-case distributions which make the resulting decisions x
overly conservative [27,13]. Another characteristic of worst-case distributions in the moment uncertainty set
in (2) is given below.
Example 1 (Degeneracy of moment uncertainty set) Suppose that γ0 = 0, and that Ψ satisfies either of the
following conditions:
(i) For given x, Ψ(x, ·) is a concave function whose domain contains m0.
(ii) For given x, Ψ(x, ·) is an indicator function of a set A(x) ⊂ Ξ which contains m0.
Then for the given x, δm0 is a worst-case distribution, independent of the value of Σ0. uunionsq
Therefore, under these conditions, the second-order moment constraint Eµ[(ξ −m0)(ξ −m0)>]  Σ0 has no
effect on the problem.
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To overcome some of the drawbacks of formulation (3), we consider sets M1 of distributions that combine
the second-order moment constraint and the Wasserstein distance constraint, as follows:
M1 :=
{
µ ∈ P(Ξ) : Wp(µ,ν) ≤ R0, Eµ[(ξ −m0)(ξ −m0)>]  Σ0
}
, (4)
where R0 > 0, m0 ∈ RK , Σ0  0, ν is some nominal distribution, and Wp(µ,ν) is the Wasserstein metric of
order p ≥ 1 between µ and ν, defined as
W pp (µ,ν)
:= min
γ∈P(Ξ2)
{∫
Ξ2
dp(ξ, ζ)γ(ξ, ζ) : γ has marginal distributions µ,ν
}
,
where d denotes a chosen metric on Ξ. The choices of m0 and Σ0 are similar to the moment-based approach.
The set M1 contains all distributions that are close to the nominal distribution in terms of the Wasserstein
metric and that satisfy the linear correlation structure expressed in terms of the centered second-order moment
constraint. It has been shown recently that DRSO with Wasserstein metrics has advantages over DRSO with
φ-divergences [10,12].
Given M1, we define the following linear-correlationally robust stochastic optimization problem:
inf
x∈X
sup
µ∈M1
Eµ[Ψ(x, ξ)]. (Linear-CRSO)
In the first part of the paper we derive a tractable reformulation of this problem, and we examine its perfor-
mance.
1.2 Rank-correlationally robust stochastic optimization
In the second part of the paper we consider a different dependence structure, motivated by notions of rank
dependence. First, we give its definition, and then we illustrate its modeling flexibility via some examples.
Given the nominal distribution ν ∈ P(Ξ), let Fk : R 7→ [0, 1] denote its k-th marginal cumulative distribution
function, k = 1, . . . ,K, and let F : RK 7→ [0, 1]K be given by
F (ζ) := (F1(ζ1), . . . , FK(ζK)).
Note that F is the vector of marginal cumulative distribution functions, and not the joint cumulative distribution
function of ν. Let d be a metric on [0, 1]K . We define a semimetric dF on Ξ by
dF (ξ, ζ) := lim inf
ξn→ξ, ζn→ζ
d (F (ξn), F (ζn))
Note that dF is lower semicontinuous. Let q ∈ [1,∞]. For any µ,ν ∈ P(Ξ), we define
Wq(µ,ν) :=
(
inf
γ∈P(Ξ2)
{∫
Ξ2
dqF (ξ, ζ)γ(dξ, dζ) : γ has marginals µ,ν
})1/q
, if 1 ≤ q <∞,
inf
γ∈P(Ξ2)
{
γ-ess sup
(ξ,ζ)∈Ξ2
dF (ξ, ζ) : γ has marginals µ,ν
}
, if q =∞.
(5)
This is a transport metric that generalizes the Wasserstein metric in which the transportation cost is given by
dF (·, ·).
We consider the set M2 of probability distributions, where
M2 :=
{
µ ∈ P(Ξ) : Wp(µ,ν) ≤ R0, Wq(µ,ν) ≤ r0
}
, (6)
where R0, r0 > 0. The constraints suggest that µ is close to ν in the sense of both Wasserstein metric Wp and
transport metric Wq. Next we provide some examples to illustrate the meaning of different versions of Wq.
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Example 2 (Empirical ranking) Suppose ν = 1N
∑N
i=1 δξˆi and µ =
1
N
∑N
i=1 δξi . In this case, the minimization
problem involved in the definition of the transport metric Wq becomes an assignment problem. Index the points
ξˆ1, . . . , ξˆN and ξ1, . . . , ξN in such a way that an optimal assignment is given by (ξˆ1, ξ1), . . . , (ξˆN , ξN ). Thus the
constraint Wq(µ,ν) ≤ r0 is equivalent to [ 1
N
N∑
i=1
dqF
(
ξi, ξˆi
) ]1/q ≤ r0
⇔
[ 1
N
N∑
i=1
lim inf
ξi,n→ξi, ξˆi,n→ξˆi
d
(
F (ξi,n), F (ξˆi,n)
) ]1/q ≤ r0 (7)
For a set of N numbers {ξi,nk }Ni=1, the mapping
ξi,nk 7→ Fk(ξi,nk )
is non-decreasing and assigns each ξi,nk a value in {0, 1/N, 2/N, . . . , 1}. Thus the vector
(
Fk(ξ
1,n
k ), . . . , Fk(ξ
N,n
k )
)
can be viewed as rankings of {ξi,nk }Ni=1 that take values in { iN : 0 ≤ i ≤ N} (same ranking for different
elements are allowed). Therefore, the constraint Wq(µ,ν) ≤ r0 controls the difference between the rankings of
the components of points in the supports of µ and ν. The following examples consider various special cases
that explain this in more detail. uunionsq
Example 3 (Spearman’s footrule distance) In the above example, when q = 1 and d(u, v) = ‖u− v‖1, the above
constraint (7) becomes
1
N
N∑
i=1
K∑
k=1
lim inf
ξi,nk →ξik, ξˆi,nk →ξˆik
∣∣Fk(ξi,nk )− Fk(ξˆi,nk )∣∣ ≤ r0
⇔
K∑
k=1
N∑
i=1
lim inf
ξi,nk →ξik, ξˆi,nk →ξˆik
∣∣NFk(ξi,nk )−NFk(ξˆi,nk )∣∣ ≤ N2r0 (8)
Note that
∑N
i=1
∣∣NFk(ξi,nk )−NFk(ξˆi,nk )∣∣ is a measure of the distance between the rankings of (Fk(ξi,nk ) : i = 1, . . . , N)
and
(
Fk(ξˆ
i,n
k ) : i = 1, . . . , N
)
, and is called Spearman’s footrule in [5]. uunionsq
Example 4 (Comonotonicity) Let K = 2. Suppose that ν = 1N
∑N
i=1 δξˆi is comonotonic, that is, for any two
observations ξˆi = (ξˆi1, ξˆ
i
2) and ξˆ
j = (ξˆj1, ξˆ
j
2), it holds that ξˆ
i
1 ≤ ξˆj1 if and only if ξˆi2 ≤ ξˆj2. Without loss of
generality, assume that ξˆi are sorted in increasing order. In addition, assume that they have different values
component-wise, that is, ξˆ1k < ξˆ
2
k < · · · < ξˆNk for all k. As before, consider µ = 1N
∑N
i=1 δξi . Let q = 1. Then
(8) is equivalent to
K∑
k=1
N∑
i=1
min
{
lim inf
ξi,nk →ξik
|NFk(ξi,nk )− (i− 1)|, lim inf
ξi,nk →ξik
|NFk(ξi,nk )− i)|
}
≤ N2r0,
which is an approximate measure of the deviation of µ from comonotonicity. uunionsq
Example 5 (Box uncertainty set for each individual data) Let q =∞. Then constraint (7) becomes
lim inf
ξi,n→ξi, ξˆi,n→ξˆi
dF
( (
F1(ξ
i,n
1 ), . . . , FK(ξ
i,n
K )
)
,
(
F1(ξˆ
i,n
1 ), . . . , FK(ξˆ
i,n
K )
) ) ≤ r0,
∀1 ≤ i ≤ N.
Thus each individual data point is constrained to be in a certain region. In particular, when d(u, v) = ||u−v||∞,
then the above constraint becomes
ξik ≤ ξˆjk, ∀ i, j such that F−k (ξˆjk)− Fk(ξˆik) ≥ r0,
ξik ≥ ξˆjk, ∀ i, j such that F−k (ξˆik)− Fk(ξˆjk) ≥ r0,
where F−k (ξˆk) := limξk↑ξˆk Fk(ξk) denotes the left limit of Fk at ξˆk. Thus, each ξ
i
k is constrained in some
interval containing ξˆik. In particular, if r0 = 0, then ξ
i
k belongs to [ξˆ
i−
k , ξˆ
i+
k ], where ξˆ
i−
k (resp. ξˆ
i+
k ) is the largest
(resp. smallest) data value among {ξˆik}Ni=1 that is strictly smaller (resp. greater) than ξˆik. uunionsq
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Example 6 (Copula) Let µ be any continuous distribution on RK with cumulative distribution function H.
Sklar’s theorem [24] states that there exists a joint distribution Cµ on [0, 1]K with uniform marginals on [0, 1],
such that H can be expressed in terms of its marginal cumulative distribution functions Fµk and Cµ as follows:
H(ξ1, . . . , ξK) = Cµ (Fµ1 (ξ1), . . . , FµK(ξK)) , ∀ ξ ∈ RK . (9)
Such Cµ is called a copula. Suppose that Fµk = Fk for all k. Then using change-of-variables, Wq(µ,ν) can be
written as
Wq(µ,ν)
=
(
min
γ∈P(Ξ2)
{∫
Ξ2
dq(F (ξ), F (ζ)γ(dξ, dζ) : γ has marginals µ,ν
})1/q
=
(
min
pi∈P([0,1]2K)
{∫
[0,1]2K
dq(u, v)pi(du, dv) : pi has marginals Cµ,Cν
})1/q
.
Therefore, the constraint Wq(µ,ν) ≤ r0 suggests that the copulas of µ and ν are close to each other in terms
of Wasserstein distance. uunionsq
Based on these examples, we observe that for data-driven problems in which the distribution is finite-
supported, the constraint Wq(µ,ν) ≤ r0 controls the difference between rankings of the distributions, and
more generally, it controls the difference between copulas of the distributions. The corresponding decision
problem is given by
inf
x∈X
sup
µ∈M2
Eµ[Ψ(x, ξ)]. (Rank-CRSO)
We study this problem in the second part of the paper.
1.3 Related literature
The study of distributionally robust stochastic optimization can be traced back to [28,8]. We have already
mentioned several papers using moment-based and distance-based approaches. In addition, it is known that
DRSO problems with M given by a φ-divergence ball can easily incorporate moment constraints, simply by
adding the constraints to the reformulation of the problem [27]. However, for DRSO problems with M given
by a Wasserstein ball, it has not been shown before whether moment constraints can be incorporated without
losing tractability. In addition, since the Wasserstein metric includes the total variation distance as a special
case (see, e.g., Remark 4 in [12]), our result for problem (Linear-CRSO) implies the result in [14], in which
M is given by a total variation distance constraint and a moment constraint. To the best of our knowledge,
our paper is the first to study the effect of dependence structure (linear dependence and rank dependence)
on stochastic optimization when only inexact information on the dependence structure is available. A related
topic is to study the worst-case performance of stochastic optimization problems when marginal distributions
are known and no information on the dependence structure is available, see [1,7,6].
1.4 Our contribution
We summarize our results as follows:
– Motivated by the poor performance of moment-based DRSO problems, we propose a new formulation (Linear-CRSO),
that takes into account the distribution’s second-order moment information as well as Wasserstein distance
to the nominal distribution. Based on a constructive proof, we derive a tractable dual reformulation of this
problem in Theorem 1.
– We investigate how the degree of correlation affects the performance of three DRSO approaches: DRSO
with M given by a Wasserstein ball, DRSO with M given by moment constraints, and DRSO with M
given by both a Wasserstein ball and moment constraints (Linear-CRSO). Numerical results on a portfolio
optimization problem indicate that the new formulation outperforms the others in all (low-, medium-, high-)
correlation regimes.
– We also propose a new formulation (Rank-CRSO) which, with appropriately chosen parameters, controls dif-
ferent dependence structures, including Spearman’s footrule distance between empirical rankings, comono-
tonicity, box uncertainty for individual data points, and in general Wasserstein distance between copulas.
We also derive the dual reformulation for (Rank-CRSO) in Theorems 2 and 3.
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2 Linear-correlationally robust stochastic optimization
In this section, we study linear correlationally robust stochastic optimization problem (Linear-CRSO). We will
derive a convex programming dual reformulation of (Linear-CRSO) in Section 2.1, and apply it to a portfolio
optimization problem in 2.2.
Since we focus only on the inner maximization problem, we suppress x in Ψ(x, ξ). Throughout this section,
we assume 1 ≤ p <∞, Ψ is upper semi-continuous, and satisfies the growth rate condition
κ := lim sup
d(ξ,ζ0)→∞
max
(
Ψ(ξ)− Ψ(ζ0), 0
)
dp(ξ, ζ0)
<∞,
for some ζ0 ∈ Ξ.
2.1 Dual reformulation of (Linear-CRSO)
The main result is given in the following Theorem 1.
Theorem 1 Assume Eν [(ξ −m0)(ξ −m0)>] ≺ Σ0. Then (Linear-CRSO) has a strong dual problem
min
λ≥0
Λ0
{
λRp0+〈Λ,Σ0〉+
∫
Ξ
sup
ξ∈Ξ
[
Ψ(ξ)−λdp(ξ, ζ)−(ξ −m0)>Λ(ξ −m0)
]
ν(dζ)
}
.
In the dual problem, λ and Λ are the Lagrangian multiplier of primal Wasserstein constraint and second-
order moment constraint. The dual objective is a convex function of λ and Λ. The measurability of the integrand
is guaranteed by Lemma 1 below. Denote by (Ξ,Bν(Ξ),ν) the completion of measure space (Ξ,B(Ξ),ν) (see,
e.g., Lemma 1.25 in [15]). A function f : Rm × Ξ → R¯ is called a normal integrand [20], if the associated
epigraphical multifunction ζ 7→ epi f(·, ζ) is closed valued and measurable.
Lemma 1 The function Φ : R× RK×K × Ξ defined by
Φ(λ,Λ, ζ) := sup
ξ∈Ξ
[Ψ(ξ)− (ξ −m0)>Λ(ξ −m0)− λdp(ξ, ζ)]
is a normal integrand with respect to B(R)⊗B(RK×K)⊗Bν(Ξ).
Proof Define a function g : Ξ × R× RK×K × Ξ → R¯ by
g(ξ, λ, Λ, ζ) = Ψ(ξ)− (ξ −m0)>Λ(ξ −m0)− λdp(ξ, ζ).
Then for every ζ ∈ Ξ, −g(·, ·, ·, ζ) is lower semi-continuous, thus g is B(Ξ) ⊗ B(R) ⊗ B(RK×K) ⊗ Bν(Ξ)-
measurable. Hence by joint measurability criterion (see, e.g., Corollary 14.34 in [20]), g is a normal integrand,
thereby the function Φ is also a normal integrand (Theorem 7.38 in [23]). uunionsq
Proof (Proof of Theorem 1) We divide the proof into four steps.
Step 1. We first show weak duality. Observe that for any random vector (ξ, ζ) with joint distribution γ ∈
P(Ξ2) and marginals µ,ν ∈ P, by property of conditional expectation, it holds that∫
Ξ
Ψ(ξ)µ(dξ) =
∫
Ξ2
Ψ(ξ)γ(dξ, dζ) =
∫
Ξ2
Ψ(ξ)γζ(dξ)ν(dζ),
where γζ represents the conditional distribution of ξ given ζ = ζ. Thus we can write problem (Linear-CRSO)
as
sup
µ∈M1
∫
Ξ
Ψ(ξ)µ(dξ)
= sup
{γζ}ζ⊂P(Ξ)
{∫
Ξ2
Ψ(ξ)γζ(dξ)ν(dζ) :
∫
Ξ2
dp(ξ, ζ)γζ(dξ)ν(dζ) ≤ Rp0,∫
Ξ2
(ξ −m0)(ξ −m0)>γζ(dξ)ν(dζ)  Σ0
}
.
Distributionally Robust Stochastic Optimization with Dependence Structure 7
The Lagrangian weak duality yields that
sup
µ∈M1
∫
Ξ
Ψ(ξ)µ(dξ)
≤ inf
λ≥0,Λ0
{
λRp0 + 〈Λ,Σ0〉+
sup
{γζ}ζ⊂P(Ξ)
{∫
Ξ2
[
Ψ(ξ)− (ξ −m0)>Λ(ξ −m0)− λdp(ξ, ζ)
]
γζ(dξ)ν(dζ)
}}
≤ inf
λ≥0,Λ0
{
λRp0 + 〈Λ,Σ0〉
+
∫
Ξ
sup
ξ∈Ξ
[Ψ(ξ)− (ξ −m0)>Λ(ξ −m0)− λdp(ξ, ζ)]ν(dζ)
}
.
Step 2. We next show the existence of a dual minimizer. Let h(λ,Λ) be the dual objective function. To begin
with, let vd be the dual optimal value, and we claim that there exists L > 0 such that
vd = inf
0≤λ≤L,Λ0
h(λ,Λ). (10)
Indeed, the growth rate assumption on Ψ implies that there exists M > 0 such that Ψ(ξ)−Ψ(ζ0) ≤Mdp(ξ, ζ0)
for all ξ ∈ Ξ. By choosing λ = M and Λ = 0, we have that
vd ≤MRp0 +
∫
Ξ
sup
ξ∈Ξ
[Ψ(ζ0) +M(d
p(ξ, ζ0)− dp(ξ, ζ))]ν(dζ)
≤MRp0 + Ψ(ζ0) +M
∫
Ξ
dp(ζ0, ζ)ν(dζ) <∞.
On the other hand, for any feasible solution (λ,Λ), it holds that
h(λ,Λ) ≥λRp0 + 〈Λ,Σ0〉+
∫
Ξ
[
Ψ(ζ)− (ζ −m0)>Λ(ζ −m0)
]
ν(dζ)
=λRp0 +
〈
Λ,Σ0 −
∫
Ξ
(ζ −m0)(ζ −m0)>ν(dζ)
〉
+
∫
Ξ
Ψ(ζ)ν(dζ)
≥λRp0 +
∫
Ξ
Ψ(ζ)ν(dζ),
which tends to ∞ as λ→∞. Hence the claim holds by choosing sufficiently large L.
Now let (λ(m), Λ(m))m be a minimizing sequence of problem (10). Since (λ
(m))m ⊂ [0, L], Bolzano-Weierstrass
theorem implies that it has a convergent subsequence, whose limit is denoted by λ∗. Fixing λ = λ∗, the weak
Lagrangian dual of the problem
inf
Λ0
h(λ∗, Λ) (11)
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is given by
inf
Λ0
{
λ∗Rp0 + 〈Λ,Σ0〉
+
∫
Ξ
sup
ξ∈Ξ
[Ψ(ξ)− (ξ −m0)>Λ(ξ −m0)− λ∗dp(ξ, ζ)]ν(dζ)
}
≥ inf
Λ0
{
λ∗Rp0 + 〈Λ,Σ0〉
+ sup
{γζ}ζ⊂P(Ξ)
∫
Ξ2
[Ψ(ξ)− (ξ −m0)>Λ(ξ −m0)− λ∗dp(ξ, ζ)]γζ(dξ)ν(dζ)
}
≥ sup
{γζ}ζ⊂P(Ξ)
inf
Λ0
{
λ∗Rp0 + 〈Λ,Σ0〉
+
∫
Ξ2
[Ψ(ξ)− (ξ −m0)>Λ(ξ −m0)− λ∗dp(ξ, ζ)]γζ(dξ)ν(dζ)
}
= sup
γ∈P(Ξ2)
{
λ∗Rp0 +
∫
Ξ
[Ψ(ξ)− λ∗dp(ξ, ζ)]γ(dξ, dζ) :∫
Ξ
(ξ −m0)(ξ −m0)>γ(dξ, dζ)  Σ0
}
.
(12)
Note that Eν [(ξ −m0)(ξ −m0)>] ≺ Σ0 , problem (12) satisfies the Slater condition, i.e., it is strictly feasible
at γ0 defined by γ0(A) := ν{ζ : (ζ, ζ) ∈ A} for all Borel set A ⊂ Ξ2, thus strong duality results for moment
problem (cf. [22,4]) implies the existence of a dual minimizer Λ∗ of problem (11). Therefore we have shown the
existence of a dual minimizer (λ∗, Λ∗).
Step 3. We then establish the first-order optimality condition of the dual problem. By Lemma 1, the function
Φ(λ,Λ, ζ) = sup
ξ∈Ξ
[Ψ(ξ)− (ξ −m0)>Λ(ξ −m0)− λdp(ξ, ζ)]
is a normal integrand. Moreover, for all ζ ∈ Ξ, Φ(·, ·, ζ) is a convex function on R × RK×K , and the growth
rate condition implies that the set of maximizers is non-empty and compact for all λ > κ. Then by generalized
Moreau-Rockafellar theorem (see, e.g., Theorem 7.47 in [23]), for any (λ,Λ) ∈ dom h∩ ((κ,∞)× SK+ ), it holds
that
∂h(λ,Λ) =
[
Rp0
Σ0
]
−
∫
Ξ
∂Φ(λ,Λ, ζ)ν(dζ) +N (λ,Λ),
where N (λ,Λ) stands for the normal cone at (λ,Λ) to the feasible region R+ × SK+ . It follows from Theorem
2.4.18 in [29] that for any (λ,Λ) ∈ dom h ∩ ((κ,∞)× SK+ ),
∂Φ(λ,Λ, ζ) = conv
{[
dp(ξ, ζ)
(ξ −m0)>Λ(ξ −m0)
]
:
ξ ∈ arg max
ξ∈Ξ
[Ψ(ξ)− (ξ −m0)>Λ(ξ −m0)− λdp(ξ, ζ)]
}
.
Set
Tλ(ζ) := arg max
ξ∈Ξ
[Ψ(ξ)− (ξ −m0)>Λ∗(ξ −m0)− λdp(ξ, ζ)].
The first-order optimality condition 0 ∈ ∂h(λ∗, Λ∗) implies that there exists Σ∗ ∈ SK+ with Σ∗  Σ0 and
Λ∗(Σ0 −Σ∗) = 0, such that if λ∗ > κ, it holds that[
Rp0
Σ∗
]
∈
∫
Ξ
conv
{[
dp(ξ(ζ), ζ)
(ξ(ζ)−m0)>Λ∗(ξ(ζ)−m0)
]
: ξ(ζ) ∈ Tλ∗(ζ)
}
ν(dζ), (13)
and if λ∗ = κ, for any λ > κ, there exists Rλ ≤ R0 such that[
Rpλ
Σ∗
]
∈
∫
Ξ
conv
{[
dp(ξ(ζ), ζ)
(ξ(ζ)−m0)>Λ∗(ξ(ζ)−m0)
]
: ξ(ζ) ∈ Tλ(ζ)
}
ν(dζ). (14)
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Step 4. Finally, we construct a primal (approximate) optimal solution. Let us first consider the case λ∗ > κ.
Similar to the argument in Step 4 of proof for Theorem 2, (13) suggests that there exists a probability kernel
{γ∗ζ}ζ∈Ξ such that each γ∗ζ is a probability distribution on Tλ∗(ζ), and satisfies∫
Ξ2
dp(ξ, ζ)γ∗ζ(dξ)ν(dζ) = R
p
0, (15a)∫
Ξ2
(ξ −m0)(ξ −m0)>γ∗ζ(dξ)ν(dζ) = Σ∗, (15b)
Σ∗  Σ0, (15c)
Λ∗(Σ0 −Σ∗) = 0. (15d)
Now define a probability measure µ∗ by
µ∗(A) :=
∫
Ξ
γ∗ζ(A)ν(dζ), ∀A ∈ B(Ξ).
Then µ∗ is a primal feasible solution due to (15a). In addition,∫
Ξ
Ψ(ξ)µ∗(dξ)
=
∫
Ξ2
Ψ(ξ)γ∗ζ(dξ)ν(dζ)
=
∫
Ξ2
[Ψ(ξ)−(ξ −m0)>Λ∗(ξ −m0)−λ∗dp(ξ, ζ)]γ∗ζ(dξ)ν(dζ)+ λ∗Rp0+〈Λ∗, Σ∗〉
=
∫
Ξ
max
ξ∈Ξ
[Ψ(ξ)− (ξ −m0)>Λ∗(ξ −m0)− λ∗dp(ξ, ζ)]ν(dζ) + λ∗Rp0 + 〈Λ∗, Σ0〉
≥vd,
where the second and the third equalities follows from (15a)-(15d).
We then consider λ∗ = κ. (14) suggests that for any λ > κ, there exists a probability kernel {γλζ }ζ∈Ξ such
that each γλζ is a probability distribution on Tλ(ζ), and satisfies∫
Ξ2
dp(ξ, ζ)γλζ (dξ)ν(dζ) = R
p
λ, (16a)∫
Ξ2
(ξ −m0)(ξ −m0)>γ∗ζ(dξ)ν(dζ) = Σ∗, (16b)
Σ∗  Σ0, (16c)
Λ∗(Σ0 −Σ∗) = 0. (16d)
Now define a sequence of probabilty measures {µλ} by
µλ(A) :=
∫
Ξ
γλζ (A)ν(dζ), ∀A ∈ B(Ξ).
Then µλ is a primal feasible solution due to (16a). In addition, from (16a)-(16d)∫
Ξ
Ψ(ξ)µλ(dξ)
=
∫
Ξ2
Ψ(ξ)γλζ (dξ)ν(dζ)
=
∫
Ξ2
[Ψ(ξ)−(ξ −m0)>Λ∗(ξ −m0)−λdp(ξ, ζ)]γλζ (dξ)ν(dζ) + λRp0 + 〈Λ∗, Σ∗〉
=
∫
Ξ
max
ξ∈Ξ
[Ψ(ξ)− (ξ −m0)>Λ∗(ξ −m0)− λdp(ξ, ζ)]ν(dζ) + λRp0 + 〈Λ∗, Σ0〉,
which goes to h(κ,Λ∗) as λ→ κ. Therefore, combined with Step 1, we have shown the strong duality. uunionsq
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Remark 1 When Ψ is a concave function and Ξ is convex, Tλ∗(ζ) and Tλ(ζ) are convex sets, and thus the
convex combination in (13)(14) belong to Tλ∗(ζ) and Tλ(ζ) respectively. Thus we can replace the convex hull
by a single point in Tλ∗(ζ) or Tλ(ζ). It follows that when Ψ is concave and ν =
1
N
∑N
i=1 δξˆi , it is sufficient to
restrict M1 on its subset M1 ∩
{
1
N
∑N
i=1 δξi : {ξi}Ni=1 ⊂ Ξ
}
, the set of distributions in M1 that are supported
on at most N points:
max
ξi
{
1
N
N∑
i=1
Ψ(ξi) :
1
N
N∑
i=1
dp(ξi, ξˆi) ≤ Rp0,
1
N
N∑
i=1
(ξi −m0)(ξi −m0)>  Σ0
}
.
uunionsq
For piecewise linear convex objective function Ψ(ξ) = max
1≤j≤J
a>j ξ + bj and empirical nominal distribution,
we have the following result.
Corollary 1 Suppose Ψ(ξ) = max
1≤j≤J
a>j ξ + bj, ν = 1N
∑N
i=1 δξˆi , p = 1 and d(ξ, ζ) = ||ξ − ζ||. Then the DRSO
problem admits a semi-definite program reformulation:
min
yi∈R
λ≥0,Λ0
λR0 + 〈Λ,Σ0〉+ 1
N
N∑
i=1
yi
s.t.
[
Λ −12aj + 12ζi − Λm0
(−12aj + 12ζi − Λm0)> −bj − ζi
>
ξˆi +m>0 Λm0 + yi
]
0,
∀1 ≤ j ≤ J, ∀1 ≤ i ≤ N,
||ζi||∗ ≤ λ, ∀1 ≤ i ≤ N,
where || · ||∗ denotes the dual norm of || · ||.
Proof Observe that ||ξ − ξˆi|| = sup||ζ||∗≤1 ζ>(ξ − ξˆi), then by convex programming duality, we have that
max
ξ∈Ξ
{
a>j ξ + bj − λ||ξ − ξˆi|| − (ξ −m0)>Λ(ξ −m0)
}
= max
ξ∈Ξ
inf
||ζ||∗≤1
{
a>j ξ + bj − λζ>(ξ − ξˆi)− (ξ −m0)>Λ(ξ −m0)
}
= inf
||ζ||∗≤1
max
ξ∈Ξ
{∑
j
αij(a
>
j ξ + bj)− λζ>(ξ − ξˆi)− (ξ −m0)>Λ(ξ −m0)
}
.
Hence the constraint
yi ≥ max
ξ∈Ξ
{
a>j ξ + bj − λ||ξ − ξˆi|| − (ξ −m0)>Λ(ξ −m0)
}
can be written as
∃||ζ||∗ ≤ 1, s.t. yi ≥ max
ξ∈Ξ
{
a>j ξ + bj − λζ>(ξ − ξˆi)− (ξ −m0)>Λ(ξ −m0)
}
,
which is further equivalent to
∃||ζ||∗ ≤ 1, s.t.
[
Λ −12aj + 12λζ − Λm0
(−12aj + 12λζ − Λm0)> −bj − λζ>ξˆi +m>0 Λm0 + yi
]
 0.
Replacing λζ by ζi we obtain the result. uunionsq
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2.2 Application in portfolio optimization
In this section, we study the effect of degree of correlation on the performance of (Linear-CRSO), through a
mean-risk portfolio optimization problem adapted from [10]. In this problem, the random returns of K risky
assets is captured by a random vector ξ = (ξ1, . . . , ξk), the decision variable x ∈ X = {x ∈ RK+ :
∑K
k=1 xk = 1}
represents the portfolio weights without short-selling, and the goal is to minimize a weighted combination of
the mean and conditional value-at-risk of the negative of portfolio return −x>ξ:
min
x∈X
sup
µ∈M1
{
Eµ[−x>ξ] + c · CVaRµα(−x>ξ)
}
,
where c is some constant. It can be written as (see [10] for a derivation)
inf
x∈X,τ∈R
sup
µ∈M1
{
max
1≤j≤J
ajx
>ξ + bjτ
}
, (17)
where J = 2, a1 = −1, a2 = −1−c/α, b1 = c and b2 = c(1−1/α). Suppose the nominal distribution ν is chosen
as the empirical distribution, then we can obtain a semi-definite programming reformulation using Corollary
1. In defining M1, we set m0 to be the sample mean vector, and Σ0 to be sample covariance matrix Σˆ inflated
by a factor γ ≥ 1.
The parameters for the numerical experiments are given as follows. We set K = 10, c = 10, α = 20%. We
consider Wasserstein distance of order p = 1 and Ξ to be the Euclidean space RK . Assume ξ is joint Gaussian
distributed, and each ξk has mean 0.03k and standard deviation 0.025k, k = 1, . . . ,K. The correlation between
ξk and ξj is set to be ρ
|k−j| for ρ = 0.5, 0.6, 0.7, 0.8, 0.9, 0.99. Note that in 0.95 ' 0.69 and 0.65 ' 0.08, we can
view ρ = 0.99, 0.9 as high correlation regime, ρ = 0.8, 0.7 as medium correlation regime, and ρ = 0.6, 0.5 as
low correlation regime. We consider small dataset regime N = 40, for which DRSO approach should be more
suitable than SAA (sample average approximation) method. We run the simulation with 200 repetitions.
The tuning parameters (Wasserstein radius R0 and inflation factor γ) are selected using hold-out cross
validation. In each repetition, the N samples are randomly partitioned into a training dataset (70% of the
data) and a validation dataset (the remaining 30%). For different tuning parameters, we use the training
dataset to solve problem (17) and use the validation dataset to estimate the out-of-sample performance of
different parameter values and select the ones with the best performance. Then we resolve problem (17) with
the best tuning parameters using all N samples and obtain the optimal solutions for the three uncertainty
sets. Finally we examine the out-of-sample performance of these solutions using an independent testing dataset
consisting of 103 samples.
Figure 1 shows the box plots of the optimal values in 200 repetitions of four different approaches: Sample
Average Approximation, DRSO with Wasserstein uncertainty set, DRSO with moment uncertainty set and
(Linear-CRSO), and the solid curves represent the average performance of these approaches. We observe that our
new formulation (Linear-CRSO) performs consistently the best in all regimes; DRSO with moment uncertainty
set (3) performs well in high-correlation regime; and DRSO with Wasserstein uncertainty set performs well in
medium- and low-correlation regime.
To provide a rough explanation of the results, we begin with describing the behavior of the worst-case
distributions in three approaches. Observe that the objective of problem (17) is a weighted combination of mean
and CVaR and is piecewise-linear convex in ξ. To achieve the inner maximization, the worst-case distributions
of Wasserstein uncertainty set and (Linear-CRSO) tend to perturb the data points with small returns (large
value of −x>ξ) in the direction of minimizing −x>ξ. Meanwhile, for moment uncertainty set, according to
Proposition 3 in [4], the worst-case distribution also tends to spread out the probability mass towards this
direction until the centered second-order moment constraint becomes tight.
Now let us consider the situations in different correlation regimes. In high-correlation regime, the optimal
portfolio under true underlying distribution puts almost all the weight on the first asset, which has the smallest
weighted combination of mean and CVaR among all K assets. Since the expected returns are almost comono-
tonic, DRSO with moment uncertainty set becomes finding a worst-case distribution among all univariate
distributions with given mean and variance. This is a relatively small set of distributions, and considering the
underlying distribution is Gaussian, the solution yielding from moment uncertainty set is not overly conserva-
tive, and can effectively identify a portfolio close to the true optimal one. On the other hand, for Wasserstein
uncertainty set, the worst-case distribution perturbs the data with small returns in the direction of minimizing
−x>ξ. Note that in the presence of high correlation, data points are concentrating on a subspace of RK whose
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Fig. 1 Out-of-sample performance under different degrees of correlation
dimension is much less than K, and they can be easily perturbed out of this subspace. Therefore the worst-case
distribution may not lie in the same subspace as the empirical distribution. Hence the Wasserstein uncertainty
set may hedge against some distributions unlikely to happen, which makes the decision over-conservative. In-
deed, the solution yielding from Wasserstein uncertainty set tends to equally allocate the weights to all assets.
In medium- and low-correlation regime, the data points are not so concentrating, so perturbation towards any
direction does not affect the correlation structure too much, hence Wasserstein constraint alone performs well,
and almost as good as (Linear-CRSO) in low-correlation regime. But moment uncertainty set is too conservative
since it contains too many distributions. As a hybrid approach, (Linear-CRSO) take advantages of Wasserstein
and moment uncertainty sets.
3 Rank-correlationally robust stochastic optimization
In this section, we study rank-correlationally robust stochastic optimization problem (Rank-CRSO). Dual re-
formulation of the problem is derived in 3.1, and comparison of (Rank-CRSO) with other approaches are in
3.2 and 3.3. As in previous section, we suppress x in Ψ(x, ξ). Throughout this section, we assume p ∈ [1,∞),
q ∈ [1,∞], Ψ is upper semi-continuous, and satisfies the growth rate condition
lim sup
d(ξ,ζ0)→∞
max
(
Ψ(ξ)− Ψ(ζ0), 0
)
dp(ξ, ζ0)
= 0,
for some ζ0 ∈ Ξ.
3.1 Dual reformulation of (Rank-CRSO)
We consider q ∈ [1,∞) in Theorem 2 and q =∞ in Theorem 3.
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Theorem 2 Suppose 1 ≤ q <∞.
(i) Problem (Rank-CRSO) can be reformulated as
min
α,β≥0
{
αRp0 + βr
q
0 +
∫
Ξ
max
ξ∈Ξ
[
Ψ(ξ)− αdp(ξ, ζ)− βdqF (ξ, ζ)
]
ν(dζ)
}
. (18)
(ii) For data-driven problem, i.e., ν = 1N
∑N
i=1 δξˆi , the following program
max
{ξi}⊂Ξ
{
1
N
N∑
i=1
Ψ(ξi) :
1
N
N∑
i=1
dp(ξi, ξˆi) ≤ Rp0,
1
N
N∑
i=1
dqF (ξ
i, ξˆi) ≤ rq0
}
(19)
is a (1−O( 1N ))-approximation of the inner maximization of (Rank-CRSO).
Remark 2 In Section 1.2, we have showed various examples regrading different notions of distance by assuming
the relevant distribution µ is supported on (at most) N points. Thanks to statement (ii) (and also Theorem
3(ii) below), for data-driven problems, this assumption is almost not restrictive at all, since the worst-case
distribution of the approximation problem (19) is supported on at most N points. uunionsq
Proof (Proof of Theorem 2) We first prove (i). The idea is similar to the proof of Theorem 1. The measurability
of the integrand in the dual problem follows similarly to Lemma 1, so we omit the proof. Using Lagrangian
weak duality we have weak duality
sup
µ∈M2
{∫
Ξ
Ψ(ξ)µ(dξ)
}
= sup
{γζ}ζ⊂P(Ξ)
inf
α,β≥0
{∫
Ξ2
Ψ(ξ)γζ(dζ)ν(dζ) + αR
p
0 − α
∫
Ξ2
dq(ξ, ζ)γζ(dξ)ν(dζ)
+ βrq0 − β
∫
Ξ2
dqF (ξ, ζ)γζ(dξ)ν(dζ)
}
≤ inf
α,β≥0
{
αRp0 + βr
q
0 +
∫
Ξ
max
ξ∈Ξ
[
Ψ(ξ)− αdp(ξ, ζ)− βdqF (ξ, ζ)
]
ν(dζ)
}
.
We next show that the dual problem admits a minimizer. Let vd be the optimal value of the dual problem.
We claim that there exists L > 0 such that
vd =
inf
0≤α,β≤L
{
αRp0 + βr
q
0 +
∫
Ξ
max
ξ∈Ξ
[
Ψ(ξ)− αdp(ξ, ζ)− βdqF (ξ, ζ)
]
ν(dζ)
}
.
(20)
Indeed, according to the growth-rate assumption on Ψ , there exists M > 0 and ζ0 ∈ Ξ such that Ψ(ξ)−Ψ(ζ0) ≤
Mdp(ξ, ζ0) for all ξ ∈ Ξ, thus by choosing α = M and β = 0, we obtain that
vd ≤MRp0 +
∫
Ξ
max
ξ∈Ξ
[Ψ(ξ) +M(dp(ξ, ζ0)− dp(ξ, ζ))]ν(dζ)
≤MRp0 + Ψ(ξ) +M
∫
Ξ
dp(ζ, ζ0)ν(dζ) <∞.
Meanwhile,
αRp0 + βr
q
0 +
∫
Ξ
max
ξ∈Ξ
[
Ψ(ξ)− αdp(ξ, ζ)− βdqF (ξ, ζ)
]
ν(dζ)
≥αRp0 + βrq0 +
∫
Ξ
Ψ(ζ)ν(dζ),
which tends to infinity as max(α, β)→∞. Hence the claim holds. Then by Bolzano-Weierstrass theorem there
exists a minimizer.
We then establish the first-order optimality condition of problem (20) at a minimizer (α∗, β∗). Let h(α, β)
be the objective function and set
Φ(α, β, ζ) = Ψ(ξ)− αdp(ξ, ζ)− βdqF (ξ, ζ).
14 Rui Gao, Anton J. Kleywegt
For any (α, β) ∈ dom h we compute the differential of h and Φ with respect to α, β:
∂h(α, β) = (Rp0, r
q
0)
> −
∫
Ξ
∂α,βΦn(α, β, v)ν(dζ) +N (α, β),
where N (α, β) stands for the normal cone at (α, β) to the feasible region R2+, and
∂α,βΦ(α, β, ζ) = conv
{(
dp(ξ, ζ), dqF (ξ, ζ)
)>
: ξ ∈ T (ζ)
}
,
where
T (ζ) := arg max
ξ∈Ξ
[
Ψ(ξ)− α∗dp(ξ, ζ)− β∗dqF (ξ, ζ)
]
.
The first-order optimality condition 0 ∈ ∂h(α∗, β∗, 0) implies that there exists 0 ≤ R∗ ≤ R0 with α∗(R0−R∗) =
0 and 0 ≤ r∗ ≤ r0 with β∗(r0 − r∗) = 0, such that
(Rp∗, r
q
∗) ∈
∫
Ξ
conv
{(
dp(ξ(ζ), ζ), dqF (ξ(ζ), ζ)
)
: ξ(ζ) ∈ T (ζ)
}
ν(dζ). (21)
Finally we construct a primal optimal solution. (21) suggests that there is a probability kernel {γ∗ζ}ζ∈Ξ
such that each γ∗ζ is a probability distribution on T (ζ) and satisfies∫
Ξ2
dp(ξ, ζ)γ∗ζ(dξ)ν(dζ) = R
p
∗, (22a)
R∗ ≤ R0, (22b)
α∗(R0 −R∗) = 0, (22c)∫
Ξ2
dqF (ξ, ζ)γ
∗
ζ(dξ)ν(dζ) = r
q
∗, (22d)
r∗ ≤ r0, (22e)
β∗(r0 − r∗) = 0. (22f)
We can verify that the probability measure µ∗ by
µ∗(A) :=
∫
Ξ
γ∗ζ(A)ν(dζ), ∀A ∈ B(Ξ).
is a primal feasible and optimal, and thus we have prove (i).
Now we prove (ii). Let (α∗, β∗) be the optimal dual solution, then for data-driven problem, the dual optimal
values equals
α∗Rp0 + β∗r
q
0 +
1
N
N∑
i=1
max
ξ∈Ξ
[
Ψ(ξ)− α∗dp(ξ, ξˆi)− β∗dqF (ξ, ξˆi)
]
, (23)
Caratheodory’s theorem implies that for each ξˆi, we can choose γ∗
ξˆi
defined by (22) such that its support
contains at most three points. Hence, the third term in problem (23) is equivalent to
max
pij≥0,ξij∈Ξ
{
1
N
N∑
i=1
3∑
j=1
pij
[
Ψ(ξij)− α∗dp(ξij , ξˆi)− β∗dqF (ξij , ξˆi)
]
:
∑
j
pij = 1, ∀i
}
,
which is also equivalent to
max
pij≥0,ξij∈Ξ
{
1
N
N∑
i=1
3∑
j=1
pijΨ(ξij) :
∑
j
pij = 1, ∀i,
1
N
N∑
i=1
3∑
j=1
pij
[
α∗dp(ξij , ξˆi) + β∗dqF (ξ
ij , ξˆi)
] ≤ α∗Rp0 + β∗rq0},
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Let us fix {ξij}ij to be the optimal value {ξij∗ }ij in the program above and consider finding the best {pij}ij .
This is continuous knapsack problem which can be solved by a greedy algorithm. More specifically, those (i, j)
with large value of Ψ(ξij) are preferably to be set to one, until the knapsack constraints is violated, when we
may set such pij to be a fractional value to make the knapsack constraint tight. Hence, there exists an optimal
solution {pij∗ }ij with at most two fractional points. Now we modify it by making the fractional values to be
zero, and denote the modified solution by {p˜ij}ij . Then {p˜ij}ij is also feasible, and yields a feasible distribution
of (19)
1
N
N∑
i=1
[ 3∑
j=1
p˜ijδξij∗ + (1−
3∑
j=1
p˜ij)δξˆi
]
.
The growth-rate assumption on Ψ implies that ξij∗ are uniformly bounded by some constant M . Hence the
objective value of this feasible distribution differ from the optimal value by at most O( 1N ). uunionsq
Theorem 3 Suppose q =∞.
(i) Problem (Rank-CRSO) can be reformulated as
min
α≥0
{
αRp0 +
∫
Ξ
max
ξ∈Ξ
{
Ψ(ξ)− αdp(ξ, ζ) : dF (ξ, ζ) ≤ r0
}
ν(dζ)
}
.
(ii) For data-driven problem, i.e., ν = 1N
∑N
i=1 δξˆi , the following program
vN := sup
ξi∈Ξ
{
1
N
N∑
i=1
Ψ(ξi) :
1
N
N∑
i=1
dp(ξi, ξˆi) ≤ Rp0,
d(F (ξi), F (ξˆi)) ≤ r0, ∀1 ≤ i ≤ N
} (24)
is a (1 − O( 1N ))-approximation of the inner maximization of (Rank-CRSO). In particular when d(u, v) =
||u, v||∞, the second constraint in (24) can be written as linear constraint
ξik ≤ ξˆjk, ∀ i, j such that F−k (ξˆjk)− Fk(ξˆik) ≥ r0,
ξik ≥ ξˆjk, ∀ i, j such that F−k (ξˆik)− Fk(ξˆjk) ≥ r0,
(25)
where F−k (ξˆk) := limξk↑ξˆk Fk(ξk) denotes the left limit of Fk at ξˆk. If, in addition, Ξ is convex and Ψ is a
concave function, then the approximation is exact.
Proof We first prove (i). For each ζ ∈ Ξ, set Bζ(r0) := {ξ ∈ Ξ : dF (ξ, ζ) ≤ r0}. It follows that Bζ(r0) is
closed. Using the same reasoning as in the proof of Theorem 2, we can obtain the strong duality
sup
µ∈M2
{∫
Ξ
Ψ(ξ)µ(dξ)
}
= sup
{γζ}ζ⊂P(Ξ)
inf
α,β≥0
{∫
Ξ
Ψ(ξ)γζ(dξ)ν(dζ) + αR
p
0 − α
∫
Ξ
dp(ξ, ζ)γζ(dξ)ν(dζ) :
supp γζ ⊂ Bζ(r0), ∀ζ ∈ Ξ
}
= min
α≥0
{
αRp0 + max
γζ∈P(Bζ(r0))
∫
Ξ
[
Ψ(ξ)− αdp(u, v)]γζ(dξ)ν(dζ)
}
.
Thus we obtain (i).
The first part of statement (ii) follows essentially the same as in the proof of Theorem 2(ii). When Ξ is
convex and d is induced from || · ||∞, the reformulation of the second constraint follows by definition of dF , and
in this case, Bζ(r0) is a cube and thus convex. If, in addition, Ψ is concave, then using the same reasoning as
in Remark 1 we obtain the result. uunionsq
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Fig. 2 One-sided second-order moment constraint may be not tight
3.2 Comparison of (Linear-CRSO) and (Rank-CRSO)
It may appear that formulation (Linear-CRSO) and (Rank-CRSO) are in different nature and should have different
scopes of application, in the sense that (Linear-CRSO) considers linear dependence, and (Rank-CRSO) controls
rank dependence as {Fk(ξˆik)} is an ordinal scaling of the data {ξˆik}. However, we point out this is not the case,
since our new formulation controls not only ordinal association, but to some extent, also the dependence without
scaling. This is because for relevant distribution µ ∈M2, instead of using its own marginal distributions to make
the scaling, we use Fk, the marginal distribution of the nominal distribution ν. Consequently, the constraint
Wq(µ,ν) ≤ r0 also controls the values, not only the ordinal relationship, of the worst-case distribution. For
instance, the box uncertainty set in Example 5 and Theorem 3(ii) confines the region where each data point
can be perturbed. The following example shows that the worst-case distribution yielding from (Rank-CRSO)
has both similar linear and rank correlation to those of the nominal distribution, whereas (Linear-CRSO) even
does not control the linear correlation, since the one-sided moment constraint may be not tight.
Example 7 Consider a concave objective function
sup
µ∈M1
Eµ[−ξ21 − ξ1ξ2 − ξ22],
where Ξ = R2 equipped with `1-norm, ν is the empirical distribution i.i.d. drawn from a normal distribution
N
(
[1, 1],
[ 0.3 0
0 0.3
])
, and R0 = 0.3. A tractable reformulation based on Theorem 1 is provided in the appendix.
The empirical distribution and the worst-case distributions yielding from (Linear-CRSO) are shown in Fig. 2.
For the worst-case distribution, the moment constraint in (Linear-CRSO) is loose, with left-hand side equal
to
[ 0.216 −0.056
−0.056 0.150
]
, less than the sample covariance matrix
[ 0.360 −0.008
−0.008 0.235
]
. The correlation of the worst-
case distribution is -0.491, whereas the sample correlation is -0.029. Thereby the correlation structures of the
worst-case distribution differs from that of the nominal distribution a lot. The intuition is as follows. The
worst-case distribution of Wasserstein uncertainty set tends to perturb the sample points with large gradient,
and since the objective function is concave, the perturbation often leads to a distribution with smaller variance.
Hence the second-order moment constraint on the main diagonal elements is much smaller than the right-hand
side, which gives more flexibility on the off-diagonal elements. More specifically, let Σ0 =
[
σ21 ρ0σ1σ2
ρ0σ1σ2 σ
2
2
]
,
and suppose the variance of the worst-case distribution is [(1 − 1)σ21 , (1 − 2)σ22 ], and let ρ be the correla-
tion of the worst-case distribution. Then the covariance matrix of the worst-case distribution is written as[
(1− )σ21 ρ
√
(1− 1)(1− 2)σ1σ2√
(1− 1)(1− 2)ρσ1σ2 (1− )σ22
]
. To satisfy the moment constraint, the correlation ρ of the
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Fig. 3 (Rank-CRSO) controls both rank and linear dependence
Table 1 Distances between bivariate Gaussian copulas
Distances Fisher-Rao KL Burg Hellinger Bhattacharya TV W2
Cµ1 , Cµ2 2.77 22.56 1.48 0.69 0.65 2.45 0.15
Cµ2 , Cµ3 3.26 47.20 1.81 0.75 0.81 4.42 0.03
worst-case distribution must satisfy |ρ − ρ0| ≤ 1− . When  is not so small, ρ could have a large discrepancy
comparing with the nominal correlation ρ0.
In contrast, if we use reformulation (24) of Rank-CRSO with r0 = 0, the worst-case distribution is shown in
Fig. 3. It has the same rank correlation as the nominal distribution, and its linear correlation coefficient equals
-0.072. uunionsq
3.3 Comparison of Wasserstein distance with other distances
In Example 6, we show that for continuous distribution, the constraint Wq(µ,ν) ≤ r0 controls the Wasserstein
distance between the copula of µ and ν. Then one may ask consider some other distances and formulate
a problem similar to (Rank-CRSO). We point out that comparing to many other commonly used distances,
Wasserstein metrics yields a more intuitive quantitative relationship for copulas of distribution with highly
correlated components, as shown by the following example.
Example 8 (Distances between Gaussian copulas) Let R ∈ [−1, 1]K×K be a correlation matrix. The Gaussian
copula with parameter R is given by
CR(u) = φR(φ−1(u1), . . . , φ−1(ud)),
where φ is the cumulative distribution function of a standard Gaussian distribution, and φR is the cumulative
distribution function of a multivariate Gaussian distribution N (0, R). Now let µi, i = 1, 2, 3 be three bivariate
Gaussian distributions, each of which has standard Gaussian marginal distributions, and the correlation matri-
ces are respectively R1 =
[ 1 0.5
0.5 1
]
, R2 =
[ 1 0.99
0.99 1
]
, and R3 =
[ 1 0.9999
0.9999 1
]
. Their copulas are denoted
by Cµi respectively. Various distances between Cµ1 and Cµ2 and between Cµ2 and Cµ3 are shown in Table 1,
in which total variation distance and W2-Wasserstein metric are computed numerically, while the others use
closed-form formulas (cf. [17]).
Intuitively, distance between µ2 and µ3 should be smaller since both µ2 and µ3 are close to a comonotone
relationship. Among these distances above, only Wasserstein metric is consistent with our intuition. Therefore,
this example renders another justification of the usefulness of our formulation (Rank-CRSO). uunionsq
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4 Concluding remarks
In this paper, motivated from the drawback of DRSO with moment uncertainty set, we proposed two new for-
mulations, Linear-CRSO and Rank-CRSO, that capture different dependence structure for DRSO problems, and
derive their dual reformulation. In particular, the dual reformulation is tractable for data-driven Linear-CRSO
and Rank-CRSO with ∞-Wasserstein distance. An interesting future direction is to find efficient algorithms
for Rank-CRSO with q-Wasserstein distance (q ∈ [1,∞)). Moreover, various examples and numerical results
demonstrate the flexibility and usefulness of our new formulations.
A Appendix
A.1 Dual reformulation in Example 7
Let A be a positive semidefinite matrix. Then supµ∈M1 Eµ[−ξ>Aξ] admits a strong dual reformulation
min
x∈X,yi∈R
λ≥0,Λ0
λR20 + 〈Λ,Σ0〉+
1
N
N∑
i=1
yi
s.t.
[
Λ+A 1
2
ζ − Λm0
( 1
2
ζ − Λm0)> −ζ>ξˆi +m>0 Λm0 + yi
]
 0,
∀ 1 ≤ i ≤ N, 1 ≤ j ≤ J.
Proof The result is a consequence of Theorem 1. Observe that ||ξ − ξˆi|| = sup||ζ||∗≤1 ζ>(ξ − ξˆi), then by convex programming
duality, we have that
max
ξ∈Ξ
{
− ξ>Aξ − λ||ξ − ξˆi|| − (ξ −m0)>Λ(ξ −m0)
}
= max
ξ∈Ξ
inf
||ζ||∗≤1
{
− ξ>Aξ − λζ>(ξ − ξˆi)− (ξ −m0)>Λ(ξ −m0)}
= inf
||ζ||∗≤1
max
ξ∈Ξ
{
− ξ>Aξ − λζ>(ξ − ξˆi)− (ξ −m0)>Λ(ξ −m0)}.
Hence the constraint
yi ≥ max
ξ∈Ξ
{
− ξ>Aξ − λ||ξ − ξˆi|| − (ξ −m0)>Λ(ξ −m0)
}
can be written as
∃||ζ||∗ ≤ 1, s.t. yi ≥ max
ξ∈Ξ
{
− ξ>Aξ − λζ>(ξ − ξˆi)− (ξ −m0)>Λ(ξ −m0)
}
,
which is further equivalent to
∃||ζ||∗ ≤ 1, s.t.
[
Λ+A 1
2
λζ − Λm0
( 1
2
λζ − Λm0)> −λζ>ξˆi +m>0 Λm0 + yi
]
0.
Replacing λζ by ζ we obtain the result. uunionsq
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