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โดยใชวิธี TF-IDF และโครงขายประสาทเทียม (The TF-IDF and Neural Networks Approach 
for Translation Initiation Site Prediction: TF-IDF-NN-TIS) เพ่ือเพ่ิมคาความถูกตองการ
ทํานายจุดเร่ิมตนการแปลรหัส ซ่ึงแบบจําลองแบงสายพันธุกรรมเปนสายพันธุกรรมยอย จากน้ัน
สรางลักษณะเฉพาะโดยใชเทคนิค n-แกรม ทั้งในสวนอัพสตรีมและดาวนสตรีมแยกจากกัน 
กําหนดคาลักษณะเฉพาะดวยคา TF-IDF เลือกลักษณะเฉพาะดวยเทคนิคการเลือก
ลักษณะเฉพาะสหสัมพันธ ประเมินผลการทดสอบแบบไขวเปลี่ยน k  กลุม โดยแบบจําลองที่
นําเสนอมี 5 ขั้นตอน คือ 1) การแบงสายพันธุกรรม 2) การสรางลักษณะเฉพาะ n-แกรม 3) การ
เลือกลักษณะเฉพาะ 4) การสรางลักษณะเฉพาะรูปแบบคอนเซนซัส และ 5) การทํานายผลลัพธ 
วิทยานิพนธน้ีไดทําการพัฒนาโปรแกรมโดยใชภาษา MATLAB ชุดขอมูลที่ใชในการทดลอง
ประกอบดวย ชุดขอมูล Vertebrate ชุดขอมูล Arabidopsis thaliana และชุดขอมูล TIS+50    
ผลการทดลองแสดงใหเห็นวาแบบจําลองที่นําเสนอมีประสิทธิภาพในการทํานายจุดเร่ิมตนการ
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The precise prediction of translation initiation site is an important task for 
the analysis of genomic sequence. This study aims to increase the accuracy for the 
prediction of translation initiation site using a TF-IDF-NN-TIS model (The TF-IDF and 
Neural Networks Approach for Translation Initiation Site Prediction). This study deals 
with segment genome sequence to subsequence. Then the study creates feature using      
n-gram techniques for both upstream and downstream. Determining feature value uses 
TF-IDF approach and feature selection by correlation-based feature selection method. 
Evaluation prediction results use k-fold cross validation. The TF-IDF-NN-TIS composes 
of 5 steps; step 1) sequence segmentation, step 2) feature generation with n-gram 
technique, step 3) feature selection, step 4) feature generation from consensus pattern, 
and step 5) translation initiation sites prediction. MATLAB has been used for the 
developing of the program. This study performs experiments on three different datasets 
that are Vertebrate, Arabidopsis thaliana, and TIS+50. The experimental result indicates 
that the proposed model has the good efficiency of translation initiation site prediction 
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ทางดานวิทยาศาสตรชีวภาพที่เก่ียวของกับขอมูลพันธุศาสตร และอณูชีววิทยา คือ ใชเวลาการ
ทํางานในหองปฏิบัติการ (Wet Lab) นาน ใชงบประมาณในการวิจัยสูง มีขั้นตอนในการศึกษาที่
ซับซอน และตองการความชํานาญของผูเชี่ยวชาญเฉพาะดาน เพ่ือใหไดขอมูลหรือผลการศึกษา
ที่ตองการ จึงไดมีการนําศาสตรทางดานชีวสารสนเทศศาสตร (Bioinformatics) เขามาชวยใน
ขั้นตอนการดําเนินงานในหองปฏิบัติการ ชีวสารสนเทศศาสตรเปนสาขาที่ใชความรูจาก
คณิตศาสตร สถิติ สารสนเทศ และวิทยาการคอมพิวเตอร เพ่ือแกปญหาทางชีววิทยา (Dana, 
2006; Ray et al., 2005) 
สิ่งมีชีวิตทั้งหมดมีโปรตีนเปนองคประกอบสวนใหญ โปรตีนมีบทบาทสําคัญยิ่ง
ในการเปนตัวกําหนดหนาที่ และรูปรางของเซลลในแตละสวนของ การวิเคราะหสายพันธุกรรม 
(Genome Sequence Analysis) ทําใหทราบบริเวณที่มีรหัสสําหรับการสรางโปรตีน (Coding 
Region) จึงเปนงานที่นักวิจัยใหความสําคัญ การหาบริเวณที่มีรหัสสําหรับการสรางโปรตีน
สามารถทําไดโดยการหา Open Reading Frame หรือ ORF ที่เร่ิมตนดวยโคดอนเริ่มตน (Start 
Codon) หรือจุดเร่ิมตนการแปลรหัส (Translation Initiation Sites: TIS) และส้ินสุดที่โคดอน
หยุด (Stop Codon) จากน้ันตองการทําการวิเคราะหวา ORF ที่ไดเปนยีนที่สามารถแปลรหัส
เปนโปรตีน หรือเปนเพียงลําดับนิวคลีโอไทดชวงหนึ่งที่ตั้งตนดวยโคดอนเริ่มตน และสิ้นสุดที่โค
ดอนหยุด (บุรชัย  สนธยานนท, 2542) การตรวจสอบวา ORF ที่หาไดน้ันเปนบริเวณที่มีรหัส
สําหรับการสรางโปรตีนอาจทําไดโดยการหาบริเวณที่เก่ียวของกับการควบคุมการแสดงออกของ
ยีน ตัวอยางเชน จุดเร่ิมตนการแปลรหัส บริเวณโปรโมเตอร (Promoter) หรือบริเวณที่เก่ียวของ
กับขั้นตอนการเชื่อมตออารเอ็นเอ (Splice Junction Site) 




ตัวอยางทั้งการเรียนรูแบบมีผูสอน (Supervised Learning) หรือ การเรียนรูแบบไมมีผูสอน
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(Unsupervised Learning) โดยที่ไมจําเปนตองทราบถึงความสัมพันธของขอมูลตางๆ อีกทั้งยัง





1.1  การตรวจเอกสาร  
 
งานวิจัยที่เก่ียวของกับงานวิจัยน้ีแบงออกไดเปน 3 สวน คือ อณูชีววิทยา 
(Molecular Biology) เทคนิค n-แกรม (n-Gram) การเลือกลักษณะเฉพาะ (Feature Selection) 
และโครงขายประสาทเทียม (Neural Networks) 
 
1.1.1 อณูชีววิทยา 
อณูชีววิทยา เนนการศึกษาโครงสรางและการทํางานของยีน (Gene) ซ่ึงเปน
รหัสพันธุกรรมบนสายพันธุกรรม ในระดับตางๆ จนไดเปนโปรตีน 
1) ดีเอ็นเอ (DNA) คือ ชื่อยอของสารพันธุกรรมที่มีชื่อทาง
วิทยาศาสตรวา “กรดดีออกซีไรโบนิวคลีอิก” (Deoxyribonucleic Acid: DNA) เปนสารพันธุกรรม
ที่กําหนดรหัสพันธุกรรมของสิ่งมีชีวิตทุกชนิด ไดแก คน สัตว พืช เชื้อรา แบคทีเรีย และไวรัส 
เปนตน ดีเอ็นเอประกอบดวย นิวคลีโอไทดหลาย ๆ นิวคลีโอไทดมาเรียงตอกัน แตละ            
นิวคลีโอไทดประกอบดวยน้ําตาล ฟอสเฟต และเบส ซ่ึงเบสในดีเอ็นเอมี 4 ชนิด ไดแก เบสอะดี
นิน (Adenine: A) เบสไทมีน (Thymine: T) เบสไซโตซีน (Cytosine: C) และเบสกัวนีน 
(Guanine: G) ตามลําดับ (อมรา  คัมภิรานนท, 2542; ประดิษฐ  พงศทองคํา, 2543) ยีนเปน
สายดีเอ็นเอสั้น ๆ ที่กําหนดและควบคุมลักษณะตาง ๆ ของสิ่งมีชีวิต ทําหนาที่กําหนดชนิดของ
โปรตีนที่เซลลสังเคราะหขึ้นเพ่ือนําไปใชในกิจกรรมภายในเซลล 
2) โปรตีน (Protein) เปนสารอินทรียซ่ึงพบไดในสิ่งมีชีวิตทุก
ชนิด มีโครงสรางซับซอนและมีมวลโมเลกุลมากโปรตีนมีหนวยยอยคือ กรดอะมิโน เรียงตอกัน
ดวยพันธะเปปไทด โปรตีนมีหนาที่สําคัญตอโครงสรางและกิจกรรมภายในเซลลของสิ่งมีชีวิตทุก
ชนิด กระบวนการสรางโปรตีนมี 2 กระบวนการคือ กระบวนการถายสําเนา (Transcription) และ
กระบวนการแปลรหัส (Translation) โดยเริ่มตนเปนการนําขอมูลที่เก็บอยูในดีเอ็นเอถายสําเนา
ไปเปนอารเอ็นสื่อสาร หรือเอ็มอารเอ็นเอ (messenger RNA: mRNA) จากน้ัน mRNA ก็เขาสู
กระบวนการแปลรหัสไปเปนโปรตีน (อมรา  คัมภิรานนท, 2542) รหัสพันธุกรรมของกรดอะมิโน
หน่ึงตัวประกอบดวย 3 นิวคลีโอไทด เรียกวา โคดอน (Codon) กระบวนการแปลรหัสพันธุกรรม
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บนสาย mRNA ไปเปนโปรตีนจะเริ่มตนที่จุดเร่ิมตนการแปลรหัส (บุรชัย และคณะ, 2542;     
อุไรวรรณ  วิจารณกุล, 2545) มีรหัสพันธุกรรมเปน โคดอน ATG สําหรับกระบวนการแปลรหัส
พันธุกรรมตามแบบจําลองการตรวจสอบไรโบโซม (Kozak, 1978; Cigan et al., 1988; Kozak, 
1989) สมมติใหไรโบโซมเริ่มตนตรวจสอบสาย mRNA จากปลาย 5'  ไปยังปลาย 3'  จนกระทั่ง
เจอจุดเร่ิมตนการแปลรหัสพันธุกรรมจึงเริ่มตนแปลรหัสพันธุกรรม และหยุดการแปลรหัส
พันธุกรรมเม่ือเจอโคดอนหยุด (Stop Codon) ไดแก โคดอน TAA TAG หรือ TGA 
การดําเนินการวิเคราะหสายพันธุกรรมเพ่ือระบุจุดเร่ิมตนการ
แปลรหัสเปนงานที่นักวิจัยใหความสําคัญ งานวิจัยแรกนําเสนอการระบุจุดเร่ิมตนการแปลรหัส
ของสายดีเอ็นเอ E. coli (Stormo et al., 1982) ตอมาประยุกตใชเทคนิคเมตริกซนํ้าหนักเพ่ือ
คนหารูปแบบโดยทั่วไปที่อยูรอบ ๆ จุดเร่ิมตนการแปลรหัสในเซลลยูคารีโอต โดยคนพบลักษณะ
เดน คือ GCC[AG]CCATGG เรียกวารูปแบบคอนเซนซัส (Kozak, 1987) ซ่ึงเปนจุดเร่ิมตนของ
การนําวิธีการทางสถิติเขามาชวยในการทํานายจุดเร่ิมตนการแปลรหัส ป ค.ศ. 1997 เร่ิมมีการ
ประยุกตโครงขายประสาทเทียมสําหรับการทํานายจุดเร่ิมตนการแปลรหัสในสายดีเอ็นเอสัตวมี
กระดูกสันหลังและสายดีเอ็นเอของพืช โดยสรางชุดขอมูล Vertebrate และชุดขอมูล 
Arabidopsis thaliana (Pedersen and Neilsen, 1997) ตามลําดับ ชุดขอมูลทั้งสองไดจาก
ฐานขอมูล GenBank ของ National Center of Biotechnology Information หรือ NCBI (NCBI, 
1988) Hatxigeorgiou (Hatzigeorgiou, 2002) ประยุกตโครงขายประสาทเทียมตามแบบจําลอง
การตรวจสอบไรโบโซมเพื่อทํานายจุดเร่ิมตนการแปลรหัสของมนุษย สําหรับการประยุกต
ขั้นตอนวิธีเรียนรูของเครื่องอ่ืนๆ เพ่ือการทํานายจุดเร่ิมตนการแปลรหัสดวย ไดแก การประยุกต 
Support Vector Machine สําหรับการทํานายจุดเร่ิมตนการแปลรหัสของสัตวมีกระดูกสันหลัง
โดยใชชุดขอมูล Vertebrate (Zien et al., 2000) การประยุกตเทคนิคเหมืองขอมูลหลายๆ 
เทคนิคเพ่ือปรับปรุงประสิทธิภาพการทํานายจุดเร่ิมตนการแปลรหัสของสัตวมีกระดูกสันหลังโดย
ใชชุดขอมูล Vertebrate (Zeng et al., 2002) เพ่ือพัฒนาประสิทธิภาพการทํานายจุดเร่ิมตนการ
แปลรหัสใหดียิ่งขึ้นจึงไดมีการพัฒนาเทคนิคการเขารหัสแบบ n-แกรม ของสายโปรตีนรวมกับ
เทคนิค Support Vector Machine และตนไมตัดสินใจเพื่อทํานายจุดเร่ิมตนการแปลรหัส      
(Liu et al., 2004) Tzanis และคณะ (Tzanis et al., 2005; Tzanis et al., 2006; Tzanis and 
Vlahavas, 2006) นําเสนอลักษณะเฉพาะใหมซึ่งแตกตางจากลักษณะเฉพาะของงานวิจัยที่
ศึกษากอนหนาเพ่ือการทํานายจุดเร่ิมตนการแปลรหัสดวยขนาดหนาตาง 201 นิวคลีโอไทด 
เทคนิคอ่ืนๆ สําหรับการทํานายจุดเร่ิมตนการแปลรหัส ตัวอยางเชน แบบจําลองเกาสเซียนผสม 
(Li et al., 2005) เปนตน 
1.1.2 เทคนิค n-แกรม (n-gram Technique)  
เน่ืองจากขอมูลสายพันธุกรรมอยูในรูปของสายอักขระ (Text Sequences) น่ัน







นักวิจัย (Zeng et al., 2002) ประยุกตเทคนิค n-แกรมของสายดีเอ็นเอเพื่อระบุ
จุดเร่ิมตนการแปลรหัสสําหรับชุดขอมูล Vertebrate โดยกําหนดคา n  เทากับ 3, 4, และ 5 ได
คาความถูกตองเทากับ 90.00% งานวิจัยน้ีถูกพัฒนาตอโดย Liu และคณะ (Liu et al., 2004) ซ่ึง
ใชวิธีเขารหัส n-แกรมของกรดอะมิโนรวมกับ Support Vector Machine เพ่ือทํานายจุดเร่ิมตน
การแปลรหัสของชุดขอมูล Vertebrate ไดคาความถูกตองเทากับ 92.45% ในป ค.ศ. 2005 
Tzanis และคณะ (Tzanis, 2005) ประยุกตเทคนิค n-แกรม กําหนดคา n  เทากับ 3 ถึง 6 พบวา 
คา n  ที่มากกวาหรือเทากับ 3 ไมชวยเพิ่มประสิทธิภาพการทํานายจุดเร่ิมตนการแปลรหัสของ
ชุดขอมูล Vertebrate  









แบงออกเปนสองสวน ไดแก สวนแรกใชในกระบวนการคนหารูปแบบ หรือความสัมพันธจาก
ขอมูล เรียกขอมูลสวนนี้วา ชุดสอน (Training Set) และสวนที่สองใชตรวจสอบความถูกตองของ
รูปแบบ เรียกขอมูลสวนนี้วา ชุดทดสอบ (Test Set) เทคนิคที่นํามาใชในการเลือก
ลักษณะเฉพาะไดแก เทคนิคการเลือกลักษณะเฉพาะสหสัมพันธ (Hall and Smith, 1997;    
Hall, 2000) เทคนิคไคสแควร (Li and Leong, 2005) เทคนิคอัตราสวนเกน (Kantardzic, 2003) 
และเทคนิครีลีฟ-เอฟ (Marko and Igor, 2003)  
ตัวอยางงานวิจัยของเทคนิคการเลือกลักษณะเฉพาะ เชน การประยุกตเทคนิค
การเลือกลักษณะเฉพาะสหสัมพันธเพ่ือคนหาลักษณะเฉพาะสําคัญที่ไดจากเทคนิค n-แกรม เพ่ือ
ทํานายจุดเร่ิมตนการแปลรหัสในสัตวมีกระดูกสันหลังโดยใชชุดขอมูล Vertebrates (Zeng et al., 
2002) การประยุกตเทคนิคไคสแควร และเทคนิคอัตราสวนเกน เพ่ือเลือกลักษณะเฉพาะที่สราง
ตามแบบจําลองตนแบบการตรวจสอบไรโบโซม (Tzanis et al., 2006) เปนตน 
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(Pedersen and Nielsen, 1997) การพัฒนาซอฟตแวร DIANA-TIS ซ่ึงใชโครงขายประสาท
เทียม 2 โครงขายสําหรับทํานายจุดเร่ิมตนการแปลรหัสสําหรับสายพันธุกรรมมนุษย โดยใช
หลักการของตนแบบการตรวจสอบไรโบโซม (Hatzigeorgiou, 2002) การใชโครงขายประสาท
เทียมรวมกับเทคนิคการจําแนกประเภทอ่ืน เพ่ือปรับปรุงการทํานายจุดเร่ิมตนการแปลรหัส
สําหรับขอมูล Vertebrate (Zeng et al., 2002) Liu และคณะ (Liu et al., 2006) ศึกษาปญหาการ
ระบุลักษณะเดนของสายพันธุกรรมและสายโปรตีนดวยโครงขายประสาทเทียม Conilione และ 
Wang (Conilione and Wang, 2005) ใชโครงขายประสาทเทียมเพ่ือคนหาลักษณะเดนของ
ตําแหนงโปรโมเตอรในสายพันธุกรรมของ E. coli ซ่ึงแบบจําลองที่ไดสามารถระบุลักษณะเดนที่
















ชุดขอมูล 3 ชุดขอมูลไดแก 
1) ชุดขอมูล Vertebrate  
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2) ชุดขอมูล Arobidopsis thaliana 
3) ชุดขอมูล TIS+50 
 
1.4  ขั้นตอนและระยะเวลาการดําเนินงาน  
 














ภาพประกอบ 1.1 แบบจําลองการทํานายจุดเร่ิมตนการแปลรหัสโดยใชโครงขายประสาทเทยีม 
ข้ันตอนที่ 1: การแบงสายพันธุกรรม  
ข้ันตอนที่ 2: การสรางลักษณะเฉพาะ n-แกรม  
ข้ันตอนที่ 3: การเลือกลกัษณะเฉพาะ 
ข้ันตอนที่ 4: การสรางลักษณะเฉพาะรูปแบบคอนเซนซัส 
ข้ันตอนที่ 5: การทํานายผลลัพธ 
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1.4.2 ระยะเวลาการดําเนินงานสามารถแสดงดังตารางที่ 1.1    
 




1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 
1. ศึกษางานวิจัยและเอกสารที่
เกี่ยวของ                 
2. ศึกษาเทคโนโลยีและเคร่ืองมือ
สนับสนุน                 
3. วิเคราะหและออกแบบ                 
4. เตรียมขอมูล                 
5. พัฒนาโปรแกรม                 
6. ทดสอบและติดต้ังโปรแกรม                 
7. จัดทําเอกสารและเขียน
ผลงานวิจัย 
                
8. จัดทําเอกสารวิทยานิพนธ                 
 
1.5 สถานที่ และเคร่ืองมือ 
 
1.5.1 สถานที่ 




1) ดานฮารดแวร  
เคร่ืองคอมพิวเตอรสวนบุคคล หนวยความจําหลัก 1 กิกะไบต 
ฮารดดิสก 80 กิกะไบต หนวยประมวลผลกลางรุน Intel(R) Core(TM) 2 ความเร็วการ
ประมวลผล 1.86 กิกะเฮิรต จํานวน 1 เคร่ือง สําหรับพัฒนาโปรแกรม และทดสอบ  
2) ดานซอฟตแวร 
- ระบบปฏิบัติการ Microsoft Windows XP 
- โปรแกรมประยุกต MATLAB 7.0 













บทที่ 2  
 
ทฤษฎีที่เก่ียวของกับการสรางแบบจําลองการทํานายจุดเริ่มตนการแปลรหสั              




จุดเริ่มตนการแปลรหัสพันธุกรรมโดยใชวิธี TF-IDF และโครงขายประสาทเทียม ประกอบดวย  
1) อณูชีววิทยา ซ่ึงเปนความรูพ้ืนฐานเกี่ยวกับดีเอ็นเอ ยีน และโปรตีน 2) ฟาสต-เอ เปนรูปแบบ
การจัดเรียงสายพันธุกรรมในรูปขอความ 3) n-แกรม (n-gram) เปนวิธีการแปลงสายอักขระให
อยูในรูปแบบที่สามารถนําไปใชคํานวณกับโครงขายประสาท-เทียมได 4) TF-IDF (Term 
Frequency and Inverse Document Frequency) เปนวิธีการกําหนดคาความสามารถในการ
แบงแยกระหวางขอมูลกลุมบวกและลบ 5) เทคนิคการเลือกลักษณะเฉพาะ เปนการลดมิติขอมูล
โดยเลือกลักษณะเฉพาะที่มีนัยสําคัญสําหรับการสรางแบบจําลองโดยวิทยานิพนธน้ีเลือกใช
ทั้งหมด 4 เทคนิค คือ เทคนิคการเลือกลักษณะเฉพาะสหสัมพันธ (Correlation-based Feature 
Selection: CFS) เทคนิคไคสแควร (Chi-Square) เทคนิคอัตราสวนเกน (Gain Raio) และ 
เทคนิครีลีฟ-เอฟ (ReleifF) 6) โครงขายประสาทเทียม (Artificial Neural Networks) 
ประกอบดวยสถาปตยกรรม ประเภท รูปแบบการเรียนรูของโครงขายประสาทเทียม โดยใช
ขั้นตอนการวิธีการสงคายอนกลับ 7) การทดสอบแบบไขวเปลี่ยนแบบ k กลุมเปนการทดสอบ
ประสิทธิภาพของโครงขายประสาทเทียม และ 8) การประเมินคาประสิทธิภาพที่ไดจากการ









(Deoxyribonucleic Acid: DNA) ซ่ึงเปนกรดนิวคลีอิกที่พบในในกลางของเซลลทุกชนิด เชน 
มนุษย สัตว พืช เชื้อรา แบคทีเรีย ไวรัส เปนตน ผูคนพบดีเอ็นเอ คือ ฟรีดิช มีสเชอร ในป พ.ศ. 
 10 
2412 (ค.ศ. 1869) แตไมทราบวามีโครงสรางอยางไร จนกระทั่งในป พ.ศ. 2469 (ค.ศ. 1953) 
เจมส ดี .  วัตสัน และ ฟรานซิส คริก เปนผูคนพบโครงสรางของดี เ อ็นเอและนับเปน
จุดเริ่มตนของยุคเทคโนโลยีทางดีเอ็นเอ ดีเอ็นเอจะบรรจุขอมูลทางพันธุกรรมของสิ่งมีชีวิตชนิด
น้ันไว ซ่ึงมีลักษณะที่เกิดจากการผสมผสานมาจากลักษณะพันธุกรรมของสิ่งมีชีวิตรุนบรรพบุรุษ 
เชน ปูและยา ตาและยาย หรือพอและแม และถายทอดลักษณะทางพันธุกรรมซึ่งเกิดการ
ผสมผสานไปยังสิ่งมีชีวิตรุนถัดไป คือ ลูกและหลาน  
ลักษณะโครงสรางของดีเอ็นเอมีรูปรางเปนสายเกลียวคู (Double Helix) แสดง
ดังภาพประกอบ 2.1 แตละขางเปนการเรียงตัวของลําดับนิวคลีโอไทด (Nucleotide) หลายๆนิ
วคลีโอไทดมาตอกัน แตละ  นิวคลีโอไทดประกอบดวยหนวยยอย 3 หนวย คือ 1) นํ้าตาล       
ดีออกซีไรโบส (Deoxyribose Sugar) 2) กรดฟอสโฟริก และ 3) ไนโตรจีนัสเบส (Nitrogenous 
Base) สําหรับไนโตรจีนัสเบส แบงออกเปน 2 กลุม คือ a) เบสพิวรีน มี 2 ชนิดไดแก อะดินิน 
(Adenin) อักษรยอเปน A และกัวนิน (Guanine) อักษรยอเปน G และ b) ไพริมิดิน 
(Pyrimedine Base) มี 2 ชนิดไดแก ไทมิน (Thymine) อักษรยอเปน T และไซโตซิน 
(Cytosine) อักษรยอเปน C ในปฏิกิริยาการจับคูของเบสนั้น G จับคูกับ C ขณะที่ A จับคูกับ T 
(ประดิษฐ  พงศทองคํา, 2543) 
 
 








สังเคราะหขึ้นเพ่ือนําไปใชในกิจกรรมตาง ๆ ภายในเซลล ลําดับนิวคลีโอไทดในยีนหน่ึง ๆ เปน
ตัวกําหนดการเรียงตัวของกรดอะมิโนชนิดตาง ๆ ของโปรตีน รหัสพันธุกรรมของกรดอะมิโน 1 
ตัวประกอบดวยนิวคลีโอไทดจํานวน 3 นิวคลีโอไทด เรียกวา โคดอน (Codon) สําหรับรหัส
พันธุกรรมที่เปนไปไดทั้งหมดของกรดอะมิโนเทากับ 64 ชนิด โดยการแปลรหัสพันธุกรรมมี
คุณสมบัติ ไดแก 1) ไมมีการเหลื่อมหรือซอนกันของเบส ไมเวนหรือขามเบส 2) รหัสพันธุกรรม
หลายรหัสสามารถกําหนดกรดอะมิโนตัวเดียวกันได 3) รหัสพันธุกรรมบางรหัสไมทําหนาที่
กําหนดกรดอะมิโนตัวใดเลย 4) รหัสพันธุกรรมที่กําหนดกรดอะมิโนแตละชนิดนั้นเหมือนกันใน
สิ่งมีชีวิตทุกชนิด และ 5) การแปลรหัสพันธุกรรมบนเอ็มอารเอ็นเอมีทิศทางจากปลาย 5'  ไปยัง
ปลาย 3'  
 
2.1.2 โปรตีน  
โปรตีน เปนสารอินทรียซ่ึงพบไดในสิ่งมีชีวิตทุกชนิด มีโครงสรางซับซอนและมี
มวลโมเลกุลมากโปรตีนมีหนวยยอยคือ กรดอะมิโน เรียงตอกันดวยพันธะเปปไทด โปรตีนมี
หนาที่สําคัญตอโครงสรางและกิจกรรมภายในเซลลของสิ่งมีชีวิตทุกชนิด รวมทั้งไวรัสดวย
โปรตีนหลายชนิดทําหนาที่เปนเอนไซมหรือหนวยยอยของเอนไซม สวนโปรตีนอ่ืนทําหนาที่




ไดเอง (อมรา คัมภิรานนท, 2542) สําหรับเซลลสิ่งมีชีวิตชั้นสูง (Eukaryote Cell) 
กระบวนการสรางโปรตีนมี 2 กระบวนการคือ กระบวนการถายสําเนา 
(Transcription) และกระบวนการแปลรหัส (Translation) โดยเริ่มตนเปนการนําขอมูลที่เก็บอยู
ในดีเอ็นเอถายสําเนาไปเปนอารเอ็นสื่อสาร หรือเอ็มอารเอ็นเอ (messenger RNA หรือ mRNA) 
จากนั้นเอ็มอารเอ็นเอก็เขาสูกระบวนการแปลรหัสไปเปนโปรตีน (อมรา คัมภิรานนท, 2542) 
แสดงดังภาพประกอบ 2.2 กระบวนการแปลรหัสพันธุกรรมบนลําดับเอ็มอารเอ็นเอไปเปน
โปรตีนจะเริ่มตนที่จุดเริ่มตนการแปลรหัส (Translation Initiation Sites หรือ TIS) (บุรชัย และ
คณะ, 2542; อุไรวรรณ  คัมภิรานนท, 2545) ซ่ึงมีรหัสพันธุกรรมเปนโคดอน ATG (หรือ AUG 
บนสายเอ็มอารเอ็นเอ) สําหรับกระบวนการแปลรหัสพันธุกรรมตามแบบจําลองการตรวจสอบ  
ไรโบโซม (Kozak, 1979; Cigan, 1988; Kozak, 1989) น้ันสมมติใหไรโบโซมเริ่มตนตรวจสอบ




(Stop Codon) ไดแกโคดอน TAA TAG หรือ TGA สําหรับนิวคลีโอไทดดานซายของจุดเริ่มตน
การแปลรหัสเรียกวา อัพสตรีม (Upstream) และ นิวคลีโอไทดดานขวาของจุดเริ่มตนการแปล
รหัส เรียกวา ดาวนสตรีม (Downstream) แสดงดังภาพประกอบ 2.3  
ภาพประกอบ 2.2 โครงสรางพื้นฐานการสรางโปรตีนของเซลลยูคารโีอต 
(ดัดแปลงจาก: Computational Systems Biology Laboratory, 2004) 
 
 
ภาพประกอบ 2.3 การแบงสายพันธุกรรมดวยขนาดหนาตาง 303 นิวคลีโอไทด 
 
จากภาพประกอบ 2.3 แสดงลําดับดีเอ็นเอยอยของหนาตางขนาด 303          
นิวคลีโอไทดที่มีโคดอน ATG อยูกึ่งกลาง กําหนดใหนิวคลีโอไทด A ของ โคดอน ATG เปน
ตําแหนง +1 สําหรับสวนอัพสตรีมจะเริ่มตนที่ตําแหนง -1 และลดลงเรื่อยๆไปดานซาย สําหรับ
สวนดาวนสตรีมจะเร่ิมตนที่ตําแหนง +4 และเพ่ิมขึ้นเรื่อยๆไปดานขวา ทั้งนี้สายดีเอ็นเอมี      
โคดอน ATG หลายตําแหนง ซ่ึงโคดอน ATG ที่เปนจุดเริ่มตนการแปลรหัสสวนใหญจะอยู
ตําแหนงแรกใกลปลาย 5'  อยางไรก็ตามมีขอยกเวนที่โคดอน ATG แรกไมเปนจุดเริ่มตนการ
แปลรหัส (Kozak, 1996; Kozak, 2002; Dever, 2002) เน่ืองจากโคดอน ATG แรกมีบริบทรอบ 
ๆ ไมเหมาะสม หรือ ขนาดของ Open Reading Frame (ORF) มีความยาวนอย หรือ ไรโบโซม
ผูกติดครั้งแรกที่โคดอน ATG ที่เปนจุดเริ่มตนการแปลรหัสโดยตรง  
 
…..AGAGTCAAGAGTTTTAGCGATGACATCTTCATTTTTCT......TGG 
 Upstream  Downstream  
       






Translation Initiation Site Stop Codon 
Window size of 303 nucleotides 
Transcription 
Translation 
    5'          exon     intron        exon       intron       exon                     3'  
DNA : A, C, G, T 
mRNA: A, C, G, U 
Protein 
TIS: ATG          Stop Codon:           TAA, TAG, TGA 
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2.2 ฟาสต-เอ (FASTA) 
 
ฟาสต-เอ (FASTA) ยอมาจากคําวา FAST-All โดยคําวา “All” หมายถึง การ
รวมการจัดเรียงฟาสต-พี (FAST-P) ซ่ึงเปนการจัดเรียงของโปรตีน และการจัดเรียงแบบฟาสต-
เอ็น (FAST-N) ซ่ึงเปนการจัดเรียงของนิวคลีโอไทด โดยรูปแบบฟาสต-เอจะจัดเก็บขอมูลแบบ
ไฟลขอความ นามสกุลของฟาสต-เอ คือ *.fasta โครงสรางการเก็บขอมูลแบบฟาสต-เอ
ประกอบดวย 2 สวนหลัก คือ สวนหัวของสายพันธุกรรม (Header of Sequences) ขึ้นตนดวย
สัญลักษณ “>” ตามดวยชื่อสายพันธุกรรม (Sequence Name) และสวนของขอมูลหรือลักษณะ
ของขอมูลสายพันธุกรรม (Sequence Detail) จะขึ้นบรรทัดใหม (Claveric and Notredame, 
2003) แสดงไดดังภาพประกอบ 2.4  
 
ภาพประกอบ 2.4 โครงสรางการจัดเก็บขอมูลแบบฟาสต-เอ 
 
จากภาพประกอบ 2.4 แสดงตัวอยางการเก็บขอมูลแบบฟาสต-เอ ของสาย
พันธุกรรม gi|1624855|gb|AA082798.1| ประกอบดวยสวนหัวของสายพันธุกรรมจะระบุ
หมายเลขสายพันธุกรรม (Sequence ID) คือ “gi|1624855” รหัสอางอิง (Accession Number) 
คือ “gb|AA082798.1” และคําอธิบายสายพันธุกรรม (Description) คือ “zn41e03.r1 
Stratagene endothelial cell 937223” และสามารถดาวนโหลดสายพันธุกรรมไดจากฐานขอมูล 















  สวนหัว 
หมายเลข รหัสอางอิง คําอธิบาย 
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2.3 เทคนคิ n- แกรม (n-Gram)  
 
กําหนดสายอักขระ 1 2 NS = s ,s ,…,s  และอักขระ i 1 2 ms {A ,A ,…,A }∈  เม่ือ          
i =1,2,…,N  กําหนด N  คือ ความยาวของสายอักขระ S  และ m  คือ จํานวนของอักขระ 
รูปแบบ n-แกรมของสายอักขระ S  คือ สายอักขระยอยของอักขระ is  ที่เรียงตอกัน ซ่ึงมีความ
ยาวเทากับ n  โดยรูปแบบที่เปนไปไดทั้งหมดของ n-แกรม เทากับ mn รูปแบบ ตัวอยางเชน 
กําหนดสายอักขระ S  = AACCAGT และอักขระ is ∈ {A, C, G, T} จะได N  เทากับ 7 และ 
m  เทากับ 4 ดังน้ัน 1-แกรม คือ A C G และ T และ 2-แกรม คือ AA AC CC CA AG และ GT 
โดย 2-แกรมมีรูปแบบที่เปนไปไดทั้งหมดเทากับ 16 (42 = 16) รูปแบบ 
การทํางานของ n-แกรม คือ เลื่อนหนาตางของอักขระไปบนสายอักขระ S  
ทั้งหมด n  ตัว และในแตละครั้งที่ทําการเลื่อนหนาตางนั้นลําดับยอยขนาด n  อักขระจะถูกสกัด
ออกมา เทคนิค n-แกรมมี 2 แบบไดแกเทคนิค n-แกรมแบบทุกเฟรม (Any-frame) และเทคนิค 
n-แกรมแบบอิน-เฟรม (In-frame)  
สําหรับเทคนิค n-แกรม แบบทุกเฟรม มีหลักการทํางาน คือ เลื่อนหนาตางไป
บนสายอักขระ S  ทุกอักขระ รูปแบบที่สกัดไดจะมีคาเทากับ N - n +1 รูปแบบ (Saidi, 2007) 
ตัวอยางเชนกําหนดสายอักขระ S  = AAGGGCCTAG ซ่ึงมีความยาวเทากับ 10 (N  = 10) 
อักขระ ถาตองการสราง 2-แกรม ( n  = 2) ดังน้ันจะมีชุดขอมูลที่สกัดไดเทากับ 9 (10-2+1 = 9) 
รูปแบบ ไดแก AA AG GG GG GC CC CT TA และ AG  
สําหรับเทคนิค n-แกรม แบบอิน-เฟรม มีหลักการทํางาน คือ เลื่อนหนาตางไป
บนสายอักขระ S โดยขามอักขระที่หนาตางเลื่อนผาน รูปแบบที่สกัดไดจะมีคาเทากับ N/n  
รูปแบบ ตัวอยางเชนกําหนดใหลําดับคือ “AAGGGCCTAG” ซ่ึงมีความยาวเทากับ 10          
(N  = 10) อักขระ ถาตองการสราง 2-แกรม ( n  = 2) ดังน้ันจะมีชุดขอมูลที่สกัดไดเทากับ 5 
(10/2 = 5) รูปแบบ ไดแก AA GG GC CT และ AG  
 
2.4 TF-IDF (Term Frequency and Inverse Document Frequency) 
 




คอมพิวเตอรสามารถใชในการเรียนรูได ขั้นตอนในการแปลงเอกสาร เรียกวา การทําดัชนี 







กําหนดใหเซตเอกสาร (Document) 1 2 ND = {d , d , …, d }  มีจํานวนเอกสาร
ทั้งหมดเทากับ N  และเซตของคํา (Term) 1 2 MT = {t , t , …, t }  การแสดงความสัมพันธ
ระหวางแตละเอกสาร id  และคํา jt  แทนดวยเวคเตอร (Vector) i i,1 i,2 i,MV  = {v , v , …, v }  
สําหรับวิธีการหาคา i,jv  ที่นิยมใช ไดแก คาความถี่ (Frequency) และ คา TF-IDF  
1) คาความถี่ เปนการนับจํานวนครั้งของ jt  ที่ปรากฏใน
เอกสาร id  ดังสมการที่ (2.1) หมายความวา ถารูปแบบ jt  ปรากฏในเอกสาร id  บอยก็จะมี
ความเกี่ยวของกับเรื่องในเอกสาร id  มาก  
 
 i, j i, jv = f    (2.1) 
 
กําหนดให i,jf  คือ ความถี่ของคํา jt  ที่ปรากฏในเอกสาร 
id  
2) คา TF-IDF เปนการพิจารณาความสามารถในการแบงแยก
ของคํา jt  ในเอกสาร id  จากความถี่ของคํา jt  ในเอกสาร id  และ อัตราสวนกลับของจํานวน
เอกสารทั้งหมดกับจํานวนเอกสารที่มีคํา jt  ดังสมการที่ (2.2) หมายความวา หากรูปแบบ jt  มี
ปรากฏในทุกเอกสาร id   แลวรูปแบบ jt  ก็ไมสามารถแบงแยกเอกสารได 
 
 i, j i, j 2
j
N
v = f  lo g ( )
n
 ×  (2.2) 
กําหนดให N  คือ จํานวนเอกสารทั้งหมด 







2.5 เทคนคิการเลือกลักษณะเฉพาะ  
 
2.5.1 เทคนิคการเลือกลักษณะเฉพาะสหสัมพันธ  
เทคนิคการเลือกลักษณะเฉพาะสหสัมพันธ (Correlation-based Feature 
Selection: CFS) (Hall and Smith, 1997; Hall, 2000) เปนการเลือกลักษณะเฉพาะที่เกี่ยวของ
กับคลาสโดยใชการคนหาฮิวริสติก หลักการทํางาน คือ สรางกลุมลักษณะเฉพาะยอย k 
คํานวณหาคาความสัมพันธระหวางลักษณะเฉพาะกับลักษณะเฉพาะ และความสัมพันธระหวาง
ลักษณะเฉพาะกับคลาสดวยคาสหสัมพันธของเพียรสัน ดังสมการที่ (2.3) จากนั้นคํานวณหา
คาฮิวริสติกสําหรับแตละกลุม ดังสมการที่ (2.4) ถาคาฮิวริสติกสูง หมายถึง ลักษณะเฉพาะมี
ความสัมพันธกับคลาสสูง และมีความสัมพันธระหวางลักษณะเฉพาะกับลักษณะเฉพาะนอย 
 
 xy 2 2 2 2
xy - nxyr =





 กําหนด xyr  คือ สัมประสิทธิ์สหสัมพันธสําหรับตวัแปร x และ y  
  x  คือ ขอมูลตอเน่ืองตัวแปรที่ 1 
  y  คือ ขอมูลตอเน่ืองตัวแปรที่ 2  









กําหนด SMerit คือ คาฮิวริสติกของกลุมลักษณะเฉพาะ S  
 cfr  คือ คาเฉลี่ยสหสัมพันธระหวางลักษณะเฉพาะกับคลาส 
 ffr  คือ คาเฉลี่ยสหสัมพันธระหวางลักษณะเฉพาะกับ
ลักษณะเฉพาะ 
 
2.5.2 เทคนิคไคสแควร (Chi-Square) 
เปนเทคนิคที่ใชคาไคสแควรซ่ึงเปนคาทางสถิติหาความสัมพันธระหวาง
ลักษณะเฉพาะกับคลาส เพ่ือจัดลําดับลักษณะเฉพาะตามคานัยสําคัญทางสถิติ (Li and Leong, 




2m n ij ij2
i=1 j=1 ij
(A - E )
=
E
χ ∑ ∑  (2.5) 
 
กําหนด ijA  คือ ความถี่จริงของตัวอยางที่มีคาที่ i  และคลาสที่ j   
 ijE  คือ ความถี่คาดหวังของตัวอยางที่มีคาที่ i  และคลาสที่ j  หรือ 
ความถี่คาดหวังของ ijA  คํานวณดังสมการที่ (2.6) 
 m  คือ จํานวนคาของลักษณะเฉพาะ 








กําหนด Ri  คือ จํานวนตัวอยางทั้งหมดที่มีคาลักษณะเฉพาะที่ i   
 C j  คือ จํานวนตัวอยางทั้งหมดที่อยูในคลาสที่ j  





2.5.3 เทคนิคอัตราสวนเกน (Gain Ratio) 
เปนเทคนิคการเลือกลักษณะเฉพาะที่ใชการประเมินคาลักษณะเฉพาะดวยคา
อัตราสวนเกน ซ่ึงวัดความสัมพันธของลักษณะเฉพาะที่จะปรับสเกลตามคาลักษณะเฉพาะที่
สนใจกับคลาส การหาคาอัตราสวนเกนคํานวณไดดังสมการที่ (2.7) 
 




กําหนด X    คือ ลักษณะเฉพาะ 
 Y   คือ คลาส 
 H(X)  คือ คาเอนโทรปของ X  
 H(Y)  คือ คาเอนโทรปของ Y  
 H(Y|X)  คือ คาเอนโทรปของ Y  ภายใตเง่ือนไข X  
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  การหาคา H(Y)  แสดงไดดังสมการที่ (2.8) และการหาคา H(Y|X)  แสดงไดดัง
สมการที่ (2.9) 
 
 2( ) ( ) log ( ( ))
y Y
H Y p y p y
∈
= −∑  (2.8) 
 
 2( | ) ( ) ( | ) log ( ( | ))
x X y Y
H Y X p x p y x p y x
∈ ∈
= −∑ ∑  (2.9) 
 
กําหนด p(y)  คือ ความนาจะเปนของ y  
 p(x)  คือ ความนาจะเปนของ x  
 p(y|x)  คือ ความนาจะเปนของ y  เม่ือรู x  
 
คาอัตราสวนเกนไดจากการหารดวยคาเอนโทรปของลักษณะเฉพาะทําใหคาที่
ไดอยูระหวาง [0,1] ถาคาอัตราสวนเกนเทากับ 0 หมายถึง ลักษณะเฉพาะ X  ไมมี
ความสัมพันธกับคลาส Y  ถาคาอัตราสวนเกนมีคาเทากับ 1 แสดงวาลักษณะเฉพาะ X  มี
ความสัมพันธกับคลาส Y  มากที่สุด ขอสังเกตจากสมการที่ (2.7) คาอัตราสวนเกนมีคานอยเม่ือ
เทียบกับคาเกนสารสนเทศ 
 
2.5.4 เทคนิครีลีฟ-เอฟ (ReliefF) 
ขั้นตอนวิธีรีลีฟ (Relief Algorithm) (Marko and Igor, 2003) เปนเทคนิคการ
กรองเพ่ือเลือกลักษณะเฉพาะที่เกี่ยวของโดยอาศัยวิธีการเชิงสถิติ สมมติให 1 2 nI ,I ,…,I  เปน
กลุมตัวอยางของลักษณะเฉพาะ iA  เม่ือ i  = 1, 2,…, a  โดยที่ a  เปนจํานวนลักษณะเฉพาะ
ทั้งหมด ซ่ึงขั้นตอนวิธีรีลีฟพ้ืนฐานดังภาพประกอบ 2.5  
จากภาพประกอบ 2.5 เร่ิมตนสุมตัวอยาง iR  (บรรทัด 3) จากนั้นคนหา
ตัวอยางใกลสุดซึ่งมีคลาสเดียวกับ iR  แทนดวย H  และตัวอยางใกลสุดซึ่งตางคลาสกับ iR  
แทนดวย M  (บรรทัด 4) ตามลําดับ การปรับคาน้ําหนัก W[A]  ขึ้นอยูกับคาของตัวอยาง iR  
M  และ H  โดยหาความแตกตางระหวางคาน้ําหนักเดิมกับความแตกตางของคาลักษณะเฉพาะ
จากฟงกชัน 1 2diff(A,I ,I )  ซ่ึงใชคํานวณความแตกตางของคาลักษณะเฉพาะ A  ระหวาง
ตัวอยาง 1I  และตัวอยาง 2I  (บรรทัด 5 และ 6) สําหรับคาลักษณะเฉพาะแบบ nominal 





ภาพประกอบ 2.5 ขั้นตอนวธิีรีลีฟพ้ืนฐาน 
 
 1 21 2
0 ; value(A,I )=value(A,I )
diff(A,I ,I ) =
1 ; otherwise
  (2.9) 
สําหรับคาลักษณะเฉพาะเชิงตัวเลข ฟงกชัน 1 2diff(A,I ,I )  คํานวณไดดังสมการ
ที่ (2.10) 
 
 1 21 2
|value(A,I ) - value(A,I ) |




กระบวนการปรับคาน้ําหนักนี้จะถูกทําซ้ํา m  ครั้งตามที่ผูใชกําหนด สําหรับ
ขั้นตอนวิธีรีลีฟ-เอฟ (ReleifF Algorithm) มีหลักการทํางานคลายกับขั้นตอนวิธีรีลีฟ ขอดีของ
ขั้นตอนวิธีรีลีฟ-เอฟ คือ สามารถใชกับขอมูลที่มีมากกวา 2 คลาส และทนทานตอขอมูลรบกวน
หรือ ขอมูลที่ไมสมบูรณมากขึ้น โดยขั้นตอนวิธีรีลีฟ-เอฟแสดงดังภาพประกอบ 2.6  
จากภาพประกอบ 2.6 เร่ิมตนสุมตัวอยาง iR  จากนั้นคนหาตัวอยางใกลสุดที่มี
คลาสเดียวกับ iR  จํานวน k  ตัวอยาง (บรรทัด 3 และ 4) แทนดวย jH  และตัวอยางใกลสุดที่มี
คลาสแตกตางจาก iR  จํานวน k  ตัวอยาง แทนดวย jM (C)  (บรรทัด 5 และ 6) การปรับคา
นํ้าหนัก W[A]  ขึ้นอยูกับคาลักษณะเฉพาะ A  ของตัวอยาง iR  jH  และ jM (C)  โดยแตละ




Input: for each training instance a vector of attribute values and the value 
Output: the vector W  of estimations of the qualities of attributes 
1 set all weights W[A]  := 0.0; 
2 for i  := 1 to m  do begin 
3  randomly select an instance iR ; 
4  find nearest hit H  and nearest miss M ; 
5  for A  := 1 to a  do 









โครงขายประสาทเทียม (Artificial Neural Networks) (Roiger and Geatz, 
2003; Kantardzic, 2003) เปนสาขาหนึ่งของปญญาประดิษฐ ซ่ึงจําลองการทํางานของสมอง
มนุษยซ่ึงประกอบดวยเซลลประสาท (Neuron) จํานวนมาก แตละเซลลประสาทประกอบดวย
นิวเคลียส (Nucleus) ตัวเซลล (Cell Body) ใยประสาทนําเขา (Dendrite) และแกนประสาทนํา
ออก (Axon) โดยใยประสาทนําเขาทําหนาที่รับสัญญาณจากเซลลประสาทอื่น และแกนประสาท
นําออกทําหนาที่นําสัญญาณจากตัวเซลลสงตอไปใหเซลลประสาทอื่นตอไป คุณลักษณะสมอง
มนุษย ตัวอยางเชน การเรียนรูจากประสบการณ แกไขปญหาใหมโดยอางอิงจากปญหาที่เคย
เจอ และใหคําตอบไดแมขอมูลผิดพลาดและไมสมบูรณ และประมวลผลไดรวดเร็ว ขอดีของ
โครงขายประสาทเทียม คือ มีความแมนยําสูง ทนทานตอความผิดพลาด และสามารถรองรับ
ขอมูลที่ไมสมบูรณ หรือมีสิ่งรบกวนได  
กระบวนการสรางแบบจําลองโครงขายประสาทเทียมมี 5 ขั้นตอน คือ 1) การ
แทนคาขอมูลเขา 2) การกําหนดสถาปตยกรรม 3) การกําหนดวิธีการเรียนรู 4) การสอนของ
โครงขาย และ 5) การทดสอบเพื่อประเมินผลการสอนโครงขาย การแทนคาขอมูลเขาของ
โครงขายประสาทเทียมสงผลกระทบสําคัญตอการสอนของโครงขายและสมรรถภาพผลลัพธของ
Algorithm ReliefF 
Input: for each training instance a vector of attribute values and the class value 
Output: the vector W  of estimations the qualities of attributes 
1  set all weights W[A]  := 0.0; 
2  for i  := 1 to m  do begin 
3   randomly select an instance iR ; 
4   find k  nearest hits jH ; 
5   for each class C  ≠ class ( iR ) do 
6    from class C find k nearest misses jM (C) ; 
7   for A  := 1 to a  do 
8   k
i j
j = 1





C c la s s ( R ) j= 1i
P ( C )[ d i f f ( A , R , M ( C ) ) ] / ( m × k ) ;




9  end; 
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แบบจําลอง นอกจากนี้ยังสงผลตอเวลาการประมวลผลและการเรียนรูดวย ตัวแปรขอมูลเขามี 2 
ชนิด ไดแก ตัวแปรตาม หรือตัวแปรเชิงปริมาณ และตัวแปรอิสระ หรือคลาส โดยตัวแปรเชิง
ปริมาณอาจประยุกตใชฟงกชันซิกมอยด หรือการนอมอลไลซใหเปนขอมูลตอเน่ืองในชวงคา 0 
ถึง 1 หรือ -1 ถึง 1 เปนตน  ตัวแปรคลาสใชการแทนคาแบบไบนารี่ ตัวอยางเชนผลลัพธแบบ 1 
ไบนารี ไดแก รูปภาพดําและขาว คําตอบใชหรือไมใช หรือสวิตซเปดหรือปด เปนตน สําหรับตัว
แปรคลาสแบบหลายตัวแปรจํานวนโหนดผลลัพธไมควรจะเทากับจํานวนตัวแปรคลาส การ
กําหนดคา 1 สําหรับคลาสที่สนใจ สวนคลาสอ่ืน ๆ กําหนดใหเปน 0 จะทําใหเวลาการ
ประมวลผลลดลง  
2.6.1 สถาปตยกรรมโครงขายประสาทเทียม 
สถาปตยกรรมของโครงขายประสาทเทียมมี 2 ชนิด ไดแก สถาปตยกรรม
หนวยประมวลผลยอยเดียว (Perceptron) และสถาปตยกรรมหนวยประมวลผลยอยหลายชั้น 
(Multilayer Perceptron) 
1) สถาปตยกรรมหนวยประมวลผลยอยเดียวเปนโครงขาย
ประสาทเทียมแบบงายมีหนวยประมวลผลยอยเดียวประกอบดวย ชั้นขอมูลเขา ฟงกชันผลรวม 
(Summation Function) ทําหนาที่หาผลรวมของผลคูณระหวางคาขอมูลเขา 1 2 nx ,x ,…,x  กับ 
คาน้ําหนักขอมูลเขา 1 2 nw ,w ,…,w  และฟงกชันกระตุน (Activation Function) ทําหนาที่แปลง
ผลลัพธจากฟงกชันผลรวมใหอยูในชวงคาที่ตองการ ตัวอยางฟงกชันกระตุนเชน ฟงกชัน      
















g (x ) =  x w +∑ β (2.12) 
 
กําหนดให g(x)  คือ ผลลัพธของฟงกชันผลรวม 
    ix  คือ คาขอมูลเขาตัวที่ i  
    n  คือ จํานวนขอมูลเขาทั้งหมด 
    iw  คือ คาน้ําหนักของขอมูลเขาตัวที่ i  
β คือ คาความโนมเอียง 
ฟงกชันกระตุน ( f  ) ทําหนาที่แปลผลลัพธของฟงกชันผลรวม 
g(x) ใหอยูในชวงคาที่ตองการ y ตัวอยางฟงกชันกระตุนสามารถแสดงได ดังสมการที่ (2.13) ถึง 
(2.15)  
1) ฟงกชันสเตป (Step Function) ผลลัพธที่
ไดจะเปนคา 0 และ 1 แสดงดังสมการที่ (2.13) และภาพประกอบ 2.8 
 






ภาพประกอบ 2.8 ฟงกชันสเตป 
 
2) ฟงกชันเชิงเสน (Linear Function) 
ผลลัพธที่ไดจะมีคาเทากับขอมูลเขา แสดงดังสมการที่ (2.14) และภาพประกอบ 2.9 
 









ภาพประกอบ 2.9 ฟงกชันเชิงเสน 
 
3) ฟ งก ชั นล็ อกซิ กมอยด  (Log-Sigmoid 
Function) ผลลัพธที่ไดจะอยูในชวง 0 ถึง 1 แสดงดังสมการที่ (2.15) และภาพประกอบ 2.10 
 
 
1y  =  




ภาพประกอบ 2.10 ฟงกชันล็อกซิกมอยด 
 
2) หน วยประมวลผลย อยหลายชั้ นแสดงตั วอย า งดั ง
ภาพประกอบ 2.11 เปนโครงขายประสาทเทียมที่มีหนวยประมวลผลยอยหลาย ๆ หนวยมา
เชื่อมตอกันเปนโครงขายเพื่อเพ่ิมประสิทธิภาพในการทํานาย รูปแบบการเรียนรูของโครงขาย
ประสาทเทียมแบบหนวยประมวลผลยอยหลายชั้นเปนการเรียนรูแบบมีผูสอน สถาปตยกรรม
โครงขายประสาทเทียมแบบหนวยประมวลผลยอยหลายชั้นมี 3 ระดับ คือ ชั้นขอมูลเขา (Input 
Layer) ชั้นซอน (Hidden Layer) และชั้นผลลัพธ (Output Layer) โดยชั้นขอมูลเขามี 1 ชั้น ชั้น
ซอนมีกี่ชั้นก็ได และชั้นผลลัพธมี 1 ชั้น ในแตละชั้นจะมีหนวยประมวลผลยอยกี่หนวยก็ได  
ชั้นซอนหมายถึง ชั้นของของหนวยประมวลผลยอยที่อยู
ระหวางชั้นขอมูลเขาและชั้นผลลัพธซ่ึงชวยเพิ่มประสิทธิภาพการคํานวณ ในเชิงหลักการชั้น










ชั้นผลลัพธ Berke และ Hajela (Berke and Hajela, 1991) แนะนําวาจํานวนโหนดของชั้นซอน
ควรจะอยูระหวางคาเฉลี่ยระหวางโหนดขอมูลเขาและโหนดผลลัพธ Soemardi (Soemardi, 
1996) แนะนําวาจํานวนโหนดซอนควรจะมีประมาณ 75% ของโหนดขอมูลเขา ดังนั้นจํานวน
โหนดซอนควรมีมากสุดเทากับผลรวมของโหนดขอมูลเขาและโหนดผลลัพธ แตไมควรนอยกวา 
75% ของโหนดขอมูลเขา หรือคาเฉลี่ยของโหนดขอมูลเขาและผลลัพธ 
 
ภาพประกอบ 2.11 สถาปตยกรรมแบบหนวยประมวลผลยอยหลายชั้น 
 
2.6.2 ประเภทของโครงขายประสาทเทียม 
ประเภทของโครงขายประสาทเทียมมี 3 ประเภท ไดแก 1)โครงขายแบบไป
ขางหนาชั้นเดียว (Single-Layer Feedforward Networks) เปนโครงขายที่มีทิศทางไปขางหนา
และมีเฉพาะชั้นขอมูลเขาและชั้นผลลัพธ 2) โครงขายแบบไปขางหนาหลายชั้น (Multilayer 
Feedforward Networks) แสดงดังภาพประกอบ 2.12 เปนโครงขายที่มีทิศทางไปขางหนา มีชั้น
ขอมูลเขา ชั้นซอน และชั้นแสดงผล แสดงดังภาพประกอบ 2.13 และ 3) โครงขายแบบยอนกลับ 
(Recurrent Networks) เปนโครงขายที่สามารถจะมีลูปในการวนกลับไดอยางนอย 1 วง น่ันคือ 
ผลลัพธของหนวยประมวลผลยอยหน่ึงสามารถกลับไปเปนขอมูลเขาของหนวยประมวลผลยอย
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ชั้นขอมูลเขา ชั้นซอนที่ 1 ชั้นซอนที่ 2 ชั้นผลลัพธ 
 
ภาพประกอบ 2.12 โครงขายแบบไปขางหนาชั้นเดียว 
 
ภาพประกอบ 2.13 โครงขายแบบไปขางหนาหลายชั้น 
 





















รูปแบบการเรียนรูของโครงขายประสาทเทียมมี 2 รูปแบบ คือการเรียนรูแบบมี
การสอน (Supervised Learning) และการเรียนรูแบบไมมีการสอน (Unsupervised Learning)  
1) การเรียนรูแบบมีการสอน (Supervised Learning) เปนการ
เรียนรูที่ตองมีชุดขอมูลสอน (Training Set) ซ่ึงประกอบดวยชุดขอมูลเขาและชุดขอมูลผลลัพธ 
โดยในระหวางการสอนนั้นโครงขายจะใหผลลัพธจริงที่ไดจากการคํานวณ (Actual Output) และ
เปรียบเทียบระหวางผลลัพธจริงที่จากการคํานวณกับชุดขอมูลผลลัพธเปาหมาย (Target 
Output) โดยผลตางจากการเปรียบเทียบคือ คาความผิดพลาด หรือคาความเคลื่อน ตัวอยาง
การเรียนแบบมีการสอน คือ ขั้นตอนวิธีการสงคายอนกลับ มักนิยมใชกับโครงขายประสาทเทียม
แบบไปขางหนาหลายชั้น (Multilayer Feedforward Neural Networks) 
2) การเรียนรูแบบไมมีการสอน (Unsupervised Learning) 
เปนการเรียนโดยไมตองอาศัยชุดขอมูลผลลัพธเปาหมาย (Target Output) ใชเฉพาะชุดขอมูล
เขาใหกับโครงขายเทานั้น โดยโครงขายจะจัดเรียงโครงสรางดวยตัวเองตามลักษณะของขอมูล 
ผลลัพธที่ได (เปรียบเทียบกับคน เชน การที่เราสามารถแยกแยะพันธุพืช พันธุสัตวตามลักษณะ
รูปรางของมันไดเองโดยไมมีใครสอน) 
 
2.6.4 ข้ันตอนวิธีการสงคายอนกลับ (Backpropagation Algorithm) 
วิธีการเรียนรูดวยขั้นตอนการสงคายอนกลับ (Backpropagation Algorithm)  
โดยสวนใหญมักใชเพ่ือสอนโครงขายแบบไปขางหนาหลายชั้น (Multilayer Feedforward 
Neural Networks) ขั้นตอนวิธีการสงคายอนกลับดังภาพประกอบ 2.15 ขอมูลสอนแตละ
ตัวอยางจะพิจารณาเปนคู <x, t>rr  เม่ือ xr  คือ เวคเตอรขอมูลเขา tr  คือ เวคเตอรขอมูลผลลัพธ 
และ η  คือ อัตราการเรียนรู กําหนดให inn  outn  และ hiddenn  เปนจํานวนโหนดขอมูลเขา 
โหนดผลลัพธ และโหนดซอนของโครงขายประสาทเทียม ตามลําดับ jix  คือขอมูลเขาจาก
โหนด i  ไปยังโหนด j  และ jiw  คือนํ้าหนักจากโหนด i  ไปยังโหนด j  กระบวนการสงคา
ยอนกลับ ประกอบดวย 2 สวนยอยคือ การสงผานไปขางหนา (Forward Pass) และการสงผาน
ยอนกลับ (Backward Pass) สําหรับการสงผานไปขางหนา ขอมูลจะผานเขาโครงขายประสาท
เทียมที่ชั้นขอมูลเขา และจะสงผาน จากอีกชั้นหนึ่งไปสูอีกชั้นหนึ่งจนกระทั่งถึงชั้นขอมูลออก 
(บรรทัด 5) สวนการสงผานยอนกลับคาน้ําหนักการเชื่อมตอจะถูกปรับเปลี่ยนใหสอดคลองกับ
กฎการแกขอผิดพลาด (Error-Correction) คือผลตางของผลลัพธแทจริง (Actual Response) 
กับผลลัพธเปาหมาย (Target Response) เกิดเปนสัญญาณผิดพลาด (Error Signal) สําหรับ
การคํานวณหาสัญญาณผิดพลาดโหนดผลลัพธแสดงดังบรรทัดที่ 7 และ 8 และการคํานวณหา




จะถูกปรับจนกระทั่งผลลัพธแทจริงเขาใกลผลลัพธเปาหมายแสดงดังบรรทัดที่ 11 ถึง 13 
 
 









Input: training-examples, h , inn , outn  and hiddenn  
Output: neural networks model 
Detail: Each training example is a pair <x, t>rr , where xr  is the input vector, tr  is the 
target output vector, η is the learning rate. inn , outn , and hiddenn  are the number of 
network inputs, units in the hidden layer, and output units, respectively. The input from 
unit i  into unit j  and the weight from unit i  to unit j  are denoted jix  and jiw  
 
1 Initialize all network weights to small random number 
2 Until the termination condition is met do 
3  For each <x, t>rr  in training-example do 
4  /*Propagate input forward through the network*/ 
5  Input the instance xr  to the network, compute the output uo  of every unit u  
6  /*Propagate errors backward through the network*/ 
7  For each network output unit k, calculate its error term kδ  
8   (1 )( )k k k k ko o t oδ = − −  
9  For each hidden unit h, calculate its error term hδ   




δ = − δ  
11  Update each network weight jiw  
12   ji j jiw x∆ = ηδ  
13   ji ji jiw w w= + ∆  
28 
 
เกณฑการหยุดการเรียนรูมี 2 เกณฑ คือ 1) หยุดการเรียนรูเม่ือคาความผิดพลาดอยูในระดับที่
ยอมรับได หรือนอยกวาคา Error Acceptance 2) หยุดการเรียนรูเม่ือครบจํานวนรอบการสอน 
(Epoch) 
 
2.7 การทดสอบแบบไขวเปลี่ยน k  กลุม 
 
การทดสอบแบบไขวเปลี่ยน k  กลุม (k-Fold Cross Validation) (Written and 
Frank, 2005) เปนการประเมินประสิทธิภาพของวิธีเรียนรูของเครื่อง หลักการทํางาน คือ แบง
ชุดขอมูลขนาดเทาๆกันจํานวน k  กลุม และไมมีสวนที่ทับกัน จากนั้นแบงชุดขอมูลเปน 2 กลุม
คือชุดสอน และชุดทดสอบ กระบวนการนี้ถูกทําซ้ํา k  ครั้ง ดวยชุดทดสอบที่แตกตางในแตละ
ครั้ง โดยรอบที่ 1 ขอมูลกลุมที่ 1 เปนชุดทดสอบ ขอมูลกลุมที่ 2 ถึง k  เปนขอมูลสอน รอบที่ 2 
ขอมูลกลุมที่ 2 เปนขอมูลทดสอบ ขอมูลกลุมที่ 1 และกลุมที่ 3 ถึง k  เปนขอมูลสอน สลับกันจน
ขอมูลทุกกลุมไดเปนชุดทดสอบ ตัวอยางเชน มีขอมูล 100 ตัวอยางแบงออกเปน 10 กลุม กลุม
ละ 10 ตัวอยาง ในรอบที่ 1 จะเอาขอมูลในกลุมที่ 1 เปนชุดทดสอบ ขอมูลกลุมที่ 2 ถึง 10 เปน






การประเมินคาประสิทธิภาพ (Performance Evaluation) การทํางานของ
ขั้นตอนวิธีการเรียนรูของเครื่องสามารถวัดจากผลลัพธการทํานาย (Prediction) โดยคาของ
ผลลัพธที่ไดจากการทํานาย คือ คา True Positive (TP) คา True Negative (TN) คา False 
Positive (FP) และคา False Negative (FN) ตามลําดับ แสดงดังตารางที่ 2.1 (Written and 
Fank, 2005)  
 
ตารางที่ 2.1 คาของคอนฟวชันเมตริกซ (Confusion Matrix) แบบ 2 กลุม 
คาที่ทํานายได (Predicted Class) คาที่แทจริง (Actual Class) 
Class YES Class NO 
Class YES True Positive False Negative 




คาที่ไดจากการทํานาย (Prediction) ในตารางที่ 2.1 อธิบายรายละเอียดไดดังน้ี 
1) คา True Positive (TP) คือ คาที่บอกความถูกตองในการจําแนกขอมูลซ่ึงมี
คาที่แทจริงอยูใน Class YES และมีการทํานายวาอยูใน Class YES (ทํานายถูกตอง) 
2) คา False Negative (FN) คาที่บอกความถูกตองในการจําแนกขอมูลซ่ึงมี
คาที่แทจริงอยูใน Class YES และมีการทํานายวาอยูใน Class NO (ทํานายผิด) 
3) คา False Positive (FP) คาที่บอกความถูกตองในการจําแนกขอมูลซ่ึงมี
คาที่แทจริงอยูใน Class NO และมีการทํานายวาอยูใน Class YES (ทํานายผิด) 
4) คา True Negative (TN) คาที่บอกความถูกตองในการจําแนกขอมูลซ่ึงมี
คาที่แทจริงอยูใน Class NO และมีการทํานายวาอยูใน Class NO (ทํานายถูกตอง) 
จากคาผลลัพธที่ไดสามารถนิยามการวัดคาประเมิน คือ คาความถูกตอง 
(Accuracy) เปนรอยละของตัวอยางที่ทํานายถูกในตัวอยางทั้งหมด คํานวณดังสมการที่ 2.16 
คาการตอบสนองไว (Sensitivity) เปนรอยละของตัวอยางกลุมบวกที่ทํานายถูกในตัวอยางกลุม
บวกทั้งหมด คํานวณดังสมการที่ 2.17 และคาความเฉพาะเจาะจง (Specificity) เปนรอยละของ
ตัวอยางกลุมลบที่ทํานายถูกในตัวอยางกลุมลบทั้งหมด คํานวณดังสมการที่ 2.18  
 
 TP + TNAccuracy(%)  = 100
TP + FN +TN +FP




Sensitivity(%)  = 100
TP + FN
×  (2.17) 
 TNSpecificity(%)  = 100
TN + FP
















ประสาทเทียม โดยมุงเนนไปที่การวิเคราะหสายจีโนมเพื่อหาจุดเ ร่ิมตนการแปลรหัส 
(Translation Initiation Sites: TIS) โดยนําเสนอแบบจําลองการทํานายจุดเร่ิมตนการแปลรหัส
โดยใชวิธี TF-IDF และโครงขายประสาทเทียม (TF-IDF and Neural Networks Approach for 
Translation Initiation Sites Prediction: TF-IDF-NN-TIS) ซ่ึงมีเปาหมายเพ่ือเพ่ิมความ       
ถูกตองการทํานายจุดเร่ิมตนการแปลรหัส และลดเวลาในการประมวลผลของโครงขายประสาท
เทียม ในบทนี้จะกลาวถึงการออกแบบจําลองการทํานายจุดเร่ิมตนแปลรหัสดวยวิธี TF-IDF และ
โครงขายประสาทเทียม (TF-IDF-NN-TIS) แสดงดังภาพประกอบ 3.1 แบงการทํางานออกเปน 
5 ขั้นตอน คือ 1) การแบงสายพันธุกรรม (Sequence Segmentation) 2) การสราง
ลักษณะเฉพาะ n-แกรม (n-Gram Feature Generation) 3) การเลือกลักษณะเฉพาะ (Feature 
Selection) 4) การสรางลักษณะเฉพาะรูปแบบคอนเซนซัส (Consensus Pattern Feature 
Generation) และ 5) การทํานายผลลัพธ หรือการทํานายจุดเร่ิมตนการแปลรหัส (Translation 
Initiation Sites Prediction: TIS Prediction) 
แบบจําลอง TF-IDF-NN-TIS ขั้นตอนที่ 1 คือ การแบงสายพันธุกรรม มี
จุดประสงคเพ่ือแบงสายดีเอ็นเอในชุดขอมูลเปนสายดีเอ็นเอยอย ขั้นตอนที่ 2 การสราง
ลักษณะเฉพาะ n-แกรม มีจุดประสงคเพ่ือเปลี่ยนรูปแบบนิวคลีโอไทดบนสายดีเอ็นเอดวยวิธี    
n-แกรมใหอยูในรูปที่สามารถนํามาคํานวณดวยวิธีเรียนรูของเครื่อง ขั้นตอนที่ 3 การเลือก
ลักษณะเฉพาะ มีจุดประสงคเพ่ือลดจํานวนขอมูลเขา และลดเวลาในการสรางแบบจําลองของ
โครงขายประสาทเทียม เทคนิคการเลือกลักษณะเฉพาะที่นํามาใชในแบบจําลองนี้ไดแก เทคนิค
การเลือกลักษณะเฉพาะสหสัมพันธ เทคนิคไคสแควร เทคนิคอัตราสวนเกน และเทคนิครีลีฟ 
ขั้นตอนที่ 4 การสรางลักษณะเฉพาะรูปแบบคอนเซนซัส มีจุดประสงคเพ่ือสรางลักษณะเฉพาะ
จากลักษณะเดนโดยทั่วไปรอบจุดเร่ิมตนการแปลรหัสที่ไดมีการนําเสนอในงานวิจัยกอนหนา 






ข้ันตอนที่ 1 การแบงสายพันธุกรรม (Sequence Segmentation) 
1.1 กําหนดใหโคดอน ATG ในสายพันธุกรรมเปนโคดอน ATG เปาหมาย 
1.2 แบงสายพันธุกรรมเปนสายพันธุกรรมยอยดวยขนาดหนาตาง W 
1.3 จัดกลุมสายพันธุกรรมยอยเปนขอมูลกลุมบวก และขอมูลกลุมลบ 
 
ข้ันตอนที่ 2: การสรางลักษณะเฉพาะ n-แกรม (n-Gram Feature Generation) 
2.1 กําหนดให n เทากับ 1 2 หรือ 3 สายพันธุกรรมประกอบดวยอักขระ A C G และ T 
2.2 สรางลักษณะเฉพาะ n-แกรม ในอัพสตรีม และดาวนสตรีมแยกจากกัน 
2.3 กําหนดคาลักษณะเฉพาะดังนี้ 
    1) คาความถ่ี: ความถ่ีของรูปแบบ n-แกรม ของแตละลักษณะเฉพาะ 
    2) คา TF-IDF: คํานวณคา TF-IDF ของลักษณะเฉพาะท้ังหมดในสายพันธุกรรมยอย 
 
ข้ันตอนที่ 3: การเลือกลักษณะเฉพาะ (Feature Selection) 
3.1 เลือกลักษณะเฉพาะท่ีสรางจากเทคนิค n-แกรม ดวยเทคนิคตอไปนี้ 
   1) เทคนิคการเลือกลักษณะเฉพาะสหสัมพันธ (Correlation-based Feature Selection) 
   2) เทคนิคไคสแควร (Chi-Square) 
   3) เทคนิคอัตราสวนเกน (Gain Ratio) 
   4) เทคนิครีลีฟ-เอฟ (ReleifF) 
 
ข้ันตอนที่ 4: การสรางลักษณะเฉพาะรูปแบบคอนเซนซัส (Consensus Pattern) 
4.1 นับความถ่ีของโคดอน ATG ท่ีปรากฏในสวนอัพสตรีม (UP_ATG) 
4.2 นับความถ่ีของโคดอนหยุดในอิน-เฟรมดาวนสตรีม (DN_STOP) 
4.3 พิจารณาตําแหนง -3 เปนนิวคลีโอไทด A หรือ G (UP_-3A/G) 
4.4 พิจารณาตําแหนง +4 เปนนิวคลีโอไทด G (DN_+4G) 
 
ข้ันตอนที่ 5: การทํานายผลลัพธ (Translation Initiation Sites Prediction) 
5.1 กําหนดจํานวนโหนดขอมูลเขาของโครงขายประสาทเทียมแบบหนวยประมวลผลยอยหลายชั้นเทากับ
จํานวนของลักษณะเฉพาะท่ีเลือก 
5.2 ประเมินผลลัพธการทํานายดวยวิธีการทดสอบแบบไขวเปล่ียน k กลุม 
ภาพประกอบ 3.1 แบบจําลองการทํานายจุดเร่ิมตนการแปลรหัส                                  
โดยใชวธิี TF-IDF และ โครงขายประสาทเทียม 
 
3.1 ขั้นตอนการแบงสายพนัธุกรรม  
 
เน่ืองจากสายดีเอ็นเอของชุดขอมูลมีโคดอน ATG ปรากฏอยูหลายตําแหนงซ่ึง
ทุกตําแหนงจัดเปนโคดอน ATG เปาหมาย แตละสายดีเอ็นเอมีโคดอน ATG เปาหมายเพียง 1 
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ตําแหนงเทาน้ันที่จัดเปนจุดเร่ิมตนการแปลรหัส หรือเปนขอมูลกลุมบวก สวนโคดอน ATG อ่ืนๆ 
จัดเปนขอมูลกลุมลบจึงตองแบงสายดีเอ็นเอเปนสายดีเอ็นเอยอยตามโคดอน ATG เปาหมาย
เพ่ือดูความแตกตางของบริบทโดยรอบระหวางโคดอน ATG เปาหมายที่เปนขอมูลกลุมบวก กับ
โคดอน ATG เปาหมายที่เปนขอมูลกลุมลบ ดังภาพประกอบ 3.2 
 
ข้ันตอนที่ 1 การแบงสายพันธุกรรม (Sequence Segmentation) 
1.1 กําหนดใหโคดอน ATG ในสายพันธุกรรมเปนโคดอน ATG เปาหมาย 
1.2 แบงสายพันธุกรรมเปนสายพันธุกรรมยอยดวยขนาดหนาตาง W 
1.3 จัดกลุมสายพันธุกรรมยอยเปนกลุมบวก และกลุมลบ 
ภาพประกอบ 3.2 ขั้นตอนการแบงสายพันธุกรรม 
 
ขั้นตอนที่ 1.1 เลือกโคดอน ATG ทั้งหมดในสายพันธุกรรมเปนโคดอน ATG 
เปาหมายที่พิจารณา ตัวอยางเชนสายพันธุกรรมมีความยาวเทากับ 327 นิวคลีโอไทด มีโคดอน 
ATG ทั้งหมดในสายพันธุกรรมเทากับ 6 ตําแหนง ดังน้ันจึงมีโคดอน ATG เปาหมายที่พิจารณา
เทากับ 6 ดังแสดงในภาพประกอบ 3.3 ขอสังเกต สําหรับสายพันธุกรรม 1 สายจะมีโคดอน 
ATG เปาหมายที่พิจารณาเปนจุดเร่ิมตนการแปลเพียง 1 ตําแหนงเทาน้ัน จากภาพประกอบ 3.3 
ประกอบดวยขอมูลนิวคลีโอไทด ตําแหนงระบุจุดเร่ิมตนการแปลรหัส และสัญลักษณ “ . ”แสดง
ตําแหนงของนิวคลีโอไทดในสายพันธุกรรม 
ขั้นตอนที่ 1.2 การแบงสายพันธุกรรมเปนสายพันธุกรรมยอยใชขนาดหนาตาง
ของจํานวนนิวคลีโอไทดรอบโคดอน ATG เปาหมายที่พิจารณา ซ่ึงขนาดหนาตาง W  จะเทากับ
จํานวนนิวคลีโอไทดในสวนอัพสตรีมบวกจํานวนนิวคลีโอไทดในสวนดาวนสตรีม โดยท่ีจํานวน  
นิวคลีโอไทดในสวนอัพสตรีมและดาวนสตรีมจะตองมีคาเทากับคาเฉล่ียของขนาดหนาตางลบ
จํานวนนิวคลีโอไทดของโคดอน ATG คือ (W -3)/2 ตัวอยางแสดงดังภาพประกอบ 3.4 การแบง
สายพันธุกรรมเปนสายพันธุกรรมยอยดวยขนาดหนาหนาตาง 303 นิวคลีโอไทด น่ันคือ แตละ
สายพันธุกรรมยอยจะมีจํานวนของนิวคลีโอไทดในอัพสตรีม และดาวนสตรีมมีคาเทากับ    
(303-3)/2 =150 นิวคลีโอไทด  
ขั้นตอนที่ 1.3 แบงสายพันธุกรรมยอยเปน 2 กลุม คือ กลุมบวก และกลุมลบ 
โดยสายพันธุกรรมยอยที่มีตําแหนงนิวคลีโอไทด A ของโคดอน ATG เปาหมายที่พิจารณาตรง
กับตําแหนงระบุจุดเร่ิมตนการแปลรหัสจัดเปนขอมูลกลุมบวก สวนสายพันธุกรรมยอยอ่ืน ๆ 
จัดเปนขอมูลกลุมลบ ตัวอยางเชนจากภาพประกอบ 3.3 สามารถแบงเปนสายพันธุกรรมยอยได
ทั้งหมดเทากับ 6 สาย ตําแหนงนิวคลีโอไทด A ของโคดอน ATG เปาหมายของสายพันธุกรรม
ยอยที่ 1 2 3 4 5 และ 6 เทากับ 36 90 144 223 228 และ 287 ตามลําดับ พบวา สาย
พันธุกรรมยอยที่ 1 มีตําแหนงนิวคลีโอไทด A ของโดคอน ATG เปาหมายตรงกับตําแหนงระบุ
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จุดเร่ิมตนการแปลรหัส (TIS=36) จึงจัดสายพันธุกรรมยอยที่ 1 เปนกลุมบวก สวนสาย
พันธุกรรมยอยที่ 2 3 4 5 และ 6 จัดเปนกลุมลบ หมายเหตุ สําหรับโคดอน ATG เปาหมายที่
พิจารณาของขนาดหนาตาง 303 นิวคลีโอไทดอาจจะมีโคดอน ATG อ่ืน ๆ ปรากฏอยูดวยแสดง
ดังภาพประกอบ 3.4  
 
 
ภาพประกอบ 3.3 ตัวอยางขอมูลสายพันธุกรรม 
 
 
ภาพประกอบ 3.4 การแบงสายพันธุกรรมดวยขนาดหนาตาง 303 นิวคลีโอไทด 
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คําอธิบาย สัญลักษณ “ i” แทนตําแหนงโคดอน ATG ท่ีเปน TIS  
               สัญลักษณ " . " แทนนิวคลีโอไทดในสายพันธุกรรม 
               ตัวเลข 90 144 223 228 และ 287 แทน ตําแหนงโคดอน ATG ท่ีไมเปน TIS  
 
โคดอน ATG อ่ืนๆ  
 … G T C C C C T A T G G C A G G A A G A T G G T G G C G C A C G T T C G A A A A …  





โคดอน ATG เปาหมายที่พิจารณา 
ขนาดหนาตาง 303 นิวคลีโอไทด 









ข้ันตอนที่ 2: การสรางลักษณะเฉพาะ n-แกรม (n-Gram Feature Generation) 
2.1 กําหนดให n เทากับ 1 2 หรือ 3 
     สายพันธุกรรมประกอบดวยอักขระ A C G และ T 
2.2 สรางลักษณะเฉพาะ n-แกรม ในอัพสตรีม และดาวนสตรีมแยกจากกัน 
2.3 กําหนดคาลักษณะเฉพาะดังนี้ 
    1) คาความถ่ี: นับจํานวนของรูปแบบ n-แกรมของแตละลักษณะเฉพาะ 
    2) คา TF-IDF: คํานวณคา TF-IDF ของลักษณะเฉพาะท้ังหมดในสายพันธุกรรมยอย 
ภาพประกอบ 3.5 ขั้นตอนการสรางลักษณะเฉพาะ n-แกรม 
 
ขั้นตอนที่ 2.1 ในงานวิจัยน้ีกําหนดคา n เทากับ 1 2 หรือ 3 จากงานวิจัยที่
ศึกษากอนหนาพบวาคา n ที่มากกวา 3 ไมสามารถปรับปรุงคาความถูกตอง (Tzanis et al, 
2005) ทั้งนี้ยังเพ่ิมความซับซอนในการคํานวณ และเพิ่มเวลาการประมวลผลลัพธของโครงขาย
ประสาทเทียม และสายพันธุกรรมประกอบดวยอักขระ 4 ตัว คือ A C G และ T 
ขั้นตอนที่ 2.2 1-แกรมมีรูปแบบท่ีเปนไปไดทั้งหมดเทากับ 4 (41 = 4) 
รูปแบบ ไดแก A C G และ T 2-แกรม มีรูปแบบที่เปนไปไดทั้งหมดเทากับ 16 (42 = 16) 
รูปแบบ ไดแก AA AC AG AT CA CC CG CT GA GC GG GT TA TC TG และ TT และ 3-
แกรม มีรูปแบบที่เปนไปไดทั้งหมดเทากับ 64 (43 = 64) รูปแบบ ไดแก AAA AAC AAG AAT 
ACA ACC ACG ACT AGA AGC AGG AGT ATA ATC ATG ATT CAA CAC CAG CAT 
CCA CCC CCG CCT CGA CGC CGG CGT CTA CTC CTG CTT GAA GAC GAG GAT 
GCA GCC GCG GCT GGA GGC GGG GGT GTA GTC GTG GTT TAA TAC TAG TAT 
TCA TCC TCG TCT TGA TGC TGG TGT TTA TTC TTG และ TTT  
สรางลักษณะเฉพาะจากเทคนิค n-แกรม โดยในแตละสายพันธุกรรมยอยแยก
พิจารณาระหวางอัพสตรีม และดาวนสตรีม ตัวอยางเชน ลักษณะเฉพาะ 1-แกรม และ 2-แกรม 
สําหรับแตละสายพันธุกรรมยอยจะประกอบดวยลักษณะเฉพาะในสวนอัพสตรีมทั้งหมดเทากับ 
20 (4+16 = 20) และ ดาวนสตรีมมีจํานวนลักษณะเฉพาะทั้งหมดเทากับ 20 (4+16 = 20) ดัง
ตารางที่ 3.2 ดังน้ัน แตละสายพันธุกรรมยอยจึงมีลักษณะเฉพาะทั้งหมดเทากับ 40 ตารางที่ 3.1 
แสดงตัวอยาง ลักษณะเฉพาะ 1-แกรม ในอัพสตรีมแทนดวยสัญลักษณ UP_A UP_C UP_G 
และUP_T ลักษณะเฉพาะ 1-แกรม ในดาวนสตรีมแทนดวยสัญลักษณ DN_A DN_C DN_G 
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และ DN_T ลักษณะเฉพาะ 2-แกรม ในอัพสตรีมแทนดวยสัญลักษณ UP_AA UP_AC UP_AG 
เปนตน และลักษณะเฉพาะ 2-แกรม ในดาวนสตรีมแทนดวยสัญลักษณ DN_AA DN_AC 
DN_AG เปนตน 
 





1-แกรมอัพสตรีม UP_A UP_C UP_G UP_T 4 
1-แกรมดาวนสตรีม DN_A DN_C DN_G DN_T 4 
2-แกรมอัพสตรีม 
UP_AA UP_AC UP_AG UP_AT UP_CA UP_CC 
UP_CG UP_CT UP_GA UP_GC UP_GG UP_GT 
UP_TA UP_TC UP_TG UP_TA 
16 
2-แกรมดาวนสตรีม 
DN_AA DN_AC DN_AG DN_AT DN_CA DN_CC 
DN_CG DN_CT DN_GA DN_GC DN_GG DN_GT 




ขั้นตอนที่ 2.3 กําหนดให เซตของสายพันธุกรรมยอย S = {s1, s2, …, sN} มี
จํานวนสายพันธุกรรมยอยเทากับ N และ T = {t1, t2, …, tM} เปนเซตของรูปแบบ n-แกรมทั้งใน
สวนอัพสตรีมและดาวนสตรีมแยกจากกัน ดังนั้นจํานวนลักษณะเฉพาะ n-แกรมสําหรับแตละ
สายพันธุกรรมยอยเทากับ M ทั้งน้ีคา M จะแตกตางกันเม่ือกําหนดคา n แตกตางกัน แสดงดัง
ตารางที่ 3.2 ตัวอยางเชนจํานวนลักษณะเฉพาะ 1-แกรมเทากับ 8 จํานวนลักษณะเฉพาะ 2-แก
รมเทากับ 32 จํานวนลักษณะเฉพาะ 3-แกรมเทากับ 128 จํานวนลักษณะเฉพาะ 1-แกรม และ 
2-แกรม เทากับ 40 เปนตน  
หมายเหตุ ตัวอยางลักษณะเฉพาะ 2-แกรม และ 3-แกรม สําหรับแตละสาย
พันธุกรรมยอยจะประกอบดวยลักษณะเฉพาะในสวนอัพสตรีมทั้งหมดเทากับ 80 (16+64 = 80) 
และ ดาวนสตรีมมีจํานวนลักษณะเฉพาะทั้งหมดเทากับ 80 (16+64 = 80) ถารวมอัพสตรีม และ


















1-แกรม 4 4 8 
2-แกรม 16 16 32 
3-แกรม 64 64 128 
1-แกรม และ 2-แกรม 4 + 16 = 20 4 + 16 = 20 40 
2-แกรม และ 3-แกรม 16+64 = 80 16 + 64 = 80 160 
1-แกรม และ 3-แกรม 4 + 64 = 68 4+ 64 = 68 136 




1) คาความถี่: วิธีน้ีใชความถี่ของรูปแบบ t  ในสายพันธุกรรม
ยอย s  ซ่ึงสามารถคํานวณไดดังสมการที่ (3.1) 
 
s,t s,tv = f  (3.1) 
 
กําหนดให s,tv  คือ คาลักษณะเฉพาะของรูปแบบ t  ในสาย
พันธุกรรมยอย s  
  s,tf  คือ ความถี่ของรูปแบบ t  ในสายพันธุกรรม
ยอย s   
 














กําหนดให s,tv   คือ คาลักษณะเฉพาะของรูปแบบ t  ใน
สายพันธุกรรมยอย s   
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  t,sf   คือ ความถี่ของรูปแบบ t  ในสาย
พันธุกรรมยอย s  
  N   คือ จํานวนสายพันธุกรรมยอยทั้งหมดใน
ชุดขอมูลสอน 







ไคสแควร เทคนิคอัตราสวนเกน และเทคนิครีลีฟ-เอฟ แสดงดังภาพประกอบ 3.6 
 
ข้ันตอนที่ 3: การเลือกลักษณะเฉพาะ (Feature Selection) 
3.1 เลือกลักษณะเฉพาะที่สรางจากเทคนิค n-แกรม ดวยเทคนิคตอไปน้ี 
     1) เทคนิคการเลือกลักษณะเฉพาะสหสัมพันธ (Correlation-based Feature Selection) 
     2) เทคนิคไคสแควร (Chi-Square) 
     3) เทคนิคอัตราสวนเกน (Gain Ratio) 
     4) เทคนิครีลีฟ-เอฟ (ReleifF) 
ภาพประกอบ 3.6 ขั้นตอนการเลือกลักษณะเฉพาะ 
 
3.4 ขั้นตอนการสรางลักษณะเฉพาะรูปแบบคอนเซนซัส  
 (Consensus Pattern Feature Generation) 
 
ลักษณะเฉพาะรูปแบบคอนเซนซัส (Consensus Pattern) เปนการสราง
ลักษณะเฉพาะจากแบบจําลองการตรวจสอบไรโบโซม (Kozak, 1989) และลักษณะเดนสวน
ใหญรอบจุดเร่ิมตนการแปลรหัสของ Kozak (Kozak, 1987) สําหรับขั้นตอนการสราง
ลักษณะเฉพาะรูปแบบคอนเซนซัสแสดงดังภาพประกอบ 3.7 โดยมีรายละเอียดดังน้ี  
ขั้นตอนที่ 4.1 พิจารณาสายพันธุกรรมยอยถาตําแหนง -3 เปนนิวคลีโอไทด A 
หรือ G กําหนดคาลักษณะเฉพาะเปน 1 อ่ืนๆ กําหนดคาลักษณะเฉพาะเปน 0 (Kozak, 1987) 
ขั้นตอนที่ 4.2 พิจารณาสายพันธุกรรมยอยถาตําแหนง +4 เปนนิวคลีโอไทด A 
หรือ G กําหนดคาลักษณะเฉพาะเปน 1 อ่ืนๆ กําหนดคาลักษณะเฉพาะเปน 0 (Kozak, 1987) 
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ข้ันตอนที่ 4: การสรางลักษณะเฉพาะรูปแบบคอนเซนซัส  
(Consensus Pattern Feature Generation) 
4.1 พิจารณาตําแหนง -3 เปนนิวคลีโอไทด A หรือ G (UP_-3A/G) 
4.2 พิจารณาตําแหนง +4 เปนนิวคลีโอไทด G (DN_+4G) 
4.3 นับความถ่ีของโคดอน ATG ท่ีปรากฏในสวนอัพสตรีม (UP_ATG)  
4.4 นับความถ่ีของโคดอนหยุดในอิน-เฟรมดาวนสตรีม (DN_STOP) 
ภาพประกอบ 3.7 ขั้นตอนการสรางลักษณะเฉพาะรูปแบบคอนเซนซัส 
 
ขั้นตอนที่ 4.3 นับความถี่ของโคดอน ATG แบบทุกเฟรมที่ปรากฏในสวน    
อัพสตรีมของสายพันธุกรรมยอย (Kozak, 1989) 
ขั้นตอนที่ 4.4 นับความถี่ของโคดอนหยุดในอิน-เฟรมดาวนสตรีมสาย
พันธุกรรมยอย (Kozak, 1989) 
ลักษณะเฉพาะที่สรางรูปแบบคอนเซนซัสจึงมี 4 รูปแบบแสดงดังตารางที่ 3.2 
เม่ือกําหนดใหนิวคลีโอไทด A ของโคดอน ATG เปาหมายเปนตําแหนง +1 โดยลักษณะเฉพาะ
ที่สรางจากรูปแบบคอนเซนซัสชวยใหระบุจุดเร่ิมตนการแปลรหัสไดถูกตองมากยิ่งขึ้น 
 





ลักษณะเฉพาะบูลีนซึ่งเปนจริงถามีนิวคลีโอไทด A หรือ G ท่ี
ตําแหนง -3 
1 


















ข้ันตอนที่ 5: การทํานายผลลัพธ (Translation Initiation Sites Prediction) 
5.1 กําหนดสถาปตยกรรมของโครงขายประสาทเทียมแบบไปขางหนาหลายชั้น 
     จํานวนโหนดขอมูลเขา เทากับ จํานวนลักษณะเฉพาะท่ีเลือก  
     จํานวนโหนดซอน เทากับ จํานวนตัวแปรเขา 
     จํานวนโหนดผลลัพธ เทากับ 1 
5.2 ประเมินผลลัพธการทํานายดวยวิธีการทดสอบแบบไขวเปล่ียน k กลุม 
ภาพประกอบ 3.8 ขั้นตอนการทํานายผลลัพธ 
 
ขั้นตอนที่ 5.1 กําหนดใชโครงขายประสาทเทียมแบบไปขางหนาหลายชั้น และ
ฟงกชันกระตุนซิกมอยด สําหรับสถาปตยกรรมโครงขายประสาทเทียมกําหนดใหจํานวนโหนด
ของชั้นขอมูลเขาเทากับ จํานวนของลักษณะเฉพาะที่เลือก ชั้นซอน (แทนดวยสัญลักษณ H ) 
ประกอบดวยจํานวนโหนดเทากับจํานวนตัวแปรเขา ชั้นผลลัพธ (แทนดวยสัญลักษณ O ) 
ประกอบดวย 1 โหนด  
ขั้นตอนที่ 5.2 การทดสอบไขวเปลี่ยนแบบ k  กลุม เปนวิธีการประเมินผลลัพธ
การทํานายที่ขอมูลทุกตัวเปนชุดขอมูลสอน และชุดขอมูลทดสอบ ในวิทยานิพนธน้ีกําหนดคา k  
เทากับ 10 จากน้ันประเมินคาผลลัพธดวยคาความถูกตอง (Accuracy) คาการตอบสนองไว 
(Sensitivity) และคาเฉพาะเจาะจง (Specificity) โดยหาคาเฉลี่ยของคาความถูกตอง คาการ

















จุดเร่ิมตนการแปลรหัสโดยใชวิธี TF-IDF และโครงขายประสาทเทียม (The TF-IDF and Neural 

































4.1.3 ผังงานโปรแกรมการสรางลักษณะเฉพาะ n-แกรม 
ผังงานโปรแกรมการสรางลักษณะเฉพาะ n-แกรม แสดงดังภาพประกอบ 4.3 
 
 










กําหนดให n = 1 2 หรือ 3








































ภาพประกอบ 4.5 ผังงานโปรแกรมการสรางลักษณะเฉพาะจากรูปแบบคอนเซนซัส 
 
การสรางลักษณะเฉพาะรูปแบบคอนเซนซัส
กําหนด ตําแหนง A ของโคดอน ATG 
เปาท่ีพิจารณาเปนตําแหนง +1
ตําแหนง -3 เปนนิวคลีโอไทด A หรือ G
คาลักษณะเฉพาะ UP_-3A/G = 1 คาลักษณะเฉพาะ UP_-3A/G = 0
ตําแหนง +4 เปนนิวคลีโอไทด G
คาลักษณะเฉพาะ DN_+4G = 1 คาลักษณะเฉพาะ DN_+4G = 0
ลักษณะเฉพาะ UP_ATG = ความถี่โคดอน ATG ในอัพสตรีม

















องคประกอบ 5 สวนหลัก คือ 1) สวนการนําเขาขอมูล 2) สวนสรางลักษณะเฉพาะ n-แกรม 3) 
สวนการเลือกลักษณะเฉพาะ 4) สวนการทํานายผลลัพธ และ 5) สวนการแสดงผลการทํางาน 







ภาพประกอบ 4.7 หนาจอหลักของโปรแกรมการทํานายจุดเร่ิมตนการแปลรหัส                      
โดยใชวธิี TF-IDF และโครงขายประสาทเทียม 
 
4.2.1 สวนการนําเขาขอมูล 
ไฟลสายพันธุกรรมที่นํามาประมวลผลเปนไฟลที่มีนามสกุล *.txt หรือ *.fasta 
วิธีการทํางาน คือ เริ่มตนผูใชกดปุม “import” จะแสดงหนาตางสําหรับการเลือกแหลงขอมูล และ














ภาพประกอบ 4.8 หนาตางการเลือกแหลงขอมูลสายพันธุกรรม 
 
 
ภาพประกอบ 4.9 ขอมูลสายพันธุกรรม 
 
รูปแบบสายพันธุกรรมของขอมูลนําเขาอยูในรูปแบบฟาสต-เอ (FASTA) โดย
ประกอบดวย 3 สวนหลัก แสดงดังภาพประกอบ 4.10 สวนแรกเปนคําอธิบายซึ่งเริ่มตนดวย
เคร่ืองหมาย “>” ตามดวยชื่อและแหลงที่มาของขอมูล สวนที่ 2 เปนตําแหนงจุดเร่ิมตนการแปล


















สวนท่ี 1 คําอธิบาย สวนท่ี 2 จุดเริ่มตนการแปลรหัส 
ภาพประกอบ 4.10 รูปแบบสายพันธุกรรม 
 
4.2.2 สวนการสรางลักษณะเฉพาะ n-แกรม 
เปนสวนที่ประกอบดวยการแบงสายพันธุกรรมเปนสายพันธุกรรมยอย โดยผูใช
สามารถระบุขนาดหนาตางที่ตองการสําหรับการแบงสายพันธุกรรม และสามารถเลือก
ลักษณะเฉพาะ n-แกรม ไดโดยคา n ที่เปนไปไดทั้งหมดเทากับ 7 ไดแก 1) 1-แกรม 2) 2-แกรม      
3) 3-แกรม 4) 1-แกรมและ 2-แกรม 5) 1-แกรมและ 3-แกรม 6) 2-แกรมและ 3-แกรม และ      
7) 1-แกรม 2-แกรม และ 3-แกรม สําหรับการกําหนดคาลักษณะเฉพาะมี 2 วิธี คือ คาความถี่ 
และคา TF-IDF ตัวอยางเชน แบงสายพันธุกรรมดวยขนาดหนาตางเทากับ 303 นิวคลีโอไดท 
และสรางลักษณะเฉพาะ 1-แกรม และ 2-แกรม ทั้งในสวนอัพสตรีมและดาวนสตรีมของสาย
พันธุกรรมยอยแยกจากกัน กําหนดคาลักษณะเฉพาะดวยคา TF-IDF ดังภาพประกอบ 4.11 
จากน้ันกดปุม “Apply Feature Generation” ผลการทํางานในสวนนี้จะแสดงวิธีกําหนดคา
ลักษณะเฉพาะ รูปแบบลักษณะเฉพาะและคาลักษณะเฉพาะของตัวอยางทั้งกลุมบวกและกลุม
ลบ แสดงดังภาพประกอบ 4.12 
 
 





ภาพประกอบ 4.12 รูปแบบและคาของลักษณะเฉพาะ 
 
4.2.3 สวนการเลือกลักษณะเฉพาะ 
เปนสวนกําหนดขอมูลเขาของโครงขายประสาทเทียม ประกอบดวย 3 สวน คือ 
1) ผูใชเลือกลักษณะเฉพาะ 1-แกรม และ 2-แกรม ดวยเทคนิคการเลือกลักษณะเฉพาะ 2) ผูใช
กําหนดจํานวนลักษณะเฉพาะ และ 3) ผูใชเลือกลักษณะเฉพาะรูปแบบคอนเซนซัส แสดงดัง
ภาพประกอบ 4.13 สําหรับเทคนิคการเลือกลักษณะเฉพาะมี 4 ตัวเลือกไดแก None หมายถึง 
ลักษณะเฉพาะทั้งหมด CFS หมายถึง เทคนิคการเลือกลักษณะเฉพาะสหสัมพันธ Chi-Square 








เทคนิครีลีฟ โดยเทคนิคไคสแควร เทคนิคอัตราสวนเกน และเทคนิครีลีฟ เปนเทคนิคที่ผูใชตอง
กําหนดจํานวนลักษณะเฉพาะ สําหรับลักษณะเฉพาะรูปแบบคอนเซนซัสมี 2 ตัวเลือกไดแก  
OFF หมายถึง ไมเลือก และ ON หมายถึง เลือก  
 
 
ภาพประกอบ 4.13 สวนการเลือกลักษณะเฉพาะ 
 
เม่ือผูใชกดปุม “Apply Feature Selection” โปรแกรมจะแสดงขอมูลเขาของ
โครงขายประสาทเทียม รูปแบบขอมูลประกอบดวยชื่อเทคนิคการเลือกลักษณะเฉพาะ 
ลักษณะเฉพาะ และตัวอยางขอมูลแสดงดังภาพประกอบ 4.14 
 
















ประมวลผลยอยหลายชั้น และ 2) การทดสอบไขวเปลี่ยน k  กลุม  
สวนที่ 1 ประกอบดวยการแสดงจํานวนโหนดชั้นขอมูลเขา (Input Nodes) 
จํานวนโหนดชั้นซอน (Hidden Nodes) และจํานวนรอบในการทํางาน (Epoch) โดยขอมูล
จํานวนโหนดชั้นซอน และจํานวนรอบการทํางานตองเปนจํานวนเต็มบวกเทาน้ัน สําหรับการ
ประเมินประสิทธิภาพโครงขายประสาทเทียมผูใชสามารถกําหนดจํานวนกลุม ( k -Folds) ของ
การทดสอบไขวเปลี่ยนได แสดงดังภาพประกอบ 4.15 
 
 
ภาพประกอบ 4.15 สวนการทํานายผลลพัธ 
 
เม่ือกดปุม “Evaluate Prediction” โปรแกรมจะแสดงผลการทํานายของแตละ
กลุมขอมูลทดสอบ แสดงดังภาพประกอบ 4.16 โดยผลการทํานายประกอบดวยเวลาการสราง
แบบจําลอง จํานวนตัวอยางที่ทํานายถูก จํานวนตัวอยางที่ทํานายผิด และตารางคอนฟวชั่น
เมตริกซ  
จากภาพประกอบ 4.16 แสดงขอมูลทดสอบกลุมที่ 5 ถึง 7 ตัวอยางเชน ขอมูล
ทดสอบกลุมที่ 5 ใชเวลาการสรางแบบจําลองเทากับ 0.71 วินาที ตัวอยางที่จัดกลุมถูกเทากับ 








































จุดเร่ิมตนการแปลรหัสโดยใชวิธี TF-IDF และโครงขายประสาทเทียม (The TF-IDF and Neural 
Networks Approach for Translation Initiation Sites Prediction: TFIDF-NN-TIS) ในการ
ทดลองใชขอมูล 3 ชุดขอมูล คือ ขอมูล Vertebrate ขอมูล Arabidopsis thaliana และขอมูล 
TIS+50  
 
5.1  ชุดขอมูลที่ใชในการทดลอง 
 
ขอมูลที่ใชในการทดลองประกอบดวย 3 ชุดขอมูล คือ ชุดขอมูล Vertebrate ชุด
ขอมูล Arabidopsis thaliana และชุดขอมูล TIS+50 
5.1.1 ชุดขอมูล Vertebrate (Pedersen and Nielsen, 1997) เปนชุดขอมูล
ของที่รวบรวมจากเนื้อเยื่อของสัตวมีกระดูกสันหลังโดยแตละสายพันธุกรรมมีจุดเร่ิมตนการแปล
รหัสเพียง 1 ตําแหนง สกัดชุดขอมูลจากฐานขอมูล GenBank จุดเร่ิมตนการแปลรหัสจะมี
จํานวนนิวคลีโอไทดในอัพสตรีมอยางนอย 10 นิวคลีโอไทด และมีจํานวนนิวคลีโอไทดในดาวน
สตรีมอยางนอย 150 นิวคลีโอไทด ทั้งน้ีทุกสายพันธุกรรมจะผานกระบวนการกําจัดสวนที่ไมมี




ภาพประกอบ 5.1 ตัวอยางสายพันธุกรรมของชุดขอมูล Vertebrate 
 
  







5.1.2 ชุดขอมูล Arabidopsis thaliana หรือ A.thaliana (Pedersen and 
Nielsen, 1997) เปนชุดขอมูลพืชโดยแตละสายพันธุกรรมมีจุดเร่ิมตนการแปลรหัสเพียง 1 
ตําแหนง สกัดชุดขอมูลจากฐานขอมูล GenBank จุดเร่ิมตนการแปลรหัสจะมีจํานวนนิวคลีโอ
ไทดในอัพสตรีมอยางนอย 10 นิวคลีโอไทด และมีจํานวนนิวคลีโอไทดในดาวนสตรีมอยางนอย 
150 นิวคลีโอไทด ทั้งน้ีทุกสายพันธุกรรมจะผานกระบวนการกําจัดสวนที่ไมมีรหัส (Non-Coding 
Region) และกระบวนการเชื่อมตอสวนที่มีรหัส (Coding Region) เขาดวยกัน 
 
 
ภาพประกอบ 5.2 ตัวอยางสายพันธุกรรมของชุดขอมูล Arabidopsis thaliana 
 
5.1.3  ชุดขอมูล TIS+50 (Nadershahi et al., 2004) เปนสายดีเอ็นเอสั้นๆ 
ประกอบดวยจํานวน 50 สายดีเอ็นเอ โดยทุกสายดีเอ็นเอมี Open Reading Frame หรือ ORF 
น้ันคือ แตละสายมีสวนซึ่งเปนชวงจากจุดเร่ิมตนการแปลรหัส (TIS) ไปยังโคดอนหยุด ไดแก   
โคดอน TAA TGA หรือ TAG แสดงดังภาพประกอบ 5.3 แตละสายพันธุกรรมมีจุดเร่ิมตนการ
แปลรหัสเพียง 1 ตําแหนง 
 
 






















และโครงขายประสาทเทียม (TF-IDF-NN-TIS) มี 5 ขั้นตอน คือ ขั้นตอนที่ 1 การแบงสาย
พันธุกรรม ขั้นตอนที่ 2 การสรางลักษณะเฉพาะ n-แกรม ขั้นตอนที่ 3 การเลือกลักษณะเฉพาะ 
ขั้นตอนที่ 4 การสรางลักษณะเฉพาะรูปแบบคอนเซนซัส และขั้นตอนที่ 5 การทํานายผลลัพธ 
ดังภาพประกอบ 3.1 มีการทดลองทั้งหมด 4 แบบ คือ การทดลอง A B C และ D การทดลองแต
ละแบบมีขั้นตอนการทดลองแตกตางกันแสดงดังตารางที่ 5.1 โดยที่สัญลักษณ ? หมายถึง ทํา
ขั้นตอนนั้น และสัญลักษณ ? หมายถึงไมทําขั้นตอนนั้น  
 






















A ? ? ? ? ? 
B ? ? ? ? ? 
C ? ? ? ? ? 
D ? ? ? ? ? 
 
การทํานายจุดเร่ิมตนการแปลรหัสใชโครงขายประสาทเทียมแบบไปขางหนาหลายชั้น 
(Feedforward Multilayer Neural Networks) ในขั้นตอนการสอนโครงขายน้ีจะใชวิธีการสงคา
ยอนกลับ (Backpropagation Algorithm) โดยใชฟงกชันกระตุนซิกมอยด (Sigmoid Activation 
Function) เปนฟงกชันการแปลงคา (Transfer Function) เน่ืองจากฟงกชันการแปลงคามี
ความสําคัญมากในโครงขายที่สอนดวยวิธีการสงคายอนกลับ ซ่ึงฟงกชันที่ใชควรมีความตอเน่ือง 
ไมเปนเชิงเสน สามารถหาคาอนุพันธได และงายตอการคํานวณ กําหนดสถาปตยกรรมของ
โครงขายประสาทเทียมเทากับ 3 ชั้น ไดแกชั้นขอมูลเขา ชั้นซอน และชั้นผลลัพธ โดยชั้นขอมูล
เขามีจํานวนโหนดเทากับจํานวนลักษณะเฉพาะที่ตองการ จํานวนขอมูลชั้นซอน (แทนดวย H ) 
มีจํานวน 10 โหนด และจํานวนขอมูลชั้นแสดงผลลัพธ (แทนดวย O ) มีจํานวน 1 โหนด 




ประมวลผลยอยหลายชั้นในชั้นขอมูลเขาแตกตางกันดังตารางที่ 5.2 โดยการทดลองแบบ A มี
ขอมูลเขาเปนลักษณะเฉพาะ n-แกรม การทดลองแบบ B มีขอมูลเขาเปนลักษณะเฉพาะ        
n-แกรม ที่ผานการเลือกดวยเทคนิคการเลือกลักษณะเฉพาะ ไดแก เทคนิคการเลือก
ลักษณะเฉพาะสหสัมพันธ (CFS) เทคนิคไคสแควร เทคนิคอัตราสวนเกน และเทคนิครีลีฟ-เอฟ 
การทดลองแบบ C มีขอมูลเขาเปนลักษณะเฉพาะ n-แกรม รวมกับลักษณะเฉพาะที่สรางจาก
รูปแบบคอนเซนซัส และการทดลองแบบ D มีขอมูลเขาเปนลักษณะเฉพาะ n-แกรม ที่ผานการ
เลือกดวยเทคนิคการเลือกลักษณะเฉพาะ และลักษณะเฉพาะที่สรางจากรูปแบบคอนเซนซัส 
จากตารางที่ 5.2 กําหนดให M  คือ ลักษณะเฉพาะ n-แกรม R  คือ ลักษณะเฉพาะของ n-แกรม 
ที่ผานการเลือกดวยเทคนิคการเลือกลักษณะเฉพาะ CP  คือ ลักษณะเฉพาะของรูปแบบคอน
เซนซัส H  คือชั้นซอนมีจํานวนโหนดเทากับ 10 โหนด และ O  คือ ชั้นผลลัพธมีจํานวนโหนด
เทากับ 1 โหนด 
 










A ? ? M  : H : O  
B ? ? R  : H : O  
C ? ? ( M +CP ) : H : O  
D ? ? ( R +CP ) : H : O  
 
5.2.2 ผลการทดลอง 
ข้ันตอนที่ 1 การแบงสายพันธุกรรม งานวิจัยน้ีใชชุดขอมูล 3 ชุดขอมูล ไดแก 
ชุดขอมูล Vertebrate ชุดขอมูล Arabidopsis thaliana และชุดขอมูล TIS+50 แตละชุดขอมูลมี
คุณลักษณะแสดงดังตารางที่ 5.3 แตละสายพันธุกรรมมีจุดเร่ิมตนการแปลรหัสเพียง 1 ตําแหนง 
ชุดขอมูล Vertebrate ประกอบดวยสายพันธุกรรมทั้งหมดเทากับ 3,312 สาย
พันธุกรรม มีโคดอน ATG ที่พิจารณาทั้งหมดเทากับ 13,503 ตําแหนง จากน้ันแบงสาย
พันธุกรรมเปนสายพันธุกรรมยอยดวยขนาดหนาตางที่ตองการ จะไดตัวอยางทั้งหมดเทากับ 
13,503 ตัวอยางแบงเปนตัวอยางกลุมบวกจํานวน 3,312 ตัวอยาง คิดเปน 24.5% และตัวอยาง
กลุมลบจํานวน 10,191 ตัวอยาง คิดเปน 75% ดังน้ันอัตราสวนระหวางขอมูลกลุมบวกตอขอมูล
























Vertebrate 169 299 299 3,312 10,191 1/3 
A.thaliana 169 299 299 523 1,525 1/3 
TIS+50 197 1,112 469 50 469 1/9 
 
ชุดขอมูล A.thaliana ประกอบดวยสายพันธุกรรมทั้งหมด 523 สายพันธุกรรม 
มีโคดอน ATG ที่พิจารณาทั้งหมดเทากับ 2,048 ตําแหนง จากนั้นแบงสายพันธุกรรมเปนสาย
พันธุกรรมยอยดวยขนาดหนาตางที่ตองการ จะไดตัวอยางกลุมบวกจํานวน 523 ตัวอยาง คิด
เปน 25.5% และตัวอยางกลุมลบ จํานวน 1,525 ตัวอยาง คิดเปน 74.5% ดังนั้นอัตราสวน
ระหวางขอมูลกลุมบวกตอขอมูลกลุมลบ คือ 1 ตอ 3 
ชุดขอมูล TIS+50 ประกอบดวยสายพันธุกรรมทั้งหมดเทากับ 50 สาย
พันธุกรรม มีโคดอน ATG ที่พิจารณาทั้งหมดเทากับ 519 ตําแหนง จากน้ันแบงสายพันธุกรรม
เปนสายพันธุกรรมยอยดวยขนาดหนาตางที่ตองการจะไดตัวอยางกลุมบวกจํานวน 50 ตัวอยาง 
คิดเปน 9.6% และตัวอยางกลุมลบจํานวน 469 ตัวอยาง คิดเปน 90.4% ดังนั้นอัตราสวน
ระหวางขอมูลกลุมบวกตอขอมูลกลุมลบ คือ 1 ตอ 9 
 
ข้ันตอนที่ 2 การสรางลักษณะเฉพาะ n-แกรม ลักษณะเฉพาะที่ไดจาก
เทคนิค 1-แกรม 2-แกรม หรือ 3-แกรม ทั้งในสวนอัพสตรีมและดาวนสตรีมแสดงดังตารางที่ 5.4  
 
ตารางที่ 5.4 ลักษณะเฉพาะ 1-แกรม 2-แกรม หรือ 3-แกรมสําหรับการทดลอง 
ลักษณะเฉพาะ คําอธิบาย 
UP_A UP_C UP_G UP_T  
ลักษณะเฉพาะท่ีไดจาก 1-แกรม 
ในสวนอัพสตรีม 
DN_A DN_C DN_G DN_T 
ลักษณะเฉพาะท่ีไดจาก 1-แกรม 
ในสวนดาวนสตรีม 
UP_AA UP_AG UP_AC UP_AT UP_GA UP_GG UP_GC UP_GT 
UP_CA UP_CG UP_CC UP_CT UP_TA  UP_TG UP_TC UP_TT 
ลักษณะเฉพาะท่ีไดจาก 2-แกรม 
ในสวนอัพสตรีม 
DN_AA DN_AG DN_AC DN_AT DN_GA DN_GG DN_GC 







ตารางที่ 5.4 ลักษณะเฉพาะ 1-แกรม 2-แกรม หรือ 3-แกรมสําหรับการทดลอง (ตอ) 
ลักษณะเฉพาะ คําอธิบาย 
UP_AAA UP_AAC UP_AAG UP_AAT UP_ACA UP_ACC 
UP_ACG UP_ACT UP_AGA UP_AGC UP_AGG 
UP_AGT UP_ATA UP_ATC UP_ATG UP_ATT UP_CAA 
UP_CAC UP_CAG UP_CAT UP_CCA UP_CCC 
UP_CCG UP_CCT UP_CGA UP_CGC UP_CGG 
UP_CGT UP_CTA UP_CTC UP_CTG UP_CTT 
UP_GAA UP_GAC UP_GAG UP_GAT UP_GCA 
UP_GCC UP_GCG UP_GCT UP_GGA UP_GGC 
UP_GGG UP_GGT UP_GTA UP_GTC UP_GTG 
UP_GTT UP_TAA UP_TAC UP_TAG UP_TAT UP_TCA 
UP_TCC UP_TCG UP_TCT UP_TGA UP_TGC 
UP_TGG UP_TGT UP_TTA UP_TTC UP_TTG UP_TTT 
ลักษณะเฉพาะท่ีไดจาก 3-แกรม 
ในสวนอัพสตรีม 
DN_AAA DN_AAC DN_AAG DN_AAT DN_ACA 
DN_ACC DN_ACG DN_ACT DN_AGA DN_AGC 
DN_AGG DN_AGT DN_ATA DN_ATC DN_ATG 
DN_ATT DN_CAA DN_CAC DN_CAG DN_CAT 
DN_CCA DN_CCC DN_CCG DN_CCT DN_CGA 
DN_CGC DN_CGG DN_CGT DN_CTA DN_CTC 
DN_CTG DN_CTT DN_GAA DN_GAC DN_GAG 
DN_GAT DN_GCA DN_GCC DN_GCG DN_GCT 
DN_GGA DN_GGC DN_GGG DN_GGT DN_GTA 
DN_GTC DN_GTG DN_GTT DN_TAA DN_TAC 
DN_TAG DN_TAT DN_TCA DN_TCC DN_TCG 
DN_TCT DN_TGA DN_TGC DN_TGG DN_TGT 





คาความถี่ และคา TF-IDF โดยคาความถี่เปนการนับจํานวนลักษณะเฉพาะที่ปรากฏในตัวอยาง
ซ่ึงคาลักษณะเฉพาะที่ไดจะอยูในชวงของจํานวนเต็มศูนย และจํานวนเต็มบวก สําหรับคา      
TF-IDF คาที่ไดจะเปนจํานวนจริงที่มีคาตั้งแต 0 เปนตนไป ตัวอยางเชนชุดขอมูล Vertebrate 
60 
 
แบงสายพันธุกรรมดวยขนาดหนาตาง 303 นิวคลีโอไทด สรางลักษณะเฉพาะ 1-แกรม และ     
2-แกรม มีจํานวนลักษณะเฉพาะทั้งหมดเทากับ 40 พบวา คาความถี่ของตัวอยางบวกที่ 1 
สําหรับลักษณะเฉพาะ UP_A UP_C UP_G UP_T DN_A DN_C DN_G และ DN_T มีคา
เทากับ 12 22 15 7 46 20 37 และ 44 ตามลําดับ แสดงดังตารางที่ 5.5 และคา TF-IDF ของ
ตัวอยางบวกที่ 1 สําหรับลักษณะเฉพาะ UP_A UP_C UP_G UP_T DN_A DN_C DN_G และ 
DN_T มีคาเทากับ 0.14 0.25 0.16 0.12 1.14 0.54 0.84 และ 1.24 ตามลําดับ แสดงดังตาราง
ที่ 5.6 
 
ตารางที่ 5.5 คาความถีต่วัอยางกลุมบวกที่ 1 ถึง 10 ของชุดขอมูล Vertebrate 
ลักษณะเฉพาะ 
คาความถ่ี 
1 2 3 4 5 6 7 8 9 10 
UP_A 12 11 2 3 45 48 55 10 6 15 
UP_C 22 40 27 6 23 21 16 8 6 7 
UP_G 15 30 19 5 41 35 34 10 6 10 
UP_T 7 21 6 5 40 45 44 2 6 8 
DN_A 46 43 27 35 39 30 63 45 40 29 
DN_C 20 29 41 26 35 44 25 35 40 46 
DN_G 37 45 49 37 40 42 39 26 37 33 
DN_T 44 30 30 49 33 31 20 41 30 39 
UP_AA 3 0 0 2 20 16 19 2 2 7 
UP_AC 3 8 0 0 6 3 7 2 0 3 
UP_AG 5 3 2 0 11 13 15 4 3 3 
UP_AT 0 0 0 0 8 16 13 1 1 1 
UP_CA 4 3 2 0 6 11 5 4 2 3 
UP_CC 6 18 13 2 2 3 3 1 1 0 
UP_CG 8 8 9 2 9 2 2 3 0 1 
UP_CT 4 10 2 2 6 4 6 0 3 3 
UP_GA 5 7 0 1 8 11 18 3 2 4 
UP_GC 8 6 10 1 10 9 2 4 2 1 
UP_GG 0 12 5 2 12 7 5 3 1 2 
UP_GT 2 5 4 1 10 8 9 0 0 3 
UP_TA 0 1 0 0 10 10 12 0 0 1 
UP_TC 4 8 3 3 5 5 4 1 2 3 
UP_TG 2 6 3 1 9 13 12 0 2 3 
UP_TT 1 6 0 1 16 17 16 1 2 1 
DN_AA 17 19 5 11 11 10 25 15 10 3 
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ตารางที่ 5.5 คาความถีต่วัอยางกลุมบวกที่ 1 ถึง 10 ของชุดขอมูล Vertebrate (ตอ) 
ลักษณะเฉพาะ 
คาความถ่ี 
1 2 3 4 5 6 7 8 9 10 
DN_AC 5 7 11 4 9 8 4 8 11 10 
DN_AG 13 9 10 10 10 9 25 11 12 8 
DN_AT 10 8 1 10 8 3 8 11 7 8 
DN_CA 7 6 8 5 13 10 14 13 12 10 
DN_CC 2 5 8 3 9 15 4 10 10 17 
DN_CG 1 5 9 5 6 4 2 2 5 1 
DN_CT 10 13 16 13 7 14 5 10 13 17 
DN_GA 16 13 11 10 14 6 21 8 15 8 
DN_GC 5 10 15 8 8 13 10 6 9 9 
DN_GG 8 16 16 8 13 15 5 3 9 10 
DN_GT 8 6 6 11 5 8 3 9 3 6 
DN_TA 6 5 3 9 1 4 3 9 2 8 
DN_TC 8 7 7 11 9 8 7 11 10 10 
DN_TG 14 14 14 13 10 13 6 10 11 13 
DN_TT 16 3 6 15 13 6 4 10 7 8 
 
ตารางที่ 5.6 คา TF-IDF ตวัอยางกลุมบวกที่ 1 ถึง 10 ของชุดขอมูล Vertebrate  
ลักษณะเฉพาะ 
คา TF-IDF 
1 2 3 4 5 6 7 8 9 10 
UP_A 0.14 0.13 0.02 0.04 0.54 0.58 0.66 0.12 0.07 0.18 
UP_C 0.25 0.46 0.31 0.07 0.27 0.24 0.19 0.09 0.07 0.08 
UP_G 0.16 0.32 0.20 0.05 0.44 0.37 0.36 0.11 0.06 0.11 
UP_T 0.12 0.37 0.11 0.09 0.71 0.80 0.78 0.04 0.11 0.14 
DN_A 1.14 1.06 0.67 0.86 0.96 0.74 1.55 1.11 0.99 0.72 
DN_C 0.54 0.78 1.10 0.70 0.94 1.18 0.67 0.94 1.07 1.24 
DN_G 0.84 1.03 1.12 0.84 0.91 0.96 0.89 0.59 0.84 0.75 
DN_T 1.24 0.85 0.85 1.39 0.93 0.88 0.57 1.16 0.85 1.10 
UP_AA 0.35 0.00 0.00 0.23 2.33 1.86 2.21 0.23 0.23 0.81 
UP_AC 0.26 0.71 0.00 0.00 0.53 0.26 0.62 0.18 0.00 0.26 
UP_AG 0.24 0.15 0.10 0.00 0.53 0.63 0.73 0.19 0.15 0.15 
UP_AT 0.00 0.00 0.00 0.00 1.08 2.17 1.76 0.14 0.14 0.14 
UP_CA 0.22 0.17 0.11 0.00 0.34 0.61 0.28 0.22 0.11 0.17 
UP_CC 0.44 1.31 0.94 0.15 0.15 0.22 0.22 0.07 0.07 0.00 
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ตารางที่ 5.6 คา TF-IDF ตวัอยางกลุมบวกที่ 1 ถึง 10 ของชุดขอมูล Vertebrate (ตอ) 
ลักษณะเฉพาะ 
คา TF-IDF  
1 2 3 4 5 6 7 8 9 10 
UP_CG 1.91 1.91 2.15 0.48 2.15 0.48 0.48 0.72 0.00 0.24 
UP_CT 0.26 0.65 0.13 0.13 0.39 0.26 0.39 0.00 0.20 0.20 
UP_GA 0.30 0.41 0.00 0.06 0.47 0.65 1.07 0.18 0.12 0.24 
UP_GC 0.48 0.36 0.60 0.06 0.60 0.54 0.12 0.24 0.12 0.06 
UP_GG 0.00 0.92 0.38 0.15 0.92 0.54 0.38 0.23 0.08 0.15 
UP_GT 0.21 0.52 0.41 0.10 1.04 0.83 0.93 0.00 0.00 0.31 
UP_TA 0.00 0.22 0.00 0.00 2.24 2.24 2.68 0.00 0.00 0.22 
UP_TC 0.28 0.56 0.21 0.21 0.35 0.35 0.28 0.07 0.14 0.21 
UP_TG 0.13 0.38 0.19 0.06 0.57 0.82 0.75 0.00 0.13 0.19 
UP_TT 0.15 0.90 0.00 0.15 2.39 2.54 2.39 0.15 0.30 0.15 
DN_AA 2.17 2.43 0.64 1.40 1.40 1.28 3.19 1.92 1.28 0.38 
DN_AC 0.56 0.78 1.23 0.45 1.01 0.89 0.45 0.89 1.23 1.12 
DN_AG 1.10 0.76 0.84 0.84 0.84 0.76 2.11 0.93 1.01 0.68 
DN_AT 1.24 1.00 0.12 1.24 1.00 0.37 1.00 1.37 0.87 1.00 
DN_CA 0.59 0.51 0.68 0.42 1.10 0.85 1.19 1.10 1.02 0.85 
DN_CC 0.28 0.71 1.14 0.43 1.28 2.13 0.57 1.42 1.42 2.42 
DN_CG 0.36 1.81 3.26 1.81 2.18 1.45 0.73 0.73 1.81 0.36 
DN_CT 0.98 1.27 1.56 1.27 0.68 1.37 0.49 0.98 1.27 1.66 
DN_GA 1.42 1.16 0.98 0.89 1.25 0.53 1.87 0.71 1.34 0.71 
DN_GC 0.59 1.18 1.77 0.95 0.95 1.54 1.18 0.71 1.06 1.06 
DN_GG 1.02 2.05 2.05 1.02 1.66 1.92 0.64 0.38 1.15 1.28 
DN_GT 1.18 0.89 0.89 1.62 0.74 1.18 0.44 1.33 0.44 0.89 
DN_TA 1.44 1.20 0.72 2.16 0.24 0.96 0.72 2.16 0.48 1.92 
DN_TC 0.97 0.85 0.85 1.34 1.09 0.97 0.85 1.34 1.21 1.21 
DN_TG 1.15 1.15 1.15 1.07 0.82 1.07 0.49 0.82 0.90 1.07 
DN_TT 2.81 0.53 1.05 2.63 2.28 1.05 0.70 1.75 1.23 1.40 
 
ข้ันตอนที่ 3 การเลือกลักษณะเฉพาะ ดําเนินการเลือกลักษณะเฉพาะสําคัญ
ที่สามารถระบุจุดเร่ิมตนการแปลรหัสไดถูกตองมากข้ึน ดวยเทคนิคการเลือกลักษณะเฉพาะ
สหสัมพันธ (CFS) เทคนิคไคสแควร เทคนิคอัตราสวนเกน และเทคนิครีลีฟ-เอฟ เปรียบเทียบ
ลักษณะเฉพาะที่ผานการเลือกสําหรับคาความถี่และคา TF-IDF พบวาสําหรับชุดขอมูล 
Vertebrate ชุดขอมูล A.thaliana และชุดขอมูล TIS+50 มีลักษณะเฉพาะที่ผานการเลือกสําหรับ
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คาความถี่ และ คา TF-IDF เหมือนกัน ตัวอยางเชน แบงสายพันธุกรรมดวยขนาดหนาตาง 303 
นิวคลีโอไทด สรางลักษณะเฉพาะ 1-แกรม และ 2-แกรม เลือกลักษณะเฉพาะ สําหรับชุดขอมูล 
Vertebrate เลือกลักษณะเฉพาะดวยเทคนิคไคสแควร พบวา ลักษณะเฉพาะที่ผานการเลือก 5 
ลําดับแรกที่มีนัยสําคัญสูงสุด สําหรับคาความถี่ คือ DN_G DN_C DN_T DN_GC DN_CT ซ่ึง
เหมือนกับคา TF-IDF คือ DN_G DN_C DN_T DN_GC DN_CT แสดงดังตารางที่ 5.7  
 





คาความถ่ี คา TF-IDF 
เทคนิค CFS 
(ฮิวริสติกเลือกเทากับ 14 ลักษณะ) 
DN_A DN_C DN_G DN_T 
UP_AT DN_AC DN_AG 
DN_CA DN_CG DN_CT 
DN_GC DN_GG DN_GT 
DN_TC 
DN_A DN_C DN_G DN_T 
UP_AT  DN_AC DN_AG 
DN_CA DN_CG DN_CT 
DN_GC DN_GG DN_GT 
DN_TC 
เทคนิคไคสแควร 
(ผูใชกําหนดเทากับ 5 ลักษณะ) 
DN_G DN_C DN_T DN_GC 
DN_CT 
DN_G DN_C DN_T 
DN_GC DN_CT 
เทคนิคอัตราสวนเกน 
(ผูใชกําหนดเทากับ 5 ลักษณะ) 
DN_G DN_C DN_T DN_A 
DN_CA 
DN_G DN_C DN_T DN_A 
DN_CA 
เทคนิครีลีฟ-เอฟ 
(ผูใชกําหนดเทากับ 5 ลักษณะ) 
DN_C DN_A DN_G DN_T 
DN_AG 
DN_C DN_A DN_G DN_T 
DN_AG 
 
ตัวอยางชุดขอมูล A.thaliana ลักษณะเฉพาะที่ผานการเลือกดวยเทคนิค CFS
สําหรับคาความถี่ คือ DN_A DN_C DN_G DN_T DN_CG ซ่ึงเหมือนกับคา TF-IDF คือ 
DN_A DN_C DN_G DN_T DN_CG แสดงดังตารางที่ 5.8 
 





คาความถ่ี คา TF-IDF 
เทคนิค CFS 
(ฮิวริสติกเลือกเทากับ 5 ลักษณะ) 
DN_A DN_C DN_G DN_T 
DN_CG 
DN_A DN_C DN_G DN_T 
DN_CG 
เทคนิคไคสแควร 
(ผูใชกําหนดเทากับ 5 ลักษณะ) 
DN_C DN_G DN_T DN_A 
DN_GC 









คาความถ่ี คา TF-IDF 
เทคนิคอัตราสวนเกน 
(ผูใชกําหนดเทากับ 5 ลักษณะ) 
DN_C DN_A DN_T DN_G 
DN_CT 
DN_C DN_A DN_T DN_G 
DN_CT 
เทคนิครีลีฟ-เอฟ 
(ผูใชกําหนดเทากับ 5 ลักษณะ) 
DN_T DN_A DN_C DN_G 
DN_TC 
DN_T DN_A DN_C DN_G 
DN_TC 
 
ตัวอยางชุดขอมูล TIS+50 เลือกลักษณะเฉพาะดวยเทคนิครีลีฟ-เอฟ พบวา
ลักษณะเฉพาะที่ผานการเลือก 5 ลําดับแรกที่มีนัยสําคัญสูงสุด สําหรับคาความถี่ คือ DN_GC 
UP_T UP_AT UP_A DN_CT ซ่ึงเหมือนกับคา TF-IDF คือ DN_GC UP_T UP_AT UP_A 
DN_CT แสดงดังตารางที่ 5.9 
 




คาความถ่ี คา TF-IDF 
เทคนิค CFS 
(ฮิวริสติกเลือกเทากับ 13 ลักษณะ) 
UP_A UP_C UP_T DN_C 
UP_AG UP_AT UP_CA 
UP_GA UP_TA UP_TG 
UP_TT DN_CG DN_GC 
UP_A UP_C UP_T DN_C 
UP_AG UP_AT UP_CA 
UP_GA UP_TA UP_TG 
UP_TT DN_CG DN_GC 
เทคนิคไคสแควร 
(ผูใชกําหนดเทากับ 5 ลักษณะ) 
UP_AT UP_TG UP_A UP_T 
UP_GA 
UP_AT UP_TG UP_A 
UP_T UP_C 
เทคนิคอัตราสวนเกน 
(ผูใชกําหนดเทากับ 5 ลักษณะ) 
UP_AG UP_GA UP_G UP_C 
UP_A 
UP_AG UP_GA UP_G 
UP_C UP_A 
เทคนิครีลีฟ-เอฟ 
(ผูใชกําหนดเทากับ 5 ลักษณะ) 
DN_GC UP_T UP_AT UP_A 
DN_CT 
DN_GC UP_T UP_AT 
UP_A DN_CT 
 
จากตารางที่ 5.7 ถึง 5.9 แสดงใหเห็นวาจํานวนลักษณะเฉพาะที่ผานการเลือก
ดวยเทคนิค CFS มีจํานวนลักษณะเฉพาะที่ผานการเลือกนอยกวา 40 เสมอ ตัวอยางเชน ชุด
ขอมูล Vertebrate มีจํานวนลักษณะเฉพาะที่ผานการเลือกเทากับ 14 คือ DN_A DN_C DN_G 
DN_T UP_AT DN_AC DN_AG DN_CA DN_CG DN_CT DN_GC DN_GG DN_GT และ 
DN_TC แสดงดังตารางที่ 5.7 ชุดขอมูล A.thaliana มีจํานวนลักษณะเฉพาะที่ผานการเลือก
เทากับ 5 คือ DN_A DN_C DN_G DN_T และ DN_CG แสดงดังตารางที่ 5.8 และชุดขอมูล 
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TIS+50 มีจํานวนลักษณะเฉพาะที่ผานการเลือกเทากับ 13 ลักษณะ คือ UP_A UP_C UP_T 
DN_C UP_AG UP_AT UP_CA UP_GA UP_TA UP_TG UP_TT DN_CG และ DN_GC  
สําหรับเทคนิคไคสแควร เทคนิคอัตราสวนเกน และเทคนิครีลีฟ-เอฟเปนเทคนิค
แบบตัวกรองที่เรียงลําดับลักษณะเฉพาะตามนัยสําคัญทางสถิติจากมากไปนอย เปรียบเทียบ
จํานวนลักษณะเฉพาะที่เหมาะสมโดยเลือกลักษณะเฉพาะ 5 10 15 20 และ 30 ลําดับแรกที่มี
นัยสําคัญสูงสุด พบวาลักษณะเฉพาะที่ผานการเลือกดวยเทคนิคไคสแควร  เทคนิค      
อัตราสวนเกน และเทคนิครีลีฟ-เอฟมีลักษณะเฉพาะที่ไมเหมือนกัน ตัวอยางการแบงสาย
พันธุกรรมดวยขนาดหนาตาง 303 นิวคลีโอไทด สรางลักษณะเฉพาะ 1-แกรม และ 2-แกรม 
กําหนดคาลักษณะเฉพาะดวยวิธี TF-IDF สําหรับชุดขอมูล Vertebrate พบวา ลักษณะเฉพาะที่
ผานการเลือก 5 ลําดับแรกที่มีนัยสําคัญสูงสุดของเทคนิคไคสแควร คือ DN_G DN_C DN_T 
DN_GC และ DN_CT เทคนิคอัตราสวนเกน คือ DN_G DN_C DN_T DN_A และ DN_CA 
และเทคนิครีลีฟ-เอฟ คือ DN_C DN_A DN_G DN_T และ DN_AG แสดงดังตารางที่ 5.10 
 




เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
5 DN_G DN_C DN_T 
DN_GC DN_CT 
DN_G DN_C DN_T 
DN_A DN_CA 
DN_C DN_A DN_G 
DN_T DN_AG 
10 DN_G DN_C DN_T 
DN_GC DN_CT DN_TC 
DN_A DN_TG DN_CA 
DN_GG 
DN_G DN_C DN_T 
DN_A DN_CA DN_CT 
DN_TC DN_AG DN_TG 
DN_GC 
DN_C DN_A DN_G 
DN_T DN_AG DN_CT 
DN_GA DN_CA DN_TG 
DN_TC 
15 DN_G DN_C DN_T 
DN_GC DN_CT DN_TC 
DN_A DN_TG DN_CA 
DN_GG DN_AG DN_CC 
DN_GT DN_AC DN_GA 
DN_G DN_C DN_T 
DN_A DN_CA DN_CT 
DN_TC DN_AG DN_TG 
DN_GC DN_AC DN_GG 
DN_GT DN_GA DN_CC 
DN_C DN_A DN_G 
DN_T DN_AG DN_CT 
DN_GA DN_CA DN_TG 
DN_TC DN_GC DN_AC 
DN_CC DN_GT DN_AT 
20 DN_G DN_C DN_T 
DN_GC DN_CT DN_TC 
DN_A DN_TG DN_CA 
DN_GG DN_AG DN_CC 
DN_GT DN_AC DN_GA 
DN_CG UP_AT DN_TT 
DN_AT DN_AA 
DN_G DN_C DN_T 
DN_A DN_CA DN_CT 
DN_TC DN_AG DN_TG 
DN_GC DN_AC DN_GG 
DN_GT DN_GA DN_CC 
UP_AT DN_CG UP_CG 
DN_AT DN_TT 
DN_C DN_A DN_G 
DN_T DN_AG DN_CT 
DN_GA DN_CA DN_TG 
DN_TC DN_GC DN_AC 
DN_CC DN_GT DN_AT 









เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
30 DN_G DN_C DN_T 
DN_GC DN_CT DN_TC 
DN_A DN_TG DN_CA 
DN_GG DN_AG DN_CC 
DN_GT DN_AC DN_GA 
DN_CG UP_AT DN_TT 
DN_AT DN_AA UP_TG 
UP_A DN_TA UP_T 
UP_CA UP_AA UP_G 
UP_GA UP_C UP_TA 
DN_G DN_C DN_T 
DN_A DN_CA DN_CT 
DN_TC DN_AG DN_TG 
DN_GC DN_AC DN_GG 
DN_GT DN_GA DN_CC 
UP_AT DN_CG UP_CG 
DN_AT DN_TT DN_AA 
UP_A DN_TA UP_TG 
UP_T UP_AA UP_CA 
UP_G UP_GA UP_AG 
DN_C DN_A DN_G 
DN_T DN_AG DN_CT 
DN_GA DN_CA DN_TG 
DN_TC DN_GC DN_AC 
DN_CC DN_GT DN_AT 
DN_AA DN_GG DN_TT 
DN_TA DN_CG UP_AT 
UP_TG UP_TT UP_CG 
UP_AG UP_TA UP_AC 
UP_C UP_CA UP_CT 
 
ตัวอยางชุดขอมูล A.thaliana ลักษณะเฉพาะที่ผานการเลือก 5 ลําดับแรกของ
เทคนิคไคสแควร คือ DN_C DN_G DN_T DN_A และ DN_GC เทคนิคอัตราสวนเกน คือ 
DN_C DN_A DN_T DN_G และ DN_CT และเทคนิครีลีฟ-เอฟ คือ DN_T DN_A DN_C 
DN_G และ DN_TC แสดงดังตารางที่ 5.11 
 




เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
5 
DN_C DN_G DN_T 
DN_A DN_GC 
DN_C DN_A DN_T 
DN_G DN_CT 
DN_T DN_A DN_C 
DN_G DN_TC 
10 
DN_C DN_G DN_T 
DN_A DN_GC DN_TC 
DN_CG DN_CT DN_GT 
DN_CA 
DN_C DN_A DN_T 
DN_G DN_CT DN_TC 
DN_CG DN_GT DN_CA 
DN_GC 
DN_T DN_A DN_C 
DN_G DN_TC DN_CA 
DN_GA DN_AG DN_AT 
DN_TT 
15 
DN_C DN_G DN_T 
DN_A DN_GC DN_TC 
DN_CG DN_CT DN_GT 
DN_CA DN_AC DN_GA 
DN_AG DN_CC DN_AA 
DN_C DN_A DN_T 
DN_G DN_CT DN_TC 
DN_CG DN_GT DN_CA 
DN_GC DN_AT DN_AG 
DN_TT DN_GA DN_AA 
DN_T DN_A DN_C 
DN_G DN_TC DN_CA 
DN_GA DN_AG DN_AT 
DN_TT DN_GT DN_CT 









เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
20 
DN_C DN_G DN_T 
DN_A DN_GC DN_TC 
DN_CG DN_CT DN_GT 
DN_CA DN_AC DN_GA 
DN_AG DN_CC DN_AA 
DN_TT UP_G DN_AT 
DN_GG UP_GG 
DN_C DN_A DN_T 
DN_G DN_CT DN_TC 
DN_CG DN_GT DN_CA 
DN_GC DN_AT DN_AG 
DN_TT DN_GA DN_AA 
DN_AC DN_TA DN_CC 
DN_GG UP_G 
DN_T DN_A DN_C 
DN_G DN_TC DN_CA 
DN_GA DN_AG DN_AT 
DN_TT DN_GT DN_CT 
DN_AA DN_TG DN_AC 
DN_CG DN_GC DN_GG 
DN_CC DN_TA 
30 
DN_C DN_G DN_T 
DN_A DN_GC DN_TC 
DN_CG DN_CT DN_GT 
DN_CA DN_AC DN_GA 
DN_AG DN_CC DN_AA 
DN_TT UP_G DN_AT 
DN_GG UP_GG DN_TG 
UP_TG DN_TA UP_GC 
UP_GA UP_T UP_GT 
UP_A UP_AT UP_AG 
DN_C DN_A DN_T 
DN_G DN_CT DN_TC 
DN_CG DN_GT DN_CA 
DN_GC DN_AT DN_AG 
DN_TT DN_GA DN_AA 
DN_AC DN_TA DN_CC 
DN_GG UP_G DN_TG 
UP_GC UP_TG UP_A 
UP_GG UP_T UP_AT 
UP_GA UP_TA UP_GT 
DN_T DN_A DN_C 
DN_G DN_TC DN_CA 
DN_GA DN_AG DN_AT 
DN_TT DN_GT DN_CT 
DN_AA DN_TG DN_AC 
DN_CG DN_GC DN_GG 
DN_CC DN_TA UP_TG 
UP_G UP_GG UP_TA 
UP_GC UP_TT UP_CA 
UP_CG UP_T UP_GA 
 
ตัวอยางชุดขอมูล TIS+50 ลักษณะเฉพาะที่ผานการเลือก 5 ลําดับแรกของ
เทคนิคไคสแควร คือ UP_AT UP_TG UP_A UP_T และ UP_C เทคนิคอัตราสวนเกน คือ 
UP_AG UP_GA UP_G UP_C และ UP_A และเทคนิครีลีฟ-เอฟ คือ DN_GC UP_T UP_AT 
UP_A และ DN_CT แสดงดังตารางที่ 5.12 
 




เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
5 UP_AT UP_TG UP_A 
UP_T UP_C 
UP_AG UP_GA UP_G 
UP_C UP_A 
DN_GC UP_T UP_AT 
UP_A DN_CT 
10 UP_AT UP_TG UP_A 
UP_T UP_C UP_GA 
UP_G UP_AC UP_AG 
UP_CA 
UP_AG UP_GA UP_G 
UP_C UP_A UP_T 
UP_AT UP_CA UP_GG 
UP_TG 
DN_GC UP_T UP_AT 
UP_A DN_CT UP_TG 









เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
15 UP_AT UP_TG UP_A 
UP_T UP_C UP_GA 
UP_G UP_AC UP_AG 
UP_CA UP_GT UP_TT 
UP_TA UP_AA DN_GC 
UP_AG UP_GA UP_G 
UP_C UP_A UP_T 
UP_AT UP_CA UP_GG 
UP_TG UP_TT UP_CC 
UP_TA UP_AC UP_AA 
DN_GC UP_T UP_AT 
UP_A DN_CT UP_TG 
DN_C UP_TA UP_CA 
DN_CG DN_G DN_TC 
UP_TC DN_CC UP_AA 
20 UP_AT UP_TG UP_A 
UP_T UP_C UP_GA 
UP_G UP_AC UP_AG 
UP_CA UP_GT UP_TT 
UP_TA UP_AA DN_GC 
UP_GG UP_CT UP_TC 
DN_CG UP_CC 
UP_AG UP_GA UP_G 
UP_C UP_A UP_T 
UP_AT UP_CA UP_GG 
UP_TG UP_TT UP_CC 
UP_TA UP_AC UP_AA 
UP_CT UP_TC DN_GC 
UP_GC UP_GT 
DN_GC UP_T UP_AT 
UP_A DN_CT UP_TG 
DN_C UP_TA UP_CA 
DN_CG DN_G DN_TC 
UP_TC DN_CC UP_AA 
DN_AG UP_TT UP_GA 
UP_CC UP_AG 
30 UP_AT UP_TG UP_A 
UP_T UP_C UP_GA 
UP_G UP_AC UP_AG 
UP_CA UP_GT UP_TT 
UP_TA UP_AA DN_GC 
UP_GG UP_CT UP_TC 
DN_CG UP_CC UP_GC 
DN_C DN_CT DN_TC 
DN_CC DN_G DN_T 
DN_TT DN_A DN_TG 
UP_AG UP_GA UP_G 
UP_C UP_A UP_T 
UP_AT UP_CA UP_GG 
UP_TG UP_TT UP_CC 
UP_TA UP_AC UP_AA 
UP_CT UP_TC DN_GC 
UP_GC UP_GT DN_CG 
DN_C DN_G DN_CT 
DN_TC DN_CC DN_TA 
DN_T DN_TG DN_A 
DN_GC UP_T UP_AT 
UP_A DN_CT UP_TG 
DN_C UP_TA UP_CA 
DN_CG DN_G DN_TC 
UP_TC DN_CC UP_AA 
DN_AG UP_TT UP_GA 
UP_CC UP_AG DN_CA 
DN_A UP_CT DN_T 
DN_TA DN_GA UP_CG 
UP_C DN_AT DN_TG 
 
ข้ันตอนที่ 4 การสรางลักษณะเฉพาะรูปแบบคอนเซนซัส  
รูปแบบคอนเซนซัสเปนลักษณะโดยทั่วไปรอบจุดเร่ิมตนการแปลรหัสพันธุกรรม
ที่มีงานวิจัยศึกษากอนหนาไดแก ลักษณะเดนรอบจุดเร่ิมตนการแปลรหัสพันธุกรรม (Kozak, 
1987) และ แบบจําลองการตรวจสอบไรโบโซม (Kozak, 1989) ลักษณะเฉพาะที่สรางจาก
รูปแบบคอนเซนซัสมี 4 ลักษณะเฉพาะแสดงดังตารางที่ 5.14 กําหนดใหนิวคลีโอไทด A ของ   






ตารางที่ 5.13 ลักษณะเฉพาะที่สรางจากรูปแบบคอนเซนซัส  
ลักษณะเฉพาะ คําอธิบาย 
DN_+4G ลักษณะเฉพาะบูลีนเปนจริงถามีนิวคลีโอไทด G ท่ีตําแหนง +4 (Kozak, 1987) 
UP_-3A/G 
ลักษณะเฉพาะบูลีนเปนจริงถามีนิวคลีโอไทด A หรือ G ท่ีตําแหนง -3 (Kozak, 
1987) 
UP_ATG นับความถ่ีของโคดอน ATG อัพสตรีม (Kozak, 1989) 
DN_STOP 
นับความถ่ีของโคดอนหยุด (TAA, TAG, หรือ TGA) ในอิน-เฟรมดาวนสตรีม 
(Kozak, 1989) 
 
ข้ันตอนที่ 5 การทํานายผลลัพธ 
การทดลองแตละแบบมีสถาปตยกรรมโครงขายประสาทเทียมแบบหนวย
ประมวลผลยอยหลายชั้นในชั้นขอมูลเขาแตกตางกัน และประเมินผลดวยวิธีการทดสอบไขว
เปลี่ยนแบบ k  กลุม น้ันคือ ขอมูลจะแบงเปน k  กลุมเทา ๆ กัน จากน้ัน k -1 สวนจะใชเปนชุด
ขอมูลสอน และ 1 สวนจะใชเปนชุดขอมูลทดสอบ โดยชุดขอมูลสอนและชุดขอมูลทดสอบจะ
แตกตางกันทั้ง k  คร้ัง ผลการทดลองสามารถสรุปเปน 7 ประเด็น ไดแก 1) ประสิทธิภาพขนาด
หนาตาง 2) ประสิทธิภาพ n-แกรม 3) ประสิทธิภาพของคา TF-IDF 4) ประสิทธิภาพของเวลา
สําหรับ TF-IDF 5) ประสิทธิภาพของเทคนิคการเลือกลักษณะเฉพาะ 6) ประสิทธิภาพของ
รูปแบบคอนเซนซัส และ 7) ประสิทธิภาพของแบบจําลอง TF-IDF-NN-TIS โดยประสิทธิภาพ
การทํานายที่พิจารณาไดแก คาความถูกตอง (Accuracy) คือรอยละของตัวอยางที่ทํานาย
ถูกตองทั้งหมด คาการตอบสนองไว (Sensitivity) คือรอยละของตัวอยางกลุมบวกที่ทํานาย
ถูกตอง และคาความเฉพาะเจาะจง (Specificity) คือรอยละของตัวอยางกลุมลบที่ทํานายถูกตอง  
1) ประเด็นประสิทธิภาพขนาดหนาตาง 
พิจารณาขนาดหนาตางที่แตกตางกันสําหรับชุดขอมูล 
Vertebrate ชุดขอมูล A.thaliana และชุดขอมูล TIS+50 ของการทดลองแบบ A B C และ D ผล
การทดลองแสดงใหเห็นวา ขนาดหนาตางที่มีจํานวนนิวคลีโอไทดเหมาะสมจะให คาความถูก
ตอง คาการตอบสนองไว และคาความเฉพาะเจาะจงที่มีคาสูง ตัวอยางเชน สรางลักษณะเฉพาะ 
1-แกรม กําหนดคาลักษณะเฉพาะดวยคา TF-IDF ของการทดลอง A B C และ D เลือก
ลักษณะเฉพาะดวยเทคนิค CFS  
สําหรับชุดขอมูล Vertebrate แสดงดังตารางที่ 5.14 และ
ภาพประกอบ 5.4 การทดลองแบบ B ของขนาดหนาตาง 53 103 203 303 และ 403 ใหคา
ความถูกตองเทากับ 76.67% 76.82% 76.61% 99.62% และ 90.37% ตามลําดับ ผลการ




ตารางที่ 5.14 คาความถูกตองของขนาดหนาตางที่แตกตางกันสําหรับชุดขอมูล Vertebrate 
การทดลอง 
คาความถูกตอง (%) 
W = 53 W = 103 W = 203 W = 303 W = 403 
A 76.80 78.06 78.29 97.78 95.29 
B 76.67 76.82 76.61 99.62 90.37 
C 81.13 87.43 91.42 98.79 98.90 


























ภาพประกอบ 5.4 เปรียบเทียบคาความถูกตองของขนาดหนาตาง                                   
ที่แตกตางกันสําหรับชุดขอมูล Vertebrate 
 
สําหรับชุดขอมูล A.thaliana แสดงดังตารางที่ 5.15 และ
ภาพประกอบ 5.5 การทดลองแบบ C ของขนาดหนาตาง 53 103 203 303 และ 403 ใหคา
ความถูกตองเทากับ 85.50% 86.67% 92.97% 97.66% และ 98.10% ตามลําดับ ผลการ
ทดลองแสดงใหเห็นวาขนาดหนาตาง 403 นิวคลีโอไทด ใหคาความถูกตองสูงสุดเทากับ 
98.10% ทั้งน้ีขนาดหนาตาง 303 นิวคลีโอไทดก็ใหคาความถูกตองสูงเชนเดียวกัน 
 
ตารางที่ 5.15 คาความถูกตองของขนาดหนาตางที่แตกตางกันสําหรับชุดขอมูล A.thaliana 
การทดลอง 
คาความถูกตอง (%) 
W = 53 W = 103 W = 203 W = 303 W = 403 
A 77.54 78.81 78.91 96.83 96.29 
B 76.03 78.86 78.71 91.11 89.26 
C 85.50 86.67 92.97 97.66 98.10 



























ภาพประกอบ 5.5 เปรียบเทียบคาความถูกตองของขนาดหนาตาง                                   
ที่แตกตางกันสําหรับชุดขอมูล A.thaliana 
 
สําหรับชุดขอมูล TIS+50 แสดงดังตารางที่ 5.16 และ
ภาพประกอบ 5.6 การทดลองแบบ C ของขนาดหนาตาง 53 103 203 303 และ 403 ใหคา
ความถูกตองเทากับ 87.12% 91.82% 89.57% 94.48% และ 94.07% ตามลําดับ ผลการ
ทดลองแสดงใหเห็นวา ขนาดหนาตาง 303 นิวคลีโอไทด ใหคาความถูกตองสูงสุดเทากับ 
94.48%  
ตารางที่ 5.16 คาความถูกตองของขนาดหนาตางที่แตกตางกันสําหรับชุดขอมูล TIS+50 
การทดลอง 
คาความถูกตอง (%) 
W = 53 W = 103 W = 203 W = 303 W = 403 
A 87.53 89.98 88.34 89.57 88.96 
B 89.16 90.18 89.37 91.82 89.98 
C 87.12 91.82 89.57 94.48 94.07 

























ภาพประกอบ 5.6 เปรียบเทียบคาความถูกตองของขนาดหนาตาง                                   
ที่แตกตางกันสําหรับชุดขอมูล TIS+50 
 
2) ประเด็นประสิทธิภาพ n-แกรม 
พิจารณาลักษณะเฉพาะ n-แกรม กําหนด n  เทากับ 1 2 หรือ 
3 ผลการทดลองแสดงใหเห็นวา การเลือก n  ที่เหมาะสมจะชวยเพิ่มความถูกตองการทํานาย
จุดเร่ิมตนการแปลรหัส ตัวอยางเชน แบงสายพันธุกรรมดวยขนาดหนาตาง 303 นิวคลีโอไทด 
เปรียบเทียบคาความถูกตองของลักษณะเฉพาะ n-แกรม 7 รูปแบบ คือ 1) ลักษณะ 1-แกรม   
2) ลักษณะเฉพาะ 2-แกรม 3) ลักษณะเฉพาะ 3-แกรม 4) ลักษณะเฉพาะ 1-แกรม และ 2-แกรม 
5) ลักษณะเฉพาะ 1-แกรม และ 3-แกรม 6) ลักษณะเฉพาะ 2-แกรม และ 3-แกรม และ          
7) ลักษณะเฉพาะ 1-แกรม 2-แกรม และ 3-แกรม กําหนดคาลักษณะเฉพาะดวยคา TF-IDF 
เลือกลักษณะเฉพาะดวยเทคนิค CFS พิจารณาคาความถูกตองการทดลองแบบ D ของ
ลักษณะเฉพาะ n-แกรมทั้ง 7 รูปแบบ ผลการทดลองแสดงใหเห็นวา ชุดขอมูล Vertebrate 
ลักษณะเฉพาะ 1-แกรม และ 2-แกรมใหคาความถูกตองสูงสุดเทากับ 99.76% ชุดขอมูล 
A.thaliana ลักษณะเฉพาะ 1-แกรมใหคาความถูกตองสูงสุดเทากับ 97.61% และชุดขอมูล 
TIS+50 ลักษณะเฉพาะ 1-แกรม และ 2-แกรม ใหคาความถูกตองสูงสุดเทากับ 95.50% แสดง
ดังตารางที่ 5.17 และภาพประกอบ 5.7  
 




1 2 3 1 และ 2 1 และ 3 2 และ 3 1 2 และ 3 
Vertebrate 98.91 94.03 93.24 99.76 96.51 93.53 99.06 
A.thaliana 97.61 96.53 92.77 97.56 94.82 95.85 97.27 




























1, 2, and 3-gram
 
ภาพประกอบ 5.7 เปรียบเทียบคาความถูกตองของลกัษณะเฉพาะ n-แกรม 
 
พิจารณาคาการตอบสนองไวการทดลองแบบ D ของ
ลักษณะเฉพาะ n-แกรมทั้ง 7 รูปแบบ ผลการทดลองแสดงใหเห็นวา ชุดขอมูล Vertebrate 
ลักษณะเฉพาะ 1-แกรม ใหคาการตอบสนองไวสูงสุดเทากับ 99.49% ชุดขอมูล A.thaliana 
ลักษณะเฉพาะ 1-แกรม ใหคาการตอบสนองไวสูงสุดเทากับ 96.75% และชุดขอมูล TIS+50 
ลักษณะเฉพาะ 1-แกรม และ 3-แกรมใหคาการตอบสนองไวสูงสุดเทากับ 76.00% แสดงดัง
ตารางที่ 5.18 และภาพประกอบ 5.8  
 




1 2 3 1 และ 2 1 และ 3 2 และ 3 1 2 และ 3 
Vertebrate 99.49 89.79 87.32 99.18 89.25 87.77 99.18 
A.thaliana 96.75 94.46 84.89 96.56 85.85 92.16 96.18 





























1, 2, and 3-gram
 
ภาพประกอบ 5.8 เปรียบเทียบคาการตอบสนองไวของลักษณะเฉพาะ n-แกรม  
 
พิจารณาคาความเฉพาะเจาะจงการทดลองแบบ D ของ 
ลักษณะเฉพาะ n-แกรมทั้ง 7 รูปแบบ ผลการทดลองแสดงใหเห็นวา ชุดขอมูล Vertebrate 
ลักษณะเฉพาะ 1-แกรม 2-แกรม และ 3-แกรมใหคาความเฉพาะเจาะจงสูงสุดเทากับ 99.02% 
ชุดขอมูล A.thaliana ลักษณะเฉพาะ 1-แกรม และ 2-แกรมใหคาความเฉพาะเจาะจงสูงสุด
เทากับ 98.03% และชุดขอมูล TIS+50 ลักษณะเฉพาะ 2-แกรมใหคาความเฉพาะเจาะจงสูงสุด
เทากับ 98.18% แสดงดังตารางที่ 5.19 และภาพประกอบ 5.9  
 




1 2 3 1 และ 2 1 และ 3 2 และ 3 1 2 และ 3 
Vertebrate 98.72 95.41 95.16 98.95 98.87 95.41 99.02 
A.thaliana 97.90 97.25 95.48 98.03 97.90 97.11 97.64 





























1, 2, and 3-gram
 
ภาพประกอบ 5.9 เปรียบเทียบคาความเฉพาะเจาะจงของลักษณะเฉพาะ n-แกรม 
 
1) ประเด็นประสิทธิภาพของคา TF-IDF 
พิจารณาระหวางคา TF-IDF และคาความถี่ ผลการทดลอง
แสดงใหเห็นวา คา TF-IDF ใหประสิทธิภาพการทํานายจุดเร่ิมตนการแปลรหัสสูงกวา คาความถี่ 
สําหรับชุดขอมูล Vertebrate ชุดขอมูล A.thaliana และชุดขอมูล TIS+50 ตัวอยางเชน แบงสาย
พันธุกรรมดวยขนาดหนาตาง 303 นิวคลีโอไทด สรางลักษณะเฉพาะ 1-แกรม และ 2-แกรม 
เลือกลักษณะเฉพาะดวยเทคนิค CFS  
สําหรับชุดขอมูล Vertebrate ของการทดลองแบบ A B C และ 
D คาความถูกตองสําหรับคา TF-IDF เทากับ 99.53% 99.73% 98.73% และ 99.76% 
ตามลําดับ สูงกวาคาความถี่ซ่ึงใหคาความถูกตองเทากับ 93.97% 92.18% 96.81% และ 
98.05% ตามลําดับ แสดงดังภาพประกอบ 5.10 คาการตอบสนองไวสําหรับคา TF-IDF เทากับ 
89.70% 99.94% 96.65% และ 99.18% ตามลําดับ สูงกวาคาความถี่ซ่ึงใหคาการตอบสนองไว
เทากับ 87.08% 88.86% 96.29% และ 98.22% ตามลําดับ แสดงดังภาพประกอบ 5.11 และคา
ความเฉพาะเจาะจงสําหรับคา TF-IDF เทากับ 99.16% 99.63% 98.43% และ 98.95% 
ตามลําดับ สูงกวาคาความถี่ซ่ึงใหคาความเฉพาะเจาะจงเทากับ 96.21% 93.26% 96.98% และ 


























ภาพประกอบ 5.10 เปรียบเทียบคาความถูกตองของการทดลองแบบ A B C และ D                 























ภาพประกอบ 5.11 เปรียบเทียบคาการตอบสนองไวของการทดลองแบบ A B C และ D        























ภาพประกอบ 5.12 เปรียบเทียบคาความเฉพาะเจาะจงของการทดลองแบบ A B C และ D 
ระหวางคาความถี่ กับ คา TF-IDF สําหรับชุดขอมูล Vertebrate 
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สําหรับชุดขอมูล A.thaliana ของการทดลองแบบ A B C และ 
D คาความถูกตองสําหรับคา TF-IDF เทากับ 88.33% 97.53% 95.80% และ 97.56% 
ตามลําดับ สูงกวาคาความถี่ซ่ึงใหคาความถูกตองเทากับ 88.00% 93.52% 94.78% และ 
97.41% ตามลําดับ แสดงดังภาพประกอบ 5.13 คาการตอบสนองไวสําหรับคา TF-IDF เทากับ 
72.66% 98.50% 91.79% และ 97.51% ตามลําดับ และคาความถี่ใหคาการตอบสนองไวเทากับ 
79.73% 91.97% 89.67% และ 96.65% ตามลําดับ แสดงดังภาพประกอบ 5.14 และคาความ
เฉพาะเจาะจงสําหรับคา TF-IDF เทากับ 93.70% 98.95% 97.18% และ 98.03% ตามลําดับ สูง
กวาคาความถี่ซ่ึงใหคาความเฉพาะเจาะจงเทากับ 92.72% 94.02% 96.52% และ 97.38% 
























ภาพประกอบ 5.13 เปรียบเทียบคาความถูกตองของการทดลองแบบ A B C และ D                


























ภาพประกอบ 5.14 เปรียบเทียบคาการตอบสนองไวของการทดลองแบบ A B C และ D        



























ภาพประกอบ 5.15 เปรียบเทียบคาความเฉพาะเจาะจงของการทดลองแบบ A B C และ D 
ระหวางคาความถี่ กับ คา TF-IDF สําหรับชุดขอมูล A.thaliana 
 
สําหรับชุดขอมูล TIS+50 ของการทดลองแบบ A B C และ D 
คาความถูกตองสําหรับคา TF-IDF เทากับ 90.80% 91.85% 93.87% และ 95.50% ตามลําดับ 
สูงกวาคาความถี่ซ่ึงใหคาความถูกตองเทากับ 88.00% 93.52% 94.78% และ 97.41% 
ตามลําดับ แสดงดังภาพประกอบ 5.16 คาการตอบสนองไวสําหรับคา TF-IDF เทากับ 48.00% 
66.67% 66.00% และ 72.00% ตามลําดับ สูงกวาคาความถี่ซ่ึงใหคาการตอบสนองไวเทากับ 
46.00% 46.00% 50.00% และ 46.00% ตามลําดับ แสดงดังภาพประกอบ 5.17 และคาความ
เฉพาะเจาะจงสําหรับคา TF-IDF เทากับ เทากับ 95.67% 94.76% 97.04% และ 98.12% 
ตามลําดับ และคาความถี่ใหคาความเฉพาะเจาะจงเทากับ 93.85% 95.44% 96.81% และ 




















ภาพประกอบ 5.16 เปรียบเทียบคาความถูกตองของการทดลองแบบ A B C และ D ระหวาง


























ภาพประกอบ 5.17 เปรียบเทียบคาการตอบสนองไวของการทดลองแบบ A B C และ D        
























ภาพประกอบ 5.18 เปรียบเทียบคาความเฉพาะเจาะจงของการทดลองแบบ A B C และ D 
ระหวางคาความถี่ กับ คา TF-IDF สําหรับชุดขอมูล TIS+50 
 
2) ประเด็นประสิทธิภาพของเวลาสําหรับคา TF-IDF 
พิจารณาระหวางคา TF-IDF และคาความถี่ ผลการทดลอง
แสดงใหเห็นวาโครงขายประสาทเทียมของคา TF-IDF ใชเวลาการสรางแบบจําลองนอยกวา
โครงขายประสาทเทียมของคาความถี่สําหรับชุดขอมูล Vertebrate ชุดขอมูล A.thaliana และชุด
ขอมูล TIS+50 ตัวอยางเชน แบงสายพันธุกรรมดวยขนาดหนาตาง 303 นิวคลีโอไทด สราง
ลักษณะเฉพาะ 1-แกรม และ 2-แกรม เลือกลักษณะเฉพาะดวยเทคนิค CFS  
สําหรับชุดขอมูล Vertebrate การทดลองแบบ A B C และ D 
ใชเวลาการสรางแบบจําลองสําหรับคา TF-IDF เทากับ 399.63 79.25 359.55 และ 101.50 
วินาที ตามลําดับ นอยกวาเวลาการสรางแบบจําลองสําหรับคาความถี่เทากับ 697.28 172.41 
799.22 และ 255.87 วินาที ตามลําดับ แสดงดังภาพประกอบ 5.19  
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สําหรับชุดขอมูล A.thaliana การทดลองแบบ A B C และ D 
ใชเวลาการสรางแบบจําลองสําหรับคา TF-IDF เทากับ 64.22 6.67 20.23 และ 8.17 วินาที 
ตามลําดับ นอยกวาเวลาการสรางแบบจําลองสําหรับคาความถี่เทากับ 190.65 15.70 210.19 
และ 27.60 วินาที ตามลําดับ แสดงดังภาพประกอบ 5.20   
สําหรับชุดขอมูล TIS+50 การทดลองแบบ A B C และ D ใช
การสรางแบบจําลองสําหรับคา TF-IDF เทากับ 8.76 1.81 4.81 และ 2.02 วินาที ตามลําดับ 
นอยกวาเวลาการสรางแบบจําลองสําหรับคาความถี่เทากับ 60.33 13.67 79.45 และ 20.48 


























ภาพประกอบ 5.19 เปรียบเทียบเวลาการสรางแบบจําลองระหวาง                                 


























ภาพประกอบ 5.20 เปรียบเทียบเวลาการสรางแบบจําลองระหวาง                                 





























ภาพประกอบ 5.21 เปรียบเทียบเวลาการสรางแบบจําลองระหวาง                                       
คาความถี่กับคา TF-IDF สําหรับชุดขอมูล TIS+50  
 
3) ประ เ ด็นประ สิท ธิภ าพของ เทคนิ คการ เ ลื อก
ลักษณะเฉพาะ 
การเลือกลักษณะเฉพาะสามารถเพิ่มประสิทธิภาพการทํานาย
ผลลัพธ และลดเวลาการประมวลผลโดยสามารถสรุปเปน 2 ประเด็นยอย คือ 1) ประเด็นจํานวน
ลักษณะเฉพาะที่เหมาะสม และ 2) ประเด็นประสิทธิภาพเทคนิคการเลือกลักษณะเฉพาะ  
ประเด็นยอยที่ 1 ประสิทธิภาพของจํานวนลักษณะเฉพาะ 
เน่ืองจากเทคนิคไคสแควร เทคนิคอัตราสวนเกน และเทคนิครีลีฟ-เอฟ เปนเทคนิคการเลือก
ลักษณะเฉพาะแบบตัวกรอง จึงตองระบุจํานวนลักษณะเฉพาะที่ใชเปนขอมูลเขาในโครงขาย
ประสาทเทียม ผลการทดลองแสดงใหเห็นวาจํานวนลักษณะเฉพาะ 5 ถึง 15 ลําดับแรกที่มี
นัยสําคัญสูงสุดใหคาความถูกตองสูงสําหรับชุดขอมูล Vertebrate ชุดขอมูล A.thaliana และชุด
ขอมูล TIS+50 ตัวอยางเชน แบงสายพันธุกรรมดวยขนาดหนาตาง 303 นิวคลีโอไทด สราง
ลักษณะเฉพาะ 1-แกรม และ 2-แกรม กําหนดคาลักษณะเฉพาะดวยคา TF-IDF  
สําหรับชุดขอมูล Vertebrate คาความถูกตองของการทดลอง
แบบ B เม่ือเลือกลักษณะเฉพาะดวยเทคนิคไคสแควรจํานวนลักษณะเฉพาะ 15 ลําดับแรกใหคา
ความถูกตองสูงสุดเทากับ 99.64% เทคนิคอัตราสวนเกนจํานวนลักษณะเฉพาะ 15 ลําดับแรก
ใหคาความถูกตองสูงสุดเทากับ 99.62% และเทคนิคเทคนิครีลีฟ-เอฟจํานวนลักษณะเฉพาะ











เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
5 97.65 97.55 99.57 
10 99.33 99.27 99.53 
15 99.64 99.62 99.54 
20 98.59 99.34 99.65 
30 99.30 99.03 98.99 
 
สําหรับชุดขอมูล A.thaliana คาความถูกตองของการทดลอง
แบบ B เม่ือเลือกลักษณะเฉพาะดวยเทคนิคไคสแควรจํานวนลักษณะเฉพาะ 5 ลําดับแรกใหคา
ความถูกตองสูงสุดเทากับ 99.27% เทคนิคอัตราสวนเกนจํานวนลักษณะเฉพาะ 5 ลําดับแรกให
คาความถูกตองสูงสุดเทากับ 99.22% และเทคนิครีลีฟ-เอฟจํานวนลักษณะเฉพาะ 5 ลําดับแรก







เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
5 99.27 99.22 99.27 
10 97.86 98.78 99.12 
15 94.53 96.48 99.27 
20 97.56 95.75 96.39 
30 88.18 91.21 90.77 
 
สําหรับชุดขอมูล TIS+50 คาความถูกตองของการทดลองแบบ 
B เม่ือเลือกลักษณะเฉพาะดวยเทคนิคไคสแควรจํานวนลักษณะเฉพาะเทากับ 10 ใหคาความ
ถูกตองสูงสุดเทากับ 90.18% เทคนิคอัตราสวนเกนจํานวนลักษณะเฉพาะเทากับ 10 ใหคาความ
ถูกตองสูงสุดเทากับ 90.18% และเทคนิครีลีฟ-เอฟจํานวนลักษณะเฉพาะเทากับ 15 ใหคาความ











เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
5 90.39 87.73 89.37 
10 90.18 90.18 89.78 
15 89.78 88.14 90.36 
20 89.57 89.98 89.78 
30 88.96 89.57 89.57 
 
ประเด็นยอยที่ 2 การเปรียบเทียบประสิทธิภาพเทคนิค
การเลือกลักษณะเฉพาะ ผลการทดลองแสดงใหเห็นวาเทคนิค CFS ชวยเพ่ิมประสิทธิภาพ
การทํานายจุดเร่ิมตนการแปลรหัส สําหรับชุดขอมูล Vertebrate ชุดขอมูล A.thaliana และชุด
ขอมูล TIS+50 ตัวอยางเชน การแบงสายพันธุกรรมดวยขนาดหนาตาง 303 นิวคลีโอไทด สราง
ลักษณะเฉพาะ 1-แกรม และ 2-แกรม กําหนดคาลักษณะเฉพาะดวยคา TF-IDF เทคนิค      
ไคสแควร เทคนิคอัตราสวนเกน และเทคนิครีลีฟ-เอฟ เลือกจํานวนลักษณะเฉพาะ 15 ลําดับ
แรกที่มีนัยสําคัญสูงสุด 
พิจารณาคาความถูกตองของการทดลองแบบ B ผลการ
ทดลองแสดงใหเห็นวา ชุดขอมูล Vertebrate เทคนิค CFS ใหคาความถูกตองสูงสุดเทากับ 
99.70% ชุดขอมูล A.thaliana เทคนิค CFS ใหคาความถูกตองสูงสุดเทากับ 99.22% และชุด
ขอมูล TIS+50 เทคนิครีลีฟ-เอฟใหคาความถูกตองสูงสุดเทากับ 90.39% แสดงดังตารางที่ 5.23 
และภาพประกอบ 5.22  
 
ตารางที่ 5.23 คาความถูกตองของเทคนิคการเลือกลักษณะเฉพาะ 
ชื่อชุดขอมูล 
คาความถูกตอง (%) 
เทคนิค CFS เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
Vertebrate 99.70 99.64 99.62 99.45 
A.thaliana 99.22 94.53 96.48 99.02 


























ภาพประกอบ 5.22 เปรียบเทียบคาความถูกตองของเทคนิคการเลือกลักษณะเฉพาะ 
พิจารณาคาการตอบสนองไวของการทดลองแบบ B ชุดขอมูล 
Vertebrate เทคนิคไคสแควร เทคนิคอัตราสวนเกน และเทคนิครีลีฟ-เอฟ ใหคาการตอบสนองไว
สูงสุดเทากับ 100.00% ชุดขอมูล A.thaliana เทคนิค CFS ใหคาการตอบสนองไวสูงสุดเทากับ 
100.00% และชุดขอมูล TIS+50 เทคนิค CFS ใหคาความถูกตองสูงสุดเทากับ 66.67% แสดง
ดังตารางที่ 5.24 และภาพประกอบ 5.23 
ตารางที่ 5.24 คาการตอบสนองไวของเทคนิคการเลือกลักษณะเฉพาะ 
ชื่อชุดขอมูล 
คาการตอบสนองไว (%) 
เทคนิค CFS เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
Vertebrate 99.94 100.00 100.00 100.00 
A.thaliana 100.00 90.23 93.69 99.04 






























ภาพประกอบ 5.24 สําหรับชุดขอมูล TIS+50 การทดลองแบบ B เทคนิค CFS ใหคาความ
เฉพาะเจาะจงเทากับ 94.76% สูงกวาเทคนิคไคสแควร เทคนิคอัตราสวนเกน และเทคนิค        
รีลีฟ-เอฟ ซ่ึงใหคาความเฉพาะเจาะจงเทากับ 79.35% 78.78% และ 79.92% ตามลําดับ  
ตารางที่ 5.25 คาความเฉพาะเจาะจงของเทคนิคการเลอืกลักษณะเฉพาะ  
ชื่อชุดขอมูล 
คาความเฉพาะเจาะจง (%) 
เทคนิค CFS เทคนิคไคสแควร เทคนิคอัตราสวนเกน เทคนิครีลีฟ-เอฟ 
Vertebrate 99.63 99.53 99.50 99.27 
A.thaliana 98.95 96.00 97.44 99.02 

































ขอมูล TIS+50 ซ่ึงแตละสายพันธุกรรมจะมีจุดเร่ิมตนการแปลรหัส และรหัสหยุด (โคดอน TAA 
TAG หรือ TGA) โดยแบงการพิจารณาเปน 2 กรณี คือ กรณีที่ 1 พิจารณาระหวางการทดลอง
แบบ C กับการทดลองแบบ A ซ่ึงปราศจากการเลือกลักษณะเฉพาะ และ กรณีที่ 2 พิจารณา
ระหวางการทดลองแบบ D กับ แบบ B ซ่ึงมีการเลือกลักษณะเฉพาะ โดยการทดลองแบบ C 
และ D มีลักษณะเฉพาะที่สรางจากรูปแบบคอนเซนซัส และการทดลองแบบ A และ B ไมมี
ลักษณะเฉพาะที่สรางจากรูปแบบคอนเซนซัส ผลการทดลองแสดงใหเห็นวาการทดลองแบบ C 
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ใหประสิทธิภาพสูงกวาการทดลองแบบ A และการทดลองแบบ D ใหประสิทธิภาพสูงกวาการ
ทดลองแบบ B 
กรณีที่ 1 พิจารณาระหวางการทดลองแบบ C กับการ
ทดลองแบบ A ซึ่งปราศจากการเลือกลักษณะเฉพาะ ตัวอยางเชน แบงสายพันธุกรรมดวย
ขนาดหนาตาง 303 นิวคลีโอไทด สรางลักษณะเฉพาะ 1-แกรม และ 2-แกรม กําหนดคา
ลักษณะเฉพาะดวยคา TF-IDF เลือกลักษณะเฉพาะดวยเทคนิค CFS  
พิจารณาคาความถูกตอง สําหรับชุดขอมูล Vertebrate ชุด
ขอมูล A.thaliana และชุดขอมูล TIS+50 พบวา การทดลองแบบ C ใหคาความถูกตองเทากับ 
97.99% 95.80% และ 93.87% สูงกวาการทดลองแบบ A ซ่ึงใหคาความถูกตองเทากับ 96.84% 
88.33% และ 90.80% ตามลําดับ แสดงดังภาพประกอบ 5.25 
พิจารณาคาการตอบสนองไวสําหรับชุดขอมูล Vertebrate ชุด
ขอมูล A.thaliana และชุดขอมูล TIS+50 พบวา การทดลองแบบ C ใหคาการตอบสนองไว
เทากับ 96.65% 91.79% และ 66.00% สูงกวาการทดลองแบบ A ซ่ึงใหคาการตอบสนองไว
เทากับ 89.70% 72.66% และ 48.00% ตามลําดับ แสดงดังภาพประกอบ 5.26 
พิจารณาคาความเฉพาะเจาะจงสําหรับชุดขอมูล Vertebrate 
ชุดขอมูล A.thaliana และชุดขอมูล TIS+50 พบวาการทดลองแบบ C ใหคาความเฉพาะเจาะจง
เทากับ 99.16% 97.18% และ 97.04% และการทดลองแบบ A ใหคาความเฉพาะเจาะจงเทากับ 





























ภาพประกอบ 5.25 เปรียบเทียบคาความถูกตองระหวาง                                            
































ภาพประกอบ 5.26 เปรียบเทียบคาการตอบสนองไวระหวาง                                       





























ภาพประกอบ 5.27 เปรียบเทียบคาความเฉพาะเจาะจง                                              
ระหวางการทดลองแบบ A กับการทดลองแบบ C  
 
กรณีที่ 2 พิจารณาระหวางการทดลองแบบ D กับการ
ทดลองแบบ B มีการเลือกลักษณะเฉพาะ ตัวอยางเชน แบงสายพันธุกรรมดวยขนาด
หนาตาง 303 นิวคลีโอไทด สรางลักษณะเฉพาะ 1-แกรม และ 2-แกรม กําหนดคา
ลักษณะเฉพาะดวยคา TF-IDF เลือกลักษณะเฉพาะดวยเทคนิค CFS  
พิจารณาคาความถูกตอง สําหรับชุดขอมูล Vertebrate ชุด
ขอมูล A.thaliana และชุดขอมูล TIS+50 พบวา การทดลองแบบ D ใหคาความถูกตองเทากับ 
99.76% 97.56% และ 95.50% ตามลําดับ สูงกวาการทดลองแบบ B ซ่ึงใหคาความถูกตอง
เทากับ 99.73% 97.53% และ 91.85% ตามลําดับ แสดงดังภาพประกอบ 5.28 
พิจารณาคาการตอบสนองไว สําหรับชุดขอมูล Vertebrate ชุด
ขอมูล A.thaliana และชุดขอมูล TIS+50 พบวา การทดลองแบบ D ใหคาการตอบสนองไว
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เทากับ 99.18% 96.54% และ 72.00% ตามลําดับ สูงกวาการทดลองแบบ B ซ่ึงใหคาการ
ตอบสนองไวเทากับ 99.94% 98.50% และ 66.67% ตามลําดับ แสดงดังภาพประกอบ 5.29 
พิจารณาคาความเฉพาะเจาะจง สําหรับชุดขอมูล Vertebrate 
ชุดขอมูล A.thaliana และชุดขอมูล TIS+50 พบวา การทดลองแบบ D ใหคาความเฉพาะเจาะจง
เทากับ 98.95% 98.03% และ 98.12% ตามลําดับ สูงกวาการทดลองแบบ B ซ่ึงใหคาความ



























ภาพประกอบ 5.28 เปรียบเทียบคาความถูกตองระหวาง                                            





























ภาพประกอบ 5.29 เปรียบเทียบคาการตอบสนองไวระหวาง                                           





























ภาพประกอบ 5.30 เปรียบเทียบคาความเฉพาะเจาะจงระหวาง                                     
การทดลองแบบ B กับการทดลองแบบ D  
 
5) ประเด็นประสิทธิภาพของแบบจําลอง TF-IDF-NN-TIS 
แบบจําลอง TF-IDF-NN-TIS ประกอบดวยการทดลอง 4 แบบ 
คือ การทดลองแบบ A B C และ D แตละการทดลองจะมีขอมูลเขาในโครงขายประสาทเทียม
แตกตางกัน โดยการทดลองแบบ D เปนการทดลองที่ใชลักษณะเฉพาะที่ผานการเลือกดวย
เทคนิคการเลือกลักษณะเฉพาะรวมกับลักษณะเฉพาะรูปแบบคอนเซนซัส สําหรับการพิจารณา
ประเด็นประสิทธิภาพของแบบจําลอง TF-IDF-NN-TIS สรุปเปน 2 ประเด็นยอย คือ ประเด็น
ยอยที่ 1 ประสิทธิภาพของแบบจําลอง TF-IDF-NN-TIS หรือการทดลองแบบ D และ ประเด็น
ยอยที่ 2 เปรียบเทียบประสิทธิภาพของแบบจําลอง TF-IDF-NN-TIS กับงานวิจัยที่ศึกษากอน
หนา 
ประเด็นยอยที่ 1 ประสิทธิภาพของแบบจําลอง หรือการ
ทดลองแบบ D ผลการทดลองแสดงใหเห็นวาการทดลองแบบ D มีประสิทธิภาพการทํานาย
ผลลัพธของโครงขายประสาทเทียมสูงกวาการทดลองแบบ A B และ C สําหรับชุดขอมูล 
Vertebrate ชุดขอมูล A.thaliana และชุดขอมูล TIS+50 ตัวอยางเชน แบงสายพันธุกรรมดวย
ขนาดหนาตาง 303 นิวคลีโอไทด สรางลักษณะเฉพาะ 1-แกรม และ 2-แกรม กําหนดคา
ลักษณะเฉพาะดวยคา TF-IDF เลือกลักษณะเฉพาะดวยเทคนิค CFS  
พิจารณาคาความถูกตองแสดงดังตารางที่ 5.26 และ
ภาพประกอบ 5.31 สําหรับชุดขอมูล TIS+50 ของการทดลองแบบ D ใหคาความถูกตองเทากับ 






ตารางที่ 5.26 คาความถูกตองของการทดลองแบบ A B C และ D  
ชื่อชุดขอมูล 
คาความถูกตอง (%) 
A B C D 
Vertebrate 99.53 99.73 98.73 99.76 
A.thaliana 88.33 97.53 95.80 97.56 





















ภาพประกอบ 5.31 เปรียบเทียบคาความถูกตองระหวางการทดลองแบบ A B C และ D  
 
พิจารณาคาตอบสนองไวแสดงดังตารางที่ 5.27 และ
ภาพประกอบ 5.32 สําหรับชุดขอมูล Vertebrate การทดลองแบบ D ใหคาการตอบสนองไว
เทากับ 99.18% ซ่ึงใกลเคียงกับคาการตอบสนองไวของการทดลองแบบ B ซ่ึงเทากับ 99.94% 
สูงกวาการทดลองแบบ A และ C ซ่ึงใหคาการตอบสนองไวเทากับ 89.70% และ 96.65% 
 
ตารางที่ 5.27 คาการตอบสนองไวของการทดลองแบบ A B C และ D  
ชื่อชุดขอมูล 
คาการตอบสนองไว (%) 
A B C D 
Vertebrate 89.70 99.94 96.65 99.18 
A.thaliana 72.66 98.50 91.79 96.56 





























ภาพประกอบ 5.32 เปรียบเทียบคาการตอบสนองไวระหวางการทดลองแบบ A B C และ D 
 
พิจารณาคาความเฉพาะเจาะจงแสดงดังตารางที่ 5.28 และ
ภาพประกอบ 5.33 สําหรับชุดขอมูล TIS+50 การทดลองแบบ D ใหคาความเฉพาะเจาะจง
เทากับ 98.12% สูงกวาการทดลองแบบ A B และ C ซ่ึงใหคาความเฉพาะเจาะจงเทากับ 
95.67% 94.76% และ 97.04% ตามลําดับ 
 
ตารางที่ 5.28 คาความเฉพาะเจาะจงของการทดลองแบบ A B C และ D  
ชื่อชุดขอมูล 
คาความเฉพาะเจาะจง (%) 
A B C D 
Vertebrate 99.16 99.63 98.43 98.95 
A.thaliana 93.70 98.95 97.18 98.03 
























ตารางที่ 5.29 เปรียบเทียบคาความถูกตองระหวางแบบจําลอง TF-IDF-NN-TIS กับ งานวิจัยที่
ศึกษากอนหนา        
 
ชื่อนักวิจัย ปท่ีเผยแพร Vertebrate (%) A.thaliana (%) TIS+50 (%) 
Pedersen และ Nielsen 1997 85.00 88.00 - 
Zien และคณะ 2000 88.10 - - 
Liu และคณะ 2004 92.45 - - 
Rajapakse และ Ho 2005 96.10 - - 
Tzanis และคณะ 2007 97.26 97.07 - 
Zeng และคณะ 2007 96.68 - 91.82 
TF-IDF-NN-TIS 2009 99.76 97.56 95.50 
 
ประเด็นยอยที่ 2 เปรียบเทียบประสิทธิภาพการทํานาย
จุดเริ่มตนการแปลรหัสระหวางแบบจําลอง TF-IDF-NN-TIS กับงานวิจัยที่ศึกษากอนหนา 
แสดงดังตารางที่ 5.29 เปรียบเทียบคาความถูกตองของแบบจําลอง TF-IDF-NN-TIS กับ
งานวิจัยที่ศึกษากอนหนา (Pedersen and Neilsen, 1997; Zien et al., 2000; Liu et al., 2004; 
Rajapakse and Ho, 2005; Tzanis et al., 2007; Zeng and Alhajj, 2007) โดยแบบจําลอง   
TF-IDF-NN-TIS แบงสายพันธุกรรมดวยขนาดหนาตาง 303 นิวคลีโอไทด สรางลักษณะเฉพาะ 
1-แกรม และ 2-แกรม กําหนดคาลักษณะเฉพาะดวยคา TF-IDF ใชลักษณะเฉพาะ 1แกรม และ 
2-แกรมที่ผานการเลือกดวยเทคนิค CFS รวมกับลักษณะเฉพาะรูปแบบคอนเซนซัสเปนขอมูล
เขาสําหรับการทํานายจุดเร่ิมตนการแปลรหัสของโครงขายประสาทเทียม พบวา สําหรับชุด
ขอมูล Vertebrate แบบจําลองที่นําเสนอใหคาความถูกตองเทากับ 99.76% สูงกวางานวิจัยที่
ศึกษากอนหนาของ Tzanis และคณะ (Tzanis et al., 2007) ซ่ึงเทากับ 97.26% สําหรับชุด
ขอมูล A.thaliana คาความถูกตองของแบบจําลองที่นําเสนอเทากับ 97.56% สูงกวางานวิจัยที่
ศึกษากอนหนาของTzanis และคณะ (Tzanis et al., 2007) ซ่ึงเทากับ 97.07% สําหรับชุดขอมูล 
TIS+50 คาความถูกตองของแบบจําลองเทากับ 95.50% สูงกวางานวิจัยที่ศึกษากอนหนาของ
นักวิจัย (Zeng et al., 2007) ซ่ึงเทากับ 91.82% ดังน้ันแบบจําลอง TF-IDF-NN-TIS ใหคาความ












งานวิจัยน้ีนําเสนอแบบจําลองการทํานายจุดเร่ิมตนการแปลรหัสโดยใชวิธี    
TF-IDF และโครงขายประสาทเทียม (The TF-IDF and Neural Networks Approach for 
Translation Initiation Sites Prediction: TF-IDF-NN-TIS) ซ่ึงใชเทคนิคการสรางลักษณะเฉพาะ 







จุดเร่ิมตนการแปลรหัสโดยใชวิธี TF-IDF และโครงขายประสาทเทียม ซ่ึงเปนแบบจําลองการ
วิเคราะหสายจีโนมโดยใชโครงขายประสาทเทียม ที่มุงเนนเฉพาะสวนของการระบุจุดเร่ิมตนการ
แปลรหัสในสายจีโนม แบบจําลองที่นําเสนอมีขั้นตอนทั้งหมด 5 ขั้นตอน คือ 1) ขั้นตอนการแบง
สายพันธุกรรม 2) ขั้นตอนการสรางลักษณะเฉพาะ n-แกรม 3) ขั้นตอนการเลือกลักษณะเฉพาะ 
4) ขั้นตอนการสรางลักษณะเฉพาะรูปแบบคอนเซนซัส และ 5) ขั้นตอนการทํานายผลลัพธ 
พัฒนาโปรแกรมตามแบบจําลองที่ไดออกแบบไวโดยใชโปรแกรม MATLAB การทดลองแบง 4 
แบบ คือ การทดลองแบบ A B C และ D การทดลองแตละแบบมีชั้นขอมูลเขาของ
สถาปตยกรรมโครงขายประสาทเทียมแบบไปขางหนาหลายชั้นที่แตกตางกัน การทดลองแบบ A 
มีขอมูลเขาเปนลักษณะเฉพาะทั้งหมดของ n-แกรม การทดลองแบบ B มีขอมูลเขาเปน
ลักษณะเฉพาะ n-แกรม ที่ผานการเลือกดวยเทคนิค CFS เทคนิคไคสแควร เทคนิค         
อัตราสวนเกน และเทคนิครีลีฟ-เอฟ การทดลองแบบ C มีขอมูลเขาเปนลักษณะเฉพาะ n-แกรม 
และลักษณะเฉพาะรูปแบบคอนเซนซัส และการทดลองแบบ D มีขอมูลเขาเปนลักษณะเฉพาะ 
n-แกรมที่ผานการเลือกดวยเทคนิคการเลือกลักษณะเฉพาะ และลักษณะเฉพาะรูปแบบ      
คอนเซนซัส ทําการทดสอบประสิทธิภาพการทดลองแตละแบบดวยชุดขอมูล 3 ชุดขอมูล ไดแก 




Vertebrate ดวยเทคนิค CFS และโครงขายประสาทเทียมไดรับการตีพิมพในงานประชุม
วิชาการระดับชาติ The 12th National Computer Science and Engineering Conference 
(NCSEC 2008) ในระหวางวันที่ 20-21 พฤศจิกายน 2551 ณ โรงแรมลองบีชการเดน แอนด 
สปา จังหวัดชลบุรี เร่ือง การทํานายตําแหนงเริ่มตนการแปลรหัสพันธุกรรมของลําดับดีเอ็นเอ
สัตวมีกระดูกสันหลังโดยเลือกลักษณะเฉพาะที่สัมพันธกันและโครงขายประสาทเทียม 
(Translation Initiation Sites Prediction of Vertebrate DNA Sequences Using Correlation-
base Feature Selection and Neural Networks) แสดงดังภาคผนวก ก สําหรับแบบจําลอง        
TF-IDF-NN-TIS ไดรับการตีพิมพในงานประชุมวิชาการระดับนานาชาติ The 2nd IEEE 
International Conference on Computer Science and Information Technology          
(IEEE ICCSIT 2009) ณ กรุงปกก่ิง ประเทศจีน ระหวางวันที่ 8-11 สิงหาคม 2552 แสดงดัง
ภาคผนวก ข 
ผลการทดลองตามแบบจําลองการทํานายจุดเร่ิมตนการแปลรหัสโดยใช        
วิธี TF-IDF และโครงขายประสาทเทียม สามารถสรุปเปนประเด็นตางๆ 7 ประเด็น คือ 1) 
ประเด็นประสิทธิภาพของขนาดหนาตาง สรุปจากขั้นตอนที่ 1 การแบงสายพันธุกรรม 2) 
ประเด็นประสิทธิภาพ n-แกรม 3) ประเด็นประสิทธิภาพของคา TF-IDF 4) ประเด็น
ประสิทธิภาพของเวลาสําหรับคา TF-IDF ทั้งสามประเด็นนี้สรุปจากขั้นตอนที่ 2 การสราง
ลักษณะเฉพาะ n-แกรม  5) ประเด็นประสิทธิภาพของเทคนิคการเลือกลักษณะเฉพาะ สรุปจาก
ขั้นตอนที่ 3 การเลือกลักษณะเฉพาะ 6) ประเด็นประสิทธิภาพของรูปแบบคอนเซนซัส สรุปจาก
ขั้นตอนที่ 4 การสรางลักษณะเฉพาะรูปแบบคอนเซนซัส และ 7) ประเด็นประสิทธิภาพของ





6.1.2 ประเด็นประสิทธิภาพ n-แกรม การสรางลักษณะเฉพาะสําหรับสาย
พันธุกรรมดวยเทคนิค n-แกรมที่เหมาะสมจะชวยเพ่ิมคาความถูกตองการทํานายจุดเร่ิมตนการ
แปลรหัส  
6.1.3 ประเด็นประสิทธิภาพของคา TF-IDF การกําหนดคาลักษณะเฉพา 
n-แกรมดวยคา TF-IDF จะใหคาความถูกตอง คาการตอบสนองไว และคาความเฉพาะเจาะจง
การทํานายจุดเร่ิมตนการแปลรหัสสูงกวาคาลักษณะเฉพาะ n-แกรม ที่กําหนดดวยคาความถี่  
95 
 
6.1.4 ประเด็นประสิทธิภาพของเวลาสําหรับคา TF-IDF การประมวลผล
โครงขายประสาทเทียมซึ่งมีขอมูลเขาเปนลักษณะเฉพาะที่กําหนดคาลักษณะเฉพาะดวยคา   
TF-IDF ใชเวลาการสรางแบบจําลองนอยกวาคาความถี่ 
6.1.5 ประเด็นประสิทธิภาพของเทคนิคการเลือกลักษณะเฉพาะ เทคนิค
การเลือกลักษณะเฉพาะมี 4 เทคนิค คือ เทคนิค CFS เทคนิคไคสแควร เทคนิคอัตราสวนเกน 
และเทคนิครีลีฟ-เอฟ สําหรับเทคนิคไคสแควร เทคนิคอัตราสวนเกน และเทคนิครีลีฟ-เอฟเปน
เทคนิคการเลือกลักษณะเฉพาะแบบตัวกรองที่เรียงลําดับลักษณะเฉพาะตามนัยสําคัญทางสถิติ
จากมากไปนอย จึงตองระบุจํานวนลักษณะเฉพาะที่ตองการใชเปนขอมูลเขาในโครงขาย
ประสาทเทียม ผลการทดลองแสดงใหเห็นวาจํานวนลักษณะเฉพาะตั้งแต 5 ถึง 15 ลําดับแรกที่มี
นัยสําคัญสูงสุดใหคาความถูกตองการทํานายจุดเร่ิมตนการแปลรหัสสูง สําหรับประสิทธิภาพ






ทํานายผลลัพธของโครงขายประสาทเทียม โดยใหคาความถูกตอง คาการตอบสนองไว และคา
ความเฉพาะเจาะจงสูงกวาการทํานายผลลัพธของโครงขายประสาทเทียมที่ไมมีลักษณะเฉพาะที่
สรางจากรูปแบบคอนเซนซัส 




ระหวางแบบจําลอง TF-IDF-NN-TIS กับงานวิจัยที่มีการศึกษากอนหนาของชุดขอมูล 
Vertebrate ชุดขอมูล A.thaliana และชุดขอมูล TIS+50 พบวา แบบจําลองที่นําเสนอใหคาความ












สมรรถนะสูง และอาจใชเทคนิคการคํานวณแบบคลัสเตอร เพ่ือลดเวลาในการทํางาน นอกจากน้ี
ยังสามารถนําแบบจําลองดังกลาวไปใชสําหรับการวิเคราะหสายจีโนมเพื่อเปาหมายอ่ืนๆ 
ตัวอยางเชน การทํานายตําแหนงการเชื่อมตอ (Splice Sites Junction Prediction) และการ
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Abstract 
This paper presents a technique of Translation Initiation 
Sites using Correlation-based Feature Selection and Neural Networks. 
There is comparison study for the selection of difference window sizes 
of DNA sequences. The study examines at both upstream and 
downstream nucleotides by using 1-gram and 2-gram techniques. The 
study uses  data set of vertebrate DNA sequences from GenBank.  The 
results of the study indicates that the proposed technique gives 
maximum accuracy with less  time.    
  
Keywords: Translation Initiation Sites, n-Gram, Neural Networks, 
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"	#%"	.;"$ (Nucleotide) 0       
	.;"$."		.;"$	
"  4 4"'  A  C  G  
% T  	 '"	#4@0	/"*+%0!
	4	 %<"	!"%.4"0!
.	  
 (Genetic Code) 6@ "!	.
;"$$#' (messenger RNA ' mRNA) 	6"!
1"	#;<"!"%.!.	>@
"%.@%;" 3 	.;"$ 
	 ." (Codon)  
%"#$#;
<.	1%	   
Transcription 
Translation 
5’      exon     intron    exon       intron       exon           3’ 
DNA : A, C, G, T 
mRNA: A, C, G, U 
Protein 
TIS: ATG          Stop Codon:          TAA, TAG, TGA 
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 10 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 2- (n = 2) "
1%	4"!&	";" 9 & 
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 10 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 2- (n = 2) "
1%	4"!&	";" 5 & 
(10/2 = 5) ;" AA GG GC CT % AG  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1;"
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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2.2 Correlation-based Feature Selection 
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Correlation-based Feature Selection ' CFS <	'*+%
,%	 `j'*+%,%		$
.""!!& [10]  4 Zeng %+% 
[8] ;"/4	 CFS '*+%,% 	1#- 







	<	&	5& (Supervised Learning) >@1%	
.!%	;/41&	 3 "V^$4
/%5!.!%	 
%"V^$45 (Summation Function) '+
5!5&+%
!&!%V^$4% 
(Activation Function)              
" DNA 
 upstream                        downstream 
            -100                      -1        +4          +103 
 TIS 
        203 	.;"$ 
 . . .GCTTCGAGCATGGCTTTTGTTG…
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 (Multilayer Perceptron) 	 3 %" ' 4
!&! (Input 
Layer) 4
> (Hidden Layer) %4
5$ (Output Layer) /4
		>> 	&"!
 
(Backpropagation)  >@ %  %"            
2 ' 5;! (Forward Pass) %5









!5"" (Error-Correction) '5!5$	;" (Actual 
Response) 5$ (Target Response) "<77+
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!."" (TAA TAG ' 
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 2 '(")"  
*+%,%;" 2 +	 ;"+		 1 ' 
/4 1- % 2- %+		 2 '/4 
Local  Feature 
( 1 *+%,%."/4 1- %
2- (" R) '1""	#%"!%       
4 ;"   A G C % T "
 1-1@	&
"      
4 & (41 = 4) % 2-	&
" 16 &        
(42 = 16) ;" AA AG AC AT GA GC GG GT CA CG CC CT TA TG 





" 20 & (4+16 = 20) %"$
		 20 & (4+16 = 20) ""/	 1 
*+%,% 1-/	4 up_A % up_G  < %
*+%,% 2-/"$	 4 dn_AA dn_AG %
dn_AT  < 
 
  	 1  *+%,%1 1- %2- 
#
 * 3  
up_x 1 x /	 4
dn_x 1 x /"$	 4
up_xx 1 xx /	 16
dn_xx 1 xx/"$	 16
 
( 2 /4 Local Feature (" LF) 
*+%,%>@ LF <*+%,%1=
1;..> [3-5] %&*+%"/7! 
Koak [6] ."*+%,%	11'
1 ." ATG 	1+<." ATG '; %
	 .  "     "      /    - V       	   '  ;       
*+%,%	1&*+%"/7! Kozak '
1 -3 /	<	.;"$ A ' G 
% +4 /"$	<	.;"$ G "
 LF 1@	        
4 &""	 2 >@*+%,%	1 LF 4/%
." ATG 	< TIS ;"6&!@
  
 
  	 2 *+%,%	1 Local Feature 
#
 * 3  
dn_+4G *+%,%&	>@<16	 	.;"$ G 	 +4 [6] 1 
up_-3AG *+%,%&	>@<16	 	.;"$ A ' G 	 -3 [6] 
1 
up_ATG *+%,%&	>@<16	 ." ATG /-V	 [3-5] 1 
dn_STOP 
*+%,%&	>@<16	 
."" (TAA, TAG, ' TGA) 




3.3 W	 3 &'(")"  
*+%,%
"	;"1 1-% 2-	         
40 &		*+%
	$1@'
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' SMerit ' j!*+%,% S 	%" 
k *+%,%	6&"' cfr  ',	$%
*+%,% ffr  ',	$_/%
*+%,%*+%,% [10] .""/*+%,%	
5'"	 CFS " M 
212
The 12th National Computer Science and Engineering Conference (NCSEC 2008)
3.4 W	 4   TIS 







(" H) 	1 5 ." %1!&4
"5          
(" O) 	1  2 ." %5 TIS                       
K-Fold Cross Validation 
 
4. X 
 1 TISP-CFS-NN ;""'
$ 1 2 %;$ %5
 Intel(R) Core(TM) 2 #/%5 1.83 %j$ 
	"
" 4 '" A  B  C % D ."   
" A 	!&!<*+%,%	5'"	 CFS 
(M) " B 	!&!<*+%,%	5'"	 
CFS % Local Feature (M % LF) " C 	!&!<
*+%,%
" % Local Feature (R % LF) %" 








" %4 " A 	6^                      











%*"R M LF 
A    M : H : O 
B    (M+LF) : H : O
C    (R+LF) : H : O
D    LF : H : O 
 
4"!&/"%"""	#1 
3,312 "1$	%"&4"1 Kent Ridge 
Biomedical Data Set Repository "1 GenBank [15] %"    
"	#	." ATG < TIS  	6&	"	"
"&	 5 ""	#	1." ATG &
" 4 4"
."	." ATG 4"	 2 < TIS '1	.;"$ A /." 
ATG 4"	
	7*+$ “ i ” >@% TIS "	 
 &	 5 ""	#		 TIS  
 
4.1 W	 1 	#  
14"!&1 3,312 "	.;"$ A !   
." ATG 	7*+$ “ i ” 	1 3,263  "
1@
/4""	#"	1 3,263 " %"





4"%"." ATG 	< 1 1 3,263 (24.5%) 4"
% 0 1 10,045 (75.5%)  4" !
;.




4.2 W	 2 '(")"   
"/*+%,%	" 1- %     
2- 	
" 40 & (R = 40) %"/*+%,%	
1  Local Feature 	
" 4 & (LF= 4) 
" 44 
& ""	 4 





1-	 up_A  up_C  up_G  up_T 
1-"$	 dn_A  dn_C  dn_G  dn_T 
2-	 
up_AA  up_AG  up_AC  up_AT up_GA  
up_GG  up_GC  up_GT  up_CA  up_CG  
up_CC  up_CT  up_TA  up_TG   up_TC  
up_TT 
2-"$	 
dn_AA  dn_AG  dn_AC  dn_AT dn_GA  
dn_GG  dn_GC  dn_GT  dn_CA  dn_CG  
dn_CC  dn_CT  dn_TA  dn_TG   dn_TC  
dn_TT 
Local Feature up_-3AG  dn_+4G  up_ATG  dn_STOP 
299 HSU27655.1 CAT U27655 Eukaryote 
CAGCTGCCCCAAGCCATGGCTGAACACTCTCCCAGC    80 
CCAGACTTCAGCTTCGAGCATGGCTGTCAGGGCAGC  160 
GGAGGCAGATGAGAAGAGGGAGATGGCCTTGC 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .     80 
. . . . . . . . . . . . . . . . . . . . . . . . . . .iEEEEEEEEEEEEEEEEE      60 
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE  
* 7*+$ “ i” ." ATG 	< TIS 
7*+$ “ E ” 	.;"$/"$	%    
7*+$ " . " 	.;"$/	 
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4.3 W	 3 &'(")"  
*+%,%	1 1- % 2- /  
%""	#	1
" 40 & "'
*+%,%"	 CFS ."/4. WEKA 1
*+%,%	5'"	 CFS ""	 5 !
1*+%,%	5'"	 CFS 1%	'
*+%,%	!@
 (M  R) >@                     
63 	.;"$	 M  11  103 	.;"$	        
M  12   203 	.;"$	 M  13  %

"	.;"$	  M  4 
 
  	 5  *+%,%#-	5'"	 CFS 




up_G  up_T  dn_C  dn_G  up_AT 
up_GC  up_CG  up_TG  dn_GC 
dn_CG      dn_CT 
11 
103 
up_A   up_T  dn_C  dn_G  dn_T  
up_AT  up_CG  up_TG  dn_GC 
dn_CG     dn_CT     dn_TC                     
12 
203 
up_A  dn_A  dn_C  dn_G  dn_T  
up_AT  up_CG  up_TG  dn_GG  
dn_GC      dn_CG     dn_CT    dn_TC 
13 

" dn_A    dn_G     dn_C    dn_T 4
 
4.4 W	 4  TIS 
"%	6^.!%








4.4.1 "/	W *%Q!   
"! 63  103  203  %
"	.;"$"
"	 6 5""/#" A /
6& 77.05%  77.84%   80.17%  % 99.88%  " 
" B /6& 80.21%  84.51%  92.79%  % 
98.07% " " C /6& 80.91%  
85.19%  92.31%  % 99.02% " %" D /
6& 76.50%  78.92%  86.02%  % 89.06% " 1
"		1	.;"$6&&  
 
  	 6 6&"!!" 
 
** Y#		 (%) 
63  103  203  W  (MAX.=299) 
A 77.05 77.84 80.17 99.88 
B 80.21 84.51 92.79 98.07 
C 80.91 85.19 92.31 99.02 
D 76.50 78.92 86.02 89.06 
 
4.4.2 "/&'(")"   CFS  
' 		6&!
"            
	.;"$!" A  B  C  % D ""	 6 5
"/6& 99.88%  98.07%  99.02%  % 89.06% 
" 5""/#'*+%,%"	 
CFS /5"	&"' 99.88% (" A) 6/4
,% LF .";/4 CFS 1%;"5"	 89.06%     
(" D) %"#'/4 LF  CFS             
(" B) /5"	"	' 98.07% 
	 7 "/#6@1*+%,%	";"1
!"	 4 '1+
 "               
	.;"$!5" A B C % D ;"1*+%,%
 4 8 44 % 4 & " 1%#;"" A % 
D 	1*+%,% 
 
   	 7 1*+%,%	";"1	 
 
3 '(")" 
63 103 203 W  (MAX.=299) 
A 11 12 13 4 
B 15 16 17 8 
C 44 44 44 44 
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63 103 203 W  (MAX.=299) 
A 76.06 57.39 67.25 41.11
B 88.53 75.50 77.66 61.42
C 157.78 153.72 159.23 146.38
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Abstract—The precise prediction of translation initiation site is 
an important task for the analysis of genomic sequence. This 
study aims to increase the accuracy for the prediction of 
translation initiation site using a TF-IDF-NN-TIS model     
(TF-IDF and Neural Networks Approach for Translation 
Initiation Site Prediction). This study creates feature using       
1-gram and 2-gram techniques for both upstream and 
downstream. Determining feature value uses TF-IDF approach 
and feature selection by correlation-based feature selection 
method. Evaluation prediction results use 10-fold cross 
validation. This study performed experiments on three 
different datasets that are Vertebrate, Arabidopsis thaliana, 
and TIS+50. The results of the study indicate that the proposed 
model gives highest accuracy with less processing time. 
Keywords-translation initation sites; neural networks; 
correlation-based feature selection; TF-IDF. 
I.  INTRODUCTION  
Gene is an important basis constituent of any living 
organisms. In general, genes are portions of the 
deoxyribonucleic acid, or DNA. DNA composes of several 
connecting nucleotides. The DNA has four bases that are 
adenine (A), cytosine (C), guanine (G), and thymine (T). 
DNA sequence has two ends called the 5’ and 3’ end. The 
DNA is transcribed to produce messenger RNA (mRNA), 
which is then translated to produce protein. For the 
translation process according to the ribosome scanning 
model that is ribosome scan mRNA sequence from the 5’ 
end to the 3’ end until it reads a translation initiation site 
(TIS) which is conserved ATG codon that has appropriate 
context. Then the translation process will begin and 
terminate when stopped codon is read which are TAA, TAG, 
or TGA [1]. The left-hand side nucleotide of TIS is called 
upstream region and the right-hand side nucleotide of TIS is 
called downstream region. The aim of TIS prediction is to 
correctly and efficiently identify the position of TIS in 
genome sequence.  
This paper is outlined as follows. Section II is the related 
work and background. Section III proposes the TF-IDF and 
Neural Networks Approach for Translation Initiation Site 
(TF-IDF-NN-TIS) model. Section IV is the experimental 
result. Section V is the conclusion. 
II. RELATED WORK AND BACKGROUND 
Kozak [2] was the first researcher who proposed weight 
matrix to model the conserved motif around the TIS in 
cDNA sequence in 1987. The conserved motif derived from 
this matrix is GCC[A/G]CCATGG. Within this conserved 
motif, the nucleotide A or G in position -3 and nucleotide G 
in position +4 are the most highly conserved, assuming that 
+1 is the position of the nucleotide A of the conserved ATG 
codon. The first automatically system for TIS prediction is 
NetStart system that proposed by Pedersen and Nielsen [3]. 
The study trained feedforward multilayer neural networks 
with window size of 203 nucleotides. Whereas, Zien et al. 
[4] combined support vector machine with specially 
developed kernel function. This study carefully designed 
kernel functions for the purpose of achieving higher TIS 
prediction accuracy. Another method based on artificial 
neural networks was proposed by Hatzigeorgiou [5], who 
combined two neural networks that analyzed the conserved 
pattern and the coding or noncoding potential around the 
TIS, along with the ribosome scanning model. The study 
considered an input window size of 12 nucleotides around 
codon ATG.  
Rajapakse and Ho [6] proposed a technique of encoding 
the input window of 103 nucleotides to neural networks. The 
encoding is based on lower-order Markov models.              
Zeng et al. [7] used feature generation with n-gram 
frequencies that the total number of generated feature quite 
large. Feature selection methods were used to find the most 
relevant feature that evaluated on a variety of standard 
machine learning methods. In later work, Liu et al. [8] used       
n-gram amino acid patterns instead of n-gram nucleotide.  
Tzanis et al. [9] improved accuracy with a novel TIS 
prediction based on component that mapped the biological 
problems identified. While Zeng and Alhajj [10] proposed 
approach which used multiple agents, each of which 
investigated some distinct biological perspective. 
A. n-gram 
Let sequence S = s1s2…sN and alphabet  si ε {A1,A2…,Am} 
where i = 1,2,…,N, where N  be a length of sequence S and 
m be a length of alphabet si. An n-gram of the sequence S is 
any subsequence of consecutive alphabet si which long n. 
The ith n-gram of S is the subsequence sisi+1…si+n-1, There 
are total possible formats of n-gram equal to mn formats. 
For example, give a sequence S = AACCAGT and 
alphabet si ε {A, C, G, T} where N equaled to 7 and m 
equaled to 4. Then 1-gram are A, C, G, and T, 2-gram are 
AA, AC, CC, CA, AG, and GT. The total possible formats of 
2-gram equaled to 16 (42 = 16) formats. An n-gram used    
for a long time in a wide variety of problems. There           
are four good characteristics of n-gram. First, it is 
straightforwardness that is relatively insensitive to spelling 
errors. Second, it is domain independence which is 
independent from language and topic. Third, it is efficiency 
of one processing. Finally, it is simplicity which no linguistic 
knowledge is required [11]. 
B. TF-IDF weighting 
TF-IDF is the most common weighting method used to 
describe documents in the vector space model. The TF-IDF 
function weights each vector component which each of them 
relates to a word of the vocabulary of each document on the 
following basis. First, it incorporates the word frequency in 
the document. Therefore, the more words TF (Term 
Frequency) appear in a document, the more significance of 
this document is estimated. In addition, IDF (Inverse 
Document Frequency) measures how infrequent a word is in 
the collection. This value is estimated using the whole 
training text collection at hand. Accordingly, if a word is 
very frequent in the text collection, it is not considered to be 
particularly representative of this document since it occurs in 
most documents, for example, stop words. In contrast, if the 
word is infrequent in the text collection, it is believed to be 
very relevant for the document [12]. 
C. Correlation-based Feature Selection (CFS) 
One of the problems that has to be overcome in 
classifying tasks is high data dimensionality. High data 
dimensionality affects virtually all classifier neural networks 
as well as the others resulting in less accurate classification 
of high dimensional data. The CFS method performs when 
the classification is done by a multilayer perceptron. The 
CFS requires less computation time and provides very high 
statistical significance [13]. 
The CFS algorithm is a heuristic for evaluating the merit 
of a subset of features. This heuristic takes into account the 
usefulness of individual features for predicting the class label 
along with the level of intercorrelation among them. The 
hypothesis on which the heuristic is “good feature subsets 
containing features highly correlated with the class, yet 
uncorrelated with each other” by the heuristic formula            












where MeritS is the heuristic “merit” of a feature subset S 
containing k features, cfr is the average feature-class 
correlation, and ffr is the average feature-feature 
intercorrelation. This will give maximum value for the 
subset of features with high relation between feature and 
class and low relation between feature and feature of each 
group [15]. 
III. TF-IDF-NN-TIS MODEL 
A TF-IDF and Neural Networks Approach for 
Translation Inititation Site Prediction model, called          
TF-IDF-NN-TIS, composes of 5 steps that are 1) sequence 
segmentation, 2) n-gram feature generation, 3) feature 
selection, 4) consensus pattern, and 5) TIS prediction. The 
details of each step shows in Fig. 1. 
A. Sequence Segmentation 
For each sequence, select all ATGs codon then segment 
sequence into subsequence with window size of 303 
nucleotides. This means that the selected subsequence should 
have the number of nucleotide in upstream and downstream 
less than or equal to 150 nucleotides as shows in Fig. 2. The 
subsequence will be divided into 2 groups that are positive 
group and negative group. The subsequence that has the 
position nucleotide A of target ATG codon matched with the 
position of TIS will be classified as positive group while 
other subsequence will be classified as negative group. 
 
Step 1: Sequence Segmentation 
1.1  Select all ATGs from each sequence. 
1.2  Divide sequence into subsequence with window size of 303 
nucleotides. 
1.3  Divide subsequence into 2 groups that are positive group 
and negative group.
Step 2: n-gram Feature Generation 
2.1  Let n equal to 1 and 2. The DNA sequence composes of A, 
C, G, and T. 
2.2  Create all possible formats of 1-gram and 2-gram in 
upstream and downstream, separately. 
2.3  For each subsequence, there are 40 features, determine value 
for all features as follows. 
       (a) Frequency value: count the frequency of each feature that 
appears in subsequence. 
       (b) TF-IDF value: calculate TF-IDF value of all features in 
subsequence. 
Step 3: Feature Selection 
3.1  Select feature that creates from n-gram technique by 
correlation-based feature selection (CFS) method. 
Step 4: Consensus Pattern (Optional) 
4.1  Count the frequencies of ATG codon that appear in the 
upstream (up_ATG) 
4.2  Count the frequencies of stop codon that appear in the 
downstream (dn_stop) 
4.3  Consider position -3 as whether to be nucleotide A or G           
(up_-3A/G) 
4.4  Consider position +4 as whether to be nucleotide G 
(dn_+4G) 
Step 5: TIS Prediction 
5.1  Specify the number of input nodes of neural networks equals 
to the number of features needed. 
5.2  Predict TIS using MLP neural networks 
5.3  Evaluate prediction result using k-fold cross validation.
Figure 1. TF-IDF-NN-TIS model. 
 
 Figure 2. The sequence segmentation with window size of 303 nucleotides. 
B. N-gram Feature Generation  
We specify n equal to 1 and 2. The DNA sequence 
composes of 4 characters that are A, C, G, and T. Then        
1-gram will have all possible formats equal to 4 (41 = 4) 
formats that are A, C, G, and T. The 2-gram will have all 
possible formats equal to 16 (42 = 16) formats that are AA, 
AC, AG, CA, CC, and etc. We considered on upstream and 
downstream, separately. This means that upstream will be 20 
features (4+16=20) and downstream will be 20 features 
(4+16=20). For example, 1-gram in upstream terms denoted 
by up_A, and up_C, 1-gram in downstream terms denoted by 
dn_A and dn_C, 2-gram in upstream terms denoted                    
by up_AA, up_AG, and etc, 2-gram in downstream           
denoted by dn_AA, dn_AG, and etc.  
Let T = (t1, t2,…, tM) be features created by 1-gram and   
2-gram techniques with the total number of 40 features 
(M=40). Let ,t sf be the frequency of feature t in sequence s. 
We used 2 ways for determining value of feature t in 
sequence s which were frequency value (denoted by ,t sv ) 
and TF-IDF value (denoted by 't,sv ) [13]. 
1) Frequency value: This approach uses the frequency 
of the feature t in the sequence s which can be calculated        
by (2).  
 , ,t s t sv f=    (2) 
2) TF-IDF value: This approach takes into account the 
distribution of each 1-gram and 2-gram throughout all 










where N is the number of all sequences in the training set, 
and nt is the total number of times feature t occurs in the 
training set. 
C. Feature Selection 
The total features received from 1-gram and 2-gram are 
40 features, but there are only some features that are highly 
correlated with the class, but uncorrelated to each other. The 
CFS method was applied to keep the most significant 
features for the prediction of TIS (denoted by R) which can 
be calculated by (1). Note that the number of features 
selection from the CFS method will be less than or equal to 
the number of all features (R ≤ M). 
D. Consensus Pattern (optional) 
Consensus pattern (denoted by CP) creates feature from 
the ribosome scanning model [1] and the conserved motif [2] 
from weight matrix model. The features created from the 
consensus patterns have the total number of 4 features 
(CP=4) as follows. 1) Count the frequencies of ATG codon 
that appear in the upstream (up_ATG) [3]. 2) Count the 
frequencies of stopped codon that appear in the downstream 
(dn_stop) [1]. The stopped codon is TAA, TAG, and TGA.        
3) Consider position -3 as whether to be nucleotide A or G           
(up_-3A/G) [2] and 4) Consider position +4 as whether to be 
nucleotide G (dn_+4G) [2]. 
E. TIS Prediction 
The prediction of TIS used feedforward multilayer 
perceptron neural networks and sigmoid activation function. 
To specify the architecture of neural networks, the input 
nodes are equal to the number of features needed.            
The hidden layer (denoted by H) composes of 10 nodes. The 
output layer (denoted by O) composes of 1 node.                   
The evaluation of k-fold cross validation is used for the TIS 
classification. 
Classification performance is measured by sensitivity 
(Se) and accuracy (Acc). Let TP be the number of the true 
positive ATGs classified as positive, TN be the number of 
the true negative ATGs classified as negative. RP is the 
number of the total true positive ATGs in the dataset, R is 
the number of the total dataset. Se is defined as TP/RP, the 
percentage of the correctly-predicted positives in the total 
true positives. Acc is defined as (TP+TN)/R, the percentage 
of the total correctly-predicted instances in all instances 
[17]. 
IV. EXPERIMENT AND RESULT 
The experiment was tested on personal computer with 2 
gigabytes of memory, Intel(R) Core(TM) 2 Duo CPU T5550, 
and 1.83 gigahertz of processing speed. Experiment 
composes of 4 methods that are A, B, C, and D as shows in 
Table I. Method A uses all features of 1-gram and 2-gram. 
Method B uses feature of 1-gram and 2-gram that passes 
through the selection by CFS method. Method C combines 
all features of 1-gram and 2-gram and consensus pattern. 
Method D combines feature from n-gram that passes through 
the selection by CFS and consensus pattern which is the 
proposed (TF-IDF_NN_TIS) model. From Table I, M 
denoted by 1-gram and 2-gram features, R denoted by CFS 
feature, and CP denoted by consensus pattern feature. 
TABLE I.  THE EXPERIMENTAL DESIGN AND ARCHITECTURE OF 
NEURAL NETWORKS 
Method CFS (R) Consensus Pattern (CP) 
Architecture of 
Neural Networks 
A ? ? M:H:O 
B ? ? R:H:O 
C ? ? (M+CP):H:O 
D ? ? (R+CP):H:O 
AATGAAGCCG…TCAGAGCGATGCCGACACTCT…TCTCTGAAGC
TIS downstream 
 150 nucleotides 
upstream 
 150 nucleotides
Window size of 303 nucleotides 
TABLE II.  CHARACTERISTIC DATASET 





Vertebrate 169 299 299 3312 10191 1/3 
A.thaliana 169 299 299 523 1525 1/3 
TIS+50 197 1112 469 50 469 1/9 
TABLE III.  COMPARISON THE ACCURACIES OF FREQUENCY VS. TF-IDF. 
Method 
Vertebrate (%) A.thaliana (%) TIS+50 (%) 
Freq. TF-IDF Freq. TF-IDF Freq. TF-IDF 
A 93.97 99.53 89.40 91.11 88.95 89.36 
B 92.18 99.73 93.52 97.41 90.39 90.80 
C 96.81 98.73 94.78 95.17 92.02 93.86 
D 98.05 99.76 97.41 97.51 93.26 94.89 
TABLE IV.  TIMES COMPARISON FOR MODELING OF FREQUENCY VS.        








Freq. TF-IDF Freq. TF-IDF Freq. TF-IDF 
A 697 400 191 64 74 6 
B 172 79 16 7 14 2 
C 799 360 210 20 72 4 
D 256 102 28 8 17 2 
 
There are 3 datasets for this study that are Vertebrate, 
Arabidopsis thaliana, and TIS+50 as shows in Table II. The 
Vertebrate and Arabidopsis thaliana were constructed by 
Pedersen and Nielsen [3]. The datasets were originally 
extracted from Genbank and checked for suspicious 
annotations. The possible introns (noncoding region) are 
eliminated from all sequences. The upstream parts of the TIS 
are limited with at least 10 nucleotides and the downstream 
parts of the TIS are limited with at least 150 nucleotides. The 
TIS+50 datasets were constructed by Nadershahi et al. [16]. 
It is a standard EST dataset which contains 50 EST 
sequences. For each sequence in the dataset, there are one 
ATG as true TIS and other ATGs as false TIS. The 
Vertebrate composes of 13,503 ATGs which 3,312 (24.5%) 
of ATGs are true TISs. The Arabidopsis thaliana dataset 
composes of 2,048 ATGs which 523 (25.5%) of ATGs are 
true TISs. The TIS+50 composes of 519 ATGs which 50 
(9.6%) of ATGs are true TISs.  
The 10-folds cross validation is used for this study by 
dividing data into training set and testing set. The data will 
be divided into 10 equivalently parts. Then 9 parts will be 
used for training set and 1 part will be used for testing set. 
Data will be rotated 10 times for different testing set and 
different training set. The experimental results can be 
concluded into 5 issues that are 1) the efficiency of TF-IDF, 
2) the efficiency of time for the TF-IDF, 3) the efficiency of 
CFS feature selection, 4) the efficiency of consensus pattern, 
and 5) the efficiency of TF-IDF-NN-TIS model. 
 
1) Issue of the efficiency of TF-IDF value 
Consider between TF-IDF value and frequency value, 
the experimental result shows that TF-IDF value received 
the accuracy higher than frequency value as shows in         
Table III. For example, method A of Vertebrate, A.thaliana, 
and TIS+50 dataset, TF-IDF value received the accuracy at 
99.53%, 91.11%, and 89.36%, respectively, while the 
frequency value received the accuracy at 93.97%, 89.40%, 
and 88.95%, respectively. 
 
2) Issue of the efficiecy of time for the TF-IDF 
Consider between TF-IDF value and frequency value, 
the experimental result shows that the time for TF-IDF is 
less than the time for frequency as shows in Table IV. For 
example, method B of Vertebrate, A.thaliana, and TIS+50 
dataset the time for TF-IDF are 79, 7, and 2 seconds, 
respectively which is less than the time for frequency which 
are 172, 16, and 14 seconds, respectively. 
 
3) Issue of the efficiecy of CFS feature selection method 
Consider between method B using CFS feature selection 
and method A without CFS feature selection, the 
experimental result shows that features through the selection 
of CFS method (method B) gives higher accuracy than       
1-gram and 2-gram (method A) as shows in Table III. For 
example of A.thaliana, the TF-IDF of method B gave the 
accuracy at 97.41% which higher than method A at 91.11%. 
The time for method B is 7 seconds which is less than the 
time for method A at 64 seconds. 
 
4) Issue of the efficiency of consensus pattern 
Consider between method C with consensus pattern and 
method A without consensus pattern in the case of without 
CFS feature selection. The experimental result of the 
consensus pattern shows that method C gives higher 
accuracy than method A as shows in Table III. For example 
of TIS+50 dataset, TF-IDF of method C gave the accuracy 





































(b) The sensitivity of TF-IDF-NN-TIS  
Figure 3. The accuracy and the sensitivity of TF-IDF-NN-TIS model. 
TABLE V.  RESULTS OF PREVIOUS STUDIES. 
Study Year Vertebrate A.thaliana TIS+50 
Pedersen et al. [3] 1997 85.00 88.00 - 
Zien et al. [4] 2000 88.10 - - 
Liu et al. [8] 2004 92.45 - - 
Rajapakse et al.[6] 2005 96.10 - - 
Tzanis et al. [9] 2007 97.26 97.07 - 
Zeng et al. [10] 2007 96.68 - 91.82 
Our approach 2009 99.76 97.51 94.48 
 
Note that the consensus pattern is optional. This means 
that if there is no consensus pattern available from the 
previous researcher then the TF-IDF and CFS feature 
selection from method B also give high accuracy as mention 
in issue 3. 
 
5) Issue of the efficiency of the purpose TF-IDF-NN-TIS 
model 
The experimental result shows that the TF-IDF-NN-TIS 
(method D) gave highest accuracy and sensitivity than other 
methods on three datasets as shows in Table III and           
Fig. 3(a). For example, with TF-IDF of A.thaliana, method 
A, B, C, and D gave the accuracy at 91.11%, 97.41%, 
95.17%, and 97.51%, respectively. The sensitivities are 
82.79%, 90.06%, 90.25%, and 95.41%, respectively as 
shows in Fig. 3(b). 
Table V compares the accuracy of the purposed          
TF-IDF-NN-TIS model with previous studies [3, 4, 6, 8, 9, 
10] on three datasets of Vertebrate, A.thaliana, and TIS+50. 
For Vertebrate dataset, our approach gives the accuracy at 
99.76% which is higher than Tzanis et al. [9] at 97.26%. For 
A.thaliana dataset, our approach gives the accuracy             
at 97.51% which is higher than Tzanis et al. [9] at 97.07%, 
For TIS+50 dataset, our approach gives the accuracy at 
94.48% which is higher than Zeng et al. [10] at 91.82%. 
Therefore, the purposed TF-IDF-NN-TIS model gives 
higher accuracy than previous studies of the three datasets. 
V. CONCLUSION 
This paper proposes TF-IDF-NN-TIS model which aims 
to increase the accuracy for TIS prediction. The proposed 
model composes of the feature creation from 1-gram and      
2-gram with TF-IDF value using CFS method for feature 
selection. The experimental result shows that proposed 
model received highest accuracy than the previous studies on 
all three datasets that are Vertebrate with the accuracy at 
99.76%, A.thaliana with the accuracy at 97.51%, and TIS+50 
with the accuracy at 94.48%. Moreover, the proposed model 
also uses less time.  
For future work, we aim to apply TF-IDF-NN-TIS model 
for splice site and transcription start site prediction in 
genome sequence.  
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