We attempt to evaluate energy budget over a restricted but extremely well studied oceanic 
I. INTRODUCTION
A recent effort by Risien and Strub [26] extends the work of Saraceno et al. [28] by improving the temporal resolution from weekly to daily sea level anomaly fields, over a longer period, and by expanding the region to include the entire U.S. West Coast. The result is a geostrophic flow field resolving mesoscale eddies in details. The original data set is exploited by studying transport of coastal zooplankton communities in the same region [3] , the use of high-frequency radar coastal currents to correct satellite altimetry [27] , the abundance of two subarctic oceanic copepods in relation to regional ocean conditions [20] , or the annual cycle of sea level in coastal areas from gridded satellite altimetry and tide gauges [11] .
Here we evaluate this surface flow data supplemented with ERA Interim wind stress time series, and attempt to perform a kinetic energy budget analysis over the studied geographic Appropriate macroscopic quantities characterizing the time evolution of the two dimensional flow field are the integrated enstrophy per unit area, Ens A (t), and the integrated surface kinetic energy per unit area, Ek A (t):
where ref is a reference density of sea water (1025 kg/m 3 ), ω = ∇ × u is the vorticity of the horizontal flow field u = (u, v), and A denotes the area of surface domain of integration.
The incorporation of the reference density ref seems to be unnecessary, however we will use it for subsequent analysis of the total energy balance. In this way, the dimensions of Ens A (t) and Ek A (t) are N/m 4 and N/m 2 , respectively. Normalization by the area permits to compare these quantities over the different domain sizes.
As for the numerical integration of Eq.
(1) and Eq. (2), we consider a given velocity component to be representative for the whole calendar day and for the grid cell of 0.25
where the coordinates are centered in the cell. Grid point distances for the centered numerical derivation in ∇ × u and grid cell areas computed by the standard approximation of a spherical Earth. The geographic distribution of long time mean values are shown in Figs. 5
and 6 in Appendix A.
B. Wind stress fields
In order to study one of the main driving forces of oceanic surface flow, we evaluated the turbulent surface stress from the ERA-Interim reanalysis of the European Centre for 
where u is the surface geostrophic flow in the ocean far enough from the equator, and A denotes the area of the surface domain of integration, again. This flux is given in units of W/m 2 .
C. Numerical simulations
The so called Lattice Boltzmann method (LBM) has proven to be specifically well suited for numerical studies of rigid wall bounded 2D turbulent flows [34, 44] . Tóth and Jánosi [38] have recently extended previous LBM studies [13, 14, 36, 37] on the interactions between freely decaying vortices and solid rough walls, therefore we can skip most technical details and restrict ourselves to the specific parameters of the presented simulations. We think that LBM simulations of freely decaying 2D turbulent flows provide a unique tool to clearly understand the physical link between vorticity generation and kinetic energy dissipation.
Several observations on the vertical velocity profile support that the flow is nearly independent of depth within the oceanic mixed layer for time intervals near the inertial period [33, p. 142 ]. Therefore we adopt a simple slab-flow model of uniform velocities in the top mixed layer, which can be easily compared with 2D simulations. perturbed lattice of 8×4 shielded Gaussian vortices [15, 24, 39] , where the center coordinates are randomly displaced with small distances (Fig. 2b) .
The main results of the recent and very similar previous simulations with almost the same configurations [38] are the following. (i) Since the viscosity is finite and there is no external driving, the total kinetic energy Ek A (t) given by Eq. (2) is monotonously decreasing in time.
(ii) The interaction between the vortices and the rough no-slip wall produces excess vorticity in the flow field, which is reflected in sometimes increasing total enstrophy Ens A (t) given by Eq. (1). Local enstrophy production enhances kinetic energy dissipation in the same time intervals. (iii) In the presence of solid walls, the following simple balance equation [4, 19] does not hold:
where ν is the prescribed kinematic viscosity. However, simulations with different viscosities prove that the above relationship is correct asymptotically, when all the vortices are advected far enough into the open flow field, thus the strong shear flows induced by the no-slip boundary condition at the wall ceased [38] .
An important lesson of the recent simulations is that the balance equation Eq. (4) cannot be evaluated neither locally nor asymptotically in time, when the area of integration does not cover the entire flow field of all active vortices. In a restricted domain with open boundaires, the advection of kinetic energy and enstrophy always produces contributions of both signs, therefore the balance Eq. (4) practically never holds, even without any driving force or other dissipation mechanisms than viscosity.
III. RESULTS AND DISCUSSION
In order to analyze the role of coastal processes, the integrated quantities given by Eqs. (1) and (2) A simple visual comparison of the curves suggests that increasing and decreasing phases of enstrophy and kinetic energy over the open water domain develop after a time delay with respect to the coastal area. The standard way of determining such delay between two stationary time series x(t) and y(t) is given by the cross correlation function:
where ∆ is the time lag (can be negative), · t denotes averaging over time, can be expressed by means of the enstrophy, see also Appendix C. For an energy budget per unit area, we need volume integrals of the kinetic energy and enstrophy: [23] , which is typically 300-600 km even over land [31] . Wind blowing over one side of a geostrophic eddy can accelerate the flow, however on the opposite side of a closed eddy it has a decelerating effect. Long time local mean values for the wind stress work are also very small over open water (see Fig. S3 ). As for the curves in Fig. 4d (cross correlation between wind stress work and kinetic energy tendency), the negative value at a time lag of 3-4 days is a direct consequence of the oscillatory nature of the kinetic energy tendency, only for the shore region. Since the characteristic autocorrelation time of the wind field is 3-5 days, a strong stroke of kinetic energy input is regularly followed by a drop in a couple of days due also to an enhanced dissipation in the coastal region.
The eddy kinematic viscosity ν in Eqs. (4) and (6) Figs. 2b and 2c) , the kinetic energy tendency per unit area becomes often positive indicating inward advection of vortices, and Eq. (4) does not hold (Fig. 7b) . The method of fitting an envelop (see Fig. 7a ) does not work for the empirical flow field either (Fig. 7c ), further complicated with the fact that other source terms than advection, such as baroclinic instability possibly give essential contributions to the geostrophic flow field.
Secondly, based on the observation that the kinetic energy tendency is orders of magnitude smaller than the wind stress work, even for Z = 50 m, we can neglect it in Eq. (6), and get the energy budget equation representing a quasistationary dynamics:
[notations are identical with Eq. (7) is the compound source S A incorporating tidal forcing, conversion of potential to kinetic energy via baroclinic instability, ageostrophic flow, advection, etc., see Subsection 2.2 and Appendix C. Since our goal is an order of magnitude estimate of ν, we consider two limiting cases: (i) S A ≈ F A (wind stress work is dominating), and (ii) S A ≈ 10 · F A (wind stress work is only 10 % of the total forcing). The final results for ν by using Z = 20 and 50 m integration depths are shown in Table 1 in Appendix D. The same evaluation can be performed separately for each grid cell, the result is shown in Fig. S6 . Apart from noise, the tendency is similarly clear, an effective eddy coefficient of viscosity ν ≈ 10 −2 m/s 2 decreases in the offshore regions by a factor 2.
IV. CONCLUSIONS
We can summarize our main findings as follows. The primary validation compares geostrophic velocities calculated from the height fields and velocities measured at four mooring sites covering the north-south range of the data set [26] . 
Here f is the Coriolis parameter, ∇ = (∂/∂x, ∂/∂y, ∂/∂z) is the nabla operator, p is the pressure, ν m is the molecular kinematic viscosity, and f contains all forcing terms (force per unit mass) . The incompressibility constraint is expressed as ∇u = 0.
Reynolds decomposition applied to the Navier-Stokes equation is a statistical method to describe small scale turbulent processes by separating any flow variable into a mean part and fluctuation around the mean, such as u =ū + u . Mean values can be obtained by averaging over temporal intervals or/and spatial domains, in any case, the mean of the fluctuations must be zero, by definition. The Reynolds-averaged momentum equation has the following form:
The last term in this equation is the Reynolds stress tensor, however equations for its 
where the effective kinematic viscosity coefficient ν = (ν m + ν t ) contains the molecular-and eddy viscosities. Since the eddy coefficient is orders of magnitude larger than the molecular one, ν is usually termed as eddy kinematic viscosity.
All terms of Eq. (S3) multiplied byū and 0 will provide the tendency of mean kinetic energy per unit depth:
Since the Coriolis force is perpendicular to the velocity, the first term on the rhs drops out.
For the same reason, in strict 2D flows gravity does not contribute to kinetic energy changes.
Next we exploit the following vector identities by using the incompressibility constraint
where we use the notation for the mean vorticity ω = ∇ ×ū . Note that the first step where we explicitly utilize the 2D feature of the flow field is in Eq. (S6), in order to remove the second term on the rhs (the vorticity vector is strictly perpendicular to the velocity).
When we adopt the notations of Eqs.
(1) and (2) for the enstrophy and kinetic energy per unit area (see the main text), we obtain the following budget equation from (S4):
Note that each term has the unit of W/m 3 , which can be interpreted as some kind of surface flux per unit depth.
External forces driving the ocean into motion on any scale are restricted in number [12, 16] . Possible forces are winds, air-sea exchange of sensible and latent heat, the exchange of freshwater, pressure loading by the atmosphere, tides, geothermal heating, and biology. . This horizontal pressure gradient term includes also the conversion of potential energy through baroclinic instability, a global estimate is around 1.1 TW for the worlds oceans [40] . The remaining major input flux is tidal forcing which is dissipative at the bottom, nevertheless drives the total water body having a net positive sign (input of mean kinetic energy). The total amount of tidal forcing in the worlds oceans is estimated around 3.5 TW [12, 16] .
Appendix D: The problem of choosing an integration depth
Since both the kinetic energy tendency and enstrophy are affected by the choice of integration depth Z, it would be desirable to have a reliable estimate of the vertical extent of mesoscale eddies. Unfortunately, this issue is rather controversial in the available literature. In the framework of our simplified model, we assume that the mixed layer moves like a slab at least for 16-18 hours in the given region (inertial period), and current shear is concentrated at the top of the thermocline. [2] Berrisford, P., Dee, D., Poli, P., Brugge, R., Fielding, K., Fuentes, M., Kallberg, P., Kobayashi, 
