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SUMMARY 
After considering the growing demand for realistic video reproduction, in this thesis, we have 
proposed two stereoscopic video coding schemes that are evaluated for the suitability for 3D 
mobile applications. One is an H. 264 based stereoscopic video codec and the other is a 
Distributed Video Coding (DVC) based stereoscopic codec. 
During the first half of the thesis, we propose an H. 264 based stereoscopic codec that includes 
a modification to handle two video streams in order to exploit disparity and worldline 
correlations as well as a design of a novel motion/ disparity vector prediction algorithm that 
operates more intelligently using the previously coded motion and disparity vector information 
of the surrounding macroblocks. Simulation results show that the proposed H. 264 based 
stereoscopic video codec performs better than MPEG-2 based and ZTE based stereoscopic 
codecs. The results have also been compared with simulcast H. 264 and later proposed MVC 
(Multiview Video Coding) standard. The former comparison demonstrates a PSNR gain of up 
to about 2dB, whereas the latter demonstrates comparable results. 
In the second half of the thesis, we have designed several algorithms to improve the coding 
efficiency of Wyner-Ziv frames and a novel algorithm for key frame coding in DVC. These 
algorithms include a spatial and temporal correlation exploitation algorithm for side 
information generation, a multiple side information handling algorithm and a bitplane by 
bitplane refinement technique in addition to the mentioned DVC based key frame coding 
scheme. In the proposed algorithms, we exploit the decoded information very efficiently by 
taking the advantage of decoded information together with the information available in the 
decoder. Simulation results clearly show that these algorithms outperform the existing DVC 
codecs by significant margins. With these algorithms as the backbone, we have then introduced 
a novel Stereoscopic Distributed Video Coding (SDVC) scheme. Simulation results of the 
proposed SDVC algorithm demonstrate that it performs better than MPEG-2 based and ZTE 
based benchmark stereoscopic codecs by up to 3dB and 2dB respectively in terms of objective 
quality gains. 
Finally this thesis, presents a W-CDMA channel simulation for both proposed stereoscopic 
codecs and the results suggest that, SDVC is a viable solution for stereoscopic video coding in 
mobile applications that comprises robust characteristics against channel noise together with 
the added advantage of low encoding complexity. 
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Chapter 1 
INTRODUCTION 
During the past couple of decades, the growth of the information communication technologies 
is enormous, owing to which the people have witnessed and experienced the wonders of a new 
hi-tech world. High-end communication products have become an essential part of youth 
fashion. However, claims have been made about both the positive and negative impacts of 
these technologies and products on human society. In order to facilitate this rapid evolution, 
new standards have been introduced even more rapidly. While some of us find it hard to keep 
up with it, most of us are more fascinated than ever before about the possible services that they 
can provide. 
1.1 Background 
Telecommunication technology is been developing ever since the invention of telephone a 
century ago. Now it has passed many hurdles and leaped in to the third and fourth generadon 
wireless networks (3G/4G). Therefore, the evolution of telephony is now stepped from audio 
only communication to audio visual communication. Since other supporting technologies such 
as image representation, handling, and compression have also been developed, visual 
communications is far more viable than ever before. 
The variety of digital visual communication applications, services and products that have come 
to the market in recent years is enormous. Few of the important are 3G mobile phones, high 
definition digital television sets and IP (internet protocol) video conferencing. Many other 
outstanding visual communication services are expected to be launched in the near future, not 
only for the entertainment and domestic markets but also for industrial and educational market 
segments. 
In the development of visual communication, digital video coding technologies are playing a 
vital role, the evolution of which contributes towards the production of a wide range of 
applications such as video on demand, digital TV/HDTV, DVD players/recorders, advanced 
1 
medical imaging, video surveillance, telemedicine, distance learning applications and 
multimedia image/video database services. 
There are many video coding standards behind all those high-end applications, such standards 
include H. 261 [1], H. 263 [2] for video-conferencing applications, MPEG-1 P], MPEG-2 [4] and 
H. 264 [51 for muldmedia applicadons. 
However, this rapid progress of video processing is mainly in 2D visual communication 
technologies but not in 3D visual communications. Today 2D video communication 
technology is capable of real-time audio visual communications over a wireless mobile 
communication channel (3G/4G). However, the available technology is still not sufficient for 
the increasingly high demand for realism or more natural representations of the scene. In order 
to cater these demands, the existing 3D visual technologies have to be further developed or 
new technologies have to be introduced. So far, various 3D visual technologies such as 
holography, two-view stereoscopic [6] systems with special glasses and IMAX 3D JTMAX 
Corporation) have been trying to meet these demands of realistic visual perception. 
The general public has been exited about three-dimensional images ever since 1833, when the 
first stereoscope was introduced by Sir Charles Wheatstone[7]. Although, the popularity since 
then has its ups and downs, the technology has experienced its peaks for every new 
improvement and addition. After its last heights in the 1950s and 1960s[S], with the 
introduction of 3D movies and holography, respectively, the interest has been rather low. 
Nevertheless, after several decades of relative obscurity, three-dimensional displays have 
recently become both increasingly popular and practical in several areas. However, the ideal 
scenario would be to present the viewer with a depth dimension without the use of special 
headgear. Taken into consideration the benefits introduced by the perception of depth in areas 
such as education and entertainment, the inconvenience of wearing glasses are largely 
outweighed by the advantages [6]. In 1990's, the stereoscopic methods gained the interest in 
the 3D technologies with the development of autostereoscopic display as well as the 
innovations in the field of electro-optics, telecommunications and computer systems. Several 
3D projects have also been initiated in Europe, USA and Japan for example COST230 (Woo), 
DISTIMA PISTIMA) for 3DTV and PANORAMA that aims to enhance the visual 
information exchange with 3D Telepresence. 
2 
Thanks to those state-of-art developments, several stereoscopic imaging products have been 
introduced to the market by the manufacturers such as VRex, Planar and NuvisiOn while some 
of the world's leading fih-n makers such as George Lucas, James Cameron and Steven Spielberg 
are paying there attention to 3D digital filming. It also enables stereo imaging to be driven into 
further heights by widening its scope to cover a more diverse application area such as 
CAD/CAM, remote surveillance, space imaging, navigation, medical imaging, 3D visual 
communications, telemedicine, telerobotics, HDTV and virtual reality. 
Stereo vision is one of the most effective and yet simple methods used to stimulate the 3D 
perception capability of human psycho-visual system. In stereo vision, two pictures of the same 
scene from two horizontally separated positions are captured and presented the left frame to 
the left eye and the right frame to the right eye in order to trigger the 3D perception in the 
human brain. The human brain is naturally capable of processing the difference between these 
two images in order to yield the 3D perception or the depth sensation. (Even though, it 
appears to be non-natural, this is how the human psycho visual system works in one's day-to- 
day life in order to produce the depth sensation. ) This is the main reason for most of the 
animals to have two eyes, similar to stereoscopic camera pair two eyes collect stereo 
image/video, pairs of any object or movement that comes to contact with them. Then this 
stereo pair is processed by the brain as mentioned earlier in order to yield the depth sensation. 
Thus, every 3D image can be represented with two 2D image frames thanks to the human 
psycho Visual system. These frames are said to form a stereo image pair. Thus, the stereo pair is 
simply two pictures of the same scene obtained in two different view points. However, since 
the horizontal displacement between the two axes of viewpoints is only few centimetres, two 
images consists of considerable amount of similarities. If a stereo pair is to be stored or 
transmitted without exploiting these inherent similarities, twice as many bits will be required to 
represent it compared to a monocular image representing the same scene. Fortunately, since 
they are bound to have a considerable amount of correlations between them, by properly 
exploiting these correlations, the two image streams can be compressed and transmitted 
through bandwidth-limited channels without excessive degradation of the stereoscopic image 
quality. 
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1.2 Motivation 
Mobile telecommunication has become one of the fastest growing industries mainly in the 
Europe and Asia. Handheld mobile communication devices such as mobile phones, PDA 
units, mp3/video players and ultra mobile computers have become a youth fashion on one 
hand and a must for the business community on the other hand. Even though mobile 
telecommuni cation devices are a subset of the main handheld revolution that includes MP3 
players, mobile game consoles and pocket PCs, the market segment only for mobile phones is 
also enormous, because of which lots of technically advance handsets are introduced to the 
market every year. On the other hand mobile telecommunication technologies too keep 
evolving rapidly than ever before. As a result, the latest addition to the telecommunication 
technology '3G' has been introduced with video mobile communication as the killer 
application. However, successful 3G introduction in Japan showed that video telephony was 
not the killer application for 3G networks after all. The real-fife usage of video telephony on 
3G networks was found to be a small fraction of all servicesM. Yet, downloading music was 
found strong acceptance by customers. As in almost all technological advancements, demand 
for the entertainment services has taken the first place. Nevertheless, video telephony is 
something that cannot be forgotten, since the services it can provide to the commercial 
establishments, medical service providers and again to the entertainment sector and, also since 
the market segment it has already gained. It is reasonable to believe that the reduction of the 
costs and addition of more lifelikeness to the video telephony would improve its demand and 
hence, an enlargement of the market segment can be expected. 
The best strategy to add the lifelikeness is migrating from 2D to 3D video. In 3D video 
telephony we are more enthusiastic about stereoscopic video production mainly because of its 
simplicity and several other reasons as listed bellow. 
1. Even 2D video mobile telephony (over 3G) is not more than few of years old; therefore, 
the next step should not be too complex in term of implementation. (Both the client side 
and the server side). 
2. Available compression techniques with some improvements can be used and hardware is 
widely available. 
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3. Since the market had never been tested for 3D mobile video telephony, it has to be 
introduced with a simple and inexpensive technique available to minimize the losses in case 
of a market rejection. 
4.3G networks are taking control; therefore, compatibility with 3G for any advancement in 
video mobile telephony would be advantages. 
5. The price of the 3D video mobile handsets could be kept affordable due to the simplicity 
(price should never be sky high for the end user, if the intended market is the general 
pubfic) 
6. Expected to achieve more compression thanks to the inherited redundancies by the 
stereoscopic images. 
However, without a practical implementation of the last point, the price for the increased 
realism is the doubling of required transmission bandwidth compared to the conventional 2D 
system, since the only option would be to employ a conventional video compression scheme. 
Thus, the main limiting factor for this kind of a system stopping from been implemented is the 
enormous amount of data due to the additional video stream that has to be transmitted over a 
limited channel bandwidth. Hence, an efficient compression algorithm is undoubtedly essential 
in order to reduce the bandwidth requirements while maintain the perceptual visual quality at 
the receiver end. 
1.3 Objectives and Scope of the Thesis 
The aim of this research is to design and evaluate an efficient compression scheme for 
stereoscopic video coding for wireless applications. Therefore, designing a stereoscopic video 
compression scheme itself plays the main role in this research and the followings are the 
specific objectives of the thesis; 
0 Designing an H. 264[5] based stereoscopic codec, 
0 Enhancement of the above codec's performance by predicting disparity and motion 
vectors more efficiently, 
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9 Designing a Distributed Video Coding (DVC)[101 based solution for monoscopic 
video compression, 
9 Enhancement of the efficiency of the above DVC codec by introducing novel 
techniques, 
o Developing DVC in to a stereoscopic coding architecture that could be utilized in 
mobile applications, 
* Testing the above two stereoscopic codecs for the performance evaluation in error 
prone environments. 
1.4 Achievements and Contributions 
As a result of the research that is presented by this thesis, number of original achievements and 
contributions have been made to the field of monoscopic and stereo video compression, 
especially to the subfields; H. 264 based stereoscopic video coding and monoscopic/ 
stereoscopic distributed video coding (see the section 'Published Work' for a list of our 
publications). The most significant achievements amongst them are as listed bellow, 
,/ Context based Motion and Disparity Vector Prediction Algorithm for H. 264 Based 
Stereoscopic Video Coding, 
-/ A multiple side information generation algorithm for DVC, 
-/ A sequential motion compensation that uses luminance and chrominance information 
for continues side infonnation upgrading in DVC, 
-/ A unidirectional distributed video coding architecture, 
,/A key frame coding technique that uses correlated pixels for Distributed Video Coding, 
-/ Spatial and temporal correlation exploitation for side information generation in DVC, 
-' Stereoscopic distributed video coding. 
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1.5 Structure of the Thesis 
This thesis consists of 7 chapters and the rest of the thesis is structured as follows. 
The second chapter presents more technical details about the field together with a brief 
literature review. Then the next chapter puts forward the explanations and performance 
evaluation of the proposed H. 264 based stereoscopic algorithm with its supporting 
developments. The fourth chapter presents a fist of DVC developments and achievements with 
comprehensive comparison charts as well. Fifth chapter introduces novel spatial correlation 
exploitation techniques for key frame and WZ frame coding in DVC. The sixth chapter 
presents the stereoscopic DVC algorithm With a performance evaluation that uses most of the 
advance techniques discussed in the previous chapters. It also presents a 3G wireless channel 
simulation for both proposed stereoscopic video codecs. The last chapter summarises and 
concludes the thesis. 
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Chapter 
LITERATURE REVIEW 
This chapter presents a detailed background for the thesis. As the scope of the thesis is to 
propose a stereoscopic video coding technique for mobile communication, this chapter will 
explain the concept of stereoscopic video production, H. 264 coding standard in brief, H. 264 
stereoscopic video coding and distributed video coding. 
2.1 Stereoscopic Video production 
The traceable history of stereoscopy goes back to 1833; that is when Sir Charles Wheatstone 
Fý invented a wonderful device with mirrors that allows the observer to experience the 
perception of a three-dimensional image. The technique that had been used by this device was 
nothing but stereoscopy; furthermore, it used two views of the same drawing that are slightly 
different from each other. After this invention, several new techniques were also immerged. 
However, it was only in 1950s, the first 3D motion picture was produced making 3D 
technology, the next generation's revolution. During the period from 1952 to 1954 Hollywood 
produced more than 65 stereoscopic films; some of them were extensively successful [8]. Since 
most of us perceive a depth dimension in our everyday life, the area has always been appealing, 
and therefore, it has always been under active research. Due to evolution in digital technology 
and the possibilities that follow with, three-dimensional displays are again becoming 
increasingly popular. Stereoscopic displays are being utilized in many application areas such as 
simulation systems, medical systems, telerobotics, computer-aided design, telecommunications 
and entertainment. 
The key to the stereoscopy is the human binocular vision system. Even though we use the term 
"human", it is common even to animals and many other living beings. 
8 
The main components that are related to stereoscopic digital video reproduction are as follows; 
a Human binocular vision system, 
0 Stereo video capturing system, 
0 Stereo video compression, 
0 Types of correlations in Stereo Video, 
a Stereoscopic video display techniques, 
2. L1 Binocular Vision System 
Most living beings are born with two eyes and an absolutely amazing binocular vision system. 
For objects up to about 20 feet (6 to 7 meters) away, the binocular vision system lets us easily 
tell with good accuracy how far away an object is [11]. For example, if there are multiple 
objects in our field of view, we can automatically tell which ones are farther and which are 
nearer, and how far away they are. 
The binocular vision system relies on the fact that our two eyes are spaced about 2 inches (5 
centimetres) apart. Therefore, each eye sees the world from a slightly different perspective, and 
the binocular vision system in the brain combines the two images and produces a richer one. 
As shown in Figure 2-1, this final picture allows us to experience the 3D perception, which is 
also known as depth sensation. This ability to perceive three-dimensional depth due to the 
distance between a persons two eyes is called stereopsis [12]. Stereopsis can be described as the 
perception of depth produced by binocular retinal disparity; hence, it is simply a member of a 
set of properties commonly referred to as visual-depth cues [12]. 
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Figure 2-1: A 3D perception 
Most natural scenes are complex and contain a wide variety of visual cues to detern-une the 
depth. Even though, stereopsis cannot occur monocularly, our visual system stil-I uses several 
monocular, one eye, cues to appreciate relative location of objects in a scene. Such cues are [6]: 
Modon ParaHax: this is a depth cue that results due to the motion. When there is a motion, 
objects that are closer to the moving object move further across the field of View than the 
objects that are in a (: fistance. 
Relative Size: Retinal image size allows making a judgement of the distance based on the 
observer's previous experience and famihanty with sinffir objects. 
Linear Perspective: Tl-ýs is a depth cue that results due to both relative size and texture 
gradient. When linearity of objects of known distance forms smaller angle, it is interpreted 
as being further away. For example, parallel lines converge with increasing distance are 
easily interpreted as roads or railway fines. 
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Aerial Perspective: Relative colour of objects due to scattering and contrast gives out some 
clues of their distance. Also contrast of objects provides dues to their distance. When the 
scattering of light blurs the outlines of objects, the object is perceived as distant. 
Colour and shading: A light object implies closer objects and a dark object implies distant 
objects. 
Shadowing: Shadows can provide information about an object's dimensions and depth. 
Occlusion: It occurs when there is overlapping of objects. The overlapped object is 
considered further away. 
2. L2 Stereoscopic Video Captudng System 
A stereoscopic video capturing system is commonly known as a 'Stereoscopic Camera'. It 
consists of two separate monoscopic cameras, each correspond to each eye's view. However, 
just any ordinary two monoscopic cameras will not form a stereoscopic camera[131. Ideally, the 
two cameras should be identical and also should be calibrated in terms of contrast, brightness, 
colour and sharpness of focus in order to produce high quality stereoscopic images. It is also 
very important that they are calibrated in terms of geometry as well, that is, without any vertical 
displacement or in other words, the axis joining two cameras should be parallel to the 
ground[131. 
Furthermore, there are two common types of camera configurations called parallel and 
converging camera configurations. In parallel camera configuration, the cameras are setup so 
that the two optical axes of the two cameras are parallel to each other, whereas in the 
converging configuration the axes are converging [14]. 
There are few vital factors that govern the 3D effect of the final picture in both cases; mainly, 
the distance from the camera to the projection plane, the separation of the left and right 
cameras and the angle of convergence in converging camera configuration. However, Viewing 
stereoscopic moving pictures is not simple as monoscopic movies; it needs accurate 
calculations and planning in order to produce better results. Also all the parameters must be 
carefully derived and adjusted so that it does not cause any visual discomfort to the viewer but 
produces high quality 3D perception. 
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Conve * Camera Confý Tin ,g guration 
In this camera configuration, the optical axes of the cameras are converging so that their 
optical axes intersect at a convergence point making an angle of ý. Figure 2-2 illustrates this 
camera configuration and it uses two identical cameras that are placed on the x-z plane. The 
optical axes of both cameras are running along on the same plane in the direction of the z-axis. 
These two optical axes are crossing each other as well as the z-axis at point C (on the x-z 
plane). The depth of the captured scene is in the range of the closest and farthest Visible 
objects. There is a screen behind each lens of each camera as shown in the figure, they are 
known as 'imaging plane'. 
where 
t- Camera Separation, 
C- Convergence Distance, 
Wc- Width of the camera imaging sensor, 
B- Convergence Angle of the camera, 
a- Field of View of the camera, 
(Xo, Yo, Zo) - The location of a point in object space (in 
front of the cameras), 
(XcI, YcI), (Xcr, Ycr) - The location of imaged points on the left and right imaging sensors 
respectively. 
Figure 2-2: Converging camera configuration [151 
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For a convergent camera system, disparity values can be either negative or positive depending 
on whether the depth of the object is smaller or greater than the convergence distance. The 
convergence distance in the convergent configuration is found by applying simple 
trigonometry and is given by: 
t 
(2tan[13}) 2-1 
The trans formations from object space to CCD and screen space and then to images space wiU 
be shown next. First, the coordinate transform from a 3D object space to 2D CCD 
coordinates is shown in equation 2-2 to 2-5. 
0 First transformation: Object space to 2D CCD Coordinates 
Xci f tan arctan 
t+ 2X., 2-2 
1( 
2Zo 
Xc, tan arctan 
t-2Xý)_ 0]+h 2-3 
1( 
2Z. 
yel -- 
Y-f 
ZOCOSP+ Xo+ 1) sin 
2-4 
2 
Y'r : -- - YW 
ZOCOSP- X. - 
t 
sin P 
2-5 
2) 
where 
b- Sensor Axial Offset, 
f Lens Focal Length, and the other parameters are as defined in the Figure 2-2. 
When the stereoscopic images are presented on a TV or a computer monitor, the CCD 
coordinates needs to be transformed into screen coordinates. 
This is achieved by multiplying 
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the CCD coordinates by a screen magnification factor M, which is the ratio of the horizontal 
screen width to the camera sensor width; this can be seen in equations 2-6 to 2-9. 
a Second transformation: 2D CCD Coordinates to 2D Screen Coordinates 
x, 
- 
mxcl 2-6 
1vLY' 2-7 
Yi = AIIYi 2-8 
Ysr = Afycr 2-9 
where 
(Xsl, Ysl), (Xsr, Ysr) - The location of left and right image points on the screen, 
M- Frame Magnification. 
The final transformation is from screen coordinates to image space and is shown in equations 
2-10 to 2-12. 
0 Third transformation: 2D Screen Coordinates to Image Space 
X=e 
(Xi +X, ) 2-10 
2(e-P) 
Y, = 2-11 
e-P 
Ve 2-12 
e-P 
where 
(Xi'yj, Zj) - The location of a point in image space (as stereoscopically viewed 
by the observer 
when displayed on the screen), 
e- Eye Separation. Typically 65mm, PL Image Parallax, and V- Viewing Distance. 
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Equations 2-10 and 2-12 from the third transformation can simply be rewritten in order to get 
an expression for the screen parallax, P. As mentioned earlier this should not exceed eye 
separation and will happen when the Zi is very large compared to the viewing distance, P. When 
the parallax is exactly equal to the eye separation, the viewer is looking straight ahead. If the 
eyes need to diverge to fuse an image, this requires an unusual muscular effort which may 
cause discomfort [14]. The parallax is given by. 
p= 
(Zi-v)e 
2-13 zi 
2 1.2.2 Parallel Camera Configuration 
In parallel camera configuration the optical axes of both monoscopic cameras are set to be 
parallel to each other and z-axis making the viewing the point located at infinity. Here, the 
disparity of the viewing point that is located at infinity will be zero, since the projections of this 
point will coincide on the screen. The result will be an image perceived only at screen distance 
away from the viewer. This means that the rest of the points will have negative disparities and 
therefore, fill the space between the viewer and the screen. 
A parallel camera configuration is simply a special case of the convergent configuration where 
the cameras are not rotated toward each other. The axes point in the positive z-direction, 
hence, ý equals to zero. Therefore, the equations deduced describing the convergent camera 
configurations also hold in the case of a parallel camera configuration; simply remove the term 
ý[l 6]. 
In Figure 2-3, the video capture variables that have an impact on the horizontal image disparity 
captured at the camera's imaging sensors included. 
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Figure 2-3: Parallel camera configuration [15] 
There are several interesting properties obtained from this type of configuration. First, the 
disparity value is independent of x-z coordinates and is inversely proportional to distance from 
the object to the cameras. Second, the disparity increases with the displacement between the 
two cameras. Finally, disparity is always positive. 
2.1.3 Stereo Video Compression 
In the practical world, transmitting uncompressed video data is virtually impossible due to the 
associated costs. As a result, it is necessary to employ efficient compression mechanisms that 
yield an acceptable compression ratio while retaining a reasonable image quality. Therefore, the 
necessity of compression schemes is becoming even greater. When it comes to the stereoscopic 
or multi-View Video production this requirement becomes even greater due to the excessive 
amount of data that has to be transmitted or stored. In stereoscopic Video, the raw bandwidth 
of the video signal is twice that of normal video due to the fact that it contains two channels, 
each carrying a different viewpoint. In stereoscopic video compression, left and right views 
naturally consist of a large amount of correlations between each other that can be and should 
be exploited. This scenario is similar to the exploitation of the temporal correlations between 
neighbouring frames in motion compensation. Motion estimation itself can be directly 
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employed for this disparity estimation, since the difference between left and right frames is 
mainly disparity and can be considered as a type of motion. However, there are some 
important remarks to be made. First, since the stereoscopic camera consists of two 
monoscopic cameras placed at a displacement yet in the same plane, once search for a block 
matching is performed, ideally it has to be carried out only in horizontal direction (along x- 
axis). Theoretically, the search range in the y-direction is zero. Secondly in most cases it is 
possible to find large areas that are similar in both frames because of which, a larger block size 
could be employed with mainly two advantages; a fast motion search as the first and the 
requirement of fewer motion vectors as the second. 
The followings are the three types of approaches that are commonly used for stereoscopic 
video coding[16]; 
0 Simulcast Stereoscopic Coding, 
N Compatible Stereoscopic Coding, 
m Joint Stereoscopic Coding, 
2 1.3.1 Simulcast Stereoscopic Coditýw 
This approach codes the left and right sequences independent of each other. In other words, a 
given view could be decoded even if the other view is unavailable to the decoder. This coding 
approach is very ineffective due to the fact that two independent views must be coded 
separately and hence, it is not allowed to exploit the correlations between each sequence that 
results a low video compression [16]. 
2 1.3.2 Compatible Stereoscopic Coding 
This approach codes one sequence completely independent of the other and it is called main 
stream. The other stream, which is known as the auxiliary stream is not coded as it is, instead 
the relative difference of that stream compared to the main stream is coded together with 
supporting information. Therefore, even if the auxiliary stream is unavailable to the decoder, 
the video is available as a monoscopic and can be decoded by means of any conventional 
decoder. This approach seems to be a more practical approach as it provides better bandwidth 
and storage utilization while retaining the compatibility with standard decoders. 
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There are a number of techniques for compatible stereoscopic video coding that are based on 
existing methods for monoscopic video coding. The technique based on the disparity between 
the views are the most common, However, several other techniques are available and 
constantly under development [161. 
2.1.3.3 joint Stereoscopic Coding 
This approach codes both views simultaneously or in other words, it codes dependently and 
neither one of the streams can be decoded by a conventional decoder. However, this approach 
is far more effective in term of compression than the other approaches, due to exploitation of 
disparity correlations between left and right streams in addition to the spatial and temporal 
correlations, for coding both streams. But the interdependency of the views in the decoding 
process necessarily hinders its applications and hence, the popularity. 
2. L4 Types Correlations in Stereo Video 
In 1994, Siegel [171 identified four different types of correlations that are inherited by 
stereoscoP'c image pairs and video sequences. Thanks to the digital revolution, these 
correlations could be exploited and thus, the image pair can be compressed so that they no 
longer require the same storage as before or they no longer require the same bandwidth as 
before in transmission. The first two types of correlations are 'spatial and temporal' 
correlations that are widely used in conventional video compression techniques. They could be 
utilized for the two stereoscopic images in the stereo-pair, independently. The third type of 
correlations is exploited between the two stereoscopic images that form the stereo pair. 
In 
other words, it is applied for two images that are collocated in the timeline of the left and right 
video streams. The last is a combination of the second and third type of correlations and 
it is 
applied to motion stereo stream pairs. F 
0 Spatial correlation: This is basically the repetition and the similarities of the colours 
(niXel values) Wid-dn a single frame. Most of the images consist of areas with 
little or no 
\L -- 
variation in terms of intensity and colours. In natural 
images, 100% similarities are not 
common but in animations there are many. This allows a possibility of predicting one 
area from another that permits efficient encoding. In other words, the term 
'spatial 
correlations' implies that the neighbours of a given pixel tend to possess 
identical or 
nearly identical pixel values. 
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Temporal correlation: 1n a continuous video sequence, at any given temporal point the 
adjacent frames (say the frame n and n+1) consist of many similarities. For example, if 
the video is of a table tennis match with no camera panning, all the frames of that 
video segment will have the same background. It allows a prediction of any given 
frame by means the previous/future frames permitting efficient encoding. This 
correlation allows the encoder to select some occasional frames for transmission 
instead of transmitting all the frames. In the place of dropped frames, the encoder is 
now allowed to transmit coefficients derived, based on the relative deference between 
the dropped frames and the frames that are selected to be transrmitted together with the 
relevant supporting information. 
M Perspective correlation: In the case of stereoscopic image palrs, it is common to find 
similar large areas in both images with only small horizontal offsets. This again allows a 
prediction from one another permitting efficient encoding. 
m WorldLine correlation: The WorldLine concept refers to the event when vertical and 
axial velocities are small and horizontal motion suitably compensates perspective; time- 
offset frames in the left and right image streams can be nearly identical. WorldIdne 
correlation is the combination of temporal correlation and perspective correlation; the 
most interesting manifestation of WorldUne correlation is the potential near-identity of 
appropriately time-offset frames in the left and right image streams respectively. The 
concept is useful for situations in which the camera is fixed and parts of the scene are 
in motion, the scene is fixed and the camera is in motion, and both the camera and 
parts of the scene are in motion. WorldLine correlation is depicted pictorially in Figure 
2-4. 
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Figure 2-4: Pictorial depiction of Worldline 
correlation [171 
21.4.1 Dispario in Stereoscopy 
The main and most important property inherited by any stereoscopic image pair is known as 
disparity. The basic idea of disparity is as explained earlier, the relative shift of similar areas in 
the image pair. This property is extremely necessary for the reconstruction of the 3D 
perception in human binocular visual system and also it permits better compression. In order 
to understand disparity, it may be consider as motion vectors. Furthen-nore, as shown in the 
Figure 2-5, if one can imagine of overlaying the left image of the stereo image pair on the right, 
it will be possible to observe that in most cases, any given point A in the left picture does not 
lie directly underneath its matching point B in the right picture. This shift of matching point is 
known as disparity and the vector connecting B to A is called disparity vector. 
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Figure 2-5: Disparity and disparity vector 
2.2 Stereoscopic Video Related Previous Work 
Over the last decade there have been a number of studies on stereo image compression based 
on intensity or feature. The first technique is to code sum and difference of the two images in a 
stereo pair as presented in[181. After that three-dimensional discrete cosine transform (DC'1) 
coding of stereo image is presented [19] based on the fact that a stereo image pair could be 
considered as a three-dimensional matrix of grey levels (if the number of rows and columns of 
an image are r and c respectively, then the three dimensional matrix would be the size of r=2. ) 
It is equivalent to the sum-difference coding in transform domain. However, the performance 
of these two techniques decreases with increased disparity values. Global translation and 
correlation enhanced techniques assume that objects in the scene have the same disparity 
values. Nevertheless, these methods are not principally efficient, since objects in the scene have 
normally different disparity values. 
Lukacs [20] constituted the concept of disparity compensation, which established 
correspondence between similat areas in a stereo pair using binocular disparity information. 
This mediod is used to predict the rest of the views from an independently coded view. 
In 1992, Perkins [181 formalized disparity compensation based coding as a conditional coding 
approach that is optimal for lossless coding and suboptimal for lossy coding. 
Three years later, in 1995, Puri et al[21] presented results of MPEG-2 compatible coding. In 
the standard, one view is coded as base layer and another view is coded within enhancement 
layer of the temporal scalability model of the MPEG-2 standard. In stereoscopic coding, left 
view is independently coded and the right view is dependently coded so that it used both 
disparity and motion compensation. The final results of this research proved that the temporal 
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scalability tool of the MPEG-2 video standard can indeed be successfully applied for 
compression of stereoscopic video. 
After one year from Puri, Yun-jeong Song [22] proposes a matching algorithm for disparity 
compensated stereoscopic video coding. FEs algorithm needs to utilize a similar bandwidth for 
transmitting disparity information as the conventional block matching algorithm (BMA), but it 
is capable of achieving much higher prediction accuracy thanks to a refinement scheme that 
captures the fines disparity variation between left and right image sequences 
Then in 2000, Yongdong Zhang and Guiling L [231 have proposed a disparity estimation 
algorithm based on a muld-resolution block matching algorithm and a region merging process, 
which can merge different size blocks with similar disparity vectors into a larger region. The 
authors claim that this system can reduce the coding overhead for disparity inforrnafion. 
In 2003, Thanapirom et al. [24] has proposed a stereoscopic compression scheme that makes 
use of ZTE (Zerotree Entropy Coding) and the correlation inherited by the stereo pair to 
achieve a higher compression for stereoscopic video coding. The cores of the coder they have 
used are DWT (Discrete Wavelet Transform) with different filters in each decomposition level, 
OBMC(Overlapped block motion compensation), ZTE and adaptive arithmetic coding for 
coding quantized wavelet coefficients. As in the previously discussed technique that is 
proposed by Puri et al, the left view is coded independently and right view is coded by 
exploiting the disparity information as well. With this scheme they have gained up to 50 
percent reduction in the bit budget of the right view thanks to the disparity exploitation and 
have shown that this codec can outperform MPEG-2 based stereoscopic codec. 
HuiZhu jia et al[25] have proposed a scheme that codes the stereoscopic video sequence based 
on the global displacement information between the two images of a stereo pair. 
The video 
coding scheme they have used is the MPEG-4 temporal scalable video coding scheme. 
Furthermore, they have proposed to code the right-view image with global motion 
compensated prediction from the left-view image. They also claim that their codec can save the 
bitrate up to 20%, compared to the MPEG-4 temporal scalability algorithm 
for low bitrate 
stereoscopic video coding. 
In 2004, after reviewing the literature available in the public domain, we identified that the 
stereoscopic compression techniques are still developing and the compression efficiency 
is not 
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yet satisfactory. Therefore, we developed two coding schemes for stereoscopic Video 
compression based H. 264 and Distributed Video Coding, which will be presented in this thesis. 
However, after about 1 1/2 years of our H. 264 based codec development, in 2006, JVT Uoint 
Video Team) started to work on a joint multi-view video model UMVM) [26] that has been 
developed as an extension of the H. 264 standard. In order to support the development of the 
future Multi-view Video Coding (MVC), a reference software has also been developed. Two 
view results of which, will also be used for the comparisons in later chapters of this thesis. 
2.3 H. 264 / MPEG-4 Part 10 Standard 
Introduction of the Digital Signal Processing PSP) to the video processing sector was one of 
the breakthroughs of the recent technologies. As a result, the traditional analogue TVs, VCRs, 
camcorders and even the analogue broadcasting had been replaced with digital TV, DVD 
players, digital recorders, DVD/Hard disk camcorders and digital broadcasting. One of the 
main reasons for this replacement was the ability of digitizing to add more services to the 
traditional devices and services, for example a digital camcorder comes with a built in digital 
camera and the ability to manage video clips and pictures before even downloading to a 
computer, since computers are everywhere anyone can edit and create their own DVD videos. 
However, video compression is always behind the screen as far as any of these applications are 
considered, and the standardisation of video compression is one of the main factors that made 
this technology available to everyone. 
There are two main video compression standards, one is the MPEG (Motion Picture Experts 
Group) series and the other is the ITU-T jnternational Telecommunication Uni'on- 
Telecommunication Standardization Sector) standards. MPEG4 version of the MPEG series 
made internet-based video applications possible whilst the 1TU-T H. 263 standard for video 
compression is now widely used in videoconferencing systems. 
Motion Picture Experts Group and the Video Coding Experts Group (MPEG and VCEG) are 
responsible for these standards and MPEG4 (Visual) and H. 263 have their roots gone down to 
about 1995. However, after releasing the above standards the two groups have developed a 
new standard that is capable to significantly outperform MPEG4 and H. 263, providing better 
compression of video images together with a range of features supporting high-quality, 
low- 
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bitrate streaming video. The history of this new standard, "Advanced Video Coding" (AVC), 
goes back at least 10 years. 
ITU-T Video Coding Experts Group (VCEG) did not stop by finalising the original H. 263 
standard for video telephony in 1995; they had then started work on two further developments 
for H. 263. One was a "short-term" effort in order to add extra features to the standard. The 
final result of d-lis attempt was the Version 2 of H. 263 standard. The other was a "long-term" 
attempt to develop the next generation of their standard for low bitrate visual communications. 
This long-term effort led to the draft "H. 26L" standard and it contributed significantly better 
video compression efficiency than previous ITU-T standards. It is in 2001 that ISO Motion 
Picture Experts Group recognised merits and benefits of H. 26L, which led to a formation of a 
new group of video coding experts, i. e., the joint Video Team UVf). It included experts from 
both MPEG and VCEG. The main objective of JVT was to develop the draft H. 261, into a ftffl 
International Standard. As a matter of fact, the final result was two identical standards: ISO 
MPEG4 Part 10 of MPEG4 and ITU-T H. 264. The "official" tide of the new standard is 
Advanced Video Coding (AVC); however, it is widely known by its old working title, H. 26L 
and by its ITU document number, H. 264. 
Since H. 264 coding standard is not the main point of interest of this thesis, a basic description 
will be presented from now on. However, a more detailed description could be found in the 
Ap endix A. IP 
23.1 H. 264 codec 
It had been a common practice in video coding standards (such as MPEG1, MPEG2 and 
MPEG4) not to define a codec (encoder and decoder pair), but to define the syntax of an 
encoded video bitstream together with the method of decoding this bitstream. Similarly, H. 264 
standard defines the encoded bitstream syntax and the decoding technique. 
However, when it come to the practical scenario, the encoder and decoder are likely to include 
the functional elements shown in Figure 2-6 and Figure 2-7 respectively. In the basic 
interpretation, the functions shown in these figures are likely to be necessary 
for the codec 
architecture, however, since the standard does not define the codec; there 
is scope for 
considerable variation in the shown structure of the codec. The basic 
functional elements, i. e., 
prediction, transform, quantization, entropy encoding are somewhat 
different from previous 
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standards (MPEGI, MPEG2, TMPEG4, H. 261, H. 263); the important deviations in the H. 264 
standard occur in the details of each functional element. 
The H. 264 Encoder as illustrated in the Figure 2-6 includes two dataflow paths. One is the 
"forward" path that runs from left to right and shown in blue in the figure and the other is the 
"reconstruction" path that runs from right to left and shows in magenta. The dataflow path in 
the Decoder as shown in Figure 2-7 is shown from right to left in order to illustrate the 
similarities between Encoder and Decoder. 
F, - Current frame 
D,, Difference macroblock 
F', -, - 
Previous frame 
D'n Reconstructed difference macroblock 
uF',, -, - 
Reconstructed macroblock T Block transform 
Fn - Reconstructed filtered macroblock 
V Inverse block transform 
ME - Motion estimation Q Quantization 
Mc - Motion Compensation 
Q-1 Inverse Quantization 
P - Predicted macroblock 
x Quantised transform coefficients 
Figure 2-6: ANTC Encoder 
Inter 
F IVIC 
I 
I (reference) 
Intra 
I ntra 
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--4 V Reorder 
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Figure 2-7: AVC Decoder 
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2.3.1.1 Encoder ffiorwardpatb) 
As shown in the Figure 2-6, F. is an input frame that is to be encoded. Similar to the previous 
standards the frame is processed in units of a macroblock that are corresponding to 16x16 
pixels (standard specifies some variants) in the original image. Each macroblock is encoded in 
intra or inter mode. For either encoding scenario, a predicted macroblock P is also formed. 
The prediction is based on a reconstructed frame that is already encoded. If the macroblock is 
to follow an Intra. coding mode, the prediction macroblock is formed from the samples that 
belong to the current frame n that have been previously encoded and followed the 
reconstruction path, i. e., decoded and reconstructed, which is illustrated as uF'n in the Figures. 
On the other hand, if the macroblock is to follow the inter mode, P is generated by a motion- 
compensated prediction algorithm that uses one or more reference frames, that are shown in 
the figure as the previously encoded frame F', -,. 
However, the estimation to form P for each 
macroblock may be carried out by using one, two or even more past or future frames (in time 
order) that have already been encoded and reconstructed. 
In the next functional element, the predicted macroblock, P is subtracted from the current 
macroblock to produce a residual or difference macroblock Dn. Then D,, is transformed by 
means of a block transform and quantized in order to form a set of quantized transform 
coefficients X. This matrix of coefficients is then reordered to form a one-dimensional array 
and entropy encoded. The entropy encoded coefficients, together with the additional data 
required to decode the macroblock form the compressed bitstream. (This additional data 
includes information such as macroblock prediction mode, quantizer step size, motion vector 
information describing how the macroblock was motion-compensated, etc. ) This bit stream is 
passed to a Network Abstraction Layer (NAL) for transmission or storage. 
23.1.2 Encoder (reconstruction patb) 
Reconstruction path is essential in H. 264 due to the fact that encoder uses previous frames and 
previous macroblocks in the prediction module. Reconstruction path 
begins after quantisation 
function that yields a matrix of quantised coefficients X. Reconstruction essentially 
is a 
decoding process of X that is performed in the encoder. First step of the reconstruction 
is re- 
scaling (Q-1) the coefficients X and then it is followed 
by an *inverse transformation (T") in 
order to produce a difference macroblock D,, '. It should 
be noted that this matrix is not 
identical to the original difference macroblock D ndue to the 
fact that the quantization process 
introduced losses that cannot be completely corrected by the inverse quantization and 
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therefore, D,, ' is a distorted version of Dn. Then in the next step, the prediction macroblock P 
is added to DI' in order to create a reconstructed macroblock uF"', which is again a distorted 
version of the original macroblock due to the involvement of D', I 
in the calculation. After that a 
filter is applied to reduce the effects of blocking distortion and reconstructed reference frame is 
created from a series of macroblocks F'n* 
2.3.1.3 Decoder 
The information received by the decoder is a compressed bitstream from the NAL. As shown 
in the Figure 2-7, these data elements are first entropy decoded and reordered in order to 
produce a set of quantized coefficients X. Similar to the reconstruction process the matrix X is 
sent trough inverse quantization and inverse transform functions so that it yields Dn" Since 
now the process and the input data are similar to the reconstruction process flow, this D'n is 
essentially identical to the D,, ' shown in the Encoder. However, for the decoder to create the 
prediction macroblock P, it requires additional information, which is commonly known as 
header information. Since the output bitstrearn of the encoder is added with this information 
as well, it is also available for the decoder, therefore, the decoder creates a prediction 
macroblock P that is identical to the original prediction P formed in the encoder after decoding 
the header information from the bitstream. P is than added to Dn' to produce uF"', which is 
filtered to create the decoded macroblock F',,. 
Moreover, it should be noted that the main purpose of the reconstruction path in the encoder 
is to ensure that both encoder and decoder use identical reference frames in order to generate 
the prediction matrix P. If the predictions P in encoder and decoder are not identical, it will 
eventually result an increasing error or "drift" between the encoder and decoder. 
23.2 Scalable Video Co&ng 
Scalable Video Coding (SVC) [27] [28] is an extension of the H. 264 / MPEG-4 AVC standard. 
The purpose of SVC is to serve different requirements of various applications that consist of 
different displays connected through different network links by using a single bit stream, i. e., a 
single coded version of the video content that supports spatial, temporal and quality scalability 
by removing sections of the coded bit stream. 
The basic SVC codec architecture could be identified as a layered video codec. Generally, the 
coding structure as well as encoding efficiency is governed by the scalability space that is 
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demanded for a particular appl-ication. Figure 2-8 illustrates an example scalable coding 
arcbýtecture with two spatial layers. 
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Similar to the H. 264 standard, motion-compen sated prediction and intra prediction are utilized. 
But in addition, the correlations between different layers or inter-layer correlations are 
exploited by means of a concept known as "inter-layer prediction" that makes use of prediction 
mechanisms for motion parameters as well as texture data. A base representation of a given 
frame of each layer is prepared by a transform coding mechanism similar to that employed in 
H. 264. Then the corresponding NAL units consist of motion information and texture data. 
However, NAL units of the lowest layer should be compatible with single-layer H. 264. In 
addition, progressive refinement is employed to Improve the reconstruction quality of these 
base representations. One of the most important features of SVC is the fact that scalabiEty is 
provided at a bit stream level. Furthermore, down scaled spatial and/or temporal resolution are 
obtained by simply discarding NAL units from the SVC bit stream Without which, the 
decoding process of the target resolution could be carried out. 
poral Scalabilio 2.3.2.1 Tem 
Unlike many of the previous video coding standards such as MPEG-2 and AIPEG-4, the 
display order and coding order of pictures are completely decoupled in H-264. In other words, 
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any given picture could be flagy d as a reference picture and used for motion compensated gge 
prediction of the following pictures regardless of the coding type of the corresponding slice. 
These features aflow SVC to code picture sequences With arbitrary temporal dependencies. 
Furthermore, temporal scalability is facilitated by using hierarchical prediction structures, which 
is depicted Figure 2-9. 
group of pictures (GOP) 
----------------------- 
--------------------- 
- ----- 
key pictdre key pictUre 
Figure 2-9: Hierarchical prediction structure with 4 
dyadic levels. 
In this design, key pictures (as in the figure) are coded in regular intervals similar to I frame 
coding, but these key pictures use previous key pictures as their references. The frames in 
bemveen any given two key pictures are predicted hierarchically. As a result, the key picture 
sequence stands for the coarsest temporal resolution, which could be refined by inserting 
pictures with additional temporal prediction levels. 
patial Scalabilio 2.3.2.2 S 
Spatial scalability is facilitated by an over-sampled pyramid approach. The pictures of different 
spatial layers are independently codedwith the motion parameters that are unique to that layer; 
this scenario is depicted in the Figure 2-8. However, as an additional coding tool that is 
intended to provide a better coding gain for the enhancement layers, inter-layer prediction 
mechanisms have been incorporated to the SVC structure. Encoder has been provided with 
the freedom of selecting which base layer correlation should be exploited for an efficient 
coding of the enhancement layer. Furthermore, it uses three inter-layer prediction techniques 
[281. In the following section, a spatial scalability with a factor of 2 in horizontal and vertical 
resolution is considered for ease of explanations; however, it could also be generalized as a 
concept. 
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* Inter-layer motion prediction - Tl-ýs technique is employ for the utihzation of base 
layer motion information for the spatial enhancement layer coding, it is also facilitated 
with additional macroblock modes in spatial enhancement layers. The macroblock 
partitioning is carried out by upsampling the partitioning of the co-located 8x8 block in 
the lower resolution layer. Furthermore, for the obtained macroblock partitions, the 
reference picture indices are utilized from the co-located base layer partitions and the 
corresponding motion vectors are scaled by a factor of 2, which are either utilized as 
they are or refined by an additional quarter-sample motion vector refinement. In 
addition, scaled motion vectors of the lower resolution could also be used in order to 
make motion vector predictions for the conventional macroblock modes. 
9 Inter-layer residual prediction - This technique makes use of the base layer signal of 
the co-located block, which is upsampled in order to use as a prediction for the residual 
signal of the interested macroblock that allows coding only the corresponding 
difference signal. As a matter of fact, difference signal coding permits higher 
compression efficiencies. The employment of inter-layer residual prediction is signalled 
by a flag (true or false) to the decoder, which is transmitted for all inter-coded 
macroblocks. 
* Inter-layer intra prediction - In addition to d-le above techniques, an intra macroblock 
mode is also introduced. In this technique, a prediction for the interested macroblock 
is generated by upsampling the co-located reconstruction macroblock of the lower 
layer. It is clear that for this prediction technique, the lower layer is required to be 
completely decoded, wl-dch is followed by computationally expensive operations such 
as motion-compensated prediction and de-blocking. 
2.3.2.3 SATR Scalabilio 
SNR scalability consists of two different sets, coarse-grain scalability (CGS) and fine-grain 
scalability (FGS). 
Coarse-grain SNR scalability - This is achieved means of the same techniques used 
for 
spatial scalability, but with a single difference, which is upsampling operations of the 
inter-layer prediction techniques are omitted when CGS is on concentration. 
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Fine-gram SNR scalability - In order to facilitate fine-granular SNR scalablEtY, 
progressive refinement (PR) slices have been introduced to SVC. These PR slices 
consist of refinements for the residual signals that correspond to a bi-section of the 
quantization step size. These signals are prepared in such a way that only one Miverse 
transform is required to be performed for each transform block at the decoder end. 
The transform coefficients of PR slices are aligned so that it permits the NAL units 
corresponding to the PR slices to be truncated at any given arbitrary point, allowing the 
objective quality of the base layer can be refined in a fine-granular manner. 
key 
I 
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Figure 2-10: Prediction structure with FGS 
In SVC architecture, motion compensated prediction of non-key frames employs the 
highest quality reference picture available as shown in the Figure 2-10. It should be 
noted that this technique provides a sign'ficant improvement towards the coding 
efficiency without introducing any additional complexity as far as the hierarchical 
prediction structures is concerned. The motion compensated prediction (MCP) for key 
pictures is carried out by employing only the base layer representation of the reference 
frame. Therefore, key pictures function as resynchronization points allowmg the drift 
between encoder and decoder reconstruction to be limited. 
2.3.3 Multi- View Video CoaYng (AffQ 
JVT is also developing a joint Multi-view Video Model UMVM) [29], which is again an 
extension to the ITU-T standard, H. 264. This extension too does not require any changes to 
lower-level syntax; therefore, it is compatible with single-layer AVC hardware. However, it 
requires small changes to 1-ýgh-level syntax. The latest developments of JMVM suggest a 
prediction structures that utilize a hierarchical bi-predictive pictures as shown in the Figure 
2-11. 
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Figure 2-11: Spatial and temporal prediction structure of NIVC 
The illustrated prediction structure of WC utilizes hierarcl--ýical B pictures for each view. It is 
evident that the rate-distortion performance of hierarchical B pictures could be improved, if 
the quantization granularity is properly assigned for different picturespOl. In addition to this 
prediction structure, inter-view prediction is also introduced for every alternative view, i. e. to 
the views S1, S3 and S5 in above figure. If the input consists of an even number of views, the 
last one of the views (view S7 in the above figure) will be coded so that the first frame is coded 
as aP picture, after which the other frames are coded as hierarchical B pictures that utilize the 
inter-View predictions With respect to the previous view (see Figure 2-11). Therefore, it is 
possible to apply tl-ýs coding scheme for any given multi-view sequence, if it consists of at least 
two Views (a stereo sequence). It should be noted that in the above illustration, starting pictures 
of eachgroto ofpicture (GOP) such as SO/TO and SO/T8 are coded as I frames in order to 
permit the random access. Also, its GOP length is 8, which is used only for explanation 
purposes and variants could be used as required. 
2.3.3.1 Random Access 
In order to facilitate random access, synchronization and error robustness, every group of 
- gth 
* number of tiews frames. For ins nt, the GOPs (GGOP) is allowed to consist of GOP len ta 
above example (Figure 2-11) consists of 64 pictures in each GGOP. Furthermore, it is 
necessary to decode a certain number of frames in order to gain access to a given frame that 
rests in a particular GGOP, which mainly depends on several parameters such as the view 
number of the interested frame and GOP length. 
32 
10 11 12 13 14 13 16 17 Is 19 lie 191 192 113 194 1 tA 11% 1 'r 198 199 1 
2.3.3.2 Encoder complexio 
It is a well accepted fact that H. 264 encoding structure is more complex than the previous 
standards, which inevitably influences MVC. But in addition, the NIVC reference model adds 
more complexity as well. Furthermore, if a single second of display in MVC is concerned, there 
are frames perL-secondtnumbetj o tiews number of views compared to monoscopic video that 
consists of only framesýýer second number of views. Some of these additional pictures are 
required for reference purposes as discussed in the previous section that should be stored in a 
buffer known as decoded picture buffer PPB) and the minimum DPB size is derived by; 
DPB si.: e =(tog, , 
(GOP length) ý 1) x number 
- 
qf views 1 2-14 
Example: Say GOP-length = 16 and number-of views = 8, then this will yield DPB size of 
42. Therefore clearly, the DPB size is dramatically increased compared to monoscopic video 
coding and hence, the computational complexity. 
2.3.3.3 Illumination Compensation 
Illumination compensation is introduced to NWC and thereby to JMVM in order to 
compensate the illumination differences between adjacent views of muld-view sequences. It is 
achieved by introducing a concept known as illumination change-adaptive motion 
compensation (ICA MC), which is applied for some of the macroblock modes in H. 264, 
namely Inter 16X16 mode, Direct 16X16 mode (include B-Skip), and P-Skip mode. Due to 
the fact that difference value of illumination change (DVIC) for a given macroblock is highly 
correlated to that of the neighbouring macroblocks, the interested block could be predicted by 
means of the ICA MC technique, permitting to code only the difference between the interested 
DVIC and the prediction. 
23.3.4 View-lemporalprediction structure 
View-temporal prediction structure is one of the most interesting fields in MVC since it is vital 
for compression efficiency as well as coding delay, random access, and so on. It is clear that 
multi-view video sequences consist of inter-view correlations between the adjacent views in 
addition to the temporal correlation. Researchers have mainly studied three coding structures 
and the simplest method is simulcast video coding, i. e. coding muld-view sequences 
independently that exploits temporal correlation only within a given view. On the other hand, 
studies have been carried out to utilize only the inter-view dependencies, where one view is 
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disparity compensated and predicted with respect to its neighbouring view. However, 
according to the JVT documentations [26][291 n-dxed mode found to be the most effective 
technique, which exploits both temporal and inter-view correlation for a particular prediction. 
2.3.3.5 Mofion skip mode 
Motion skip mode simply avoids motion information such as macroblock type, motion vector, 
and reference indices from been added to the coded bitstream, but it assumes these 
information form an already decoded neighbouring view. Motion skip is carried out in two 
stages and in the initial stage, the corresponding position to the current macroblock is located 
in the adjacent view by means of a global disparity vector (GDV), which is derived by using the 
information such as displacement between the two cameras and the displacement between a 
camera and an object in the real world. The GDV is proposed to estimate periodically, for 
example, once every GOP. In the second stage, motion information is duplicated from the 
macroblock in the neighbouring view. 
2.3.3.6 View inteýpolafionpredicfion 
View interpolation prediction scheme is also proposed with the intention of introducing an 
additional coding gain to MVC. The technique is to produce a synthetic view corresponds to 
the interested centre view by means of its neighbouring views, which could be utilized as an 
additional reference frame for coding pictures of the centre view. Mainly, there are two 
methods that are still been discussed, one is based on the disparity estimation in decoder side, 
whereas the other is based on calculating the depth at the encoder side for transmitting to the 
decoder end. Both of these techniques require several subparts. The former technique requires 
i) to rectify the decoded reference images ii) to produce a disparity map from the reference 
images with the aid of stereo match, and iii) to synthesize the intermediate image from the 
disparity map. On the other hand, the latter technique requires i) to calculate the depth map 
that yields satisfactory compression efficiency, ii) to synthesize the intermediate image from the 
depth map, and iii) to transmit the calculated depth map to decoder side. 
2.4 Distributed Video Coding 
During the past few years, Distributed Video Coding (DVC) has earned the attention of many 
researchers and a remarkable growth of the field is evident. This may be due to its outstanding 
future; that is the reduced processing complexity at the encoder, leading to low cost 
implementation, while majority of the computations such as motion estimation for exploiting 
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the source redundancies, are taken over by the decoder. Therefore, DVC is an ideal solution 
for those applications where traditional video coding algorithms such as H. 264, MPEG-2, and 
MPEG-4 will not be suitable, due to the high computational complications of those encoders 
resulting extensively expensive hardware implementations and sometimes larger sizes of the 
final products that may not be acceptable for a demand of small or inexpensive units. Some of 
those applications are video sensor networks for security surveillance, monitoring of disaster 
zones, design of realistic entertainment systems, some domestic applications such as 
monitoring children and the elderly by the guardians and video conferencing requirement in 
mobile communications. 
lf we discuss more details of one of those examples i. e., security surveillance, the effectiveness 
of systems is mainly dominated by the number of video sensors that covers the interested area. 
These video cameras capture the video data and upload to a centralized server for processing 
and displaying or storing for the monitoring purposes. Generally, since the potential of sharing 
the central processing unit is very high, the cost of encoders is the governing factor for the 
wide utilization of security surveillance systems. This situation remains common in case of 
similar applications such as monitoring of the elders, disabled people, and the children, disaster 
zone and traffic monitoring as well. 
Wireless mobile video communication is one of the other applications that highly demands a 
low cost Video encoder, since each and every mobile handset has to have a video encoder and a 
decoder. Also it is essential that the codec can be implemented in a relatively small space inside 
a mobile handset due to the fact that the dimensions of a handset are very important to the 
consumer, upon whom the marketability of the product depends. Therefore, the optimum 
video codec is the one that neither requires a large space nor is expensive. Therefore, one 
possible economical solution is to implement a very simple low cost DVC encoder and a low 
complex conventional decoder in the handset while the complex computations of both 
schemes are implemented in the base transceiver station (BTS), where the resources can be 
shared and high processing power is available. 
During the past decade, thanks to the development of many technologies in the video signal 
processing sector, there are evidence of major improvements in the performance of the video 
codecs. However, it is not easy to find much literature on researches that are oriented towards 
the complexity aspects of video coding, even though it is one of the main contributors towards 
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the cost of the signal processing equipments. Furthermore, computational complexity also 
affects the power consumption of its operation. Conventional video coding algorithms that are 
developed to become standards are characterized by a complex encoders and simple low cost 
decoders, which are demanded by one-to many type applications such as video broadcasting, 
video on demand, and video streaming, where the cost of the receiver is the prime concern. In 
past few years some of the video coding standards such as H. 263+, H. 264 have been 
researched and developed for mobile video communications and video surveillance systems. 
Although the complexity of the encoder is the price they have paid, the achievement cannot be 
underestimated, which it the compression efficiency, especially that of the stat-of-art H-264 
video coding standard. However, on the other hand designing of low cost encoders is still an 
unsolved problem. DVC is suggested to be the ultimate solution to this issue at the cost of low 
rate-distortion performance compared to the conventional coding schemes, which is the next 
challenge for the researchers involved in DVC. 
2.4.1 Complexity Balance of the Video Codecs 
In any video compression scheme, in order to achieve the desired compression, it is vital that 
the codec exploits the inherited correlations of the source data, which introduces mathematical 
calculations to the codec, necessarily making it a computationally complex entity. In 
conventional video coding schemes, these major calculations are performed at the encoder that 
inevitably makes some sections of the encoder, highly complex. On the other hand, the 
decoding structure involves only in simple calculations allowing it to be computationally 
inexpensive. This complexity balance of the conventional coding structures is illustrated in 
Figure 2-12 and the encoder complexity of such a system is typically expected to be 5-10 times 
higher than that of the decoder[31]. These types of architectures were designed ever since the 
beginning of video coding and they were mainly motivated by one-to-many type of video 
applications as mentioned above. An example video communication scenario with one video 
encoder and many receivers is shown in Figure 2-13. With multiple decoders, the n-iinimizing 
the decoder complexity to facilitate the fabrication of low cost decoders is the dominant 
consideration and hence, the conventional video coding complexity balance is justified for 
these scenarios. 
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However, in contrast to the above scenario, many-to-one type applications such as the video 
surveillance rely on the many number of 'Video capturing and encoding points uploaded to a 
central server and such a security surveillance scenario is illustrated in Figure 2-14. These 
scenarios necessarily demand for low cost Video encoder architectures for econon-ucally Viable 
oPeration. 
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DVC architecture that enables a shift in complexity balance between the encoder and the 
decoder relative to the conventional Video coding schemes is shown in Figure 2-15. The 
prelin-driary observations have shown that the encoder complexity could be brought down to 
negligible amounts, i. e., to a simple state mact-tine with two or three shift registers that are 
coupled with the bit stream preparation and interleaving circuitryp2j. However, there are some 
occasions where some additional computations have been added to the DVC encoder [33] in 
order to achieve a higher rate-distortion performance, particularly it can be clearly observed if 
transform domain DVC is closely observed in contrast with the pixel domain DVC. 
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Figure 2-15: Complexity balance of distributed 
video coding 
2.4.2 Disuibuted Source Coding 
DVC is essentially a practical adaptation of the distributed source coding (DSC) theory that 
had been introduced by the Slepian and Wolf back in 1973 P4]. Therefore, the theorem is 
known as Sleplan-Wolf theorem. Then the theorem was developed for video coding 
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applications by Wyner and Ziv three years later P51 and that adaptation is known as Wyner-Ziv 
theorem for video coding. DSC model radically deviates from the other source coding models 
and is only applicable for encoding of statistically correlated sources. In the conventional 
approach, the statistically correlated sources are jointly encoded and Jointly decoded for the 
reconstruction of the original information stream at the decoder, whereas DSC performs the 
encoding task totally independently, but the decoding of those statistically dependant sources 
are jointly carried out. However, Slepian and Wolf themselves have reported some theoretical 
limitations inherited by DSC that wiH discussed in the next section. 
2.4.2.1 SlePian- Wloff Tbeorem 
Assume that X and Y are two statistically dependant discrete random sequences that are 
independently and identically distributed (i. i. d. ). Also assume that these two sequences are 
separately encoded with rates Rx andRy. respectively, yet they are necessarily jointly 
decoded. 'Ms jointly decoding process involves the exploitation of the source correlations 
between them as shown in Figure 2-16. In the literature P41 Slepian and Wolf have presented 
an analysis of the possible rate combinations of Rx and Ry for the reconstruction of X and Y 
with an arbitrarily small error probability as shown below: 
Rx ý! H(X / Y) 2-15 
Ry ýý H(Y /X) 2-16 
Rx + Ry ý! H(X, Y) 2-17 
where H(XY) is the joint entropy of X and Y, H(XIY) and H(YIX) are their conditional 
entropies, while Rx, Ry are the rates of X and Y respectively. According to the Slepian-Wolf 
theorem, if the total overall bitrate exceeds the summation of individual bitrates Rx and Ry 
and if the conditional entropy between X and Y is lower than the summation, then the 
independently encoded streams could be jointly decoded with arbitrarily small bit error 
probability. Thus, a lower bound to the bitrate is set to be equal to the summation of individual 
bitrates. 
Therefore, in the conclusion, any theoretical loss of compression efficiency is not evident due 
to the utilization of independent encoding approach for the statistical1y dependent sequences 
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compared to the conventional compression schemes such as MPEG-4, H. 263 and H. 264 that 
uses joint encoding. 
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Figure 2-16: Distributed coding of two statistically 
dependent discrete random sequences 
However, there is a rate region that is achievable with the distributed coding of two statically 
dependent i. i. d. sources, X and Y for the recovery of the information with an arbitrarily smaH 
error probability according to the Slepian-Wolf theorem, which is illustrated in Figure 2-17. As 
shown in the figure, the vertical, horizontal and diagonal lines correspond to Equation 2-15, 
2-16 and 2-17 respectively; represent the lower bounds for the achievable rate combinations of 
Rx and Ry P6]. 
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Figure 2-17: Achievable rate region following the 
Slepian-Wolf theorem 
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2.4.2.2 W, 'y'ner-Zip Tbeorem 
As mentioned earlier Wyner-Ziv theorem is an adaptation of the Slepian-Wolf theorem, which 
is a lossy video compression scheme that utilizes a statisticaRy dependent secondary 
information stream at the decoder that is known as 'side information'. This case is Mustrated in 
the Figure 2-18. 
X- Encoder 
AI 
R'4'2(d) 
Decoder X, 
Statistically 
dependent 
Figure 2-18: Wyner-Ziv theorem with side 
information 
Wyner-Ziv theorem makes two major assumptions, one is that the distortion level, d is finite 
and acceptable, between the source information X and the corresponding decoded output X'. 
Therefore, it is essentially a lossy compression scheme. The second is that statistically 
dependent secondary information stream Y, is available at the decoder. Wyner and Ziv 
attempted to quantify the minimum bitrate to be passed between the encoder, termed krlz(d) 
for achieving the finite distortion d between the input and output. Wyner-Ziv theorem states 
that, if the statistical correlations between X and Y are exploited only at the decoder, the 
transmission rate increases compared to the case, where the correlations are exploited at both 
encoder and the decoder for the same average distortion, d. The Wyner and Ziv theorem states: 
R'vz (d) ý: Rxly (d), d ý: 0 2-18 
where K"(d) is the Wyner-Ziv minimum encoding rate for X and Rx, y(d) is the minimum rate 
required to encode X, where Y is simultaneously available at the encoder and decoder for the 
same average distortion, d. 
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When d becomes zero or in other words, when there is no distortion exists, the Wyner-Ziv 
theorem is equivalent to its mother theorem's results, i. e., Slepian-Wolf results. Or in simple 
terms, it emphasise that reconstructing the information sequence, X that consists of an 
arbitrarily small error probability is possible even if the source correlations between X and the 
side information are exploited only at the decoder. 
2.4.3 Distdbuted Video Codec 
The practical aspect of Wyner-Ziv theorem is developing it into a video codec. This 
technological hurdle has been successfully attempted by many researchers taking various 
distinct methods. The basic codec design futures include flexible and low complex encoder, 
optimum rate-distortion performance and operational efficiency suitable for different 
applications such as real-time video streaming or storage. For practical Wyner-Ziv codec 
implementation, there are several channel coding techniques that have been introduced such as 
Turbo coding P7], Turbo Trellis Coded Modulation (TrCM) P8], p9] and Low-Density 
Parity-Check (LDPC) codes [40]. Some of other architectures such as PRISM codec [41] have 
also been proposed for the same purpose. 
Furthermore, the implementation of DVC has been extended over mainly two branches, one is 
the design that operates on the pixel domain while the other is that operates on the transform 
domain. Pixel domain DVC design inherits the lowest complex encoder that directly supports 
the original DVC concept, while transform domain design allows the encoder to be more 
complex compared to the previous design with a rewarding gain in the rate-distortion 
performance. However, it should be noted that the transform domain encoder is still very 
much low complex compared to conventional encoders. Moreover, discrete cosine transform 
(DCT) is one of the most popular transforms that is used for transform domain 
implementations P3]. Two other transforms that have been proposed in widely available 
literature are Wavelet transform and Integer transform[421. 
As far as the mobile communication is concerned, the encoder complexity is vital, since it 
has 
to be implemented in a mobile handset. Thus, for the scope of this thesis, pixel domain design 
is selected and therefore, pixel domain DVC architecture will be discussed in more 
details from 
now on. 
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2.4-3.1 Pixel-Domain DVCArcbitecture 
The block diagram of a conventional pixel domain DVC architecture based on turbo coding is 
illustrated in Figure 2-19. Figure illustrates the fundamental functional elements of the design 
such as quantiser, bitplane extractor, turbo encoder, parity punctureer, parity buffer and key 
frame encoding mechanism in the encoder side. On the other hand side generator, 
turbo decoder, reconstructor, noise distribution and error estimations and key frame decoder 
are dominant on the decoder side of the codec. In the basic Wyner-Ziv architecture, there is an 
essential reverse information path from the decoder to encoder in addition to the forward path. 
It is for the decoder to send request messages to the parity buffer at the encoder side 
dynan-ucafly. The purpose, implementation and functionality of those functional elements are 
discussed in the following section. As per in some of the research literature, on one hand some 
of these elements are either removed or modified and on the other hand new functional blocks 
are added to the illustrated DVC architecture in order to mainly improve the performance of 
the codec. 
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Figure 2-19: Conventional pixel domain DVC 
codec architecture using turbo coding 
2.4.3.2 Quanti. Zation and Bit Plane Extraction 
Decoder 
Quantisation and bitplane extraction are two simple functions that are performed as a 
bitstrearn preparation for the next step, i. e., Turbo encoder. Since the DVC design of interest is 
a pixel domain DVC codec, the input video frames are subjected to a quantisation 
in the pixel 
level as a means of video compression. (It should be noted that only YUV video 
format is 
considered for all simulations discussed in this thesis). 
Any given input video sequence consists 
of frames that are stored as pixels; each pixel is represented 
by 8 bits, resulting 256 quantization 
levels. Since the idea of utilizing a quantization here is as a mean of compression, it essentially 
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limits the number of bits used form each pixel. This is carried out by limiting the number of 
quantization levels in the range, where M is the quantization parameter. The quantization 
function is usually described by using a series of quantization bins as illustrated in Figure 2-20. 
The number of bins is determined by the quantization parameter. It is a well known fact that 
quantisation is an irreversible process that results a loss of information of the original video 
stream. In DVC, a reconstruction function is generally added to the decoder in order to 
partially compensate this quantisation effect. In simple terms, what quantisation implies in 
Wyner-Ziv coding, is the removal of predetermined number of 'least significant bits' from any 
given pixel that can be easily performed together with the bitplane extraction process. 
The bitplane extraction process is illustrated in Figure 2-21. When a pixel value is converted to 
a binary number, the bit at the most left of the number is call the 'most significant bitplane', 
since it carries the most amount of weight of the original pixel value (0-255). In the bitplane 
extraction process, the most significant bits of all pixels of a given component (Y, U or V) are 
extracted and aligned in a raw in order to form the first bitplane. The second level significant 
bits of all pixels are similarly extracted and aligned in a raw as before in order to form the 
second bitplane. The same operation is carried out for the other bits of the pixels as well in 
order to form the other bitplanes. Then the final input bit stream for the turbo encoder is 
formed by arranged the bitplanes in order; most significant bitplane first and the least 
significant bitplane last. As discussed above, the quantiser determines the number of bits per 
pixel sends to the encoder In other words, it is the quantiser that determines the number of 
bitplanes to be coded. 
Pixel Value C 64 12E 192 255 
. ... . ........ . ........ . .............. ....................... ------------------------- .............................................. --------------------- ..................... Quantization bir c22 
Figure 2-20: Quantization bin formation for 2"' =4 
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2.4.3.3 Turbo Encoder 
Many researchers have identified Turbo coding as the most suitable channel coding technique 
that can be incorporated in Distributed Video CodecP7], [43], [44]. Therefore, turbo coding is 
the most commonly used channel coding technique in most DVC research publications. Turbo 
encoder consists of two parallel recursive systematic convolutional (RSC) encoders, one 
encoder uses the interleaved version of the other's input as illustrated in Figure 2-22. 
Figure 2-22: Turbo Encoder 
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The dominant function of an RSC encoder is the generator polynotnial which stands: 
G(D) =[1, k(D) / g, (D) ] 2-19 
whereg, (D) and g2(D) are feed-forward and feedback polynomials respectively. The illustration 
of Figure 2-23 is an example of a RSC encoder with a generator polynomial of (1,13/15),,, 
XL 
FigUre 2-23: Example of an RSC encoder C) 
2.4.3.4 Pario Bit Punaurer 
If the length of the input bit stream to the turbo encoder is n, it generates 2n number of parity 
bits for that input. This is done by the two constituent RSC encoders as described above. 
Technically, the compressed bit stream or the output of the DVC encoder of the input video 
sequence is this parity bit stream. However, as far as the entire parity bit content is concerned, 
it is twice the size of that of input bitstrearn; hence, the full parity bit sequence is not allowed to 
be sent to the decoder. Thus, in order to achieve a compression, this parity bit sequence is 
subject to a periodic puncturing function, where selected parity bits are eliminated from the ftffl 
stream under a periodic pattern and the remaining parity bits represent the final video encoder 
output. The eliminated bits are generally selected in a symmetrical pattern from both parity 
streams produced by the two constituent RSC encoders in the turbo encoder. This parity bit 
elimination process is again a loss of information similar to the quantization process in terms 
of the lossyness of information. However, the degree of this information loss is determined by 
the puncturing pattern and the technique that is utilized in the codec implementation. In some 
implementations, puncturing pattern is static, which means a predetermined number of parity 
bits are eliminated regardless of the decoder statistics. Whereas, in some other implementations 
it is dynamic; the request massage from the decoder determines how many parity bits should 
be eliminated for the corresponding input sequence. One of the most common DVC 
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implementations that utilize a dynamic puncturing function is the closed loop feedback 
mechanism between the encoder and the decoder. It uses a the feedback channel from the 
decoder to the encoder to request parity bits in order to achieve a predetennined video quality 
at a minimum bitrate, i. e., maximizing the compression. However, puncturing is essentially a 
sacrifice of the video quality in order to achieve a higher compression ratio. 
2.4.3.5 Side Informafion 
In conventional video encoders, prediction algorithms play an important roll in the 
compression efficiency; similarly, side information generation in DVC decoder is the process 
that performs the prediction. Moreover, it is in the side information generation, where the 
DVC decoder exploits the source correlations in a given frames of the sequence in order to 
produce an approximation to the frame that is to be coded. 
In simple terms, if the frame that is been coded is F., then the side information is an estimation 
of F. that is calculated based on the adjacent frames or based on the already decoded slices of 
Fn. Therefore, side information can be considered as the original F,, with some erroneous pixel 
values. As shown in the Figure 2-19, there is a key frame coding mechanism incorporated to 
the DVC codec. Key frames are the frames that are not DVC coded but intra-coded by means 
of a conventional coding scheme. Key frames in DVC are similar to I frames in standard video 
compression schemes. In the side information generation, key frames play a vital roll as they 
are the main providers of information for the prediction algorithm. 
Once the side information generation algorithm finishes its task, that stream is passed to the 
turbo decoding process accompanied with the punctured parity bit stream generated 
in the 
DVC encoder that is transmitted through the channel to the decoder. 
Let's assume that X (i, j) is the current Wyner-Ziv frame and 
Y. (i, j) is the generated side 
information for X. (i, j) by using the adjacent key frames, 
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where go is a function to describe the motion compensated prediction carried out using N, 
past reference frames and N, future frames. Then, the relationship between ý, (i, j) and 
XM (i, j) can be modefled with a noise term nm (i, j) , as, 
Y, 
n 
(i, i) = Xn (i, j) + n. (i, 2-21 
It is possible to prove that the noise term n. (i, j) can be approximated to an additive 
stationary white noise signal, if the motion estimation is accurate. For most cases, this noise 
process can either be modelled using a Gaussian or a Laplacian probability distribution [43]. 
In most DVC coding architectures, side information generation process is highly aided by the 
key-frames, where the temporal correlations between them are used for estimating the 
interested Wyner-Ziv frame under the assumption that in the original sequence, the interested 
Wyner-Ziv frame and adjacent key frames consist of acceptable level of temporal correlations. 
However, in some cases the adjacent Wyner-Ziv frames or slices of the same Wyner-Ziv frame 
are used for the estimation process as mentioned above. 
2.4.3.6 Turbo Decoder 
Turbo codec itself plays a key role in DVC as a coding scheme and the turbo decoder does 
something additional as well, which is correcting the errors in the side information stream by 
means of the punctured parity bit stream and the model that is used for error correction is a 
hypothetical AWGN (the additive white Gaussian noise) channel as discussed above. 
Originally, turbo coding had been proposed by Berrou et at back in 1993 for channel coding 
applications in communications P7]. Later, the original turbo coding concept had been 
successfully adopted by the DVC researchers. The basic structure of the turbo decoder is 
illustrated in Figure 2-24. 
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Figure 2-24: Turbo Decoder 
The turbo decoder operates in an iterative process and one iteration could be divided into two 
stages. At the first stage, only the first SISO soft-in-soft-out decoder (SISO Decoder 1) is 
active. Soft channel inputs consists of received parity bits (Lcyký from the first encoder and the 
systematic bits (Lcykj is fed to SISO Decoder 1. (It should be noted that in a turbo decoder, 
side information is fed in the place of systematic bits. Therefore, in DVC applications the term 
"systematic bits" is same as "side information'ý In case of rate compatible punctured turbo 
(RCP'I) codes that has been used in DVC, parity bits are punctured, therefore, in the decoder 
side, zeros are mapped in to the punctured positions. In the first iteration, there is no a-priori 
information about the received information, therefore, the log likelihood ratio (LLR) L(Uj is 
kept at 0.5. The soft output of the SISO Decoder 1 is subtracted by UR values L(uj and Lcyks 
according to MAP algorithm as stated in literature [451 in order to produce LLR L, (uj, After 
that LLR L, (uj of bits are interleaved and sent as the input of SlSO Decoder 2. 
During second stage of the first iteration, SISO decoder 2 becomes active and its input is an 
interleaved version of soft channel output of systematic bits and output of encoder 2 together 
with a-priory information L(uj that is available after the first stage of each iteration. L(uj is 
completely independent from the other information used by second decoder. SISO Decoder 2 
then produced a-posteriori infortnation L(u, I y). They are subtracted by Lyk,, and L,, y,,, yielding 
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extrinsic LLR L, (uj. L, (uj is then de-interleaved and become a-priory information for next 
iteration step. 
Theoretical. ly, it is expected that the number of erroneous bits in average tends to be reduced 
after each iteration. However, the gradual reduction of bit error rate (BER) tends to fall as the 
number of iterations increases. Therefore, after a fixed number of iteration (it is generally set to 
be between 4 and 8 for most cases), the iterative turbo decoder completes its decoding of one 
data block. Finally, a hard decision decoding is performed to extract the decoder output by 
comparing the LLR L(uj sequence with zero threshold. 
Note: Please see Appendix B for the verification of the employed turbo codes in our 
simulations. 
2.4.3.7 StafisficalDisttibution Estimation 
As discussed above, there are two inputs to the turbo decoder in the DVC decoder; one is side 
information that is generated within the DVC decoder while the second is the punctured parity 
bit stream received from the encoder. Since the side information is only an approximation to 
the original information bit stream, a model for the probability distribution of the residual error 
in the side information and the parity bit streams is necessary in order to perform the turbo 
decoding operation. Wireless channel estimation techniques that have been proposed in 
communication theorems have been found to perform well this coding operation P71, [43], 
[44]. However, a practical solution to the problem of distribution estimation of the noise in 
side information is still an open challenge ahead of the researchers. The codecs discussed in 
literature assume perfect estimation techniques assuming the availability of reference noise free 
information. 
24.3.8 En-orEstimation 
Error estimation in DVC is carried out by calculating the bit error rate (BER) of the Wyner-Ziv 
decoder output. This is one of the most important functions that the DVC decoder has to 
perform, since it is utilized in making dynamic decisions in order to send out parity request 
messages via the reserves channel to the encoder. A parity request massage is executed, if the 
output BER exceeds a predetermined threshold. Finding practical solution for the problem of 
the BER estimation of the output is another open question. One most commonly used error 
estimation algorithm can be found in [10] that has been proposed by Stanford's DVC research 
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group. Optimum setting of the BER threshold trades off the bitrate to picture quality in the 
common closed loop feedback DVC architecture. 
2.4.3.9 Reconstruction: InverseQuantiZation 
As mentioned earlier, the function of the reconstruction element is to compensate for the 
quantization loss introduced at the DVC encoder. In other words, reconstruction is an attempt 
to add the discarded lease significant bitplanes in the quantization process. 
If we move to the information flow again, the final hard output from the turbo decoder is first 
passed through an inverse bitplane extraction stage in order to produce the decoded quantized 
pixels values (0-255). The reconstruction module presented by Aaron et al in P61 is one of the 
widely used modules M DVC codecs discussed in many literatures. The decision criteria in this 
algorithm for four (4) quantization bins are illustrated in Figure 2-25. It should be noted that 
the number of quantization levels have been selected for explanation purposes only, whereas it 
may be higher in actual DVC unplementations. 
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Figure 2-25 is an illustration of the reconstruction function for a symbol stream that consists of 
four quantization bins. In other words, this reconstruction function is fed with a stream that 
consists of four different symbols, which represent the quantization bins of their 
corresponding pixels (note that the number of symbols is equal to the number of pixels of 
input frame). The reconstructed pixel value, X'j is derived as X'j = E(Xi I qj, Yj), where Xi is 
the original unquantized pixel value, qj is the decoded symbol and Yj is the corresponding 
unquantized pixel value that is taken from the side information (predicted frame). If a given 
pixel of the side information, Y, is within the reconstruction bin of the corresponding symbol, 
qj . then 
Xi takes the value of Yj . If Yj resides outside the bin, the function clips the 
reconstruction towards the boundary of the bin closest to Yj - 
If the accuracy of the prediction algorithm is high resulting much closer side information, there 
will be a higher hit rate into the appropriate reconstruction bin, so that this reconstruction 
algorithm produces very good results and the number of pixels getting clipped off will be 
lower. However, where the motion content of a particular video sequences is high, side 
information is generally expected to be less close to the original frame due to the prediction 
errors. This will result a higher frequent occurrences of falling out of the bin. This would create 
unpleasing viewing experience particularly when the quantization is coarse. 
2.4.4 DVC Related Prm4ous Wotk 
Numerous DVC architectures could be found amongst the DVC research literature that is 
available in the public domain. 
The simplest side information generation technique available is the basic pixel interpolation 
that exploits the temporal correlations between the adjacent frames (mainly key frames) in 
order to estimate side information at the pixel level P61. This technique is a bi-directional 
prediction technique, since it uses a future frame as well. Another adaptation of the above 
technique is the pixel level extrapolation that makes use of generally two previous frames [46], 
allowing the technique to be a forward prediction technique. These techniques due to their 
simplicity have inherited very low computational costs. Between those two techniques, pixel 
interpolation techniques tend to produce a closer estimation to the original frame due to the 
availability of the future frame for the prediction. However, it also introduces an essential delay 
due to the use of a future frames. In order to improve the performance of the same turbo 
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based Wyner-Ziv architecture several more side information generation techniques have also 
been proposed. Tagliasaccchi et al. has proposed a motion compensated temporal filtering 
technique [471. Ishwar et al. [48] presented an information theoretic study of video codecs 
based on source coding with side information. Natario et al. proposed an algorithm to generate 
side information based on motion field smoothening to provide improved performance [49] 
for low-delay pixel domain DVC. Ascenso et al., presented a scheme using motion 
interpolation to derive the side information [50]. They have used forward and bidirectional 
motion estimation and a spatial motion smoothing algorithm to generate the side information. 
They have also proposed a motion refinement algorithm using weighted motion estimation to 
further improve the side information [511. So far, this algorithm is the best available pixel 
domain Wyner-Ziv codec algorithm in the literature. Later on, we will make use of this 
algorithm to compare our results. Several other literatures have also been reported [52][531, 
[54], [55]. It is clear that all these literature mainly considered on the side information 
improvement in the turbo Wyner-Ziv codec. 
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Chapter 3 
H. 264 BASED STEREOSCOPIC VIDEO CODING 
In this chapter, we propose a novel stereoscopic video coding architecture that makes use of 
the state-of-the-art video coding standard; H. 264, which provides a framework for 3D video 
coding through a Supplemental Enhancement Information (SEI) message called Stereo Video 
Information (SVI) message [56]. SVI informs the decoder that the coded video stream contains 
two views. Furthermore, it specifies whether they are arranged in field format or frame format 
and which of those views has been coded independently. Under field format, each view of a 
given time instance are coded into each field of interlaced video frame and under the frame 
format, alternate frames in the output order represents a view. 
Disparity redundancies can also be exploited, if each view is coded into separate frames. Under 
this configuration, there is a possibility that a given block in a picture from one view is coded 
with respect to a picture from the other view in the same time instance or in a previous time 
instance. However, in order to make the coded video compatible with traditional single view 
applications, it is necessary to code one of the two views independent of the other. This 
independently coded view is known as main view and it does not contain any disparity 
compensated macroblocks. In contrast, some of the macroblocks in a picture from the 
auxiliary stream may have been disparity compensated while the others are motion 
compensated. 
3.1 Proposed H. 264 Based Stereoscopic Video Codec 
The proposed codec is based on the H. 264 framework and it is built so that both main and 
auxiliary streams can be fed to the main core of the codec. Figure 3-1 illustrates a simplified 
block diagram of the proposed stereoscopic video codec. 
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3. Ll Encoder 
A siMplified block diagram of the proposed encoder is illustrated in Figure 3-1 (a), in contrast 
with the original H. 264 encoder, we have added a multiplexer for the input sequence 
preparation and two other main functions have been purposely modified to support stereo 
video sequence. Since the conventional functional elements of H. 264 encoder have been 
discussed earlier, we will now discuss only the added and modified functions. 
3.1.1.1 Nlultiplexer 
Multiplexing is carried out as a means of input sequence preparation and its operation is 
simply converting two Video sequences in to a single sequence. As shown in the Figure 3-2, the 
two 'main' (left) and 'auxiliary' (right) streams are ordered in a single stream so that the first 
frame of the new stream is the first frame of the main stream and the second frame is that of 
the auxiliary stream. Furthert-nore, odd frames of the multiplexed sequence represent left 
sequence and even frames represent the right sequence. This stream of images is then sent to Cý J. 
the modified H. 264 encoder. 
Left sequence 
Right sequence 
_HL2_HR2_HLn 
HR! 
Figure 3-2: Multiplexing 
Motion, DijpariO and Wlorldline Correlation Estimation and Compensation 
This can be considered as the heart of the proposed codec, since it is where the main three 
correlations of the auxiliary stream are exploited. The main three correlations are motion, 
disparity and worldline correlation and they have been discussed in details in the first chapter 
of this thesis. Figure 3-3 shows an example of bi-directionally predicted frame (B 
frame). Each 
macroblock in B'2 can be predicted from the shown frames around it, thus, it uses temporal, 
disparity and worldline correlations (forward and backward) to minirnize the bit budget while 
preserving the image quality. 
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B2 
B'j B2 
Main stream 
* 
Auxifiary stream 
Figure 3-3: PrecEction of aB frarne 
Motion Estimation and Compensation: For the motion estimation, we use the native H. 264 
motion estimation algorithm with up to 16 previously encoded frames in both main and 
auxiliary streams. In addition to that, it uses all the advanced features of the standard such as 
strong motion isolation (/4-pel resolution) and weighted bi-directional prediction. 
Disparity Estimation and Compensation: The basic search strategy used by the disparity 
estimation algorithm is similar to the motion search algorithm, but the main difference is that it 
uses only one reference frame, which is from the main ýeft) stream. And also the algorithm is 
active only for the auxiliary stream. In the Figure 3-3, the thick line represents the disparity 
reference from the main stream. 
Worldhne Correlation Estimation and Compensation: Exploitation of worldline correlation has 
been introduced to the proposed encoder as a means on maximizing the performance. The 
proposed algorithm is capable of exploiting the worldline correlation from the future frames 
other than the previous frames, when bi-directional Prediction is activated. The dashed lines in 
the Figure 3-3 represent the reference frames used for worldhne correlation. 
3. L2 Decoder 
Decoder works almost similar to a conventional H. 264 decoder, that reads the H. 264 file 
(*. 264) or the bit stream and reconstruct a composite stream of images. Most of the functional 
elements in the decoder have been discussed under the first section of this chapter. One of the 
additional functional blocks is the demultiplexer that is the inverse of the multiplexing process, 
which is carried out in order to separate the decoded sequence again into main and auxiliary 
sequences. Motion, disparity and worldline correlation estimations and compensations are 
sirriilar to those of the encoder. 
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3. L3 Simulations and Results 
In all our stereoscopic simulations, we assume that the left image is the main image and the 
right image is the auxiliary image. In this simulation, the encoding order of both streams is set 
to yield two B frames after each P frame (PBBPBBPBBPBB.... ) and each frame uses 4 
previously encoded frames in order to exploit the worldline correlations and temporal 
correlations. B frames are also used for prediction in both main and auxiliary streams. The 
selection of 4 previously encoded frames to be used in prediction is based on empirical results 
considering the simplicity of encoding process and performance evaluation charts. The bitrate 
is varied by independently changing the weight of the quandser and the rate controller is 
switched off. 
The results of the simulations performed on stereoscopic YUV sequences "book-rale" and 
"cmwd" are shown in Figure 3-4 and Table 3-1 for the luminance signal of auxiliary streams and 
the results for both P and B frames are presented. Picture dimensions of the both sequences 
are equal at 640X240 and only the first frame is independently coded. Results are averaged over 
40 frames with a frame rate of 20fps (frames per second) and presented in PSNR(dB) Vs. bpp 
(peak-to-peak signal-to-noise ratio vs. bits per pixel) graphs in order to evaluate the objective 
quality gain. (Appendix C- Video quality assessment) The performance of the proposed codec 
for both P and B frames have been compared with that of MPEG-2 based[22] and ZTE [24] 
based benchmark stereoscopic codecs. Also the results of simulcast H. 264 have been added to 
the chart. 
The simulation results show that a significant PSNR gain is achieved with the proposed 
scheme compared to the MPEG-2 based codec and ZTE based codec for both sequences. 
Furthermore, it is clear that the proposed codec can yield up to 7.5dB and 6.5dB gains in 
PSNR for P frames and, for B frames, it is about 8. OdB and 6.5dB (luminance component - 
"booksak" sequence) compared to MPEG-2 based and ZTE based stereoscopic codecs 
respectively. Similarly, for the chron-ýinance components, the proposed encoder provides 
considerable objective quality improvements and the simulation results for the main stream 
also have a significant gain in PSNR compared to the benchmark stereoscopic codecs. 
Therefore, it could be concluded that the proposed codec outperforms both MPEG-2 based 
and ZTE based benchmark stereoscopic codecs. 
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Figure 3-4: Performance comparison of Stereoscopic H. 264 codec 
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Table 3-1: Tabulated comparison of Y signal for 
auxiliary streams of the test sequences 
bpp PSNR of P Frames (dBý- PSNR of B Frames (dB) 
MPEG 2 ZTE Proposed Codec MPEG 2 ZTE 
Proposed 
Codec 
0.240 28.08 28.83 35.28 29.42 30.54 37.05 
0.333 28.98 30.51 36.49 30.20 32.29 38.14 
0.466 30.18 32.11 38.22 31.45 33.86 39.69 
(a): "booksak " 
bpp PSNR of P Frames (dB) PSNR of B Frames(dB) 
MPEG 2 ZTE Proposed Codec MPEG 2 ZTE 
Proposed 
Codec 
0.235 27.94 29.84 34.09 28.89 30.77 35.85 
0.333 29.08 31.17 35.43 29.83 32.08 36.79 
0.466 30.52 32.4 37.24 31.27 33.26 38.07 
/IL \ 
ý13): "crowd" 
Even thought this codecs performs better than its competitors, the motion/ disparity vector 
prediction algorithm is not optimised for stereoscopic applications, which will be discussed and 
replaced in the next section. 
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3.2 Replacement of the Motion Vector Prediction Algorithm 
One of the techniques that H. 264 uses in order to reduce the cost of coding motion vectors is 
coding the difference between the actual vector and a predicted vector. Therefore, the accuracy 
of the predicted motion vector is crucial for maximizing the compression efficiency. This 
predicted vector is calculated based on the vectors of surrounding blocks in the same slice, 
which have already been encoded [56]. However, the native H. 264 prediction algorithm [5] 
does not differentiate between disparity and motion vectors, which are highly unlikely to be 
correlated to each other. As a result, the predicted vector for a given macroblock in an auxiliary 
picture is unlikely to be accurate. Hence, the expected bit saving cannot be achieved. The 
proposed algorithm addresses this problem. 
3.2.1 Proposed Mot-ion Vector Prediction Algo-tithm 
Similar to the native H. 264 motion vector prediction algorithm, the proposed techmique 
considers vectors a, b, c and d, of the surrounding blocks A, B, C and D as shown in the Figure 
3-5 In order to predict a vector for the current macroblock, X. Some of these macroblocks may 
be motion compensated while the rest is disparity compensated. Therefore, the first stage is to 
identify whether the current macroblock, X is disparity compensated or motion compensated. 
If it is disparity compensated, only disparity compensated surrounding blocks are used for the 
proposed prediction and vice versa. Due to this division, there are five major cases to be 
considered in disparity vector prediction and five similar cases for the motion vector 
prediction. Table 3-2 and Figure 3-6 illustrate these cases for disparity vector prediction (let the 
corresponding predicted vector be xp, ) when the native H. 264 algorithm and the proposed 
algorithm are applied. 
D BI IC 
A 
x 
Figure 3-5: Neighbourhood used to predict a 
motion vector for the block X 
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Table 3-2: Predicted disparity vector, xp,,,, for the 
block X 
1. Only one of A, B and C is disparity compensated 
Native x 'P., d= select-disparity-yector (q, b, c) 
Proposed Uses the native algorithm 
2 Only two of A, B and C are disparity compensated 
Native xp,, d= median (q, b, c) 
Proposed (to tý = select-disparityýývectors (q, b, q) 
if D is disparity compensated 
, P,,. 
d ,, 
o 
x median (t. t 
else xp,,, d - average (t,, t) 
3 All A, B and C are disparity compensated 
Native xp,,, = median (a, b, 0 
Proposed Uses the native algorithm 
4 Only D is disparity compensated 
Native xp.,, = median (a, b, c) 
Proposed xp., d =d 
1 
- 5 - All A, B, C and D are motion compensated 
Native xp,, = median (q, b, c) 
Proposed Xpred =0 
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Figure 3-6: Flow chart of the proposed motion and 
disparity vector prediction algorithm 
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Even though the native algorithm produces an acceptable prediction for the first and the third 
cases, modifications are necessary for the second, fourth and fifth cases. For the second case, 
the median of d and two available disparity vectors out of a, b, and cis used, if d is also disparity 
compensated. Otherwise, the average of the two disparity vectors is used. In the fourth case, 
since d is the only disparity vector, it is reasonable to consider d as the predicted vector. For the 
final case., however, there is no simple disparity vector prediction technique, since all the 
neighbouring blocks have been motion compensated. Therefore, the predicted disparity vector 
is set to zero. Same technique is applied in treating corresponding motion vector prediction 
cases as well. 
3.22 Simulations and Results 
The simulation results are again obtained for "crowd" and "booksale" stereoscopic sequences. 
Since the same sequences have been used, picture dimensions of the both sequences are same 
at 640X240 and the image format is YUV. The rate controller is disabled during this simulation 
and various quantizer parameters have been used in order to change the bitrate while the frame 
rate is fixed at 20fps. The results are obtained only for P frame and only the first frame is 
independently coded for both sequences. Only one previous reference frame is used for 
motion compensation together with disparity compensation, but worldline correlation 
exploitation is switched off 
In this comparison, we have also included the results of joint Multi-View Video Model UMVM 
V. 2.1) [29], which is developed by JVT as an extension to H. 264, under the same programme 
parameters. It should be noted that JMVM does not use worldline correlation exploitation, but 
uses a disparity compensated prediction, which is generally know as Inter-View Prediction. It 
should be also noted that we proposed our coding scheme in May 2005, whereas JMVM was 
published in November 2006, after about I '/2years from our work. 
Figure 3-7 (a) shows the PSNR vs. bpp graph for the luminance (Y) signal of the auxiliary 
stream (right stream) of the "crowd" sequence, whereas Figure 3-7 (b) shows the same 
comparison for the "booksale "sequence. These graphs clearly show that the proposed technique 
can yield a gain of up to 1 dB compared to the native H. 264 prediction algorithm. lt is also 
evident that the proposed scheme performs comparable with later developed jTVVM. 
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In comparison between our codec and JMVM, it is clear that both codecs shares the basic 
framework of H. 264 (i. e. macroblock sizes and encoding modes, inter and intra prediction 
within a given view, block transform and quantization, entropy coding, NAL unit packetization 
and so on). Also both codecs exploits disparity correlations between left and right views by 
means of a disparity compensated prediction. 
Furthermore, our codec utilizes worldline correlation as well, but JMVM still does not (studies 
are going on). On the other hand, above discussed motion/ disparity vector prediction 
algorithm is one of the cording tools we used. A closer observation to the JMVM's vector 
prediction algorithm revealed that it also uses a similar simple mechanism to our technique, 
because of which it is reasonable to see comparable performance between our codec and 
JMVNI in the comparison chart. Furthermore, the same concept is later proposed for JMVM 
[571 with some improvements, (but as a new concept) in order to improve the coding 
efficiency. The illustrated comparison includes simulcast H. 264 results as well and it should be 
noted that simulcast H. 264 is the only technique that does not use inter-view correlations 
among the compared techniques. 
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3.3 Summary 
1n this chapter, we have proposed a stereoscopic Video coding technique that makes use of a 
modified version of the H. 264 technology, which is originally proposed for monoscopic video 
coding. Based on the codec design, it exploits disparity and worldline correlations in addition to 
the spatial and temporal correlations in order to maxh-nise the compression efficiency. We have 
provided experimental results to show that the proposed codec performs better than equivalent 
codecs based on TVPEG-2 and ZTE up to 8. OdB and 6.5 dB in PSNR gain respectively. Also 
according to the results it is clear that the proposed codec maintains a considerable margin with 
siMulcast H. 264. 
Also we have proposed a novel motion and disparity vector prediction algorithm for H. 264 
based stereoscopic Video codecs. The simulation results demonstrate that the proposed motion 
vector prediction algorithm Improves the above results up to 1 dB yielding a complete H. 264 
based stereoscopic video codec. This codec also demonstrates comparable results with later 
developed TMVC- 
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Chapter 4 
PROPOSED DVC ALGORITHMS 
As described in the first two chapters, DVC has attracted the interest of many researchers all 
over the world during last few years. However, a careful evaluation of existing techniques 
reveals that the rate-distortion performance of DVC is still a major hurdle especially, if it is to 
be adapted in mobile video communication, which is the motive behind the developments we 
are about to present in d-ds chapter of the thesis. 
In this chapter, we concentrate mainly on utilizing additional side information streams in the 
turbo decoding process as well as improving the objective quality of the prediction and thereby 
the accuracy of the side infon-nation stream(s). It should be noted that in DVC, the accuracy of 
side information directly contributes towards the rate-distortion performance of the codec, 
thus, the higher the accuracy of the side information, better the performance of the DVC 
codec. 
Driven by the above motive, as a means of significantly improve the performance of the DVC 
codec, in this chapter, we propose several significant algorithms as outlined in the first chapter. 
Furthermore, some of the developments presented in this chapter will be the foundation of the 
codecs that wiH be discussed in the next two chapters. Therefore, this chapter is very important 
for our DVC research as well as a significant contribution for the DVC research community. 
First, we will discuss a novel side information generation and utilization algorithm for low- 
delay DVC, where the turbo decoder will utilize additional information in the decoding 
process. 
4.1 A Side Information Generation Algorithm for Low-delay DVC 
In this proposed algorithm, our main intention is to develop a Wyner-Ziv codec without 
buffering any future frames, since that is the best way to develop a low-delay Wyner-Ziv codec. 
Therefore, we only use past frames to predict the current frame. However, this technique can 
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be easily adapted for DVC architectures with a delay and it should theoretically yield good 
results. 
A general side information generation algorithm generates only one side information stream 
for the decoding process, it is not evident that any of the DVC researchers attempted to derive 
a mechanism that uses several side information streams, but proposed techniques in order to 
significantly improve the accuracy of a given single side information stream. In this section of 
the chapter, we intend to propose a novel decoding algorithm that uses multiple side 
information streams in order to limit the parity bit requirement of the Wyner-Ziv decoder, 
permitting an improved compression efficiency. 
4. L1 Proposed Multiple Side Information Generation and Utilization Algorithm (2- 
SI) 
In this proposed DVC encoder, frames selected to be coded as Wyner-Ziv frames are 
quantized with a 2"' level quantizer and the bitplanes are extracted as usual. The resulting 
bitstream is then segmented into smaller blocks which are subsequently encoded using the 
turbo encoder. Then, the systematic bits are discarded and parity information is stored in the 
buffer. At the decoder, parity is dynamically requested from the encoder based on a 
predetermined bit error rate. Since side information is the key to the success of the DVC codec 
and it could be generated by simple pixel interpolation or complex motion extrapolation 
techniques as discussed in the second chapter. 
The implemented DVC codec in order to evaluate the performance of this design uses two 
side information streams, which are generated using motion estimation and compensation 
(NM-C), which will be discussed in more details later in this section. Even though, the 
algorithm is capable of handling multiple streams, it is limited to two at this stage as a measure 
of limiting the computational complexity and leaving room for more developments 
later on, 
Therefore, the notation "2-side-infortnation" (2-Sl) is used for this algorithm. 
As shown in the Figure 4-1, the first side information stream (SS-1) is predicted 
by motion 
extrapolating the previous two closest key frames and the second side information stream 
(SS- 
2) is predicted by using the immediate key frame and the closest Wyner-Ziv frame. The 
accuracy of the ME-C depends on two factors: 
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(i) The temporal correlation between the current frame and two reference frames and 
(h) The quality of the reference frames. 
However, in DVC, the quality of the Wyner-ZiV frames is low [101, compared to the key 
frames, which affect the prediction process. To overcome this problem, two key frames can be 
selected for motion extrapolation. The major drawback of this approach is the temporal 
distance between the key frames, which again affects the prediction process. This is the main 
motivation bel-ýnd considering two side information streams in the decoding process as one 
side information stream is more accurate than the other depending on the motion level of the 
sequence. When the motion is high, SS-2 is more accurate than SS-1, since the correlation 
between the adjacent frames are natural-ly higher than that of alternative frames. In contrast, the 
SS-1 is more accurate when the motion is low, since the quality of the key frames becomes 
don-unant in the prediction. 
Key 
Figure 4-1: Prediction of first and second side 
information streams 
---------------------- 
SS-1 
--------------------- 
---------------- 
SS-2 
---------------------- 
Similar to other parallel DVC research, we assume that the decoder is capable of determining 
the error probability of the decoded information [10], [491, [58]. Based on the error probability 
for the same panty information, the turbo decoder decides which side information stream is 
used for decoding a given block 
(note that, even though there are two side information 
streams, there is only one parity 
bit stream, which is buffered in the encoder ). Since the turbo 
70 
decoder operates in multiple cycles depending on the length of the bitstream, it decodes one 
block of the bitstream. independent of the other blocks. Due to the errors naturally present in 
the side information, the turbo decoder requests parity bits from the encoder and calculates the 
error probability for both side information streams of the current block. If the error probability 
of at least one side information stream is below a predetermined error probability (generally 10- 
), decoder uses that side information stream to complete the decoding process with the 
available parity bits. Otherwise, it requests parity information repeatedly until it receives 
enough parity bits to complete the decoding process. This procedure is carried out for all the 
blocks of the bitstream. Finally, when the bitstream is completely decoded, reconstruction [101 
process is applied. Figure 4-2 illustrates the proposed algorithm. It should be noted that only 
SS-1 is used for the reconstruction process. This is due to the fact that direct combination of 
two side information streams result a discontinuities in the reconstructed image. Therefore, 
combining SS-1 and SS-2 in the reconstruction module has been left for further investigation. 
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Y'k 2-& Side info stream Key Frames K' 
Figure 4-2: Proposed multiple side information 
generation and utilization algorithm 
4.1.1.1 Background of Motion Estimation and Compensation (ME-C)forDVC 
A general motion estimation and compensation is initiated 
by performing a motion search, 
which is carried out for each macroblock of the 
interested frame with respect to one or more 
preciously encoded frames that are reconstructed 
in the encoder itself. The reconstructed 
frames are generally stored in a temporary buffer in the encoder, which 
is known as decoded 
picture buffer. 
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Search Range: A general motion search is done in a square shaped area in the reference frame 
(which is read from the decoded picture buffer) around the collocated macroblock to the 
interested macroblock. In some cases, this search area may be as large as 81 times the 
macroblock size (area in terms of pixels), but the most common search areas are 9 times or 25 
times the area of a macroblock. For example, if the macroblock size is 16X16 in pixels, the 
search area would be 48X48 or 80X80 in pixels around the interested macroblock making it, 
the centre. Figure 4-3 illustrates a typical search range in the previous reference frame for an 
interested macroblock. Motion estimation has its place due to the assumption that, an object in 
the previous frame has a higher probability of moving in any direction with a finite 
displacement within the frame rather than completely moving out of the frame. However, 
there are cases where objects move out of the frame, especially, those which are located close 
to the frame boundary and in a fast motion. But, for most of the macroblocks of an arbitrary 
frame, in most cases, this assumption is true and it is the basis of almost all video compression 
schemes. Furthermore, the probability of having a relatively larger displacement compared to 
the macroblock size (several times of the length of a macroblock) is also low depending on the 
frame rate of the sequence, which is generally 25 or 30 fps (frames per second). However, the 
decision on the search range is more likely to be taken based on the statistics. 
Search range in the 
reference frame 
Interested Macroblock 
*h macroblock of the 
frame) 
Figure 4-3: Motion search range in a reference 
frame 
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Cost Function: The objective of allocating a search range is to find a close mach to the 
interested macroblock in that area. This closeness is determined by means of a cost function, 
which is generally the sum of absolute difference (SAD). The closest macroblock is the one in 
the search range that yields the minimum value of the cost function, which is know as the 
"Best Match". SAD calculation involves addition of the absolute differences between the pixel 
values of the interested macroblock and the values of the collocated pixels of each reference 
macroblock within the search range. SAD function of a given macroblock can be represented 
as in the equation 4-1, if the previous is considered as the reference frame. 
BL BL 
SAD,,, 
o : -- 
I lxi, 
j -yi, j 
i=o j=o 
4-1 
where SAD,,,, - SAD of the interested mýhrnacroblock with respect to the 
e reference 
macroblock, xi. - value of the pixel at the location i andj of the reference macroblock 
(oý at 
'i 
the frame number n- I (previous frame), yij - value of the pixel at the location 'and j- of the 
interested macroblock (mth)at the frame number n (current frame) and, BL- side length of a 
square shaped macroblock. 
lt should be noted that m varies from 1 to the total number of macroblocks in the 
frame F,, 
(from first macroblock to the last macroblock of the current frame) and for a particular value 
of m (for a given interested macroblock) the range of o can be represented 
by the equation 4-2, 
where each value of o represents a reference macroblock in the frame 
F, j. 
1:! ý0:! ýf(C-OBL+11' cc-13,5,7,91, BLc=f2,4,8,16,32,641 
SL 
4-2 
C=- BL 
where BL is the side length of a square shaped macroblock, 
SL is the side length of a square 
shaped search range and c is the ratio 
between SL and BL, 
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Once SAD values are calculated for all possible reference macroblocks in the search range 
(range of 6), the macroblock with the minimum SAD is selected for the derivation of motion 
vector. 
Motion Vector: As illustrated in the Figure 4-4, motion vector is the displacement from the 
centre 0f Mth macroblock in Fn-, (coHocated macroblock in F,, -, to the 
interested macroblock) to 
the centre of the best match of the frame F, (these two macroblocks are located in the 
reference frame). Since the vector from the centre, to the centre is equal to that from the corner 
to the comer for square shaped macroblocks, the latter is illustrated in the figure for clarity. 
Motion vector 
F 
Interested macroblock 
(d' macroblock of the 
frame Fj 
Best match to the corresponding Macroblock in 
the previous frame F,, -, 
ýowest SAD) 
Figure 4-4: A motion vector 
However, tl-ýs sort of motion estimation is not suitable for any DVC architecture due to the 
fact that the information of this "interested macroblock" as shown 'in the above figure is not 
available for the decoder, since it is in the frame that is still to be decoded. Therefore, as an 
alternative to d-ds sort of traditional motion estimation algorithms, many researchers have 
introduces motion extrapolation. In this section of the thesis, we also have proposed a motion 
extrapolation module that consists of a motion estimation and compensation module 
for the 
purpose of generating the required side information streams. 
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Molion Extrapolafion Module 
Similar to any other motion extrapolation algorithm, this algorithm too, reads the decoded 
picture buffer in order to acquire the infonnation of two previous frames. 
As shown in the Figure 4-5, in this algorithm, motion vectors for Fn-2with respect to Fn-I are 
calculated, where Fn-2and Fn4 are the two immediate previous frames to the current frame Fn) 
which is to be decoded. Then the derived motion vectors V for the frame Fn-2 are duplicated 
for the frame Fn-I in order to generate an approximation to the current frame Fn' 
With respect to the Figure 4-5, this approach uses the assumption that: 
Vn-2, 
p = 
Vn-l, 
q 4-3 
where 
macroblock of the frame number n-I is the 'best match' of thep th macroblock of the frame 
number n-2, 
V, 
-,,,, 
is the motion vector of the pth macroblock in n-2hframe with its best match, 
V. 
-,, m 
is the motion vector of the e macroblock in frame number n- I with its best match in the 
current frame, if current frame is present. 
This extrapolation process is carried out dynamically so that the algorithm does not need to 
buffer motion vectors estimated for the frame Fn-2in order to use for F,, -,. 
In other words, the 
algorithm estimates a motion vector for MFý of Fn-, and uses on MBqin the frame F,,., in order 
to generate a prediction for M13, in the frame F,, and these three processes are carried in a raw. 
Once the prediction is generated, algorithm moves to the next macroblock in Fn-2* 
75 
----------------- 
Fý, ----------------- 
MB q 
-2 
V- Motion vectors from 
Duplicating V to generate an 
F,, 
-2 to 
F,, 
-, 
approXiMation to F,, 
Figure 4-5: Basis of motion extrapolation 
The prediction process is initiated with the calculation of the motion vector for the first 
macroblock of Fn-2, therefore, we do not know which macroblock in the current frame will be 
predicted, since it depends on the length and direction of the motion vector. Once the 
prediction by means of the first macroblock of F, -2 
is completed, the algorithm repeats for the 
next macroblock of Fn-2* Figure 4-6 to Figure 4-8 illustrate this motion estimation and 
compensation process of the pth macroblock of F,, -, M 
details with the aid of breaking the 
algorithm down into three major steps. 
Step 1: First step of the motion extrapolation process is to identify the search range in the 
oldest reference frame, Fri-2ý with respect to the current frame. Since the interested macroblock 
Vhmacroblock) in Fn-2 is known, the corresponding macroblock in the frame F,, -, can 
be 
located and hence, a search range in that frame around the macroblock number p could be 
marked as shown in the Figure 4-6. It should be noted that the macroblock size is a variable 
with the side length in the range of 4-32 pixels in most cases. 
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Search range 
F 
Corresponding Macroblock in F,, -, p th macroblock of the frame F,, 
Figure 4-6: Step 1- Selecting the search range in F,, -, 
Step 2: Then the best match in the frame Fn-I is located within the search range selected in the 
step 1, which is the ýh macroblock of that frame. As mentioned earlier, the best mach is the 
macroblock that Yields the minimum value of the cost function. The cost function used here is 
the sum of absolute difference (SAD) similar to most motion estimation techMques. Once the 
best match is located the motion vector could be derived. This step is illustrated in the Figure 
4-7. 
Motion vector 
F0 
Best match to the interested Macroblock 
Wh macroblock of the frame Fn-j) 
Figure 4-7: Step 2- Calculating the motion vector 
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Interested Macroblock 
macroblock of the 
frame) 
Interested Macroblock 
(P th 
macroblock of the 
frame) 
Step3: Then as shown in the Figure 4-8, the location of the macroblock that is collocated with 
the best match is marked in the frame F., which is the q" macroblock of the current frame. 
Then the motion vector is duplicated in the current frame Fn for the q th macroblock in order to 
locate the ý' macroblock in the current frame F,, based on the above assumption. Then tl-ýs 
location is directly copied with the best match. Therefore, the pixel values of the prediction are 
that of the best match and the location is the ý' macroblock position. 
macroblocl 
---------- 
F,, 
-, 
Coflocated macroblock to the Best match in the 
current frame F,, (q' macroblock of the frame Fj 
Figure 4-8: Step 3- Duplicating the motion vector 
in the current frame 
Above three steps are repeated from the first macroblock to the last macroblock of the frame 
F,, 
-2, at the end of which an incomplete prediction 
for the current frame is generated, which is 
due to the missed and overlapped areas left over by the prediction algonthm. 
The location of the predicted macroblock or the value of r with respect to the Figure 4-8 in the 
current frame is a dependent variable on the motion vector and therefore, it is beyond the 
control. In other words, predicting the pixel values for a nonuinated macroblock number in the 
current frame is not a possibility with t1-: iis prediction algorithm due to the fact it completely 
depends on motion properties of the involved reference frames that decides the motion 
vectors. As illustrated in the Figure 4-9, the motion vectors make the decision on which 
locations to be predicted in the current frame. Therefore, once the prediction for all the 
macroblocks in the frame F,, -2 
is finished, it will be possible to evident some areas for which 
two or more predictions have been made and some areas that are left behind without been 
considered for any prediction. The former areas are known as "overlapped areas" and the latter 
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Interested Macroblock 
macroblock of the 
frame) 
are known as "missed areas". At this stage even the information in the overlapped areas are 
dropped, since the motion extrapolation is unlikely to be the best prediction for them, which 
will yield an incompletely predicted Fn as shown in the Figure 4-9. It should be noted that only 
the overlapped pixels of a certain macroblock is dropped but not the macroblocks that are 
involved in overlapping. This will result some pixels of a macroblock are dropped while the 
rest is predicted and these macroblocks are known as "partially predicted macroblocks". 
Interested 
Macroblo( 
in F,, -2 
Best 
in F, 
Vrecticted 
macroblock for 
F,, 
. 
.......... 
Figure 4-9: Incompletely predicted current frame 
4.1.1.3 Motion Estimalion and CoVensation Module 
Overlapped 
area 
area 
The purpose of this algorithm is to make predictions for the overlapped and missed areas for 
the final output of the above motion extrapolation algond-im; in simple terms the objective is 
to fill the blanks of the above predicted frame. This algorithm uses the predicted FI together 
with the frame Fn-, (previous frame), which is read from the decoded picture buffer. 
As shown in the Figure 4-10, this algorithm carries out a motion search in the previous frame 
for the macroblocks of the incompletely predicted frame in order to locate the best match. In 
this algorithm the macroblock size is set to four times the size of that used for the previous 
algorithm (based on experimental statistics). TI-iis is because any unfilled macroblock in the 
previous session should now be only a part of a new macroblock. As shown in the figure a 
partially filled macroblock in the previous session has now become only a small area in the 
current macroblock, even a missed macroblock now would fill only 1/4" of a new macroblock. 
In the motion estimation, equation 4-1 is again used for the SAD calculation in order to find 
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the best match in the previous frame, but only the flUed area is considered even in the 
reference macroblock. Moreover, collocated pixels to the missing area (of a macroblock in Fj 
in the reference macroblock are dropped in the SAD calculation. 
a 
y 
ed 
1-1 nusseu 
macroblock 
Figure 4-10: Motion compensation for the 
incomplete prediction 
As illustrated in the Figure 4-11, once the best match is found, the dropped pixel values for the 
SAD calculation are used as the prediction for the missing area. Once this process for all three 
colour components (Y, U and V) of the current frame is completed, a complete prediction for 
the current frame will be available that can be used as a side information stream for Wyner-Ziv 
decoding. 
y 
ed 
Search range Best Match Dropped pixel values tor 3AL) calculation 
that wiH be used as the prediction 
Figure 4-11: Predicted pixel values for a missing 
area 
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Note: These motion extrapolation, estimation and compensation algorithms loop three times 
for the prediction of the three colour components(Y, U and V) of a given frame in order to 
complete the prediction. 
4. L2 Test Conditions 
Since this thesis consist of several proposed DVC algorithms, we have performed a series of 
simulations over the same test video sequences in order to evaluate the performance of each 
algorithm. In each simulation, we have maintained similar codec configurations between the 
proposed codecs and the codecs that have been used for the comparisons (The two main 
codecs that have been used for comparison are as proposed in literature [49], [50] and [51] ). 
Table 4-1 presents the test conditions that have been used in all our DVC simulations and 
illustrations presented m this thesis unless specified otherwise in that particular section. For 
these tests, we have selected five (5) test video sequences, which are Yoreman" "carpbone'; 
"claire". "coastgmard" and "news" video sequences. This selection is based on the different 
characteristics of each sequence such as motion content and camera panning. Since "claire" and 
"news" demonstrate similarities, we have used only one of them in some simulations. 
81 
Table 4-1: Test conditions for the DVC simulations 
and illustration in this thesis 
Parameter/ setting/ 
i 
Value Description 
cr terion 
key frames are sent error-free 
to the decoder, if WZI coding 
Key frame coding scheme None or WZI coding is not used (WZI coding will 
be introduced in a later 
chapter) 
Turbo encoder two rate 
112 
component 
-Constrain length 4 (K= m+ 1) encoders have been used 
-Generator polynomial [17 10] in octal form 
-Interleaver type An S-random interleaver 
Wyner-Ziv frame rate 15 fps (frames per second) 
Yoreman'; "caipbone'; "claire; 
Test sequences - monoscopic 'ýoastý, uard; "and "news" 
Test sequences - stereoscopic "booksale "and "crowed" 
Monoscopic - 176x144 (qciý Spatial resolutions 
Stereoscopic - 640x240 
odd frames are WZ frames, 
GOP (group of pictures) 2 and the even frames are K 
frames 
In order to achieve different 
Quantization levels 2m .f2,4,8,161 
bitrates 
Search range -8 Motion compensations 
Block size - 4X4 
Only the luminance (Y) signal 
PRNR(dB) vs. bitrate (kbps) 
Illustrations of the sequences are 
graphs 
illustrated (even for bitrates) 
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4. L3 Simulations and Results 
Even though key frames play a vital roll in this algorithm, handling them is considered to be 
beyond the scope of this section. All other simulation parameters are set siMlar to the literature 
in [49] as illustrated in Table 4-1. It should be also noted that the quality of the key frames are 
always maintained at a higher level compared to the Wyner-Ziv frames as in other DVC 
research [101, [49], [581. 
Figure 4-12 presents the results for the first 100 frames of yoreman") "earphone "claire", 
"coastguard" and "news" video sequences with a spatial resolution of 176xl44(QCIF). The 
bitrate and the PSNR shown in the plot are only for Y signal of the sequence. For the 
comparison purposes, we have included results from [491 and [58] for the first sequence. The 
selection of these results for the comparison is based on the fact that the results of [49] are the 
dominant in low-delay DVC and we have also proposed a low-delay DVC codec. These results 
clearly show that the proposed algorithm achieves up to 3 dB objective quality gain over the 
best available algorithm in the literature [49]. Since two side information streams are available, 
decoder has more information to decode the systematic information with less parity. According 
to the presented results, it is clear that the algorithm performs consistently for all the 
sequences. 
Furthermore, it can be observed that the PSNR gain increases along with the bitrate. Reason 
for this increment can be explained by considering the bitplane-wise coding structure. When 
two bitplanes are decoded, the bitrate saving due to the proposed algorithm can be attributed 
to two components; 
bitrate saving due to enhanced side information for the first bitplane and 
(h) bitrate saving due to enhanced side information for the second bitplane. 
Likewise, when more bitplanes are decoded, there is a cumulative bitrate saving due to each 
bitplane. Therefore, the gain is increased with the bitrate. 
In order to have a fair comparison with the existing literature, we use a turbo encoder with a 
constraint length of 4, whereas[49] and [58] use a turbo encoder with a constraint length of 5. 
This constraint length is selected to compensate the additional complexity involved in the extra 
motion estimation process and the turbo decoding. lt can be shown that the overall complexity 
of the proposed system (with above specifications) is much less than the algorithms proposed 
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in [491 and [581, since complexity of the turbo decoding increases exponentially With the 
constraint length. 
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Figure 4-12: Performance comparison of 2-ST 
Since the 2-SI mechanism yields acceptable results, we can now use it as the main side 
information generation algorithm for further DVC improvements. In the next section, we will 
discuss several mechanisms that use decoded information to support the decoding process. 
These mechanisms are known as "Refinement Algorithms". 
4.2 Side Information Refinement Algorithms for Wyner-Ziv Video Coding 
As discussed in the second chapter, side information in DVC plays a vital roll in maX]rrU*sing 
the overall codec rate-distortion performance. Therefore, side information generation 
algorithms must be improved and the predictions should be made more accurately in order to 
serve the above purpose. A general side information generator produces one side information 
stream before the beginning of the decoding process. Then the function becomes inactive. 
Side information refinement is a process that is incorporated or linked to the side information 
generation function in order to enhance the accuracy of side information dynan-11cally. We have 
researched on mainly two types of refinement techniques as shown in the Figure 4-13. One 
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type is where the refinement algorithm uses the decoded information in order to continuously 
upgrade the side information that is initially generated by using the available reference frames 
(previous, future or both) as shown in the Figure 4-13 (a). Whereas the other type is that 
generates one or more new side information streams for the purpose of replacing or using 
together with the initial side information stream as shown in the Figure 4-13 (b). 
A refinement algorithm is inactive till the first bitplane is decoded, since no decoded 
information is available and once the first bitplane is decoded, the function becomes active and 
starts upgrading the side information to be used for the second bitplane. Similarly, the function 
activates itself at the end of decoding each bitplane and before the beginning of the next 
bitplane, refining the side information for each bitplane. Therefore, the refinement algorithm 
utilizes decoded information more intelligently in order to refine the side information for the 
later bitplanes, as a result of wl-&h the accuracy of the side information 'increases and the turbo 
decoder performs better than it performed for the earlier bitplanes. The final result is a low 
parity bit consumption or low bitrate for the same subjective quality compared to that with the 
original side information without a refinement. 
Previous/Future Frame(s 
Initial Side info 
-II 
Refined Side Info 
Decoded Info Refinement 
(a) 
Previous/Future Frame(s 
Side Info 
Decoded Info 
Refinement 
Initial Side info 
0 
(b) 
Figure 4-13: Types of side information refinement 
techniques 
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It should be noted that we are more interested in real-time video coding, since it is vital for 
mobile applications. Therefore, after developing and testing a dominant founda6on refinement 
algorithm, we will implement and test the next generation refinement algorithms on low-delay 
DVC architecture, where it is not necessary to buffer future frames permitting real-time video 
coding. From the next section onwards, we will discuss the side information refinement 
algorithms that have been developed during our research project. 
4.2.1 A Basic Bidirectional Side Information ReFinementAlgorithm 
1n this section we are going to discuss a basic bidirectional side information refinement 
algorithm, as it can be understood by the word 'bidirectional', this algorithm utilizes a future 
frame as a reference in addition to a past frame for the refinement process. Therefore, the 
Wyner-Ziv architecture employed here has to buffer at least one future frame before starting to 
decode the current frame, which essentially introduces a decoding delay to the coding scheme. 
However, the advantage of this sort of architectures is the ability to use a future frame as wen, 
together with the past frames in order to predict the current frame. Also, similar to the most 
DVC codecs, d-ds architecture too considers the odd frames to be Wyner-Ziv frames and even 
frames to be Key-Frames by using a GOP length of 2. 
Figure 4-14 illustrates the block diagram of this architecture with the bidirectional side 
information generation and refinement functions. Initially, when there are no decoded 
information available, one side information stream is generated in order to decode the first 
bitplane of the current frame, which is called the initial side information stream (ISI). At this 
stage, the refinement algorithm is inactive and it just passes the bit stream to the turbo decoder. 
The initial side information generation technique used here could be vary from the simplest 
pixel interpolation [10] to bi-directional motion estimation and spatial motion smoothing 
(BiMESS) [50], which is performed by using the immediately previous frame and the 
immediately future frame that are necessarily key frames, since the GOP is set to 2. Once this 
side information stream is ready it is used by the turbo decoder 'in order to decode the most 
significant bitplane (first bitplane). Since the side information naturally has some errors, the 
turbo decoder requests parity bits from the buffer until it receives enough parity bits to decode 
the original systematic bits with a predetermined maximum error rate as in a usual Wyner-Ziv 
video codec. 
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Once the first bitplane is decoded, it is used to replace the existing first bitplane in the initial 
side information stream. Jt should be noted that the initial side information stream is the first 
predicted version of the current frame, which is bitplane extracted in order to convert to a bit 
stream. ) Then the modified side information that consists of a more accurate first bitplane is 
bi-directionally motion estimated and compensated in order to generate the refined side 
information stream, this algorithm will be discussed in more details later on, in this section. It is 
clear that this version of the side information is more accurate than the initial side information 
as the accuracy of the first bitplane has been increased as mentioned above. The refined side 
information stream is also a predicted version of the current frame that consists of eight (8) 
bitplanes, of which the second bitplane is extracted and used as the side information of the 
turbo decoding process in order to recover the second bitplane of the information stream. 
Then, the decoded second bitplane together with the first bitplane is again used to modify the 
current side information as in the previous case. The modified side information now is again 
bi-directionally motion estimated and compensated in order to update the side information as 
before. Then the third bitplane is extracted from this latest side information version in order to 
use in the decoding process. This process is continued until all the required bitplanes are 
decoded. Finally, when all bitplanes are decoded, the most updated side information is once 
more motion compensated before the reconstruction process. This step is important in some 
cases in order to improve the reconstruction process with the available latest decoded 
information. Since each decoded bitplane has been used to refine side information in the above 
process, the accuracy of the side information increases continuously, which results a lower 
number of parity bits sent via the channel to the decoder to achieve the same subjective image 
quality. Once all the required bitplanes are decoded, they are sent to the reconstruction 
function together with the latest version of the side information in order to reconstruct the 
final Wyner-Ziv frame as mentioned above. 
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Figure 4-14: The block diagram of bidirectional 
refinement algorithm 
4.2.1.1 Bidirectional Refinement Algoritbm 
The complete block diagram of this refinement algorithm is illustrated in the Figure 4-15. As it 
can be seen in the diagram, this algorithm utilizes two reference frames in the motion 
estimation and compensation, one is the immediate previous frame, Fn-1 and the other is the 
immediate future frame, Fn+,. In order to buffer the information of the two reference frames, 
the algorithm reads the decoded picture buffer and also it uses decoded bitstream of the 
current frame together with the most recent side information stream. The following section 
discusses the functional elements of this algorithm M details. 
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Figure 4-15: The Block diagram of the bidirectional 
refinement 
Side Info Update: The function of tl-ýs first module is shown in the Figure 4-16, in simple 
terms it copies the decoded bitplanes in the place of corresponding bitplanes of the input side 
information stream as shown in the figure. Furthermore, the input side information stream 
consists of eight (8) bitplanes, since it is a bitplane extracted version of a complete prediction 
of the current frame, whereas the decoded bitstream consists of b number of bitplanes where P 
p <8, since decoding process operates in bitplane by bitplane 1: ý bp :! ý 8. (in most cases 1:! ý b 
basis and the required number of bitplanes to be decoded set to 8 is extremely rare). Therefore, 
it is evident that it is possible to replace the first bp number of bitplanes of the input side 
information stream with that number of decoded bitplanes, which is the function of this 
module. Also, it is obvious that the accuracy of the output side information stream is higher 
than the input due to the fact that the accuracy of the decoded bitplanes is much higher 
compared to that of the original side information. 
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Figure 4-16: The function of the side information 
update module 
Pixel Reconstruction: This module converts a binary bitstrearn that consists of bitplanes into a 
matrix of pixel values, which is simply known as a frame. A bitstream may contain only one 
bitplane or several of them, but it necessarily contains the entire colour components (Y, U and 
V), which belong to that bitplane, due to fact that the codec operates in bitplane by bitplane 
basis. Furthermore, this function is the inverse of a bitplane extraction module, which is 
required here due to the fact that this information is to be used in a motion estimation module 
that takes frames as its inputs. 
Bidirectional Motion Estimation: The main difference between a general motion estimation 
and a bidirectional motion estimation is that a general motion estimation utilizes only one 
previous reference frame for a given macroblock, whereas a bidirectional motion estimation 
utilizes two reference frames for a given macroblock. Figure 4-17 is an illustration of both 
types of motion estimations (NIEs) where the general ME uses the immediate previous frame, 
Fn-lý and the bidirectional ME uses that and the immediate future frame, F,, +, as references. As 
it can be clearly seen in the figure, in order to perform the bidirectional motion search, the 
future frame has to be completely decoded and available, which introduces a decoding delay as 
mentioned earlier. This coding delay is one of the disadvantages in the bidirectional prediction 
techniques, since it hinders the application of real-time video coding. However, for offline 
decoding applications where all the encoded bitstream is available in a storage media, this delay 
is not a problem, but the decoder necessarily has to operate ahead the display timer. On the 
other hand bidirectional ME operates With more information compared to the forward ME, 
allowing it to generate a more accurate prediction. 
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Bidirectional Motion Search 
Figure 4-17: Bidirectional motion estimation 
As far as the structure of the bidirectional ME algorithm is concerned, there are few major 
structural differences made to the motion search framework compared to that of a general IME 
algonthm, which are; 
1. The ability to buffer and handle two reference frames in the same time, 
The allocation of two search range for two reference frames and perform a motion 
search on both of them, instead of searching and finishing one reference frame before 
moving to the second frame, 
The abifity to compare SAD values between reference frames in addition to that with 
in the search range, 
iv. Motion vectors are flagged for identification purposes, since there are two reference 
frames. 
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F1 F Fn+1 
Figure 4-18 illustrates an example of the two motion search ranges set by this module. Search 
range I is the search range in the previous frame, which is F,, 1 -1, whereas search range 
2 is that M 
the future frame F, 1. The identification of the search range in the previous frame is similar to a 
general search range identification as discussed in section 4.1. The identification of that in the 
future frame is also carried out similarly by using the same programme parameters. Once both 
the search ranges are identified, (which is around the collocated macroblock to the interested 
macroblock in both the reference frames as shown in the figure), first the SAD (of the 
interested macroblock) is calculated with respect to the first reference macroblock in the search 
range 1 (see figure) and secondly the same calculation is carried out in the search range 2. Then 
again SAD calculation is carried out In the search range 1 for the next reference macroblock. 
Ukewise, the SAD values with respect to all the reference macroblocks are calculated in both 
search ranges and the reference macroblock with the minimum SAD is selected, which is 
known as the 'best match' in order to derive the motion vector. (SAD calculation is discussed 
in the section 4.1). In the following figure, there are two best matches shown, but it should be 
noted that this is only for illustration purposes, since only one best match is selected from both 
search ranges for the motion vector derivation. 
Interested macroblock 
(M' macroblock of the 
frarne F-) ý 
............. 
- ---------- 
F, j 
Search range 1 
Best match in the previous frame 
F,, 
-, 
ýowest SAD) 
F 
Search range 2 
Best match m the future 
frame F,,,, Oowest SAD) 
Figure 4-18: Bidirectional motion search ranges and 
best matches 
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The result of the above motion search for a particular interested macroblock is its motion 
vector. Calculation of a motion vector is discussed in the section 4.1 in details. In bidirectional 
motion estimation too, the calculation procedure is similar and the only difference is that in 
bidirectional ME, a flag is assigned for each motion vector in order to identify the reference 
1h frame of it. For example if the best match for the M macroblock of the current frame is 
located in the future frame, motion estimation can be easily derived, but the motion vector 
along does not carry the information that the best match was in the future frame but not in the 
past frame. Therefore, if the next module, which is the motion compensation receives this 
motion vector, it cannot decide which frame was used as the reference frame, hence, a flag is 
necessary With the motion vector in order to carry this information to the next module. 
Bidirectional Motion Compensation: As illustrated in the Figure 4-15, this module requires 
three inputs, one is the motion vectors derived in the motion estimation module together with 
their flags and the other two inputs are the above used two reference frames. This motion 
compensation is similar to a forward motion compensation but with the only difference that it 
uses two reference frames instead of a single reference frame. 
Figure 4-19 illustrates some of the example macroblocks involved in the motion compensation, 
where the non-filled macroblocks with arrows represent the interested macroblock in the 
current frame with their motion vectors, whereas the fffled macroblocks represents the 
macroblocks in the reference frames, of which some of them are the best matches for the 
interested macroblocks. In the Frame, F,, as shown in the figure, letters in macroblocks 
represent their flags, which inform the module that the best match is either in the past (P) or in 
the future fl frame. 
Motion vectors and flags of 
the macroblock in the frame 
Fj 
- 
r-1 r-- 
F,, 
-, 
F,, 
Figure 4-19: Motion vectors and flags of the current 
frame 
F+1 
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It should be noted that each macroblocks in the previous frame is not a best match for a 
macroblock in the current frame due to the fact that the motion vectors are derived with 
respect to the current frame and therefore, some of the of the macroblocks M the previous 
frame might hold the place as a best match for one or more interested macroblocks and most 
of the best matches will be overlapping as shown in the figure. Also one reference frame would 
provide with approximately half of the predicted information in most of the cases, since both 
the reference frames have to contribute towards the prediction. 
This module also starts with the first macroblock of the current frame, where first it uses the 
flag to decide which reference frame to be used in the compensation, then it uses the motion 
vector (the arrows in the above figure) in order to locate the best match in the reference frame. 
Once the location of the best match is known, the module reads the pixel values of it and 
copies to the location of the interested macroblock, which is the prediction of the current 
macroblock. Then, the module repeats the same procedure for the next macroblock; likewise 
it completes the one colour component (Y, U or V) of the frame, one macroblock by one 
macroblock accordance with the macroblock numbering order. Generally, this algorithm loops 
three times for the prediction of three colour components in order to complete the current 
frame. 
Bitplane Extraction: The function of this module is simply to convert the above predicted 
frame into a bitstream. It should be understood that this bitstream consists of all the eight (8) 
bitplanes, which is necessary for the reconstruction module (if this side information stream is 
used), but not for the turbo decoder, as it uses only the current bitplane and the refinement 
algorithm generates another side information stream for the decoding process of the next 
bitplanes. 
Once A the above functional elements are in the place as shown in Figure 4-15, the proposed 
bidirectional refinement algorithm is completed, which is incorporated to the DVC codec. 
4.2.1.2 Simulations and Results 
In order to evaluate the performance of the above algorithm, we have considered several video 
sequences available in the public domain as mentioned in the Table 4-1, and the test conditions 
are maintained accordance with that table. Figure 4-20 illustrates a performance comparison at 
l5fýs for the first 100 frames of ! ronman", "carpbone", "coastguard" and "news" video sequence 
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with the spatial resolution of 176xl44. GOP length is set to 2 so that every alternative frame is 
coded as a key frame and used in the bidirectional prediction. Bitrate and PSNR shown in the 
plots are only for Y signal of the sequence. The obtained results while the refinement is in 
operation are shown in the figure as "Bi-RF-ON", whereas "RF-OFF" indicates that the 
refinement algorithm has been switched off. Results for all sequences clearly show that there is 
a significant PSNR gain up to about 0.9dB with the proposed algorithm over a the same 
kVyner-Zlv architecture that does not uses a refinement. It also shows that the proposed 
algorithm performs well at higher bitrates. This is due to the fast convergence of the side 
information, when more bitplanes are available. More detailed discussion about the positioning 
of the curves could be found in later sections. 
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Figure 4-20: Performance comparison of the 
bi&rectional refinement algorithm (Y s1g-nal) 
The refinement algorithm discussed in d-iis section is a basic refinement design, which only 
illustrates the concept. However, it consists of the framework that could be improved to 
demonstrate a higher rate-distortion performance, which win be proposed as a novel 
refinement algorithm from now on. 
4.2.2 An Enhanced Bi&rectiongd Side infonnation Refinement Algoritkm (1D 
Refinement) 
This enhanced technique is based on sequential motion estimation and compensation to 
update the side information for DVC designs with a delay, i. e., the DVC coding schemes that 
uses future frames in the prediction process introducing a decoding delay, which is similar to 
the codec discussed in the previous section. Figure 4-21 illustrates the architecture of the codec 
with the functional elements of the proposed side information generation and refinement 
algorithm. Initially, when there is no decoded information available to update the side 
information, bi-directional motion estimation and spatial motion smoothing (BiMESS) [50] is 
used with adjacent key frames to generate the first version of side information as performed in 
[50] (refinement modLile is inactive at this stage and it simply passes the initial side information 
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stream to the turbo decoder). Thus, the turbo decoder uses the output of BNESS to decode 
the most significant bitplane. Since the side information naturally has some errors the turbo 
decoder requests parity bits from the buffer until it receives enough parity bits to decode the 
onginal systematic bits with a predetermined error rate. As discussed in the previous section(s), 
in this thesis, we assume that the decoder has the complete knowledge about the probability of 
errors. 
When the first bitplane is extracted, as in the previously discussed algorithm, it is used to 
replace the existing first bitplane in the side information. In the previous algorithm, the 
prediction module used two reference frames in order to generate one prediction (one side 
information stream), whereas in this algorithm, it generates two predictions, one with the 
previous frame and the other with the future frame. These two side information streams are 
then used for the decoding process by means of the 2-SI technique discussed in the section 
4.1.1 (This side information refinement algorithmwill be discussed in more details later in this 
section). It is clear that these versions of the side information are more accurate than the 
previous side information as discussed in the previous section. The second bitplane of the 
updated side information is used as the systematic bits for the second bitplane for turbo 
decoding. Then, the decoded second bitplane is used to modify the current side information as 
in the previous case. The modified side information is again motion estimated and 
compensated in order to generate the next versions of side information. Then the third 
bitplane is extracted from the modified side information streams. This process is continued 
until all the required bitplanes are decoded. Finally, when all bitplanes are decoded, the most 
updated side information is once more motion compensated before the reconstruction process. 
As in the algorithm discussed in the previous section, each decoded bitplane has been used to 
refine side information in the above process, the accuracy of the side information continuously 
increases more rapidly than the previous algorithm due to the 2-SI enhancement, which results 
a lower bitrate for the same subjective image quality. Once all the required bitplanes are 
decoded, they are sent to the reconstruction function together with the latest version of the 
side information in order to reconstruct the final Wyner-Ziv frame as mentioned in the last 
section. 
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4.2.2.1 ID Refinement Algotithm 
This algorithm is given the name ID Refinement' due to the fact that the algorithm makes the 
predictions separately for the three colour component (Y, U and V, these three colour 
components could be considered as three dimensions of a given frame) allowing the algorithm 
to complete only one of the three dimensions of a frame in a cycle of operation. Therefore, the 
algorithm has to be operated three times in order to make a complete prediction 
for a 
particular frame. Since the algorithm performs a bi-directional prediction (eventually), 
it reads 
the decoded picture buffer in order to acquire the information of the immediate previous 
frame and the immediate future frame. Also it uses the original side information stream 
together with the decoded bitplanes as illustrated in the Figure 4-22. 
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SI Update and pixel Reconstruction: This block represents two functional elements, the 
functions of which have been discussed in the section 4.2.1 as two functional elements, which 
is again in brief, the function of the first element is to copy the decoded bitplanes in the place 
of corresponding bitplanes of the input side information stream allowing the accuracy of the 
updated side information streams to be increased. Whereas, the function of the second 
element is to convert the binary bitstrearn to a matrix of pixel values that represents a frame. 
M-EC (Motion Estimation and Compensation): The prediction process is initiated with a 
motion search for the first macroblock in the above updated side information stream (it should 
be noted that a side information stream is a predicted frame that is converted to a bitstream). 
This motion search is carried out in two stages, where in one stage the reference frame used is 
the previous frame and in the other stage, it is the future frame. As shown in the Figure 4-23, 
in the stage one (motion estimation 1 in the Figure 4-22), the motion search algorithm locates 
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the best match in the reference frame using the SAD function as discussed in the previous 
section. Once it has located the best matching macroblocks for all the macroblocks in the 
updated side information, those matching macroblocks are arranged to form a frame and used 
as the side information 1. Side information stream 2 is also generated similarly, using the future 
frame as the reference frame in the stage 2. 
H: 
Bitplanes of the Bitplanes of the updated 
previous/future frame side iriformation 
Figure 4-23: Motion search for the updated side 
information 
These two side information streams are then multiplexed within the turbo decoder, where it 
makes the decision of which side information stream is used for which information block as 
discussed m the section 4.1.1. 
4.2.2.2 Simulations and Results 
In this simulation, we have considered all five test Video sequences mentioned in the Table 4-1, 
and Figure 4-24 presents a performance comparison for the first 100 frames of them 
ýaguard" "news" and "claire') with the spatial resolution of 176xl44. (Yoreman" "carpbone" "coast 
The simulation and illustration conditions are as in Table 4-1. The obtained results (shown in 
the figure as 2SI-RF ON) for the Yoreman" sequence are compared against the best available 
piXel domain Wyner-ZiV codec from the literature [51] under the same test conditions with the 
GOP length set to 2 so that every alternative frame is coded as a key frame and used in the 
bidirectional prediction module. The bitrate and the PSNR shown in the plot are only for Y 
signal of the sequence. The selection of BiMESS + Full Motion Refinement [51] for 
comparison is because it is the dominant DVC codec in with-delay DVC (that uses bi- 
directional predictions) and the proposed codec too, is a with-delay DVC codec. The results 
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for the other sequences are compared with the results of the previously discussed refinement 
algorithm (Bi-RF) and also with the refinements switched off (shown in the figure as RF-OFF). 
Results for the first sequence clearly show that there is a significant PSNR gain up to 1.4dB 
with the proposed algorithm over BiMESS + Full Motion Refinement as in [51]. It also shows 
that the proposed algorithm performs well at higher bitrates. This is due to the fast 
convergence of the side information when more bitplanes are available. H. 264 intraframe 
coding and H. 264 interframe coding With a pattern of I-B-1-13- are also presented for the 
comparison. 
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1n the simulation results, it is clear that the above refinement algorithm is dominant in its field, 
i. e., DVC with-delay. However, as mentioned in the introduction to the refinement techniques, 
our main intention is to contribute towards low-delay DVC architecture. Therefore, in the next 
section, we will develop a refinement concept for low-delay DVC that uses more information 
in the prediction algorithm in order to increase the prediction accuracy. 
4.23 A Side infonnadon Reffnement Algodthm for Low-delay DVC (3D ReFt 1) 
In this refinement technique, our main intention is to contribute towards the Wyner-Ziv codec 
without buffering any future frames. Therefore, we can only use past frames to predict the 
current frame. Similar to the previously discussed codecs, this codec too considers the odd 
frames as Wyner-Ziv frames and even frames as Key-Frames with a GOP length of 2. Figure 
4-25 illustrates the architecture of the codec with the proposed side information generation and 
refinement algorithms for the decoding process of second bitplane onwards, where the 
refinement process is active. Initially, motion extrapolation and compensation is performed 
using the two previous key frames and the immediate Wyner-Ziv frame in order to generate 
the first two side information streams for the current frame (2-SI), as discussed in the section 
4.1.1. Thus, the turbo decoder uses the output of 2-SI to decode the most significant bitplane 
and at that stage the codec is similar to that proposed in a previous section as 2-SI (the 
proposed refinement algorithm is completely inactive at this stage). Since the side information 
naturally has some errors, the turbo decoder requests parity bits from the buffer until it 
receives enough parity bits to decode the original systematic bits with a predetermined 
maximum error rate. When the first bitplane is decoded, it is used to motion compensate with 
the first bitplane in the previous frame in order to predict the second bitplane for the current 
frame. It should be noted that after decoding the first bitplane, the initial side information 
streams are discarded and new streams are generated for next bitplanes using the proposed 
refinement algorithm. 
For the motion compensation, we propose to use both luminance and chrominance 
components, since the luminance component itself doesn't carry sufficient information to 
predict the motion (hence, we use the notation "M Reft I" for this technique). Therefore, our 
cost function (SAD- Sum of Absolute Difference) for the motion compensation of a given 
block can be represented as in the equation 4-4. 
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SADk 2'Zi,, (p, q) - 2'Xi,, (p, q) 
sE=-Y, U, V (p, q)EBlock i=k.. 8 i=k.. 8 
4-4 
where Zj, - ihbitplane of the reference block, Xj, - it" bitplane of the current block, k- bitplane 
number, Y-luminance component, U, V- chron-dnance components. 
The motion compensated information will be used in the place of initial side information for 
the decoding process of the second bitplane, where the second bitplane of this newly generated 
side infort--nation stream is used as the systematic bits for turbo decoding the second bitplane. 
'Men, the decoded second bitplane is combined with the decoded first bitplane to reconstruct 
the quantized pixels for motion compensation in order to predict the next version of side 
information that should be used for the third bitplane. This process is continued until all the 
required bitplanes are extracted. Finally, when all bitplanes are decoded, motion compensation 
is done once more with all the decoded bitplanes before the reconstruction process. This is 
done to generate the final side information stream in order to improve the reconstruction 
process by using maximum available decoded information. 
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4.2.3.1 3D Refinement Aljgotitbm 
The complete process of this refinement is illustrated briefly in the Figure 4-26. Tl-ýs algorithm 
is given the name '3D Refinement I' (3D Ref t 1) due to the fact that this algorithm utilizes 
three dimensional macroblocks in the motion search, whereas a general motion search is 
carried out with two dimensional macroblocks, furthermore, a 3D macroblock makes use of all 
three colour components (Y, U and V) together in the search and prediction process. In other 
words, the algorithm completes the prediction of all three information dimensions of a frame 
in a one cycle of operation. Therefore, unlike many other motion estimation and compensation 
algorithms, this module has to be operated only once in order to make a complete prediction 
for a particular frame. Since the algorithm performs a motion estimation, it reads the decoded 
picture buffer in order to acquire the information of the immediate previous frame as its first 
input and the second input stream is the decoded bitstrearn of the current frame. Decoded 
bitstream is used to reconstruct the decoded quantized pixels and these quantized pixels to be 
used in motion estimate with the quantized previously decoded frame in order to generate the 
motion vectors. These vectors are used to motion compensate the unquantized image, from 
where the next bitplane is extracted. 
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Quantised Pixel Reconstruction: q' is the decoded bitplanes that comes to this functional 
element as a bitstrearn that needs to be inverse bitplane extracted in order to reconstruct the 
decoded pixel values, which is the function of this element. q' may contain only one bitplane or 
several of them, but it necessarily contains all the colour components (Y, U and V) that belong 
to the corresponding bitplane. Then, the output of this functional element is quantized pixel 
values of the current frame, of which the next bitplane to be decoded. 
Quantization: The objective of this functional element is to perform a simple pixel level 
quantization. Unlike a general motion estimation, the 3D motion estimation employed in this 
algorithm takes quantised decoded bitplanes as one input and therefore, in order to carry out 
an accurate motion estimation the second input should be quantised with the same Parameter. 
That is the reason, why a quantization stage is necessary before the previous frame is sent to 
the motion estimation. 
3D Motion Estimation: The difference between a general motion estimation and a 3D motion 
estimation is that, a general motion estimation utilizes two dimensional (2D) macroblocks, 
whereas a 3D motion estimation utilizes 3D macroblocks that contains aH three colour 
components. Figure 4-27 is an illustration of both types of macroblocks with the dimensions 
of 2x2 pixels (side length - 2pixels) with respect to Y colour component, i. e., a macroblock 
contains four (4) Y pixels (it is unlikely that this size of a macroblock is used in a motion 
search, this is just for illustration purposes). 
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Figure 4-27: 3D view of 2D and 3D macroblocks 
As shown in the figure, a general macroblock contains only one colour pixels and if motion 
estimation is required for all colour components, a separate macroblock for each colour 
component has to be used, which will result three (3) macroblocks for three (3) colour 
components and the motion search has to be performed three times in order to derive the 
three motion vectors. Whereas in a 3D macroblock, all three colours are incorporated that 
makes the macroblock to have a cubic shape instead of a square shape and only one motion 
estimation has to be performed in order to derive the motion vector instead of three, in 
contrast with the 2D macroblock search. 
However, there are no major structural modifications made to the motion search framework 
that is used in the section 4.2.2, but three important modifications in the elementary level had 
been made, wh&h are; 
1. Macroblock modification in order to facilitate 3D macroblocks in the place of 2D 
ones, 
A modification to the cost function in order to utilise the colour pLXels as weR. The 
cost function employed here is again the SAD function that had been used In the 
previous section. As shown In the equation 4-4, this SAD function is a modified 
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version of the original SAD function that is expanded to incorporate the two (U and 
V) colour components in addition to the Y component. 
iii. A modification to handle quantised piXel values instead of full pIXeI values. 
Figure 4-28 illustrates the motion search range of tl-ýs module. Once the search range is 
identified in the previous frame, a 3D motion search is carried out in that search area by means 
of 3D macroblocks. By using the above equation 4-4, SAD of each reference 3D macroblock is 
calculated and the one with minimum SAD is located (which is the best match) in order to 
derive the motion vector. 
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(m"' macroblock of the 
frame Fj 
Best match to the corresponding 3D Macroblock 
in the previous frame F,, -, 
qowest SAD) 
Figure 4-28: 2D view of motion estimation with a 
3D macroblock 
The result of the above 3D motion search for a particular macroblock is its motion vector. 
Derivation of a motion vector for a 2D macroblock is discussed in a previous section. Even 
though the 3D macroblocks consists of one additional dimension compared to the 2D ones, 
the motion vectors for them are still derived to be two dimensional. Tl-ýs is due to the fact that 
the search the range allocated is 2D for 3D macroblocks, allowing the search to be carried out 
on a 2D plane. It should be understood as the billiard balls, even though they are three 
dimensional, they move on the billiard table, which is a two dimensional plane. 
Figure 4-29 illustrates a motion vector derived for a 3D macroblock, it should be clear that it is 
the same motion vector of the 2D macroblock that comprises only one colour component 
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(which is Y), which is similar to the top view of the figure. Therefore, in order to derive the 
motion vectors, the interested 3D macroblock and the best match are virtually converted to 2D 
macroblocks by dropping the two colour components U and V. The remaining 2D 
macroblocks comprise only Y components and they yield a 2D motion vector, which is the 
displacement from the centre of the collocated macroblock (to the interested macroblock) in 
the previous frame to the centre of the best match m the same frame. 
CoHocated macroblock to 
mi 
vi 
3D View 
Figure 4-29: Motion vector of a 3D macroblock 
Vector 
It should be noted that the 3D motion estimation starts with the first macroblock in the 
current frame, once it derives the motion vector for that macroblock, the estimation module 
repeats for the next macroblock and tl-ýs process is carried out until the last macroblock of the 
current partially decoded (quantised) frame. 
3D Motion Compensation: As illustrated in the Figure 4-26, the derived motion vectors in the 
motion estimation module are then passed to the this module, which reads the decoded picture 
buffer in order to acquire the information of the previous frame as done by the 3D motion 
estimation module (in the programming point of View, this module uses the same buffer, in to 
which the previous module stored the previous frame, so that it does not have to read the 
decoded picture buffer again). However, in this module, the previous frame is not subject to 
quantization due to the fact that the higher order bitplanes are the required information for the 
decoding process of the next bitplane. Once it receives all the information it requires (motion 
vectors and the previous frame), a 3D motion compensation is carried out, where the 3D 
macroblock from the previous frame are projected to fon-n a prediction to the current 
frame. 
The motion compensation is similar to a general motion compensation with the only 
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Top View 
difference that it applies the motion vectors for the cubic shaped macroblocks (3D) instead of 
applying to the square shaped macroblocks. 
Figure 4-30 illustrates some of the 3D macroblocks involved in the 3D motion compensation, 
where non-filled macroblocks with arrows represent the interested macroblock in the current 
frame with their motion vectors, whereas the filled macroblocks represents the macroblocks in 
the previous frames, of which some of them are the best matches for the interested 
macroblocks. 
F,, 
-, 
Best Matches 
Figure 4-30: Some of the 3D macroblocks utilized 
in the 3D Motion Compensation 
It should be noted that, in this case too, each macroblocks in the previous frame is not a best 
match for a macroblock in the current frame due to the fact that the motion vectors are 
derived with respect to the current frame and therefore, some of the of the macroblocks in the 
previous frame might hold the place as the best match for one or more interested macroblocks 
and most of the best matches will be overlapping as shown in the figure. 
This module starts with the first macroblock of the current frame and repeats for the next after 
compensating the first macroblock; likewise it completes the frame one macroblock by one 
macroblock accordance with the macroblock numbering order. In a single operation of the 
motion compensation module, it locates the best match for the operating macroblock with the 
information provided by the motion vector (the arrows in the above figure) and compensates 
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Interested macroblocks VAth 
their motion vectors 
for the macroblock number of the operating macroblock as the prediction, at the end of A 
cycles; a completely predicted ftame is generated. 
It is very impotent to note that even though this algorithm generates a complete prediction for 
the current frame, the turbo decoding process utilizes only the current bitplane of the predicted 
frame as shown in the Figure 4-31, therefore, as far as the turbo decoding is concerned, the 
important factor is the prediction accuracy of the current bitplane but not that of the other 
bitplanes. Therefore, this refinement concept is developed with the assumption that there is a 
higher probability of predicting accurate information for the next bitplane, if the available 
(decoded) bitplanes are utilized more intelligently. Furthermore, it was said that the turbo 
decoder requires only the predicted current bitplane of the frame in order to use as the side 
information. For example, if there are x number of bitplanes that are already decoded (where 1 
<x <- 7) and sent into the refinement algorithm, from the predicted side information stream, 
(which is the final output of the refinement algorithm) turbo decoder selects the bitplane 
number x +1, which is the current bitplane in order to use in the decoding process and the 
other bitplanes are discarded. On the other hand, at the end of decoding all the required 
bitplanes, the entire side information stream is refined for a one last time in order to send it to 
the reconstruction module, where all the predicted bitplanes are used. 
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Figure 4-31: Impotence of the predicted bitplanes 
for the Turbo Decoder 
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Bitplane Extraction: The function of this module is simply to convert the above predicted 
frame into a bitstream. It should be understood that this bitstream consists of all the eight (8) 
bitplanes, which is necessary for the reconstruction module, but not for the turbo decoder as 
discussed earlier. 
4.2.3.2 Simulations and Results 
Figure 4-32 presents the results for the first 100 frames of Yoreman" "caýphone) "claire" and Y 31 
"news" video sequences with the spatial resolution of 176x144. The test conditions are again as 
in Table 4-1. The bitrate and the PSNR shown in the plot are only for Y signal of the 
sequence. These results clearly show that the proposed algorithm achieves up to MB objective 
quality gain over the best available algorithm in the literature [491 (if 2-SI is not considered) that 
uses ME-C,. This gain is due to two reasons. Firstly, since the side information is more 
accurate, the turbo decoder requires less parity to reproduce the systematic data. Hence, the 
bitrate is reduced. Secondly, the reconstruction module performs more accurately, which 
results a more accurate final output, when tl-ýs updated side information is used P6]. The other 
significant observation is that the proposed algorithm performs better at high bitrates. This is 
because, the accuracy of the side information becomes even higher, when more accurately 
decoded bitplanes are available for the refinement module. 
As illustrated in the Figure 4-32, lowest bitrate point of the proposed technique and 2-SI 
coincides. This is obvious, since the refinement is inactive when there is no decoded 
information. In other words, the lowest bitrate setting is set to decode only the first bitplane, 
where there are no previously decoded bitplanes to be used by the refinement module and 
therefore, the turbo decoder uses the initial side information stream. 
Results for H. 264 coding with a pattern of I-P-I-P H. 264 (profile: main, v10.1) are also 
presented in Figure 4-32 (a) for comparison purposes. It shows that the performance gap 
between the Wyner-Ziv codec and the H. 264 codec has been narrowed significantly due to the 
proposed technique, but H. 264 still maintains a significant margin. However, the performance 
of the Wyner-Ziv codec is not to be underestimated due to the simplicity of 
its encoder 
compared with the mainstream encoding techniques. 
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4.2.3.3 Effect of Inifial Side Information Generation 
This section explains the effect of the initial side information generation algonthm on the 
performance of the proposed technique. 
The proposed prediction technique depends on the information from the previously decoded 
bitplanes of the same frame and the previous frame. Therefore, to decode the most significant 
(first) bitplane, an existing side information generation technique is used. This side information 
is known as the initial side information JSI). It should be noted that it is used for decoding the 
most significant (first) bitplane only. 
At the lowest bitrate setting, which results from the highest quantizer setting, the only available 
bitplane is the highest significant bitplane. Therefore, the PSNR of the decoded video and the 
bitrate at this setting depends entirely on the accuracy of the initial side information. According 
to the results shown in Figure 4-33, simple pixel interpolation is the best initial side information 
generation technique amongst the techniques we have evaluated. It is because, simple pixel 
interpolation technique is a bidirectional prediction technique (it also depends on the frame 
statistics), whereas the other two are forward prediction techniques. It should also be noted 
that the simple interpolation introduces an additional delay over the other technique, since a 
future key frame is used for the prediction, which is not unacceptable for those application, 
where decoding delays are not permitted. 
For the second bitplane onwards, however, the side information is generated using the 
proposed technique. If the first bitplane is decoded with a predetermined low decoding error 
probability, typically bellow 10-3, the decoded bitplanes used by the motion compensation 
module shown in the Figure 4-26 are the same regardless of the initial side information 
generation technique. Since the previous frame is always a key frame, the previous frame in 
Figure 4-26 is again the same regardless of the initial side information. Therefore, the side 
information for a given bitplane that is generated by this refinement algorithm is essentially the 
same. Consequently, if there is any expected gain in one technique over the other, that is 
completely due to the less number of parity bits required to decode the first bitplane when 
initial side information is more accurate. No PSNR gain can be expected, since reconstruction 
module uses the similar side information stream in each case. Due to these reasons, the effect 
of the initial side information generation technique is just a horizontal shift of 
PSNR vs. bitrate 
curves. Figure 4-33 clearly agrees with the above theoretical explanation. 
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In conclusion, *in the proposed algorithm, decoding of the first bitplane depends only on the 
initial side information stream JSI) and the corresponding rate-distortion points in the figure 
are the left most in each curve with different bitrate and PSNR values based on the ISI. 
Whereas the values of the other rate-distortion points depend only on the output of the 3D 
refinement allowing them to possess equal PSNR values regardless of the ISI. However, they 
possess different bitrates due to the different bit budgets required for the decoding process of 
the first bitrate. 
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on the 3D Reft I for 'Yoreman" 
With the results of this algorithm, we have moved up again in the perfort-nance evaluation chart 
and 3D refinement proved the fact that it indeed predicts more intelligently. However, a closer 
observation will reveal that this algorithm discards one of its side information streams after 
decoding the first bitplane. Now, we are interested in recycling that side information stream, 
which will be discussed in the next section. 
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4.3 Combining Multiple Side Information Streams with 3D refinement (31) Ref t II) 
In this section, we propose another refinement technique for side information, where the 
predicted frame is evolved over the processing of each bitplane on one hand and on the other 
hand, initial side information stream will be used more intelligently. The proposed architecture 
jointly utilizes the 3D motion refinement and multiple side information techniques that are 
discussed in the above sections. Therefore, we use the notation "31) Reft 11" for this 
technique. 
4.3.1 Proposed Architecture 
The block diagram of the proposed DVC codec incorporating the enhanced side information 
generation technique is shown in Figure 4-34. The technical improvement of the DVC codec 
proposed in this section is the enhanced side information refinement algorithm that utilizes 
two (2) side information streams. The side information streams pass through an evolutionary 
process over the decoding of each bitplane. Initial side information (ISI) is generated using the 
multiple side information technique (2-Sý proposed in the section 4.1 that involves the 
previously decoded key frames and Wyner-Ziv frames. Technically, 2-SI generates two side 
information streams, but the turbo decoder selects blocks from each stream depending on the 
error probability. Therefore, once the decoding process is finished, the decoder is aware of 
which side information was used for which parity block. This allows the decoder to build a 
complete one side information stream by aligning only the side information blocks that were 
used (discarding the unused blocks), which is known as ISI in this thesis. This ISI is used to 
decode the first bitplane of the current Wyner-Ziv frame similar to the refinement technique 
discussed in the previous section. Then, this firstly decoded bitplane (MSB-most significant 
bitplane) is used for the 3D motion refinement with the previous frame (key frame) 
considering the luminance and chrominance components to produce a newly version of side 
information for the next bitplane (3D Reft I- proposed in section 4.2.3). However, 3D Reft I 
discards the ISI stream after decoding the first bitplane and starts using the side information 
streams that are produced with the 3D refinement algorithm for the next bitplanes. 
In this section, we propose to use two side information streams for the second and higher 
bitplanes without discarding the ISI stream, but keeping it in parallel with the stream generated 
by the 3D motion refinement described above. The multiple side information technique is 
involved again to further enhance the performance. 
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It should also be noted that after decoding all the required bitplanes, motion compensation is 
carried out once more with all the decoded bitplanes before the reconstruction process, similar 
to the algorithm discusses in the previous section. 
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4.3.2 Simulations and Results 
The proposed DVC codec is tested with several test video sequences with the test conditions 
similar to Table 4- 1. The results for the Yorrman'-,, "caýpbone',. "news" and "claire "video sequences 
with the spatial resolution of 176x144 (QCIF) are illustrated in 
Figure 4-35. The results are averaged over first 100 frames of the sequences, and the bitrate 
and the PSNR shown in the plot are only for Y signal of the sequence. The bitrate is varied by 
independently controlling the granularity of the quantizer, where a frame rate of 15 fps used 
and the results are shown for the Wyner-Ziv frames only. The results are compared with the 
previously discussed algorithms that are already dominating amongst the codecs available in the 
public domain. Also the results of [49] are included for comparison purposes. 
It is evident from the illustrated results that the proposed enhancement has resulted in a 
significant reduction of bitrate compared to the other technique. This bitrate saving can be 
seen in the plot as a horizontal left-ward shift of the curve and the improvement is up to about 
22% in terms of bitrate reduction. 
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The first graph point in the results of the proposed technique coincides With that of another 
two techniques, since all three of them use pixel domain quantization for bitrate control and 
identical side infort-nation is used for the first bitplane, where the refinement process is yet 
inactive. 
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4.3.3 Hodzontgl Shift 
lt is clearly visible in the above plots that a PSNR gain has not been achieved by the proposed 
refinement but a bitrate gain. The main reason for this is similar to the 'effect of initial side 
information generation' that had been discussed in the previous section 
The proposed refinement is design to make use of a side infon--nation stream that has been 
discarded after decoding the initial bitplane, therefore, it does not improve the quality of any 
side information stream, because of which the reconstruction module that is employed for this 
codec has to utilizes a similar side information stream to that used by the reconstruction 
module used in 3D Ref t 1. (as a matter of fact, they possess 100% equal pixel values, since they 
are predicted by the same prediction criteria using the same reference frames). In other words, 
the reconstruction module uses the same predicted frame in each case, because of which the 
output of the reconstruction module possess the same image quality (PSNR). The main reason 
for the predicted frames to be the same in both cases is due to the equal inputs of the 
reconstruction module, which are the decoded bitplanes and the immediate key frame. It 
should be clear that the decoded bitplanes in both cases are equal, since the allowed error 
probabilities in the decoded bits are set to be equal and immediate key frame is also the same. 
However, since the turbo codec utilizes additional information due to this refinement, the 
turbo decoder requests less parity bits from the encoder, resulting a saving on the bitrate, 
which appears as a left shift in the PSNR Vs. bitrate graph. We call this phenomenon a 
"horizontal shift". (Note that bitrate is decided by the turbo decoder, whereas the PSNR is set 
by the reconstruction module) 
At the end of this section, we have developed a complete pixel domain DVC codec that 
performs well above in the comparison chart. In the next chapter, we will further develop it 
with the aid of spatial correlation exploitation. But, before that, we will perform a simple 
complexity comparison between Wyner-Ziv and H. 264 video encoders in order to 
demonstrate 
the simplicity of DVC encoding structure. 
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4.4 Complexity Comparison between Wyner-Ziv and H. 264 Encoders 
DVC researchers claim that the DVC encoder is inexpensive in terms of computational 
complexity; therefore in order to verify this claim, we have performed a simple analysis based 
on the elapsed encoding time for both Wyner-Ziv and H. 264 encoders. 
In the following test, both encoders are simulated for the first 50 frames of '! foreman" sequence 
(QCIF, at 15fps) and for DVC, GOP is set to 2 and various quantization parameters have been 
used to obtain different bitrates. 2-SI has been again used for the decoder, which has no effect 
over the encoding time (but the bitrate depends on the side information). The encoding time in 
milliseconds for WZ frames has been recorded and average is calculated (ms per frame) in 
order to present against the bitrate (Figure 4-36). 
For H. 264, JM 9.4 is used with the encoding pattern IPIPIP under profile 'main' and the rate 
controller is switched off while different quantization levels have been used as before (see 
Appendix D for H. 264 encoding configurations). The illustrated encoding time is the average 
for encoding aP frame in milliseconds similar to Wyner-Ziv encoding. 
For both simulations, a laptop computer with an Intel Pentium M710 processor (1.4GHz, 
40OMHz FSB,, 2M13 L2 Cache) and a RAM of 512M13 has been used under the same 
background processing and memory usage. 
Figure 4-36 clearly suggests that DVC encoder is very much less complex compared to that of 
H. 264. Furthermore,, the complexity of the DVC encoder could be quantified as less than 2% 
of that of the H. 264 encoder; yet, it delivers at least 75% of the rate-distortion performance 
compared to H. 264 across all the bitrates (results of section 4.3). Therefore, it is clear that the 
trade-off between complexity reduction and performance loss is profitable. 
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Then, before moving to the next chapter, we will also introduce the foundations of another 
two novel DVC architectures that requires further investigations. Even though these two 
architectures are out of the scope of this thesis, we consider them as indispensable by-products 
of our research project. 
4.5 Unidirectional DVC 
Conventional DVC codec arcl-iitecture is suitable for the application scenarios, where a 
feedback channel is available for bi-directional communication. DVC codecs proposed in the 
literature generafly include this reverse (feedback) channel between the encoder and the 
decoder, wl-ýich is used to send parity request messages dynanuicafly to the encoder for the 
decoding process making the coding architecture, a dynamic rate-control scheme. When the 
side information stream generated in the decoder contains more errors than the predetermined 
error rate, the decoder tends to send messages to encoder requesting more parity bits in order 
to increase the accuracy of the decoding process. However, the use of this reverse channel for 
communications is a practical hindrance for some potential applications of DVC, especially, 
where uninterrupted on-site data storage for later viewing or processing is demanded and also, 
when having a reverse communication channel is not evident or highly expensive. Therefore, it 
is understood that a solution without the need of a reverse channel would be very attractive for 
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such applications. Some of the potential applications of such DVC architecture would include 
inexpensive video cameras such as deposable camcorders, where the compressed video payload 
is saved in a storage media for offline processing, which is also a common necessity for video 
surveillance systems in general. The cost of a video capturing unit will be brought down by 
introducing a dramatically simple DVC encoder in the place of highly complex video encoders 
in the existing commercially available video camera designs. 
The DVC codec proposed in this section is therefore, designed to involve only the forward 
communications channel by suspending the necessity of a reverse channel, because of which 
the architecture is know as Unidirectional Distributed Video Coding (UDVC). Since the 
proposed UDVC encoder is very economical compared to the conventional video encoders 
(H. 264, MPEG-1/2/4), it will play an important roleamongst the emerging technologies in the 
near future. 
4.9.1 ProposedAlgodihm 
As far as the unidirectional DVC architecture is concerned, the main challenge is the optimum 
rate control without any information about the decoding process or any feedback information 
regarding the statistical properties of the frame. Therefore, the encoder is forced to adopt a 
blind technique in determining the parity puncturing pattern for bitrate control and in general, 
blind techniques are less efficient. 
The key highligyhts of the proposed architecture in contrast to the currently available DVC 
codecs are: 
(i) The use of two (2) parallel encoders for generating parity bit streams using 
different interleaver indexes to scatter the input image, 
(h) Decoding is performed iteratively by means of two Wyner-Ziv decoders 
using the two parity bit streams received from each encoder 
(1) No feedback path has been used. 
This approach could be identified as a use of the iterative decoding concepts at a higher level. 
A block diagram of the proposed design is shown in Figure 4-37. A detailed view of the 
Wyner-Ziv encoder and decoder blocks are illustrated in Figure 4-38 and are similar to those 
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used in conventional Wyner-Ziv codecs. The Wyner-Ziv encoder is a turbo encoder 
encapsulated with mechanisms for quantization, bitplane extraction, parity puncturing and 
storing. The Wyner-Ziv decoder module is constructed of a turbo decoder with a side 
information generation blocks. The key frames necessary for predicting the side information 
are passed to the decoder using existing image compression schemes. 
Two Wyner-Ziv encoders are used to generate two parity bit streams for each Wyner-Ziv 
frame incorporating independent pixel interleavers. These parity streams are punctured using a 
pre-determined pattern as a means to control the bitrate before sending to the storage. Thus, 
the storage consists of punctured parity bits and it may be in a form of a data file saved on to a 
storage media or in a form of a built-in buffer at the decoder for real time decoding. At the 
decoder, the parity streams are fed into Wyner-Ziv decoders together with appropriate side 
information. Initially, the side information for the first Wyner-Ziv decoder is generated using 
the same technique as in [10] and the output of the first Wyner-Ziv decoder is used as the side 
information for the second Wyner-Ziv decoder. The output of the second Wyner-Ziv decoder 
is then used as the side information for the first decoder. Each Wyner-Ziv decoder uses the 
same corresponding parity stream in all iterations. The process continues as the side 
information for each decoder is evolved from the decoded output of the previous iteration. 
The iterations of the turbo decoders used in each Wyner-Ziv decoder are restricted to 
compensate for the additional complexity Incurred in the proposed architecture. 
129 
Key frames 
w 
Parity 
Stream 
2 
Interleaver 
-* 
Wyner-Ziv 
12 Encoder 2 
Proposed Encoder 
---------------------------- 
W- Wyner-Ziv frames 
W' - Decoded Wyner-Ziv Frames 
--------------------------------------- Pahty 
Stream De- 
vvyner-Liv 
Decoder I 
Interleaver 
11 
:I Storage 
Interleaver 
12 
Wyner-Ziv 
interleaver 
F, 
De- 
Tnterle2ver 
II 
II 
Initial Side 
Info 
Generation 
Recons- 
nu ity Decoder 2 truction 
Stream 
2 Proposed Decoder 
-------------------------------------------- 
Figure 4-37: A unidirectional DVC codec 
NVyner-Zlv Encoder 
Bitpla es 
Wyner-Ziv: 
frames W ýýk qk 2m level Bitplane Turbo 
Quantizer Extraction Entder 
------------------------------------------ 
Y* information bits 
qk Quantized info bits 
q'k Quantized decoded bits 
K Key frame 
Yk Side info bites 
'v%lyner-Ziv Decoder 
I ----------------- I I WZ; bits I 
Turbo 
Storage Decoder 
Yk 
Side info 
K Generation 
I ---- ---------- --- 
Figure 4-38: UrUdirectional Wyner-Ziv codec 
architecture 
---------------------------- 
L* Interleaver Wyner-Ziv 
Encoderl 
Parity 
Stream 
130 
4.9.2 Simulations and Results 
In order to maintain the same complexity as with [10], we have considered only two iterations 
for the turbo decoder and three iterations for the Wyner-ZIV decoder. 
Figure 4-39 presents the results for the first 100 frames of the "ýlaire "video sequence (QCIF) 
with a group of picture (GOP) length of 2. This means that all the odd frames of the sequence 
are key frames and even frames of the sequence are Wyner-ZIV frames. Results clearly show 
that there is a significant PSNR gain up to 6.5dB at a bitrate of 191 kbps and a frame rate of 15 
fps with the proposed algorithm over a Wyner-ZIV codec [10] With no feedback channel. This 
PSNR gain is achieved at the same bitrate and at the same computational complexity. 
Therefore, the proposed technique is a prornising solution for applications, where there is no 
feedback channel available. 
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4.6 Key Sub Frames for Wyner-Ziv Coding 
In this section, we evaluate another novel Wyner-Ziv architecture that splits a frame in to two 
sub frames and leaves one as a Key sub frame while encoding the other as a WZ sub frame. 
The split key sub frame is sent to the decoder by using a conventional coding scheme. At the 
decoder end, the key sub frame is used to exploit the spatial and temporal correlations using an 
intra prediction technique and temporal motion search in order to generate the side 
information for the corresponding WZ sub frame. 
4.6.1 Key Sub Frame Architecture 
This architecture is to promote the usage of spatial redundancies together with that of temporal 
in order to maximize the compression of WZ frames. Figure 4-40 illustrates the proposed 
architecture of the codec with the proposed side information generation function. In the 
encoder side, the first frame is send to the decoder using a conventional coding scheme. Then, 
all other frames are down sampled once to generate two sub frames that are known as key sub 
frames and WZ sub frames. The key sub frames consists of all the odd vertical pixel lines and 
the WZ sub frames consists of all the even vertical pixel lines, which is similar to vertical 
interlace arrangement. Then, the first key sub frame is sent to the decoder as mentioned before 
and the WZ sub frame is sent through the turbo encoder in order to generate the parity bits as 
in the conventional Wyner-Ziv codecs. By doing this, we have maintained a constant overall 
bitrate (for both Key and WZ frames) with the other above proposed techniques. At the 
decoder, pixels of the key sub frame is simply interpolated to produce a rough prediction of the 
missing pixels, which is then compared with the temporally predicted pixels in order to release 
the final side information bit stream. The temporal prediction is performed by means of 
motion estimation of the key frame with a previous frame. In the comparison, if the sum of 
absolute difference (SAD) is above the predetermined threshold, the spatial prediction is 
selected to predict the corresponding block. Otherwise, the block from the motion estimation 
itself is selected. Then, the generated side information is used in a conventional Wyner-Ziv 
encoder as usual. 
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4.6.2 Simulations and Results 
Figure 4-41 presents a performance comparison for the ' oreman " and 'ak o" video sequence. 
The obtained results are compared against the ME-C as proposed in [49] in the same test 
conditions. Results dearly show that there is a significant PSNR gain up to 2dB with the 
proposed algorithm over the technique proposed in the literature [49] for the first test 
sequences. However, it also shows that the proposed algorithm performs well at lower bitrates 
for one sequence and at higher bitrates for the other sequence that awakens a doubtfulness of 
the consistency. 
We have also performed tests with several other video sequences and observed that this 
technique does not perform consistently for all test sequences at this stage. We strongly believe 
that this is due to the fact that the proposed algorithm is still in its early ages and could be 
improved in terms of both performance and consistency with further research and 
development. 
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4.7 Summary 
In this chapter, we have proposed; 
1. A novel multiple side information generation and utilization algorithm especially for 
low-delay DVC, but with the potential of adapting in other DVC architectures as well. 
2. Two novel side information refinement techniques for both major DVC design 
architectures (with-delay and low-delay) using a sequential motion estimation and 
compensation that makes use of the previously decoded information. 
3. A technique to combine the proposed multiple side infort-nation generation algorithm 
and 3D refinement algorithm in order to maximise the performance of low-delay DVC 
(3D reft 1ý. This algorithm is implemented and tested in low-delay DVC, since it 
would be an important building block of the final DVC design of the thesis, which 
requires being a low-delay DVC codec due to the intended applications, i. e., to use in 
mobile video communication. 
In addition to the above development, two novel DVC concepts have been discussed as 
well, which could be considered as indispensable by-products of our research project. 
1. A Unidirectional DVC architecture that involves only the forward conununications 
channel by suspending the necessity of a reverse channel, which is suitable 
for the 
applications, where a reverse channel is not available. 
2. Basis of a novel Wyner-Ziv architecture that splits a frame in to two sub 
frames 
and leaves one as a Key sub frame, while encoding the other as a 
WZ sub frame. 
At the end of this chapter, we have developed the architecture know as 
'3D ref't IF, which is 
capable of outperforming the best pixel domain DVC codec 
found in the fiterature[49] by a 
significant gain of up to about 6dB in objective quality and therefore, 
it will be used as the 
foundation of the next generation of DVC codecs in the journey towards a stereoscopic 
DVC 
codec. 
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Chapter 5 
SPATIAL CORRELATION EXPLOITATION FOR KEY FRAME AND WZ FRAME 
CODING 
Wyner-Ziv video coding architecture that is an adaptation of distributed source coding concept 
is one of the most feasible DVC solutions that use the correlations inherited by a video 
sequence in order to accomplish a reasonable compression at the decoder as discussed in 
earlier chapters. As it is already shown with the simulation results in the previous chapter, a 
predicted frame at the decoder or the side information plays an important role in determining 
the compression efficiency of the codec. However, because of the basic architecture of the 
DVC codec, so far the correlation exploitation is limited to temporal correlations exploitation 
only. If a novel DVC architecture is introduced that will allow the exploitation of spatial 
correlations, while delivering all the existing services, it will be a major achievement in DVC 
due to two reasons: 
1. It will permit a DVC based intra coding scheme, in the place of which a conventional 
video coding scheme is now been used, adding a very high level of complexity to the 
encoder side. 
2. It will permit temporal and spatial correlation exploitation for WZ frames instead of 
only temporal correlation exploitation that is now been used. 
In this chapter, we propose a novel DVC architecture that exploits spatial correlations in 
addition to the temporal correlations. The main purpose of this algorithm is to code key frames 
by means of the Wyner-Ziv theorem, therefore, we call it Wyner-Ziv intra coding, and the 
coded frames are called Wyner-Ziv 1 frames (WZ-ý. 
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5.1 Wyner-Ziv Intra Coding 
As a means of assisting the side information generation at the decoder, a mechanism has been 
included to the DVC codec architecture that passes a sequence of selected original frames to 
the decoder using existing compression technique. These frames are called 'key-frames' and 
are selected from the input video sequence in a periodic pattern. This periodicity of the key 
frame selection is determined by the GOP (group of picture) length of the codec set by the 
user, similar to conventional intra coding designs. It is common to use a GOP length of two 
(2) in most cases that results every other frames to be designated as key frames. However, in 
some cases higher GOP lengths are used, which reduces the key frame frequency. Key frame 
coding uses intra-frame coding techniques, and therefore, they consume higher bitrates than 
Wyner-Ziv frames. 
Coding key frames is largely an open question that has not been addressed so far. Only very 
little has been discussed in DVC literature in relation with the key frame coding algorithms as 
well. Currently, many researchers have assumed a use of conventional intra-frame coding 
techniques such as JPEG2000, MPEG-2 or H. 264 intra coding techniques for coding key 
frames. Even in the algorithms proposed in the chapter 5, it is the case. However, these 
techniques add an unacceptable amount of computational cost to the DVC encoder that 
violates the basic principle of DVC codec design: i. e., to keep the encoder simple [10]. Even 
though several proposals have been made in the past to improve the DVC codec design as 
discussed in the second chapter, so far no one has looked in to the problem of key frame 
encoding in order to decode them without violating the basic principle of Distributed Video 
Coding. 
In this section of the chapter, we propose a novel DVC architecture in order to code key 
frames using Slepian-Wolf theorem and Wyner-Ziv coding scheme that avoids the necessity of 
an additional codec to encode key frames at the encoder. 
5.1.1 Proposed Key Frame Co&ngArchitecture 
in the proposed algorithm, key frames are encoded as independent Wyner-Ziv frames (WZ-ý 
by exploiting the spatial correlations at the decoder to reconstruct the 
frame. The schematic 
block diagram of the proposed codec is shown in Figure 5-1. At the encoder, frames selected 
to be sent as key frames are quantized with a 2' level quantizer and the 
bitplanes are extracted 
in order to form a bit stream. 
This bit stream is then segmented into smaller blocks (say the 
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length of a block is n), which are subsequently turbo coded. Since there are a large number of 
blocks, the turbo codec operates in a cyclic manner, one encoder cycle is dedicated to encode 
one block and sent to the buffer before moving to the next block. Decoder too decodes one 
block completely before moving to the next block. Therefore, in order to complete the entire 
bitstrearn the codec has to run many number of cycles, because of which we name this 
architecture as "Cyclic Coding Architecture" (CCA). lt should be noted that n is always less 
than the length of a bitplane. 
Figure 5-2 illustrates this segmentation process followed by the bitplane extraction process 
(pixels are scanned in Raster mode) in the encoder in order to convert the bitstream into a train 
of blocks. Since the bitstrearn consists of bitplanes as describes in the second chapter, each of 
these blocks corresponds to a block of pixels in the frame. However, a block consists of only 
one bit of a pixel, and there are n number of bits in a block. The first blocks of the stream of 
blocks consist of bits from the first bitplane, since n is less than the length of a bitplane. This 
scenario is illustrated in details in the figure. It should also be noted that some (only few) block 
may consists of bits from two adjacent bitplanes. Determining the block size n is noted to be a 
trade-off between the strength of the turbo coding and the efficiency of the dynamic parity 
request mechanism. Then, the parity information for each block is stored in the buffer and 
delivered to the decoder upon request. 
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Figure 5-1: Proposed DVC based Key frame coding 
architecture 
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Figure 5-2: Segmentation to blocks of n number of 
bits 
The decoder reconstructs each block of a particular bitplane using the predicted block and the 
requested parity. It is necessary to remember that the decoder operates in block by block basis 
so that it decodes one block completely, before moving to the next block, which essentially 
makes the decoder to complete one bitplane before the next bitplane due to the CCA. CCA is 
the main technique we have used in the codec implementation in order to make the decoded 
bits available for the prediction module. 
The prediction module estimates a block of the current bitplane that is to be decoded using 
partially decoded neighbouring pixels and higher order b1tPlanes of the same pixel, which have 
already been decoded. Figure 5-3 illustrates an example of available decoded blocks for the 
prediction of current block. If the current block or the block about to be decoded is the k th 
block of i' bitplane, the bitplane number 0 to i-1 is already completely decoded together with 
the block number 0 to k-1 of i' bitplane. As shown in the figure, diagonally fil-led areas are the 
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decoded areas and that information is available for the prediction module to make an 
approx ation for the current block. Furthermore, I' bitplane of the piXels i IM in the diagonally 
filled area around the block #k is already decoded and the current block of the same bitplane 
(bitplane #i) is about to be decoded. Therefore, the information in the diagonally filled area can 
be used for a prediction for the current block. 
Bitplane #1 Bitplane #2 
Fý Decoded blocks 
F-I Un-Decoded blocks 
Current block (block # k) 
Figure 5-3: An example of available decoded blocks 
for the prediction module 
Bitplane #i 
Since a block of a bitplane contains only a single bit from each pixel, the proposed prediction 
algorithm estimates the required yet undecoded bit 
for each pixel. Therefore, the proposed 
prediction technique essentially operates In bit-by-bit 
basis. Neighbouring pixels used in 
predicting a given pixel, X, have been depicted in the 
Figure 5-4. Structure shown in Figure 5-4 
(a) is used, when the left pixel of X has already 
been decoded, otherwise, structure shown in 
Figure 5-4 (b) is used. 
Block #k 
140 
(a) (b) 
Figure 5-4: Neighbouring pixels used to predict the 
pixel X 
Let a, b, c..., b and x be the value of each pixel denoted by their capital letter in Figure 5-4, 
which are reconstructed according to Equation 5-1 and 5-2. 
xa, b, c..., hI 5-1 
7 
2J bitj(111, A2) ie fO, 1,2..., 61 
VpES 
5-2 
i=7 
where 
bitj('ýl 
9 
ý2) represents the i 
th bitplane (current bitplane) as shown in Figure 5-5, 
represents the spatial location of the piXel that has a valuep. 
MSIB 
IIIIIII 
LSB 
27 2i 20 
Figure 5-5: Structure of a given plXel 
Let (a', Y, c' ... ' 
h') denote the bit of the current bitplane of pixels represented by their 
capital letter in Figure 5-4. Then the bit to be predicted, xp,, b estimated as follows: 
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median(a', Y, c') 
max(a', V) 
max(b', cl) Xpred 
max(a', cl) 
qv 
x=a=b=c 
x =a= b#c 
xbc: p-- a 
xac:? 4- b 
else if xq 
else 
where q E=- ýa, b, c ..., hI and q' E=- fa', b', c' ..., hj 
5-3 
The framework of the proposed WZ-1 encoder is similar to the already available Wyner-Ziv 
DVC inter frame encoders and hence, this approach will not incur any additional encoder 
complexity to the existing DVC codecs. 
5. L2 Simulations and Results 
Similar to the previous simulations discussed in this thesis, we have considered several video 
sequences available in the public domain for the performance comparison. Here, we present 
the simulation results for first 30 frames of ' oreman". g ard "ca0bone" "news" and "coast u 
sequences with the spatial resolution of 176x144 at 15fps. For all simulations, we used a group 
of picture (GOP) length of 1 and a frame rate of 15fps. The bitrate shown in the plot is the 
total bitrate (for all Y, U and V signals), whereas the PSNR shown is only for Y signal of a 
given sequence. All other test conditions are similar to Table 4-1. Since JPEG2000 
demonstrates comparable performance to H. 264 (profile: main, v10.1) [59], [60] MPEG-2 and 
H. 264 intra coding schemes are used to compare the results with the proposed technique. 
Results illustrated in Figure 5-6 show that the proposed technique can acl-ýeve up to 5dB 
objective quality gain over MPEG-2 at higher bitrates. This is a very significant performance, 
when the encoder complexity is taken into account. When compared to the MPEG-2 encoder, 
complexity of the proposed technique is negligible. H. 264 intra coding provides the highest 
PSNR. But, the H-264 intra frame encoder is highly computationally expensive. Furthermore, 
the proposed technique is naturally robust against transmission errors, since it is an inherited 
property in distributed coding [10] and therefore, it can be used for joint source-channel coding 
to better utilize the much needed bandwidth of the channel compared to the mainstream 
coding schemes. However, still at low bitrates the performance of the proposed intra coding 
technique is less in terms of objective quality compared to both schemes, since in DVC the 
bitrate is controlled by pixel domain quantization to minimize the computational complexity at 
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the encoder [101. Nevertheless, it is clear that the proposed technique is a practical solution to 
transtrut the key frames to achieve the benefits of the DVC concept by considering the low 
encoder complexity, which is the main driving force of DVC. 
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The results of the above simulation draw our attention to the spatial correlation exploitation 
that indeed adds value to DVC; therefore, in the next section, we will present the outcome of 
our 'spatial correlation exploitation in Wyner-Zlv frames' investigation. 
5.2 Spatial Correlation Exploitation for WZ Frames 
In this algorithm, our main intention is to develop a Wyner-Ziv codec that uses spatial 
correlations of the WZ frames in order to enhance the accuracy of the side information. Even 
though this technique can be used in both with-delay and without-delay Wyner-Ziv 
architectures, we will discuss the application in low-delay architecture, where it is not necessary 
to buffer any future frames. This is due to the fact that our main objective is to contribute 
towards the low-delay Wyner-Ziv codec. Therefore, we will only use past frames to predict the 
current frame, but in addition, we can use the spatial correlations of the partially decoded pixels 
of the current frame. Since this algorithm uses spatial redundancies in addition to that of 
temporal, theoretically, it is expected to yield better compression efficiency. 
. 5.2.1 Proposed Tempond and Spadal Correlation Exploitation and Vt&zadon 
Algo. ddim 
The architecture of the proposed DVC encoder is similar to a conventional DVC encoder, 
where frames selected to be coded as Wyner-Ziv frames are quantized with a 2m level quantizer 
and the bitplanes are extracted. The resultant bitstrearn is then segmented into smaller blocks, 
which are subsequently encoded using the turbo encoder similar to WZ-I coding structure. 
Then, the systematic bits are discarded and parity information is stored in the buffer. At the 
decoder, parity is dynamically requested from the encoder based on a predetermined bit error 
rate. 
The proposed scheme uses three side information streams, two of which are generated using 
motion extrapolation and compensation (ME-C) as in 2-SI and the third side information 
stream is generated by means of the WZ-I prediction algorithm that is also incorporated in the 
codec in order to code key frames as WZ-I frames. In addition to that, it also uses 3D 
Refinement II as discussed in the section 4.3, which comes to life and replaces the first two 
side information streams with its own streams, after completely decoding the first bitplane. 
Since now the decoder has to handle three side information streams, the computational cost of 
the decoder is increased, However, we have limited the constrain length to 4, whereas [49] and 
[58] use a turbo encoder with a constraint length of 5 in all our implementations and that 
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makes the proposed implementation less computationally expensive compared to the above 
referred codecs. 
Figure 5-7 illustrates the active functional elements of the codec for decoding the first bitplane, 
as shown, ME-C 1 and ME-C 2 generate two side information streams that are predicted by 
motion extrapolating the previous two closest key frames and immediate key frame and the 
closest Wyner-Ziv frame. This prediction and decision criteria are similar to 2-SI as discussed 
in the section 4.1. The third side information stream for the first bitplane is generated by means 
of spatial prediction and in the figure this module is shown as SP. It should be noted that this 
algorithm is also implemented under segmentation and CCA (cyclic coding architecture) similar 
to WZ-1 coding scheme as discussed in the previous section. Therefore, even In the first 
bitplane, after decoding at least one block, information is available for the spatial prediction 
module to make a prediction to be used as side information for the next decoding cycle. Similar 
to other parallel DVC research, we assume that the decoder is capable of determining the error 
probability of the decoded block [10], [49], [58]. Based on the error probability, the turbo 
decoder decides which side information stream should be used for decoding a given block. 
Since the turbo decoder operates in multiple cycles depending on the length of the bitstream, it 
decodes one block of the bitstream independent of the other blocks. It is advisable to refer to 
the WZ-1 coding scheme for more details. 
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Figure 5-8 illustrates the active functional elements of the codec for decoding the higher order 
bitplane i. e., the bitplanes from the second bitplane onwards. As shown in the figure ME-C 1 
and ME-C 2 are now inactive but 3D Refinement 11 has become active that undertakes the side 
information processing. This arrangement also uses three side information streams, first is the 
output of the 3D refinement, and the second is the composite side information stream from 
the 2-SI as discussed under 3D Refinement 11. The third side information stream is again the 
output of SP module. In this stage, SP module receives more information, since the first 
bitplane is already decoded and therefore, it tends to perform even better. 
-------------------------------------------------- Bitplanes 
21k' level CN Bitplane Turbo 
Quantizer 
ý 
Eiitraction 
ýý 
Encoder 
-------------------------- 
I 
YA SP 
Y T'l, 
P- 
bits 
--- ---- -------- 
qk 
Buffer 
Turbo 
---p Buffer Decoder 
I 
it t- ---F ---------------------------------- Reqi; 
bits 
--- -- --- -------- 
Yu k 
3D Reft IH 
--------------------- 
Reconstruct 1 
-ion 
----------- -------- 
SP Spatial Prediction 
Yk Information bits 
Quantized info bits 
Quantized decoded bits 
ýC,, Decoded WZ bits 
K, Decoded WZ-I frame 
Y], Y'j, Output streams of 3D Refinement II 
Y. 3, Spatially predicted Side info stream 
Decoded Picture Buffer 
WZ-I Frame sT 
Figure 5-8: Functional elements of the algorithm 
for higher order bitplane coding 
As usual, due to the errors naturally present in the side information, the turbo 
decoder requests 
parity bits from the encoder for the selected side information stream of the current 
block of 
the bitstream until it receives enough parity bits to decode the original systematic 
bits at a 
predetermined error probability (10-). This procedure is carried out 
for all the blocks of the 
bitstrearn. Finally, when the bitstream is completely decoded, reconstruction process is applied. 
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5.22 Simulations and Results 
The proposed DVC codec is tested for 'Yoreman", "car phone ", "news " and "claire " Video sequences 
with the spatial resolution of 176x144 similar to the previous simulations and results are 
illustrated in Figure 5-9 With that of the previously discussed techniques in order to 
demonstrate the DVC evolution. The results are averaged over first 100 frames of the 
sequences. The bitrate is varied by independently controlling the granularity of the quantizer as 
in the previous sections. A frame rate of 15 fps is used with a GOP of 2 and the results are 
shown for the Wyner-Ziv frames only. The bitrate and the PSNR shown in the plot are only 
for Y signal of the sequence and other test conditions are similar to Table 4-1. Results of the 
proposed technique in [49] together with that for H. 264 P frames are also included for the 
graph of the first test sequence. 
It is evident from the illustrated results that the proposed enhancement has resulted in a 
significant reduction of bitrate compared to the other technique and the bitrate saving can be 
seen in the plot as a horizontal left-ward shift of the curve again. This shift is due to the 
phenomenon known as 'horizontal shift' as discussed in the section 4.3.3. The bitrate reduction 
is up to about 40% in some cases as it can be seen in the figures. 
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5.3 Summary 
In this chapter, we have proposed a significant achievement for DVC; a novel concept for 
encoding key frames. Simulation results show that the proposed technique is a feasible solution 
for the unanswered question of key frame coding. Since the proposed intra coding technique 
shares the same functions as the DVC inter-frame coding, implementation of the key frame 
encoder will not add any additional cost to the system. The rate-distortion performance of 
WZ-1 codec can be considered as similar to MPEG-2 intra coding on average, however, WZ-I 
coding is still inferior to MPEG-2 coding at low bitrates, but it performs well ahead at high 
bitrates. 
In the second section of the chapter, we have developed a Wyner-Ziv codec that uses spatial 
correlations exploitation for WZ frames in order to enhance the accuracy of the side 
information in addition to the 3D reft 11 proposed in the last chapter. This algorithm is 
developed on a low-delay DVC architecture, where it is not necessary to buffer any future 
frames. The experimental results clearly show the effectiveness of the spatial correlation 
exploitation. Furthermore, the results show that the proposed codec can achieve an objective 
quality gain up to 7dB. Also, the results demonstrate that the codec performs consistently 
across all the test sequences. 
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Chapter 6 
EXTENDING DVC FOR STEREOSCOPIC VIDEO CODING AND CHANNEL 
TESTING 
Even with the high-end entertaining consumer applications such as digital TV, DVD, digital 
video cameras etc, it is humanly reasonable to dream of even more advanced imaging/video 
systems that are capable of reproducing more realistic and natural scenes as we see and 
experience in the real world. Current trends in consumer technology suggest that future digital 
video decoders will probably contain a computer with processing power exceeding that of 
today's high-end workstations. This processing power, coupled with the increasing available 
3D rendering hardware, it is reasonable to expect the digital video decoders in 2010 to be 
capable of delivering fiall 3D digital video. Therefore, the consumer industry must be prepared 
with new technologies for this evolution from 2D to 3D video applications. 
Owing to the simplicity of the encoder, we have already identified DVC as a main 
technological contributor to the monoscopic video evolution in this thesis. Not only in 
monoscopic video coding applications, but also in stereoscopic applications, the simplicity of 
the stereoscopic encoder is vitaL Therefore, if DVC is extended for stereoscopic video coding 
applications, the stereoscopic DVC encoder would hold a major advantage compared to the 
conventional stereoscopic video codecs, which is its computational simplicity. Also, the 
encoder simplicity would inevitably make stereoscopic DVC, one of the most economical 
encoders that can be used for many applications such as stereoscopic mobile video 
communication that delivers 3D visual perception as the next generation of monoscopic 
mobile telephony as discussed in early chapters. 
Therefore, in this chapter we have extended our latest monoscopic DVC codec to a 
stereoscopic video codec that is capable of exploiting the disparity correlations in addition to 
the spatial and temporal redundancies of the interested video sequences. We believe this 
Stereoscopic DVC (SDVC) concept may be one of the major contributors to the 3D video 
revolution in the near future. 
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6.1 Stereoscopic DVC Codec Architecture 
The proposed stereoscopic codec is an extension of monoscopic Wyner-Ziv video codec and it 
has been added with capability of handling both main and auxiliary streams simultaneously by 
means of sharing the functional elements in order to minimize the computational expenses. In 
addition to the conventional functional element of a DVC codec, this architecture consists of 
few more functional blocks for the purpose of handling two input Video sequences and 
disparity exploitation. Figure 6-1 illustrates a simplified block diagram of the proposed 
stereoscopic DVC codec. 
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Figure 6-1: Proposed Stereoscopic DVC codec 
6. L1 Encoder 
The information flow thought the implemented functional elements of the proposed encoder 
is illustrated in the left hand side of the Figure 6-1, in contrast with a conventional DVC 
encoder; we have added a multiplexer for the input sequence preparation. It should be clear 
that similar to the monoscopic DVC encoders, the stereoscopic encoding process of each 
frame in each stream is independent from the other frames. This is mainly due to the fact that 
independent encoding is one of the inherited properties of DVC. 
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Multiplexing is a simple process, which is carried out as a means of input sequence preparation 
for the stereoscopic coding architecture so that it utilizes the same monoscopic functional 
element without major structural modifications. The objective of tl-ýs operation is simply to 
convert both the main and the auxiliary Video sequences in to a single sequence. As shown in 
the Figure 6-2 (a), this functional element reads both the 'main' (left) and 'auxiliary' (right) 
streams dynamically and passes to the quantizer as a reordered single stream. Furthermore, the 
first frame of the multiplexed stream is the first frame of the left sequence and the second 
frame is the first frame of the right stream. In other words, odd frames of the multiplexed 
sequence represent left sequence and even frames represent the right sequence as illustrated in 
Figure 6-2 (b). It should be noted that this process is similar to the multiplexer discussed in the 
H. 264 based stereoscopic codec. 
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Figure 6-2: Multiplexing for SDVC 
The codec uses a group of picture (GOP) length of 2; i. e., alternate 
frames of the input 
sequences (not the multiplexed sequence) are 
key-frames and Wyner-ZIv frames as shown in 
the Figure 6-2 (b). Odd numbered frames of the sequence are 
designated as key frames and 
coded as WZ-1 frames as 
discussed in earlier chapters, whereas the even numbered frames are 
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coded as Wyner-Ziv frames. The proposed SDVC encoder uses the common pixel domain 
DVC structure as its basis similar to the other encoders discussed in chapter 4 and 5. 
The selected Wyner-Ziv frames from the multiplexed sequence (see Figure 6-2 (b)) follow a 
similar encoding process to a conventional Wyner-Ziv encoder, where they are initially passed 
through the 2"' level quantizer, while the level M is an independently controlled parameter 
based on the expected quality of output and the bitrate requirements. This pixel domain 
quantization is used as the primary mechanism for varying the bitrate of the codec as in other 
DVC designs discussed in this thesis. The next stage is the Slepian-Wolf based encoder, wl-iich 
is integrated with the bitplane extractor and then the turbo encoder. It should be noted that 
each rate 1/2component encoder of our implementation has a constraint length of 4. However, 
as a major difference to the conventional Slepian-Wolf based encoder, in this architecture the 
extracted bit stream is partitioned into smaller blocks, which are subsequently sent to the turbo 
encoder, since this architecture is also designed based on the CCA concept (Cyclic Coding 
Arcl-iitecture), which is discussed in details in the section 5.1.1. Then the parity bit sequence 
generated for each block of the bitstream is stored in the parity buffer and the systematic bits 
are discarded. The parity bits are placed on the channel for transmission to the receiver upon 
the requests from the decoder, received over the reverse feedback channel. 
6. L2 Decoder 
The block diagram of the proposed stereoscopic DVC decoder integrated with the disparity 
exploitation and side information generation blocks are shown in the right hand side of the 
Figure 6-1. The decoder handles both video sequences in a single core of the architecture. 
Based on the picture order count (POC), decoder clearly distinguishes the frames of main 
sequence from that of the auxiliary stream even though the two streams are multiplexed. 
Depending on whether a particular frame belongs to main stream or auxiliary stream, decoder 
activates and deactivates the relevant functional elements allowing most of the modules to be 
shared for the processing of both streams. 
The major technical addition of the DVC decoder discussed in this section is the disparity 
estimation and compensation functions, output of which is utilized as one side information 
streams of the three (3) streams that is used in the decoding process. 11-le other two side 
information streams are generated by means of spatial prediction and 3D refinement II as 
discussed in the section 5.2.1. It should be noted that the disparity exploitation module is active 
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only when the current frame of the decoder belongs to the auxiliary stream and if it belongs to 
the main stream the decoder will use only the outputs of spatial prediction and 3D refinement 
11 in the decoding process. This will allow the decoder to decode the main stream, even if the 
auxiliary stream is unavailable. 
6.1.2.1 Dispario Esfimation and CoiVensafion 
In general, disparity estimation is performed by means of a motion search, which is carried out 
for each macroblock of the interested frame of the auxiliary stream with respect to the 
corresponding frame in the main stream. This is similar to a general motion search, but in most 
cases disparity search is carried out only in a rectangular search area, whereas in a motion 
search, it is done in a square shaped area in the reference frame. This is due to the assumption 
that disparity vectors are more likely to be inclined towards the horizontal axis as discussed in 
the second chapter. Figure 6-3 illustrates the search range of disparity vector for an interested 
macroblock in the reference frame. 
Search range in the 
corresponding frame 
terested Macroblock 
Figure 6-3: Disparity search area in the reference 
frame 
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Main Stream 
Auxihary Stream 
However, in any DVC architecture, information of the "interested macroblock" as shown in 
the above figure is not available in the decoder, since it is still to be decoded. 'Iberefore, a 
traditional disparity estimation algorithm is unable to serve the purpose and a new approach 
has to be introduced. As a result, we have proposed a novel disparity extrapolation algorithm 
for the purpose of generating the required disparity vectors. 
When the current frame of the decoder belongs to the auxiliary stream, the decoder activates 
tl-ýs module, which reads the decoded picture buffer in order to acquire the information as 
shown in the Figure 6-4, i. e., 
i. the previous frame of the same stream (auxiliary stream), A,, -, 
ii. corresponding paraUel frame to the current frame in the main stream, M,, , which is 
already decoded. 
a Previous frame of the main stream to the M., Mj 
As shown in the Figure 6-4, previous auxiliary frames A,, -,, 
is disparity estimated with respect to 
the corresponding frame K-, of the main stream and disparity vectors V are derived. Then 
those disparity vectors are duplicated for the frame M,, of the main stream, (which is already 
decoded) M order to generate an approximation to the current frame An, which is to be 
decoded. 
This approach uses the assumption that: 
VI-], 
' = VI'm 6-1 
where V, is the disparity vector of the m'h macroblock in nth frame of the auxiliary stream 
with respect to the corresponding frame in the main stream and Vn-,, is the 
disparity vector of 
the mhmacroblock in frame number n-1 (previous frame) of the auxiliary stream with respect 
to its corresponding frame in the main stream. 
Furthermore, this process is carried out dynamically so that the algorithm does not need to 
buffer disparity vectors estimated for the frame A,, -, 
in order to use for A,,,, M other words, the 
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algonthm. estimates a disparity vector for one macroblock of An-, and uses in the prediction of 
Anwithout any delay and then moves to next macroblock. 
V- Disparity vectors from M,, 
-, to 
A,, 
-, 
Main, ' 
ý-ýýDuphcating 
V 
to generate an 
approximation 
to A,, 
A,, 
-, Auxihary Stream 
Figure 6-4: Proposed disparity extrapolation 
mechanism 
Since the ultimate objective of the algorithm is to generate an approximation to the current 
frame A, the process is initiated with the prediction of the first macroblock of A, Once the 
prediction of the first macroblock is completed, the algorithm repeats for the next macroblock. 
Figure 6-5 to Figure 6-7 illustrate this disparity estimation and compensation process of the MIh 
macroblock of A,, in details with the aid of breaking the algorithm down into three major steps. 
Step 1: First step of the disparity estimation algorithm is to identify the search range in the 
previous frame of the main stream. Since the interested macroblock in A,, is known, the 
corresponding macroblock in the previous frame A,, -, is 
located and hence, that of the frame 
M. 
-j, 
Due to the fact that it is disparity estimation, a rectanoar search range is marked in the 
frameMn-I as shown in the Figure 6-5. 
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...................... 
A,, 
range in the corresponding previous frame 
Main Stream M,, 
-, 
Auxilia 
M 
A 
terested Macroblock 
-I th macroblock of the 
ame) 
Corresponding Macroblock in the previous frame 
(mý" macroblock of the frame A,, -, 
) 
Figure 6-5: Step 1- Selecting the search range in 
the previous frame of the 'main' stream 
Step 2: Then a macroblock in the frame NL-1 located within the search range selected in the 
step 1, is selected so that it yields the minimum value of the cost function, which is know as the 
"Best Match". The cost function used is the sum of absolute difference (SAD) between the M, h 
macroblock of the frame A,, and any macroblock in the search range of M, 1-1. 
SAD function of 
a given macroblock can be represented as in the equation 6-2. 
k1 
SAD, -=I 
L lxi, 
j - yi, j 
i=o j=o 
6-2 
where SAD,.,, o - 
SAD of the macroblock number m in the frame A, -, with respect to 
the d' 
reference macroblock in the search range, xj, - value of the pixel at the location 1 andj* of a 
reference macroblock in Mn-1, _y,,, - value of 
the pixel at the location i and j of the m' 
macroblock of A,, -, and, 
k and 1- dimensions of a macroblock. 
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The disparity vector is the displacement from the centre of m' macroblock to the centre of the 
best match of the frame M,, -, 
(these two macroblocks are located in the same frame). Since the 
vector from the centre to the centre is equal to that from the comer to the comer, the latter is 
illustrated in the Figure 6-6. 
Disparity vector 
Main'. ý Mn 
F-I 
A 
Auxili-, 
Best match to the corresponding 
Macroblock in the previous frame A,, -, qowest SAD) 
Figure 6-6: Step 2- Calculating the disparity vector 
Step3: Then, as shown in the Figure 6-7, that disparity vector is duplicated in the frame M,, in 
order to locate the possible best match, for the m" macroblock in the current frame Anbased 
on the above assumption. Then, this possible best match that is located in M,, is directly used as 
the prediction of the m' macroblock of the current frame. 
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Dispanty vector 
Main Stream M,, 
-, 
F-I 
A,, 
-, Auxibary Stream 
Figure 6-7: Step 3- Selecting the predicted 
Macroblock based on the disparity vector 
-cted Macroblock in 
corresponding frame 
he 'main' stream 
Above three steps are repeated from the first macroblock to the last macroblock of the current 
frame, at the end of which a complete prediction for the current frame is generated, which is 
used as one of the side information strearns for the decoding process. 
6L3 Simulations and Results 
In this simulation, we have assumed that the left image is the main image and the right image is 
the auxiliary image. Figure 6-8 illustrates the simulation results for the "booksale" and "tromed" 
video sequences With the spatial resolution of 64Ox240. The results are averaged over first 20 
frames of the sequences for the comparison purposes. The bitrate is vaned by independently 
controlling the granularity of the quantizer. Frame rate of each sequence is set to 15 fps With a 
GOP length of 2, and the results are shown in the figure for the Wyner-Ziv frames only. PSNR 
is calculated and shown only for the luminance component of the frames, whereas the bitrate is 
for all three colour components (Y, U and V). All the other test conditions are similar to Table 
4-1. The performance of the proposed codec for WZ frames of the auxiliary stream have been 
compared with the results for P frames of NfPEG-2 based [22] and ZTE [24] based benchmark 
stereoscopic codecs. Also the results for the auxiliary stream of the H. 264 based stereoscopic 
video codec that had been discussed in the third chapter, have been added to the comparison. 
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It can bee seen in the illustrated results that the proposed stereoscopic distributed video coding 
architecture perfonns better than ZTE based stereoscopic video codec. Furthermore, the 
proposed codec maintains a gain of about 2dB over the ZTE codec across almost all the 
bitrates for the first test sequence and it maintains over a ldB gain for the second test sequence 
("cmwd" stereoscopic Video sequence) as well. We have observed similar results for the main 
stream as well. 
However, it is evident that the proposed DVC codec is still unable to reach perfonnance of the 
H. 264 codec, which is at a far higher point of its development over generations. Nevertheless, 
an insight to the DVC evolution suggests a higher growth rate of DVC performance than 
compared to the other video coding schemes, which will result in reduction of the rate- 
distortion performance gap between the DVC codecs and the H. 264 video coding standard. 
43 
41 
I 
ýStereosscopic 
H264 
39 mZse --. *-Pmposed 
Ste 
ZTE 
I --- ---a... MPEG-2 
p 
37 
'0 
cý 35 
Z 
U) 0- 
33 - 
31 :: 
............ 
29 
Ar, ....... 
27 
700 900 1100 1300 1500 1700 
bitrate (kbps) 
(a): Performance comparison for the "booksale "sequence 
162 
39 - 
37 
35 
X 33 
z 
U) 
CL 
31 
Ar 
Stereoscopic H264 
29 --*. -Proposed 
ZTE 
... MPEG-2 
27 
11 
700 900 1100 1300 1500 1700 1900 
bitrate (kbps) 
(b): Performance comparison for the "crowd" sequence 
Figure 6-8: Performance evaluation of SDVC 
algonthm 
At the end of tl-ýs section, we have completed the development of our second stereoscopic 
video codec, which is the principal development of this thesis. We consider it as the principal 
development due to the amount of research work we have carried out towards it. Since, it has 
earned its place in the comparison chart; in the next section we will investigate its performance 
together with that of the H. 264 based stereoscopic codec in an error prone environment. 
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6.2 Wireless Mobile Channel Simulation 
In this section of the thesis, we simulate the above proposed stereoscopic DVC codec and the 
H. 264 based stereoscopic codec that had been discussed in the third chapter, over a wireless 
mobile channel. The channel employed for this simulation is a generic W-CDMA (Wideband 
Code Division Multiple Access) channel, which is a type of 3G cellular network. More details 
about W-CDMA channels could be found at the Appendix E and the channel parameters set 
for the simulation given in the Table 6-1. 
Table 6-1: Parameters of the W-CDMA channel 
Channel model W-CDMA uplink and downlink 
channels 
(slowly-varying frequency- 
selective fading channel) 
Modulation QPSK 
Chip rate 3.84 Mchip/s 
Spreading factor 32 
Spreading 
nce 
OVSF sequences 
Carrier frequency 12 GHz 
Doppler velocity 1 100 km/h 
In our simulation, a slow fading condition is considered and therefore, the fading coefficients 
are assumed to be constant through out the symbol duration. At the receiver end, a typical W- 
CDMA Rake receiver is employed in order to combine the energy dispersed over multiple 
paths. Then, the QPSK demodulator releases the soft channel output for the parity bit stream 
that is to be forwarded to the turbo decoder for processing with the aid of side information. 
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6.21 Simulations and Results 
The performance of the proposed H. 264 based stereoscopic video codec in the third chapter 
and SDVC codec proposed in the section 6.1 is evaluated for the above wireless channel 
scenario for "booksale" and "mwd" stereoscopic YUV test video sequence with the spatial 
resolution 640x240. The frame pattern used for H. 264 is I- P- 1- P with the error concealment 
deactivated and the I frames are not transmitted over the error prone channel, where as for 
SDVC, the frame pattern used is WZ-1 - WZ - WZ-1 - WZ (GOP=2) and the WZ-1 frames 
do not experience the channel noise. Similar to the other simulations previously discussed in 
this thesis, the bitrate is varied by independently controlling the granularity of the quantizer for 
both WZ (Wyner-Ziv) and P (H. 264) frames while a frame rate of 15 fps is maintained for 
both codecs. The left image sequence is assumed to be the main stream, whereas the right 
stream is the auxiliary stream. 
The signal to noise ratio (SNR) of the transmission channel, experienced by the WZ and P 
frames has been varied in the range 16-24 dB and the results for the luminance component 
are shown for both codecs (higher SNR levels had to be used due to the poor performance of 
H. 264). The channel conditions are kept identical and no channel coding has been employed 
for both codecs so that a reasonable rate-distortion performance and an error resilience 
analysis of the two codecs could be performed. 
For H. 264 packet size is fixed to be equal to a fixed number of macroblocks (packet length 
varies with the quantization parameter) and the effective BER is considered for SNR 
calculation, but not the packet loss for a particular BER. Furthermore, a packet is lost even for 
a single erroneous bit (as a result of a particular BER), which leads to a loss of a number of bits 
that is equal to the packet length allowing the effective BER is much higher. Therefore, in this 
simulation, BER is considered instead of packet loss for different SNR levels. On the other 
hand, for SDVC, packetization is not considered due to the implementation difficulties that 
arise at this stage with the feedback channel (we strongly recommend 
future work in this area) 
and therefore, BER (effective BER used for H. 264) is directly introduced to the parity 
bit 
stream. 
Figure 6-9 illustrates the results for the WZ frames P and frames of the auxiliary stream for 
both codecs and the effect of the variations of picture quality of the 
key frames and I frames is 
not considered in this 
discussion. As illustrated in the figure, both codecs demonstrate 
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remarkable results for the tested SNR levels, i. e., 16,20 and 24dB. On average, both codecs 
demonstrate comparable results, yet, the performance of SDVC is very stable against the 
channel noise compared to stereoscopic H. 264 
Furthermore, when the channel SNR level decreases, the PSNR of H. 264 decreases 
dramatically for a given bitrate, whereas SDVC demonstrate only a slight decrease in the 
objective quality. This is due to the fact that, high SNR levels add lower errors quantities to the 
transmitted bit stream, resulting lower bit error rates and vice versa. However, SDVC manages 
to keep small gaps as SNR decreases, suggesting that SDVC is more robust against the channel 
noise. On the other hand, H. 264 codec maintains superior results at most bitrate settings, but 
only for high channel SNR levels. Even for the SNR level 20, PSNR of H. 264 tends to reduce 
at the highest bitrate setting. And also, for the tested sequences, stereoscopic H. 264 
demonstrates different rate-distortion patterns. Moreover, for the first sequence PSNR appears 
to be increasing initially, but dramatically falls at the highest bitrate point, whereas for the 
second sequence, PSNR drops initially but begins to gradually increase. This behaviour 
suggests that the performance of H. 264 (with no error concealment) under error prone 
environments is susceptible to the source statistics in addition to the channel noise. 
Therefore, it is clear that an H. 264 coded bit stream is very susceptible for channel noise levels, 
whereas SDVC demonstrates more robustness in error prone environments. 
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6.3 Summary 
In this chapter, a complete stereoscopic distributed video codec with a disparity estimation and 
compensation algorithm is presented. The performance of the proposed solution is analyzed 
for two test stereoscopic video sequences; "booksale" and "crowd", and the test results are 
compared with available stereoscopic video coding techniques. The results demonstrate that 
the proposed SDVC algorithm outperforms MPEG-2 and ZTE techniques by up to about 
3dB and 2dB in terms of objective quality gains, respectively. This is a very significant 
achievement considering the lower encoder complexity in the proposed technique compared to 
the other approaches considered. 
In the next section of this chapter, we have performed a W-CDMA channel simulation for the 
proposed SDVC codec and H. 264 based stereoscopic codec that had been proposed in the 
third chapter. The simulation results illustrated very important results for both coding 
techniques. For most bitrates H. 264 performs better compared to SDVC if the channel noise is 
low, suggesting that an H. 264 coded bit stream is more vulnerable to higher channel noise 
levels. SDVC, on the other hand, demonstrated remarkablýe robustness to the tested error 
prone environment. Therefore, it is concluded that SDVC is a more suitable solution for 
stereoscopic mobile applications. 
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Chapter 7 
CONCLUSIONS 
The scope of thesis is to design and propose a video coding scheme for stereoscopic video 
transnussion over wireless mobile channels. Therefore, the development of an efficlent 
compression scheme for stereoscopic video is the main aspect of the research. As a result, this 
thesis contributes three major video coding designs, namely; 
1. Design of an H. 264 based stereoscopic video codec that used disparity and worldline 
correlation as well as an opdn-ýised disparity/motion vector prediction, 
2. Design of a pixel domain monoscopic DVC architecture with spatial correlation 
exploitation, advance side information refinement and key frame coding, 
I Design of a stereoscopic DVC codec with disparity extrapolation. 
7.1 H. 264 Based Stereoscopic Video Coding 
In the third chapter, tl-ýs thesis proposes a stereoscopic video coding technique based on 
H. 264 standard that was originally designed for monoscopic video coding. The proposed codec 
exploits disparity and worldline correlations in addition to the spatial and temporal correlations 
in order to maximise the compression efficiency for stereoscopic video sequences. The 
simulation results have also been provided with a comparison to the available stereoscopic 
codecs in the public domain in order to confirm the compression efficiency. According to the 
provided graphs, the proposed codec outperforms the results of the codecs based on MPEG-2 
and ZTE as well as simulcast H. 264. 
The thesis also proposed a novel motion and disparity vector prediction algorithm for the 
above H. 264 based stereoscopic video codec. The simulation results proved that this 
modification improves the above results up to about 1 dB yielding a complete H. 264 based 
stereoscopic video codec that performs comparable with the later developed MVC scheme. 
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7.2 Designed Monoscopic DVC Architecture 
As a result of consistent research work, this thesis also proposes a novel pixel domain DVC 
architecture that consist of four major technical additions, 
A multiple side information stream handling mechanism for the Wyner-Ziv decoder in 
order to minimize the parity bit requirement for the Wyner-Ziv decoding process 
resulting, a higher compression efficiency. 
2. A spatial correlation exploitation mechanism for Wyner-Ziv coding that exploits the 
correlations between the neighbouring ixels of the WZ frames in order to generate a C, p 
side information stream that is used by the above mechanism. 
3. A side information refinement algorithm, which utilizes sequential motion 
compensation that uses luminance and chrominance information for continues side 
information upgrading in order to maximise the accuracy of side information. 
4. A key frame coding architecture that suspends the requirement of a secondary coding 
scheme for handling key frames. 
The experimental results clearly show that these technical additions can achieve a gain of up to 
7dB in term of objective quality for Wyner-Ziv frames. On the other hand, the simulation 
results for Wyner-Ziv based key frame coding, which is know as WZ-1 coding, demonstrates 
an objective quality gain of up to 5dB over MPEG-2 at higher bitrates. Even though, WZ-I 
does not perform above MPEG-2 at lower bitrates, it eliminates the requirement of a 
secondary coding scheme in DVC, yielding a complete monoscopic pixel domain DVC codec 
for both Wyner-Ziv and WZ-1 frame coding. 
7.3 Stereoscopic DVC Codec with Disparity Extrapolation 
Thirdly, this thesis proposes its final development, which is a stereoscopic DVC codec that 
consists of a novel disparity extrapolation algorithm. The proposed stereoscopic DVC codec: 
utilizes the advance compression techniques summarized above, in addition to the 
disparity 
exploitation. The simulation results show that the proposed algorithm outperforms 
MPEG-2 
and ZTE based codecs by significant margins of up to 3dB and 2dB respectively, 
in terms of 
objective quality. Therefore, it is concluded that the proposed stereoscopic 
DVC codec has 
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achieved an indisputable place in stereoscopic research and thus, should be tested for the 
stabiEty in error prone environment. 
As a result, this thesis also presents a W-CDNIA channel simulation with the results for the 
proposed SDVC codec as well as the proposed H. 264 based stereoscopic codec. The channel 
simulation comparison chart demonstrates interesting results for both stereoscopic coding 
schemes proposed in this thesis. In summary, H. 264 performs better compared to SDVC at 
most of the bitrates, but it is very susceptible to channel noise when carried over an error 
prone environment, whereas SDVC demonstrates robust characteristics against the channel 
noise. 
Finally, we conclude that the stereoscopic DVC is more suitable for mobile applications due to 
its robustness to the channel noise and therefore the development of 'Stereoscopic Video 
Coding for Mobile Applications'is fulfilled. 
7.4 Suggested Future Work 
With the research experience we have gained during this project, there are several areas we 
would like to recommend for future research. 
1. One of the major drawbacks in many coding schemes that hinder the application in 
mobile communication is the coding complexity. In conventional schemes, encoder is 
complex, whereas in DVC, the complex entity is the decoder. Therefore, a hybrid 
coding architecture that implements a DVC encoder with a conventional 
decoder 
(MPEG or H. 264) in the mobile handset, while more complicated DVC decoder and 
conventional encoder are installed in the radio base station (RBS) could 
be researched. 
This research would inevitably involve transcoding as a major hurdle, making 
it another 
broad research project. 
2. In DVC, the decoder assumes that all parity bits are not corrupted over the 
transmission channel. But in a practical situation, they are corrupted and therefore, the 
channel noise must be taken in to account in the 
designing task of turbo decoder. Since 
it involves major research aspects such as modifications to the MAP algonthm, 
statistical modelling of the error distribution and turbo codec optimization, 
future work 
is strongly recommended in order to address these problems. 
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With the result of the channel simulation, 
a. We have discovered that H. 264 should be thoroughly evaluated and developed 
in order to perform better in error prone environments. It might even be 
researched to couple with a channel coding scheme at the cost of an increased 
bitrate. Or it might be evolved into a joint source-channel coding scheme as 
approached in[611. This topic too, would be another PhD research project due 
to its wide scope. 
b. DVC should be researched for parity bit packetization and feedback channel 
implementation in order to adapt in 3G communication. 
4. Even though, there are number of literature regarding the transform domain DVC, it is 
not evident that they employ side information refinement techniques, which should be 
incorporated in order to increase the rate-distortion performance of transform domain 
DVC. 
5. SDVC concept proposed in this thesis is a novel architecture for DVC research and 
therefore, the proposed disparity extrapolation algorithm is also not one of the 
advanced designs, it should also be evolved as a result of further consistent research 
and development. 
6. In current DVC designs group of picture (GOP) length is set to 2. In case of higher 
GOP lengths, the objective quality of the side information tends to fall dramatically 
due to the unavailability of key frames for the prediction. Even thought it appears to be 
a simple problem, it is not. Therefore, it has to be researched as an aspect of on going 
DVC research. 
Above suggestions are some of the future works that have been exposed during our research 
work, but in addition DVC could be further improved in terms of rate-distortion performance, 
so that it especially performs better at low bitrates. DVC evolution, as well as that of the other 
scientific developments, should never be stopped. 
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APPENDIX A 
Block Diagram of H. 264 Coder 
The block diagram of the H. 264 video coder consists of four layers [51 (Figure A-1): 
1. Video Coding Layer (VCL): is defined to efficiently represent the content of the 
video data. It is a block-based motion-compensated hybrid transform video coder. 
2. Data Partitioning: Data Partitioning re-arranges the symbols in such a way that all 
symbols of one data type (e. g. DC coefficients, macroblock headers, motion vectors) 
that belong to a single slice are collected in one VLC coded bit stream that starts byte 
aligned. 
3. Network Abstraction Layer: responsible for packaging and conveying the data in a 
manner appropriate to the network on which it is used. [621. 
4. Control Data: to control operations of other modules. 
Video Coding Layer 
Macroblock 
D 11 a Partiti Dat 
de 
Slice/Partition 
Network Adaptation Layer 
H. 320 H. 324 H. 323/IP H. 324M etc. 
Figure A-1: Block diagram of an H. 264 encoder 
[62] 
Video Coding Layer (VCL) 
Block diagram of the VCL is portrayed in Figure A-2. The H. 264 coding process consists of 
the following four steps [63]: 
1. Dividing each video frame into blocks of pixels so that processing of the video frame 
can be conducted at the block level. 
2. Exploiting the spatial redundancies that exist within the video frame by coding some of 
the original blocks through transform, quantization and entropy coding (or variable- 
length coding) - 
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3. Exploiting the temporal dependencies that exist between blocks in successiVe frames, 
so that only changes between successive frames need to be encoded. This is 
accomplished by using motion estimation and compensation. For any given block, a 
search is performed in the previously coded one or more frames to determine the 
motion vectors that are then used by the encoder and the decoder to predict the 
subject block. 
4. Exploiting any remaining spatial redundancies that exist within the video frame by 
coding the residual blocks, i. e., the difference between the original blocks and the 
corresponding predicted blocks, again through transform, quantization and entropy 
coding. 
Coding Control 
Intra Quantized Transform 
Video Coefficientý 
Source Tranform Quantiza 
Inverse Entropy Bit Stream 
C 
verse n 
Quatization Coding uatization 
rs 
Predicted Frames 
Inverse 
Motion Transform 
Compesation + 
Frame Store 
Motion 
Estimation Motion Vectori 
Figure A-2: Block diagram of H. 264 video coding 
layer [64] 
The VCL can operate in either intra or inter mode. 
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Intra Pre&cdon and Co&ng 
This mode is used if only spatial redundancy of the video frame is exploited. The resulting 
frame is referred to as I-picture [63]. I-pictures are typically encoded by directly applying the 
transform to the different macroblocks in the frame. As a consequence, encoded I-pictures are 
large in size, since a large amount of information is usually present in the frame, and no 
temporal information is used as part of the encoding process. In order to increase the 
efficiency of the intra coding process in H. 264, spatial correlation between adjacent 
macroblocks in a given frame is exploited. The idea is based on the observation that adjacent 
macroblocks tend to have similar properties. Therefore, as a first step in the encoding process 
for a given macroblock, one may predict the macroblock of interest from the surrounding 
macroblocks (typically the ones located on top and to the left of the macroblock of interest, 
since those macroblocks would have already been encoded). The difference between the actual 
macroblock and itspreai(fion is then coded, which results in fewer bits to represent the macroblock of 
interest as compared to when applying the transform directly to the macroblock itself. 
In order to perform the intra prediction mentioned above, H. 264 offers six modes for 
prediction of 4x4 luminance blocks [63], including DC prediction (Mode 0) and five directional 
modes, labelled 1 through 5 in Figure A-3. Pixels A to I from neighbouring blocks have already 
been encoded and may be used for prediction. For example, if mode 2 is selected, then pixels a, 
e, i and m are predicted by setting them equal to pixel A, and pixels b, f, j and n are predicted 
by setting them equal to pixel B. For regions with less spatial detail (i. e. flat regions), H. 264 also 
supports 16x16 intra coding, in which one of four prediction modes is chosen for the 
prediction of the entire macroblock. Finally, the prediction mode for each block is efficiently 
coded by assigning shorter symbols to more likely modes, where the probability of each mode 
is determined based on the modes used for coding surrounding blocks. 
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Figure A-3: Intra prediction modes for 4x4 luminance blocks [63] 
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Inter Pre&cdon and Co&ng 
This mode is based on using motion estimation and compensation to take advantage of the 
temporal redundancies that exist between successive frames, hence, providing very efficient 
coding of video sequences. When a selected reference frame for motion estimation is a 
previously encoded frame, the frame to be encoded is referred to as a Pýpidurr [65]. When both 
a previously encoded frame and a future frame are chosen as reference frames, then the frame 
to be encoded is referred to as a B7pidure. 
In addition to supporting P-pictures (with single and multiple reference frames) and B- 
pictures, H. 264 supports a new inter-stream transitional picture called an SP-pidure [63]. The 
inclusion of SP- pictures in a bit stream enables efficient switching between bit streams with 
similar content encoded at different bitrates, as well as random access and fast playback modes. 
There are four main motion estimation features used in H. 264 namely, (1) the use of various 
block sizes and shapes, (2) the use of high-precision sub-pixel motion vectors, (3) the use of 
multiple reference frames, and (4) the use of de-blocking filters in the prediction loop. 
Major Cbamctenstrcs ofH. 264 Video Coding Layer 
1. Block Size: Motion compensation on each 16x16 macroblock can be performed using a 
number of different block sizes and shapes. Individual motion vectors can be transmitted 
for blocks as small as 4x4, so up to 16 motion vectors may be transmitted for a single 
macroblock [63]. Block sizes of 16x8,8xl6,8x8,8x4, and 4x8 are also supported. The 
availability of smaller motion compensation blocks improves prediction in general, and in 
particular, the small blocks improve the ability of the model to handle fine motion detail 
and result in better subjective viewing quality because they do not produce large blocking 
artefacts. 
2. Motion Estimation Accuracy: The prediction capability of the motion compensation 
algorithm in H. 264 is further improved by allowing motion vectors to 
be determined 
with higher levels of spatial accuracy than in existing standards. 
Quarter-pixel accurate 
motion compensation is currently the lowest-accuracy form of motion compensation 
in 
H. 264 (in contrast with prior standards based primarily on half-pixel accuracy, with 
quarter-pixel accuracy only available elsewhere in the newest versions of 
MPEG-4), while 
eighth-pixel accuracy is being adopted as a 
feature that will likely be useful for increased 
coding efficiency at high bitrates and 
high video resolutions. 
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I Multiple Reference Picture Selection: The H. 264 standard offers the option of having 
multiple reference frames in inter picture coding [63]. Up to five different reference 
frames could be selected, resulting in better subjective video quality and more efficient 
coding of the video ftame under consideration. Moreover, using multiple reference 
ftames might help making the H. 264 bit stream error resilient. However, from an 
implementation point of view, there would be additional processing delays and higher 
memory requirements at both the encoder and decoder. 
4. De-blocking Filter H. 264 specifies the use of an adaptive deblocking filter that operates 
on the horizontal and vertical block edges within the prediction loop in order to remove 
artefacts caused by block prediction errors. The filtering is generally based on 4x4 block 
boundaries, in which two pixels on either side of the boundary may be updated using a 3- 
tap filter [63]. The rules for applying the current de-blocking filter are intricate and quite 
complex. 
5. Integer Transform: The information contained in a prediction error block resulting from 
either intra prediction or inter-prediction is then re-expressed in the form of transform 
coefficients. H. 264 is unique in that it employs a purely integer spatial transform (an 
approximation of the DCf) which is primarily 4x4 in shape, as opposed to the usual 
floating-point 8x8 DCT specified with rounding-error tolerances as used in earlier 
standards [63]. The small shape helps reduce blocking and ringing artefacts, while the 
precise integer specification eliminates any mismatch issues between the encoder and 
decoder in the inverse transform. 
6. Quantization and Transform Coefficient Scanning: The quantization step is where a 
significant portion of data compression takes place. In H. 264, the transform coefficients 
are quantized using scalar quantization with no widened dead-zone [63]. Fifty two 
different quantization step sizes can be chosen on a macroblock basis - this being similar 
to the abilities of prior standards (H. 263 supports thirty-one, for example), but in H. 264 
the step sizes are increased at a compounding rate of approximately 12.5%, rather than 
increasing it by a constant increment. The fidelity of chrominance components 
is 
improved by using finer quantization step sizes as compared to those used for 
chrominance components is improved by using finer quantization step sizes as compared 
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to those used for the lurrýinance coefficients, particularly when the IUTMnance coefficients 
are coarsely quantized 
7. Entropy Coding. The last step in the video coding process is entropy coding. So far, 
H-264 has adopted two approaches for entropy coding. The first approach is based on 
the use of Universal Variable Length Codes (UV-LCs) and the second is based on 
Context-Based Adaptive Binary Arithmetic Coding (CABAC) [63]. However, substantial 
efforts are currently being made to adopt a single approach, which will likely be based on 
the adaptive use of special VLCs. Nonetheless, we next discuss briefly the current two 
approaches: 
+ Universal Variable Lenyb Coder Entropy coding that is based on the use of variable 
length codes (VLCs) is the most widely used method for the compression of quantized 
transform coefficients, motion vectors, and other encoder information [641. VLCs are 
based on assigning shorter code words to symbols with higher probabilities of 
occurrence, and longer code words to symbols with less frequent occurrences. The 
symbols and the associated code words are organized in look-up tables, referred to as 
VLC tables, which are stored at both the encoder and decoder. In some video coding 
standards such as H. 263, a number of VLC tables are used, depending on the type of 
data under consideration (e. g., transform coefficients, motion vectors). H. 264 offers a 
single universal VLC table that is to be used in entropy coding of all symbols in the 
encoder, regardless of the type of data those symbols represent. Although the use of a 
single UVLC table is simple, is has a major disadvantage, which is that the single table is 
usually derived using a static probability distribution model, which ignores the 
correlations between the encoder symbols. 
+ Context-Based Adaptive Binag Atithmefic Coding (CABAC): Arithmetic coding makes use 
of a probability model at both the encoder and decoder for all the syntax elements 
(transform coefficients, motion vectors) [64]. To increase the coding efficiency of 
arithmetic coding, the underlying probability model is adapted to the changing statistics 
with a video frame, through a process called context modelling. Context modelling 
provides estimates of conditional probabilities of the coding symbols. Utilizing suitable 
context models, given inter-symbol redundancy can be exploited by switching 
between 
different probabilities models according to already coded symbols in the neighbourhood 
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of the current symbol to encode. Different models are often maintained for each syntax 
element (e. g., motion vectors and transform coefficients have different models). If a 
given symbol is non-binary valued, it will be mapped onto a sequence of binary decisions, 
so-called bins. The actual binarization is done according to a given binary tree - and in 
this case the UVLC binary tree is used. Each binary decision is then encoded with the 
arithmetic encoder using the new probability estimates, which have been updated during 
the previous context modelling stage. After encoding of each bin, we adjust upward the 
probability estimate for the binary symbol that was just encoded. Hence, the model keeps 
track of the actual statistics. 
Data Partitioning Layer 
Data partitioning re-arranges the symbols in a way that all symbols of one data type (e. g. DC 
coefficients, macroblock headers, motion vectors) that belong to a single slice are collected in 
one VLC coded bit stream that starts byte aligned. Decoders can process such a partitioned 
data streams by fetching symbols from the correct partition. 
Data Partitioning is implemented by concatenating all VLC coded symbols of one data type 
and one slice (or full picture if slices are not used). At the moment, for a few partitions as 
indicated below contain data of more than one data type that are so closely related that a finer 
diversion seems to be fruitless. In ITU-T recommendation H. 264 [63], three types of 
partitions are defined: DPA, DPB and DPC. 
When Data Partitioning is used, the macroblock data of a sEce is partitioned in three partitions. 
There are 20 syntax elements defined in H. 264, they are fisted in Table A-1. Each partition 
contains certain H. 264 syntax elements. Partition A contains a partition A header and all 
entropy coded symbols of Category 4 [63]. Partition B contains a partition B header and all 
symbols of Category 5. Partition C contains a partition C header and all symbols of Category 
6. When data partitioning is used, each partition is conveyed in its own partition, which may be 
empty if no symbols of the respective category. 
The slice layer is a right interface between VCL and NAL[66]. It is the point where the 
prediction chain broken. In addition, slice can be encoded to fit the size of a packet or divided 
into separate packets. 
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Table A-1: H. 264 syntax elements[671 
Pos. : ategory Information ime Descýpdon 
3 , ADER ce Headers 2 3 YPE -ture Type 
3 3 3TYPE tcro Block Type 
4 3 YFRAME ference Frame 
5 3 m : )tion Vector Data 
6 3 RAME -A 
. rame 7 3 _ )s Ld-of-Stream Flag 
8 4 TRA-PRED MODE ra Prediction Mode 
9 4 P INTRA ded Block Pattern Intra-coded Slice 
10 4 "M-DC-INTRA minance DC Intra Coefficients 
11 4 [R-DC INTRA trominance DC Intra Coefficients 
12 4 'M-AC-jNTRA minance AC Intra Coefficients 
13 4 IR AC INTRA_ Lrorninance AC Intra Coefficients 
14 4_ , 'ýLTA QUANT INTRA Ata Quantization Intra-coded Slice 
15 5 -P INTER ded Block Pattern Inter-coded Slice 
16 5 "M DC INTER minance DC Inter Coefficients 
17 5 IR DC INTER tronlinance DC Inter Coefficients 
18 5 'M-AC INTER minance AC Inter Coefficients 
19 5 IR AC INTER Fro . ance AC Inter Coefficients 
20 5 ' LTA 
-QUANT-INTER 
ýlta Quantization 1nter-coded Slice 
Network Abstraction Layer 
The Video Coding Layer (VCL) is specified to efficiently represent the content of the video 
data. The Network Abstraction Layer (NAL) is specified to format that data and provide 
header information in a manner appropriate for conveyance by the transport layers or storage 
media[66]. AU data are contained in NAL units, each of which contains an integer number of 
bytes. A NAL unit specifies a generic format for use in both packet-oriented and bitstrearn 
systems. 
The NAL is responsible for representation of information of Slice header and other headers of 
higher layers (such as picture header and packet header) [66]. That information may differ from C) 
network to network. The NAL is also in charge of setup, framing and encapsulation of VCL 
packets, tm-ung issues, adaptation and synchronization. 
NALs are designed in such a way that encoded video symbols created by VCL are 
delivered 
transparently when they are carried over different networks. 
This feature prevents additional 
180 
delay and quality reduction may cause by transcoding when signal across the border of the 
network segments. 
NAL concept can be extended for storage applications. There are different NALs for 
different network structure and for signafling protocols[681. Currently, the most weU defined 
NAL is the one for IP/UDP/RTP -based transport networks[69]. 
181 
APPENDIX B 
Verification on Perfonnance of Turbo Codes 
The book referred in [701 by Prof. Lajos Hanzo at. el. presents results of a series of turbo codes 
in order to demonstrate the effect of various factors. Thus, these results could be used to verify 
the turbo code performance of our research. In [70], three-memory turbo code (transfer 
function (1,7/5)0, J, random interleaver with block size of 1000 bits has been studied. They 
have used Log-NIAP for SISO decoder with 6 iterations. Thus, the turbo codec we have 
employed will be verified by using the similar turbo code parameters. The only major 
difference is that we have used only 6 iterations in the S1SO decoder, due to the fact that we 
will only 6 iterations in our Wyner-Ziv simulations. Figure B-1 shows the performance of turbo 
codec discussed in [70] and the performance of our turbo codes over AWGN channels. 
I. E+o 
LEA 
P4 
I. E-2 
N 
pq 
I. E-3 
LEA 
I. E-5 
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 
SNR (dB) 
Rate 113, (7/5) 
--ia--Rate lß, (11,15) 
-*-Rate lß, (13115) 
--*-Rate 113, (15,17) 
-&-Rate 113, (13,17) 
Figure B-1: Verifying the performance of turbo 
codes 
It can be clearly seen that our turbo code performance 
is almost identical with the referred 
code. The difference is more or 
less 0.1 dB. 
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APPENDIX C 
Video Quality Assessment 
Conversion digital video from one format to another as well as compression for bitrate 
reduction results in some distortions. The quality assessment is important to know whether the 
resulting distortion is acceptable to the viewer. There two methods to assess the picture quality. 
Subjective Assessment 
There are two validated methodologies among developed ones. In the doubk sfimulus iVedrment 
scale (DSIS), viewers are asked to rate the impairment of the processed picture with respect to 
the un-processed pictures. On the other hand double stimulus continuous quality scale 
(DSCQS), the representation order of reference and processed pictured is unknown to the 
viewers. Then the viewerwill score for each picture. The difference is an indication of quality. 
Another method called single stimulus continuous quality evaluation (SSCQE) is used for 
video quality evaluation, where the continuous video sequences are evaluated by the 
viewers[65]. 
Subjective methodologies give reliable indication of perceived image quality; however they are 
too time-consuming and expensive. The DSSCQE methodology is recommended by ITU-R. 
In d-iis recommendation, viewers rank the visual quality according to the Table C-1 [71]. 
Table C-1: Visual quality grading scale 
Grade I Visual impairment 
5 Imperceptible 
.4 Perceptible, but not annoying 
3 Slightly annoying 
2 Annoying 
1 ery annoying 
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Objective Assessment 
This methodology employs mathematical models and simulates the human observers. It is 
much faster and cheaper. The simplest objective measurement is the ratio of peak-to-peak 
signal-to-noise ratio (PSNR) and defined as[651: 
PSNR(dB) = 10 log 10 
[ 
MSE 
(C. 1) 
where n is the number of bit to present each pixel, and MSE is the mean squared error 
between processed frame relative to the reference frame. If the size of the original picture X is 
UxN, the reconstructed picture is X', MSE is given by: 
MSE mi, j) - X, (i, j)], (C. 2) MxN i, j 
If the number of bit per pixel is 8, then PSNR is 
PSNR (dB) = 10 log 0 
255 2 (C. 3) 
[ 
MSE 
] 
Note that PSNR is not completely proportional to image quality assessed by subjects. FEgher 
PSNR does not imply better quality and vice verse. Thus, to evaluate the video quality by using 
objective approach, a comparison between two values under the same constraints gives a 
measure of quality. 
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APPENDIX D 
H-264 Encoding Configurations 
# New Input File Format is as follows # <ParameterName> = <ParameterValue> # Comment 
# see configfile. h for a list of supported ParameterNames 
####################################O#####4t############################################### 
# Files 
########################################################################################## 
inputFile = "foreman. qcif" # Input sequence InputHeaderLength =0# If the inputfile has a header, state it's length in byte here StartFrame .0# start frame for encoding. (0-N) FrameSTOBeEncoded = so # Number of frames to be coded FrameRate = 15.0 # Frame Rate per second (0.1-100.0) sourcewidth = 176 # Frame width sourceHeight = 144 # Frame height TraceFile = "trace-enc. txt" ReconFile = "test-rec. yuv" OutpUtFile = "test. 264 . 
# Encoder Control 
ProfileIDC = 100 # Profile IDC (66=baseline, 77--main, 88=extended; FRE)Cr Profiles: 100=High, 110=High 10) LevelIDC = 40 # Level IDC (e. g. 20 = level 2.0) 
intraperiod = 2 # Period of I-Frames (0--only first) IDRIntraEnable = 0 # Force IDR Intra (0-disable 1=enable) QPISlice = 10 # Quant. param for I Slices (0-51) QPPSlice = 33 # Quant. param for P Slices (0-51) Frameskip - 0 # Number of frames to be skipped in input (e. g 2 will code every third frame) chromaQpoffset =0 # Chroma QP offset (-51.. 51) useHadamard = 1 # Hadamard transform (O=not used, 1=used for all subpel positions, 2=use only for qpel) SearchRange = 16 # max search range NumberReferenceFrames = I # Number of previous frames used for inter motion search (1-16) PLiStOReferences = 0 #P slice List 0 reference override (0 disable, N <= NumberReferenceFrames) L0g2MaXFrameNUM = 0 # Sets log2_max_frame_nuM_minus4 (0_ 3: based on FramesToBeEncoded, >3 . L0g2MaXFrameNUM - 4) 
Generatemultiplepps 0# Transmit multiple parameter sets. currently parameters basically enable all WP modes (0: diabled, 1: enabled) 
ResendPPS 0# Resend PPS (with pic-parameter-set-id 0) for every coded Frame/Field pair (0: disabled, 1: 
enabled) 
mbLineintraupdate 0 # Error robustness(extra intra macro block updates)(0=off, N: One GOB every N frames are intra 
coded) 
RandomintraMBRefresh = 0 # Forced intra MBs ger picture 
InterSearch16x16 = I c # inter block sear 16x16 (0--disable, 1=enable) 
intersearchl6x8 = I # inter block search 16x8 (Ndisable, 1=enable) 
intersearch8x16 = I # Inter block search 8x16 (O=disable, 1=enable) 
intersearch8x8 = I # inter block search W (0--disable, I=enable) 
Intersearchgx4 = I # Inter block search 80 (0--disable 1=enable) 
intersearch4x8 = 1 # inter block search 4x8 (0--disable: 1=enable) 
InterSearch4x4 = I # inter block search U4 (0--disable, 1=enable) 
IntraDisableInteronly =0# Disable intra modes for Non I-slices 
Intra4x4ParDisable =0 # Disable vertical & Horizontal 4x4 
intra4x4DiagDisable =0 # Disable Diagonal 45degree 4x4 
Intra4x4DirDisable =0 # Disable other Dia onal 4x4 
IntraI6xI6ParDisable =0 # Disable 
g 
vertical Horizontal 16x16 
Intral6xl6PlaneDisable =0 # Disable Planar 16x16 
ChromaIntraDisable =0 # Disable Intra Chroma modes other than DC 
UseFME =0# use fast motion estimation (O=disable, 1=enable) 
########################################################################################## 
#B slices 
########################################################################################## 
NumberBFrames =0 # Number of B coded frames inserted (0--not used) 
QPBslice = 28 # Quant. param for B slices (0-51) 
BRefPicQPOffset =0 # QuantiZation offset for reference B coded pictures (-51.. 51) 
DirectmodeType =I # Direct mode Type (O: Temporal I: Spatial) 
DirectinferenceFlag =I # Direct Inference Flag (0: Disable 1: Enable) 
BLiStOReferences =0 # B slice List 0 reference override (0 disable, N <= NumberReferenceFrames) 
BListlReferences =0 # B slice List I reference override (0 disable, N <= NumberReferenceFrames) 
# I Listl reference is usually recommended for normal Gop structures. 
# A larger value is usually more appropriate if a more flexible 
# structure is used (i. e. using PyramidCoding) 
BReferencepictures =0# Referenced B coded pictures (O=off, I=on) 
Pyramidcoding =0#a pyramid (0= off, I= Z layers, Z= 2 full pyramid, 3= explicit) 
ExplicitPyramidFormat = "b2r28bOe3Oble3Ob3e3Ob4e3O" # Explicit Enhancement GOP. Format is {FrameDisplay-orderReferenceQpl. 
# Valid values for reference type is r: reference, e: non reference. 
PyramidRefReorder =1# Reorder References according to Poc distance for PyramidCoding (O=off, I=enable) 
Pocmemorymanagement =I# memory management based on Poc Distances for PyramidCoding (0--off, I=on) 
BipredmotionEstimation =0# Enable Bipredictive based motion Estimation (O: disabled, 1: enabled) 
BiPredMERefinements =3# Bipredictive ME extra refinements (0: single, N: N extra refinements (1 default) 
BiPredMEsearchRange = 16 # Bipredictive ME Search range. Note that range is halved for every extra refinement. 
sipredMEsubpel =1# Bipredictive ME Subpixel consideration (0: disabled, 1: single level, 2: dual level) 
########################################################################################## 
# SP Frames 
########################################################################################## 
SpPictureperiodi city =0# SP-Picture Periodicity 
(0--not used) 
QpSpSlice = 28 # Quant: param Of SP-Slices 
for Prediction Error (0-51) 
QPSP2Slice = 27 # quant param Of SP-Slices 
for Predicted Blocks (0-51) 
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########################################################################################## # Output control, NALS 
########################################################################################## 
Symbolmode =0# Symbol mode (Entropy coding method: O=UVLC, I=CABAC) OUtFilemode =0# Output fil e mode, O: Annex B, I: RTP Partitionmode =0# Partition mode, 0: no DP, 1: 3 Partitions per Slice 
########################################################################################## 
# CABAC context initialization 
########################################################################################## 
ContextInitmethod =1# context init ý0: fixed, 1: adaptive) FixedmodelNumber =0# model number or fixed decision for inter slices ( 0,1, or 2 
########################################################################################## 
# Interlace Handling 
PicInterlace -0# Picture AFF (0: frame codi ng, 1: fi el d codi ng , 2: adapti ve frame/fi el d codi ng) MbInterlace =0# MBAFF (0: frame coding, 1: field coding, 2: adaptive frame/field coding.. ) IntraBottom =0# Force Intra Bottom at GOP Period 
########################################################################################## 
# weighted Prediction 
######################################################################################### 
weightedPrediction =0#P picture weighted Pr: diction (O=off 1=explicit mode) weightedsiprediction =0#B picture weighted Pr diciton (O=off: 1=explicit mode, 2=implicit mode) useweightedReferenceME =0# use weighted reference for ME (0=off, I=on) 
# Picture based multi-pass encoding 
RDPictureDecision 0# Perform RD optimal decision between different coded picture versions. # if GeneratemultiplePPS is enabled then this will test different wP methods. # otherwise it will test QP +-1 (0: disabled, 1. enabled) RDPictureIntra 0# Perform RD optimal decision also for intra coded pictures (0: disabled, 1: enabled). RDPSliceWeightOnly I# only consider weighted Prediction for P slices (0: disabled, 1: enabled) RDOSliceweightonly 0# only consider weighted Prediction for B slices (0: disabled (default), 1: enabled 
###################################################################################### 
# Loop filter parameters 
LOOpFilterparameterSFIag =0 # Confl ure loop filter (O=parameter below ingored, 1=parameters sent) 
LOOPFilterDisable =0# Disab? e loop filter in slice header (0-Filter, 1=NO Filter) 
LoopFilterAlphaCOOffset =0# Alpha & CO offset div. 2,1-6, -5, ... 0, +1, .. +61 LOOPFilteirBetaOffset =0# seta offset div. Z, f-6, -5, ... 0, +1, .. +61 
ONOWOVOMO V 0##*###################*################################################# 
# Error Resilience / Slices 
########################################################################################## 
Slicemode =1# slice mode (O=off 1=fixed #mb in slice 2=fixed #bytes in slice 3=use callback) 
SliceArgument = 11 # slice argument (Arguments to modes I and 2 above) 
num-Slice-groups-minusl =0# Number of slice Groups minus 1,0 == no FMO, 1ý two slice groups, etc. 
slice-group-map-type =0#0: Interleave, 1: Dispersed, 2: Foreground with left-over, 
# 3: Box-out, 4: Raster scan 5: wipe 
# 6: Explicit slice-group-id read from SliceGroupcqnfigFileName 
slice-group-change-direction-flag 0#6: box-out clockwise, raster scan or wipe right, 
# 1: box-out counter clockwise, reverse raster scan or wipe left 
slice-group-change-rate-minusl = 85 # 
sliceGroupconfigFileName = "sgOconf. cfg" # used for slice-group-map-type 0,2,6 
USeRedundantSlice =0#0: not used, 1: one redundant slice used for each slice (other modes not supported yet) 
########################################################################################## 
# Search Range Restriction / RD optimization 
########################################################################################## 
RestrictsearchRange =2# restriction for (0: blocks and ref, 1: ref, 2: no restrictions) 
RDOptimization =1# rd-optimized mode decision 
# 0: RD-Off (LOW complexity mode) 
# 1: RD-on (High complexity mode) 
# 2: RD-on (Fast high complexity mode - not work in FREX Profiles) 
# 3. with losses 
DisableThresholding =0# Disable Thresholding of Transform Coefficients (0: off, 1: on) 
DisableBSkipRDO =0# Disable B skip mode consideration from RDO mode decision (O: off, 1: on) 
skipintraininterslices =0# Skips Intra mode checking in inter slices if certain mode decisions are satisfied (0: off, 
1: on) 
# EXpliCit Lambda usage 
USeEXpliCitLambdaparams 0# Use explicit lambda scaling parameters (O: disabled, 1: enabled) 
L aweig tIs ice 0.65 # sca ing param for I slices. i. e. lambda=Lambdaweightislice 2A((QP-12)/3) 
Lam) aweightPslice 0.68 # scaling param for P slices. i. e. lambda=Lambdaweightpslice 2A((QP-12)/3) 
LambdaweightBs ce 2.00 # scaling param for a slices. i. e. lambda=LambdaweightBSlice 2A((QP-12)/3) 
LambdaweightRe "lice 1.50 # scaling param for Referenced B slices. i. e. lambda--LambdaweightRefBslice * 2A((QP-12)/3) 
LambdaWeightSPslice 1.50 # scaling param for SP slices. i. e. lambda=LambdaweightSPSlice * 2A((QP-12)/3) 
LambdaWeightsIslice 0.65 # scaling param for Si slices. i. e. lambda=LambdaweightsISlice * 2A((QP-12)/3) 
LOSSRateA = 10 # expected packet loss rate of the channel for the first partition, if RDOptimization =2 
LOSSRateB =0# expected packet 
loss rate of the channel for the second partition, if RDOptiMization 2 
LOSSRateC =0# expected packet 
loss rate of the channel for the third partition, if RDOPtiMization =2 
NumberOfDecoders = 30 # Numbers of 
decoders used to simulate the channel, only valid if RDOptimization =2 
RestriCtRefFrames =0# Doesnt allow reference to areas that 
have been intra updated in a later frame. 
########################################################################################## 
# Additional Stuff 
useConstrainedintrapred =0# 
if 1, Inter pixels are not used for Intra macroblock prediction. 
LastFrameNumber =0# 
Last frame number that have to be coded (0: no effect) 
changeQPI = 
16 # qP (i-slices) for second part of sequence (0-51) 
changeQPP = 
16 # QP (P-slices) for second part of sequence (0-51) 
changeQPB = 
18 # QP (B-slices) for second part of sequence (0-51) 
changeQPBSRefoffset =2# 
QP offset (stored a-slices) for second part of sequence (-51.. 51) 
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ChangeQPStart -0# Frame no. for second part of sequence (0: no second part) 
NumberofLeakysuckets =8# Number Of Leaky aucket values LeakyaucketRateFile = :: l: akybucketrate-cf # File from which encoder derives rate values LeakysucketParaMFile =1 akybucketparam. c? g" # File where encoder stores leakybucketparams 
NumberFramesinEnhancementLayersubSequence 
=0# number of frames in the Enhanced Scalability Layer(O: no Enhanced Layer) NumberofFrameinsecondiGOP =0# Number of frames to be coded in the second IGOP 
SparePictureoption 0# (0: no spare picture info, 1: spare picture available) SparePictureDetectionThr 6# Threshold for spare reference pictures detection SparePiCturePercentageThr 92 # Threshold for the spare macroblock percentage 
PiCOrderCntType =0# (0: POC mode 0,1: POC Mode 1,2: POC mode 2) 
#Rate control 
RateContrOlEnable 0#0 Disable, I Enable Bitrate 45020 # Bitratefts) InitialQP 24 # initial Quantization Parameter for the first i frame # Initialqp depends on two values: Sits Per Picture, # and the Gop length BasicUnit 11 # Number of mas in the basic unit # should be a fractor of the total number # of Mss in a frame channelType 0# type of channel( 1=time varying channel; 0--constant channel) 
######################################################################################## 
#Fast mode Decision 
######################################################################################## 
EarlyskipEnable 0# Early skip detection (0: Disable 1: Enable) SelectiveintraEnable 0# Selective Intra mode decision (0: Disable 1: Enable) 
#FRE)Cr Stuff 
YLIVFormat I # YUv format (0=4: 0: 0,1=4: 2: 0,2=4: 2: 2,3=4: 4: 4) 
RGBinput 0 # LýRGB input, O=GBR or YUv input 
BitDepthLuma 8 # BIt Depth for Luminance (8... 12 bits) 
BitDepthchroma 8 # Bit Depth for chrominance (8... 12 bits) 
cbQPOffset 0 # Chroma QP offset for Cb-part (-51-51) 
crQpOffset 0 # Chroma P offset for cr-part (-51.. 51) M 
TransformSxSmode =I # (0 : y 4x4 transform, 1: allow using W traýnsform additionally, 2: only 8x8 transform) 
ResidueTransforMFlag =0 # (0: no residue color transform 1: aqply residue color transform) 
ReportFrameStats =0 # (O: Disable Frame statistics 1: Enab e) 
DisplayEncParams =0 # (O: Disable Display of Encoder Params 1: Enable) 
iv#, O##################################################################################### 
#Q-matrix (FREXT) 
QmatrixFile = "q-jnatrix. cfg" 
scalingMatrixPresentFlag =0 # Enable Q_Matrix (0, 1 Present in SPS, 2 Present in PPS, 3 Present in both SPS & PPS) 
scalingListPresentF agO =3 # Intra4x4-Luma (0, 1 Present in SPS, 2 Present in PPS, 3 Present in both SPS & PPS) 
ScalingListPresentF agl =3 # Intra4x4-ChromaU (0, 1 Present in SPS, 2 Present in PPS, 3 Present in both SPS & PPS) 
ScalingListPresentF agZ =3 # Intra4x4-chromav (0, 1 Present in SPS, 2 Present in PPS, 3 Present in both SPS & PPS) 
ScalingListPresentFlag3 =3 # Inter4x4-Luma (0, 1 Present in SPS, 2 Present in PPS, 3 Present in both SPS & PPS) 
ScalingListPresentFlag4 =3 # Inter4x4-chromaU (0, 1 Present in SPS, 2 Present in PPS, 3 Present in both SPS & PPS) 
scalingListPresentFlagS = 3 # Inter4x4-Chromav (0, 1 Present in SPS, 2 Present in PPS, 3 Present in both SPS & PPS) 
ScalingListPresentFlag6 = 3 # Intra8x8-Luma (0, 1 Present in SPS, 2 Present in PPS, 3 Present in both SPS & PPS) 
ScalingListPresentFlag7 =3 # Inter8xg-Luma (0, 1 Present in SPS, 2 Present in PPS, 3 Present in both SPS & PPS) 
####iv### ############################################################################# 
#Rounding offset control 
######################################################################################## 
OffsetMatrixPresentFlag 0 # Enable EXpliCit Offset Quantization matrices (0: disable 1: enable) 
QoffsetmatrixF: ile "q-offset. cfg" # EXpliCit Quantization matrices file 
AdaptiveRounding 0 # Enable Adaptive Roundinq based on jv-r-NO11 (0: disable, 1: enable) 
AdaptRndperiod 1 # Period in terms of mRs for updating rounding offsets. 
#0 performs update at the picture level. Default is 16.1 is as in JVT-NO11. 
AdaptRndchroma 0 # Enables coefficient rounding adaptation for chroma 
AdaptRndWFactorlRef 4 # Adaptive Rounding weight for i/si slices in reference pictures /4096 
AdaptRndWFactorPRef 4 # Adaptive Rounding weight for P/Sp slices in reference pictures /4096 
AdaptRndWFactorBRef 4 # Adaptive Rounding weight for B slices in reference pictures /4096 
AdaptRndWFactorINRef 4 # Adaptive Rounding weight for i/si slices in non reference pictures /4096 
AdaptRndWFactorPNRef 4 # Adaptive Rounding weight for P/sP slices in non reference pictures /4096 
AdaptRndWFactorBNRef 4 # Adaptive Rounding weight for B slices in non reference pictures /4096 
V#09VO####################### V 0019 VOW0 V 100 0 11 VY V VY 1111 VON VV VVV 11 y VV##V0################## 
#LOSsless coding (FREXT) 
######################################################################################## 
QpprimeyzeroTransformBypaSSFlag =0# Enable lossless coding when qpprime-y is zero (0 Disabled, I Enabled) 
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APPENDIX E 
W-CDMA UMTS Channels 
UMTS(Universal Mobile Telecommunications System) like other 3G standards will provide a 
ffill IP network for the core network and support wide area coverage with 384 kbit/s and local 
area coverage up to 2 Mbit/s. For mobile conversational multimedia 3GPP supports a circuit 
switched and a packet switched mode. The ITU-T standard H. 324 is a wrapping standard that 
contains pointers to several sub-standards such as H. 263, H. 264 (video compression). 3GPP 
also supports H. 324 with small modifications called 3G-324M for circuit switched multimedia 
applications. 
Up-link Physical Data Channels 
The spreading factor SF of the DPDCH(Dedicated Physical Data CHannel) is SF = 256/2 k 
(k=1,2,..., 6), thus, it ranges from 256 down to 4. The spreading factor of the uplink 
DPCCH(Dedicated Physical Control CHannel) is always equal to 256. Spreading is applied to 
all physical channels. It consists of two operations[72]: 
1. Cbannefisafion operation, which transforms every data symbol into a number of chips, 
thus, increasing the bandwidth of the signal. The number of chips per data symbol is 
caHed the Spreading Factor (SF). 
2. Scrambling operation, where a scrambling code is applied to the spread signal. 
With the channelisation, data symbols on so-called I- and Q-branches are independently 
multiplied with an OVSF(Orthogonal Variable Spreading Factor) code. With the scrambling 
operation, the resultant signals on the I- and Q-branches are further multiplied 
by complex- 
valued scrambling code, where I and Q denote real and imaginary parts, respectively. 
After 
channelisation, the real-valued spread signals are weighted 
by gain factors, P, for DPCCH 
andPdfor A DPDCHs. 
1. Channelisation codes: The channelisation codes are orthogonal variable spreading 
factor 
(OVSF) codes that preserve the orthogonality between a user's 
different physical channels. The 
OVSF codes can be defined using the code tree of Figure 
E-1. 
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Figure E-1: Code-tree for generation of OVSF 
codes[72] 
In Figure E-2, the channetisation codes are uniquely described asCchSFk5where SF is the 
spreading factor of the code and k is the code number, 0 :! ý k :! ý SF- 1. Each level in the 
code tree defines channelisation codes of length SF, corresponding to a spreading factor 
of SF. 
2. Scrambling: The long scrambling sequences cl,,,, g,,, and Cl,,, g, 2,, 
(Figure E-2) are 
constructed from position vAse modulo 2 sum of 38400 chip segments of two binary m- 
sequences generated by means of two generator polynomials of degree 25. The length of 
long and short scrambling sequence is 16777232 and 255 chips respectively. 
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Figure E-2: Spreading for uplink DPCCH and 
DPDCHs[73] 
3. Modulation: The modulating chip rate is 3.84 Mchip/s. In the uplink, the complex- 
valued chip sequence generated by the spreading process is QPSK modulated as shown 
in Figure E-3. 
COS(O)t) 
RejS) Pulse- 
Complex-valued Split shapin. 
chip sequence from S real & 
spreading imag. F Ise- 
operations parts 
lmýs) Pulse- 
ipg shaping 
-sin(cot) 
Figure E-3: Uplink modulation[73] 
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Down-link Data Physical Channel (DPDCH) 
1. Channelization codes: The channelisation codes of Figure E-4 are the same codes as 
used in the uplink. OVSF codes preserve the orthogonality between downlink channels 
of different rates and spreading factors. The OVSF codes are defined as in Figure E-1. 
k 2. Spreading: The spreading factor SF of the downlink physical channel SF=512/2 
The spreading factor may thus, range from 512 down to 4. 
There are different physical channels defined for different purpose. The physical channel 
using both QPSK and 16 QAM is HS-DSCH (high speed downlink shared channel). 
The data channel DPDCH and others use QPSK modulation. For physical channel 
using QPSK each pair of two consecutive symbols is first serial-to-parallel converted and 
mapped to an I and Q branch. The behaviour of the modulation mapper is such that 
even and odd numbered symbols are mapped to the I and Q branch respectively. The I 
and Q branches are then both spread to the clýiip rate by the same real-valued 
channelisation codeCchSF, rn. 
The channelisation code sequence shall be aligned in time 
with the symbol boundary. The sequences of real-valued chips on the I and Q branches 
are then treated as a single complex-valued sequence of chips. This sequence of chips is 
scrambled (complex chip-wise multiplication) by a complex-valued scrambling codeSdW' 
The scrambling code sequences are constructed by combining two real sequences into a 
complex sequence. Each of the two real sequences is constructed as the position wise 
modulo 2 sum of 38400 chip segments of two binary m-sequences generated by means 
of two generator polynomials of degree 18. The resulting sequences thus, constitute 
segments of a set of Gold sequences. The scrambling codes are repeated for every 10 ms 
radio frame. 
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Figure E-4: Spreading for all downlink physical 
channels, [73] 
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3. Modulation: The modulating chip rate is 3.84 Mchip/s. In the downlink, the 
complex-valued chip sequence generated by the spreading process is QPSK modulated 
as shown in Figure E-5. 
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Figure E-5: Downlink modulation[73] 
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