We define analogues of Verma modules for finite W -algebras. By the usual ideas of highest weight theory, this is a first step towards the classification of finite dimensional irreducible modules. We also introduce an analogue of the BGG category O. Motivated by known results in type A, we then formulate some precise conjectures in the case of nilpotent orbits of standard Levi type.
Introduction
There has been a great deal of recent interest in W -algebras and their representation theory. To each nilpotent element e in the Lie algebra g of a complex reductive algebraic group G, one can associate a finite W -algebra U (g, e). Up to isomorphism, this algebra depends only on the adjoint orbit G · e of e and can be viewed informally as the "universal enveloping algebra" of the Slodowy slice to this orbit. Finite W -algebras were introduced into the mathematical literature by Premet [P1, §4] ; see also [GG] . For nilpotent orbits admitting even good gradings in the sense of [EK] , these algebras already appeared in work of Kostant and Lynch [K, Ly] in the context of (generalized) Whittaker modules. At one extreme, U (g, 0) = U (g); at the other extreme, when e is regular, U (g, e) is isomorphic to the center Z(g) of U (g).
There is much motivation for studying the representation theory of finite W -algebras. For instance, through Skryabin's equivalence [S] , there is a relationship between the representation theory of U (g, e) and the representation theory of g. This provides an important connection between the primitive ideals of U (g) whose associated variety contains G · e and the primitive ideals of U (g, e); see [P2, Theorem 3 .1] and [L, Theorem 1.2.2] . In another direction, it is shown by Premet [P1, §6] that U (g, e) gives rise to a natural non-commutative deformation of the singular variety that arises by intersecting the Slodowy slice to the orbit G · e with the nilpotent cone of g.
In mathematical physics, finite W -algebras and their affine counterparts have attracted a lot of attention under a slightly different guise; see for example [BT, VD, A, DK] . It has recently been proved in [D 3 HK] that the definition in the mathematical physics literature via BRST cohomology agrees with Premet's definition; see the discussion in §2.3.
For the case G = GL N (C), the first and third authors made a thorough study of the finite dimensional representation theory of U (g, e) in [BK2] . In this case U (g, e) is isomorphic to a quotient of a shifted Yangian [BK1] . Using 2000 Mathematics Subject Classification: 17B10, 81R05. The first and third authors supported by the NSF grant this connection and the natural triangular decomposition of shifted Yangians, we developed a highest weight theory for U (g, e), leading to the classification of finite dimensional irreducible U (g, e)-modules; see [BK2, §7.2] . On the other hand, using Premet's definition of U (g, e) and the so-called Whittaker functor, we obtained character formulae for the finite dimensional irreducibles as a consequence of the Kazhdan-Lusztig conjecture for a certain parabolic category O attached to g; see [BK2, §8.5] . This type A theory has already had several other quite striking applications; see [B1, B2, BK3] .
In the general case there is little concrete knowledge about representations of U (g, e). It has only recently been proved that U (g, e) always has "enough" finite dimensional irreducible representations; see [P3, Theorem 1.1] and [L, Theorem 1.2.3] . The purpose of this paper is to set up the framework to study representation theory of U (g, e) via highest weight theory. In particular, we define Verma modules for U (g, e), which turns out to be surprisingly non-trivial.
Recall in classical Lie theory that Verma modules are "parabolically induced" from irreducible representations of a Cartan subalgebra. The main problem for finite W -algebras is to find a suitable algebra to play the role of Cartan subalgebra. It turns out that this role is played by the "smaller" finite Walgebra U (g 0 , e) where g 0 is a minimal Levi subalgebra of g containing e, i.e. e is a distinguished nilpotent element of g 0 ; see §4.1. Given a parametrization {V Λ | Λ ∈ L} of a complete set of pairwise inequivalent finite dimensional irreducible U (g 0 , e)modules, we will construct the Verma modules {M (Λ, e) | Λ ∈ L} for U (g, e) by parabolically inducing the V Λ 's from U (g 0 , e) to U (g, e); see §4.2. We then prove as usual that the Verma module M (Λ, e) has a unique irreducible quotient L(Λ, e) and that the L(Λ, e)'s parametrized by the subset
give a complete set of pairwise inequivalent finite dimensional irreducible U (g, e)modules. Incidentally, all our Verma modules belong to a natural category O(e) whose objects have composition series with only the L(Λ, e)'s as composition factors; see §4.4. In the case e = 0 this category O(e) is the usual Bernstein-Gelfand-Gelfand category O from [BGG] .
The general principles just described reduce the problem of classifying the finite dimensional irreducible U (g, e)-modules to two major problems:
(1) Find a natural parametrization of the finite dimensional irreducible U (g 0 , e)-modules by some explicit labelling set L.
(2) Describe the subset L + of L combinatorially. We remark that the definition of Verma module, hence the subset L + of L, depends essentially on a choice of positive roots in the restricted root system of U (g, e) in the sense of [BG, §2] . Unlike in the classical situation there is often more that one conjugacy classes of such choices. The combinatorial description of the subset L + will certainly depend in a significant way on this choice.
In the special case that e is of standard Levi type, i.e. e is actually a regular nilpotent element of g 0 , Kostant showed in [K, §2] that U (g 0 , e) is canonically isomorphic to Z(g 0 ). Hence in this case the solution to problem (1) is very simple: the set L labelling our Verma modules can be naturally identified with the set t * /W 0 of W 0 -orbits in t * , where W 0 is the Weyl group of g 0 with respect to a maximal toral subalgebra t. This resembles a result of Friedlander and Parshall [FP, Corollary 3.5 ] giving a similar labelling of irreducible representations for reduced enveloping algebras of standard Levi type in characteristic p. In §5.1 we formulate two explicit conjectures concerning the standard Levi type case. The first of these conjectures reduces the solution of problem (2) to the combinatorics of associated varieties of primitive ideals in g. We prove this conjecture in type A (for a standard choice of positive roots) in §5.2, by translating the results from [BK2] into the general framework. Our second conjecture is quite a bit stronger, and was inspired by Premet's ideas in [P2, §7] . It predicts an explicit link between our category O(e) and another category O(χ) introduced by Miličíc and Soergel [MS] . This conjecture also implies the truth of the Kazhdan-Lusztig conjecture for finite W -algebras of standard Levi type from [VD] . We speculate for e of standard Levi type that every primitive ideal of U (g, e) is the annihilator of an irreducible highest weight module in O(e), though we have no evidence for this beyond Duflo's theorem in the case e = 0.
The rest of the article is organized as follows. In Section 2, we explain in detail the relationship between three quite different definitions of finite Walgebra. The key to the new results in this paper actually comes from the third of these definitions, namely, the BRST cohomology definition as formulated in [DK] . We point out especially Theorem 2.8 which makes the link between the second and third definitions quite transparent. In Section 3 we survey various results of Premet describing the associated graded algebra to U (g, e) in its two natural filtrations, setting up more essential notation along the way. The main new results of the paper are proved in Section 4, the most important being Theorem 4.3. Finally in Section 5 we discuss standard Levi type and explain how to translate the type A results from [BK2] .
We work throughout over the ground field C. By a character of a Lie algebra g we mean a Lie algebra homomorphism ρ : g → C. Any such ρ induces a shift automorphism
which are not obviously isomorphic; we establish that they are indeed isomorphic using the third definition. Although not used here, we point out that there is also now a fourth important definition of the finite W -algebra, namely, Losev's definition via Fedosov quantization; see [L, §3] .
2.1. Definition via Whittaker models. Let g be the Lie algebra of a connected reductive algebraic group G over C. Let e ∈ g be a nilpotent element. By the Jacobson-Morozov theorem, we can find h, f ∈ g so that (e, h, f ) is an sl 2 -triple in g, i.e. [h, e] = 2e, [h, f ] = −2f and [e, f ] = h. We write g e , g f and g h for the centralizers of e, f and h in g, respectively. Then g h ∩ g e is a Levi factor of g e . Pick a maximal toral subalgebra t e of this Levi factor, and a maximal toral subalgebra t of g containing t e and h. So t e is the centralizer of e in t. Assume in addition that we are given a good grading
for e that is compatible with t, i.e. e ∈ g(2), g e ⊆ j≥0 g(j) and t ⊆ g(0). Good gradings for e are classified in [EK] ; see also [BG] . As h ∈ t we have h ∈ g(0) and, by [BG, Lemma 19] , it is automatically the case that f ∈ g(−2). Any element x ∈ g decomposes as x = j∈Z x(j) with x(j) ∈ g(j); we let x(< 0) := j<0 x(j) and x(≥ 0) := j≥0 x(j). From now on, we abbreviate p := j≥0 g(j), m := j≤−2 g(j), n := j<0 g(j), h := g(0), k := g(−1).
In particular, p is a parabolic subalgebra of g with Levi factor h and n is the nilradical of the opposite parabolic. If the subspace k is non-zero then it is not a subalgebra of g. If it is zero then the good grading is necessarily even, i.e. g(j) = {0} for all odd j.
Let (.|.) be a non-degenerate symmetric invariant bilinear form on g, inducing non-degenerate forms on t and t * in the usual way. Define a linear map
x → (e|x).
Also let .|. be the non-degenerate symplectic form on k defined by
Note that χ restricts to a character of m. Let I (resp. I) be the left (resp. right) ideal of U (g) generated by the elements {x − χ(x) | x ∈ m}. Set
which is a left (resp. right) U (g)-module by the regular action. The adjoint action of n on U (g) leaves the subspace I (resp. I) invariant, so induces a well-defined adjoint action of n on Q (resp. Q) such that for x ∈ n, u ∈ U (g). Let Q n (resp. Q n ) be the corresponding invariant subspace. Then
for all x ∈ m, u ∈ U (g). This is all that is needed to check that the multiplication on U (g) induces a well-defined multiplication on Q n (resp. Q n ):
. We refer to Q n as the Whittaker model realization of the finite W -algebra associated to e and the chosen good grading. Up to isomorphism, the algebra Q n is known to be independent of the choice of good grading; see [BG, Theorem 1] or [L, Corollary 3.3.3] . Later in the section, we will construct a canonical isomorphism between Q n and the right-handed analogue Q n ; the existence of such an isomorphism is far from clear at this point.
Remark 2.1. The definition of Q n just explained is not quite the same as Premet's definition of the finite W -algebra from [P1] . To explain the connection, we need to fix in addition a Lagrangian subspace l of k with respect to the form .|. . Note that χ still restricts to a character of m ⊕ l (though it need not restrict to a character of n).
Again this inherits a well-defined algebra structure from the multiplication in U (g); it is even the case that
The algebra Q m⊕l l is exactly Premet's definition of the finite W -algebra from [P1] . By [GG, Theorem 4 .1] the canonical quotient map Q ։ Q l restricts to an algebra isomorphism ν : Q n ∼ → Q m⊕l l . Hence our Whittaker model realization is equivalent to Premet's.
Definition via non-linear
Lie algebras. The next definition of the finite W -algebra is based on [P2, §2.4] , and is the main definition that we will use in the subsequent sections. To formulate it, we will use an easy special case of the notion of a non-linear Lie superalgebra from [DK, Definition 3.1] . For the remainder of this article, a non-linear Lie superalgebra means a vector superspace a = a0 ⊕ a1 equipped with a non-linear Lie bracket [., .] , that is, a parity preserving linear map a ⊗ a → T (a) satisfying the following conditions for all homogeneous a, b, c ∈ a:
( [a, c] ] (interpreted using the convention that any bracket with a scalar is zero). This definition agrees with the general notion of non-linear Lie superalgebra from [DK, Definition 3.1] when the grading on a in the general setup is concentrated in degree 1.
The universal enveloping superalgebra of a non-linear Lie superalgebra a is U (a) := T (a)/M (a) where M (a) is the two-sided ideal generated by the elements
] for all homogeneous a, b ∈ a. By a special case of [DK, Theorem 3.3] , U (a) is PBW generated by a in the sense that if {x i | i ∈ I} is any homogeneous ordered basis of a then the ordered monomials
give a basis for U (a). By a subalgebra of a non-linear Lie superalgebra a we mean a graded subspace b of a such that [b, b] ⊆ C ⊕ b. In that case b is itself a non-linear Lie superalgebra and U (b) is identified with the subalgebra of U (a) generated by b. We call a a non-linear Lie algebra if it is purely even. Now return to the setup of §2.1. Following the language of [DK, §5] and [D 3 HK], let k ne = {x ne | x ∈ k} be a "neutral" copy of k. We allow ourselves to write x ne for any element x ∈ g, meaning x(−1) ne . Make k ne into a non-linear Lie algebra with non-linear Lie bracket defined by [x ne , y ne ] := x|y for x, y ∈ k, recalling that x|y = (e|[y, x]). Then U (k ne ) is the Weyl algebra associated to k and the symplectic form .|. . Let
viewed as a non-linear Lie algebra with bracket obtained by extending the brackets already defined on g and k ne to all of g by declaring [x, y ne ] := 0 for x ∈ g, y ∈ k. Then U ( g) = U (g) ⊗ U (k ne ). Also introduce the subalgebra p := p ⊕ k ne of g, whose universal enveloping algebra is identified with U (p) ⊗ U (k ne ). For use in §3.2, we record the following crucial lemma which is proved as in [GG, (2. 2)].
Extend the left (resp. right) regular action of g on Q (resp. Q) to an action of g by setting
Lie algebra homomorphism. So we can make U ( g) into an n-module via the twisted adjoint action defined by letting x ∈ n act as the derivation u → [x − χ(x) − x ne , u]. Since χ(x) is a scalar, this map can be written more succinctly
Lemma 2.3. The natural multiplication map
intertwines the twisted adjoint action of n on U ( g) with the adjoint action of n on Q (resp. Q).
Proof. We verify this in the left-handed case, the other case being similar. We need to show that [x − x ne , u](1 + I) = [x, u(1 + I)] for x ∈ n and u ∈ U ( g). We may assume that u = vy ne 1 · · · y ne n for v ∈ U (g) and y 1 , . . . , y n ∈ k. Then,
as required.
Let J (resp. J) be the left (resp. right) ideal of U ( g) generated by the elements {x − χ(x) − x ne | x ∈ n}. By the PBW theorem, we have that
Theorem 2.4. The subspaces U (g, e) and U (g, e) are subalgebras of U ( p), and the maps
are well-defined algebra isomorphisms.
Proof. We deal with the left-handed case, the right-handed analogue being similar. Note for x ∈ n that (x − χ(x) − x ne )(1 + I) ⊆ I, so J(1 + I) ⊆ I. Hence Pr(u)(1 + I) = u(1 + I) for every u ∈ U ( g). Given this, Lemma 2.3 implies that
for x ∈ n and u ∈ U ( p). By the PBW theorem, the map U ( p) → Q, u → u(1+I) is a vector space isomorphism. Putting our observations together, u ∈ U ( p) belongs to U (g, e) if and only if u(1+I) belongs to Q n . Thus the map U ( p) ∼ → Q restricts to a vector space isomorphism U (g, e) ∼ → Q n . Now take general elements x u x x ne 1 · · · x ne s and y v y y ne 1 · · · y ne t in U (g, e) for u x , v y ∈ U (p) and x 1 , . . . , x s , y 1 , . . . , y t ∈ k. The image in Q of their product in U ( p) is equal to
x,y u x v y y t · · · y 1 x s · · · x 1 + I. We claim that this is equal to the product of their images in Q n , namely,
x,y u x x s · · · x 1 v y y t · · · y 1 + I.
To see this, note that y v y y t · · · y 1 + I belongs to Q n . Hence for each i the commutator [x i , y v y y t · · · y 1 ] belongs to I. Also observe that Ix i−1 · · · x 1 ⊆ I. Using these two facts applied successively to i = 1, . . . , s, we get that x s · · · x 1 y v y y t · · · y 1 + I = y v y y t · · · y 1 x s · · · x 1 + I and the claim follows.
The claim shows that the product of two elements in U (g, e) is again an element of U (g, e), because the image of the product lies in Q n . Hence U (g, e) is indeed a subalgebra of U ( p). At the same time, the claim establishes that our vector space isomorphism is actually an algebra isomorphism.
We refer to U (g, e) simply as the finite W -algebra associated to e.
Definition via BRST cohomology.
We now turn to the third definition of the W -algebra. This has been proved to be equivalent to the Whittaker model definition above in [D 3 HK] . Let n ch = {x ch | x ∈ n} be a "charged" copy of n. As before, we allow ourselves to write x ch for any x ∈ g, meaning x(< 0) ch . Recalling that g = g ⊕ k ne , let g := g ⊕ n * ⊕ n ch viewed as a non-linear Lie superalgebra with even part equal to g, odd part equal to n * ⊕ n ch , and non-linear Lie bracket [., .] defined as follows. It is equal to the non-linear Lie bracket defined above on g. It is identically zero on n * , n ch or between elements of g and n * ⊕n ch . Finally [f, x ch ] := f, x for f ∈ n * , x ∈ n, where f, x denotes the natural pairing of f ∈ n * with x ∈ n. We also have the subalgebra p := p ⊕ n * ⊕ n ch of g. We put the cohomological grading on g, hence also on p, consistent with the Z 2 -grading, by declaring that elements of g are in degree 0, elements of n * are in degree 1, and elements of n ch are in degree −1. It induces gradings
Fix a basis b 1 , . . . , b r for n such that b i lies in the β i -weight space of g(−d i ) for some β i ∈ t * and d i > 0. Define the structure constants γ i,j,k ∈ C from
Let f 1 , . . . , f r be the dual basis for n * . The coadjoint action of n on n * defined by (ad
Let d : U ( g) → U ( g) be the superderivation of cohomological degree 1 defined by taking the supercommutator with the odd element
As in [D 3 HK], one checks:
Using these formulae it is easy to check that d 2 = 0, i.e. (U ( g), d) is a differential graded superalgebra. Let H • (U ( g), d) be its cohomology. It is known from [D 3 HK] that this is concentrated in cohomological degree 0. So
Note by the PBW theorem that
with n * U ( g) 0 n ch (resp. n ch U ( g) 0 n * ) being a two-sided ideal. So we can define a linear map q : U ( g) 0 ։ Q (resp. q : U ( g) 0 ։ Q) such that q(u) = u(1 + I) (resp. q(u) = (1 + I)u) for u ∈ U ( g) and ker q = J ⊕ n * U ( g) 0 n ch (resp. ker q = J ⊕ n ch U ( g) 0 n * ).
By the above explicit formulae for the differential d, it follows that d maps U ( g) −1 into J ⊕ n * U ( g) 0 n ch (resp. J ⊕ n ch U ( g) 0 n * ). So the restriction of q (resp. q) to ker(d :
In [D 3 HK], it is proved that q is an algebra isomorphism between H • (U ( g), d) and Q n . A similar argument shows that q is an algebra isomorphism between H • (U ( g), d) and Q n . This already shows that Q n ∼ = Q n as algebras, though it does not give the isomorphism as explicitly as we would like.
To remedy this, note that the projection along the decomposition
defines a surjective algebra homomorphism
Moreover the following diagrams commute:
the top maps are the inclusions and the bottom maps are the multiplication maps defined like in Lemma 2.3. For the next lemma, recall that the basis element b i ∈ n is of t-weight β i .
Lemma 2.5. β := r i=1 β i ∈ t * extends uniquely to a character of p. Proof. For x ∈ h, the linear map ad x : g → g leaves n invariant, so the map
is a well-defined Lie algebra homomorphism. Extending by zero on the nilradical of p we get the desired Lie algebra homomorphism β : p → C. The uniqueness is clear.
In view of the lemma, we can define shift automorphisms
Of course, we have that (S ±β ) −1 = S ∓β . The definition of the function φ in the next lemma is based on a construction of Arakawa [A, 2.5] for regular nilpotents.
Lemma 2.6. There are well-defined algebra homomorphisms
Proof. To see that there is an algebra homomorphism φ : U ( p) → U ( p) 0 defined on generators as in the statement of the lemma, we need to show that
for all x, y ∈ p. If x, y ∈ k ne , the result is clear. If x ∈ p and y ∈ k ne or vice versa, both sides are obviously zero. It remains to consider the case that x, y ∈ p. Then
Similarly,
Thus, we finally get the required equality:
x] ch f i as in the statement of the lemma. Finally the property (1) is obvious.
We deal with the left-handed version, the argument for the right-handed analogue being similar. We first check the result for any u ∈ U (k ne ) by induction on the natural filtration. The base case is when u is a scalar, which is trivial as both sides are zero. For the induction step, take u = y ne v for y ∈ k and v ∈ U (k ne ). Since [b i , v] = 0, the induction hypothesis gives
Next we prove the result for x ∈ p, when
Finally we observe that
To finish the proof, we use induction on the standard filtration on U ( g). Take any
. Using this and the induction hypothesis, we get that
We are trying to show that this equals
To see this, we expand each term separately:
Adding these together gives zero, completing the induction step.
Theorem 2.8. We have that
Proof. As usual, we just prove the left-handed version. By definition,
)) = 0. By Lemma 2.7, this is precisely the statement that d(φ(u)) = 0. In particular, this shows that φ(U (g, e)) ⊆ ker d. Finally, recalling the commutative diagram immediately before Lemma 2.5, we consider the induced commutative diagram
The left hand map is an isomorphism by Lemma 2.6. We have already observed, the right hand map is an isomorphism by [D 3 HK] . Hence the top map is an isomorphism too, showing that ker d = φ(U (g, e)) ⊕ im d.
We are now in a position to give the promised explicit isomorphism between U (g, e) and U (g, e).
Corollary 2.9. The restrictions of the automorphisms S ±β of U ( p) define mutually inverse algebra isomorphisms
Proof. By Theorem 2.8, d(φ(U (g, e))) = {0} and d(φ(U (g, e))) = {0}. Thus by Lemma 2.6, d(φ(S β (U (g, e)))) = {0}. So by Theorem 2.8 again, we have S β (U (g, e)) ⊆ U (g, e). Similarly, we have S −β (U (g, e)) ⊆ U (g, e).
Using Corollary 2.9 it is an easy matter to translate statements about U (g, e) into analogous statements about U (g, e). So for the remainder of the article we will just formulate things in the left-handed case.
Associated graded algebras
Finite W -algebras possess two important filtrations. In this section we review the fundamental theorems describing the corresponding associated graded algebras; almost all of these results are due to Premet [P1, P2] .
where Φ e ⊂ (t e ) * denotes the set of non-zero weights of t e on g. Similarly each of the spaces p, m, n, h and k decomposes into t e -weight spaces. In the language of [BG, §2] , Φ e is a restricted root system. It is not a root system in the usual sense; for example, for α ∈ Φ e there may be multiples of α other than ±α that belong to Φ e . There is an induced restricted root decomposition
of the centralizer g e . By [BG, Lemma 13] , Φ e is also the set of non-zero weights of t e on g e , so all the subspaces g e α = j≥0 g e α (j) in this decomposition are non-zero. Moreover g e α (j) is of the same dimension as g e −α (j); if j = 0 this dimension is either 0 or 1, but for j > 0 the space g e α (j) can be bigger. Recall that t e is contained in h e = g e (0). We define a dot action of h e , hence also of t e , on the vector space g by setting
for t ∈ h e , x ∈ g, y ∈ k, z ∈ n and f ∈ n * . Using the following lemma, it is routine to check that this extends uniquely to an action of t e on U ( g) by derivations. Moreover the dot action leaves all the subspaces p, p and g e invariant, so there are induced dot actions on U ( p), U ( p) and U (g e ) too.
Lemma 3.1. The adjoint action of h e on k preserves the form .|. .
Proof. We calculate
for t ∈ h e and x, y ∈ k.
Let ZΦ e denote the Z-submodule of (t e ) * generated by Φ e . Using the dot action of t e we can also decompose all of the universal enveloping (super)algebras U ( g), U ( p), U ( p) and U (g e ) into weight spaces. For example:
Proof. We first check that t · J ⊆ J for t ∈ h e . For this we need to show for any
Hence the dot action of t e induces a restricted root space decomposition of U (g, e):
Actually, we can do rather better: the following theorem due to Premet constructs a canonical embedding of t e into U (g, e) such that the dot action of t e on U (g, e) coincides with its adjoint action via this embedding. This means that t e also acts on any U (g, e)-module; we will use this later on to define weight space decompositions of U (g, e)-modules compatible with the above restricted root space decomposition. To formulate the theorem following [P2, §2.5], let z 1 , . . . , z 2s be a symplectic basis for k, so that z i |z * j = δ i,j for all 1 ≤ i, j ≤ 2s where z * j := z j+s for j = 1, . . . , s, −z j−s for j = s + 1, . . . , 2s.
Theorem 3.3. There is a t e -equivariant linear map θ : g e ֒→ U ( p) such that
for each homogeneous element x ∈ g e . The map θ does not depend on the choice of basis z 1 , . . . , z 2s . Moreover:
Proof. This is proved in [P2, §2.5] but we repeat the details since our setup is slightly different. It is routine that θ is independent of the choice of the symplectic basis. Moreover, as the symplectic form on k is t e -invariant, we may choose the symplectic basis to be a t e -weight basis with the weight of z i being the negative of the weight of z * i for each i. It is then clear that θ is t e -equivariant.
We next check (1) for a fixed x ∈ h e . Both the maps u → [θ(x), u] and u → x · u are derivations, so it suffices to check that [θ(x), y] = x · y for each y ∈ p and that [θ(x), (z * j ) ne ] = x · (z * j ) ne for each j = 1, . . . , 2s. The first of these statements is obvious, since both [θ(x), y] and x · y equal [x, y] . For the second, we calculate using Lemma 3.1:
For (2), take homogeneous x, y ∈ g e . If x or y belongs to g e (j) for some j > 0 then (2) is obvious so assume x, y ∈ h e . Then using (1) we get
. To check (3), take x ∈ h e . We need to show that [y − y ne , θ(x)] ∈ J for all y ∈ n. If y ∈ m, then [y − y ne , θ(x)] = [y, x] ∈ J, as χ([y, x]) = 0 using the fact that x ∈ g e . If instead y ∈ k, then using (1) we have that
which does belong to J.
Remark 3.4. One can modify the map θ in Theorem 3.3 by composing with an automorphism of U ( p) of the form x → x+ η(x), y ne → y ne for some character η of p. Providing the character δ in §4.1 below is replaced by δ − η, all subsequent results remain true exactly as formulated for θ modified in this way. This extra degree of freedom will be useful when we discuss type A in §5.2 below.
3.2. The Kazhdan filtration. Now we introduce the first important filtration, working to start with in terms of the Whittaker model realization Q n of the W -algebra following [GG] . The Kazhdan filtration
is the span of the monomials x 1 · · · x n for n ≥ 0 and x 1 ∈ g(j 1 ), . . . , x n ∈ g(j n ) such that (j 1 + 2) + · · · + (j n + 2) ≤ i. The associated graded algebra gr U (g) is the symmetric algebra S(g) viewed as a graded algebra via the Kazhdan grading on g in which x ∈ g(j) is of degree (j + 2).
The Kazhdan filtration on U (g) induces a filtration on the left ideal I and on the quotient Q = U (g)/I such that gr Q = S(g)/ gr I. We use the bilinear form (.|.) to identify S(g) with the algebra C[g] of regular functions on the affine variety g. Then gr I is the ideal generated by the functions {x − χ(x) | x ∈ m}, i.e. the ideal of all functions in C[g] vanishing on the closed subvariety e + m ⊥ of g. In this way, we have identified
Let N be the closed subgroup of G corresponding to the subalgebra n. The adjoint action of N on g leaves e + m ⊥ invariant, so we get induced an action of N on C[e + m ⊥ ] by automorphisms; the resulting action of n on C[e + m ⊥ ] by derivations coincides under the above identification with the action of n on gr Q induced by the adjoint action of n on Q itself. By [GG, Lemma 2 .1], the action of N on e + m ⊥ is regular and the Slodowy slice
gives a set of representatives for the orbits of N on e + m ⊥ . So restriction of functions defines an isomorphism from the invariant subalgebra
Finally, the Kazhdan filtration on Q induces an algebra filtration on Q n so that gr(Q n ) is identified with a graded subalgebra of gr Q = C[e + m ⊥ ]. Now the PBW theorem for Q n [GG, Theorem 4.1] gives:
The next goal is to reformulate this PBW theorem for U (g, e) directly. To do this, extend the Kazhdan filtration on U (g) to U ( g) by declaring that elements of k ne are of degree 1. Setting F i U ( p) := U ( p) ∩ F i U ( g), we get an induced Kazhdan filtration on the subalgebra U ( p). We can obviously identify gr U ( g) and gr U ( p) with S( g) and S( p), both graded via the analogous Kazhdan grading in which x ∈ g(j) is of Kazhdan degree j + 2 and y ne ∈ k ne is of Kazhdan degree 1. The Kazhdan grading on p only involves positive degrees, so the Kazhdan filtration on U ( p) is strictly positive in the sense that F 0 U ( p) = C and F i U ( p) = 0 for i < 0. We get an induced strictly positive filtration F 0 U (g, e) ⊆ F 1 U (g, e) ⊆ · · · on U (g, e) such that gr U (g, e) is canonically identified with a graded subalgebra of gr U ( p) = S( p). The point now is that there is a commutative diagram: I) , on passing to the associated graded objects. Explicitly, they send x ∈ g or p to the function z → (x|z) and y ne ∈ k ne to the function z → (y|z).
The homomorphism pr : S( g) ։ S( p) is induced by Pr : U ( g) ։ U ( p) on passing to the associated graded algebras. Explicitly, pr is the identity on elements of p and maps x ∈ n to χ(x) + x ne . The top triangle in the diagram commutes even before passing to the associated graded objects, as we observed that Pr(u)(1 + I) = u(1 + I) for u ∈ U ( g) in the proof of Theorem 2.4.
The twisted adjoint action of n on U ( g) induces a graded action of n on S( g) by derivations, such that x ∈ n maps y ∈ g to [x − x ne , y]. This action factors through the map pr to induce an action of n on S( p) by derivations, such that x ∈ n maps y ∈ p to pr([x−x ne , y]). We let S( p) n denote the invariant subalgebra for this action. Finally, we have already noted that the map res sends C[e + m ⊥ ] N isomorphically onto the coordinate algebra C[e + g f ] of the Slodowy slice. So the restriction of ζ gives an isomorphism S( p) n ∼ → S(g e ). This completes the justification of the above diagram, and we have now derived the following convenient reformulation of [GG, Theorem 4 .1]:
Lemma 3.5. We have that gr U (g, e) = S( p) n . Moreover, the restriction of ζ is an isomorphism of graded algebras
where the grading on S(g e ) is induced by the Kazhdan grading on g e .
The dot action of t e on p extends to an action on S( p) by derivations, which coincides with the action induced by the dot action of t e on U ( p) on passing to the associated graded algebra. Hence the t e -weight space decomposition
In view of Lemma 3.2, U (g, e) is a t e -submodule of U ( p), hence gr U (g, e) = S( p) n is a t e -submodule of S( p) and the induced decomposition gr U (g, e) = α∈ZΦ e S( p) n α satisfies gr(U (g, e) α ) = S( p) n α . Now we can deduce the following PBW theorem for U (g, e), which is essentially [P1, Theorem 4.6] . We remark that the original proof in [P1] involved lifting from characteristic p, whereas we are deducing it ultimately from [GG, Theorem 4.1] .
Theorem 3.6. There exists a (non-unique) t e -equivariant linear map
such that Θ(x) ∈ F j+2 U (g, e) and ζ(gr j+2 Θ(x)) = x for each x ∈ g e (j), and Θ(t) = θ(t) for each t ∈ h e . Moreover, if x 1 , . . . , x t is a homogeneous basis of g e with x i ∈ g e (n i ) then the monomials
Proof. Let x 1 , . . . , x t be a basis for g e with x i ∈ g(n i ) of t e -weight γ i . As the decomposition from Lemma 2.2 is a direct sum of t e -modules, the isomorphism ζ : S( p) n ∼ → S(g e ) from Lemma 3.5 is a t e -equivariant isomorphism of Kazhdan graded vector spaces. For each i, letx i ∈ S( p) n γ i be the unique element with ζ(x i ) = x i . Sox i belongs to gr n i +2 (U (g, e) γ i ). Hence there is a lift Θ(x i ) ∈ F n i +2 U (g, e) γ i with gr n i +2 Θ(x i ) =x i , i.e. ζ(gr n i +2 Θ(x i )) = x i . Moreover if n i = 0 then by Lemma 3.3(3) we know that θ(x i ) ∈ F 2 U (g, e) γ i and ζ(gr 2 θ(x i )) = x i , so we can choose Θ(x i ) to be θ(x i ). Now extend by linearity to obtain the desired map Θ. The final statement then follows immediately from Lemma 3.5.
3.3. The good filtration. Now we turn our attention to the second filtration on U (g, e), which we refer to as the good filtration. To define it, the good grading on p induces a grading on U (p). We extend this to the good grading
on U ( p) by declaring that elements of k ne are of degree 0. The subalgebra U (g, e) is not a graded subalgebra in general, but the good grading at least induces the good filtration
The associated graded algebra gr ′ U (g, e) is then canonically identified with a graded subalgebra of U ( p). Our goal is to identify this associated graded algebra with U (g e ), a result which is a slight variation on [P2, Proposition 2.1].
Lemma 3.7. Let θ and Θ be as in Theorems 3.3 and 3.6. For x ∈ g e (j) we have that Θ(x) ∈ F ′ j U (g, e) and gr ′ j Θ(x) = θ(x).
Proof. Take 0 = x ∈ g e (j) for j ≥ 0. Letx ∈ S( p) n be the unique element such that ζ(x) = x. We claim to start with that
x ≡ x (mod n≥2 S n ( p)). To see this, note ζ is a graded map with respect to the Kazhdan grading and x is in Kazhdan degree j + 2, so we certainly have thatx ≡ y (mod n≥2 S n ( p)) for some unique y ∈ g(j) with ζ(y) = x. Now we just need to show that y centralizes e, i.e. ζ(y) = y. If not then [e, y] = 0, so we can find some z ∈ g(−j − 2) such that ([e, y] On the other hand if x 1 · · · x n is any monomial in S n ( p) of Kazhdan degree j +2 for some n ≥ 2, we have that
As n ≥ 2 we know that x i is of Kazhdan degree strictly smaller than j + 2, so [x i , z] lies in g(k) for some k < −2. Hence pr([x i , z]) = 0 so pr([x 1 · · · x n , z]) = 0 too. So pr([x, z]) = pr([y, z]) = 0. Butx lies in S( p) n , so by the definition of the n-action we have that pr([z,x]) = 0, giving the desired contradiction. Now to prove the lemma, take x ∈ g e (j). If j = 0 then Θ(x) = θ(x) by Theorem 3.6, and the conclusion is clear. So assume that j > 0. We need to show that Θ(x) = θ(x) + ( †) where ( †) belongs to i<j U ( p)(i). By the claim, the liftx is equal to x plus a linear combination of monomials of the form y 1 · · · y r z ne 1 · · · z ne s for r + s ≥ 2 and elements y i ∈ p(k i ) and z i ∈ k with (k 1 + 2) + · · · + (k r + 2) + s = j + 2. Hence the lift Θ(x) ofx to U (g, e) is equal to x plus a linear combination of such monomials y 1 · · · y r z ne 1 · · · z ne s plus some element u ∈ F j+1 U ( p). Each y 1 · · · y r z ne 1 · · · z ne s is of degree k 1 + · · · + k r = j−2r−s+2. As r+s ≥ 2, we deduce that k 1 +· · ·+k r is either zero or it is strictly less than j, so all the y 1 · · · y r z ne 1 · · · z ne s terms belong to i<j U ( p)(i). Finally the element u is itself a linear combination of monomials y 1 · · · y r z ne 1 · · · z ne s with y i ∈ p(k i ) and z i ∈ k such that (k 1 + 2) + · · · + (k r + 2) + s ≤ j + 1. Hence k 1 + · · · + k r ≤ j − 2r − s + 1, so again we have that k 1 + · · · + k r is either zero or strictly less than j. This shows that u belongs to i<j U ( p)(i) too.
Theorem 3.8. The homomorphism U (g e ) → U ( p) induced by the Lie algebra homomorphism θ from Theorem 3.3 defines a t e -equivariant graded algebra isomorphism θ : U (g e ) ∼ → gr ′ U (g, e), viewing U (g e ) as a graded algebra via the good grading.
Proof. Pick Θ and a homogeneous basis x 1 , . . . , x t for g e as in Theorem 3.6, so that the monomials Θ(x i 1 ) · · · Θ(x i k ) for all 1 ≤ i 1 ≤ · · · ≤ i k ≤ t form a basis for U (g, e). Lemma 3.7 implies that
where the first term on the right hand side lies in U ( p)(n i 1 + · · · + n i k ) and the term ( †) lies in the sum of all strictly lower graded components. Hence the monomials {θ(x i 1 · · · x i k ) | 1 ≤ i 1 ≤ · · · ≤ i k ≤ t} give a homogeneous basis for gr ′ U (g, e) . By the PBW theorem for U (g e ), the same monomials give a homogeneous basis for θ(U (g e )).
Highest weight theory
This section contains the main new results of the paper. We are going to define Verma modules and explain their relevance to the problem of classifying finite dimensional irreducible U (g, e)-modules. 4.1. "Cartan subalgebra". Recall from §3.1 that the restricted root system Φ e is the set of non-zero weights of t e on g = g 0 ⊕ α∈Φ e g α . The zero weight space g 0 is the centralizer of the toral subalgebra t e in g, so it is a Levi factor of a parabolic subalgebra of g. According to Bala-Carter theory [C, 5.9.3, 5.9.4 ], e is a distinguished nilpotent element of g 0 , i.e. the only semisimple elements of g 0 that centralize e belong to the center of g 0 . It is also clear that h and f lie in g 0 .
By [BG, Lemma 19 ], our fixed good grading g = j∈Z g(j) coincides with the eigenspace decomposition of ad (h + p) for some element p ∈ t e . As p centralizes g 0 it follows that the induced grading g 0 = j∈Z g 0 (j) coincides simply with the ad h-eigenspace decomposition of g 0 . Of course this is another good grading for e, viewed now as an element of the smaller reductive Lie algebra g 0 . Moreover by [C, 5.7 .6] it is an even grading, which means that g 0 = g 0 , p 0 = p 0 , m 0 = n 0 and k 0 = {0}. In particular, the finite W -algebra U (g 0 , e) associated to e ∈ g 0 is defined simply by
where I 0 is the left ideal of U (g 0 ) generated by the elements {x − χ(x) | x ∈ m 0 }, and Pr 0 is the projection along the decomposition U (g 0 ) = U (p 0 ) ⊕ I 0 . This finite W -algebra is going to play the role of Cartan subalgebra in our highest weight theory. However, unlike in the case e = 0 it does not embed obviously as a subalgebra of U (g, e); instead we will realize it as a certain section.
Before we can do this, we need to fix one more critically important choice: let q be a parabolic subalgebra of g with Levi factor g 0 . We stress that there is often more than one conjugacy class of choices for q, unlike in the case e = 0 when there is just one conjugacy class of Borel subalgebras containing t. In the language of [BG, §2] , the choice of q determines a system Φ e + of positive roots in the restricted root system Φ e , namely, Φ e + := {α ∈ Φ e | g α ⊆ q}. Setting Φ e − := −Φ e + , we define g ± := α∈Φ e ± g α , so that
The choice Φ e + of positive roots induces a dominance ordering ≤ on (t e ) * : µ ≤ λ if λ − µ ∈ Z ≥0 Φ e + . In this paragraph, we let a denote one of g, p, p or g e . Recall from §3.1 that the dot actions of t e on a and its universal enveloping (super)algebra U (a) induce decompositions a = a 0 ⊕ α∈Φ e a α and U (a) = α∈ZΦ e U (a) α . In particular, U (a) 0 , the zero weight space of U (a) with respect to the dot action, is a subalgebra of U (a). Also let U (a) ♯ (resp. U (a) ♭ ) denote the left (resp. right) ideal of U (a) generated by the root spaces a α for α
which are obviously left and right ideals of U (a) 0 , respectively. By the PBW theorem for non-linear Lie algebras, we actually have that U (a) 0,♯ = U (a) ♭,0 , hence U (a) 0,♯ is a two-sided ideal of U (a) 0 . Moreover a 0 is a subalgebra of a, and by the PBW theorem again we have that U (a) 0 = U (a 0 ) ⊕ U (a) 0,♯ . The projection along this decomposition defines a surjective algebra homomorphism
with ker π = U (a) 0,♯ . Hence U (a) 0 /U (a) 0,♯ ∼ = U (a 0 ). We can repeat some but not all of the preceding discussion for the W -algebra U (g, e) itself. To make things as explicit as possible, let us choose a homogeneous t e -weight basis f 1 , . . . , f m , h 1 , . . . , h l , e 1 , . . . , e m of g e so that the weight of f i is −γ i ∈ Φ e − , the weight of e i is γ i ∈ Φ e + , and h 1 , . . . , h l ∈ g e 0 ; the weights γ i here are not necessarily distinct. Choosing an embedding Θ as in Theorem 3.6, we get the corresponding elements F i := Θ(f i ) ∈ U (g, e) −γ i , E i := Θ(e i ) ∈ U (g, e) γ i , and H j := Θ(h j ) ∈ U (g, e) 0 . For a ∈ Z m ≥0 , we write F a for F a 1 1 . . . F am m , and define H b and E c for b ∈ Z l ≥0 and c ∈ Z m ≥0 similarly. We get the following PBW basis for U (g, e):
The subspace U (g, e) α in the restricted root space decomposition has basis given by all the PBW monomials F a H b E c such that i (c i − a i )γ i = α. Now we define U (g, e) ♯ (resp. U (g, e) ♭ ) to be the left (resp. right) ideal of U (g, e) generated by E 1 , . . . , E m (resp. F 1 , . . . , F m ). Note that U (g, e) ♯ (resp. U (g, e) ♭ ) is equivalently the left (resp. right) ideal of U (g, e) generated by all U (g, e) α for α ∈ Φ e + (resp. α ∈ Φ e − ), so it does not depend on the explicit choice of the basis. Set U (g, e) 0,♯ := U (g, e) 0 ∩ U (g, e) ♯ , U (g, e) ♭,0 := U (g, e) ♭ ∩ U (g, e) 0 , which are obviously left and right ideals of the zero weight space U (g, e) 0 , respectively. The PBW monomials F a H b E c with c = 0 (resp. a = 0) form a basis of U (g, e) ♯ (resp. U (g, e) ♭ ), and the PBW monomials F a H b E c with i (c i − a i )γ i = 0 form a basis of U (g, e) 0 . It follows that U (g, e) 0,♯ = U (g, e) ♭,0 , hence it is a two-sided ideal of U (g, e) 0 . Moreover the cosets of the PBW monomials of the form H b form a basis of the quotient algebra U (g, e) 0 /U (g, e) 0,♯ . However the PBW monomials H b need not span a subalgebra of U (g, e), unlike the situation for the algebras U (a) discussed earlier.
The goal now is to prove using the BRST cohomology definition of the Walgebra that U (g, e) 0 /U (g, e) 0,♯ is canonically isomorphic to U (g 0 , e). The isomorphism involves a shift in the spirit of Corollary 2.9: let
Lemma 4.1. γ and δ extend uniquely to characters of p 0 .
Proof. For x ∈ h 0 , ad x leaves the subspace n − = α∈Φ e − n α invariant, so the map γ : h 0 → C, x → tr(ad x| n − ) is a well-defined Lie algebra homomorphism with γ(x) := tr(ad x| n − ). Extending by zero on the nilradical of p 0 , this defines the required homomorphism γ : p 0 → C. The construction of δ is similar.
Lemma 4.2. The following diagram commutes:
Proof. Take x ∈ g e 0 (j). If j > 0 then S −γ (π(θ(x))) = x = S −δ (x). Now assume that j = 0, i.e. x ∈ h e 0 . As k 0 = {0}, we can choose the elements z 1 , . . . , z 2s from Theorem 3.3 so that z 1 , . . . , z s (resp. z s+1 , . . . , z 2s ) belong to negative (resp. positive) t e -root spaces. Then
Theorem 4.3. The restriction of S −γ • π : U ( p) 0 ։ U (p 0 ) defines a surjective algebra homomorphism π −γ : U (g, e) 0 ։ U (g 0 , e) with ker π −γ = U (g, e) 0,♯ . Hence U (g, e) 0 /U (g, e) 0,♯ ∼ = U (g 0 , e).
Proof. Consider the following diagram:
We have already constructed the horizontal maps. From top to bottom, they have kernels U ( p) 0,♯ , U ( p) 0,♯ and U ( g) 0,♯ . For the vertical maps, recall the derivation d : U ( g) → U ( g) and the homomorphism φ : U ( p) → U ( p) from §2. One checks that both of these are t e -equivariant, hence they restrict to give the maps d and φ in the diagram. The maps d 0 and φ 0 come from the analogous maps for the reductive subalgebra g 0 . We first verify that the top square commutes. As φ is t e -invariant, it maps U ( p) 0,♯ into U ( p) 0,♯ . Hence the top square commutes on restriction to U ( p) 0,♯ , as we get zero both ways round. Since U ( p) 0 = U (p) 0 ⊕ U ( p) 0,♯ it remains to check the square commutes on restriction to U (p 0 ). So take x ∈ p 0 . Introduce the shorthands ± i and 0 i for the sums over all 1 ≤ i ≤ r such that β i | t e ∈ Φ e ± and β i | t e = 0, respectively.
). Next we check that the bottom square commutes. Again d is t e -equivariant so maps U ( p) 0,♯ into U ( g) 0,♯ , hence the bottom square commutes on restriction to U ( p) 0,♯ . It remains to check it commutes on restriction to U ( p 0 ). Recalling p 0 = p 0 ⊕m * 0 ⊕m ch 0 , it suffices to consider elements x ∈ p 0 , f ∈ m * 0 and y ch ∈ m ch 0 . In the first case we calculate: π(x) ). The second case is very similar. The calculation in the third case is as follows:
, noting each f i , [y, b i ] = 0 by degree considerations. Now Theorem 2.8 gives that d(φ(u)) = 0 for all u ∈ U (g, e) 0 . By the commutativity of the diagram we deduce that d 0 (φ 0 (S −γ (π(u)))) = 0 for all such u. By Theorem 2.8 again, we have that U (g 0 , e) = {u ∈ U (p 0 ) | d 0 (φ 0 (u)) = 0}. Hence S −γ (π(U (g, e) 0 )) ⊆ U (g 0 , e), showing that the restriction of S −γ •π defines an algebra homomorphism π −γ : U (g, e) 0 → U (g 0 , e). Moreover U (g, e) 0,♯ ⊆ U ( p) 0,♯ so U (g, e) 0,♯ ⊆ ker π −γ . Recall that the quotient U (g, e) 0 /U (g, e) 0,♯ has basis given by the cosets of the PBW monomials H b with b ∈ Z l ≥0 . Therefore to complete the proof it suffices to show that the monomials π −γ (H b ) ∈ U (g 0 , e) actually form a basis for for U (g 0 , e), since that shows simultaneously that π −γ is surjective and that its kernel is no bigger than U (g, e) 0,♯ .
By Lemma 3.7,
and ( †) denotes a linear combination of terms of strictly smaller degree in the good grading. Applying π −γ using Lemma 4.2, we deduce that π −γ (H b ) = S −δ (h b ) + ( ‡) where ( ‡) consists of lower degree terms. Recalling that gr ′ U (g 0 , e) = U (g e 0 ) by Theorem 3.8, we see by the PBW theorem for U (g e 0 ) that the monomials π −γ (H b ) for all b ∈ Z l ≥0 do indeed form a basis for U (g 0 , e).
Verma modules.
Recall the embedding θ : t e ֒→ U (g, e) from Theorem 3.3 and the weight δ from §4.1. For a U (g, e)-module V and λ ∈ (t e ) * , we define the λ-weight space
Let V λ be a maximal weight space in a U (g, e)-module V . Then the action of U (g, e) 0 on V λ factors through the map π −γ from Theorem 4.3 to make V λ into a U (g 0 , e)-module such that um = π −γ (u)m for u ∈ U (g, e) 0 and m ∈ V λ . Note also that t e is a Lie subalgebra of U (g 0 , e) (since t e even lies in the center of U (p 0 )), so we get another action of t e on V λ by restricting the U (g 0 , e)-action. By Lemma 4.2 this new action satisfies tv = λ(t)v for all t ∈ t e . This explains why we included the additional shift by δ in the definition of the λ-weight space of a U (g, e)-module.
We say that a U (g, e)-module V is a highest weight module if it is generated by a maximal weight space V λ such that V λ is finite dimensional and irreducible as a U (g 0 , e)-module. In that case, as we will see shortly, λ is the unique maximal weight of V in the dominance ordering. Let
be a complete set of pairwise inequivalent finite dimensional irreducible U (g 0 , e)modules for some set L. If V is a highest weight module generated by a maximal weight space V λ and V λ ∼ = V Λ for Λ ∈ L, we say that V is of type Λ.
Since U (g, e) ♯ is invariant under left multiplication by U (g, e) and right multiplication by U (g, e) 0 , the quotient U (g, e)/U (g, e) ♯ is a (U (g, e), U (g, e) 0 )bimodule. Moreover the right action of U (g, e) 0 factors through the map π −γ from Theorem 4.3 to make U (g, e)/U (g, e) ♯ into a (U (g, e), U (g 0 , e))-bimodule.
For Λ ∈ L we define the Verma module of type Λ by setting M (Λ, e) := (U (g, e)/U (g, e) ♯ ) ⊗ U (g 0 ,e) V Λ .
We are going show that this is a universal highest weight module of type Λ, meaning that M (Λ, e) is a highest weight module of type Λ (in particular it is non-zero) and moreover if V is another highest weight module generated by a maximal weight space V λ and f : V Λ ∼ → V λ is a U (g 0 , e)-module isomorphism then there is a unique U (g, e)-module homomorphismf : M (Λ, e) ։ V extending f . Recall the PBW basis for U (g, e) fixed in §4.1.
Lemma 4.4. As a right U (g 0 , e)-module, U (g, e)/U (g, e) ♯ is free with basis {F a | a ∈ Z m ≥0 }.
Proof. This follows because the cosets of the PBW monomials of the form F a H b give a basis for the quotient U (g, e)/U (g, e) ♯ and the cosets of the monomials of the form H b give a basis for U (g, e) 0 /U (g, e) 0,♯ ∼ = U (g 0 , e).
Theorem 4.5. Given Λ ∈ L, let v 1 , . . . , v k be a basis for V Λ and λ be its t e -weight.
( is irreducible, and {L(Λ, e) | Λ ∈ L} is a complete set of pairwise inequivalent irreducible highest weight modules over U (g, e).
Proof.
(1) This is clear from Lemma 4.4.
(2) The basis vector F a ⊗ v i is of weight λ − i a i γ i . Hence the λ-weight space of M (Λ, e) is 1 ⊗ V Λ and all other weights of M (Λ, e) are strictly smaller in the dominance ordering.
(3) By (1)-(2) M (Λ, e) is a highest weight module of type Λ. Let V be another highest weight module generated by a maximal weight space V µ and f : V Λ → V µ be a U (g 0 , e)-module isomorphism. By comparing t e -actions we get that µ = λ. By adjointness of tensor and hom f extends uniquely to a U (g, e)-module homomorphismf :
(4) Let N be a submodule of M (Λ, e). Then N is the direct sum of its t eweight spaces. If N λ = 0 then N λ generates all of 1 ⊗ V Λ as a U (g 0 , e)-module, hence it generates all of M (Λ, e) as a U (g, e)-module. This shows that if N is a proper submodule then it is contained in µ<λ M (Λ, e) µ . Hence the sum of all proper submodules of M (Λ, e) is still a proper submodule, so M (Λ, e) has a unique maximal submodule R(Λ, e) as claimed. By (3) any irreducible highest weight module V of type Λ is a quotient of M (Λ, e), hence V ∼ = L(Λ, e).
Moreover λ is the unique maximal weight of L(Λ, e) by (2) and L(Λ, e) λ ∼ = V Λ as U (g 0 , e)-modules. Hence Λ is uniquely determined by V . Proof. Any finite dimensional irreducible U (g, e)-module L has a maximal weight λ. Moreover by irreducibility L is generated by any irreducible U (g 0 , e)submodule of L λ . Hence L is an irreducible highest weight module. Now apply Theorem 4.5(4).
Unfortunately we have absolutely no idea how to give an explicit combinatorial parametrization {V Λ | Λ ∈ L} of a complete set of pairwise inequivalent finite dimensional irreducible U (g 0 , e)-modules unless the distinguished nilpotent element e of g 0 is actually regular. We will discuss the regular case in more detail in §5.1.
4.3.
Central characters. Let Z(g) denote the center of U (g) and Z(g, e) denote the center of U (g, e). It is easy to see that the restriction of the linear map Pr from §2 defines an injective algebra homomorphism Pr : Z(g) ֒→ Z(g, e). As explained in the footnote to [P2, Question 5.1] , this map is also surjective, so it is an algebra isomorphism Pr : Z(g) ∼ → Z(g, e).
A U (g, e)-module V is of central character ψ : Z(g) → C if Pr(z)v = ψ(z)v for all z ∈ Z(g) and v ∈ V . Analogously for g 0 we have the isomorphism Pr 0 : Z(g 0 ) ∼ → Z(g 0 , e), and we say that a U (g 0 , e)-module V is of central character ψ 0 : Z(g 0 ) → C if Pr 0 (z)v = ψ 0 (v) for all z ∈ Z(g 0 ) and v ∈ V . We want to relate the central character of an irreducible highest weight module over U (g, e) to the central character of its maximal weight space over U (g 0 , e). We remark that the surjectivity of the map Pr will not be used in any of the arguments below but the surjectivity of Pr 0 is essential; if e is regular in g 0 then the surjectivity of Pr 0 is already clear from [K, §2] .
Let Φ (resp. Φ 0 ) denote the root system of g (resp. g 0 ) with respect to t and W (resp. W 0 ) be the corresponding Weyl group. Let Φ ± := α ∈ Φ α| t e ∈ Φ e ± so that Φ = Φ − ⊔ Φ 0 ⊔ Φ + , corresponding to the decomposition g = g − ⊕ g 0 ⊕ g + . We stress that Φ + is not a positive system of roots in Φ; we reserve the notation Φ + for such a thing below. For each α ∈ Φ, fix a non-zero vector x α in the α-root space of g and let α ∨ := 2α/(α|α) ∈ t * . Now we define Harish-Chandra isomorphisms
for g and g 0 as follows. Let Φ + be any system of positive roots in Φ and set Φ + 0 := Φ + ∩ Φ 0 , which is a system of positive roots in Φ 0 . Set
The first term on the right hand side of the definition of ρ 0 is orthogonal to all the roots in Φ 0 ; it should be viewed as a shift in origin for the definition of Ψ 0 . Then, the Harish-Chandra isomorphisms Ψ and Ψ 0 are determined on z ∈ Z(g) and z 0 ∈ Z(g 0 ) by the equations
Although the definitions of Ψ and Ψ 0 involve the choice of Φ + , it is known by [D, 7.4 .5] that the Harish-Chandra isomorphisms Ψ and Ψ 0 are actually independent of this choice (though Ψ 0 does depend on the choice of Φ e + because of the shift of origin in defining ρ 0 ).
Theorem 4.7. There is a unique embedding c : Z(g) ֒→ Z(g 0 ) such that the following diagram commutes:
Here, ι : S(t) W ֒→ S(t) W 0 denotes the natural inclusion.
Proof. Given σ, τ ∈ {+, 0, −} let Φ σ (τ ) denote the set of all α ∈ Φ σ such that the degree of x α in the good grading is positive, zero or negative according to whether τ = +, 0 or −, respectively. Note that Φ σ (τ ) = −Φ −σ (−τ ), in particular, Φ 0 (0) is a closed subsystem of Φ (it is the root system of the reductive Lie algebra h 0 ). Pick a system Φ + 0 (0) of positive roots in Φ 0 (0). Then set
, which is a system of positive roots in Φ. Using this choice we define the weights ρ, ρ 0 and the Harish-Chandra isomorphisms Ψ, Ψ 0 , as explained above. So
Recalling the weight γ from §4.1, we deduce that
Now we need to fix some PBW bases. Let t 1 , . . . , t n be a basis for t. Also enumerate the elements of Φ + 0 (0) as α 1 , . . . , α s , the elements of Φ 0 (−) as β 1 , . . . , β q , the elements of Φ + (−) ⊔ Φ − (−) as β q+1 , . . . , β r , and the elements of Φ + (0) as ν 1 , . . . , ν p . Order the basis {t i , x α | 1 ≤ i ≤ n, α ∈ Φ} of g so the x −β i come first, then the x −ν i , then the x −α i , then the t i , then the x α i , then the x ν i , then the x β i . This ordering determines a corresponding PBW basis for U (g). Using the same ordering on the basis {t i , x α | 1 ≤ i ≤ n, α ∈ Φ 0 } of g 0 we also get a PBW basis for U (g 0 ).
We next calculate Pr 0 (z 0 ) for any z 0 ∈ Z(g 0 ). We can write
, u 0 is a linear combination of ordered PBW monomials ending in x α i (1 ≤ i ≤ s) and v 0 is a linear combination of ordered PBW monomials ending in x β i (1 ≤ i ≤ q). As z 0 is central it is of degree 0 in the good grading. Hence S ρ 0 (Ψ 0 (z 0 )), u 0 and v 0 are all of degree 0 too. Note u 0 only involves products of the basis vectors x α 1 , . . . , x αs on the positive side, all of which are of degree 0. Hence it can only involve products of the basis vectors x −α 1 , . . . , x −αs on the negative side because each x −β 1 , . . . , x −βq is of strictly positive degree. Hence u 0 ∈ U (h 0 ) and Pr 0 (S ρ 0 (Ψ 0 (z 0 )) + u 0 ) = S ρ 0 (Ψ 0 (z 0 )) + u 0 . To compute Pr 0 (v 0 ), our PBW monomials are ordered so that the basis vectors x β 1 , . . . , x βq for m 0 appear on the right hand side, so we simply replace each x β i by the scalar χ(x β i ). Since all x β i are of strictly negative degree, it follows that Pr 0 (v 0 ) is of strictly positive degree. We have shown that
In particular we see from this that z 0 can be recovered uniquely from Pr 0 (z 0 ): it is the unique element of Z(g 0 ) such that
Instead take an element z ∈ Z(g). We expand it as z = S ρ (Ψ(z)) + t + u + v where S ρ (Ψ(z)) ∈ S(t), t is a linear combination of ordered PBW monomials ending in x α i (1 ≤ i ≤ s), u is a linear combination of ordered PBW monomials ending in x ν i (1 ≤ i ≤ p), and v is a linear combination of ordered PBW monomials ending in x β i (1 ≤ i ≤ r). We apply the map Pr and argue just like in the previous paragraph to get that
So we deduce recalling Theorem 4.3 that π −γ (Pr(z)) = S −γ (S ρ ((Ψ(z) 
Using the last sentence of the previous paragraph and the fact from [P2] that Pr 0 : Z(g 0 ) ֒→ Z(g 0 , e) is surjective, we deduce that π −γ (Pr(z)) = Pr 0 (z 0 ) where z 0 is the unique element of Z(g 0 ) such that S ρ 0 (Ψ 0 (z 0 )) = S −γ (S ρ (Ψ(z) )). Equivalently, by the first paragraph, Ψ 0 (z 0 ) = Ψ(z). Now we can prove the theorem. Since Ψ and Ψ 0 are isomorphisms, there is obviously a unique map c so the right hand square commutes. For the left hand square, we have shown for z ∈ Z(g) that π −γ (Pr(z)) = Pr 0 (z 0 ) where Ψ 0 (z 0 ) = Ψ(z). This means that z 0 = c(z) hence π −γ (Pr(z)) = Pr 0 (c(z)).
For Λ ∈ L, Schur's lemma implies that Z(g 0 , e) acts diagonally on Λ. Let
Proof. Say V is generated by its maximal weight space V λ and f : V Λ → V λ is an isomorphism of U (g 0 , e)-modules. For z ∈ Z(g) and v ∈ V Λ , the theorem implies that
. Hence Pr(z) acts on V λ as the scalar ψ Λ (z). Since V λ generates V as a U (g, e)module it follows that Pr(z) acts on all of V as ψ Λ (z). Hence V has central character ψ Λ .
Remark 4.9. Given in addition a weight o ∈ t * orthogonal to all the roots in Φ, one can modify the above definitions of ρ and ρ 0 by adding o ∈ t * to them both ("change of origin"). Providing one also adds o to the weight ǫ defined in §5.1 below, all our subsequent results remain true as stated. The point is that although adding o changes the Harish-Chandra isomorphisms Ψ and Ψ 0 , hence also the parametrization of central characters, it does not affect the maps c or ι in Theorem 4.7. 4.4. Category O(e). We want to prove that Verma modules have finite length. This is not a hard result if e is regular in g 0 , but to prove it in general we need to appeal to some recent results of Losev. We first recall a little more of the background for this. Let l be a Lagrangian subspace of k (for example a natural choice is l := k + = α∈Φ e + k α ). Define the left U (g)-module Q l = U (g)/I l and the algebra Q m⊕l l as in Remark 2.1. It is obvious from the definition of Q m⊕l l that there is a well-defined multiplication map
with U (g, e) using the isomorphism ν from Remark 2.1 and the isomorphism from Theorem 2.4, this makes Q l into a (U (g), U (g, e))-bimodule too.
Let C(e) denote the category of all left U (g, e)-modules. Let W(e) denote the category of all g-modules on which x − χ(x) acts locally nilpotently for all x ∈ m ⊕ l. Note Q l belongs to W(e), hence tensoring with this bimodule defines a functor Q l ⊗ U (g,e) ? : C(e) → W(e). The important Skryabin's theorem asserts that this functor is an equivalence of categories; see [S] or [GG, Theorem 6.1] .
Hence if L is any irreducible U (g, e)-module then Q l ⊗ U (g,e) L is an irreducible U (g)-module, and its annihilator Ann U (g) (Q l ⊗ U (g,e) L) is a primitive ideal of U (g). For any primitive ideal P of U (g), we let VA(P ) ⊆ g denote its associated variety; see e.g. [J, §9] . It is known that VA(P ) is the closure of a single nilpotent orbit in g; see [J2, 3.10] . By [P2, Theorem 3.1] and [L, Theorem 1.2.2(ii) ,(ix)], it is known for any irreducible U (g, e)-module L that
with equality if and only if L is finite dimensional.
Theorem 4.10. The number of isomorphism classes of irreducible highest weight modules for U (g, e) with prescribed central character ψ : Z(g) → C is finite, i.e. the set {Λ ∈ L | ψ Λ = ψ} is finite.
Proof. By Corollary 4.8, ψ Λ = ψ implies ψ Λ 0 = ψ 0 for some central character ψ 0 : Z(g 0 ) → C such that ψ 0 • c = ψ. Each W -orbit in t * is a union of finitely many W 0 -orbits, hence there are finitely many such ψ 0 . Therefore it suffices to prove for each ψ 0 : Z(g 0 ) → C that the set {Λ ∈ L | ψ Λ 0 = ψ 0 } is finite. In other words, replacing g by g 0 , we may assume that e is a distinguished nilpotent element in g and need to prove that the number of isomorphism classes of finite dimensional irreducible U (g, e)-modules with fixed central character ψ is finite. This statement is immediate if e is regular in g by [K, §2] . In general we use [L, Theorem 1.2.2] , as follows. The map sending L to Ann U (g,e) (L) induces a bijection between isomorphism classes of finite dimensional irreducible U (g, e)-modules of central character ψ and primitive ideals of U (g, e) of finite codimension that contain Pr(ker ψ). So we just need to show there are finitely many such primitive ideals. By [L, Theorem 1.2.2(ii) ,(iii)], if P = Ann U (g,e) (L) is a primitive ideal of U (g, e) containing Pr(ker ψ) then Ann U (g) (Q l ⊗ U (g,e) L) is a primitive ideal of U (g) containing ker ψ. A well known consequence of Duflo's theorem [Du] is that there are only finitely many such primitive ideals in U (g). Hence there are only finitely many possibilities for P thanks to [L, Theorem 1.2.2(vi) ,(vii)].
Corollary 4.11. For each Λ ∈ L, the Verma module M (Λ, e) has a composition series.
Proof. Imitate the standard argument in the classical case from [D, 7.6 .1], using Corollary 4.8, Theorem 4.5(1)-(2) and Theorem 4.10. Now we introduce an analogue of the Bernstein-Gelfand-Gelfand category O: let O(e) = O(e; t, q) denote the category of all finitely generated U (g, e)modules V that are semisimple over t e with finite dimensional t e -weight spaces, such that the set {λ ∈ (t e ) * |V λ = {0}} is contained in a finite union of sets of the form {ν ∈ (t e ) * | ν ≤ µ} for µ ∈ (t e ) * . As U (g, e) is Noetherian, O(e) is closed under the operations of taking submodules, quotients and finite direct sums. The following statement follows routinely from Corollary 4.11 and Theorem 4.5. In particular, this shows that the irreducible objects in O(e) are all of the form L(Λ, e) for Λ ∈ L. In the case e = 0, O(e) is the usual BGG category O for the semisimple Lie algebra g with respect to the maximal toral subalgebra t and the Borel q. At the other extreme, if e is a distinguished nilpotent element of g, then O(e) is the category of all finite dimensional U (g, e)-modules that are semisimple over the Lie algebra center of g.
Remark 4.13. If e is a distinguished but not a regular nilpotent element of g then U (g, e) has primitive ideals of infinite codimension by [L, Theorem 1.2.2(viii) ] and [P2, Theorem 3.1]. So there is no chance in this case that every primitive ideal of U (g, e) is the annihilator of an irreducible highest weight module in our narrow sense (finite dimensional weight spaces).
Special cases
In this section we specialize further. First we discuss the case that e is of standard Levi type in the sense of [FP] , i.e. it is a regular nilpotent element of g 0 . In particular, we will formulate a precise conjecture for the classification of finite dimensional irreducible U (g, e)-modules in standard Levi type. Then we prove this conjecture for the standard choice of positive roots in type A, by translating some results from [BK2] into the present framework. We continue with the notation from the previous section; in particular, recall we fixed a parabolic subalgebra q with Levi factor g 0 in §4.1.
Standard Levi type.
Assume from now on that e is a regular nilpotent element of g 0 . In that case, by [K, §2] , the map Pr 0 is an isomorphism
As we have already observed in § §4.3-4.4, many things in the theory are simpler under this assumption. To start with, p 0 is actually a Borel subalgebra of g 0 with opposite nilradical n 0 . Let Ψ and Ψ 0 be the Harish-Chandra isomorphisms for g and g 0 , defined as in §4.3. Recalling that Φ + = α ∈ Φ α| t e ∈ Φ e + is the set of roots corresponding to the nilradical g + of q, let
This is just the weight ρ 0 from §4.3 for the system of positive roots in Φ 0 corresponding to the Borel subalgebra t ⊕ n 0 of g 0 (though we don't necessarily want to fix this choice). With this in mind, the following lemma is essentially [K, Proposition 2.3]:
Lemma 5.1. Let ξ : U (p 0 ) ։ S(t) be the homomorphism induced by the natural projection p 0 ։ t. Then the restriction of S −ǫ •ξ defines an algebra isomorphism
We can now define an explicit set L parametrizing the Verma modules M (Λ, e) and the irreducible highest weight modules L(Λ, e) for U (g, e): define
Thus each Λ ∈ L is a W 0 -orbit of weights in t * . For each Λ ∈ L, let V Λ denote the one dimensional irreducible U (g 0 , e)-module obtained by lifting the irreducible S(t) W 0 -module corresponding to Λ through the isomorphism ξ −ǫ : U (g 0 , e) ∼ → S(t) W 0 from Lemma 5.1. Also fix finally a Borel subalgebra b 0 of g 0 containing t and let b := b 0 ⊕ g + , which is a Borel subalgebra of g contained in the parabolic q. Let Φ + 0 and Φ + = Φ + 0 ⊔ Φ + be the systems of positive roots in Φ 0 and Φ corresponding to b 0 and b. Let ρ :
denote the usual Verma module for g of highest weight (λ − ρ), with unique irreducible quotient L(λ). Note by Corollary 4.8 and Lemma 5.1 that the central character ψ Λ of L(Λ, e) is equal to the central character of L(λ) for any λ ∈ Λ. All other notation used below is as explained in §4.4.
) is finite dimensional if and only if VA(Ann U (g) (L(λ))) = G · e.
We will verify this conjecture in type A (for the standard choice of positive roots) in Corollary 5.6 below. To formulate a stronger conjecture which was inspired by ideas of Premet, let u := n 0 ⊕ g + , which is a maximal nilpotent subalgebra of g contained in q. Note that χ restricts to a character of u. Let O(χ) = O(χ; t, q) denote the category of all finitely generated g-modules M that are locally finite over Z(g) and semisimple over t e , such that x−χ(x) acts locally nilpotently on M for all x ∈ u. This is the category N (χ) from [MS] (with n there equal to our u) except we have added the mild extra condition that the center of the Levi factor of q containing t acts semisimply. In the case χ = 0 we note that O(χ) is the usual BGG category O again. To define the basic objects in the category O(χ), let R denote the quotient of U (g) by the left ideal generated by all {x − χ(x) | x ∈ u}. This left ideal is invariant under right multiplication by elements of U (g 0 , e), hence R is a (U (g), U (g 0 , e))-bimodule. For Λ ∈ L, set
naturally an object of O(χ) of central character ψ Λ . In [MS, §2] , it is shown that M (Λ, χ) has a unique irreducible quotient L(Λ, χ), and that every object in O(χ) has a composition series involving only the L(Λ, χ) as composition factors.
Conjecture 5.3. There is an equivalence of categories W : O(χ) → O(e) such that WM (Λ, χ) ∼ = M (Λ, e) and WL(Λ, χ) ∼ = L(Λ, e) for each Λ ∈ L. Moreover, W should respect annihilators in the sense that
We point out that Conjecture 5.2 follows from Conjecture 5.3. Indeed, using [MS, Theorem 5 .1], one can check for λ ∈ Λ as in Conjecture 5.2 that Ann U (g) (L(Λ, χ)) = Ann U (g) (L(λ)). By Conjecture 5.3 we get that Ann U (g) (Q l ⊗ U (g,e) L(Λ, e)) = Ann U (g) (L(λ)), and then Conjecture 5.2 follows using [P2, Theorem 3.1] and [L, Theorem 1.2.2(ii),(ix)] (see the discussion just before Theorem 4.10). Combined with [Ba, Theorem 6 .2] and the Kazhdan-Lusztig conjecture for g, Conjecture 5.3 would also mean that the composition multiplicities of all Verma modules M (Λ, e) can be computed in terms of Kazhdan-Lusztig polynomials. In particular, the Kazhdan-Lusztig conjecture of [VD] (as we understand it) is a consequence, as is [BK2, Conjecture 7.17] in type A. Note finally that Conjecture 5.3 (hence also Conjecture 5.2) is true if e ∈ g is a long root element. In this special case for the good grading arising from the ad h-eigenspace decomposition of g, the equivalence of categories W is given simply by taking Whittaker vectors with respect to m ⊕ k + ; see [P2, Theorem 7 .1].
Type A.
We now recast some of the results of [BK2] in the language of this paper. In particular we prove Conjecture 5.2 for the standard choice of positive roots in type A. So let g := gl N (C) equipped with the trace form (.|.), t be the set of diagonal matrices and b be the set of upper triangular matrices. Let ε i ∈ t * be the ith diagonal coordinate function. Then the root system is
Let p be a partition of N and draw its Young diagram like in the following example: 1 2 3 4 5 6 7 8 9
We let n denote the number of rows and ℓ denote the number of columns in the Young diagram of p. We index the rows of the diagram by 1, . . . , n from top to bottom, columns by 1, . . . , ℓ from left to right, and boxes by 1, . . . , N along rows as in the example. Let p i (resp. q i ) denote the number of boxes in the ith row (resp. ith column). Let row(i) and col(i) denote the row and column numbers of the ith box. Letting e i,j denote the ij-matrix unit, we let e ∈ g 2 be the nilpotent matrix e = 1≤i,j≤N row(i)=row(j) col(i)=col(j)−1 e i,j , which clearly has Jordan type p; e.g. e = e 1,2 + e 3,4 + e 4,5 + e 6,7 + e 7,8 + e 8,9 in the above example. We define an even good grading for e by declaring that e i,j is of degree 2(col(j) − col(i)). We call this the standard good grading. Now define the finite W -algebra U (g, e) as in §2.2. As the good grading is even, U (g, e) is simply a subalgebra of U (p). The Levi factor h of p satisfies h ∼ = gl q 1 (C) ⊕ · · · ⊕ gl q ℓ (C) .
We also fix the choice of the parabolic q in §4.1 to be the span of the matrix units {e i,j | row(i) ≤ row(j)}. So the Levi factor g 0 of q satisfies g 0 ∼ = gl p 1 (C) ⊕ · · · ⊕ gl p ℓ (C) .
The choice of q determines a system of positive roots Φ e + in the restricted root system Φ e , which we call the standard positive roots.
We incorporate the following two shifts as indicated in Remarks 3.4 and 4.9:
Noting η does indeed extend to a character of p, the embedding θ from Theorem 3.3 shifted in this way is the restriction of S η : U (p) → U (p), which matches [BK1, (9. 2)]. Also the choice of origin o means that the weight ρ from §4.3 is ρ = −ε 2 − 2ε 3 − · · · − (N − 1)ε N , which agrees with the choice made in [BK2] . In [BK1] an explicit linear map Θ : g e ֒→ U (g, e) as in Theorem 3.6 was described. The images of a certain distinguished basis of g e under this explicit map Θ were denoted {D (r) i ∈ U (g, e) | 1 ≤ i ≤ n, 1 ≤ r ≤ p i }, {E (r) i,j ∈ U (g, e) | 1 ≤ i < j ≤ n, p j − p i < r ≤ p j }, {F (r) i,j ∈ U (g, e) | 1 ≤ i < j ≤ n, 0 < r ≤ p i }. These elements belong to the zero, positive and negative restricted root spaces of U (g, e), respectively. Recall the maps ξ −ǫ from Lemma 5.1 and π −γ from Theorem 4.3.
Lemma 5.4. ξ −ǫ (π −γ (D (r) i )) is equal to the rth elementary symmetric function in {e j,j + i − 1 | 1 ≤ j ≤ N, row(j) = i}.
Proof. We need to recall the explicit form of the element D (−1) r−s+#{1<k≤s | row(i k )<i} S η (e i 1 ,j 1 · · · e is,js )
where the second sum is over all 1 ≤ i 1 , . . . , i s , j 1 , . . . , j s ≤ N such that (1) col(j 1 ) − col(i 1 ) + · · · + col(j s ) − col(i s ) = r − s;
(2) col(i t ) ≤ col(j t ) for each t = 1, . . . , s;
(3) if row(j t ) ≥ i then col(j t ) < col(i t+1 ) for each t = 1, . . . , s − 1;
(4) if row(j t ) < i then col(j t ) ≥ col(i t+1 ) for each t = 1, . . . , s − 1; (5) row(i 1 ) = row(j s ) = i; (6) row(j t ) = row(i t+1 ) for each t = 1, . . . , s − 1. We claim that the map π : U (p) 0 → U (p 0 ) annihilates all S η (e i 1 ,j 1 · · · e is,js ) on the right hand side of this formula that have row(i t ) = i for some t. To see this, take such a monomial and the maximal such t. If row(i t ) < i then e it,jt can be commuted to the end of the monomial in view of (3), hence since it lies in a positive restricted root space it is mapped to zero by π. If row(i t ) > i then we let 1 ≤ u < t be maximal such that row(i u ) < row(j u ). Again e iu,ju can be commuted to the end of the monomial by (3) and π gives zero.
Using the claim and (6) we see that π(D (r) i ) is given explicitly by the analogous expression summing over 1 ≤ i 1 , . . . , i s , j 1 , . . . , j s ≤ N satisfying the same conditions as before and also row(i t ) = row(j t ) = i for all t. Applying S −γ then S −ǫ • ξ and using Lemma 4.2 (recalling that θ is the restriction of S η ) we see that ξ −ǫ (π −γ (D (r) i )) is equal to the rth elementary symmetric function in {S −ǫ−δ (e j,j ) | 1 ≤ j ≤ N, row(j) = i}.
It remains to show S −ǫ−δ (e j,j ) = e j,j +i−1. To see this, let N(j), NE(j), E(j), . . . denote the number of boxes to the north (strictly above and in the same column), north east (strictly above and strictly to the right), east (strictly to the right and in the same row), . . . of the jth box. The weights δ from §4.1 and ǫ from §5.1 are then given explicitly by the formulae δ = (1 − row(j))ε j as required to complete the proof.
A p-tableau means a filling of boxes of the Young diagram of p with complex numbers. The map sending a tableau to the weight N i=1 a i ε i , where a i is the entry in the ith box, defines a bijection from the set Tab(p) of all p-tableaux to the set t * . It induces a bijection from the set Row(p) of all row equivalence classes of p-tableaux to the set L = t * /W 0 from §5.1. Let ≤ denote the partial order on C defined by a ≤ b if b − a ∈ Z ≥0 . We call a tableau column strict if its entries are strictly increasing up columns from bottom to top in this order.
Theorem 5.5. Let Λ ∈ L and A ∈ Row(p) be the corresponding row equivalence class of p-tableaux. Then L(Λ, e) is finite dimensional if and only if A has a column strict representative.
Proof. In [BK2, §6.1] a U (g, e)-module M is called a highest weight module of type A if it is generated by a vector v + that is annihilated by all the E (r) i,j and such that D (r) i acts on v + by multiplication by the rth elementary symmetric function in the elements {a j + i − 1 | 1 ≤ j ≤ N, row(j) = i}, where a j is the entry in the jth box of some representative of A. In view of Lemma 5.4 and the explicit definition of V Λ given just after Lemma 5.1, this is exactly the same as the notion of a highest weight module of type Λ ∈ L from §4.2. Hence the Verma modules M (Λ, e) and their irreducible quotients L(Λ, e) here are exactly the same as the modules M (A) and L(A) in [BK2, §6.1] . Given this, the present theorem is a restatement of [BK2, Theorem 7.9 ].
Corollary 5.6. Conjecture 5.2 holds in the present situation.
Proof. To deduce this from Theorem 5.5, we need to recall some classical results describing the associated varieties of primitive ideals in U (g) in terms the Robinson-Schensted correspondence. Let λ = N i=1 a i ε i ∈ t * . We define a tableau A(λ) by starting from the empty tableau and then using the Robinson-Schensted row insertion algorithm to successively incorporate the complex numbers a 1 , . . . , a N . At the ith step we add a i to the bottom row of the tableau unless there is an entry b already in the bottom row with a i < b, in which case we pick the smallest such b, replace b by a i then bump b into the next row up by the analogous procedure. See [F, §1.1] for a detailed account. By [J1, Corollary 3.3] (together with [J1, Lemma 2.4 ] to reduce to regular weights) it is known that VA(Ann U (g) (L(λ))) is equal to the closure of the orbit consisting of all nilpotent matrices of Jordan type equal to the shape of the tableau A(λ). Now to prove the corollary we take Λ ∈ L and pick a representative λ ∈ Λ such that (λ|α ∨ ) / ∈ Z >0 for all α ∈ Φ + 0 . Let A be the corresponding p-tableau. Thus if a < b are entries in the same row of A then a is located to the left of b. It is now an elementary combinatorial exercise to check that A is row equivalent to a column strict tableau if and only if A(λ) is of shape p. Combined with Theorem 5.5 and the preceding paragraph, we deduce that L(Λ, e) is finite dimensional if and only if VA(Ann U (g) (L(λ))) = G · e.
The result just proved also holds for an arbitrary good grading; the general case easily reduces to the standard good grading considered here using [BG, Theorem 2] .
