Abstract. A temporal constraint language is a set of relations that has a Þrst-order deÞnition in (Q; <), the dense linear order of the rational numbers. We present a complete complexity classiÞcation of the constraint satisfaction problem (CSP) for temporal constraint languages: if the constraint language is contained in one out of nine temporal constraint languages, then the CSP can be solved in polynomial time; otherwise, the CSP is NP-complete. Our proof combines model-theoretic concepts with techniques from universal algebra, and also applies the so-called product Ramsey theorem, which we believe will useful in similar contexts of constraint satisfaction complexity classiÞcation.
Introduction
A constraint satisfaction problem is a computational problem where the task is, informally, to decide for a given set of variables and constraints on the variables
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is contained in at least one out of nine temporal constraint languages; otherwise, at least one out of six speciÞc temporal constraint satisfaction problems can be expressed by , and the problem is NP-complete. Two of the polynomial-time solvable temporal languages properly contain all Ord-Horn relations [Bodirsky and Kára 2008b] .
A similar classiÞcation result was obtained by Schaefer [1978] for Boolean constraint languages, that is, relational structures over a two element set. Schaefer showed that the CSP for a Boolean constraint language is tractable if the language is contained in one out of six Boolean constraint languages; otherwise, the CSP is NP-complete.
The question whether such a complexity dichotomy holds for all constraint languages over a Þnite domain [Feder and Vardi 1999 ] is one of the major open research problems in constraint satisfaction complexity. In the last decade, a strong connection of this problem to central and deep questions in universal algebra has stimulated further activity [Jeavons et al. 1997; Dalmau and Pearson 1999; Bulatov et al. 2005a Bulatov et al. , 2005b Bulatov 2003 Bulatov , 2004 Bulatov , 2006 Idziak et al. 2007] ; the starting point of this connection is the observation that the complexity of the CSP is fully described by the so-called polymorphisms of the constraint language.
The techniques that we apply to study temporal CSPs take their impetus from this algebraic approach. In order to use polymorphisms for constraint languages over Q, we need fundamental concepts from model theory, as in Bodirsky and Neÿ setÿ ril [2006] , Bodirsky [2007] , and Bodirsky and Dalmau [2008] . Another important ingredient is Cameron's classiÞcation of temporal constraint languages: up to Þrst-order interdeÞnability, there are exactly Þve different temporal constraint languages. Two structures that are Þrst-order interdeÞnable might have CSPs of different computational complexity (this is why we need polymorphisms and universal algebra), but still Cameron's result turns out to be useful in our proof of the complexity dichotomy. Finally, in the combinatorial part of the proofs we also apply the so-called product Ramsey theorem; we believe that Ramsey theory can be applied in a similar way for complexity classiÞcations of other classes of constraint languages over inÞnite domains.
Preliminaries
MODEL-THEORETIC PRELIMINARIES.
A temporal constraint language = (Q; R 1 , R 2 , . . . ) is a structure with a Þrst-order deÞnition in (Q; <), the dense linear order of the rational numbers. That is, for every relation R i of of arity k i there is a Þrst-order formula ϕ(x 1 , . . . , x k i ) with k i free variables x 1 , . . . , x k i that deÞnes R i over (Q; <) in the usual way. Relations with a Þrst-order deÞnition in (Q; <) will also be called temporal relations.
Temporal constraint languages have remarkable model-theoretical properties, which are important in this article. The Þrst-order theory of a relational structure is the set of all Þrst-order sentences that are true in . DeÞnition 1. A relational structure over a countable domain is called ω-categorical if all countable models of the Þrst-order theory of are isomorphic to .
The structure (Q; <) is ω-categorical (see, e.g., Hodges [1997] and Cameron [1990] ); this is due to Cantor [1884] .
LEMMA 1 [HODGES 1997] . If is ω-categorical, and has a Þrst-order deÞ-nition in , then is also ω-categorical.
As a consequence, all temporal constraint languages are ω-categorical. There is also an algebraic characterization of ω-categoricity. An automorphism of a relational structure is an isomorphism between and . The set of all automorphisms of forms a permutation group Aut( ) on the domain D of . The orbit of a ktuple (t 1 , . . . , t k ) over D is the set {(α(t 1 ), . . . , α(t k )} | α ∈ Aut( )}. A permutation group is called oligomorphic if for every k ≥ 1 there is only a Þnite number of distinct orbits of k-tuples over D. The following was independently shown by Engeler, Svenonius, and Ryll-Nardzewski, and is of fundamental importance for the universal-algebraic approach to constraint satisfaction.
THEOREM 2 [HODGES 1997; CAMERON 1990; MARKER 2002] . Let be a relational structure. Then, the following are equivalent:
(1) is ω-categorical.
(2) The automorphism group of is oligomorphic. 
(4) Every k-ary Þrst-order deÞnable relation in is the union of a Þnite number of orbits of k-tuples of the automorphism group of . (5) A relation is Þrst-order deÞnable over if and only if it is preserved by the automorphisms of .
COROLLARY 3. A relation R ⊆ Q k is temporal if and only if it is preserved by Aut(Q; <).
PROOF. Since (Q; <) is ω-categorical, this follows directly from Item 5 of Theorem 2.
Another important model-theoretic concept is homogeneity: a relational structure is called homogeneous 1 if every isomorphism between induced substructures of can be extended to an automorphism of . It is well known that the structure (Q; <) is homogeneous [Hodges 1997 ].
CAMERON'S THEOREM.
In this section, we recall the classical result of Cameron [1976] that describes temporal constraint languages up to Þrst-order interdeÞnability. We say that two structures and are Þrst-order interdeÞnable if has a Þrst-order deÞnition in , and has a Þrst-order deÞnition in .
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9:5 THEOREM 4 (RELATIONAL VERSION OF CAMERONS THEOREM [JUNKER AND ZIEGLER 2008]). Let be a temporal constraint language. Then, is Þrst-order interdeÞnable with exactly one out of the following Þve homogeneous structures.
-The dense linear order (Q; <) itself, -The structure (Q; Betw), where Betwis the ternary relation {(x, y, z) ∈ Q 3 | (x<y<z) ∨ (z<y<x)} -The structure (Q; Cycl), where Cycl is the ternary relation {(x, y, z) | (x < y < z) ∨ (y < z < x) ∨ (z < x < y)}, -The structure (Q; Sep), where Sep is the 4-ary relation {(x 1 , y 1 , x 2 , y 2 ) | (x 1 < x 2 < y 1 < y 2 ) ∨ (x 1 < y 2 < y 1 < x 2 ) ∨ (y 1 < x 2 < x 1 < y 2 ) ∨ (y 1 < y 2 < x 1 < x 2 ) ∨ (x 2 < x 1 < y 2 < y 1 ) ∨ (x 2 < y 1 < y 2 < x 1 ) ∨ (y 2 < x 1 < x 2 < y 1 ) ∨ (y 2 < y 1 < x 2 < x 1 )}, -The structure (Q; =).
The relation Sep is the so-called separation relation; note that Sep(x 1 , y 1 , x 2 , y 2 ) holds for elements x 1 , y 1 , x 2 , y 2 ∈ Q iff all four points x 1 , y 1 , x 2 , y 2 are distinct and the smallest interval over Q containing x 1 , y 1 properly overlaps with the smallest interval containing x 2 , y 2 (where properly overlaps means that the two intervals have a non-empty intersection, but one interval does not contain the other).
Temporal constraint languages naturally arise in the theory of inÞnite permutation groups, because these structures are precisely the structures with a largest possible degree of symmetry on its subsets, which is formalized with the following deÞnition. A subset of D is called a k-subset if it has cardinality k; the orbit of a k-set S is the set {α(S) | α ∈ Aut( )} where α(S) is the image of the set S under α. DeÞnition 2. A structure is called highly set-transitive if for all k ≥ 1 the structure has precisely one orbit of k-sets.
The next theorem was also shown by Cameron [1976] , and was his original motivation for the investigation of structures with a Þrst-order deÞnition in (Q; <). It will not be used in the results we present; however, we would like to state it here because it provides a fundamentally different characterization of the class of temporal constraint languages.
THEOREM 5. A relational structure is highly set-transitive if and only if it is a temporal constraint language.
2.3. THE CONSTRAINT SATISFACTION PROBLEM. AÞrst-order formula is called primitive positive if it is of the form ∃x 1 , . . . , x n .ψ 1 ∧ · · · ∧ ψ p , where each formula ψ 1 , . . . , ψ p is atomic, i.e., of the form R(x i 1 , . . . , x i k ), of the form x i 1 = x i 2 , or false.
The constraint satisfaction problem for a constraint language = (Q; R 1 , . . . , R s ) with Þnitely many relations is the following computational problem, denoted by CSP( ). We are given a primitive positive sentence (i.e., a primitive positive formula without free variables) where all relation symbols are relation symbols for the relations in , and the question is whether is true in . When is (Q; R), we also write CSP(R) instead of CSP((Q; R)). The conjuncts ψ 1 , . . . , ψ p of an instance of the CSP are also called constraints. Hence, in this article, a constraint is a syntactic object (an atomic formula). Note that an instance of the CSP is fully described by its set of constraints. It will later be notationally convenient to treat as a set of constraints. The set of variables that appears in a Þrst-order formula is denoted by V ( ). A solution for an instance of the CSP is a mapping s : V ( ) → Q that satisÞes all the constraints of . Note that for Þnite relational signatures the choice of the way in which the relation symbols are represented in the input does not affect the computational complexity of the problem. This is different when we consider inÞnite constraint languages . For inÞnite constraint languages (i.e., for structures with an inÞnite relational signature), we Þx a way how to represent the relation symbols in the input, and then deÞne the constraint satisfaction problem in the same way. However, the computational complexity of CSP( ) might now depend on the choice of this representation. Therefore, we follow a convention from Þnite domain constraint satisfaction and say that CSP( ) is (locally) tractable if all reducts of with a Þnite signature can be solved in polynomial time [Bulatov et al. 2005b] . Similarly, we say that CSP( ) is in NP if all reducts of with a Þnite signature are in NP. Clearly, these two concepts do not depend on the choice of the representation of the relation symbols in the input.
We would like to remark that there are natural ways to represent temporal relations for inÞnite constraint languages such that the algorithmic results presented in this paper still hold when we use these representations; these representations are discussed in detail in Bodirsky and Kára [2008b] . In the constraint satisfaction literature, constraint satisfaction problems that can be solved in polynomial time under these representations of the input instances are called globally tractable. The necessary modiÞcations of the algorithms to deal with inÞnite constraint languages are not difÞcult, but complicate the presentation, and are therefore omitted in this paper.
PROPOSITION 6. For all temporal constraint languages the problem CSP( ) is in NP.
PROOF. Let be an instance of CSP( ). Note that whether or not a mapping s from V ( ) to Q is a solution for only depends on the weak linear order (i.e., the linear preorder) deÞned on the variables V ( ) by (x y) ⇔ (s(x) ≤ s(y)). Clearly, it is possible to verify in deterministic polynomial time whether a given weak linear order on V ( ) is the weak linear order of a solution to .
The following is an essential tool to establish hardness results for the CSP. A k-ary relation is called primitive positive deÞnable if there exists a primitive positive formula with k free variables that deÞnes R. Lemma 7 says that primitive positive deÞnable relations can be 'simulated' in constraint satisfaction problems. For Þnite D, this can be found in Bulatov et al. [2005b] , and its (easy) proof also works for inÞnite D. 
By
, we denote the set of all temporal relations that are primitive positive deÞnable in . Lemma 7 implies that the computational complexity of CSP( ) only depends on (up to polynomial-time reducibility).
2.4. UNIVERSAL-ALGEBRAIC PRELIMINARIES. Primitive positive deÞnability can be characterized by preservation under so-called polymorphisms -this is the starting point of the so-called (universal-) algebraic approach to constraint satisfaction (see Bulatov et al. [2005a] We say that a k-ary function (also called operation) f :
If an operation f does not preserve a relation R, we say that f violates R. If f preserves all relations of a constraint language , we say that f is a polymorphism of (it is also common to say that is closed under f ). Note that the automorphisms of are bijective unary polymorphisms that preserve all relations and their complements. A unary polymorphism of is also called an endomorphism of .
The set of all polymorphisms Pol( ) of a relational structure forms an algebraic object called a clone [Szendrei 1986 ], which is a set of operations deÞned on a set D, that is closed under composition and that contains all projections. Moreover, Pol( ) is also closed under interpolation (see Proposition 1.6 in Szendrei [1986] ): we say that a k-ary operation f is interpolated by a set of k-ary operations F if for every Þnite subset A of D there is some operation g ∈ F such that f (a) = g(a) for every a ∈ A k . We say that F locally generates an operation g if g is in the smallest clone that is closed under interpolation and contains all operations in F. For a set F of operations deÞned on a set D, the set of all relations over D that are preserved by all operations in F is denoted by Inv(F).
PROPOSITION 8. (COROLLARY 1.9 IN SZENDREI [1986]). F locally generates g if and only if g preserves all relations in Inv(F).
Polymorphism clones can be used to characterize primitive positive deÞnability over a Þnite structure, by a result of Bodnarÿ cuk et al. [1969] and Geiger [1968] . In general, this is not true for inÞnite structures [Bodirsky and Neÿ setÿ ril 2006] . However, the result remains true if the relational structure is ω-categorical. The following lemma holds for arbitrary relational structures .
LEMMA 10. Let be a relational structure and let R be a k-ary relation that is a union of l orbits of k-tuples of Aut( ). If R is violated by a polymorphism g of of arity m ≥ l, then R is also violated by an l-ary polymorphism of .
PROOF. Since R is violated by g there are k-tuples t 1 , . . . , t m from R such that g(t 1 , . . . , t m ) is not in R. Since R is the union of l orbits of k-tuples of Aut( ) and l < m, there are tuples in t 1 , . . . , t m that are from the same orbit. In particular, we can without loss of generality assume that for all tuples t l+1 , . . . , t m there is a tuple from t 1 , . . . , t l that is in the same orbit. For l + 1 ≤ j ≤ m, let i j ≤ l be an index such that t i j and t j are in the same orbit. Then, there are automorphisms α l+1 , . . . , α m of such that α j (t i j ) = t j . Therefore, the l-ary operation f deÞned as f (x 1 , . . . ,
) is a polymorphism of and also violates R.
We state an easy corollary of Theorem 5, Theorem 9, and Lemma 10. COROLLARY 11. Suppose there is no primitive positive deÞnition of < in a temporal constraint language . Then has a endomorphism that violates <.
2.5. POLYMORPHISM CLONES OF TEMPORAL CONSTRAINT LANGUAGES. In this article, we always deal with polymorphism clones of temporal constraint languages. Thus it is convenient to make the following convention. We say that a set of operations F generates an operation g if F together with all automorphisms of (Q; <) locally generates g. In case that F contains just one operation f , we also say that f generates g.
LEMMA 12. An operation f generates g if and only if every temporal relation that is preserved by f is also preserved by g.
PROOF. BydeÞnition, f generates g if and only if F = { f }∪Aut(Q; <) locally generates g. Proposition 8 shows that this is the case if and only if g preserves all relations in Inv(F). Since a relation is preserved by Aut(Q; <) if and only if it is a temporal relation, we Þnd that g preserves all relations in Inv(F) if and only if g preserves all temporal relations preserved by f , which is what we had to show.
We now present an equivalent description of the polymorphism clone of a temporal constraint language that is generated by a single operation. A k-ary operation f on Q deÞnes a weak linear order on Q k , as follows: for x, y ∈ Q k , let x y iff f (x) ≤ f (y). The following observation easily follows from the properties of Aut(Q; <). We now deÞne fundamental operations on Q. The unary operation − is deÞned as −(x) := −x in the usual sense. Let c be any irrational number, and let e be any order-preserving bijection between (−∞, c) and (c, ∞). Then the operation cyc is deÞned by e(x) for x < c and by e −1 (x) for x > c. With these operations and the notion of generation, Cameron's theorem can be rephrased as follows. PROOF. By Lemma 7, it is enough to prove NP-hardness of CSP(Sep), which we do by reduction from the problem CSP(Betw) listed in Garey and Johnson [1978] as an NP-complete problem. So assume we are given an instance of CSP(Betw). We create an instance of CSP(Sep) as follows. The set of variables is V ( ) ∪ {z}, where z is a new variable. For each constraint ϕ ∈ imposed on the variables x 1 , x 2 , x 3 ∈ V ( ) we include the constraint Sep(z, x 2 , x 1 , x 3 ) to . It is obvious that the transformation can be performed in polynomial time.
We have to verify that has a solution if and only if has a solution. If has a solution t, then for any constraint ϕ ∈ imposed on the variables
. Therefore, if we extend t by mapping z to a value smaller than all the values of t, all constraints in are satisÞed.
For the other implication, suppose that has a solution. Because Sep is preserved by cyc, it also has a solution t in which z gets the minimal value among all variables of . Now, consider a constraint ψ ∈ imposed on the variables z, x 2 , x 1 , x 3 . Because z has the minimal value in t either t(x 1 ) < t(x 2 ) < t(x 3 ) or t(x 3 ) < t(x 2 ) < t(x 1 ), and therefore the corresponding constraint in is satisÞed. Hence, t restricted to V ( ) is a solution of .
An important relation for our classiÞcation is the relation S, deÞned as follows:
This relation has an NP-complete constraint satisfaction problem. PROOF. By Lemma 7, it is enough to show that CSP(S) is NP-hard. We reduce the problem positive 1-IN-3-3SAT [Garey and Johnson 1978] Our results (see Corollary 51) will show that if no relation among Betw, Cycl, Sep, S, −S, or the relation {(x, y, z) ∈ Q 3 | x = y = z ∨ x = y = z} is primitive positive deÞnable in a temporal constraint language , then CSP( ) is tractable.
Endomorphisms
In this section, we study the endomorphisms of temporal constraint languages. As an application, we obtain a reduction of the complexity classiÞcation for temporal constraint satisfaction problems to the classiÞcation for those languages that admit a primitive positive deÞnition of the binary relation <.
A self-embedding of a relational structure with domain D is an injective mapping f : D → D such that f preserves the relations in and their complements. We can also think of self-embeddings of as isomorphisms between and induced substructures of . We will need the following result of Bodirsky and Pinsker [2009] PROOF. Suppose for contradiction that the self-embeddings are not generated by the automorphisms of . Then, by Proposition 8, there must be a relation R that is preserved by all automorphisms but not preserved by the self-embeddings. Since is ω-categorical, Theorem 2 shows that R is Þrst-order deÞnable, and Theorem 16 shows that R is not existentially deÞnable over . Let ϕ be a Þrst-order deÞnition of R in prenex normal form with a minimal number of quantiÞer blocks, and let ϕ 0 be the quantiÞer-free part of ϕ.
We claim that then there is an existential formula ϕ that is not equivalent to a universal formula. If the innermost quantiÞer block of ϕ is existential with variables x 1 , . . . , x k , then ϕ = ∃x 1 , . . . , x k .ϕ 0 cannot be equivalent to a universal formula ψ over , otherwise we could replace the subformula ϕ in ϕ by ψ and would obtain a formula that is equivalent to ϕ but has fewer quantiÞer blocks. If the innermost quantiÞer block is universal with variables x 1 , . . . , x k , then either ϕ = ∃x 1 , . . . , x k .¬ϕ 0 is an existential formula that is not equivalent to a universal formula, and the claim in the beginning of this paragraph is proved, or there exists a formula ψ equivalent to ϕ of the form ∀y 1 , . . . , y l .ψ 0 where ψ 0 is quantiÞer-free. If we then replace the subformula ∀x 1 , . . . , x k .ϕ 0 of ϕ by ∃y 1 , . . . , y l .¬ψ 0 we obtain a formula that is equivalent to ϕ but has fewer quantiÞer blocks. This shows the claim.
Since ¬ϕ is not equivalent to an existential formula, by Theorem 16 there must be a self-embedding e and a tupleā such thatā satisÞes ¬ϕ and e(ā) satisÞes ϕ . By assumption there exists a self-embedding f of such that f (e(ā)) =ā. Since f preserves the existential formula ϕ , we have thatā satisÞes ϕ , contradiction.
Note that all temporal constraint languages have only one orbit of 2-sets (Theorem 5). For structures with this property we can show that all endomorphisms are injective unless they have a constant endomorphism.
LEMMA 18. Let be such that Aut( ) has only one orbit of 2-sets. If has a noninjective endomorphism f , then also has a constant endomorphism.
PROOF. Let D be the domain of , and let f be an endomorphism of such that
We construct an inÞnite sequence of endomorphisms e 1 , e 2 , . . . , where e i is an endomorphism that maps all of the values a 1 , . . . , a i to a 1 . This sufÞces, since by local closure the mapping deÞned by e(x) := a 1 for all x is an endomorphism of .
For e 1 , we take the identity map, which clearly is an endomorphism with the desired properties. To deÞne e i for i ≥ 2, let α be an automorphism of that maps {a 1 , e i−1 (a i )} to {b, b } (such an automorphism exists because of the assumption on Aut( )). Then the endomorphism f (α(e i−1 (x))) is constant on a 1 , . . . , a i (recall that a 1 = e i−1 (a 1 ) = · · · = e i−1 (a i−1 )). It is known that Aut( ) has one orbit of 1-sets (the number of orbits of n-sets is not smaller than the number of orbits of (n −1)-sets; this is 3.1 in Cameron [1990] ), and hence there is also an automorphism α that maps f (b) to a 1 . Then, e i (x) := α ( f (α(e i−1 (x)))) is an endomorphism with the desired properties.
PROPOSITION 19. Let be a temporal constraint language. Then, exactly one of the following cases applies.
(1) has a constant endomorphism; (2) All endomorphisms of preserve <; (3) The set of endomorphisms of equals the set of unary operations generated by −; (4) The set of endomorphisms of equals the set of unary operations generated by cyc; (5) The set of endomorphisms of equals the set of unary operations generated by − and cyc; (6) The set of endomorphisms of equals the set of all injective unary operations.
PROOF. First, note that all the cases are indeed disjoint: A constant endomorphism violates <, and cannot be generated by a set of injective unary operations; this shows that the Þrst case is distinct from all others. Disjointness of the remaining cases follows from Theorem 13.
If has a noninjective endomorphism, then Lemma 18 shows that there is also a constant endomorphism. Otherwise, all endomorphisms of are injective. We show that then all endomorphisms are self-embeddings. Suppose for contradiction that this is not the case, that is, there is an endomorphism e and an atomic formula that is true on (e(a 1 ), . . . , e(a l )) but not true on (a 1 , . . . , a l ) in . Because e is injective, there is an α ∈ Aut(Q; <) such that α(e({a 1 , . . . , a l })) = {a 1 , . . . , a l }. For simplicity of notation, we write αe for the function obtained as a composition of α and e. Then, (αe) l! , that is, the composition of (αe) · · · (αe) with l-factorial many terms of the form (αe), maps a i to itself for all 1 ≤ i ≤ l. But since the operation (αe) l!−1 α is an endomorphism, we have that
. . , a l ) satisÞes the atomic formula as well, a contradiction.
In fact, the argument also shows that, for any a 1 , . . . , a l ∈ Q, there exists a self-embedding f of into such that f (e(a i )) = a i for all i ∈ {1, . . . , l}. Since this holds for all endomorphisms e and in particular for all self-embeddings of , Proposition 17 shows that the self-embeddings and hence the endomorphisms are generated by the automorphisms of . Now, the claim of the statement follows directly from Theorem 13.
The following theorem shows that we can focus on constraint languages where < is primitive positive deÞnable. PROOF. If there is a primitive positive deÞnition of Betw in we are in case (a). Otherwise, since Betw consists of two orbits of triples of the automorphism group of (Q; <), Lemma 10 shows that there is a binary polymorphism of that violates Betw. If there is a primitive positive deÞnition of < in , we are in case (d). Otherwise, again by Lemma 10, there is a unary polymorphism of that violates <. Proposition 19 shows that is preserved by a constant, −, or cyc. For each of these three operations we show the claim of the statement separately in the following three paragraphs.
If is preserved by a constant, we are in case (b), so we assume in the following that is not preserved by a constant.
If is preserved by −, the relation Betw consists of only one orbit of triples, and Lemma 10 shows that there is an endomorphism that violates Betw. Proposition 19 then implies that is also preserved by cyc. Thus, the relation Sep consists of only one orbit of 4-tuples. Again, either Sep has a primitive positive deÞnition, and we are in case (a), or there is an endomorphism that violates Sep. Proposition 19 now shows that is preserved by all injective unary operations and we are in case (c).
If is preserved by cyc, then the relation Cycl consists of only one orbit of triples. If Cycl has a primitive positive deÞnition in , we are in case (a). Otherwise, Lemma 10 shows that there is an endomorphism that violates Cycl. Proposition 19 then shows that is also preserved by −. But the statement of the lemma has already been shown in the case that is preserved by both − and cyc in the previous paragraph, so we are done.
In case (a), the problem CSP( ) is NP-hard, as we have seen in Section 2.6. In case (b) it is easy to see that CSP( ) is trivial. In case (c) the complexity of CSP( ) has been classiÞed in Bodirsky and Kára [2008a] . In the following, we therefore study only those temporal constraint languages where < is primitive positive deÞnable.
Shufße Closed Languages
One important subclass of temporal constraint languages are shufße closed constraint languages. As we will see, there are NP-complete shufße-closed constraint languages. However, in this section we present three additional restrictions for shufße-closed constraint languages, and in Section 5 we present polynomial time algorithms that solve the corresponding CSPs.
From now on, we denote the set {1, . . . , n} also by [n].
4.1. SHUFFLE CLOSURE. WedeÞne shufße closure, and show how this property of temporal relations can also be described by preservation under a certain binary operation on Q.
DeÞnition 4. A k-ary relation R is called shufße closed iff for all tuples t 1 , t 2 ∈ R and all indices l ∈ [k] there is a tuple t 3 ∈ R such that for all i, j ∈ [k] we have 
Let pp be an arbitrary binary operation on Q such that pp(a, b) ≤ pp(a , b ) iff one of the following cases applies: -a ≤ 0 and a ≤ a -0 < a, 0 < a , and b ≤ b .
Clearly, such an operation exists. For an illustration, see the left diagram in Figure 1 . In diagrams for binary operations f as in Figure 1 , we draw a directed edge from
Unoriented lines in rows and columns of picture for an operation f relate pairs of values that get the same value under f . The right diagram of Figure 1 is an illustration of the dual-pp operation. The name of the operation pp is derived from the word "projection-projection," since the operation behaves as a projection to the Þrst argument for negative Þrst argument, and a projection to the second argument for positive Þrst argument.
PROPOSITION 21. A temporal relation is shufße-closed if and only if it is preserved by pp.
PROOF. Let R be a shufße-closed relation, and let t 1 and t 2 be tuples from R. We want to show that t 3 = pp(t 1 , t 2 ) ∈ R. If t 1 only contains positive values, then there clearly exists an α ∈ Aut(Q; <) such that t 3 = α(t 2 ), and since R is preserved by the automorphisms of (Q; <), we are done. Otherwise, let l ∈ [k] be an index such that t 1 [l] is the largest entry in t 1 that is not positive. Because R is shufße-closed, we know that there exists a tuple t 3 ∈ R such that t 3 
. By the deÞnition of pp, and the choice of l, the tuple t 3 satisÞes the same property, and therefore there exists β ∈ Aut(Q; <) such that t 3 = β(t 3 ), and hence t 3 ∈ R.
For the opposite direction, we assume that R is preserved by pp, and have to show shufße closure of R. Let t 1 , t 2 be tuples in R, and let l ∈ [k]. Choose γ ∈ Aut(Q; <) such that γ maps t 1 [l] to 0. Then, t 3 = pp(γ (t 1 ), t 2 ) is a tuple that satisÞes the conditions speciÞed in the deÞnition of shufße-closure.
Due to Proposition 21, we use for constraint languages the phrases " is shufße-closed" and " is preserved by pp" interchangeably. The following lemma states an important property of shufße-closed languages that will be used several times in the next subsections. 
The tuple t clearly belongs to R.
We prove by induction on l that t satisÞes the other conditions of the lemma. Observe that β 1 maps all the entries of t 1 at M 1 to nonpositive values. Thus, for l = 2, it is easy to check from the properties of pp that for each i ∈ M 1 and i ∈ M 2 we have t[i] < t[i ] as required by the statement of the lemma. Also the second condition is immediate. For l > 2, let t be deÞned by
Then, we have t = pp(β 1 (t 1 ), t ). Now we apply the same argument as for l = 2. Because the order on [k] \ M 1 is preserved by the application of pp, we know that the conditions are satisÞed for the sets M 2 , . . . , M l . The argument also shows that the entries at M 1 are smaller than the entries at [k] \ M 1 and that their order is the same as in t 1 .
The following lemma is a simple criterion for showing that certain operations generate pp.
LEMMA 23. Let f be a binary operation preserving < such that for some automorphisms α, β of (Q; <) we have f (x, y) = α(x) for all x ≤ −1, 0 < y < 1, and f (x, y) = β(y) for all x > 1, 0 < y < 1. Then, f generates pp.
PROOF. It sufÞces to show that every relation preserved by f is also preserved by pp. Let R be preserved by f , and let t 1 , t 2 be two tuples from R. Let γ ∈ Aut(Q; <) be such that γ (x) = x +1 for all positive entries x of t 2 and γ (x) = x −1 for all other entries x of t 2 . Let δ ∈ Aut(Q; <) be such that all entries of δ(t 2 ) are larger than 0 and smaller than 1. Then, f (γ (t 1 ), δ(t 2 )) is in the same orbit as pp(t 1 , t 2 ), which is what we wanted to show. It is easy to verify that the relation S, deÞned in Section 2.6, is shufße-closed. Proposition 15 shows that CSP(S) is NP-complete. Hence, the property of shufße-closure is not strong enough to guarantee tractability.
OPERATIONS PROVIDING MIN-UNION CLOSURE. This section introduces
and studies a stronger property than shufße-closure, namely preservation under the binary operation min that maps two values x and y to the smaller of the two values; see Figure 2 for an illustration of the operation min. We also present a sufÞcient condition that implies that a temporal constraint language is preserved by min.
For constraint languages over a Þnite domain, min-and max-closed relations were studied in Jeavons and Cooper [1995] . An equivalent clausal description of such constraints is known; however, the equivalence only holds for Þnite domains. The tractability of the CSP where the constraint language has such a clausal description has also been shown for inÞnite domains [Cohen et al. 2000] . But the algorithm presented in Cohen et al. [2000] cannot be applied to all min-closed constraint languages over an inÞnite domain; it is already not clear how to adapt this approach to deal with the relation {(x, y, z) | x > y ∨ x > z}, which is clearly min-closed. In Section 5.1, we describe an algorithm that efÞciently solves the CSP for temporal constraint languages that are preserved by min.
is called the min-set of t, and denoted by M(t). DeÞnition 6. A relation is called min-union closed if for all tuples
We now want to link min-union closure of the relations in the constraint language to the existence of certain polymorphisms.
DeÞnition 7. Let f be a binary operation preserving <. We say that f provides
The operation min mentioned above is an example of an operation providing min-union closure. The following lemma connects DeÞnition 6 and DeÞnition 7.
LEMMA 24. Let R be a temporal relation preserved by an operation f providing min-union closure. Then, R is min-union closed.
PROOF. Let t 1 and t 2 be tuples in R, and let a 1 and a 2 be the minimal values among the entries of t 1 and t 2 , respectively. Then, there are α 1 , α 2 ∈ Aut(Q; <) such that α 1 (a 1 ) = α 2 (a 2 ) = 0, and such that α 1 and α 2 map all other entries of t 1 and t 2 to integers. Observe that all entries at M(t 1 ) ∪ M(t 2 ) in the tuple t 3 = f (α 1 (t 1 ), α 2 (t 2 )) have the same value. Because f preserves <, this value is strictly smaller than the values at all other entries in t 3 . Hence,
The following proposition implies that { f, pp} generates min for every operation f that provides min-union closure.
PROPOSITION 25. A temporal relation R is preserved by pp and an operation providing min-union closure if and only if R is preserved by min.
PROOF. Clearly, min provides min-union closure. Also observe that the operation min satisÞes the conditions of Lemma 23, and hence min generates pp.
For the opposite direction, suppose that R is k-ary and preserved by pp and an operation f providing min-union closure. We show that for any two tuples t 1 , t 2 ∈ R the tuple t 3 = min(t 1 , t 2 ) is in R as well. Let l be the number of distinct values in t 3 and v 1 < v 2 < · · · < v l be these values. We deÞne M i , i ∈ [l], to be the set of indices of t 3 with the ith lowest value, that is, 
, and such that for each i < j ≤ l the value of t 3 at M i is lower than the value of t 3 at M j . Thus, t 3 has the same order of entries as t 3 which shows that t 3 is in R as well.
4.3. OPERATIONS PROVIDING Min-Intersection CLOSURE. In this section, we study a different restriction of shufße-closed constraint languages.
DeÞnition 9. Let f be a binary operation preserving <. We say that f provides min-intersection closure if f (0, 0) < f (0, x) and f (0, 0) < f (x, 0) for all integers x > 0.
LEMMA 26. Let R be a temporal relation that is preserved by an operation f that provides min-intersection closure. Then, R is min-intersection closed.
PROOF. Let t 1 and t 2 be two tuples in R such that M(t 1 ) ∩ M(t 2 ) is nonempty, that is, it contains an index i. Choose α 1 , α 2 ∈ Aut(Q; <) such that α 1 (t 1 [i]) = α 2 (t 2 [i]) = 0, and such that α 1 and α 2 map all other entries of t 1 and t 2 to integers. Consider the tuple t 3 = f (α 1 (t 1 ), α 2 (t 2 )). Because at the entries from M(t 1 ) (from M(t 2 )) the tuple α 1 (t 1 ) (α 2 (t 2 )) equals 0, and because f (0, 0) < f (0, x) and f (0, 0) < f (x, 0) for all positive integers x, it follows that in t 3 all entries at M(t 1 ) ∩ M(t 2 ) have a strictly smaller value than all values at the symmetric difference M(t 1 ) M(t 2 ). Because f preserves <, it also follows that all entries at 
An example of an operation that provides min-intersection closure is the operation mi, deÞned by
where α, β, γ are unary operations that preserve < such that
for all x ∈ Q and all 0 < ε ∈ Q (see Figure 3) . Operations α, β, γ with these properties can be constructed as follows. Let a 1 , a 2 , . . . be an enumeration of Q. Inductively assume that we have already deÞned α, β, γ on {a 1 , . . . , a n } such that β(a i ) < γ (a i ) < α(a i ) < β(a j ) whenever a i < a j , for i, j ∈ [n]. Clearly, this is possible for n = 1. If a n+1 > a i for all i ∈ [n], let a j be the maximum of {a 1 , . . . , a n }, and deÞne α(a j ) < β(a n+1 ) < γ (a n+1 ) < α(a n+1 ). In the case that a n+1 < a i for all i ∈ [n] we proceed analogously. Otherwise, let i, j ∈ [n] such that a i is the largest possible and a j is smallest possible such that a i < a n+1 < a j . In this case, deÞne α(a i ) < β(a n+1 ) < γ (a n+1 ) < α(a n+1 ) < β(a j ). In this way, we deÞne unary operations α, β, γ on all of Q with the desired properties.
In fact, the operation mi will be of special importance, because the following proposition shows that pp together with any operation providing min-intersection closure generates the operation mi.
PROPOSITION 27. A temporal relation R is preserved by pp and an operation f providing min-intersection closure if and only if R is preserved by mi.
PROOF. It is clear that mi provides min-intersection closure, and Lemma 23 shows that mi generates pp.
For the opposite direction, suppose R is k-ary and preserved by pp and an operation f providing min-intersection closure. We show that for any two tuples t 1 , t 2 ∈ R the tuple t 3 = mi(t 1 , t 2 ) is in R as well. Let α, β, γ be the mappings from the deÞnition of the operation mi. Let v 1 < · · · < v l be the minimallength sequence of rational numbers such that for each i ∈ [k] it holds that Let δ 1 , . . . , δ l ∈ Aut(Q; <) be such that δ i maps v i to 0 and such that the entries of δ i (t 1 ) and δ i (t 2 ) are integers. Let η be a permutation from Aut(Q; <) that maps f (0, 0) to 0. For each i ∈ [l], we deÞne
We verify that for all i ∈ [l] the tuple s i is constant on each of the sets M Example. An interesting example of a relation that is preserved by mi but not by min is the 4-ary relation I deÞned as follows.
To see that I is preserved by mi, let t 1 and t 2 be two tuples from I . We have to show that t 3 := mi(t 1 , t 2 ) ∈ I . First note that I (a, b, c, d ) is equivalent to
and that mi preserves ≤ and =.
We distinguish the following cases.
( . This is analogous to the second case.
The relation I is not preserved by min since (0, 0, 1, 2) ∈ I and (2, 1, 0, 0) ∈ I but min((0, 0, 1, 2), (2, 1, 0, 0)) = (0, 0, 0, 0) / ∈ I . Example. The following ternary temporal relation U is preserved by min (we omit the easy proof), but not preserved by mi.
To see that U is not preserved by mi, note that mi((0, 0, 1), (0, 1, 0)) has three distinct values and hence is not in U , but (0, 0, 1), (0, 1, 0) ∈ U . An algorithm that solves constraint languages preserved by mi can be found in Section 5.2.
OPERATIONS PROVIDING
Min-Xor CLOSURE. We now introduce the last of the mentioned closure conditions. DeÞnition 10. A relation is called min-xor closed if, for all tuples t 1 , t 2 in R where the symmetric difference M(t 1 ) M(t 2 ) is nonempty, there exists a tuple t 3 in R such that M(t 3 ) = M(t 1 ) M(t 2 ).
DeÞnition 11. Let f be a binary operation preserving <. We say that f provides min-xor closure if f (0, 0) > f (0, x) = f (y, 0) for all integers x, y > 0.
For an example of a binary operation that provides min-xor closure, consider the following binary operation, which we denote by mx .
where α and β are unary operations that preserve < such that α(x) < β(x) < α(x + ε) for all x ∈ Q and all 0 < ε ∈ Q (see Figure 4) . Similarly as for the deÞnition of mi, such operations α, β can be easily constructed. It is easy to see that the operation mx neither preserves the relation I nor the relation U introduced in Section 4.3. PROOF. Let t 1 and t 2 be tuples in R, and suppose that the symmetric difference M(t 1 ) M(t 2 ) of M(t 1 ) and M(t 2 ) is non-empty. Let a 1 and a 2 be the minimal values of the entries of t 1 and of t 2 , respectively. Then, there are α 1 , α 2 ∈ Aut(Q; <) such that α 1 (a 1 ) = 0 and α 2 (a 2 ) = 0 and such that α 1 and α 2 map all other entries of t 1 and t 2 to integers. Consider the tuple t 3 = f (α 1 (t 1 ), α 2 (t 2 )). Because α 1 (t 1 ) is 0 for all entries at M(t 1 ), α 2 (t 2 ) is 0 for all entries at M(t 2 ), and f (0, 0) > f (0, x) = f (y, 0) for all x, y > 0, it follows that in t 3 all entries at M(t 1 ) ∩ M(t 2 ) have a strictly larger value than all entries at M(t 1 ) M(t 2 ), which all have the same value.
LEMMA 28. Let R be a temporal relation that is preserved by an operation f providing min-xor closure. Then, R is min-xor closed. The Complexity of Temporal Constraint Satisfaction Problems
Because f preserves <, all entries of t 3 at M(t 1 ) ∩ M(t 2 ) have a smaller value than all entries not at M(t 1 ) ∪ M(t 2 ). We conclude that the tuple t 3 ∈ R satisÞes M(t 3 ) = M(t 1 ) M(t 2 ).
The following lemma implies that { f, pp} generates mx for any operation f that provides min-xor closure.
PROPOSITION 29. A temporal relation R is preserved by pp and an operation f providing min-xor closure if and only if R is preserved by mx .
PROOF. Clearly, mx provides min-xor closure. Lemma 23 shows that mx generates pp.
For the opposite direction, suppose that R is k-ary and preserved by pp and an operation f providing min-xor closure. We show that for any two tuples t 1 , t 2 ∈ R the tuple t 3 = mx (t 1 , t 2 ) is in R as well. Let α, β be the mappings as in the deÞnition of the operation mx . Let v 1 < · · · < v l be minimal set of rational numbers such that 
. Having this, we can apply Lemma 22 and obtain a tuple from R with the same ordering of entries as in t 3 , which proves the lemma.
An interesting example of a temporal relation that is preserved by mx is the ternary relation X deÞned as follows.
The relation is not preserved by min and by mi: the tuples t 1 = (0, 0, 1), t 2 = (0, 1, 0) are in X , but min(t 1 , t 2 ) = (0, 0, 0) / ∈ R, and mi(t 1 , t 2 ) has three distinct entries and hence is not in X as well.
An algorithm that solves constraint languages preserved by mx can be found in Section 5.3.
OPERATIONS GENERATING min, mi, mx.
As we have seen in Proposition 15, if the relation S has a primitive positive deÞnition in , then CSP( ) is NP-hard. We show that if a temporal constraint language is shufße-closed and does not admit a primitive positive deÞnition of S, then it is preserved by min, mi, or mx.
If the relation S does not have a primitive positive deÞnition in , then Theorem 9 implies that there is a polymorphism f of that does not preserve S. By Theorem 20, it sufÞces to consider languages such that < has a primitive positive deÞnition in . We start with a sequence of auxiliary lemmas.
LEMMA 30. Let f be a binary operation preserving <, and suppose that there is an inÞnite sequence x 1 < x 2 < · · · of elements of Q and y 1 ∈ Q such that f (x 1 , y 1 ) ≥ f (x 2 , y 1 ) < f (x i , y 1 ) for all i > 2. Then f generates an operation providing min-intersection closure.
PROOF. Because f preserves <, we have that for any inÞnite sequence y 1 < y 2 < · · · it holds that f (x 2 , y i ) > f (x 1 , y 1 ). Hence, the binary operation deÞned by f (α(x), β(y)) provides min-intersection closure, where α ∈ Aut(Q; <) maps 0, 1, . . . to x 2 , x 3 , . . . and β ∈ Aut(Q; <) maps 0, 1, 2, . . . to y, y 1 , y 2 , . . .
LEMMA 31. Suppose f preserves < and generates a sequence of operations
f 1 , f 2 , . . . such that for each f k it holds that f k (0, 0) < f k (x, 0) and f k (0, 0) < f k (0, x) for all integers x ∈ [k]. Then,
f generates an operation g providing min-intersection closure.
PROOF. Fix an enumeration x 1 , x 2 , . . . of Q. For each k, we deÞne an equivalence relation ∼ on the set S k of all restrictions of operations from
Clearly, ∼ is an equivalence relation, and for every k and every function f ∈ S k there are only Þnitely many weak linear orders of the set { f (x i , x j ) | i, j ∈ [k]}. Hence, ∼ has only Þnitely many equivalence classes on S k .
We now deÞne an inÞnite directed acyclic graph whose vertices are the equivalence classes of ∼ on all sets S k and where ( f, f ) is an arc if f ∈ S k , f ∈ S k+1 , and f restricted to {x 1 , . . . , x k } 2 is equivalent to f under ∼. We have already observed that this graph must have Þnite outdegree, and since there are arbitrarily long paths starting at the equivalence class of the mapping g 0 with the empty domain, König's tree lemma implies that the tree contains an inÞnite path of equivalence classes starting at the equivalence class of g 0 . Now, we use this inÞnite path to deÞne g(x, y) inductively as follows. The restriction of g to {x 1 , . . . , x k } 2 will be an element from the k-th node of the inÞnite path. Initially, this is trivially true if g is restricted to the empty set. Suppose g is already deÞned on {x 1 , . . . , x k } 2 , for k ≥ 0. By construction of the inÞnite path, we Þnd representatives g k of the k-th and g k+1 of the k + 1-st element on the path such that g k is a restriction of g k+1 . The inductive assumption gives us α ∈ Aut(Q; <) such that α(g k (x, y)) = g(x, y) for all x, y ∈ {x 1 , . . . , x k }. We set g(x k+1 , y) to be α(g k+1 (x k+1 , y) ) and g(y, x k+1 ) to be α(g k+1 (y, x k+1 )) for all y ∈ {x 1 , . . . , x k+1 }. The restriction of g to {x 1 , . . . , x k+1 } 2 will therefore be a member of the k + 1-st element of the inÞnite path. The operation g deÞned in this way is indeed generated by { f 1 , f 2 , . . . }. By assumptions on { f 1 , f 2 , . . . }, it also follows that g preserves < and g(0, 0) < g(0, x) and g(0, 0) < g(x, 0) for all integers x > 0, and so g provides min-intersection closure.
LEMMA 32. Let f be a binary operation preserving < such that there is an inÞnite sequence x 1 < x 2 < · · · and y 1 ∈ Q satisfying f (x i , y) > f (x j , y 1 ) for all 1 ≤ i < j. Then { f, pp} generates an operation providing min-intersection closure.
PROOF. By Lemma 31, it sufÞces to show that there is a sequence of operations
So let k ≥ 0 be a Þxed integer, and y 1 < y 2 < · · · be an arbitrary inÞ-nite sequence. Let α k be from Aut(Q;
. . , x 2k } and β 1 , β 2 ∈ Aut(Q; <) such that β 1 maps 0, 1, 2, . . . to x 1 , x 2 , x 3 , . . . and β 2 maps 0, 1, 2, . . . to y 1 , y 2 , y 3 , . . . We deÞne
and show that f k has the required properties. It follows from the assumptions on f that for all positive integers x we have f (β 1 (0), β 2 (0)) = f (x 1 , y) > f (β 1 (x), y 1 ) = f (β 1 (x), β 2 (0)), and due to the properties of α k it holds that
We also have for every
The following lemma contains a simple application of (a special case of) Ramsey's theorem. More substantial applications of Ramsey theory can be found in Section 6.3. f (x j , y 1 ) for all 1 < i < j. Then { f, pp} generates an operation providing minintersection or min-xor closure.
PROOF. By the inÞnite pigeon-hole principle there must be an inÞnite sequence y 2 < y 3 < · · · of elements of Q larger than y 1 such that
In case (1), f generates an operation providing min-xor closure and we are done. In case (2), we apply Ramseys theorem (Theorem 33) in the special case of m = 2, r = 3 as follows. Let D be {y 1 , y 2 , . . . y j ) . Then, Theorem 33 applied to χ shows that there exists an inÞnite subsequence z 1 < z 2 < · · · of y 1 < y 2 < · · · such that
In case (2a), we swap arguments of f and proceed as in case (3). In case (2b), we swap arguments of f , apply Lemma 32, and conclude that f generates an operation providing min-intersection closure. In case (2c), note that f (x 1 , y 1 ) > f (x 2 , y 1 ) > f (x 1 , y i ) for all i ≥ 2, and thus we can apply Lemma 30 to conclude that f generates an operation providing min-intersection closure.
In case (3), we show that similarly as in Lemma 32 there is a sequence of operations f 1 , f 2 , . . . generated by { f, pp} such that for each f k it holds that
, and conclude by application of Lemma 31. See Figure 5 for an illustration.
Let α k be from Aut(Q; <) such that it maps f (x 2 , y 1 ) to x 1 and { f (x 1 , y i ) | 1 ≤ i ≤ k} to {x 2 , . . . , x k+1 }. Furthermore, let β 1 , β 2 ∈ Aut(Q; <) be such that β 1 maps 0, 1, 2, . . . to x 1 , x 2 , x 3 , . . . and β 2 maps 0, 1, 2, . . . to y 1 , y 2 , y 3 , . . . We deÞne
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The previous two lemmas are combined in the following result.
LEMMA 35. Let f be a binary operation that preserves < and violates the relation ≤. Then, { f, pp} generates an operation providing min-intersection or min-xor closure.
PROOF. As f violates ≤, we can assume without loss of generality that there is y ∈ Q and x 1 , x 2 ∈ Q, x 1 < x 2 , such that f (x 1 , y) > f (x 2 , y).
We claim that there are only three possibilities:
(a) There is an inÞnite sequence
To show this claim, observe that by the inÞnite pigeon-hole principle there is an inÞnite sequence
In the Þrst and the second case the claim holds. In the third case, we repeat the argument with x 2 < x 3 instead of x 1 < x 2 . Again, we distinguish three cases, and as before in two of them we are immediately done. In the third case, we repeat again. If we repeat this for inÞnitely many times, we obtain a sequence
In (a), the conditions of Lemma 30 are satisÞed and we conclude that { f, pp} generates an operation providing min-intersection closure. In (b), Lemma 32 shows that { f, pp} generates an operation providing min-intersection closure. In (c), we apply Lemma 34 and conclude that { f, pp} generates an operation providing minintersection or min-xor closure.
The following is the main result of this section. Recall that the relation S was deÞned in DeÞnition 3 to be
LEMMA 36. Let f be a binary operation that preserves < and violates the relation S. Then, { f, pp} generates min, mi, or mx.
PROOF. By Proposition 25, 27, and 29, it sufÞces to show that { f, pp} generates an operation providing min-intersection, min-union, or min-xor closure. If f violates ≤, then we are immediately done by Lemma 35. So we further assume that f preserves ≤.
Because f preserves < and violates S, we can assume without loss of generality (possibly after swapping arguments) that there are x 1 , x 2 , y 1 , y 2 ∈ Q such that x 1 < x 2 , y 1 < y 2 and t := ( f (x 1 , y 1 ), f (x 2 , y 1 ), f (x 1 , y 2 )) ∈ S. Because f preserves ≤ we have that f (x 1 , y 1 ) ≤ f (x 2 , y 1 ) and f (x 1 , y 1 ) ≤ f (x 1 , y 2 ). Since t ∈ S, there are only two possibilities: [3] . In this case, choose inÞnite sequences x 3 < x 4 < · · · and y 3 < y 4 < · · · such that x 2 < x 3 , y 2 < y 3 . Because f preserves ≤, we have for all i > 1 that f (x 2 , y 1 ) ≤ f (x i , y 1 ) and f (x 1 , y 2 ) ≤ f (x 1 , y i ).
for all i > 1, and since [3] . In this case we can choose inÞnite sequences x 2 < x 3 < . . . and y 2 < y 3 < · · · such that x 1 < x 2 , y 1 < y 2 , and for all i > 1, x i < x 2 and y i < y 2 . As f preserves ≤, we see that f (x i , y 1 ) = f (x 1 , y 1 ) = f (x 1 , y i ) for all i > 1 and thus f provides min-union closure.
Algorithms for Shufße-Closed Languages
In this section, we present three algorithms, for the languages preserved by mi, by min, and by mx , respectively. All three algorithms follow a common strategy. They are searching for a variable that can have the minimal value in a solution. If they have found such a variable, say x, the algorithms add equalities and inequalities that are implied by all constraints under the assumption that x denotes the minimal value in all solutions. Next, the algorithms recursively solve the instance consisting of the projections of all constraints to the variables that do not denote the minimal value in all solutions. We later show that for languages preserved by pp it is true that if the instance has a solution, it also has a solution that satisÞes all the additional constraints.
For the formulation of the algorithms and their correctness proofs, it will be convenient to work with an expanded constraint language, that contains the binary relation = for the equality relation. We also add to the temporal constraint language several other temporal relations that are primitive positive deÞnable in .
DeÞnition 12. Let R be an n-ary temporal relation and
Then, the ordered projection of R to L is the k-ary relation R with the primitive positive deÞnition
Note that if is a Þnite temporal constraint language, then there are only Þnitely many projections and ordered projections of relations in . In case that there is a primitive positive deÞnition of < in , ordered projections are primitive positive deÞnable. By Lemma 7, we can assume in this case that contains all relations that can be deÞned by ordered projections from relations in .
To formally introduce our algorithms, we also need the concept of an ordered projection of instances of the CSP.
DeÞnition 13. Let be a temporal constraint language that contains all ordered projections of relations from . Let be an instance of CSP( ) and X ⊆ V ( ). Then, the ordered projection of to X is the instance of CSP( ) that contains for each constraint R(x 1 , . . . , x n ) in , with not necessarily distinct variables x 1 , . . . , x n , the constraint R (x k 1 , . . . , x k l ) where k 1 < · · · < k l are such that {k 1 , . . . , k l } = {k ∈ [n] | x k ∈ X }, and R is the ordered projection of R to {k 1 , . . . , k l }.
Let be an instance of a temporal CSP. ψ such that x ∈ X iff the value for x in t is the minimum of all entries of t. A set of variables S ⊂ V ( ) is called free iff it is non-empty and for all constraints R(x 1 , . . . , x k ) in the set S ∩ {x 1 , . . . , x k } is either empty or a min-set of R.
We will show how to use the concept of freeness to solve instances of CSP( ) for shufße-closed temporal constraint languages (Figure 6 ).
LEMMA 37. Let be an instance of CSP( ) for some shufße closed , and let S be a free set of variables of . Then, has a solution if and only if the ordered projection of to V ( ) \ S has a solution.
PROOF. First, suppose has a solution s . Let ψ = R(x 1 , . . . , x m ) be a constraint of such that
By the deÞnition of an ordered projection, there is a tuple t 1 ∈ R such that s (x i ) = t 1 [i] for all i ∈ {q 1 , . . . , q l }. Since V (ψ) ∩ S is a min-set of R, there is a tuple t 2 ∈ R such that M(t 2 ) = {p 1 , . . . , p k }. Let α ∈ Aut(Q; <) be such that α maps the minimal value of t 2 to 0. Because R is preserved by pp, the tuple t 3 := pp(α(t 2 ), t 1 ) is in R. It is easy to verify that M(t 3 ) = {p 1 , . . . , p k } and that there is β ∈ Aut(Q; <) such that β(t 3 [i]) = s (x i ) for i ∈ {q 1 , . . . , q l }. Because we can Þnd such a tuple for all the constraints ψ in where V (ψ) ∩ S = ø, we conclude that a solution s of can be extended to a solution s of by setting all the variables in S to some value that is smaller than the smallest value in {s (x) | x ∈ V ( )}. Clearly, all the constraints ψ in with V (ψ) ∩ S = ø or V (ψ) ⊂ S are satisÞed by s as well.
Now suppose that has a solution s. Let x 1 , . . . , x n be the variables of , and let {x r 1 , . . . , x r |S| } be S. Let s be a mapping from V ( ) to Q such that M ((s (x 1 ) , . . . , s (x n ))) = {r 1 , . . . , r |S| }, and s (x) = s(x) for x ∈ V ( ) \ S. We claim that s is a solution for . Let ψ = R(y 1 , . . . , y m ) be a constraint of such that V (ψ) ∩ S = ø. Clearly, t 1 := (s(y 1 ), . . . , s(y m )) is in R since s is a solution of . Let {y p 1 , . . . , y p l } be S ∩ {y 1 , . . . , y m }. Since {y p 1 , . . . , y p l } is a min-set of R, there is a tuple t 2 ∈ R such that M(t 2 ) = {p 1 , . . . , p l }. Let α ∈ Aut(Q; <) be such that α maps the minimal value of t 2 to 0. Because R is preserved by pp, the tuple t 3 := pp(α(t 2 ), t 1 ) is in R. It is easy to verify that M(t 3 ) = {p 1 , . . . , p l }, and that there is an automorphism β such that Clearly, the restriction of s to V ( ) \ S is a solution to the ordered projection of to V ( ) \ S since s also satisÞes all the inequalities imposed by the ordered projection. Therefore, is satisÞed by s .
The above lemma asserts that if we are able to identify a free set for instances of CSP( ) for a shufße-closed temporal language in polynomial time, then we also have a polynomial time algorithm that solves CSP( ). The running time of the algorithm is O(n · (m + t(n, m))), where n = |V |, m is the number of constraints in , and t(n, m) is the running time of the procedure that computes the free set of an instance with n variables and m constraints. 5.1. AN ALGORITHM FOR LANGUAGES PRESERVED BY min. Now, we concentrate on the problem to Þnd a free set of if is preserved by the operation min.
Let ψ = R(x 1 , . . . , x k ) be a constraint where R is from and let L be a subset of {x 1 , . . . , x k }. Let A 1 , . . . , A l be all min-sets of ψ that are contained in L. When l ≥ 1, that is, when such min-sets exist, there is a unique set A j , j ∈ [l], with the property that A i ⊆ A j for all i ∈ [l], because R is preserved by min, and thus min-union closed by Lemma 24. We call this min-set the maximal min-set of ψ contained in L. Note that for some L it could be that l = 0, that is, L does not contain min-sets of R. Figure 7 shows our procedure for Þnding a free set for a min-union closed constraint language. It is straightforward to check that the procedure FindFreeSetUC has a running time O(nm), where n is the number of variables and m is the number of constraints of .
LEMMA 38. The procedure FindFreeSetUC in Figure 7 returns a free set of , or false. If it returns false, is unsatisÞable.
PROOF. Suppose that the algorithm returns a (non-empty) set S. Then recheck must be set to false. Therefore, for all constraints R(x 1 , . . . , x k ) of such that S ∩ {x 1 , . . . , x k } = ø the maximal min-set of ψ contained in S equals S ∩ {x 1 , . . . , x k }. We conclude that S is a free set of .
We now have to argue that in case that is satisÞable, the algorithm does not return false (i.e., it Þnds a free set). If has a solution, there is some set S of variables that have the minimal value in this solution. At the beginning of the procedure, S is set to V and therefore S ⊆ S. We show that S ⊆ S during the entire execution of the procedure. Let ψ = R(x 1 , . . . , x k ) be a constraint from . Because S ∩ {x 1 , . . . , x k } is a min-set of ψ that is contained in S, the maximal min-set of ψ added to S \ {x 1 , . . . , x k } certainly contains S ∩ {x 1 , . . . , x k }. Therefore, after the modiÞcation to S it still holds that S ⊇ S . When the procedure terminates, it returns the set S, because ø = S ⊆ S.
THEOREM 39. If is preserved by min, there is an algorithm solving CSP( ) in time O(n 2 m).
PROOF. We use the procedure FindFreeSetUC in Figure 7 for the subroutine FindFreeSet in Figure 6 . Then, Lemma 37 and Lemma 38 imply the correctness of the resulting algorithm.
AN ALGORITHM FOR LANGUAGES PRESERVED BY mi.
In this section, we describe how to Þnd free sets in instances of CSP( ) for languages that are preserved by mi. We deÞne the notion of a minimal min-set: Let ψ = R(x 1 , . . . , x k ) be a constraint from an instance of CSP( ), and let L ⊆ {x 1 , . . . , x k }. Let A 1 , . . . , A l be all min-sets of ψ that contain L. Because R is preserved by mi, and thus is min-intersection closed by Lemma 26, there is a min-set A j of ψ that is a subset of every min-set containing L. We call A j the minimal min-set of R containing L.
The procedure for Þnding a free set for min-intersection closed constraint languages is given in Figure 8 . It is straightforward to verify that the above algorithm runs in time O(n 2 m) where n is the number of variables and m is the number of constraints in .
LEMMA 40. The procedure FindFreeSetIC in Figure 8 returns a free set S of , or false. If it returns false, is unsatisÞable.
PROOF. Suppose that the algorithm returns a set S. The variable correct must then be equal to true. When the while loop terminates, recheck equals false, and so for all constraints ψ ∈ such that V (ψ) ∩ S = ø the set S did not change. This implies that for all these constraints the minimal min-set of ψ containing S ∩ V (ψ) is equal to S ∩ V (ψ). We conclude that S is a free set of .
We now have to argue that in case that is satisÞable, the algorithm does not return false. If has a solution, then there is some set S of variables that have the minimal value in this solution. Consider a run of the while loop in the procedure FindFreeIC for some variable x ∈ S . In the beginning, it holds that S = {x} ⊆ S . For each constraint ψ from , we have that S ∩ V (ψ) is a min-set of ψ if S ∩ V (ψ) is non-empty. Therefore, the program variable correct cannot be set to false while S ⊆ S . Because we always add only variables of the minimal minset of ψ containing S ∩ V (ψ) to S, all these variables are always in S . Therefore, S remains a subset of S all the time, and the algorithm does not return false. PROOF. We use the procedure FindFreeSetIC in Figure 8 for the sub-routine FindFreeSet in Figure 6 . Lemma 37 and Lemma 40 imply the correctness of these algorithms.
5.3. AN ALGORITHM FOR LANGUAGES PRESERVED BY mx. Finally, we consider languages preserved by mx. Let R be a relation from . For a tuple t ∈ R, we deÞne χ min (t) to be a vector from {0, 1} k such that χ min (t)[i] = 1 if and only if t[i] is minimal in t. We deÞne χ min (R) to be {χ min (t) | t ∈ R}. Since R is preserved by mx and hence min-xor closed by Lemma 28, the set χ min (R) is closed under addition of distinct vectors over G F(2) and so χ min (R) ∪ {0 k } is exactly the set of solutions of a system of linear equations; see, for example, [Creignou et al. 2001] . PROOF. To Þnd a free set of variables of an instance of CSP( ) (if it exists), we Þrst construct a system S of linear equations over G F(2) with variable set {x v | v ∈ V } and linear equations as described above for each constraint in . It is well-known that a solution of S that is distinct from 0 k can be computed in cubic time (by Gaussian elimination). If there is such a solution, then the set of variables mapped to 1 is a free set of . If the system has no such solution, then there is no free set of variables, and there is no solution for . Now the claim follows from Lemma 37 as in Theorem 39 and Theorem 41. 
The Complete ClassiÞcation
Temporal constraint languages where not all Þrst-order deÞnable relations are primitive positive deÞnable can be divided into four (nondisjoint) groups: those preserved by a constant operation, by pp, by dual-pp, or by an operation called lex, which will be introduced in the next section.
3 None of the three polymorphisms pp, dual-pp, and lex alone guarantees tractablility of CSP( ). An illustration of the classiÞcation result for the languages that preserve < can be found in Figure 9. 6.1. THE OPERATIONS lex AND ll. An important class of temporal constraint languages are the languages preserved by the operation lex. Let lex be a binary operation on Q such that lex(a, b) < lex(a , b ) if either a < a , or a = a and b < b . Clearly, such an operation exists; by Observation 1, all such operations generate the same clone. For our deÞnition of lex, we can choose an arbitrary operation with these properties. Note that lex is injective. We also write -lex y,x for the operation (x, y) → lex(y, x), -lex y,−x for the operation (x, y) → lex(y, −x), -lex x,−y for the operation (x, y) → lex(x, −y), -lex x,y for the operation (x, y) → lex(x, y), -p x for the operation (x, y) → x, and -p y for the operation (x, y) → y. It is easy to see that the relation Betw is preserved by lex, and more generally by all operations that are dominated by one argument. Therefore, we are interested in further restrictions of languages preserved by lex that imply tractability of the corresponding CSP.
A large tractable temporal constraint language has been introduced in Bodirsky and Kára [2008b] . The language is deÞned in terms of a binary polymorphism, denoted by ll, and again it has a dual version, which is tractable as well. It was shown in Bodirsky and Kára [2008b] that the constraint language Inv(ll) strictly contains the class of Ord-Horn constraints, a well-known tractable constraint language in temporal reasoning [Nebel and Bürckert 1995] .
Let ll be a binary operation on Q such that ll ( All operations satisfying these conditions are by deÞnition injective, and they all generate the same clone. For an illustration of ll and its dual, see Figure 11 . It is easy to see that ll generates lex. ll, dual-ll, OR lex. In this section we present operations that generate ll dual-ll, or lex.
OPERATIONS GENERATING
To describe properties of an operation on restricted subsets of the domain Q, the following concepts are useful: If S 1 , . . . , S d are sets, we call a set of the form S 1 × · · · × S d a grid, and also write S d for a product of the form
. That is, the weak linear order induced by f on the tuples from G (in the sense as in Observation 1 in Section 2.5) is the same as the weak linear order induced on these tuples by g. If f behaves like g on the entire set Q k , we simply say that f behaves like g. Let Q
+ denote the set of all positive rational numbers, and let
DeÞnition 15. Let f, g be from Q 2 → Q. Then, [ f |g] denotes an arbitrary operation from Q 2 → Q with the following properties. For all x, x , y, y ∈ Q, 
Let α ∈ Aut(Q; <) be such that for each entry x of t 1 and for each entry y of t 2 , the value of α(lex(x, y)) is negative when x ≤ 0, and positive otherwise. We will show that there is an automorphism of (Q; <) that maps the tuple
to t 3 , which proves that t 3 is in R. It sufÞces to show for
We can assume that
by exchanging the name of j 1 and j 2 if necessary, and distinguish three cases: Let l denote the number of nonpositive values in t 1 . We take α 1 , . . . , α l from Aut(Q; <) such that α i maps all but the i smallest values in t 1 to positive values. We deÞne a sequence of tuples s 1 , . . . , s l as follows: s 1 = t 2 , and for i ≥ 2
Clearly, for all i ∈ [l] the tuple s i is in R. We will show that there is an automorphism of (Q; <) that maps s l to t 3 , which proves that t 3 is also in R. By symmetry, it is enough to show for
We distinguish three cases: 6.3. THE PRODUCT RAMSEY THEOREM. In the proof of the classiÞcation result, we make essential use of the so-called product Ramsey theorem (PRT), which can be easily derived from the classical inÞnite Ramsey theorem; see Graham et al. [1990] for a general introduction to Ramsey theory. Subsets of a set of cardinality m will be called m-subsets in the following. Let The following theorem is known; however, we give the short proof from the classical Ramsey theorem for the convenience of the reader. We also refer to mappings f : S → [r ] as a coloring of S (with the r colors 1, . . . , k) 
By the second part of Theorem 45, there is a dk-subset {t 1 , t 2 , . . . , t dk } of [L] such that ξ is constant on the dm-element subsets of {t 1 , . . . , t dk }. Suppose that
d that is monochromatic with respect to χ.
Since we use the above theorem for d = m = 2 and since r is always obvious from the context, we use just R(k) instead of R(d, r, m, k).
LEMMA 47. Let f be a binary operation that preserves <, and let S 1 , T 1 ⊆ Q be sets of cardinality at least R(k). Then there exist sets S 2 ⊂ S 1 , T 2 ⊂ T 1 of cardinality k such that f behaves on S 2 × T 2 like one out of the following operations. PROOF. If is preserved by a constant operation, then assigning the same value to every variable of an instance of CSP( ) is a solution to this instance, unless there is a constraint for false in the instance, in which case we simply reject. Therefore, CSP( ) can trivially be solved in polynomial time. In case that is preserved by ll or dual-ll, there is a quadratic-time algorithm that solves CSP( ), see Bodirsky and Kára [2008b] . If is preserved by min, mi, mx or one of their duals, tractability is shown in Section 5.
Theorem 20 asserts that one of the following cases is true:
(1) CSP( ) is NP-complete, because there is a primitive positive deÞnition of some relation with an NP-complete CSP, (2) Pol( ) contains a constant operation. In this case CSP( ) is tractable as we have argued above), (3) Pol( ) contains all permutations of Q, or (4) there is some binary f ∈ Pol( ) that preserves < and violates Betw. In the third case, is an equality constraint language, and the statement follows easily from Theorem 13 and Theorem 15 in Bodirsky and Kára [2008a] . By inspection of all the temporal relations that were used to show hardness, we can also describe the main result relationally as follows. PROOF. The result follows from the proof of the previous theorem and the theorems referenced therein, and the observation that temporal languages that are preserved by all permutations either have a primitive positive deÞnition of {(x, y, z) ∈ Q 3 | x = y = z ∨ x = y = z}, or are tractable (this follows easily from Theorem 13 and Theorem 15 in Bodirsky and Kára [2008a] ).
Concluding Remarks
We have completely classiÞed the complexity of the constraint satisfaction problem for temporal constraint languages. By Theorem 5, temporal constraint languages are precisely the highly set-transitive structures; hence, we have obtained a complexity classiÞcation for the CSP of those templates that have in a certain sense that largest possible degree of symmetry.
See Figure 15 for an overview over the nine largest tractable temporal constraint languages; the entries also mention typical relations for the respective language, that is, a set of relations that is contained in the language, but not contained in any other of the nine languages -hence, these relations show that all the languages are distinct.
Finally, we would like to remark that it follows from the descriptions of the constraint languages via the polymorphisms given in the paper that the so-called meta-problem for tractability is decidable; this is formally stated in the following corollary.
COROLLARY 52. Let (Q; R 1 , . . . , R n ) be a Þnite temporal constraint language and let ϕ 1 , . . . , ϕ n be quantiÞer-free Þrst-order formulas that deÞne R 1 , . . . , R n over (Q; <), respectively. There is an algorithm that, given ϕ 1 , . . . , ϕ n , decides whether is tractable or has an NP-complete CSP.
PROOF. Theorem 50 shows that it sufÞces to test for each of the nine (at most binary) polymorphisms whether all relations R 1 , . . . , R n are preserved by this polymorphism. Suppose that R i is k-ary. Recall the observation from Proposition 6 that whether or not a k-tuple t ∈ Q k is in R i only depends on the weak linear order of the entries of t. Now observe that for f ∈ {min, mi, mx, max, dual-mi, dual-mx} the weak linear order of the k-tuple f (t 1 , t 2 ) is determined by the weak linear order of the 2k-tuple (t 1 , t 2 ). Hence, to test whether R i is preserved by f it sufÞces to verify for a Þnite number of weak linear orders whether they satisfy ϕ i . A procedure that decides whether R i is preserved by ll or dual-ll has been described in Bodirsky and Kára [2008b] . Testing whether R i is preserved by a constant polymorphism is trivial, we only have to verify whether the k-tuple (0, . . . , 0) satisÞes ϕ i .
