Targeting always the best achievable bit error rate (BER) performance in iterative receivers operating over multiple-input multiple-output (MIMO) channels may result in significant waste of resources, especially when the achievable BER is orders of magnitude better than the target performance (e.g., under good channel conditions and at high signal-to-noise ratio (SNR)). In contrast to the typical iterative schemes, a practical iterative decoding framework that approximates the soft-information exchange is proposed which allows reduced complexity sphere and channel decoding, adjustable to the transmission conditions and the required bit error rate. With the proposed approximate soft information exchange the performance of the exact soft information can still be reached with significant complexity gains.
D . This can be used by an early-stopping module to evaluate the resulted error rate performance, to be discussed later in detail. Then, if the TER performance has been reached, the iterations stop and hard decisions will be made based onL 
A. Soft Demapping in Terms of Sphere Decoding
In MIMO transmission with M T transmit and M R ≥ M T receive antennas, at the u-th MIMO channel utilization, the interleaved coded bits are grouped into blocks B t,u (t = 1, ..., M T and u = 1, ..., U with U being the number of channel utilizations per code block) in order to be mapped onto symbols s t,u of a constellation set S of cardinality |S|. The bipolar k-th bit resides in block B ⌈k/log 2 |S|⌉,u and the blocks B t,u are mapped onto the symbols s t,u by a given mapping function (e.g., Gray mapping). The corresponding received M R × 1 vector y u is, then, given by
where H u is the M R × M T complex channel matrix and s u = [s 1,u , s 2,u , ..., s MT ,u ] T is the transmitted symbol vector. Then, c b,i,u is the b-th bit of the i-th entry of s u and the term n u is the noise vector, consisting of i.i.d., zero-mean, complex, Gaussian samples with variance 2σ 2 n .
As already noted, the role of the soft demapper is to calculate at every iteration the a-posteriori loglikelihood ratios (LLRs) for all the symbols residing in the frame to be decoded. Namely, it calculates
Assuming that the corresponding bits are statistically independent (due to interleaving) and by employing 
and S
±1
b,i,u are the sub-sets of possible s u symbol sequences having the b-th bit value of their i-th s u entry equal to ±1, while P [s u ] is the available a-priori information provided by the channel decoder at the previous iteration. However, in order to compute (3) exhaustive calculations over all possible s u symbols are required which leads to prohibitive computational complexity especially for large M T values. This problem is typically tackled by employing the standard max-log approximation and by QR decomposition of the MIMO channel matrix [1] . Then the problem transforms into an equivalent tree-search which can be efficiently solved by means of sphere decoding. In detail, the channel matrix H u can be QR decomposed into H u = Q u R u , with Q u a unitary M R × M T matrix and R u an M T × M T upper triangular matrix with elements R i,j,u and real-valued positive diagonal entries. Then, under the max-log approximation the LLR calculation problem can be trasformed to [1] , [4] L D (c b,i,u ) ≈ min 
being the a-priori part of the soft information, which is always non-negative. Eq. (5) shows how the max-log LLR calculation can be reformulated into two constrained minimization problems per decoded bit over the different symbol-vector subsets (i.e., S ±1 b,i,u ).
Since P [c] is related to its corresponding LLR as
and after extracting the mutually exclusive terms from the two minimization problems of (5), (7) becomes
without affecting the optimality of (5). The extrinsic information is then calculated by subtracting the a-priori from the a-posteriori information and, after de-interleaving, it is fed to the SISO channel decoder as a-priori informatioñ
with I ′ (s u ) = I channel (s u ) + I ′ prior (s u ), and
By inspecting the equations above, some basic observations can be made which will later be exploited by the proposed approach. As it can be seen from (6) and (9), even if I channel significantly affects the solution of the minimization problem of (5), it does not vary over iterations in unlike to I prior . In addition, the strongly unlikely bits (i.e., the ones of opposite sign to L A with high |L A | which result in low P [c], see (8)) contribute with high I prior values (see (9) ). Thus, the symbol-vectors consisting of such bits can be assumed to be weak candidate solutions for the minimization problems of (5). On the other hand, the highly likely solutions (of the same sign with L A ) contribute with zero I prior . Therefore, the symbol-vector solutions are expected to consist of the symbols having the smallest I channel among the ones with small I prior values. Namely, among the symbols consisting of highly likely (i.e., of the same sign with L A ) and loosely unlikely bits (i.e., of low |L A | and opposite sign than L A ). Since for high |L A | value the bit with the opposite sign to L A is not expected to belong to the symbol-vector solutions, while the bit with the same sign to L A contributes with zero I prior independently of the |L A | value, it can be concluded that approximate calculation of the related strong (i.e., of high amplitude)
a-priori information is not expected to significantly affect SD performance.
An additional property related to the soft-information flow is that since I channel remains constant over iterations the value of L E (c b,i,u ) will also be constant as long as the symbol-vector solutions of (5) do not vary over iterations and consist of (highly or loosely) likely bits contributing with zero I prior , even if the a-priori information varies. This attribute is expected over later iterations when (and if) the corresponding symbol solutions are dominated by the highly likely symbols. Then, instead of recalculating their corresponding L D and L E values the ones of the previous iteration can be employed. This property can be exploited by any SD approach to provide computational complexity gains. These gains are expected to increase with the number of iterations where the average reliability of the bits is expected to increase [6] .
B. SISO Channel Decoding
Similarly to the soft demapper, after de-interleaving, the corresponding input soft-information is exploited in order to calculate the corresponding a-posteriori information, as
where forc being the encoded sequence after de-interleaving, it is expressed as
withC ±1 k being the set of bit sequencesc with their k-th bit equal to ±1. Then, (13) can be efficiently calculated by the well-known BCJR-MAP algorithm [7] , [8] .
Similar observations with those holding for the soft-demapper can be made for the SISO outer channel decoder. In detail, (13) shows that the most significant contributing sequencesc to theL D calculation are those with their non-positive
ln P c i |L A (c i ) terms being close to zero, or equivalently, sequences which do not contain highly unlikely bits (of very low P c i |L A (c i ) ). Additionally, under the approximation of [9] 
which holds for large |L A (c k ) | values (typically larger than 2), it can be deduced that for (highly) likely bits the terms ln P c i |L A (c i ) equal zero independently of the exactL A value. Therefore, similar to the SD, approximate calculation of the strong soft information, (i.e., of high |L A (c k ) |) is not expected to significantly affect the outcome of the SISO channel decoder.
By using (13) we can express the extrinsic information of the outer SISO decoder as
from which it becomes apparent that the extrinsic information is a function of the soft information of all other bits different thanc k . Practically, those bits which mainly affect the calculation ofL D (c k ), here denoted as Λc k , are the ones residing in a region aroundc k of a size related to the constraint length of the code [10] . Thus, a high |L E (c k ) | value denotes that the a-priori information of the surrounding Λc k bits can introduce such high reliability to the bit that it finally becomes strongly reliable even if its own
Therefore, it will later be assumed that |L E (c k ) | is a good indicator of the correcting capabilities of the outer code on the specific bit.
SinceL E (c k ) is a function of the "new" soft-information content calculated at the soft-demapper side
, it is also assumed to be a good indicator of the convergence rate of the corresponding bit. Therefore, in the sequel, when the extrinsic information of a bit is loose, even if its a-priori information is strong (which will lead to strong a-posteriori information), its soft information exchange will not be approximated in order to preserve its convergence rate. In other words, loose extrinsic information forc k indicates loose information content for (at least some of) the bits belonging to Λc k .
Therefore, since the decoding quality of the Λc k bits is also affected by the soft information content ofc k (sincec k belongs to the theirs Λ region:c k ∈ Λ (Λc k ) ) approximating its soft information may affect the convergence of the Λc k bits. At this point the following, additional relation can be brought up.
The overall convergence rate of the iterative process is dominated by the slowest converging bit. Thus, approximating the soft information of the fast converging bits (or equivalently the ones with the strong a-priori information to be fed to the following module) does not significantly affect convergence. In contrast, the convergence properties can be affected by approximating the soft information of the slowest converging bits (as we already discussed in Sections II.A and B).
Finally, it is noted that when Λc k have reached the state of constant information exchange (i.e., over later iterations)L E (c k ) will be also constant.
C. Performance Driven Early Iteration Stopping
In practical iterative schemes frame-based, early-stopping mechanisms are typically employed to reduce the average required number of iterations without compromising the resulting performance. In such mechanisms, the convergence status is checked by means of a specific pre-selected criterion for terminating iterations. Two main classes of criteria have been proposed for this purpose. The first class is based on cross-entropy metrics [11] - [13] and it is typically employed to identify if a frame still converges over iterations. The second class [11] , [14] - [16] employs, directly, the calculated a-posteriori LLR values to evaluate the already achieved error rate performance, and then terminate iterations when the TER is achieved. Even if the cross-entropy methods have been shown to be more efficient in identifying if an iterative system is still converging, in this work the second approach is employed since it links the number of iterations directly to the error-rate performance. Thus, it can early terminate the iteration process when the TER is reached, even if the iterative system still converges.
According to [17] the BER of the decoded block can be evaluated after SISO decoding aŝ is expected for the SNR regimes of achievable performance lower than the TER. However, when clipping is applied, special consideration has to be taken so that the system's convergence is not affected. In this framework, several clipping approaches have been considered (see Section III.B). It is significant to note that the proposed approximate information flow does not demand any early-stopping mechanism and it does not depend on the choice of the adopted criterion. However, it is considered in this work in order to make meaningful performance comparisons, since such mechanisms are anticipated in practical iterative systems able of adjusting their complexity to the transmission scenario (e.g., SNR) and the TER.
III. ITERATIVE RECEIVER PROCESSING OF APPROXIMATE SOFT INFORMATION

A. Approximate Soft Information Flow
The proposed approximate soft information flow is depicted in Fig. 1 . The scheme adjusts its processing requirements to the TER performance by avoiding the unnecessary processing which would further increase the reliability of those bits which are already reliable enough (i.e., meet the TER) at early iterations, but only when such an approximation is not expected to significantly affect the convergence properties of the iterative process. Since the extrinsic information has been discussed to be a good indicator of both the per-bit correcting capabilities of the channel code and of the per-bit convergence rate (Section II.B) it is employed to decide when the soft information of a specific bit can be safely approximated. In detail, the proposed approach consists of the following steps:
1) Identification of Reliable and Well Converging (RWC) Bits.
Using the SISO decoder output at the q-th iteration and after the stopping-control check, the reliable bits (i.e., those who meet the TER requirement) with high convergence rate are identified since, more likely, their exact soft-information calculation is not required. In order to characterize the bits their a-posteriori and extrinsic information is used as described in Section II.B. Consequently, a flag sequence is introduced to indicate the bits whose a-posteriori and extrinsic information (which is also the a-priori information for the soft demapper) is larger thanL T ER , with
When a bit is identified to be a RWC one, it is assumed (perhaps wrongly) that it has reached its constant information flow state. However, if during the next iteration it is not again identified to be an RWC bit, the initial (over the previous iteration) assumption was obviously wrong and it needs to be corrected. In detail, as it has already been discussed in Section II.B, if a bit has been wrongly assumed to be a RWC one (and therefore its soft-information wrongly has not been updated) a negative effect on the convergence characteristics of its neighbor bits is expected (which can also be RWC ones). This negative effect is typically reflected in their extrinsic and a-posteriori information (see Section II.B). In the same way, affecting the convergence rate of the neighboring bits will affect the soft information of the bit in question (which can become a non-RWC bit).
Therefore, in order to remedy wrong RWC bit characterizations which could significantly affect the system's convergence, full RWC check over all bits takes place at each iteration.
2) Reduced Processing Soft Demapping
After the RWC bit identification, the flag sequenceG (q) (k) is interleaved and the position of the RWC bits at the soft demapper side is identified, then, reduced complexity soft demapping can be performed. For this purpose a slight modification of the SD in [4] is described in the next sub-section. There, the SD reduces its processing requirements by skipping the soft information calculation of the RWC bits and by approximately calculating (bounding) the soft-output values of those bits which result in extrinsic information larger thanL T ER . As it will be later discussed in detail, this is only performed when such an approximation is not expected to significantly affect the convergence behavior of the iterative system.
3) SISO Decoding with Approximate Soft Information
Finally, after calculating and de-interleaving the (approximate) extrinsic information of the SD, SISO outer decoding follows. For the RWC bits the soft information has not been updated. Therefore, the a-priori information of the previous iteration is employed (since constant flow has been assumed).
Then, the processing proceeds with an early-stopping check and an RWC bit update (step 1).
During the decoding process, no changes are expected on the status of an RWC bit if all its Λ bits (i.e., the neighboring bits related to its decoding, see II.B) are also RWC ones. On the contrary, changes may occur whenever in its Λ region lie non-RWC bits. Based on this observation, instead of performing full channel decoding, selective decoding can be performed only on the non-RWC bits and their corresponding Λ neighbors, resulting in additional complexity gains at the channel decoder side, and will be discussed in detail in Section III.C. In this context, a scenario-adaptive SISO channel decoder may perform selective decoding only on the non-RWC and their surrounding bits belonging to a window of length w centered on each non-RWC bit, so that the non-updated RWC bits do not have any non-RWC ones in their Λ region.
As it will be shown by simulations, the proposed RWC identification is so reliable that no significant changes occur at the state of RCW bits over later iterations, especially for low TER values. Then, the potential gains at the SISO decoder side can be maximized by setting the w = 1.
B. Scenario-Adaptive SD
The herein proposed scenario-adaptive SD is based on the typical, depth-first SD approach of [4] .
However, as discussed in Section I, the proposed approximate soft information flow is independent of the soft demapper realization approach.
In detail, in (5) it is shown how the max-log LLR calculation can be reformulated into two constrained minimization problems over the different symbol-vector subsets (i.e., S ±1 b,i,u ), per decoded bit. For each minimization problem the corresponding tree has its root at level l = M T + 1 and its leafs at level l = 1.
The I (s u ) values for any leaf can be calculated recursively by
where s
and
with D s Depth-first tree traversal with Schnorr-Euchner enumeration [18] and radius reduction are assumed like in [4] . The initial radius is set infinite and whenever a leaf is reached with its corresponding squared radius r 2 being smaller than D s In addition, in order to avoid redundant calculations which are common to the different minimization problems (and tree searches) of (5), the single-tree-search approach of [4] can be employed. According to this, only one tree search takes place but different r 2 ±,k values are used for any of the minimization problems of (5), with r 2 ±,k being the squared radii related to the two minimization problems (i.e., for
Whenever a new leaf is reached the r 2 ±,k values of all tree searches to which the resulting symbol vector belongs are updated. For the constraint check at node s (l) u the set of tree-searches whose solution can be affected by the corresponding node is identified as T (s
and pruning is performed if the corresponding PD is larger than all possible r 2 ±,k ∈ T (s
Minor modifications are needed to this SD in order to take advantage of the proposed approximate information flow. According to those, the proposed SD may perform:
1) Selective Soft Information Update (SU):
As already discussed, the tree searches related to the RWC bits (see (5)) can be skipped. This can be efficiently achieved by zeroing the r 2 ±,k related to the corresponding bits. Then, since the zeroed values are of large r 2 ±,k , the constraint of (23) becomes tighter and significant complexity reduction is achieved, as it is also shown in Section IV.
2) Performance-Driven Soft Information Clipping (PDC):
The basic idea behind the proposed performancedriven LLR clipping is to restrict the SD processing by accurately calculating the LLR values only up to the value where the convergence and the required TER are preserved. In this context it would be rational to assume that for the bits which already meet the TER constraint before channel decoding (i.e., |L D (c k )| ≥L T ER ) the average performance after decoding will be even better. So, reaching the TER before decoding is an indication that further processing may not be required. However, relying only on this assumption to perform LLR clipping is not efficient since this assumption is only valid for the average performance and not for each bit. Additionally, performing clipping based on L D could (erroneously) result in small L A (c k ) values which would significantly affect the outcome of the channel decoder (see discussion in Section II.B). Therefore, additional consideration should be given to the extrinsic information LLR values of the SD (which is the a-priori information for the SISO channel decoder) in order to preserve the system's convergence.
it is an indication that the iterative process moves towards increasing receiver's confidence on the specific (decoded) bit [6] . If, in addition, this bit meets the TER constraint before SISO channel decoding (i.e., |L D (c k )| ≥L T ER ) and the corresponding extrinsic information is also strong (i.e., |L E (c k )| ≥L T ER ) it can be roughly assumed that the decoding procedure is mature enough so that the channel decoder will not decrease receiver's confidence for the specific bit in future iterations (i.e., during subsequent iterations will be sign ( 
, the receiver's confidence for the candidate decoded bit is not increasing) it is an indication that the iterative decoding process is not yet mature, so LLR clipping should be avoided in order to preserve the convergence properties. It is significant to note that if LLR clipping is (erroneously) performed on a bit which converges opposite to the finally decoded bit (i.e.,
is not expected to negatively affect the performance since clipping practically bounds the effects of this erroneous convergence. This is also verified in Section IV.
According to the previous discussion, the SD search hypersphere should be reduced in a way that both the convergence and the TER performance after the SD (and before the channel decoder) are preserved. Equivalently, LLR approximation is allowed only when both the L E (c k ) and the L D (c k )
values are larger thanL T ER . As already discussed, LLR clipping approaches which account only for the performance before decoding can result in small L A (c k ) values which would consequently affect the outcome of the channel decoder and therefore the resulting performance. In addition, as it will be show in the sequel, clipping approaches targeting only |L E (c k )| ≤L T ER result in performance degradation.
From (14) , it follows that
with λ M AP = min bit value opposite to the one of the MAP solution. Therefore, the search space for any of the trees can be reduced to a hypersphere of
whereλ M AP is the minimum I (s u ) value already found andĉ M AP k is the related k-th bit value. Then, the corresponding pruning constraint can become
Any time a new candidateλ M AP is found the corresponding r 2 ±,k values can be updated to r 2 ±,k ← max{r 2 ±,k , r 2 P DC,±,k }. This is preformed in order to produce a clipped LLR value even if no solution of (5) lies in the search hypershere for the corresponfing bit. Both selective LLR update and hypersphere reduction result in a tighter constraint check than the typical (see (20) ) and thus, in reduced SD processing. (21) and (22) it can be easily
This search space reduction results in bounded |L
From the above equation it becomes apparent that when the extrinsic information of the SD is of the same sign as its a-posteriori information the clipping value is such that no processing is spent for calculating values which exceed the TER constraint. For example if sign {L A (c k )} = sign {L D (c k )} = 1, the maximum L E (c k ) value equalsL T ER . In addition, the proposed clipping preserves the ability of the bits to reach the TER before decoding. For example if sign
The fact that the clipping process employs theĉ M AP k estimates instead of the exact c M AP k may sometimes lead to tighter LLR clipping than wanted. However, in Section IV it is shown that this does not have any considerable effect in scheme's performance.
3) Simplified Performance-Driven Soft Information Clipping (sPDC):
A simplified PD-PDC can be acquired when it is not of interest to preserve the TER performance before channel decoding, namely, when clipping is allowed for bits with |L D (c k )| <L T ER . Then, the search hypersphere can be reduced
Equivalently to (24), L
Therefore, for the previous example L
However, as it is shown in Section IV, not preserving the TER before channel decoding results in a noticeable performance degradation without providing any significant complexity gain.
4) Decoder-Aware Performance-Driven Soft Information Clipping (DA-PDC):
Tighter LLR clipping than the one of the PDC can be performed by making some further (approximate) assumptions on the "expected" reliability (i.e., LLR amplitude) increase provided by the SISO channel decoder. In detail, if after the SD processing the sign of the demapped bit is sustained (i.e., sign
it means that the iterative process increases its confidence for this (hard) decoded bit. Then, it is approximately assumed that the sign of the decoder's extrinsic information (which will be the SD's a-priori information) will remain constant, and the magnitude will be at least the same. This can be typically observed when the iterative process is close to the state of constant information flow where the most significantly contributing sequences in (15) remain the same and the related a-priori information has already reached its constant flow state or still increases [6] . Under this assumptions, the search hypersphere can be further tightened to accurately calculate only the L E (c k ) values of those bits which cannot reach the TER performance even after SISO channel decoding. In detail, the search space can be reduced to a hypersphere of
with the corresponding constraint to become
Then, it can be easily shown that the L
From (28) it becomes apparent that with such a hypersphere reduction, when sign
only values which are not expected to reach TER after decoding are accurately calculated while, if 
of the current iteration is at least equal to the previous, L D (c k ) will meet the TER requirement after decoding.
For the bits whose LLR value is of such a high magnitude that a solution of (5) does not lie in this shrunken hypershere, clipping is performed according to the PIDC by updating r 2 ±,k as r 2 ±,k ← max{r 2 ±,k , r 2 P DC,±,k } any time a new candidateλ M AP is found. Then, if the a-posteriori information of the bit does not belong in the shrunken hypersphere its LLR value will be set to such a value that its extrinsic information reachesL T ER , similarly to PIDC.
According to this last approximation, a bit with loose extrinsic and strong a-priori information (and
may be erroneously assumed to have reached the TER. However, if this wrong assumption is critical for the convergence of its neighboring Λ bits, it will be manifested as a more loose extrinsic information at the channel decoder output (or more loose SD a-priori information)
over the next iteration, similarly to what has been discussed in Section III.B. Subsequently, this will result in an increase of the search hypersphere during the next iteration and, thus, in more accurate LLR estimation.
5) Simplified Decoder-Aware Performance-Driven Soft Information Clipping (sDA-PDC):
Similarly to the sPDC, when the prevention of the TER performance before decoding is not targeted, the hypersphere can be reduced to
In such a case the r 2 ±,k ← max{r 2 ±,k , r 2 sP DC,±,k } update is performed any time a new candidatê λ M AP is found. Similarly to the sPDC, and as shown in Section V, this approach does not provide any significant complexity gain compared to the DA-PDC but it results in a noticeable performance degradation.
The discussed LLR clipping approaches are selected in a way that the necessity of accurately calculating both the |L E | and |L D | values up toL T ER is revealed. However, the proposed manifestations are not unique and several alternatives of similar complexity can be found, which still meet the same criteria but in a less tight way. For example, it can be easily verified that similarly to the PDC, a reduced hypersphere
can be shown by simulations, to result only in an incremental increase in the number of visited nodes.
C. Scenario-Adaptive SISO Channel Decoder
As already discussed in Section III.A, step 3, the proposed scenario-adaptive SISO channel decoder performs decoding only on a subset of LLR values. Typical SISO channel decoder realizations operate in the log domain and employ the max * function in order to replace the computationally expensive multiplications with additions as described in [8] . Then, as it is shown in [19] , [20] , the most expensive operations become the necessary, energy consuming, memory accesses and especially the ones related to the state metric storages. The significance of reducing those memory accesses is emphasized in [19] where additional processing and register file storage is paid for this reason. However, even with such approaches, the number of accesses cannot be substantially reduced due to the energy overhead of the processing and the register file storage. In the sequel, equivalently to [21] , it is discussed how the selective LLR update of the non-RWC bits may result in reduced number of state metric storages. However, it is significant to note that this discussion is just indicative since the selective updates cannot be quantified into energy savings without considering a specific implementation, which is beyond the scope of this work.
For a convolutional code of 1/2 rate and withc x,t (e) the encoder output bits for a transition e from the state s to s ′ at coding time t (with s,s ′ =0, .., N s − 1 and x = 0, 1) the correspondingL D (c x,t ) can
and α t , β t being the state metrics obtained through the following forward and backward recursions
As discussed in [20] , the α t (w) values can be calculated and overwritten immediately as they are not required in future calculations. On the other hand, typically, all β t (w) metrics need to be stored. However, for selective (per bit) channel decoding only the subset of β t (w) values related to the decoded bits needs to be stored, resulting in potential energy consumption savings.
D. Complexity Issues
In this subsection, some complexity issues are discussed without considering the early-stopping control, since it is not required from the proposed scheme and as it can be replaced by other similar early-stopping
approaches.
An additional memory of K bits is required for storing the flag sequence G (q) (k). recursive convolutional code of rate 1/2 is employed with code block of 18432 bits. The log-MAP BCJR algorithm has been employed for SISO channel decoding. Early stopping control of error rate equal to the TER is always assumed (even with the typical SD).
In Fig. 2 the BER performance of the proposed scheme is depicted for an SNR of 7 dB. Three proposed SD approaches are compared to the typical SD. These are the SU, the SU & PDC, and the SU & DA-PDC.
The TER is set to 2 · 10 −3 , slightly lower than the best achievable BER (≈ 2.2 · 10 −3 ). Selective SISO channel decoding is employed with w = 1. It is shown that the proposed RWC identification methodology is that reliable where negligible performance loss is observed even for selective SISO channel decoding of minimum w = 1. In Fig. 3 the (cumulative over iterations) complexity of the corresponding SD approaches is shown, while in Fig. 4 
