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Abstract
We describe in which ways the Radford biproducts of certain eight-dimen-
sional Yetter-Drinfel’d Hopf algebras over the elementary abelian group
of order 4 can be written as extensions of Hopf algebras.
Introduction
In their article [10], the authors described two semisimple Yetter-Drinfel’d Hopf
algebras of dimension 8 over the group ring of the elementary abelian group of
order 4. The purpose of the construction of these Yetter-Drinfel’d Hopf algebras
was to show that the core of a group-like element is not always completely
trivial. It was not even mentioned in this article that, via the Radford biproduct
construction (cf. [23]), these Yetter-Drinfel’d Hopf algebras give rise to ordinary
Hopf algebras of dimension 32. The purpose of the present article is to discuss
how these Hopf algebras fit into the general theory of semisimple Hopf algebras
of prime power dimension, as found for example in [6], [7], [8], [13], and [14].
As we will see, these ordinary Hopf algebras also behave differently from other
known examples.
Every semisimple Hopf algebra of prime power dimension can in principle be
constructed as an iterated crossed product (cf. [20], Theorem 3.5). However,
for the dimensions where the description is more concrete, or even so concrete
that all semisimple Hopf algebras of that given dimension can be classified,
like in the articles just cited, the Hopf algebras often contain a commutative
Hopf subalgebra of prime index, a situation sometimes also encountered for
semisimple Hopf algebras that are not of prime power dimension, like in [15]
and [21]. The examples constructed here do not contain such a Hopf subalgebra,
as we show in Paragraph 4.4. More generally, we show that they cannot be
constructed as central or cocentral abelian extensions.
Let us state the main results of the article more precisely, while we simultane-
ously explain its structure. Section 1 contains preliminaries on Yetter-Drinfel’d
Hopf algebras, Radford biproducts, and extensions of Hopf algebras. In Sec-
tion 2, we consider the eight-dimensional Yetter-Drinfel’d Hopf algebra A over
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the elementary abelian group of order 4 that appears in [10], Section 2. We
describe the arising Radford biproduct B, which has dimension 32, give a pre-
sentation of B in terms of generators and relations, and compute its center. In
Section 3, we show that the groups of group-like elements of both B and B∗
are elementary abelian of order 8, which means in particular that they have
eight one-dimensional representations. In Theorem 3.2, we show that, up to
isomorphism, both B and B∗ have in addition two irreducible representations
of dimension 2 and one irreducible representation of dimension 4.
In Section 4, we show that B contains a unique sixteen-dimensional Hopf sub-
algebra N . It is normal and isomorphic to the Hopf algebra Hd:1,1 from the
classification appearing in [6], Table 1. Our Hopf algebra B therefore fits into
exactly one extension of the type
N →֒ B ։ Z
with dimN = 16 and dimZ = 2. This extension is not abelian.
In Section 5, we show that the Hopf subalgebra N also arises as the unique
sixteen-dimensional quotient of B. By construction, N is also a Radford biprod-
uct, and the quotient map πN : B → N is induced from a map between the
corresponding Yetter-Drinfel’d Hopf algebras. Although πN does not restrict to
the identity on N , it is conormal, and therefore B fits into exactly one extension
of the type
U →֒ B
piN
։ N
with dimU = 2 and dimN = 16. This extension is not abelian. We use these
facts to describe the structure of the Grothendieck ring of B in Paragraph 5.3.
In Section 6, we begin by determining the eight-dimensional Hopf subalgebras
of B. There are three, denoted by M1, M2, and M3, all of which are contained
in N . The algebraM1 is just the span of the group-like elements, while the other
two are dual to the group ring of the dihedral group. We show in Paragraph 6.2
that, of the three Hopf subalgebras, only M2 is normal, so that B fits into
exactly one extension of the type
M →֒ B ։ Q
with dimM = 8 and dimQ = 4. In this case, M = M2 ∼= K
D8 , while
Q ∼= K[Z2 × Z2]. This extension is abelian, but neither central nor cocentral.
In Paragraph 6.3, we determine the four-dimensional Hopf subalgebras of B.
There are seven, but only one of them is normal. Consequently, the Hopf
algebra B fits into exactly one extension of the type
P →֒ B ։ F
with dimP = 4 and dimF = 8. In this case, P ∼= K[Z2 × Z2] and F ∼= K[D8].
This extension is abelian, but neither central nor cocentral.
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Besides the Yetter-Drinfel’d Hopf algebra A, the authors considered in [10], Sec-
tion 3 a second eight-dimensional Yetter-Drinfel’d Hopf algebra overK[Z2 × Z2],
denoted here by A′. These two algebras are certainly not isomorphic, because A
is commutative, while A′ is not. However, the corresponding Radford biprod-
ucts B and B′ are isomorphic, as we show in Section 7, so that it is not necessary
to carry out the same analysis for B′.
Let us now state the conventions that are used throughout this article. Our base
field K will be algebraically closed of characteristic zero. The multiplicative
group of K will be denoted by K× = K \ {0}.
All vector spaces will be defined over K. The dual space of a vector space V
will be denoted by V ∗ = Hom(V,K), and the dual map of a linear map f , also
called its transpose, will be denoted by f∗.
The group algebra of a group G, which we will also call its group ring, will be
denoted by K[G]. The corresponding dual space K[G]∗, the dual group ring,
will be denoted by KG. The character group of a group G will be denoted
by Gˆ = Hom(G,K×). Its elements will be interchangeably called multiplicative
characters, one-dimensional characters, or one-dimensional representations, a
terminology that we will use not only for groups, but also for algebras. Clearly,
the multiplicative characters of the group algebra correspond bijectively to the
multiplicative characters of the group via restriction.
All algebras are assumed to have a unit element, and algebra homomorphisms
are assumed to preserve these unit elements. The center of an algebra A will
be denoted by Z(A), which should not be confused with a certain quotient
Hopf algebra Z already mentioned above. The set of group-like elements in
a coalgebra A will be denoted by G(A). The subalgebra generated by ele-
ments a1, . . . , an of an algebra A will be denoted by K〈a1, . . . , an〉, whereas
the subgroup of a group G generated by elements g1, . . . , gn will be denoted
by 〈g1, . . . , gn〉. The augmentation ideal of a Hopf algebra H will be denoted
by H+ := ker(εH). The image of an element a in a quotient space will be
denoted by a¯. Finally, the symbol ⊂ denotes non-strict inclusion.
As already discussed, the article is divided into sections, which are divided
further into relatively small paragraphs. A reference to Proposition 2.2 refers
to the unique proposition in Paragraph 2.2, and definitions, theorems, lemmas,
and corollaries are referenced in the same way.
The material discussed here and in our previous article [10] was presented at
the AMS Spring Southeastern Sectional Meeting in Auburn in March 2019, in
two consecutive talks. It was also presented at the International Workshop on
Hopf Algebras and Tensor Categories in Nanjing in September 2019. The travel
of the second author to these conferences as well as his work on this article were
supported by NSERC grant RGPIN-2017-06543. The work of the first author
on this article was supported by a Faculty Summer Research Grant from the
College of Science and Health at DePaul University.
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1 Preliminaries
1.1 In this section, we consider a finite-dimensional Hopf algebra H with
coproduct ∆H , counit εH , and antipode SH . Recall that a Yetter-Drinfel’d
module over H is a vector space V that is both a left H-module and a left
H-comodule in such a way that the compatibility condition
h(1)v
(1) ⊗ h(2).v
(2) =
(
h(1).v
)(1)
h(2) ⊗
(
h(1).v
)(2)
is satisfied for all h ∈ H and v ∈ V , where we have used the notation
δ(v) = v(1) ⊗ v(2) ∈ H ⊗ V
for the coaction δ. The category HHY D of all Yetter-Drinfel’d modules, whose
morphisms are the H-linear and colinear maps, is a braided monoidal category
with the braiding σV,W : V ⊗W →W ⊗ V given by
σV,W (v ⊗ w) = v
(1).w ⊗ v(2)
We collect a number of facts about Yetter-Drinfel’d modules that will be needed
in the sequel:
(1) The dual space V ∗ of a finite-dimensional Yetter-Drinfel’d module V can
be considered as a Yetter-Drinfel’d module over the dual Hopf algebra H∗ by
using the module structure
γ.ϕ = (γ ⊗ ϕ) ◦ δ (1.1)
for γ ∈ H∗ and ϕ ∈ V ∗, and the comodule structure δ(ϕ) = ϕ(1)⊗ϕ(2) ∈ H∗⊗V ∗
with the defining property
ϕ(1)(h) ϕ(2)(v) = ϕ(h.v) (1.2)
where ϕ ∈ V ∗, h ∈ H , and v ∈ V (cf. [27], Proposition 1.2 and Lemma 1.3).
With respect to these structures, the transpose of an H-linear and H-colinear
map is H∗-linear and H∗-colinear.
(2) If A and A′ are algebras in the Yetter-Drinfel’d category, so that their
multiplication maps µA and µA′ as well as their unit maps ηA and ηA′ are
morphisms in the category, then their tensor product A⊗A′ is also an algebra
in this category when endowed with the multiplication map
µA⊗A′ = (µA ⊗ µA′) ◦ (idA⊗σA′,A ⊗ idA′)
and the unit map ηA⊗A′ = ηA ⊗ ηA′ .
(3) A Hopf algebra in the Yetter-Drinfel’d category HHY D, or a Yetter-Drinfel’d
Hopf algebra for short, is an algebra A that is simultaneously a coalgebra,
both in this category, so that comultiplication and counit are multiplicative.
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Here, the algebra structure on A ⊗ A is the one introduced above, so that the
multiplicativity of the coproduct means that
∆A ◦ µA = (µA ⊗ µA) ◦ (idA⊗ σA,A ⊗ idA) ◦ (∆A ⊗∆A)
or, if we use the notation ∆A (a) = a(1) ⊗ a(2) for the coproduct,
∆A (aa
′) = a(1)
(
a(2)
(1).a′(1)
)
⊗ a(2)
(2)a′(2)
We also require that A has an antipode SA, i.e., a convolution inverse of the
identity. As shown in [10], Lemma 1.2, such an antipode is automatically a
morphism in the category.
1.2 Yetter-Drinfel’d Hopf algebras give rise to ordinary Hopf algebras via the
Radford biproduct construction, which was originally defined in [23], Theorem 1:
Definition. Let A be a Yetter-Drinfel’d Hopf algebra over H . The Radford
biproduct B := A ⋆ H is the tensor product of A and H as a vector space,
endowed with the smash product multiplication
(a ⋆ h) (a′ ⋆ h′) := a
(
h(1).a
′
)
⋆ h(2)h
′ (1.3)
with corresponding unit element 1B := 1A ⋆ 1H , cosmash product comultiplica-
tion
∆B (a ⋆ h) :=
(
a(1) ⋆ a(2)
(1)h(1)
)
⊗
(
a(2)
(2) ⋆ h(2)
)
(1.4)
with corresponding counit εB(a ⋆ h) := εA(a)εH(h), and antipode
SB (a ⋆ h) :=
(
1A ⋆ SH(a
(1)h)
)(
SA(a
(2)) ⋆ 1H
)
(1.5)
With respect to these structures, it is an ordinary Hopf algebra. The nota-
tion a ⋆ h instead of a ⊗ h is used to signify that the algebra and coalgebra
structures are not the canonical structures on the tensor product.
Two results about Radford biproducts will be needed in the sequel:
(1) If A is a finite-dimensional Yetter-Drinfel’d Hopf algebra over H , then A∗
is a Yetter-Drinfel’d Hopf algebra over H∗ with respect to the module and
comodule structures described in Paragraph 1.1 and the standard dualizations
of the algebra and coalgebra structures (cf. [27], loc. cit.), so that we can form
the biproduct A∗ ⋆H∗. It is isomorphic to B∗ via the canonical isomorphism of
the underlying vector spaces.
(2) The biproduct B is semisimple if A and H are semisimple. Similarly, it is
cosemisimple if A and H are cosemisimple (cf. [23], Proposition 3 and Proposi-
tion 4; [25], Paragraph 2.14 and the references cited there).
Further details on Yetter-Drinfel’d Hopf algebras and biproducts can be found
in [19], § 10.6, [23], and [27].
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1.3 A generalization of the smash products just encountered in Paragraph 1.2
are crossed products (cf. [19], Definition 7.1.1): Here we have, for a Hopf alge-
bra H and an algebra A, not only a weak action, or measuring,⇀ : H⊗A→ A,
but also a cocycle τ : H ×H → A, and the multiplication on the underlying
vector space A ⊗ H , which is then commonly denoted by A#τH , is given by
the formula
(a#h)(a′#h′) := a(h(1) ⇀ a
′)τ(h(2), h
′
(1))#h(3)h
′
(2)
Such a crossed product has the following universal property:
Proposition. Suppose that B is an algebra and that fA : A → B as well as
fH : H → B are K-linear maps. Then the following assertions are equivalent:
1. There exists an algebra homomorphism f : A#τH → B such that
f(a#1H) = fA(a) and f(1A#h) = fH(h)
2. fA is an algebra homomorphism, fH(1H) = 1B, and we have
fA(h(1) ⇀ a)fH(h(2)) = fH(h)fA(a)
as well as
fA(τ(h(1), h
′
(1)))fH(h(2)h
′
(2)) = fH(h)fH(h
′)
Proof. To show that the first assertion implies the second, we define the in-
clusion maps iA : A → A#τH and iH : H → A#τH via iA(a) := a#1H and
iH(h) := 1A#h, and also define fA := f ◦ iA and fH := f ◦ iH . Then we have
fH(1H) = f(1A#1H) = 1B and
fH(h)fA(a) = f(1A#h)f(a#1H) = f ((1A#h)(a#1H))
= f
(
(h(1) ⇀ a)#h(2)
)
= fA(h(1) ⇀ a)fH(h(2))
as well as
fH(h)fH(h
′) = f(1A#h)f(1A#h
′) = f ((1A#h)(1A#h
′))
= f
(
τ(h(1), h
′
(1))#h(2)h
′
(2)
)
= fA(τ(h(1), h
′
(1)))fH(h(2)h
′
(2))
To show that the second assertion implies the first, we define
f(a#h) := fA(a)fH(h)
Then f preserves the unit element, and we have
f((a#h)(a′#h′)) = f(a(h(1) ⇀ a
′)τ(h(2), h
′
(1))#h(3)h
′
(2))
= fA(a)fA(h(1) ⇀ a
′)fA(τ(h(2), h
′
(1)))fH(h(3)h
′
(2))
= fA(a)fA(h(1) ⇀ a
′)fH(h(2))fH(h
′)
= fA(a)fH(h)fA(a
′)fH(h
′) = f(a#h)f(a′#h′)
as asserted.
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There are two observations about this universal property that are worth record-
ing. First, if the equation
fA(h(1) ⇀ a)fH(h(2)) = fH(h)fA(a)
that appears in the universal property is satisfied for all h ∈ H , but only for a
specific a ∈ A, and in the same way for another specific element a′ ∈ A, then it
holds for their product aa′, as we have by the measuring property that
fA(h(1) ⇀ (aa
′))fH(h(2)) = fA((h(1) ⇀ a)(h(2) ⇀ a
′))fH(h(3))
= fA(h(1) ⇀ a)fA(h(2) ⇀ a
′)fH(h(3))
= fA(h(1) ⇀ a)fH(h(2))fA(a
′) = fH(h)fA(a)fA(a
′) = fH(h)fA(aa
′)
Arguing inductively, this shows that it is sufficient to verify this equation for
all a in a generating set of A, as long as it holds for all h ∈ H for each of these
generators.
For the second observation, note that iH is convolution-invertible (cf. [19],
Proposition 7.2.7). If i¯H denotes its convolution-inverse, then f¯H := f ◦ i¯H
is the convolution-inverse of fH = f ◦ iH . Thus the two main conditions of the
second assertion can also be stated in the form
fA(h ⇀ a) = fH(h(1))fA(a)f¯H(h(2))
and
fA(τ(h, h
′)) = fH(h(1))fH(h
′
(1))f¯H(h(2)h
′
(2))
In the case that the cocycle is trivial in the sense that τ(h, h′) = εH(h)εH(h
′)1A,
the crossed product reduces to the smash product. Then the twisted module
condition (cf. [19], Lemma 7.1.2) reduces to the usual module condition, so that
the weak action is an ordinary action, which we will denote by a dot again. The
preceding proposition now yields the following universal property of the smash
product:
Corollary. Suppose that B is an algebra and that fA : A→ B and fH : H → B
are algebra homomorphisms such that
fA(h(1).a)fH(h(2)) = fH(h)fA(a)
Then the map f : A#H → B defined via
f(a#h) := fA(a)fH(h)
is an algebra homomorphism.
For the smash product, there is a second point to be made, which is similar,
but not identical, to the one made above in the case of a general crossed prod-
uct: If the hypothesis in the preceding corollary holds for all a ∈ A and two
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elements h, h′ ∈ H , it holds for their product, because the weak action is then
an ordinary action and we therefore have
fA(h(1)h
′
(1).a)fH(h(2)h
′
(2)) = fA(h(1)h
′
(1).a)fH(h(2))fH(h
′
(2))
= fH(h)fA(h
′
(1).a)fH(h
′
(2))
= fH(h)fH(h
′)fA(a) = fH(hh
′)fA(a)
Arguing inductively, this shows that it is sufficient to verify this hypothesis for
all h in a generating set of H , as long as it holds for all a ∈ A for each of these
generators.
1.4 As we will explain in Paragraph 1.5 below, crossed products appear nat-
urally when studying Hopf algebra extensions, which are defined as follows
(cf. [17], Definition 5.6):
Definition. Consider a sequence
N
ιN
→֒ B
piF
։ F
of finite-dimensional Hopf algebras and Hopf algebra maps ιN and πF , where ιN
is injective and πF is surjective. This sequence is called an extension of F by N
if
ιN (N) =
{
b ∈ B | b(1) ⊗ πF (b(2)) = b⊗ 1F
}
In this situation, ιN (N) is a normal Hopf subalgebra of B (cf. [2], Section 1.2).
Hopf algebra extensions can have additional properties:
(1) The extension is called abelian if N is commutative and F is cocommuta-
tive. Since K is algebraically closed of characteristic zero, it follows from [19],
Theorem 2.3.1 that N ∼= KΓ and F ∼= K[L] for two finite groups Γ and L.
(2) The extension is called central if ιN (N) ⊂ Z(B), the center of B. This hap-
pens in particular if N has dimension 2, since N is then necessarily semisimple
and is spanned by its unit element and its integral, both of which are central in
view of [12], Lemma 2.16.
(3) The extension is called cocentral if π∗F (F
∗) ⊂ Z(B∗), the center of B∗.
(4) We say that two extensions N →֒ B ։ F and N →֒ B′ ։ F are equivalent
if there is a Hopf algebra isomorphism f : B → B′ that induces the identity
maps on N and F (cf. [18], Definition 1.4).
Further details on Hopf algebra extensions can be found in [1], [2], [4], [5], [17],
and [18].
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1.5 The connection between crossed products and Hopf algebra extensions
arises via bicrossed products, which are defined as follows:
Definition. Let N and F be Hopf algebras equipped with a weak action, or
measuring, ⇀ : F ⊗ N → N , a cocycle τ : F × F → N , and dually a weak
coaction ρ : F → F ⊗ N and a dual cocycle κ : F → N ⊗ N . The bicrossed
product N#κτF is a Hopf algebra with N⊗F as underlying vector space, crossed
product multiplication
(x#t)(y#s) := x(t(1) ⇀ y)τ(t(2), s(1))#t(3)s(2)
as in Paragraph 1.3, and dually cocrossed product comultiplication
∆(x#t) := x(1)κ1(t(1))#t(2)
(1) ⊗ x(2)κ2(t(1))t(2)
(2)#t(3)
where we have, in analogy to Paragraph 1.1, used the notation
ρ(t) = t(1) ⊗ t(2) ∈ F ⊗N
even though this is a right, not a left, weak coaction. For the dual cocycle, we
have used the notation
κ(t) = κ1(t)⊗ κ2(t) ∈ N ⊗N
The necessary compatibility conditions on the four structure elements ⇀, τ , ρ,
and κ can be found in [1], Theorem 2.20; [2], Section 3.1; or [4], Kapitel 5.
Every bicrossed product yields the extension
N
ιN
→֒ N#κτF
piF
։ F
where ιN (x) := x#1F and πF (x#t) := εN (x)t. In the finite-dimensional case
considered here, in fact every extension is equivalent to such a bicrossed product
extension (cf. [1], Theorem 3.2.14; [2], Proposition 3.1.12 and Theorem 3.1.17;
[17], Page 130).
It is not difficult to see from the formula for the crossed product multiplication
given above that, in a central bicrossed product extension, the weak action of F
on N must be trivial. Dually, for a cocentral extension B = N#κτF , the weak
coaction ρ is trivial, because in B∗ the weak action of N∗ on F ∗ is trivial.
2 The biproduct in the first case
2.1 If we use the notation Z2 = {0, 1} for the group with two elements, the
group G := Z2 × Z2 contains the four elements
g1 := (0, 0) g2 := (1, 0) g3 := (0, 1) g4 := (1, 1)
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with g1 = 1G as its unit element when we write G multiplicatively, as we will
in the sequel. In [10], Section 2, the authors defined a commutative Yetter-
Drinfel’d Hopf algebra A over the group algebra H := K[G] as the algebra
generated by two commuting variables x and y subject to the defining relations
x4 = 1 y2 =
1
2
(1 + ζx+ x2 − ζx3)
where ζ is a not necessarily primitive fourth root of unity. With the help of a
primitive fourth root of unity ι, it is possible to introduce the elements ω1 := 1A,
ω2 :=
1
2
(1 + ιζ2)x+
1
2
(1− ιζ2)x3 ω3 :=
1
2
(1− ιζ2)x +
1
2
(1 + ιζ2)x3
ω4 := x
2, and
η1 := y η2 := x
3y η3 := x
2y η4 := xy
According to [10], Proposition 2.4, these eight elements form a basis of A, and
the coalgebra structure is determined by the fact that they are group-like. As
also shown there, the set {ω1, ω2, ω3, ω4} is closed under multiplication and in
fact forms a group isomorphic to Z2 × Z2. The products of all basis elements
are computed there; here we only record that ω4η1 = η3 and ω4η2 = η4. In [10],
Paragraph 2.2, the H-action on A is introduced on the generators as
g2.x = x
3 g2.y = x
3y g3.x = x g3.y = x
2y
which according to [10], Lemma 2.4 means for the basis elements that
g3.ωi = ωi g2.ω4 = ω4 g2.ω2 = ω3 gi.ηgj = ηgigj
where we have used the notation ηgi := ηi. In particular, we have g3.ηi = ω4ηi
for all i = 1, 2, 3, 4. The coaction of H on A is derived from the action by
defining
δ(a) :=
1
4
∑
g,g′∈G
θ(g, g′) g ⊗ g′.a (2.1)
where θ is the nondegenerate symmetric bicharacter described in [10], Para-
graph 2.2 and determined by the condition(
θ(g2, g2) θ(g2, g3)
θ(g3, g2) θ(g3, g3)
)
=
(
ζ2 −1
−1 1
)
on its fundamental matrix.
We will need the following two explicit forms, the first of which is recorded
in [10], Paragraph 4.3:
δ(ω2) =
1
2
(g1 + g3)⊗ ω2 +
1
2
(g1 − g3)⊗ ω3
δ(η1) =
1
4
(g1 + g2 + g3 + g4)⊗ η1 +
1
4
(g1 + ζ
2g2 − g3 − ζ
2g4)⊗ η2
+
1
4
(g1 − g2 + g3 − g4)⊗ η3 +
1
4
(g1 − ζ
2g2 − g3 + ζ
2g4)⊗ η4
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Because η1 = y, the last formula also yields the value of the coaction on one
of the generators. According to [10], Proposition 2.2, the value on the other
generator is
δ(x) =
1
2
(g1 + g3)⊗ x+
1
2
(g1 − g3)⊗ x
3
δ(x3) =
1
2
(g1 − g3)⊗ x+
1
2
(g1 + g3)⊗ x
3
where it is also stated that x2 = ω4 is coinvariant.
It is possible to expand the powers of x explicitly in terms of the group-like
elements: If we multiply the definition of ω2 by 1+ ιζ
2 and the definition of ω3
by 1− ιζ2, we obtain
(1 + ιζ2)ω2 = x
3 + ιζ2x (1− ιζ2)ω3 = x
3 − ιζ2x
Adding these two formulas, we get
x3 =
1
2
(1 + ιζ2)ω2 +
1
2
(1− ιζ2)ω3
Subtracting these formulas, we obtain 2ιζ2x = (1 + ιζ2)ω2 − (1 − ιζ
2)ω3 or
x =
1
2
(1− ιζ2)ω2 +
1
2
(1 + ιζ2)ω3
It follows from these considerations that the space
C := Span(1, x, x2, x3) = Span(ω1, ω2, ω3, ω4)
is a Yetter-Drinfel’d Hopf subalgebra of A. As shown in [10], Paragraph 4.3, it
is the so-called core of η1; it is trivial, but not completely trivial in the sense
explained there.
2.2 For this specific Yetter-Drinfel’d Hopf algebraA over the group algebraH ,
we now form the biproduct B := A ⋆H . It is generated by the four elements
u := x ⋆ 1H v := y ⋆ 1H r := 1A ⋆ g2 s := 1A ⋆ g3
These generators can be used to give a presentation of B:
Proposition. The four generators satisfy the relations
1. u4 = 1, uv = vu, v2 =
1
2
(1 + ζu + u2 − ζu3)
2. r2 = 1, rs = sr, s2 = 1
3. ru = u3r, rv = u3vr, su = us, sv = u2vs
These relations are defining.
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Proof. The first set of relations is a direct consequence of the defining relations
of A, and the second set is a consequence of the relations inside the group G.
The third set follows from the definition of the action of G on A and the mul-
tiplication in a smash product from Equation (1.3): We have
ru = (1A ⋆ g2)(x ⋆ 1H) = (g2.x) ⋆ g2 = x
3 ⋆ g2 = u
3r
and similarly rv = (g2.y) ⋆ g2 = (x
3y) ⋆ g2 as well as su = (g3.x) ⋆ g3 = us and
sv = (g3.y) ⋆ g3 = (x
2y) ⋆ g3. To see that the relations are defining, we consider
the abstract algebra given by this presentation. The computations just carried
out yield a surjective algebra homomorphism from this abstract algebra to B,
which has dimension 32. On the other hand, because every pair of the abstract
generators satisfies a commutation relation, the abstract algebra is spanned by
the 32 elements uivjrksl, where the exponents take the values i = 0, 1, 2, 3
and j, k, l = 0, 1. Therefore the abstract algebra has at most dimension 32. As
it maps surjectively onto a space of dimension 32, it must have exactly this
dimension, and the map must be an isomorphism.
The basis elements of A can be used in a similar way to define
ci := ωi ⋆ 1H di := ηi ⋆ 1H hi := 1A ⋆ gi
for i = 1, 2, 3, 4. Then the elements cihj together with the elements dihj ,
for i, j = 1, 2, 3, 4, form a basis of B. Note that c1 = h1 = 1B. Except for u,
the above generators are among these elements, as v = d1, r = h2, and s = h3.
Because the canonical map from A to B is an algebra homomorphism, the
relations that we have derived in Paragraph 2.1 yield corresponding relations
in B. In particular, the elements ci commute with elements dj , and we have
c3 = c4c2 d3 = c4d1 d4 = c4d2
As in the proof of the preceding proposition, Equation (1.3), the formula for the
multiplication in a smash product, yields the commutation relations
h3ci = cih3 hjc4 = c4hj h2c2 = c3h2 hidgj = dgigjhi
where we have used the analogous notation dgi := di. We also note that
(c2h2)
2 = c2h2c2h2 = c2c3h2h2 = c2c3 = c4 (2.2)
so that (c2h2)
3 = c3h2 and (c2h2)
4 = 1.
2.3 The form of the coproduct can be derived from Equation (1.4). According
to [23], Fact 2.11, the group-like elements of B are of the form a ⋆ gj , where
a ∈ A is group-like and coinvariant. This implies that we have ∆B(c4) = c4⊗ c4
and ∆B(hj) = hj ⊗ hj . The formula for the coaction of ω2 yields
∆B(c2) =
1
2
c2(h1 + h3)⊗ c2 +
1
2
c2(h1 − h3)⊗ c3
=
1
2
((h1 + h3)⊗ c1 + (h1 − h3)⊗ c4) (c2 ⊗ c2)
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while the formula for the coaction of η1 yields
∆B(d1) =
1
4
d1(h1 + h2 + h3 + h4)⊗ d1 +
1
4
d1(h1 + ζ
2h2 − h3 − ζ
2h4)⊗ d2
+
1
4
d1(h1 − h2 + h3 − h4)⊗ d3 +
1
4
d1(h1 − ζ
2h2 − h3 + ζ
2h4)⊗ d4
=
1
4
(d1 ⊗ d1) ((h1 + h3)⊗ (c1 + c4) + (h2 + h4)⊗ (c1 − c4))
+
1
4
(d1 ⊗ d2)
(
(h1 − h3)⊗ (c1 + c4) + ζ
2(h2 − h4)⊗ (c1 − c4)
)
It should be noted that the coproduct of B is completely determined by the
formulas above, since they also allow to compute the coproduct of c3 = c4c2
and dj = hjd1hj by multiplicativity. The counit is given on these elements
by εB(ci) = εB(di) = εB(hi) = 1 for all i = 1, 2, 3, 4.
An alternative way of determining the coproduct is to record its values on the
generators:
Proposition. We have ∆B(r) = r ⊗ r and ∆B(s) = s ⊗ s. Furthermore, we
have
∆B(u) =
1
2
(u⊗ u+ u⊗ u3 + u3s⊗ u− u3s⊗ u3)
and
∆B(v) =
1
4
v(1 + r + s+ rs)⊗ v +
1
4
v(1 − ζ2r − s+ ζ2rs)⊗ uv
+
1
4
v(1 − r + s− rs) ⊗ u2v +
1
4
v(1 + ζ2r − s− ζ2rs) ⊗ u3v
The counit is given on generators by εB(u) = εB(v) = εB(r) = εB(s) = 1.
Proof. We have already said that r = h2 and s = h3 are group-like. Since
v = d1, the formula for ∆B(v) is just a restatement of the corresponding one
for ∆B(d1). According to [10], Proposition 2.3, we have
∆A(x) =
1
2
(x⊗ x+ x⊗ x3 + x3 ⊗ x− x3 ⊗ x3)
With the help of the formulas for δ(x) and δ(x3) recalled in Paragraph 2.1,
Equation (1.4) then yields
∆B(u) =
1
4
(x ⋆ (g1 + g3))⊗ (x ⋆ 1H) +
1
4
(x ⋆ (g1 − g3))⊗ (x
3 ⋆ 1H)
+
1
4
(x ⋆ (g1 − g3))⊗ (x ⋆ 1H) +
1
4
(x ⋆ (g1 + g3))⊗ (x
3 ⋆ 1H)
+
1
4
(x3 ⋆ (g1 + g3))⊗ (x ⋆ 1H) +
1
4
(x3 ⋆ (g1 − g3))⊗ (x
3 ⋆ 1H)
−
1
4
(x3 ⋆ (g1 − g3))⊗ (x ⋆ 1H)−
1
4
(x3 ⋆ (g1 + g3))⊗ (x
3 ⋆ 1H)
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By adding the first and the second as well as the third and the fourth line, this
expression becomes
∆B(u) =
1
2
(x ⋆ g1)⊗ (x ⋆ 1H) +
1
2
(x ⋆ g1)⊗ (x
3 ⋆ 1H)
+
1
2
(x3 ⋆ g3)⊗ (x ⋆ 1H)−
1
2
(x3 ⋆ g3)⊗ (x
3 ⋆ 1H)
Using that g1 = 1H , we get the formula for ∆B(u). The form of the counit
follows directly from the defining equations εA(x) = εA(y) = 1 in [10], Para-
graph 2.3.
2.4 To complete the description of B, we compute the values of the antipode
on the generators:
Proposition. We have SB(u) =
1
2 (u + su+ u
3 − su3) and
SB (v) =
1
4
(
1 + u+ u2 + u3
)
v +
1
4
(
ζ1 + ζ3u− ζu2 − ζ3u3
)
rv
+
1
4
(
1− u+ u2 − u3
)
sv +
1
4
(
−ζ1 + ζ3u+ ζu2 − ζ3u3
)
rsv
as well as SB(r) = r and SB(s) = s.
Proof. The forms of SB(r), SB(s), and SB(u) follow from Equation (1.5), where
the third also requires the equation for δ(x) given in Paragraph 2.1 as well as the
facts that SA(x) = x and SA(x
3) = x3, which follow from [10], Paragraph 2.5.
The form of SB(v) can be derived in the same way, but the computation is more
tedious: Using the formula for the coaction of y = η1 given in Paragraph 2.1
and the equations for SA(ηi) from [10], loc. cit. yields
SB (v) =
1
8
(h1 + h2 + h3 + h4)
(
d1 + ζ
3d2 + d3 − ζ
3d4
)
+
1
8
(h1 + ζ
2h2 − h3 − ζ
2h4)
(
ζ3d1 + d2 − ζ
3d3 + d4
)
+
1
8
(h1 − h2 + h3 − h4)
(
d1 − ζ
3d2 + d3 + ζ
3d4
)
+
1
8
(h1 − ζ
2h2 − h3 + ζ
2h4)
(
−ζ3d1 + d2 + ζ
3d3 + d4
)
The assertion now follows by collecting like terms, writing the result in terms
of the generators, and using their commutation relations.
2.5 In order to determine the Wedderburn decomposition of B, it will be
helpful to know the center of B. It is described in the following theorem:
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Theorem. The center Z(B) of B has dimension 11. The four sets of vectors
1. c1, c4, c2 + c3, d1 + d2 + d3 + d4
2. (c1 + c2 + c3 + c4)h2, (d1 + d2 + d3 + d4)h2
3. (c1 + c4)h3, (c2 + c3)h3, (d1 + d2 + d3 + d4)h3
4. (c1 + c2 + c3 + c4)h4, (d1 + d2 + d3 + d4)h4
together form a basis of Z(B).
Proof. (1) Suppose that b =
∑ 4
j=1aj ⋆ gj lies in the center of B. That b com-
mutes with elements of the form h = 1A ⋆ g for some g ∈ G means that
4∑
j=1
aj ⋆ gjg = bh = hb = (1A ⋆ g)
4∑
j=1
aj ⋆ gj =
4∑
j=1
(g.aj) ⋆ gjg
Thus, for each j = 1, 2, 3, 4, we must have g.aj = aj , and therefore aj lies in the
space of invariants, which we denote by AH .
(2) On the other hand, b commutes with elements of the form b′ = a′ ⋆ 1H
provided that
4∑
j=1
a′aj ⋆ gj = b
′b = bb′ =

 4∑
j=1
aj ⋆ gj

 (a′ ⋆ 1H) = 4∑
j=1
(gj .a
′)aj ⋆ gj
This condition is equivalent to the condition
a′aj = (gj .a
′)aj
for all j = 1, 2, 3, 4.
(3) In fact, it is sufficient to test this condition in the two cases a′ = x and
a′ = y, because b will be contained in the center if and only if it commutes with
the four generators u, v, r, and s introduced at the beginning of Paragraph 2.2.
The generators r and s are of the form treated in Step (1), and the generators u
and v correspond to the two cases a′ = x and a′ = y.
(4) Discussing each j separately, we see that the condition a′aj = (gj .a
′)aj is
vacuous for j = 1. For j = 2, the condition states that
xa2 = (g2.x)a2 = x
3a2 and ya2 = (g2.y)a2 = x
3ya2
in other words, a2 = x
2a2 and a2 = x
3a2, which means that xa2 = a2.
For j = 3, the condition states that
xa3 = (g3.x)a3 = xa3 and ya3 = (g3.y)a3 = x
2ya3
The first part is vacuous and the second is equivalent to the condition x2a3 = a3.
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For j = 4, the condition states that
xa4 = (g4.x)a4 = x
3a4 and ya4 = (g4.y)a4 = xya4
in other words, a4 = x
2a4 and a4 = xa4. Obviously, the second part of the
condition implies the first.
(5) The group-like elements of A are divided into four orbits under the action
of G, and AH is spanned by the sum of the elements in each of these orbits, i.e.,
is spanned by the four elements
ω1 ω4 ω2 + ω3 η1 + η2 + η3 + η4
It is immediate from the definition of these elements that ω1 = 1A, ω4 = x
2,
ω2 + ω3 = x+ x
3, and η1+η2+η3+η4 = (1A+x+x
2+x3)y. We can therefore
expand aj in the form
aj = λ1,j1A + λ2,jx
2 + λ3,j(x+ x
3) + λ4,j(1A + x+ x
2 + x3)y
For j = 1, we saw above that there are no extra conditions on a1, so the
coefficients λk,1 can be arbitrary. For j = 2, the condition xa2 = a2 implies
that λ1,2 = λ2,2 = λ3,2, and so a2 is a linear combination of the vectors
1A + x+ x
2 + x3 and (1A + x+ x
2 + x3)y
For j = 3, the condition x2a3 = a3 implies only that λ1,3 = λ2,3, and so a3 is a
linear combination of the three vectors
1A + x
2 x+ x3 (1A + x+ x
2 + x3)y
The condition on a4 is the same as the condition on a2, and so a4 is a linear
combination of the same vectors as a2, which can, as we have already seen, also
be written as
ω1 + ω2 + ω3 + ω4 and η1 + η2 + η3 + η4
Rewriting these results in terms of ci and di instead of ωi and ηi yields the
assertion, where the four items in the list correspond to the index values j = 1,
j = 2, j = 3, and j = 4 in the preceding discussion.
3 Representations
3.1 As we pointed out in Paragraph 1.2, the dual spaceA∗ is a Yetter-Drinfel’d
Hopf algebra over H∗, and the corresponding biproduct A∗ ⋆ H∗ is isomorphic
to B∗. The Hopf algebra H∗ = K[G]∗ is itself a group algebra, namely the
group algebra of the character group Gˆ, whose elements are considered as ele-
ments of H∗ by linear extension. In our situation, the nondegenerate symmetric
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bicharacter θ described in Paragraph 2.1 yields a specific bijection between G
and Gˆ: For i = 1, 2, 3, 4, we define the character γi by
γi(gj) = θ(gi, gj)
for all j = 1, 2, 3, 4. We then have Gˆ = {γ1, γ2, γ3, γ4}, where γ1 = εH .
The action of γi on A
∗ is closely related to the action of gi on A: For ϕ ∈ A
∗
and a ∈ A, we have by Equation (1.1) and [10], Lemma 4.3 that
(γi.ϕ) (a) = (γi ⊗ ϕ) δ(a) = γi(a
(1))ϕ(a(2)) = ϕ(g−1i .a) (3.1)
where of course gi = g
−1
i in our situation.
This equation will be used below to determine which of the group-like elements
in B∗ are central. But first, we record the group-like elements of B:
Lemma. We have
G(B) = 〈c4〉 × 〈h2〉 × 〈h3〉 ∼= Z2 × Z2 × Z2
Moreover, c4 is the only nontrivial central group-like element of B.
Proof. As we already mentioned in Paragraph 2.3, the group-like elements of B
are of the form a ⋆ gj, where a ∈ A is group-like and coinvariant. Of the eight
group-like elements ω1, ω2, ω3, ω4, η1, η2, η3, η4 of A, only ω1 = 1A and ω4 are
coinvariant. Because these are also invariant, all the group-like elements of B
commute, so that they form the elementary abelian group of order 8 stated
above. As we have seen explicitly in the proof of Theorem 2.5 that h2, h3, and h4
are not central, c4 is the only nontrivial central group-like element of B.
Alternatively, this lemma can be stated in terms of the generators introduced
at the beginning of Paragraph 2.2, as we have c4 = u
2, h2 = r, and h3 = s.
The group of group-like elements of B∗ has a very similar form:
Proposition. There are three elements χ1, χ2, χ3 ∈ G(B
∗) that satisfy
1. χ1(di) = −1 and χ1(ci) = χ1(hi) = 1
2. χ2(h2) = χ2(h4) = −1 and χ2(ci) = χ2(di) = χ2(h3) = 1
3. χ3(h3) = χ3(h4) = −1 and χ3(ci) = χ3(di) = χ3(h2) = 1
for all i = 1, 2, 3, 4. With these elements, we have
G(B∗) = 〈χ1〉 × 〈χ2〉 × 〈χ3〉 ∼= Z2 × Z2 × Z2
Moreover, χ1 is the only nontrivial central group-like element of B
∗.
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Proof. (1) Since B∗ ∼= A∗ ⋆ H∗, it follows as in the preceding lemma that the
group-like elements of B∗ are of the form ρ ⋆ γ, where γ ∈ Gˆ and ρ ∈ G(A∗)
is H∗-coinvariant. In view of Equation (1.2), a linear form is H∗-coinvariant if
and only if it is an H-linear map to the base field, and similarly Equation (1.1)
implies that it is H∗-invariant if and only if it is an H-colinear map to the
base field. On the other hand, Equation (3.1) above shows that a linear form
is H∗-invariant if and only if it is H-linear, so that all these four properties are
equivalent.
(2) According to [10], Paragraph 2.1, there are eight one-dimensional characters
of A, which were denoted there by ε1, ε2, ε3, ε4, ρ1, ρ2, ρ3, and ρ4. Their
definition depended on the exact order of ζ, but the only H-linear ones were ε1
and ε4, where ε1 = εA was the counit of A, and ε4 was in each of the cases
determined by the condition that ε4(x) = 1 and ε4(y) = −1. Thus B
∗ contains
eight group-like elements, namely
ε1 ⋆ γ1 ε1 ⋆ γ2 ε1 ⋆ γ3 ε1 ⋆ γ4 ε4 ⋆ γ1 ε4 ⋆ γ2 ε4 ⋆ γ3 ε4 ⋆ γ4
The H∗-invariance of ε1 and ε4 and the multiplication formula in a smash
product stated in Equation (1.3) together imply that these elements commute;
since ε24 = εA, they all have at most order 2.
(3) We set χ1 := ε4 ⋆ γ1 and then have χ1(di) = −1 and χ1(ci) = χ1(hi) = 1
as required. By letting χ2 := ε1 ⋆ γ3, the requirements χ2(h2) = χ2(h4) = −1
and χ2(ci) = χ2(di) = χ2(h3) = 1 are also satisfied. But for γ2, we have ac-
cording to the definition that γ2(g2) = ζ
2 and γ2(g3) = −1, while γ4(g2) = −ζ
2
and γ4(g3) = −1. So if ζ
2 = 1, we set χ3 := ε1 ⋆ γ2, while we set χ3 := ε1 ⋆ γ4
if ζ2 = −1. It is obvious that these three characters generate G(B∗).
(4) Because ε4 is H
∗-invariant, we have for ϕ ∈ A∗ and γ ∈ H∗ that
(ϕ ⋆ γ)χ1 = ϕ(γ(1).ε4) ⋆ γ(2) = ϕε4 ⋆ γ = χ1(ϕ ⋆ γ)
so that χ1 is central. On the other hand, we have for i = 2, 3, 4 that
(εA ⋆ γi)(ϕ ⋆ εH) = (γi.ϕ) ⋆ γi but (ϕ ⋆ εH)(εA ⋆ γi) = ϕ ⋆ γi
Since in general γi.ϕ 6= ϕ by Equation (3.1) above, εA ⋆ γi is not central. This
shows that χ1 is the only nontrivial central group-like element in B
∗.
At least part of the preceding proposition can also be derived with the help of
the presentation of B given in Proposition 2.2. The values of our characters on
the generators u, v, r, and s introduced there are given in the following table:
u v r s
χ1 1 −1 1 1
χ2 1 1 −1 1
χ3 1 1 1 −1
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We also note that the existence of nontrivial central group-like elements in B
and B∗ is consistent with [16], Theorem 1, which states under our assumptions
on the base field that a semisimple Hopf algebra of prime power dimension
always contains such elements.
3.2 We have already mentioned in Paragraph 1.2 that biproducts are semi-
simple and cosemisimple if their two factors are. Here, this implies that the
biproduct B under consideration is semisimple and cosemisimple, because the
Yetter-Drinfel’d Hopf algebra A is semisimple by [10], Proposition 2.1 and co-
semisimple by [10], Proposition 2.4. But we can determine the Wedderburn
decomposition of B and B∗ precisely:
Theorem. Both B and B∗ have eight 1-dimensional, two 2-dimensional, and
one 4-dimensional irreducible representations.
Proof. Since dimZ(B) = 11 by Theorem 2.5 and |G(B∗)| = 8 by Proposi-
tion 3.1, there are exactly three irreducible representations of B of dimension
larger than 1. The sum of the squares of the dimensions of these three repre-
sentations is 32 − 8 = 24, which implies that B has, up to isomorphism, two
2-dimensional and one 4-dimensional irreducible representations.
To determine the Wedderburn decomposition of B∗, recall from Paragraph 1.2
that B∗ is the smash product of A∗ and H∗ = K[Gˆ] as an algebra. There-
fore, the correspondence between the irreducible representations of B∗ and the
irreducible representations of A∗ is described by Clifford theory, which in our
situation yields the following form of the irreducible representations: Because
the coalgebra A has a basis consisting of group-like elements, A∗ is a commu-
tative semisimple algebra whose simple modules are one-dimensional and given
by evaluation at one of these group-like elements. Its primitive idempotents are
therefore the dual basis elements
p1 p2 p3 p4 q1 q2 q3 q4
of the basis ω1, ω2, ω3, ω4, η1, η2, η3, η4. The action of Gˆ on A
∗ permutes these
primitive idempotents. According to the theory, we have to choose a representa-
tive p in each orbit, consider the stabilizer Tp ⊂ Gˆ, often called the inertia group,
of this representative, and find the simple Tp-modules. For each such simple
Tp-module V , the induced module Ind
Gˆ
Tp
V can be endowed with a B∗-module
structure that makes it simple (cf. [3], Proposition (11.16); [9], Corollary 3.5).
This yields a bijective correspondence between the isomorphism classes of sim-
ple Tp-modules in the various orbits and the isomorphism classes of simple
B∗-modules, the so-called Clifford correspondence.
It follows from Equation (3.1) that Gˆ permutes the primitive idempotents in A∗
in the same way as G permutes the group-like elements in A (cf. [9], Equa-
tion (2.3)). From Paragraph 2.1, we know that the orbits of the G-action on
the set of group-like elements of A are {ω1}, {ω4}, {ω2, ω3}, and {η1, η2, η3, η4}.
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Therefore, the orbits of the Gˆ-action on the set of primitive idempotents in A∗
are {p1}, {p4}, {p2, p3}, and {q1, q2, q3, q4}.
Since Tp1 = Tp4 = Gˆ, the Clifford correspondence yields four 1-dimensional ir-
reducible representations for each of the orbits {p1} and {p4}, so eight 1-dimen-
sional irreducible representations in total. Since Tq1 = {1Gˆ}, the Clifford
correspondence yields one 4-dimensional irreducible representation for the or-
bit {q1, q2, q3, q4}. Finally, since g3 fixes ω2, it follows from Equation (3.1)
that γ3 fixes p2, so that Tp2 = {1Gˆ, γ3}. The two 1-dimensional representa-
tions of Tp2 therefore give rise to two 2-dimensional irreducible representations
of B∗.
In Paragraph 5.3, we will describe in addition the product in the Grothendieck
ring of B.
4 Hopf subalgebras of dimension 16
4.1 The algebra C introduced in Paragraph 2.1 is a Yetter-Drinfel’d Hopf
subalgebra of A, and therefore the biproduct B = A⋆H contains the biproduct
N := C ⋆ H
as a Hopf subalgebra. Clearly, N has dimension 16, and the elements cihj
for i, j = 1, 2, 3, 4 form a basis of N . This implies that N is generated as an
algebra by c2, c4, h2, and h3. This generating set has the advantage of being
close to the group-like elements of A. Alternatively, N is generated by the
elements u, r, and s introduced in Paragraph 2.2, which satisfy the relations
u4 = 1 ru = u3r su = us r2 = 1 rs = sr s2 = 1
from Proposition 2.2. An argument that is very similar to the one used there
shows that these relations are defining. Comparing this presentation to the
usual presentation of the dihedral group (cf. [24], Section 5.3), we see that N is
isomorphic to the group ring K[D8×Z2] as an algebra, but not as a coalgebra,
as it is not cocommutative, as for example the formula for the coproduct of c2
in Paragraph 2.3 shows. This issue will be revisited at the end of Paragraph 4.2.
The groups of group-like elements of N and N∗ have the following form:
Lemma. We have
G(N) = 〈c4〉 × 〈h2〉 × 〈h3〉 ∼= Z2 × Z2 × Z2
and also G(N∗) ∼= Z2 × Z2 × Z2.
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Proof. Since all the group-like elements of B are already contained in N , we
have G(N) =G(B), so that the first assertion follows from Lemma 3.1.
As in the proof of Proposition 3.1, we have N∗ ∼= C∗ ⋆ H∗, and under this
isomorphism a group-like element χ ∈ G(N∗) decomposes in the form ρ ⋆ γ,
where γ ∈ Gˆ and ρ ∈ G(C∗) is H∗-coinvariant. We also discussed there that
H∗-coinvariance is equivalent to H∗-invariance as well as to H-linearity and
H-colinearity. If χ′ ∈ G(N∗) is another group-like element that decomposes in
the form ρ′ ⋆ γ′, the H∗-invariance implies that χχ′ corresponds to ρρ′ ⋆ γγ′.
There are clearly four algebra homomorphisms from C to K, determined by the
image of x, which must be a fourth root of unity. Out of these, two are H-linear,
namely ε′1 := εC , the counit, which satisfies ε
′
1(x) = 1, and the character ε
′
2
determined by ε′2(x) = −1. It also satisfies ε
′
2(ω2) = ε
′
2(ω3) = −1, so that
ε′22 = εC . This shows that |G(N
∗)| = 8 and G(N∗) ∼= Z2 × Z2 × Z2.
In analogy with Paragraph 3.1, we choose generators χ′1, χ
′
2, and χ
′
3 of G(N
∗)
whose values on the generators of N are given by the following table:
u r s
χ′1 −1 1 1
χ′2 1 −1 1
χ′3 1 1 −1
Explicitly, χ′1 corresponds to ε
′
2 ⋆γ1, while χ
′
2 corresponds to ε
′
1 ⋆γ3, and χ
′
3 cor-
responds to ε′1 ⋆ γ2 if ζ
2 = 1 and to ε′1 ⋆ γ4 if ζ
2 = −1.
The preceding lemma is consistent with a general fact about semisimple Hopf
algebras of dimension 16 that are neither commutative nor cocommutative: Such
a Hopf algebra has an abelian group of group-likes of order 8 if and only if the
dual Hopf algebra does (cf. [6], Proposition 3.1).
The isomorphismG(N∗) ∼= Z2×Z2×Z2 can also be established in a more direct
way that does not depend on the biproduct perspective:
Corollary. If Z2 = {1,−1} is written multiplicatively, the map
G(N∗)→ Z2 × Z2 × Z2, χ 7→ (χ(u), χ(r), χ(s))
is an isomorphism of groups.
Proof. For χ ∈ G(N∗), the relation χ(ru) = χ(u3r) implies that χ(u)2 = 1.
This condition and the relations r2 = s2 = 1 imply that χ must map all three
generators u, r, and s to ±1. So the above map is well-defined, and also injective,
because χ is determined by its values on the generators. On the other hand, it is
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not complicated to check that the above defining relations of N are satisfied by
an arbitrary choice of these signs, so the map is also surjective. Our assertion
will therefore follow if we can show that it is a group homomorphism.
For χ, χ′ ∈ G(N∗), we clearly have (χχ′)(r) = χ(r)χ′(r), since r is group-like,
and the same equation holds for s. For u, we have by Proposition 2.3 that
(χχ′)(u) =
1
2
(
χ(u)χ′(u) + χ(u)χ′(u)3 + χ(u)3χ(s)χ′(u)− χ(u)3χ(s)χ′(u)3
)
= χ(u)χ′(u)
so that the requirement is also fulfilled for this generator.
We note that the fact that χ(u) = ±1 recorded in the preceding proof implies
that
χ(u) = χ(c2) = χ(c3)
for all χ ∈ G(N∗).
Of the eight group-like elements of N∗, four are central:
Proposition. The group G(N∗) ∩ Z(N∗) is isomorphic to Z2 × Z2 and is
generated by χ′1 and χ
′
2.
Proof. If χ ∈ G(N∗) corresponds to ρ ⋆ γ ∈ C∗ ⋆ H∗ as in the proof of the
preceding lemma, we have for ϕ ∈ N∗ in view of the H-colinearity of ρ that
(ϕχ)(a ⋆ h) = ϕ(a(1) ⋆ a(2)
(1)h(1)) ρ(a(2)
(2))γ(h(2))
= ϕ(a(1) ⋆ h(1)) ρ(a(2))γ(h(2))
on the one hand and
(χϕ)(a ⋆ h) = ρ(a(1))γ(a(2)
(1)h(1)) ϕ(a(2)
(2) ⋆ h(2))
on the other hand, so that χ is central if and only if
a(1) ⋆ h(1) ρ(a(2))γ(h(2)) = ρ(a(1))γ(a(2)
(1)h(1)) a(2)
(2) ⋆ h(2)
for all a ∈ C and all h ∈ H .
If χ = χ′1, we have ρ = ε
′
2 and γ = γ1 = εH , so that this condition becomes
a(1) ⋆ h ε
′
2(a(2)) = ε
′
2(a(1)) a(2) ⋆ h
which is satisfied since C is cocommutative. So χ′1 is central.
If χ = χ′2, we have ρ = ε
′
1 = εC and γ = γ3, so that this condition becomes
a ⋆ h(1)γ3(h(2)) = γ3(a
(1)h(1)) a
(2) ⋆ h(2)
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which will hold if and only if γ3(a
(1))a(2) = a for all a ∈ C. But because
γ3(g3) = θ(g3, g3) = 1, the formulas for δ(x) and δ(x
3) given in Paragraph 2.1
show that this is indeed the case. So χ′2 is also central.
If χ = χ′3, we have ρ = ε
′
1 = εC and γ = γ2 or γ = γ4, depending on the
order of ζ. But if a = ω2, the formula for δ(ω2) given in Paragraph 2.1 yields
that γ2(a
(1))a(2) = γ4(a
(1))a(2) = ω3. So the condition is not met in both cases
and χ′3 is not central.
4.2 A characteristic property of N is the following:
Proposition. The Hopf algebra N has exactly three quotient Hopf algebras of
dimension 8. All of these quotients are cocommutative and isomorphic to either
K[Z2 × Z2 × Z2] or K[D8].
Proof. (1) If N has a quotient Hopf algebra F of dimension 8, then N∗ has a
Hopf subalgebra F ∗ that has index 2 and is therefore necessarily normal by [11],
Proposition 2. Thus N∗ fits into an extension of the form
F ∗ →֒ N∗ ։M
and so N fits into an extension of the form
M∗ →֒ N ։ F
where M∗ is normal and has dimension 2. As pointed out in Paragraph 1.4,
M∗ is then central, and therefore M∗ = K〈g〉 for a central group-like element g
of order 2, so that F ∼= N/((M∗)+N).
(2) It follows from Lemma 4.1 that N contains exactly three central group-like
elements of order 2, namely c4, h3, and c4h3. Therefore it has exactly three
quotient Hopf algebras of dimension 8, namely
F1 := N/
(
K〈c4〉
+N
)
F2 := N/
(
K〈h3〉
+N
)
F3 := N/
(
K〈c4h3〉
+N
)
In all three of these quotient spaces, the images of the group-like elements r = h2
and s = h3 are group-like.
(3) In F1, we have c¯4 = u¯
2 = 1F1 , so that F1 is generated by c¯2, h¯2, and h¯3, or
alternatively by u¯, r¯, and s¯, since u¯ = c¯2 in F1. We have seen in Proposition 2.3
that
∆B(u) =
1
2
(u⊗ u+ u⊗ u3 + u3s⊗ u− u3s⊗ u3)
In F1, this equation reduces to ∆F1(u¯) = u¯⊗ u¯. In fact, the relations recorded
at the beginning of Paragraph 4.1 imply that u¯2 = r¯2 = s¯2 = 1 and that these
three generators commute in F1, which shows that F1 ∼= K[Z2 × Z2 × Z2].
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(4) In F2, we have h¯3 = s¯ = 1F2 , so that F2 is generated by c¯2, c¯4, and h¯2, or
alternatively by u¯ and r¯. We have seen in Paragraph 2.3 that
∆B(c2) =
1
2
c2(1H + h3)⊗ c2 +
1
2
c2(1H − h3)⊗ c3
In F2, this reduces to ∆F2(c¯2) = c¯2 ⊗ c¯2. Now we know from Equation (2.2)
that (c2h2)
2 = c4, so that (c2h2)
3 = c3h2 and (c2h2)
4 = 1. This shows that F2
is already generated by c¯2 and h¯2 alone. Also, we have
(c2h2)
3h2 = c3 = h2(c2h2)
In view of the presentation of the dihedral group D8 already mentioned in
Paragraph 4.1, this implies that F2 ∼= K[D8].
(5) In F3, we have u¯
2 = s¯, so that F3 is generated by u¯ and r¯. The formula
for ∆B(u) already recalled above gives ∆F3(u¯) = u¯ ⊗ u¯ also in this case. The
relations recorded at the beginning of Paragraph 4.1 yield directly that u¯4 = 1
and r¯u¯ = u¯3r¯, so that also F3 ∼= K[D8]. As in the previous step, F3 is also
already generated by c¯2 and h¯2 alone.
From the classification results in [6], Table 1, we know that there are exactly
two Hopf algebras of dimension 16 for which both the group of group-likes
and the group of group-likes of the dual are elementary abelian of order 8,
namely those denoted there by Hd:1,1 and Hd:−1,1. The Hopf algebra Hd:−1,1
is isomorphic to H8 ⊗KZ2, where H8 is the Kac-Paljutkin Hopf algebra of
dimension 8. Since H8 ⊗ KZ2 has a noncocommutative quotient isomorphic
to H8, the proposition above implies that N must be isomorphic to Hd:1,1. By
[6], Remark 1.4, we then know that N is isomorphic to K[D8 × Z2]J , which
is triangular, and that N is self-dual. The twisting cocycle J is described in
[6], Section 7, Example 2. In particular, we see again that N is isomorphic
to K[D8 × Z2] as an algebra.
4.3 In fact, we can construct an explicit isomorphism between N and Hd:1,1.
As described in [6], Paragraph 3.2, Page 629ff, the Hopf algebra Hd:1,1 is a
bicrossed product K[Γ]#θK[L] for Γ = 〈x〉 × 〈y〉 × 〈z〉 ∼= Z2 × Z2 × Z2 and
L = 〈t〉 ∼= Z2 in which the cocycle and the coaction are trivial. Here, and in
the present paragraph only, we use the notation from [6], loc. cit., so that θ
does not denote the nondegenerate bicharacter from Paragraph 2.1, but rather
a dual cocycle like the one that was denoted by κ in Paragraph 1.5. Further-
more, x and y do not denote the generators of A introduced in Paragraph 2.1,
but rather two of the three generators of Γ already appearing above. These
generators give rise to the primitive idempotents ei,j,k in K[Γ] via the formula
ei,j,k :=
1
8
(
1 + (−1)ix
) (
1 + (−1)jy
) (
1 + (−1)kz
)
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where the indices i, j, and k each take the value 0 or 1. Conversely, the gener-
ators can be expressed in terms of the primitive idempotents via the formulas
x =
1∑
i,j,k=0
(−1)iei,j,k y =
1∑
i,j,k=0
(−1)jei,j,k z =
1∑
i,j,k=0
(−1)kei,j,k
The action ⇀ of the bicrossed product is determined by the facts that the unit
element acts as the identity, while t acts as the algebra automorphism that takes
the values
t ⇀ x = y t ⇀ y = x t ⇀ z = z
on the generators. Using the primitive idempotents, the dual cocycle θ is defined
as the map that sends t to
θ(t) :=
1∑
i,j,k,l,m,n=0
(−1)k(l+m)ei,j,k ⊗ el,m,n
and 1 to 1⊗1. Alternatively, we can express θ(t) in terms of the generators. To
do this, note that
(−1)k(l+m) =
1
2
(1 + (−1)k + (−1)l+m − (−1)k(−1)l+m)
since both sides are equal to 1 when k = 0 and to (−1)l+m when k = 1.
Therefore we have
θ(t) =
1
2
∑
i,j,k,l,m,n
(
1 + (−1)k + (−1)l+m − (−1)k(−1)l+m
)
ei,j,k ⊗ el,m,n
=
1
2

∑
i,j,k
ei,j,k +
∑
i,j,k
(−1)kei,j,k

⊗ ∑
l,m,n
el,m,n
+
1
2

∑
i,j,k
ei,j,k −
∑
i,j,k
(−1)kei,j,k

⊗ ∑
l,m,n
(−1)l+mel,m,n
=
1
2
((1 + z)⊗ 1 + (1− z)⊗ xy)
The bicrossed product Hd:1,1 = K[Γ]#
θK[L] just described is isomorphic to our
Hopf subalgebra N :
Theorem. There exists a Hopf algebra isomorphism f : Hd:1,1 → N satisfying
f(x) = h2 f(y) = c4h2 f(z) = h3 f(t¯) = c2
where a ∈ K[Γ] is identified with a#1 ∈ Hd:1,1 and t¯ := 1#t ∈ Hd:1,1.
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Proof. Because its cocycle is trivial by assumption, our crossed product is
indeed a smash product, so that we can use the universal property of a smash
product stated in Corollary 1.3. Since both Γ and G(N) are elementary abelian
of order 8, there is an algebra homomorphism fK[Γ] : K[Γ]→ N defined by
fK[Γ](x) = h2 fK[Γ](y) = c4h2 fK[Γ](z) = h3
Similarly, as c2 has order 2, there is an algebra homomorphism fK[L] : K[L]→ N
with fK[L](t) = c2. As we pointed out in Paragraph 1.3, it is sufficient to verify
the hypothesis of Corollary 1.3 on the generating set x, y, z, where it holds since
fK[Γ](t ⇀ x)fK[L](t) = fK[Γ](y)fK[L](t) = c4h2c2 = c2h2 = fK[L](t)fK[Γ](x)
fK[Γ](t ⇀ y)fK[L](t) = fK[Γ](x)fK[L](t) = h2c2 = c2c4h2 = fK[L](t)fK[Γ](y)
fK[Γ](t ⇀ z)fK[L](t) = fK[Γ](z)fK[L](t) = h3c2 = c2h3 = fK[L](t)fK[Γ](z)
Thus Corollary 1.3 yields an algebra homomorphism f : Hd:1,1 → N that satis-
fies f(a#1) = fK[Γ](a) and f(1#c) = fK[L](c), and hence the asserted equations.
To see that f is a coalgebra homomorphism, it suffices to check the comulti-
plicativity of f on the generators of Hd:1,1, namely x, y, z, and t¯. Since x, y,
and z as well as their images are group-like, it is enough to verify this condition
on t¯:
(f ⊗ f) (∆(t¯)) = (f ⊗ f)
(
1
2
((1 + z)⊗ 1 + (1− z)⊗ xy) (t¯⊗ t¯)
)
=
1
2
((1B + h3)⊗ 1B + (1B − h3)⊗ c4) (c2 ⊗ c2)
= ∆B(c2) = ∆B(f(t¯))
It is easily checked on the generators that f preserves the counit.
Since N is generated by h2, c4h2, h3, and c2, the map f is surjective. Therefore,
since dimHd:1,1 = dimN = 16, it is even bijective.
The isomorphism f can be used to relate the one-dimensional representations
of the two Hopf algebras. In particular, the one-dimensional characters χ′1, χ
′
2,
and χ′3 of N defined in Paragraph 4.1 become the one-dimensional charac-
ters χ′1 ◦ f , χ
′
2 ◦ f , and χ
′
3 ◦ f of Hd:1,1, which were denoted in [6], Page 633
by χ, ϕ, and ψ, respectively.
4.4 The sixteen-dimensional Hopf subalgebra N of B introduced in Para-
graph 4.1, which is, as just discussed, isomorphic to Hd:1,1 and therefore a
twisting of the group algebra of D8 ×Z2, is in fact the only such Hopf subalge-
bra:
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Theorem. The Hopf subalgebra N is the unique Hopf subalgebra of B of
dimension 16. It is normal, but neither commutative nor cocommutative. The
Hopf algebra B therefore fits into exactly one extension of the type
N →֒ B ։ Z
with dimN = 16 and dimZ = 2. This extension is not abelian.
Proof. Suppose that N ′ is a Hopf subalgebra of B of dimension 16. As in the
proof of Proposition 4.2, it follows from [11], Proposition 2 that N ′ is normal.
Therefore, B fits into the extension
N ′
ιN′
→֒ B
piZ
։ Z
where ιN ′ is the inclusion map and πZ is the canonical projection to the quo-
tient Z := B/BN ′+ of dimension 2. By dualization, we obtain the extension
Z∗
pi∗Z
→֒ B∗
ι∗
N′
։ N ′∗
As pointed out in Paragraph 1.4, the image π∗Z(Z
∗) is then central in B∗, and
is of course a group algebra by [19], Theorem 2.3.1. But by Proposition 3.1, the
only nontrivial central group-like element of B∗ is χ1, so that π
∗
Z(Z
∗) is spanned
by εB and χ1. In particular, π
∗
Z(Z
∗) together with its embedding into B∗ is
uniquely determined, so that dually B has a unique two-dimensional quotient
Hopf algebra, namely Z. But the quotient determines the Hopf subalgebra as the
space of coinvariants (cf. [19], Lemma 3.4.2 and Proposition 3.4.3). Therefore,
N ′ is uniquely determined, in other words, we have N ′ = N . We have already
seen in Paragraph 4.1 that N is neither commutative nor cocommutative, so
the corresponding extension is not abelian.
As we mentioned in the introduction, many of the known semisimple Hopf
algebras of prime power dimension contain a large commutative Hopf subalgebra
of prime index. The result above shows that B is not of this kind.
4.5 We have seen in Proposition 4.2 that N has exactly three quotient Hopf
algebras of dimension 8. It has also exactly three Hopf subalgebras of dimen-
sion 8:
Proposition. The Hopf algebra N has exactly three Hopf subalgebras of di-
mension 8, namely
M1 := K〈c4, h2, h3〉 M2 := K〈c2, c4, h3〉 M3 := K〈c2h2, h3〉
All these three subalgebras are commutative and normal in N .
Proof. (1) Suppose that M is an eight-dimensional Hopf subalgebra of N . As
already mentioned twice, we then know from [11], Proposition 2 that M is
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normal in N . The quotient N/NM+ has dimension 2, and the transpose of the
quotient map yields an embedding
(N/NM+)∗ → N∗
As in the proof of Theorem 4.4, the two-dimensional image of this map must
have the form Span(ε, χ) for a nontrivial central group-like element χ of order 2.
This means that the original quotient map is essentially the map
N → K ×K, b 7→ (ε(b), χ(b))
By [19], Proposition 3.4.3, the original Hopf subalgebra can be recovered as the
space of coinvariants, i.e., as the space
M = {b ∈ N | b = b(1)χ(b(2))}
By tracing this argument backwards, we also see that, for a given nontrivial cen-
tral group-like element χ of order 2, the last equation yields an eight-dimensional
normal Hopf subalgebra M of N .
(2) From Proposition 4.1, we know that N∗ contains exactly three nontrivial
central group-like elements, namely χ′1, χ
′
2, and χ
′
1χ
′
2. The computations in the
proof of that proposition show that, if b = a ⋆ h ∈ N , we have
b(1)χ
′
1(b(2)) = a(1)ε
′
2(a(2)) ⋆ h
Now the map C → C, a 7→ a(1)ε
′
2(a(2)) maps ω1 and ω4 to themselves and ω2
and ω3 to their negatives. This implies that
{b ∈ N | b = b(1)χ
′
1(b(2))} = K〈c4, h2, h3〉 = M1
(3) For b = a ⋆ h ∈ N , the computations in the proof of Proposition 4.1 also
show that
b(1)χ
′
2(b(2)) = a ⋆ h(1)γ3(h(2))
Since γ3(g3) = θ(g3, g3) = 1, but γ3(g2) = θ(g3, g2) = −1, we see that
{b ∈ N | b = b(1)χ
′
2(b(2))} = K〈c2, c4, h3〉 = M2
(4) Finally, in the case of the third element χ′1χ
′
2, the computations in the proof
of Proposition 4.1 yield for b = a ⋆ h ∈ N that
b(1)(χ
′
1χ
′
2)(b(2)) = a(1)ε
′
2(a(2)) ⋆ h(1)γ3(h(2))
By combining the considerations for the first two elements, we see that
{b ∈ N | b = b(1)(χ
′
1χ
′
2)(b(2))} = Span(1, c4, h3, c4h3, c2h2, c3h2, c2h4, c3h4)
Now we know from Equation (2.2) that (c2h2)
2 = c4, so that (c2h2)
3 = c3h2 and
(c2h2)
4 = 1. This shows that this space is indeed equal to M3 = K〈c2h2, h3〉.
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The first two of these eight-dimensional Hopf subalgebras have a very natural
interpretation: According to Lemma 4.1, the subalgebra M1 is just the span of
the group-like elements G(N). The Hopf algebra M2 is the biproduct
M2 = C ⋆ K[〈g3〉]
which can be formed because the formulas for δ(x) and δ(x3) in Paragraph 2.1
show that C is indeed a Yetter-Drinfel’d Hopf algebra over K[〈g3〉]. Note that,
because the action of g3 on C is trivial, M2 is in fact the tensor product of C
and K[〈g3〉] as an algebra. The Hopf subalgebra M3 is less obvious. However,
we will see in Paragraph 4.6 that M2 and M3 are isomorphic.
The first two Hopf subalgebras can also be easily expressed in terms of the
generators u, r, and s introduced in Paragraph 2.2, namely as
M1 = K〈u
2, r, s〉 M2 = K〈u, s〉
The third one looks more complicated when expressed in this way: M3 is gen-
erated by 12 (1 + ιζ
2)ur + 12 (1 − ιζ
2)u3r together with s.
4.6 Semisimple Hopf algebras of dimension 8 have been classified in [13]. So
the question arises which of these Hopf algebras the algebras M1, M2, and M3
actually are. For M1, this is not difficult: As we already said above, it is the
group algebra of the group G(N) ∼= Z2 × Z2 × Z2. The remaining two, being
commutative, must be dual group algebras, as we mentioned in Paragraph 1.4.
It turns out that they are both isomorphic to the dual group algebra of the
dihedral group D8:
Proposition. We have M2 ∼= M3 ∼= K
D8 .
Proof. (1) Because M2 = K〈c2, c4, h3〉 is commutative and K is algebraically
closed, we must have |G(M∗2 )| = 8. Since c
2
2 = c
2
4 = h
2
3 = 1, any multiplicative
character χ ∈ G(M∗2 ) satisfies
χ(c2) = ±1 χ(c4) = ±1 χ(h3) = ±1
and therefore, since |G(M∗2 )| = 8, all possible combinations of ±1 must yield
multiplicative characters.
For two multiplicative characters χ, χ′ ∈ G(M∗2 ), we have on the last two gen-
erators
(χχ′)(c4) = χ(c4)χ
′(c4) and (χχ
′)(h3) = χ(h3)χ
′(h3)
because these generators are group-like. For the third generator c2, the formula
∆B(c2) =
1
2
c2(1B + h3)⊗ c2 +
1
2
c2(1B − h3)⊗ c2c4
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for its coproduct, which was given in Paragraph 2.3 and in particular shows
that M2 is not cocommutative, implies that
(χχ′) (c2) =
1
2
(1 + χ(h3) + χ
′(c4)− χ(h3)χ
′(c4))χ(c2)χ
′(c2)
=
{
χ(c2)χ
′(c2) : χ(h3) = 1 or χ
′(c4) = 1
−χ(c2)χ
′(c2) : χ(h3) = χ
′(c4) = −1
If we apply this formula in the case χ = χ′, it shows that G(M∗2 ) has exactly
two elements of order 4, defined by χ(c2) = ±1 and χ(c4) = χ(h3) = −1, and
five elements of order 2, which can only happen if G(M∗2 )
∼= D8.
(2) In M3 = K〈c2h2, h3〉, we have by Equation (2.2) that (c2h2)
2 = c4, so that
(c2h2)
3 = c3h2 and (c2h2)
4 = 1, as we have already recalled in the proof of
Proposition 4.5. Each of the eight multiplicative characters therefore maps the
first generator c2h2 to a fourth root of unity and the second generator h3 to ±1,
and any fourth root of unity and any sign can arise in this way. The formula
for the coproduct of c2 given in Paragraph 2.3 now yields
∆B(c2h2) =
1
2
((c2h2 + c2h2h3)⊗ c2h2 + (c2h2 − c2h2h3)⊗ c3h2)
=
1
2
(
(c2h2 + c2h2h3)⊗ c2h2 + (c2h2 − c2h2h3)⊗ (c2h2)
3
)
This shows on the one hand that M3 is a subbialgebra, and therefore a Hopf
subalgebra, of B, and on the other hand that M3 is not cocommutative.
For two multiplicative characters χ, χ′ ∈ G(M∗3 ), we have for the second gener-
ator that (χχ′)(h3) = χ(h3)χ
′(h3) and for the first generator that
(χχ′)(c2h2) =
1
2
(
1 + χ(h3) + χ
′(c2h2)
2 − χ(h3)χ
′(c2h2)
2
)
χ(c2h2)χ
′(c2h2)
=
{
χ(c2h2)χ
′(c2h2) : χ(h3) = 1
χ(c2h2)χ
′(c2h2)
3 : χ(h3) = −1
If we apply this formula in the case χ = χ′, it shows that G(M∗3 ) has also
exactly two elements of order 4, defined by χ(c2h2) = ±ι and χ(h3) = 1, and
five elements of order 2, so that again G(M∗3 )
∼= D8.
We note that there is a second way to see that N has exactly three eight-
dimensional Hopf subalgebras: It follows from the classification of semisimple
Hopf algebras of dimension 16 that N ∼= Hd:1,1 is self-dual (cf. [6], Remark 1.4).
Since N has, by Proposition 4.2, up to isomorphism exactly three quotient Hopf
algebras of dimension 8, self-duality implies that N ∼= N∗ has exactly three Hopf
subalgebras of dimension 8. Our discussion above, however, gives their explicit
form.
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5 Hopf subalgebras of dimension 2
5.1 The four-dimensional Yetter-Drinfel’d Hopf subalgebra C of A introduced
in Paragraph 2.1 also arises as a quotient of A:
Proposition. There is a unique homomorphism πC : A→ C of Yetter-Drinfel’d
Hopf algebras defined on generators as
πC(x) := ω4 = x
2 πC(y) := ω2
Its values on the group-like elements are given by the following table:
a ω1 ω2 ω3 ω4 η1 η2 η3 η4
πC(a) ω1 ω4 ω4 ω1 ω2 ω3 ω2 ω3
Proof. It is immediate from the defining relations of A that there is such an
algebra homomorphism, and it is also immediate from the definitions that it
takes the specified values on the group-like elements. Because it takes group-
like elements to group-like elements, it is a coalgebra homomorphism that sat-
isfies SC ◦ πC = πC ◦ SA. It commutes with the action of g2 since
πC(g2.x) = πC(x
3) = x2 = g2.πC(x)
and
πC(g2.y) = πC(x
3y) = ω4ω2 = ω3 = g2.πC(y)
Similarly, it commutes with the action of g3 since
πC(g3.x) = πC(x) = x
2 = g3.πC(x)
and
πC(g3.y) = πC(x
2y) = ω2 = g3.πC(y)
It is therefore H-linear and, because the coaction is derived from the action via
Equation (2.1), also colinear.
On the Radford biproduct, πC induces the surjective Hopf algebra homomor-
phism
πN : B → N, a ⋆ h 7→ πC(a) ⋆ h
which on the generators introduced in Paragraph 2.2 takes the values
πN (u) = u
2 πN (v) =
1
2
(1 + ιζ2)u+
1
2
(1− ιζ2)u3
as well as πN (r) = r and πN (s) = s. Note that the second equation can also be
stated as πN (d1) = c2. By comparing the table in Paragraph 3.1 to the table
in Paragraph 4.1, we see that πN relates the group-like elements of B
∗ and the
group-like elements of N∗ via
χ1 = χ
′
1 ◦ πN χ2 = χ
′
2 ◦ πN χ3 = χ
′
3 ◦ πN
We will denote the kernel of πN by I, so that B/I ∼= N .
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5.2 The ideal I just defined is a Hopf ideal of dimension 16. We will now
show that it is the only such ideal. In preparation, we prove a simple lemma:
Lemma. The space U := Span(c1, c4) is the only normal Hopf subalgebra of B
of dimension 2. It is central.
Proof. We have already stated in Paragraph 1.4 that a normal Hopf subalge-
bra U ′ of B of dimension 2 is central. Since it is commutative, cocommutative,
and semisimple, U ′ is spanned by the unit element and a nontrivial central
group-like element. But according to Lemma 3.1, the only nontrivial central
group-like element is c4, and so the assertion holds.
The Hopf ideal I and the Hopf subalgebra U are related as follows:
Theorem. The ideal I is the only Hopf ideal of B of dimension 16. It is
normal. We have I = BU+ and U = BcoN . The Hopf algebra B therefore fits
into exactly one extension of the type
U →֒ B
piN
։ N
with dimU = 2 and dimN = 16. Since N is neither commutative nor cocom-
mutative, this extension is not abelian.
Proof. If I ′ is a Hopf ideal of B of dimension 16, we can set N ′ := B/I ′
and denote the quotient map by πN ′ : B → N
′. Then π∗N ′(N
′∗) is a Hopf
subalgebra of B∗ of index 2. As in the proof of Theorem 4.4, it follows from [11],
Proposition 2 that π∗N ′(N
′∗) is normal in B∗. This implies that I ′ is normal and
that πN ′ is a conormal surjection (cf. [19], Section 3.4, Page 36), which in turn
implies that U ′ := BcoN
′
is a normal Hopf subalgebra of dimension 2. By the
preceding lemma, we have U ′ = U , and consequently I ′ = BU+. This shows
that I ′ is uniquely determined, and therefore I ′ = I.
5.3 As promised in Paragraph 3.2, the preceding results enable us to describe
the product in the Grothendieck ring K0(B). From Proposition 3.1, we know
that
G(B∗) = 〈χ1〉 × 〈χ2〉 × 〈χ3〉 ∼= Z2 × Z2 × Z2
which describes the one-dimensional representations. By Theorem 3.2, the Hopf
algebra B has two irreducible representations of dimension 2, which we will
denote by π1 and π2, and one irreducible representation of dimension 4, which
we will denote by ρ.
In Theorem 5.2, we have proved that B has a unique quotient Hopf algebra N of
dimension 16, which is isomorphic to the Hopf algebra Hd:1,1 from [6], Table 1.
Clearly, the irreducible representations of N can be pulled back along the quo-
tient map πN to irreducible representations of B, so that we obtain a ring homo-
morphism fromK0(N) toK0(B). The one-dimensional and the two-dimensional
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irreducible representations of B arise in this way; for the one-dimensional repre-
sentations, we have already seen that at the end of Paragraph 5.1, and we have
also indicated at the end of Paragraph 4.3 how the one-dimensional representa-
tions of N correspond to the one-dimensional representations of Hd:1,1.
Therefore, the description of the Grothendieck ring of Hd:1,1 given in [6], Para-
graph 5.1 implies on the one hand that the two-dimensional irreducible represen-
tations, and also the one-dimensional representations, are self-dual, and on the
other hand that the products of the one-dimensional with the two-dimensional
irreducible representations are given by the table
χ1 χ2 χ3
π1 π1 π1 π2
π2 π2 π2 π1
while the products of the two-dimensional irreducible representations are given
by the table
π1 π2
π1 1 + χ1 + χ2 + χ1χ2 χ3 + χ1χ3 + χ2χ3 + χ1χ2χ3
π2 χ3 + χ1χ3 + χ2χ3 + χ1χ2χ3 1 + χ1 + χ2 + χ1χ2
Note that the self-duality of the irreducible representations implies that the
Grothendieck ring of N is commutative, so that, in the above tables, it does not
matter which factor in the product comes first.
It remains to treat the products that involve ρ. Because it is the only four-
dimensional irreducible representation, it is also self-dual, and we have χiρ = ρ
for i = 1, 2, 3. Furthermore, as in the case of N , self-duality implies that the
Grothendieck ring of B is commutative.
Since ρ does not occur in the decomposition of χiπj and πiπj , it follows from [22],
Theorem 9 that no one-dimensional or two-dimensional irreducible representa-
tion occurs in the decomposition of πjρ, so that
π1ρ = π2ρ = 2ρ
Similarly, since ρ occurs in the decomposition of χiρ with multiplicity 1 and in
the decomposition of πiρ with multiplicity 2, we get in the same way from [22],
Theorem 9 that
ρ2 = 1 + χ1 + χ2 + χ3 + χ1χ2 + χ1χ3 + χ2χ3 + χ1χ2χ3 + 2π1 + 2π2
Note that the first eight summands are precisely the eight elements of G(B∗).
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6 Hopf subalgebras of dimensions 4 and 8
6.1 From Theorem 4.4 and Theorem 5.2, we know that neither B nor B∗ fits
into an abelian extension of a Hopf algebra of dimension 2 by a commutative
Hopf algebra of dimension 2n. Thus neither B nor B∗ can be constructed as an
extension of the type used in [6], [7], [8], and [13] to classify certain semisimple
Hopf algebras of prime power dimension. We will now show that nevertheless B
fits into an abelian extension of a Hopf algebra of dimension 4 by a commutative
Hopf algebra of dimension 8, but this extension, which is essentially unique, is
neither central nor cocentral.
Theorem. The Hopf algebra B has exactly three Hopf subalgebras of dimen-
sion 8, namely
M1 := K〈c4, h2, h3〉 M2 := K〈c2, c4, h3〉 M3 := K〈c2h2, h3〉
Proof. Suppose that M is an eight-dimensional Hopf subalgebra of B. From
Theorem 3.2, we know that B∗ has eight 1-dimensional, two 2-dimensional,
and one 4-dimensional irreducible representations. Furthermore, it follows from
Theorem 4.4 that the unique quotient Hopf algebra of B∗ of dimension 16 is the
dual N∗ of the Hopf subalgebra N of B defined in Paragraph 4.1. Since no Hopf
algebra of dimension 16 or 8 can have a four-dimensional irreducible representa-
tion, the canonical restriction mappings from B∗ to N∗ andM∗, which are dual
to the inclusion mappings, must both contain the sixteen-dimensional ideal cor-
responding to the four-dimensional irreducible representation in their respective
kernels. For the canonical map from B∗ to N∗, this kernel must in fact be equal
to this ideal. This shows that the restriction mapping from B∗ to M∗ factors
over the restriction mapping from B∗ to N∗, which implies that M ⊂ N . But
then Proposition 4.5 implies that M = M1, M =M2, or M = M3.
We have seen in Proposition 4.5 that M1, M2, and M3 are normal in N . They
are not all normal in B:
Proposition. M1 and M3 are not normal in B.
Proof. (1) If M1 were normal in B, the ideal BM
+
1 = M
+
1 B would be two-
sided, and in the corresponding quotient algebra B/(BM+1 ), which would be
four-dimensional by [19], Corollary 8.4.7, we would have
c¯4 = h¯2 = h¯3 = 1
Therefore we would also have h¯4 = h¯2h¯3 = 1 and c¯3 = c¯4c¯2 = c¯2 as well as
d¯3 = c¯4d¯1 = d¯1 and d¯4 = c¯4d¯2 = d¯2, so that
B/(BM+1 ) = Span(1, c¯2, d¯1, d¯2)
But as we would then also have
d¯1 = h¯2d¯1 = d¯2h¯2 = d¯2
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it would follow that B/(BM+1 ) = Span(1, c¯2, d¯1), which would be a contradic-
tion.
(2) The argument showing that M3 is not a normal Hopf subalgebra of B is
very similar. If it were, BM+3 =M
+
3 B would be a two-sided ideal of B, and the
corresponding quotient algebra B/(BM+3 ) would again have dimension 4. By
considering the basis of M3 given in the proof of Proposition 4.5, we see that
we would have
c¯4 = h¯3 = c¯4h¯3 = c¯2h¯2 = c¯3h¯2 = c¯2h¯4 = c¯3h¯4 = 1
in the quotient algebra. In this quotient, we would also have
c¯2 = c¯4c¯2 = c¯3 = h¯4 = h¯3h¯2 = h¯2
as well as d¯3 = c¯4d¯1 = d¯1 and d¯4 = c¯4d¯2 = d¯2, so that
B/(BM+3 ) = Span(1, c¯2, d¯1, d¯2)
In this case, we would have
h¯2d¯1 = d¯2h¯2 = d¯2c¯2 = c¯2d¯2 = h¯2d¯2
and therefore d¯1 = d¯2, so that we would arrive again at the contradiction
that B/(BM+3 ) = Span(1, c¯2, d¯1).
6.2 On the other hand, there is a normal eight-dimensional Hopf subalgebra:
Lemma. M2 is normal in B.
Proof. Recall that M2 is generated by c2, c4, and h3. From the description of
the generators χ1, χ2, χ3 of G(B
∗) in Proposition 3.1, we know that
χ1(c2) = χ1(c4) = χ1(h3) = 1
as well as χ2(c2) = χ2(c4) = χ2(h3) = 1, so that χ1 and χ2 take the generators
ofM2 to 1. By Corollary 4.1 and the remark following it, this also holds for χ1χ2.
As in the proof of Proposition 4.5, the algebra homomorphism
π : B → K4, b 7→ (εB(b), χ1(b), χ2(b), (χ1χ2)(b))
is essentially the transpose of the inclusion map from Span(εB, χ1, χ2, χ1χ2)
to B∗, and is therefore surjective. Because c4 and h3 are group-like, our compu-
tations above show that these two generators are contained in the spaces Bcopi
and copiB of right and left coinvariants, which are eight-dimensional by [19],
Corollary 8.4.7. The formula for the coproduct of c2 given in Paragraph 2.3
shows that this also holds for c2, so that M2 is completely contained in these
spaces. But as M2 is itself eight-dimensional, we have
Bcopi = copiB = M2
By [19], Lemma 3.4.2, this implies that M2 is normal in B.
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The preceding proof also yields the form of the quotient:
Theorem. The Hopf subalgebra M :=M2 is the unique normal Hopf subalge-
bra of B of dimension 8. Thus B fits into exactly one extension of the type
M →֒ B ։ Q
with dimM = 8 and dimQ = 4. In this case, M ∼= KD8 and Q ∼= K[Z2 × Z2].
This extension is abelian, but neither central nor cocentral.
Proof. (1) That M2 is the unique normal Hopf subalgebra of B of dimension 8
follows from Theorem 6.1, Proposition 6.1, and the lemma above. Therefore,
we have a unique extension with the stated properties. From Proposition 4.6,
we know that M2 ∼= K
D8 .
(2) The proof of the lemma above also yields that the quotient Q := B/(BM+2 )
is isomorphic to the dual of Span(εB, χ1, χ2, χ1χ2) ∼= K[Z2×Z2]. Since this Hopf
algebra is self-dual, we have Q ∼= K[Z2 × Z2] as well. Without referring to the
proof of the lemma, this can be seen as follows: Since dimQ = 4, the quotient
must be a group algebra Q = K[L] for a group L of order 4, so that L ∼= Z2×Z2
or L ∼= Z4. Then Q
∗ is isomorphic to the group algebra K[Lˆ] of the character
group, and the transpose π∗Q of the quotient map πQ yields an injective group
homomorphism from Lˆ to G(B∗), which is elementary abelian of order 8 by
Proposition 3.1. Therefore L ∼= Lˆ must be elementary abelian of order 4.
(3) The extension is not central, for example because M2 contains the noncen-
tral element c2. From Proposition 3.1, we know that B
∗ has only one nontrivial
central group-like element. So π∗Q(Q
∗) cannot be central in B∗, which means
that this extension is not cocentral.
6.3 We have just seen that B fits into exactly one abelian extension of a
Hopf algebra of dimension 4 by a Hopf algebra of dimension 8. We will now
show that B also fits into exactly one abelian extension of a Hopf algebra of
dimension 8 by a Hopf algebra of dimension 4, which is also neither central nor
cocentral.
Theorem. The Hopf algebra B has seven Hopf subalgebras of dimension 4.
Precisely one of them, namely K〈c4, h3〉, is normal.
Proof. (1) Since every semisimple Hopf algebra of dimension 4 over an alge-
braically closed field of characteristic zero is isomorphic to a group algebra,
every Hopf subalgebra of B of dimension 4 is a group algebra of a subgroup of
order 4 ofG(B). From Lemma 3.1, we know thatG(B) is an elementary abelian
group of order 8, or equivalently a three-dimensional vector space over the field
with two elements. A subgroup of order 4 is then the same as a two-dimensional
subspace. This subspace has a one-dimensional orthogonal complement in the
dual vector space, and this orthogonal complement determines the subspace.
A one-dimensional subspace over the field with two elements is determined by
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its unique nonzero vector. In the dual space, there are seven nonzero vectors,
and correspondingly there are seven subgroups of order 4 of G(B). Explicitly,
these are the groups G1 := 〈c4, h3〉 = {1B, c4, h3, c4h3} and
G2 := {1B, c4, h2, c4h2} G3 := {1B, c4, h4, c4h4}
G4 := {1B, h2, h3, h4} G5 = {1B, h2, c4h3, c4h4}
G6 := {1B, h3, c4h2, c4h4} G7 := {1B, h4, c4h2, c4h3}
(2) Suppose that, for one of these groups Gi, the group algebra P := K[Gi]
is normal in B. Because G(B) = G(N), we then have P ⊂ N . It follows
directly from [19], Definition 3.4.1 that P is also normal in N . By [19], Corol-
lary 8.4.7, the quotient N/(NP+) has dimension 4. It is therefore a group
algebra of an abelian group of order 4. The four distinct multiplicative charac-
ters in G((N/(NP+))∗) yield by pullback along the quotient map a subgroup
of order 4 in G(N∗) whose elements vanish on NP+, and therefore take the
value 1 on Gi.
Now we see from Corollary 4.1 that the subgroup of G(N∗) of characters that
take the value 1 on the group generated by r = h2 and s = h3 has only order 2
and is generated by χ′1. On the other hand, every element of G(N
∗) takes
the value 1 on u2 = c4. Thus the fact that there are four distinct elements
of G(N∗) that map Gi to 1 rules out that i = 4, 5, 6, or 7; in other words, Gi
must contain c4, and therefore P must contain U := Span(c1, c4).
(3) Consequently, we have a surjective map B/(BU+) → B/(BP+). By com-
posing it with the inverse of the isomorphism π¯N : B/(BU
+) → N from Theo-
rem 5.2, we obtain an eight-dimensional quotient of N . From Proposition 4.2,
we know that N has exactly three quotients of dimension 8, denoted there by F1,
F2, and F3.
The multiplicative character χ′2 ∈ G(N
∗) satisfies χ′2(c4) = χ
′
2(u
2) = 1 and
χ′2(h3) = χ
′
2(s) = 1 and therefore factors to a multiplicative character on
all three quotients F1, F2, and F3. As discussed in Paragraph 5.1, we have
χ2 = χ
′
2 ◦ πN , so χ2 factors to a multiplicative character of B/(BP
+). In par-
ticular, χ2 maps all elements of Gi to 1. This implies that i = 1. We have
therefore shown that, if P is a four-dimensional normal Hopf subalgebra of B,
then P = K[G1].
(4) To see that K[G1] is indeed normal in B, we argue as in the proof of
Lemma 6.2: Recall that F2 = N/ (K〈h3〉
+N) and consider the Hopf algebra
homomorphism that arises as the composition
B
piN→ N → F2
This composition maps the group-like elements c4 and h3 to 1F2 , so that they
are both contained in the spaces BcoF2 and coF2B of right and left coinvariants.
As these spaces are four-dimensional by [19], Corollary 8.4.7, we have
BcoF2 = coF2B = K[G1]
By [19], Lemma 3.4.2, this implies that K[G1] is normal in B.
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There is a somewhat more direct way to see that K[Gi] is not normal in B
for i 6= 1, which uses an argument that is similar to the proof of Proposition 6.1
and proceeds on a case by case basis. We illustrate this argument by giving
it in the case i = 3. If we assume that P = K[G3] is normal in B, we know
from [19], Corollary 3.4.4 that BP+ = P+B. In the eight-dimensional quotient
algebra B/(BP+), we have
c¯4 = h¯4 = 1
and therefore also h¯2 = h¯3, c¯2 = c¯3, d¯1 = d¯3, and d¯2 = d¯4. This implies that
B/(BP+) = Span(1, c¯2, d¯1, d¯2, h¯2, c¯2h¯2, d¯1h¯2, d¯2h¯2)
But since
d¯1 = h¯4d¯1 = d¯4h¯4 = d¯4 = d¯2
the algebra B/(BP+) is spanned by only seven elements, which is a contradic-
tion.
The preceding theorem has the following consequence:
Corollary. The Hopf algebra B fits into exactly one extension of the type
P →֒ B ։ F
with dimP = 4 and dimF = 8. In this case, P = K〈c4, h3〉 ∼= K[Z2 × Z2] and
F ∼= K[D8]. This extension is abelian, but neither central nor cocentral.
Proof. We have seen in the preceding theorem that P = K〈c4, h3〉 is the unique
normal Hopf subalgebra of B that has dimension 4, but in the proof we have
also seen that the arising quotient is isomorphic to F2. From Paragraph 4.2, we
know that F2 ∼= K[D8]. The corresponding extension is therefore abelian. It is
not a central extension, because h3 is not central.
The commutator factor group of D8 is isomorphic to Z2×Z2, and therefore D8
has four one-dimensional representations. This implies that G(F ∗2 )
∼= Z2 × Z2.
But from Proposition 3.1, we know that B∗ has only one nontrivial central
group-like element, so F ∗2 cannot be contained in the center of B
∗. In other
words, this extension is not cocentral.
We note that, in terms of the generators introduced at the beginning of Para-
graph 2.2, we have P = K〈u2, s〉.
7 The biproduct in the second case
7.1 So far, we have only treated the Yetter-Drinfel’d Hopf algebra A and
its associated Radford biproduct B = A ⋆ H . In [10], Section 3, the authors
also described a second example of a Yetter-Drinfel’d Hopf algebra over H of
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dimension 8, denoted here by A′. As the algebra A introduced in Paragraph 2.1,
it is a Yetter-Drinfel’d Hopf algebra over the group algebra H = K[G] of the
elementary abelian group G = Z2×Z2, and it is also generated by two elements,
denoted here by x′ and y′. But in contrast to the previous case, these generators
do not commute and satisfy instead the defining relations
x′4 = 1 x′y′ = y′x′3 y′2 =
1
2
(ζ1 + x′ − ζx′2 + x′3)
where ζ is again a not necessarily primitive fourth root of unity.
The action of G on A′ is defined by the same formulas as the action of G on A,
and the coaction is again derived from the action via Equation (2.1), using the
same bicharacter θ. As in Paragraph 2.1, we introduce the elements ω′1 := 1A′ ,
ω′2 :=
1
2
(1 + ιζ2)x′ +
1
2
(1 − ιζ2)x′3 ω′3 :=
1
2
(1− ιζ2)x′ +
1
2
(1 + ιζ2)x′3
ω′4 := x
′2, and
η′1 := y
′ η′2 := x
′3y′ η′3 := x
′2y′ η′4 := x
′y′
where ι is a fixed primitive fourth root of unity unrelated to ζ. According to [10],
Proposition 3.4, these eight elements form a basis of A, and the coalgebra struc-
ture is determined by the fact that they are group-like. By [10], Paragraph 3.3,
this means for x′ that
∆A′(x
′) =
1
2
(x′ ⊗ x′ + x′ ⊗ x′3 + x′3 ⊗ x′ − x′3 ⊗ x′3)
As in Paragraph 2.2, we can form the biproduct B′ := A′ ⋆ H . It is generated
by the four elements
u′ := x′ ⋆ 1H v
′ := y′ ⋆ 1H r
′ := 1A′ ⋆ g2 s
′ := 1A′ ⋆ g3
In the same way as before, it is possible to derive a presentation of B′:
Proposition. The four generators satisfy the relations
1. u′4 = 1, u′v′ = v′u′3, v′2 =
1
2
(ζ1 + u′ − ζu′2 + u′3)
2. r′2 = 1, r′s′ = s′r′, s′2 = 1
3. r′u′ = u′3r′, r′v′ = u′3v′r′, s′u′ = u′s′, s′v′ = u′2v′s′
These relations are defining.
We can also, as in Paragraph 2.2, introduce the elements that correspond to the
basis elements of A′ by defining
c′i := ω
′
i ⋆ 1H d
′
i := η
′
i ⋆ 1H h
′
i := 1A′ ⋆ gi
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for i = 1, 2, 3, 4. Then the elements c′ih
′
j together with the elements d
′
ih
′
j ,
for i, j = 1, 2, 3, 4, form a basis of B′. Note that c′1 = h
′
1 = 1B′ . Except for u
′,
the above generators are among these elements, as v′ = d′1, r
′ = h′2, and s
′ = h′3.
Since the coaction of G on A′ is defined in the same way as the coaction of G
on A, the elements c′4 and h
′
j are group-like. Exactly as in Paragraph 2.3, we
get
∆B′(c
′
2) =
1
2
c′2(h
′
1 + h
′
3)⊗ c
′
2 +
1
2
c′2(h
′
1 − h
′
3)⊗ c
′
3
for the coproduct of c′2 and
∆B′(d
′
1) =
1
4
d′1(h
′
1 + h
′
2 + h
′
3 + h
′
4)⊗ d
′
1 +
1
4
d′1(h
′
1 + ζ
2h′2 − h
′
3 − ζ
2h′4)⊗ d
′
2
+
1
4
d′1(h
′
1 − h
′
2 + h
′
3 − h
′
4)⊗ d
′
3 +
1
4
d′1(h
′
1 − ζ
2h′2 − h
′
3 + ζ
2h′4)⊗ d
′
4
for the coproduct of d′1. As in Paragraph 2.3, the coproduct is also determined
by its values on the generators:
Lemma. We have ∆B′(r
′) = r′ ⊗ r′ and ∆B′(s
′) = s′ ⊗ s′. Furthermore, we
have
∆B′(u
′) =
1
2
(u′ ⊗ u′ + u′ ⊗ u′3 + u′3s′ ⊗ u′ − u′3s′ ⊗ u′3)
and
∆B′(v
′) =
1
4
v′(1 + r′ + s′ + r′s′)⊗ v′ +
1
4
v′(1 − ζ2r′ − s′ + ζ2r′s′)⊗ u′v′
+
1
4
v′(1− r′ + s′ − r′s′)⊗ u′2v′ +
1
4
v′(1 + ζ2r′ − s′ − ζ2r′s′)⊗ u′3v′
The counit is given on generators by εB′(u
′) = εB′(v
′) = εB′(r
′) = εB′(s
′) = 1.
7.2 The Hopf algebra B′ is a Radford biproduct by construction, and as in
the case of B, it is reasonable to ask whether, and in which ways, it can also be
written as an extension. Fortunately, it is not necessary to repeat this analysis
for B′, because B′ is isomorphic to B, as we show now. We begin with the
following lemma:
Lemma. There is an algebra homomorphism fA′ : A
′ → B with the property
that
fA′(x
′) = u and fA′(y
′) = vr
Proof. We have to check the defining relations of A′, using Proposition 2.2. It
is obvious that fA′(x
′)4 = 1. For the second relation, we have
fA′(y
′)fA′(x
′)3 = vru3 = vur = uvr = fA′(x
′)fA′(y
′)
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For the third relation, we have
fA′(y
′)2 = vrvr = v(u3vr)r = v2u3 =
1
2
(1B + ζu+ u
2 − ζu3)u3
=
1
2
(u3 + ζ1B + u− ζu
2) =
1
2
(ζ1B + fA′(x
′)− ζfA′(x
′)2 + fA′(x
′)3)
as required.
The algebra homomorphism fA′ can be extended to the entire biproduct:
Proposition. The map f : B′ = A′ ⋆ H → B = A ⋆ H given by
f(a′ ⋆ h) = fA′(a
′)(1A ⋆ h)
is an algebra isomorphism.
Proof. We apply the universal property of a smash product stated in Corol-
lary 1.3. For the map fH required there, we use the canonical embedding
fH : H → A ⋆ H, h 7→ 1A ⋆ h
of A into the biproduct B. We have to check that
fA′(h(1).a
′)fH(h(2)) = fH(h)fA′(a
′)
As pointed out after that corollary, we only need to check this on the algebra
generators g2 and g3 of H . In both cases, the condition can be written in the
form
fA′(gi.a
′) = fH(gi)fA′(a
′)fH(gi)
−1
In this form, both sides depend multiplicatively on a′, so that it is sufficient to
verify this equation for a′ = x′ and a′ = y′. Hence we have to consider four
cases:
(1) The case h = g2, a
′ = x′: We then have
fH(g2)fA′(x
′)fH(g2)
−1 = rur−1 = u3 = fA′(x
′3) = fA′(g2.x
′)
(2) The case h = g2, a
′ = y′: We then have
fH(g2)fA′(y
′)fH(g2)
−1 = r(vr)r−1 = rv = u3vr = fA′(x
′3y′) = fA′(g2.y
′)
(3) The case h = g3, a
′ = x′: We then have
fH(g3)fA′(x
′)fH(g3)
−1 = sus−1 = u = fA′(x
′) = fA′(g3.x
′)
(4) The case h = g3, a
′ = y′: We then have
fH(g3)fA′(y
′)fH(g3)
−1 = svrs−1 = u2vsrs−1 = u2vr = fA′(x
′2y′) = fA′(g3.y
′)
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Because the elements u, vr, r, and s are contained in its image, f is surjective,
and therefore bijective by dimension considerations.
We note that, on the generators of B′, the map f takes the values
f(u′) = u f(v′) = vr f(r′) = r f(s′) = s
These equations can be used to give an alternative proof of the result above,
which is based on Proposition 7.1. They are also used in the proof of the
following corollary:
Corollary. The map f is a Hopf algebra isomorphism between B and B′.
Proof. We still have to check that f is a coalgebra homomorphism, which
amounts to the conditions ∆B ◦ f = (f ⊗ f) ◦ ∆B′ and εB ◦ f = εB′ . It is
sufficient to check both conditions on the generators, where the second condition
is obvious. The first condition is also obvious on the generators u′, r′, and s′,
because their coproducts and the coproducts of the respective images are given
essentially by the same formulas. For v′, we see by comparing Proposition 2.3
and Lemma 7.1 that
(f ⊗ f)(∆B′(v
′)) = ∆B(v)(r ⊗ r) = ∆B(v)∆B(r) = ∆B(vr) = ∆B(f(v
′))
which completes our proof, because a bialgebra homomorphism commutes au-
tomatically with the antipode.
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