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1 Introduction
We survey the renormalized volume of hyperbolic 3-manifolds, as a tool for
Teichmu¨ller theory, using simple differential geometry arguments to recover
results sometimes first achieved by other means. One such application is Mc-
Mullen’s quasifuchsian (or more generally Kleinian) reciprocity, for which dif-
ferent arguments are proposed. Another is the fact that the renormalized
volume of quasifuchsian (or more generally geometrically finite) hyperbolic
3-manifolds provides a Ka¨hler potential for the Weil-Petersson metric on Te-
ichmu¨ller space. Yet another is the fact that the grafting map is symplectic,
which is proved using a variant of the renormalized volume defined for hyper-
bolic ends.
1.1 Liouville theory
One of the early approaches to the problem of uniformization of Riemann
surfaces was based on the so-called Liouville equation . Consider a closed
Riemann surface S of genus g and fix an arbitrary reference metric h0 in
the conformal class of S. Then, consider a conformally equivalent metric
h = e2φh0. The condition that h has constant curvature minus one reads:
∆0φ−K0 = e2φ, (1.1)
where ∆0 and K0 are the Laplacian and Gauss curvature of h0 respectively.
One then tries to solve this equation for φ and thus find a hyperbolic metric
on S.
Historically, this approach to the uniformization turned out to be too diffi-
cult, and was abandoned in favor of the one based on Fuchsian groups. More
recently, the set of ideas related to the Liouville equation came to the spot-
light due to the central role it plays in Polyakov’s approach to string theory.
In the so-called non-critical string theory a very important role is played by
the Liouville functional, which (in one of its versions) can be written as:
S[h0, φ] =
1
8π
∫
dvol0
(|∇φ|2 + e2φ − 2φK0) . (1.2)
When varied with respect to φ this functional gives the Liouville equation
(1.1). As is implied by the uniformization theorem, there is indeed a unique
solution to (1.1) on any given Riemann surface S. Let us denote this solution
by φhyp, where hyp stands for hyperbolic. One can evaluate the functional
(1.2) on φhyp and obtain a functional S[h0] = S[h0, φhyp]. When h0 is taken
to be the hyperbolic metric, φhyp = 0 and the value of the above functional is
just 1/4π times the area of S evaluated using the hyperbolic metric, i.e. minus
half the Euler characteristics of X . The values of S[h0] at other points are not
easy to find and one gets a rather non-trivial functional on the space of metrics
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h0 on S, which, in a certain sense, measures how far the metric h0 is from the
hyperbolic one. This functional is not so interesting by itself, but serves as
a prototype for the construction of a whole class of Liouville-type functionals
that will play the central role in this article. The reason why S[h0] is not so
interesting is that one would rather have a functional on the space of conformal
equivalence classes of metrics on S, i.e. the moduli space of Riemann surfaces,
or at least on the Teichmu¨ller space Tg, hoping that such a functional could be
used to characterize the geometry of the moduli space in an interesting way.
Such functionals are not easy to construct. Indeed, one could have obtained a
functional on the moduli from S[h0] by taking h0 to be some canonical metric
in the given conformal class. However, as we have already seen, taking h0 to be
the canonical metric of constant negative curvature gives a functional on the
moduli space whose value at all points is a constant — the Euler characteristic.
The reader can find another, discrete approach to Liouville theory in the
survey by Kashaev in this volume [22].
1.2 Liouville theory and projective structures
It turned out to be possible to use Liouville theory for a construction of in-
teresting functions on the moduli space by first considering a certain function
on the space of complex projective structures on Riemann surfaces. Then
choosing the projective structure to be some canonical one, e.g. one related
to the Schottky or quasi-Fuchsian uniformization, one can get a functional on
the (appropriate) moduli space itself. Since projective structures on Riemann
surfaces are intimatly connected to hyperbolic 3-manifolds, such Liouville func-
tionals of projective structure turn out to be related to the geometry of the
corresponding 3-manifolds, and this is where the notion of the renormalized
volume enters into the story.
However, the first examples of non-trivial Liouville functionals on the Te-
ichmu¨ller space of Riemann surfaces had nothing to do with 3-manifolds, and
worked entirely in the 2-dimensional setting. Thus, the first construction for
the moduli space of surfaces of genus g was proposed in [39]. The idea was to
base the construction on the so-called Schottky uniformization of the surface
S. The latter is unique given a marking of S, which is a choice of g generators
of π1(S) corresponding too disjoint simple closed curves on S. The surface
is then cut along the generators chosen, which results in a 2g-holed sphere.
Thus, in the Schottky uniformization, the Riemann surface S is represented
as a quotient of the complex plane under the action of the Schottky group Γ,
which is a group freely generated by g (loxodromic, i.e. non-elliptic) elements
of PSL(2,C). A fundamental region for the action of the Schottky group on
C is the exterior of a set of 2g Jordan curves that get mapped into each other
pairwise by the generators of Γ. The flat metric |dz|2 of C can now be used
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as the reference structure for constructing a non-trivial Liouville functional,
in place of h0 above. This functional is given by essentially the same quantity
as in (1.2), with the flat metric Laplacian and K0 = 0. However, the Liouville
field φ now has rather non-trivial transformation properties under the action
of Γ (so that the metric eφ|dz|2 can be pulled back to the quotient Riemann
surface). As a result, the integral of the term |∇φ|2 depends on a choice of the
fundamental region. Thus, in order to define the functional in an unambiguous
way one has to correct the “bulk” term (1.2) with a rather non-trivial set of
boundary terms, see [39] for details. After this is done, one gets a well-defined
functional of the conformal structure of S, of the marking of S that was used
to get the Schottky uniformization as well as the Liouville field φ. One of the
main properties of this functional is that the variation with respect to φ gives
rise precisely to the Liouville equation ∆φ = eφ, which can then be shown to
have a unique solution with the required transformation properties. Evaluat-
ing the Liouville functional on this solution gives a non-trivial functional on
the Schottky space, i.e. the moduli space of marked (by g curves) Riemann
surfaces. One of the key properties of this functional is that its first variation
(when the moduli are varied) gives rise to a certain holomorphic quadratic
differential on the complex plane, which measures the difference between the
Schottky and Fuchsian (used as reference) projective structures. From this
one finds that the extremal Liouville functional is the Ka¨hler potential for the
so-called Weil-Petersson metric on the Schottky space, see [39] for details (and
[46] for many key properties of the Weil-Petersson metrics).
Even though this point of view is not at all developed in [39], it is conve-
nient to think of the functional constructed as a special case of a more general
Liouville functional on a surface equipped with a projective structure, spe-
cialized to the case when the projective structure in question is the Schottky
one. This point of view suggests that there are other Liouville functionals
out there, namely when one chooses the projective structure to be different.
Indeed, a Liouville functional of the same type, but this time for the so-called
quasi-Fuchsian (or even more generally arbitrary Kleinian) projective struc-
ture was constructed in [41]. Since quasi-Fuchsian projective structures are
parametrized by the product of two copies of Teichmu¨ller space Tg, one gets a
functional on Tg ×Tg. Similar to the story in the Schotty case, this functional
turns out to be a Ka¨hler potential for the Weil-Petersson metric on Tg, as its
(1, 1) derivative with respect to moduli of the first copy of Tg turns out to be
independent of the point in the second copy, see below for more details.
In [40], a Liouville functional of the same type was constructed for the
moduli space M(α1,...,αn)(0,n) of Riemann surfaced with n conical singularities of
given angle deficits 2παi, i = 1, . . . , n. Moreover, a set of metrics on the space
M(α1,...,αn)(0,n) was introduced, which for all αi = 1 (angle deficits 2π) coincides
with the usual Weil-Petersson metric on M(0,n). It was moreover shown that
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all these metrics are Ka¨hler with the Ka¨hler potential given by the Liouville
functional. A choice of the projective structure is implicit in this case, as the
natural projective structure on the complex plane with n marked points is
used.
Below we shall see how these Liouville functionals are intimately related to
the geometry of the hyperbolic 3-manifolds which the corresponding projective
structures define. We note however that, although hyperbolic surfaces with
cone singularities fit nicely in the 3D geometric context considered here (see
section 8), the question of a geometrical (3-dimensional) interpretation of our
last example – the functional on M(α1,...,αn)(0,n) constructed in [40] – remains
open.
1.3 The AdS-CFT correspondence and holography
An initially unrelated development occurred in the context of the so-called
AdS/CFT correspondence of string theory, see [44], in which asymptotically-
hyperbolic manifolds play the key role. These are non-compact, infinite vol-
ume (typically Einstein, or Einstein with non-trivial “stress-energy tensor” on
the right hand side of Einstein equations) Riemannian manifolds that have a
conformal boundary, near which the manifold looks like the hyperbolic space
of the corresponding dimension. Most interesting for physics is the case of
five-dimensional asymptotically-hyperbolic manifolds, for in this case the five-
dimensional gravity theory induces (or, as physicists say, is dual to) a certain
non-trivial gauge theory on the boundary, see [44]. However, the simplest situ-
ation is that in three dimensions, where the Einstein condition implies constant
curvature and one is led to consider simply a hyperbolic manifold M .
Given such an asymptotically-hyperbolic manifold, physicists are interested
in computing the Einstein-Hilbert functional (given by an integral of the scalar
curvature plus a multiple of the volume form) on the metric of M . For the
hyperbolic metric, the integrand reduces to a multiple of the volume form, so
one is computing the volume of the hyperbolic manifold M , which is infinite.
However, physicists are masters of extracting a finite answer from a divergent
expression. And so it was found that in many situations there is a “canonical”
way to extract a finite answer by “regularizing” the divergent volume, then
subtracting the divergent contribution, and finally taking a limit to “remove
the regulator”. This procedure, somewhat mysterious for a mathematician,
was applied in the context of Schottky three-dimensional hyperbolic manifolds
(quotients of the hyperbolic space by the action of a Schottky group) in [24],
with a somewhat unexpected result. Namely, it was shown that the “renor-
malized volume” of a Schottky manifold, as a function of the conformal factor
for a metric in the conformal class of the hyperbolic boundary, is equal to the
Schottky Liouville functional as defined in [39]. When one takes the confor-
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mal factor corresponding to the canonical metric of curvature −1 one gets the
Liouville functional on the Schottky moduli space defined and studied in [39].
In view of the results of this reference, one finds that the renormalized vol-
ume, which is a purely three-dimensional quantity in its definition, equals the
Ka¨hler potential for the Weil-Petersson metric on the Schottky space, which is
a purely two-dimensional quantity. One thus gets an example of what physi-
cists like to refer to as a “holographic” correspondence (a relation between one
quantity (or even theory) in n+ 1 dimensions and another in n dimensions).
The methods of [24], originally applicable only in the context of (classical)
Schottky manifolds, were generalized and applied to arbitrary Schottky, quasi-
Fuchsian and even Kleinian manifolds in [41], with the end result being always
the same: the renormalized volume turns out to be equal to the (appropriately
defined) Liouville functional, and the latter is shown to be the Ka¨hler potential
on the corresponding moduli space. Even prior to work [41], the set of ideas
building upon the Ka¨hler property of the Weil-Petersson metric on Teichmu¨ller
space (and closely related to the renormalized volume ideas, as was later shown
in [41]) was used in [30] for a proof of the Ka¨hler hyperbolic property of the
moduli space.
The above story makes it clear that there is a deep relation between the
geometry of the Teichmu¨ller space of a Riemann surface S and the geometry
of hyperbolic three-manifolds that realize S as its conformal boundary. This
relation was recently demonstrated from a more geometrical perspective in [27],
where it was shown that the key property of the Ka¨hler potential, namely, that
its first variation is given by a certain canonical quadratic differential on S,
is a simple consequence of the Schla¨fli-like formula of [35]. This geometrical
perspective on the renormalized volume (and the Liouville functional) also
made it clear that such a quantity may be defined not only for the considered
in the literature Schottky, quasi-Fuchsian and Kleinian projective structures
on the boundary, but, in fact, for an arbitrary projective structure. This idea
leads to the notion of relative volume, defined and studied in [28]. It is on this
more geometrical and, we believe, very simple, perspective on the renormalized
volume that we would like to emphasize in this review.
1.4 The definitions of the renormalized volume
Let M be a convex co-compact hyperbolic manifold, for instance a quasifuch-
sian manifold. The hyperbolic volume ofM is infinite, but an interesting finite
quantity can be extracted by a procedure that physicists refer to as renormal-
ization. This proceeds by introducing a “regulator” that makes the quantity
of interest finite, then removing the divergent contribution and then remov-
ing the regulator. For the case at hand an appropriate regulator is given by
equidistant surfaces. Thus, the first step in the definition of the renormalized
8 Kirill Krasnov and Jean-Marc Schlenker
volume of M is to define a volume depending on an equidistant foliation F
of M in the complement of a compact convex subset N . By an equidistant
foliation we mean a foliation of M \ N by closed, smooth, convex surfaces,
so that, in each connected component of M \N , the surfaces are pairwise at
constant distance. Since the foliation is equidistant, it is uniquely determined
by N .
Section 2 gives two different but equivalent definitions of a volume associ-
ated to N in M . The first definition is in terms of the asymptotic behavior
of the volume of the set of points at distance at most ρ from N as ρ → ∞.
This definition can be surprising but it extends in higher dimensions in the set-
ting of conformally compact, Poincare´-Einstein metrics, see [16] for an original
reference and [4] for a review.
The other definition is simpler, but limited to 3 dimensions. It is in terms
of the volume of N , corrected by a term involving the integral of the mean
curvature of the boundary of N , as
W (M,N) = V (N)− 1
4
∫
∂N
Hda .
In 3 dimensions a convex co-compact hyperbolic manifold is completely
specified by the conformal structure of its boundary ∂M . It then turns out
that the dependence of W (N,M) on N is just the dependence on a metric
in the conformal class of the boundary. Moreover, when this metric is varied
the functional W (N,M) reaches an extremum on metrics of constant (nega-
tive) curvature. Thus, W (N,M) is nothing but the Liouville functional whose
two-dimensional realizations have been discussed above. Note that the hyper-
bolic 3-manifold M in which the volume is computed comes equipped with a
projective structure on ∂M , and explains why the Liouville action in all cases
needed a projective structure to be defined.
1.5 The first and second fundamental forms at infinity
There is a natural description of the connected components of the comple-
ment of N in terms of the induced metric and second fundamental forms I, II
of the corresponding boundary component of N . Section 3 contains an alter-
nate description, in terms of naturally defined “induced metric” and “second
fundamental form” I∗, II∗ at infinity in the same end. There are simple trans-
formation formulas from I, II to I∗, II∗ and conversely. The conformal class
of I∗ is the conformal class at infinity of M . Moreover, I∗ and II∗ satisfy the
Codazzi equation and an analog of the Gauss equation, which involves the
trace of II∗ instead of the determinant of II as in the usual Gauss equation for
surfaces in H3.
A subtle point, explained at more length in Section 3, is that, as we have
already mentioned, not only N determines the metric at infinity I∗, but I∗ also
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determines uniquely N . In general a metric I∗ in the conformal class at infinity
does not come from a choice of some convex subset N of M . However, for any
such metric I∗, there is associated an equidistant foliation of a neighborhood
of infinity in M . This is sufficient to define the renormalized volume W , and
this makes W a function of M and I∗, rather than of M and N as defined
above.
The modified Gauss and Codazzi equations for I∗, II∗ are described in Sec-
tion 3. They have an interesting consequence. When K∗ is constant, the trace
H∗ of II∗ is also constant, so that the traceless part II∗0 of II
∗ also satisfies the
Codazzi equation d∇
∗
II∗0 = 0, where ∇∗ is the Levi-Civita connection of I∗.
It then follows (by an argument going back to Hopf [21]) that II∗0 is the real
part of a holomorphic quadratic differential. In other words, II∗0 is canonically
identified with a cotangent vector in T ∗[I∗]T∂M , where [I∗] is the conformal class
of I∗, a property that is going to play an important role below.
1.6 Variations formulas
The function W (M,N) has a simple first-order variation formula in terms of
the data on the boundary of N , recalled in Section 4. For any first-order
deformation of M or of N in M ,
δW =
1
4
∫
∂N
δH + 〈δI, II0〉da,
where H = trIII is the mean curvature of the boundary and II0 is the traceless
part of the second fundamental form.
A lengthy but direct computation then shows that the same formula (except
for the sign) holds (when this function is interpreted as W (M, I∗)) in terms
of the data at infinity:
δW = −1
4
∫
∂N
δH∗ + 〈δI∗, II∗0 〉da, (1.3)
where H∗ = trI∗II
∗ and II∗0 = II
∗−(H∗/2)I∗. A version of this formula that is
valid in any dimensions has been first obtained in [11] by a direct computation
of the variation of the regularized volume, see also [4] for a more mathematical
exposition. A geometrical viewpoint adopted in this review (that originates in
[27]) interprets this variational formula as a version of the Schla¨fli formula.
1.7 Maximization
A first consequence of Equation (1.3), together with a simple integration by
parts argument which is explained in Subsection 4.3, is that the only critical
point of W over the space of metrics of fixed area in a conformal class on ∂M
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is attained for the unique metric of constant curvature. Conversely, metrics
of constant curvature are critical points of the restriction of W to metrics of
fixed area in a conformal class, and those critical points happen to be always
non-degenerate minima.
This leads to the definition of the renormalized volume of M (no choice
of I∗ involved) as the maximum of W (M, I∗), obtained precisely when the
metric at infinity, I∗, has constant curvature K∗ = −1. We call W (M) this
function. By the Ahlfors-Bers theorem [1], M is uniquely determined by its
conformal class at infinity, so W can also be considered as a function from the
Teichmu¨ller space T∂M of the boundary to R.
The second step is to vary the conformal class on ∂M while considering
only constant curvature metrics. Then it follows directly from (1.3) that
dW (I∗′) =
−1
4
∫
∂M
〈I∗′, II∗0 〉da∗ ,
which means that dW is identified (up to the factor −1/4) with II∗0 , considered
as a 1-form on T∂M .
1.8 The renormalized volume and the Schwarzian
derivative
There is another way to give a geometric meaning to II∗0 . Given a convex
co-compact hyperbolic metric on M , it defines on the boundary at infinity
∂∞M a complex projective structure σ, see [12]. Let c be the underlying
complex structure, so that c is the complex structure at infinity of M . There
is another special complex projective structure on ∂M , obtained by applying
the Riemann uniformization theorem to (∂M, c), we call it σ0. The image by
the developing map of σ0 of each connected component of ∂M is a disk, so σ0
is called the Fuchsian complex projective structure associated to c.
Let φ be the map between (∂M, σ0) and (∂M, σ). By construction φ is
holomorphic, so that we can consider its Schwarzian derivative S(φ), which is
a holomorphic quadratic differential on (∂M, c). This holomorphic quadratic
differential can also be obtained as the difference between the projective struc-
tures σ and σ0. We have:
Proposition 1.1. II∗0 = −Re(S(φ)).
1.9 The renormalized volume and Kleinian reciprocity
Suppose now that M is a quasifuchsian manifold, that is, it is convex co-
compact and homeomorphic to the product of a closed oriented surface S of
genus at least 2 with an interval. Let T be the Teichmu¨ller space of S, and
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let T be the Teichmu¨ller space of S with the opposite orientation. Given two
complex structures c+ ∈ T , c− ∈ T , there is by Bers’ Double Uniformization
Theorem a unique hyperbolic metric on M such that the complex structure at
infinity on the upper boundary ∂+M of M is c+, while the complex structure
at infinity on the lower boundary ∂−M of M is c−.
Given a quasi-Fuchsian manifoldM , we can also consider the corresponding
complex projective structure σ+ on ∂+M , and the Fuchsian complex projective
structure σ0,+ on ∂+M obtained by applying the Riemann uniformization
theorem to the complex structure c+. This defines, through the Schwarzian
derivative construction recalled above, a holomorphic quadratic differential q+
on (∂+M, c+), and the real part of q+ defines a cotangent vector β+(c−, c+) ∈
T ∗c+T . The same construction for ∂−M yields a cotangent vector β−(c−, c+) ∈
T ∗c−T .
McMullen’s quasifuchsian reciprocity [30] gives a subtle relation between
the ways the complex projective structures on the two boundary components
vary when the complex structure at infinity changes. In the following state-
ment we consider a fixed conformal structure c+ and vary c− (resp. fix c− and
vary c+), β+ is then a map from T to T ∗c+T (resp. β− is a map from T to
T ∗c−T ). We call Dβ+ (resp. Dβ−) the differential of this map.
Theorem 1.2 (McMullen [30]). The tangent maps
Dβ+(·, c+) : Tc−T → T ∗c+T
and
Dβ−(c−, ·) : Tc+T → T ∗c−T
are adjoint.
This can be stated in different terms using the standard cotangent bundle
symplectic structure on T ∗T∂M , which we will call ω∗ here. Given (c−, c+) ∈
T × T , we call β(c−, c+) = (β−(c−, c+, ), β+(c−, c+)) ∈ T ∗c−T × T ∗c+T , so that
β(c−, c+) ∈ T ∗(c−,c+)T∂M . Thus β defines a section of T ∗T∂M . Theorem 1.2 is
a direct consequence of the following simpler statement.
Theorem 1.3. The image β(T∂M ) is Lagrangian in (T ∗T∂M , ω∗).
In this form, the statement extends as it is to a much more general setting
of convex co-compact (or geometrically finite) hyperbolic 3-manifolds.
The proof of Theorem 1.2 from Theorem 1.3 is straightforward, as is the
proof of Theorem 1.3 from the first-order variation of the renormalized volume
as described above. Both are done in Subsection 5.2. It is proved there that
Theorem 1.3 is actually equivalent to Theorem 1.2 along with the following
proposition, which uses the same notations as Theorem 1.2 and is another
direct consequence of Theorem 1.3.
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Corollary 1.4. For fixed c−, β+(c−, ·) is a closed 1-form on T .
Part 5.3 describes a second proof of Theorem 1.3, based on the geometry of
the convex core and on the fact that the grafting map is symplectic (Theorem
1.5 below). The idea here is to prove first that the data on the boundary of the
convex core defines, as the representation varies, a Lagrangian submanifold
of the cotangent bundle of Teichmu¨ller space, understood here in terms of
hyperbolic metrics and measured laminations. But the natural map sending
this data on the boundary of the convex core to the corresponding data at
infinity is symplectic, and Theorem 1.3 follows.
In Part 5.4 we describe a third argument, due to Kerckhoff, which works in
the setting of deformations of the holonomy representation of the fundamental
group of M . This uses topological arguments, more precisely a long exact
sequence and Poincare´ duality between cohomology spaces with value in an
sl(2,R)-bundle overM . The equivalence with Theorem 1.3 is made through a
result of Kawai [23] connecting the Goldman symplectic form on the space of
complex projective structures on a surface to the cotangent symplectic struc-
ture on the cotangent bundle of Teichmu¨ller space.
1.10 The renormalized volume as a Ka¨hler potential
A rather direct consequence of McMullen’s quasifuchsian reciprocity, explained
in Section 6, is that although β+(c−, c+) clearly depends on c−, its exterior
(anti-holomorphic, because β+(c−, c+) is a holomorphic one-form on T ) dif-
ferential does not depend on c−. So this exterior differential can be computed
explicitly in the simplest possible case – when c− = c+, that is, in the neigh-
borhood of a “Fuchsian” hyperbolic manifold. This leads to a key result on
the renormalized volume, namely that it is a Ka¨hler potential for the Weil-
Petersson metric on Teichmu¨ller space.
1.11 The relative volume of hyperbolic ends and the
grafting map
So far we have considered the renormalized volume in the context of hyper-
bolic convex co-compact 3-manifolds. Such manifolds come equipped with a
complex projective structure on each boundary component, and the renormal-
ized volume we have discussed can be said to be the Louville functional for
the corresponding projective structure, as discussed in the beginning of this
section. Section 7 is centered on a notion of renormalized volume, or Liouville
functional, that is defined for an arbitrary projective structure on a Riemann
surface S. This has been developed in [28]. The main idea is to use a variant
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of the renormalized volume, called the relative volume of a hyperbolic end, and
then use an analog of Theorem 1.3 to obtain results on the grafting map.
Thus, consider a closed surface S of genus at least 2. We denote by MLS
the space of measured geodesic laminations on S, see e.g. [10], and by CPS
the space of complex projective structures (or CP 1-structures) on S, see e.g.
[12].
The grafting map Gr : TS ×MLS → CPS was defined by Thurston, see
e.g. [13, 12]. It can be described (superficially) as follows. Let m ∈ TS be
a hyperbolic metric, and let l ∈ MLS be a measured lamination with sup-
port a disjoint union of closed curves c1, · · · , cn, each with a positive weigth
w1, · · · , wn. The “grafted metric” on S is obtained by cutting open (S,m)
along each of the ci and gluing in a flat strip of width equal to wi. Then
Gr(m, l) is the complex projective structure naturally associated to this met-
ric. The map Gr extends by continuity to a map defined on all measured
laminations (not only those supported by multicurves).
Thurston showed that the grafting map is a homeomorphism. His proof,
although quite subtle, relies on a simple geometric idea, which is simpler to
explain for a complex projective structure σ ∈ CPS whose developing map
dev : S˜ → CP 1 is injective. In this case, the boundary of the convex hull in
H3 of CP 1 \ dev(S˜) – here CP 1 is identified with the boundary at infinity of
H3 – is a convex pleated surface, on which π1(S) acts properly discontinuously.
The quotient surface is endowed with a hyperbolic metric (its induced metric)
and a measured lamination (its pleating lamination). This gives an element
(m, l) ∈ TS ×MLS , which is the inverse image of σ under the grafting map.
In this picture – which can be extended to the case where the developing
map of σ is not injective – π1(S) acts properly discontinously on the connected
component bounded at infinity by dev(S˜) of the complement in H3 of the
convex hull of CP 1 \ dev(S˜), and the quotient is a hyperbolic end. In Section
7 we explain how to define the relative volume of such a hyperbolic end, and
show that it satisfies a simple first-order variation formula, involving both
a term “at infinity” similar to the one which we already mentioned for the
renormalized volume, and a term on the “compact” boundary, involving the
hyperbolic metric and the measured pleating lamination, which is very close
to a Schla¨fli-type formula for the convex core of a quasifuchsian manifold,
discovered by Bonahon [9].
There is a natural identification between TS × MLS and the cotangent
space T ∗TS , obtained by considering the differential of the length of a measured
lamination as a cotangent vector. Using this map, the grafting map can be
considered as a map from Gr : T ∗TS → CPS , and both sides are naturally
symplectic manifolds (CPS is actually a complex symplectic manifold, but we
consider here only the real part of its complex symplectic structure). It is
proved in [28] – using mostly tools from Bonahon’s work [8, 9] – that this map
is C1 smooth (it is however not C2).
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Theorem 1.5. (1/2)Gr is symplectic.
The proof is a direct consequence of the first-order variation formula for
the relative volume of hyperbolic ends, similar to the proof of Theorem 1.2
that follows from the first-order variations of the renormalized volume.
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2 Two definitions of the renormalized volume
2.1 The renormalized volume
As mentioned in the introduction, the renormalized volume was motivated
by physical considerations. This notion was first envisaged and used in the
more general context of conformally compact (in particular Einstein) mani-
folds in an arbitrary number of dimensions, and only later specialized to the
three-dimensional setting considered here. In the more general case its def-
inition uses a foliation of a particular type close to infinity (associated to a
“defining function” of the boundary). The ”canonical” renormalized volume
independent of which foliation is used is then either the constant term (in
even dimensions) or the logarithmic term (in odd dimensions) in the asymp-
totic expansion of the volume in terms of the parameter of the foliation. In
this review, however, we are interested in the constant term in this asymptotic
expansion for the odd-dimensional (3d) manifolds. This quantity depends on
the choice of a metric in the conformal class at infinity. The higher-dimensional
applications can be found e.g. in [16, 19, 4], see also [18, 11], while this review
concentrates on a simple(r), but still extremelly rich case of three-dimensional
manifolds.
2.2 The renormalized volume via equidistant foliations
The limiting procedure via which the volume is defined can be somewhat de-
mystified by considering for regularization a family of surfaces equidistant to a
given one, following an idea already used by C. Epstein [33] (and more recently
put to use in [26]). Thus, the main idea is to obtain the renormalized volume
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by taking a convex domain N ⊂M , and compute the renormalized volume of
M with respect to N as
VR(M,N) = V (N) + lim
ρ→∞
(
V (∂N, ∂Nρ)− (1/2)A(∂Nρ)−
∑
i
2πρ(gi − 1)
)
(2.1)
where V (∂N, ∂Nρ) is the volume between the boundary ∂N of the domain N
and the surface ∂Nρ located a distance ρ from ∂N . The quantity A(∂Nρ) is
the area of the surface ∂Nρ, the sum in the last term is taken over all boundary
components of M and gi are the genera of these boundary components. The
convexity of the domain N ensures that the equidistant surfaces ∂Nρ exist all
the way to infinity. This ensures that the limit ρ → ∞ can be taken. This
limit exists and can be computed in terms of the volume of N , see below for
the corresponding expressions. The limiting procedure used in [24], [41] is an
example of the limiting procedure described above, for the Epstein surfaces
[14] used in these references are equidistant.
2.3 Renormalized volume as the W -volume
The following formula for the renormalized volume (2.1) can be shown by an
explicit (simple) computation:
VR(M,N) =W (N)−
∑
i
π(gi − 1) , (2.2)
where the sum in the last term is taken over all the boundary components.
Here the W-volume is defined as
W (N) := V (N)− 1
4
∫
∂N
Hda. (2.3)
This formula for VR is a special case of a formula found by C. Epstein [33] for
the renormalized volume of hyperbolic manifolds in any dimension.
Thus, the renormalized volume of M with respect to N is, apart from
an uninteresting term given by a multiple of the Euler characteristic of the
boundary, just the W-volume of the domain N . It then makes sense to study
this geometrical W -volume instead. Note already that W (N) is not equal to
the Hilbert-Einstein functional of N with its usual boundary term, it differs
from it in the coefficient of the boundary term.
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2.4 Self-duality
One of the interesting properties of the W-volume is that it is self-dual. Thus,
we recall that the Einstein-Hilbert functional
IEH(N) := V (N)− 1
2
∫
∂N
Hda (2.4)
for a compact domain N ⊂ H3 of hyperbolic space (note a different numerical
factor in front of the second term) is nothing but the dual volume. Indeed, we
recall that there is a duality between objects in H3 and objects in dS3, the
2+1 dimensional de Sitter space. Under this duality geodesic planes in H3 are
dual to points in dS3, etc. This duality between domains in the two spaces is
easiest to visualize for convex polyhedra (see [34]), but the duality works for
general domains as well. The fact that (2.4) is the volume of the dual domain
is a simple consequence of the Schla¨fli formula, see below.
Thus, we can write:
∗V (N) = V (∗N) = V (N)− 1
2
∫
∂N
Hda (2.5)
for the volume of the dual domain. This immediately shows that
W (N) = V (N)− 1
4
∫
∂N
Hda =
V (N) + ∗V (N)
2
. (2.6)
Thus, the W -volume is self-dual in that this quantity for N is equal to this
quantity for the dual domain ∗N : W (N) =W (∗N).
2.5 The W -volume and the Chern-Simons formulation
An interesting remark is that there is a very simple expression for the W -
volume in terms of the so-called Chern-Simons formulation of 2+1 gravity [45].
Let us briefly review this formulation. In the so-called first order formalism
for gravity the independent variables are not components of the spacetime
metric but instead the triads and the spin connection. Thus, for Riemannian
signature gravity in 3 spacetime dimensions let us introduce a collection of
3 one-forms θi, i = 1, 2, 3 such that the spacetime interval can be written as
ds2 =
∑
i θ
i ⊗ θi. We can now construct from θi an su(2) Lie algebra-valued
one-form by taking θ =
∑
i iθ
iσi, where the σi are the 2 × 2 anti-symmetric
Pauli matrices σiσj = δijId+ iǫijkσk. Using the Lie algebra-valued form θ one
can write the metric as ds2 = −(1/2)Tr(θ ⊗ θ).
The Einstein-Hilbert action as a functional of the metric g is given by
IEH [g] = −1
4
∫
M
dv (R + 2)− 1
2
∫
∂M
daH, (2.7)
Title 17
where R is the Ricci scalar of g, H is the mean curvature of the boundary,
and dv, da are the volume and area forms on M and ∂M respectively. When
evaluated on a constant curvature metric with R = −6 the Einstein-Hilbert
action reduces to (2.4). The functional (2.7) can be re-written in a very simple
form in terms of θ by introducing a spin connection ω, which is locally an
su(2)-valued one-form. The action is then:
IEH [θ, ω] =
1
2
∫
M
Tr(θ ∧ f(ω)− 1
12
θ ∧ θ ∧ θ) + 1
2
∫
∂M
Tr(θ ∧ ω). (2.8)
Here f(w) = dω + ω ∧ ω is the curvature of the spin connection ω. When one
varies this action with respect to ω one obtains the equation dωθ = 0, where
dω is the covariant derivative with respect to the connection ω. This equation
can be solved for ω in terms of the derivatives of θ. Once one substitutes the
solution back into the action one gets (2.7).
In contrast, the combination (2.3) that plays the role of the renormalized
volume is obtained by evaluating on the constant curvature metric the follow-
ing action:
IW [g] = −1
4
∫
M
dv (R+ 2)− 1
4
∫
∂M
daH. (2.9)
This can be written in terms of the tetrad and the spin connection forms as
follows:
IW [θ, ω] =
1
2
∫
M
Tr(θ ∧ f(ω)− 1
12
θ ∧ θ ∧ θ) + 1
4
∫
∂M
Tr(θ ∧ ω). (2.10)
One then notes that this is precisely the combination that appears in the
Chern-Simons formulation. Indeed, let us introduce the Chern-Simons action
of an suC(2) connection A via:
ICS [A] =
1
4i
∫
M
Tr(A ∧ dA+ 2
3
A ∧A ∧ A). (2.11)
Now, defining the two suC(2) connections:
A = ω +
i
2
θ, A¯ = ω − i
2
θ (2.12)
it is not hard to see that (2.10) is given by:
IW = ICS [A]− ICS [A¯], (2.13)
with precisely the right boundary term that comes from having to integrate
by parts. In contrast, to obtain via the Chern-Simons formulation the com-
bination (2.4) one has to add a separate boundary term that is constructed
from both A, A¯. For more details on the argument presented the reader is
referred to [25], see formula (3.7) of this reference as well as the related dis-
cussion. It would be of interest to understand the relation, if any, between the
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self-duality of the W -volume and the fact that it has such a simple expression
in the Chern-Simons formulation.
3 Description “from infinity”
3.1 The metric at infinity
In this section we switch from a description of the renormalized volume from
the boundary of a convex subset to the boundary at infinity of M . This
description from infinity is remarkably similar to the previous one from the
boundary of a convex subset.
Lemma 3.1. Let M be a convex co-compact hyperbolic 3-manifold, and let
N ⊂ M be compact and “strongly” convex with smooth boundary. Let Sρ be
the equidistant surfaces from ∂N . The induced metric on Sρ is asymptotic, as
ρ→∞, to (1/2)e2ρI∗, where I∗ = (1/2)(I + 2II + III) is defined on ∂N .
Proof. Follows from the following Lemma.
Lemma 3.2. Let S be a surface in H3, with bounded principal curvatures,
and let I, B be the first fundamental form and the shape operator of S corre-
spondingly. Let Sρ be the surface at distance ρ from S. Then, for sufficiently
small ρ the induced metric on Sρ is:
Iρ(x, y) = I ((cosh(ρ)E + sinh(ρ)B)x, (cosh(ρ)E + sinh(ρ)B) y) . (3.1)
Here E is the identity operator.
Note that this lemma also holds for a surface S in any hyperbolic 3-manifold
M , not necessarily H3. We also note that when the surface S is convex, then
the expression (3.1) gives the induced metric on any surface ρ > 0, where ρ
increases in the convex direction. A proof of this lemma can be found in, e.g.,
[26].
It is the metric I∗ that will play such a central role in what follows, so we
would like to state some of its properties.
Lemma 3.3. The curvature of I∗ is
K∗ :=
2K
1 +H +Ke
. (3.2)
Proof. The Levi-Civita connection of I∗ is given, in terms of the Levi-Civita
connection ∇ of I, by:
∇∗xy = (E +B)−1∇x((E +B)y) .
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This follows from checking the 3 points in the definition of the Levi-Civita
connection of a metric:
• ∇∗ is a connection.
• ∇∗ is compatible with I∗.
• it is torsion-free (this follows from the fact that E+B verifies the Codazzi
equation: (∇x(E +B))y = (∇y(E +B))x).
Let (e1, e2) be an orthonormal moving frame on S for I, and let β be its
connection 1-form, i.e.:
∇xe1 = β(x)e2, ∇xe2 = −β(x)e1 .
Then the curvature of I is defined as: dβ = −Kda.
Now let (e∗1, e
∗
2) :=
√
2((E+B)−1e1, (E+B)
−1e2); clearly it is an orthonor-
mal moving frame for I∗. Moreover the above expression of ∇∗ shows that its
connection 1-form is also β. It follows that Kda = −dβ = K∗da∗, so that:
K∗ = K
da
da∗
=
K
(1/2) det(E +B)
=
2K
1 +H +Ke
.
We note that the metric I∗ is defined for any surface S ⊂ M . However,
it might have singularities (even when the surface S is smooth) unless S is
strictly horospherically convex, i.e., its principal curvatures are less than 1
(which implies that it remains on the concave side of the tangent horosphere
at each point). If S is a strictly horospherically convex surface S embedded in
a hyperbolic end ofM then the metric I∗ is guaranteed to be in the conformal
class of the (conformal) boundary at infinity of M . For a general surface S
the “asymptotic” metric is not directly related to the conformal infinity, and
in particular, it does not have to be in the conformal class of the boundary.
3.2 Second fundamental form at infinity
We have already defined the metric “at infinity”. Let us now add to this a
definition of what can be called the second fundamental form at infinity.
Definition 3.1. Given a surface S with first, second and third fundamen-
tal forms I, II and III, we define the first and second fundamental forms “at
infinity” as:
I∗ =
1
2
(I + 2II + III) =
1
2
(I + II)I−1(I + II) =
1
2
I((E +B)·, (E +B)·) , (3.3)
II∗ =
1
2
(I − III) = 1
2
(I + II)I−1(I − II) = 1
2
I((E +B)·, (E −B)·) .
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It is then natural to define:
B∗ := (I∗)−1II∗ = (E +B)−1(E −B) , (3.4)
and
III∗ := I∗(B∗·, B∗·) = I((E −B)·, (E −B)·) .
An interesting point is that I∗, II∗ and III∗ determine the full asymptotic devel-
opment of the metric close to infinity: the induced metrics Iρ on the surfaces
Sρ are given by Equation (3.7) below. This extends Lemma 3.1, and can be
considered as an analog of Equation (3.1).
Note that, for a surface which has principal curvatures strictly bounded
between −1 and 1, III∗ is also a smooth metric and its conformal class corre-
sponds to that on the other component of the boundary at infinity. This is a
simple consequence of Lemma 3.2 and the fact that when the principal curva-
tures are strictly bounded between −1, 1 the foliation by surfaces equidistant
to S extends all the way through the manifold M . Such manifolds were called
almost-Fuchsian in our work [26].
As before, these definitions make sense for any surface, but it is only for
a convex surface (or more generally for a horospherically convex surface) that
the fundamental forms so introduced are guaranteed to have something to do
with the actual conformal infinity of the space.
3.3 The Gauss and Codazzi equations at infinity
We also define H∗ := tr(B∗). The Gauss equation for “usual” surfaces in H3
is replaced by a slightly twisted version.
Lemma 3.4. H∗ = −K∗: the mean curvature at infinity is equal to minus
the curvature of I∗.
Proof. By definition, H∗ = tr((E+B)−1(E−B)). An elementary computation
(for instance based on the eigenvalues of B) shows that
H∗ =
2− 2 det(B)
1 + tr(B) + det(B)
.
But we have seen (as Equation (3.2)) that K∗ = 2K/(1+H+Ke). The result
follows because, by the Gauss equation, K = −1 + det(B).
However, the “usual” Codazzi equation holds at infinity.
Lemma 3.5. d∇
∗
B∗ = 0.
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Proof. Let u, v be vector fields on ∂∞M . Then it follows from the expression
of ∇∗ found above that:
(d∇
∗
B∗)(x, y) = ∇∗x(B∗y)−∇∗y(B∗x)−B∗[x, y]
= (E +B)−1∇x((E +B)B∗y)−
−(E +B)−1∇y((E +B)B∗x)−B∗[x, y]
= (E +B)−1∇x((E −B)y)−
−(E +B)−1∇y((E −B)x) − (E +B)−1(E −B)[x, y]
= (E +B)−1(d∇(E −B))(x, y)
= 0 .
3.4 Inverse transformations
The transformation I, II → I∗, II∗ is invertible. The inverse is given explicitly,
and the inversion formula exhibits a remarkable symmetry.
Lemma 3.6. Given I∗, II∗, the fundamental forms I, II such that (3.3) holds
are obtained as:
I =
1
2
(I∗ + II∗)(I∗)−1(I∗ + II∗) =
1
2
I∗((E +B∗)·, (E +B∗)·)) , (3.5)
II =
1
2
(I∗ + II∗)(I∗)−1(I∗ − II∗) = 1
2
I∗((E +B∗)·, (E −B∗)·)) .
Moreover,
B = (E +B∗)−1(E −B∗) . (3.6)
Having an expression for the fundamental forms of a surface in terms of the
ones at infinity, one can re-write the metric of Lemma 3.2 induced on surfaces
equidistant to S in terms of I∗, II∗.
Lemma 3.7. The metric (3.1) induced on the surfaces equidistant to S can
be re-written in terms of the fundamental forms “at infinity” as:
Iρ =
1
2
e2ρI∗ + II∗ +
1
2
e−2ρIII∗ . (3.7)
This lemma shows the significance of II∗ as being the constant term of
the metric. This lemma also shows clearly that when the equidistant foliation
extends all the way through M (i.e. when the principal curvatures on S are
in (−1, 1)), the conformal structure at the second boundary component of
M is that of III∗ = II∗(I∗)−1II∗. Thus, in this particular case of almost-
Fuchsian manifolds, the knowledge of I∗ on both boundary components of
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M is equivalent to the knowledge of I∗, II∗ near either component. In other
words, II∗ is determined by I∗. This statement is more general and works for
manifolds other than almost-Fuchsian.
3.5 Fundamental Theorem of surface theory “from
infinity”
Let us now recall that the Fundamental Theorem of surface theory states that
given I, II on S satisfying the Gauss and Codazzi equations, there is a unique
embedding of S into the hyperbolic space with induced metric and second
fundamental form equal to I and to II. Then (3.1) gives an expression for the
metric on equidistant surfaces to S, and thus describes a hyperbolic manifold
M in which S is embedded, in some neighborhood of S. It would be possible
to state a similar result for hyperbolic ends, uniquely determined by I∗ and
II∗ at infinity. But there is also an analogous theorem, based on a classical
result of Bers [5], in which the first (and only the first) form at infinity is used.
This can be compared with arguments used in [36], where a corresponding
second fundamental form and the Gauss and Codazzi equations “at infinity”
were introduced.
Theorem 3.8. Given a convex co-compact 3-manifold M , and a metric I∗
(on all the boundary components of M) in the conformal class of the boundary,
there is a unique foliation of each end of M by convex equidistant surfaces
Sρ ⊂ M such that (1/2)(Iρ + 2IIρ + IIIρ) = e2ρI∗, where Iρ, IIρ, IIIρ are the
fundamental forms of Sρ.
Remark 3.2. Note that one does not need to specify II∗. The first funda-
mental form I∗ (but on all the boundary components) is sufficient.
Proof. The surfaces in question can be given explicitly as an embedding of the
universal cover S˜ of S into the hyperbolic space. Thus, let (ξ, y), ξ > 0, y ∈ C
be the usual upper half-space model coordinates ofH3. Let us write the metric
at infinity as
I∗ = eφ|dz|2, (3.8)
where φ is the Liouville field covariant under the action of the Kleinian group
giving M on S2. The surfaces are given by the following set of maps: Epsρ :
S2 → H3, z 7→ (ξ, y) (here Eps stands for Epstein, who described these surfaces
in [14]):
ξ =
√
2e−ρe−φ/2
1 + (1/2)e−2ρe−φ|φz|2 , (3.9)
y = z + φz¯
e−2ρe−φ
1 + (1/2)e−2ρe−φ|φz |2 .
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As is shown by an explicit computation, the metric induced on the surfaces Sρ
is given by (3.7) with
II∗ =
1
2
(θdz2 + θ¯dz¯2) + φzz¯dzdz¯, (3.10)
θ = φzz − 1
2
(φz)
2. (3.11)
Thus, we see that II∗ is determined by the conformal factor in (3.8).
Remark 3.3. This theorem implies that the renormalized volume only de-
pends on I∗. Indeed, the foliation (Sρ) of the ends does depend only on I
∗,
and this foliation can be used for regularization and subtraction procedure.
Then the fact that the W -volume is essentially the renormalized volume im-
plies that the W -volume is a functional of I∗ only. In the next section we will
find a formula for the first variation of this functional.
Corollary 3.9. If the principal curvatures at infinity (eigenvalues of B∗) are
positive the map Epsρ is a homeomorphism onto its image for any ρ.
Proof. We first note that the map Epsρ is not always a homeomorphism, and
the surfaces Sρ are not necessarily convex, but for sufficiently large ρ both
things are true. A condition that guarantees that Epsρ is a homeomorphism
for any ρ is stated above. This condition can be obtained from the requirement
that the principal curvatures of surfaces Sρ are in [−1, 1]. Let us consider the
surface S := Sρ=0 the first and second fundamental forms of which are given
by (3.5) (this immediately follows from (3.7)). The shape operator of this
surface is then given by B = (E + B∗)−1(E − B∗). It is then clear that the
principal curvatures of S are given by ki = (1− k∗i )/(1+ k∗i ), where the k∗i are
the “principal curvatures” (eigenvalues) of B∗. The latter are easily shown to
be given by
k∗1,2 = e
−φ
(
φzz¯ ±
√
θθ¯
)
. (3.12)
It is now easy to see that the condition k1,2 ∈ (−1, 1) is equivalent to the
condition k∗1,2 > 0. This is a necessary and sufficient condition for the foliation
by surfaces Sρ to extend throughout M . If this condition is satisfied the map
Epsρ is a homeomorphism for any ρ.
Interestingly, this condition makes sense not only in the quasi-Fuchsian
situation but is more general. Thus, for example, it applies to Schottky man-
ifolds. But for Schottky manifolds, with their single boundary component,
the foliation by equidistant surfaces Sρ cannot be smooth for arbitrary ρ. It is
clear that surfaces must develop singularities for some value of ρ. We therefore
get an interesting corollary:
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Corollary 3.10. There is no Liouville field φ on C invariant under a Schottky
group such that φzz¯ is greater than |φzz − (1/2)φ2z| everywhere on C.
Proof. Indeed, if such a Liouville field existed, we could have used it to con-
struct a smooth equidistant foliation for arbitrary values of ρ, but this is
impossible.
A similar statement holds for a Kleinian group with more than two com-
ponents of the domain of discontinuity.
4 The Schla¨fli formula “from infinity”
In this section we obtain a formula for the variation of the renormalized volume.
4.1 The Schla¨fli formula for hyperbolic polyhedra
Recall first the classical Schla¨fli formula (see e.g. [31]), which is a good a
motivation for what follows. Consider a hyperbolic polyhedron P . Under a
first-order deformation of P , the first-order variation of the volume of P is
given by:
dV =
1
2
∑
e
Ledθe . (4.1)
Here the sum is over the edges of P , Le is the length of the edge e, and θe is
its exterior dihedral angle.
There is also an interesting “dual” Schla¨fli formula. Let
V ∗ = V − 1
2
∑
e
Leθe ,
be the dual volume of P , then, still under a first-order deformation of P ,
dV ∗ = −1
2
∑
e
θedLe . (4.2)
This follows from the Schla¨fli formula (4.1) by an elementary computation.
4.2 The Schla¨fli formula for hyperbolic manifolds with
boundary
As we have seen in the previous sections, the renormalized volume of a convex
co-compact hyperbolic 3-manifoldM can be expressed as the W-volume of any
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convex domain N ⊂M . The W-volume is equal to the volume of N minus the
quarter of the integral of the mean curvature over the boundary of N . Let us
consider what happens if one changes the metric in M . As was shown in [35],
the following formula for the variation of the volume holds
2δV (N) =
∫
∂N
(
δH +
1
2
〈δI, II〉
)
da. (4.3)
HereH is the trace of the shape operator B = I−1II, and the expression 〈A,B〉
stands for tr(I−1AI−1B). We can use this to get the following expression for
the variation of the W-volume:
δW (N) =
1
2
∫
∂N
(
δH +
1
2
〈δI, II〉
)
da− 1
4
∫
∂N
δHda− 1
4
∫
∂N
Hδ(da) ,
so that
δW (N) =
1
4
∫
∂N
(
δH + 〈δI, II − H
2
I〉
)
da . (4.4)
To get the last equality we have used the obvious equality
δda =
1
2
tr(I−1δI) =
1
2
〈δI, I〉da. (4.5)
The formula (4.4) can be further modified using
δH = δ(tr(I−1II)) = −tr(I−1(δI)I−1II) + tr(I−1δII) = (4.6)
= −〈δI, II〉+ 〈I, δII〉 .
We get
δW (N) =
1
4
∫
∂N
〈δII − H
2
δI, I〉da . (4.7)
It is this formula that will be our starting point for transformations to express
the variation in terms of the data at infinity.
4.3 Parametrization by the data at infinity
Let us now recall that given the data I, II on the boundary of N one can
introduce the first and second fundamental forms “at infinity” via (3.3). Con-
versely, knowing the fundamental forms I∗, II∗ “at infinity” one can recover
the fundamental forms on ∂N via (3.5). Our aim is to rewrite the variation
(4.7) of the W-volume in terms of the variations of the forms I∗, II∗.
Lemma 4.1. The first-order variation of W can be expressed as
δW (N) = −1
4
∫
∂N
〈δII∗ − H
∗
2
δI∗, I∗〉da∗. (4.8)
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A proof can be found in [27], it follows from a direct computation based on
the formulas expressing I, II in terms of I∗, II∗.
This formula could be compared to a more general formula applicable in any
dimension given in [11] and reviewed in [4]. A similar formula for the case of 4-
dimensional manifolds is given by Anderson in [3], and more recently by Albin
[2] in higher dimensions. Our derivation here is different from that in the cited
references, for we interpret the variational formula as a version of the Schla¨fli
formula. We also note that the situation is simpler for even-dimensional man-
ifolds, since the renormalized volume is then canonically defined, while in odd
dimension it depends on the choice of a metric in the conformal class at in-
finity. In odd dimension there is another, canonically defined “renormalized
volume”, namely the logarithmic term in the asymptotic expansion of the vol-
ume as a function of the parameter of an equidistant foliation. This quantity
is different from the one used here (defined in (2.1) which is the constant term
in the same asymptotic expansion.
Formula (4.8) looks very much like the original formula (4.7), except for
the minus sign and the fact that the quantities at infinity are used. The fact
that we have got the same variational formula as in terms of the data on
∂N is not too surprising. Indeed, the variational formula (4.8) was obtained
from (4.7) by applying the transformation (3.5). As it is clear from (3.3),
this transformation applied twice gives the identity map. In view of this, it is
hard to think of any other possibility for the variational formula in terms of
δI∗, δII∗ except being given by the same expression (4.7), apart from maybe
with a different sign. This is exactly what we see in (4.8).
There is another expression of the first-order variation of W , dual to (4.4),
which will be useful below.
Corollary 4.2. The first-order variation of W can also be expressed as
δW = −1
4
∫
∂N
δH∗ + 〈δI∗, II∗0 〉da∗ ,
where II∗0 is the traceless part (for I
∗) of II∗.
4.4 Conformal variations of the metric at infinity
We can now use Corollary 4.2 to show that, when varying the W-volume with
the area of the boundary defined by the I∗ metric kept fixed, the variational
principle forces the metric I∗ to have constant negative curvature. The vari-
ations we consider here do not change the conformal structure of the metric
I∗, and thus do not change the manifold M . Geometrically they correspond
to small movements of the surface ∂N inside the fixed manifold M . Thus, let
us consider a conformal deformation of the metric I∗ of the form δI∗ = 2uI∗,
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where u is some function on ∂N . Clearly for such variations 〈δI∗, II∗0 〉 = 0,
precisely because II∗0 is traceless.
Let us consider the following functional
F (N) =W (N)− λ
4
∫
∂N
da∗ (4.9)
appropriate for finding an extremum of the W-volume with the area computed
using the metric I∗ kept fixed. The first variation of this functional gives, using
Corollary 4.2:
δF = −1
4
∫
∂N
(δH∗)da∗ − λ
4
∫
∂N
4uda∗ =
1
4
∫
∂N
(δK∗)da∗ − λ
4
∫
∂N
4uda∗ .
But
δ
∫
∂N
K∗da∗ =
∫
∂N
(δK∗) + 4uK∗da∗ = 0
by the Gauss-Bonnet formula, so that
δF =
∫
∂N
(−uK∗ − uλ)da∗ .
It follows that critical points of F are characterized by the fact that K∗ = −λ.
It is not hard to compute the second variation and show that the critical points
of F are local maxima, see [27] for details.
Remark 4.1. As we have already discussed, the renormalized volume W (N)
is actually a functional of metrics I∗ on all the boundary components of M .
We have just established that this functional has an extremum, for variations
that keep the total area of the boundary components fixed, at the constant
curvature metric I∗. However, this is precisely the defining property of the
Liouville functional we have discussed in the Introduction. This establishes
the renormalized volume — Liouville action functional relation. Moreover, one
can turn the argument around and use the renormalized volume W (N) (as a
functional of the metrics I∗ on all the boundary components) as a definition
of the Liouville functional. This point of view explains why there is not one,
but a whole set of Liouville functionals — depending on which hyperbolic
three-manifold is used — and it also explains why it is so hard to define the
Liouville functional in intrinsically two-dimensional terms — because it is in
fact a three-dimensional quantity.
4.5 The renormalized volume as a function on
Teichmu¨ller space
Let us now consider the renormalized volume as a function over the Teichmu¨ller
space of ∂N ; in other terms, for each conformal class on ∂N , we consider the
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extremum ofW over metrics of given area within this conformal class. We have
just seen that this extremum is obtained at the (unique) constant curvature
metric. The main goal here is to recover by simple differential geometric
methods important results of Takhtajan and Zograf [39], Takhtajan and Teo
[41] – showing that the renormalized volume provides a Ka¨hler potential for
the Weil-Petersson metric. So the “volume” that we consider here is now
defined as follows.
Definition 4.2. Let g be a convex co-compact hyperbolic metric on M , and
let c ∈ T∂M be the conformal structure induced on ∂∞M . We call WM (c) the
value of W on the equidistant foliation of M near infinity for which I∗ has
constant curvature −1.
In other terms, by the results obtained above, WM (c) is the maximum
of W over the metrics at infinity which have the same area as a hyperbolic
metric, for each boundary component of M . Throughout this section the
metric at infinity I∗ that we consider is the hyperbolic metric, while the second
fundamental form at infinity, II∗, is uniquely determined by the choice that I∗
is hyperbolic. Its traceless part is denoted by II∗0 .
4.6 The second fundamental form at infinity as the real
part of a holomorphic quadratic differential
It is interesting to remark that, in the context considered here – when I∗ has
constant curvature – the second fundamental form at infinity has a complex
interpretation. This can be compared with the same phenomenon, discovered
by Hopf [21], for the second fundamental form of constant mean curvature
surfaces in 3-dimensional constant curvature spaces.
Lemma 4.3. When K∗ is constant, II∗0 is the real part of a holomorphic
quadratic differential (for the complex structure associated to I∗) on ∂∞M .
This holomorphic quadratic differential is given explicitly by (3.11).
Proof. By definition II∗0 is traceless, which means that it is at each point the
real part of a quadratic differential: II∗0 = Re(h). Moreover, we have seen in
Remark 3.5 that B∗ satisfies the Codazzi equation, d∇
∗
B∗ = 0. It follows
as for constant mean curvature surfaces (see e.g. [26]) that h is holomorphic
relative to the complex structure of I∗.
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4.7 The second fundamental form as a Schwarzian
derivative
The next step is to show that, for each boundary component ∂iM of M , II
∗
0i
is just the real part of the Schwarzian derivative of a natural equivariant map
from the hyperbolic plane (with its canonical complex projective structure) to
∂iM with its complex projective structure induced by the hyperbolic metric on
M . In the terminology used by McMullen [30], II∗0i is the difference between the
complex projective structure at infinity on ∂iM and the Fuchsian projective
structure on ∂iM .
To state this result, let us call σF the “Fuchsian” complex projective struc-
ture on ∂iM , obtained by applying the Poincare´ uniformization theorem to
the conformal metric at infinity on ∂iM . The universal cover of ∂iM , with
the complex projective structure lifted from σF , is projectively equivalent to
a disk in CP 1. We also call σQF the projective structure induced on ∂iM by
the hyperbolic metric on M . Here “QF” stands for quasi-Fuchsian (while M
is only supposed to be convex co-compact). This notation is used to keep close
to the notation in [30]. The map φ : (∂iM,σF ) → (∂iM,σQF ) is conformal
but not projective between (∂iM,σF ) and (∂iM,σQF ), so we can consider its
Schwarzian derivative S(φ).
Lemma 4.4. II∗0 = −Re(S(φ)).
A simple way to prove this assertion is to use the formula (3.11) for the
holomorphic quadratic differential θ whose real part gives the traceless part of
II∗. The Liouville field φ that enters into this formula can be simply expressed
in terms of the conformal map from ∂iM to the hyperbolic plane. It is then a
standard and simple computation to verify that θ is equal to the Schwarzian
derivative of this map, see e.g. [39].
It is possible to reformulate the statement (4.4) slightly using the following
definition.
Definition 4.3. Let θi be the restriction to ∂iM of S(φ).
This is notation is analogous to the notations used in [30], the index i is
useful to recall that this quantity is related to ∂iM .
Then θi is a quadratic holomorphic differential (QHD) on ∂iM , and, still
using the notations in [30], the definition of θi can be rephrased as: θi =
σQF − σF . The Lemma can then be written as: II∗0i = Re(θi). A geometric
proof of this lemma is given in the appendix of [27].
Remark 4.4. Note that θi can also be considered as a complex-valued 1-form
on the Teichmu¨ller space of ∂iM . Indeed, it is well known that the cotangent
vectors to TS , where S is a Riemann surface, can be described as holomorphic
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quadratic differentials q on S. The pairing with a tangent vector (Beltrami
differential µ) is given by the integral of qµ over S. The complex structure
on TS can then be described as follows: the image of the cotangent vector q
under the action of the complex structure J is simply J(q) = iq. Another, more
geometric way to state the action of J is to note that it exchanges the horizontal
and vertical trajectories of q. Thus, holomorphic quadratic differentials q on
S are actually holomorphic 1-forms on TS .
4.8 The second fundamental form as the differential of
WM
There is another simple interpretation of the traceless part of the second fun-
damental form at infinity.
Lemma 4.5. The differential dWM of the renormalized volume WM , as a
1-form over the Teichmu¨ller space of ∂M , is equal to (−1/4)II∗0 .
Proof. This is another direct consequence of Corollary 4.2 because, as one
varies I∗ among hyperbolic metrics, H∗ (which is equal to K∗) remains equal
to −1, so that δH∗ = 0.
Corollary 4.6. θi = −4∂WM .
Proof. This follows directly from the lemma, since we already know that θi is
a holomorphic differential.
Remark 4.5. We would like to emphasize how much simpler is the proof given
above than that given in [39], [41]. Unlike in these references, which obtain
the above result on the gradient of WM via an involved computation using
a reasonably complicated cohomology machinery, Corollary 4.2 implies this
result in one line. This demonstrates the strength of the geometric method
used here. Our proof can be immediately extended even to situations where
the methods of [41] are inapplicable, such as manifolds with cone singularities.
See more remarks on this case below.
Lemma 4.5 and, in particular, its corollary above, is the key fact needed
to demonstrate that the renormalized volume plays the role of the Ka¨hler
potential on Teichmu¨ller space. The remainder of the proof is in part 6.3
below, after some considerations on quasifuchsian reciprocity, which are partly
based on the results of this section and are needed in the proof.
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5 Kleinian reciprocity
5.1 Statement
Kleinian reciprocity, as defined by McMullen [30], is the extension of Theorem
1.3 to the more general setting of a geometrically finite hyperbolic 3-manifold
M . Let GF(M) be the space of complete geometrically finite hyperbolic met-
rics on M . Each metric g ∈ GF induces a complex projective structure σ(g)
on ∂M .
Theorem 5.1. σ(GF) is Lagrangian in CP∂M .
As explained in the introduction and proved in Section 5.2.1 below, The-
orem 1.2 is a direct corollary of this statement. The proof of Theorem 1.2
given in [30] can be described as analytic, as it takes place in the universal
cover of M and uses the symmetry of a certain kernel related to the Beltrami
problem. By contrast, the arguments considered here are mostly geometric
and take place in M .
We will describe here three (other) proofs of Theorem 5.1, corresponding
to different ways to consider the space of complex projective structures CP.
• When CP is considered in complex terms, and identified with T ∗TC , the
cotangent bundle of the space of complex structures on ∂M , Theorem 5.1
follows from the first variation of the renormalized volume, as explained
in the introduction. This is the argument described in the introduction.
• When CP is considered in hyperbolic terms, and identified with T ∗TH ,
Theorem 5.1 follows from the dual Bonahon-Schla¨fli formula for the first
variation of the dual volume of the convex core. The equivalence with
the previous viewpoint is clear through Theorem 1.5.
• When CP is considered as (a connected component of) a space of equiv-
alence classes of representations of π1(∂M) into PSL(2,C), Theorem
5.1 can be proved by a completely different argument, based on exact
sequences and Poincare´ duality, which was discovered (previousy) by S.
Kerckhoff. The equivalence with the complex or the hyperbolic view-
point follows from the fact that the Goldman form on the space of repre-
sentations of π1(∂M) into PSL(2,C) is equal (up to multiplication by a
constant) to the symplectic form obtained from the cotangent symplectic
form on T ∗T , as proved by Kawai [23].
We briefly describe these three arguments in the next subsections. We
consider here for simplicity the case of quasifuchsian manifolds, however all
arguments can be extended without difficulty to the more general context of
geometrically finite hyperbolic 3-manifolds.
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5.2 The first variation of the renormalized volume
We give here the proofs announced in the introduction of quasifuchsian reci-
procity from the first-order variation formula for the renormalized volume.
5.2.1 From Theorem 1.3 to Theorem 1.2. Suppose that Theorem 1.3
holds, and consider a pair (c′−, 0), (0, c
′
+) of tangent vectors in Tc−T × Tc+T .
In addition to the notations from Section 1.8, we introduce the notation
B : T∂M → T ∗T∂M for the map to the total space of the bundle T ∗T∂M ,
corresponding to the section β of T ∗T∂M . We use the notation D for the dif-
ferential as in the introduction, and call ∇ the Levi-Civita connection of the
Weil-Petersson metric on the cotangent bundle of both T and T (we could use
another connection). Thus ∇ determines a connection on T∂M = T × T , and
this connection defines an identification T (T ∗T∂M ) ≃ TT∂M × T ∗T∂M . With
those notations:
〈Dβ+(c′−, 0), c′+〉 − 〈Dβ−(0, c′+), c′−〉
= 〈(∇c′
−
β−, Dβ+(c
′
−, 0)), (0, c
′
+)〉
− 〈(Dβ(0, c′+),∇c′+β+), (c′−, 0)〉
= ω∗(B∗(c
′
−, 0), B∗(0, c
′
+)) = 0 ,
where the last equality follows from Theorem 1.3. This proves Theorem 1.2.
Corollary 1.4 is also a direct consequence of Theorem 1.3. Indeed, for fixed
c−, β+(c−, T ) is a Lagrangian submanifold in T ∗T by Theorem 1.3. It is also
the graph of a 1-form by definition, and it is well-known (and can be checked
by a direct computation) that a 1-form is closed if and only if its graph is
Lagrangian.
Conversely, Theorem 1.3 follows quite directly from Theorem 1.2 together
with Corollary 1.4. To see this, let c− ∈ T , c+ ∈ T , v− ∈ Tc−T , v+, v′+ ∈ Tc+T .
Then the computation above, done backwards, shows that
ω∗(B∗(v−, 0), B∗(0, v+)) = 0 .
In addition,
ω∗(B∗(0, v+), B∗(0, v
′
+)) = 〈(Dv+β−,∇v+β+), (0, v′+)〉
− 〈(Dv′
+
β−,∇v′
+
β+), (0, v+)〉
= 〈∇v+β+, v′+〉 − 〈∇v′+β+, v+〉
= dβ+(v+, v
′
+)
= 0 ,
where the last equality comes from Corollary 1.4. Theorem 1.3 follows by
linearity.
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5.2.2 Proof of Theorem 1.3. Theorem 1.3 follows very directly from the
basic properties of the renormalized volume WM as they are described above.
Indeed we have seen that
β = −II∗0 =
1
4
dWM .
So β is closed. This argument extends as it is to the more general setting of
Theorem 5.1.
5.3 The boundary of the convex core and the grafting
map
The second argument leading to quasifuchsian reciprocity is also based on
hyperbolic geometry, and more specifically on the geometry of the convex
core of quasifuchsian 3-manifolds. It rests on an extension of the classical
Schla¨fli identity for convex cores of quasifuchsian manifolds, found by Bonahon
[9], which leads to an analog of Theorem 5.1 where the renormalized volume
is replaced by the volume of the convex core, and the cotangent bundle of
Teichmu¨ller space is considered in “hyperbolic” terms.
5.3.1 The convex core of quasifuchsian manifolds. Let M be a quasi-
fuchsian hyperbolic 3-manifold. M contains a smallest non-empty geodesically
convex subset, its convex core C(M), which is compact and homeomorphic to
M . The boundary of C(M) is therefore the disjoint union of two copies of a
surface S of genus at least 2, which we call the “upper” and “lower” bound-
ary components of C(M). Since C(M) is a minimal convex subset, it has
no extreme points, so ∂C(M) is locally convex and ruled (there is a geodesic
segment of the ambient manifold, contained in C(M), containing each point).
It follows that the induced metric m on ∂C(M) is hyperbolic (it has constant
curvature −1), but ∂C(M) is pleated along a measured geodesic lamination l.
More details can be found in [42].
5.3.2 Measured laminations as cotangent vectors. When thinking of
Teichmu¨ller space in terms of hyperbolic metrics on surfaces, it is natural to
associate its cotangent bundle with measured laminations, rather than with
holomorphic quadratic differentials. The identification goes as follows. Let
l ∈ ML be a measured lamination, and let m ∈ T be a hyperbolic metric,
both on S. It is then possible (see [10]) to define the length of l for m, Lm(l).
This defines a smooth function
L·(l) : T → R≥0 .
The differential dL·(l) at m is an element of T
∗
mT , and the map ML→ T ∗mT
is a homeomorphism (see e.g. [28]).
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This construction defines a natural identification between T × ML and
T ∗T . But T ∗T has a cotangent symplectic structure, which we call ωH here.
It can be pulled back to T ×ML, where we still call it ωH . It can be defined
quite explicitly in terms of the intersection form on ML, see [38].
5.3.3 A Lagrangian submanifold. Given a quasifuchsian metric g ∈ QF ,
we can consider the induced metrics on the upper and lower boundary compo-
nents of the convex core, m+,m− ∈ T , and the corresponding measured bend-
ing laminations, l+, l− ∈ ML. So we have two points (m+, l+), (m−, l−) ∈
T ×ML. This defines a map H : QF → T ∗T∂M .
Theorem 5.2. H(QF) is a Lagrangian submanifold of (T ∗T∂M , ωH).
The main ideas of the proof are explained in the next subsection. Theorem
1.3 directly follows from this result and from Theorem 1.5, according to which
the grafting map is symplectic (up to a constant).
5.3.4 The Bonahon-Schla¨fli formula for the volume of the convex
core. The convex core of a quasifuchsian manifold is, in some ways, reminis-
cent of a convex polyhedron. The main differences are: it has no vertices and
edges are replaced by a measured lamination. This gives, in a sense, a much
richer structure.
Bonahon [8] has extended the Schla¨fli formula recalled in Part 4.1 to this
setting as follows. Let M be a convex co-compact hyperbolic manifold (for in-
stance, a quasifuchsian manifold), let µ be the induced metric on the boundary
of the convex core, and let λ be its measured bending lamination. By a “first-
order variation” of M we mean a first-order variation of the representation of
the fundamental group of M . Bonahon shows that the first-order variation
of λ under a first-order variation of M is described by a transverse Ho¨lder
distribution λ′, and there is a well-defined notion of length of such transverse
Ho¨lder distributions. This leads to a version of the Schla¨fli formula.
Lemma 5.3 (The Bonahon-Schla¨fli formula [8]). The first-order variation of
the volume VC of the convex core of M , under a first-order variation of M , is
given by
dVC =
1
2
Lµ(λ
′) .
Here λ′ is the first-order variation of the measured bending lamination,
which is a Ho¨lder cocycle so that its length for µ can be defined, see [6, 7, 8, 9].
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5.3.5 The dual volume. Just as for polyhedra above, we define the dual
volume of the convex core of M as
V ∗C = VC −
1
2
Lµ(λ) .
Lemma 5.4 (The dual Bonahon-Schla¨fli formula). The first-order variation
of V ∗ under a first-order variation of M is given by
dV ∗C = −
1
2
L′µ(λ) .
This formula has a very simple interpretation in terms of the geometry of
Teichmu¨ller space: up to the factor −1/2, dV ∗ is equal to the pull-back by δ of
the Liouville form of the cotangent bundle T ∗T . Note also that this formula
can be understood in an elementary way, without reference to a transverse
Ho¨lder distribution: the measured lamination λ is fixed, and only the hyper-
bolic metric µ varies. The proof can be found in [28], it is based on Lemma
5.3.
Theorem 5.2 is a direct consequence of Lemma 5.4: since dV ∗C coincides with
the Liouville form of T ∗T∂M on H(QF), it follows immediately that H(QF)
is Lagrangian for the symplectic form ωH on T
∗T∂M .
5.4 Deformations of representations and Poincare´ duality
Steve Kerckhoff found another (unpublished) proof of Theorem 5.1 based on
topological ideas and in particular on his earlier work with Craig Hodgson [20].
This proof works in the context of deformations of PSL(2,C) representa-
tions, the symplectic form on CP is here the Goldman symplectic form ωG on
CP. Recall (from [15]) that given a complex projective structure σ on ∂M ,
its holonomy representation is a morphism ρ from π1(∂M) to PSL(2,C). The
tangent space to CP at σ is then naturally identified with the cohomology
space H1(∂M ;E), where E is a sl(2,C) bundle over ∂M naturally associated
to ρ – it is the bundle of local projective vector fields for σ on ∂M . Given
two cohomology classes u, v ∈ H1(∂M ;E), one can consider their cup product
u ∪ v ∈ H2(∂M,C), and integrate it over ∂M . This defines the Goldman
symplectic form
ωG : H
1(∂M ;E)×H1(∂M ;E)→ C .
Kawai [23] proved that this symplectic form is equal, up to a constant, to
the canonical symplectic form on CP∂M , obtained for instance by identification
of CP∂M with T ∗T∂M through the Schwarzian derivative, see [12].
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Kerckhoff’s proof is based on the long exact sequence in cohomology for
the pair (M,∂M):
· · · → H1(M,∂M ;E)→ H1(M ;E) α→ H1(∂M ;E) β→ H2(M,∂M ;E)→ · · ·
Here α is restriction of the deformation from M to ∂M . Note that the map
H1(M,∂M ;E)→ H1(M ;E) is zero, since any non-trivial deformation of the
hyperbolic structure onM induces a non-zero deformation of the complex pro-
jective structure on the boundary (this follows for instance from the Ahlfors-
Bers theorem). As a consequence, α is injective.
Part of the long exact sequence above can be extended as the commutative
diagram below, taken from [20, p. 42].
H1(M ;E)
α
//

H1(∂M ;E)
β
//

H2(M,∂M ;E)

H2(M,∂M ;E)∗
β∗
// H1(∂M ;E)∗
α∗
// H1(M ;E)∗
Here the vertical arrows are the Poincare´ duality maps. Recall that Poincare´
duality can be defined using the cup product as above. In particular, the
Poincare´ dual u∗ of a form u, for instance in H1(∂M ;E), is such that, for all
v ∈ H1(∂M ;E), ωG(u, v) = 〈u∗, v〉.
Let u, v ∈ H1(M ;E). It follows from the above commutative diagram that
ωG(α(u), α(v)) = 〈α(u), α(v)∗〉
= 〈α(u), β∗(v∗)〉
= 〈β ◦ α(u), v∗〉
= 0 .
It also follows from the above exact sequence (or from the upper part of the
commutative diagram and the fact that α is injective) that dimH1(∂M ;E) =
2 dimH1(M ;E) (see [20] for the details). So α(H1(M ;E)) is Lagrangian in
H1(∂M ;E), and this, along with Kawai’s result [23], provides yet another
proof of Theorem 5.1.
6 The renormalized volume as a Ka¨hler potential
In this section we again consider the setting of quasi-Fuchsian manifolds and
recover the result of Takhtajan and Teo [41]: the renormalized volume WM
with c− fixed is a Ka¨hler potential for the Weil-Petersson metric on T∂+M .
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6.1 Notations
To simplify notations a little, we set θc− := θ(c−, ·), so that the real part of θc−
is β+(c−, ·). Since we already know that θc− = 4∂WM , we only need to prove
that ∂(iθc−) = −2ωWP , where ωWP is the Ka¨hler form of the Weil-Petersson
metric on T∂+M .
An important part of the argument is that dθc− , as a 2-form on T∂+M , does
not depend on c−. This appears as Theorem 7.2 in McMullen’s paper [30].
We include a proof for completeness, following the proof given in [30].
Proposition 6.1. The differential dθc− , considered as a complex-valued 2-
form on T∂+M , does not depend on c−.
Proof. Let v− ∈ Tc−T∂−M , we want to show that the corresponding first-order
variation Dv−(dθc−) of dθc− vanishes. This will follow from the fact that the
first-order variation of θc− corresponding to v−, Dv−θc− , is the differential of
a function defined on T∂+M , namely the function fv− defined by
fv−(c+) = 〈θc−(c+), v−〉 ,
where 〈, 〉 is the duality pairing.
The fact that Dv−θc− = dfv− can be proved by evaluating both sides on a
vector v+ ∈ Tc+T∂+M and using the quasi-Fuchsian reciprocity. Since θc− is a
complex 1-form with real part equal to β+(c−, ·), Theorem 1.2 indicates that:
〈Dv−θc− , v+〉 = 〈Dβ+(c−, c+)(v−, 0), v+, 〉 =
= 〈Dβ−(c−, c+)(0, v+), v−〉 = dfv−(v+) .
It clearly follows that dθc− , as a 2-form on T∂+M , does not depend on c−.
6.2 Local deformations near the Fuchsian locus
That WM is a Ka¨hler potential is now reduced to a simple computation in the
Fuchsian situation.
Proposition 6.2. Suppose that M is a Fuchsian manifold, with c+ = c−.
Let I∗ be the hyperbolic metric in the conformal class c+. Under a first-order
deformation which does not change c−, the variation of I
∗ and II∗0 on ∂+M
are related by:
δII∗0 = −δI∗ .
The proof is quite elementary, it is based on the fact that, for a quasifuch-
sian manifold which is “close to Fuchsian”, the metrics at infinity on the upper
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and lower components of the boundary are I∗ and III∗ respectively (where III∗
is the third fundamental form at infinity on the upper boundary component).
Moreover, if I∗ has constant curvature, then III∗ also has constant curvature
(see [27]).
6.3 Ka¨hler potential
We can reformulate this statement by calling θR := Re(θc−), so that, by
Lemma 4.4, θR(X) = −〈X, II∗0 〉. Using the previous proposition, this can then
be stated as
(DXθR)(Y ) = 〈X,Y 〉WP ,
where D is the Levi-Civita connection of the Weil-Petersson metric on T∂+M .
We can now compute explicitly an expression of ∂θc− , denoting by J the
complex structure on T∂−M .
∂θc−(X,Y ) = (DXθc−)(Y ) + i(DJXθc−)(Y )
= (DXθR)(Y )− i(DXθR)(JY ) +
+i((DJXθR)(Y )− i(DJXθR)(JY ))
= 〈X,Y 〉 − i〈X, JY 〉+ i〈JX, Y 〉+ 〈JX, JY 〉
= 2(〈X,Y 〉 − i〈X, JY 〉) .
This means precisely that ∂θc−(X, JX) = 2i‖X‖2WP , and we recover the
result of Takhtajan and Teo [41] that WM is a Ka¨hler potential for the Weil-
Petersson metric.
Note that this statement could be compared to the fact (proved recently in
[17]) that, on the Fuchsian locus, the Hessian of the area of the (unique) closed
minimal surface, as a function on T × T , is compatible with the hypothesis
that this area is also a Ka¨lher potential for the Weil-Petersson metric.
7 The relative volume of hyperbolic ends
So far we have considered a version of the renormalized volume defined for
hyperbolic 3-manifoldsM as a whole. This means that only certain very special
projective structures can arise at boundary components ∂M . It is interesting,
however, to extend the notion of renormalized volume (and thus of Liouville
action) to arbitrary projective structures at the boundary. This is achieved
by the notion of the relative volume that we consider in this section. When
the projective structure in question is such that a non-singular hyperbolic 3-
manifold M realizing it exists, then the renormalized volume of M is just the
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sum of relative volumes of its hyperbolic ends and the (dual) volume of the
convex core C(M).
We first recall some results due to Bonahon concerning the first variation of
the volume of the convex core of a quasifuchsian manifold. We then introduce
the relative volume of a hyperbolic end, and give a first variation formula for
it. This establishes an analog of Kleinian reciprocity in the relative volume
context, and proves that the grafting map is symplectic.
7.1 Definition
The relative volume is defined for (geometrically finite) hyperbolic ends rather
than for hyperbolic manifolds. Thus, consider a hyperbolic end M . The
procedure used in the definition of the renormalized volume can be used in
this setting, leading to the relative volume of the end. We will say that a
geodesically convex subset K ⊂ M is a collar if it is relatively compact and
contains the metric boundary ∂0M of M (possibly all geodesically convex
relatively compact subsets of M are collars, but it is not necessary to consider
this question here). Then ∂K ∩M is a locally convex surface in M .
The relative volume ofM is related both to the (dual) volume of the convex
core and to the renormalized volume; it is defined as the renormalized volume,
but starting from the metric boundary of the hyperbolic end. We follow the
same path as for the renormalized volume and start from a collar K ⊂M . We
set
W (K) = V (K)− 1
4
∫
∂K
Hda+
1
2
Lµ(λ) ,
where H is the mean curvature of the boundary of K, µ is the induced metric
on the metric boundary ∂0M ofM , and λ is its measured bending lamination.
As for the renormalized volume we define the metric at infinity as
I∗ := lim
ρ→∞
2e−2ρIρ ,
where Iρ is the set of points at distance ρ from K. The conformal structure
of I∗ is equal to the canonical conformal structure c∞ at infinity of M .
Here again, W only depends on I∗ (and on M). Not all metrics in c∞
can be obtained from a compact subset of M , however all metrics do define
an equidistant foliation close to infinity in M , and it is still possible to define
W (I∗) even when I∗ is not obtained from a convex subset ofM . So W defines
a function, still called W , from metrics in the conformal class c∞ to R.
Lemma 7.1. For fixed area of I∗, W is maximal exactly when I∗ has constant
curvature.
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The proof follows directly from the arguments used in [27] (and reviewed in
Section 7) so we do not repeat it here. It takes place entirely on the boundary
at infinity so it makes no difference whether one considers a hyperbolic end or
a geometrically finite hyperbolic manifold.
Definition 7.1. The relative volume VR of M is W (I
∗) when I∗ is the hy-
perbolic metric in the conformal class at infinity on M .
7.2 The first variation of the relative volume
Proposition 7.2. Under a first-order variation of the hyperbolic end, the
first-order variation of the relative volume is given by
V ′R =
1
2
L′µ(λ)−
1
4
∫
∂∞E
〈I∗′, II∗0 〉da∗ . (7.1)
The proof is based on the arguments described in the previous sections,
both for the first variation of the renormalized volume and for the first variation
of the volume of the convex core.
7.3 The grafting map is symplectic
Since hyperbolic ends are in one-to-one correspondence with CP 1-structures,
we can consider the relative volume VR as a function on the space of projec-
tive structures CP . This space is canonically identified with the (complex)
cotangent bundle T ∗TC , where the subscript C indicates that one is talking
about the complex Teichmu¨ller space. Let βC be the Liouville form on T
∗TC .
Consider now the space T ×ML associated with the metric boundary of our
hyperbolic end. In the previous sections we have discussed how this space can
be naturally identified by the map δ with T ∗TH . Let λH be the Liouville form
on T ∗TH .
We can now consider the grafting map Gr : T × ML → CP 1, and the
composition δ ◦Gr−1 : CP → T ∗TH . This latter map turns out to be C1 (see
[28]), a fact which is somewhat surprising since there is no C1 structure on
ML. It pulls back λH as
(δ ◦Gr−1)∗λH = L′µ(λ) .
Under the identification of CP with T ∗TC through the Schwarzian derivative,
the expression of λC is
λC =
∫
∂∞M
〈I∗′, II∗0 〉da∗ .
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So Proposition 7.2 can be formulated as
dVR =
1
2
(δ ◦Gr−1)∗λH − 1
4
λC ,
and it follows that 2(δ ◦Gr−1)∗ωH = ωC . This means that the grafting map
preserves (up to a constant) the symplectic form and is thus symplectic. This
statement can also be rephrased in a way analogous to (5.1) by saying that
the subspace of the space (T ×ML) × CP that can be realized on the two
boundaries of a hyperbolic end is a Lagrangian submanifold in (T ×ML)×CP .
8 Manifolds with particles and the Teichmu¨ller theory of
surfaces with cone singularities
One key feature of the arguments presented in this work is that they are al-
ways local, in the sense that they depend on local quantities defined on the
boundaries of compact subsets of quasi-Fuchsian manifolds. Thus, we make
only a very limited use of the fact that the quasi-Fuchsian manifolds are actu-
ally quotients of hyperbolic 3-space by a group of isometries. One place where
this is used is in the proof of the fact that II∗ is determined by I∗ (actually
a direct consequence of the Bers double uniformization theorem). We expect
that all the results should extend from quasi-Fuchsian (more generally geo-
metrically finite) manifolds to the “quasi-Fuchsian manifolds with particles”
which were studied e.g. in [26, 32]. Those are actually cone-manifolds, with
cone singularities along infinite lines running from one connected component
of the boundary at infinity to the other, along which the cone angle is less
than π.
In the (non-singular) quasi-Fuchsian setting the Bers double uniformization
theorem shows that everything is determined by the conformal structure at
infinity. The corresponding statement holds for “quasifuchsian manifolds with
particles”; a first step towards it is made in [32], while the second step is made
in [29]. The corresponding statement for more general, convex co-compact
manifolds, remains however elusive.
Those results can be used to obtain results on the Teichmu¨ller-type space
of hyperbolic metrics with n cone singularities of prescribed angles on a closed
surface of genus g. Note that this space, which can be denoted by Tg,n,θ (with
θ = (θ1, · · · , θn) ∈ (0, π)n) is topologically the same as the “usual” Teichmu¨ller
space Tg,n of hyperbolic metrics with n cusps (with a one-to-one correspon-
dence from [43]) but it has a natural “Weil-Petersson” metric which is different.
It follows from the considerations made here, extended to quasifuchsian mani-
folds with particles, that this “Weil-Petersson” metric is still Ka¨hler, with the
renormalized volume playing the role of a Ka¨hler potential — a result also
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obtained by different arguments by Schumacher and Trapani [37]. We leave
the detailed investigation of this extension to quasifuchsian cone manifolds for
future work.
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