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Short-data Recursive HMM Parameter Estimation for Rapid
Vision-based Aircraft Heading Estimation
Timothy L. Molloy and Jason J. Ford
Abstract—Rapid recursive estimation of hidden Markov
Model (HMM) parameters is important in applications that
place an emphasis on the early availability of reasonable
estimates (e.g. for change detection) rather than the provision
of longer-term asymptotic properties (such as convergence,
convergence rate, and consistency). In the context of vision-
based aircraft (image-plane) heading estimation, this paper
suggests and evaluates the short-data estimation properties of 3
recursive HMM parameter estimation techniques (a recursive
maximum likelihood estimator, an online EM HMM estimator,
and a relative entropy based estimator). On both simulated and
real data, our studies illustrate the feasibility of rapid recursive
heading estimation, but also demonstrate the need for careful
step-size design of HMM recursive estimation techniques when
these techniques are intended for use in applications where
short-data behaviour is paramount.
I. INTRODUCTION
Hidden Markov model (HMM) parameter estimation has
been a well studied topic over the last few decades, [1]–[4]
and references within. The focus in analysis of many recur-
sive (or online) HMM parameter estimators has typically and
quite reasonably been placed on the long-term (or infinite
data length source) properties of the estimators such as
convergence, asymptotic convergence rate, and consistency
[4]. However, in some important applications, rapid recursive
estimation of HMM parameters is required on the basis
of short-data (e.g. in applications which require the quick
identification and isolation of parametric changes in observed
dynamics). If the data length is known a priori then batch
estimation techniques would be appropriate, but otherwise
it is desirable to avoid making arbitrary data length choices
and instead observe a system until “confident” enough that
a parametric change has occurred, and then take appropriate
action. For example, short-data behaviour is paramount if
the parameter estimates are being used in a change detection
algorithm such as GCUSUM [5], or being used in other
ways in time sensitive applications such as aircraft mid-air
collision avoidance [5].
In some sense, this rapid recursive estimation situation
appears to lie between the two standard parameter estimation
paradigms of: i) infinite data recursive estimation and ii)
limited data batch estimation. Unfortunately, as summarised
in the recent HMM parameter estimation survey of [4], the
study of this recursive estimation situation, as characterised
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through the short-data properties of recursive HMM estima-
tion techniques, has been quite limited.
The main contribution of this paper is to suggest, describe,
and evaluate 3 techniques for rapid (or short-data) recursive
vision-based aircraft heading estimation. These techniques
are based on a selection of representative HMM recursive pa-
rameter estimation algorithms (a recursive maximum likeli-
hood estimator, an online EM HMM estimator, and a new rel-
ative entropy based estimator). Simulated and real data sets
are used to illustrate the feasibility of achieving rapid vision-
based aircraft heading estimation using these algorithms, and
then examine the variation in short-data performance of the
techniques with step-size choice. Interestingly, the evaluated
techniques seem to exhibit different sensitivities to step-size
choice, which suggests that recursive estimation techniques
may need to be carefully designed when used in applications
where short-data estimation behaviour is important. This
work extends our earlier work on vision-based detection of
potential mid-air collision involving unmanned aircraft [6],
manned aircraft [7], and supplements our recent work on
vision-based heading estimation [8] and vision-based change
detection for aircraft manoeuvre detection [5], [9].
This paper is structured as follows: we first introduce our
HMM aircraft target representation (Section II) before sug-
gesting our candidate HMM parameter estimators (Section
III), and then discussing implementation issues (Section IV)
and our simulation and real data studies (Sections V and VI).
Brief conclusions are provided in Section VII.
II. HMM TARGET REPRESENTATION
This paper considers aircraft tracking and image-plane
heading estimation on the basis of image measurements (at
ranges such that the aircraft appears to be small-sized, of
the order of a pixel). For this purpose, we present an HMM
representation that is suitable for tracking and estimating
the motion of a slow-moving pixel-sized aircraft target in
an image sequence. We will assume image measurements
will be pre-processed by a morphological filter operation to
improve the contrast of small objects and to remove image
clutter (see [6] or [7] for detailed justifications of HMM
representations and the use of morphological processing).
A. Markov Chain Representation of Target Dynamics
Consider a target that resides on a two dimensional grid
of pixels {(m,n) : 1 ≤ m ≤ Nv, 1 ≤ n ≤ Nh} where Nv
and Nh are the vertical and horizontal grid dimensions
respectively. Let us associate the pixel in the mth row
(1 ≤ m ≤ Nv) and nth column (1 ≤ n ≤ Nh) with an
indicator vector ei , [0, . . . , 0, 1, 0, . . . , 0]′ ∈ RN that has
a 1 in the ith component, i = m + (n − 1)Nv , and zeros
elsewhere.
For each k ≥ 0, we consider the target to be located
at a specific pixel in the grid, and denote this location
xk ∈ {e1, e2, . . . , eN} for k ≥ 0. Let pi0 ∈ RN denote
the a priori distribution of x0. At each k > 0, the target can
transition between locations (or image pixels) in a manner
defined by a matrix of transition probabilities A ∈ RN×N
where Aij , P (xk+1 = ei|xk = ej) is the probability of the
target transitioning from pixel ej to pixel ei in a single time
step (and we note that
∑N
i=1A
ij = 1 for all j). To provide a
physically meaningful description of slow target motion, we
assume the probability of a target transitioning between non-
adjacent pixels to be zero (i.e. target motion is continuous on
the image-plane), and hence A is a sparse matrix with non-
zero probabilities only for transitions between neighbouring
pixels and self-transitions. However, to allow description as
an ergodic Markov chain, for transitions beyond the image
edge we introduce physically artificial transitions to the
opposite side of the image.
We assume the transition properties are uniform across
the image and hence can been parameterised by transition
schemes (as shown in Figure 1) [6], [8]. Specifically, we
will denote a scheme with the structure shown in Figure
1 using the vector of probabilities θ ∈ Sθ where Sθ ,{
θ ∈ R9 : θi ≥ 0 for all 1 ≤ i ≤ N and ∑9i=1 θi = 1}.
Importantly, in this paper we will use transition schemes to
describe the expected image-plane speed of a target [10]
E [v] =
9∑
i=1
θi
√
row(i)2 + col(i)2 (1)
and the expected image-plane heading
E [ψ] =
9∑
i=1
θi arctan(col(i)/ row(i)) (2)
where row(i) , 1 − [(i − 1) mod 3], and col(i) , ((i −
1) − [(i − 1) mod 3])/3 − 1 for 1 ≤ i ≤ 9, and v ∈
[0, 1] is that target’s image-plane speed in pixels per frame
and ψ ∈ [0◦, 360◦) is the target’s image-plane heading in
degrees. Finally, we will let A (θ) denote the transition matrix
parameterised by the transition scheme θ.
B. Image Observations
In this paper, we assume that the target’s pixel location
is observed for k ≥ 1 through noisy grayscale images
yk ∈ RN from an electro-optical imaging sensor. The
measurement conditional densities bi (yk) , p(yk |xk = ei )
for 1 ≤ i ≤ N describe the probability of observing the
image yk given that the target is located in pixel ei at time
k. We will use B (yk) ∈ RN×N to denote diagonal matrix
B (yk) = diag b (yk). In principle, the values of B (yk) can
be empirically estimated on the basis of morphological image
sequences (see [6]); however, in this paper we will use the
approximation [10]
b (yk) = CMO (yk, S) + 1 (3)
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Fig. 1. Transition scheme describing the probabilities of a target at time k
transitioning to each adjacent pixel at time k+1. For example, θ5 describes
the probability of a target remaining in the same pixel at time k + 1 as at
time k anywhere in the image. The transition scheme is referred to as a
quadrant transition scheme when only the shaded elements (θ4, θ5, θ7 and
θ8) are non-zero.
where 1 ∈ RN is a vector of ones, and CMO (·, S) : RN 7→
RN is the morphological close-minus-open transform of the
image yk by the structuring element S (here, a 5× 5 square
of ones, see [6], [7] for more details).
We will denote an HMM representation of the tar-
get dynamics and image observation process by λ (θ) =
(A (θ) , B (·) , pi0).
III. CANDIDATE HMM PARAMETER ESTIMATORS
In this section, we present the three candidate recursive (or
online) HMM parameter estimators that we will consider: the
recursive maximum likelihood (RML) algorithm of [11], the
online EM (OEM) algorithm of [12], and the HMM triangle
relative entropy rate-based (TRER) approach of [8].
A. Recursive Maximum Likelihood Parameter Estimator
The RML estimator aims to find estimates θ¯k that
maximise the normalised log-likelihood function `k (θ) ,
1/k log p
(
y[1,k]
∣∣∣ θ) over θ ∈ Sθ. Let θ¯k denote a prelimi-
nary RML parameter estimate, and θ¯[1,k] denote the sequence
of estimates θ¯1, θ¯2, . . . , θ¯k. In order to introduce the RML
parameter estimator, let us define the the adaptive HMM
prediction filter Xˆk+1|k
(
θ¯[1,k+1]
) ∈ RN with ith element
Xˆik+1|k
(
θ¯[1,k+1]
)
, p
(
Xk+1 = ei
∣∣∣y[1,k], θ¯[1,k+1]) given by
[11]
Xˆk+1|k
(
θ¯[1,k+1]
)
= Nk|kA
(
θ¯k+1
)
B (yk) Xˆk|k−1
(
θ¯[1,k]
)
where Xˆ0|−1 , pi0 and
Nk|k =
〈
1, B (yk) Xˆk|k−1
(
θ¯[1,k]
)〉−1
.
Here 〈·, ·〉 denotes the inner product.
Let us now define Hˆk ∈ R9 as the (estimated) gradient
of the log-likelihood function at time k ≥ 1 evaluated at θ¯k
with ith element
Hˆik , Nk|kb (yk)
′
wˆik
where wˆik ∈ RN for 1 ≤ i ≤ 9 is given by the recursion
wˆik+1 , Nk|kA
(
θ¯k+1
)
B (yk)
×
[
IN −NkXˆk|k−1
(
θ¯[1,k]
)
b (yk)
′
]
wˆik
+Nk|k
∂A (θ)
∂θi
B (yk) Xˆk|k−1
(
θ¯[1,k]
)
and IN is the N × N identity matrix. From some initial
θ¯0 ∈ Sθ, the preliminary RML parameter estimate θ¯k+1 is
given for k ≥ 1 by the recursions [11]
θ¯ik+1 = Π
(
θ¯ik + γk+1Hˆ
i
k
)
(4)
for all 1 ≤ i ≤ 9 where γk , k−α for k ≥ 1 is a sequence of
step sizes with step exponent 0 < α ≤ 1, and where Π (·) is
a projection operation onto the set of transition schemes Sθ.
In practice, for step exponents α < 1, preliminary estimates
of (4) are averaged and we calculate our RML estimates,
θ¯k+1, as
θ¯k+1 =
1
k
θ¯k+1 +
k − 1
k
θ¯k, with θ¯0 = θ¯0.
B. Online EM Parameter Estimator
We will let θˆk denote the OEM parameter estimate at
time k ≥ 1, and we will let θˆ[1,k] denote the sequence of
OEM parameter estimates θˆ1, θˆ2, . . . , θˆk. In contrast to the
direct approach of the RML parameter estimator, the OEM
algorithm aims to maximise the normalised log-likelihood
`k+1 (θ) by maximising the auxiliary function
Qk+1
(
θ, θˆk
)
,
N∑
i=1
N∑
j=1
Sijk
(
θˆk
)
logAij (θ)
over θ ∈ Sθ for the estimate θˆk+1 where
Sijk
(
θˆk
)
, 1
k
k∑
t=1
p
(
Xt = ei, Xt−1 = ej
∣∣∣y[1,k], θˆk ).
Unfortunately, the conditional probabilities Sijk
(
θˆk
)
are
difficult to calculate online (without storing and reprocess-
ing the observations using the HMM forward-backward
smoother equations), and so the OEM algorithm involves
calculating an recursive approximation of Sijk [12], [13].
In order to introduce the OEM algorithm, let us define the
adaptive HMM conditional mean filter Xˆk ∈ RN as
Xˆk+1
(
θˆ[1,k]
)
= Nk+1
(
θˆ[1,k]
)
B (yk+1)A
(
θˆk
)
Xˆk
(
θˆ[1,k−1]
)
(5)
for k > 0 where Xˆ0 , pi0, and
Nk+1
(
θˆ[1,k]
)
,
〈
1, B (yk+1)A
(
θˆk
)
Xˆk
(
θˆ[1,k−1]
)〉−1
.
(6)
Following Cappe [12], let us define Sˆk as a stochastic
approximation of Sijk
(
θˆk
)
given by
Sˆijk+1 =
N∑
`=1
ρˆ`ijk+1Xˆ
`
k+1
(
θˆ[1,k]
)
for 1 ≤ i, j ≤ N where ρˆ`mnk+1 is given by the recursion
ρˆ`mnk+1 = γk+1δ(m− `)rˆmnk+1 + (1− γk+1)
N∑
i=1
ρˆimnk rˆ
`i
k+1
for 1 ≤ i, j, ` ≤ N with
rˆijk+1 =
Xˆjk
(
θˆ[1,k−1]
)
Aij
(
θˆk
)
∑N
m=1 Xˆ
m
k
(
θˆ[1,k−1]
)
Aim
(
θˆk
)
and γk = k−α is again a sequence of step sizes with step
exponent 0 < α ≤ 1. Here, δ (`) denotes the Kronecker delta
(i.e. δ (`) = 1 when ` = 0 and δ (`) = 0 when ` 6= 0). The
OEM parameter estimates are then given by
θˆmk+1 =
1
N
N∑
i=1
N∑
j=1
∂Aij (θ)
∂θm
Sˆijk+1∑N
n=1 Sˆ
nj
k+1
for 1 ≤ m ≤ 9.
C. Triangle RER-based Parameter Estimator
Let us define the relative entropy rate between the two
joint probability laws of the HMM representations λ (θ) and
λ
(
θ¯
)
as [8]
R (θ ∥∥ θ¯ ) , lim
k→∞
1
k
∑
X
[1,k]
∫
p
(
X[1,k], y[1,k]
)
×
p
(
X[1,k], y[1,k]
)
pθ¯
(
X[1,k], y[1,k]
) dy[1,k].
For the purpose of presenting the TRER parameter estimator,
we require the concept of a set of test HMM representations
T = {λ (θ(1)) , λ (θ(2)) , . . . , λ (θ(NT ))} such that the
following matching condition of [8] holds:
R¯ (θ ‖θ(1), θ(`) ) = lim
k→∞
D¯
(
y[1,k]
∥∥∥ θ(1), θ(`))
for all 2 ≤ ` ≤ NT if and only if y[1,∞] are generated by
the HMM representation λ (θ) where
R¯ (θ ‖θ(1), θ(`) ) , R (θ ‖θ(`) )−R (θ ‖θ(1))
is the triangle RER (TRER) between the HMM representa-
tions λ (θ), λ (θ(1)) and λ (θ(`)), and
D¯
(
y[1,k]
∥∥∥ θ(1), θ(`)) , 1
k
log
p
(
y[1,k]
∣∣∣ θ(1))
p
(
y[1,k]
∣∣∣ θ(`))
is the difference in probabilistic distance between the HMMs
λ (θ(1)) and λ (θ(`)) on the basis of y[1,k]. Although this
difference in probabilistic distance can be calculated from
filter outputs, we instead work with the following accelerated
approximation, for k ≥ 1:
D¯a
(
y[1,k]
∥∥∥ θ(1), θ(`)) , γk log Nk (θ(`))
Nk (θ(1))
+ (1− γk)D¯a
(
y[1,k−1]
∥∥∥ θ(1), θ(`))
for all 2 ≤ ` ≤ NT where again γk = k−α is
a sequence of step size with exponent 0 < α ≤ 1,
D¯a
(
y[1,0]
∥∥∥ θ(1), θ(`)) , 0, and (in a slight abuse of
notation) Nk (θ(`)) denotes the normalisation factor of the
conditional mean filter (5) and (6) that is executed using
model θ(`) at each time step.
The cost function of the TRER parameter estimator is
Jk (θ) ,
NT∑
`=2
∣∣∣R¯ (θ ‖θ(1), θ(`) )− D¯a (y[1,k]∥∥∥ θ(1), θ(`))∣∣∣2
(7)
and the TRER parameter estimate at time k ≥ 1, θˇk ∈ Sθ,
is defined by
Jk
(
θˇk
)
= inf
θ∈Sθ
Jk (θ) . (8)
We note in (7) the TRER between the HMM representations
λ (θ), λ (θ(1)), and λ (θ(`)) is given by [5]
R¯ (θ ‖θ(1), θ(`) ) = 1
N
N∑
i=1
N∑
j=1
[
Aij (θ) log
Aij (θ(1))
Aij (θ(`))
]
.
Before we examine and compare the performance of the
RML, OEM and TRER parameter estimators, we will briefly
discuss several implementation issues.
IV. IMPLEMENTATION ISSUES
In this section, we briefly describe two important aspects
of our parameter estimator implementations.
A. Quadrant Transition Scheme
In the following, we will assume that the target’s image-
plane heading is known to belong to the interval 0◦ ≤ ψ ≤
90◦. Thus, the target’s transition scheme is assumed to be a
quadrant transition scheme with only four non-zero elements
(θ4, θ5, θ7 and θ8, see also Figure 1). We highlight that
this quadrant assumption is not overly restrictive because
detection filters are typically implemented (in parallel) for
each quadrant in this application (c.f. [6], [8]).
B. Selection of test HMM representations T
In this paper, we followed the procedure presented in
[8] for selecting a set of test HMM representations T . In
particular, we exploited the results of [14] to design the
test set T (shown in Table I) from cardinal (or half-plane)
transition schemes with expected headings of 0◦ and 90◦, and
matched (in an RER sense) to quadrant transition schemes
with expected speeds of 0.2 and 0.3 pixels/frame. Whilst we
have found that the TRER parameter estimator is particularly
sensitive to the speeds that the models in T are matched to, in
the following studies we have provided the RML and OEM
estimators with a comparable speed information through their
initial estimators (θ¯0 and θˆ0, respectively).
TABLE I
SET OF TEST MODELS T
Element θ(1) θ(2) θ(3) θ(4)
θ1 0 0 0.010 0.023
θ2 0 0 0.061 0.084
θ3 0 0 0 0
θ4 0.061 0.084 0.121 0.167
θ5 0.737 0.621 0.737 0.621
θ6 0.061 0.084 0 0
θ7 0.010 0.023 0.010 0.023
θ8 0.121 0.167 0.061 0.084
θ9 0.010 0.023 0 0
V. SIMULATION STUDY
In this section, we will study the short-data estimation
performance of the RML, OEM and TRER-based parameter
estimators in a simulated vision-based target heading esti-
mation scenario. Furthermore, we will examine variation of
the short-data estimator performance of the three parameter
estimators with the step exponent α.
For the purpose of simulation, we generated 100 × 100
pixel greyscale image sequences (each 500 frames long)
corrupted by spatially correlated Gauss-Markov random field
noise driven by zero-mean, unit variance Gaussian noise with
horizontal and vertical interaction factors of 0.12 (see [8] and
references within). We generated a synthetic target by adding
a single bright pixel with intensity IT to each frame. The
Cartesian location on the image-plane of the synthetic target,
Zk ∈ R2, evolved according to the equation
Zk+1 = Zk +
[
v cosψ
v sinψ
]
, Z0 ∈ R2. (9)
In order to examine the short-data estimation performance
of the three candidate parameter estimators, we simulated
100 image sequences of a target with image-plane speed
v = 0.2 and heading ψ = 30◦, at three target intensity values.
Here, we will express the three target intensity values as
average local detectability (LD, or local signal-to-noise ratio)
scores since these statistics have previously been found to be
useful in classifying the difficulty of the vision-based aircraft
tracking problem [7]. We then ran the RML, OEM, and
TRER parameter estimators with step exponents α ∈ [0.4, 1]
from an initial transition scheme estimate designed (using
the techniques of [8]) for an image-plane speed and heading
v = 0.2 pixels/frame and ψ = 45◦, respectively. Our results
for the intermediate LD of approximately 2.5dB are plotted
in Figures 2 and 4. We will quantify the performance at time
k > 25 of an algorithm using the 25 frame root mean squared
heading error (RMSE) metric
RMSE(k) ,
√√√√ 1
25
k∑
i=k−24
(
ψ − Eˆi [ψ]
)2
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Fig. 2. Simulation Study: E¯(500) against step size exponent α for synthetic
target with appropriate local detectability of 2.5dB.
where Eˆk [ψ] is the expected heading of the estimated
transition scheme at time k (calculated using (2) for θ¯k,
θˆk, and θˇk corresponding to the RML, OEM and TRER
parameter estimators, respectively). In the following study,
we will denote the average RMSE(k) over 100 Monte Carlo
sequences as E¯(k).
Figure 2 illustrates that E¯(500) can vary significantly with
choice of the step exponent α. Specifically, Figure 2 suggests
that the RML and OEM parameter estimators are particularly
sensitive to the choice of step exponent since there are clear
minima α∗ at α = 0.88 and α = 0.7 for the RML and
OEM estimators, respectively (this observation is consistent
with previous observations about step exponent sensitivity of
the OEM provided in [12]). In contrast, Figure 2 suggests
the TRER parameter estimator performs well across step
exponents of 0.6 ≤ α ≤ 0.9. Whilst we acknowledge that
the difference in best performance of the OEM and TRER
parameter estimators appears marginal at k = 500 (see
Figure 2 at their respective α∗ near 0.7), the choice of step
exponent α appears more important for the OEM parameter
estimator than for the TRER parameter estimator.
Figure 3 shows E¯(250) against choice of the step exponent
α, and comparison with Figure 2 helps to highlight that
the nature of α dependence changes with k. This variation
with data length is further examined in Figure 4 which
plots the minimising step exponents α∗ for a range of
k values. Table II offers further summary information by
presenting α∗ and corresponding minimised E¯(k), in the 3
local detectability scenarios, for the 3 candidate algorithms.
We first note that heading estimation errors of the RML
estimator appear higher than those of the OEM and TRER
parameter estimators (except at k = 100 in the low LD
case). Overall, across a range of estimation times and local
detectability scenarios, the best performance of the OEM and
TRER parameter estimators appears to be comparable (but
the best TRER estimator appears to require less variation in
α∗, and hence less tuning of step exponent choice).
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Fig. 3. Simulation Study: E¯(250) against step size exponent α for synthetic
target with appropriate local detectability of 2.5dB.
50 100 150 200 250 300 350 400 450 500
0.4
0.5
0.6
0.7
0.8
0.9
1
Frame k
M
in
im
is
in
g
S
te
p
E
x
p
o
n
e
n
t
α
∗
 
 
OEM
RML
TRER
Fig. 4. Simulation Study: Step exponent α∗ that minimises E¯(k) against
k for synthetic target with appropriate local detectability of 2.5dB.
VI. REAL TARGET DATA
In this section, we will investigate the performance of the
3 parameter estimators on a 287 frame image sequence of
a Cessna 172 captured from a ground based camera. We
manually processed the frames and estimated the target’s true
image-plane speed and heading to be approximately v ≈ 0.16
pixels/frame and ψ ≈ 16.2◦, with a local detectability of
8.5dB. The first frame of the sequence, with the manually
estimated target path is shown in Figure 5. We ran the RML,
OEM and TRER parameter estimators on the real target
image sequence with step exponents of α = 0.5, α = 0.7
and α = 0.85, respectively (which correspond to the optimal
values at k = 250 for the 8.75dB local detectabilty case
in Table II). The initial RML and OEM transition scheme
estimate was designed (again following [8]) for an image-
plane velocity of v = 0.2 pixels/frame ψ = 45◦. Figure 6 is
a plot of the heading estimates. From Figure 6, we note that
the estimate from the TRER parameter estimator appears to
TABLE II
α∗ AND MINIMISED E¯(k) (IN DEGREES) FOR SIMULATED TARGET WITH
v = 0.2 AND ψ = 30◦
Algorithm
Time Interval, k
100 250 500
α∗ E¯(k) α∗ E¯(k) α∗ E¯(k)
LD ≥ 0.8dB
OEM 0.73 1.7 0.55 1.5 0.58 1.1
RML 0.62 4.0 0.88 3.2 0.82 1.6
TRER 0.70 2.7 0.85 0.7 0.88 0.5
LD ≥ 2.5dB
OEM 0.70 1.6 0.60 1.1 0.70 0.9
RML 0.95 4.4 0.95 3.0 0.88 1.8
TRER 0.82 1.1 0.82 1.0 0.68 0.9
LD ≥ 8.8dB
OEM 0.82 1.6 0.70 1.1 0.75 0.6
RML 0.55 3.8 0.50 4.6 1.00 3.8
TRER 0.85 0.9 0.85 0.4 0.80 0.3
Fig. 5. Real Target Data: First frame of the image sequence with manually
estimated target path. The target is the dark dot in the lower left.
be closer to our manually processed ground truth than the
estimates from the RML and OEM estimators.
VII. CONCLUSION
This paper describes and evaluates 3 techniques for rapid
(or short-data) recursive vision-based aircraft heading es-
timation based on HMM parameter estimation techniques.
Through simulation, we demonstrated the sensitivity of these
techniques to step-size choice. We confirmed the feasibility
of the 3 techniques using real data.
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