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1. Introduction	
The	 diffusion	 of	 atoms,	molecules,	 and	 clusters	 on	 surfaces	 plays	 a	 vital	 role	 in	surface	and	interface	processes.	This	is	because	it	governs	mass	transport,	which	is	the	basis	for	many	surface	phenomena,	like	the	growth	of	crystals	or	thin	films,[1,	2]	surface	 restructuring,[3,	4]	 self-assembly	 processes,[5]	 or	 dissolution	 processes.[6,	7]	These	structural	changes	of	the	surface	are	also	of	technical	importance	for	coating	processes	or	thin	film	fabrication,	e.g.,	for	solar	cells	or	LED	applications.[8,	9]		In	 addition,	 surface	 diffusion	 plays	 a	 major	 role	 in	 various	 chemical	 reactions.	More	 than	 70%	 of	 the	 industrially	 relevant	 reactions	 require	 the	 use	 of	 a	 solid	catalyst	to	enhance	the	yield	and	selectivity.[10-12]	In	surface	reactions,	the	particles	from	the	gas	or	liquid	phase	adsorb	on	the	surface	of	the	solid	catalyst.	However,	for	the	reaction	to	occur	these	particles	must	be	able	to	move	on	the	catalyst	sur-face	to	meet	reaction	partners	or	to	reach	specific	active	sites.	Diffusion	therefore	determines	the	mixing	and	spreading	of	the	reactants	on	the	surface	and	thus	their	ability	to	react.	A	detailed	comprehension	of	the	underlying	principles	and	mecha-nisms	 of	 diffusion	 on	 surfaces	 is	 therefore	 essential	 to	 understand	 and	 control	macroscopic	 surface	 processes	 and	 phenomena.[13]	 Furthermore,	 it	 holds	 the	promise	to	improve	existing	processes,	such	as	in	heterogeneously	catalyzed	reac-tions	 or	 in	 other	 technical	 applications.	 Consequently,	 great	 efforts	 have	 been	undertaken	 in	 the	 past	 to	 investigate	 and	 understand	 surface	 dynamics	 and	 ad-sorbate	diffusion	on	metals,[6,	9,	14-20]	semiconductors,[14,	20-23]	and	oxides.[24,	25]	With	the	 invention	of	 the	 field-ion	microscope	(FIM)	by	Erwin	Müller	 in	1951,[26]	imaging	of	surfaces	with	atomic	resolution	became	possible,	which	 laid	the	basis	for	 a	 new	 level	 of	 understanding	 in	 surface	 science.	 The	 first	 observation	 of	 the	motion	of	individual	adsorbed	atoms	on	surfaces	was	achieved	in	1966	by	Ehrlich	and	Hudda,[27]	who	followed	the	diffusion	of	single	 tungsten	adatoms	on	the	sur-face	of	a	sharp	tungsten	tip.	However,	the	necessity	of	a	strong	electric	field	and	a	
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sharp	metal	 tip	 as	 sample	 for	 FIM	 imaging	 strongly	 limit	 the	 number	 of	 adsorb-ate/support	systems	that	are	suitable	for	investigation.[15]	In	the	early	1980s,	the	development	of	the	scanning	tunneling	microscope	by	Bin-nig	and	Rohrer[28]	opened	up	new	possibilities	to	study	surface	processes.	It	allows	for	real-space	imaging	with	(sub-)atomic	resolution	of	a	wide	variety	of	samples[24,	29-32]	 and	 in	 different	 environments.[33-37]	 The	 inventors	 were	 awarded	 with	 the	
Nobel	Prize	 in	 Physics	 in	1986.	 Since	 then	 scanning	 tunneling	microscopy	 (STM)	has	become	one	of	the	major	analysis	methods	in	surface	science	and	led	to	a	more	detailed	 comprehension	 of	 many	 surface	 processes,	 such	 as	 adsorption,	 recon-struction	or	reactions	on	surfaces.[38-42]	When	 investigating	 dynamic	 processes,	 such	 as	 surface	 diffusion,	 a	major	 draw-back	of	STM	is	its	comparatively	long	image	recording	time	that	typically	lies	in	the	range	of	several	 tens	of	seconds	to	minutes.	Surface	processes	that	 take	place	on	the	same	timescale	or	faster	than	the	imaging	rates	will	appear	blurred	or	not	even	be	visible	at	all	in	STM	measurements.	The	great	benefit	of	the	high	spatial	resolu-tion	of	STM,	is	thus	diminished	by	its	low	temporal	resolution.	Meanwhile	other	methods	have	been	developed	to	study	diffusion	on	surfaces	with	better	 temporal	 resolution	 than	 STM	 but	 on	 a	 more	macroscopic	 scale.	 Most	 of	these	techniques	are	based	on	the	evolution	of	concentration	profiles	in	time,	such	as	 the	 observation	 of	 surface	 dynamics	with	 low	 energy	 electron	microscopy,[43]	photoemission	electron	microscopy,[44]	 laser-induced	thermal	desorption,[45-49]	or	optical	 grating	 techniques.[50,	 51]	 Yet,	 these	 macroscopic	 techniques	 have	 major	disadvantages	 when	 aiming	 at	 a	 deeper	 understanding	 of	 diffusion	 processes:	Diffusion	 is	 treated	by	a	mean-field	approach	that	 averages	over	all	particles	ad-sorbed	on	the	surface.	 In	 this	way,	 local	binding	geometries,	which	may	be	quite	different	along	a	surface	even	for	the	same	type	of	particles,	and	interaction	with	surface	 steps	 and	 defects	 are	 not	 resolved	 but	 averaged	 out.	 To	 achieve	 atomic-scale	understanding	of	diffusion	processes	and	elucidate	the	role	of	defects,	steps,	and	 adsorbate-adsorbate	 interactions,	 an	 atomically	 resolved	 method	 with	 high	temporal	resolution	is	needed.	To	 exploit	 the	 outstanding	 spatial	 resolution	 of	 STM,	 but	 improve	 its	 temporal	resolution,	Swartzentruber	developed	a	so-called	atom-tracking	STM	in	1996.[52,	53]	In	this	technique,	the	STM	tip	is	positioned	above	a	selected	atom	or	molecule	on	the	surface.	Two-dimensional	lateral	feedback	is	then	used	to	lock	the	tip	over	the	moving	atom.	 In	 this	way	 the	 tip	 follows	 the	migrating	particle	over	 the	 surface.	The	motion	of	the	tip	is	identical	to	the	particle	trace.	As	the	tip	is	no	longer	used	
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for	 imaging,	but	 just	 for	 following	 the	motion	of	 a	 specific	particle,	 the	 temporal	resolution	 for	diffusion	studies	 can	be	 increased	by	up	 to	 three	orders	of	magni-tude	in	comparison	to	conventional	STM	imaging.	Another	 approach	 to	 studying	 diffusion	 with	 STM	 on	 a	 shorter	 time	 scale	 was	developed	 by	 Wang	 et	 al.	 in	 2005:	 the	 tunneling	 current	 fluctuation	 measure-ment.[54-56]	They	positioned	 the	STM	 tip	over	a	 fixed	point	of	 the	 sample,	 e.g.,	 an	adsorption	site,	and	recorded	the	tunneling	current	over	time	at	constant	tunnel-ing	voltage.	The	diffusion	of	an	atom	or	a	molecule	to	or	away	from	the	monitored	adsorption	site	 leads	to	a	change	 in	the	current	signal.	By	this	method,	residence	times	of	 atoms	on	 the	 specific	 adsorption	site	 can	be	directly	extracted	 from	 the	measured	 tunneling	 current	 fluctuations.	 As	 a	 feedback	 loop	 was	 abandoned	 in	this	 technique,	 the	 temporal	 resolution	 was	 further	 increased	 by	 two	 to	 three	orders	 of	 magnitude.[54]	 In	 contrast	 to	 the	 presented	 macroscopic	 methods	 the	STM	techniques	by	Swartzentruber	and	Wang	et	al.	 in	fact	monitor	single	particle	diffusion	events.	However,	they	do	not	provide	information	on	the	local	adsorption	geometries,	since	the	surface	is	not	imaged.	The	influence	of	defects	or	interactions	with	 other	 adsorbates,	 exactly	 those	 effects	 that	 make	 atomic-scale	 diffusion	 so	complicated,	are	thus	not	accessible	by	these	techniques.	Therefore,	 attempts	 have	 been	made	 to	 speed	 up	 conventional	 STM	 imaging	 by	developing	 a	 so-called	 video-rate	 STM	 (Video-STM)	 technique,	 decreasing	 the	required	time	for	imaging	from	several	tens	of	seconds	or	minutes	per	image	to	the	millisecond	 range.	 [4,	34,	41,	57-59]	Here,	 video	 rate	means	 that	 at	 least	 ten	 to	twelve	images	per	second	can	be	acquired.	At	these	imaging	rates	the	human	eye	starts	to	perceive	the	sequences	of	images	as	continuous	movies.[60]	The	first	dynamic	STM	study	that	revealed	insights	into	atomic	surface	processes	at	imaging	rates	of	up	to	20	images	per	second	was	realized	by	Wintterlin	et	al.	in	1997.[41]	They	observed	equilibrium	fluctuations	in	an	adsorbate	layer	of	O	atoms	on	a	Ru(0001)	surface	at	room	temperature.	These	processes	are	not	observable	with	conventional	STM	as	the	single	O	atoms	move	too	fast	to	be	captured	at	conventional	scan	rates.	Since	then,	several	working	groups	put	effort	into	the	design	of	new	STM	setups	to	im-prove	mechanical	 stability	during	high-speed	scanning	 as	well	 as	 into	 the	devel-opment	of	faster	STM	electronics.[58,	59]	By	now,	imaging	rates	have	been	pushed	to	around	100	Hz.	However,	setups	that	are	especially	tailored	for	video-rate	imaging,	mostly	 only	 allow	 for	measurements	 at	 room	 temperature.	 The	 investigation	 of	surface	processes	with	strongly	different	rates,	however,	requires	the	possibility	to	vary	 the	 sample	 temperature.	Furthermore,	 for	 the	extraction	of	kinetic	parame-
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ters	 by	 means	 of	 the	 Arrhenius	 equation	 one	 has	 to	 vary	 the	 temperature.	 The	temperature	 range	 should	 be	 as	 wide	 as	 possible,	 so	 that	 these	 measurements	provide	meaningful	values.	Thus,	 within	 this	 thesis	 two	 operational	 capabilities	 of	 the	 STM	 technique	were	combined:	a	variable	temperature	STM	(VT-STM)	and	a	Video-STM.	By	this	combi-nation,	 the	 study	 of	 surface	 processes	 at	 different	 temperatures	 and	 with	 high	temporal	resolution	is	made	possible.	For	this	purpose,	a	VT-STM	setup,	consisting	of	the	mechanical	part	of	the	STM	in	an	ultra-high	vacuum	(UHV)	chamber	and	the	STM	 electronics	 for	 scan	 control	 and	 data	 acquisition,	 was	 upgraded	 to	 enable	video-rate	 imaging.	Whereas	 there	are	 several	 groups	 in	 the	world	 that	perform	VT-STM[61,	62]	 or	 Video-STM,[35,	58,	63]	 the	 combination	 of	 these	 two	 capabilities	 is	unique	 and	 provides	 the	 experimental	 basis	 to	 study	 diffusion	 processes,	 and	moreover	all	 kinds	of	dynamic	processes	on	 surfaces,	over	a	much	broader	 tem-perature	 range	 than	 before.	 In	 this	 way,	 kinetic	 parameters,	 namely	 activation	energies	 and	 pre-exponential	 factors,	 can	 be	 determined	 more	 precisely,	 which	contributes	to	the	elucidation	of	the	underlying	atomic	processes.		As	diffusion	is	based	on	the	stochastic	movement	of	single	particles,	a	sufficiently	large	sample	of	observations	is	required	for	a	meaningful	analysis.	The	developed	video-rate	 VT-STM	 technique	 provides	 the	 opportunity	 to	 acquire	 a	 statistically	significant	 number	 of	 images	 in	 a	 reasonable	 time.	 In	 turn,	 this	 fact	 implies	 the	necessity	to	evaluate	a	large	number	of	STM	images,	so	as	to	extract	the	relevant	information	on	the	atomic	processes.	The	analysis	of	these	data	could	not	be	per-formed	manually,	since	one	video-rate	STM	movie	of	a	 few	minutes	already	con-tains	several	thousand	individual	images.	A	manual	evaluation	of	these	large	num-bers	 of	 images	would	 be	 too	 time	 consuming.	 Therefore,	 a	 series	 of	 image	 pro-cessing	routines	have	been	developed	in	the	course	of	this	work.	A	central	step	of	this	data	evaluation	process	is	the	automated	detection	and	local-ization	of	particles	of	interest	and	their	tracking	through	consecutive	STM	images.	In	a	cooperation	with	Philipp	Messer,	M.Sc.	and	Prof.	Dr.	Don	Lamb	of	the	Ludwig-
Maximilians-Universität	(LMU)	Munich,	this	step	was	realized	by	adapting	a	Wave-
let	Transform	(WT)-based	algorithm	originally	developed	for	the	detection	of	fluo-rescent-labelled	 particles	 in	 biological	 environments.[64]	 By	 this	method,	 the	mo-tion	of	 individual	particles	on	a	surface	can	be	 identified.	As	a	result,	 trajectories	can	 be	 obtained	 that	 precisely	 show	 the	 dynamics	 on	 the	 surface	 through	 thou-sands	of	consecutive	STM	images.	
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Within	 this	 thesis,	 the	 developed	 combined	 video-rate	 VT-STM	 setup	 has	 been	used	 for	 studying	 the	 diffusion	 of	 single	 oxygen	 atoms	 coadsorbed	 with	 carbon	monoxide	on	a	Ru(0001)	surface.	The	system	of	a	mixed	adsorbate	layer	of	O	and	CO	on	Ru	is	an	important	model	system	in	heterogeneous	catalysis,	as	their	reac-tion	 to	 CO2	 on	 the	 surface	 of	 the	 Pt	 group	metals	 is	 one	of	 the	most	 extensively	studied	catalyzed	reactions.[65-68]	The	role	of	surface	diffusion	in	catalytic	reactions	is,	however,	in	general	neglected	when	considering	the	reaction	kinetics.	Yet,	rapid	diffusion	is	essential	for	the	mixing	and	spreading	of	the	reactants	on	the	catalyst	surface,	 because	 the	 particles	 must	 meet	 each	 other	 for	 a	 reaction	 to	 occur	 or	might	also	have	to	reach	active	sites	on	the	surface.	Moreover,	under	the	conditions	of	an	industrial	catalytic	reaction,	which	is	usually	carried	out	at	high	pressures,[69]	it	can	be	assumed	that	the	surface	of	the	catalyst	is	highly	covered	with	adsorbed	particles.	In	addition	to	the	reactants	also	reaction	intermediates	and	byproducts	 can	be	present	on	 the	surface.	 It	 is	not	yet	under-stood	how	atoms	or	molecules	can	move	when	the	surface	is	densely	occupied	by	adsorbates.	There	simply	seems	to	be	no	room	for	motion,	as	 the	particles	block	each	other’s	way.	Therefore,	the	main	focus	of	the	present	investigations	was	the	question	how	an	increasing	CO	coverage	affects	the	diffusion	of	the	O	atoms.	For	diffusion	of	single	O	atoms	in	the	(√3	x	√3)R30°	structure	of	CO	on	Ru(0001),	which	 is	 the	densest	ordered	CO	structure	achieved	 in	UHV	and	at	 temperatures	above	200	K,	O	atoms	are	completely	surrounded	by	CO	molecules	and	trapped	in	what	could	be	called	a	“CO	cage.”	Activation	barriers	were	extracted	from	tempera-ture	dependent	measurements	over	a	range	of	70	K	and	interpreted	with	the	help	of	 complimentary	 density	 functional	 theory	 (DFT)	 calculations	 performed	by	Dr.	Sung	Sakong	and	Prof.	Dr.	Axel	Groß	of	Ulm	University.	Contradicting	expectations,	the	O	atoms	were	found	to	move	in	this	full	layer	of	CO	molecules	almost	as	fast	as	on	 the	 clean	Ru(0001)	 surface.	 A	 previously	 unknown	diffusion	mechanism	was	identified	in	which	density	fluctuations	in	the	ordered	CO	layer	allow	the	O	atoms	to	move	over	the	highly	occupied	surface.	As	the	CO	molecules	intermittently	leave	their	most	stable	position	and	thus	make	way	for	the	O	atoms	to	move	out	of	a	CO	cage,	the	mechanism	was	named	door-opening	mechanism.		Chapter	 2	 of	 this	 thesis	 deals	with	 the	 development	 of	 the	 combined	 video-rate	variable	temperature	STM.	The	VT-STM	setup	that	served	as	a	starting	point	in	this	project	 is	 introduced	and	the	design	criteria	 for	 the	new	combined	setup	are	de-fined.	The	modifications	of	the	STM	electronics	and	software	are	presented.	
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Chapter	 3	 focuses	 on	 the	 data	 evaluation	 process.	 The	 designed	 custom-made	image	 processing	 algorithms	 as	 well	 as	 the	 particle	 tracking	 algorithm	 are	 dis-cussed	in	detail	in	this	section.	Chapter	4	provides	a	description	of	the	UHV	system	which	houses	the	mechanical	part	 of	 the	 STM	 setup.	 The	 chapter	 also	 describes	 the	 employed	 analysis	 tech-niques	and	the	sample	setup.	The	diffusion	experiments	with	the	newly	established	Video-VT-STM	are	present-ed	in	chapter	5.	A	detailed	description	of	the	data	analysis	procedure	is	given	and	the	obtained	kinetic	parameters	 for	 the	diffusion	process	are	discussed	with	 the	help	of	DFT	calculations.	The	 results	 are	also	qualitatively	 compared	 to	STM	ob-servations	 of	 the	 O	 diffusion	 on	 an	 only	 partially	 CO-covered	 Ru(0001)	 surface.	Furthermore,	first	results	on	the	diffusion	of	single	O	atoms	at	domain	boundaries	of	the	(√3	x	√3)R30°	structure	are	presented.		This	thesis	concludes	with	a	summary	of	the	main	achievements	and	an	outlook	on	future	work	in	chapter	6.		
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2. Video-Rate	Scanning	Tunneling	Microscopy	
2.1 Introduction	
Already	in	the	early	days	of	STM,	scientists	started	working	on	the	development	of	video-rate	or	high-speed	STM	techniques	in	order	to	make	up	for	the	disadvantage	of	conventional	STM,	 its	rather	 long	 image	recording	times.[57]	 In	principle,	 there	are	two	main	problems	that	have	to	be	addressed	when	speeding	up	STM	imaging.	The	first	is	the	speed	of	the	STM	electronics,	which	include	the	STM	control	and	the	signal	 acquisition	 system.	 All	 components	 need	 to	 have	 sufficiently	 high	 band-widths	and	sampling	rates	to	allow	for	a	fast-enough	positioning	of	the	tip,	as	well	as	fast	signal	processing,	and	handling	of	large	amounts	of	data.	Especially	speed-critical	 is	 the	 amplifier	 for	 the	 tunneling	 current	 signal.	 Whereas	 its	 bandwidth	must	be	in	the	high	kHz	range	for	Video-STM,	its	noise	level	still	needs	to	be	low	enough	to	detect	the	small	current	signals	that	are	in	the	nA	regime.	STM	 imaging	with	 line	 frequencies	 greater	 than	 1	kHz,	 that	 translate	 into	 image	frequencies	 according	 to	 the	 number	 of	 lines,	 was	 realized	 for	 the	 first	 time	 by	Bryant	et	al.	already	in	1986.[57]	By	scanning	in	constant-height	mode,	they	avoided	the	bandwidth	limitation	of	the	feedback	circuit	and	received	atomically	resolved	images	of	a	flat	graphite	surface.	In	1991	Besenbacher	et	al.	were	able	to	study	the	oxygen-induced	 restructuring	 of	 a	 Cu(110)	 surface	 with	 an	 STM	 image	 rate	 of	1	Hz.[4]	The	use	of	a	20	MHz	CPU	allowed	for	recording,	displaying,	and	saving	of	a	128	x	128	 pixel	 image	within	 one	 second	 and	 thus	 enabled	 acquisition	 of	 longer	STM	movies.	The	 second	 challenge	 of	 high-speed	 STM	 is	 the	 mechanical	 stability	 of	 the	 STM	setup	as	scanning	with	the	STM	tip	at	very	high	frequencies	results	in	the	excita-tion	of	mechanical	 vibrations,	 especially	when	coming	close	 to	 the	eigenfrequen-cies	of	the	STM	setup.	These	vibrations	deteriorate	the	imaging	or	prevent	it	com-pletely.	Wintterlin	et	al.	were	the	first	to	push	the	imaging	rates	of	a	conventional	
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pocket-size	 STM[70]	 to	 up	 to	 20	 frames	 per	 second,	 in	 this	 way	 reaching	 video	rate.[41]	These	rates	were	achieved	by	introducing	sine-shaped	scan	ramps	instead	of	the	typically-used	triangular	wave	forms.	In	this	way	the	excitation	of	resonant	modes	of	 the	STM	by	an	 interference	with	 the	 tip	motion	could	be	 reduced,	 and	driving	the	STM	at	higher	scan	frequencies	became	possible.	In	2005	researchers	of	the	Frenken	group	at	the	University	of	Leiden	designed	an	STM	scan	head	specif-ically	for	Video-STM	applications.[58]	The	more	compact	and	stiffer	design	showed	much	higher	resonance	 frequencies	 than	 the	 conventionally-used	STMs	and	 thus	allowed	 for	 faster	 scanning	 without	 interference	 of	 tip	 motion	 and	 mechanical	response	of	the	system.	With	this	setup	image	rates	of	up	to	80	Hz	were	realized.	However,	the	stiffer	scanner	design	also	implicated	a	much	smaller	accessible	scan	range,	which	limited	its	practical	use.		In	 recent	 years	 Esch	 et	al.	 presented	 a	 one-piece	 electronic	 add-on	module	 that	combined	 several	 technical	 solutions	 previously	 proposed	 by	 other	 groups	 to	overcome	the	speed	limitations	of	STM	control	and	data	acquisition	systems.	This	electronic	module	can	be	combined	with	all	types	of	conventionally-used	STMs	to	enable	video-rate	 scanning	 if	 the	mechanical	 stability	of	 the	 respective	STM	per-mits	 it.	 The	 use	of	 commercially	 available	 8	bit	digital-to-analog-converter	 (DAC)	and	12	bit	analog-to-digital-converter	(ADC)	units	allows	for	data	sampling	rates	of	up	 to	 10	 MHz,	 which	 corresponds	 to	 a	 maximum	 frame	 rate	 of	 100	Hz	 for	100	x	100	pixel	images.	In	turn,	the	use	of	an	8	bit	DAC	unit	strictly	limits	the	max-imum	image	size	to	256	x	256	pixels.[59]	This	size	is	sufficient	for	most	Video-STM	applications,	but	reduces	the	capabilities	for	conventional	scanning.	The	aim	of	 this	work	was	to	upgrade	a	VT-STM	of	 the	working	group	of	Prof.	Dr.	Joost	Wintterlin	at	LMU	Munich	 to	enable	STM	 imaging	at	video	 rate	 (>10	 imag-es/s).	 As	 a	 VT-STM	 is	 especially	 designed	 to	 study	 surface	 dynamics	 at	 different	temperatures,	the	combination	with	video-rate	acquisition	promised	the	ability	to	investigate	dynamic	processes	on	surfaces	over	a	broader	temperature	range	than	possible	before.	Furthermore,	dynamics	over	a	wider	range	of	activation	energies	become	observable.		Some	 groups	 have	 already	 attempted	 to	 build	 a	 combined	 high-speed	 VT-STM	setup,	however,	not	achieved	imaging	rates	greater	than	1	Hz.[71-74]	What	is	special	in	this	work	is	that	an	already	existing	system	that	had	been	optimized	for	meas-urements	at	variable	 temperatures	 is	modified	 in	 such	a	way	 that	 it	 additionally	allows	 for	 measurements	 at	 video-rate.	 At	 the	 same	 time	 the	 properties	 of	 the	original	setup,	such	as	scan	range,	resolution,	and	image	sizes,	should	remain	un-
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restricted.	To	maintain	 full	control	over	hardware	and	software	components	and	preserve	 the	 possibility	of	modifications	 for	 future	 applications,	 it	was	 refrained	from	 buying	 a	 commercial	 control	 system,	 e.g.,	 the	 LPM	Video	Rate	 SPM	Control	
Electronics	 including	 the	 acquisition	 and	 analysis	 software	 CAMERA	 by	 Leiden	
Probe	Microscopy	B.V.[75]	or	the	FAST	add-on	unit[59]	by	Esch	and	coworkers.		This	chapter	describes	the	development	of	the	Video-VT-STM	setup	that	was	per-formed	 in	 this	 work.	 After	 a	 brief	 explanation	 of	 the	 basic	 concepts	 of	 an	 STM	measurement	 (section	 2.2),	 the	 original	 VT-STM	 setup	 that	 served	 as	 a	 starting	configuration	for	the	development	of	the	video-rate	system	is	introduced	(section	2.3).	 The	 design	 criteria	 for	 the	 Video-VT-STM	 setup	 are	 defined	 in	 section	 2.4.	Based	on	the	given	VT-STM	setup,	speed-critical	hardware	components	were	mod-ified	 or	 completely	 replaced.	 The	 software	 for	 video-rate	 scan	 control	 and	 data	acquisition	was	developed	and	extended	on	the	basis	of	a	version	for	conventional	STM	developed	by	Prof.	Dr.	Rolf	Schuster	of	 the	Karlsruhe	Institute	of	Technology	(KIT).	The	modifications	 to	hard-	and	 software	are	presented	 in	 section	2.5.	The	appearance	and	quality	of	 the	acquired	STM	data	 is	discussed	 in	section	2.6.	Sec-tion	 2.7	 reviews	 the	 final	 setup	 of	 the	 combined	 Video-VT-STM	 and	 the	 perfor-mance	that	is	achieved	with	it.		
2.2 Scanning	Tunneling	Microscopy	
In	an	STM	measurement,	a	sharp	metal	tip	is	scanned	across	a	conducting	or	semi-conducting	sample	surface	at	a	distance	of	around	1	nm.	A	constant	voltage	that	is	applied	between	tip	and	sample	results	in	a	small	current	in	the	nA	range,	the	so-called	 tunneling	 current	 It,	which	 is	based	on	the	quantum	mechanical	 tunneling	effect.	The	tunneling	current	exponentially	depends	on	the	tip-sample	distance	s.	A	varia-tion	of	the	distance	by	1	Å	results	in	a	change	of	the	tunneling	current	It	of	around	one	 order	of	magnitude.	 Thus,	when	moving	 the	 tip	 over	 the	 sample	 each	 slight	height	variation	causes	a	huge	response	 in	 the	tunneling	current	and	 in	this	way	implicates	a	high	spatial	resolution	in	vertical	and	lateral	direction.	The	tunneling	current	is,	however,	not	only	dependent	on	the	topography	of	the	sample,	but	also	on	the	local	density	of	states	of	the	sample	at	the	Fermi	level	LDOS(EF).	The	result-ing	image	is	therefore	a	superposition	of	electronic	structure	and	topography.	For	
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low	 tunneling	 voltages	 Vt	 (𝑒𝑉% ≪ 𝜑()))	 the	 dependencies	 of	 It	 are	 described	 by	equation	2.1	and	2.2.[76,	77]	
𝐼% 	∝ 	𝑉% ∙ 𝐿𝐷𝑂𝑆(𝐸4) ∙ 𝑒6789 	 (2.1)	
with	the	decay	length	𝜅 = <7=>?>@@ℏB 	 (2.2)	
Here	 me	 is	 the	 electron	 mass,	𝜑()) ≈ D7 (𝜑%EF + 𝜑9H=FI()	the	 effective	 tunneling	barrier,	as	 indicated	 in	Figure	2.1,	and	ℏ	the	reduced	Planck	constant.	The	bias	of	the	tunneling	voltage	determines	the	sign	of	the	tunneling	current.	A	positive	volt-age	applied	to	the	sample	 leads	to	 tunneling	of	electrons	 from	the	tip	 into	empty	states	of	 the	sample,	giving	a	so-called	empty	state	image.	The	reverse	process	at	negative	bias	voltage	produces	a	filled	state	image,	in	which	electrons	tunnel	from	the	sample	to	the	tip.	The	energy	diagram	for	this	filled	state	process	is	illustrated	in	Figure	2.1.	The	applied	tunneling	voltage	Vt	leads	to	an	upward	shift	of	the	Fer-mi	energy	of	the	sample	with	respect	to	the	Fermi	level	of	the	tip.			
	Figure	2.1:	 Energy	diagram	of	the	tunneling	process	for	a	filled	state	STM	image.	A	negative	bias	voltage	Vt	is	applied	to	the	sample,	shifting	its	Fermi	energy	(EF)	upwards	by	e·Vt	with	respect	to	EF	of	the	tip.	In	this	configuration	electrons	can	tunnel	from	filled	states	in	the	sample	into	empty	states	of	the	tip.	There	 are	 two	 different	measurement	modes	 for	 STM.	 One	 is	 the	 so-called	 con-
stant-current	mode,	in	which	It	is	kept	constant	at	a	preset	value	while	the	vertical	position	 of	 the	 tip	 is	 controlled	 and	 altered	 by	 a	 feedback	 loop	 throughout	 the	measurement.	This	mode	 is	 the	standard	mode	as	 the	height	(electronic	or	 topo-
sample
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graphic)	of	 a	 surface	 feature	 is	directly	obtained	 in	Å.	Moreover	 the	distance	be-tween	tip	and	sample	is	kept	(nearly)	constant	and	thus	even	very	rough	samples	can	be	imaged.	Also	slight	tilts	of	the	sample	with	respect	to	the	tip	or	thermal	drift	towards	or	away	from	the	tip	do	not	affect	imaging.	With	a	constant-current	meas-urement	the	STM	image	visualizes	the	height	variation	Δz	of	the	tip.		The	second	mode	is	the	constant-height	mode.	In	this	technique	the	tip	is	scanned	at	 a	 constant	 height	 (i.e.,	 a	 constant	z	 value),	 over	 the	 sample.	 In	 this	mode,	 the	STM	image	depicts	the	tunneling	current.	As	the	distance	between	tip	and	sample	is	not	controlled	in	this	mode,	large	height	variations	of	the	sample	entail	the	risk	of	 tip	crashes	with	the	sample	or	 in	 the	opposite	case	a	 loss	of	 tunneling	contact	during	 the	 measurement.	 Usually,	 the	 feedback	 controller	 is	 not	 completely	switched	off	in	this	mode	but	set	to	a	low	frequency,	so	that	slow	vertical	changes,	e.g.,	by	thermal	drift,	are	still	compensated.	An	image	is	build	up	pixel	by	pixel	by	moving	the	tip	sequentially	in	x	and	y	direc-tion	over	the	sample	surface	while	recording	the	height	variation	Δz	of	 the	tip	or	the	tunneling	current	It	 for	each	point.	Usually	this	is	done	line-wise	with	x	being	defined	as	 the	 fast	 scanning	direction.	The	movements	 in	all	 three	directions	 re-quire	Ångström	precision	and	are	realized	by	using	piezoelectric	positioners.[78]			
2.3 Start	Configuration:	The	VT-STM	Setup	
In	this	work,	the	VT-STM	setup	of	the	Wintterlin	group	at	LMU	Munich	was	modi-fied	to	enable	video-rate	STM	measurements.	A	photograph	of	the	mechanical	part	of	the	VT-STM,	which	was	designed	and	built	by	Rolf	Schuster	and	Joost	Wintterlin,	is	shown	in	Figure	2.2.	The	central	part	of	the	setup	is	a	beetle-type	STM	according	to	 the	 concept	of	Besocke[78]	 and	Frohn	et	al.[79].	 For	a	measurement	a	 sample	 is	clamped	onto	the	indicated	copper	block	and	the	beetle-type	STM	is	set	up	onto	the	sample	 holder	with	 the	 vertical	 manipulator.	 A	 schematic	 representation	 of	 the	
beetle-type	STM	is	depicted	in	Figure	2.3.	It	consists	of	an	anodized	aluminum	disc,	onto	which	four	piezoelectric	tubes	are	mounted.	Each	piezoelectric	tube	consists	of	one	 inner	electrode	and	four	sections	of	electrodes	on	 its	outside.	By	applying	appropriate	voltages	between	outer	and	 inner	electrodes,	a	stretching,	shrinking,	or	bending	of	the	tubes	can	be	induced.[78]	
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	Figure	2.2:	 The	VT-STM	 setup	 of	 the	Wintterlin	 group.	For	measurements	 a	 sample	 is	 clamped	onto	the	copper	block	and	the	beetle-type	STM	is	set	up	onto	the	sample	holder	by	the	vertical	manipulator.	Stainless	steel	balls	are	attached	to	the	bottom	of	the	three	outer	piezo	tubes	that	act	as	legs	of	the	STM	head.	The	central	piezo	tube	carries	the	STM	tip	that	is	posi-tioned	over	the	sample.	The	tip	was	obtained	by	electrochemical	etching	of	a	tung-sten	wire	(ø =	0.25	mm).[80]	The	sample	holder	features	a	segmented	helical	ramp	that	operates	as	platform	for	the	STM.	The	STM	head	is	put	on	the	sample	holder	by	moving	the	vertical	manipulator	downward	until	the	stainless	steel	balls	touch	the	 surface	of	 the	 segmented	helical	 ramps.	By	 further	 lowering	the	vertical	ma-nipulator	 the	 STM	 head	 is	 mechanically	 decoupled	 from	 the	 manipulator.	 Thin	copper	wires	remain	the	only	connection,	through	which	the	electric	supply	of	the	piezo	tubes	 is	realized.	By	a	collective	movement	of	all	 three	 leg	piezos,	 the	STM	head	 can	 either	 be	 translated	 in	 x	 or	 y	 direction,	 or	 rotated	with	 respect	 to	 the	ramp.	In	this	way	the	tip	can	be	approached	to	or	retracted	from	the	sample	very	precisely.	 In	preparation	 for	a	measurement,	 the	tip-sample	approach	by	a	clock-wise	motion	of	 the	STM	head	down	 the	 ramp	 is	 realized	by	an	 electronic	 circuit	that	automatically	stops	the	movement	when	the	tip	arrives	within	tunneling	dis-tance	to	the	sample.	The	scanning	motion	of	the	tip	in	a	beetle-type	STM	is	realized	by	a	bending	motion	of	the	central	piezo.	The	VT-STM	allows	for	measurements	at	different	temperatures	by	a	combination	of	liquid	helium	cooling	and	radiative	heating.	During	a	measurement	the	sample	holder	 is	 clamped	onto	 the	 copper	block,	which	 is	 cooled	by	a	 copper	braid	 con-
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nected	 to	 a	 liquid	 helium	 cryostat,	 see	 Figure	2.2.	 In	 this	way,	minimum	 sample	temperatures	 of	 around	 -220	°C	 are	 achieved.	 Counterheating	 with	 a	 tungsten	filament	located	inside	the	copper	block,	underneath	the	sample,	allows	for	a	con-tinuous	adjustment	of	the	sample	temperature	up	to	+230	°C.	Beetle-type	STMs	are	specifically	well-suited	 for	 temperature	variations.	Vertical	 thermal	drift	 is	 inter-nally	compensated	 for,	as	 temperature-induced	 length	changes	of	 the	three	outer	piezo	 legs	will	 automatically	 result	 in	 the	 same	 change	 of	 the	 tip-carrying	 piezo,	when	 a	 uniform	 heat	 transfer	 is	 assumed.	 Owing	 to	 their	 quasi-cylindrical	 sym-metry,	beetle-type	STMs	do	also	not	exhibit	significant	lateral	drift.			
	Figure	2.3:	 Schematic	 representation	of	 the	beetle-type	 STM	on	 the	helical	 ramps	of	 the	sample	holder.	The	tip	is	approached	to	(retracted	from)	the	sample	by	a	clockwise	(counter-clockwise)	motion	of	the	three	outer	piezo	legs	on	the	ramps.	In	 order	 to	 damp	 the	 setup	 from	mechanical	 vibrations	 of	 its	 surroundings,	 it	 is	mounted	on	top	of	a	stack	of	copper	plates	(compare	Figure	2.2)	that	are	separated	from	 each	 other	 by	Viton	 loops.	However,	 the	VT-STM	 cannot	 be	 completely	 de-coupled	 from	 the	 rest	of	 the	UHV	chamber	as	a	 connection	 to	 the	He	cryostat	 is	always	required.	This	problem	is	solved	by	means	of	air-damped	legs	on	which	the	UHV	chamber	is	mounted.	A	block	diagram	of	 the	previous	electronic	part	of	 the	STM	control	 and	 the	data	acquisition	system	is	given	 in	Figure	2.4.	The	scan	parameters	 for	an	experiment	were	 set	on	a	personal	 computer	 (PC)	via	a	 JAVA	 user	 interface.	The	digital	scan	
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ramps	for	x	and	y	motion	were	generated	by	a	real-time	computer	hosting	a	field	programmable	gate	array	(FPGA)	and	subsequently	converted	to	analog	signals	by	two	DACs	(2	MHz,	16	bit,	±	10	V).	The	scan	signals	were	enhanced	by	voltage	am-plifiers	in	the	40V-Unit	before	being	applied	to	the	scan	piezo.		
	Figure	2.4:	 Block	diagram	of	 the	electronic	 setup	of	 the	VT-STM	 in	 its	 initial	 configuration.	The	blue	shading	marks	the	digital	scan	control	and	data	acquisition	system	based	on	a	re-al-time	computer	hosting	a	FPGA	unit.	The	analog	part	of	the	setup	is	highlighted	in	orange	and	includes	the	voltage	amplifiers	in	the	“40V-Unit,”	the	STM	itself,	 the	cur-rent	amplifier,	and	the	electronics	of	the	feedback	loop.	Separate	ADC	and	DAC	units	realize	the	crossover	between	analog	and	digital	signals.	Bandwidths	of	the	individual	components	are	indicated,	respectively.	The	measured	tunneling	current	signal	was	preamplified	by	a	factor	of	108	V/A	by	a	commercial	I/V-converter	(FEMTO	DLPCA-200)	with	a	cutoff-frequency	of	7	kHz	(low-noise	mode).	 The	 signal	was	 then	 fed	 into	 the	 feedback	 control	of	 the	 STM	and	 the	 z	signal	was	 determined.	The	 nominal	 values	 for	 It	 in	 the	 feedback	 loop	could	be	set	between	3	pA	and	30	nA.	The	tunneling	voltage	Vt	 could	be	adjusted	up	to	±	10	V	and	is	given	with	respect	 to	 the	polarity	at	 the	sample.	Typically	 the	
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cutoff-frequency	of	the	feedback	loop	was	tuned	to	~	2.3	kHz.	After	amplification,	the	feedback	signal	z	was	applied	to	the	scan	piezo	to	adjust	its	vertical	position.	It	and	z	 signals	were	simultaneously	passed	on	to	the	real-time	computer	via	ADCs	(1	MHz,	 16	bit,	 ±	10	V).	 A	 variable	 gain	 (z	gain)	 could	 be	 applied	 to	 the	 z	 signal	prior	to	conversion	in	order	to	enhance	the	vertical	resolution.	The	resulting	image	was	eventually	displayed	 in	the	user	 interface.	A	transistor-transistor	logic	(TTL)	was	used	for	timing	of	the	scan	and	acquisition	process.	The	 JAVA	 interface	 and	 the	 real-time	 computer/	 FPGA	 system	were	 designed	 by	H.	Junkes	of	the	PP&B	IT	Department	of	the	Fritz-Haber-Institute	(FHI)	Berlin.	The	
FHI	electronics	workshop	developed	and	built	the	TTL,	DACs	and	ADCs.	The	feed-back	electronic	and	the	“40V-Unit”	were	developed	by	Dr.	Joachim	Wiechers.[81,	82]		 	
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2.4 Design	Criteria	
For	 the	 development	 of	 the	 video-rate	 STM	 the	 following	 design	 criteria	 were	formulated.		 a) Acquisition	of	200	x	200	pixel	images	with	at	least	20	images/s	The	setup	should	be	capable	of	acquiring	200	x	200	pixel	images	with	a	rate	of	 20	 images	 per	 second.	 Since	 for	 every	 scan	 from	 left	 to	 right	 (forward	scan)	 there	 has	 to	 be	 a	 scan	 from	 right	 to	 left	 (backward	 scan),	 an	 image	consists	of	80000	data	points	(2	x	200	x	200).	This	leads	to	a	required	min-imum	 sampling	 rate	 of	 the	 acquisition	 system	 of	 around	 1.6	MHz	(80000	data	points/image	x	20	images/s)	and	a	required	tip	scan	frequency	(line	frequency)	of	4	kHz	(200	lines/image	x	20	images/s).		b) Atomic	resolution		has	to	be	maintained	during	video-rate	scanning.		c) Full	transparency	of	the	new	scan	control	and	data	acquisition	system	All	output	and	input	signals	should	be	accessible	to	allow	for	future	modifi-cations	and	extensions	of	the	setup.	It	is	thus	refrained	from	buying	a	com-mercially	available	system.		d) Full	integration	of	the	video	mode	into	the	existing	STM	electronics	The	resulting	setup	should	allow	for	operation	 in	both,	video	and	conven-tional	slow	STM	mode.	Implementation	of	the	video	mode	should	not	affect	or	 restrict	 the	 properties	 of	 the	 conventional	one.	 Switching	 between	 the	two	measuring	modes	should	be	easy	and	fast	and	should	not	make	hard-ware	changes	necessary.			
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2.5 Realization	of	the	Video	Mode	
As	a	consequence	of	 the	defined	demands	 for	 the	video-rate	VT-STM	system,	 the	following	components	of	the	initial	VT-STM	setup	had	to	be	checked	for	their	com-patibility	for	video-rate	scanning	and,	if	necessary,	modified	or	exchanged.		 a) Scan	control	and	data	acquisition	system	
• DAC	units	for	tip	positioning:	output	rate	and	resolution		
• ADC	units	for	signal	readout:	sampling	rates	and	resolution	
	 b) Bandwidth	of	the	voltage	amplifiers	for	tip	positioning	(“40V-Unit”)	
	 c) Bandwidth	&	signal-to-noise	ratio	of	the	current	preamplifier	
	 d) Bandwidth	of	the	feedback	control	
	 e) Mechanical	eigenfrequencies	of	the	STM	head	
	 f) Software	
• real-time	processing	of	the	acquired	data	(displaying	of	 the	 images,	background	correction,	saving	of	large	data	volumes)			 	
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2.5.1 STM	Electronics	
2.5.1.1 Scan	Control	and	Data	Acquisition	System	One	major	point	 that	had	to	be	addressed	during	the	development	was	the	ques-tion	 how	 the	 scan	 control	 and	 the	 data	 acquisition	 system	 (blue	 shading	 in	 Fig-ure	2.4)	 could	 be	 changed	 in	 order	 to	 fulfill	 the	 above	 requirements.	 Concerning	speed	demands	at	least	the	ADC	system	had	to	be	upgraded,	as	its	conversion	rate	of	1	MHz	was	below	the	required	1.6	MHz.	A	yet	more	important	issue	was	the	lack	of	modifiability	of	the	whole	system.	The	key	component	is	an	FPGA	unit	that	was	configured	 and	 programmed	 at	 the	PP&B	 IT	Department	of	 the	FHI.	 This	 system	was	the	result	of	extensive	development	work	during	which,	in	particular,	difficult	timing	problems	had	to	be	solved	and	could	not	be	changed	at	an	acceptable	ex-pense.	For	these	reasons	it	was	decided	to	develop	a	new	scan	control	and	data	acquisi-tion	 system	 based	 on	 a	 commercially	 available	 multifunctional	 data	 acquisition	
device	(DAQ	device)	by	National	Instruments.	These	devices	can	perform	analog-to-digital	as	well	as	digital-to-analog	signal	conversion	and	are	equipped	with	timers	to	 synchronize	 different	 processes.	 The	 functionality	 of	 such	 a	 device	 can	 be	 set	and	 controlled	 as	 required	 by	 the	 on-site	 integrated	 development	 environment	
LabVIEW	 (National	 Instruments)	 or	 also	 by	 the	 add-on	NIDAQ	 Tools	MX	 for	 the	
IGOR	Pro	software	by	Wavemetrics,	a	convenient	feature	as	IGOR	Pro	is	the	default	analysis	 tool	 in	 the	Wintterlin	group.	The	scan	control	and	data	display	software	developed	within	this	thesis	is	described	in	section	2.5.3.	The	selected	DAQ	device	was	a	PCIe	6361,	hosting	two	DAC	units	with	an	analog	output	(AO)	rate	of	2.86	MHz	and	eight	ADC	units	with	a	maximum	sampling	rate	of	 2	MHz	 (analog	 input,	 AI).	 Both	 rates	 are	 higher	 than	 the	 demanded	 1.6	MHz	required	for	the	fast	positioning	of	the	tip	and	data	readout.	All	ADC	and	DAC	units	have	a	maximum	input/output	voltage	range	of	±	10	V	and	a	resolution	of	16	bit,	identical	to	the	properties	of	the	previously-used	ADC	and	DAC	units,	providing	a	lateral	resolution	of	~0.15	Å/bit	and	a	vertical	resolution	of	~0.017	Å/bit	(in	 the	
constant-current	mode).	In	principle,	DAQ	devices	with	higher	conversion	rates	are	also	available,	but	an	increase	in	speed	would	result	in	a	decrease	of	resolution.	At	the	time	of	purchase,	there	was	no	suitable	off-the-shelf	16	bit	DAQ	device	availa-ble	with	higher	conversion	rates.	In	order	to	maintain	the	same	lateral	and	spatial	resolution,	a	decrease	of	the	bit	number	would	also	reduce	the	maximum	voltage	
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ranges	 and	 thus	 the	 achievable	 scan	 ranges.	 The	 constant-height	 mode	 could	 be	operated	with	lower	bit	resolution	than	16	bit	because	of	the	relative	low	dynamic	range	of	 the	tunneling	current.	However,	as	mentioned	above,	 the	system	should	be	 usable	 for	 both,	 the	 video	 mode	 as	 well	 as	 for	 the	 conventional	 scan	 mode,	which	requires	a	minimum	resolution	of	16	bit	because	of	the	high	dynamic	range	of	 the	 z	 signal.	 The	 specific	 combination	 of	 output	 and	 sampling	 rates,	 voltage	range	and	resolution	of	the	ADC	and	DAC	units	is	therefore	a	compromise	to	ena-ble	imaging	at	video	rate	while	not	restricting	the	conventional	scan	mode.	The	PCIe	6361	DAQ	device	was	directly	integrated	by	a	common	PCIe	x1	(Peripher-
al	 Component	 Interface	 Express,	 version	 1.1)	 interface	 onto	 the	 mainboard	 of	 a	custom	PC.	An	 internal	FIFO	 (first	 in	–	 first	out)	memory	allows	 for	buffering	of	data	 in	 case	 the	 readout	 of	 the	 data	 by	 the	 PC	 temporarily	 falls	 behind	 the	 data	acquisition	rate.	
2.5.1.2 Feedback	Loop	The	conventional	feedback	loop	of	the	VT-STM	setup,	an	integral	controller,	has	a	maximum	bandwidth	of	around	10	kHz.	For	the	usual	slow	measurements	 in	 the	
constant-current	mode,	 the	 frequency	response	was	set	 to	about	2.3	kHz	 in	order	to	prevent	oscillation	of	 the	 feedback	circuit.	When	speeding	up	the	scanning,	all	structures	on	 the	 sample	 surface	 that	 correspond	 to	temporal	 frequencies	above	2.3	kHz	would	hence	not	be	recognized	by	the	feedback	loop.	A	quite	simple	solution	to	this	problem	is	 the	quasi	constant-height	mode.	 In	 this	mode,	the	cut-off	frequency	of	the	feedback	controller	is	set	to	a	low	value,	so	that	slow	changes	 caused	by	 thermal	drift	 and	 sample	 tilt	 are	 still	 compensated.	Fast	changes	caused	by	the	atomic	structure	are	not	compensated	but	cause	a	variation	of	the	It	signal	that	is	recorded.	All	STM	movies	acquired	within	this	work	were	measured	 in	this	quasi	constant-
height	mode.	
2.5.1.3 Voltage	Amplifiers	The	scan	ramps	in	x	and	y	direction	as	well	as	the	feedback	output	signal	z	become	magnified	by	a	 factor	of	 three	by	 the	voltage	 amplifiers	 in	 the	 “40V-Unit”	before	
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being	applied	to	the	scan	piezo.	The	bandwidth	of	 the	voltage	amplifier	 for	 the	z	signal	is	260	kHz,	sufficient	when	scanning	in	the	video	mode.	For	the	signal	amplification	of	the	scan	ramps	in	x	and	y	direction	the	bandwidth	of	the	amplifiers	is	limited	to	3	kHz,	which	is	below	the	intended	frequency	in	the	fast	scanning	direction	of	around	4	kHz.	Frequencies	in	the	range	of	the	bandwidth	and	above	will	be	amplified	less	efficiently.	In	order	to	estimate	the	loss	in	signal	ampli-tude	 when	 scanning	 close	 to	 or	 even	 above	 the	 bandwidth,	 the	 signal	 gain	 was	experimentally	 determined	 in	 dependency	 of	 the	 frequency	 of	 the	 input	 signal.	Figure	2.5	shows	the	Bode	plot	of	the	voltage	amplifiers	for	x	and	y	signal.			
	Figure	2.5:	 Bode	plot	of	the	voltage	amplifiers	in	the	“40	V-Unit”	for	x	and	y	signal	for	frequencies	between	1	and	5000	Hz.	The	bandwidth	of	both	amplifiers	lies	at	3	kHz.	The	 gain	 of	 both	 signals	 remains	 constant	 up	 to	 a	 frequency	 of	 approximately	500	Hz.	At	higher	frequencies	the	gain	slightly	reduces.	The	measurement	confirms	the	bandwidth	of	both	signal	amplifiers	at	3	kHz,	defined	as	the	frequency	at	which	the	output	voltage	is	lowered	to	1 √2⁄ 	of	the	input	voltage.	This	point	is	indicated	in	Figure	2.5	by	the	crossing	of	the	two	solid	black	lines.	For	the	desired	range	of	scan	frequencies	(in	the	low	kHz	regime)	the	main	effect	of	the	limited	bandwidth	on	the	sine-shaped	scan	waves	will	be	an	apparent	lower-ing	of	the	x	conversion	in	comparison	to	the	conventional	slow	scan	mode.	Howev-er,	 the	usage	of	 the	existing	voltage	amplifiers	does	not	 impair	high	 speed	 scan-ning.	As	the	resulting	effect	can	be	easily	corrected	by	a	recalibration	of	 the	con-
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version,	the	voltage	amplifier	system	is	left	unchanged.	Table	2.1	lists	the	remain-ing	 gain	 factor	 referenced	 to	 the	gain	 for	 an	 input	 signal	of	 1	Hz	 for	 several	 fre-quently	used	scan	frequencies.	These	percentage	values	can	be	used	to	correct	the	
x	conversion	for	different	scan	speeds.			Table	2.1:	 Loss	of	signal	gain	for	several	scan	frequencies	in	the	voltage	amplifier	of	the	x	signal.	
Scan	Frequency	f	 Gain(f)/Gain(1	Hz)	500	Hz	 100	%	1000	Hz	 95	%	1500	Hz	 90	%	2000	Hz	 84	%	2500	Hz	 78	%	3000	Hz	 71	%	3500	Hz	 67	%	4000	Hz	 62	%		
2.5.1.4 Current	Preamplifier	The	 images	 in	 the	 video	mode	would	 typically	 be	 between	 100	 and	 200	Å	wide.	With	a	metallic	lattice	constant	of	roughly	3	Å	a	single	line	would	therefore	contain	between	30	and	70	atoms.	If	one	wants	to	achieve	resolving	this	atomic	pattern	at	least	 by	 its	 lowest	 Fourier	 component,	 the	 bandwidth	 of	 the	 current	 amplifier,	given	 an	 intended	 line	 frequency	 of	 4	kHz,	 should	 be	 between	 240	 and	 560	kHz	(including	a	factor	of	two	for	forward	and	backward	scan).	For	this	reason	a	band-width	of	the	preamplifier	in	the	high	kHz	range	is	necessary.	This	is	a	challenging	demand	 as	 the	 noise	 of	 electric	 compounds	 typically	 increases	 proportionally	 to	√Hz,	which	results	in	a	decreasing	signal-to-noise	ratio.	The	employed	preamplifier	 in	 the	 initial	VT-STM	setup	was	a	 commercial	Femto	
DLCPA-200	 I/V	 converter	 that	had	been	operated	with	an	amplification	 factor	of	108	 V/A	 in	 the	 “low	 noise”	 mode.	 The	 cut-off	 frequency	 in	 this	 mode	 is	 7	kHz,	
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which	 is	 sufficient	 for	 slow	 scanning	 studies	 but	 far	 below	 the	 just	 estimated	bandwidth	necessary	for	video-rate	imaging	with	atomic	resolution.	The	preampli-fier	 could	 also	 be	 operated	 in	 a	 “high	 speed”	mode	with	 a	 higher	 bandwidth	 of	200	kHz	(gain	108	V/A),	but	test	measurements	in	this	mode	revealed	a	high	back-ground	noise	level	of	around	100	mV	that	impaired	imaging	significantly.	Therefore	the	Femto	I/V	converter	has	been	replaced	by	a	home-built	preamplifier	designed	 and	 built	 by	 Dr.	 Joachim	Wiechers.	 This	 preamplifier	 features	 an	 even	higher	bandwidth	than	the	commercial	one	with	a	cut-off	frequency	of	300	kHz	at	a	fixed	gain	of	108	V/A.	Furthermore	it	shows	a	significantly	better	signal-to-noise	ratio.	The	background	noise	level	in	the	It	signal	was	determined	to	around	40	mV,	which	corresponds	to	a	current	noise	of	0.4	nA.	Thus,	to	achieve	high-enough	con-trast	in	the	resulting	images,	the	base	level	for	It	in	the	quasi	constant-height	mode	has	to	be	set	to	at	least	1	nA.	
2.5.2 Mechanical	Properties	of	the	STM	When	driving	the	STM	tip	at	high	scan	speeds	vibrations	of	the	STM	head	and	the	whole	sample-STM	setup	can	be	excited	by	the	tip	motion.	For	video-rate	imaging	scan	 frequencies	 lie	 in	 the	 low	kHz	regime,	which	 is	 in	 the	range	of	 the	eigenfre-quencies	 of	beetle-type	 STMs.[83-85]	 Coupling	of	 the	 fast	 scanning	motion	 to	 reso-nant	 modes	 of	 the	 STM	 setup	 can	 strongly	 impair	 the	 spatial	 resolution,	 create	image	 distortions,	 or	 in	 the	worst	 case,	 cause	 tip	 crashes.	 The	 knowledge	 of	 the	mechanical	properties	of	the	STM	setup	is	thus	a	precondition	to	avoid	unwanted	effects	when	speeding	up	the	tip	motion.	The	mechanical	properties	of	 the	present	STM	were	 investigated	by	using	one	of	the	four	piezoelectric	tubes	for	excitation.	A	directional	mechanical	vibration	was	excited	 by	 applying	 a	 sine	wave	 of	 variable	 frequency	 in	 the	 range	 of	 100	Hz	 to	7	kHz	with	 an	 amplitude	 of	 300	mV	between	 the	 inner	 electrode	 and	 one	 of	 the	four	outer	contacts	of	a	piezo.	To	study	the	cross	coupling	between	different	piezo	tubes,	the	piezoelectric	voltage	signal	at	other	piezo	tubes	was	monitored	in	paral-lel	and	perpendicular	direction	(configuration	1).	Strong	resonances	were	found	at	around	680	Hz,	1	kHz,	and	3.6	kHz	and	are	listed	in	Table	2.2.	In	a	second	configu-ration,	it	was	also	tested	if	the	scan	piezo	itself	is	subject	to	resonance	effects	dur-ing	scanning	at	high	speed.	For	this	purpose	the	“x+”	contact	of	 the	central	piezo	was	excited	by	the	sinusoidal	voltage	and	the	response	was	monitored	at	the	“x-”	
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and	one	y	contact	(configuration	2).	Resonances	were	only	found	in	parallel	direc-tion	at	around	6.6	kHz	and	6.8	kHz.		Table	2.2:	 Overview	 of	 the	 measured	 major	 resonance	 frequencies	 of	 the	 VT-STM	 setup.	 The	gray	circle	represents	the	aluminum	body	of	the	STM	beetle.	Numbers	I	to	IV	mark	the	four	different	piezoelectric	tubes.	
Configuration	1	 Configuration	2	
	 	resonance	frequencies	[Hz]	 resonance	frequencies	[Hz]	parallel		 perpendicular	 parallel	 perpendicular	680	 -	 6620	 -	1010	 1010	 6800	 -	3550	 3570	 	 	3620	 3620	 	 	3660	 -	 	 		In	 literature,	 the	causes	of	 the	vibrational	response	of	a	beetle-type	STM	were	 in-vestigated	by	Behler	and	 coworkers.[83]	 Strong	 resonances	were	 found	 in	a	wide	frequency	 range	 between	 3	 and	 10	kHz.	 Supported	 by	 theoretical	 calculations	these	 could	 be	 attributed	 to	 intrinsic	 resonant	modes	 of	 the	 STM	 head,	 such	 as	translational	 and	 rotational	motions.	 This	 is	 in	 good	 agreement	with	 the	 higher	resonance	 frequencies	 found	 in	 configuration	1	 for	 the	STM	 setup	 and	 also	with	the	 resonance	 frequencies	 identified	 in	 configuration	 2.	Modes	 that	 are	 only	 de-tected	 in	 the	 parallel	 direction	 correspond	 to	 a	 pure	 translational	mode,	 e.g.,	 at	
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3660	Hz,	while	 resonances	 that	 appear	 in	both,	parallel	 and	perpendicular	direc-tion,	e.g.,	at	3620	Hz,	may	result	from	a	rotational	or	more	complicated	mode.	Furthermore	Behler	et	al.	detected	several	less	strong	but	quite	sharp	resonances	in	 the	 range	between	500	and	1700	Hz.[83]	The	amplitude	and	 the	 frequencies	at	which	these	occurred	turned	out	 to	be	strongly	dependent	on	the	position	of	 the	STM	 head	 on	 the	 helical	 ramp	 of	 the	 sample	 holder	 and	 thus	 were	 ascribed	 to	result	from	a	“rattling”,	as	it	was	termed	in	the	work	of	Behler	et	al.,	of	the	whole	STM	head	on	the	sample	holder.	Most	probably	the	resonances	 found	 in	the	pre-sent	STM	setup	at	680	and	1010	Hz	can	also	be	attributed	to	such	a	“rattling”	of	the	STM	head.	This	assumption	is	supported	by	the	following	observation:	While	set-ting	 up	 the	 video	mode	of	 the	 STM,	 a	 scan	 frequency	 of	 exactly	 1	kHz	was	 often	used	for	testing	purposes.	Sometimes	it	was	possible	to	obtain	atomically	resolved	images,	 while	 in	 one	 of	 the	 next	 experiments,	 in	 which	 the	 STM	 head	 was	 re-positioned	on	the	sample	ramp,	imaging	at	1	kHz	turned	out	to	be	impossible.	This	strongly	hints	at	a	vibrational	mode	that	 is	dependent	on	the	contact	of	 the	STM	head	via	the	stainless	steel	balls	to	the	helical	ramp.	Such	“rattling”	resonances	can	be	 somewhat	annoying	as	 they	 appear	 at	different	and	non-predictable	 frequen-cies	in	every	measurement.	However,	their	appearance	can	also	be	easily	changed	for	better	or	for	worse	by	moving	the	STM	head	by	a	few	μm.	Although	during	an	STM	experiment	the	excitation	occurs	at	 the	tip	piezo,	 like	 in	configuration	2,	the	comparison	with	the	literature	as	well	as	the	observed	behav-ior	 of	 the	 STM,	 described	 above,	 show	 that	 both	 configurations	 are	 suitable	 to	detect	 relevant	 eigenmodes	 of	 the	 STM.	 The	 first	 measured	 intrinsic	 resonance	frequency	of	the	STM	head	at	around	3.5	kHz	is	thus	below	the	intended	line	fre-quency	of	4	kHz.	However,	the	mechanical	resonances	do	not	act	as	an	upper	limit	for	 the	 possible	 scan	 frequencies.	 That	 beetle-type	 STMs	 can	 be	 operated	 at	 fre-quencies	above	or	in	between	resonant	modes	was	shown	by	Esch	et	al..[59]	The	usual	waveform	for	the	tip	movement	in	the	line	direction	is	a	triangular	wave,	see	Figure	2.6,	upper	inset.	Each	single	triangle	therein	corresponds	to	a	back	and	forth	movement	of	 the	 tip	 to	 image	one	 line	of	 the	 sample	 in	 forward	and	back-ward	direction.	This	 scan	wave	 is	 commonly	used,	 since	 the	 linear	slope,	 i.e.,	 the	linear	relation	between	tip	position	and	time,	results	in	a	uniform	spatial	width	of	all	 pixels.	 No	 image	 distortions	 are	 introduced.	 However,	 these	 triangular	 scan	waves	do	also	contain	higher	frequency	components	besides	the	fundamental	scan	frequency.	 Figure	2.6	 shows	 the	 Fourier	 transform	 (FT)	 of	 the	 triangular-shaped	wave	with	a	frequency	of	1000	Hz	in	the	upper	panel.	Besides	the	main	frequency	
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at	1000	Hz	several	higher	 frequency	components	are	visible	 in	 the	FT	transform.	Thus,	when	using	 triangular	waves	 for	 scanning	of	 the	 tip	unwanted	mechanical	resonances	 of	 the	 setup	 might	 be	 excited	 by	 the	 higher	 frequency	 components,	even	 when	 the	 base	 frequency	 of	 the	 scan	 wave	 is	 still	 far	 below	 the	 resonant	modes.	Scanning	close	to	or	in	between	resonant	modes	of	the	STM	is	almost	im-possible	with	this	kind	of	scan	wave.	This	problem	can	be	avoided,	if	a	pure	sine	wave	is	used	for	scanning,	as	first	pro-posed	by	Wintterlin	et	al..[41]	A	 sine	wave	with	a	 frequency	of	1000	Hz	only	 con-tains	one	distinct	frequency	in	the	FT	transform	(Figure	2.6,	lower	panel).	By	using	the	sinusoidal	scan	function	one	can	thus	drive	the	tip	close	to	the	eigenmodes	of	the	STM	without	interference	with	the	resonant	modes	of	the	STM.			
	Figure	2.6:	 Fourier	 transform	of	a	 triangular	 scan	wave	and	a	 sinusoidal	 scan	wave	with	a	 fre-quency	of	1000	Hz.	Time	plots	of	 the	 two	different	 scan	waves	are	shown	 in	 the	 re-spective	inset.	The	use	of	a	sinusoidal	scan	wave	has	been	adopted	since	then	by	several	groups	for	 fast-scanning	applications[58,	59]	and	 it	 is	also	employed	 in	this	work	to	enable	
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video-rate	scanning.	The	price	to	be	paid	 for	scanning	with	a	sine	wave	 is	 image	distortions	 (see	 section	 2.6.2),	 as	 the	 tip-to-sample	 velocity	 changes	 along	 the	image.	The	deformed	images	 thus	have	 to	be	 corrected	 in	 the	post-processing	of	the	STM	data.	This	step	will	be	discussed	in	section	3.3.	
2.5.3 Video-STM	Software	The	functionalities	of	the	DAQ	device	PCIe	6361	were	set	and	controlled	by	a	cus-tomized	IGOR	Pro	graphical	user	interface	(GUI)	using	the	software	add-on	NIDAQ	
Tools	MX	 (both	 by	Wavemetrics).	 As	 a	 starting	 point	 for	 the	 development	 of	 the	Video-STM	software	in	the	IGOR	Pro	environment,	Prof.	Dr.	Rolf	Schuster	provided	an	STM	control	and	image	acquisition	program	as	used	in	his	working	group	at	the	
KIT	for	conventional	STM	studies.	This	software	was	modified	and	enhanced	in	the	scope	of	this	work	to	achieve	compatibility	with	the	existent	hardware	setup	and	to	match	the	defined	speed	demands	for	Video-STM.	The	structure	and	features	of	the	new	Video-STM	software	are	described	in	the	following.		
• Full	control	of	all	scan	parameters	Scan	parameters,	such	as	the	image	size	in	Ångströms	and	in	pixels,	a	possible	offset	of	the	imaged	area,	the	scan	speed,	and	the	conversion	factors	in	x,	y,	and	
z	direction	are	set	in	the	GUI.	Furthermore,	three	different	imaging	modes	that	determine	 in	which	way	 images	are	 scanned	 in	y	 direction	have	been	 imple-mented:	an	upward,	a	downward,	and	a	combined	upward/downward	 imag-ing	mode.	In	the	upward	mode	acquisition	starts	in	the	lower	left	corner	of	an	image	and	the	frame	is	build	up	line	by	line	from	bottom	to	top.	The	upper	left	corner	 is	 the	 starting	 point	 for	 imaging	 in	 the	 downward	mode	 from	 top	 to	bottom.	In	the	combined	mode	consecutive	images	are	alternately	scanned	in	upward	or	downward	direction.		
• Selection	between	two	input	signals:	z	and	It	It	can	be	selected	whether	the	z	signal,	corresponding	to	the	constant-current	mode,	or	the	tunneling	current	It,	corresponding	to	the	constant-height	mode,	is	used	as	input	signal.	This	signal	is	then	read	out	from	the	DAQ	device,	dis-played	and	subsequently	saved.	
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• Two	measurement	modes:	a	conventional	and	a	video	mode.		Furthermore	 two	 different	 scan	 modes	 are	 available:	 a	 conventional	 scan	mode	 and	 a	 video	 mode,	 and	 the	 software	 can	 switch	 between	 these	 two	modes.	 In	 the	 conventional	 mode	 scan	 ramps	 have	 the	 common	 triangular	shape,	whereas	in	the	video	mode	sinusoidal	ramps	are	used.	As	a	careful	de-sign	of	the	scan	ramps	turned	out	to	be	crucial	for	the	resulting	image	quality	when	scanning	at	video-rate,	 a	detailed	description	of	 the	 scan	 ramp	signals	follows	in	the	subsequent	section	2.5.3.1.	
	
• Signal	 averaging	 to	 enhance	 signal-to-noise	 ratio	 (conventional	 mode	
only)	In	 the	 slow	scanning	mode,	when	 the	 effective	 scan	 speed	 is	well	 below	 the	maximum	sampling	rate	of	the	DAQ	device	(<2	MHz),	the	signal	value	for	one	pixel	is	obtained	by	averaging	over	multiple	measurements	at	the	same	posi-tion	in	order	to	improve	the	signal-to-noise	ratio.	For	each	measurement,	the	number	of	measurements	Zav	at	a	point	is	calculated	by	the	software	depend-ing	on	the	set	scan	speed	and	image	resolution.	In	the	video	mode	Zav	is	always	set	to	one.	
	
• Three	live	display	modes	of	the	collected	data	The	software	provides	three	modes	for	displaying	the	STM	data	during	an	on-going	recording	process.	The	unmodified	original	data	and	a	background	cor-rected	version	of	the	current	data	input	can	be	displayed.	For	background	cor-rection,	 each	 image	 line	 is	 scaled	 between	 0	 and	 1	 and	 displayed	 in	 the	 full	range	of	the	gray	scale.	As	a	third	mode,	it	is	also	possible	to	display	a	height	profile	of	 the	currently	scanned	 line,	 i.e.,	 the	measured	signal	 in	Volts	versus	the	line	pixels,	corresponding	to	𝑧(𝑥)	or	𝐼%(𝑥)	for	constant-current	or	constant-
height	mode,	respectively.	Therefore,	the	input	signal	in	Volts	is	plotted	against	the	line	pixels.	Using	the	z	
conversion,	 the	 input	voltage	 is	also	translated	into	a	height	variation	 in	Ång-ströms	for	scans	in	the	constant-current	mode.		
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• “Safe	modes”	in	tip	control	To	 avoid	 jumps	 in	 the	 supply	 voltage	 of	 the	 tip	 piezo	 that	 could	 lead	 to	 tip-sample	crashes,	the	software	features	“safe	modes”	that	control	the	tip	move-ment	 immediately	 before	 and	 after	 the	 imaging	 process.	 Before	 starting	 the	scanning	process,	the	tip	is	slowly	driven	to	its	starting	position	for	the	subse-quent	 image	 acquisition.	 After	 termination	 of	 the	 imaging	 process,	 the	 tip	 is	safely	brought	back	from	its	current	position	to	its	zero	position	(compare	sec-tion	2.5.3.1	“Scan	Ramp	Generation”).		
• Clear	and	easy	to	use	GUI	A	GUI	was	developed	for	easy	control	and	monitoring	of	the	scan	and	data	ac-quisition	process	during	a	measurement.	A	screenshot	of	 the	 finalized	GUI	 is	shown	 in	 Figure	2.7.	 Panels	 for	 setting	 and	monitoring	 scan	 and	 acquisition	parameters	are	framed	in	orange.	Windows	for	representation	of	the	currently	acquired	data	are	framed	in	purple.	Additionally,	the	IGOR	Pro	history	(framed	in	green)	 is	useful	 to	monitor	 the	status	of	 the	ongoing	data	acquisition	pro-cess.		
• Matching	of	the	defined	speed	requirements	In	 the	 current	 configuration	 the	 Video-STM	 software	 provides	 reliable	 and	stable	STM	control	and	data	acquisition	with	all	three	display	modes	enabled	up	to	a	sampling	rate	of	1.8	MHz.	When	turning	off	the	live	background	correc-tion	of	 the	 collected	data,	 the	 software	also	allows	 for	sampling	at	 the	maxi-mum	rate	of	 the	DAQ	device	 (2	MHz).	The	 combined	hardware	and	software	system	thus	fulfills	the	defined	speed	requirement	of	1.6	MHz	in	all	modes	of	operation.	The	resulting	STM	movies	consist	of	up	to	3×108	data	points,	corre-sponding	to	3731	 images	 in	one	measurement	 for	the	typical	200	x	200	pixel	image	 size.	 Depending	 on	 the	 respective	 imaging	 rate,	 this	 equals	 three	 (20	images/s)	 to	six	minutes	(10	 images/s)	of	steady	 imaging	of	 the	sample	sur-face.	Data	are	saved	as	an	igor	binary	wave	(.ibw)	file,	which	ensures	compati-bility	with	 the	 established	 STM	 analysis	 tools.	 The	 specific	 realization	of	 the	data	readout	from	the	DAQ	device	as	well	as	the	saving	procedure	were	speed-critical	for	the	video-rate	data	acquisition.	Therefore,	these	steps	are	present-ed	in	detail	in	section	2.5.3.2.	
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2.5.3.1 Scan	Ramp	Generation	As	the	shape	of	the	scan	ramps	strongly	influences	the	imaging	process,	the	design	of	the	scan	ramps	implemented	in	the	Video-STM	software,	is	presented	in	detail	in	the	following.	Exemplarily,	Figure	2.8	shows	the	scan	ramps	in	x	(blue)	and	y	(red)	direction	in	the	conventional	scanning	mode	for	the	following	set	of	parameters:	
• x	width,	y	width:	1000	Å	
• x	offset,	y	offset:	0	Å	
• x	conversion,	y	conversion:	500	Å/V	
• linepoints:	50	
• Scanfrequency:	50	Hz	
• Zav:	1	
• Imaging	mode:	upward	
x	width	and	y	width	denote	the	scan	range	in	Ångströms.	The	parameter	linepoints	represents	 the	 number	 of	 pixels	 in	x	 and	 y	 direction	 of	 the	 resulting	 image.	 The	number	of	pixels	is	always	the	same	in	x	and	y	direction	to	enable	exact	timing	of	both	ramps;	however,	scan	amplitudes	can	be	different.	The	scan	speed	 is	deter-mined	 by	 the	 parameter	 Scanfrequency,	 which	 is	 the	 line	 frequency	 in	 the	 fast-scanning	direction	in	Hz,	i.e.,	the	inverse	time	for	one	forward	and	one	backward	scan	of	the	tip.	The	 scan	 range	 in	Å	 divided	 by	 the	 respective	 conversion	 factor	 determines	 the	amplitude	of	 the	scan	waves.	 In	 the	present	example	the	peak	to	peak	amplitude	for	 both	waves	 is	2	V	 (1000	Å	/ 500Å∙V-1).	 In	 order	 to	 allow	 for	 large	 scan	 areas,	scan	ramps	are	generated	in	such	a	way	that	the	image	center	is	the	point	of	zero	voltage	supply	at	the	piezo	contacts	(for	the	case	of	no	applied	offset).	Both,	the	x	and	the	y	ramp	are	thus	centered	around	0	V.	According	to	the	preset	number	of	 linepoints,	 the	x	 ramp	consists	of	50	triangles,	each	representing	a	single	line	of	the	resulting	image.	During	these	50	triangles	the	
y	ramp	is	gradually	increased	in	50	steps	from	-1	to	+1	V,	giving	in	total	50	lines.	A	more	 detailed	 view	 of	 the	 scan	 waves	 of	 Figure	2.8	 between	 0.94	 and	 1.02	s	 is	shown	in	Figure	2.9	a).	The	linear	increase	of	the	voltage	in	the	first	half	of	a	trian-gle	describes	a	forward	scan	of	the	STM	tip	in	x	direction,	followed	by	the	inverse	motion	(backward	scan)	as	 the	voltage	decreases	again.	Each	triangle	consists	of	
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100	data	points,	50	 in	 the	 forward	and	50	 in	the	backward	scan.	The	 image	will	later	be	built	up	by	using	only	forward	or	only	backward	scans.		
	Figure	2.8:	 Scan	 ramps	 in	 x	 (blue)	 and	 y	 (red)	 direction	 for	 a	 complete	 50	x	50	 pixels	 image	acquired	with	a	scan	frequency	of	50	Hz	in	the	upward	imaging	mode.	According	 to	 the	 scan	 frequency	 (=line	 frequency)	of	50	Hz	 in	 the	example,	 each	triangle	 takes	exactly	0.02	s,	 giving	a	 total	 time	of	1.00	s	 for	 the	50	 lines.	Yet	 the	overall	time	for	the	full	image	(Figure	2.8)	is	somewhat	higher.	This	is	because	the	ramps	are	exemplarily	shown	for	imaging	in	the	upward	mode	and	thus	also	have	to	include	a	back	scan	from	top	to	bottom	in	y	direction	in	between	two	consecu-tive	 images.	 The	 vertical	 black	 line	 in	 Figure	2.9	a)	marks	 the	 completion	 of	 the	image.	To	reach	the	starting	point	of	 the	successive	 image,	 the	y	 ramp	is	 linearly	decreased	to	its	initial	value,	during	which	the	tip	does	not	move	in	x	direction.	The	back	scan	in	y	takes	half	the	time	(0.01	s)	of	a	full	line	scan	in	x.		
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	Figure	2.9:	 Comparison	 of	 the	 scan	 ramps	 a)	 in	 the	 conventional	 and	 b)	 in	 the	 video	mode.	 x	ramps	are	depicted	in	blue,	y	ramps	in	red;	each	dot	corresponds	to	a	set	voltage	and	a	data	point.	a)	Zoom-in	into	the	scan	ramps	of	Figure	2.8	between	0.940	and	1.020	s.	Shown	are	the	last	three	lines	and	the	back	scan	in	y	direction	of	a	50	x	50	pixels	im-age	 acquired	with	 a	 scan	 frequency	 of	 50	Hz	 in	 the	 upward	 imaging	mode.	 b)	 Scan	ramps	in	the	video	mode	with	the	same	imaging	parameters	as	for	a).	Each	image	line	is	represented	by	a	full	period	of	a	sine	function.	The	back	scan	in	y	is	designed	as	a	half	sine	wave	with	doubled	wavelength	in	comparison	to	the	x	ramp.	In	the	video	mode,	the	triangular	wave	form	of	the	x	ramp	is	replaced	by	a	sinusoi-dal	wave.	Figure	2.9	b)	shows	the	respective	scan	waves	in	the	video	mode	for	the	same	parameter	set	as	in	Figure	2.9	a).	Each	image	line	is	now	described	by	a	full	
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period	of	a	sine	function.	In	contrast	to	the	ramps	in	the	conventional	scan	mode,	the	y	ramp	no	longer	follows	a	stepwise	increase,	but	rises	continuously	through-out	the	whole	image	acquisition	process.	This	is	done	to	avoid	any	discontinuities	when	scanning	in	the	fast	mode,	since	any	abrupt	change	in	the	tip	movement	can	induce	image	distortions.	Another	difference	lies	in	the	shape	of	the	back	scan	in	y	direction.	In	order	to	avoid	an	abrupt	stop,	the	scanning	in	x	direction	is	continued	during	the	back	scan	in	y	direction,	see	Figure	2.9	b).	For	this	reason,	the	time	for	the	back	scan	 in	y	 is	expanded	to	a	 full	x	 sine	wavelength.	Furthermore	the	back	scan	 is	not	performed	in	a	 linear	way	but	as	a	half	sine	 function.	 In	 this	way	the	crossover	between	the	linear	y	ramp	and	the	back	scan	is	rounded	off,	for	the	same	reason	as	above.	As	the	point	at	which	a	voltage	of	zero	is	applied	to	the	scan	piezo	(0,0)	is	set	to	the	image	center,	particular	attention	must	be	paid	to	 the	start	of	a	measurement	as	the	piezo	will	otherwise	jump	in	one	step	to	the	starting	point	at	(-1,-1).	Such	un-controlled	movements	of	the	STM	tip	have	to	be	avoided	as	they	involve	a	high	risk	of	tip	crashes	with	the	sample.	Therefore,	after	initiating	a	measurement	with	the	software,	linear	waves	(one	in	x	and	one	in	y	direction)	are	generated	that	slowly	bring	 the	 tip	 to	 its	 starting	 point	 before	 the	 actual	 imaging	 process	 begins.	 The	motion	of	 the	 tip	on	 the	way	 to	 the	 starting	point	 is	slowed	down	by	a	 factor	of	three	 compared	 to	 the	 scan	 speed	 in	 the	 following	 image	 acquisition	 process.	 A	similar	problem	arises	after	termination	of	the	measurement,	because	in	this	mo-ment	the	tip	might	be	located	at	any	point	in	the	image	and	would	directly	jump	to	the	 image	center,	since	no	scan	ramps	are	applied	anymore.	To	avoid	this,	an	 in-ternal	counter	of	the	DAQ	device	is	used	to	calculate	the	actual	position	of	the	tip	in	the	image	at	the	end	of	the	measurement	and	the	tip	is	safely	brought	back	from	its	position	to	the	(0,0)	origin.	
2.5.3.2 Data	Readout	and	Saving	The	DAQ	device	 contains	an	onboard	FIFO	memory	 in	which	 the	data	are	stored	after	 analog-to-digital	 conversion	 for	 intermediate	 buffering.	 From	 the	 FIFO	 the	data	 are	 frequently	 forwarded	 to	 the	 IGOR	 Pro	 software	 and	 stored	 in	 a	 one-dimensional	 (1D)	 buffer	 data	 wave.	 This	 buffer	 wave	 thus	 always	 contains	 the	most	recently	collected	data,	 i.e.,	 the	 latest	readout	of	 the	FIFO.	Subsequently	 the	data	 are	 transferred	 into	 a	 predefined	 1D	data	wave	 of	 1·108	 (normal	mode)	 or	3·108	chunk	size	(video	mode),	in	which	all	acquired	data	points	from	a	measure-
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ment	 are	 concatenated	 in	 series.	 To	meet	 the	 speed	 requirements,	 the	 complete	memory	 for	 this	 large	wave	 is	 allocated	 in	 the	 random	access	memory	 (RAM)	at	the	beginning	of	the	acquisition	process.	During	the	measurement,	this	predefined	empty	space	is	consecutively	filled	with	the	recorded	data	points.	If	the	pre-allocated	memory	for	the	data	wave	is	not	completely	used	at	the	end	of	a	measurement,	all	empty	entries	 in	 the	wave	are	deleted	 in	order	to	reduce	the	memory	required	for	saving.	The	data	wave	is	subsequently	automatically	saved	to	the	hard	disk	as	an	.ibw	file	together	with	a	second	file	that	contains	the	software-controlled	parameters	of	the	measurement.	The	entries	of	this	parameter	file	can	be	 used	 in	 the	 later	 data	 processing	 to	 generate	 the	 images	 from	 the	 one-dimensional	wave	and	to	reproduce	measurement	conditions.	Figure	2.10	 shows	 an	 example	 of	 a	 one-dimensional	 data	 wave	 that	 contains	~1.8·108	data	points,	as	saved	by	the	Video-STM	software.	The	wave	represents	a	movie	 of	 2208	 consecutive	 STM	 images	 from	 a	 measurement	 in	 quasi	 constant-
height	mode.	The	wave	content	 is	 the	amplified	and	converted	 tunneling	 current	signal	 in	Volts	 (amplification	 factor:	108	V/A).	The	 tunneling	 current	 is	negative,	because	a	negative	tunneling	voltage	was	used.		
	Figure	2.10:	 Example	 of	 the	 saved	 output	 of	 the	 Video-STM	 software.	 The	 depicted	 data	wave	represents	a	movie	of	2208	consecutive	STM	images	acquired	in	quasi	constant-height	mode.	
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With	 the	 current	 software/hardware	 combination,	 it	 is	 not	 possible	 to	 directly	write	the	data	wave	to	hard	disk	during	an	ongoing	data	acquisition	as	hard	drive	accession	times	are	too	long	(in	the	millisecond	range).	New	generation	SSDs	(solid	state	drives)	with	write	latencies	in	the	μs	regime	may	be	capable	of	overcoming	this	restriction	and	enabling	direct	saving	of	the	data	on-line	without	a	need	for	the	intermediate	step	using	the	RAM.	As	the	Video-STM	software	has	been	developed	in	IGOR	Pro	Version	6.02A,	which	is	a	32	bit	program,	the	maximum	RAM	space	the	program	can	access	is	limited	to	approximately	2	GB.	The	reason	for	this	is	that	a	32	bit	 program	 can	 only	 address	 232	Bytes	~	4	GB	 of	 memory.	 Under	 Windows	operating	 systems	half	 of	 this	memory	 is	 reserved	 for	 system	resources,	 so	 that	only	~2	GB	remain	usable	for	the	program.	In	the	present	configuration,	the	size	of	the	data	wave	 is	 thus	 limited	to	the	available	allocated	storage	space	 in	 the	RAM	and	 restricts	 the	 maximum	 number	 of	 data	 points	 that	 can	 be	 acquired	 in	 one	measurement	to	around	3·108.	This	 is	not	a	severe	drawback,	however,	as	 it	still	allows	 for	 the	acquisition	of	more	 than	3700	consecutive	 images	 (200	x	200	pix-els).	 Furthermore	 after	 termination	 of	 the	 data	 acquisition	 process	 for	 saving,	 a	new	measurement	can	be	started	within	less	than	half	a	minute.	As	an	outlook	on	future	work,	 the	 upgrade	 of	 the	Video-STM	 software	 to	 the	 now	 available	 64	bit	versions	of	 IGOR	Pro,	 IGOR	Pro	7	 and	 IGOR	Pro	8,	would	give	access	 to	more	RAM	space	and	thus	annihilate	the	current	data	limitation	for	the	data	wave.		
2.6 Implications	of	the	Video	Mode	
With	the	described	hardware	and	software	setup,	Video-STM	measurements	with	imaging	rates	 that	match	the	design	requirements	are	possible.	However,	 the	de-sign	 of	 the	 scan	 ramps	 as	 well	 as	 the	 fact	 that	 the	 STM	 is	 driven	 close	 to	 its	eigenmodes	have	 several	 effects	 on	 the	 appearance	 of	 the	 acquired	 images.	 This	section	provides	a	description	of	 the	 image	deformations	as	well	as	 their	causes.	Some	of	 the	distortions	 can	already	be	 corrected	on-line	during	a	measurement;	others	have	to	be	removed	during	post-processing	of	the	STM	data.	
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2.6.1 Phase	Shift	When	 driving	 an	 oscillator	 close	 to	 its	 eigenfrequencies,	 the	 phase	 of	 the	 actual	oscillation	falls	behind	the	phase	of	the	exciting	force.	In	principle,	this	phase	shift	can	be	 calculated	 from	 the	amplitude	and	 frequency	of	 the	driving	 force	and	 the	eigenfrequency	of	the	oscillator.[86]	This	effect	of	phase-shift	is	also	observed	when	scanning	 the	 STM	 tip	 at	 high	 speed.	 The	 phase	 of	 the	 actual	 piezo	movement	 is	changed	 with	 respect	 to	 the	 phase	 of	 the	 electronic	 drive	 signal,	 resulting	 in	 a	distortion,	in	particular	the	appearance	of	a	vertical	mirror	axis	in	the	images.	An	example	 for	 this	 effect	 is	 shown	 in	 Figure	2.11	a).	 The	 STM	 image	 shows	 an	 or-dered	 (√3	x	√3)R30°	structure	of	CO	molecules	on	a	Ru(0001)	 surface.	CO	mole-cules	are	imaged	as	dark	spots.		
	Figure	2.11:	 A	phase	shift	between	actual	tip	motion	and	the	scan	signal	leads	to	the	appearance	of	a	vertical	mirror	plane	in	the	image,	 indicated	by	a	dashed	line	in	a).	The	200	x	200	pixels	 image	was	 acquired	 with	 a	 scan	 frequency	 of	 2	kHz.	 (Vt	=	-0.22	V,	 It	=	10	nA,	
~85Å	×	85Å).	 b)	 Ideal	 imaging:	 The	 extrema	 of	 tip	 movement	 (blue)	 and	 the	 image	edges	 are	 synchronized.	 c)	 Delay	 between	 actual	 tip	 motion	 and	 imaging:	 The	 tip	movement	is	phase-shifted	with	respect	to	the	image	edges.	The	mirror	axis,	marked	by	the	black	dashed	line,	results	from	the	inversion	of	the	scanning	direction	of	the	tip.	Ideally,	the	extreme	points	of	the	tip	movement	in	x	direction,	see	blue	curve	in	Figure	2.11	b),	are	aligned	with	the	edges	of	the	image	(black	box).	For	high	scan	frequencies	a	delay	in	the	actual	tip	motion	occurs.	The	actual	mechanical	tip	movement	is	then	phase-shifted	with	respect	to	the	driving	voltage	that	defines	the	image	edges,	see	Figure	2.11	c).	However,	in	contrast	to	the	
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model	of	a	conventional	forced	oscillator,	the	phase	shift	occurring	here	is	not	only	dependent	on	the	resonance	frequency	of	the	STM	but	also	on	the	STM	electronics.	Nevertheless,	 the	 lag	 between	 excitation	 signal	 and	 tip	motion	 turned	 out	 to	 be	well	 predictable	 and	 just	 depending	 on	 the	 scan	 frequency:	 the	 higher	 the	 scan	frequency,	the	larger	the	phase	shift.	Moreover,	the	phase	shift	is	perfectly	stable	throughout	 a	 measurement	 for	 a	 given	 set	 of	 scan	 parameters,	 so	 that	 a	 phase	correction	needs	to	be	determined	only	once	at	the	beginning	of	the	data	acquisi-tion.	Experimentally	determined	delays	between	actual	tip	movement	and	excita-tion	signal	are	listed	in	Table	2.3	for	several	scan	frequencies.		Table	2.3:	 Measured	 phase	 shift	 between	 tip	 motion	 and	 the	 electronic	 excitation	 signal	 in	dependency	of	the	scan	frequency	between	500	and	3000	Hz.	
Scan	Frequency	 Phase	Shift	500	Hz	 0.07π	 12.7°	1000	Hz	 0.10π	 18.3°	1500	Hz	 0.17π	 32.3°	2000	Hz	 0.21π	 41.3°	2500	Hz	 0.25π	 51.8°	3000	Hz	 0.27π	 58.0°		In	principle,	this	effect	could	be	easily	removed	in	the	post-processing	of	the	image	data,	but	it	is	of	great	benefit	to	obtain	an	almost	undistorted	image	already	while	monitoring	 and	 controlling	 data	 acquisition.	 For	 this	 purpose,	 a	 tunable	 analog	phase	shifter,	built	at	the	FHI	Berlin,	was	introduced	into	the	STM	electronic	setup	to	manually	match	mirror	axis	and	image	edge.	The	phase	shifter	is	implemented	in	the	signal	route	of	the	fast-scanning	signal	(x	ramp)	between	DAC	unit	and	pow-er	amplifiers	as	indicated	in	Figure	2.14.	As	the	phase	shifter	works	properly	only	for	pure	sinusoidal	signals,	an	analog	switch	was	installed	prior	to	the	phase	shift-er	to	bypass	it	when	not	scanning	in	the	video	mode.	The	triangular	scan	wave	in	the	 conventional	 scan	 mode	 would	 otherwise	 become	 highly	 distorted	 by	 the	phase	shifter.	
2.	Video-Rate	Scanning	Tunneling	Microscopy	
	
38	
2.6.2 Sine	Scanning	With	the	on-line	phase-corrected	STM,	images	acquired	in	the	video	mode	look	like	the	one	shown	in	Figure	2.12	a).	The	ordered	CO	superstructure	 is	deformed	in	x	direction	as	a	 result	of	 the	sinusoidal	 scan	wave.	That	 is	because	during	a	meas-urement	 pixels	 are	 acquired	 in	 equidistant	 time	 intervals,	 depicted	 as	 uniform	black	and	gray	boxes	on	the	x	axis	in	Figure	2.12	b).	Due	to	the	shape	of	the	scan	wave,	the	spatial	information	is	not	uniformly	distributed	over	the	pixels	(y	axis).	The	 slope	 of	 the	 scan	wave	 near	 the	 image	 edges	 is	 small	 implicating	 a	 smaller	displacement	 of	 the	 tip	 during	 acquisition	 of	 the	 outer	 pixels	 of	 a	 line.	 For	 this	reason	the	CO	molecules	at	the	image	edges	in	Figure	2.12	a)	appear	strongly	elon-gated	 in	x	 direction.	 In	 the	 center	of	 a	 line,	 the	 slope	of	 the	 sine	wave	 is	 greater	than	one.	Features	thus	appear	compressed	with	respect	to	conventional	imaging	with	a	linear	scan	ramp.		
	Figure	2.12:	 Deformation	of	STM	images	introduced	by	the	use	of	a	sinusoidal	x	scan	ramp.	a)	The	projection	 of	 the	 periodic	 CO-(√3	x	√3)R30°	 structure	 on	 Ru(0001)	 illustrates	 the	non-uniform	 tip-sample	 velocity	 in	 x	 direction	 (Vt	=	-0.22	V,	 It	=	10	nA,	 ~85Å	×	85Å).	b)	Pixels	acquired	at	equal	time	intervals	(x	axis)	result	in	an	inhomogeneous	distribu-tion	of	spatial	information	(y	axis).	Image	deformation	due	to	the	use	of	a	sinusoidal	scan	ramp	in	x	direction	 is	not	corrected	on-line	during	a	measurement,	since	it	would	require	too	much	compu-tational	 resource	and	 thus	decelerate	data	uptake.	 A	post-processing	 routine	de-veloped	to	rectify	the	STM	images	is	described	in	section	3.3.	
 Position [Å]
Time [s]
a) b)
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2.6.3 Vibration	Artifacts	Sudden	changes	in	the	tip	movement	can	induce	transient	distortions	in	the	imag-es.	An	example	for	such	an	effect	is	illustrated	in	Figure	2.13.	It	shows	the	first	two	images	of	an	STM	movie	acquired	at	an	imaging	rate	of	10	Hz	at	room	temperature.	Frame	1	of	the	movie	exhibits	bright	and	dark	stripes	roughly	oriented	along	the	x	direction	that	are	most	prominent	in	the	lower	part,	but	are	visible	throughout	the	whole	 image.	 The	 major	 component	 is	 an	 oscillation	 of	 the	 tip-sample	 distance	along	 the	 y	 direction.	 These	 distortions	 have	 almost	 completely	 vanished	 in	 the	second	frame	of	the	movie.		
	Figure	2.13:	 Comparison	of	the	first	and	the	second	frame	of	an	STM	movie,	taken	with	an	imaging	rate	of	10	Hz	in	the	upward	imaging	mode	(Vt	=	-0.22	V,	It	=	10	nA,	~85Å	×	85Å).	Start-ing	 point	 for	 image	 acquisition	 is	 the	 lower	 left	 corner.	 The	 first	 image	 shows	 the	presence	of	vertical	vibrations	of	 the	 tip	along	 the	slow	scanning	direction	 (y	direc-tion),	which	disappeared	in	frame	2.	These	vibrations	result	from	the	initiation	of	the	scanning	process.	Both	images	exhibit	additional,	less	pronounced	artifacts	in	the	first	scanned	lines	that	can	be	attributed	to	the	back	scan	in	y	in	between	images.	Similar	strong	artifacts	as	in	Figure	2.13	a)	appear	in	the	first	image	of	every	movie	acquired	in	the	video	mode.	As	these	features	disappear	almost	completely	in	the	consecutive	images,	they	can	be	attributed	to	the	initiation	of	the	scanning	process	at	 the	 beginning	 of	 each	 measurement.	 The	 abrupt	 transition	 from	 the	 slower	movement	during	the	linear	motion	to	the	starting	position	of	image	acquisition	to	the	 fast	 sinusoidal	 scan	 wave	 obviously	 excites	 transient	 responses	 of	 the	 STM	head	that	lead	to	those	imaging	artifacts.		
a) Frame 1 b) Frame 2
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These	 findings	 underline	 the	 importance	 of	 a	 continuous	 scan	motion	 of	 the	 tip	throughout	 the	 whole	 measurement,	 also	 in	 between	 the	 acquisition	 of	 images.	Stopping	of	the	tip	in	x	direction,	e.g.,	during	a	back	scan	in	y	direction,	results	in	similar	strong	artifacts	in	every	image,	which	could	be	avoided	by	a	careful	design	of	the	scan	ramps,	compare	Figure	2.9	b).	In	addition	much	less	pronounced	distortions	in	the	first	few	lines	are	also	present	in	 the	 second,	 see	Figure	2.13	b),	 and	all	subsequent	 frames	of	 the	movie.	As	 the	scanning	motion	in	x	 is	not	interrupted,	these	distortions	have	to	be	attributed	to	the	 back	 scan	 in	 y	 direction	 between	 two	 consecutive	 images.	These	might	 arise	partly	from	ongoing	creep	of	the	piezoelectric	scanner	in	y	direction	after	the	com-pletion	of	the	back	scan.	Partly	they	might	arise	from	transient	mechanical	vibra-tions	of	the	STM	head	that	are	excited	by	the	comparatively	abrupt	changes	of	the	tip	motion	during	a	back	scan.	The	transition	 from	the	slowly	 increasing	 linear	y	ramp	 to	 the	 rapid	 sinusoidal	 back	 scan	 and	 vice	 versa	 contains	 high	 frequency	components	that	are	capable	of	exciting	vibrations,	when	close	to	an	eigenmode	of	the	 STM.	 A	 post-processing	 algorithm	 to	 remove	 these	 artifacts	 is	 presented	 in	section	3.4.3.1.		
2.7 Summary	
2.7.1 The	new	Setup	A	scheme	of	the	complete	revised	STM	setup	is	depicted	in	Figure	2.14.	The	config-uration	for	video-rate	scanning	in	the	quasi	constant-height	mode	is	shown	in	solid	black,	while	modifications	needed	for	measurements	in	the	conventional	constant-
current	mode	are	indicated	in	gray.	The	digital	part	of	 the	 setup	has	been	completely	newly	designed.	A	National	In-
struments	PCIe	6361	DAQ	device	is	used	for	signal	conversion.	The	DAQ	device	can	be	integrated	into	any	normal	PC	via	a	PCIe	 interface.	Scan	ramp	output	and	data	acquisition	is	controlled	via	an	IGOR	Pro	software,	developed	in	the	course	of	this	work.	 Conversion	 rates	 of	 the	 DAQ	 device	 fully	 satisfy	 the	 demand	 of	 1.6	MHz	defined	in	section	2.4.	Input	and	output	ranges	as	well	as	the	bit	resolution	of	the	DAQ	device	are	identical	to	the	DAC	and	ADC	units	of	the	initial	VT-STM	configura-
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tion,	 guaranteeing	 the	 same	 lateral	 and	 vertical	 resolution	 in	 the	 new	 setup	 in	comparison	to	the	old	one.	For	 an	 on-line	 phase	 correction	 when	 scanning	 in	 the	 video	 mode,	 the	 x	 ramp	signal	is	routed	through	an	analog	phase	shifter.	As	a	phase	correction	is	not	nec-essary	(and	detrimental)	in	the	conventional	scan	mode,	an	analog	switch	may	be	used	to	bypass	the	phase	shifter.	The	previously	used	commercial	current	pream-plifier	 has	 been	 replaced	 by	 a	 home-built	 version	 that	 features	 a	 bandwidth	 of	300	kHz	and	thus	allows	for	imaging	with	atomic	resolution	in	the	fast	scan	mode.		
	Figure	2.14:	 Block	diagram	of	the	revised	VT-STM	setup	developed	to	enable	Video-STM	scanning.	The	digital	scan	control	and	data	acquisition	system	is	highlighted	in	blue,	the	analog	signal	 part	 of	 the	 setup	 in	 orange.	 The	 configuration	 for	 video-rate	 scanning	 in	 the	
quasi	constant-height	mode	and	the	corresponding	bandwidths	are	indicated	in	black.	Modifications	 needed	when	 scanning	 in	 the	 conventional	 slow	mode	 are	 shown	 in	gray.	In	the	quasi	constant-height	mode,	the	structural	information	of	the	sample	surface	is	contained	in	the	tunneling	current	signal	It,	which	is	read	from	the	DAQ	device	by	 selection	 in	 the	 GUI.	 The	 response	 of	 the	 feedback	 loop	 is	 limited	 to	 around	
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250	Hz,	sufficient	to	correct	for	drift	and	tilting	of	the	sample	in	the	slow	scanning	direction.	When	 switching	 back	 to	 the	 conventional	 slow	 scan	 mode,	 the	 band-width	 of	 the	 feedback	 loop	 can	 be	 increased	 again	 to	 typical	 values	 of	 around	2.3	kHz	with	a	potentiometer.	The	input	signal	type	may	be	changed	to	the	z	signal	by	choice	in	the	Video-STM	software.	
2.7.2 Performance	All	 components,	hardware	 and	 software,	 allow	 for	 scanning	with	 data	 rates	well	above	the	required	1.6	MHz.	Therefore,	the	goal	of	being	able	to	scan	images	with	200	x	200	pixel	resolution	at	an	imaging	rate	of	20	frames	per	second	is	achieved.	However	experiments	revealed	that	scanning	with	the	intended	line	frequency	of	4	kHz	is	impeded	by	the	mechanical	properties	of	the	STM	itself.	Movies	showing	atomic	resolution	were	obtained	for	scan	frequencies	up	to	3.3	kHz	and	then	again	for	5	kHz.	Scanning	in	between	those	two	line	frequencies	was	tried	several	times	for	different	scan	frequencies,	e.g.,	3.6,	4.0	and	4.5	kHz,	but	turned	out	to	be	chal-lenging	and	usually	quickly	ended	with	a	loss	of	resolution.	In	this	frequency	range	the	 tip	 motion	 obviously	 excited	 mechanical	 resonances	 of	 the	 STM	 head	 that	impaired	 resolution	 or	 even	 impeded	 imaging	 at	 all.	 This	 result	 is	 in	 agreement	with	 the	 measured	 eigenmodes	 of	 the	 STM	 head	 at	 3.5	 to	 3.7	kHz	 (see	 section	2.5.2).	For	200	x	200	pixel	images	a	maximum	frame	rate	of	15	Hz	was	realized.	This	rate	corresponds	 to	 a	 scan	 frequency	 of	 3	kHz	 and	 a	 data	 rate	 of	 1.4	MHz.	 Scanning	200	x	200	pixel	images	at	higher	frequencies	was	firstly	impeded	by	the	resonance	modes	of	 the	STM,	as	mentioned	above.	 Secondly	 for	 scan	 frequencies	at	 around	5	kHz,	 the	 corresponding	 data	 rate	 of	 2.1	MHz	 exceeded	 the	maximum	 sampling	rates	of	the	setup	(2	MHz).	However,	these	high	scan	frequencies	could	be	realized	by	 reduction	 of	 the	 pixel	 resolution.	 Table	 2.4	 shows	 the	 respective	 maximum	realized	imaging	rates	depending	on	the	image	size	in	pixels.	With	the	new	setup	the	 acquisition	 of	 atomically	 resolved	 images	was	 realized	 up	 to	 a	 rate	 of	 50	Hz	(100	x	100	pixel).					
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Table	2.4:	 Realized	imaging	rates	for	different	image	resolutions.	
Pixel	 Imaging	Frequency	 Scan	Frequency	 Data	rate	200	x	200	 15	Hz	 3000	Hz	 1.4	MHz	150	x	150	 22	Hz	 3300	Hz	 1.1	MHz	100	x	100	 50	Hz	 5000	Hz	 1.1	MHz		Figure	2.15	 shows	 a	 selection	 of	 realized	 scan	 frequencies.	 For	 each	 chosen	 fre-quency	a	single	STM	image	is	depicted	to	illustrate	the	resolution	and	quality	of	the	data.	For	all	experiments	the	sample	is	a	Ru(0001)	single	crystal	covered	by	a	full	monolayer	of	CO	(dark	spheres).	The	ordered	(√3	x	√3)R30°	structure	of	CO	with	a	periodicity	 of	 ~4.7	Å	 is	 clearly	 resolved	 in	 all	 images.	 Some	 images	 additionally	show	single	oxygen	atoms	(bright	features)	that	are	incorporated	into	the	ordered	CO	structure.	An	overview	of	the	measurement	parameters	of	all	images	is	given	in	Table	B.4	in	the	appendix.		All	 images	 shown	 were	 acquired	 in	 the	 upward	 imaging	 mode.	 The	 vibrational	artifacts	in	the	first	lines	of	each	image,	resulting	from	the	back	scan	in	y	direction	in	 between	 two	 images	 (compare	 section	 2.6.3),	 are	 negligible	 for	 the	 scan	 fre-quencies	 up	 to	 around	2400	Hz.	When	 going	 to	 higher	 frequencies	 they	 become	more	and	more	visible.	These	effects	are	attributed	 to	a	 transient	vibrational	 re-sponse	of	the	STM	to	changes	in	the	tip	motion	during	the	back	scan	in	y	direction.	A	faster	back	scan	in	y	leads	thus	to	a	more	significant	distortion	of	the	tip	motion	as	 it	 contains	 higher	 and	more	 intense	 frequency	 components.	 The	 two	 images	shown	for	the	highest	scan	 frequency	of	5	kHz	were	acquired	with	 identical	scan	parameters	but	were	recorded	on	two	different	days.	The	occurrence	of	the	distor-tions	throughout	the	images	is	quite	similar	and	supports	the	proposed	nature	of	this	distortion	by	excitation	of	an	eigenfrequency	of	 the	STM	head.	Nevertheless,	these	images	prove	that	the	new	STM	setup	allows	for	video-rate	scanning	over	a	wide	 range	 of	 scan	 frequencies,	 even	 above	 eigenfrequencies	 of	 the	 STM,	 while	atomic	resolution	is	preserved.	Furthermore	the	new	setup	with	a	DAQ	system	that	is	controlled	by	newly	devel-oped	software	offers	the	possibility	for	easy	future	modifications,	e.g.,	of	the	scan	ramp	design,	as	all	output	and	input	signals	are	fully	accessible.	Virtually	any	signal	form	can	be	generated	 in	the	 IGOR	Pro	user	 interface	and	output	by	the	DAQ	de-vice.	Moreover	by	combination	with	one	or	several	other	DAQ	units,	the	DAQ	de-
2.	Video-Rate	Scanning	Tunneling	Microscopy	
	
44	
vice	can	be	easily	expanded	to	allow	for	other	measurement	modes	such	as	Scan-
ning	Tunneling	Spectroscopy.	Switching	 between	 the	 two	 scanning	modes,	 i.e.,	 the	 conventional	 slow	 and	 the	video	mode,	is	easy	and	does	not	require	any	hardware	changes.	The	selection	of	the	 scan	 mode	 and	 the	 type	 of	 input	 signal	 is	 conveniently	 set	 in	 the	 software.	Apart	from	that	one	only	has	to	change	the	switch	position	at	the	phase	shifter	and	set	the	bandwidth	of	the	feedback	loop	by	means	of	a	potentiometer.	The	implementation	of	the	video	mode	was	realized	without	affecting	the	proper-ties	 of	 the	 original	 VT-STM	 setup.	 Therefore,	 with	 the	 combined	 Video-VT-STM	setup,	atomically	resolved	STM	images	could	be	scanned	with	up	to	50	images	per	second,	while	the	sample	temperature	is	variable	between	-220	°C	and	+230	°C.	In	principle	the	Video-STM	setup	is	applicable	to	any	conventional	STM	setup,	as	it	does	 neither	 require	 a	 special	 design	 of	 the	 STM	 scanner	 itself	 nor	 a	 particular	computer	 system	 for	 scan	 control	 and	 data	 readout.	 The	 Video-STM	 system	 can	also	 easily	 be	 transferred	 to	 all	 existing	 STM	 setups	 in	 the	 Wintterlin	 group.	Furthermore,	the	.ibw	data	format	preserves	compatibility	with	the	originally	used	
IGOR	Pro	routine	for	STM	image	analysis.		
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3. Image	Processing	and	Analysis	
3.1 Introduction	
The	Video-VT-STM	technique	provides	the	opportunity	to	study	dynamic	process-es	on	 surfaces	with	atomic	 resolution.	All	dynamic	effects,	 such	as	 restructuring,	epitaxial	growth,	and	catalytic	reactions,	involve	the	diffusion	of	atoms,	molecules,	or	 larger	 particles.	 Because	 diffusion	 of	 single	 particles	 is	 a	 stochastic	 process,	good	statistics	 are	 required	 to	 access	 the	 underlying	mechanisms.	 For	 STM,	 this	means	that	 the	process	of	 interest	needs	to	be	monitored	many	times	and	a	high	number	 of	 STM	 images	 has	 to	 be	 evaluated	 to	 extract	 statistically	 significant	 in-formation	on	the	dynamics.	This	can	be	done	“by	hand”	by	comparing	the	atomic	configurations	 in	 hundreds	 of	 consecutive	 STM	 images.	 Such	 a	 time-consuming	procedure	would,	however,	severely	restrict	the	statistical	significance	that	can	be	achieved	and	thus	the	processes	that	can	be	studied.	The	development	of	automat-ic	evaluation	routines	to	analyze	the	process	of	 interest	 in	a	more	rapid	and	also	reproducible	manner	is	therefore	worth	striving	for.	A	 central	 step	 to	enable	automated	evaluation	of	 STM	movies	 is	 the	detection	of	particles	 and	 their	 tracking	 through	 thousands	 of	 consecutive	 images.	 In	 the	course	of	this	work,	this	step	was	realized	in	cooperation	with	Philipp	Messer	and	Don	 C.	 Lamb	 (LMU).	 Based	 on	 their	work	 in	 the	 tracking	 of	 fluorescent-labelled	particles	 in	 biological	 systems,[87,	 88]	 they	 developed	 a	 detection	 algorithm	 in	
MATLAB	(Mathworks)	that	was	modified	in	the	present	work	for	the	requirements	of	STM	data	analysis.	In	 addition	 to	 particle	 detection,	 several	 other	 elementary	 processing	 steps	 are	required	 to	 allow	 for	 an	 automated	 evaluation	 of	 dynamics	 from	 STM	data.	 One	general	problem	in	STM	measurements	is	thermal	drift.	As	drift	results	in	a	shift	of	the	imaged	area	over	the	sample,	an	additional	motion	vector	is	added	to	the	pro-cesses	observed	on	the	surface.	Therefore,	one	step	of	the	analysis	is	the	removal	
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of	drift	from	the	data.	Furthermore,	the	individual	images	need	to	be	rectified	prior	to	particle	detection	to	remove	 image	deformations	 introduced	by	 the	use	of	 the	sinusoidal	 scan	wave	 during	 acquisition.	 This	 step	 is	 necessary	 to	 create	 images	consisting	of	pixels	all	of	which	contain	the	same	spatial	information,	so	that	diffu-sion	pathways	over	a	distinct	number	of	pixels	correspond	to	the	same	length	in	Å	independent	of	the	atom	position	in	the	image.	All	of	these	steps	require	the	handling	of	large	amounts	of	data,	as	an	STM	movie	may	consist	of	several	thousand	images	that	need	to	be	processed.	So	far,	the	dis-playing	and	analysis	of	individual	STM	images	in	the	working	group	Wintterlin	has	been	performed	in	the	IGOR	Pro	environment	(Version	6.02)	using	software	func-tions	 developed	 by	 Prof.	 Dr.	 Sebastian	 Günther	 (Technical	University	 of	Munich).	However,	 the	 loading	and	displaying	of	 longer	STM	movies	 (>500	images)	 is	not	possible	with	these	tools	because	the	maximum	data	volume	that	can	be	managed	by	the	IGOR	Pro	version	used	is	exceeded.	Therefore,	new	tools	for	the	processing	and	analysis	of	 the	STM	movies	had	 to	be	developed.	 It	was	decided	 to	establish	the	 image	 processing	 and	 analysis	 routines	 in	 MATLAB	 (Mathworks,	 Version	R2017b),	as	the	particle	detection	and	tracking	algorithm	of	P.	Messer	and	D.	Lamb	was	MATLAB-based	and	the	environment	allows	for	processing	of	large	amounts	of	data.	This	chapter	describes	the	processing	routines	that	were	developed	in	the	present	work	and	enable	 the	analysis	of	 STM	movies,	 acquired	with	 the	Video-STM	soft-ware.	The	analysis	covers	the	process	from	the	one-dimensional	data	wave	file	to	the	extraction	of	concrete	trajectories	of	individual	particles.	Specifically,	the	anal-ysis	involves	the	following	steps:	1) Loading	 of	 the	 1D	 data	 wave	 in	 MATLAB	 and	 conversion	 into	 a	 three-dimensional	image	stack	à	Section	3.2	2) Correction	of	the	sinusoidal	deformation	of	the	images	à	Section	3.3	3) Particle	detection	and	linking	of	positions	in	consecutive	images	to	receive	particle	trajectories	à	Section	3.4	4) Removal	of	thermal	drift	from	the	particle	trajectories	à	Section	3.5	
A	tabular	overview	of	the	MATLAB	scripts	that	have	been	developed	in	the	course	of	this	work	is	given	in	Appendix	C.1.	
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3.2 Loading	of	Data	Wave	Files	
The	output	of	 the	Video-STM	software	 is	saved	as	an	 igor	binary	wave	 (.ibw)	 file,	which	ensures	compatibility	with	the	new	data	acquisition	program	as	well	as	with	the	 previous	 IGOR	 Pro	 STM	 analysis	 tools	 in	 the	 working	 group.	 As	 mentioned	above,	 for	 larger	datasets,	 i.e.,	movies	with	more	 than	~500	 images,	 the	analysis	environment	had	to	be	changed	to	MATLAB.	The	first	step	in	the	post-processing	of	the	STM	data	 is	 thus	the	 loading	of	 the	1D	data	wave	 into	a	MATLAB-compatible	format. When	choosing	an	 .ibw	 file	 for	 loading,	 the	corresponding	parameter	 file	 is	auto-matically	loaded	as	well	and	the	scan	parameters	are	extracted.	With	these	infor-mation,	 the	 1D	 data	 vector	 (Figure	2.10)	 is	 transferred	 into	 a	 three-dimensional	(3D)	stack	of	matrices,	 in	which	each	matrix	represents	a	single	STM	image.	This	step	 also	 provides	 the	 opportunity	 to	 re-adjust	 the	 phase	 between	 actual	 tip	movement	 and	 driving	 voltage,	 if	 it	 was	 not	 properly	 corrected	 for	 during	 the	measurement	(section	2.6.1).	Depending	 on	 the	 imaging	mode,	 a	 possible	 back	 scan	 in	 y	 between	 consecutive	images	and	the	backward	scan	in	each	line	are	deleted	in	this	step,	but	are	retained	in	 the	 original	 data	 file	 for	 possible	 future	 analysis.	 The	 thus	 created	 3D	matrix	stack	forms	the	basis	for	all	further	processing	steps.		
3.3 Sine-Correction	
Due	to	the	sinusoidal	scan	ramp	in	the	 fast	scanning	direction	during	Video-STM	acquisition,	 the	 images	 in	 the	 resulting	 3D	 stack	 are	 deformed	 (section	 2.6.2).	Figure	3.1	a)	 (bottom)	 illustrates	 the	 scan	process	 in	which	 image	pixels	 are	 col-lected	in	uniform	time	intervals	throughout	a	line	in	x	direction	(alternating	black	and	 gray	 boxes	 at	 the	 bottom	 axis).	 As	 a	 consequence	 of	 the	 non-linear	 relation	between	time	and	space	elements,	 the	pixels	contain	different	amounts	of	spatial	information.	 The	 periodic	 structure	 of	 a	 (√3	x	√3)R30°-CO	 overlayer	 (CO	 mole-cules	are	imaged	as	depressions)	in	the	STM	image	in	a)	thus	appears	elongated	on	both	sides	of	 the	 image	and	squeezed	 in	the	middle	of	 the	 image.	This	distortion	strongly	 complicates	 the	desired	particle	motion	analysis.	 If	 left	uncorrected,	 the	movement	of	a	particle	by	a	certain	distance	would	correspond	to	different	num-
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bers	of	pixels	depending	on	where	in	the	image	the	particle	is	located.	Especially	if	particles	 are	 observed	 over	 longer	 time	 periods	 and	wander	 through	 the	 entire	image,	 it	 is	 almost	 impossible	 to	 correct	 this	 deformation	 afterwards	 in	 the	 ob-tained	trajectories	of	the	particles.	For	this	reason,	a	rectification	routine	has	been	developed	to	remove	the	scan	ramp-induced	deformation	from	the	images	prior	to	particle	tracking.			
	Figure	3.1:	 Image	deformation	induced	by	the	sinusoidal	scan	wave.	a)	The	STM	image	(200	x	200	pixels,	Vt	=	-0.22	V,	It	=	10	nA,	~85	Å×85	Å)	is	deformed	due	to	the	usage	of	a	sinusoidal	scan	wave	 in	 x	 direction.	When	 data	 points	 (alternating	 black	 and	 gray	 boxes)	 are	measured	in	equal	time	intervals	(bottom	axis),	the	pixels	contain	varying	spatial	in-formation	 (left	 axis).	 A	 periodic	 structure,	 here	 the	 (√3	x	√3)R30°-CO	 structure	 on	Ru(0001),	will	 thus	appear	deformed.	b)	The	same	STM	 image	as	shown	 in	a)	after	applying	a	 rectification	 routine	 (199	x	200	pixels).	Pixels	 are	 now	equally	 spaced	 in	position,	but	no	longer	in	time.	
a) b)
Position [Å]
Time [s]
 Position [Å]
Time [s]
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Figure	3.2	illustrates	how	this	correction	is	achieved.	If	τ	is	the	acquisition	time	for	the	 individual	 pixels	 taken	 at	 uniform	 time	 intervals	 (from	 now	 on	 called	 time	
pixel)	 and	 Δx	 is	 the	 length	 of	 the	 equidistant	 pixels	 in	 the	 space	 domain	 (space	
pixel),	then	each	space	pixel	of	number	i	can	be	created	by	a	combination	of	a	dis-tinct	number	𝑁E%	of	time	pixels.	Space	pixel	number	1,	e.g.,	 is	created	by	combining	𝑁D%	time	pixels	τ	 in	 the	time	 interval	∆𝑡D,	as	highlighted	 in	red	 in	Figure	3.2.	Space	
pixel	number	2	is	generated	from	𝑁7%	time	pixels,	which	represent	the	time	interval	∆𝑡7.	All	other	space	pixels	are	created	accordingly.		
	Figure	3.2:	 Schematic	 illustration	of	 the	 image	rectification	routine.	 In	order	 to	create	an	image	consisting	of	equidistant	pixels	∆𝑥,	the	number	𝑁E%	of	time	pixels	𝜏	has	to	be	calculated	for	each	space	pixel	 of	number	 i.	𝑁E%	can	be	estimated	 from	the	slope	of	 the	 function	𝑡 = 𝑓(𝑥).	The	 numbers	 for	𝑁E%	can	 be	 calculated	 from	 the	 ratio	 of	∆𝑡E	to	∆𝑥,	 which	 can	 be	approximated	 by	 the	 first	 derivative	𝑑𝑡 𝑑𝑥Y 	of	 the	 function 	𝑡 = 𝑓(𝑥) .	 What	 is	known,	is	the	inverse	function	𝑥 = 𝑓(𝑡),	the	scan	ramp	in	x	direction:	
𝑥 = −𝑥𝑟𝑎𝑛𝑔𝑒2 cos b𝑡𝑇 𝜋e + 𝑥𝑟𝑎𝑛𝑔𝑒2 	 (3.1)	
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Here	𝑥𝑟𝑎𝑛𝑔𝑒	is	the	amplitude	of	the	sine	(or	cosine)	wave	and	𝑇	is	the	time	for	one	forward	scan,	i.e.,	half	a	period	of	the	sine	(or	cosine)	function.	The	required	func-tion	𝑡 = 𝑓(𝑥)	and	its	first	derivative	𝑑𝑡 𝑑𝑥Y 	are	then	given	by	equations	3.2	and	3.3.	The	ratio	f%gfh 	is	approximated	with	3.3.	
𝑡 = 𝑇𝜋 arccos	(1 − 2𝑥𝑥𝑟𝑎𝑛𝑔𝑒)	 (3.2)	
𝛥𝑡E𝛥𝑥 ≈ 𝑑𝑡𝑑𝑥 = 𝑇𝜋 ⎣⎢⎢
⎡ 1<1 − (1 − 7hhoHpq()7	⎦⎥⎥
⎤ ∙ 2𝑥𝑟𝑎𝑛𝑔𝑒	 (3.3)	
By	expansion	of	3.3	with	equations	3.4	to	3.7,	in	which	𝑍hand	𝑍%	are	the	respective	numbers	of	space	pixels	and	time	pixels	in	a	full	forward	scan,	an	expression	for	𝑁E%	is	obtained	(equation	3.8).		
					∆𝑥 = 𝑥𝑟𝑎𝑛𝑔𝑒𝑍h 	 (3.4)	
																												𝑥 = 𝑖∆𝑥 = 𝑖𝑍h ∙ 𝑥𝑟𝑎𝑛𝑔𝑒	 (3.5)	
∆𝑡E = 𝑁E% ∙ 𝜏	 (3.6)	
		𝑇 = 𝑍% ∙ 𝜏	 (3.7)	
																																		𝑁E% = 2𝜋 𝑍%𝑍h ⎣⎢⎢
⎡ 1<1− (1 − 2 Ewx)7⎦⎥⎥
⎤	 (3.8)	
Equation	3.8	provides	a	 function	that	estimates	the	number	𝑁E%	of	time	pixels	 that	need	 to	 be	 combined	 for	 the	 respective	 space	 pixel	 𝑖 	at	 position	𝑥 = 𝑖 ∙ ∆𝑥 .	Figure	3.3	 shows	 a	 plot	 of	 equation	 3.8	 for	 typical	 values	 of	𝑍% = 𝑍h = 200.	 As	evident	from	the	plot,	for	the	creation	of	the	first	and	the	last	~20	space	pixels	of	a	line,	multiple	time	pixels	have	to	be	averaged.	For	the	space	pixels	in	the	middle	of	the	image,	approximately	between	space	pixel	20	and	180,	each	space	pixel	corre-
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sponds	to	less	than	one	time	pixel.	The	intensity	of	one	time	pixel	in	this	region	thus	determines	the	intensity	of	several	space	pixels.			
	Figure	3.3:	 Calculated	number	𝑁E%	of	time	pixels	that	need	to	be	combined	to	generate	the	respec-tive	 space	 pixel	𝑖.	 The	 plot	 shows	 the	 result	 of	 equation	 3.8	 for	 typical	 values	 of							𝑍% = 𝑍h = 200.	For	𝑖 → 0	and	𝑖 → 𝑍h 	the	function	goes	to	infinity.	The	sum	over	all	real	entries	of	𝑁E%	[between	𝑖 = 1	and	𝑖 = (𝑍h − 1)]	 is	 thus	 lower	 than	𝑍% 	implying	 that	 not	 all	time	 pixels	 are	 taken	 into	 account	 for	 the	 generation	 of	 the	 rectified	 image.	 The	offset	 value,	 given	 in	 equation	 3.9,	 quantifies	 the	 number	 of	 time	pixels	 that	 are	discarded	at	the	image	edges.	
𝑜𝑓𝑓𝑠𝑒𝑡 = 12}𝑍% − ~ 𝑁E%wx6DED 	 (3.9)	For	the	example	𝑍%=𝑍h=200	this	offset	 is	~6.6	time	pixels.	The	 first	space	pixel	 is	thus	 generated	 by	 averaging	 the	 intensities	 of	 ~4.5	 consecutive	 time	 pixels	(𝑁D%~4.5,	 see	 Figure	3.3)	 starting	 to	 count	 at	 time	pixel	 6.6.	 For	 the	 second	 space	
pixel,	the	intensities	of	the	following	~3.2	time	pixels	(𝑁7%~3.2)	are	averaged.	This	
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procedure	 is	 continued	 for	 all	 other	 space	 pixels	 until	𝑖 = (𝑍h − 1).	 The	 last	 6.6	
time	pixels	of	a	line	are	discarded	again.	For	the	chosen	example	in	total	~13.2	time	
pixels	 are	neglected	 that	 correspond	 to	one	 single	 space	pixel.	The	 resulting	new	image	therefore	consists	of	only	(𝑍h − 1)	space	pixels	in	the	x	dimension.	The	recti-fication	 procedure	 thus	 implies	 the	 loss	 of	1 𝑍hY 	of	 information.	 For	 typical	 scan	parameters	of	200	points	per	line	and	a	scan	range	of	100	to	150	Å,	this	loss	corre-sponds	to	a	negligible	value	of	0.5	to	0.75	Å.	The	 functionality	 of	 the	 rectification	 procedure	 is	 demonstrated	 with	 the	 STM	image	 in	Figure	3.1	b).	The	original	200	x	200	pixel	 image,	 shown	 in	a),	 acquired	with	uniform	time	pixels,	 is	transformed	into	a	199	x	200	pixel	image	in	b),	which	consists	 of	 equidistant	 space	 pixels.	 The	 image	 is	 rectified	 in	 the	 x	 dimension,	whereas	 the	 y	 dimension	 is	 left	 unchanged.	 The	 almost	 perfect	 periodic	 appear-ance	of	the	ordered	(√3	x	√3)R30°-CO	overlayer	illustrates	the	good	performance	of	the	rectification	procedure.		
3.4 Particle	Tracking	
The	rectified	STM	images	are	used	in	the	next	analysis	step,	the	particle	tracking.	This	step	was	realized	in	cooperation	with	Philipp	Messer	and	Don	C.	Lamb	(LMU).	The	routines	presented	in	this	section	were	implemented	by	Philipp	Messer	in	the	
MATLAB	programming	environment.	The	central	step	of	the	automated	tracking	is	the	detection	of	the	particles	of	inter-est	 in	 every	 image.	 This	 is	 challenging,	 because	 the	 signal-to-noise	 ratio	 in	 STM	measurements	 is	 rather	 low	 compared	 to	 other	 microscopy	 techniques	 and	 the	appearance	of	the	images	can	vary	greatly	during	an	STM	movie	because	of	chang-es	in	the	tip	state.	Most	algorithms	for	STM	image	analysis	are	based	on	threshold-ing	of	absolute	height	values	of	the	image.[89]	All	pixels	above	(or	below)	a	certain	value	 will	 be	 recognized	 as	 a	 particle.	 This	 method	 is	 quite	 simple	 and	 easy	 to	automatize	 but	 requires	 an	 absolutely	 flat	 and	 even	 background	 throughout	 the	image.	An	uneven	background	will	introduce	a	varying	recognition	probability	for	particles	 in	 different	 parts	 of	 the	 image.	 Hence,	 this	 detection	 method	 is	 barely	usable	for	STM	movies	consisting	of	thousands	of	individual	images.	
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A	more	sophisticated	particle	detection	method	was	presented	by	Renisch.[90]	For	each	dataset,	he	selected	a	small	portion	of	an	image	containing	a	single	atom	that	was	 defined	 as	 a	 model	 atom.	 This	 portion	was	 then	 convoluted	 with	 the	 STM	images	 to	 be	 analyzed.	 For	 all	 positions	 on	which	 the	 image	was	 similar	 to	 the	model	atom,	the	convoluted	image	showed	high	intensities.	A	threshold	was	used	in	the	subsequent	step	to	define	whether	a	particle	is	detected	or	not.	As	the	inten-sities	of	the	resulting	convolution	directly	depended	on	the	absolute	height	infor-mation	 of	 the	 original	 images,	 this	 procedure	exhibits	 the	 same	disadvantage	 as	the	simple	height	 thresholding	described	above.	A	 further	problem	was	that	also	the	 usual	 temporal	 distortions	 occurring	 in	 STM	 images	 led	 to	 comparably	 high	values	in	the	convolution.	This	fact	severely	complicated	the	setting	of	the	thresh-old	 value.	Moreover,	 a	model	 atom	had	 to	 be	 created	 for	 each	 dataset,	 since	 the	exact	appearance	of	single	atoms	and	particles	can	vary	strongly	from	experiment	to	 experiment,	 because	 it	 is	 influenced	 by	 the	 state	 of	 the	 STM	 tip	 and	 imaging	conditions.		In	this	work	a	different	approach	for	particle	detection	is	used	that	is	based	on	an	
à-trous	wavelet	decomposition	of	the	images.	This	method	was	developed	by	Olivo-Marin[64]	for	the	detection	of	fluorescent-labelled	objects	in	biological	images	and	has	been	modified	in	the	course	of	this	work	to	fulfill	the	requirements	for	particle	detection	 in	 STM	 images.	 The	 decomposition	 of	 the	 STM	 images	 into	 different	levels	 of	 resolution	 by	 a	 so-called	wavelet	 transform	 (WT)	 allows	 for	 a	 precise	detection	of	the	particles	of	interest	by	size	and	shape	selection.	
3.4.1 Wavelet	Transform	To	 interpret	 a	 time-dependent	 signal	𝑓(𝑡),	 extract	 its	 characteristics,	 and	 also	 to	forecast	the	signal	evolution,	it	can	be	analyzed	in	the	time	and	frequency	domain	with	different	analysis	 approaches.	Both,	 the	FT	as	well	 as	 the	WT	decompose	a	signal	into	a	set	of	orthogonal	basis	functions	that	yield	a	univocal	representation	of	the	signal	by	a	set	of	coefficients.	In	the	FT,	the	basis	functions	are	sine	or	cosine	functions	of	different	frequencies.	All	information	of	the	signal	is	represented	by	a	combination	of	these	frequencies	and	their	phases,	but	no	information	in	the	time	domain	is	obtained	as	sine	and	cosine	functions	are	non-localized	in	time.	A	sche-matic	representation	of	the	time	and	frequency	resolution	of	a	discrete	FT	is	given	in	Figure	3.4	on	the	left.	The	lines	express	the	information	content	in	the	two	do-mains.	The	denser	the	lines	in	the	time	domain,	the	better	the	temporal	resolution.	
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The	denser	the	lines	in	the	frequency	domain,	the	larger	the	frequency	range	that	can	be	detected.	While	the	standard	FT	exhibits	perfect	resolution	in	the	frequency	domain,	it	does	not	deliver	any	temporal	information.			
	Figure	3.4:	 Schematic	illustration	of	the	information	content	in	the	time	t	and	frequency	ν	domain	for	the	discrete	Fourier	transform	(left)	and	the	short-time	Fourier	transform	(middle	and	right).	In	many	 fields	of	 application	 signals	are	non-stationary.	 In	 this	 case	not	only	 the	frequency	 content	but	also	 its	 temporal	distribution	 is	of	 interest,	 such	as	 in	 the	geological	study	of	seismographic	activity.[91-94]	When	do	special	frequencies	occur,	how	long	are	they	present	in	the	signal,	and	how	does	the	signal	evolve	over	time	are	just	some	examples	for	questions	in	the	field	of	signal	processing	that	require	temporal	resolution	besides	frequency	information.	Time-localization	 in	 the	 FT	 can	 be	 achieved	 by	 the	 so-called	 short-time	 Fourier	
transform	 (ST-FT),	 in	which	a	window	function	 is	 first	slid	over	the	signal	𝑓(𝑡)	to	cut	out	distinct	time	intervals.	These	time	periods	of	the	signal	are	then	evaluated	by	the	normal	FT.	The	size	of	the	window	function	determines	the	temporal	reso-lution	of	 the	analysis	but	also	 the	 range	of	 frequencies	 that	 can	be	detected	 (see	Figure	3.4,	middle).	A	small	window	size	yields	good	temporal	resolution	while	it	inevitably	restricts	the	frequencies	that	can	be	analyzed,	as	the	largest	wavelength	that	can	be	detected	corresponds	to	the	window	size.	A	 larger	window	enhances	
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the	range	of	detectable	frequencies	but	decreases	temporal	resolution	(Figure	3.4,	right).	 This	 mutual	 dependency	 is	 known	 as	 the	 uncertainty	 principle	 in	 signal	
processing,	 in	analogy	to	the	uncertainty	principle	of	Heisenberg	 in	quantum	me-chanics.[95]	In	the	ST-FT,	the	size	of	the	window	function	has	to	be	specified	prior	to	the	analysis	and	then	remains	unchanged.	A	disadvantage,	as	the	ST-FT	requires	
a	priori	knowledge	about	 the	 features	of	 interest	and	 it	only	can	analyze	 features	quite	similar	in	size	at	a	time.	In	contrast	to	the	FT	and	ST-FT,	in	which	the	signal	is	decomposed	into	a	basis	set	of	sine	or	cosine	functions,	the	WT	uses	a	small	group	of	wavelets	(=”small	waves”)	as	basis	functions.[95-97]	These	wavelets	can	be	described	as	rapidly	decaying	func-tions	containing	a	few	oscillations,	well	localized	in	time	and	thus	corresponding	to	a	 specific	 frequency	 band.	 One	 of	 the	 simplest	 wavelets	 is	 the	 Haar	 sequence	shown	in	Figure	3.5,	which	was	first	proposed	by	Alfred	Haar	in	1910[98,	99]	and	is	also	known	as	the	first	Daubechies	wavelet	Db1.[97]			
	Figure	3.5:	 The	Haar	sequence,	also	known	as	the	Db1	wavelet,	is	one	of	the	simplest	wavelets.	By	dilation	or	compression	of	the	so-called	mother	wavelet	ψ	along	the	t	axis	with	a	parameter	m,	 the	 localization	properties	 in	 time	can	be	altered.	At	 the	same	time	the	shape	of	the	wavelet,	i.e.,	the	number	of	oscillations,	is	preserved.	A	dilation	or	compression	 in	the	time	domain	thus	leads	to	a	change	of	 the	corresponding	 fre-quency	content.	Furthermore	ψ	can	be	shifted	by	a	parameter	n	along	the	t	axis.	In	this	way	 a	 number	 of	wavelets	𝜓=,p	can	 be	 created	 from	 the	mother	wavelet	ψ.	These	wavelets	have	different	localization	properties	in	time	and	contain	a	varying	amount	 of	 frequency	 information	 at	 different	 positions	 of	 the	 function,	 just	 de-pending	on	the	parameters	m	and	n.	The	WT	can	therefore	be	regarded	as	an	ex-tension	to	the	described	ST-FT,	in	which	the	size	a	of	the	window	function	is	sys-
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tematically	varied	during	the	analysis	to	access	all	information	of	the	signal	in	the	time	 and	 frequency	 domains	 at	 different	 levels	 of	 detail.	 The	 wavelet	 acts	 as	 a	window	and	an	analyzing	function	at	the	same	time.		To	reduce	computational	effort	 the	WT	is	usually	performed	in	a	discretized	ver-sion,	 in	 analogy	 to	 the	discrete	FT,	meaning	 that	m	 and	n	 can	 take	 only	 discrete	values.	 Usually	 they	 are	 varied	 on	 a	 dyadic	 scale.	 The	 decomposition	 of	 a	 signal	into	 its	 basis	 of	 wavelet	 functions	 results	 in	 the	 representation	 of	 the	 signal	 by	coefficients	in	the	wavelet	domain,	analogously	to	the	decomposition	of	a	signal	to	its	basis	of	sine	or	cosine	 functions	that	 leads	to	 its	representation	 in	the	Fourier	domain.	 The	 signal	may	 also	 be	 reconstructed	 from	 the	 wavelet	 representation	analogously	to	the	inverse	FT.[75]		The	 functional	principle	of	 a	discrete	WT	 is	 shown	 in	Figure	3.6.	 In	 the	 first	 step	the	signal	is	analyzed	on	the	basis	of	a	wavelet	of	size	a0.	By	variation	of	parameter	
n	the	wavelet	of	size	a0	can	be	shifted	along	the	t	axis	and	the	function	can	be	ana-lyzed	at	different	points.	The	obtained	 information	exhibits	good	time	resolution,	whereas	the	accessible	frequency	information	is	quite	limited,	because	frequencies	that	exceed	the	size	of	 the	wavelet	are	not	detected.	 In	 the	next	 level	of	analysis,	the	wavelet	is	expanded	to	twice	this	size	by	variation	of	m.	The	information	con-tent	 in	 the	 frequency	 domain	 is	 thus	 improved,	while	 the	 localization	 in	 time	 is	reduced.	 This	 reduction	 is	 no	 disadvantage	 though,	 since	 the	 information	 with	finer	time	resolution	has	already	been	sampled	in	the	first	analysis	step.	The	larger	wavelet	of	size	a1	is	again	shifted	along	the	t	axis	to	analyze	the	function	at	differ-ent	positions.	 In	principle,	 these	 steps	 can	be	 repeated	until	 a	 satisfying	descrip-tion	of	the	signal	is	achieved.	The	depicted	analysis	in	Figure	3.6	consists	of	four	resolution	levels.	This	analysis	scheme	 is	 called	 a	multiscale	or	multiresolution	 analysis[96](MRA)	 and	 illustrates	the	analysis	principle	of	the	WT.	Usually,	to	avoid	redundancy	in	the	analysis,	the	information	content	that	has	been	evaluated	by	the	WT	on	a	specific	scale	is	sub-sequently	subtracted	from	the	signal.	Therefore,	the	WT	acts	like	a	bandpass	filter,	extracting	and	analyzing	a	different	frequency	content	in	each	resolution	level.		
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	Figure	3.6:	 The	wavelet	transform.	 a)	Multiresolution	 analysis	 of	an	 example	 function	 (function	taken	from	reference	 [95])	at	different	 levels	of	resolution,	depending	on	the	wavelet	size	a	b)	Schematic	representation	of	time	and	frequency	information	content	in	the	different	levels	for	a	multiscale	WT	(in	analogy	to	Figure	3.4	for	FT	and	ST-FT).	When	going	from	1D	time-dependent	signals	to	the	analysis	of	images,	the	size	of	the	objects	 in	an	 image	correlates	 to	a	 frequency,	whereas	 their	positions	 in	 the	image	 corresponds	 to	 the	 time	 domain	 in	 the	 1D	WT.	 Because	 images	 typically	consist	 of	 features	 of	 quite	 different	 sizes,	 the	MRA	 is	 especially	well	 suited	 for	image	processing	and	analysis.	While	 the	 image	background	provides	 the	 coarse	context	 of	 the	 image,	 distinct	 smaller	 objects	 in	 the	 image	 require	 a	much	 finer	resolution.	Moreover,	images	often	contain	abrupt	changes	in	intensity,	e.g.,	at	the	edges	of	a	dark	object	in	front	of	a	bright	background.	Such	discontinuities	usually	require	a	high	number	of	different	frequencies	to	be	accurately	described	and	are	therefore	more	efficiently	represented	in	a	WT	rather	than	in	an	FT.	Moreover	the	WT	is,	 like	the	FT,	separable,	a	very	convenient	property	 for	 the	analysis	of	 two-dimensional	(2D)	data	as	each	dimension	can	be	transformed	separately	one	after	the	other.	Because	of	these	reasons	the	multiscale	WT	is	the	method	of	choice	for	image	 analysis	 and	 is	 widely	 used	 for	 image	 denoising,[100-102]	 compression,[103]	and	feature	detection.[64,	104]		
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Instead	of	convoluting	the	signal	with	a	wavelet,	like	in	the	1D	WT,	in	the	MRA	of	2D	signals	the	computation	of	the	wavelet	representation	is	usually	performed	by	convolutions	with	a	set	of	a	high-pass	and	a	 low-pass	 filter.	As	mentioned	above,	the	analysis	of	a	signal	by	the	WT	can	be	interpreted	as	a	band-pass	filtering	step	on	each	resolution	level.	This	can	be	achieved	by	either	convoluting	the	signal	with	the	wavelet	itself	(which	corresponds	to	a	distinct	frequency	band),	like	in	the	1D	WT,	or	instead	by	using	a	combination	of	a	high-pass	and	a	low-pass	filter,	like	in	the	2D	WT.	An	example	for	a	widely	used	wavelet	and	its	corresponding	filters	is	given	in	Figure	3.7,	which	shows	the	Db42	wavelet	[Figure	3.7	a)].	A	Db42	WT	was	used	 in	 this	work	 for	 the	 removal	of	 line	artifacts	 from	 the	STM	 images	 (section	3.4.3.1).	 For	 the	 calculation	of	 the	 2D	WT,	 the	 images	were	 convoluted	with	 the	corresponding	 high-pass	 and	 low-pass	 filters	 shown	 in	 b)	 and	 c).	 The	 filters	 are	specific	to	each	wavelet	and	allow	for	a	lossless	decomposition	and	reconstruction	of	the	signals.[95,	96]			
	Figure	3.7:	 a)	The	Db42	wavelet	and	the	corresponding	decomposition	b)	high-pass	and	c)	 low-pass	filters.	As	illustrated	in	Figure	3.6,	when	the	signal	has	been	analyzed	at	a	specific	resolu-tion	level	in	a	WT	process,	for	the	analysis	on	the	next	resolution	level	the	size	of	the	wavelet	is	increased.	In	analogy	to	this	step,	in	the	2D	WT	the	sizes	of	the	two	filters	are	 increased.	This	approach	to	go	 from	one	resolution	 level	 to	 the	next	 is	also	called	stationary	WT	or	à-trous	algorithm	and	was	used	 in	the	course	of	 this	work	for	particle	detection	in	the	STM	images.	More	commonly,	a	slightly	different	WT	approach	developed	by	Mallat[96]	 is	used	for	signal	and	image	analysis.	Instead	of	increasing	the	wavelet/filter	size	through-out	the	decomposition,	a	coarser	representation	of	the	signal/image	is	obtained	by	
a) b)
c)
Decomposition high-pass filter: H
Decomposition low-pass filter: L
sampling points sampling points
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dyadic	downsampling	in	each	analysis	step.	The	downsampling	can	be	achieved	by	averaging	over	consecutive	data	points	 in	 the	signal	or	 just	neglecting	every	sec-ond	 one.	 The	 next	 analysis	 step	 is	 then	 performed	 at	 half	 the	 number	 of	 data	points,	 while	 the	 filter	 sizes	 remain	 unchanged.	 This	 algorithm	was	 applied	 for	filtering	 purposes	 of	 the	 STM	 images	 and	 is	 explained	 in	more	 detail	 in	 section	3.4.3.1.	
3.4.2 The	à-trous	Algorithm	In	 the	 à-trous	wavelet	 transform	 or	 stationary	 wavelet	 transform	 an	 image	𝐴	is	decomposed	into	planes	of	different	resolution	by	iterative	low-pass	filtering	steps.	Each	plane	contains	structural	 information	of	objects	on	a	certain	scale,	meaning	that	 small	objects	have	a	high	 contribution	 in	high	 resolution	planes	while	 large	objects	contribute	more	to	low	resolution	planes.		A	 smoothed	 approximation	𝐴E	of	 the	 image	𝐴E6D	is	 created	 by	 convolution	with	 a	low-pass	filter.	The	corresponding	wavelet	plane	𝑊E 	is	then	created	by	subtracting	the	smoothed	image	𝐴E	from	the	previous	one	𝐴E6D	according	to	equation	3.10.	The	wavelet	plane	𝑊E 	thus	contains	the	structural	information	between	the	two	scales	𝐴E6D	and	𝐴E	in	analogy	to	a	bandpass	filter,	like	in	the	regular	WT.	
Here,	 x	 and	 y	 denote	 the	 indices	 of	 the	 image	 pixels	 or	wavelet	 coefficients.	 By	iterative	decomposition	up	to	the	lowest	resolution	level	𝑖 = 𝐽,	the	image	𝐴	is	thus	split	 into	 J	 wavelet	 planes	𝑊E 	and	 the	 low-pass	 approximation	𝐴	at	 level	 J.	 The	complete	image	information	can	be	restored	reversely	according	to	equation	3.11.	
𝐴(𝑥, 𝑦) = 𝐴(𝑥, 𝑦) +~𝑊E(𝑥, 𝑦)ED 	 (3.11)	Due	to	separability	of	the	transform	in	x	and	y	direction,	the	smoothed	approxima-tions	are	created	by	a	row-by-row,	 followed	by	a	column-by-column,	convolution	with	a	discrete	filter.	In	each	resolution	step,	the	filter	size	is	increased	to	allow	for	the	creation	of	a	coarser	approximation	in	the	next	decomposition	step.	The	specif-ic	application	of	 the	à-trous	WT	to	an	STM	image	 is	explained	 in	detail	in	section	3.4.3.2	and	illustrated	in	Figure	3.11.	
𝑊E(𝑥, 𝑦) = 𝐴E6D(𝑥, 𝑦) − 𝐴E(𝑥, 𝑦)							∀	𝑖	 ∈ 	ℕ	 (3.10)	
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The	 à-trous	 algorithm	 is	 size-preservative	 in	 contrast	 to	 the	 above	 mentioned	approach	 by	 Mallat.	 This	 property	 means	 that	 all	 low	 pass	 approximations	 and	wavelet	planes	consist	of	the	same	number	of	pixels	or	coefficients	as	the	original	image.	This	property	 is	 advantageous	 for	particle	detection,	because	 the	wavelet	coefficients	at	different	 resolution	 levels	belong	 to	 the	 same	pixel	 in	 the	original	image,	which	is	the	basis	for	a	precise	position	determination.		
3.4.3 Application	to	STM	images	The	specific	realization	of	the	particle	tracking	in	this	thesis	is	demonstrated	in	the	following	using	STM	images	of	single	O	atoms	that	move	in	an	ordered	CO	layer	on	a	Ru(0001)	surface.	The	O	atoms	are	the	particles	of	interest	that	shall	be	detected	and	tracked.	A	short	overview	of	 the	required	steps	 for	particle	 tracking	 is	given	below,	while	 each	 individual	 step	 is	 described	 in	more	 detail	 in	 the	 subsequent	subsections.	Prior	 to	 the	particle	detection	step,	 the	STM	images	are	 filtered	by	 two	different	approaches	in	order	to	enhance	the	signal-to-noise	ratio.	A	combined	WT-FT	filter-ing	approach	is	used	to	remove	line	artifacts	introduced	by	the	scanning	process,	while	 a	 subsequent	 Fourier	 filtering	 step	 reduces	 high	 and	 low	 frequency	 noise	components	in	the	images.	The	filtered	images	are	then	decomposed	into	different	resolution	scales	with	an	à-trous	WT.	By	a	smart	combination	of	different	wavelet	planes,	a	particle	mask	can	be	created	to	selectively	detect	the	O	atoms.	Detected	particle	positions	 in	each	STM	image	are	 linked	to	create	trajectories	of	the	O	at-oms	throughout	consecutive	images	in	an	STM	movie.	
3.4.3.1 Filtering	STM	images	often	contain	line	artifacts	in	the	fast	scanning	direction	as	a	result	of	tip	instabilities	during	the	scan	process.	Furthermore,	line	artifacts	are	introduced	in	the	Video-STM	data	at	the	beginning	of	an	image	when	scanning	in	the	upward	or	downward	imaging	mode	(section	2.6.3).	These	distortions	influence	the	parti-cle	detection	accuracy	as,	on	the	one	hand,	they	can	alter	the	appearance	of	parti-cles	so	that	they	may	be	overlooked.	On	the	other	hand,	they	can	lead	to	misdetec-tions,	especially	when	the	size	of	the	particles	of	interest	lies	in	the	range	of	only	a	
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few	 pixels.	 Hence,	 removing	 of	 these	 distortions	 prior	 to	 particle	 tracking	 can	improve	the	tracking	accuracy.	This	filtering	was	achieved	by	the	implementation	of	a	combined	wavelet-Fourier	filtering	step	according	to	Münch	et	al.,[104]	realized	by	P.	Messer	(Group	of	Prof.	Don	C.	Lamb,	LMU	Munich).	In	this	approach,	the	im-ages	are	first	decomposed	by	a	WT.	The	wavelet	representations	that	contain	the	line	artifacts	are	then	Fourier	transformed,	and	the	artifacts	are	filtered	out	in	the	Fourier	space.	Finally	the	image	is	reversely	reconstructed	from	the	filtered	wave-let	planes.	This	combined	WT-FT	filtering	process	is	explained	in	more	detail	in	the	following.		
Wavelet	transform	step	The	separability	of	 the	WT	provides	the	possibility	of	applying	different	 filters	in	the	 two	 dimensions.	 Following	 the	multiresolution	 algorithm	 by	Mallat[96],	 illus-trated	 in	 Figure	3.8,	 an	 image	 (here	 exemplarily	 of	 512	x	 512	 pixels)	 can	 be	 de-composed	 into	 three	 different	 wavelet	 planes	 and	 one	 low-pass	 approximation	(each	256	x	256	pixels).	Low-pass	filtering	in	both	dimensions	leads	to	a	smoothed	approximation	𝐴E	of	the	image	𝐴E6D	in	the	manner	of	the	à-trous	wavelet	transform	(compare	section	3.4.2).	By	applying	the	low-pass	filter	along	the	rows	of	the	im-age	and	then	the	high-pass	 filter	along	the	columns,	objects	 that	are	elongated	 in	the	horizontal	but	short	in	the	vertical	dimension	of	the	image	are	preserved.	The	corresponding	wavelet	plane	𝑊E,oEp%HI 	thus	 contains	 structural	 information	on	the	objects	that	are	mainly	oriented	along	the	x	direction	of	the	image,	e.g.,	such	as	STM	stripe	artifacts.	Accordingly,	by	applying	a	high-pass	filter	in	x	and	a	low-pass	filter	 in	y	direction,	 the	resulting	wavelet	plane	𝑊E,(o%EHI 	mainly	contains	objects	that	are	elongated	in	the	y	dimension.	By	applying	a	high-pass	filter	to	both	dimen-sions	the	diagonal	wavelet	components	𝑊E,EHqpHI 	are	obtained.[96]			
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	Figure	3.8:	 First	 decomposition	 step	 of	 an	 image	 A0	 into	 its	 diagonal,	 vertical,	 and	 horizontal	detail	 images	(W1,diagonal,	W1,	vertical,	W1,horizontal)	and	its	 low-pass	approximation	A1	by	a	WT.	Figure	3.9	 illustrates	 the	 decomposition	 of	 an	 image	 into	 its	 vertical,	 horizontal,	and	diagonal	detail	bands	by	a	sym2[97]	WT.	Here,	sym2	indicates	the	mother	wave-let	that	determines	the	filters	in	the	WT.	Shown	are	the	first	low-pass	approxima-tion	𝐴D	of	 a	 photograph	 of	 the	 VT-STM	 setup,	 and	 the	 three	 different	 wavelet	planes	at	 the	 first	resolution	 level.	 It	 is	clearly	visible	 that	high-intensity	wavelet	coefficients	 in	 the	 horizontal	 detail	 band	 correspond	 to	 pixels	 that	 belong	 to	 a	structure	 that	 is	 oriented	 in	 horizontal	 direction,	 such	 as,	 e.g.,	 the	 plates	 of	 the	copper	stack	in	the	lower	part	of	the	image	(compare	Figure	2.2).	Analog	examples	can	be	found	for	the	other	two	detail	bands.	To	remove	horizontal	stripe	artifacts	with	the	combined	WT-FT	filtering	approach,	STM	images	are	first	separated	by	a	discrete	WT	into	their	vertical,	horizontal,	and	diagonal	 components	 at	 multiple	 resolution	 levels	 by	 a	 db42[97]	 WT	 (compare	Figure	3.7),	according	to	Münch	et	al..[104]	For	the	decomposition	the	STM	images	become	padded	with	mirrored	values	at	the	edges.	By	the	decomposition	step,	the	stripe	information	is	condensed	to	the	horizontal	detail	planes	as	explained	above	and	is	thus	already	well	separated	from	the	image	information	that	does	not	have	horizontal	components.		
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	Figure	3.9:	 Demonstration	 of	 a	 sym2-WT	 decomposition	 according	 to	 the	 multiresolution	 ap-proach	by	Mallat,[96]	into	horizontal,	vertical,	and	diagonal	detail	images.	The	original	image	𝐴	is	a	photograph	of	the	VT-STM	setup	(Figure	2.2).	Shown	are	the	first	 level	detail	images	and	the	corresponding	low-pass	approximation	𝐴D.	
	
Fourier	transform	step	Only	 the	 horizontal	 detail	 bands	𝑊E,oEp%HI 	that	 contain	 the	 stripe	 information	are	then	used	 in	the	next	step	of	 the	combined	WT-FT	filtering	approach,	 the	FT.	The	𝑊E,oEp%HI 	on	all	levels	are	then	Fourier	transformed.	As	horizontal	stripes	do	not	exhibit	large	variation	in	x	direction	and	their	irregular	occurrence	in	y	direc-tion	has	 to	be	presented	by	many	 frequencies	 in	y	 direction,	 the	FT	 further	 con-denses	the	artifact	information	in	a	stripe	in	𝑦	direction	around	𝑥 = 0	in	the	Fouri-
er	 domain.	𝑥	and	𝑦	denote	 Fourier	 coefficients.	 The	 coefficients	 around	𝑥 = 0	are	then	 damped	with	 a	Gaussian	 function	 (not	 for	𝑥 = 0	and	𝑦 = 0)	 and	 stripe	 arti-
Original Image A0
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facts	are	thus	removed.	The	 filtered	horizontal	detail	bands	are	subsequently	re-stored	by	an	inverse	FT.	Finally,	the	original	but	destriped	image	is	reconstructed	from	all	detail	bands	and	the	low-pass	approximation	by	an	inverse	WT.		Performance	of	the	combined	WT-FT	filtering	The	 efficiency	 of	 the	 destriping	 method	 is	 demonstrated	 in	 Figure	3.10	 for	 two	different	kinds	of	stripe	artifacts.	The	original	STM	image	in	Figure	3.10	a)	(recti-fied	 according	 to	 section	 3.3)	 shows	 typical	 defects	 that	 occur	 in	 STM	measure-ments.	Because	of	tip	instabilities	one	line	or	several	consecutive	lines	of	the	image	may	appear	bright	or	dark,	as	the	tip-sample	distance	is	suddenly	much	smaller	or	larger	than	before.	The	original	 image	 in	a)	contains	 five	of	 these	prominent	 line	defects,	indicated	by	black	arrows,	that	may	hamper	a	reliable	automated	particle	detection.	 In	 the	 image,	 filtered	 with	 the	 combined	 WT-FT	 method	 in	 Fig-ure	3.10	a)	 on	 the	 right,	 these	 line	 artifacts	 have	 been	 removed.	 The	 intensity	jumps	between	consecutive	lines	are	no	longer	visible,	while	the	rest	of	the	image	remains	unchanged.	Figure	3.10	b)	shows	a	second	STM	image	taken	from	a	different	dataset.	The	im-age	exhibits	very	good	spatial	resolution	and	contrast,	and	does	not	show	any	of	the	just	mentioned	line	defects.	Nevertheless,	the	original	STM	image	contains	thin	horizontally-oriented	stripes	that	almost	extend	over	the	entire	 image	 in	x	direc-tion	 and	 result	most	 likely	 from	slight	mechanical	 vibrations	 in	 the	 STM-sample	setup	during	image	acquisition	(section	2.6.3).	Furthermore,	a	second	type	of	hori-zontally	 oriented,	 short	 stripe-like	 features	 is	present.	 Two	of	 these	 features	 are	indicated	by	white	arrows	in	Figure	3.10	b),	left.	The	extended	stripe-like	 features	 in	 the	original	 image	are	again	 removed	 in	 the	filtered	STM	image,	while	 the	shorter	stripe-like	structures	are	still	present.	This	second	type	of	“stripes”	is	(most	likely)	not	a	scanning	artifact	but	represent	real	processes	on	the	imaged	surface,	such	as	diffusion	events	that	occur	on	a	shorter	time	scale	than	the	imaging	process.	These	features	are	not	filtered	out	by	the	WT-FT	routine	as	 they	are	 less	elongated	 in	the	horizontal	direction.	Because	of	 that,	they	are	not	that	tightly	condensed	around	𝑥 = 0	by	the	FT	step	and	are	thus	less	strongly	damped	in	the	FT	domain.		
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	Figure	3.10:	 Stripe	 artifact	 removal	 in	 STM	 images.	a)	 The	 original	 image	 on	 the	 left	 shows	 line	defects	 typical	 for	 STM	measurements	 due	 to	 changes	 in	 the	 tip	 state	 (Vt	=	-1.45	V,	
It	=	3	nA,	~85	Å×85	Å).	These	artifacts	are	removed	in	the	filtered	image	(right).	b)	Left:	The	original	STM	image	contains	line	artifacts	that	arise	from	slight	vibrations	of	the	tip	during	the	scanning	process	(Vt	=	-0.22	V,	It	=	10	nA,	~85	Å×85	Å).	These	have	van-ished	in	the	filtered	image	(right).	By	contrast,	short	stripes	(white	arrows),	possibly	marking	atomic	hopping	events,	are	still	present	after	filtering.	After	removal	of	the	stripe	artifacts,	the	images	are	further	filtered	in	the	frequen-cy	domain	to	remove	spatial	frequencies	from	the	image	that	are	either	much	too	high	or	much	too	low	to	represent	the	particles	of	interest.	The	images	are	there-fore	multiplied	with	a	ring-like	mask	in	the	Fourier	domain.	Inner	and	outer	diame-ters	of	the	ring	mask	have	to	be	adjusted	according	to	the	Ångström-to-pixel	ratio	of	the	particular	dataset.	
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3.4.3.2 Particle	Detection	For	 particle	 detection	 the	 filtered	 STM	 images	 are	 first	 filled	 up	 with	 mirrored	values	at	the	image	edges	to	avoid	edge	effects	during	the	subsequent	à-trous	WT.	The	number	of	added	values	is	determined	by	the	filter	size	in	each	decomposition	step.	As	a	low-pass	filter,	a	kernel	ℎ)EI%(o 	(eq.	3.12)	is	used	that	was	developed	for	filtering	 and	 restoration	 of	 astronomical	 images	 by	 Starck	 et	al..[102]	 The	 explicit	filter	ℎE	at	each	resolution	 level	 i	 is	derived	by	 inserting	(2E6D − 1)	zeros	between	adjacent	entries	 in	ℎ)EI%(o ,	 thus	 leading	to	an	 increased	filter	size	at	every	resolu-tion	level.	
ℎ)EI%(o =  116 14 38 14 116	 (3.12)	Figure	3.11	 shows	 the	à-trous	wavelet	 decomposition	 of	 an	 STM	 image	with	 the	typical	size	of	199	x	200	pixels.	In	the	first	step,	the	original	image	𝐴	is	convoluted	with	 the	 discrete	 low-pass	 filter	ℎD = ℎ)EI%(o 	in	 each	 dimension	 to	 give	 the	smoothed	image	𝐴D.	The	wavelet	plane	𝑊D	is	created	by	subtracting	𝐴D	from	𝐴.	In	this	way	the	original	image	is	split	into	a	high-frequency	and	a	low-frequency	part.	All	structural	information	that	is	present	in	𝐴	but	filtered	out	in	𝐴D	is	thus	stored	in	𝑊D.	 In	 the	next	 step	𝐴D	is	decomposed	 into	𝐴7	and	𝑊7.	 In	principle,	 the	decom-position	 can	 be	 continued	 in	 this	way	 indefinitely,	 but	 a	 reasonable	 termination	point	is	reached	when	the	particles	of	interest	have	been	extracted	from	the	image.	In	 the	 depicted	 example	 the	 STM	 image	 is	 decomposed	 into	 five	 different	 scales	after	which	a	good	description	of	the	oxygen	atoms	has	been	reached,	whereas	the	low-pass	 approximation	 at	 the	 coarsest	 resolution	 scale	𝐴	does	 not	 contain	 any	more	 structural	 information	of	 the	O	atoms.	The	 same	decomposition	depth	was	used	by	default	for	all	datasets	in	the	course	of	this	work.	To	locate	the	particles	in	the	next	step,	Olivo-Marin	proposed	the	creation	of	a	so-called	correlation	image	𝑃(𝑥, 𝑦),	which	is	the	product	of	the	wavelet	coefficients	on	all	scales.[64]	The	 idea	 is	 that	particles	should,	 in	contrast	 to	additive	noise	 in	 the	image,	have	coefficients	greater	zero	on	all	scales.	For	this	reason	the	product	of	all	𝑊E(𝑥, 𝑦)	should	 only	 be	 significant	 for	 positions	(𝑥, 𝑦)	that	 represent	 a	 particle.	Low	resolution	planes	 can	 thus	be	used	 to	obtain	a	 coarse	 approximation	of	 the	particle	position,	while	higher	resolution	levels	are	then	used	to	confirm	and	refine	it.	
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Olivo-Marin	showed	this	method	to	be	well	suited	for	automated	spot	detection	in	biological	images.	For	the	present	case	of	STM	images,	a	slightly	different	approach	was	 used,	 as	 the	 task	 here	 is	 not	 only	 to	 automatically	 detect	 all	 particles	 on	 a	noisy	background,	but	to	selectively	detect	particles	of	interest	in	images	that	may	additionally	contain	other	types	of	particles	or	features.	Therefore,	instead	of	cre-ating	a	correlation	image	𝑃(𝑥, 𝑦)	from	all	𝑊E(𝑥, 𝑦),	only	a	subset	(a,b)	of	all	resolu-tion	 levels	𝑖	is	 used	 to	 distinguish	 the	 particles	 of	 interest	 from	other	 structures,	noise,	 as	well	 as	 from	 the	 background	 of	 the	 image.	 A	 particle	mask	𝑃H,(𝑥, 𝑦)	is	created	according	to	equation	3.13,	 in	which	𝑎	and	𝑏	are	determined	for	each	da-taset	based	on	an	a	priori	knowledge	of	the	particle	size.	
𝑃H,(𝑥, 𝑦) = 𝑊EEEH (𝑥, 𝑦)	 (3.13)	From	the	analysis	shown	in	Figure	3.11,	it	is	evident	that	the	O	atoms	are	mainly	contained	in	the	wavelet	planes	of	scale	3	and	4	and	to	a	lower	degree	on	scales	2	and	 5.	 By	 contrast,	 the	 periodic	 structure	 of	 the	 CO	 layer	mainly	 contributes	 to	resolution	levels	2	and	3.	To	create	a	particle	mask	sensitive	to	the	oxygen	atoms,	it	is	therefore	reasonable	to	combine	the	wavelet	planes	in	which	the	O	atoms	have	high	coefficients,	i.e.,	in	𝑊¡	and	𝑊¢.	In	addition,	it	is	also	important	to	consider	the	scales	 in	which	 the	O	atoms	are	 the	most	prominent	 features,	 like	 in	𝑊,	 but	not	like	 in	𝑊7	in	which	the	CO	structure	 is	at	 least	as	prominent	as	 the	O	atoms.	The	optimum	choice	of	scales	is,	of	course,	dependent	on	the	size	of	the	particles	in	the	image	and	thus	also	on	the	parameters	used	for	image	acquisition,	such	as	image	range	and	image	size	in	pixels.	An	overview	of	typically	used	scales	for	the	detec-tion	of	O	atoms	 for	different	 sets	of	 imaging	parameters	 is	 given	 in	Table	5.1	on	page	121.	The	resulting	particle	masks	for	the	data	of	Figure	3.11	for	𝑎 = 3	and	𝑏 = 4	as	well	as	for	𝑎 = 3	and	𝑏 = 5	are	shown	in	Figure	3.12	in	the	upper	left	and	in	the	upper	right	panel,	respectively.	Comparison	with	the	original	image	shows	that	the	oxy-gen	 atoms	 are	 well	 represented	 by	 both	 particle	 masks.	 While	𝑃¡,¢	still	 contains	much	of	the	features	arising	from	the	periodic	CO	layer,	the	combination	of	three	different	wavelet	planes	in	𝑃¡,	leads	to	an	enhanced	suppression	of	contributions	from	the	CO	structure.	Nevertheless,	the	CO	structure	is	still	noticeably	present	in	both	particle	masks.		
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	A	more	 selective	 particle	mask	 can	 be	 created	 by	 removing	 low	 intensity	 coeffi-cients,	e.g.,	from	stationary	noise,	from	all	wavelet	planes	𝑊E 	by	a	hard	threshold-ing	 step	 prior	 to	 the	 creation	 of	𝑃H, .[64]	 For	 this	 purpose	 each	 wavelet	 plane	 is	filtered	 with	 a	 level-dependent	 threshold	𝑡E 	(eq.	 3.15)	 to	 give	 a	 filtered	 wavelet	plane	𝑡𝑊E 	according	 to	 equation	 3.14.	 Only	 significant	 wavelet	 coefficients	 are	preserved,	whereas	wavelet	coefficients	below	𝑡E 	are	set	to	zero.	
𝑡𝑊E(𝑥, 𝑦) = £𝑊E(𝑥, 𝑦), 					𝑊E(𝑥, 𝑦) ≥ 𝑡E0,																			𝑊E(𝑥, 𝑦) < 𝑡E 	 (3.14)	with	
𝑡E = 𝑚 ∙ 𝜎EpE9( = 𝑚 ∙ ?¨?E0.67	 (3.15)	𝜎EpE9( 	is	the	standard	deviation	of	the	noise	coefficients	at	scale	i	that	can	be	esti-mated	from	the	median	absolute	deviation	?¨?E	of	all	coefficients	at	level	𝑖.[105]	𝑚	is	an	adjustable	parameter	that	is	usually	set	to	𝑚 = 3.[64,	102]	For	the	analysis	of	the	STM	images,	𝑚	was	set	to	1.35	to	filter	less	harshly.	The	filtered	wavelet	planes	𝑡𝑊E 	are	also	shown	in	Figure	3.11.	Evidently,	the	thresholding	step	suppresses	a	part	of	the	unwanted	contribution	from	the	CO	structure	in	the	wavelet	planes	3	and	4,	while	the	appearance	of	the	O	atoms	is	not	altered.	When	 these	 filtered	wavelet	 planes	𝑡𝑊E 	are	 used	 to	 create	 the	 particle	mask,	 all	features	 that	 do	 not	 significantly	 contribute	 on	 all	 chosen	 scales	 are	 eliminated.	The	particle	masks	are	shown	in	Figure	3.12	in	the	lower	panel	for	𝑎 = 3	and	𝑏 = 4	on	the	 left	and	𝑎 = 3	and	𝑏 = 5	on	the	right.	The	contributions	 from	the	CO	 layer	are	clearly	reduced	for	both	cases,	𝑃¡,¢	and	𝑃¡,.			
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	Figure	3.12:	 Particle	masks	𝑃H,(𝑥, 𝑦)	for	detection	of	the	O	atoms	for	the	data	of	Figure	3.11.	The	upper	particle	masks	are	generated	by	using	the	unfiltered	wavelet	planes	𝑊E ,	while	the	 lower	masks	 are	 created	 from	 the	 filtered	wavelet	 planes	𝑡𝑊E.	 The	 left	 particle	masks	 were	 generated	 for	𝑎 = 3	and	𝑏 = 4,	 the	 right	 ones	 for	𝑎 = 3	and	𝑏 = 5.	 (All	particle	masks	are	 normalized	with	 respect	 to	 the	 highest	 coefficient	 and	displayed	within	the	same	colormap	range.)	In	 the	 last	step	of	 the	 localization	a	global	detection	threshold	𝑡 	is	 introduced	to	distinguish	between	detected	particles	and	background	of	the	image	in	the	particle	mask	𝑃H,(𝑥, 𝑦).	 Coefficients	 above	 or	 equal	 to	𝑡 	are	 set	 to	 one,	 while	 all	 other	coefficients	 (<𝑡)	 are	 set	 to	 zero.	𝑡 	has	 to	 be	 determined	 individually	 for	 each	dataset.	(A	detailed	explanation	of	the	influence	of	the	detection	threshold	on	the	resulting	particle	tracking	is	given	in	section	3.6.)	A	morphological	closing	opera-tion	 is	 subsequently	 applied	 to	 the	 created	Boolean	 array	 to	 remove	 single	 zero	valued	 pixels	 that	 lie	 within	 a	 detected	 particle.	 Neighboring	 coefficients	 with	value	one	are	then	counted	as	one	particle.	The	particle	position	 is	subsequently	determined	by	the	center	of	mass	of	all	pixels	that	belong	to	one	particle	resulting	in	a	sub-pixel	localization.	Particles	with	less	 than	5	pixel	size	are	disregarded	 in	the	further	analysis.	
𝑃",$ 𝑥, 𝑦 =(𝑊*$*+"
𝑃",$ 𝑥, 𝑦 =(𝑡𝑊*$*+"
𝑃 -,. 𝑃 -,/
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3.4.3.3 Linking	of	Particle	Positions	In	the	next	step,	in	order	to	create	particle	trajectories	from	the	detected	particle	positions	in	each	STM	image,	the	positions	have	to	be	linked	between	consecutive	images	in	a	dataset.	Therefore	the	distances	between	all	particles	found	in	consec-utive	frames	are	determined.	Particles	are	then	linked	based	on	a	nearest-neighbor	approach,	but	only	if	their	distance	is	below	a	predefined	tolerance	value.	Distanc-es	are	calculated	between	images	in	up	to	five	sequential	frames	in	case	particles	were	not	recognized	in	some	of	the	individual	frames.	If	 the	 algorithm	 locates	 more	 than	 one	 particle	 within	 the	 tolerance	 radius,	 no	linking	 is	 performed	 and	 the	 trajectory	 ends	 in	 order	 to	 prevent	 artifacts.	 New	trajectories	start	as	soon	as	the	two	particles	are	again	separated	by	more	than	the	predefined	 value.	 This	 assignment	 works	 fine	 for	 low	 particle	 coverages,	 but	 it	leads	to	problems	for	higher	coverages,	where	particles	often	come	close	to	each	other	or	cross	each	other’s	path.	(In	the	latter	case,	for	the	same	kind	of	particles,	a	reliable	 linking	 is	even	 impossible	by	manual	analysis.)	However,	 for	 the	present	case	of	 single	O	atoms	 in	a	CO	 layer	where	 the	O	atoms	are	well	 separated	 from	each	other	and	interfere	only	rarely,	the	particle	linking	performs	well.	Still,	 the	 definition	 of	 an	 appropriate	 tolerance	 radius	 is	 critical	 for	 the	 analysis	result.	If	the	tolerance	radius	is	chosen	too	large,	particles	will	be	lost	quite	often	during	analysis	as	the	possibility	for	detection	of	a	second	particle	within	the	larg-er	 tolerance	 range	 increases.	On	 the	other	hand,	 if	 chosen	 too	 small,	 the	defined	tolerance	value	will	systematically	influence	the	analysis	result,	as	the	movement	of	a	particle	by	more	than	the	tolerance	value	will	always	lead	to	the	ending	of	the	trajectory	 and	 thus	 systematically	 exclude	 longer	movements.	 Consequently,	 the	determination	of	the	tolerance	radius	is	a	compromise	between	those	two	effects.	In	principle,	both	effects	do	not	constitute	a	major	problem	as	they	can	be	correct-ed	after	the	automatized	analysis	by	manual	connection	of	trajectories	that	belong	to	the	same	particle.	But,	of	course,	such	a	step	significantly	increases	the	manual	work	 load	 for	 analysis.	 However,	 a	 finalizing	 manual	 reviewing	 step	 of	 the	 ob-tained	 trajectories	 is	 reasonable,	 as	misdetections	 cannot	 be	 completely	 avoided	and	have	to	be	sorted	out	before	using	the	trajectories	to	extract	kinetic	parame-ters.		
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3.5 Drift	Correction	
The	obtained	particle	trajectories	are	subject	to	drift	of	the	STM	setup.	In	principle,	there	are	two	different	sources	 for	drift.	One	reason	 is	creep	of	 the	piezoceramic	tubes	after	a	change	of	the	applied	voltages,	as	the	piezo	material	displays,	in	addi-tion	 to	 the	 immediate	 length	 response,	 a	 small	 length	 change	 on	 a	 longer	 time	scale.	During	 the	usual	periodic	scanning	movement	of	 the	 tip,	 this	 creep	can	be	neglected,	as	a	steady	state	is	reached	after	a	few	periods.	However,	a	change	of	the	scanning	 area	 by	 adding	 an	 offset	 to	 the	 applied	 scan	 voltages	 leads	 to	 a	 rather	significant	creep	that	can	be	visible	over	several	minutes	in	the	images.		A	second	type	of	drift	is	thermal	drift	resulting	from	a	non-uniform	temperature	of	the	sample-STM	setup.	This	effect	 is	especially	relevant	 for	STM	studies	 in	which	the	 temperature	 is	 varied	 to	monitor	 the	 temperature	 dependence	 of	 a	 process.	For	 the	 presented	 VT-STM	 setup	 (section	 2.3),	 temperature	 inhomogeneities	 of	sample	and	STM	head	can	be	assumed	to	be	rather	large	as	different	sample	tem-peratures	are	 realized	by	a	 combination	of	 cooling	with	a	 liquid	helium	cryostat	and	radiative	heating.	Thermal	drift	is	therefore	an	inevitable	effect	in	these	exper-iments	even	though	the	setup	is	optimized	for	temperature	stability.	As	 drift	 results	 in	 a	 shift	 of	 the	 imaged	 area	 over	 the	 sample	 surface,	 it	 adds	 an	additional	motion	 vector	 to	 the	movement	 of	 the	 particles.	 This	 effect	 can	 be	 a	problem	 for	 the	 analysis	 of	 the	 dynamics	 as	 it	 deforms	 the	 trajectories,	 see	 Fig-ure	3.14	b).	Consequently,	a	drift	correction	has	to	be	applied	to	the	particle	trajec-tories	before	 further	analysis.	A	standard	procedure	to	determine	drift	 is	 to	do	a	2D	 cross-correlation	 between	 consecutive	 images.	 The	 shift	 at	which	 the	 images	match	best	gives	the	drift	vector	in	integer	pixel	values	for	x	and	y	direction.		In	 the	 present	 Video-STM	 setup	 operated	 at	 typical	 imaging	 rates	 of	more	 than	10	Hz,	 the	 drift	 between	 two	 consecutive	 images	 is	 generally	much	 smaller	 than	one	pixel,	so	that	the	drift	determination	could	not	be	performed	by	calculating	the	drift	 between	 pairs	 of	 consecutive	 STM	 images.	 A	 reasonable	 interval	 of	 images	had	 to	be	 found	 for	each	dataset,	 in	which	 the	drift	was	 calculated	and	 then	dis-tributed	 between	 the	 images	 in	 that	 range.	 The	 simplest	 approach	 would	 be	 to	determine	 the	 drift	 by	 cross-correlation	 between	 the	 first	 and	 the	 last	 image	 in	each	 STM	movie,	 but	 this	 approach	 leads	 to	 problems	 for	 longer	movies,	 as	 the	imaged	 areas	 of	 first	 and	 last	 image	 of	 a	 dataset	 often	 do	 not	 overlap	 anymore.	Furthermore,	in	most	cases	the	drift	is	not	constant	in	a	dataset.	Prior	to	the	start	of	a	new	movie,	 the	 imaging	range	and	position	as	well	as	 the	temperature	were	
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often	 changed	 leading	 to	a	 comparatively	 large	drift	 at	 the	beginning	of	 a	movie	that	 decreased	 in	 the	 course	 of	 the	 acquisition	 process.	Moreover,	 the	 resulting	drift	 vector	was	a	 sum	of	 the	 two	 individual	drift	 types,	 creep	and	 thermal	drift,	which	 can	 have	 different	 directions.	 The	 resulting	 direction	 of	 drift	 could	 thus	change	 in	 the	 course	 of	 a	movie	 depending	 on	 how	 fast	 the	 two	 drift	 types	 de-creased.	Calculating	the	drift	only	between	the	 first	and	last	 image	would	not	ac-count	for	such	an	inhomogeneity.	Therefore,	 in	 the	 present	 case,	 each	 dataset	 consisting	 of	𝑛)oH=(9	STM	 images	 is	first	split	up	into	a	number	𝑛Ep% 	of	smaller	intervals	of	length	𝑡Ep% .	In	each	interval	the	 drift	 is	 calculated	 by	 2D	 cross-correlation	between	 the	 first	 image	n	 and	 the	last	 image	m	 in	 that	 interval.	 In	 this	way,	 for	 the	whole	 dataset,	 two	 vectors	 of	length	𝑛Ep% ,	 one	 for	 the	 shift	 in	x	 and	one	 for	 the	 shift	 in	y	 direction,	 are	 created,	which	 contain	 the	determined	drift	 values	 for	each	 interval.	 Finally,	 the	drift	be-tween	two	consecutive	images	is	calculated	by	linearly	interpolating	in	each	inter-val.	Smaller	intervals	are	therefore	well	suited	when	the	drift	is	quite	inhomogene-ous	in	a	dataset,	whereas	a	rather	small	drift	can	be	more	accurately	corrected	if	the	intervals	are	chosen	larger,	as	the	drift	can	only	be	determined	to	integer	pixel	values	by	the	2D	cross-correlation.	The	length	of	the	intervals	thus	has	to	be	cho-sen	 individually	 for	 each	 dataset	 depending	 on	 the	 properties	 of	 the	 occurring	drift.	The	 reliability	of	drift	 correction	by	 this	 approach	depends	on	 the	quality	of	 the	two	selected	images	for	cross-correlation.	If	at	least	one	of	the	two	images	is	of	low	quality,	 the	 cross-correlation	may	 fail	 and	 give	 unreasonable	 pixel	 shifts	 for	 this	image	 interval.	 “Low-quality”	 in	 this	 case	means	 that	 an	 image	may	 have	 a	 bad	spatial	 resolution	 or	may	 contain	 plenty	 of	 scan	 artifacts	 due	 to	 tip	 instabilities,	such	as	line	artifacts	or	spikes	that	do	not	allow	for	a	reasonable	overlay	of	the	two	images.	Furthermore,	when	monitoring	the	dynamics	on	a	surface	in	an	STM	mov-ie,	sometimes	larger	 features	(in	comparison	to	the	monitored	atoms)	 intermedi-ately	move	into	the	imaged	area	and	then	leave	again	or	just	appear	in	one	image.	It	is	unclear	what	causes	those	features,	but	they	could	for	example	be	clusters	of	atoms	that	result	from	a	change	of	the	STM	tip	and	end	up	on	the	sample	surface.	If	such	 a	 feature	 is	 present	 in	 one	 of	 the	 selected	 images	 for	 cross-correlation	 the	drift	determination	may	also	fail.	Moreover,	drift	correction	is	particularly	problematic	for	the	case	of	oxygen	atoms	in	an	ordered	CO	layer	that	was	studied	here.	Because	the	cross-correlation	gives	high	values	 for	good	agreement	of	 the	 two	 images,	 static	 features	are	needed	as	
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reference	 points.	 The	 periodic	 structure	 of	 CO	 that	 is	 present	 in	 both	 compared	images	is	static,	but	it	also	leads	to	periodic	maxima	in	the	correlation	image.	The	O	atoms	are	dynamic	and	cannot	serve	as	reference.	A	slight	distortion	of	one	of	the	images	may	therefore	lead	to	a	false	drift	determination.	Therefore,	to	detect	and,	if	 possible,	 eliminate	 such	 false	 drift	 determinations,	 two	 quality	 criteria	 were	introduced	to	validate	the	calculated	drift	values	for	the	individual	image	intervals.	Firstly,	for	each	interval	the	drift	is	not	only	calculated	between	the	first	image	n	and	the	last	image	m,	but	also	between	n+2	and	m+2,	as	well	as	between	n+4	and	
m+4.	In	this	way,	three	drift	values	are	obtained	for	the	drift	in	x	and	three	values	for	 the	 drift	 in	 y	 direction	 in	 each	 interval.	 The	 three	 values	 are	 then	 compared	with	 each	 other	 in	 order	 to	 check	 if	 they	 are	 reasonable.	 If	 the	 first	 value	 is	 in	agreement,	or	only	+/-	one	pixel	different	from	at	least	one	of	the	other	two	values,	it	is	taken	as	valid.	If	not,	the	second	and	third	value	are	compared.	They	are	again	assumed	to	agree	if	they	differ	by	not	more	than	one	pixel.	In	this	case	the	second	value	is	taken	as	the	correct	drift	value.	If	in	an	interval	of	the	dataset	no	pair	of	the	three	values	is	in	agreement	with	each	other,	the	drift	determination	is	considered	unreliable.	Table	3.1	and	Table	3.2	illustrate	the	drift	correction	procedure	for	a	fictive	dataset	consisting	 of	 a	 total	 number	𝑛)oH=(9	of	 870	 images.	 The	 dataset	 is	 split	 up	 into	intervals	 of	 length	𝑡Ep% = 100,	meaning	 eight	 intervals	 that	 cover	 100	 transitions	from	one	image	to	a	consecutive	one	and	one	interval	of	69	transitions,	resulting	in	𝑛Ep% = 9	intervals.		The	 first	 interval	 is	 from	image	number	1	to	image	number	101.	The	drift	 in	 this	first	 interval	 is	 then	determined	three	times,	by	cross-correlation	of	 image	1	and	101,	image	3	and	103,	and	image	5	and	105.	The	three	values	for	x	and	y,	respec-tively,	 are	 subsequently	 compared	 according	 to	 the	 above	 mentioned	 selection	rules.	In	Table	3.1,	the	first	value	for	the	shift	in	x	 is	considered	reliable	as	it	is	in	agreement	with	the	second	one.	For	the	shift	in	y,	the	first	value	is	not	confirmed	by	one	of	the	two	other	values,	but	as	the	second	and	third	value	agree	with	each	other,	 these	values	are	 considered	 reliable	and	 the	 second	value	 is	used.	The	 re-sulting	pair	of	drift	values	is	(-5,3)	and	the	drift	between	two	consecutive	images	in	interval	1	 is	thus	estimated	as	«−5 100Y , 3 100Y ¬.	 In	an	analog	manner	the	drift	 is	determined	for	interval	two,	which	covers	images	101	to	201	and	all	other	inter-vals	up	to	interval	number	(𝑛Ep% − 1)	=	8	(corresponding	to	images	701	to	801).		
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Table	3.1:	 Drift	determination	for	a	dataset	of	870	images	and	an	interval	length	of	𝑡Ep%	=	100	for	interval	number	1.	The	drift	determination	for	interval	number	2	up	to	interval	num-ber	(𝑛Ep% − 1)	(not	shown)	would	be	analogous.	
Interval	1:	Image	1	to	101	
(analog	for	intervals	2	to	(𝒏𝒊𝒏𝒕 − 𝟏) = 𝟖)	
	 n	–	m	 (n+2)	–	(m+2)	 (n+4)	–	(m+4)	 resulting	
drift	
drift	per	
image		 1-101	 3-103	 5-105	Shift	in	x	 -5	 -6	 -3	 -5	 -5/100	Shift	in	y	 15	 3	 4	 3	 3/100		For	 the	 last	 interval	𝑛Ep% 	=	9	 the	 drift	 is	 determined	 for	 three	 different	 pairs	 of	images.	The	 first	value	 is	determined	by	use	of	 the	 first	and	the	 last	 image	of	 the	interval	n	=	801	and	m	=	870	 in	analogy	to	the	drift	correction	 in	the	other	 inter-vals.	As	 image	870	 is	 also	 the	 last	 image	of	 the	dataset,	 the	 second	drift	 value	 is	determined	by	using	images	n-2	and	m-2	instead	of	n+2	and	m+2,	the	third	value	by	using	images	n-4	and	m-4	instead	of	n+4	and	m+4.	The	resulting	drift	for	x	and	y	is	again	 determined	 according	 to	 the	mentioned	 rules.	 The	 drift	 per	 image	 is	 then	obtained	by	division	by	69	(Table	3.2).		Table	3.2:	 Drift	determination	for	a	dataset	of	870	images	and	an	interval	length	of	𝑡Ep%	=	100	for	interval	number	𝑛Ep% = 9.	
Interval	𝒏𝒊𝒏𝒕 = 𝟗:	Image	801	to	870	
	 n	–	m	 (n-2)	–	(m-2)	 (n-4)	–	(m-4)	 resulting	
drift	
drift	per	
image		 801-870	 799-868	 797-866	Shift	in	x	 0	 2	 1	 0	 0/69	Shift	in	y	 2	 -6	 3	 2	 2/69		With	the	quality	criterion	described,	wrong	drift	values	that	may	arise	from	the	use	of	individual	low-quality	images	in	the	cross-correlation	step	can	be	detected	and	eliminated.	 For	 a	 small	 sequence	 of	 low	quality	 images,	 if,	 e.g.,	 all	 images	 in	 the	range	of	m	to	m+4	contain	many	spikes,	the	quality	criterion	detects	an	unreliable	
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drift	 correction,	 as	 three	mismatching	 drift	 values	 are	 found.	 In	 such	 a	 case	 the	interval	length	is	changed	and	a	new	drift	correction	is	performed.	However,	this	quality	check	would	not	work	for	the	case	in	which	a	prominent	feature,	such	as	an	adsorbate	 cluster,	 does	 not	 only	 appear	 in	 one	 or	 two	 individual	 images,	 but	 is	visible	 over	 a	 higher	 number	 of	 consecutive	 frames.	 In	 such	 a	 case,	 the	 cross-correlation	might	result	in	three	very	similar	drift	values,	so	that	the	quality	check	would	not	detect	any	problem	whereas	the	real	drift	value	might	be	quite	different	from	the	determined	one.	To	address	 this	problem,	a	 second	quality	 check	has	been	 introduced	 that	deter-mines	the	drift	in	a	similar	manner	as	explained	above,	but	for	half	as	large	inter-vals	of	length	%g³´7 .	Again,	for	each	of	the	newly	created	shorter	intervals,	the	drift	is	calculated	between	the	 limits	n	and	m,	n+2	and	m+2	and	n+4	and	m+4.	The	same	selection	rules	are	applied	for	identifying	the	reliable	value	out	of	the	three	calcu-lated	ones.	In	the	next	step	the	drift	values	for	each	two	consecutive	shorter	inter-vals	are	added	up	to	obtain	a	drift	value	 for	 the	original	 interval	size	of	𝑡Ep% .	This	sum	 is	 then	compared	 to	 the	previously	obtained	value	 for	 the	original	 intervals	𝑡Ep% .	 An	 example	 for	 this	 process	 is	 given	 in	 Table	3.3	 for	 the	 same	dataset	 as	 in	Table	3.1	and	Table	3.2.	For	the	first	two	smaller	intervals	1a	and	1b,	covering	images	1	to	51	and	images	51	to	101,	the	drift	in	x	is	determined	to	-3	pixels	each.	This	results	in	a	total	drift	of	-6	for	frames	1	to	101	(highlighted	in	light	gray	in	Table	3.3).	In	comparison	to	the	drift	determined	with	the	original	interval	length	𝑡Ep% 	(highlighted	in	dark	gray	in	Table	3.3),	 there	 is	 a	difference	of	one.	 In	an	analog	manner	 the	drift	 is	deter-mined	to	+4	from	the	smaller	intervals	1a	and	1b	for	the	shift	in	y	direction.	Again	the	absolute	value	differs	by	one	from	the	value	obtained	with	the	original	interval	length	for	interval	1.	As	a	result	the	difference	for	both	drift	values	(in	x	and	in	y	direction)	 for	 the	 first	 interval	 amounts	 to	2.	 In	 the	 same	way	 the	drift	 is	deter-mined	and	compared	for	all	other	intervals	in	the	dataset.	Finally,	 the	 sum	of	 the	absolute	differences	 in	all	 intervals	Diff_total	 is	used	as	a	quick	indicator	for	a	problem	in	the	drift	correction	procedure.	A	high	value	points	to	a	large	discrepancy	in	at	least	one	interval	and	could	thus	indicate	a	problem	of	the	original	drift	correction.	Because	the	height	of	Diff_total	depends	on	the	num-ber	of	intervals	created	in	the	dataset,	a	value	Diff_norm,	normalized	with	respect	to	𝑛Ep% ,	 is	 used	 to	 evaluate	 the	 conformity	 of	 the	 two	 drift	 corrections.	 While	
Diff_norm	values	of	~1	are	typical	and	reflected	the	usual	uncertainty	 in	 the	drift	determination,	values	for	Diff_norm	³2	could	point	at	a	problem	of	the	original	drift	
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determination.	This	second	quality	check	can	be	interpreted	as	a	warning	signal	to	further	check	the	reasonability	of	the	determined	drift.	Yet,	it	does	not	serve	as	a	sufficient	 criterion	 to	 rule	 out	 certain	 drift	 correction	 results	 as	 erroneous,	 as	 a	high	total	difference	could	also	arise	from	a	failed	drift	determination	while	using	the	shorter	intervals	%g³´7 .			Table	3.3:	 Illustration	 of	 the	 second	 quality	 check	 in	 the	 drift	 determination	 procedure	 for	 a	dataset	of	870	 images	 (compare	Table	3.1	and	Table	3.2).	The	drift	 is	 calculated	 for	half	as	large	intervals	of	length	%g³´7 	=	50.	The	sum	of	each	two	adjacent	intervals	(high-lighted	in	light	gray)	is	compared	to	the	drift	correction	obtained	for	the	original	 in-terval	length	𝑡Ep%	=100	(highlighted	in	dark	gray).	
	The	first	quality	check	is	therefore	applied	to	exclude	drift	corrections	that	are	not	considered	reliable.	The	second	check	has	more	the	role	of	an	add-on	for	verifica-tion	that	points	to	possible	problems	not	detected	by	the	first	criterion.	
	
Interval	length	𝒕𝒊𝒏𝒕𝟐 	 Interval	length	𝒕𝒊𝒏𝒕	 Difference	𝒕𝒊𝒏𝒕𝟐 	to	𝒕𝒊𝒏𝒕	Interval	#	 images	 Shift	in	x	 Sum	x	 Shift	in	y	 Sum	y	 Shift	in	x	 Shift	in	y	 in	x	and	y	
1	 1a	 1-51	 -3	 -6	 2	 4	 -5	 3	 2	1b	 51-101	 -3	 2	
2	 2a	 101-151	 -2	 -4	 2	 3	 -4	 3	 0	2b	 151-201	 -3	 1	…	 …	 …	 …	 …	 …	 …	 …	 …	 …	
9	 9a	 801-851	 0	 0	 1	 1	 0	 2	 1	9b	 851-870	 0	 0	
	 	 Total	Difference	Diff_total	 3+…	
	 	 Normalized	Difference	Diff_norm	
𝟑 +⋯𝟗 	
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In	practice	the	drift	correction	and	their	evaluation	by	the	two	quality	criteria	are	performed	automatically	for	many	different	interval	sizes	to	find	the	most	suitable	interval	length	for	each	individual	dataset.	A	schematic	overview	of	this	procedure	is	shown	in	Figure	3.13.	In	the	first	step	the	drift	is	determined	for	a	start	value	of	𝑡Ep% 	(input	 parameter,	 blue).	𝑡Ep% 	has	 to	 be	 even-numbered,	 since	%g³´7 	must	 be	 an	integer	as	well.	A	reasonable	starting	value	 is	𝑡Ep% 	=	20.	The	drift	 is	calculated	 for	this	interval	length	and	the	resulting	drift	correction	is	evaluated	by	the	first	quali-ty	criterion	as	explained	above.	If	the	first	quality	check	fails	for	at	least	one	inter-val,	𝑡Ep% 	is	incremented	by	10	and	the	drift	correction	and	the	first	quality	check	are	repeated	until	the	resulting	drift	correction	fulfills	the	first	criterion.		The	 drift	 correction	 is	 then	 passed	on	 to	 the	 second	 quality	 check,	 in	which	 the	drift	is	determined	for	half	intervals	%g³´7 	and	the	difference	Diff_norm	is	calculated.	If	 Diff_norm	 is	 lower	 than	 a	 user-set	 threshold	 value	 Diff_thr	 (input	 parameter,	blue)	the	drift	correction	is	considered	reliable.	If	Diff_norm	is	above	Diff_thr,	𝑡Ep% 	is	increased	by	10,	and	the	whole	procedure	is	repeated	with	the	new	interval	length.	If	no	drift	correction	is	found	that	fulfills	both	criteria	for	𝑡Ep% 	≤	500,	the	procedure	is	aborted.	The	analyses	performed	in	this	work	showed	that	 for	 larger	 intervals	the	overlap	between	 first	 and	 last	 images	becomes	 too	 small	 to	produce	 reliable	results	in	the	cross-correlation	step.		
	Figure	3.13:	 Schematic	 overview	 of	 the	 drift	 correction	 and	 evaluation	 procedure.	 The	 required	input	parameters	𝑡Ep%	and	Diff_thr	are	marked	in	blue.	The	 user-defined	 value	Diff_thr	 can	 be	 used	 to	 fine	 tune	 the	 drift	 correction,	 be-cause	 it	 determines	 how	 well	 the	 two	 drift	 corrections	 for	𝑡Ep% 	and	%g³´7 	have	 to	match	 in	order	 to	be	accepted.	Reasonably,	 in	 the	beginning	of	 a	drift-correction	
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procedure	a	rather	strict	threshold	value	of	Diff_thr	~1.0	should	be	used	to	enforce	good	agreement.	If	no	valid	drift	correction	is	found,	the	Diff_thr	threshold	can	be	systematically	loosened	to	allow	for	less	exact	matches	in	the	subsequent	runs.	If	a	successful	drift	correction	is	found,	it	is	applied	to	the	particle	trajectories	by	shifting	 the	x	 and	y	 coordinates	of	 each	determined	particle	position	by	 the	drift	value	for	the	corresponding	image.	An	example	for	a	successful	drift-correction	of	particle	traces	is	presented	in	the	following	section	3.6.		The	STM	images	themselves	remain	uncorrected,	as	the	shift	between	two	consec-utive	images	is	always	only	a	fraction	of	a	pixel.	In	order	to	create	a	drift-corrected	version	of	STM	images,	the	intensity	values	of	the	individual	pixels	would	have	to	be	 partially	 shifted	 between	 adjacent	 pixels.	 Depending	 on	 the	 respective	 drift	vector,	 new	 intensity	 values	would	 thus	 have	 to	 be	 calculated	 for	 every	 pixel	 in	every	image,	a	computational	costly	procedure,	which	is	therefore	avoided.		
3.6 Resulting	Particle	Trajectories	
Particle	trajectories	obtained	from	a	dataset	acquired	at	-6	°C	with	an	imaging	rate	of	 10	Hz	 are	 shown	 in	Figure	3.14.	 The	whole	movie	 consists	of	 2490	 images.	 A	single	 frame	 of	 the	 rectified	 dataset	 is	 depicted	 in	 Figure	3.14	a).	 This	 dataset	 is	well	suited	to	demonstrate	the	performance	of	the	particle	tracking	and	drift	cor-rection	routines	for	the	O/CO/Ru(0001)	system	as	it	contains	the	most	frequently	occurring	features.	The	periodic	structure	of	dark	spots	is	the	(√3	x	√3)R30°	struc-ture	of	CO	on	Ru(0001).	The	edge	of	a	(2	x	2)	island	of	oxygen	atoms	(bright	spots)	is	 visible	 at	 the	 right	 border	 of	 the	 image.	 Two	 individual	O	 atoms	move	 in	 the	scanning	 area,	while	 there	 are	 also	 three	 immobile	 single	 atomic	 features	 of	un-known	nature.	These	are	most	likely	nitrogen	atoms,	because	of	their	higher	diffu-sion	barrier	on	Ru(0001)	compared	to	O.[106]	The	corresponding	uncorrected	par-ticle	trajectories	are	depicted	in	Figure	3.14	b).	The	drift-corrected	particle	traces	are	shown	in	c).	Different	trajectories	are	illustrated	in	different	colors.	As	a	guide	to	the	eye,	the	positions	of	the	three	static	features	are	marked	with	a	red,	yellow,	and	purple	arrow	in	the	individual	parts	of	Figure	3.14.	The	individual	O	atoms	are	highlighted	by	a	green	and	a	blue	arrow.	
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The	 uncorrected	 particle	 trajectories	 in	 b)	 are	 strongly	 deformed	due	 to	 instru-mental	drift	during	the	measurement.	This	becomes	particularly	clear	in	the	traces	of	the	three	static	features.	They	appear	strongly	elongated,	mostly	in	y	direction.	Especially	interesting	are	the	immobile	particles	marked	in	yellow	and	purple,	as	they	are	present	in	the	imaged	sample	area	over	the	entire	time	in	the	STM	movie.	Thus,	in	principle	the	drift	vector	for	the	whole	dataset	can	be	directly	seen	from	the	 two	 corresponding	 uncorrected	 trajectories.	 While	 the	 particle	 belonging	 to	the	purple	trajectory	was	tracked	as	one	throughout	the	whole	dataset,	the	particle	marked	by	the	yellow	arrow	was	lost	two	times	in	between.	Therefore,	the	corre-sponding	 total	 trajectory	 consists	of	 three	differently	 colored	parts:	 green,	black,	and	yellow.	Both	traces	stretch	out	over	a	range	of	~70	Pixels.	The	particle	marked	by	the	red	arrow	is	not	visible	in	the	first	part	of	the	dataset,	but	then	enters	the	imaged	area	from	above.	The	form	of	the	corresponding	trace	[red,	Figure	3.14	b)]	therefore	 follows	 the	 form	 of	 the	 two	 other	 trajectories	 (yellow	 and	 purple)	 at	their	lower	end.	After	drift-correction	[Figure	3.14	c)],	the	trajectories	of	the	three	static	 particles	 are	 projected	 onto	 a	 small	 spot,	 which	 proves	 a	 successful	 drift	correction.	Here,	 an	 interval	 size	of	𝑡Ep% 	=	110	has	been	used	for	 the	drift-correction.	The	 re-sulting	Diff_norm	value	is	0.61,	indicating	that	the	automated	drift	correction	per-formed	very	well	in	the	presented	case.	The	reason	for	this	is	that	the	images	con-tain	 several	 static	 features,	 such	 as	 the	 (2	x	2)-O	 island	 and	 the	 single	 immobile	atoms,	which	allow	for	an	unambiguous	assignment	in	the	2D	cross-correlation.	A	detailed	 listing	 of	 the	 determined	 drift	 values	 for	 this	 dataset	 is	 provided	 in	Ap-pendix	C.2.	The	particle	traces	at	the	right	edge	of	the	trajectory	image	in	b)	and	c)	correspond	to	the	(2	x	2)	island	of	oxygen	atoms	that	is	also	visible	in	a).	O	atoms	located	in-side	 the	oxygen	 islands	appear	 somewhat	different	due	 to	 the	 close	proximity	 to	the	other	bright	O	atoms.	 In	 comparison	 to	 single	O	atoms,	 the	atoms	 inside	 the	islands	 contribute	more	 towards	 lower	 resolution	wavelet	 planes	 in	 the	WT	de-composition,	so	that	if	one	is	only	interested	in	individual	O	atoms,	the	O	atoms	in	an	island	can	be	sorted	out	in	this	step	by	a	smart	creation	of	the	particle	mask	and	the	 setting	of	 the	 finalizing	detection	 threshold.	On	 the	other	hand,	 atoms	at	 the	edges	of	the	islands	closely	resemble	the	appearance	of	the	individual	O	atoms	and	cannot	be	distinguished	by	the	tracking	algorithm,	so	that	these	edge	atoms	must	be	manually	removed	prior	to	the	next	analysis	step.		
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	Figure	3.14:	 Drift	correction	of	particle	trajectories.	a)	Single	STM	image	from	a	movie	of	individual	O	 atoms	 (bright,	 marked	 by	 the	 blue	 and	 green	 arrows)	 in	 the	 (√3	x	√3)R30°-CO	structure	 (dark)	 on	 Ru(0001)	 (~85	x	85	Å,	 199	x	200	 Pixel,	 2490	 frames,	 T=-	6°C,	
Vt	=	-0.7	V,	It	=	3	nA).	b)	Uncorrected	output	of	the	particle	tracking	algorithm.	c)	Drift-corrected	version	of	the	particle	traces	depicted	in	b).	Different	trajectories	are	illus-trated	in	different	colors.	Three	immobile	atoms	and	their	corresponding	trajectories	are	marked	by	a	red,	yellow,	and	purple	arrow,	respectively.	The	detected	particles	along	the	 lower	edge	of	 the	 image	[Figure	3.14	b)]	are	not	real	 but	 result	 from	 an	 artifact	 created	 by	 the	 video-rate	 STM	 acquisition.	 The	movie	has	been	acquired	 in	 the	upward	 imaging	mode,	 i.e.,	 starting	at	 the	 lower	edge	of	the	image.	Because	the	scanning	in	y	changes	from	down	to	up	at	this	edge	the	 piezo	 creep	 leads	 to	 a	 small	 initial	motion	 opposite	 to	 the	 nominal	 scanning	direction	in	y.	The	result	is	a	slightly	deformed	CO	structure	in	the	first	few	lines	of	every	image,	so	that	the	bright	interspace	between	adjacent	(dark)	CO	molecules	is	imaged	similarly	as	the	particles	of	interest,	the	O	atoms,	and	is	therefore	detected.	This	effect	shows	up	very	clearly	in	the	drift-corrected	trajectories,	as	the	detected	
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particles	at	the	lower	edge	form	a	(√3	x	√3)R30°	lattice	when	drift-corrected.	The	occasionally	 visible	 connections	 between	 two	 adjacent	 (√3	x	√3)R30°	 “lattice	points”	or	CO	molecules	 result	 from	 the	 fact	 that	 the	 tolerance	value	 for	particle	detection	 for	 this	 dataset	 has	 been	 in	 the	 range	 of	 the	 lattice	 constant	 of	 the	(√3	x	√3)	structure.	The	 two	 single	 oxygen	 atoms	 that	 move	 on	 the	 surface	 show	 a	 rather	 complex	diffusion	 behavior.	 Their	 trajectories	 in	 the	 lower	 left	 (green	 arrow)	 and	 in	 the	upper	right	corner	(blue	arrow)	in	Figure	3.14	b)	consist	of	equilateral	triangles	of	the	 same	 size	 and	 orientation	 that	 are	 connected	with	 each	 other.	Whereas	 the	trace	in	the	upper	right	part	of	the	image	exhibits	clear	triangular	structures,	the	trajectory	in	the	lower	left	corner	appears	blurred	and	the	triangles	smeared.	After	drift-correction,	both	trajectories	show	nice	and	well-arranged	sequences	of	trian-gles	 forming	a	(√3	x	√3)R30°	 lattice	with	respect	 to	 the	Ru	substrate,	 like	the	CO	structure.	A	detailed	study	of	 the	diffusion	mechanism	of	single	O	atoms	 in	a	 full	layer	of	CO	on	Ru(0001)	follows	in	section	5.4.		In	order	to	evaluate	the	performance	of	the	particle	tracking	routine,	the	proper-ties	of	the	resulting	trajectories	for	the	two	single	oxygen	atoms	can	be	compared	to	 the	original	movie	data.	The	O	atom	 in	 the	 lower	 left	 corner	 (green	arrow)	 is	visible	as	a	whole	 in	 the	movie	 from	 frame	1	 to	 frame	2435.	The	 corresponding	trajectory	in	Figure	3.14	c)	ranges	from	image	1	to	2437,	consisting	of	2405	single	positions.	The	difference	means	that	the	O	atom	was	not	recognized	by	the	detec-tion	routine	in	33	individual	images.	On	the	other	hand,	the	routine	also	detected	the	atom	in	two	images	in	which	it	was	only	partly	visible	at	the	edge	of	an	image.	The	O	atom	is	lost	four	times	in	this	range	as	indicated	by	the	differently	colored	parts	of	the	trajectory.	The	trajectory	of	 the	second	O	atom	(blue	arrow)	 in	the	upper	right	quadrant	of	the	image	covers	frames	1412	to	2490,	exactly	the	same	range	in	which	the	O	atom	is	fully	visible	in	the	original	data.	In	this	range	of	1079	consecutive	images,	the	O	atom	has	been	detected	1068	times	and	the	trajectory	is	interrupted	once.	These	results	demonstrate	that	the	individual	oxygen	atoms	are	tracked	very	effi-ciently	 throughout	 the	 STM	movie.	 On	 average,	 for	 this	 dataset,	 the	O	 atoms	 are	detected	 in	~99	%	of	 the	 images	 in	which	 they	 are	 present	 in	 the	movie.	 In	 the	remaining	one	percent	of	the	images,	the	appearance	of	the	O	atoms	is	altered	to	such	 an	 extent	 that	 they	 become	 suppressed	by	 the	 detection	 threshold	 and	 are	thus	not	recognized.	Such	changes	of	the	shape	of	the	O	atoms	in	individual	images	can	happen	because	of	measurement	artifacts,	e.g.,	line	defects	or	spikes,	or	by	real	
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processes	on	the	surface,	such	as	that	intermediately	some	molecule	(that	itself	is	not	 detected)	 comes	 close	 to	 the	 atom.	 By	 variation	 of	 the	 detection	 threshold	value	𝑡 	in	the	particle	detection	routine,	the	percentage	of	images	in	which	the	O	atoms	 are	 detected	 can	 be	 tuned.	 A	 less	 restrictive,	 i.e.,	 lower,	 threshold	 would	further	 increase	 this	 value,	while	 at	 the	 same	 time	 the	 number	 of	misdetections	(detections	 of	 other	 features	 than	 the	 particles	 of	 interest)	 would	 also	 rise.	 A	harsher	 (higher)	 threshold,	 on	 the	 other	 hand,	 would	 significantly	 decrease	misdetections,	but	would	also	 lead	 to	a	higher	number	of	 images	 in	which	 the	O	atoms	are	not	identified.	In	 the	 present	 case,	 the	 O	 atoms	 are	 tracked	 on	 average	 over	~500	 consecutive	images	 until	 they	 are	 lost	 by	 the	 tracking	 algorithm.	 Such	 a	 loss	 is	 the	 result	 of	either	two	particles	being	detected	within	the	tolerance	radius,	a	jump	of	the	parti-cle	over	a	 larger	distance	than	the	defined	tolerance	(section	3.4.3.3),	or	 that	 the	particle	is	not	detected	in	five	or	more	consecutive	frames.	Here,	the	selected	de-tection	 threshold	has	opposing	 influences	on	 the	 length	of	 the	 trajectories.	 If	 the	particles	of	interest	are	less	efficiently	detected,	because	of	a	high	value	for	𝑡 ,	the	corresponding	trajectories	might	by	disrupted	with	 increased	regularity,	because	the	abort	criterion	of	no	detection	in	five	or	more	consecutive	frames	is	met	more	often.	On	the	other	hand,	as	the	number	of	misdetections	rises	because	of	a	com-paratively	 low	detection	threshold,	 trajectories	will	end	more	 frequently	because	two	features	are	detected	within	the	tolerance	radius.	The	selection	of	 the	detec-tion	threshold	has	to	be	a	trade-off	between	the	mentioned	effects.	Irrespective	of	the	value	for	𝑡 ,	the	resulting	particle	trajectory	image	will	always	contain	traces	of	several	other	detected	 features	besides	the	particles	of	 interest.	This	is	not	because	of	a	weakness	in	the	particle	detection	algorithm,	but	because	many	features	on	the	surface	are	of	similar	size	and	appearance.	In	the	case	of	the	dataset	of	Figure	3.14	the	immobile	single	atoms	or	the	deformed	CO	structure	in	the	 first	 few	lines	of	 the	 images	appear	similar	 to	 the	O	atoms.	 In	 the	case	of	 the	(2	x	2)	oxygen	islands,	the	particles	are	even	identical,	and	only	their	surrounding	is	a	little	bit	different.		On	one	hand,	the	presence	of	these	additional	static	features	in	the	trajectory	im-age	 eases	 the	 validation	 of	 the	 performed	 drift-correction	 just	 by	 looking	 at	 the	trajectory	 image,	 as	 their	 trajectories	 have	 to	 be	 projected	 onto	 one	 spot	 after-wards.	Yet,	these	additional	trajectories	need	to	be	identified	and	removed	prior	to	any	further	analysis	that	is	based	on	the	traces.	Therefore,	despite	all	the	achieved	automation	 in	 the	 evaluation	 procedure,	 a	 final	 manual	 reviewing	 step	 remains	
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necessary.	In	this	reviewing	step	all	trajectories	that	do	not	belong	to	the	particles	of	 interest	are	sorted	out.	Furthermore	trajectories	 that	 technically	belong	to	the	same	particle	are	 connected	 to	eliminate	 the	 influence	of	 the	 tolerance	value	de-fined	 in	the	particle	 tracking	step	and	thus	to	exclude	the	 influence	of	systematic	errors.		
3.7 Summary	
In	the	course	of	this	work,	a	complete	image	processing	and	evaluation	procedure	has	 been	 established	 that	 enables	 the	 automated	 analysis	 of	 STM	 movies	 with	regard	to	the	dynamics	of	individual	particles	on	the	surface.	All	image	processing	and	 analysis	 tools	 have	 been	 developed	 in	 the	MATLAB	 programming	 environ-ment.	By	changing	the	analysis	environment	from	the	default	IGOR	Pro	software	in	the	working	group	Wintterlin	to	MATLAB	even	the	largest	acquirable	STM	datasets	can	be	handled.	An	 overview	of	 the	 developed	 image	 processing	 routines	 and	 analysis	 steps	 and	their	resulting	effects	on	the	data	is	provided	in	Figure	3.15	using	a	single	frame	of	a	STM	movie	 consisting	of	1695	 individual	 images.	Firstly,	 the	original	STM	data	(1)	are	rectified	(2)	 to	remove	the	 image	deformation	 introduced	by	the	use	of	a	sinusoidal	scan	ramp.	In	the	second	step	the	images	are	filtered	(3)	to	reduce	noise	and	 suppress	 imaging	 artifacts,	 especially	 line	 defects.	 For	 the	 example	 in	Figure	3.15	 the	 filtering	 step	 only	 marginally	 increases	 the	 quality	 of	 the	 STM	image	and	would	thus	not	be	necessary	for	further	analysis,	but,	of	course,	the	aim	has	been	to	develop	the	routines	 in	such	a	way	that	datasets	with	poorer	quality	can	be	evaluated	as	well.		For	particle	detection	each	image	is	decomposed	by	an	à-trous	WT	and	a	particle	mask	 (4)	 is	 created	 by	 combining	 the	wavelet	 planes	 on	 the	most	 characteristic	scales	for	the	particles	of	interest.	The	particle	positions	in	each	frame	are	deter-mined	by	their	center	of	mass	and	then	linked	in	consecutive	frames	by	a	nearest-neighbor	 approach.	 The	 example	 shows	 the	 resulting	 particle	 trajectories	over	 a	sequence	 of	 1695	 consecutive	 STM	 images	 (5).	 The	 positions	 in	 the	 individual	frames	are	connected	by	lines.	The	positions	of	the	three	individual	O	atoms	in	the	rectified	STM	image	(2)	are	circled	 in	red	 in	the	trajectory	 image	(5).	The	shown	trajectories	also	arise	from	several	other	particles	that	entered	or	left	the	imaged	
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area	during	 the	STM	movie.	The	 trajectories	are	 subsequently	 corrected	 for	drift	(6).	After	drift	correction	the	particle	trajectories	form	a	well	arranged	lattice.	The	edges	of	the	triangles	of	all	trajectories	coincide,	e.g.,	for	the	blue	and	yellow	trajec-tories	in	the	image	center.	A	manual	selection	step	in	which	the	quality	of	the	tra-jectories	is	checked,	trajectories	that	belong	to	the	same	particle	are	reconnected	and	misdetections	are	sorted	out,	finalizes	the	particle	tracking.	All	 in	 all,	 the	 developed	 evaluation	 routine	 allows	 for	 automated	 extraction	 of	surface	 dynamics	 from	 STM	measurements.	 The	 information	 from	 thousands	 of	individual	 STM	 images	 are	 finally	 condensed	 into	 the	 particle	 trajectories	 that	contain	both,	spatial	and	temporal	information.	The	trajectories	form	the	starting	point	for	the	detailed	analysis	of	the	underlying	movement	principles	of	the	parti-cles	of	 interest.	This	will	be	 shown	 in	 section	5.3	 for	 the	 case	of	 the	diffusion	of	individual	 O	 atoms	 in	 the	 full	 layer	 of	 CO	 on	 Ru(0001).	 The	 great	 reduction	 of	manual	workload	in	the	analysis	thus	allows	for	a	significant	improvement	of	the	statistics.		An	overview	of	 all	MATLAB	 scripts	developed	 in	 this	work	 together	with	a	 short	description	of	their	functionality	is	given	in	Appendix	C.1.		
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(1) Original
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Figure	3.15:	Overview	of	the	developed	image	processing	and	evaluation	routines	for	the	extraction	of	trajectories	of	single	particles	
from	STM	images.	
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4. Experimental	Setup	and	Methods	
4.1 Ultra-High	Vacuum	System	
Within	this	work	experiments	were	performed	in	a	UHV	chamber	of	the	Wintterlin	group	at	LMU	Munich	 that	houses	 the	VT-STM	setup	described	 in	 chapter	2.	The	UHV	chamber	was	originally	designed	by	T.	Gritsch	at	 the	FHI.[107]	The	system	is	pumped	by	a	combination	of	a	titanium	sublimation	pump,	an	ion	getter	pump,	and	a	turbo	molecular	pump	with	a	rotary	pump	for	generating	the	primary	pressure.	The	 setup	 provides	 a	 base	 pressure	 of	 <1·10-10	Torr,	 which	 is	 measured	 by	 a	
Bayard-Alpert	 ion	 gauge	 by	 Arun	 Microelectronics	 Limited	 (AML).	 A	 quadrupole	mass	analyzer	(QMS/QMA	200,	Pfeiffer	Vacuum)	is	used	for	analyzing	the	residual	gas	 phase.	 For	 this	 work	 Ar	 (Purity:	 99.999	Vol.%,	 Linde	 Minican),	 O2	 (Purity:	99.995	Vol.%,	 Linde	 Minican),	 CO	 (Purity:	 unknown,	 Linde	 glass	 container),	 H2	(purity:	 99.999	Vol.%,	 Linde	 Minican)	 were	 available	 for	 dosage	 into	 the	 UHV	chamber.	Gas	dosing	was	generally	performed	via	background	dosing.	The	preparation	of	the	sample	is	performed	using	the	manipulator	of	the	chamber.	The	manipulator	is	equipped	with	a	tungsten	filament	mounted	at	the	backside	of	the	sample,	by	which	temperatures	of	up	to	600	°C	are	achieved	by	radiative	heat-ing.	To	 reach	higher	 temperatures	a	high	voltage	 (max.	2	kV)	 is	 applied	between	filament	and	sample	by	which	the	sample	can	be	heated	to	T	>1500	°C	by	electron	bombardment.	 Furthermore,	 the	 manipulator	 allows	 for	 cooling	 of	 the	 sample.	Using	a	rotary	pump	liquid	nitrogen	can	be	pumped	through	a	tube	that	leads	into	the	UHV	chamber	and	ends	in	a	copper	block	located	close	to	the	sample	holder	of	the	manipulator.	The	copper	block	acts	as	cooling	reservoir.	Copper	braids	connect	the	 sample	 holder	 and	 the	 copper	 block.	 In	 this	way	minimum	sample	 tempera-tures	of	approximately	-165	°C	can	be	reached.		The	 sample	 surface	 is	 cleaned	 by	 ion	 bombardment.	 Using	 a	 sputter	 gun	 by	
Leybold-Heraeus	argon	atoms	are	ionized	and	accelerated	with	an	energy	of	1	keV	
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to	the	sample.	The	impinging	Ar+	ions	remove	the	topmost	atom	layers	of	the	sam-ple.	The	 UHV	 chamber	 further	 houses	 a	 four-grid	 low	 energy	 electron	 diffraction	(LEED)	optics	and	an	Auger	electron	spectrometer	to	analyze	the	chemical	compo-sition	of	the	sample	surface.	The	Auger	electron	spectroscopy	(AES)	system	(Per-
kin-Elmer)	consists	of	an	electron	gun	usually	operated	at	an	acceleration	voltage	of	 3	kV,	 a	 single-pass	 cylindrical	 mirror	 analyzer	 for	 energy-separation,	 and	 a	
Channeltron	for	detecting	the	Auger	electrons.	To	enhance	the	signal-to-noise	ratio,	the	 signal	 is	 amplified	 and	 differentiated	 with	 respect	 to	 the	 electron	 energy	(𝑑𝑁 𝑑𝐸⁄ )	 by	 a	 lock-in	 amplifier	 (Model	 5209,	EG&G).	 By	means	 of	 an	 analog-to-digital	 converter	 (±10	V,	 12	bit,	 PS-2115,	Pasco)	 the	 signal	 is	 recorded	 using	 the	program	Data-Studio	 (Pasco).	 For	 the	Ru	crystal	 the	energy	 scales	of	 the	 spectra	were	 referenced	 to	 the	main	 ruthenium	signal	 (M5N4,5N4,5)	 at	 a	kinetic	 energy	of	273	eV[108,	109].	The	central	element	of	 the	chamber	 is	 the	video-rate	VT-STM,	described	 in	chap-ter	2,	to	which	the	sample	can	be	transferred	by	means	of	a	wobble	stick	manipula-tor.	 In	 this	work,	 the	 piezoelectric	 conversion	 factors	 of	 the	VT-STM	setup	were	calibrated	 using	 ordered	 superstructures	 of	 CO	 [(√3	x	√3)R30°	 structure]	 and	O	[(2	x	2)	structure]	on	the	Ru(0001)	surface.	Values	of	0.459	Å/mV	were	obtained	in	x	direction,	0.527Å/mV	in	y,	and	0.057	Å/mV	in	z	direction.	For	vibration	isola-tion	 the	whole	 chamber	 is	mounted	on	 four	pneumatic	vibration	 isolators	 (New-
port	XL-A)	and	turbopump	and	rotary	pump	are	shut	down	during	STM	measure-ments.	The	vacuum	is	then	maintained	by	the	ion	getter	pump.		
4.2 Sample	Setup	and	Temperature	Measurement	
The	employed	sample	 is	a	Ru(0001)	single	crystal	 that	has	a	disk-like	shape	and	features	 two	 grooves	 on	 opposite	 sides	 of	 the	 crystal	 for	 mounting.	 Figure	4.1	illustrates	the	sample	holder	that	was	modified	for	the	special	properties	of	the	Ru	crystal.	The	sample	holder	contains	a	segmented	helical	ramp	that	acts	as	platform	for	the	beetle-type	STM.	Two	tantalum	clamps	in	the	grooves	of	the	crystal	hold	the	sample	 [Figure	4.1	a)].	 The	 specific	 form	of	 the	 clamps	 adjusts	 the	 height	 of	 the	crystal	 relative	 to	 the	 sample	holder.	The	 sample	 together	with	 the	Ta	 clamps	 is	inserted	from	the	rear	side	into	the	sample	holder	and	fixed	with	a	tantalum	ring	
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and	three	molybdenum	screws,	see	Figure	4.1	b).	Figure	4.1	c)	visualizes	the	com-plete	sample	setup.		As	the	preparation	of	a	clean	Ru	crystal	requires	temperatures	of	up	to	1500	°C[110,	111]	all	materials	used	for	the	sample	setup	need	to	be	temperature	stable	at	least	up	to	this	temperature.	The	components	of	the	sample	holder	are	therefore	exclu-sively	 made	 from	 molybdenum	 (melting	 point:	 2617	°C,	 vapor	 pressure	 at	1500	°C:	<10-11	Torr[112]),	 tantalum	 (melting	 point:	 2998	°C,	 vapor	 pressure	 at	1500	°C:	<10-11	Torr[112]),	and	Al2O3.	The	mounting	of	the	sample	with	the	two	Ta	clamps	 is	necessary	 to	ensure	only	 little	mechanical	 contact	between	crystal	 and	sample	holder	in	order	to	minimize	the	heat	flux	from	the	sample	during	heating.	Otherwise	the	required	preparation	temperatures	would	not	be	reached	with	the	available	heating	power.		
	Figure	4.1:	 Scheme	of	the	sample	setup.	a)	The	slit	Ru	single	crystal	is	inserted	from	the	back	into	the	molybdenum	 sample	 holder	 together	with	 two	 tantalum	 clamps	 b)	 A	 tantalum	ring	fixes	the	crystal	in	the	sample	holder	c)	Complete	sample	setup.	For	temperature	measurements	a	type	S	thermocouple	is	spot-welded	to	the	sample	surface.	Temperature	measurement	of	 the	sample	 is	performed	with	a	 thermocouple	pair	spot-welded	 onto	 the	 sample	 surface,	 see	 Figure	4.1	c).	 The	 two	 thermocouple	wires	are	passed	on	from	the	sample	to	two	separate	corundum	(Al2O3)	ceramics,	which	are	mounted	at	 the	rim	of	 the	sample	holder	with	two	Mo	screws.	The	ce-
Thermocouple Contacts
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ramics	ensure	the	electric	insulation	of	the	thermocouple	from	the	rest	of	the	sam-ple	holder.		For	this	work	the	standard	type	K	thermocouple	could	not	be	used,	as	the	melting	points	of	the	two	components	lie	below	the	required	preparation	temperature	for	the	 Ru	 sample	 (alumel	 Ni95(Al+Mn+Si)5,	 melting	 point:	 1315-1390	°C;	 chromel	Ni90Cr10;	melting	point:	1420	°C).	Instead,	a	type	S	thermocouple	was	used,	which	consists	of	Pt	and	a	Pt90Rh10	alloy.	The	two	components	have	melting	points	well	above	1500	°C	(Pt:	1770	°C;	Pt90Rh10:	1830-1855	°C)	and	allow	for	 temperature	measurements	between	-50	°C	and	+1768	°C.		Despite	their	high	melting	points,	the	positioning	of	the	thermocouple	wires	rela-tive	to	the	crystal	turned	out	to	be	crucial	in	the	sample	preparation	process.	It	was	first	tested	to	mount	the	wires	at	the	backside	of	the	crystal,	but	this	configuration	reproducibly	 led	 to	 burning	 of	 the	 thermocouples	 during	 heating	 of	 the	 crystal	even	when	the	crystal	 temperature	was	still	below	1500	°C,	obviously	because	of	the	close	distance	to	the	heating	filament	and	the	low	thermal	conductivity	of	the	thin	wires	(Ø	=	0.05	mm).	This	problem	could	be	avoided	by	attaching	the	thermo-couple	wires	to	the	top	site	of	the	Ru	crystal,	as	indicated	in	Figure	4.1	c).	When	inserting	the	sample	into	the	manipulator	or	the	STM,	the	two	ceramics	that	hold	the	thermocouple	wires	are	guided	into	two	slots.	Here,	contact	is	made	be-tween	the	thermocouple	on	the	sample	holder	and	clamps	of	the	same	thermoelec-tric	materials	 that	 lead	to	a	 feedthrough	at	 the	UHV	chamber.	As	the	materials	of	the	 type	 S	 thermocouple	 are	 comparatively	 expensive,	 the	 thermocouple	 feed-through	(Allectra	GmbH)	is	realized	with	OFHC	copper	(oxygen	free	high	conductiv-
ity)	 and	 copper	alloy	11	 (Cu95Ni3Mn2[113])	 as	 compensating	 leads	 for	 the	 type	 S	thermocouple.	The	room	temperature	at	the	transition	point	between	thermoelec-tric	wires	and	normal	 cables	 serves	as	 reference	 for	 the	resulting	 thermoelectric	voltage.	 In	 this	work,	 the	 room	 temperature	was	 therefore	 constantly	measured	with	a	Pt1000	 resistance	 thermometer;	 a	 thin	Pt	 layer	with	a	defined	 resistance-temperature	relation	(1000	W	at	0	°C)	housed	in	a	ceramic	compound.	The	deter-mined	room	temperature	was	also	 frequently	crosschecked	with	a	mercury	ther-mometer.	Additionally,	the	sample	temperature	is	determined	from	outside	of	the	UHV	chamber	using	a	pyrometer	(Impac,	wavelength	1.45	µm	to	1.8	µm,	emissivi-ty(Ru)	=	0.224),	applicable	 for	sample	temperatures	above	~350	°C	and	therefore	only	used	during	sample	preparation.	The	 use	 of	 the	 type	 S	 instead	 of	 type	 K	 thermocouple	 implicates	 problems	 for	measurements	at	 low	temperatures,	as	 the	thermoelectric	voltage	 is	only	defined	
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and	tabulated	down	to	-50	°C.	In	order	to	find	out	if	also	lower	temperatures	can	be	measured	the	Ru	crystal	was	contacted	with	both,	a	type	S	and	a	type	K	thermo-couple	for	a	calibration	measurement.	The	contact	points	for	the	two	thermocou-ples	were	as	close	as	practically	possible.	The	sample	was	then	cooled	in	the	STM	from	room	temperature	to	approximately	-200	°C	by	use	of	the	liquid	helium	cryo-stat.	Then	the	sample	was	slowly	heated	up	by	the	combined	liquid	helium	cooling	and	radiative	heating	with	the	tungsten	filament	at	the	back	of	the	sample	to	simu-late	the	temperature	adjustment	during	the	STM	measurements.		The	measured	thermoelectric	voltage	of	the	type	S	thermocouple	is	plotted	against	the	voltage	of	 the	type	K	thermocouple	 in	Figure	4.2.	All	values	are	corrected	 for	the	room	temperature	and	thus	referenced	to	0	°C.	The	measured	type	K	thermoe-lectric	voltages	were	also	converted	into	°C,	depicted	on	the	upper	axis.	As	a	refer-ence	 the	 tabulated	 values	 down	 to	 -50	°C	 are	 given	 for	 both	 thermocouples	 in	yellow.			
	Figure	4.2:	 Temperature	calibration	of	the	type	S	thermoelectric	voltage	against	a	type	K	thermo-couple.	 Blue:	 Cooling	 of	 the	 sample	with	 liquid	 helium.	 Red:	 Heating	 of	 the	 sample	starting	at	~-200	°C	by	combined	liquid	helium	cooling	and	radiative	heating.	Yellow:	Tabulated	standard	values	for	type	S	and	type	K	between	-50	°C	and	room	tempera-ture.	
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While	cooling	down	(blue	dots)	the	type	S	voltage	nicely	follows	the	standardized	values	down	to	-50	°C.	The	small	positive	offset	might	arise	from	the	correction	of	the	measured	values	by	 the	 room	 temperature.	Below	 -50	°C,	 the	 curve	becomes	flatter	and	reaches	a	minimum	at	approximately	-125	°C.	For	even	lower	tempera-tures	 the	 thermoelectric	voltage	of	 the	 type	S	 thermocouple	 increases	again.	For	the	minimum	temperature	of	around	-200	°C,	a	voltage	of	-0.018	mV	is	measured.		The	 shape	 of	 the	 voltage	 curve	 has	 two	 implications	 for	 temperature	 measure-ment.	Firstly,	because	of	 the	minimum	the	 type	S	 thermoelectric	voltages	at	 low	temperatures	are	not	unambiguous.	 It	 can	be	 determined,	however,	whether	 the	measured	voltage	corresponds	to	a	temperature	below	or	above	the	minimum	by	slightly	varying	the	temperature	by	 increasing	or	decreasing	the	current	 through	the	heating	filament.	When	the	thermoelectric	voltage	decreases	after	this	step,	the	sample	temperature	 is	below	-125	°C	and	vice	versa.	Secondly,	voltage	variations	between	 approximately	 -110	°C	 and	 -140	°C	 are	 small	 (below	1	μV	 per	K)	 corre-sponding	 to	 a	 relative	 high	 uncertainty	 in	 the	 temperature	 value.	 Despite	 these	constraints,	temperatures	below	-50	°C	can	be	measured	with	a	type	S	thermocou-ple.	The	heating	curve	(red	dots	in	Figure	4.2)	agrees	reasonably	well	with	the	cooling	curve	below	the	minimum,	but	 increasingly	deviates	at	higher	temperatures.	The	deviation	can	be	explained	by	the	fact	that	during	the	heating	curve	both,	the	heat-ing	filament	and	the	liquid	helium	cooling,	are	on,	so	that	there	is	a	permanent	heat	flow	 across	 the	 sample.	 A	 temperature	 gradient	 builds	 up	 that,	 because	 of	 the	different	positions	of	the	type	S	and	type	K	thermocouples	on	the	sample,	leads	to	a	temperature	difference.	For	the	STM	measurements	the	helical	ramp	of	 the	sample	holder	must	be	 freely	accessible	to	set	down	the	STM	head.	The	position	at	which	the	thermocouple	can	be	attached	to	the	crystal	surface	and	passed	on	to	the	ceramics	at	the	rim	of	the	sample	holder	is	therefore	quite	restricted.	The	type	S	thermoelectric	wires	were	therefore	mounted	 as	 depicted	 in	 Figure	4.1	c)	 and	 Figure	4.3	b).	 The	 position	 is	directly	above	a	Ta	clamp.	A	second	calibration	measurement	was	therefore	per-formed	to	quantify	the	temperature	gradient	over	the	sample.	For	this	purpose	the	type	K	thermocouple	was	spot-welded	to	the	sample	at	locations	midway	between	the	two	Ta	clamps	[Figure	4.3	a)	and	b)].	At	these	locations	the	temperature	gradi-ent	from	the	center	of	the	crystal	(where	the	STM	tip	would	usually	be	positioned)	to	the	rim	of	the	crystal	should	be	minimal.	(The	coldest	points	of	the	sample	are	close	to	the	Ta	clamps.)		
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	Figure	4.3:	 Setup	for	temperature	calibration	at	different	points	of	the	Ru	sample.	The	Ru(0001)	crystal	 is	contacted	with	a	 type	S	and	a	 type	K	 thermocouple.	a)	Photograph	and	b)	graphical	illustration	of	the	sample	setup.	The	calibration	measurement	was	performed	between	-50	°C	and	+20	°C,	the	rele-vant	 temperature	 range	 for	 the	 STM	 data	 presented	 in	 this	 work.	 Figure	4.4	a)	depicts	 the	 relation	 between	 the	 measured	 temperature	 at	 the	 position	 of	 the	type	S	thermocouple	and	the	one	at	the	position	of	the	type	K	thermocouple.	The	data	 in	 fact	 show	deviations	between	approximately	10	and	20	K,	 and	 the	differ-ence	[Figure	4.4	b)]	almost	linearly	 increases	with	temperature.	All	 temperatures	used	in	this	thesis	are	the	corrected	values	according	to	this	calibration.		
	Figure	4.4:	 Temperature	 calibration	 at	 the	 positions	 on	 the	 Ru	 crystal	 surface	 shown	 in	 Fig-ure	4.3.	 The	 type	 K	 thermocouple	was	mounted	 in	 the	middle	 between	 the	 two	 Ta	clamps,	the	type	S	thermocouple	close	to	one	of	the	Ta	clamps.	a)	Temperature	rela-tion	between	the	two	measurement	positions.	b)	Temperature	difference	between	the	two	measurement	positions.	
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4.3 Analysis	Methods	
4.3.1 Auger	Electron	Spectroscopy	Within	 this	 project	 Auger	 electron	 spectroscopy	 (AES)	 was	 used	 to	 verify	 the	cleanliness	of	the	sample	surface	prior	to	STM	experiments	and	to	check	for	possi-ble	 contaminations	 during	 the	 sample	 preparation.	 It	 is	 based	 on	 the	 so-called	
Auger	effect,[114]	which	is	illustrated	in	Figure	4.5.		
	Figure	4.5:	 Energy	 scheme	 of	 the	Auger	 process.	 Left:	 An	 inner	 shell	 is	 ionized	 by	 an	 incident	electron.	Middle:	The	electron	hole	is	filled	by	relaxation	of	an	electron	from	a	higher	shell.	The	released	energy	is	transferred	to	another	electron	that	leaves	the	sample	as	an	Auger	electron.	Right:	The	final	configuration.	An	incident	electron	with	energy	EP	 ionizes	an	inner	shell	of	a	sample	atom,	here	the	K	shell	(Figure	4.5,	left).	The	resulting	electron	hole	can	be	filled	by	an	electron	from	a	higher	shell.	In	the	depicted	example	an	electron	from	the	L1	shell	relaxes	into	the	K	shell.	The	released	energy	difference	𝐸¸	–	𝐸º» 	is	either	radiatively	emit-ted	(X-ray	fluorescence)	or	transferred	to	a	third	electron	that	leaves	the	sample	as	an	Auger	 electron	 (middle)	with	 a	 kinetic	 energy	𝐸¸º»ºB,¼ ,	 according	 to	 equation	4.1.	
𝐸½Ep¾¿q(o = 𝐸¸º»ºB,¼ = 𝐸¸ − 𝐸º» − 𝐸ºB,¼∗ 	 (4.1)	where	Ei	is	the	binding	energy	of	an	electron	in	shell	i	and	𝐸E∗	the	binding	energy	of	shell	i	in	the	presence	of	an	electron	hole.	The	kinetic	energy	of	the	resulting	Auger	
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electrons	is	therefore	only	dependent	on	the	involved	energy	levels	and	thus	char-acteristic	for	the	elements	present.	Auger	spectra	are	typically	recorded	in	differ-ential	form	in	order	to	remove	a	high	smooth	background	of	secondary	electrons.	
Auger	electrons	have	typical	energies	between	10	and	1000	eV	for	which	the	ine-lastic	mean	 free	 path	 in	 solids	 is	only	 a	 few	 atomic	 layers.	 This	means	 that	 only	electrons	 generated	 close	 to	 the	 sample	 surface	 can	 leave	 the	 bulk	 and	 become	detected.	 AES	 is	 therefore	 a	 surface	 sensitive	method.	 For	 electron	 energies	 be-tween	10	and	1000	eV	the	 information	depth	can	be	roughly	estimated	to	one	to	ten	monolayers.[114]	AES	is	therefore	especially	well-suited	to	check	for	small	residual	amounts	of	for-eign	atoms	or	molecules	on	the	sample	surface	and	to	identify	them,	such	as	oxy-gen,	 sulfur	 and	 silicon.	 The	 most	 frequently	 occurring	 contamination	 is	 carbon,	which	 is	 typically	 dissolved	 in	 metals	 and	may	 segregate	 to	 the	 surface	 during	sample	preparation.	For	Ru	 samples	 the	determination	of	 the	 carbon	content	on	the	 surface	 is	 difficult	 as	 the	 C	KLL	 signal	 at	 272	eV	 and	 the	 main	 Ru	 signal	 at	273	eV	overlap.[108,	115,	116]	However,	in	the	differentiated	spectrum	the	signal	forms	of	the	two	transitions	differ	significantly	which	can	be	used	to	quantify	the	amount	of	carbon.[108,	115,	116]	While	the	MNN	transition	of	ruthenium	has	a	very	symmetric	peak	 form,	 the	 C	KLL	 signal	 of	 graphitic	 carbon	 is	 highly	 asymmetric	 showing	 a	pronounced	negative-going	peak.	The	overlap	of	the	Ru	and	C	signals	thus	leads	to	an	 increasingly	 asymmetric	 peak	 shape	 at	 ~273	eV	 for	 an	 increasing	 amount	 of	carbon,	so	that	the	intensity	ratio	r	of	the	upper	to	the	lower	half	of	the	signal	can	be	taken	to	evaluate	the	carbon	amount.		Exemplarily,	Figure	4.6	a)	shows	Auger	 spectra	of	a	clean	(blue	curve)	and	a	car-bon	containing	Ru	sample	(black	curve).	For	the	clean	Ru	surface,	the	MNN	multi-plet	 peaks	 in	 the	 range	 between	 180	 and	 280	eV	 exhibit	 an	 almost	 symmetric	shape	and	the	ratio	r	between	the	negative	and	the	positive	going	half	of	the	main	signal	 at	 273	eV	 lies	 at	1.26	 in	 agreement	with	 the	 literature.[108,	117]	 The	 carbon	containing	 sample	 on	 the	 other	 hand	 shows	 a	 significantly	 increased	 r	 value	 of	~1.84.	 In	Figure	4.6	b)	 the	two	signals	are	directly	placed	on	top	of	each	other	 in	order	to	clarify	the	peak	form	alteration	in	the	presence	of	carbon	on	the	Ru	sam-ple	surface.	Although	it	is	possible	by	using	this	method	to	detect	carbon	on	a	Ru	surface,	the	signal	overlap	impedes	the	detection	of	very	small	amounts.		
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	Figure	4.6:	 Auger	spectra	of	a	clean	(blue)	and	a	carbon	contaminated	Ru	sample	(black).	a)	The	MNN	peaks	of	Ru;	b)	overlay	of	the	main	Ru	M5N4,5N4,5	signal	at	273	eV	of	both	samples.		
4.3.2 Low-Energy	Electron	Diffraction	By	 diffraction	 of	 low-energy	 electrons	 (LEED),	 a	 projection	 of	 the	 2D	 reciprocal	space	of	a	sample	surface	can	be	visualized.	 In	 this	work,	 it	was	used	to	estimate	the	required	dosages	of	O	and	CO	for	the	respective	STM	experiments	as	well	as	to	check	the	cleanliness	of	the	sample	surface.	In	 a	 LEED	 experiment,	 a	monochromatic	 electron	 beam,	whose	de-Broglie	wave-length	𝜆(6ÂoqIE( 	is	in	the	order	of	the	lattice	constant	of	the	sample,	is	diffracted	at	 the	 sample	 surface.	 For	 this	 purpose	 kinetic	 energies	𝐸½Ep 	of	 the	 electrons	 be-tween	20	and	500	eV	are	required.	Therefore,	LEED	is,	like	AES,	a	surface	sensitive	method.	The	de-Broglie	relation	is	given	in	equation	4.2.	Here,	ℎ	is	the	Planck	con-stant,	𝑝	the	momentum,	and	𝑚(	the	electron	mass.	
𝜆(6ÂoqIE( = ℎ𝑝 = ℎÄ2𝑚(𝐸½Ep 	 (4.2)	For	 vertical	 incidence	 the	 diffraction	 of	 the	 electrons	 follows	 equation	 4.3,	 in	which	𝑛	is	the	diffraction	order,	𝑑½ 	the	lattice	constant	within	the	2D	lattice	plane	and	𝜑	the	angle	between	the	diffracted	electrons	and	the	surface	normal.	
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𝑛𝜆(6ÂoqIE( = 𝑑½sin	(𝜑)	 (4.3)	As	the	angle	𝜑	is	a	measurable	quantity	in	the	obtained	diffraction	patterns,	lattice	constants	of	surface	structures	may	be	determined	from	LEED	experiments.		Figure	4.7	 schematically	 shows	 the	 setup	 of	 a	 typical	 LEED	optics.	 Electrons	 are	generated	by	thermal	emission	 from	a	 filament	and	accelerated	by	a	voltage	U.	A	set	of	electrostatic	lenses	focuses	the	electron	beam,	which	then	enters	a	field-free	space	through	the	drift	tube.	The	electrons	are	diffracted	at	the	surface	of	the	sam-ple	 and	 detected	 at	 a	 fluorescence	 screen.	 Prior	 to	 detection	 the	 electrons	 pass	three	grids.	The	 first	 grid	 is	grounded	 to	guarantee	a	 flight	path	of	 the	electrons	through	a	field-free	space.	The	second	grid	serves	as	a	suppressor	for	inelastically	scattered	electrons.	The	third	grid	is	grounded	to	prevent	interference	of	the	high	potential	of	 the	 fluorescence	screen	with	the	 second	grid.	For	detection	 the	elec-trons	are	post-accelerated	between	the	third	grid	and	the	fluorescence	screen	by	a	voltage	in	the	kV	regime.		
	Figure	4.7:	 Setup	scheme	of	a	typical	LEED	optics	(from	reference	 [118]).	Electrons	are	extracted	from	 the	 heated	 filament	 and	 accelerated	 by	 a	 voltage	U.	 After	 passing	 through	 the	drift	tube,	the	electrons	are	diffracted	on	the	sample	and	detected	on	a	fluorescence	screen.	
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5. Diffusion	on	a	Crowded	Surface	
5.1 Introduction	
As	 outlined	 in	 the	 introduction	 (chapter	 1)	 this	 thesis	 aims	 at	 the	 question	how	adsorbed	particles	 can	move	on	an	almost	 fully	 covered	 surface,	 the	 situation	 in	heterogeneous	catalysis.	Mesoscopic	studies	on	mixed	adsorbate	structures	at	low	and	intermediate	cover-ages	on	transition	metal	surfaces	have	shown	that	 the	presence	of	a	coadsorbate	leads	to	a	significant	decrease	of	the	surface	mobility	of	both	adsorbates,	slowing	down	 the	 diffusion	 by	 several	 orders	 of	magnitude.	 In	most	 cases	 the	 degree	 of	mobility	reduction	was	found	to	be	dependent	on	the	surface	coverage	of	the	coad-sorbate.	Coverage	effects	have	been	attributed	to	site-blocking	in	the	mixed	adlay-er,[48]	the	segregation	of	the	adsorbates	into	different	domains,[47]	the	formation	of	trapping	 states	 between	 the	 adsorbates,[49,	51,	119]	 and	 also	 in	 some	 cases	 to	 elec-tronic	 interactions	 through	 the	 substrate.[120]	 Accelerating	 effects	 of	 adsorbates	were	only	found	for	self-diffusion	of	metals	by	the	formation	of	intermediate	met-al-adsorbate	complexes,[121,	122]	but	not	for	the	case	of	a	mixed	adlayer.	For	a	fully	covered	surface,	these	mesoscopic	diffusion	studies	suggest	a	decrease	in	mobility	with	 increasing	 coverage	 until	 complete	 immobility	 at	 saturation.	 In	contrast	 to	 these	 considerations,	 microkinetic	 models	 of	 catalytic	 reactions	 on	metal	 surfaces	 usually	 regard	 diffusion	 of	 the	 reactants	 to	 happen	 on	 a	 much	shorter	 time	scale	 than	 the	 reaction	 itself,	 corresponding	 to	an	 instant	and	com-plete	mixing	of	the	adlayer.[123,	124]	The	influence	of	diffusion	on	the	reaction	rates	is	 thus	 completely	 neglected	 and	 reaction	 rates	 are	 calculated	 by	 using	 surface	coverages	as	a	mean-field	quantity.	This	 is	only	 justified,	however,	 if	diffusion	 is	rapid	compared	to	the	reaction.	A	detailed	understanding	of	the	diffusion	process	on	 a	 crowded	 surface	 on	 an	 atomic	 scale	 is	 needed	 to	 validate	whether	 this	 as-sumption	is	justified.	Especially	for	reactions	that	follow	a	Langmuir-Hinshelwood	
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mechanism,	in	which	all	reactants	are	adsorbed	on	the	catalysts	surface,	it	seems	reasonable	to	assume	that	diffusion	of	 the	reactants	 in	such	a	mixed	adlayer	sys-tem	 has	 to	 be	 taken	 into	 account	 as	 reaction	 rates	 should	 be	 significantly	 influ-enced	by	diffusion.	Some	atomic-scale	STM	studies	have	addressed	the	question	of	how	particles	move	when	they	are	embedded	 in	a	close-packed	2D	 layer.	For	 In	and	Pb	atoms	 in	the	first	layer	of	a	Cu(100)	surface,	it	was	found	that	they	move	by	a	vacancy	mecha-
nism	 (section	5.2.3).[53,	125,	126]	 A	 direct	exchange,	 in	which	 two	 atoms	swap	 sites,	has	been	proposed	for	the	diffusion	of	H	atoms	in	the	Cl	terminated	Si(100)	surface	via	formation	of	an	intermediate	HCl	molecule.[127]	For	the	diffusion	of	S	atoms	in	a	full	chloride	or	bromide	layer	on	the	surface	of	a	Cu(100)	electrode	in	an	electro-lyte	solution,	Rahn	et	al.[128]	have	suggested	two	other	mechanisms.	Whereas	the	S	atoms	in	the	chloride	layer	move	by	a	concerted	ring-like	exchange	involving	three	chloride	 ions,	 the	S	diffusion	 in	the	bromide	 layer	 follows	a	mechanism	in	which	the	S	atoms	exchange	sites	with	a	bromide	ion	by	transiently	displacing	a	Cu	atom	from	the	underlying	Cu	surface.	The	bromide	could	then	bind	to	the	copper	atom	leading	to	the	intermediate	formation	of	an	S-Cu-Br	complex.	Both	processes	were	found	to	be	strongly	dependent	on	the	applied	electrical	potential	and	might	thus	be	specific	to	the	electrochemical	environment.	Yet,	all	these	systems	are	chemical-ly	and	structurally	different	from	adsorbate	layers	on	catalysts.	In	 this	 thesis,	 the	 diffusion	 of	 single	 oxygen	 atoms	 on	 a	 Ru(0001)	 surface	 coad-sorbed	with	carbon	monoxide	has	been	investigated	by	STM.	The	system	of	O	and	CO	on	Ru(0001)	is	especially	well	suited	to	investigate	coadsorbate	effects,	since	it	consists	of	 two	well-known	individual	systems.	Moreover,	 the	CO	oxidation	reac-tion	 on	 Pt	 group	 metals	 is	 one	 of	 the	 most	 studied	 reactions	 in	 heterogeneous	catalysis	and	often	serves	as	a	model	system.[65]	The	reaction	 is	known	to	 follow	the	 Langmuir-Hinshelwood	 mechanism	 and	 thus	 requires	 a	mixed	 adlayer	 of	 CO	and	 O	 on	 the	 surface	 of	 the	 catalyst.[65,	129]	 Since	metallic	 ruthenium	 is	 the	 least	active	platinum-group	metal	 for	CO	oxidation	under	UHV	conditions	at	 low	 tem-peratures,[65,	110,	130]	the	diffusion	processes	could	be	studied	without	interference	from	the	formation	of	CO2,	a	process	that	would	have	complicated	the	interpreta-tion	and	understanding	of	the	STM	observations.	After	a	brief	introduction	to	the	general	concepts	of	surface	diffusion	in	section	5.2,	the	known	properties	of	the	single-component	systems	O	and	CO	on	the	Ru(0001)	surface	as	well	as	of	the	coadsorbate	system	are	summarized	in	section	5.3.	
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Section	5.4	presents	the	results	on	the	diffusion	of	single	O	atoms	in	a	full	layer	of	the	ordered	(√3	x	√3)R30°	structure	of	CO	on	the	Ru(0001)	surface.	Fast	fluctua-tions	 in	 the	 density	 of	 the	 CO	 layer	 allow	 the	 O	 atom	 to	move	 at	 a	 comparable	speed	 as	 on	 a	 clean	 Ru(0001)	 surface	 by	 the	 so-called	 door-opening	mechanism.[131]	This	chapter	presents	the	central	result	of	this	thesis.	STM	 observations	 of	 the	 O	 diffusion	 on	 an	 only	 partially	 CO-covered	 Ru(0001)	surface,	 i.e.,	 for	 coverages	 below	 0.33	ML	 (monolayer,	 O	 atoms	 per	 surface	 Ru	atom),	are	presented	in	section	5.5.	In	this	intermediate	coverage	range,	islands	of	the	(√3	x	√3)R30°	structure	alternate	with	disordered	areas	with	lower	CO	densi-ty.	O	atoms	primarily	diffuse	in	the	disordered	CO	areas.	Section	5.6	gives	an	outlook	on	first	results	on	the	diffusion	in	domain	boundaries	on	surfaces.	Oxygen	atoms	have	been	observed	to	diffuse	preferably	along	bounda-ries	between	translational	domains	of	the	(√3	x	√3)R30°-CO	structure,	pointing	to	a	role	of	domain	boundaries	as	high-diffusivity	paths.		
5.2 General	Concepts	
5.2.1 Theory	of	Diffusion	Diffusion	was	first	phenomenologically	described	by	Adolf	Fick	in	1855.[132]	From	his	observations	of	the	mixing	in	a	salt-water	system,	he	suggested	a	linear	relation	between	 the	 flux	𝐽F	of	 diffusing	 particles	 and	 a	 concentration	 gradient.	With	 the	proclamation	of	Fick’s	first	law	for	diffusion,	he	introduced	the	diffusion	coefficient	𝐷	as	the	proportionality	factor	between	𝐽F	and	the	gradient	of	the	concentration	𝑐	for	diffusion	in	an	isotropic	medium.	Fick’s	first	law	for	one-dimensional	diffusion	in	x	direction	is	given	in	equation	5.1.	
𝐽F = −𝐷 𝜕𝑐𝜕𝑥	 (5.1)	Using	the	continuity	equation	(equation	5.2),	which	describes	the	evolution	of	the	concentration	𝑐	in	time	𝑡	by	the	variation	of	the	diffusion	flux,	Fick’s	first	law	trans-forms	 into	 the	 diffusion	 equation	 or	 also	 called	 Fick’s	 second	 law.	 Equation	 5.3	
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shows	Fick’s	second	law	for	diffusion	in	one	dimension	under	the	assumption	that	𝐷	is	independent	of	𝑐.	 𝜕𝑐𝜕𝑡 = −𝜕𝐽F𝑑𝑥 	 (5.2)	
𝜕𝑐𝜕𝑡 = 𝐷 𝜕7𝑐𝜕7𝑥	 (5.3)	Albert	Einstein	was	 the	 first	 to	attribute	 the	 random	motion	of	 atoms	and	mole-cules,	induced	by	statistical	energy	fluctuations	according	to	the	Boltzmann	distri-bution,	 to	 the	macroscopic	diffusion	phenomenon.[133]	He	connected	the	diffusion	constant	𝐷	with	 the	mean-square	displacement	 (MSD)	of	 the	 individual	particles.	Equation	5.4	shows	the	Einstein	relation	for	diffusion	in	one	dimension.	Here	〈𝑥7〉	denotes	the	MSD	in	x	direction.	
𝐷 = 〈𝑥7〉2𝑡 	 (5.4)	For	diffusion	 in	 solids	and	on	 surfaces,	which	usually	exhibit	 a	 crystalline	order,	particles	 sit	 on	 distinct	 lattice	 sites	 and	move	 by	 jumps	 on	 this	 discrete	 lattice.	Figure	5.1	schematically	illustrates	the	adsorption	of	a	particle	(red)	in	a	periodic	potential	of	a	surface.	The	energy	minimum	represents	the	most	favorable	adsorp-tion	 site.	 Diffusion	 occurs	 by	 jumps	 of	 the	 particle	 between	 neighboring	 energy	minima.	 These	 jumps	 are	 associated	 with	 an	 activation	 energy	 for	 diffusion	𝐸∗ ,	which	 is	 the	 difference	 between	 the	 energy	 minimum	 and	 maximum	 along	 the	diffusion	pathway.		
	Figure	5.1:	 Diffusion	of	a	particle	(red)	in	a	periodic	potential	of	a	surface.	The	motion	from	one	energy	minimum	to	the	next	is	associated	with	an	energy	barrier	for	diffusion	𝐸∗ .	The	distance	between	two	energy	minima	is	𝜆.	
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The	 jumps	have	a	 length	𝜆,	which	 is	 typically	given	by	 the	 lattice	 constant	of	 the	surface.	A	jump	frequency	Γ,	which	is	the	inverse	average	life	time	it	spends	on	one	adsorption	site,	characterizes	the	motion	of	the	particle.	For	a	2D	random	walk	of	a	particle	on	a	surface,	the	MSD	〈𝑟7〉	is	the	sum	of	the	one-dimensional	MSDs	in	x	and	in	 y	 direction,	〈𝑥7〉	and	〈𝑦7〉.	 Using	 the	 Einstein	 relation,	〈𝑟7〉	can	 be	 expressed	 as	denoted	in	equation	5.5.		
〈𝑟7〉 = 〈𝑥7〉 + 〈𝑦7〉 = 2𝑡𝐷h + 2𝑡𝐷Ì 	 (5.5)	For	isotropic	diffusion	the	diffusion	coefficient	in	x	direction	𝐷h 	is	equal	to	the	diffusion	coefficient	in	y	direction	𝐷Ì.	With	〈𝑟7〉 = 〈𝑛Í¿=F〉𝜆7	equation	5.5	then	transforms	to:	
𝐷 = Γ ∙ 𝜆74 	 (5.6)	where	Γ	is	the	quotient	of	the	average	number	of	jumps	〈𝑛Í¿=F〉	per	time	interval	𝑡.	This	 equation	 directly	 connects	 the	 diffusion	 coefficient	 with	 the	 atomic-scale	process	of	individual	particles	hopping	on	a	2D	lattice	of	a	surface.		Jumping	of	the	adsorbates	is	a	thermally	activated	process,	so	that	the	temperature	dependence	of	the	jump	rate	usually	can	be	described	by	the	Arrhenius	law:	
Γ = Γ ∙ 𝑒ÎÏÐ∗ÑÒÓ	 (5.7)	The	 exponential	 term	 represents	 the	 probability	 that	 the	 particle	 has	 an	 energy	greater	than	the	required	activation	energy,	which	is	given	by	the	Boltzmann	dis-tribution.	𝑘Â	is	 the	Boltzmann	constant	and	𝑇	the	absolute	temperature.	The	acti-vation	energy	 is	 the	 barrier	 for	diffusion	𝐸∗ ,	 as	 indicated	 in	Figure	5.1.	Based	on	the	classical	collision	theory	the	pre-exponential	factor	Γ	can	be	interpreted	as	an	“attempt	frequency,”	with	which	the	particles	try	to	perform	a	jump.	Typical	values	for	Γ	are	 in	 the	regime	of	1012	 to	1013	Hz,	which	 is	also	the	typical	 timescale	 for	molecular	 vibrations	 and	 phonons.[16,	134]	 The	 product	 of	 attempt	 frequency	 and	exponential	 term	is	 then	the	rate	Γ	for	successful	 jumps.	As	will	be	shown	below,	the	 preexponential	 factor	 is	 also	 temperature-dependent.	However,	 this	 depend-ence	is	usually	disregarded,	as	its	influence	on	the	hopping	frequency	is	negligible	in	comparison	to	the	exponential	dependence	on	temperature	in	the	second	term.	
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5.2.2 Transition	State	Theory	The	 kinetics	of	 diffusion	 processes	 can	 be	 also	 described	 by	 the	Transition	State	
Theory	(TST)	or	Eyring	Theory,	developed	in	1935	by	Henry	Eyring	to	describe	the	kinetics	 of	 chemical	 reactions.[135]	 Using	 TST	 reaction	 rates	 can	 be	 determined	from	the	partition	functions	of	the	reactants	and	the	transition	state	(TS).	The	TST	 is	based	on	 the	 idea	 that	 the	energy	states	of	reactant	and	product	of	 a	chemical	reaction	are	local	minima	on	a	potential	energy	surface	(PES),	which	are	separated	by	a	saddle	point,	the	transition	state.	The	path	on	the	PES	from	reactant	to	product	is	called	the	reaction	pathway,	characterized	by	one	or	several	reaction	coordinates.	For	reaction,	the	reactant	has	to	overcome	the	energy	barrier	𝐸∗	asso-ciated	with	 the	 transition	 state.	 Exemplarily,	 Figure	5.2	 shows	 an	 energy	 profile	along	one	 reaction	 coordinate.	 In	 the	TST,	 reactant	R	and	 transition	state	TS	are	assumed	 to	be	equilibrated	with	 the	 corresponding	equilibrium	constant	𝐾‡.	The	product	P	is	then	formed	by	the	decay	of	the	TS	with	rate	constant	𝑘‡.	The	product	of	𝑘‡	and	𝐾‡	is	 the	rate	constant	𝑘%%HI = 𝑘‡𝐾‡	in	 the	production	rate	of	 the	prod-uct	(equations	5.8	and	5.9).	
R						𝐾‡		TS 	½‡ÚÛP	 (5.8)	
[P] = 𝑘‡[TS] = 𝑘‡𝐾‡[R] = 𝑘%%HI[R]	 (5.9)	In	 order	 to	 determine	 the	 overall	 reaction	 rate	 constant	𝑘%%HI ,	 the	 equilibrium	constant	𝐾‡	and	the	rate	constant	𝑘‡	are	expressed	by	means	of	statistical	thermo-dynamics.	𝐾‡,	which	determines	the	concentration	of	 the	TS,	 is	dependent	on	the	partition	 functions	 of	 reactant	 and	 transition	 state,	𝑞à	and	𝑞áâ,	 as	well	 as	 on	 the	energy	difference	𝐸∗	between	R	and	TS,	 according	to	equation	5.10.	𝑅	is	 the	 ideal	gas	constant	and	𝑇	the	absolute	temperature.	
𝐾‡ = 𝑞áâ𝑞à ∙ 𝑒6Ï∗äÓ	 (5.10)		
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	Figure	5.2:	 Energy	scheme	of	a	reaction	along	the	reaction	coordinate.	The	formation	of	the	product	P	from	reactant	R	involves	overcoming	the	reaction	barrier	𝐸∗.	The	transition	state	TS	is	the	maximum	in	the	energy	profile.		The	decay	rate	constant	𝑘‡	of	the	TS	can	be	estimated	from	the	frequency	𝜈	of	the	vibration	of	 the	TS	along	 the	 reaction	 coordinate	 (equation	5.11).	𝜅% 	is	 a	propor-tionality	 factor,	 the	 so-called	 transmission	 coefficient,	 since	 not	 every	 excitation	necessarily	has	to	lead	to	a	decay	of	the	TS,	but	𝜅% 	is	typically	assumed	to	be	close	to	one.[136]	
𝜈	is	related	to	the	partition	 function	𝑞E 	of	vibration	of	 the	TS.	 In	general,	 the	vi-brational	partition	function	is	given	by	equation	5.12	
𝑞E = 11 − 𝑒6 æçÑÒÓ	 (5.12)	For	the	vibration	along	the	reaction	coordinate	the	force	constant	and	thus	also	the	vibrational	frequency	are	assumed	to	be	quite	low,	so	that	 è½Òé ≪ 1	(ℎ	is	the	Planck	constant).	For	this	coordinate	equation	5.12	thus	simplifies	to	𝑞E = ½Òéè .	Under	the	assumption	that	 the	partition	 function	of	 the	vibration	along	the	reac-tion	coordinate	can	be	separated	from	the	overall	partition	function	𝑞áâ	of	the	TS,	
Reactant
R
Product
P
Transition State
TS
En
er
gy
Reaction Coordinate
𝐸∗
𝑘‡ = 𝜅% ∙ 𝜈	 (5.11)	
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equation	5.10	transforms	into	5.13.	?¨?áâ	represents	the	partition	function	of	the	TS	reduced	by	the	contribution	of	the	vibration	along	the	reaction	coordinate.	
𝐾‡ = 𝑘Â𝑇ℎ𝜈 ?¨?áâ𝑞à ∙ 𝑒6Ï∗äÓ	 (5.13)	The	overall	rate	constant	𝑘%%HI 	is	thus	determined	by	the	Eyring	equation[135]:	
𝑘êëêìí = 𝜅% 𝑘Â𝑇ℎ ?¨?áâ𝑞à ∙ 𝑒6Ï∗äÓ	 (5.14)	The	last	part	of	equation	5.14	can	be	interpreted	with	the	help	of	equation	5.10	as	a	 reduced	equilibrium	constant	𝐾î‡,	 that	does	not	 contain	 the	 contribution	of	𝑞E 	along	 the	 reaction	 coordinate.	Neglecting	 the	missing	partition	 function	 from	 the	vibration	along	the	reaction	coordinate,	the	overall	rate	constant	
𝑘êëêìí = 𝜅% 𝑘Â𝑇ℎ 𝐾î‡	 (5.15)	can	be	transformed	by	means	of	equations	5.16	and	5.17.	Δ𝐺‡,	∆𝑆‡	and	∆𝐻‡	are	the	free	enthalpy,	the	entropy	and	the	enthalpy	of	activation,	respectively.	
Δ𝐺‡ = −𝑅𝑇 ∙ ln	(𝐾î‡)	 (5.16)	
∆𝐺‡ = ∆𝐻‡ − 𝑇∆𝑆‡	 (5.17)	As	 a	 result	 the	 Eyring	 equation	 transforms	 into	 equation	 5.18,	 which	 offers	 an	additional	interpretation	of	the	two	parameters	of	the	phenomenologically	derived	Arrhenius	 equation	 (equation	 5.19).	 While	 the	 exponential	 term	 in	 the	 classical	Arrhenius	relation	depends	on	the	activation	energy	𝐸∗,	equation	5.18	contains	the	respective	 enthalpy	 difference.	 These	 two	 quantities	 are	 not	 generally	 identical,	but	can	be	assumed	equal	 for	surface	diffusion	since	no	gaseous	components	are	involved.	The	interpretation	of	equation	5.19	with	5.18	introduces	an	entropic	contribution	to	the	pre-exponential	factor,	in	contradiction	to	the	classical	collision	theory.	The	entropy	difference	between	TS	and	reactants	lowers	(𝑆áâ < 𝑆à)	or	increases	(𝑆áâ >𝑆à)	the	pre-exponential	factor.		
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𝑘%%HI = 𝜅% ∙ ½Òé ∙ 𝑒ôõ‡ä ∙ 𝑒Îôö‡äÓ 	 (5.18)	
𝑘%%HI = 										𝐴												 ∙ 𝑒ÎÏ∗äÓ 		 (5.19)	
5.2.3 Diffusion	Mechanisms	on	Surfaces	The	fact	that	particles	diffuse	on	a	surface	by	jumps	between	adjacent	locations,	as	described	in	section	5.2.1	for	the	derivation	of	diffusion	equations	on	surfaces,	is	a	simplifying	statement.	Rather,	there	are	different	mechanisms	how	mass	transport	on	 a	 surface	 can	 take	 place,	 of	 which	 hopping	 diffusion	 of	 adatoms	 is	 only	 one.	Nevertheless,	the	picture	of	a	particle	diffusing	by	“jumping”	with	a	characteristic	frequency	Γ	holds	 for	all	 of	 the	mechanisms,	 if	 the	 term	“jump”	 is	used	 to	simply	denote	a	change	in	the	particle	position	between	two	observations.	In	the	follow-ing,	the	three	most	common	diffusion	mechanisms	on	metal	surfaces	are	explicitly	discussed.	The	hopping	mechanism	 is	 the	most	prominent	diffusion	mechanism	 for	adparti-cles	on	metal	surfaces.	As	discussed	above,	a	particle	may	move	on	the	surface	by	thermally	activated	hops	from	its	adsorption	site,	a	local	energy	minimum,	over	a	saddle	point	in	the	PES	(Figure	5.1).	For	diffusion	on	isotropic	surfaces	and	in	the	absence	of	any	gradient	of	the	chemical	potential,	the	particle	performs	a	random	walk.	The	jump	direction	for	every	new	jump	is	independent	of	the	previous	one.	Some	foreign	atoms	were	also	found	to	diffuse	on	surfaces	by	penetrating	into	the	first	layer	of	the	metal	and	then	move	within	this	first	layer	by	a	so-called	vacancy	
mechanism.[137]	This	mechanism	is	also	the	most	prominent	one	 for	self-diffusion	on	metal	surfaces	as	well	as	in	bulk	diffusion.	The	atom,	embedded	in	the	first	layer	of	 the	metal,	only	moves	 if	one	of	 the	mobile	vacancies,	 that	 exist	 in	a	metal	at	 a	finite	temperature,	comes	next	to	the	atom	so	that	it	can	jump	in.	After	the	jump	of	the	atom,	the	vacancy	is	located	at	the	opposite	site	of	the	particle.	The	vacancies	themselves	are	very	mobile	and	thus	difficult	to	observe,	but	their	motion	is	visual-ized	by	the	foreign	atoms.	The	mechanism	was	first	discovered	by	van	Gastel	et	al.,	who	studied	 the	diffusion	of	single	 In	atoms	moving	 in	a	Cu(001)	surface.[125,	126,	138]	That	diffusion	 in	the	 first	 layer	of	a	Cu(001)	surface	 is	vacancy-mediated	has	also	been	shown	for	other	metallic	impurities,	such	as	Co,[139,	140]	Mn,[141]	Pd,[53]	and	Pb.[142]	
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While	the	vacancies	themselves	perform	a	random	walk,	the	diffusion	of	the	tracer	atom	exhibits	a	characteristic	correlation	of	directions	between	successive	jumps.	After	 the	 vacancy	 has	 changed	 position	 with	 the	 tracer	 particle,	 there	 is	 an	 en-hanced	 probability	 for	 the	 vacancy	 to	 return	 from	 the	 same	 side	 to	 the	 particle	than	from	opposite	or	perpendicular	directions.[143,	144]	Moreover,	 the	mechanism	is	characterized	by	the	observation	that	the	tracer	particle	is	stationary	for	quite	a	while	in	time	periods	in	which	no	vacancy	is	close	by,	and	then	suddenly	diffuses	rapidly	 in	 the	 presence	 of	 a	 vacancy,	 often	 over	 several	 lattice	 constants.[137,	145]	The	occurrence	of	such	multiple	jumps	combined	with	the	correlation	of	directions	of	successive	jumps	leads	to	a	specific	distribution	of	tracer	displacements	after	a	given	time.	This	particle	distance	distribution	follows	for	the	vacancy	mechanism	a	modified	 Bessel	 function	 instead	 of	 the	 typical	 Gaussian	 shape	 for	 the	 hopping	
mechanism	and	can	thus	be	used	to	discriminate	the	two	mechanisms.[143,	144]	It	can	easily	be	understood	that	the	vacancy	diffusion	mechanism	is	also	the	most	promi-nent	mechanism	in	bulk	diffusion.[137]	In	a	3D	lattice	particles	are	densely	arranged	without	the	degree	of	freedom	perpendicular	to	the	surface	and	the	vacancy	mech-anism	allows	atoms	to	move	without	much	distorting	the	lattice.	Evidence	 for	 a	 third	diffusion	mechanism,	 an	atom-exchange	mechanism,	 on	 sur-faces	was	first	found	by	field	ion	microscopy	(FIM)	investigations	of	the	motion	of	single	metal	adatoms	on	an	unreconstructed	Pt(110)	surface.	Whereas	Au	adatoms	diffused	solely	one-dimensional	 along	 the	 channels	of	 this	surface,	diffusion	of	 Ir	and	 Pt	 adatoms	 was	 two-dimensional.[146]	 This	 cross-channel	 diffusion	was	 con-firmed	 by	 Wrigley	 and	 Ehrlich	 for	 W	 adatoms	 on	 Ir(110).[147]	 After	 a	 diffusion	event	they	found	the	W	atom	incorporated	into	the	lattice	of	the	first	layer	Ir,	while	a	single	Ir	atom	occurred	in	the	channel.	W	and	Ir	had	exchanged	places.	An	atom-exchange	diffusion	was	 later	also	proposed	from	FIM	measurements	 for	self-diffusion	 on	 the	 Pt(100)	 and	 Ir(100)	 surfaces,[148-151]	 as	 well	 as	 for	 Re	 on	Ir(100)[152]	 and	 Pt	 on	Ni(100).[153]	 The	 distinction	 between	 the	 classical	hopping	
mechanism	 and	 the	 atom-exchange	 diffusion	 was	 made	 by	 comparing	 the	 sites	occupied	by	an	adatom	during	diffusion.	For	these	systems	 it	 turned	out	 that	not	all	 of	 the	 equivalent	 surface	 position	 were	 occupied.	 Rather	 a	 c(2	x	2)	 lattice	 of	atom	positions	was	observed,	which	 is	consistent	with	the	picture	of	 the	adatom	“diving”	into	the	first	surface	layer,	while	pushing	a	surface	atom	in	the	same	hori-zontal	 direction	 out	 of	 its	 position	 onto	 the	 surface.	 For	 simple	 hop	 diffusion	 a	(1	x	1)	lattice	of	the	favored	adsorption	sites	should	have	been	observed.		
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Several	 theoretical	studies	have	addressed	the	question	of	when	diffusion	occurs	by	 an	 exchange	 and	when	 by	 the	 classical	hopping	mechanism.	Yu	 and	 Scheffler	proposed	 tensile	 stress	 in	 the	 surface	 layer	 to	 encourage	 exchange	 diffusion.[154]	This	finding	would	go	along	well	with	the	fact	that	so	far	atom-exchange	diffusion	for	 these	metal-on-metal	 system	has	 been	 almost	 exclusively	 reported	 from	FIM	investigations.	 In	 these	 measurements	 the	 sample	 is	 a	 sharp	 metal	 tip	 with	 the	foremost	 terrace	only	being	a	 few	tens	of	Å	wide.	On	such	narrow	terraces	addi-tional	tensile	stress	might	be	induced.	Apart	 from	 jumps	 to	 nearest-neighbor	 positions,	 for	 all	 three	 mechanisms,	 the	contribution	of	so-called	“long	 jumps”	has	been	discussed.	These	 jumps	over	two	or	more	 lattice	 constants	 can	occur	 if	dissipation	of	 excess	particle	energy	 is	not	fast	 enough,	 so	 that	 the	 particle	 does	 not	 relax	 into	 a	 nearest-neighbor	 site	 but	rather	moves	on	beyond.[155]	Whether	long	jumps	contribute	to	the	diffusion	pro-cess	 can	 be	 extracted	 from	 the	 particle	 displacement	 distribution,	 the	 shape	 of	which	is	changed	by	the	occurrence	of	long	jumps.	For	self-diffusion	in	metals	long	jumps	are	expected	to	contribute	significantly	for	temperatures	above	20%	of	the	melting	temperature.[156]	For	the	diffusion	of	Pd	and	Ni	on	the	channeled	W(211)	surface	the	existence	of	long	jumps	has	been	proven	even	for	10%	of	the	melting	temperature.[157]		
5.3 The	Coadsorbate	System:	O	+	CO	on	Ru(0001)	
5.3.1 Adsorption	of	O2	on	Ru(0001)	O2	molecules	dissociate	when	adsorbing	on	the	Ru(0001)	surface	at	temperatures	above	100	K.[110]	The	O	atoms	occupy	the	hexagonal-close-packed	(hcp)	adsorption	site,[158,	159]	the	threefold	site	with	a	Ru	atom	of	the	second	layer	underneath,	with	an	adsorption	energy	estimated	between	4.4	and	5.6	eV.[110,	111,	159-161]	Adsorption	on	the	hcp	site	is	favored	by	0.3	to	0.5	eV	with	respect	to	the	alternative	threefold	coordination	 site,	 the	 face-centered	 cubic	 (fcc)	 site,[131,	 159,	 161]	 the	 threefold	 site	without	a	second	layer	Ru	atom	below.	When	increasing	the	O	coverage	on	a	Ru(0001)	surface,	the	O	atoms	coalesce	into	islands	 that	 show	 an	 ordered	 (2	x	2)	 structure.[110,	 158,	 162]	 For	 an	 O	 coverage	 of	
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0.25	ML	the	formation	of	a	(2	x	2)	overlayer	is	completed.	Approximate	dosages	of	1.5	L	(1	L	=	1	∙	10-6	Torr	∙	s)	of	oxygen	are	necessary	 for	 the	development	of	a	 full	(2	x	2)	 structure,	 as	was	deduced	 from	LEED	and	TDS	 (thermal	desorption	 spec-troscopy)	experiments.[110,	163]		Adding	more	oxygen	to	the	(2	x	2)-O	covered	Ru(0001)	surface,	i.e.,	for	coverages	between	0.25	and	0.35	ML,	leads	to	the	formation	of	disordered	areas	in	addition	to	the	(2	x	2)	structure.[164]	Above	0.35	ML	a	(2	x	1)	structure	with	three	different	rotational	domains	evolves.	The	domains	are	rotated	by	120°	with	respect	to	each	other.[162-164]	Furthermore,	oxygen	was	found	to	decorate	every	second	step	edge	on	Ru(0001)	with	doubled	periodicity.	This	effect	 can	be	attributed	 to	 the	 fact	 that	Ru(0001),	resulting	from	its	hcp	structure,	exhibits	two	alternating	types	of	steps.	While	the	so-called	 “A”	 steps	 show	 a	 threefold	 symmetry,	 the	 “B”	 steps	 display	 a	 fourfold	symmetry.	The	decoration	with	O	occurs	preferably	at	the	B	steps	where	the	oxy-gen	atoms	attach	to	the	step	edge	on	the	upper	terrace.[165]	Oxygen	atoms	can	move	on	the	Ru(0001)	surface	by	single	 jumps	between	near-est-neighbor	 hcp	 sites.	 The	 contribution	 of	 long	 jumps	 to	 the	 diffusion	 could	 be	excluded	 from	 analysis	 of	 the	 jump	width	 distribution.	 Assuming	 a	 prefactor	 for	diffusion	 in	 the	 range	 of	 1010	 to	 1013	 Hz,	 the	 diffusion	 barrier	 on	 the	 clean	Ru(0001)	surface	was	estimated	to	0.55	to	0.70	eV.[166,	167]	Renisch	et	al.	 further	investigated	the	influence	of	mutual	interactions	between	O	atoms	on	their	diffusion	behavior.	It	has	been	shown	that	oxygen	atoms	separated	by	more	 than	 three	Ru	 lattice	 constants	 (lattice	 constant	a0(Ru)	=	2.71	Å)	 can	 be	regarded	 as	 isolated,	 whereas	 for	 distances	 between	√3a0	 and	 3a0	 an	 attractive	interaction	 between	 the	O	 atoms	 leads	 to	 a	 decrease	 of	 the	 corresponding	 jump	frequency	by	up	to	one	order	of	magnitude.	In	agreement	with	the	known	behavior	of	oxygen	atoms	on	Ru	to	form	a	stable	(2	x	2)	arrangement,	the	strongest	attrac-tion	was	found	for	an	O-O	distance	of	2a0.[166]	When	imaging	O	atoms	with	the	STM	in	the	constant-current	mode	they	appear	as	depressions	 on	 the	 Ru	 surface	 as	 the	 density	 of	 states	 at	 the	 Fermi	 level	 of	 the	nearby	 Ru	 atoms	 is	 decreased.[168]	 At	 room	 temperature,	 oxygen	 atoms	 in	 an	 O	cluster	or	at	a	step	edge	can	be	nicely	imaged	in	conventional	STM	measurements,	whereas	 isolated	O	atoms	on	the	terraces	are	extremely	mobile	and	are	only	ob-served	 as	 dark	 dashes,	 since	 their	 hopping	 frequency	 is	 in	 the	 range	 of	 the	 line	
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frequency.[41]	 At	 room	 temperature	G	was	determined	 to	16.6	±	0.9	Hz	by	earlier	video-rate	STM	measurements	by	Renisch	et	al..[166]	
5.3.2 Adsorption	of	CO	on	Ru(0001)	Carbon	monoxide	adsorbs	molecularly	on	the	Ru(0001)	surface.	At	coverages	of	up	to	0.33	ML	(one	CO	molecule	per	three	Ru	surface	atoms)	CO	is	known	to	prefera-bly	 arrange	 in	 a	 (√3	x	√3)R30°	 structure,	 in	which	 the	 CO	 occupies	on-top	 sites.	The	CO	is	bound	with	its	carbon	atom	to	the	Ru	surface,	while	the	O	atom	points	upwards.[169-174]	The	adsorption	energy	for	CO	on	an	on-top	site	was	experimental-ly	determined	to	~1.65	eV	by	TDS.[67,	175]	Upon	 further	 CO	 adsorption	 at	 room	 temperature,	 the	 (√3	x	√3)R30°	 structure	vanishes	 and	 a	 disordered	 structure	 evolves.	 At	 temperatures	 below	 200	K	 the	formation	 of	 a	(2√3	x	2√3)R30°	 (coverage	 0.58	ML)	 and	 of	 a	(5√3	x	5√3)R30°	(coverage	0.65	ML)	was	observed.[176,	177]	In	these	structures	the	CO	molecules	do	not	 occupy	 distinctive	 adsorption	 sites	 anymore.	 The	 formation	 of	 such	 com-pressed	 structures	was	 explained	 by	 comparatively	 small	 energy	 differences	 be-tween	different	binding	positions	on	the	Ru	surface,	so	that	 the	CO	molecules	ar-range	only	in	order	to	minimize	the	mutual	CO-CO	repulsion.[169]	DFT	calculations	suggest	a	difference	in	adsorption	energy	between	top	and	hollow	sites	of	around	0.1	eV	and	between	top	and	bridge	sites	of	around	0.2	eV.[178-180]	
5.3.3 Mixed	Adsorbate	Layers:	(O+CO)	on	Ru	(0001)	Adsorption	 structures	 of	 the	 coadsorbate	 system	 of	 O	 and	 CO	 on	 the	 Ru(0001)	surface	have	been	extensively	studied	by	various	surface	sensitive	techniques.	CO,	 when	 adsorbed	 on	 an	 oxygen	 pre-covered	 Ru(0001)	 surface,	 was	 found	 to	intercalate	into	the	ordered	oxygen	structures.	For	a	(2	x	2)	structure	of	O,	the	CO	molecules	sit	on	on-top	sites	between	three	surrounding	O	atoms,	while	 the	oxy-gen	atoms	 remain	on	 their	 favored	hcp	 sites.	The	 (2	x	2)	periodicity	 is	 thus	 con-served.	The	resulting	structure	contains	one	oxygen	and	one	CO	per	unit	cell,	and	is	 termed	(2	x	2)-(O+CO)	structure.[181,	182]	From	a	LEED-IV	analysis	Narloch	et	al.	found	 a	 slight	 tilt	 of	 the	 CO	molecules	 by	 approximately	 12°	with	 respect	 to	 the	surface	normal.[181]	
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A	 combined	TDS	 and	 infrared	 reflection	 absorption	 spectroscopy	 study	 revealed	that	coadsorbed	oxygen	decreases	the	CO	adsorption	energy	on	the	Ru	surface.	For	CO	 in	the	(2	x	2)-(O+CO)	structure	a	 lowering	of	 the	CO	adsorption	energy	 in	 the	range	of	0.05	 to	0.13	eV	was	 found,	depending	on	 the	 respective	assumption	 for	the	pre-exponential	factor.[67]	This	effect	was	attributed	to	the	O	acting	as	an	elec-tronegative	ligand	and	thus	reducing	the	back	donation	of	the	metal	into	the	anti-bonding	 2𝜋*	 orbital	 of	 CO.	While	 the	 C-O	 bond	 is	 thus	 strengthened,	 the	 Ru-CO	bond	becomes	weaker.[67,	174]		Stampfl	 and	 Scheffler	 performed	 DFT	 calculations	 on	 the	 mixed	 (2	x	2)-(O+CO)	systems	and	also	 found	a	weakened	Ru-CO	bond.	 In	comparison	to	a	pure	(2	x	2)	arrangement	of	CO	molecules	on	on-top	sites	on	Ru,	the	adsorption	energy	of	CO	is	decreased	 by	 0.07eV	when	 in	 a	 (2	x	2)-(O+CO)	 structure.	 The	 decrease	 in	Ru-CO	bonding	 strength	was	 attributed	 to	 a	 direct	 effect	 of	O	 atoms	which	 bind	 to	 the	same	Ru	atom	and	thereby	reduce	the	bonding	order	between	Ru	and	CO.[179]	Such	a	weakening	effect	by	coadsorbates	is	known	for	several	adsorption	systems[47,	48]	and	was	also	investigated	in	detail	with	DFT	by	Hammer.[183]	The	decrease	in	bind-ing	strength	between	adsorbate	and	substrate	can	be	understood	in	a	bond-order	conservation	picture.	
5.3.4 Preparation	of	the	Coadsorbate	Layer	A	clean	surface	is	a	prerequisite	for	the	reproducible	preparation	of	the	coadsorb-ate	layers	of	oxygen	and	carbon	monoxide	on	the	Ru(0001)	crystal.	Prior	to	every	STM	 experiment,	 the	 sample	 was	 therefore	 cleaned	 by	 repeated	 cycles	 of	 Ar+-sputtering	 at	 room	 temperature	 (15	 min;	 1	keV;	 ~5	µA)	 and	 oxidation	 in	1.0·10-7	Torr	O2	at	500	to	600	°C	to	remove	carbon	and	other	oxidizable	contami-nants	from	the	surface.	A	subsequent	flash	annealing	step	to	~1450	°C	was	used	to	desorb	excess	oxygen.[111]		The	cleanliness	of	the	sample	surface	was	frequently	monitored	by	AES.	Especially,	the	absence	of	the	following	elements	was	checked	at	least	once	during	the	prepa-ration:	 oxygen,	 carbon,	 nitrogen,	 and	 sulfur,	 which	 are	 typical	 contaminants	 in	UHV	 experiments,	 argon,	which	might	 result	 from	 the	 sputtering	 process,	 nickel	and	chromium,	which	could	be	present	on	the	surface	due	to	the	prior	use	of	a	type	K	thermocouple,	platinum	and	rhodium,	as	the	sample	temperature	was	measured	with	 a	 type	 S	 thermocouple,	 and	 aluminum	 and	 silicon,	 as	 these	 elements	were	
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brought	 into	 contact	 with	 the	 Ru	 sample	 in	 earlier	 experiments	 in	 the	 working	group	Wintterlin.	Furthermore,	the	quality	of	the	clean	Ru(0001)	surface	was	regularly	validated	by	LEED.	 The	 clean	 Ru(0001)	 crystal	 shows	 hexagonal	 symmetry	 for	 an	 electron	energy	 of	 70	eV	 as	 shown	 in	 Figure	5.3	 and	 Figure	5.4	 in	 the	 upper	 left	 corner,	respectively.	The	absence	of	a	diffuse	background	and	of	additional	spots	indicate	a	clean	Ru(0001)	surface.	For	experiments	on	the	diffusion	of	single	oxygen	atoms	 in	a	 full	 layer	of	carbon	monoxide,	 the	 coadsorbate	 layers	 were	 prepared	 by	 first	 exposing	 the	 clean	Ru(0001)	sample	at	room	temperature	to	a	small	amount	of	O2,	followed	by	dosing	of	CO.	The	sample	was	subsequently	cooled	to	the	desired	measurement	tempera-ture	and	STM	measurements	were	started.	In	order	to	estimate	the	dosages	neces-sary	for	the	preparation	of	the	coadsorbate	layers,	the	sample	surface	was	investi-gated	by	LEED	after	exposure	to	O2	(Figure	5.3)	and	CO	(Figure	5.4)	at	room	tem-perature.			
	Figure	5.3:	 LEED	patterns	of	the	clean	Ru(0001)	surface	and	after	various	dosages	of	O2	at	room	temperature	(electron	energy:	70	eV).	For	higher	dosages	(≥0.7	L),	diffraction	spots	of	the	(2	x	2)	structure	(purple	arrow)	of	atomic	O	become	visible	in	addition	to	the	hex-agonal	spots	of	the	clean	Ru(0001)	surface.	The	beam	splittings	are	probably	an	arti-fact	of	the	electron	gun.	
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For	oxygen	doses	up	to	0.4	L,	the	LEED	pattern	was	the	same	as	for	the	bare	sam-ple	 surface.	Additional	diffraction	spots	 that	 correspond	 to	 the	onset	of	 (2	x	2)-O	island	 formation	were	visible	after	0.7	L	O2.	The	purple	arrow	 in	Figure	5.3	 indi-cates	one	of	 the	additional	 (2	x	2)	diffraction	 spots.	LEED	experiments	were	per-formed	up	to	O2	doses	of	3	L.	For	higher	oxygen	dosages	than	0.7	L,	the	observed	pattern	 did	 not	 change	 anymore	 but	 the	 spots	 of	 the	 O	 structure	 became	more	intense.	The	LEED	measurements	were	in	good	agreement	with	the	literature	for	O	adsorption	on	Ru(0001).	Madey	et	al.	report	the	highest	intensity	spots	for	O	dos-ages	 of	 1.5	L	 and	 attributed	 this	 to	 the	 completion	 of	 the	 (2	x	2)	 layer	formation.[110]	For	 the	 diffusion	 experiments	within	 this	work,	 low	 coverages	 of	 O	 atoms	were	required.	As	1.5	L	of	O2	lead	to	a	fully	(2	x	2)O-covered	surface,[110]	corresponding	to	an	oxygen	coverage	of	0.25	L,	it	was	estimated	that	0.48	L	of	O2	should	lead	to	a	reasonable	coverage	of	0.08	ML.	Using	STM	the	dosage	was	later	optimized.	When	exposing	 the	 sample	 to	CO,	diffraction	 spots	of	 the	ordered	 (√3	x	√3)R30°	structure	became	visible	after	0.5	L	of	CO.	A	first-order	spot	of	the	(√3	x	√3)R30°	structure	 is	 indicated	 by	 a	 blue	 arrow	 in	 Figure	5.4.	 These	 spots	 became	 more	intense	upon	further	CO	adsorption	up	to	1.0	L.	For	dosages	>1	L,	the	intensity	of	these	spots	decreased	again,	as	can	be	seen	in	the	LEED	pattern	after	exposure	of	2	L	CO.	This	 trend	continued	 for	dosages	up	 to	40	L.	That	 the	 (√3	x	√3)R30°	dif-fraction	 spots	 finally	 vanished	 at	 high	 dosages	 is	 in	 agreement	 with	 the	literature.[176]	An	optimum	(√3	x	√3)R30°	CO	structure	was	obtained	with	dosages	of	0.8	to	1.0	L	of	CO,	as	concluded	from	the	intensity	of	the	superstructure	spots.	However,	the	LEED	patterns	at	0.8	L	and	2.0	L	CO	also	showed	additional	diffrac-tion	 spots	 that	 did	 not	 arise	 from	 the	 (√3	x	√3)R30°	 structure.	 Such	 additional	spots	 are	marked	 by	 the	 green	 arrows	 in	 the	 corresponding	 patterns.	 Their	 ap-pearance	was	 also	 reported	 in	 literature.	 The	 occurrence	 and	 intensity	 of	 these	spots	was	 found	to	depend	on	time	and	current	density	of	 the	electron	beam,	so	that	 the	 formation	 of	 these	 additional	 spots	 was	 attributed	 to	 a	 beam-induced	artifact.	Most	likely,	the	beam-induced	dissociation	of	CO	led	to	the	evolution	of	a	partial	(2	x	2)	structure	of	O.[176,	184]		
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	Figure	5.4:	 LEED	patterns	of	the	clean	Ru(0001)	surface	and	after	various	dosages	of	CO,	taken	at	70	eV.	Diffraction	spots	of	the	(√3	x	√3)R30°	(blue	arrow)	are	visible	for	CO	dosages	
≥0.5	L.	The	LEED	patterns	at	0.8	L	and	2.0	L	CO	show	weak	additional	diffraction	spots	that	are	beam-induced	(green	arrows).		The	estimated	O2	and	CO	dosages	 from	the	LEED	experiments	were	validated	by	STM	experiments.	The	estimated	maximum	oxygen	dose	of	0.48	L	turned	out	to	be	too	high,	as	isolated	O	atoms	were	only	rarely	observable,	but	most	O	atoms	were	clustered	 in	 (2	x	2)	 islands.	 The	 oxygen	 dose	 for	 the	 diffusion	 experiments	was	therefore	decreased	by	a	factor	of	10	to	0.05	L.	For	this	dosage	the	corresponding	coverage	was	~0.01	ML	according	to	LEED	and	confirmed	by	STM.	At	this	coverage	the	distance	between	two	oxygen	atoms	is,	on	average,	well	above	three	Ru	lattice	constants,	the	interaction	distance	estimated	in	a	previous	STM	study.[166]	For	the	diffusion	experiments	in	a	full	layer	of	CO,	a	CO	dose	of	1.0	L	turned	out	to	be	sufficient	for	the	preparation	of	a	complete	(√3	x	√3)R30°	structure,	in	accord-ance	 with	 the	 LEED	 experiments.	 For	 measurements	 on	 an	 only	 partially	 CO-covered	surface,	CO	doses	between	0.2	L	and	0.8	L	were	used.	
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5.4 Diffusion	of	O	atoms	in	a	full	layer	of	CO	on	Ru(0001)		
5.4.1 STM	Observations	of	the	mixed	Adsorbate	Layer	Figure	5.5	a)	 to	c)	shows	three	consecutive	STM	images	of	a	single	O	atom	in	the	(√3	x	√3)R30°	layer	of	CO,	which	were	acquired	after	exposing	the	clean	Ru(0001)	sample	 to	0.05	L	O2,	 followed	by	1	L	of	CO	at	 room	 temperature.	The	 images	are	taken	from	an	STM	movie	recorded	at	room	temperature	at	an	acquisition	rate	of	10	frames/s	and	in	the	quasi	constant-height	mode	at	negative	bias	voltage.	Under	these	tunneling	conditions	the	oxygen	atom	appears	as	a	bright	spot,	while	the	CO	molecules	are	imaged	as	depressions.	This	representation	of	O	and	CO	is	in	agree-ment	 with	 the	 inverse	 contrast	 seen	 in	 the	 usual	 constant-current	measurements.[168]	The	CO	molecules	are	arranged	in	the	(√3	x	√3)R30°	structure	(see	section	5.3.2).	As	can	be	seen	in	all	three	images,	the	O	atom	does	not	sit	directly	on	a	lattice	site	of	 the	 (√3	x	√3)R30°	 structure,	marked	with	 a	 cross	 in	 Figure	5.5.	 Indeed,	 three	different	adsorption	configurations	are	found,	in	which	the	O	atom	is	slightly	dis-placed	 to	 the	 left	 in	 Figure	5.5	a),	 slightly	 up	 in	 Figure	5.5	b)	 and	 to	 the	 right	 in	Figure	5.5	c)	from	the	“x”	position.	This	asymmetry	can	be	explained,	when	O	and	CO	occupy	the	same	adsorption	sites	as	on	the	clean	Ru(0001)	surface,	namely	the	on-top	sites[177]	for	the	CO	molecules	and	the	hcp	site	for	the	O	atom.[158,	159]	The	O	atom	is	thus	necessarily	displaced	with	respect	to	the	CO	lattice.		The	 corresponding	 structure	 models	 for	 the	 three	 adsorption	 geometries	 are	shown	in	Figure	5.5	d),	e),	and	f).	One	position	 in	the	÷√3	x	√3ùR30°-structure	of	CO	molecules	(blue)	on	the	Ru(0001)	surface	(light	and	dark	gray	spheres)	is	va-cant	 (“x”).	Adjacent	 to	 this	 empty	÷√3	x	√3ù-position,	 there	are	 six	 three-fold	ad-sorption	sites,	 three	hcp	and	three	 fcc	sites.	Since	the	O	atom	favors	hcp	over	 fcc	adsorption	by	more	 than	0.3	eV,[159,	161]	 it	 can	 be	 assumed	 that	 the	 three	experi-mentally	 found	 positions	 of	 the	 O	 atom	 as	 depicted	 in	 Figure	5.5	a)	 to	 c)	 corre-spond	to	the	three	hcp	sites	available	around	a	vacant	(√3	x	√3)	lattice	site.	From	the	STM	data	alone	it	would	not	be	clear	whether	the	lattice	site	marked	by	the	 “x”	 is	 also	 occupied	 by	 a	 CO	molecule,	 which	 is	 imaged	 differently	 from	 the	other	CO	molecules	due	 to	 its	 close	proximity	to	 the	O	atom.	However,	 in	such	a	configuration	the	O	and	the	CO	bind	to	the	same	Ru	atom	which	from	DFT	calcula-tions	is	known	to	be	strongly	repulsive.[130]	It	is	therefore	excluded	that	the	lattice	site	marked	with	an	“x”	is	occupied	by	a	CO.	
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	Figure	5.5:	 O	 adsorption	 in	 CO/Ru(0001).	 a)	 to	 c)	 Three	 consecutive	 STM	 images	 of	 a	 single	oxygen	atom	(bright)	in	the	(√3	x	√3)R30°	layer	of	CO	molecules	(dark)	on	Ru(0001)	(not	visible)	(Vt	=	-0.22	V,	It	=	10	nA,	+27	°C,	10	frames/s).	Three	different	adsorption	sites	of	the	oxygen	around	a	vacant	(√3	x	√3)	position	(marked	with	an	“x”)	are	found.	Schematic	 representations	 of	 the	adsorption	 geometries	 are	 shown	 in	 d),	 e)	and	 f).	The	oxygen	atom	(red)	occupies	three	hcp	positions	around	the	vacant	(√3	x	√3)R30°	position	(cross)	in	the	ordered	layer	of	CO	molecules	(blue)	on	the	Ru(0001)	surface	(gray).	(From	Henß	et	al.[131].	Reprinted	with	permission	from	AAAS.)	This	 conclusion	 agrees	with	 the	 observation	 that	 the	O	 atom	 is	 caught	 for	 some	time	in	a	confined	area	around	a	vacant	CO	position	defined	by	six	surrounding	CO	molecules.	Apparently	all	other	hcp	positions,	except	for	the	three	in	the	CO	“cage”	are	blocked	for	occupation	by	the	O	atom.	Again,	this	can	be	explained	by	the	fact	that	a	jump	of	the	O	atom	to	any	of	the	other	hcp	sites	would	lead	to	an	energetical-ly	unfavorable	geometry	in	which	O	and	CO	are	bound	to	the	same	Ru	atom.[130]	Nonetheless,	such	jumps	of	the	O	atom	to	hcp	sites	initially	blocked	by	a	CO	mole-cule	are	also	observed	in	the	STM	measurements,	but	more	rarely.	Such	an	event	in	which	the	O	atom	escapes	from	its	CO	cage	is	shown	in	the	two	consecutive	images	of	Figure	5.6	a)	and	b).	The	position	of	the	original	CO	vacancy	in	a)	is	marked	with	a	cross	at	the	same	position	in	b).	c)	and	d)	schematically	illustrate	the	adsorption	configuration	of	the	oxygen	in	a)	and	b),	respectively.	The	hopping	direction	of	the	O	atom	is	indicated	by	a	black	arrow	in	c).	In	Figure	5.6	a)	the	O	atom	sits	on	the	
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upper	position	in	a	CO	cage,	whereas	in	the	consecutive	STM	image	[Figure	5.6	b)]	it	 is	 found	 on	 the	 lower	 right	 hcp	 position	 in	a	 neighboring	 CO	 cage.	 The	occur-rence	of	such	a	hop	necessarily	goes	along	with	a	displacement	of	at	least	one	CO	molecule,	since	after	the	jump	[Figure	5.6	b)]	the	oxygen	atom	is	again	surrounded	by	six	CO	molecules.	In	the	simplest	case	the	CO	molecule	on	the	nearby	on-top	site	has	jumped	to	the	vacant	(√3	x	√3)	lattice	position	at	the	original	position	of	the	O	atom.	The	net	effect	is	an	exchange	of	the	O	atom	with	a	CO	molecule.	However,	as	will	be	shown	below,	 the	detailed	mechanism	is	more	complex	than	 indicated	by	the	arrows	in	Figure	5.6	c).		
	Figure	5.6:	 O/CO	exchange.	a)	and	b)	Consecutive	STM	images	of	an	exchange	event	between	an	O	atom	and	a	CO	molecule	(Vt	=	-0.22	V,	It	=	10	nA,	+27	°C,	10	frames/s).	c)	and	d)	Sche-matic	representations	of	the	adlayer	structure.	The	O	atom	(red)	changes	its	position	to	an	initially	blocked	hcp	site	close	to	a	CO	molecule	(blue).	This	results	in	a	disloca-tion	of	the	adjacent	CO.	The	site	marked	by	the	“x”	is	the	same	in	both	frames.	(From	Henß	et	al.,	reference	[131].	Reprinted	with	permission	from	AAAS.)	
5.4.2 Diffusion	Trajectories	of	the	Oxygen	Atoms	To	 gain	 further	 insight	 into	 the	 diffusion	 behavior,	 STM	 movies	 of	 the	 oxygen	movement	 were	 recorded	 at	 many	 temperatures	 in	 the	 range	 between	 -39	 and	+29	°C	with	the	combined	video-rate	variable-temperature	STM.	
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The	tracking	of	 the	O	atoms	was	performed	as	described	 in	section	3.4.	The	STM	images	 covered	 typical	 ranges	 of	 30	Å	x	30	Å	 to	 150	Å	x	150	Å,	 corresponding	 to	nominal	 Å-to-pixel	 ratios	 between	 0.2	 and	 0.75	 for	 the	 usual	 number	 of	 pixels	(200	x	200	 and	 150	x	150	 pixels).	 To	 achieve	 an	 optimal	 tracking	 result,	 some	tracking	parameters	had	to	be	individually	adjusted	for	every	movie	according	to	the	 Å-to-pixel	 ratio	 of	 the	 respective	 dataset.	 Table	5.1	 summarizes	 the	 typical	tracking	 parameters	 as	 defined	 in	 sections	 3.4.3.2	 and	 3.4.3.3	 that	were	 used	 in	this	work	for	tracking	of	O	atoms	in	CO.		Table	5.1:	 List	of	commonly	used	tracking	parameters	for	typical	Å-to-pixel	ratios.	
Scan	
Range	[Å]	
Linepoints	
[Pixel]	
Å-to-pixel	
ratio	
Particle	Mask	
scales	a:b	
Tolerance	
[Pixel]	
Tolerance	
[Å]	150	 200	 0.75	 2:4;	3:4	 9-12	 6.8-9.0	100	 200	 0.50	 3:4;	3:5	 10-16	 5.0-8.0	50	 200	 0.25	 4:5	 18-25	 4.5-6.3	30	 150	 0.20	 4:5	 ~20	 ~4.0		In	the	final	manual	reviewing	step,	misdetections	as	well	as	detections	of	O	atoms	that	were	 less	 than	10	Å	separated	 from	another	O	atom,	a	surface	 impurity	or	a	defect	site	were	sorted	out.	Moreover,	as	explained	in	section	3.4.3.3,	the	trajecto-ries	were	checked	for	a	systematic	influence	of	the	tolerance	value.	The	analysis	of	the	variation	of	O	atom	localizations	around	a	mean	position	revealed	typical	pre-cisions	for	the	localization	of	approximately	0.2	-	0.5	Å	in	x	direction	and	0.3	-	0.6	Å	in	y	direction	(again	depending	on	the	respective	Å-to-pixel	ratio	of	the	dataset).	A	trajectory	of	an	individual	O	atom	diffusing	in	the	÷√3	x	√3ùR30°	structure	of	CO	obtained	in	this	way	is	shown	in	Figure	5.7	a)	and	b).	Each	data	point	of	the	trajec-tory	represents	 the	position	of	 the	oxygen	atom	in	a	single	STM	image.	The	 indi-vidual	positions	are	connected	by	 lines	to	highlight	 the	movement	of	 the	O	atom.	The	trace	was	obtained	from	measurements	at	0	°C	and	consists	of	1512	individual	O	 localizations.	 Equilateral	 triangles	with	 a	 side	 length	 of	 about	 2.5	Å	 appear	 as	prominent	 features	 in	 these	atom	traces.	From	the	overlay	of	 trace	and	one	STM	image	of	the	dataset	in	Figure	5.7	a)	it	becomes	clear	that	each	triangle	is	centered	around	 a	 CO	 position.	 Hence,	 the	 triangles	 can	 be	 attributed	 to	 the	 alternating	
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occupation	of	 the	three	equivalent	hcp	sites	around	a	vacant	CO	position	 in	a	CO	cage	 by	 the	O	 atom	 (compare	 Figure	5.5).	 These	 hcp	 sites	 are	 spaced	 by	 one	Ru	lattice	 constant	of	2.7	Å,	 in	reasonable	agreement	with	 the	experimentally	deter-mined	side	length	of	the	triangles	of	~2.5	Å.		
	Figure	5.7:	 Trajectory	of	an	oxygen	atom	in	a	÷√3	x	√3ùR30°	layer	of	CO	on	Ru(0001)	obtained	by	particle	 tracking	 in	 1512	 consecutive	 frames.	 a)	 STM	 image	 (Vt	=	-0.70	V,	 It	=	3	nA,	0	°C,	12	frames/s)	overlaid	by	the	O	trajectory	in	red.	b)	3D	view	of	the	same	trajecto-ry.	Frame	numbers	are	color-coded.	In	addition,	 the	pattern	also	 reveals	 connections	of	 the	 same	 length	between	 the	triangles.	These	connections	represent	the	escape	events	of	an	O	atom	from	a	CO	cage,	 as	 already	 recognized	 from	 STM	observations	 (compare	 Figure	5.6).	 The	O	positions	are	plotted	versus	the	frame	number	of	the	STM	movie	in	Figure	5.7	b)	to	illustrate	the	temporal	evolution	of	the	trajectory.	Frame	numbers	are	color-coded.	From	the	3D	view	it	becomes	clear	that	the	O	atom	always	remains	in	a	CO	cage	for	some	time,	hopping	between	the	three	sites	in	this	CO	cage.	Occasionally	the	atom	leaves	the	CO	cage	and	becomes	trapped	in	the	next	cage.		The	 shape	 of	 the	 O	 trajectories	 provides	 further	 evidence	 for	 the	 consideration	that	the	O	atom	moves	through	the	CO	matrix	by	site	exchanges	with	CO	molecules.	If	 the	oxygen	moved	 just	by	squeezing	into	the	unmodified	CO	layer,	a	simple	2D	random	walk	 of	 the	 O	 atom	 on	 a	 hexagonal	 lattice	 of	 sites	 should	 be	 observed	instead	of	the	pronounced	hopping	between	three	distinct	sites	plus	the	exchanges	on	a	slower	time	scale.	
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5.4.3 Diffusion	Model	and	Kinetics	The	evaluation	of	the	STM	movies	shows	that	the	diffusion	of	the	O	atoms	in	the	CO	matrix	is	different	from	the	diffusion	on	the	bare	Ru(0001)	surface.[90]	Instead	of	a	simple	 random	walk	 between	nearest-neighbor	 hcp	 sites,	 O	 diffusion	 appears	 to	consist	of	two	different	types	of	jumps.	Jumps	between	the	three	hcp	sites	within	a	CO	cage,	in	the	following	termed	triangle	jumps,	and	exchange	jumps	with	CO	mole-cules,	describe	the	experimentally	observed	trajectories.	Figure	5.8	illustrates	how	the	 experimental	 trajectory	 could	 be	 reproduced	 by	 the	 use	 of	 these	 two	 jump	types.			
	Figure	5.8:	 Model	 of	 two	 different	 jump	 types.	 a)	 Detail	 from	 the	 experimental	 O	 trajectory	 of	Figure	5.7	 b)	Model	 of	 the	 trajectory	 in	 a)	 constructed	 from	 two	 different	 types	 of	jumps:	triangle	jumps	(green)	and	exchange	jumps	(black)	with	CO	(blue).		To	access	the	underlying	kinetics	of	the	two	jump	processes,	a	mathematical	model	for	 the	O	 diffusion	 has	 been	 developed.	 As	 a	 starting	 point,	 a	 configuration	was	chosen	in	which	the	triangle	of	hcp	positions	within	a	CO	cage	points	downwards	with	one	of	its	tips	as	shown	in	Figure	5.8	a).	In	the	configuration	of	Figure	5.9	a)	the	O	atom	occupies	the	lower	tip	of	the	triangle.	From	there	it	can	perform	jumps	to	the	six	nearest-neighbor	hcp	sites,	two	of	which	are	jumps	to	the	freely	available	hcp	sites	in	the	CO	cage,	marked	by	green	arrows.	A	jump	frequency	ΓD	character-izes	the	rate	of	the	triangle	jumps.	The	other	four	jumps,	indicated	by	black	arrows,	are	exchange	jumps.	If	the	jumps	are	assumed	to	occur	over	an	 intermediate	 fcc	position,	which	 is	expected	based	on	 earlier	 work	 on	 O	 diffusion	 on	 Ru(0001)[161,	 166]	 and	 has	 additionally	 been	shown	by	DFT	calculations	within	this	project,[131]	the	four	exchange	jumps	are	not	equivalent,	 compare	 Figure	5.9	b).	 Whereas	 for	 exchange	 jumps	 with	 one	 of	 the	
a) b)
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lateral	CO	molecules	 the	crucial	step	that	leads	towards	the	CO	molecule	(orange	arrow)	 is	 from	 the	 intermediate	 fcc	 to	 the	 final	 hcp	 position,	 for	 the	 exchange	
jumps	with	the	lower	CO	molecule,	already	the	first	step	from	hcp	to	fcc	is	towards	the	CO	molecule.	The	energy	profiles	of	these	two	exchange	jumps	are	thus	not	the	same.	However,	when	the	O	atom	has	exchanged	sites	with	the	 lower	CO,	 the	re-verse	of	this	process	is	an	exchange	with	a	lateral	CO,	compare	Figure	5.9	c).	If	the	O	atom	has	exchanged	sites	with	a	lateral	CO,	the	reverse	process	is	equivalent	to	an	 exchange	with	 the	 lower	 CO,	 compare	 Figure	5.9	d).	 Because	 the	 system	 is	 in	equilibrium	the	microscopic	reversibility	principle	applies,	so	that	both	 jump	pro-cesses	thus	must	have	the	same	rates.	For	the	mathematical	description	of	 the	O	diffusion	 thus	 only	 one	 type	 of	 exchange	 jumps	 needs	 to	 be	 considered.	 A	 jump	frequency	Γ7	was	assigned	to	the	exchange	jumps.		
	Figure	5.9:	 Schematic	illustration	of	the	diffusion	model.	a)	The	O	atom	(red)	may	move	by	trian-
gle	jumps	in	two	directions	(green	arrows),	whereas	jumps	in	the	other	four	directions	are	exchange	jumps	(black	arrows)	with	a	CO	molecule	(blue).	Ru	atoms	are	indicated	in	gray.	b)	The	 four	exchange	jumps	 are	only	pairwise	equivalent,	 if	an	 intermediate	fcc	position	is	assumed.	Nevertheless,	because	of	microscopic	reversibility	all	four	ex-
change	jumps	must	occur	at	the	same	rate.	c)	Reverse	process	of	the	exchange	in	b)	with	the	lower	CO.	d)	Reverse	process	of	the	exchange	in	b)	with	a	lateral	CO.	
5.4.3.1 Theoretical	Modelling	of	the	Displacement	Distribution	The	probability	𝑝û%ü(𝑛)	that	in	a	statistical	process	an	event,	specified	by	its	average	frequency	Γ,	 will	 occur	 exactly	𝑛	times	 within	 a	 time	 interval	𝑡	is	 given	 by	 the	
Poisson	distribution	(equation	5.20).	
a) b) c) d)
𝑝û%ü(𝑛) = (Γ ∙ 𝑡)p𝑛! ∙ 𝑒6þ∙%ü 	 (5.20)	
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For	 STM	measurements	 of	 surface	 diffusion	𝑡	is	 the	 time	 for	 one	 image,	Γ	is	 the	hopping	 frequency,	𝑛	the	 number	 of	 jumps	 between	 two	 images,	 and	𝑝û%ü(𝑛)	the	probability	 that	 an	 atom	 has	 jumped	𝑛	times.	 However,	 in	 the	 present	 case	 of	 O	diffusion	in	CO,	two	jump	processes	contribute	with	their	respective	frequencies	ΓD	and	Γ7.	The	two	jump	processes	can	be	considered	to	be	independent	of	each	other	as	 the	 time	 between	 two	 jumps	 is	 much	 longer	 than	 the	 duration	 of	 the	 jumps	themselves,	 which	 should	 be	 on	 a	 10-12	 to	 10-13	 s	 timescale.	 The	 probability	𝑝û%ü÷𝑛D,𝑛7ù	for	 a	 certain	 combination	 of	𝑛D	triangle	 and	𝑛7	exchange	 jumps	 is	 thus	the	product	of	two	Poisson	distributions	(equation	5.21).	
𝑝û%ü÷𝑛D,𝑛7ù = (ΓD ∙ 𝑡)p»𝑛D! ∙ 𝑒6þ»∙%ü ∙ (Γ7 ∙ 𝑡)pB𝑛7! ∙ 𝑒6þB∙%ü 	 (5.21)	However,	from	the	STM	experiment	the	probability	𝑝û%ü÷𝑛D,𝑛7ù	cannot	be	measured	directly.	What	can	be	measured	is	the	probability	that	a	particle	located	at	a	certain	position	in	one	image	appears	at	a	different	position	in	the	next	image	which	cor-responds	to	a	displacement	distribution.	To	obtain	such	a	displacement	distribu-tion,	 the	 probability	𝑝û%ü÷𝑛D,𝑛7ù	for	 a	 distinct	 combination	 of	𝑛D 	triangle	 and	𝑛7	
exchange	jumps	has	to	be	multiplied	with	the	average	probability	𝑤îp»,pB(𝑎, 𝑏)	that	the	particle	travels	to	a	specific	position	(𝑎, 𝑏)	by	the	combination	of	(𝑛D,𝑛7)	jumps.	The	probability	𝑝%ü(𝑎, 𝑏)	that	an	O	atom	at	position	(𝑎, 𝑏) = (0,0)	in	one	image	is	at	the	 position	 with	 coordinates	(𝑎, 𝑏)	after	𝑡	in	 the	 next	 image	 is	 then	 given	 by	equation	5.22.	The	sums	run	over	all	possible	combinations	of	𝑛D	and	𝑛7.	A	similar	approach	has	been	derived	earlier	by	Gert	Ehrlich	for	the	analysis	of	FIM	data	for	the	simpler	case	of	one	jump	type	in	one	dimension.[185]	
𝑝%ü(𝑎, 𝑏) = ~ ~ 𝑝û%ü(𝑛D, 𝑛7) ∙ 𝑤îp»,pB(𝑎, 𝑏)!pB
!
p» 	 (5.22)	For	the	derivation	of	the	geometric	probability	factor	𝑤îp»,pB 	for	the	O	motion	in	CO,	the	 Ru	 lattice	 coordinates	(𝑎, 𝑏)	were	 first	 converted	 into	 the	 larger	 coordinate	system	 of	 the	 (√3 	x	√3)𝑅30°-CO	 structure.	 Each	 position	(𝑎, 𝑏) 	(blue	 lattice,	Figure	5.10)	 is	 transformed	 into	 the	 coordinates	(𝑌D,𝑌7)	of	 the	 CO	 lattice	 (green	lattice,	Figure	5.10)	plus	a	character	A,	B,	or	C	to	specify	the	three	possible	O	posi-tions	 in	 a	 CO	 cage.	 As	 examples	 the	 positions	 (0,0),	 (0,1)	 and	 (-1,1)	 turn	 into	(𝐴,0,0),	(𝐵,0,0)	and	(𝐶,0,0),	respectively.	
5.	Diffusion	on	a	Crowded	Surface	
	
126	
A	possible	starting	configuration	is	with	the	O	atom	at	the	lower	tip	of	the	triangle	at	𝑌D	=	0	and	𝑌7	=	0,	i.e.,	at	position	(𝐴,0,0),	as	depicted	in	Figure	5.10.	The	probabil-ity	 for	 this	 starting	 configuration	 is	𝑤,(𝐴,0,0)	=	1,	whereas	𝑤,	=	0	 for	 all	 other	positions.	𝑤p»,pBfor	 any	 series	 of	𝑛D	triangle	 and	𝑛7	exchange	 jumps	 can	 then	 be	obtained	by	recursion	from	𝑤,.			
	Figure	5.10:	 Coordinate	system	for	the	construction	of	𝑤îp»,pB .	Black	dots,	with	coordinates	𝑎	and	𝑏	(blue),	represent	the	hexagonal	(1	x	1)	lattice	of	the	hcp	positions	visited	by	the	O	at-om	 (red);	 the	 triangles,	 with	 coordinates	𝑌D	and	𝑌7	(green),	 represent	 the	 triangular	cages	within	 the	CO	 layer.	 (Adapted	 from	Henß	et	al.,	 reference	[131].	Reprinted	with	permission	from	AAAS.)	When	performing	 a	 triangle	 jump,	 the	 probability	 that	 the	 atom	 sits	 on	 position	(𝐴,𝑌D,𝑌7)	after	the	jump	only	depends	on	the	occupation	of	the	two	other	positions	in	 the	 same	 cage	(𝐵,𝑌D,𝑌7)	and	(𝐶,𝑌D,𝑌7)	before	 that	 triangle	 jump.	 In	 general,	𝑤p»,pB 	can	thus	be	obtained	from	𝑤p»6D,pB 	by	the	use	of	 the	 following	three	recur-sion	rules:	
𝑤p»,pB(𝐴,𝑌D,𝑌7) = 12𝑤p»6D,pB(𝐵,𝑌D,𝑌7) + 12𝑤p»6D,pB(𝐶,𝑌D,𝑌7)	 (5.23)	
A
BC
A
BC A
BC
A
BC
A
BCA
BC
A
BC
𝒂
(0,0)
(1,0)
(0,1)(-1,0)
(0,-1)
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𝑤p»,pB(𝐵,𝑌D,𝑌7) = 12𝑤p»6D,pB(𝐴,𝑌D,𝑌7) + 12𝑤p»6D,pB(𝐶,𝑌D,𝑌7)	 (5.24)	
𝑤p»,pB(𝐶,𝑌D,𝑌7) = 12𝑤p»6D,pB(𝐴,𝑌D,𝑌7) + 12𝑤p»6D,pB(𝐵,𝑌D,𝑌7)	 (5.25)	The	factors	1 2⁄ 	account	for	the	fact	that	the	particle	that	starts	at	a	specific	posi-tion	jumps	equally	likely	to	the	two	alternative	positions	in	the	triangle.	For	exam-ple,	 for	equation	5.23	this	means	that	only	half	of	 the	 jumps	starting	at	(𝐵,𝑌D,𝑌7)	and	only	half	of	the	jumps	starting	at	(𝐶,𝑌D,𝑌7)	land	on	(𝐴,𝑌D,𝑌7).	For	an	exchange	jump,	𝑤p»,pB 	can	be	obtained	in	a	similar	way	from	𝑤p»,pB6D.	Four	different	 starting	 positions	 are	 possible	 from	 which	 position	(𝐴,𝑌D,𝑌7)	can	 be	reached	by	exactly	one	exchange	jump	(compare	Figure	5.10).		𝑤p»,pB(𝐴,𝑌D,𝑌7) = 14𝑤p»,pB6D(𝐶,𝑌D + 1,𝑌7) + 14𝑤p»,pB6D(𝐵,𝑌D + 1,𝑌7 − 1)+ 14𝑤p»,pB6D(𝐶,𝑌D + 1,𝑌7 − 1) + 14𝑤p»,pB6D(𝐵,𝑌D,𝑌7 − 1) (5.26)	The	factors	1 4⁄ 	reflect	the	four	possibilities	for	an	exchange	jump	the	particle	has	at	each	of	the	four	starting	positions,	only	one	of	which	lands	on	(𝐴,𝑌D,𝑌7).	Analog	recursion	rules	apply	for	𝑤p»,pB(𝐵,𝑌D,𝑌7)	and	𝑤p»,pB(𝐶,𝑌D,𝑌7).		𝑤p»,pB(𝐵,𝑌D,𝑌7) = 14𝑤p»,pB6D(𝐶,𝑌D + 1,𝑌7) + 14𝑤p»,pB6D(𝐴,𝑌D,𝑌7 + 1)+ 14𝑤p»,pB6D(𝐶,𝑌D,𝑌7 + 1) + 14𝑤p»,pB6D(𝐴,𝑌D − 1,𝑌7 + 1) (5.27)	𝑤p»,pB(𝐶,𝑌D,𝑌7) = 14𝑤p»,pB6D(𝐴,𝑌D + 1,𝑌7 − 1) + 14𝑤p»,pB6D(𝐵,𝑌D − 1,𝑌7)+ 14𝑤p»,pB6D(𝐴,𝑌D − 1,𝑌7) + 14𝑤p»,pB6D(𝐵,𝑌D,𝑌7 − 1) (5.28)	
 By	consecutively	using	the	above	equations,	𝑤p»,pB 	is	generated	for	any	series	of	𝑛D	and	𝑛7	jumps.	However,	the	resulting	position	distribution	depends	on	the	order	of	the	jumps,	e.g.,	a	hopping	sequence	of	one	triangle	jump	followed	by	one	exchange	
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jump	 will	 lead	 to	 a	 different	 position	 distribution	 than	 the	 reverse	 order.	 Both	jump	 sequences	 are	 equally	 likely	 as	 jumps	 are	 considered	 uncorrelated.	 There-fore,	in	order	to	obtain	the	average	probabilities	𝑤îp»,pB 	in	equation	5.22,	the	prob-abilities	𝑤p»,pBE 	for	all	possible	permutations	i	of	𝑛D	triangle	and	𝑛7	exchange	jumps	have	to	be	calculated	and	subsequently	averaged.		
𝑤îp»,pB = 1𝑛%(o=~𝑤p»,pBEED 	 (5.29)	According	 to	 enumerative	 combinatorics,	 the	 number	 of	 possible	 permutations	𝑛%(o=	for	a	certain	(𝑛D,	𝑛7)	combination	can	be	calculated	by		
𝑛%(o= = «𝑛D + 𝑛7𝑛7 ¬	 (5.30)	The	number	of	permutations	quickly	becomes	very	high	with	increasing	values	of	𝑛D	and	𝑛7.	For	example,	for	𝑛D	=	30	and	𝑛7	=	5	equation	5.30	gives	𝑛%(o=	=	324632,	and	the	calculation	of	𝑤î¡,	by	equation	5.29	already	takes	~2.5	hours	on	a	desktop	computer.	 The	 calculation	 of	𝑤îp»,pB 	by	 equation	 5.29	 by	 recursion	 from	𝑤,	was	thus	prohibited	by	the	high	computational	cost	for	large	values	of	𝑛D	and	𝑛7.	However,	 the	 calculations	 could	 be	 simplified	 as	 demonstrated	 for	 the	 example	𝑤îp»,pB 	with	𝑛D	=	2	and	𝑛7	=2	in	Table	5.2.	For	this	case	there	are	six	permutations,	i.e.,	six	different	but	equally	likely	sequences	of	triangle	and	exchange	jumps	(col-umn	 two	 in	 Table	5.2).	 For	 example,	 sequence	 1	 consists	 of	 two	 triangle	 jumps	followed	by	two	exchange	jumps.	By	using	the	straightforward	(but	computational-ly	costly)	method	one	sequentially	applies	for	each	of	the	six	sequences	the	respec-tive	equations	5.23	to	5.28	giving	six	probabilities	𝑤7,7E 	(column	three	in	Table	5.2).	The	average	probability	is	obtained	according	to	equation	5.29:	
𝑤î7,7D	%	& = 16 ÷𝑤7,7D + 𝑤7,77 + 𝑤7,7¡ + 𝑤7,7¢ + 𝑤7,7 + 𝑤7,7& ù	 (5.31)	In	an	alternative	method	 the	 sequences	are	 first	 split	 into	 two	partial	 sequences	(columns	four	and	six	in	Table	5.2)	at	the	point	before	the	last	exchange	step.	The	six	 first	 partial	 sequences	 are	 then	 grouped	 according	 to	 the	 same	 steps	 in	 the	second	partial	sequences.	In	the	present	case,	three	groups	result.	The	averaging	is	then	performed	with	the	first	partial	sequences	in	the	three	groups	(column	five	in	Table	5.2):	
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𝑤î7,DD	%	¡ = 13 ÷𝑤7,DD + 𝑤7,D7 + 𝑤7,D¡ ù	 (5.32)	
𝑤îD,DD	%	7 = 12 ÷𝑤D,DD + 𝑤D,D7 ù	 (5.33)	
𝑤î,DD = 𝑤,DD 	 (5.34)	These	averages	are	then	used	as	starting	configurations	for	the	calculations	of	the	steps	of	 the	second	partial	sequences	by	applying	equations	5.23	to	5.28.	The	re-sults	𝑤î7,7D	%	¡,	𝑤î7,7¢	%	,	 and	𝑤î7,7& 	(column	 seven	 in	 Table	5.2)	 are	 finally	weighted	 ac-cording	to	the	number	of	sequences	contributing	and	summed	up	to	give	𝑤î7,7D	%	&.	
𝑤î7,7D	%	& = 36𝑤î7,7D	%	¡ + 26𝑤î7,7¢	%	 + 16𝑤î7,7& 	 (5.35)	Appendix	 D	 shows	 for	 the	 case	 of	𝑛D	=	2	 and	𝑛7	=2	 that	 the	 results	 of	 the	 two	methods,	 the	 explicit	 calculation	 by	 recursion	 starting	 from	𝑤,	and	 the	 alterna-tive	 approach,	 are	 identical.	 The	 alternative	 method	 is	 generalized	 for	 arbitrary	𝑛D,	𝑛7	combinations	by	splitting	the	total	sequences	into	partial	sequences	accord-ing	to	the	number	of	exchange	jumps.	In	general,	𝑤îp»,pB 	can	be	obtained	in	this	way	by	 using	 the	 averaged	 displacement	 distributions	 for	 one	 exchange	 jump	 less	𝑤î=»,pB6D	for	𝑚D	from	0	up	 to	𝑛D.	 In	 the	depicted	example	𝑤î7,7	is	determined	 from	𝑤î7,D,	𝑤îD,D,	and	𝑤î,D.	This	alternative	method	leads	to	a	dramatic	decrease	of	the	number	of	calculations	that	 have	 to	 be	 performed	 and	 thus	 to	 reasonable	 computational	 costs.	 Only	 by	using	 this	 method	 	𝑤îp»,pB 	values	 could	 be	 calculated	 up	 to	𝑛D	=	100	 and	𝑛7	=	10.	These	 limits	are	 certainly	extreme	–	 they	mean	 that	 the	model	 includes	 cases	 in	which	the	O	atom	has	jumped	100	times	in	a	CO	cage	and	has	exchanged	ten	times	with	a	CO	molecule	between	two	STM	images	–	but	they	make	sure	that	the	analy-sis	is	“on	the	safe	side.”		
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Table	5.2:	Example	for	the	determination	of	𝑤îp» ,pB 	for	𝑛D 	=	2	and	𝑛7 	=	2.	Triangle	jum
ps	are	abbreviated	as	“tri”	and	exchange	jum
ps	as	“ex”.	
Sequence	
num
ber	
Possible	Sequences	
	
	
1
st	partial	
sequence	
	
	
2
nd	partial	
sequence	
	
	
i	
tri	
ex	
tri	
ex	
tri	
	
	
tri	
ex	
tri	
	
	
ex	
tri	
	
	
1	
2	1	0	1	0	 𝑤7,7 D		𝑤î7,7 D	%	&	 2	1	0	 𝑤7,D D			𝑤î7,D D	%	¡	1	0	 𝑤î7,7 D	%	¡	𝑤î7,7 D	%	&	
2	
0	1	2	1	0	 𝑤7,7 7	
0	1	2	 𝑤7,D 7	
3	
1	1	1	1	0	 𝑤7,7 ¡	
1	1	1	 𝑤7,D ¡	
4	
1	1	0	1	1	 𝑤7,7 ¢	
1	1	0	 𝑤D,D D	𝑤îD,D D	%	7	1	1	 𝑤î7,7 ¢	%		
5	
0	1	1	1	1	 𝑤7,7 	
0	1	1	 𝑤D,D 7	
6	
0	1	0	1	2	 𝑤7,7 &	
0	1	0	 𝑤,D D	𝑤î,D D	1	2	 𝑤î7,7 &	
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The	calculation	leads	to	a	set	of	matrices	(three	for	each	combination	of	𝑛D	and	𝑛7	up	 to	𝑛D	=	100	 and	𝑛7	=	10).	 The	 elements	 of	 the	 matrices	 are	 the	 probabilities	𝑤îp»,pB 	that	 the	 O	 atom	 reaches	 a	 triangular	 cage	 at	 a	 certain	 site	(𝑌D,𝑌7)	on	 the	÷√3	x	√3ùR30°	lattice	by	a	given	combination	of	𝑛D	and	𝑛7.	There	are	three	sets	of	matrices	because	of	the	three	possible	positions	A,	B,	or	C	in	a	triangle.	This	set	of	matrices	can	be	seen	as	a	geometric	factor	that	only	depends	on	the	symmetry	of	the	O/CO	 adsorption	 system	on	Ru(0001)	 (displayed	 in	 Figure	5.10)	 and	 is	 thus	the	same	for	all	experiments	analyzed.	The	probability	𝑝%ü(𝑎, 𝑏)	that	a	site	is	actu-ally	occupied	is	finally	obtained	by	multiplying	this	geometric	factor	with	the	time-dependent	factor	𝑝û%ü÷𝑛D,𝑛7ù	according	to	equation	5.22.	
5.4.3.2 Experimental	Displacement	Distribution	The	hopping	 frequencies	were	determined	by	comparing	the	analytically	derived	expression	 to	 the	experimental	displacement	distributions	of	 the	O	atom.	There-fore,	the	jump	vectors	between	consecutive	STM	images	had	to	be	extracted	from	the	atom	trajectories.	For	this	purpose,	a	routine	was	developed	to	assign	each	point	in	the	experimen-tally	determined	 trajectories	 to	a	 lattice	point	of	 the	 (1	x	1)-hcp	 lattice	of	 the	Ru	substrate.	 In	 order	 to	 ensure	 comparability	 of	 measurements	 regardless	 of	 the	orientation	of	 the	 crystal,	 the	 trajectories	 in	 this	step	were	 rotated	 such	 that	 the	tips	 of	 the	 triangles	 pointed	 downwards.	 The	 experimental	 scatter	 of	 the	 atom	positions	were	removed	by	defining	an	area	around	each	hcp	lattice	site	and	merg-ing	all	positions	within	such	an	area	to	the	respective	lattice	site.	O	atom	localiza-tions	that	could	not	clearly	be	allocated	to	one	 lattice	point	were	sorted	out.	The	indexing	 of	 the	 lattice	 points	 was	 performed	manually	 and	 the	 (0,0)	 point	 was	always	 assigned	 to	 the	 lower	 tip	 of	 one	 of	 the	 triangles,	 in	 accordance	with	 the	starting	configuration	for	the	theoretical	displacement	distribution.	Figure	5.11	shows	the	result	of	this	assignment	step	for	the	experimental	trace	in	Figure	5.7.	The	experimental	 trace,	 rotated	 by	 180°	with	 respect	 to	Figure	5.7,	 is	shown	on	the	left,	the	resulting	trajectory	on	the	(1	x	1)	lattice	of	hcp	positions	on	the	right.	Both	traces	are	color-coded	according	to	the	respective	frame	numbers.	To	validate	the	correctness	of	this	assignment	step,	the	resulting	trajectories	were	checked	manually	by	a	comparison	with	the	original	 trace	 in	 the	2D	and	3D	per-spective	to	exclude	additional	jumps	added	by	accident.		
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As	a	result,	a	list	is	obtained	that	contains	the	coordinates	of	the	particle	position	on	 the	 hcp	 lattice	(𝑎, 𝑏)	and	 the	 corresponding	 image	 number.	 The	 jump	 vector	could	 then	be	determined	by	 taking	 the	difference	 between	 the	positions	 in	 two	consecutive	 images.	However,	 a	 jump	vector	 in	a	 certain	direction	 can	 represent	different	types	of	jumps	depending	on	the	starting	position.	For	example,	when	the	atom	is	at	the	lower	tip	of	a	triangle	(position	A),	a	jump	in	the	direction	of	?⃑?	is	an	
exchange	jump	 (see	Figure	5.10).	The	 same	 is	valid	 for	 starting	at	 the	B	 position,	but	from	position	C,	a	jump	along	?⃑?	is	a	triangle	jump.	Therefore,	also	the	starting	positions	for	the	jumps	have	to	be	taken	into	account.		
	Figure	5.11:	 Left:	 Experimental	 particle	 trajectory	 of	a	 single	O	atom	 in	 CO	 from	Figure	5.7.	 The	(0,0)	 lattice	 point	 is	 assigned	 to	 the	 lower	 tip	 of	 a	 triangle.	 Right:	 Trajectory	 after	mapping	 the	experimental	trajectory	to	the	(1	x	1)-hcp	lattice	of	the	Ru	substrate	(gray).	Whether	 a	 specific	 position	 with	 coordinates	(𝑎, 𝑏)	corresponds	 to	 an	 A,	 B,	 or	 C	position	 in	 a	 triangle	 is	 determined	 by	 converting	 the	 (1	x	1)	 lattice	 coordinates	into	the	coordinates	of	the	(√3	x	√3)𝑅30°	structure.	The	two	lattice	vectors	of	the	(√3	x	√3)𝑅30°	lattice	 (green,	 Figure	5.10)	 can	 be	 expressed	 by	 the	 two	 lattice	vectors	?⃑?	and	𝑏(⃑ 	of	the	(1	x	1)	lattice	(blue,	Figure	5.10)	by	equations	5.36	and	5.37.	
𝑌D(((⃑ = 2?⃑? − 𝑏(⃑ 	 (5.36)	
𝑌7(((⃑ = ?⃑? + 𝑏(⃑ 	 (5.37)	If	the	O	atom	is	on	an	A	position,	the	position	coordinates	(𝑎, 𝑏)	can	be	constructed	by	a	linear	combination	of	integer	multiples	of	the	vectors	𝑌D(((⃑ 	and	𝑌7(((⃑ ,	because	also	
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(0,0)	is	an	A	position	since	each	trajectory	was	first	rotated	such	that	the	starting	position	was	the	O	atom	on	an	A	position.	Position	A:	 (𝑎, 𝑏) = 𝑌D ∙ 𝑌D(((⃑ + 𝑌7 ∙ 𝑌7(((⃑ 	 with	𝑌D,𝑌7 	∈ ℤ	 (5.38)	Equation	5.38	gives	non-integer	values	for	𝑌D	and	𝑌7	if	the	atom	is	located	at	posi-tion	B	or	C.	Instead	equations	5.39	and	5.40	are	valid	in	these	cases,	respectively.	Which	equations	gives	integer	solutions	for	𝑌D	and	𝑌7	thus	provides	the	position	in	the	 triangle	 and	 the	 integer	 solutions	 for	𝑌D	and	𝑌7	directly	 represent	 the	 coordi-nates	of	the	triangle	in	which	the	O	is	located.	Position	B:	 (𝑎, 𝑏) − (0,1) = 𝑌D ∙ 𝑌D(((⃑ + 𝑌7 ∙ 𝑌7(((⃑ 	 with	𝑌D,𝑌7 	∈ ℤ	 (5.39)	
Position	C:	 (𝑎, 𝑏) − (−1,1) = 𝑌D ∙ 𝑌D(((⃑ + 𝑌7 ∙ 𝑌7(((⃑ 	 with	𝑌D,𝑌7 	∈ ℤ	 (5.40)	The	 analysis	 routine	 thus	 determines	 for	 each	 pair	 of	 consecutive	 STM	 images	 i	and	i+1	whether	the	starting	point	for	the	jump	in	image	i	is	a	position	A,	B,	or	C	in	a	 triangle.	 If	 the	 atom	 starts	 at	 an	 A	 position,	 the	 jump	 vector	 is	 the	 difference	between	the	two	positions	in	the	images.	If	the	starting	position	is	a	B	position,	the	(1	x	1)	 lattice	 is	 first	 rotated	 by	 -120°	 for	 both	 images.	 Rotation	 is	 performed	around	 the	 centroid	 of	 the	 triangle	 at	 position	𝑌D	=	0	 and	𝑌7	=	0	 (𝑎	=	−1 3Y 	and	𝑏	=	2 3Y )	to	merge	the	B	position	with	an	A	position.	Rotation	angles	are	positive	for	counterclockwise	rotation.	The	positions	in	images	i	and	i+1	are	then	given	by	their	new	coordinates	(𝑎’, 𝑏’),	which	 are	 obtained	 by	 applying	 a	 rotation	matrix	M	 around	÷− 1 3Y 2 3Y ù	to	 the	former	coordinates	(𝑎, 𝑏).	
«𝑎′𝑏′¬ = 𝑀 ∙ -«𝑎𝑏¬ − .−1 3Y2 3Y /0+ .−1 3Y2 3Y / (5.41)	The	jump	vector	is	then	obtained	by	taking	the	difference	between	the	new	posi-tions	(𝑎’, 𝑏’)	in	 both	 images.	 For	 a	 starting	 position	C	 in	 image	 i,	 the	 positions	 in	both	images	are	rotated	by	+120°.	The	rotational	matrices	are:		
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𝑀6D7° = « 0 1−1 −1¬ (5.42)	
𝑀1D7° = «−1 −11 0 ¬ (5.43)	
The	determined	jump	vectors	are	subsequently	converted	into	coordinates	on	the	(√3	x	√3)𝑅30°	lattice	 according	 to	 equations	 5.38	 to	 5.40	 for	 compatibility	 with	the	theoretically	determined	distributions.	All	transition	events	by	equivalent	jump	vectors	are	then	summed	up	and	normal-ized	with	respect	 to	the	total	number	of	images	evaluated.	The	displacement	dis-tribution	 is	 then	 saved	 in	 a	 cell	 containing	 three	 (23	x	23)	matrices.	 The	matrix	indices	represent	 the	 lattice	coordinates	(𝑌D,	𝑌7)	of	 the	respective	triangle,	where	the	triangle	at	𝑌D	=	0	and	𝑌7	=	0	corresponds	to	the	entries	at	position	(12,12)	in	the	matrices.	The	matrix	size	of	(23	x	23)	thus	covers	up	to	ten	exchange	jumps	in	each	direction	The	three	matrices	reflect	the	three	possible	positions	of	the	O	atom	A,	B,	or	C	in	a	triangle.	
5.4.3.3 Extraction	of	Jump	Frequencies	Figure	5.12	 shows	 an	 experimental	 displacement	 distribution	 (magenta	 bars)	obtained	 from	 10889	 frames	 of	 STM	measurements	 at	 +18	°C.	 The	 imaging	 fre-quency	was	10	Hz.	The	marked	green	triangle	represents	the	three	positions	in	the	triangle	at	𝑌D	=	0	and	𝑌7	=	0	and	the	starting	position	for	the	O	atom	is	the	(0,0)	or	(𝐴, 0,0)	position.	The	absolute	error	 for	each	experimental	bar	 is	estimated	using	±√𝑁	where	N	is	the	number	of	jumps	to	this	position.	For	 a	 clearer	 representation	 only	 positions	 for	𝑌D ≤ |2|	and	𝑌7 ≤ |2|	are	 shown,	because	displacements	to	positions	further	away	contributed	only	negligibly.	The	three	high	central	bars	for	which	𝑝%ü(𝑥, 𝑦)	is	approximately	0.3	reflect	the	compar-atively	 long	 time	 the	 O	 atom	 spends	within	 a	 CO	 cage.	 The	 probabilities	 of	 dis-placements	to	the	first	nearest-neighbor	triangles	are	already	two	orders	of	magni-tude	lower,	i.e.,	in	the	range	of	0.005.		
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	Figure	5.12:	 Fit	 (blue	 bars)	 of	 the	 experimental	 displacement	 distribution	 (magenta	 bars)	 with	equation	5.44.	 (Adapted	 from	Henß	et	al.,	 reference	 [131].	Reprinted	with	permission	from	AAAS.)	The	 jump	 frequencies	were	determined	by	 fitting	 the	experimental	displacement	distributions	with	the	theoretical	distribution	from	the	model,	using	a	Levenberg-Marquardt	method.[186-188]	Fitting	was	performed	with	equation	5.44	adapted	from	equation	 5.22	 for	 the	 change	of	 the	 coordinate	 system.	𝑝𝑜𝑠	is	 the	 position	 in	 the	triangle,	i.e.,	A,	B,	or	C.	The	infinite	sums	were	terminated	at	𝑛D	=	100	and	𝑛7	=	10,	as	these	numbers	of	jump	events	were	sufficient	to	describe	all	experimental	dis-tributions.	The	time	interval	𝑡	is	given	by	the	imaging	rate	of	the	respective	STM	movie.	The	only	fitting	parameters	are	the	hopping	frequencies	Γ1	and	Γ2.	
𝑝%ü(𝑝𝑜𝑠,𝑌D,𝑌7) = ~ ~ 𝑝û%ü(𝑛D, 𝑛7) ∙ 𝑤îp»,pB(𝑝𝑜𝑠,𝑌D,𝑌7)DpB
D
p» 	 (5.44)	The	result	is	shown	in	Figure	5.12	as	blue	bars.	The	jump	frequencies	determined	in	 this	way	are	Γ1	=	28.5	Hz	and	Γ2	=	0.997	Hz.	Theoretical	 and	experimental	dis-
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tribution	are	 in	excellent	agreement	with	a	 least-squares	error	of	only	5.71·10-5.	Similarly	good	agreement	was	achieved	for	measurements	at	other	temperatures,	see	section	5.4.3.4.	The	good	matching	between	fit	and	experiment	can	be	taken	as	a	strong	indication	that	the	model	of	two	independent	jump	types	between	near-est-neighbor	sites	is	a	valid	description	of	the	diffusion	mechanism.	There	are	no	indications	of	a	contribution	of	long	jumps.		At	temperatures	above	+18	°C,	the	O	atom	hopped	too	fast	between	the	three	posi-tions	in	the	triangles,	for	a	reliable	position	assignment.	An	example	for	a	trace	at	+27	°C	is	depicted	in	Figure	5.13.	The	triangles	are	difficult	to	identify,	as	in	most	cases	only	one	of	the	three	positions	in	a	triangle	is	occupied.	At	some	positions	in	the	 trajectory	 the	 structure	 of	 the	 triangles	 can	 still	 be	 guessed.	However,	 these	triangles	appear	smaller	than	in	the	trajectory	in	Figure	5.7.	This	is	because	of	the	rapid	movement	of	the	atom	in	a	CO	cage,	it	is	often	observed	at	more	than	one	of	the	hcp	sites	in	a	triangle	in	an	image.	So	that	the	detection	algorithm	localizes	the	particle	 in	 between	 the	 three	 positions.	 Instead	 the	 hexagonal	 pattern	 of	 the	(√3	x	√3)R30°	structure	appears	as	prominent	feature	in	the	traces.		In	these	cases,	only	the	sum	S	of	all	three	positions	in	a	triangle	𝑝%ü(𝑆,𝑌D,𝑌7)	could	be	extracted	from	the	experimental	trajectories:	
In	most	cases	even	the	orientations	of	 the	triangles	 in	 the	trace	(tip	pointing	up-wards	or	 downwards)	 could	 no	 longer	 be	 determined,	 and	 only	 the	 distances	 of	the	triangles	with	respect	 to	 the	starting	position	were	available.	 In	order	to	still	make	use	of	 these	data,	 the	sums	of	 the	three	positions	 in	the	 innermost	 triangle	𝑝%ü(𝑆, 0,0),	 the	 sums	 of	 all	 positions	 in	 the	 six	 nearest-neighbor	 (NN)	 triangles	∑ 𝑝%ü(𝑆,𝑁𝑁),	 the	 sums	 of	 all	 positions	 in	 the	 twelve	 second	 nearest-neighbor	(2NN)	triangles	∑𝑝%ü(𝑆, 2𝑁𝑁),	and	so	on	were	formed	from	the	experimental	dis-tributions	and	fitted.		The	 resulting	 averaged	 position	 distributions	 still	 depend	 on	 both	 hopping	 fre-quencies,	 since	 the	number	of	 triangle	 jumps	 determines	 the	directions	 in	which	
exchange	jumps	can	occur,	so	that	in	principle	both	frequencies	should	be	determi-nable.	It	turned	out,	however,	that	the	distributions	were	no	longer	unambiguous	for	 the	 range	 of	 the	 triangle	 jump	 frequencies	 at	 temperatures	 above	 +18	°C,	 so	that	depending	on	the	initial	guess	for	the	fit,	different	values	for	G1	were	obtained.	
𝑝%ü(𝑆,𝑌D,𝑌7) = 𝑝%ü(𝐴,𝑌D,𝑌7) + 𝑝%ü(𝐵,𝑌D,𝑌7) + 𝑝%ü(𝐶,𝑌D,𝑌7)	 (5.45)	
5.4	Diffusion	of	O	atoms	in	a	full	layer	of	CO	on	Ru(0001)	
	
137	
In	 contrast,	 the	exchange	jump	 frequencies	were	 independent	of	 the	 start	values,	and	were	therefore	considered	valid.		
	Figure	5.13:	 O	 atom	 trajectories	 from	 a	 dataset	 acquired	 at	 +27	°C.	 Different	 colors	 represent	different	trajectories.	
5.4.3.4 Temperature	Dependence	The	hopping	frequencies	Γ1	and	Γ2	for	14	different	temperatures	in	the	range	be-tween	 -39	°C	 and	 +29	°C	 are	 listed	 in	 Table	5.3.	 Hopping	 frequencies	 over	 five	orders	of	magnitude	could	be	measured.	This	is	in	the	same	range	or	even	better	than	what	has	been	achieved	by	atom-tracking	STM[52]	 and	by	 tunneling	 current	fluctuation	measurements,[54]	both	of	which	methods	do	not	involve	direct	obser-vation	of	the	atomic	processes.		The	 temperature	 dependence	 of	 the	 two	 hopping	 frequencies	 is	 very	 well	 de-scribed	 by	 the	 Arrhenius	 law	 as	 demonstrated	 in	 Figure	5.14.	 The	 hopping	 fre-quencies	for	the	triangle	jumps	(green	squares)	and	for	the	exchange	jumps	(black	squares)	 follow	a	straight	 line,	as	one	would	suggest	 for	 thermally	activated	pro-
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cesses.	This	fact	can	be	taken	as	a	further	strong	indication	that	the	diffusion	mod-el	 consisting	 of	 two	 independent	 thermally	 activated	 hopping	 processes	 is	 accu-rate.		Table	5.3:	 Hopping	 frequencies	Γ1	 (triangle	 jumps)	and	Γ2	 (exchange	jumps)	determined	 in	 the	temperature	range	between	-39	°C	and	+29	°C	together	with	the	total	number	of	STM	images	evaluated	at	the	given	temperature.	(Adapted	from	Henß	et	al.,	reference	[131].	Reprinted	with	permission	from	AAAS.)	
Temperature 
[°C] 
Temperature 
[K] # STM images Γ1 [s
-1] Γ2 [s-1] 
-39 234.15 15703 0.134 0.00160 
-34 239.15 29955 0.258 0.00316 
-28 245.15 18832 0.367 0.0308 
-22 251.15 16290 0.858 0.0417 
-15 258.15 2395 1.31 0.0632 
-12 261.15 2972 2.07 0.0621 
-11 262.15 10026 2.22 0.0549 
-9.5 263.65 2625 2.24 0.0936 
0 273.15 7092 7.56 0.162 
12 285.15 17738 25.2 0.544 
18 291.15 10889 28.5 0.997 
22 295.15 12036  2.10 
27 300.15 7652  3.15 
29 302.15 4285  3.46 	From	 the	 slopes	 of	 the	 Arrhenius	 fits,	 the	 activation	 energies	 for	 the	 two	 jump	types	 are	 determined	 to	 𝐸D∗ = 0.57 	±	0.02	eV	 for	 the	 triangle	 jumps	 and		𝐸7∗ = 0.63	±	0.03	eV	 for	 the	 exchange	 jumps	 with	 CO.	 Pre-exponential	 factors	 Γ0	were	 Γ0,1	=	1011.4±0.4	Hz	 and	 Γ0,2	=	1011.1±0.7	Hz,	 respectively,	 in	 reasonable	 agree-ment	with	the	expected	1012	to	1013	Hz	range.[6,	189]		
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	Figure	5.14:	 Arrhenius	 plot	 of	 the	 temperature	 dependence	 of	 the	 two	 hopping	 rates.	 Green	squares	represent	the	frequencies	obtained	for	the	triangle	jumps	(Γ1),	black	squares	the	ones	for	the	exchange	jumps	(Γ2).	The	green	and	black	lines	are	the	corresponding	linear	fits.	(From	Henß	et	al.,	reference	[131].	Reprinted	with	permission	from	AAAS.)		
5.4.3.5 Investigation	of	Tip	Influences	To	 investigate	 possible	 effects	 of	 the	 scanning	 tip	 on	 the	 diffusion	 process,	 two	tests	were	performed.	Firstly,	a	correlation	between	 jumping	directions	of	 the	O	atoms	and	the	scan	di-rection	of	the	tip	might	be	expected	if	the	movement	of	the	tip	had	influenced	the	motion	of	 the	O	atoms.	For	the	measurements	of	O	 in	CO/Ru(0001)	 in	 this	work,	the	orientation	of	the	specific	positions	within	a	triangle	with	respect	to	the	scan-ning	directions	are	known.	The	STM	data	could	thus	be	checked	for	a	systematic	tip	 influence	 by	 analysis	 of	 the	 displacement	 distributions	 in	 dependence	 of	 the	respective	starting	position	for	the	jump.		
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Figure	5.15	shows	the	results	of	the	experimental	displacement	distribution	from	STM	movies	acquired	at	0	°C.	In	all	evaluated	movies	the	orientation	of	the	trian-gles	with	respect	 to	 the	scanning	directions	of	 the	tip	 in	x	and	y	direction	was	as	shown	 in	 Figure	5.15	a).	 Furthermore,	 all	 datasets	were	 recorded	with	 the	 same	scan	speed	and	frame	rate.	A	total	number	of	7092	frames	was	evaluated.	Figure	5.15	b)	 gives	 the	 displacement	 probabilities	 for	 the	 three	 positions	 in	 the	triangular	CO	cage.	The	color	code	indicates	the	starting	position	for	the	displace-ments.	 Jumps	started	at	position	A	 are	marked	 in	blue,	 jumps	 from	position	B	 in	purple	and	 jumps	 from	position	C	 in	green.	For	example,	 an	O	atom	 that	was	on	position	B	 in	one	 image,	 is	with	a	probability	of	0.2057	on	position	C	and	with	a	probability	of	0.2158	on	position	A	in	the	next	image.	The	displacement	probabili-ties	in	the	triangle	show	no	clear	indication	for	a	tip	influence.	All	transitions	are	equally	likely	within	the	experimental	errors.	The	same	conclusion	is	valid	for	the	analogous	analysis	for	the	exchange	jumps	[Figure	5.15	c)].	The	values	vary	around	an	average	of	~0.0025.	However,	the	variations	cannot	be	correlated	with	a	specif-ic	direction	of	the	tip	motion.	In	conclusion,	the	analysis	presented	here	shows	no	clear	indication	of	a	directional	dependence	of	the	O	jumps	on	the	tip	movement.			
	Figure	5.15:	 a)	 Orientation	 of	 the	 triangular	 cage	with	 positions	A,	B,	 and	C	with	 respect	 to	 the	scanning	directions	of	the	STM	tip.	b)	Displacement	probabilities	in	dependence	of	the	starting	position	for	triangle	jumps	and	c)	for	exchange	jumps.		
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As	a	second	check	of	 tip	 influences,	 it	has	been	determined	whether	the	hopping	frequencies	depend	on	the	scan	frequencies	and	thus	on	the	interaction	time	of	the	tip	with	the	atom.	STM	measurements	at	 -34	°C	were	performed	at	 four	different	scan	speeds	and	were	individually	evaluated.	Table	5.4	summarizes	the	results.	All	measurements	were	 recorded	 on	 the	 same	 day	 immediately	 after	 each	 other	 so	that	the	influence	of	temperature	variations	could	be	minimized.	The	images	were	all	of	the	same	pixel	and	Ångström	size.		Table	5.4:	 Hopping	frequencies	at	-34	°C	depending	on	the	scan	frequency	in	x	direction	and	on	the	time	intervals	𝑡	between	two	images	that	characterize	the	scan	speed	in	y	direc-tion.	
Scan	Frequency		
x	scan	[Hz]	
𝒕𝟎	[s]	 #	Events	 Г1	[Hz]	 Г2	[Hz]	
2000	 0.1005	 1692	 0.264	 0	1000	 0.201	 4316	 0.251	 0	600	 0.335	 10437	 0.296	 3·10-3	400	 0.5025	 4570	 0.289	 5·10-3		The	 data	 show	 that	 the	 hop	 frequencies	 are	 independent	 of	 the	 scan	 frequency	within	the	experimental	errors.	Therefore,	both	performed	tests	show	no	tip	influ-ence	on	the	O	motion.	This	result	is	in	accordance	with	the	findings	of	Renisch	et	
al..	They	 investigated	O	atoms	on	the	bare	Ru(0001)	surface	and	found	effects	of	the	STM	tip	only	for	tunneling	resistances	below	106	W.[166]	In	all	datasets	analyzed	and	 presented	within	 this	 thesis,	 the	most	 extreme	 tunneling	 conditions	 applied	were	𝑉% 	=	-0.1	V	 and	𝐼% 	=	10	nA,	 corresponding	 to	 a	 tunneling	 resistance	 of	 107	W,	one	order	of	magnitude	above	the	value	determined	by	Renisch	et	al..	 It	can	thus	be	concluded	that	no	evidence	for	an	interaction	between	STM	tip	and	O	diffusion	has	been	found.		
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5.4.4 The	Diffusion	Mechanism	In	order	to	gain	a	complete	picture	of	the	diffusion	process,	the	two	jump	process-es	were	analyzed	in	more	detail	to	access	the	underlying	diffusion	mechanism.	DFT	was	 used	 to	 investigate	 the	 energy	 landscape	 in	which	 the	 jump	 processes	 take	place.	The	DFT	calculations	described	in	this	section	were	performed	by	Dr.	Sung	Sakong	and	Prof.	Dr.	Axel	Groß	of	Ulm	University.	For	the	calculations	a	technical	setup	was	used	that	had	previously	been	shown	to	be	well-suited	for	the	descrip-tion	of	the	CO/Ru(0001)	system.[190,	191]	An	overview	of	the	technical	details	of	the	calculations	is	given	in	Appendix	E.	The	Ru	surface	was	modelled	with	a	three	layer	slab	with	a	(6	x	6)	unit	cell	that	is	illustrated	 in	 Figure	5.16	a).	 The	 Ru	 atoms	 of	 the	 first	 and	 the	 second	 layer	 are	shown	in	light	and	dark	gray,	respectively,	and	CO	molecules	in	blue.	The	O	atom	(red)	sits	on	an	hcp	position,	denoted	as	hcp1,	 in	the	CO	cage.	In	the	following	all	DFT	energies	are	given	with	respect	to	this	minimum	energy	configuration.	
5.4.4.1 Triangle	Jumps	For	the	triangle	jumps	the	DFT	calculations	revealed	that	a	jump	from	one	hcp	site	to	a	second	hcp	site	in	the	cage	occurs	via	an	intermediate	fcc	position	[black	ar-rows	in	Figure	5.16	a)].	The	energy	profile	for	this	jump	is	shown	in	Figure	5.16	b)	in	black.	For	 this	process	an	energy	barrier	of	0.56	eV	was	 found,	 in	good	agree-ment	with	the	experimentally	determined	value	of	0.57	eV	±	0.02	eV	for	the	trian-
gle	jumps	from	the	analysis	of	the	Arrhenius	plot.	Compared	to	single	O	atoms	on	the	clean	Ru(0001)	surface	(pink	 line),	 the	O	ad-sorption	is	weakened	by	0.08	eV	when	coadsorbed	with	CO.	This	decrease	in	bind-ing	strength	between	O	and	Ru	can	be	attributed	to	repulsive	interactions	with	the	coadsorbate	CO,	in	accordance	with	DFT	studies	on	the	(2	x	2)-(CO+O)	system	on	Ru(0001)	that	also	showed	a	lowered	adsorption	energy	for	both	CO	and	O	com-pared	 to	 the	 single	 adsorption	 systems.[130]	 A	 weaker	 bonding	 is	 also	 expected	from	the	d-band	model,[192]	according	to	which	an	increase	of	surface	coverage	in	general	decreases	the	binding	of	 the	 individual	adsorbates	to	 the	substrate.	Such	effects	 of	 coadsorbates	 on	 the	 bond	 strength	 are	 known	 for	 several	 adsorption	systems	as	described,	e.g.,	by	Hammer.[183]		
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	Figure	5.16:	 Paths	and	energy	diagram	of	the	triangle	jumps.	a)	DFT	unit	cell.	Ru	atoms	are	illus-trated	in	gray,	CO	molecules	in	blue	and	the	O	atom	in	red.	Black	arrows	indicate	the	path	along	which	an	O	moves	in	a	CO	cage.	b)	Energy	profile	for	O	hopping	in	the	CO	cage	(black)	and	for	the	O	diffusion	on	the	clean	Ru(0001)	surface	(pink).	[b)	from	Henß	et	al.,	reference	[131].	Reprinted	with	permission	from	AAAS.]	The	effect	of	a	lowered	binding	strength	is	less	pronounced	for	the	transition	state	(~0.02	eV)	than	for	the	initial	hcp	state	(~0.08	eV).	As	a	result	the	calculated	diffu-sion	barrier	 for	O	on	the	clean	Ru(0001)	surface	(0.62	eV)	 is	slightly	higher	than	for	 the	 O	 hopping	 in	 the	 CO	 cage	 (0.56	eV).	 Extrapolating	 the	 Arrhenius	 plot	 in	Figure	5.14,	the	jump	frequency	for	the	triangle	jumps	at	298	K	can	be	estimated	to	approximately	50	Hz,	whereas	for	O	on	clean	Ru(0001),	Renisch	et	al.	measured	a	jump	frequency	at	room	temperature	of	16.6	Hz,	confirming	this	result.[166]		
5.4.4.2 Exchange	Jumps	For	the	exchange	jumps	 two	fundamentally	different	mechanisms	are	thinkable,	a	vacancy-mediated	process	or	an	exchange	process	of	the	oxygen	with	the	CO	with-out	any	vacancy	involvement.		For	the	system	of	O	and	CO	on	Ru,	a	vacancy-mediated	mechanism	would	include	a	second	vacancy	in	the	CO	layer	in	addition	to	the	one	occupied	by	the	oxygen.	The	oxygen	could	only	perform	an	exchange	jump	when	a	vacancy	passes	by	so	that	the	oxygen	can	 jump	into	that	vacancy.	As	mentioned	before	 in	section	5.2.3,	 the	va-cancy-mediated	hop	mechanism	displays	a	characteristic	correlation	of	directions	between	successive	jumps.	The	reason	is	that	after	the	vacancy	has	changed	posi-tion	with	 the	 tracer	particle,	 there	 is	 an	enhanced	probability	 for	 the	vacancy	 to	return	 from	 the	 same	 side	 to	 the	 particle	 than	 from	 opposite	 or	 perpendicular	directions.		
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In	order	to	check	 for	such	a	correlation	of	directions	over	thousand	pairs	of	con-secutive	 exchange	 jumps	 were	 evaluated.	 Triangle	 jumps	 between	 two	 exchange	
jumps	were	neglected.	The	result	of	 this	analysis	 is	 illustrated	 in	Figure	5.17.	The	direction	of	the	first	jump	is	indicated	by	the	red	arrow.	The	subsequent	jump	can	then	occur	along	one	of	the	six	black	arrows.	If	the	direction	of	these	second	jumps	is	 independent	 of	 the	 direction	 of	 the	 first,	 then	 all	 positions	 should	 be	 equally	likely	with	a	probability	of	1 6⁄ .	In	the	case	of	a	vacancy	mechanism,	the	probability	for	direction	1	should	be	higher	compared	to	the	other	positions.	Also	directions	2	and	6,	which	are	on	the	same	side	as	 the	original	position,	should	be	more	likely	than	jumps	along	directions	3,	4,	and	5.			
	Figure	5.17:	 Analysis	 of	 directions	 of	 pairs	 of	 consecutive	 exchange	 jumps	 derived	 from	 1210	events.	The	first	jump	occurs	along	the	red	arrow,	the	consecutive	jump	along	one	of	the	six	black	arrows.	However,	 the	 determined	 percentages	 for	 the	 different	 directions,	 given	 in	 Fig-ure	5.17,	only	show	a	marginally	increased	probability	for	jumps	along	direction	1	relative	to	the	expected	value	of	16.66	%	for	a	random	distribution.	The	difference	is	statistically	insignificant	since	it	is	even	smaller	than	the	difference	between	the	probabilities	 for	direction	2	and	6,	 as	well	 as	between	directions	3	and	5,	which	should	 be	 pairwise	 equivalent	 and	 thus	 exhibit	 the	 same	probability.	 A	 vacancy-mediated	diffusion	process	can	thus	be	ruled	out.				
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Without	the	participation	of	a	vacancy	the	O	atom	has	to	exchange	with	a	CO	mole-cule.	This	exchange	can	follow	one	of	three	possible	mechanisms:	
• a	concerted	exchange	mechanism	of	O	and	CO	
• a	sequential	mechanism	initiated	by	the	O	atom	
• a	sequential	mechanism	initiated	by	a	CO	molecule	Snapshots	 obtained	 from	 DFT	 calculations	 of	 the	 initial,	 intermediate,	 and	 final	configuration	when	O	and	CO	are	 forced	 into	a	concerted	exchange	are	shown	in	Figure	5.18.	An	important	aspect	for	such	a	process	is	the	limited	space,	as	O	and	CO	have	 to	 come	 very	 close	 during	 the	 exchange.	 There	 is	 an	 intermediate	 local	minimum	 structure	 in	 which	 a	 strongly	 deformed	 CO2	 molecule	 is	 formed,	 see	Figure	5.18	b).	 The	 formation	 of	 this	 intermediate	 structure	 and	 thus	 also	 the	whole	process	is	associated	with	an	activation	barrier	of	~1.5	eV.	This	high	barrier	is	in	accordance	with	previous	DFT	studies	that	found	a	comparable	intermediate	state	prior	to	CO2	formation	and	determined	the	reaction	barrier	for	CO	oxidation	on	metallic	Ru	to	more	than	1.4	eV.[130,	193]	From	the	high	activation	energy	for	the	formation	of	such	an	 intermediate	structure	and	from	the	 fact	 that	metallic	Ru	 is	inactive	 for	 CO	 oxidation,	 it	 can	 be	 ruled	 out	 that	 O	 diffusion	 occurs	 via	 such	 a	concerted	exchange	mechanism.		
	Figure	5.18:	 Snapshots	of	the	concerted	O/CO	exchange.	The	O	atom	is	shown	in	red,	the	CO	mole-cules	 in	blue	and	 the	Ru	atoms	 in	gray.	a)	 Initial	 state,	b)	 intermediate	 local	energy	minimum,	and	c)	final	state	after	the	exchange.	The	DFT	unit	cell	is	indicated	in	green.	(from	Henß	et	al.,	reference	[131].	Reprinted	with	permission	from	AAAS.)	When	 a	 sequential	 movement	 of	 O	 and	 CO	 is	 considered,	 this	 process	 could	 be	initiated	by	the	move	of	the	O	atom	out	of	the	cage	to	an	hcp	site	adjacent	to	a	CO	molecule	 (hcp2	 position).	 Again	 such	 a	 jump	was	 found	 by	 DFT	 to	 occur	 via	 an	intermediate	 fcc	position.	This	diffusion	pathway	 is	 indicated	 in	Figure	5.19	a)	by	
a) E = 0.00 eV b) E = 1.23 eV c) E = 0.07 eV
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black	arrows.	The	corresponding	energy	profile	 is	shown	in	Figure	5.19	b)	as	 the	dotted	 black	 line.	 The	 first	 step	 from	 the	hcp1	 position	 in	 the	 CO	 cage	 to	 an	 fcc	position	at	 the	 rim	of	 the	CO	cage	 requires	a	 relatively	high	activation	energy	of	0.98	eV,	while	 the	 second	part	 of	 the	 process,	 the	 jump	 from	 the	 fcc	 to	 the	hcp2	position	adjacent	to	the	CO	molecule,	has	a	low	barrier	of	0.35	eV.	The	high	barrier	of	the	first	step	can	be	explained	by	the	fact	that	this	jump	is	to-wards	 a	 CO	molecule.	 The	 repulsion	 between	 CO	 and	 O	 as	well	 as	 the	 resultant	binding	situation	to	the	same	Ru	atom	make	this	step	energetically	costly.	To	com-plete	 the	 exchange	 process	 after	 the	move	 of	 the	 O,	 the	 CO	would	 then	 have	 to	rearrange	and	fill	up	the	vacancy	left	by	the	O	atom.	As	the	barrier	for	the	first	step	of	the	O	motion	is	already	more	than	50	%	higher	than	the	experimentally	deter-mined	 activation	 barrier	 of	 0.63	eV,	 this	 sequential	 mechanism	 in	 which	 the	 O	atom	moves	first	is	ruled	out.		
	Figure	5.19:	 Paths	and	 energy	 diagram	of	 the	exchange	jumps.	 a)	Unit	 cell	 used	 for	DFT	calcula-tions.	Ru	atoms	are	shown	gray,	CO	molecules	blue	and	the	O	atom	red.	Black	arrows	indicate	the	path	along	which	an	O	moves	from	the	hcp1	position	via	an	fcc	site	to	the	
hcp2	position.	b)	Energy	profile	for	O	diffusion	along	the	indicated	path	in	a)	in	the	in-tact	(√3	x	√3)R30°	CO	structure	(dotted	black	line)	and	in	a	disordered	CO	configura-tion	 (solid	 black	 line).	 (from	Henß	 et	al.,	 reference	 [131].	 Reprinted	with	 permission	from	AAAS.)	To	avoid	O-CO	repulsion	during	the	exchange	jump,	a	mechanism	has	been	investi-gated	which	is	 initiated	by	a	CO	molecule	 in	 the	surroundings	of	 the	oxygen.	The	energy	barrier	for	the	displacement	of	a	single	CO	from	its	original	position	in	the	ordered	layer	to	an	adjacent	on	top	site,	e.g.,	to	top-site	1	[orange	in	Figure	5.19	a)]	was	 found	 to	 be	 only	 0.30	eV.	 This	 low	 barrier	 implies	 that	 the	 ordered	
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(√3	x	√3)R30°	 structure	 in	 the	 investigated	 temperature	 range	 is	 permanently	subject	 to	 equilibrium	 fluctuations,	 in	 which	 CO	molecules	 are	 temporarily	 dis-placed	from	their	lattice	positions.	Because	of	the	low	activation	barrier	compared	to	 the	 O	 diffusion	 barrier,	 the	 dislocations	 happen	 on	 a	much	 shorter	 timescale	than	the	O	diffusion	itself,	so	that	these	fluctuations	are	too	fast	to	be	visible	in	the	STM	measurements	in	the	temperature	range	investigated.	However,	the	impact	of	these	fluctuations	on	the	energetics	of	the	oxygen	diffusion	is	 quite	 significant,	 as	 can	 be	 seen	 from	 the	 solid	 black	 energy	 profile	 in	 Fig-ure	5.19	b).	 The	 dislocation	 of	 the	 CO	 to	 top-site	1	 increases	 the	 energy	 of	 the	whole	 O/CO	 configuration	 by	 0.16	eV.	 Similar	 values	 are	 found	 when	 the	 CO	 is	displaced	to	one	of	the	other	neighboring	top-sites,	which	are	not	directly	adjacent	to	 the	 O	 atom.	 The	 rise	 in	 energy	 can	 be	 attributed	 to	 the	 CO-CO	 repulsion	 on	neighboring	 top-sites.	 When,	 after	 such	 a	 CO	 displacement,	 the	 O	 atom	 moves	along	 the	 hcp1-fcc-hcp2	 path	 indicated	 in	 Figure	5.19	a),	 the	 barrier	 is	 lowered	significantly	to	0.62	eV.	Hence,	the	disordered	CO	configuration	allows	the	oxygen	to	escape	 from	 the	 confined	area	around	a	vacant	 (√3	x	√3)	position,	because	of	the	reduced	O-CO	repulsion.	If	the	oxygen	moves	along	this	pathway	after	a	CO	has	been	dislocated,	the	way	back	is	blocked	for	the	displaced	CO	molecule.	Finally,	the	CO	matrix	rearranges	restoring	the	ordered	(√3	x	√3)R30°	structure	and	complet-ing	the	exchange	process.	This	rearrangement	is	assumed	to	happen	very	fast	as	a	sequential	hopping	of	one	or	several	CO	molecules.	An	example	how	such	a	rear-rangement	could	occur	is	indicated	in	Figure	5.19	a)	by	the	cyan	arrows.	Here,	two	CO	molecules	participate	by	rearranging	in	a	ring-like	hop	sequence.	The	barrier	for	the	O	diffusion	step	from	the	initial	hcp1	position	to	the	intermedi-ate	fcc	position	in	the	disordered	CO	layer	is	slightly	higher	(0.62	eV)	than	for	the	
triangle	jumps	in	the	CO	cage	(0.56	eV).	This	fact	can	be	explained	with	the	initiali-zation	step	of	the	exchange	jump,	the	displacement	of	a	CO	molecule	away	from	the	O	atom.	This	step	reduces	the	coordination	of	the	O	atom	by	CO	molecules	and	thus	enhances	the	binding	of	the	O	atom	to	the	substrate.	The	subsequent	jump	of	the	O	atom	to	the	fcc	site	is	then	a	jump	partially	toward	the	initially	displaced	CO	mole-cule,	i.e.,	 in	a	direction	in	which	the	repulsion	by	CO	increases.	Both	effects	coun-teract	the	above	described	lowering	of	the	diffusion	barrier	by	the	coadsorbate	CO.	As	a	result,	the	calculated	barrier	in	the	exchange	process	for	the	O	jump	from	hcp1	to	fcc	is	enhanced	to	0.62	eV.	For	 the	 comparison	with	 the	 experimental	 value	 the	 energy	 contribution	 of	 the	preceding	CO	order-disorder	transition	has	to	be	taken	into	account.	In	the	picture	
5.	Diffusion	on	a	Crowded	Surface	
	
148	
of	a	 chemical	 reaction,	 the	equilibrium	 fluctuations	 in	 the	CO	 layer	 can	 be	 inter-preted	as	a	pre-equilibrium	(highlighted	 in	yellow	in	Figure	5.20)	as	 they	appear	on	 a	much	 shorter	 time	 scale	 than	 the	 hopping	 of	 the	 O	 atom.	 The	 jump	 of	 the	oxygen	is	the	rate-limiting	step	(highlighted	in	blue	in	Figure	5.20).	To	obtain	the	activation	energy	for	the	whole	exchange	jump,	the	energy	difference	between	the	ordered	 and	 the	 disordered	 CO	 configuration	 of	 0.16	eV	 has	 to	 be	 added	 to	 the	barrier	for	the	O	diffusion	step.	The	reason	is	given	in	the	following.		
	Figure	5.20:	 Energy	profile	for	the	O/CO	exchange	jump	initiated	by	fluctuations	in	the	CO	layer.		Equation	5.46	shows	a	reaction	equation	for	a	chemical	reaction	containing	a	pre-equilibrium.	The	educt	A	is	equilibrated	with	an	intermediate	product	A*.	The	rate	constants	 for	 forward	and	backward	reaction	are	𝑘)o 	and	𝑘H½.	A*	subsequently	reacts	with	the	rate	constant	𝑘78ì9ê	to	the	product	B.	
The	product	 formation	rate	[:]% 	can	be	expressed	by	an	overall	reaction	rate	con-stant	𝑘%%HI 	in	dependence	of	the	concentration	of	the	educt	[A],	according	to	equa-tion	5.47.		
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𝑑[B]𝑑𝑡 = 𝑘o(H% ∙ [A∗] = 𝑘o(H% ∙ 𝑘)o𝑘H½ ∙ [A] = 𝑘%%HI ∙ [A]	 (5.47)	
with								𝑘%%HI = 𝑘o(H% ∙ ½@A<½B=>Ñ	 (5.48)	Using	the	Arrhenius	law	(equation	5.19)	for	all	rate	constants	in	equation	5.48	and	sorting	terms	leads	to	equation	5.49.	
𝐴%%HI ∙ 𝑒ÎÏ´A´=C∗äÓ = 𝐴o(H% ∙ 𝐴)o𝐴H½ ∙ 𝑒Î«Ï<>=>´∗ DÏ@A<∗ ÎÏB=>Ñ∗ ¬äÓ 	 (5.49)	The	total	activation	barrier	𝐸%%HI∗ 	for	such	a	reaction	is	thus	the	sum	of	the	energy	barrier	 for	 the	 rate-limiting	 step	𝐸o(H%∗ 	and	 the	 energy	 difference	𝐸)o∗ − 𝐸H½∗ 	between	the	two	species	A	and	A*.	Applying	 this	 result	 to	 the	exchange	 jumps	 shows	 that	 the	 fluctuations	 in	 the	CO	matrix	 represent	 the	 pre-equilibrium	 and	 the	 jump	 of	 the	 O	 atom	 the	 following	slow	step	(Figure	5.20).	The	O	atom	on	an	hcp1	position	in	the	ordered	CO	struc-ture	can	be	interpreted	as	educt	A	and	the	O	atom	on	the	hcp1	in	the	disordered	CO	environment	as	the	intermediate	product	A*	that	is	0.16	eV	higher	in	energy	than	A.	The	barrier	𝐸)o∗ 	is	then	given	by	the	barrier	for	the	jump	of	a	CO	molecule	to	a	neighboring	on-top	position	which	is	0.3	eV.	Accordingly	𝐸H½∗ 	is	0.14	eV.		The	 rate-limiting	 step	 in	 the	 exchange	 process	 is	 the	 subsequent	 jump	 of	 the	 O	atom	 in	 the	 disordered	 configuration	 from	hcp1	 to	 the	 intermediate	 fcc	 position	(product	B).	All	following	steps,	such	as	the	hopping	of	the	O	from	fcc	to	hcp2	and	the	 rearrangement	 of	 the	 CO	matrix,	 have	 comparatively	 low	 activation	 barriers	and	are	assumed	to	occur	in	a	sequential	manner,	so	that	the	barriers	of	the	indi-vidual	steps	do	not	add	up.	These	downstream	steps	thus	do	not	contribute	to	the	barrier	of	the	overall	process.	The	activation	barrier	for	the	whole	exchange	process	that	is	initiated	by	the	move	of	 a	 CO	 molecule	 is	 thus	 given	 by	 the	 barrier	 for	 the	 oxygen	 diffusion	 itself	(0.62	eV,	𝐸7∗)	plus	 the	energy	difference	of	 the	 two	O/CO	configurations	 (0.16	eV,	𝐸)o∗ − 𝐸H½∗ ),	resulting	in	a	total	barrier	of	0.78	eV	for	the	exchange	jump.	The	experimentally	determined	pre-exponential	factors	for	the	triangle	jumps	and	the	exchange	jumps	are	very	similar,	Γ0,1	=	1011.4±0.4	Hz	and	Γ0,2	=	1011.1±0.7	Hz.	Both	values	are	in	the	range	expected	for	hop	diffusion	on	surfaces.[17,	189]	For	a	concert-ed	 exchange	 mechanism,	 a	 significantly	 lower	 pre-exponential	 factor	 would	 be	
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expected,	 since	 two	 particles	 have	 to	 move	 at	 the	 same	 time.	 However,	 for	 the	sequential	exchange	mechanism	proposed	here,	equation	5.49	demonstrates	why	the	two	pre-exponential	factors	should	be	similar.	The	two	factors	for	the	forward	and	backward	 reaction	 in	 the	pre-equilibrium	can	be	assumed	 to	be	equal,	 since	both	 characterize	 a	 simple	 jump	 of	 a	 CO	molecule.	 The	 overall	 pre-exponential	factor	𝐴%%HI 	is	therefore	equal	to	the	one	of	the	rate-limiting	step	𝐴o(H%,	i.e.,	the	O	diffusion	step.	This	 mechanism	 is	 associated	 with	 the	 lowest	 energy	 value	 of	 all	 mechanisms	tested	 for	 the	 exchange	 jump.	 The	 resulting	 activation	 barrier	 of	 0.78	eV	 can	 be	considered	in	reasonable	agreement	with	the	experimentally	determined	value	of	0.63	eV.	 It	 is	 thus	concluded	that	 the	O/CO	exchange	occurs	 in	a	sequential	man-ner,	in	which	density	fluctuations	in	the	CO	matrix	in	the	close	surrounding	of	the	O	atom	create	pathways	along	which	the	O	atom	can	move	with	comparatively	low	activation	energy.	
5.4.5 Results	and	Discussion:	The	door-opening	Mechanism	The	diffusion	of	oxygen	atoms	through	a	full	(√3	x	√3)R30°	layer	of	CO	molecules	on	the	Ru(0001)	surface	consists	of	two	different	types	of	jumps.	One	is	the	local	hopping	between	three	hcp	sites	within	the	confined	area	defined	by	the	surround-ing	CO	molecules.	The	second	jump	type	is	an	exchange	between	O	and	a	CO	mole-cule.	Local	density	fluctuations	in	the	CO	layer	virtually	open	a	door	for	the	oxygen	to	escape	from	the	confined	area	around	a	vacant	(√3	x	√3)	position	by	the	crea-tion	of	low-energy	diffusion	pathways	for	the	O	atom,	because	of	an	intermittently	reduced	O-CO	repulsion.	Such	a	door-opening	mechanism	for	diffusion	of	particles	in	close-packed	surfaces	has	not	been	reported	so	far.	Furthermore	it	has	no	analog	in	3D	diffusion.	Typical-ly,	3D	diffusion	 in	solids	 is	defect-mediated	by	the	participation	of	vacancies	and	interstitials.[137]	That	the	diffusion	in	the	system	investigated	here	occurs	without	participation	 of	 vacancies	 or	 other	 defects	 can	 be	 explained	 by	 the	 fact	 that	 the	surface	is	not	very	densely	packed.	Although	the	CO	layer	forms	an	ordered	struc-ture	the	CO	molecules	can	leave	their	equilibrium	position	relatively	easily,	as	was	found	by	the	low	activation	barrier	of	0.3	eV	for	a	CO	move.		Because	of	the	low	barrier	in	comparison	to	O	diffusion,	these	fluctuations	happen	on	a	much	shorter	 time	scale	 than	 the	O	diffusion	 itself.	 In	 the	 investigated	 tem-perature	range,	these	CO	movements	are	thus	too	fast	to	be	imaged	with	the	STM.	
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As	an	example,	 for	 the	 lowest	 temperature	of	 -39	°C,	 a	hopping	barrier	of	0.3	eV	results	in	a	jump	frequency	of	~3.5∙106	Hz;	100000	times	faster	than	O	hopping.	At	much	lower	temperature	it	should	be	possible	to	observe	local	disorder	in	the	CO	 layer.	 In	 fact	 STM	 measurements	 of	 submonolayers	 of	 CO	 on	 Ru(0001)	 at	around	 -220°C,	 show	 arrangements	 in	 the	 ordered	 (√3	x	√3)R30°	 CO	 structure	that	can	be	interpreted	in	this	way.	Figure	5.21	a)	shows	a	dark	triangle	(marked	by	the	white	arrow)	in	the	(√3	x	√3)R30°	structure	that	moved	through	the	island.	When	the	triangle	reached	the	edge	of	the	island	in	Figure	5.21	b),	it	vanished	and	at	the	same	time	an	additional	CO	molecule	appeared	at	the	rim	of	the	island,	see	Figure	5.21	c)	indicated	by	the	black	arrow.	These	observations	point	to	an	inter-stitial	CO	molecule	in	the	CO	island	that	corresponds	to	a	denser	CO	configuration	than	in	the	(√3	x	√3)R30°	structure.		
	Figure	5.21:	 STM	 observations	 of	 CO	 molecules	 (dark	 spheres)	 on	 Ru(0001)	 at	 -220	°C	(Vt	=	-1.68	V,	 It	=	3	nA,	10	frames/s).	The	black	arrows	mark	 the	same	position	 in	b)	and	c).		To	further	evaluate	the	effect	of	the	coadsorbate	on	the	O	diffusion,	the	results	for	diffusion	 in	CO	can	be	compared	to	an	STM	investigation	by	Renisch	et	al.	on	the	diffusion	 of	 O	 atoms	 on	 the	 bare	 Ru(0001)	 surface.[166]	 At	 room	 temperature	 a	hopping	frequency	of	16.6	Hz	was	measured.	Because	at	that	time	no	temperature-dependent	measurements	were	possible	no	data	for	the	activation	energy	and	the	pre-exponential	factor	could	be	obtained.		
a) b)
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Since	the	hoppings	of	the	O	in	the	confined	area	around	a	CO	vacancy	do	not	lead	to	a	movement	over	the	surface,	the	occurrence	of	exchange	jumps	determines	the	velocity	 at	which	 the	 O	 travels	 across	 the	 surface.	 In	 this	work	 the	 rate	 for	 the	
exchange	jumps	has	been	determined	to	3.2	Hz	at	room	temperature.	To	be	compa-rable	with	 the	 value	 for	O	diffusion	on	 the	 bare	Ru(0001)	 surface,	 the	 exchange	rate	has	to	be	normalized	by	the	number	of	directions	along	which	the	jumps	can	occur.	To	perform	an	exchange	with	CO	 the	O	atom	can	 jump	 in	 four	directions,	whereas	on	 the	bare	 surface	 it	 can	 jump	 in	 six	directions.	 If	 the	exchanges	were	also	possible	 in	six	directions	the	rate	at	which	the	O	atoms	leaves	 its	site	would	therefore	be	6 4Y ∙ 3.2	Hz	=	4.7	Hz.	Compared	to	the	value	of	16.6	Hz	for	the	hopping	frequency	 on	 the	 clean	 surface	 this	 frequency	 is	 only	 by	 a	 factor	 of	 3.5	 lower,	 a	most	surprising	result,	considering	the	fact	that	the	O	atom	has	to	move	through	a	fully	CO-covered	surface.	This	relatively	small	decrease	of	surface	mobility	can	be	attributed	to	two	factors.	Firstly,	 the	presence	of	 the	CO	 lowers	 the	binding	strength	of	O	 to	 the	substrate,	making	 the	O	more	mobile	 in	general.	 Secondly,	 the	 fluctuations	 in	 the	 CO	 layer	that	act	as	a	door	opener	are	low-energy	processes.	The	effect	of	site-blocking	that	was	held	responsible	in	literature	for	the	large	decrease	in	mobility	in	coadsorbate	systems	 is	 to	 some	 extent	 circumvented	 by	 the	 appearance	 of	 the	 equilibrium	fluctuations	in	the	CO	layer.	The	door-opening	mechanism	might	act	as	general	principle	for	diffusion	in	mixed	adsorbate	 systems	 on	 catalyst	 surfaces	 in	 which	 one	 adsorbate	 is	 considerably	more	mobile	than	the	other.	Strongly	bound	particles	such	as	O,	N,	or	C	atoms	are	intermediates	 in	many	 catalytic	 reactions	 and	 the	 door-opening	mechanism	may	facilitate	surface	mobility	even	in	a	crowded	layer	of	weakly	bound	coadsorbates.	Rapid	 diffusion	 on	 surfaces	 ensures	 the	mixing	 of	 the	 reactants	on	 the	 catalyst’s	surface,	which	 is	 relevant	 for	a	 correct	description	of	 the	kinetics	of	heterogene-ously	catalyzed	reactions.	Only	if	the	surface	mobility	is	high	enough	to	constantly	randomize	 the	 particle	 distribution,	 the	 usual	 neglect	 of	 the	 diffusion	 process	 in	kinetic	analyses	may	still	be	justified	also	in	the	situation	of	a	crowded	adsorbate	layer.		
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5.5 Diffusion	of	O	Atoms	on	partially	CO-covered	Ru(0001)	
STM	experiments	on	the	diffusion	of	individual	O	atoms	were	also	performed	on	an	only	 partially	 CO-covered	 Ru(0001)	 surface.	 For	 these	 experiments,	 the	 clean	Ru(0001)	was	 first	 exposed	 to	0.05	L	O2.	 In	 the	 following	 step,	 a	 lower	 CO	dose	than	 in	 the	 experiments	 discussed	 in	 the	 previous	 section	was	 used.	 Instead	 of	1.0	L,	 that	was	sufficient	 to	create	a	 full	 (√3	x	√3)R30°	 layer	of	CO	(𝜃	=	0.33	ML),	here	dosages	between	0.2	and	0.8	L	were	applied.	
5.5.1 STM	Observations	Figure	5.22	a)	and	b)	shows	two	STM	images	taken	from	an	STM	movie	acquired	at	-5	°C.	O	atoms	are	again	imaged	as	bright	features	under	the	applied	tunneling	conditions,	whereas	CO	molecules	appear	dark.	Both	images,	taken	at	a	time	difference	of	3.9	s,	show	the	same	area	of	the	sample.	An	O	island	with	the	characteristic	(2	x	2)	periodicity	is	visible	in	the	lower	part	of	the	images.	Furthermore	both	images	show	several	individual	O	atoms,	highlighted	by	arrows.	A	part	of	 the	Ru	surface	 is	covered	by	the	(√3	x	√3)R30°	structure	of	CO,	whereas	in	between	no	ordered	structure	is	resolved.	The	STM	movies	reveal	strong	 fluctuations	of	 the	 ordered	 CO	 areas	 in	 accordance	with	 the	 low	hopping	barrier	for	CO	on	Ru(0001).[194,	195]	This	high	mobility	manifests	itself	in	the	differ-ent	forms	of	the	CO	islands	in	the	two	images	shown.	It	also	becomes	manifest	in	the	contrast	of	the	(√3	x	√3)R30°	islands.	The	contrast	is	high	in	the	interior	of	the	islands	 –	dark	 CO	molecules	 and	 bright	 interspaces	 –	 and	 becomes	 continuously	weaker	towards	the	borders	of	the	islands.	These	contrast	variations	are	a	dynam-ic	effect	caused	by	increasing	fluctuations	of	the	CO	layer	at	the	island	edges.	Despite	appearing	uniform,	the	areas	between	the	(√3	x	√3)	islands	are	also	cov-ered	with	CO,	as	revealed	by	STM	experiments	of	CO/Ru(0001)	at	lower	tempera-tures	 and	 known	 from	 literature.[170]	 The	 coverage	 in	 these	 disordered	 areas	 is,	however,	 not	 high	 enough	 to	 form	 the	 ordered	 structure.	 The	 disordered	 CO	 is	very	mobile	and	thus	too	fast	to	be	imaged	with	the	STM	at	the	prevailing	tempera-ture.	The	O	atoms	are	predominantly	found	in	these	disordered	CO	areas.	Interestingly	in	a),	 three	dark	spots	are	observed	around	most	of	 the	 single	O	atoms.	A	 closer	view	of	the	same	situation	is	provided	in	Figure	5.22	c).	The	STM	image	originates	from	a	dataset	acquired	at	 the	same	temperature	as	a)	and	b),	but	after	an	addi-
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tional	dosage	of	0.2	L	CO.	Three	individual	O	atoms	are	visible	in	the	image,	all	of	which	show	such	pronounced	three	dark	spots	around	them.		
	Figure	5.22:	 Coadsorption	 of	O	 (bright)	 and	CO	 (dark)	 on	Ru(0001).	 a)	and	b)	Two	 STM	 images	after	dosage	of	0.05	L	O2	and	0.2	L	CO	(Vt	=	-0.6	V,	 It	=	3	nA,	 -5	°C,	10	frames/s).	The	time	difference	between	 the	 two	 frames	 is	3.9	s.	Colored	arrows	highlight	 the	same	individual	O	atoms	in	both	images.	c)	STM	image	after	dosage	of	0.05	L	O2	and	0.4	L	CO	(Vt	=	-1.7	V,	It	=	10	nA,	-5	°C,	10	frames/s).	d)	Detail	showing	a	single	O	atom	from	the	same	dataset	as	c).	Figure	5.22	d)	shows	a	close-up	of	the	triangular	structure.	The	detail	is	taken	from	the	same	STM	movie	as	the	image	in	c).	The	dark	spots	form	an	equilateral	triangle	around	 the	 O	 with	 sides	 oriented	 along	 the	 close-packed	 directions	 of	 the	
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Ru(0001)	surface.	The	side	length	is	~6	Å,	i.e.,	approximately	two	Ru-Ru	distances.	Such	a	triangular	arrangement	of	three	spherical	spots	of	inverse	contrast	around	an	O	atom	has	neither	been	observed	for	O	on	clean	Ru(0001),[41,	168,	196]	nor	for	O	in	the	full	(√3	x	√3)R30°	CO	structure.[131]	The	 cause	 for	 these	 three	 spots	 could	 be	 an	 electronic	 effect.	 The	 O	 atom	 could	alter	the	LDOS	of	the	surrounding	surface	sites	in	such	a	way	that	they	are	imaged	as	depressions.	For	O	on	the	bare	Ru(0001)	surface	the	superposition	of	the	LDOS	of	 the	oxygen	and	the	surrounding	metal	atoms	 leads	to	a	 triangular	representa-tion	of	the	O	atoms.[41,	168,	196]	However,	a	configuration	in	which	the	O	is	surround-ed	 by	 three	 relatively	 sharp	 spherical	 spots	of	 inverse	 contrast	has	 not	 been	 re-ported	 before.	 Within	 this	work	 these	 structures	 were	 observed	 using	 different	tunneling	 conditions	 and	 in	 several	 different	 measurements	 when	 O	 was	 coad-sorbed	with	less	than	1	L	of	CO.	Moreover,	it	could	be	excluded	that	these	features	are	an	imaging	artifact	of	the	tip,	since	the	orientation	of	the	triangles	changed	by	60°	from	one	terrace	to	the	next.	[On	the	(0001)	surface	the	orientation	of	the	hcp	sites	changes	by	60°	from	one	lattice	plane	to	the	next.]	A	sole	electronic	effect	is	therefore	unlikely.	A	 second	possibility	 is	 that	 the	O	 atom	 is	 surrounded	 by	 three	 other	 adsorbates	that	seem	to	move	together	with	the	O	over	the	surface.	These	adsorbates	would	most	likely	be	CO	molecules,	as	 they	are	 imaged	similarly	 to	 the	CO	molecules	 in	the	 (√3	x	√3)	 islands.	Moreover,	when	an	O	atom	with	 its	 three	 surrounding	ad-sorbates	comes	close	to	a	CO	island,	shifts	of	the	adsorbates	around	the	O	can	be	observed.	The	colored	arrows	in	Figure	5.22	a)	and	b)	mark	the	same	O	atoms	in	both	images.	Whereas	all	O	atoms	highlighted	in	a)	are	surrounded	by	three	black	spots,	 the	 same	 O	 atoms	 are	 found	 in	 various	 other	 configurations	 in	 b).	 The	 O	atoms	marked	orange	and	green	have	approached	a	CO	 island	 in	b).	The	adsorb-ates	around	the	atom	marked	green	have	rearranged	to	fit	to	the	(√3	x	√3)	struc-ture	 to	 the	right	of	 the	atom.	A	 similar	behavior	 is	 found	 for	 the	O	atom	marked	yellow.	The	O	atom	marked	blue	has	been	approached	by	a	second	O	atom	(white	arrow)	that	came	into	the	imaged	area	from	the	top.	The	close	proximity	of	the	two	atoms	 also	 led	 to	 displacements	 of	 the	 surrounding	 adsorbates	 resulting	 in	 an	almost	quadratic	coordination	of	the	left	O	atom.	The	O	atom	marked	by	the	pink	arrow	has	kept	its	triangular	coordination	in	both	images.	In	a)	it	is	attached	with	its	lower	tip	to	an	ordered	CO	area,	whereas	in	b)	the	upper	right	tip	is	connected	to	a	(√3	x	√3)R30°	island.	All	of	these	observations	indicate	that	it	is	attractive	for	
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the	adsorbates	that	accompany	the	O	to	incorporate	into	the	(√3	x	√3)R30°	struc-ture,	as	one	would	expect	for	CO	molecules.	Further	evidence	that	the	O	atoms	are	indeed	coordinated	by	CO	molecules	comes	from	the	appearance	of	the	O(2	x	2)	islands.	In	Figure	5.22	a)	as	well	as	in	b)	and	c),	 the	 O	 islands	 are	 similarly	 surrounded	 by	 dark	 adsorbates	 like	 the	 single	 O	atoms.	Each	O	atom	is	surrounded	by	one	CO	molecule	below	and	two	above	to	the	left	and	to	the	right.	Furthermore,	most	of	 the	positions	 in	 the	(2	x	2)	 islands	be-tween	the	O	atoms	seem	to	be	occupied	by	CO	as	well,	as	they	are	imaged	compa-rably	dark.	This	 finding	 is	 in	accordance	with	the	observation	of	a	mixed	(2	x	2)-(O+CO)	 structure	 in	 LEED	 experiments.[181,	182]	 CO	 intercalates	 into	 the	 (2	x	2)-O	structure	 when	 adsorbed	 on	 an	 O	 pre-covered	 surface.	 The	 CO	molecules	 were	found	to	sit	on	on-top	sites	between	the	O	atoms	that	remained	on	their	 favored	hcp	sites.	That	some	of	the	positions	between	the	O	atoms	in	the	(2	x	2)	islands	are	imaged	differently,	brighter	 than	the	other	positions	can	be	explained	by	the	 fact	that	they	are	unoccupied.	With	 the	 assumption	 that	 the	 adsorbates	 around	 the	O	 atoms	 are	 CO	molecules,	two	models	for	the	observed	triangular	features	around	the	single	O	atoms	can	be	proposed,	 see	 Figure	5.23.	 The	 O	 atom	 (red)	 sits	 on	 an	 hcp	 position	 and	 is	 sur-rounded	by	 three	CO	molecules	 (blue).	The	 three	 surrounding	CO	molecules	 can	either	 occupy	 three	 on-top	 sites,	 shown	 in	 Figure	5.23	a),	 or	 three	 fcc	 sites,	 see	Figure	5.23	b).	 Both	 configurations	 lead	 to	 an	 equilateral	 triangle	 oriented	 along	the	Ru(0001)	 close-packed	directions	and	display	a	 side	 length	of	 two	Ru	 lattice	constants,	as	observed	in	the	STM	images.	The	 STM	 images	 further	 reveal	 that	 the	 three	CO	molecules	 around	 the	 single	O	atoms	are	always	oriented	in	the	same	manner	as	the	O/CO	configurations	in	the	O	islands.	As	in	the	solved	structure	of	the	mixed	(2	x	2)-(O+CO)	phase	the	CO	mole-cules	occupy	on-top	sites,[181,	182]	it	is	most	likely	that	the	CO	molecules	also	occupy	on-top	sites	around	the	single	O	atoms.	Hence,	the	adsorption	geometry	shown	in	Figure	5.23	a)	is	the	most	likely	configuration.		
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	Figure	5.23:	 Proposed	 adsorption	 geometries.	 The	 O	 atom	 (red)	 binds	 to	 an	 hcp	 position	 on	Ru(0001)	(gray)	and	is	surrounded	by	three	CO	molecules	(blue)	on	on-top	positions	in	a)	or	on	fcc	sites	in	b).	Preliminary	DFT	calculations	by	Dr.	Sung	Sakong	(Ulm	University)	confirmed	that	the	observed	O/CO	configuration	is	energetically	favorable	in	comparison	to	simi-lar	 other	 configurations.	 Configurations	 with	 CO	 molecules	 on	 on-top	 positions	were	always	more	favorable	than	with	CO	on	fcc	positions.	For	CO	on	on-top	posi-tions,	 several	 configurations	 were	 tested	 as	 illustrated	 in	 Figure	5.24	a).	 The	 O	atom	 (red)	 sits	 on	 an	 hcp	 position.	 A	 neighboring	 CO	molecule	 can	 occupy	 four	different	on-top	sites	close	to	 the	O	atom.	The	green	position	corresponds	to	the	experimentally	 observed	 configuration.	 Qualitatively,	 the	 energy	 trend	 for	 the	different	CO	positions	around	the	O	atom	is	shown	in	Figure	5.24	b).	The	dashed	line	is	only	meant	to	guide	the	eye.	Not	surprisingly,	the	lowest	energy	is	found	for	an	infinite	O-CO	distance.	However,	at	the	finite	CO	coverages	of	the	experiments	this	 configuration	 is	 no	 longer	 possible.	 Hence,	 the	 green	 configuration,	 which	represents	a	local	energy	minimum,	is	adopted.	That	the	orange	position	is	energetically	unfavorable	can	be	explained	by	the	short	O-CO	distance	and	the	corresponding	high	repulsion.	However,	 the	reason	why	a	CO	molecule	on	the	green	on-top	position	is	stable,	where	it	is	closer	to	the	O	atom	than	 on	 the	 blue	 and	 purple	 positions	 is	 unclear.	 A	 direct	 adsorbate-adsorbate	interaction,	as	well	as	a	substrate	mediated	effect	are	possible.	Further	theoretical	investigations	are	needed	to	elucidate	the	nature	of	this	interaction.			
a) b)
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	Figure	5.24:	 O/CO	configurations	 used	 for	DFT	calculations.	 a)	 CO	 on-top	positions	 around	 an	O	atom	on	an	hcp	site	are	indicated	by	different	colors.	b)	Qualitative	energy	trend	for	the	CO	positions.	Color-code	according	to	CO	positions	in	a).	
5.5.2 Diffusion	Trajectories	Trajectories	of	the	individual	O	atoms	on	a	partially	CO-covered	surface	are	shown	in	Figure	5.25.	The	positions	of	the	O	atoms	in	the	individual	frames	are	connected	by	lines.	The	trajectories	were	recorded	in	an	STM	measurement	at	-20	°C.	Particle	tracking	was	performed	in	an	analog	way	as	for	O	diffusion	on	the	(√3	x	√3)R30°	CO-covered	surface,	compare	section	5.4.2.	Instead	of	the	triangular	diffusion	pattern	that	was	observed	for	O	diffusion	in	the	full	(√3	x	√3)R30°	layer	(see	Figure	5.7),	the	trajectories	show	a	hexagonal	move-ment	of	the	O	atoms	over	the	surface.	From	the	enlarged	representation	of	the	two	framed	trajectories,	the	distance	between	two	positions	of	the	resulting	hexagonal	pattern	 can	 be	 estimated	 to	 approximately	 3	Å,	 corresponding	 to	 one	 Ru	 lattice	constant.	 All	 transitions	 in	 the	 trajectories	 are	 oriented	 along	 the	 close-packed	directions	of	the	Ru	substrate.	The	movement	of	the	O	atoms	on	the	partially	CO-covered	surface	therefore	resembles	the	random	walk	between	nearest-neighbor	hcp	sites	known	for	O	atoms	on	the	clean	Ru(0001)	surface.[90,	166]	Events	in	which	an	 O	 atom	 moves	 from	 the	 disordered	 area	 into	 a	 (√3	x	√3)R30°	 island	 which	would	 have	 to	 go	 along	with	 a	 change	 of	 the	 diffusion	mechanism	were	 not	 ob-served.	
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	Figure	5.25:	 Trajectories	of	O	atoms	coadsorbed	with	CO	on	Ru(0001)	for	𝜃FG < 0.33	ML.	Different	colors	represent	different	trajectories.	The	framed	trajectories	are	shown	enlarged	on	the	right.	O	positions	in	the	individual	STM	images	are	connected	by	lines.		
5.5.3 Results	and	Discussion	For	O	coadsorbed	with	CO	on	Ru(0001)	at	𝜃FG 	<	0.33	ML,	the	STM	measurements	revealed	 that	 the	 O	 atoms	 preferably	 stay	 in	 the	 disordered	 areas	 between	 the	ordered	 CO	 structure	 and	 move	 by	 jumps	 between	 nearest-neighbor	 hcp	 sites.	During	 this	movement	 the	 O	 atoms	 are	 coordinated	 by	 three	 CO	molecules	 in	 a	triangular	configuration,	as	shown	in	Figure	5.23	a).		Qualitatively	the	trajectories	display	the	same	random	walk	pattern	as	the	O	atoms	on	the	bare	Ru(0001)	surface.	This	surprising	independence	of	the	CO	matrix	can	be	explained	by	the	fact	that	the	CO	molecules	are	much	more	mobile	in	the	disor-dered	areas	than	 in	the	ordered	(√3	x	√3)R30°	structure.	Fluctuations	 in	 the	dis-ordered	layer	are	expected	to	be	even	more	facile	than	in	the	ordered	structure	in	which	 a	 fluctuation	 is	 necessarily	 connected	 with	 a	 small	 but	 finite	 energy	 in-crease.	The	lack	of	order	in	the	CO	layer	thus	allows	the	O	atoms	to	move	without	certain	positions	being	blocked.		From	 the	 STM	movies	 it	 cannot	 be	 decided	whether	 the	O	 atom	 jumps	 alone	 or	together	with	the	tree	surrounding	CO	molecules.	However,	a	concerted	motion	of	
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four	 adsorbates	 seems	 unlikely	 and	 is	 associated	with	 a	 high	 activation	 barrier.	Exact	jump	frequencies	or	activation	barriers	have	not	been	extracted	from	these	data	so	far,	but	it	is	clear	that	the	hopping	frequencies	are	in	the	same	range	as	for	O	diffusion	on	the	clean	surface	and	in	the	ordered	CO	structure.[131,	166]	A	concert-ed	mechanism	should	lead	to	significantly	reduced	jump	frequencies	and	can	thus	be	ruled	out.	It	is	much	more	likely	that	the	coordination	by	three	CO	molecules	is	restored	after	every	jump.	Such	configurations	in	which	CO	molecules	sit	on	on-top	sites	with	a	spacing	of	two	Ru	lattice	constants	to	each	other	and	a	distance	of	2 3⁄ ∙ √3 ∙ 𝑎(Ru)	to	the	O	atom	must	be	energetically	slightly	more	attractive	than	other	similar	O/CO	configura-tions.	This	was	also	 confirmed	by	preliminary	DFT	calculations.	The	average	 life	time	for	CO	molecules	on	these	positions	is	thus	enhanced	and	the	STM	is	able	to	image	them.	The	appearance	of	the	O/CO	clusters	in	this	system	can	therefore	be	interpreted	in	the	way	that	the	O	atom	induces	a	local	order	in	the	disordered	CO	areas.	Figure	5.26	 illustrates	 that	 the	model	 of	 the	 O/CO	 complex	 can	 also	 explain	 the	processes	 at	 the	 borders	 of	 the	 oxygen	 islands.	 Two	 STM	 images	 from	 the	 same	dataset	as	the	images	in	Figure	5.22	c)	and	d)	are	depicted	in	Figure	5.26	a)	and	b).	Corresponding	 structure	 models	 that	 indicate	 the	 positions	 of	 the	 individual	 O	atoms	and	CO	molecules	are	shown	in	c)	and	d).	CO	molecules	are	only	indicated	on	positions	where	they	are	resolved	in	the	STM	images.		Figure	5.26	a)	shows	two	single	O	atoms,	both	coordinated	by	three	CO	molecules.	In	b)	the	O	atom	marked	by	the	green	arrow	has	approached	the	O	island	and	the	adjacent	CO	island.	During	this	process	the	coordination	by	CO	molecules	changed	from	the	triangular	into	an	almost	quadratic	configuration,	a	similar	shift	of	the	CO	molecules	as	observed	for	the	individual	O	atoms	in	Figure	5.22	a)	to	b).	From	the	structure	models	it	becomes	clear	that	the	CO	molecules	around	the	O	atom	have	rearranged	in	order	to	fit	into	the	local	(√3	x	√3)R30°	CO	order	below	the	O	atom.	Obviously,	 the	 CO	molecules	only	 leave	 the	 triangular	O/CO	 configuration	 in	 the	presence	of	a	stronger	driving	force,	the	attractive	second	nearest-neighbor	inter-actions	in	the	(√3	x	√3)R30°-CO	structure.			
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	Figure	5.26:	 Mixed	O/CO	adsorbate	structures.	a)	and	b)	STM	images	taken	at	-5	°C	after	dosing	of	0.05	L	O2	and	0.4	L	CO	(Vt	=	-0.7	V,	It	=	3	nA,	12	frames/s).	c)	and	d)	Corresponding	ad-sorption	geometries.	O	atoms	are	indicated	red,	CO	molecules	blue	and	Ru	atoms	gray.	The	green	arrow	marks	the	same	O	atom	in	a)	to	d).	However,	the	structure	models	in	Figure	5.26	c)	and	d)	also	suggest	the	presence	of	 several	 configurations	 in	which	 CO	molecules	 sit	 on	 neighboring	on-top	 sites.	One	of	these	configurations	is	highlighted	by	the	orange	arrow	in	b)	and	d).	These	features	could	arise	either	from	two	CO	molecules	that	sit	on	adjacent	on-top	sites	or	 from	 alternating	occupation	 of	 both	 sites	 by	 one	 CO	 at	 a	 speed	 too	 fast	 to	 be	captured	by	the	STM.	If	the	positions	were	both	occupied,	the	CO	molecules	would	take	 the	 energy	 cost	 to	 sit	 on	 neighboring	 on-top	 sites,	 just	 to	 have	 both,	 a	(√3	x	√3)	CO-CO	 interaction	 for	one	CO	molecule	and	an	O/CO	 triangle	 in	which	the	other	CO	participates.	In	this	case	it	could	be	deduced	that	the	energy	cost	for	a	short	CO-CO	bond	must	be	less	than	the	energy	gain	to	keep	the	O/CO	triangular	structure.	 If	 the	 two	positions	 are	 alternatingly	 occupied,	 the	 energy	 gain	 in	 the	
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O/CO	configuration	must	be	less	than	the	additional	energy	needed	to	form	a	short	CO-CO	bond.	However,	from	the	STM	measurements	alone,	these	two	cases	cannot	be	distinguished.			
5.6 Diffusion	of	O	Atoms	at	CO	Domain	Boundaries	
The	 (√3	x	√3)R30°	 CO	 structure	 has	 a	 lower	 translational	 symmetry	 than	 the	Ru(0001)	surface	and	thus	forms	translational	domains	even	on	perfect	terraces	of	the	ruthenium	surface.	As	a	consequence	domain	boundaries	arise	at	the	interfaces	between	CO	islands.	Diffusion	at	domain	boundaries	is	of	special	interest	at	it	can	be	seen	as	a	2D	ana-log	 to	 grain	 boundary	 diffusion	 in	 3D	 solids.	For	 bulk	metals	 Barnes[197]	 already	noted	in	1950	that	diffusion	rates	along	grain	boundaries	are	much	higher	than	in	the	 lattice	 itself.	 Grain	 boundaries	 are	 thus	 often	 termed	 high-diffusivity	 paths.	Diffusion	along	the	boundaries	dominates	mass	transport	in	many	different	kinds	of	solids	and	therefore	also	their	properties	for	technological	applications,	such	as	thin	film	applications.[137]	It	is	assumed	that	enhanced	jump	rates	at	grain	bounda-ries	are	due	to	an	increased	concentration	of	defects,	such	as	interstitials	and	va-cancies,	but	also	concerted	moves	of	several	atoms	are	discussed.[137]	However,	a	detailed	understanding	of	 the	atomic	processes	underlying	grain	boundary	diffu-sion	is	missing.		In	the	experiments	performed	on	the	O	diffusion	in	the	ordered	(√3	x	√3)R30°	CO	structure	 on	 Ru(0001),	 O	 diffusion	 at	 boundaries	 between	 two	 CO	 domains	 has	been	observed.	This	section	presents	first	results	on	the	adsorption	geometry	and	the	diffusion	behavior	of	single	O	atoms	in	such	domain	boundaries.	
5.6.1 STM	Observations	Figure	5.27	a)	 shows	an	STM	 image	 from	a	measurement	at	 -1	°C	after	dosage	of	0.05	L	 O2	 and	 1.0	L	 CO.	 Two	 translational	 (√3	x	√3)R30°	 domains	 of	 CO	 (dark	spheres)	are	visible.	The	domain	boundary	runs	from	the	middle	of	the	right	image	edge	via	the	center	of	the	image	to	the	middle	of	the	top	edge.	The	two	CO	domains	are	highlighted	in	red	and	blue	in	Figure	5.27	b),	the	area	of	the	domain	boundary	
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is	 left	uncolored.	Four	single	O	atoms,	 imaged	as	bright	 features	between	the	CO	molecules,	are	present	in	the	domain	boundary.		
	Figure	5.27:	 O	 atoms	 at	 a	 domain	 boundary	 of	 the	 (√3	x	√3)R30°	 CO	 overlayer	 on	 Ru(0001).	a)	STM	 image	 showing	 four	 single	 O	 atoms	 at	 the	 domain	 boundary	 (Vt	=	-0.7	V,	
It	=	3	nA,	 -1	°C,	12	frames/s).	b)	Same	STM	 image	as	 in	a).	Different	CO	domains	are	highlighted	by	different	colors.	c)	Model	of	the	adsorption	geometry	of	the	part	in	b)	framed	orange.	CO	molecules	are	depicted	 in	blue,	O	atoms	 in	 red	and	Ru	atoms	 in	gray.	Figure	5.27	c)	depicts	a	model	of	the	domain	boundary	with	the	explicit	positions	of	 the	CO	molecules	(blue)	and	O	atoms	(red)	of	 the	 framed	area	 in	b).	CO	mole-cules	are	assumed	to	sit	on	on-top	positions	and	O	atoms	on	hcp	sites.	Positions	for	
c)
a)
15 Å
b)
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which	the	STM	image	shows	elongated	dark	features	are	represented	in	the	model	by	two	connected	CO	molecules	on	neighboring	on-top	sites.	As	mentioned	in	the	previous	section,	these	features	could	either	arise	from	two	CO	molecules	on	adja-cent	on-top	sites	or	from	one	CO	molecule	which	alternatingly	occupies	both	sites.	As	evident	 from	the	structure	model	 in	c),	 if	both	positions	are	actually	occupied	by	 two	CO	molecules,	 the	resulting	grain	boundary	has	a	higher	CO	density	 than	the	 (√3	x	√3)R30°	 structure	 and	 is	 termed	 a	heavy	 domain	 boundary.	 If	 the	 two	positions	 are	 alternatingly	 occupied	 by	 only	 one	 CO	molecule,	 the	 density	 of	 CO	molecules	is	less	than	in	the	ordered	structure	and	the	boundary	would	be	a	light	domain	boundary.	For	the	structure	at	 the	upper	end	and	at	 the	right	end	of	 the	domain	boundary,	an	alternating	occupation	of	the	two	neighboring	sites	leads	to	configurations	 in	 which	 the	 CO	 molecules	 belong	 either	 to	 one	 or	 the	 other	(√3	x	√3)R30°	 domain.	 Both	 configurations	 are	 thus	 energetically	 equal	 and	 a	hopping	of	the	CO	molecule	between	these	positions	is	expected	to	be	fast,	which	is	in	accordance	with	 the	 idea	 that	one	CO	molecule	 could	be	 imaged	at	both	posi-tions.	However,	the	two	cases	of	light	or	heavy	domain	boundary	cannot	be	distin-guished	from	the	obtained	STM	data.	The	four	single	O	atoms	visible	in	the	area	of	the	STM	image	sit	exclusively	at	the	domain	 boundary.	 The	 closest	 observed	 O-CO	 distance	 is	2 3⁄ ∙ √3 ∙ 𝑎(Ru),	 the	same	distance	as	in	the	triangular	O/CO	structures	described	above.	However,	no	complete	O/CO	triangles	are	present.	Moreover,	no	configurations	are	observed	in	which	O	and	CO	bind	to	the	same	Ru	atom	in	accordance	with	the	repulsive	nature	of	such	configurations.[130,	131]	
5.6.2 Diffusion	Trajectories	The	two	STM	images	depicted	in	Figure	5.28	a)	and	b)	show	a	larger	area	from	the	same	position	as	in	Figure	5.27.	To	study	the	diffusion	in	the	domain	boundaries,	the	 four	 single	 O	 atoms,	 highlighted	 in	 Figure	5.28	a)	 by	 white	 arrows,	 were	tracked	over	2167	consecutive	STM	 images.	 Sequences	 in	which	 the	O	atoms	 in-termediately	 interacted	 with	 each	 other	 were	 excluded.	 The	 resulting	 drift-corrected	trajectories	of	all	O	atoms	are	depicted	in	Figure	5.28	b)	overlaid	on	the	first	image	of	the	dataset.	
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	Figure	5.28:	 O	 atom	 diffusion	 at	 a	 domain	 boundary	 of	 the	 (√3	x	√3)R30°-CO	 structure	 on	Ru(0001)	 (Vt	=	-0.7	V,	 It	=	3nA,	 -1	°C,	 12	frames/s).	 a)	 Representative	 STM	 image	showing	four	single	O	atoms	at	the	domain	boundary,	marked	by	arrows.	b)	Trajecto-ries	of	the	individual	O	atoms	obtained	from	2167	STM	images.	Trajectories	are	over-laid	the	first	STM	image	of	the	dataset.	The	positions	of	the	atoms	are	connected	by	lines.	c)	Model	of	the	zig-zag	movement	between	hcp	sites	in	a	domain	boundary.	The	trajectories	almost	perfectly	reproduce	the	position	of	the	domain	boundary,	implicating	that	during	the	whole	observation	period	the	O	atoms	diffused	prefer-ably	along	the	boundary.	The	most	prominent	features	in	the	trajectories	are	long-er	 zig-zag	 sequences	 oriented	 along	 the	 direction	 of	 the	 domain	 boundary.	 Such	sequences	 are	 especially	well	 visible	 in	 the	 upper	 part	 and	 at	 the	 right	 edge	 of	Figure	5.28	b).	The	green	arrow	indicates	one	of	 these	sequences	 in	 the	 trajecto-
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ries.	The	zig-zag	movement	can	be	explained	by	the	hopping	of	an	O	atom	between	nearest-neighbor	 hcp	 sites	 at	 the	 boundary.	 Figure	5.28	c)	 shows	 such	 a	 zig-zag	sequence	in	the	domain	boundary	model	of	Figure	5.27	c).	If	the	neighboring	(con-nected)	 CO	positions	 are	 alternatingly	 occupied	 by	 one	 CO	molecule,	 the	 zig-zag	trajectory	is	a	movement	between	freely	available	hcp	sites	in	the	boundary.	The	trajectories	are	somewhat	broader	than	the	disordered	CO	area	at	the	domain	boundary.	This	fact	can	be	explained	by	the	observation	that	the	domain	boundary	is	 highly	 mobile.	 Over	 an	 observation	 time	 of	 around	 five	 minutes,	 the	 domain	boundary	fluctuated	by	approximately	35	Å	around	an	average	position.	The	width	of	the	trajectories	perpendicular	to	the	course	of	the	domain	boundary	thus	does	not	hint	at	a	movement	of	 the	O	atoms	out	of	the	boundary	area,	but	reflects	 the	dynamic	nature	of	the	domain	boundary	itself.	However,	 the	trajectories	also	show	few	examples	of	 transient	positions	of	 the	O	atoms	in	the	ordered	CO	structure.	In	these	cases,	the	predominantly	linear	motion	transforms	 into	 the	 triangular	movement	 pattern	 known	 from	 the	O	 diffusion	 in	the	(√3	x	√3)R30°	structure,	compare	Figure	5.7.	Such	an	event	 is	marked	by	the	orange	arrow	to	the	left	of	the	trajectory	in	Figure	5.28	b).	
5.6.3 Results	and	Discussion	The	 STM	 measurements	 show	 that	 the	 O	 atoms	 preferably	 stay	 at	 the	 domain	boundaries.	This	 fact	can	be	explained	as	 follows:	when	 in	the	ordered	CO	struc-ture	the	O	atoms	induce	a	defect	in	the	CO	layer	by	creating	a	vacancy.	However,	the	 order	 of	 the	 CO	molecules	 at	 the	 domain	boundary	 is	 already	 reduced	 com-pared	to	the	(√3	x	√3)R30°	structure.	Therefore,	it	appears	energetically	favorable	for	the	whole	system	to	combine	the	two	“defects,”	i.e.,	the	O	atoms	and	the	lattice	mismatch	 at	 the	 domain	 boundary,	 thus	 preventing	 a	 defect	 in	 the	 ordered	 CO	domains.	The	 same	 effect	was	 discussed	 in	 the	 previous	 section	 for	 the	 single	O	atoms	on	the	only	partially	CO-covered	Ru(0001)	surface.	The	O	atoms	remained	in	the	disordered	CO	areas	rather	than	penetrating	into	the	(√3	x	√3)R30°	islands.		The	O	trajectories	almost	perfectly	reproduce	the	shape	of	the	domain	boundary,	indicating	that	diffusion	along	the	domain	boundary	dominates	the	diffusion	pro-cess.	This	fact	suggests	that	the	domain	boundaries	have	a	lower	CO	density	than	the	ordered	CO	structure.	 In	 section	5.4	 it	was	 shown	 that	 for	 the	diffusion	of	O	atoms	 in	 a	 (√3	x	√3)R30°	 structure	 of	 CO,	 the	 O/CO	 repulsion	 leads	 to	 the	 for-mation	of	 a	CO	cage	 for	 the	O	atom.	 In	a	perfect	CO	structure,	 all	diffusion	path-
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ways	for	the	O	are	blocked.	It	can	only	escape	if	one	of	the	CO	molecules	intermit-tently	 leaves	 its	 position	 and	makes	 way	 for	 the	 O	 atom	 (door-opening	mecha-nism).	If	the	domain	boundary	was	even	more	dense	than	the	(√3	x	√3)R30°	struc-ture,	it	can	be	assumed	that	the	O	diffusion	along	the	boundary	would	be	negligible	in	comparison	to	diffusion	in	perpendicular	directions.	The	results	discussed	here	show	 that	 the	 exact	 opposite	 is	 the	 case:	 Diffusion	 along	 the	 domain	 boundary	clearly	determines	the	movement	of	the	O	atoms.		This	finding	confirms	the	notion	of	domain	boundaries	as	high-diffusivity	paths.	For	the	 system	 of	 O	 atoms	 in	 CO	 on	 Ru(0001),	 the	 enhanced	 diffusion	 rates	 can	 be	ascribed	to	a	reduced	CO	density	and	order	in	the	domain	boundary	in	comparison	to	the	(√3	x	√3)R30°	domains.	The	effect	of	site-blocking	on	the	O	motion	is	thus	decreased	in	the	direction	of	the	domain	boundary.	In	principle	the	diffusion	in	the	domain	boundaries	can	be	understood	as	a	combination	of	O	diffusion	of	the	two	above	presented	systems,	diffusion	 in	a	 full	 (√3	x	√3)R30°	 layer	and	diffusion	on	an	only	partially	CO-covered	surface.	Diffusion	along	the	domain	boundary	is	simi-lar	 to	O	diffusion	on	the	only	partially	CO-covered	surface.	The	O	moves	 in	a	less	dense	and	more	disordered	CO	environment.	In	all	other	directions	the	surround-ing	CO	molecules	are	arranged	 in	 the	 (√3	x	√3)R30°	 lattice	 through	which	 the	O	can	only	move	by	the	door-opening	mechanism,	leading	to	a	more	or	less	directed	motion	of	the	O	along	the	boundaries.		However,	a	quantitative	analysis	of	the	data	is	still	necessary	to	obtain	a	complete	picture	 of	O	mass	 transport	 at	 domain	 boundaries	 and	 to	 quantitatively	 confirm	higher	diffusion	rates	along	the	domain	boundary.		
5.7 Summary	
To	gain	insight	into	diffusion	processes	on	highly	covered	transition	metal	surfac-es,	the	situation	in	most	heterogeneously	catalyzed	reactions,	a	mixed	adlayer	of	O	and	CO	on	a	Ru(0001)	surface	has	been	investigated	using	the	video-rate	VT-STM	setup.	 The	mechanism	 and	 kinetics	 of	 O	 diffusion	 for	 different	 coverages	 of	 the	coadsorbate	CO	have	been	studied.		For	O	diffusion	in	a	full	(√3	x	√3)R30°	layer	of	CO	on	Ru(0001),	STM	movies	have	been	 acquired	 between	 -39	 and	 +29	°C	 and	 displacement	 distributions	 of	 the	 O	
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atoms	 were	 extracted	 with	 the	 automated	 image	 analysis	 and	 particle	 tracking	system.	 The	 diffusion	process	 could	 be	modelled	with	 two	 independent	 hopping	processes:	triangle	jumps	 in	a	confined	area	between	three	hcp	sites	in	a	CO	cage	and	exchange	jumps	with	CO	molecules.	The	jump	frequencies	for	both	of	the	two	processes	showed	Arrhenius	behavior	over	the	whole	temperature	range	investi-gated.	 Activation	 barriers	were	 determined	 to	 0.57	±	0.02	eV	 and	 0.63	±	0.03	eV,	respectively.	 In	 comparison	 to	 the	 clean	Ru(0001)	surface,	O	diffusion	 in	 the	 full	CO	layer	is	only	moderately	slowed	down	by	a	factor	of	3.5.		Equilibrium	fluctuations	on	the	atomic	scale	 in	 the	CO	 layer	were	 found	to	occur	with	an	activation	energy	of	only	~0.3	eV.	These	 fluctuations	allow	the	O	atom	to	move	through	the	CO	 layer,	as	 they	 intermittently	open	low-energy	pathways	 for	the	O.	This	door-opening	mechanism	 for	diffusion	 in	a	mixed	adlayer	 system	has	not	been	reported	before	and	may	even	be	a	general	phenomenon	for	diffusion	of	a	relatively	 strongly	 bound	 particle	 in	 a	 coadsorbate	 layer	 of	more	weakly	 bound	particles.	For	 CO	 coverages	 below	 0.33	ML,	 ordered	 (√3	x	√3)R30°	 islands	 alternate	 with	disordered	CO	areas.	O	atoms	preferably	stay	in	the	disordered	areas	and	move	by	jumps	between	nearest-neighbor	hcp	sites	like	on	the	bare	Ru(0001)	surface.	The	lack	of	order	and	thus	also	the	lack	of	attractive	√3-CO-CO	interactions	make	the	CO	molecules	more	mobile	 in	 these	 disordered	 areas,	 so	 that	 it	 can	 be	 assumed	that	the	effect	of	site-blocking	on	the	O	diffusion	vanishes.		Nevertheless,	 the	 presence	 of	 the	O	 atoms	 in	 the	 disordered	 CO	 areas	 induces	 a	local	order	of	the	CO	molecules	in	their	close	proximity.	O	atoms	are	coordinated	by	three	CO	molecules	on	on-top	sites	at	a	O-CO	distance	of	2 3⁄ ∙ √3 ∙ 𝑎(Ru).	Pre-liminary	 DFT	 results	 confirm	 this	 O/CO	 configuration	 as	 local	 energy	minimum.	The	reason	for	this	effect	remains	unclear	so	far.	First	 results	 on	 the	 adsorption	 geometry	 and	 diffusion	 of	 O	 atoms	 at	 domain	boundaries	 of	 different	 translational	 domains	of	 the	 (√3	x	√3)R30°	 CO	 structure	have	been	presented.	Trajectories	of	individual	O	atoms	mainly	follow	the	domain	boundary.	 Longer	 zig-zag	 sequences	 along	 the	 boundary	 appear	 as	 prominent	features	 in	 the	trajectories,	a	result	of	 the	directed	motion	of	 the	O	by	 jumps	be-tween	neighboring	hcp	sites	 in	 the	boundary	region.	Diffusion	thus	primarily	oc-curs	along	the	domain	boundaries.	Diffusion	perpendicular	to	the	domain	bounda-ry	leads	to	a	transition	to	the	triangular	motion	pattern	known	from	O	diffusion	on	the	fully	(√3	x	√3)R30°	covered	Ru	surface.		
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	From	the	observed	diffusion	behavior,	the	density	of	CO	molecules	at	the	domain	boundary	is	assumed	to	be	lower	than	in	the	(√3	x	√3)R30°	domains.	The	results	furthermore	suggest	that	on	a	macroscopic	scale,	surface	diffusion	of	O	atoms	in	a	(√3	x	√3)R30°	 layer	 of	 CO	 on	 Ru	 is	 dominated	 by	 diffusion	 along	 the	 domain	boundaries.	The	domain	boundaries	thus	represent	a	high-diffusivity	path	for	the	O	atoms,	as	also	known	for	grain	boundaries	in	3D	diffusion	processes	in	solids.	The	data	 presented	 here	 provide	 atomic-scale	 insight	 into	mass	 transport	 on	 such	 a	
high-diffusivity	path.	
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6. Summary	and	Outlook	
The	dynamic	behavior	of	atoms,	molecules,	and	clusters	on	surfaces	plays	a	vital	role	 in	 various	 surface	 and	 interface	 processes,	 since	many	 surface	 phenomena,	such	 as	 growth	 or	 dissolution,	 go	 along	with	 a	 structural	 change	 of	 the	 surface.	These	processes	are	governed	by	mass	transport,	i.e.,	the	diffusion	of	single	parti-cles	 on	 the	 surface.	 An	 atomic-scale	 comprehension	 of	 the	 underlying	 diffusion	mechanisms	 is	 thus	relevant	 to	understand	macroscopic	 surface	effects.	 Further-more,	 diffusion	 also	 plays	 a	 crucial	 role	 in	 heterogeneously	 catalyzed	 reactions.	The	movement	of	the	reactants	on	the	catalyst	surface	has	to	be	rapid	compared	to	the	reaction	to	ensure	a	permanent	and	equilibrated	mixing	of	the	reactants	on	the	surface.	Diffusion	thus	determines	the	reactants’	ability	for	reaction.	Most	of	 the	techniques	 for	measuring	diffusion	only	give	access	to	diffusion	on	a	macroscopic	length	scale.	Diffusion	is	thus	only	treated	as	a	mean-field	process	and	no	 information	on	the	atomic-scale	 is	gained.	On	the	other	hand,	 techniques	that	provide	 atomic	 resolution	 do	 either	 not	 include	 imaging	 of	 the	 surface	 (atom-tracking	 STM	 or	 tunneling	 current	 fluctuation	 measurements),	 so	 that	 the	 envi-ronment	 of	 the	 diffusing	 particles	 remains	 unknown,	 or	 they	 lack	 in	 temporal	resolution.	Diffusion	can	only	be	studied	if	it	is	slow	enough	to	be	captured.	More-over,	observations	over	a	wide	temperature	range	are	necessary	to	determine	the	kinetics	of	the	process.	In	 this	 thesis	 a	 variable	 temperature	 STM	 has	 been	 upgraded	 to	 enable	 image	acquisition	at	video	rate.	For	this	purpose	the	digital	scan	control	and	data	acquisi-tion	part	of	the	STM	setup	has	been	newly	designed.	A	National	Instrument	device	has	been	implemented	that	serves	as	interface	between	the	digital	and	analog	part	and	 ensures	 sufficient	 conversion	 rates	 for	 fast	 scanning.	 The	 interface	 is	 con-trolled	by	an	IGOR	Pro	software	package	that	has	been	developed	in	this	work	on	the	basis	of	an	initial	version	for	conventional	STM	studies	by	Prof.	Dr.	Rolf	Schus-ter,	KIT.		
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Using	 the	 upgraded	 setup	 images	 are	 scanned	 in	 quasi	 constant-height	 mode	 in	which	the	tunneling	current	serves	as	imaging	signal.	The	vertical	feedback	is	only	used	to	correct	 for	the	tilt	of	 the	sample	and	thermal	drift.	The	restriction	by	the	slow	 feedback	 controller	 is	 thus	 abandoned.	 A	 home-built	 I/V-converter	 with	 a	bandwidth	 of	 300	kHz	 developed	 by	 Dr.	Joachim	Wiechers	 is	 used	 for	measure-ment	of	the	It	signal,	as	commercially	available	amplifiers	do	not	provide	sufficient-ly	high	bandwidths.	Even	though	the	mechanical	eigenfrequencies	of	the	STM	setup	are	in	the	range	of	the	desired	scan	frequencies,	acquisition	with	atomic	resolution	has	been	realized	at	 scan	 frequencies	 up	 to	 5	kHz.	 The	 use	 of	 a	 sine	wave	 for	 scanning	 in	 the	 fast	scanning	direction	as	well	as	a	smart	design	of	the	scan	ramps	between	two	images	(scanning	in	x	direction	must	not	be	interrupted)	allow	for	measurements	close	to	and	even	above	resonant	modes	of	the	STM	setup.	The	 combined	 setup	 is	 capable	 of	 acquiring	 atomically	 resolved	 STM	 images	 at	rates	 of	 up	 to	 50	 images	per	 second,	while	 the	 sample	 temperature	 at	 the	 same	time	can	be	varied	between	-220	°C	and	+230	°C.	The	accessible	temperature	range	of	 the	 original	 VT-STM	 setup	 is	 preserved.	 Conventional	 “slow”	 STM	 measure-ments	have	not	been	restricted	by	the	implementation	of	the	video	mode	and	are	still	possible	with	the	same	resolution	and	scan	ranges	as	before.	The	setup	is	easy	to	operate	as	switching	between	the	conventional	and	the	video	mode	is	controlled	by	the	software	and	does	not	require	any	hardware	changes.	With	this	combined	setup	surface	processes	can	be	studied	with	atomic	resolution	over	a	wider	tem-perature	range	than	possible	before.	STM	movies	acquired	with	this	setup	contain	up	to	several	thousand	of	STM	imag-es	 corresponding	 to	 run	 times	 of	 several	minutes.	 In	 this	way,	 sufficiently	 large	samples	of	 the	process	of	 interest	 can	be	acquired	 in	a	 short	 time.	However,	 the	evaluation	of	these	large	numbers	of	images	is	no	longer	possible	manually.	There-fore	MATLAB	routines	have	been	developed	to	perform	an	automated	image	pro-cessing	and	analysis.	STM	movies	are	saved	as	1D	data	vectors	and	are	converted	into	3D	image	stacks	in	the	post-processing,	followed	by	a	rectification	procedure	to	 remove	 deformations	 of	 the	 images	 induced	 by	 the	 sinusoidal	 scan.	 Particle	detection	and	tracking	has	been	realized	in	cooperation	with	M.Sc.	Philipp	Messer	and	Prof.	Dr.	Don	Lamb	(LMU	Munich).	STM	images	are	decomposed	into	different	levels	of	resolution	by	an	à-trous	Wavelet	transform	and	a	particle	mask	for	detec-tion	 is	 created	 from	 the	 most	 characteristic	 decomposition	 levels.	 By	 linking	 of	particle	positions	in	consecutive	images	and	a	subsequent	drift	correction	particle	
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trajectories	 are	 created	 from	 several	 thousand	 consecutive	 images.	 The	 analysis	routines	 thus	 allow	 to	 extract	 information	 on	 the	 surface	 dynamics	 from	 STM	measurements,	that	is,	spatially	resolved	in	the	sub-Ångström	range	and	temporal-ly	resolved	on	the	millisecond	timescale.	The	video-rate	VT-STM	setup	and	the	image	processing	and	analysis	methods	have	been	used	to	study	the	diffusion	of	individual	oxygen	atoms	on	a	Ru(0001)	surface	that	is	highly	covered	by	CO.	This	system	serves	as	model	system	to	elucidate	the	role	 of	 diffusion	 in	 heterogeneously	 catalyzed	 reactions.	 Whereas	 diffusion	 on	metal	 surfaces	 at	 close-to-zero	 coverages	 is	well	 understood,	 it	has	 remained	 an	open	question	how	diffusion	can	occur	at	high	surface	coverages,	at	which	parti-cles	are	closely	surrounded	by	other	adsorbates.	For	O	diffusion	in	the	complete	(√3	x	√3)R30°	layer	of	CO	molecules,	the	O	atoms	are	trapped	in	a	confined	area	defined	by	the	surrounding	CO	molecules.	However,	the	O	 atoms	 can	 escape	 from	 these	 CO	 “cages”	 and	move	 across	 the	 CO-covered	surface	almost	as	fast	as	on	a	completely	bare	Ru(0001)	surface.	A	detailed	study	of	the	diffusion	behavior	between	-39		and	+29	°C	has	revealed	a	diffusion	mecha-nism	 that	 consists	of	 two	 independent	 types	of	 jumps	of	 the	O	atoms,	 local	hop-pings	 in	 the	 CO	 cage	 and	 exchange	 jumps	 with	 a	 CO	molecule.	 With	 the	 help	 of	complimentary	DFT	calculations	performed	by	Dr.	Sung	Sakong	and	Prof.	Dr.	Axel	Groß	 (Ulm	University)	 the	 experimental	 activation	 barriers	 could	 be	 interpreted	with	respect	to	the	underlying	diffusion	mechanism.	Density	fluctuations	in	the	CO	matrix	are	found	to	intermittently	open	up	low-energy	diffusion	pathways	for	the	O	atoms	on	the	highly	covered	surface.	This	"door	opening"	takes	place	so	quickly	that	 the	 movement	 of	 the	 oxygen	 atoms	 is	 only	 moderately	 slowed	 down	 com-pared	to	on	the	bare	surface.		These	data	provide	atomic	 insight	 into	diffusion	 in	a	 crowded	adsorbate	 system.	The	observed	door-opening	mechanism	could	be	of	general	relevance	because	the	system	investigated	here	is	not	special:	a	relatively	strongly	bound	particle,	the	O	atom	 diffuses	 in	 a	matrix	 of	 a	weaker	 bound	 coadsorbate.	More	 strongly	 bound	adsorbates,	such	as	C,	O,	and	N	atoms,	are	 intermediates	 in	many	 industrial	rele-vant	catalytic	reactions,	and	high	coverages	of	weaker	bound	coadsorbates,	such	as	CO	or	H	are	also	quite	general.	In	 the	present	 thesis	O	diffusion	has	also	been	 investigated	on	 the	only	partially	CO-covered	 Ru(0001)	 surface	 (𝜃FG 	<	0.33	ML)	 and	 at	 domain	 boundaries	 of	 the	ordered	 (√3	x	√3)R30°	 CO	 structure.	 On	 the	 partially	 CO-covered	 surface,	 the	 O	atoms	 move	 preferably	 in	 disordered	 CO	 areas	 by	 jumps	 between	 nearest-
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neighbor	hcp	sites,	like	on	the	clean	Ru(0001)	surface.	At	domain	boundaries,	the	diffusion	pathways	are	along	the	boundary.	The	results	indicate	that	also	in	surface	diffusion	 domain	 boundaries	 act	 as	high-diffusivity	pathways	 like	 it	 is	 known	 for	grain	boundaries	in	3D	diffusion.	The	enhanced	temporal	resolution	of	the	combined	setup	has	enabled	the	study	of	O	diffusion	over	a	temperature	range	of	70	K.	In	this	range,	jump	frequencies	have	been	determined	over	five	orders	of	magnitude,	unique	for	STM	measurements.	In	comparison	 to	 other	 atomic-scale	 techniques	 for	 measuring	 diffusion,	 such	 as	atom-tracking	STM,[54]	the	present	investigations	provide	complete	pictures	of	the	surroundings	of	the	diffusing	atoms.	Influences	of	defect	sites	or	interactions	with	other	adsorbates	on	the	surface	are	directly	visible	 in	 the	 images.	The	presented	studies	on	O	diffusion	in	the	disordered	areas	and	in	domain	boundaries	of	the	CO-covered	surface	further	demonstrate	the	necessity	of	knowing	the	surroundings	of	the	 diffusing	 particle,	 as	 the	 local	 CO	 arrangement	 significantly	 influences	 the	diffusion	behavior	of	the	O	atoms.		An	interesting	experiment	for	future	work	would	be	to	increase	the	surface	cover-age	to	above	0.33	ML,	the	CO	coverage	in	the	(√3	x	√3)R30°	structure,	and	to	study	how	 the	 O	 diffusion	 is	 changed.	 The	 (√3	x	√3)R30°	 structure	 of	 CO	 investigated	here	 is	 the	densest	ordered	 structure	on	Ru(0001)	 that	 is	stable	 in	 the	 tempera-ture	range	studied.	At	temperatures	below	200	K,	two	other	ordered	CO	structures	are	known,	a	(2√3	x	2√3)R30°	and	a	(5√3	x	5√3)R30°	that	correspond	to	coverag-es	 of	 0.58	 and	 0.65	ML.	 Above	 200	K	 these	 structures	 disorder.	 It	 might	 be	 ex-pected	that	despite	the	enhanced	surface	coverage	by	CO,	the	effect	of	site-blocking	may	be	less	pronounced	because	of	the	disorder.	It	would	be	interesting	to	investi-gate	whether	the	O	atoms	are	still	as	mobile	as	on	the	clean	Ru(0001)	surface	or	if	they	get	trapped	by	the	surrounding	CO.	The	developed	video-rate	VT-STM	setup	is	not	limited	to	diffusion	studies.	It	could	also	 be	 used	 to	 monitor	 chemical	 reactions	 on	 surfaces	 or	 structural	 changes.	Moreover,	the	video-rate	setup	is	generic	and	can	be	attached	to	other	convention-al	STM	systems	to	speed	up	measurements.	 In	 the	working	group	Wintterlin,	 the	video-rate	 acquisition	 system	 is	 currently	 transferred	 to	 a	 high-pressure	 STM	setup.	 In	 this	 combined	 setup	 working	 catalysts	 can	 be	 studied	 with	 atomic-resolution	and	enhanced	temporal	resolution	which	may	provide	 insight	 into	the	dynamics	of	catalytic	reactions.		
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Appendix	A Abbreviations	and	Symbols	
A.1 Abbreviations	
Abbreviation	 Meaning	1D	 One-Dimensional	2D	 Two-Dimensional	
2NN	 Second	Nearest-Neighbor	3D	 Three-Dimensional	
AAAS	 American	Association	for	the	Advancement	of	Science	AES	 Auger	Electron	Spectroscopy	ADC	 Analog-to-Digital	Converter	AI	 Analog	Input	AO	 Analog	Output	DAC	 Digital-to-Analog	Converter	DAQ	device	 Data	Acquisition	Device	DFT	 Density	Functional	Theory	fcc	 Face-Centered-Cubic	
FHI	 Fritz-Haber-Institute	FIFO	 First-In	First-Out	FIM	 Field	Ion	Microscopy	FT	 Fourier	Transform	FPGA	 Field	Programmable	Gate	Array	
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Abbreviation	 Meaning	GUI	 Graphical	User	Interface	hcp	 Hexagonal-Close-Packed	
ibw	 Igor	Binary	Wave	
KIT	 Karlsruhe	Institute	of	Technology	LEED	 Low	Energy	Electron	Diffraction	
LMU	 Ludwig-Maximilians-Universität	ML	 Monolayer	MSD	 Mean-Square	Displacement	
NN	 Nearest-Neighbor	PC	 Personal	Computer	PES	 Potential	Energy	Surface	RAM	 Random	Access	Memory	ST-FT	 Short-Time	Fourier	Transform	STM	 Scanning	Tunneling	Microscopy	TDS	 Thermal	Desorption	Spectroscopy	TS	 Transition	State	TST	 Transition	State	Theory	TTL	 Transistor-Transistor-Logic	Video-STM	 Video-Rate	Scanning	Tunneling	Microscopy	UHV	 Ultra-High	Vacuum	VT-STM	 Variable	Temperature	Scanning	Tunneling	Microscopy	WT	 Wavelet	Transform			 	
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A.2 Symbols	
Symbol	 Meaning	
Ai	 Low-Pass	Approximation	at	Scale	i	
a	 Coordinate	on	the	(1	x	1)	Ru	lattice	𝑎	 Lattice	Constant	
b	 Coordinate	on	the	(1	x	1)	Ru	lattice	
a’	 Rotated	Coordinate	
b’	 Rotated	Coordinate	Γ	 Jump	Frequency	Γ	 “Attempt	Frequency”;	Pre-exponential	Factor	
c	 Concentration	𝐷	 Diffusion	Constant	𝑒	 Elementary	Charge	𝐸∗	 Activation	Energy	𝐸∗ 	 Activation	Energy	for	Diffusion	𝐸4 	 Fermi	Energy	𝐸½Ep 	 Kinetic	Energy	𝐸IH 	 Energy	of	the	Vacuum	Level	
f	 Scan	Frequency	
hfilter	 Filter	kernel	
hi	 Filter	at	scale	i	ℎ	 Planck	Constant	ℏ	 Reduced	Planck	Constant	𝐼% 	 Tunneling	Current	𝐽	 Lowest	Resolution	Level	in	the	à-trous	WT	decomposition	𝐽F	 Flux	of	Diffusing	Particles	𝜅	 Decay	Length	
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Symbol	 Meaning	𝜅% 	 Transmission	Coefficient	𝑘	 Rate	Constant	
K	 Equilibrium	Constant	𝑘Â	 Boltzmann	Constant	𝜆	 Lattice	Constant	𝐿𝐷𝑂𝑆	 Local	Density	of	States	
M	 Rotation	Matrix	
me	 Electron	Mass	𝜈	 Frequency	𝑛D	 Number	of	triangle	jumps	𝑛7	 Number	of	exchange	jumps	𝑛)oH=(9	 Number	of	Frames	𝑛Ep% 	 Number	of	Intervals	𝑛Í¿=F	 Number	of	Jumps	𝑛%(o=	 Number	of	Permutations	𝑁E%	 Number	of	Time	Pixels	for	Space	Pixel	𝑖	𝜑()) 	 Effective	Tunneling	Barrier		𝜑9H=FI( 	 Work	Function	of	the	Sample	𝜑%EF 	 Work	Function	of	the	Tip	𝑃(𝑥, 𝑦)	 Particle	Mask	𝑝û%ü(𝑛D, 𝑛7)	 Probability	for	the	combination	of	n1	triangle	and	n2	exchange	
jumps	in	time	interval	𝑡	𝑝%ü(𝑎, 𝑏)	 Probability	to	find	a	particle	at	position	(𝑎, 𝑏)	after	𝑡	𝑝𝑜𝑠	 Position	A,B,	or	C	in	the	Triangles	
q	 Partition	Function	𝑅	 Ideal	Gas	Constant	〈𝑟7〉	 Mean-square	displacement	
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Symbol	 Meaning	?¨?E 	 Mean	Absolute	Deviation	on	Scale	i	𝜎EpE9( 	 Standard	Deviation	of	the	Noisy	Coefficients	at	Scale	i	𝑠	 Tip-Sample	distance	𝜃	 Coverage	
T	 Temperature	𝑡	 Time	𝑡	 Time	Interval	
ti	 Threshold	at	Scale	i	𝑡Ep% 	 Interval	Length	
tWi	 Filtered	Wavelet	Plane	at	Scale	i	𝜏	 Life	Time	𝑉% 	 Tunneling	Voltage	
Wi	 Wavelet	Plane	at	Scale	i	𝑤p»,pB 	 Geometric	Factor	for	𝑛D	triangle	and	𝑛7	exchange	jumps	
x	 Direction/Position	along	the	x-axis	〈𝑥7〉	 Mean-square	displacement	in	x	direction	
y	 Direction/Position	along	the	y-axis	𝑌D,	𝑌7	 Coordinates	on	the	(√3	x	√3)R30°	CO	lattice	〈𝑦7〉	 Mean-square	displacement	in	y	direction	
z	 Direction/Position	along	the	z-axis	
Zav	 Number	of	Measurements	for	one	Pixel	
Δz	 Height	variation	of	the	tip			
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Appendix	B STM	Data	
B.1 Overview	of	STM	Data	in	Chapter	2	
Table	B.1:	List	of	STM	data	used	in	Figure	2.11	
File	 Frame	 Pixel	 Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt				
[V]	
It	
[nA]	
T	
[°C]	
T	
[K]	170705_4	 1047	 200	 100	 2000	 -0.22	 10	 27	 300		Table	B.2:	List	of	STM	data	used	in	Figure	2.12	
File	 Frame	 Pixel	 Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt	
[V]	
It	
[nA]	
T	
[°C]	
T		
[K]	170705_4	 1047	 200	 100	 2000	 -0.22	 10	 27	 300		Table	B.3:	List	of	STM	data	used	in	Figure	2.13	
File	 Frame	 Pixel	 Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt		
[V]	
It	
[nA]	
T	
[°C]	
T		
[K]	170705_4	 1	 200	 100	 2000	 -0.22	 10	 27	 300	170705_4	 2	 200	 100	 2000	 -0.22	 10	 27	 300					
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Table	B.4:	List	of	STM	data	used	in	Figure	2.15	
Scan	fre-
quency	[Hz]	
File	 Frame	 Pixel	 Nominal	
Range	[Å]	
Vt						
[V]	
It	
[nA]	
T	
[°C]	
T	
[K]	600	 171130_12	 2813	 200	 100	 -0.55	 3	 -34	 239	1000	 171128_19	 311	 200	 100	 -0.22	 3	 -32	 241	2000	 171128_20	 596	 200	 100	 -0.22	 3	 -32	 241	2400	 170710_58	 213	 200	 50	 -0.70	 3	 0	 273	3000	 171206_29	 4348	 150	 50	 -0.60	 3	 7	 280	3300	 170710_59	 332	 150	 30	 -0.70	 3	 0	 273	5000	 170710_37	 3625	 100	 30	 -0.70	 10	 1	 274	5000	 170630_21	 400	 100	 20	 -0.22	 3	 25	 298		
B.2 Overview	of	STM	Data	in	Chapter	3	
Table	B.5:	List	of	STM	data	used	in	Figure	3.1	
File	 Frame	 Pixel	 Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt	
[V]	
It	
[nA]	
T	
[°C]	
T	
[K]	170705_4	 1047	 200	 100	 2000	 -0.22	 10	 27	 300		Table	B.6:	 List	of	STM	data	used	in	Figure	3.10	
	
File	 Frame	 Pixel	
Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt				
[V]	
It	
[nA]	
T	
[°C]	
T	
[K]	
a)	 170705_10	 958	 200	 100	 2000	 -1.45	 3	 -15	 258	
b)	 170705_4	 395	 200	 100	 2000	 -0.22	 10	 27	 300		
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Table	B.7:	List	of	STM	data	used	in	Figure	3.11	
File	 Frame	 Pixel	 Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt	
[V]	
It	
[nA]	
T	
[°C]	
T		
[K]	170705_4	 1311	 200	 100	 2000	 -0.22	 10	 27	 300		Table	B.8:	List	of	STM	data	used	in	Figure	3.14	
File	 Frame	 Pixel	 Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt	
[V]	
It	
[nA]	
T	
[°C]	
T		
[K]	170705_25	 1598	 200	 100	 2000	 -0.7	 3	 -6	 267		Table	B.9:	List	of	STM	data	used	in	Figure	3.15	
File	 Frame	 Pixel	 Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt	
[V]	
It	
[nA]	
T	
[°C]	
T		
[K]	170705_4	 1311	 200	 100	 2000	 -0.22	 10	 27	 300		
B.3 Overview	of	STM	Data	in	Chapter	5	
Table	B.10:	 List	of	STM	data	used	in	Figure	5.5.	
	
File	 Frame	 Pixel	
Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt	
[V]	
It	
[nA]	
T	
[°C]	
T		
[K]	
a)	 170705_4	 147	 200	 100	 2000	 -0.22	 10	 27	 300	
b)	 170705_4	 148	 200	 100	 2000	 -0.22	 10	 27	 300	
c)	 170705_4	 149	 200	 100	 2000	 -0.22	 10	 27	 300		
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Table	B.11:	 List	of	STM	data	used	in	Figure	5.6.	
	 File	 Frame	 Pixel	
Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt	
[V]	
It	
[nA]	
T	
[°C]	
T	
[K]	
a)	 170705_4	 3513	 200	 100	 2000	 -0.22	 10	 27	 300	
b)	 170705_4	 3514	 200	 100	 2000	 -0.22	 10	 27	 300		Table	B.12:	List	of	STM	data	used	in	Figure	5.7	
File	 Frame	 Pixel	 Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt		
[V]	
It	
[nA]	
T	
[°C]	
T		
[K]	170710_58	 74	 200	 50	 2400	 -0.7	 3	 0	 273		Table	B.13:	 List	of	STM	data	used	in	Figure	5.21.	
	 File	 Frame	 Pixel	
Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt				
[V]	
It	
[nA]	
T	
[°C]	
T	
[K]	
a)	 170505_5	 1152	 200	 150	 2000	 -1.68	 3	 -220	 53	
b)	 170505_5	 1177	 200	 150	 2000	 -1.68	 3	 -220	 53	
c)	 170505_5	 1179	 200	 150	 2000	 -1.68	 3	 -220	 53		Table	B.14:	 List	of	STM	data	used	in	Figure	5.22.	
	
File	 Frame	 Pixel	
Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt	
[V]	
It	
[nA]	
T	
[°C]	
T	
[K]	
a)	 170503_32	 1795	 200	 150	 2000	 -0.6	 3	 -5	 268	
b)	 170503_32	 1834	 200	 150	 2000	 -0.6	 3	 -5	 268	
c)	 170503_36	 1598	 200	 75	 2000	 -1.7	 10	 -5	 268	
d)	 170503_36	 90	 200	 75	 2000	 -1.7	 10	 -5	 268			
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Table	B.15:	 List	of	STM	data	used	in	Figure	5.26.	
	
File	 Frame	 Pixel	
Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt	
[V]	
It	
[nA]	
T	
[°C]	
T	
[K]	
a)	 170503_36	 90	 200	 75	 2000	 -1.7	 10	 -5	 268	
b)	 170503_36	 185	 200	 75	 2000	 -1.7	 10	 -5	 268		Table	B.16:	 List	of	STM	data	used	in	Figure	5.27.	
File	 Frame	 Pixel	
Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt	
[V]	
It	
[nA]	
T	
[°C]	
T	
[K]	170710_56	 2	 200	 100	 2400	 -0.7	 3	 -1	 272		Table	B.17:	 List	of	STM	data	used	in	Figure	5.28.	
File	 Frame	 Pixel	
Nominal	
Range	[Å]	
Scan	fre-
quency	[Hz]	
Vt	
[V]	
It	
[nA]	
T	
[°C]	
T	
[K]	170710_55	 897	 200	 150	 2400	 -0.7	 3	 -1	 272	170710_55	 159	 200	 150	 2400	 -0.7	 3	 -1	 272		
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Appendix	C Data	and	Image	Processing	
C.1 MATLAB	scripts	
Table	C.1:	 Overview	of	the	MATLAB	scripts	developed	for	the	stepwise	analysis	of	STM	images.	The	column	“Contributions”	indicates	the	input	to	the	different	scripts	by	Jakub	Bialek	(JB),	Philipp	Messer	(PM)	and	Ann-Kathrin	Henß	(AH).	
	 Task	Script	 required	user-defined	func-tions	or	data	 Contribu-tions	
1	 Loading	 and	 Filtering	 of	 STM	 data	
for	Particle	Tracking	
	 JB,	 PM,	AH		 STM_load_IBW.m	 IBWread.m[198]	readIBWheaders.m[198]	readIBWbinheader.m[198]	WT_FFT_Filter.m	ring.m	save_tiff.m	
	
2	 Particle	Detection	and	Linking	 	 PM		 New_GUI.m	 Treshold.m	a_trous_wavelet.m	Wvlt_Thr_Adjustment.m	Wvlt_Tracking.m	
• pdist2_o.m	Wave_Partfind.m	
• pdist_o.m	
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3	 Drift	Correction	of	Particle	Traces	 	 AH		 STM_Driftcorr.m	or	STM_Driftcorr_SlidingDiff.m	or	STM_Driftcorr_manually.m	
	 	
4	 Particle	Selection	 	 AH		 STM_find_common.m	 	 	
5	 Displaying	 and	 Saving	 of	 Traces	 of	
selected	Particles	
	 PM,	AH	
	 STM_selectedParticleTraces.m	 	 	
6	 Extraction	 of	 displacement	 distri-
butions	from	Traces	
	 AH	
	 condense_Data.m	 rotategrid.m	 	
7	 Combine	 all	 particle	 displacement	
distributions	for	one	temperature	
	 AH		
	 STM_combine_particles_for_fit.m	or	STM_combine_ohneDreiecke_fuer_fit.m	
wege180119.mat	 	
8a	 Fitting	 	 AH		 Fitting.m	 p_t0_neu.m	 		 or	 	 	
8b	 Fitting	 under	 neglection	 of	 the	
triangle	jumps	
	 AH	
	 Fitting_ohneDreiecke.m	 p_t0_neu_ohne_Dreiecke.m	 		 	
C.2	Drift	Correction:	Figure	3.14	
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C.2 Drift	Correction:	Figure	3.14	
Dataset:	170705_25	 𝑡Ep% 	=	110	 Diff_total	=	14	𝑛)oH=(9	=	2490	 𝑛Ep% 	=	23	 Diff_norm	=	0.61	Table	C.2:	 Drift	determination	for	a	dataset	of	2490	images	and	an	interval	 length	of	𝑡Ep%	=	110.	The	corresponding	drift-corrected	particle	trajectories	as	well	as	the	uncorrected	tra-jectories	are	shown	in	Figure	3.14	in	the	main	text.	Interval	#	 Image	range	 x	1.	 x	2.	 x	3.	 Result	x	 ½	𝒕𝒊𝒏𝒕	 y	1.	 y	2.	 y	3.	 Result	y	 ½	𝒕𝒊𝒏𝒕	1	 1-111	 -3	 -3	 -2	 -3	 -3	 7	 6	 5	 7	 7	2	 111-221	 -2	 -2	 -2	 -2	 -2	 5	 5	 5	 5	 4	3	 221-331	 -2	 -2	 -2	 -2	 -2	 5	 5	 5	 5	 4	4	 331-441	 -1	 -1	 -1	 -1	 -1	 4	 4	 4	 4	 4	5	 441-551	 -1	 -1	 -1	 -1	 -1	 4	 4	 4	 4	 4	6	 551-661	 -2	 -1	 -2	 -2	 -2	 4	 4	 4	 4	 4	7	 661-771	 -1	 -1	 -1	 -1	 0	 4	 4	 4	 4	 4	8	 771-881	 0	 0	 0	 0	 0	 3	 4	 3	 3	 4	9	 881-991	 0	 0	 0	 0	 0	 3	 3	 3	 3	 4	10	 991-1101	 -1	 -1	 -1	 -1	 0	 3	 3	 3	 3	 4	11	 1101-1211	 0	 0	 0	 0	 0	 3	 3	 3	 3	 4	12	 1211-1321	 0	 0	 0	 0	 -1	 3	 3	 3	 3	 3	13	 1321-1431	 0	 0	 0	 0	 0	 3	 3	 3	 3	 3	14	 1431-1541	 0	 0	 0	 0	 0	 2	 2	 2	 2	 2	15	 1541-1651	 0	 0	 0	 0	 0	 3	 3	 3	 3	 2	16	 1651-1761	 0	 0	 0	 0	 0	 2	 2	 2	 2	 2	17	 1761-1871	 1	 1	 1	 1	 1	 2	 2	 2	 2	 2	18	 1871-1981	 0	 0	 0	 0	 0	 2	 2	 2	 2	 2	19	 1981-2091	 1	 1	 1	 1	 0	 2	 2	 2	 2	 2	20	 2091-2201	 1	 1	 1	 1	 1	 2	 2	 2	 2	 2	21	 2201-2311	 0	 0	 0	 0	 0	 2	 2	 2	 2	 2	22	 2311-2421	 2	 1	 1	 2	 1	 3	 3	 3	 3	 2	23	 2421-2490	 1	 0	 0	 1	 0	 1	 1	 1	 1	 1	
Difference	x	 			6	 Difference	y	 8	
Diff_total	 6+8=14	
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Appendix	D Calculation	of	the	Geometric	
Probability	Factor	
The	 calculation	 of	 the	 geometric	 probability	 factor	𝑤îp»,pB 	is	 described	 in	 section	5.4.3.1.	 In	 the	 direct	 procedure	 the	𝑤p»,pBE 	are	 first	 explicitly	 calculated	 for	 each	specific	 sequence	 of	𝑛D	(number	 of	 triangle	 jumps)	 and	𝑛7	(number	 of	 exchange	
jumps)	by	applying	the	recursive	rules	(equations	5.23	to	5.28).	As	all	sequences	are	equally	likely	the	𝑤p»,pBE 	are	subsequently	averaged	to	give	the	geometric	prob-ability	 distribution	𝑤îp»,pB .	 As	 this	 explicit	 procedure	 is	 computationally	 rather	costly	an	alternative	method	has	been	developed	 in	order	 to	be	able	 to	 calculate	𝑤îp»,pB 	also	up	to	high	values	of	𝑛D	and	𝑛7.	The	idea	behind	is	that	every	sequence	can	be	split	up	into	two	partial	sequences	at	 the	 point	 before	 the	 last	 exchange	 jump	 (as	 demonstrated	 in	 Table	5.2	 in	 the	main	text).	The	averaging	step	is	then	performed	already	with	the	corresponding	𝑤=»,pB6DE 	(𝑚D	=	0….𝑛D)	 of	 the	 first	 partial	 sequences	 (compare	 column	 five	 in	Table	5.2).	 The	 recursive	 rules	 are	 then	 applied	 to	 these	 averaged	 probability	distributions	𝑤î=»,pB6D 	according	 to	 the	 jumps	 in	 the	 respective	 second	 partial	sequence.		In	the	following,	it	is	briefly	demonstrated	that	moving	on	with	the	averaged	dis-tributions	before	the	last	exchange	jump	𝑤î=»,pB6D	is	reasonable	as	it	is	equivalent	to	the	calculation	of	each	individual	sequence	and	averaging	in	the	end.	The	calcu-lation	of	𝑤î7,DD	%	¡	serves	 as	 a	 concrete	 example	 in	 the	 following.	 In	 the	 straightfor-ward	calculation	the	 first	 three	geometric	probability	distributions	𝑤7,7D ,	𝑤7,77 ,	and	𝑤7,7¡ 	for	𝑛D	=	2	and	𝑛7	=	2	are	obtained	from	the	three	individual	shorter	sequences	𝑤7,DE ,	by	adding	only	one	exchange	jump	to	each	sequence.	𝑤7,7D 	can	thus	be	calculat-ed	from	𝑤7,DD 	by	applying	the	recursion	rules	for	an	exchange	jump	(equations	5.26	to	 5.28).	 The	 same	 is	 valid	 for	𝑤7,77 	and	𝑤7,7¡ .	 Exemplarily	 shown	 for	 the	 position	(𝐴,𝑌D,𝑌7),	𝑤î7,7D	%	¡	is	then	obtained	by	averaging	the	three	𝑤7,7E .	
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𝑤î7,7D	%	¡(𝐴,𝑌D,𝑌7) = 13 J𝑤7,7D (𝐴,𝑌D,𝑌7) + 𝑤7,77 (𝐴,𝑌D,𝑌7) + 𝑤7,7¡ (𝐴,𝑌D,𝑌7)K (D.1)	When	 inserting	 equation	 5.26	 for	𝑤7,7D (𝐴,𝑌D,𝑌7),	𝑤7,77 (𝐴,𝑌D,𝑌7)	and	𝑤7,7¡ (𝐴,𝑌D,𝑌7)	and	subsequently	sorting	the	addents	accordingly,	it	becomes	clear	that	each	term	in	 square	 brackets	 can	 also	 be	 expressed	 by	means	 of	 the	 averaged	 distribution	𝑤î7,D	(equation	D.2).	
𝑤î7,7D	%	¡(𝐴,𝑌D,𝑌7) = 13 ∙ 14 J𝑤7,DD (𝐶,𝑌D + 1,𝑌7) + 𝑤7,D7 (𝐶,𝑌D + 1,𝑌7) + 𝑤7,D¡ (𝐶,𝑌D + 1,𝑌7)K	
+13 ∙ 14 J𝑤7,DD (𝐵,𝑌D + 1,𝑌7 − 1) + 𝑤7,D7 (𝐵,𝑌D + 1,𝑌7 − 1) + 𝑤7,D¡ (𝐵,𝑌D + 1,𝑌7 − 1)K	 (D.2)	+13 ∙ 14 J𝑤7,DD (𝐶,𝑌D + 1,𝑌7 − 1) + 𝑤7,D7 (𝐶,𝑌D + 1,𝑌7 − 1) + 𝑤7,D¡ (𝐶, 𝑌D + 1,𝑌7 − 1)K	
+13 ∙ 14 J𝑤7,DD (𝐵,𝑌D,𝑌7 − 1) + 𝑤7,D7 (𝐵,𝑌D,𝑌7 − 1) + 𝑤7,D¡ (𝐵,𝑌D,𝑌7 − 1)K	By	 exploiting	 this	 workaround,	𝑤îp»,pB 	can	 be	 calculated	 in	 principle	 up	 to	 high	numbers	for	𝑛D	and	𝑛7.	For	the	description	of	the	O	diffusion	in	CO,	the	calculations	were	performed	up	to	𝑛D	=	100	and	𝑛7	=	10.	The	developed	workaround	allowed	to	calculate	all	combinations	in	less	than	three	minutes	on	a	standard	desktop	PC.	In	comparison,	when	explicitly	calculating	each	permutation	for	𝑛D	up	to	100	and	𝑛7	up	to	ten,	the	required	computation	time	could	be	estimated	from	the	average	time	per	permutation	to	~600000	years.			
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Appendix	E DFT	Calculations	
The	 DFT	 calculations	 presented	 within	 this	 thesis	 were	 performed	 by	 Dr.	 Sung	Sakong	 of	 the	 group	 of	 Prof.	 Dr.	 Axel	 Groß,	 Institute	of	 Theoretical	 Chemistry	 at	Ulm	University.	The	calculation	details	necessary	to	reproduce	the	findings	of	the	main	text	(section	5.4.4)	are	briefly	denoted	in	the	following.	The	unit	cell	for	DFT	calculations	is	shown	in	Figure	5.16	a).	The	Ru(0001)	surface	was	modeled	by	a	three-layer	slab	with	a	(6	x	6)	surface	unit	cell.	All	DFT	energies	are	 given	with	 respect	 to	 the	 local	minimum	 energy	 configuration,	 as	 shown	 in	Figure	5.16	a).	Calculations	were	performed	by	using	 the	 software	package	VASP	(Vienna	 Ab	 Initio	 Simulation	 Package).[199]	 The	 revised	 Perdew-Burke-Ernzerhof	(RPBE)	 functional	was	used	to	evaluate	the	exchange-correlation	energies	within	the	 generalized	 gradient	 approximation.[200]	 A	D3	 dispersion	 correction,	 as	 pro-posed	 by	 Grimme,	was	 used	 to	 account	 for	 dispersion	 interactions	 between	 the	adsorbates	 and	 between	 the	 adsorbates	 and	 the	 first	 Ru	 layer.[201,	202]	 The	wave	functions	 were	 expanded	 up	 to	 350	 eV	 using	 a	 plane	 wave	 basis	 set.	 Obtained	energies	 are	 converged	within	 10	meV.	 This	 technical	 setup	 has	 been	 shown	 by	earlier	 DFT	 studies	 to	 be	 well	 suited	 for	 the	 theoretical	 description	 of	CO/Ru(0001).[190,	191]	Diffusion	barriers	of	O	were	determined	by	 the	nudged	elastic	band	(NEB)	meth-od.[203]	The	relatively	simple	form	of	the	reaction	pathway	for	the	diffusion	process	allowed	 for	 the	determination	of	 the	 transition	 states	with	 four	 images	only.	For	verification	transition	states	were	also	explicitly	determined	with	the	NEB	climb-ing	image	method.[204]	Furthermore,	 harmonic	 transition	 state	 theory	 was	 employed	 to	 estimate	 zero	point	 energy	 effects	 and	 entropic	 effects	 on	 the	 energetics	 of	 O	 diffusion.	 Both	effects	were	found	to	only	play	an	insignificant	role	for	this	process.			
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„Am	Ende	wird	alles	gut,		und	wenn	es	noch	nicht	gut	ist,		dann	ist	es	noch	nicht	das	Ende.“	
“Everything	is	going	to	be	fine	in	the	end.	If	it’s	not	fine,		it’s	not	the	end.”	
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