The Transiting Exoplanet Survey Satellite, a NASA Explorer-class mission in development, will discover planets around nearby stars, most notably Earth-like planets with potential for follow up characterization. The all-sky survey requires a suite of four wide field-of-view cameras with sensitivity across a broad spectrum. Deep depletion CCDs with a silicon layer of 100 μm thickness serve as the camera detectors, providing enhanced performance in the red wavelengths for sensitivity to cooler stars. The performance of the camera is critical for the mission objectives, with both the optical system and the CCD detectors contributing to the realized image quality. Expectations for image quality are studied using a combination of optical ray tracing in Zemax and simulations in Matlab to account for the interaction of the incoming photons with the 100 μm silicon layer. The simulations include a probabilistic model to determine the depth of travel in the silicon before the photons are converted to photo-electrons, and a Monte Carlo approach to charge diffusion. The charge diffusion model varies with the remaining depth for the photo-electron to traverse and the strength of the intermediate electric field. The simulations are compared with laboratory measurements acquired by an engineering unit camera with the TESS optical design and deep depletion CCDs. In this paper we describe the performance simulations and the corresponding measurements taken with the engineering unit camera, and discuss where the models agree well in predicted trends and where there are differences compared to observations.
INTRODUCTION
The Transiting Exoplanet Survey Satellite (TESS) is a NASA Explorer-class mission currently in development for the detection of planets around nearby stars 1, 2 . TESS is led by the MIT Kavli Institute for Astrophysics and Space Research (MKI), in partnership with MIT Lincoln Laboratory, NASA's Goddard Spaceflight Center, Orbital ATK, NASA's Ames Research Center, the Harvard-Smithsonian Center for Astrophysics, the Aerospace Corporation, and the Space Telescope Science Institute. The principal goal of the TESS mission is to find systems amenable to detailed follow up study of the planetary structures and atmosphere. Earth-like planets in the habitable zone are of particular interest for the mission.
The TESS instrument consists of four identical cameras. Each camera is a wide-field, broad-passband (600-1050 nm) system with a custom, fast, refractive optic imaging onto an array of four deep-depletion backside-illuminated CCDs. The lens design was optimized for sensitivity to transiting exoplanets: based on the experience of the Kepler mission, this optimization resulted in a push toward smaller stellar images 3 . Kepler's measure of the size of a stellar image was "brightest pixel flux fraction" (BPFF), defined as the fraction of the total image power enclosed in the peak pixel of a stellar image. As Kepler found increased sensitivity in those parts of its field-of-view where the BPFF was highest, the design criterion for the TESS optical system was the BPFF, weighted by solid angle over the camera's field-of-view. *deborah.woods@ll.mit.edu; phone 1 781 981-6151; fax 1 781 981-7271; http://www.ll.mit.edu/
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The conditions for detection of Earth-like planets are most favorable around cooler, M-type stars. Sensitivity to cool stars benefits from enhanced QE at wavelengths above 900 nm, which traditional CCDs lack. The TESS devices are 100 μm thick, fully-depleted CCDs: use of deep depletion CCDs allows enhanced sensitivity to longer wavelengths. Each device is a 2048x2048 imaging array with 2048x2048 frame store regions, with 15x15 μm pixels. A mosaic of four devices will be assembled for each camera. The TESS CCDs are described in detail in Suntharalingam et al 4 . Deep depletion CCDs are the choice for a range of other astronomical applications, both in current systems and in future development 5, 6, 7, 8, 9, 10, 11, 12, 13 .
Although the deep depletion devices are advantageous for improved sensitivity to longer wavelengths, there are possible drawbacks to the overall performance that must be characterized. One consideration is the potential for increased charge diffusion, which is the spread of the electron charge cloud within the silicon layer. Electrons generated by photons absorbed within the silicon are collected at the gates, which, in the case of the backside-illuminated CCID-80, are at the bottom of the depletion region. These electron clouds grow due to diffusion within the CCD by an amount depending on the distance traveled within the silicon. Shorter-wavelength photons, collected furthest from the gates, will experience more diffusion than longer-wavelength photons 14 .
Optical effects within the CCD silicon also play a role in defining the profile of the detected image. For a thinner CCD, the detector can be treated as a plane, and the photons are collected essentially where they strike the CCD surface. For deep-depletion CCDs such as the CCID-80, the photons at the low-wavelength end of the passband (600 nm) are absorbed near the surface of the CCD, while longer-wavelength photons penetrate deeper into the silicon, with the longest-wavelength photons (>1000 nm) having a significant probability of passing through the depletion region entirely. The net result is that instead of considering the CCD a single focal surface, it has a focal depth that is dependent on the wavelength. In addition, the depletion region has an index of refraction near 4; the refraction effects of the silicon contribute to the overall optical performance of the camera. Simulations of the LSST system 11 likewise describe the effect of diffusion and the shape of the incoming light beam on the resultant point spread function (PSF). Combining the varying optical penetration depth with the wavelength-dependent diffusion is a key part of modeling the impact of the CCD on the overall image performance.
Laboratory measurements with an engineering unit camera, built with the TESS optical design and deep depletion devices, provide an excellent opportunity to compare the simulations with experimental results. The TESS engineering unit camera is built with flight-like optics and an engineering grade CCD. Information gathered on the as-built optical alignment and the contribution of the optical test equipment enable the creation of detailed optical modeling to simulate the conditions under test. Comparison of the laboratory measured optical performance with the simulations address the fidelity of the end-to-end simulations. This paper addresses the modeling and measurement of the complex optical system coupled with the deep depletion devices for the TESS camera. The organization is as follows: Section 2 discusses the modeling of silicon detector effects, Section 3 describes the combined optical and detector simulations and Section 4 addresses the comparison of modeled and measured data. The summary and conclusions are in Section 5.
MODELING SILICON DETECTOR EFFECTS
This section provides background and overview the silicon detector effects that are accounted for in the simulations of the TESS system. These effects include a full treatment of the probabilistic absorption of photons within the silicon layer (Section 2.1) and the effects of charge diffusion in (Section 2.2). Laboratory measurements demonstrating the depletion depth of the detectors as a function of detector settings provides evidence for the application of charge diffusion models for the case of operating in a fully depleted state.
Photon Absorption
Photon absorption (excitation of electron) in silicon is a probabilistic function, characterized by the absorption depth, L, where L = the path length where 1/e (63%) of photons have been absorbed. This is equivalent to the path length where beam intensity is reduced by a factor of 1/e (63%). The probability of particle reaching depth x in material at temp T is given by:
The absorption length is dependent on temperature. The absorption depth model is adapted from Rajkanan 14 . Figure 1 shows the absorption depth as a function of wavelength. The TESS devices will be operated at approximately -70 C, where the absorption depth for wavelengths longer than about 925 nm is larger than the depth of the 100 µm silicon layer. Therefore, the longer wavelength photons will be absorbed all along the optical path within the device. The impact on focus performance due to this effect is described in Section 3.3.
Charge diffusion
Initial testing is performed to verify that the operating system has the CCD in a fully depleted state. The point source technique 15 is applied in the test configuration, where a focused spot that is significantly smaller than a pixel size is scanned across a pixel width, and the PSF of the charge cloud is measured. Laboratory measurements show that the TESS devices transition into a fully depleted state at substrate bias voltage between -15 and -20 V (Figure 2 ).
The charge diffusion RMS (root-mean-square, a measure of the spread of the charge cloud) value for the 100 μm thick devices is measured in the laboratory to be 4.2 µm RMS at +22 C with the substrate bias set at -45 V, as is the case for the present optical test configuration ( Figure 2) . A small adjustment in the charge diffusion as a function of temperature is applied to account for carrier mobility and carrier-velocity saturation effects 16 . The resultant prediction for the charge diffusion RMS at -70 C is 4.35 μm for photons traveling the full 100 μm depth.
Confirmation that the devices are operating in a fully depleted state are also supported by analysis of serendipitous collection of cosmic rays -muons -that pass through the CCDs while the devices are being operated for the test measurements. Because the muon will generate a charge cloud along its track for the full 100 µm that it traverses the silicon layer, the spread of the generated charge cloud would reveal if there are regions where the silicon layer is not fully depleted. The width of the charge cloud left by the track of an ionizing particle is shown in Figure 3 for an example track like the one shown in Figure 4 . It can be observed that at -10 V, the charge cloud expands significantly in the back 20 μm, while at -25 V, the charge cloud remains compact throughout the track of the muon. Both the measurements shown in Figure 2 and 3 support the expectation that the CCDs are being operated in a fully depleted state. Therefore, charge diffusion calculations for the case of fully depleted devices are applicable. The charge diffusion model in the present simulations have applied the formulation for charge diffusion RMS described in Holland et al. 5 and Fairfield et al. 16 . The laboratory measurements shown in Figure 2 are used to set the normalization of the charge diffusion RMS for the case of the 100 μm depth, and a prediction is made for the charge diffusion RMS as a function of distance traveled in the silicon before the photon is absorbed, based on the Holland et al model. The model takes into account the strength of the intermediate electric field, which is a function of the substrate bias voltage, silicon doping density, temperature, as well as the remaining distance between the creation of the photo-electron and the pixels collecting the charge. The charge diffusion RMS is measured at room temperature, and theoretical expectations are used to adjust the value from room temperature to cryogenic based on charge carrier mobility and carrier velocity saturation effects 16, 24 . The predicted charge diffusion as a function of remaining depth in the silicon, accounting for the temperature correction, is shown in Figure 5 . For photo-electrons that are created at the front surface of the CCD and travel the full 100 μm, the charge diffusion RMS is 4.35 at operating temperature -70 C and substrate bias -45 V. 
Brighter-fatter effect, non-uniform electric fields, and other considerations
Considerable work has been brought to bear on the effects of the interaction of the photo-electron and silicon layer in a deep depletion device, including dedicated workshops at Brookhaven National Laboratory. The issues include the brighter fatter effect 17, 18 , charge transport effects and transverse electric fields 19, 20, 21 , and irregular pixel sizes 22, 23 . The present work does not attempt to incorporate these issues in the model. Given the complexity of the optical system and the inherent uncertainties in modeling the as-built optical PSF, the effects of these other considerations would be difficult to distinguish. Additional characterization of the TESS CCDs is ongoing 25 .
MODELING THE COMBINED OPTICAL AND DETECTOR PSF

Lens model
Because it is difficult to design optics that are simultaneously wide field-of-view (FOV), fast, and color-corrected over a large bandpass (600-1000 nm), the optics, and therefore the PSF criterion, were tuned for the F5-M5 spectral type stars being monitored for exoplanets transits convolved with the quantum efficiency of the CCDs. The result is an optimization that weights the wavelengths near the ends of the passband less than those in the center of the passband. The TESS optics are, therefore, designed to optimize the spectrally-weighted, FOV-weighted brightest pixel flux fraction (BPFF). The BPFF is defined as the ratio of the flux in the brightest pixel with the total flux from the stellar image; it measures how centrally concentrated the stellar image is generated.
The lens ( Figure 6 ) consists of 7 elements and 7 unique glass types, with all but two of the 14 optical surfaces spherical (surface 2 of element 3 and surface 1 of element 6 are mild aspheres). The basic as-designed lens model consists of the glass data obtained from index of refraction measurements at cryogenic temperatures, along with final design values for surface spacing or thicknesses and radii (i.e. the last iteration of design after incorporating glass melt data). The lens was designed using CodeV optical design software, but all subsequent optical performance modeling has been performed using Zemax software.
The Zemax optical modeling incorporates the silicon layer with refraction at the boundary at the focal plane. The detector silicon layer is modeled as "glass" with properties defined from index of refraction data (index = 3.84 at 0.600um, 3.67 at 0.800 um, 3.59 at 1.00 um). Because the TESS optics are assembled at room temperature, the alignment information measured during assembly is determined at room temperature. The exact spacing and element locations are reported, and then scaled linearly based on thermal growth and nominal coefficient of thermal expansion values. Similarly, the interferometry of the assembled optics is obtained at room temperature. Potential changes to the three dimensional location, including tips and tilts, of the lens elements when the system is brought to -75 C, beyond the expected spacing adjustments, are not quantified. While a32 ULI
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There are intrinsic limitations to the ability of lens models and simulations to predict system performance that should be recognized when comparing the simulations to observed data. Of note, the as-built model relies on reported measurements of several key metrics provided by the supplier (Optimax). These include element thickness, radius of curvature, index of refraction, element wedge error, and element surface figure error. The reported values for the latter two metrics, wedge and surface figure, each report the magnitude but not the orientation for these deviations from ideal. Similarly, the measurement of wavefront error of the optical test equipment includes the magnitude of the wavefront error, but not the exact orientation (although the contribution from this error is fairly small). The as-built model makes a reasonable set of assumptions about orientation and types of surface errors, as well as scaling surface figure to optical model equivalent, but the version used to model performance predictions is one representation of a set of possible realizations.
Combined optical and detector PSF
Using the as-built lens model that incorporates the known deviations from ideal in both the TESS lens (Section 3.a) and the optical equipment that is used for laboratory measured (to be described in Section 4), optical ray trace simulations are done with Zemax software. The Zemax model is used to trace 500,000 simulated rays through the camera optics for each field angle and wavelength using a Monte Carlo approach to the selection of launch angles. Rays are propagated through the optics and just inside a silicon surface; their (x, y, z) location and angle of incidence just after the silicon surface is recorded. The rays output from the Zemax model are read into Matlab simulations to continue the propagation of light into the silicon, enabling the modeling of detector effects as a separate step from the optical ray trace. The Matlab simulation takes as input the rays traced through the optical system by Zemax. A probabilistic model is used to determine the depth of travel in the silicon before the photons are converted to photo-electrons ( Figure 7 ). The rays continue to travel straight along their path after refraction at the air-silicon boundary until the point where they are captured and converted to photo-electrons. After the photons are converted to photo-electrons, they stop traveling along the ray path and their x, y position is recorded. The photo-electrons then drift down toward the pixel readout.
Charge diffusion is applied to each photo-electron, and a Δx, Δy is recorded to represent the spread due to charge diffusion. The value of Δx, Δy is derived from a Monte Carlo simulation, such that the RMS of the distribution from which the value is drawn is given by the charge diffusion RMS value. Because the longer wavelength photons travel deeper into the silicon layer before being captured and converted to photo-electrons (Figure 8 ), the average charge diffusion applied is lower compared to the shorter wavelength photons.
Finally, the recorded (x, y) values and (Δx, Δy) from charge diffusion are collected, and the rays are binned into pixels. The assignment of photo-electrons into TESS-sized pixels is the last step, and can be varied with sub-pixel steps to characterize the influence of pixel sampling. Each pixelated image thus represents the observed PSF. The images for each wavelength are recorded separately, and the images can be added with appropriate weighting functions to build spectral sums. One consideration not included in the modeling is that the photons at longer wavelengths (>925 nm) do not all go through the CCD gates and absorbed by the support wafer (handle wafer) that is glued to the CCD. Some are reflected at various interfaces in the layered structure of the CCD. There are at least five such optical discontinuities. The net result is the some photons get back into the silicon layer and are captured on a second pass. Future work in detector calibration will assess the strength of the reflected light as a function of wavelength as part of the flat-field correction.
Effects of silicon layer on best focus
Modeling the combined optical system with the deep depletion devices takes into account the effect of the silicon layer on best focus for the system. Because longer-wavelength photons traverse further into the silicon before being absorbed and converted to photo-electrons, there is an impact to the optical PSF. The net result is that instead of considering the CCD a single focal surface, it has a focal depth that is dependent on the wavelength. Analysis by O'Connor et al.
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similarly describes the combined effect of diffusion and beam divergence in their analysis of the LSST system with deep depletion devices.
The TESS lens is quite fast (~f/1.45), which results in the range of angles of incidence onto the CCD surface covering ±30° around the mean. The index of refraction of silicon is ~3.6, which reduces the beam width to ~±8° inside the Chromatic focal shift= 300 pm silicon. Figure 9 shows an illustration from a Zemax model on the effect of the silicon layer on the optical beam for the case of no silicon layer (left panel) and with a silicon layer (right panel). In the panel on the right, the light rays can be observed to bend inward, reducing the beam size as it traverses the silicon layer. Although in the illustration of the light rays in Figure 9 all rays appear to stop at the final boundary, the Matlab simulations take the position and angles of the light rays just after the enter the silicon layer and determine their depth of travel before being absorbed. The simulations make the assumption that the path of the photon is unchanged while traversing the silicon, after refracting at the boundary. The expected shift in back focal distance to achieve best focus for TESS is comparable to the O'Connor et al. results, who find ~15 µm shift in the plane of best focus. Taking into account the probabilistic absorption within the silicon layer and the path of the photons as they traverse the silicon, a full three-dimensional PSF can be constructed ( Figure 10 ). The figure illustrates the (x, y) position of the photons and the z-location at which each photon is absorbed. It can be observed that the shorter wavelength photons are absorbed near the boundary of the silicon layer (at the top of the image), while longer wavelength photons tend to be absorbed across the full depth. The final image is created by collapsing the z-location and counting the number of hits that land in each pixel-sized bin. 
COMPARISON OF MODELED AND MEASURED PSF
Experimental set up
The TESS engineering unit camera is built with flight-like optics and an engineering grade focal plane. The engineering unit camera was tested in a thermal-vacuum chamber developed for the TESS optical system testing. The chamber allows the camera to be cooled to below -90°C. A window in the chamber door allows the input of an externally-situated collimated light source. The camera is mounted in a mechanism that allows it to be swiveled and rolled to allow the camera to be tested at different angles of incidence. The fiber source position relative to the off-axis parabola (OAP) can be adjusted to change focus of the system. A schematic of the test set up is shown in Figure 11 , and a picture of the asbuilt system is captured in Figure 12 .
The optical model used for the ray trace analysis with Zemax includes realistic information from the test set up. The wavefront of the OAP alignment is measured interferometrically and the magnitude and shape of that error is introduced into the optical test equipment via a Zernike surface. The measured wavefront is on the order of 0.06 waves rms. This has a negligible effect on the computed BPFF. The vacuum chamber window is also included in the full optical model. There is limited data on any deviation from flatness of the window at vacuum or temperature, or any gradient effects that might cause wavefront error, but interference fringes are observed from the input beam reflection of the front and back surfaces of the window. Calculations based on observations of 2 rings of power are used to estimate of the radius difference between surfaces. The second surface of the window has a very long radius applied to it to simulate the observed power. Lastly, the lens assembly itself is configured to rotate within the model about its entrance pupil, located close to the aperture stop between the 2nd and 3rd lens element. Broad-band light created at lower right is fed through a set of filter wheels and feeds the fiber at the focus of the OAP, which collimates the light and directs it into the entrance window of the chamber. Additional equipment is used to monitor the optical beam quality and provide filters for different wavelength.
Observed PSF results
The ratio of the brightest pixel in an image to the total power in the image depends on how the image is phased with respect to the pixel array; therefore, the BPFF refers to the case where the BPFF is maximized relative to pixel phasing. The pixel phasing -the centration of the point spread function relative to the pixel center -needs to be accounted for in order to have complete information on the resultant measurement.. The pixel phasing is controlled by stepping through a I 4 series of sub-pixel positions in both the x-and y-direction. However, to create a broadband PSF from the summation of a set of monochromatic images, the PSF needs to be maintained at a fixed location as the wavelength changes. Both goals are accomplished using a fiber bundle in which the outer 24 fibers generate broad band light without bandpass filtering, and the center spot under test is filtered by bandpass.
For this analysis, the magnitude of the BPFF in simulated PSF images is measured using the same method as is used to measure BPFF for the observed data. The PSF image is created for a set of subpixel phasings at a step size comparable to the measured data, and the maximum value of BPFF is determined. Results for both observed and simulated BPFF assessments are shown together: Figure 13 has example spots for a set of bandpass filters, and Figure 14 shows the magnitude of the BPFF as a function of defocus. The correspondence between the measured and modeled data is evident in the figures. The magnitude of the BPFF for the simulated images is comparable to that of the measured data to within 5% for most wavelengths and field angles.
The simulated and observed BPFF for the 625 nm wavelength source are less well matched in the sense that the simulations predict worse performance than is observed. The source of the difference could lie in the details of the Zemax optical model for the as-built system (Section 3.a), or in the simulations of photon travel in the silicon layer. Untangling the contribution from the optical system with the contribution from the charge PSF is challenging because the optical PSF at different wavelengths depends on the predicted adjustment from room temperature to -75 C for the experimental measurement. At right are images taken with the engineering unit. The stretch in both cases is set to bring out low-level features. The cores of the images at right are comparable in size to the predicted images at left. Note that due to the experimental set up and differences in tolerance build of the engineering unit, the actual flight camera is expected to have tighter PSFs.
It is important to note that the experimental set up and the engineering unit camera have features that will not be present in the TESS flight camera, e.g. the experimental set up uses a 50 µm diameter fiber source instead of a point source; and the alignment tolerances of the engineering unit camera differ from the flight build. The combined effects of the engineering unit build result in a more aberrated image than is expected for the flight system. The simulations attempt to match these features to allow for comparison between model and measurement; the PSF of the flight camera is not expected to suffer from these features. Field Angle (-9, 6) deg
SUMMARY AND CONCLUSIONS
When incorporating a deep-depletion device into a broadband optical system, the combined analysis of the optical model with the detector effects provides the most realistic set of predictions for system performance. The predictions can be used to set the best focus for the system or to better assess an optimal balance for chromatic focal aberration. Consideration when using a broadband camera with deep-depletion CCDs must be taken into account for the effect of the silicon layer on the resultant PSF, including both detector effects and the optical PSF with absorption at different wavelengths occurring at different planes along the optical path.
The methods described in this paper generate predictive values for the size of the combined optical and detector PSF that are in good agreement with the observed properties measured in the optical test facility. Trends in the magnitude of the brightest pixel flux fraction (BPFF), a measure of how concentrated the optical power is in the central pixel, match the observed conditions to better than 5% at most wavelengths and defocus values. The combination of optical ray tracing with Matlab simulations of detector proves useful in describing the TESS system with deep depletion devices. The methodology is applicable more broadly, and has application to a variety of optical systems. Note that due to the experimental set up and differences in tolerance build of the engineering unit, the actual flight camera is expected to perform better than what is shown.
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