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Resumo
Este trabalho tem dois objetivos principais. Em primeiro lugar, estudar fibrações
de Lefschetz com o intuito de construir um exemplo utilizando um recente resultado de
Gasparim–Grama–San Martin, que nos fornece uma maneira de construir fibrações de
Lefschetz a partir da teoria de Lie.
Em segundo lugar, estudar variedades Calabi–Yau. Tais variedades recebem este nome
pois Yau (1977) provou a conjectura de Calabi (1954) que dizia que (1, 1)-formas fecha-
das em uma variedade complexa compacta são a forma de Ricci de uma métrica Kähler.
Para tanto, começamos estudando os temas de variedades complexas e variedades Käh-
ler. Ainda neste assunto, juntamente com E. Gasparim, B. Suzuki e A. Torres-Gomez,
provamos um resultado original relacionando física matemática de dimensão 6 com física
matemática de dimensão 4 a partir do artigo BPS Counting on Singular Varieties escrito
por Gasparim–Köppe–Majumdar–Ray.
Palavras-chave: fibração de Lefschetz, diamante de Hodge, variedade Calabi-Yau.
Abstract
This work has two main goals. Firstly, to study Lefschetz fibrations in order to con-
struct an example using a recent result of Gasparim–Grama–San Martin, that give us a
way to construct Lefschetz fibrations from the Lie theory.
Secondly, to study Calabi–Yau manifolds. Such manifolds receive this name because
Yau (1977) proved the Calabi conjecture (1954) which says that closed (1, 1)-forms on a
compact complex manifold are the Ricci form of a Kähler metric. Therefore, we begin
studying the topics of complex manifolds and Kähler manifolds. Also in this subject,
together with E. Gasparim, B. Suzuki and A. Torres-Gomez, we proved an original result
relating mathematical physics of dimension 6 with mathematical physics of dimension
4 from the article BPS Counting on Singular Varieties written by Gasparim–Köppe–
Majumdar–Ray.
Keywords: Lefschetz fibration, Hodge diamond, Calabi-Yau manifold.
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Introdução
Um dos principais objetivos deste trabalho é estudar fibrações de Lefschetz e construir
um exemplo utilizando o recente resultado de Gasparim–Grama–San Martin, provado
em [5], que nos fornece uma maneira de construir fibrações de Lefschetz a partir da
teoria de Lie. Quando se fala em construir exemplos de fibrações de Lefschetz, em geral,
começamos com um feixe de Lefschetz e após o blow up em seu lugar de base, obtemos uma
fibração de Lefschetz. Isso torna difícil identificar os ciclos evanescentes Lagrangeanos,
e uma construção direta sem fazer uso de blow ups é preferível. No entanto, em [5]
foi provado um teorema (ver Teorema 5.4.1) que diz que sob certas condições a função
𝑓𝐻 : 𝒪(𝐻0) → C definida por 𝑓𝐻(𝑥) = ⟨𝐻, 𝑥⟩ é uma fibração de Lefschetz, onde 𝒪(𝐻0)
é a órbita adjunta de 𝐻0 e ⟨·, ·⟩ é a forma de Cartan-Killing. Este teorema nos permite
construir uma quantidade enorme de exemplos de fibrações de Lefschetz simpléticas. Em
particular, construímos o exemplo em que 𝐻 = diag (1,−1, 0) e 𝐻0 = diag (−2, 1, 1) são
elementos de sl(3,C) para que pudéssemos comparar os resultados com o exemplo em que
𝐻 = diag (1,−1, 0) e 𝐻0 = diag (2,−1,−1) que foi construído em [2].
Nosso outro objetivo é estudar variedades Calabi–Yau. Tais variedades recebem este
nome pois Yau (1977) provou a conjectura de Calabi (1954) que dizia que (1, 1)-formas
fechadas em uma variedade complexa compacta são a forma de Ricci de uma métrica
Kähler. Dada uma função de partição para uma teoria de 3-variedades [6] define uma nova
função de partição para teoria de 3-variedades singulares. O método deles faz uma média
sobre as funções de partição calculadas sobre todas as resoluções crepantes. O principal
resultado de [6] prova que essa nova função de partição é homogênea. Juntamente com
E. Gasparim, B. Suzuki e A. Torres-Gomez, provamos um resultado original em [18] que
relaciona a função de partição da 3-variedade Calabi–Yau 𝑋 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑚𝑤𝑛⟩
com a função de partição da 3-variedade Calabi–Yau 𝑌 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦− 𝑧𝑚+𝑛⟩, onde
𝑚,𝑛 são inteiros não negativos. Isto facilita os cálculos da nova função de partição, pois
𝑋 tem
(︁
𝑚+𝑛
𝑚
)︁
resoluções crepantes e 𝑌 tem apenas uma. Então o resultado se compara
com a função de partição da superfície C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑚+𝑛⟩.
O primeiro capítulo deste trabalho estuda alguns pré-requisitos como estruturas com-
plexas, feixes e variedades complexas, que são fundamentais para o desenvolvimento do
texto. O segundo capítulo trata de fibrados vetoriais complexos e holomorfos, em par-
ticular, nosso foco está nos fibrados holomorfos de linha. No terceiro capítulo definimos
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e damos alguns exemplos de variedades Kähler, além disso, enunciamos e provamos a
fórmula de adjunção. O quarto capítulo aborda o tema de variedades Calabi–Yau, dando
a definição e alguns resultados. Concluímos o capítulo com o resultado relacionando fun-
ções de partição, como foi citado acima. O quinto capítulo estuda fibrações de Lefschetz
e é onde construímos nosso exemplo de fibração de Lefschetz a partir da teoria de Lie.
Para a leitura deste trabalho assumimos alguns conhecimentos de Análise Complexa e
Topologia Diferencial. Para isso, recomendamos as referências, [3] e [14], respectivamente.
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Capítulo 1
Preliminares
Neste capítulo apresentaremos alguns conceitos que serão fundamentais para o desen-
volvimento deste trabalho. Começamos apresentando alguns conceitos sobre estruturas
complexas e hermitianas, que será fundamental para o desenvolvimento do Capítulo 3,
que tratamos sobre variedades Kähler, para maiores detalhes ver [11]. Em seguida, apre-
sentamos algumas definições e os resultados básicos sobre feixes. Na seção 1.3 falamos
sobre variedades complexas, que é um dos principais objetos que trabalharemos durante
todo o texto.
1.1 Estruturas Complexas e Hermitianas
Nesta seção, iremos considerar sempre 𝑉 um espaço vetorial real de dimensão finita.
Definição 1.1.1. Um endomorfismo 𝐼 : 𝑉 → 𝑉 com 𝐼2 = −id𝑉 é dito ser uma estrutura
quase complexa em 𝑉 .
Exemplo 1.1.2. Seja 𝑉 um espaço vetorial real sob um espaço vetorial complexo. Então
o endomorfismo 𝐼 : 𝑣 ↦→ 𝑖 · 𝑣 define uma estrutura quase complexa, pois para qualquer
𝑣 ∈ 𝑉 temos 𝐼2(𝑣) = 𝐼(𝑖 · 𝑣) = 𝑖2 · 𝑣 = −𝑣, ou seja, 𝐼2 = −id𝑉 .
Note que a recíproca do exemplo acima também é válida.
Lema 1.1.3. Se 𝐼 é uma estrutura quase complexa em um espaço vetorial real 𝑉 , então
𝑉 admite de maneira natural uma estrutura de espaço vetorial complexo.
Demonstração. Para cada 𝑣 ∈ 𝑉 , definimos (𝑎+ 𝑖𝑏)𝑣 = 𝑎𝑣 + 𝑏𝐼(𝑣) com 𝑎, 𝑏 ∈ R. Como 𝐼
é endomorfismo segue que
(𝑎+ 𝑖𝑏)(𝑣 + 𝑤) = (𝑎+ 𝑖𝑏)𝑣 + (𝑎+ 𝑖𝑏)𝑤,
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para qualquer 𝑣, 𝑤 ∈ 𝑉 e 𝑎, 𝑏 ∈ R. Do fato que 𝐼2 = −id, temos
(𝑎+ 𝑖𝑏)((𝑐+ 𝑖𝑑)𝑣) = (𝑎+ 𝑖𝑏)(𝑐𝑣 + 𝑑𝐼(𝑣))
= 𝑎(𝑐𝑣 + 𝑑𝐼(𝑣)) + 𝑏𝐼(𝑐𝑣 + 𝑑𝐼(𝑣))
= 𝑎𝑐𝑣 + 𝑎𝑑𝐼(𝑣) + 𝑏𝑐𝐼(𝑣)− 𝑏𝑑𝑣
= (𝑎𝑐− 𝑏𝑑)𝑣 + (𝑎𝑑+ 𝑏𝑐)𝐼(𝑣)
= (𝑎𝑐− 𝑏𝑑+ 𝑖(𝑎𝑑+ 𝑏𝑐))𝑣
= ((𝑎+ 𝑖𝑏)(𝑐+ 𝑖𝑑))𝑣.
Para um espaço vetorial real 𝑉 o espaço vetorial complexo 𝑉 ⊗R C será denotado por
𝑉C. Assim, o espaço vetorial real 𝑉 está naturalmente contido em 𝑉C via a aplicação
𝑣 ↦→ 𝑣 ⊗ 1. Mais ainda, 𝑉 ⊂ 𝑉C é a parte que é invariante à esquerda por conjugação
complexa em 𝑉C que é definido por (𝑣 ⊗ 𝜆) := 𝑣 ⊗ 𝜆, para 𝑣 ∈ 𝑉 e 𝜆 ∈ C.
Suponha que 𝑉 está munido de uma estrutura quase complexa 𝐼. Denotaremos tam-
bém por 𝐼 sua extensão C-linear para um endomorfismo 𝑉C → 𝑉C. Como 𝐼2 = −id, segue
que os únicos autovalores de 𝐼 em 𝑉C são ±𝑖.
Definição 1.1.4. Seja 𝐼 uma estrutura quase complexa em um espaço vetorial real 𝑉 e
𝐼 : 𝑉C → 𝑉C sua extensão C-linear. Os ±𝑖-autoespaços são denotados por
𝑉 1,0 = {𝑣 ∈ 𝑉C | 𝐼(𝑣) = 𝑖𝑣}
𝑉 0,1 = {𝑣 ∈ 𝑉C | 𝐼(𝑣) = −𝑖𝑣}.
Lema 1.1.5. Seja 𝑉 um espaço vetorial real equipado com uma estrutura quase complexa
𝐼. Então,
𝑉C = 𝑉 1,0 ⊕ 𝑉 0,1.
A conjugação complexa em 𝑉C induz um isomorfismo R-linear 𝑉 1,0 ∼= 𝑉 0,1.
Demonstração. Temos que 𝑉 1,0 ∩ 𝑉 0,1 = {0}. Dado 𝑣 ∈ 𝑉C, temos 𝑣 − 𝑖𝐼(𝑣) ∈ 𝑉 1,0 e
𝑣 + 𝑖𝐼(𝑣) ∈ 𝑉 0,1. De fato
𝐼(𝑣 − 𝑖𝐼(𝑣)) = 𝐼(𝑣)− 𝑖𝐼2(𝑣) = 𝐼(𝑣) + 𝑖𝑣 = 𝑖(𝑣 − 𝑖𝐼(𝑣))
e, analogamente, obtemos que 𝐼(𝑣+𝑖𝐼(𝑣)) = −𝑖(𝑣+𝑖𝐼(𝑣)). Logo, como 𝑣 = 12(𝑣−𝑖𝐼(𝑣))+
1
2(𝑣 + 𝑖𝐼(𝑣)), segue que 𝑉C = 𝑉
1,0 ⊕ 𝑉 0,1.
Para a segunda parte, escrevemos 𝑣 ∈ 𝑉C como 𝑣 = 𝑥+ 𝑖𝑦 com 𝑥, 𝑦 ∈ 𝑉 . Assim, dado
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𝑣 − 𝑖𝐼(𝑣) ∈ 𝑉 1,0 temos
𝑣 − 𝑖𝐼(𝑣) = 𝑥+ 𝑖𝑦 − 𝑖𝐼(𝑥+ 𝑖𝑦)
= 𝑥+ 𝐼(𝑦) + 𝑖(𝑦 − 𝐼(𝑥))
= 𝑥+ 𝐼(𝑦)− 𝑖𝑦 + 𝑖𝐼(𝑥)
= 𝑥− 𝑖𝑦 + 𝑖(𝐼(𝑥)− 𝑖𝐼(𝑦))
= 𝑣 + 𝑖𝐼(𝑣) ∈ 𝑉 0,1.
Logo, a conjugação complexa troca os dois fatores. Portanto, 𝑉 1,0 ∼= 𝑉 0,1.
Lema 1.1.6. Seja 𝑉 um espaço vetorial real equipado com uma estrutura quase complexa
𝐼. Então o espaço dual 𝑉 * = Hom (𝑉,R) tem uma estrutura quase complexa natural dada
por 𝐼(𝑓)(𝑣) = 𝑓(𝐼(𝑣)). A decomposição induzida em (𝑉 *)C = (𝑉C)* é dada por
(𝑉 *)1,0 = {𝑓 ∈ Hom (𝑉,C) | 𝑓(𝐼(𝑣)) = 𝑖𝑓(𝑣)} = (𝑉 1,0)*
(𝑉 *)0,1 = {𝑓 ∈ Hom (𝑉,C) | 𝑓(𝐼(𝑣)) = −𝑖𝑓(𝑣)} = (𝑉 0,1)*.
Se 𝑉 é um espaço vetorial real de dimensão 𝑑, a decomposição natural de sua álgebra
exterior é da forma
⋀︁*
𝑉 =
𝑑⨁︁
𝑘=0
⋀︁𝑘
𝑉. (1.1.1)
Analogamente, ⋀︀* 𝑉C denota a álgebra exterior de 𝑉C que se decompõe como
⋀︁*
𝑉C =
𝑑⨁︁
𝑘=0
⋀︁𝑘
𝑉C. (1.1.2)
Definição 1.1.7. Definimos
⋀︁𝑝,𝑞
𝑉 :=
⋀︁𝑝
𝑉 1,0 ⊗C
⋀︁𝑞
𝑉 0,1,
onde o produto exterior de 𝑉 1,0 e 𝑉 0,1 são tomados como produto exterior de espaços
vetoriais complexos. Um elemento 𝛼 ∈ ⋀︀𝑝,𝑞 𝑉 é dito de bigrau (𝑝, 𝑞).
Proposição 1.1.8. Para um espaço vetorial real 𝑉 munido de uma estrutura quase
complexa 𝐼 temos:
i) ⋀︀𝑝,𝑞 𝑉 é um subespaço de ⋀︀𝑝+𝑞 𝑉C;
ii) ⋀︀𝑘 𝑉C = ⨁︁
𝑝+𝑞=𝑘
⋀︀𝑝,𝑞 𝑉 ;
iii) Conjugação complexa em ⋀︀* 𝑉C define um isomorfismo (C-antilinear) ⋀︀𝑝,𝑞 𝑉 ∼= ⋀︀𝑞,𝑝 𝑉 ,
i.e., ⋀︀𝑝,𝑞 𝑉 = ⋀︀𝑞,𝑝 𝑉 ;
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iv) O produto exterior é de bigrau (0, 0), i.e., (𝛼, 𝛽) ↦→ 𝛼 ∧ 𝛽 aplica ⋀︀𝑝,𝑞 𝑉 × ⋀︀𝑟,𝑠 𝑉 ao
subespaço ⋀︀𝑝+𝑟,𝑞+𝑠 𝑉 .
Demonstração. Ver [11].
Com respeito a soma direta dada em (1.1.2) e no item 𝑖𝑖) na proposição anterior,
definimos as projeções naturais
Π𝑘 :
⋀︁*
𝑉C →
⋀︁𝑘
𝑉C e Π𝑝,𝑞 :
⋀︁*
𝑉C →
⋀︁𝑝,𝑞
𝑉C.
Além disso, I : ⋀︀* 𝑉C → ⋀︀* 𝑉C é o operador linear que age em ⋀︀𝑝,𝑞 𝑉 por multiplicação
com 𝑖𝑝−𝑞, i.e.
I =
∑︁
𝑝,𝑞
𝑖𝑝−𝑞 · Π𝑝,𝑞.
Definição 1.1.9. Uma estrutura quase complexa 𝐼 em 𝑉 é compatível com o produto
escalar ⟨·, ·⟩ se ⟨𝐼(𝑣), 𝐼(𝑤)⟩ = ⟨𝑣, 𝑤⟩, para todo 𝑣, 𝑤 ∈ 𝑉 .
Definição 1.1.10. A forma fundamental associada a (𝑉, ⟨·, ·⟩, 𝐼) é a forma
𝜔 := ⟨𝐼(·), ·⟩ = −⟨·, 𝐼(·)⟩. (1.1.3)
Lema 1.1.11. Seja (𝑉, ⟨·, ·⟩) um espaço vetorial euclidiano munido com uma estrutura
quase complexa compatível 𝐼. Então, sua forma fundamental 𝜔 é real e de tipo (1, 1), i.e.,
𝜔 ∈ ⋀︀2 𝑉 * ∩ ⋀︀1,1 𝑉 *.
Demonstração. Como
⟨𝑣, 𝐼(𝑤)⟩ = ⟨𝐼(𝑣), 𝐼(𝐼(𝑤))⟩ = −⟨𝐼(𝑣), 𝑤⟩ = −⟨𝑤, 𝐼(𝑣)⟩
para todo 𝑣, 𝑤 ∈ 𝑉 , a forma 𝜔 é alternada, i.e., 𝜔 ∈ ⋀︀2 𝑉 *.
Como
(I𝜔)(𝑣, 𝑤) = 𝜔(I(𝑣), I(𝑤)) = ⟨𝐼(𝐼(𝑣)), 𝐼(𝑤)⟩
= −⟨𝑣, 𝐼(𝑤)⟩ = 𝜔(𝑣, 𝑤),
encontramos I𝜔 = 𝜔, i.e., 𝜔 ∈ ⋀︀1,1 𝑉 *C .
Lema 1.1.12. Seja (𝑉, ⟨·, ·⟩) um espaço vetorial euclidiano equipado com uma estrutura
quase complexa compatível. A forma (·, ·) = ⟨·, ·⟩ − 𝑖𝜔 é uma forma hermitiana positiva
em (𝑉, 𝐼).
Demonstração. A forma (·, ·) é R-linear e (𝑣, 𝑣) = ⟨𝑣, 𝑣⟩ > 0 para todo 0 ̸= 𝑣 ∈ 𝑉 . Além
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disso,
(𝑣, 𝑤) = ⟨𝑣, 𝑤⟩ − 𝑖𝜔(𝑣, 𝑤)
= ⟨𝑣, 𝑤⟩ − 𝑖⟨𝐼(𝑣), 𝑤⟩
= ⟨𝑤, 𝑣⟩+ 𝑖⟨𝑣, 𝐼(𝑤)⟩
= ⟨𝑤, 𝑣⟩+ 𝑖⟨𝐼(𝑤), 𝑣⟩
= ⟨𝑤, 𝑣⟩ − 𝑖⟨𝐼(𝑤), 𝑣⟩ = (𝑤, 𝑣)
e ainda,
(𝐼(𝑣), 𝑤) = ⟨𝐼(𝑣), 𝑤⟩ − 𝑖𝜔(𝐼(𝑣), 𝑤)
= ⟨𝐼(𝑣), 𝑤⟩ − 𝑖⟨𝐼(𝐼(𝑣)), 𝑤⟩
= ⟨𝐼(𝐼(𝑣)), 𝐼(𝑤)⟩+ 𝑖⟨𝑣, 𝑤⟩
= −⟨𝑣, 𝐼(𝑤)⟩+ 𝑖⟨𝑣, 𝑤⟩
= 𝑖(𝑖⟨𝑣, 𝐼(𝑤)⟩+ ⟨𝑣, 𝑤⟩)
= 𝑖(−𝑖𝜔(𝑣, 𝑤) + ⟨𝑣, 𝑤⟩) = 𝑖(𝑣, 𝑤).
Podemos considerar a extensão do produto escalar ⟨·, ·⟩ para uma forma hermitiana
definida positiva ⟨·, ·⟩C em 𝑉C. Esta é definida por
⟨𝑣 ⊗ 𝜆,𝑤 ⊗ 𝜇⟩C := (𝜆𝜇)⟨𝑣, 𝑤⟩
para 𝑣, 𝑤 ∈ 𝑉 e 𝜆, 𝜇 ∈ C.
1.2 Feixes
Definição 1.2.1. Seja 𝑀 um espaço topológico. Um pré-feixe ℱ de grupos abelianos
em 𝑀 é um funtor que leva abertos em 𝑀 à grupos abelianos, que satisfaz as seguintes
propriedades:
a) para cada subconjunto aberto 𝑈 ⊆𝑀 , temos um grupo abeliano ℱ(𝑈), e
b) para cada inclusão 𝑉 ⊆ 𝑈 de subconjuntos abertos de 𝑀 , temos um homomorfismo
de grupos abelianos 𝜌𝑈𝑉 : ℱ(𝑈)→ ℱ(𝑉 ), sujeito as condições:
1. ℱ(∅) = 0, onde ∅ é o conjunto vazio;
2. 𝜌𝑈𝑈 é a aplicação identidade ℱ(𝑈)→ ℱ(𝑈), e
3. se 𝑊 ⊆ 𝑉 ⊆ 𝑈 são três subconjuntos abertos, então 𝜌𝑈𝑊 = 𝜌𝑉𝑊 ∘ 𝜌𝑈𝑉 .
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Podemos definir um pré-feixe de anéis, um pré-feixe de conjuntos, ou um pré-feixe
com valores em qualquer categoria fixada 𝒞, trocando as palavras “grupo abeliano” por
“anel”, “conjunto”, ou “objeto de 𝒞”, respectivamente.
Se ℱ é um pré-feixe em 𝑀 , nos referimos a ℱ(𝑈) como as seções do pré-feixe ℱ
sobre o conjunto 𝑈 , e algumas vezes utilizamos a notação Γ(𝑈,ℱ) para o grupo ℱ(𝑈).
Chamamos as aplicações 𝜌𝑈𝑉 de aplicações de restrição, e muitas vezes escrevemos 𝑠|𝑉 ao
invés de 𝜌𝑈𝑉 (𝑠), se 𝑠 ∈ ℱ(𝑈).
Definição 1.2.2. Um pré-feixe ℱ em um espaço topológico 𝑀 é um feixe se ele satisfaz
as seguintes condições:
4. se 𝑈 é um aberto, se {𝑉𝑖} é uma cobertura aberta de 𝑈 e se 𝑠 ∈ ℱ(𝑈) é um elemento
tal que 𝑠|𝑉𝑖 = 0 para todo 𝑖, então 𝑠 = 0;
5. se 𝑈 é um aberto, se {𝑉𝑖} é uma cobertura aberta de 𝑈 e se para cada 𝑖, temos
elementos 𝑠𝑖 ∈ ℱ(𝑉𝑖) com a propriedade que para cada 𝑖, 𝑗,
𝑠𝑖|𝑉𝑖∩𝑉𝑗 = 𝑠𝑗|𝑉𝑖∩𝑉𝑗 ,
então existe um elemento 𝑠 ∈ ℱ(𝑈) tal que 𝑠|𝑉𝑖 = 𝑠𝑖 para cada 𝑖.
Exemplo 1.2.3. Seja 𝑀 uma variedade diferenciável. Defina o feixe 𝐶∞ de funções
diferenciáveis em 𝑀 que para cada aberto 𝑈 ⊆ 𝑀 temos 𝐶∞(𝑈) o grupo das funções
diferenciáveis em 𝑈 . Vamos verificar que 𝐶∞ é de fato um feixe, provando as propriedades
definidas acima.
a) (𝐶∞(𝑈),+) é um grupo abeliano, com + sendo a soma de funções ponto a ponto.
b) Para cada 𝑉 ⊆ 𝑈 considere 𝜌𝑈𝑉 a restrição, isto é, 𝜌𝑈𝑉 (𝑓) = 𝑓 |𝑉 para 𝑓 ∈ 𝐶∞(𝑈).
1. 𝐶∞(∅) = 0.
2. Seja 𝑈 aberto de 𝑀 , então 𝜌𝑈𝑈 : 𝐶∞(𝑈) → 𝐶∞(𝑈) é dada por 𝜌𝑈𝑈(𝑓) = 𝑓 |𝑈 = 𝑓
para cada 𝑓 ∈ 𝐶∞(𝑈). Logo 𝜌𝑈𝑈 é a aplicação identidade.
3. Sejam 𝑊 ⊆ 𝑉 ⊆ 𝑈 abertos, temos 𝜌𝑈𝑉 : 𝐶∞(𝑈) → 𝐶∞(𝑉 ) e 𝜌𝑉𝑊 : 𝐶∞(𝑉 ) →
𝐶∞(𝑊 ) as aplicações de restrição, então para cada 𝑓 ∈ 𝐶∞(𝑈) temos
𝜌𝑉𝑊 ∘ 𝜌𝑈𝑉 (𝑓) = 𝜌𝑉𝑊 (𝑓 |𝑉 ) = (𝑓 |𝑉 )
⃒⃒⃒
𝑊
= 𝑓 |𝑊 = 𝜌𝑈𝑊 .
Com isso, temos que 𝐶∞ é um pré-feixe de grupos.
4. Sejam 𝑈 aberto e {𝑉𝑖} uma cobertura aberta de 𝑈 . Seja 𝑠 ∈ 𝐶∞(𝑈) tal que 𝑠|𝑉𝑖 = 0
para cada 𝑖. Mas se 𝑠 é localmente nula segue que 𝑠 = 0.
5. Sejam 𝑈 aberto e {𝑉𝑖} uma cobertura aberta de 𝑈 . Para cada 𝑖, considere 𝑠𝑖 ∈
𝐶∞(𝑉𝑖) tal que
𝑠𝑖|𝑉𝑖∩𝑉𝑗 = 𝑠𝑗|𝑉𝑖∩𝑉𝑗 . (*)
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Considere 𝑠 : 𝑈 → R tal que 𝑠|𝑉𝑖 = 𝑠𝑖. Note que por (*), 𝑠 está bem definida. Mais
ainda, como cada 𝑠𝑖 é diferenciável segue que 𝑠 é localmente diferenciável, e portanto
diferenciável em 𝑈 , ou seja, 𝑠 ∈ 𝐶∞(𝑈).
Definição 1.2.4. Seja ℱ um pré-feixe e 𝑥 ∈ 𝑈 ∩ 𝑉 ⊂𝑀 . Dizemos que duas seções 𝑠𝑈 e
𝑠𝑉 pertencem ao mesmo germe de ℱ em 𝑥 se elas coincidem em alguma vizinhança de
𝑥, isto é, se existe um aberto 𝑊 ⊆ 𝑈 ∩ 𝑉 contendo 𝑥 tal que 𝑠𝑈 |𝑊 = 𝑠𝑉 |𝑊 . A coleção de
todos os germes de ℱ em 𝑥 é chamado stalk de ℱ em 𝑥 e é denotado por ℱ𝑥.
Definição 1.2.5. Se ℱ e 𝒢 são pré-feixes em 𝑀 , um morfismo 𝜙 : ℱ → 𝒢 consiste de
um homomorfismo de grupos abelianos 𝜙(𝑈) : ℱ(𝑈)→ 𝒢(𝑈) para cada aberto 𝑈 , tal que
sempre quando 𝑉 ⊆ 𝑈 , o diagrama
ℱ(𝑈) 𝜙(𝑈) //
𝜌𝑈𝑉

𝒢(𝑈)
𝜌′𝑈𝑉

ℱ(𝑉 )
𝜙(𝑉 )
// 𝒢(𝑉 )
é comutativo, onde 𝜌 e 𝜌′ são as aplicações de restrição em ℱ e 𝒢, respectivamente. Se ℱ
e 𝒢 são feixes em 𝑀 , utilizamos a mesma definição para um morfismo de feixes. Um
isomorfismo é um morfismo que possui inversa.
Seja 𝜙 : ℱ → 𝒢 um morfismo de pré-feixes. Definimos o pré-feixe núcleo e o pré-
feixe imagem de 𝜙 sendo os pré-feixes dados por 𝑈 ↦→ ker (𝜙(𝑈)) e 𝑈 ↦→ im (𝜙(𝑈)),
respectivamente. Observe que de fato são pré-feixes:
i) Núcleo de 𝜙: Sabemos que ker (𝜙(𝑈)) é um subgrupo de ℱ(𝑈) e como ℱ é um
pré-feixe, temos ℱ(𝑈) um grupo abeliano, segue que ker (𝜙(𝑈)) é um grupo abeliano,
para todo 𝑈 ⊆𝑀 aberto.
Dados 𝑉 ⊆ 𝑈 abertos de 𝑀 , considere o homomorfismo de grupos 𝜌𝑈𝑉 : ker (𝜙(𝑈))→
ker (𝜙(𝑉 )) dado por 𝜌𝑈𝑉 (𝑥) = 𝜌𝑈𝑉 (𝑥) para cada 𝑥 ∈ ker (𝜙(𝑈)), onde 𝜌𝑈𝑉 : ℱ(𝑈) →
ℱ(𝑉 ) é o homomorfismo de grupos (aplicação restrição) existente por ℱ ser um pré-
feixe. Note que 𝜌𝑈𝑉 está bem definida pois, se 𝑥 ∈ ker (𝜙(𝑈)) então 𝜙(𝑉 )(𝜌𝑈𝑉 (𝑥)) =
𝜙(𝑉 )(𝑥|𝑉 ) = (𝜙(𝑈)(𝑥)) |𝑉 = 0. Daí, segue que ker (𝜙) é um pré-feixe sobre 𝑀 .
ii) Imagem de 𝜙: Da mesma maneira, sabemos que im (𝜙(𝑈)) é um subgrupo de 𝒢(𝑈)
e como 𝒢 é um pré-feixe, temos 𝒢(𝑈) um grupo abeliano, segue que im (𝜙(𝑈)) é um grupo
abeliano, para todo 𝑈 ⊆𝑀 aberto.
Sejam 𝑉 ⊆ 𝑈 abertos de 𝑀 , considere o homomorfismo de grupos 𝜌𝑈𝑉 : im (𝜙(𝑈))→
im (𝜙(𝑉 )) dado por 𝜌𝑈𝑉 (𝑦) = 𝜌′𝑈𝑉 (𝑦) para cada 𝑦 ∈ im (𝜙(𝑈)), onde 𝜌′𝑈𝑉 : 𝒢(𝑈)→ 𝒢(𝑉 )
é o homomorfismo de grupos (aplicaçao restrição) já existente por 𝒢 ser um pré-feixe.
Note que 𝜌𝑈𝑉 está bem definida pois se 𝑦 ∈ im (𝜙(𝑈)) temos que existe 𝑥 ∈ ℱ(𝑈) tal que
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𝑦 = 𝜙(𝑈)(𝑥). Mais ainda, 𝜌′𝑈𝑉 (𝑦) = 𝜌′𝑈𝑉 (𝜙(𝑈))(𝑥) = ((𝜙(𝑈))(𝑥)) |𝑉 = 𝜙(𝑉 )(𝑥|𝑉 ), logo
𝜌′𝑈𝑉 (𝑦) ∈ im (𝜙(𝑉 )). Portanto, im (𝜙) é um pré-feixe de 𝑀 .
Um fato interessante sobre o exemplo acima é que se 𝜙 : ℱ → 𝒢 é um morfismo de
feixes, então o pré-feixe núcleo já define naturalmente um feixe sobre 𝑀 , enquanto que o
pré-feixe imagem precisa ser modificado para construir um feixe sobre 𝑀 . Agora, iremos
provar que ker (𝜙) é um feixe sobre 𝑀 : De fato, precisamos provar os itens (4) e (5) da
definição de feixes.
4) Sejam 𝑈 aberto de 𝑀 e {𝑉𝑖} uma cobertura aberta de 𝑈 . Suponha que 𝑥 ∈
ker (𝜙(𝑈)) é tal que 𝑥|𝑉𝑖 = 0 para todo 𝑖. Como 𝑥 ∈ ker (𝜙(𝑈)), podemos considerar 𝑥
como um elemento de ℱ(𝑈), pois ker (𝜙(𝑈)) é um subgrupo de ℱ(𝑈). Como ℱ é um
feixe, o fato de que 𝑥|𝑉𝑖 = 0 segue da definição de feixes que 𝑥 = 0.
5) Sejam 𝑈 aberto de 𝑀 e {𝑉𝑖} uma cobertura aberta de 𝑈 . Se para cada 𝑖 temos
elementos 𝑥𝑖 ∈ ker (𝜙(𝑉𝑖)) tais que 𝑥𝑖|𝑉𝑖∩𝑉𝑗 = 𝑥𝑗|𝑉𝑖∩𝑉𝑗 para todo 𝑖, 𝑗. Novamente, podemos
olhar os 𝑥𝑖’s como elementos de ℱ(𝑉𝑖). Como, para cada 𝑖, ℱ(𝑉𝑖) é um feixe, temos que os
𝑥𝑖’s se colam em uma seção global 𝑥 de ℱ(𝑈). Resta provar que 𝑥 ∈ ker (𝜙(𝑈)). Sabemos
que o diagrama
ℱ(𝑈) 𝜙(𝑈) //
𝜌𝑈𝑉𝑖

𝒢(𝑈)
𝜌′𝑈𝑉𝑖

ℱ(𝑉𝑖)
𝜙(𝑉𝑖)
// 𝒢(𝑉𝑖)
comuta, ou seja, 𝜙(𝑉𝑖) ∘ 𝜌𝑈𝑉𝑖 = 𝜌′𝑈𝑉𝑖 ∘ 𝜙(𝑈), onde 𝜌 e 𝜌′ são as aplicações de restrição.
Temos
𝜙(𝑉𝑖) ∘ 𝜌𝑈𝑉𝑖(𝑥) = 𝜙(𝑉𝑖)(𝑥|𝑉𝑖) = 𝜙(𝑉𝑖)(𝑥𝑖) = 0,
pois 𝑥𝑖 ∈ ker(𝜙(𝑉𝑖)). Logo,
𝜌′𝑈𝑉𝑖 ∘ 𝜙(𝑈)(𝑥) = 𝜙(𝑉𝑖) ∘ 𝜌𝑈𝑉𝑖(𝑥) = 0,
portanto 𝑥 ∈ ker (𝜙(𝑈)).
Para ver que o pré-feixe imagem não é um feixe sobre 𝑀 olhar [10].
Definição 1.2.6. Um subfeixe de um feixe ℱ é um feixe ℱ ′ tal que para cada aberto
𝑈 ⊆ 𝑀 , ℱ ′(𝑈) é um subgrupo de ℱ(𝑈), e a aplicação de restrição do feixe ℱ ′ são
induzidas pelas restrições do feixe ℱ .
Dado um morfismo de feixes 𝜙 : ℱ → 𝒢, definimos o núcleo de 𝜙 como sendo o pré-feixe
núcleo, portanto ker (𝜙) é um subfeixe do feixe ℱ .
Proposição 1.2.7. Dado um pré-feixe ℱ , existe um feixe ℱ+ e um morfismo 𝜃 : ℱ → ℱ+,
com a propriedade que para qualquer feixe 𝒢, e qualquer morfismo 𝜙 : ℱ → 𝒢, existe um
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único morfismo 𝜓 : ℱ+ → 𝒢 tal que 𝜙 = 𝜓 ∘ 𝜃. Além disso, o par (ℱ+, 𝜃) é único a menos
de isomorfismo. ℱ+ é chamado o feixe associado ao pré-feixe ℱ .
Demonstração. Ver [10].
Da demonstração da proposição acima temos que o feixe ℱ+ associado ao pré-feixe ℱ
é o feixe definido da seguinte maneira: as seções de ℱ+ sobre um aberto 𝑈 são aplicações
𝑠 : 𝑈 → ⋃︀𝑥∈𝑈 ℱ𝑥 tal que para cada 𝑥 ∈ 𝑈 existe um aberto 𝑉 ⊆ 𝑈 contendo 𝑥 e uma
seção 𝑡 ∈ ℱ(𝑉 ) tal que 𝑠(𝑦) = 𝑡(𝑦) para todo 𝑦 ∈ 𝑉 .
Já comentamos que dado um morfismo 𝜑 : ℱ → 𝒢, o pré-feixe imagem não era um
feixe de ℱ , mas a partir da proposição acima podemos definir o seguinte:
Definição 1.2.8. O feixe imagem de um morfismo 𝜑 : ℱ → 𝒢, denotado por Im𝜑, é o
feixe associado ao pré-feixe
𝑈 ↦→ Im (𝜑𝑈 : ℱ(𝑈)→ 𝒢(𝑈)) .
Dizemos que 𝜑 é sobrejetor se Im𝜑 = 𝒢.
Tendo definido os feixes núcleo e imagem de um morfismo, podemos definir sequências
exatas de feixes.
Definição 1.2.9. Dada uma sequência de feixes e morfismos
ℱ 𝜑 // 𝒢 𝜓 //ℋ
dizemos que essa sequência é exata em 𝒢 se Im𝜑 = ker𝜓.
Mais geralmente, um complexo de feixes é uma sequência da forma
· · · // ℱ𝑘 𝜑𝑘 // ℱ𝑘+1 𝜑𝑘+1 // ℱ𝑘+2 // · · ·
com 𝜑𝑘+1 ∘ 𝜑𝑘 = 0 para todo 𝑘, e dizemos que esse complexo é exato se a sequência
ℱ𝑘−1 → ℱ𝑘 → ℱ𝑘+1 for exata em ℱ𝑘 para todo 𝑘.
Exemplo 1.2.10. Denote por 𝒜𝑘𝑀 o feixe das formas diferencias em 𝑀 . A diferencial
exterior define naturalmente um morfismo de feixes 𝑑 : 𝒜𝑘𝑀 → 𝒜𝑘+1𝑀 . Como 𝑑2 = 0,
obtemos um complexo
0 // 𝒜0𝑀 𝑑 // 𝒜1𝑀 𝑑 // · · · 𝑑 // 𝒜𝑘𝑀 𝑑 // 𝒜𝑘+1𝑀 𝑑 // · · ·
chamado complexo de de Rham de 𝑀 .
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1.3 Variedades Complexas
Definição 1.3.1. Uma variedade complexa 𝑀 é uma variedade diferenciável admitindo
uma cobertura aberta {𝑈𝛼} e aplicações coordenadas 𝜙𝛼 : 𝑈𝛼 → C𝑛 tal que 𝜙𝛼 ∘ 𝜙−1𝛽 é
holomorfa em 𝜙𝛽(𝑈𝛼 ∩ 𝑈𝛽) ⊂ C𝑛 para todo 𝛼, 𝛽.
Uma função 𝑓 : 𝑈 ⊂𝑀 → C𝑚 é holomorfa se, para todo 𝛼, 𝑓 ∘ 𝜙−1𝛼 é holomorfa em
𝜙𝛼(𝑈 ∩𝑈𝛼) ⊂ C𝑛. Uma coleção 𝑧 = (𝑧1, · · · , 𝑧𝑛) de funções em 𝑈 ⊂𝑀 é um sistema de
coordenadas holomorfo se 𝜙𝛼 ∘𝑧−1 e 𝑧 ∘𝜙−1𝛼 são holomorfas em 𝑧(𝑈 ∩𝑈𝛼) e 𝜙𝛼(𝑢∩𝑈𝛼),
respectivamente.
Uma variedade complexa é dita conexa, compacta, simplesmente conexa, etc., se a
variedade diferenciável em questão tiver tal propriedade. Vale observar que um subcon-
junto aberto de uma variedade complexa é de maneira natural uma variedade complexa
de mesma dimensão.
Definição 1.3.2. Seja 𝑀 uma variedade complexa. Denotamos por 𝒪𝑀 o feixe de
funções holomorfas em 𝑀 , i.e., para qualquer subconjunto aberto 𝑈 ⊂𝑀 temos
𝒪𝑀(𝑈) = Γ(𝑈,𝒪𝑀) = {𝑓 : 𝑈 → C | 𝑓 é holomorfa}.
E denotemos por 𝒪𝑀,𝑥 o stalk de 𝒪𝑀 no ponto 𝑥, isto é, o conjunto de todos os germes
(𝑈, 𝑓), onde 𝑈 é uma vizinhança aberta arbitrariamente pequena de 𝑥 e 𝑓 é uma função
holomorfa em 𝑈 .
Proposição 1.3.3. Seja𝑀 uma variedade complexa conexa compacta. Então Γ(𝑀,𝒪𝑀) =
C, i.e., qualquer função holomorfa global em 𝑀 é constante.
Demonstração. Como 𝑀 é compacta, qualquer função holomorfa 𝑓 : 𝑀 → C, que é em
particular contínua, atinge seu máximo em algum ponto 𝑚 ∈𝑀 . Se (𝑈𝑖, 𝜙𝑖) é uma carta
holomorfa com 𝑚 ∈ 𝑈𝑖, então 𝑓 ∘ 𝜙−1𝑖 é localmente constante, pelo princípio do máximo
em 𝜙𝑖(𝑈𝑖) ⊂ C𝑛. Como 𝑀 é conexa, segue que 𝑓 tem que ser constante. Portanto,
Γ(𝑀,𝒪𝑀) = C.
Segue do Teorema de Hartogs o seguinte caso: Seja Δ𝜀(0) o disco aberto de raio 𝜀
centrado na origem em C𝑛, 𝑛 ≥ 2. Então Γ(Δ𝜀(0),𝒪𝑀) = Γ(Δ𝜀(0)∖{0},𝒪𝑀).
Definição 1.3.4. Sejam 𝑀 e 𝑁 duas variedades complexas. Uma aplicação contínua
𝑓 : 𝑀 → 𝑁 é holomorfa se para quaisquer cartas holomorfas (𝑈,𝜙) e (𝑉, 𝜓) de 𝑀
e 𝑁 , respectivamente, a aplicação 𝜓 ∘ 𝑓 ∘ 𝜙−1 : 𝜙 (𝑓−1(𝑉 ) ∩ 𝑈) → 𝜓(𝑉 ) é holomorfa.
As variedades complexas 𝑀 e 𝑁 são ditas isomorfas (ou, biholomorfas) se existe um
homeomorfismo holomorfo 𝑓 : 𝑀 → 𝑁 .
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Definição 1.3.5. Uma função meromorfa em uma variedade complexa 𝑀 é uma apli-
cação
𝑓 : 𝑀 → ⨆︁
𝑥∈𝑀
𝑄(𝒪𝑀,𝑥)
que associa a cada 𝑥 ∈ 𝑀 um elemento 𝑓𝑥 ∈ 𝑄(𝒪𝑀,𝑥) tal que para qualquer 𝑥0 ∈ 𝑀
existe uma vizinhança aberta 𝑈 ⊂ 𝑀 de 𝑥0 e duas funções holomorfas 𝑔, ℎ : 𝑈 → C com
𝑓𝑥 = 𝑔ℎ para todo 𝑥. Onde 𝑄(𝒪𝑀,𝑥) denota o corpo de frações de 𝑂𝑀,𝑥. O feixe de funções
meromorfas será denotado por M𝑀 .
Observação 1.3.6. A definição 1.3.5 pode ser encontrada em [11]. Mas em [9], uma fun-
ção 𝑓 é dita meromorfa em um aberto 𝑈 ⊂𝑀 se é localmente o quociente de duas funções
holomorfas em 𝑈 . Nos casos em que iremos abordar neste trabalho ambas definições são
equivalentes, entretanto no caso geral existem alguns desacordos entre elas (na literatura
existem objeções sobre a definição dada em [9]).
Agora, faremos alguns exemplos de variedades complexas.
Exemplo 1.3.7. Definimos o espaço projetivo complexo 𝑛-dimensional
P𝑛 := (C𝑛+1∖{0})/C*
onde C* age por multiplicação em C𝑛+1, ou seja, (𝑧0, · · · , 𝑧𝑛) ∼ (𝑤0, · · · , 𝑤0) se, e somente
se, 𝑤𝑖 = 𝜆𝑧𝑖 para algum 𝜆 ∈ C*. Denotaremos os pontos em P𝑛 por (𝑧0 : · · · : 𝑧𝑛).
Considere os conjuntos
𝑈𝑖 = {(𝑧0 : · · · : 𝑧𝑛) ∈ P𝑛 | 𝑧𝑖 ̸= 0},
para 𝑖 = 0, · · · , 𝑛. Se considerarmos P𝑛 com a topologia quociente
𝜋 : C𝑛+1∖{0} → P𝑛,
então os conjuntos 𝑈𝑖’s são abertos. Logo, os 𝑈𝑖’s formam uma cobertura aberta de P𝑛.
Considere as aplicações 𝜙𝑖 : 𝑈𝑖 → C𝑛 definidas por
𝜙𝑖(𝑧0 : · · · : 𝑧𝑛) =
(︁𝑧0
𝑧𝑖
, · · · , 𝑧𝑖−1
𝑧𝑖
,
𝑧𝑖+1
𝑧𝑖
, · · · , 𝑧𝑛
𝑧𝑖
)︁
.
Observe que são holomorfas, bijetivas e com inversa 𝜙−1𝑖 (𝑤1, · · · , 𝑤𝑛) = (𝑤1 : · · · : 𝑤𝑖−1 :
1 : 𝑤𝑖 : · · · : 𝑤𝑛). Calculando as funções de transição
𝜙𝑖𝑗 := 𝜙𝑖 ∘ 𝜙−1𝑗 : 𝜙𝑗(𝑈𝑖 ∩ 𝑈𝑗)→ 𝜙𝑖(𝑈𝑖 ∩ 𝑈𝑗)
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temos
𝜙𝑖𝑗(𝑤1, · · · , 𝑤𝑛) =
(︂
𝑤1
𝑤𝑖
, · · · , 𝑤𝑖−1
𝑤𝑖
,
𝑤𝑖+1
𝑤𝑖
, · · · , 𝑤𝑗−1
𝑤𝑖
,
1
𝑤𝑖
,
𝑤𝑗
𝑤𝑖
, · · · , 𝑤𝑛
𝑤𝑖
)︂
.
Com isso, podemos ver que as transições são holomorfas.
Portanto, o espaço projetivo complexo P𝑛 é uma variedade complexa 𝑛-dimensional.
Se 𝑉 é um espaço vetorial complexo de dimensão 𝑛 + 1, então P(𝑉 ) denota o espaço
projetivo associado à 𝑉 , i.e., P(𝑉 ) := (𝑉 ∖{0})/C*. Note que, fixado uma base de 𝑉 a
variedade complexa P(𝑉 ) é isomorfa a P𝑛.
Exemplo 1.3.8. Definimos o toro complexo 𝑋 = C𝑛/Z2𝑛. Munimos 𝑋 com a topologia
quociente 𝜋 : C𝑛 → 𝑋. Seja 𝑈 ⊂ C𝑛 aberto suficientemente pequeno tal que (𝑈 + (𝑎1 +
𝑖𝑏1, · · · , 𝑎𝑛 + 𝑖𝑏𝑛)) ∩ 𝑈 = ∅ para todo (𝑎1, 𝑏1, · · · , 𝑎𝑛, 𝑏𝑛) ∈ Z2𝑛. Tais abertos existem,
por exemplo, se 𝑧 ∈ C𝑛 então o conjunto 𝑈 = {(𝑤1, · · · , 𝑤𝑛) ∈ C𝑛 | |𝑧𝑖 − 𝑤𝑖| < 1/2}
é um aberto com a propriedade acima. Com isso, obtemos que 𝑈 → 𝜋(𝑈) é bijetivo.
E, observe que, podemos cobrir 𝑋 pela projeção dos abertos 𝑈 satisfazendo que (𝑈 +
(𝑎1 + 𝑖𝑏1, · · · , 𝑎𝑛 + 𝑖𝑏𝑛)) ∩ 𝑈 = ∅ com (𝑎1, 𝑏1, · · · , 𝑎𝑛, 𝑏𝑛) variando em Z2𝑛. Dessa forma,
as transições são translações por vetores em Z2𝑛, logo são holomorfas. Portanto, o toro
complexo 𝑋 = C𝑛/Z2𝑛 é uma variedade complexa 𝑛-dimensional.
Definição 1.3.9. Seja 𝑀 uma variedade complexa 𝑛-dimensional (dimensão complexa)
e seja 𝑁 ⊂ 𝑀 uma subvariedade diferenciável de dimensão real 2𝑘, com 𝑘 ≤ 𝑛. Então
𝑁 é uma subvariedade complexa se existirem cartas 𝜙𝑖 : 𝑈𝑖 → C𝑛 de 𝑀 tais que
𝜙𝑖 : 𝑈𝑖 ∩𝑁 ∼= 𝜙𝑖(𝑈𝑖) ∩ C𝑘.
Na definição acima, podemos olhar C𝑘 mergulhado em C𝑛 pela aplicação que leva
(𝑧1, · · · , 𝑧𝑘) em (𝑧1, · · · , 𝑧𝑘, 0, · · · , 0). A codimensão de 𝑁 em 𝑀 é dada por dim𝑀 −
dim𝑁 = 𝑛− 𝑘.
Definição 1.3.10. Uma variedade complexa 𝑀 é dita projetiva se 𝑀 é isomorfa a uma
subvariedade complexa fechada de algum espaço projetivo P𝑁 .
Definição 1.3.11. Seja 𝑀 uma variedade complexa. Uma subvariedade analítica de
𝑀 é um subconjunto fechado 𝑉 ⊂ 𝑀 tal que para qualquer ponto 𝑥 ∈ 𝑀 existe uma
vizinhança aberta 𝑥 ∈ 𝑈 ⊂ 𝑀 tal que 𝑈 ∩ 𝑉 é o zero de finitas funções holomorfas
𝑓1, · · · , 𝑓𝑘 ∈ 𝒪(𝑈). Um ponto 𝑥 ∈ 𝑉 é um ponto regular (ou suave) se as funções
𝑓1, · · · , 𝑓𝑘 podem ser escolhidas tais que 𝜙(𝑥) ∈ 𝜙(𝑈) é um ponto regular da função
𝑓 := (𝑓1 ∘𝜙−1, · · · , 𝑓𝑘 ∘𝜙−1) : 𝜙(𝑈)→ C𝑘, isto é, seu jacobiano tem posto 𝑘. Aqui, (𝑈,𝜙)
é uma carta local em torno de 𝑥. Um ponto 𝑥 ∈ 𝑉 é singular se ele não for um ponto
regular.
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Exemplo 1.3.12. Seja 𝑓 : C𝑛 → C uma função holomorfa tal que 0 ∈ C é valor regular.
Seja
𝑀 := 𝑓−1(0) = 𝑍(𝑓) ⊂ C𝑛.
Pelo Teorema da Função Implícita (para funções complexas) existem uma cobertura𝑀 =⋃︀
𝑈𝑖, subconjuntos 𝑉𝑖 ⊂ C𝑛−1 e aplicações holomorfas 𝑔𝑖 : 𝑉𝑖 → C𝑛 induzindo aplicações
bijetoras 𝑔𝑖 : 𝑉𝑖 → 𝑈𝑖. As funções de transição 𝜙𝑖𝑗 := 𝑔𝑖 ∘ 𝑔−1𝑗 : 𝑔𝑗(𝑈𝑖) → 𝑔𝑖(𝑈𝑗) são
holomorfas. Portanto, 𝑀 é uma variedade complexa (𝑛− 1)-dimensional.
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Capítulo 2
Fibrados Vetoriais Complexos e
Holomorfos
Neste capítulo introduziremos os conceitos de fibrados vetoriais complexos e holomor-
fos, sendo que o nosso maior interesse está concentrado nos fibrados de linha holomorfos,
isto é, nos fibrados vetoriais holomorfos de posto 1. Um exemplo importante de fibrado
de linha é o fibrado canônico de uma variedade complexa 𝑀 , denotado por 𝐾𝑀 , que é o
fibrado das 𝑛-formas holomorfas em 𝑀 , onde 𝑛 é a dimensão de 𝑀 .
Na seção 2.3, apresentamos o conceito de divisores, que é uma soma formal localmente
finita de hipersuperfícies (ver Definição 2.3.2). No final do capítulo, mostramos que a cada
divisor está associado um fibrado de linha.
A principal referência para este capítulo é [9].
2.1 Fibrados Vetoriais Complexos
Definição 2.1.1. Seja𝑀 uma variedade diferenciável. Um fibrado vetorial complexo
𝐶∞ sobre 𝑀 consiste de uma família {𝐸𝑥}𝑥∈𝑀 de espaços vetoriais complexos parametri-
zados por 𝑀 , junto com uma estrutura de variedade 𝐶∞ em 𝐸 = ⋃︀𝑥∈𝑀 𝐸𝑥 tal que:
1. a aplicação de projeção 𝜋 : 𝐸 →𝑀 levando 𝐸𝑥 em 𝑥 é 𝐶∞;
2. para cada 𝑥0 ∈𝑀 existe um conjunto aberto 𝑈 em 𝑀 contendo 𝑥0 e um difeomor-
fismo
𝜙𝑈 : 𝜋−1(𝑈)→ 𝑈 × C𝑘
levando o espaço vetorial 𝐸𝑥 isomorficamente em {𝑥} × C𝑘 para cada 𝑥 ∈ 𝑈 .
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Do item 2 da definição acima vemos que o diagrama
𝜋−1(𝑈) 𝜙𝑈 //
𝜋

𝑈 × C𝑘
proj1
yy
𝑈
comuta.
As aplicações 𝜙𝑈 são chamadas trivializações locais de 𝐸 sobre 𝑈 . A dimensão das
fibras 𝐸𝑥 de 𝐸 é chamado o posto de 𝐸. Em particular, um fibrado vetorial de posto 1
é chamado fibrado de linha.
Pela condição 2 da definição de fibrado vetorial complexo temos que as funções
𝜙𝑖𝑗(𝑥) := (𝜙𝑖 ∘ 𝜙−1𝑗 )
⃒⃒⃒
{𝑥}×C𝑟
são transformações lineares inversíveis, e portanto definem aplicações diferenciáveis
𝜙𝑖𝑗 : 𝑈𝑖 ∩ 𝑈𝑗 → 𝐺𝐿(𝑟,C)
chamadas funções de transição (ou cociclos) para 𝐸 relativas as trivializações 𝜙𝑖, 𝜙𝑗. As
funções de transição de 𝐸 satisfazem, necessariamente, as identidades abaixo, conhecidas
como condições de cociclo
𝜙𝑖𝑗(𝑥).𝜙𝑗𝑖(𝑥) = 𝐼 ∀𝑥 ∈ 𝑈𝑖 ∩ 𝑈𝑗
𝜙𝑖𝑗(𝑥).𝜙𝑗𝑘(𝑥).𝜙𝑘𝑖(𝑥) = 𝐼 ∀𝑥 ∈ 𝑈𝑖 ∩ 𝑈𝑗 ∩ 𝑈𝑘.
Exemplo 2.1.2. O fibrado complexo 𝐸 =𝑀×C𝑟 com a projeção na primeira coordenada
𝜋 : 𝑀 × C𝑟 →𝑀 é chamado fibrado trivial. Neste caso, os cociclos são constantes iguais
a matriz identidade 𝐼 ∈ 𝐺𝐿(𝑟,C).
Dados dois fibrados 𝜋𝐸 : 𝐸 →𝑀 e 𝜋𝐹 : 𝐹 →𝑀 , um homomorfismo de 𝐸 em 𝐹 é uma
aplicação diferenciável 𝜙 : 𝐸 → 𝐹 tal que 𝜋𝐸 = 𝜋𝐹 ∘ 𝜙, a restrição 𝜙𝑥 := 𝜙|𝐸𝑥 : 𝐸𝑥 → 𝐹𝑥
é linear e seu posto independe de 𝑥.
𝐸
𝜙 //
𝜋𝐸   
𝐹
𝜋𝐹~~
𝑀
Um isomorfismo é um homomorfismo bijetor. Denotaremos por Hom (𝐸,𝐹 ) o conjunto
de todos os homomorfismo de 𝐸 em 𝐹 e por End (𝐸) = Hom (𝐸,𝐸) o conjunto dos
endomorfismos de 𝐸.
Definição 2.1.3. Um subfibrado 𝐹 ⊂ 𝐸 de um fibrado 𝐸 é uma coleção {𝐹𝑥 ⊂ 𝐸𝑥} de
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subespaços das fibras 𝐸𝑥 de 𝐸 tal que 𝐹 =
⋃︁
𝑥∈𝑀
𝐹𝑥 ⊂ 𝐸 é uma subvariedade de 𝐸.
A condição de 𝐹 ⊂ 𝐸 ser uma subvariedade é equivalente a dizer que para cada 𝑥 ∈𝑀 ,
existe uma vizinhança 𝑈 de 𝑥 em 𝑀 e uma trivialização
𝜙𝑈 : 𝐸𝑈 → 𝑈 × C𝑟
tal que
𝜙𝑈 |𝐹𝑈 : 𝐹𝑈 → 𝑈 × C𝑙 ⊂ 𝑈 × C𝑟.
Dado um homomorfismo 𝜙 : 𝐸 → 𝐹 definimos ker𝜙 = {𝑣 ∈ 𝐸 | 𝜙𝑥(𝑣) = 0𝑥 se 𝑣 ∈ 𝐸𝑥}.
Não é difícil ver que ker𝜙 é um subfibrado de 𝐸. É possível provar também que Im𝜙 ⊆ 𝐹
é um subfibrado de 𝐹 .
A proposição a seguir nos dá uma condição, em termos de cociclos, para que dois
fibrados sejam isomorfos.
Proposição 2.1.4. Dois fibrados 𝐸 → 𝑀 e 𝐹 → 𝑀 de posto 𝑟 são isomorfos se, e
somente se, existe uma cobertura {𝑈𝑖} de 𝑀 e funções diferenciáveis 𝜆𝑖 : 𝑈𝑖 → 𝐺𝐿(𝑟,C)
tais que 𝜑𝑖𝑗 = 𝜆𝑖 ∘𝜓𝑖𝑗 ∘𝜆−1𝑗 em 𝑈𝑖∩𝑈𝑗, onde 𝜑𝑖𝑗 e 𝜓𝑖𝑗 são os cociclos de 𝐸 e 𝐹 com relação
a {𝑈𝑖}, respectivamente.
O lema a seguir nos dá uma maneira bastante prática para construir novos fibrados a
partir de fibrados já conhecidos.
Lema 2.1.5. Seja 𝑀 uma variedade suave e suponha que para cada 𝑥 ∈ 𝑀 é dado um
espaço vetorial complexo 𝐸𝑥 de dimensão 𝑟 fixada. Sejam 𝐸 =
⨆︁
𝑥∈𝑀
𝐸𝑥 e 𝜋 : 𝐸 → 𝑀 a
aplicação que leva 𝐸𝑥 em 𝑥. Suponha ainda os seguintes dados:
i) uma cobertura aberta {𝑈𝑖} de 𝑀 ;
ii) para cada 𝑖, uma aplicação bijetora 𝜑𝑖 : 𝜋−1(𝑈𝑖)→ 𝑈𝑖×C𝑟 cuja restrição a cada 𝐸𝑥
é um isomorfismo de espaços vetoriais de 𝐸𝑥 para {𝑥} × C𝑟;
iii) para 𝑖, 𝑗 com 𝑈𝑖 ∩ 𝑈𝑗 ̸= ∅, uma aplicação suave 𝜏𝑖𝑗 : 𝑈𝑖 ∩ 𝑈𝑗 → 𝐺𝐿(𝑟,C) tal que a
aplicação 𝜑𝑖𝑗 := 𝜑𝑖 ∘ 𝜑−1𝑗 : (𝑈𝑖 ∩ 𝑈𝑗)× C𝑟 → (𝑈𝑖 ∩ 𝑈𝑗)× C𝑟 tem a forma
𝜑𝑖𝑗(𝑥, 𝑣) = (𝑥, 𝜏𝑖𝑗(𝑥)𝑣).
Então 𝐸 tem uma única topologia e estrutura suave tornando-se em uma variedade suave
e um fibrado vetorial de posto 𝑟 sobre 𝑀 , com projeção 𝜋 e trivializações locais 𝜑𝑖.
Demonstração. Ver [14].
29
Em termos de cociclos: dada uma cobertura {𝑈𝑖} de 𝑀 e funções diferenciáveis
𝜙𝑖𝑗 : 𝑈𝑖 ∩ 𝑈𝑗 → 𝐺𝐿(𝑟,C) satisfazendo as condições de cociclo, então
𝐸 ≃
(︃ ⨆︁
𝑥∈𝑀
𝐸𝑥
)︃⧸︃
∼ ,
onde (𝑥, 𝑣) ∼ (𝑦, 𝑤) se, e somente se, 𝑥 = 𝑦 e 𝑤 = 𝜏𝑖𝑗(𝑥)𝑣, é um fibrado de posto 𝑟 sobre
𝑀 .
Isso facilita descrever os fibrados, pois precisamos apenas especificar funções em aber-
tos de 𝑀 com valores em 𝐺𝐿(𝑟,C) satisfazendo certas condições de compatibilidade.
Exemplo 2.1.6. Sejam 𝐸 → 𝑀 e 𝐹 → 𝑀 dois fibrados vetoriais complexos sobre 𝑀
de posto 𝑟 e 𝑠, respectivamente. Suponha que 𝐸 e 𝐹 sejam trivializados por uma mesma
cobertura {𝑈𝑖} e sejam {𝜙𝑖𝑗} e {𝜓𝑖𝑗} os cociclos correspondentes.
1. A soma direta 𝐸 ⊕ 𝐹 é o fibrado dado pelos cociclos
𝜑𝑖𝑗(𝑥) =
⎛⎝ 𝜙𝑖𝑗(𝑥) 0
0 𝜓𝑖𝑗(𝑥)
⎞⎠ ∈ 𝐺𝐿(𝑟 + 𝑠,C).
2. O dual 𝐸* é o fibrado dado pelos cociclos
𝜑𝑖𝑗(𝑥) =
(︁
𝜙𝑖𝑗(𝑥)𝑡
)︁−1 ∈ 𝐺𝐿(𝑟,C).
3. O produto tensorial 𝐸 ⊗ 𝐹 é o fibrado dado pelos cociclos
𝜑𝑖𝑗(𝑥) = 𝜙𝑖𝑗(𝑥)⊗ 𝜓𝑖𝑗(𝑥) ∈ 𝐺𝐿(𝑟𝑠,C).
4. A 𝑘-ésima potência exterior ⋀︀𝑘 𝐸 é o fibrado dado pelos cociclos
𝜑𝑖𝑗(𝑥) = ∧𝑘𝜙𝑖𝑗(𝑥) ∈ 𝐺𝐿(𝑚,C), 𝑚 =
(︃
𝑟
𝑘
)︃
.
5. Se 𝑓 : 𝑁 → 𝑀 é uma função diferenciável, definimos o pullback de 𝐸 por 𝑓 como
sendo o fibrado 𝑓 *𝐸 sobre 𝑁 dado pelos cociclos
𝜑(𝑥) = 𝜙𝑖𝑗 ∘ 𝑓(𝑥) ∈ 𝐺𝐿(𝑟,C).
Se 𝑁 ⊂ 𝑀 e 𝑖 : 𝑁 → 𝑀 denota a inclusão, dizemos que 𝑖*𝐸 é a restrição de 𝑀 a
𝑁 , e a denotamos por 𝐸|𝑁 .
6. Suponha agora que 𝐹 ⊂ 𝐸 é um subfibrado de 𝐸. Então os cociclos de 𝐸 são da
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forma
𝜙𝑖𝑗(𝑥) =
⎛⎝ 𝜓𝑖𝑗(𝑥) *
0 𝜉𝑖𝑗(𝑥)
⎞⎠ ∈ 𝐺𝐿(𝑟,C),
onde as aplicações {𝜉𝑖𝑗} são os cociclos do fibrado quociente 𝐸/𝐹 dado por (𝐸/𝐹 )𝑥 =
𝐸𝑥/𝐹𝑥.
Definição 2.1.7. Uma seção diferenciável de um fibrado vetorial complexo 𝜋 : 𝐸 →𝑀
é uma aplicação diferenciável 𝑠 : 𝑀 → 𝐸 tal que 𝜋 ∘ 𝑠 = id𝑀 . Denotamos por 𝐻0(𝑀,C)
o conjunto de todas as seções.
Observe que todo fibrado complexo admite uma seção canônica, a seção nula, definida
por 𝑠(𝑥) = 0𝑥 ∈ 𝐸𝑥, para todo 𝑥.
2.2 Fibrados Vetoriais Holomorfos
Definição 2.2.1. Seja 𝑀 uma variedade complexa. Um fibrado vetorial holomorfo
𝜋 : 𝐸 → 𝑀 é um fibrado vetorial complexo junto com a estrutura de uma variedade
complexa 𝐸, tal que para qualquer 𝑥 ∈𝑀 existem 𝑈 ∋ 𝑥 em 𝑀 e uma trivialização
𝜙𝑈 : 𝜋−1(𝑈)→ 𝑈 × C𝑘
que é uma aplicação biholomorfa de variedades complexas.
Um fibrado de linha holomorfo é um fibrado vetorial holomorfo de posto 1.
Sejam 𝜋𝐸 : 𝐸 →𝑀 e 𝜋𝐹 : 𝐹 →𝑀 fibrados vetoriais holomorfos. Um homomorfismo
de fibrados vetoriais holomorfos de 𝐸 para 𝐹 é uma aplicação holomorfa 𝜙 : 𝐸 → 𝐹
com 𝜋𝐸 = 𝜋𝐹 ∘ 𝜙 tal que a aplicação induzida 𝜙(𝑥) : 𝐸(𝑥) → 𝐹 (𝑥) é linear com posto
independente de 𝑥 ∈𝑀 .
𝐸
𝜙 //
𝜋𝐸   
𝐹
𝜋𝐹~~
𝑀
Dois fibrados vetorias holomorfos 𝐸 e 𝐹 são isomorfos se existe um homomorfismo
de fibrados vetorias holomorfos bijetor 𝜙 : 𝐸 → 𝐹 .
Observação 2.2.2. Um fibrado vetorial holomorfo não deve ser confundido com um
fibrado vetorial complexo, pois este último é um fibrado vetorial diferenciável cujas fibras
são espaços vetoriais complexos e as transições são C-lineares.
Assim como para fibrados vetoriais complexos, podemos recuperar o fibrado vetorial
holomorfo 𝐸 a partir de aplicações holomorfas 𝜙𝑖𝑗 : 𝑈𝑖 ∩ 𝑈𝑗 → 𝐺𝐿(𝑟,C) satisfazendo
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as condições de cociclo. Além disso, todas as construções feitas na seção de fibrados
complexos são válidas aqui, isto é, a soma direta, o produto tensorial, o dual e a potência
exterior de fibrados holomorfos ainda são fibrados holomorfos.
Definição 2.2.3. Seja 𝑓 : 𝑁 →𝑀 uma aplicação holomorfa entre variedades complexas e
seja 𝐸 um fibrado vetorial holomorfo sobre 𝑀 dado pelo cociclo {(𝑈𝑖, 𝜓𝑖𝑗)}. O pull-back
𝑓 *𝐸 de 𝐸 é o fibrado vetorial holomorfo sobre 𝑁 que é dado pelo cociclo {(𝑓−1(𝑈𝑖), 𝜓𝑖𝑗 ∘
𝑓)}.
Se 𝑁 é uma subvariedade complexa de 𝑀 e 𝑖 : 𝑁 →𝑀 é a inclusão, então 𝐸
⃒⃒⃒
𝑁
:= 𝑖*𝐸
é a restrição de 𝐸 à 𝑁 .
Definimos o fibrado de linha 𝒪(1) a partir de seu dual, que pode ser descrito como
segue:
Proposição 2.2.4. O conjunto 𝒪(−1) ⊆ P𝑛 × C𝑛+1, que consiste de todos os pares
(𝑙, 𝑧) ∈ P𝑛 × C𝑛+1 com 𝑧 ∈ 𝑙, forma de maneira natural um fibrado de linha holomorfo
sobre P𝑛.
Demonstração. Considere a projeção 𝜋 : 𝒪(−1) → P𝑛 dada pela projeção no primeiro
fator. Seja {𝑈𝑖} a cobertura canônica de P𝑛. Uma trivialização de 𝒪(−1) sobre 𝑈𝑖 é dada
por
𝜓𝑖 : 𝜋−1(𝑈𝑖) −→ 𝑈𝑖 × C
(𝑙, 𝑧) ↦−→ (𝑙, 𝑧𝑖)
.
Temos que 𝜓𝑖 é contínua e sua inversa é dada por 𝜓−1𝑖 : (𝑙, 𝑤) ↦→
(︁
𝑙,
(︁
𝑤 𝑧0
𝑧𝑖
, · · · , 𝑤 𝑧𝑛
𝑧𝑖
)︁)︁
,
onde 𝑙 = (𝑧0 : · · · : 𝑧𝑛). Logo 𝜓−1𝑖 é contínua.
As funções de transição 𝜓𝑖𝑗(𝑙) : C→ C são dadas por 𝑤 ↦→ 𝑧𝑖𝑧𝑗 ·𝑤, onde 𝑙 = (𝑧0 : · · · : 𝑧𝑛).
Os mapas 𝜓𝑖 fornecem ao mesmo tempo cartas holomorfas para 𝒪(−1).
Note que a fibra 𝒪(−1)→ P𝑛 sobre 𝑙 ∈ P𝑛 é isomorfa a 𝑙.
Definição 2.2.5. O fibrado de linha 𝒪(1) é o dual 𝒪(−1)* de 𝒪(−1). Para 𝑘 > 0
considere 𝒪(𝑘) sendo o fibrado de linha 𝒪(1)⊗𝑘 = 𝒪(1)⊗ · · · ⊗ 𝒪(1)⏟  ⏞  
𝑘 vezes
. Analogamente,
para 𝑘 < 0 definimos 𝒪(𝑘) = 𝒪(−𝑘)*.
Proposição 2.2.6. Seja 𝐿 → 𝑀 um fibrado de linha holomorfo e 𝐿* o seu dual. Então
𝐿⊗ 𝐿* ≃ 𝒪𝑀 , onde 𝒪𝑀 é o fibrado de linha trivial sobre 𝑀 .
Demonstração. Sejam {𝜙𝑖𝑗} os cociclos de 𝐿 associados a uma cobertura {𝑈𝑖}. Então, em
relação à mesma cobertura, o fibrado dual 𝐿* é dado pelos cociclos {𝜙−1𝑖𝑗 }. E o produto
tensorial é dado pelos cociclos {𝜙𝑖𝑗 · 𝜙−1𝑖𝑗 = 1}, que são os cociclos do fibrado trivial.
Corolário 2.2.7. Seja 𝐿 um fibrado de linha sobre uma variedade compacta 𝑀 . Se 𝐿 e
𝐿* admitem seções holomorfas não triviais então 𝐿 é trivial.
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Demonstração. Sejam 𝑠 e 𝑡 seções holomorfas de 𝐿 e 𝐿* respectivamente. Então 𝑓 = 𝑠⊗ 𝑡
é uma seção de 𝐿⊗𝐿* ≃ 𝒪𝑀 , isto é, uma função holomorfa global. Como 𝑀 é compacta
segue que 𝑓 é constante.
Suponha que 𝐿 não seja trivial. Então 𝑠(𝑥) = 0 para algum 𝑥 ∈𝑀 e portanto 𝑓 ≡ 0.
Mas com isso 𝑠⊗ 𝑡 = 0 e pelo princípio da identidade devemos ter 𝑠 = 0 ou 𝑡 = 0, ou seja,
uma das seções deve ser trivial.
Podemos dar ao conjunto dos fibrados de linha em 𝑀 uma estrutura de grupo, com a
multiplicação sendo dada pelo produto tensorial (𝐿,𝐿′) ↦→ 𝐿⊗𝐿′ e a inversa pelo fibrado
dual 𝐿 ↦→ 𝐿*. E pela proposição acima vemos que o elemento neutro é dado pelo fibrado
trivial, pois 𝐿⊗ 𝐿* ≃ 𝒪𝑀 .
Definição 2.2.8. O grupo de Picard de 𝑀 , denotado por Pic (𝑀), é o grupo formado
pelas classes de isomorfismo de fibrados de linha holomorfos cujas operações de grupo são
dadas acima.
A seguinte proposição nos dá uma descrição do grupo de Picard que usaremos com
maior frequência no decorrer do texto. A demonstração desse fato pode ser encontrada
em [11] ou em [9].
Proposição 2.2.9. Existe um isomorfismo
Pic (𝑀) ≃ 𝐻1(𝑀,𝒪*𝑀).
Agora, seja 𝑀 = ⋃︀𝑈𝑖 uma cobertura aberta por cartas 𝜙𝑖 : 𝑈𝑖 → C𝑛. Definimos o
Jacobiano das aplicações de transição 𝜙𝑖𝑗 := 𝜙𝑖 ∘ 𝜙−1𝑗 : 𝜙𝑗(𝑈𝑖 ∩ 𝑈𝑗)→ 𝜙𝑖(𝑈𝑖 ∩ 𝑈𝑗) como
sendo a matriz 𝐽(𝜙𝑖𝑗)(𝜙𝑗(𝑧)) :=
(︂
𝜕𝜙𝑘𝑖𝑗
𝜕𝑧𝑙
(︁
𝜙𝑗(𝑧)
)︁)︂
𝑘,𝑙
.
Definição 2.2.10. O fibrado tangente holomorfo de uma variedade complexa (lisa)
𝑀 de dimensão 𝑛 é o fibrado vetorial holomorfo 𝒯𝑀 em 𝑀 de posto 𝑛 que é dado pelas
funções de transição 𝜓𝑖𝑗(𝑧) = 𝐽(𝜙𝑖𝑗)
(︁
𝜙𝑗(𝑧)
)︁
. O fibrado cotangente holomorfo Ω𝑀 é
o dual de 𝒯𝑀 . O fibrado de 𝑝-formas holomorfo é Ω𝑝𝑀 :=
⋀︀𝑝Ω𝑀 para 0 ≤ 𝑝 ≤ 𝑛 e
𝐾𝑀 := det (Ω𝑀) = Ω𝑛𝑀 é chamado fibrado canônico de 𝑀 .
2.3 Divisores
Definição 2.3.1. Uma hipersuperfície analítica de 𝑀 é uma subvariedade analítica
𝑉 ⊂𝑀 de codimensão 1, i.e., dim 𝑉 = dim𝑀 − 1.
Uma hipersuperfície 𝑉 ⊂ 𝑀 é localmente dada como o conjunto de zeros de uma
função holomorfa não nula.
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Definição 2.3.2. Um divisor 𝐷 em uma variedade complexa 𝑀 é uma soma formal
localmente finita
𝐷 =
∑︁
𝑎𝑖𝑉𝑖,
onde 𝑉𝑖 ⊂𝑀 são hipersuperfícies e 𝑎𝑖 ∈ Z.
Onde localmente finita significa que para todo 𝑥 ∈ 𝑀 existe uma vizinhança aberta
𝑈 tal que 𝑉𝑖 ∩ 𝑈 ̸= ∅ apenas para um número finito de índices 𝑖.
O conjunto de todos os divisores forma um grupo abeliano livre gerado pelas hipersu-
perfícies de 𝑀 , conhecido como grupo de divisores e denotado por Div (𝑀).
Definição 2.3.3. Um divisor 𝐷 = ∑︀ 𝑎𝑖𝑉𝑖 é dito efetivo se 𝑎𝑖 ≥ 0, ∀𝑖.
Por exemplo, o divisor associado a uma hipersuperfície 𝑉 ⊂𝑀 é um divisor efetivo.
Note que, podemos definir uma ordem parcial em Div (𝑀), se 𝐷 = ∑︀ 𝑎𝑖𝑉𝑖 e 𝐷′ =∑︀
𝑏𝑖𝑉𝑖, dizemos que 𝐷 ≤ 𝐷′ se 𝑎𝑖 ≤ 𝑏𝑖 para todo 𝑖.
Seja 𝑀 uma variedade complexa e 𝑉 ⊂𝑀 uma hipersuperfície irredutível. Dada uma
função holomorfa 𝑓 em uma vizinhança de 𝑥 ∈ 𝑉 , ela define um germe 𝑓 ∈ 𝒪𝑀,𝑥. Se 𝑔 é
um elemento irredutível em 𝒪𝑀,𝑥 induzido pela equação que define 𝑉 , a ordem de 𝑓 em
𝑥 é o maior inteiro 𝑚 = ord𝑉,𝑥 tal que 𝑔𝑚 divide 𝑓 em 𝒪𝑀,𝑥, ou seja, é o maior inteiro 𝑚
tal que a equação
𝑓 = 𝑔𝑚ℎ, ℎ ∈ 𝒪𝑀,𝑥
vale em 𝒪𝑀,𝑥.
Temos que os elementos relativamente primos em 𝒪𝑀,𝑥 continuam relativamente pri-
mos em 𝒪𝑀,𝑦 para 𝑦 suficientemente próximo de 𝑥 (ver [9] pág. 10). Isso permite definir
a ordem de 𝑓 ao longo de 𝑉 por
ord𝑉 𝑓 = ord𝑉,𝑥𝑓
para algum 𝑥 ∈ 𝑉 .
Mais geralmente, se 𝑓 é meromorfa, podemos escrever 𝑓 = 𝑔/ℎ localmente, e definimos
ord𝑉,𝑥𝑓 = ord𝑉,𝑥𝑔 − ord𝑉,𝑥ℎ e, em seguida, ord𝑉,𝑥𝑓 = ord𝑉 𝑓 para algum 𝑥 ∈ 𝑉 .
Note que a ordem satisfaz ord𝑉 (𝑓1𝑓2) = ord𝑉 𝑓1+ord𝑉 𝑓2 e que ord𝑉 𝑓 = 0 se, e somente
se, é holomorfa e não identicamente nula em 𝑉 .
Definição 2.3.4. Dada uma função meromorfa global 𝑓 ∈ Γ(𝑀,M𝑀), o divisor asso-
ciado a 𝑓 é o divisor
(𝑓) =
∑︁
ord𝑉 (𝑓)𝑉,
onde a soma é tomada sobre todas as hipersuperfícies irredutíveis de 𝑀 . Um divisor
𝐷 ∈ Div (𝑀) desta forma é chamado divisor principal e o conjunto de todos os divisores
principais é denotado por PDiv (𝑀).
34
O divisor (𝑓) pode ser escrito como a diferença de dois divisores efetivos (𝑓) = 𝑍(𝑓)−
𝑃 (𝑓), onde
𝑍(𝑓) =
∑︁
ord𝑉 (𝑓)>0
ord𝑉 (𝑓)𝑉 e 𝑃 (𝑓) =
∑︁
ord𝑉 (𝑓)<0
ord𝑉 (𝑓)𝑉
é o divisor de zeros e o divisor de polos, respectivamente.
Vale observar que PDiv (𝑀) é um subgrupo de Div (𝑀), pois se 𝐷 = (𝑓) e 𝐷′ = (𝑔)
então (𝐷 +𝐷′) = (𝑓𝑔) e −𝐷 = (𝑓−1).
Seja 𝑉 ⊂ 𝑀 uma hipersuperfície irredutível. Localmente, 𝑉 é dada como zeros
de funções holomorfas, isto é, existe uma cobertura 𝑀 = ⋃︀𝑈𝑖 e funções holomorfas
𝑓𝑖 ∈ 𝒪𝑀(𝑈𝑖) tais que 𝑉 ∩𝑈𝑖 = 𝑍(𝑓𝑖). Se 𝑈𝑖 ∩𝑈𝑗 ̸= ∅ temos que 𝑓𝑖 e 𝑓𝑗 definem a mesma
hipersuperfície irredutível e portanto 𝑓𝑖 e 𝑓𝑗 diferem por um função holomorfa que não
se anula, ou seja, 𝑓𝑖𝑓−1𝑗 ∈ 𝒪𝑀(𝑈𝑖 ∩ 𝑈𝑗). Isso nos permite ver 𝑉 como uma seção global
do feixe quociente 𝒪𝑀/𝒪*𝑀 , onde o feixe quociente é a feixificação do pré-feixe quociente
𝑈 ↦→ 𝒪𝑀(𝑈)/𝒪*𝑀(𝑈).
De maneira análoga, qualquer divisor efetivo pode ser visto como uma seção global
de 𝒪𝑀/𝒪*𝑀 . No caso de divisores em geral, não basta considerar o feixe das funções
holomorfas, devido a presença de coeficientes negativos, o que motiva a seguinte definição.
Definição 2.3.5. Um divisor de Cartier em 𝑀 é uma seção global do feixe M*𝑀/𝒪*𝑀 ,
isto é, um elemento de 𝐻0(𝑀,M*𝑀/𝒪*𝑀).
Proposição 2.3.6. Existe um isomorfismo natural
𝐻0(𝑀,M*𝑀/𝒪*𝑀) ∼= 𝐷𝑖𝑣(𝑀).
Demonstração. Esse isomorfismo é induzido associando à uma função meromorfa seu di-
visor.
Precisamente, um divisor de Cartier 𝑓 ∈ 𝐻0(𝑀,M*𝑀/𝒪*𝑀) é dado por funções mero-
morfas não triviais 𝑓𝑖 ∈M*𝑀(𝑈𝑖) em subconjuntos abertos 𝑈𝑖 cobrindo 𝑀 tal que 𝑓𝑖𝑓−1𝑗 é
uma função holomorfa sem zeros. Assim, para qualquer hipersuperfície irredutível 𝑉 ⊂𝑀
com 𝑉 ∩ (𝑈𝑖 ∩𝑈𝑗) ̸= ∅ temos ord𝑉 (𝑓𝑖) = ord𝑉 (𝑓𝑗). Logo, ord𝑉 (𝑓) está bem definida para
qualquer hipersuperfície irredutível 𝑉 ⊂ 𝑀 como sendo ord𝑉 (𝑓) = ord𝑉 (𝑓𝑖) para algum
𝑖. Então associamos a 𝑓 ∈ 𝐻0(𝑀,M*𝑀/𝒪*𝑀) o divisor (𝑓) =
∑︀ ord𝑉 (𝑓)𝑉 ∈ Div (𝑀).
Utilizando a aditividade da ordem, vemos que a aplicação induzida
𝐻0(𝑀,M𝑀/𝒪*𝑀)→ Div (𝑀)
é um homomorfismo de grupos.
Reciprocamente, seja 𝐷 = ∑︀ 𝑎𝑖𝑉𝑖 um divisor. Então existe uma cobertura {𝑈𝑗} de
𝑀 tal que em cada 𝑈𝑗, todo 𝑉𝑖 aparecendo em 𝐷 tem uma função localmente definida
𝑔𝑖𝑗 ∈ 𝒪𝑀(𝑈𝑗), tais funções são únicas a menos de elementos de 𝒪*𝑀(𝑈𝑗). Defina 𝑓 :=
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∏︀
𝑖 𝑔
𝑎𝑖
𝑖𝑗 ∈ M*𝑀(𝑈𝑗). Como 𝑍(𝑔𝑖𝑗) ∩ 𝑈𝑘 = 𝑉𝑖 ∩ 𝑈𝑗 ∩ 𝑈𝑘 = 𝑍(𝑔𝑖𝑘) ∩ 𝑈𝑗 e 𝑉𝑖 é irredutível,
segue que 𝑔𝑖𝑗 e 𝑔𝑖𝑘 diferem por uma função em 𝒪*𝑀(𝑈𝑗 ∩ 𝑈𝑘). Consequentemente 𝑓𝑗 e 𝑓𝑘
diferem, em 𝑈𝑗 ∩ 𝑈𝑘, por um elemento de 𝒪*𝑀(𝑈𝑗 ∩ 𝑈𝑘) e portanto definem uma seção
𝑓 ∈ 𝐻0(𝑀,M*𝑀/𝒪*𝑀).
Como as duas aplicações são inversas uma da outra, segue o isomorfismo desejado.
A correspondência entre divisores e fibrados de linha
Seja 𝐷 ∈ Div (𝑀). Vimos que 𝐷 corresponde a uma seção global do feixe 𝑓 ∈
M*𝑀/𝒪*𝑀 , que por sua vez é dada por funções 𝑓𝑖 ∈ M𝑀(𝑈𝑖) para uma cobertura aberta
𝑀 = ⋃︀𝑈𝑖. Então definimos por 𝒪(𝐷) o fibrado de linha associado aos cociclos {𝑓𝑖𝑗 =
𝑓𝑖𝑓
−1
𝑗 }.
Se considerarmos 𝐷′ ∈ Div (𝑀), associado a {𝑓 ′𝑖}, a soma 𝐷 + 𝐷′ corresponde ao
produto {𝑓𝑖𝑓 ′𝑖} e portanto o fibrado associado a 𝐷 +𝐷′ é dado pelos cociclos
𝑔𝑖𝑗 =
𝑓𝑖𝑓
′
𝑖
𝑓𝑗𝑓 ′𝑗
= 𝑓𝑖
𝑓𝑗
· 𝑓
′
𝑖
𝑓 ′𝑗
,
que são os cociclos do fibrado 𝒪(𝐷)⊗𝒪(𝐷′). Daí segue:
Proposição 2.3.7. Existe um homomorfismo de grupos
Div (𝑀) −→ Pic (𝑀)
𝐷 ↦−→ 𝒪(𝐷).
Proposição 2.3.8. O fibrado 𝒪(𝐷) é trivial se, e somente se, 𝐷 é um divisor principal.
Demonstração. Suponha primeiro que 𝐷 = (𝑓) é um divisor principal. Então 𝐷 corres-
ponde a imagem da seção global 𝑓 ∈ 𝐻0(𝑀,M*𝑀) pela aplicação induzida pela projeção
natural M*𝑀 →M*𝑀/𝒪*𝑀 . Assim, o cociclo que define 𝒪(𝐷) é 𝑓/𝑓 ≡ 1, o que mostra que
𝒪(𝐷) ∼= 𝒪𝑀 .
Reciprocamente, suponha que 𝒪(𝐷) ∼= 𝒪𝑀 . Sabemos que existe uma cobertura {𝑈𝑖}
tal que 𝐷 corresponde à {𝑓𝑖 ∈M*𝑀(𝑈𝑖)} e tal que existem funções holomorfas 𝑔𝑖 ∈ 𝒪*𝑀(𝑈𝑖)
com 𝑓𝑖𝑓−1𝑗 = 𝜙𝑖𝑗 = 𝑔𝑖𝑔−1𝑗 . Segue que
𝑓𝑖𝑔
−1
𝑖 = 𝑓𝑗𝑔−1𝑗 em 𝑈𝑖 ∩ 𝑈𝑗,
isto é, existe uma função meromorfa global 𝑓 ∈ Γ(𝑀,M𝑀) com 𝑓 |𝑈𝑖 = 𝑓𝑖𝑔−1𝑖 para todo 𝑖.
Como as 𝑔𝑖’s são holomorfas e não se anulam, temos que ord𝑉 (𝑓) = ord𝑉 (𝑓𝑖) se 𝑉 ∩𝑈𝑖 ̸= ∅,
de onde vemos que (𝑓) = 𝐷, e portanto 𝐷 é principal.
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A proposição acima mostra que há uma aplicação injetora
Div (𝑀)
PDiv (𝑀) →˓ Pic (𝑀) .
Definição 2.3.9. Dizemos que dois divisores 𝐷,𝐷′ ∈ Div (𝑀) são linearmente equi-
valentes se eles representam a mesma classe em Div (𝑀) /PDiv (𝑀), i.e., 𝐷 −𝐷′ é um
divisor principal.
Vemos então que 𝒪(𝐷) ≃ 𝒪(𝐷′) se, e somente se, 𝐷 e 𝐷′ são linearmente equivalentes.
Exemplo 2.3.10 (Divisores de hiperplanos em P𝑛). Seja 𝐻0 ⊂ P𝑛 o hiperplano dado pela
equação 𝑧0 = 0. Temos que 𝐻0 é uma hipersuperfície em P𝑛 e portanto define um divisor
𝐻0 ∈ Div (P𝑛). Considerando 𝑈𝑖 os abertos canônicos de P𝑛, temos que 𝐻0 ∩ 𝑈0 = ∅ e
𝐻0 ∩ 𝑈𝑖 ̸= ∅ para 𝑖 = 1, · · · , 𝑛 e que
𝐻0 ∩ 𝑈0 = 𝑍(1) e 𝐻0 ∩ 𝑈𝑖 = 𝑍
(︂
𝑧0
𝑧𝑖
)︂
, 𝑖 = 1, · · · , 𝑛,
onde vemos 1 como a função constante em 𝑈0 e 𝑧0𝑧𝑖 ∈ 𝒪P𝑛(𝑈𝑖).
Assim, o divisor de Cartier associado a 𝐻0 é
{︁
1 ∈ 𝒪P𝑛(𝑈0), 𝑧0𝑧𝑖 ∈ 𝒪P𝑛(𝑈𝑖)
}︁
, e portanto
o fibrado 𝒪(𝐻0) é dado pelos cociclos 𝑧𝑗𝑧𝑖 ∈ 𝒪P𝑛(𝑈𝑖 ∩ 𝑈𝑗), que são os cociclos do fibrado
𝒪(1), ou seja,
𝒪(𝐻0) ≃ 𝒪(1).
O mesmo isomorfismo pode ser obtido se considerarmos outro hiperplano 𝐻 ⊂ P𝑛. Se
𝐻 é dado pelos zeros de uma equação linear 𝑃 ∈ C[𝑧0, · · · , 𝑧𝑛] então 𝑓 = 𝑃/𝑧0 define
uma função meromorfa global em P𝑛 e (𝑓) = 𝐻 − 𝐻0. Assim, 𝐻 e 𝐻0 são linearmente
equivalentes e portanto 𝒪(𝐻0) ≃ 𝒪(𝐻). Mostramos então que
𝒪(𝐻) ≃ 𝒪(1)
para todo hiperplano 𝐻 ⊂ P𝑛.
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Capítulo 3
Variedades Kähler
Este capítulo tem por objetivo introduzir o conceito de variedade Kähler, que é uma
variedade complexa equipada com uma estrutura hermitiana satisfazendo determinadas
condições (ver Definição 3.1.5). As variedades Kähler formam uma importante classe de
variedades complexas, por exemplo os toros complexos e todas as variedades projetivas.
Nas seções 3.2 e 3.3, apresentamos alguns resultados sobre o fibrado canônico do
espaço projetivo complexo e sobre o fibrado canônico de variedades projetivas. A fórmula
de adjunção, que é um dos resultados mais importantes deste trabalho, está contido na
seção 3.3.
Encerramos o capítulo apresentando a definição e alguns exemplos de variedades al-
gébricas (projetivas), que será útil no próximo capítulo.
3.1 Definição e Exemplos
Seja 𝑀 uma variedade complexa. Denotaremos a estrutura quase complexa induzida
por 𝐼.
Definição 3.1.1. Uma métrica riemanniana 𝑔 em 𝑀 é uma estrutura hermitiana
em 𝑀 se para todo ponto 𝑥 ∈ 𝑀 , o produto escalar 𝑔𝑥 em 𝑇𝑥𝑀 é compatível com a
estrutura quase complexa 𝐼𝑥. A (1, 1)-forma real induzida 𝜔 := 𝑔(𝐼(·), (·)) é chamada
forma fundamental.
Exemplo 3.1.2. O produto interno usual em C𝑛, dado por ⟨𝑧, 𝑤⟩ = ∑︀𝑛𝑗=1 𝑧𝑗𝑤𝑗, é uma
estrutura hermitiana, pois é invariante pela multiplicação por 𝑖.
Tanto a forma fundamental 𝜔 quando a forma hermitiana ℎ = 𝑔 − 𝑖𝜔 se estendem
de forma C-bilinear a 𝑇C𝑀 . Denotaremos por 𝜔 e ℎ essas extensões. Note que ℎ é
I-sesquilinear, isto é,
ℎ(𝐼𝑣, 𝑤) = 𝑔(𝐼𝑣, 𝑤)− 𝑖𝜔(𝐼𝑣, 𝑤) = 𝜔(𝑣, 𝑤) + 𝑖𝜔(𝑣, 𝐼𝑤) = 𝜔(𝑣, 𝑤) + 𝑖𝑔(𝑣, 𝑤) = 𝑖ℎ(𝑣, 𝑤)
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ℎ(𝑣, 𝐼𝑤) = 𝑔(𝑣, 𝐼𝑤)−𝑖𝜔(𝑣, 𝐼𝑤) = −𝑔(𝐼𝑣, 𝑤)−𝑖𝑔(𝑣, 𝑤) = −𝜔(𝑣, 𝑤)−𝑖𝑔(𝑣, 𝑤) = −𝑖ℎ(𝑣, 𝑤).
Mais ainda, ℎ é bilinear com relação a multiplicação por 𝑖,
ℎ(𝑖𝑣, 𝑤) = 𝑔(𝑖𝑣, 𝑤)− 𝑖𝜔(𝑖𝑣, 𝑤) = 𝑖𝑔(𝑣, 𝑤) + 𝜔(𝑣, 𝑤) = 𝑖ℎ(𝑣, 𝑤)
e analogamente, obtemos ℎ(𝑣, 𝑖𝑤) = 𝑖ℎ(𝑣, 𝑤).
A partir dessas propriedades, podemos demonstrar o seguinte lema.
Lema 3.1.3. Em um sistema de coordenadas (𝑥1, · · · , 𝑥𝑛, 𝑦1, · · · , 𝑦𝑛) valem as seguintes
relações:
1. ℎ
(︁
𝜕
𝜕𝑥𝑖
, 𝜕
𝜕𝑥𝑗
)︁
= ℎ
(︁
𝜕
𝜕𝑦𝑖
, 𝜕
𝜕𝑦𝑗
)︁
e ℎ
(︁
𝜕
𝜕𝑥𝑖
, 𝜕
𝜕𝑦𝑗
)︁
= −ℎ
(︁
𝜕
𝜕𝑦𝑖
, 𝜕
𝜕𝑥𝑗
)︁
= −𝑖ℎ
(︁
𝜕
𝜕𝑥𝑖
, 𝜕
𝜕𝑥𝑗
)︁
.
2. ℎ
(︁
𝜕
𝜕𝑧𝑖
, 𝜕
𝜕𝑧𝑗
)︁
= ℎ
(︁
𝜕
𝜕𝑧𝑖
, 𝜕
𝜕𝑧𝑗
)︁
= 0 e ℎ
(︁
𝜕
𝜕𝑧𝑖
, 𝜕
𝜕𝑧𝑗
)︁
= ℎ
(︁
𝜕
𝜕𝑥𝑖
, 𝜕
𝜕𝑥𝑗
)︁
.
Demonstração. 1. A primeira parte segue da compatibilidade de ℎ,
ℎ
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑥𝑗
)︃
= ℎ
(︃
𝐼
(︃
𝜕
𝜕𝑦𝑖
)︃
, 𝐼
(︃
𝜕
𝜕𝑦𝑗
)︃)︃
= ℎ
(︃
𝜕
𝜕𝑦𝑖
,
𝜕
𝜕𝑦𝑗
)︃
.
A segunda parte, segue da sesquilinearidade de h,
ℎ
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑦𝑗
)︃
= −ℎ
(︃
𝜕
𝜕𝑦𝑗
,
𝜕
𝜕𝑥𝑖
)︃
= −ℎ
(︃
𝐼
(︃
𝜕
𝜕𝑥𝑗
)︃
,
𝜕
𝜕𝑥𝑖
)︃
= −𝑖ℎ
(︃
𝜕
𝜕𝑥𝑗
,
𝜕
𝜕𝑥𝑖
)︃
= −𝑖ℎ
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑥𝑗
)︃
.
2. Para esse item, utilizamos as definições de 𝜕
𝜕𝑧𝑗
= 12
(︁
𝜕
𝜕𝑥𝑗
− 𝑖 𝜕
𝜕𝑦𝑗
)︁
e 𝜕
𝜕𝑧𝑗
= 12
(︁
𝜕
𝜕𝑥𝑗
+ 𝑖 𝜕
𝜕𝑦𝑗
)︁
.
Logo,
ℎ
(︃
𝜕
𝜕𝑧𝑖
,
𝜕
𝜕𝑧𝑗
)︃
= ℎ
(︃
1
2
(︂
𝜕
𝜕𝑥𝑖
− 𝑖 𝜕
𝜕𝑦𝑖
)︂
,
1
2
(︃
𝜕
𝜕𝑥𝑗
− 𝑖 𝜕
𝜕𝑦𝑗
)︃)︃
= 14
[︃
ℎ
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑥𝑗
)︃
− 𝑖ℎ
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑦𝑗
)︃
− 𝑖ℎ
(︃
𝜕
𝜕𝑦𝑖
,
𝜕
𝜕𝑥𝑗
)︃
− ℎ
(︃
𝜕
𝜕𝑦𝑖
,
𝜕
𝜕𝑦𝑗
)︃]︃
= 0.
Do mesmo modo, ℎ
(︁
𝜕
𝜕𝑧𝑖
, 𝜕
𝜕𝑧𝑗
)︁
= 0.
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Para a segunda parte, temos
ℎ
(︃
𝜕
𝜕𝑧𝑖
,
𝜕
𝜕𝑧𝑗
)︃
= ℎ
(︃
1
2
(︂
𝜕
𝜕𝑥𝑖
− 𝑖 𝜕
𝜕𝑦𝑖
)︂
,
1
2
(︃
𝜕
𝜕𝑥𝑗
+ 𝑖 𝜕
𝜕𝑦𝑗
)︃)︃
= 14
[︃
ℎ
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑥𝑗
)︃
+ 𝑖ℎ
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑦𝑗
)︃
− 𝑖ℎ
(︃
𝜕
𝜕𝑦𝑖
,
𝜕
𝜕𝑥𝑗
)︃
+ ℎ
(︃
𝜕
𝜕𝑦𝑖
,
𝜕
𝜕𝑦𝑗
)︃]︃
= 12
[︃
ℎ
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑥𝑗
)︃
+ 𝑖ℎ
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑦𝑗
)︃]︃
= ℎ
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑥𝑗
)︃
.
Do lema acima, uma estrutura hermitiana é dada em coordenadas por
ℎ =
∑︁
𝑖,𝑗
ℎ𝑖𝑗𝑑𝑧𝑖 ⊗ 𝑑𝑧𝑗, (3.1.1)
onde ℎ𝑖𝑗 = ℎ
(︁
𝜕
𝜕𝑧𝑖
, 𝜕
𝜕𝑧𝑗
)︁
é uma matriz hermitiana definida positiva. Nessas mesmas coor-
denadas, a forma fundamental 𝜔 é dada por
𝜔 = 𝑖2
𝑛∑︁
𝑖,𝑗=1
ℎ𝑖𝑗𝑑𝑧𝑖 ∧ 𝑑𝑧𝑗. (3.1.2)
De fato, como 𝜕
𝜕𝑥𝑖
e 𝜕
𝜕𝑦𝑖
são reais temos
𝜔
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑥𝑗
)︃
= −Im ℎ
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑥𝑗
)︃
= −Im ℎ𝑖𝑗
e
𝜔
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑦𝑗
)︃
= 𝑔
(︃
𝜕
𝜕𝑦𝑖
,
𝜕
𝜕𝑦𝑗
)︃
= Re ℎ
(︃
𝜕
𝜕𝑦𝑖
,
𝜕
𝜕𝑦𝑗
)︃
= Re ℎ𝑖𝑗,
de onde vemos que
𝜔
(︃
𝜕
𝜕𝑧𝑖
,
𝜕
𝜕𝑧𝑗
)︃
= 𝜔
(︃
1
2
(︃
𝜕
𝜕𝑥𝑖
− 𝑖 𝜕
𝜕𝑦𝑖
)︃
,
1
2
(︃
𝜕
𝜕𝑥𝑗
+ 𝑖 𝜕
𝜕𝑦𝑗
)︃)︃
= 14
[︃
𝜔
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑥𝑗
)︃
+ 𝑖𝜔
(︃
𝜕
𝜕𝑥𝑖
,
𝜕
𝜕𝑦𝑗
)︃
− 𝑖𝜔
(︃
𝜕
𝜕𝑦𝑖
,
𝜕
𝜕𝑥𝑗
)︃
+ 𝜔
(︃
𝜕
𝜕𝑦𝑖
,
𝜕
𝜕𝑦𝑗
)︃]︃
= 12 [−Im ℎ𝑖𝑗 + 𝑖Re ℎ𝑖𝑗] =
𝑖
2 [Re ℎ𝑖𝑗 + 𝑖Im ℎ𝑖𝑗]
= 𝑖2ℎ𝑖𝑗,
que prova o desejado.
Exemplo 3.1.4. Em C𝑛, com a estrutura hermitiana padrão que denotaremos por ℎ0,
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temos que ℎ𝑖𝑗 = 𝛿𝑖𝑗, ou seja,
ℎ0 =
𝑛∑︁
𝑖=1
𝑑𝑧𝑖 ⊗ 𝑑𝑧𝑖
=
𝑛∑︁
𝑖=1
(𝑑𝑥𝑖 + 𝑖𝑑𝑦𝑖)⊗ (𝑑𝑥𝑖 − 𝑖𝑑𝑦𝑖)
=
𝑛∑︁
𝑖=1
𝑑𝑥𝑖 ⊗ 𝑑𝑥𝑖 +
𝑛∑︁
𝑖=1
𝑑𝑦𝑖 ⊗ 𝑑𝑦𝑖,
e a forma fundamental
𝜔0 =
𝑖
2
𝑛∑︁
𝑖,𝑗=1
ℎ𝑖𝑗𝑑𝑧𝑖 ∧ 𝑑𝑧𝑗
= 𝑖2
𝑛∑︁
𝑖=1
𝑑𝑧𝑖 ∧ 𝑑𝑧𝑖
= 𝑖2
𝑛∑︁
𝑖=1
[(𝑑𝑥𝑖 + 𝑖𝑑𝑦𝑖) ∧ (𝑑𝑥𝑖 − 𝑖𝑑𝑦𝑖)]
= 𝑖2
[︃
𝑛∑︁
𝑖=1
𝑑𝑥𝑖 ∧ (−𝑖𝑑𝑦𝑖) +
𝑛∑︁
𝑖=1
𝑖𝑑𝑦𝑖 ∧ 𝑑𝑥𝑖
]︃
= 𝑖2
[︃
−2𝑖
𝑛∑︁
𝑖=1
𝑑𝑥𝑖 ∧ 𝑑𝑦𝑖
]︃
=
𝑛∑︁
𝑖=1
𝑑𝑥𝑖 ∧ 𝑑𝑦𝑖.
A variedade complexa 𝑀 munida com uma estrutura hermitiana 𝑔 é dita uma va-
riedade hermitiana. Note que a estrutura hermitiana é unicamente determinada pela
estrutura quase complexa e pela forma fundamental 𝜔, pois 𝑔(·, ·) = 𝜔(·, 𝐼(·)).
Definição 3.1.5. Uma estrutura Kähler (ou métrica Kähler) é uma estrutura her-
mitiana 𝑔 para qual a forma fundamental é fechada, i.e., 𝑑𝜔 = 0. Neste caso, a forma
fundamental 𝜔 é chamada forma Kähler.
A variedade complexa equipada com a estrutura Kähler é chamada uma variedade
Kähler. Entretanto, as vezes uma variedade complexa 𝑀 é dita Kähler se existe uma
estrutura Kähler sem realmente fixar uma. Mais precisamente, neste caso diremos uma
variedade complexa do tipo Kähler.
Temos o seguinte resultado, cuja demonstração pode ser encontrada em [11].
Lema 3.1.6. Seja 𝜔 uma (1, 1)-forma real fechada em uma variedade complexa 𝑀 . Se
𝜔 é definida positiva, isto é, 𝜔 é localmente da forma (3.1.2) tal que ℎ𝑖𝑗(𝑥) é uma matriz
hermitiana positiva definida para qualquer 𝑥 ∈ 𝑀 , então existe uma métrica Kähler em
𝑀 tal que 𝜔 é a forma fundamental associada.
41
Exemplo 3.1.7 (Métrica de Fubini-Study). A métrica de Fubini-Study é uma métrica
Kähler padrão no espaço projetivo P𝑛. Considere P𝑛 =
𝑛⋃︁
𝑖=0
𝑈𝑖 a cobertura padrão e
𝜙𝑖 : 𝑈𝑖 → C𝑛 dada por (𝑧0 : · · · : 𝑧𝑛) ↦→
(︁
𝑧0
𝑧𝑖
, · · · , ̂︀1, · · · , 𝑧𝑛
𝑧𝑖
)︁
.
Definimos
𝜔𝑖 :=
𝑖
2𝜋𝜕𝜕 log
(︃
𝑛∑︁
𝑙=0
⃒⃒⃒⃒
𝑧𝑙
𝑧𝑖
⃒⃒⃒⃒2)︃
∈ 𝒜1,1(𝑈𝑖) (3.1.3)
que sobre 𝜙𝑖 corresponde a
𝑖
2𝜋𝜕𝜕 log
(︃
𝑛∑︁
𝑘=0
⃒⃒⃒
𝑤𝑘
⃒⃒⃒2
+ 1
)︃
.
Primeiro vamos provar que 𝜔𝑖
⃒⃒⃒
𝑈𝑖∩𝑈𝑗
= 𝜔𝑗
⃒⃒⃒
𝑈𝑖∩𝑈𝑗
, isto é, que os 𝜔𝑖’s colam à forma global
𝜔FS ∈ 𝒜1,1(P𝑛). De fato,
log
(︃
𝑛∑︁
𝑙=0
⃒⃒⃒⃒
𝑧𝑙
𝑧𝑖
⃒⃒⃒⃒2)︃
= log
(︃⃒⃒⃒⃒
𝑧𝑗
𝑧𝑖
⃒⃒⃒⃒2 𝑛∑︁
𝑙=0
⃒⃒⃒⃒
𝑧𝑙
𝑧𝑗
⃒⃒⃒⃒2)︃
= log
(︃⃒⃒⃒⃒
𝑧𝑗
𝑧𝑖
⃒⃒⃒⃒2)︃
+ log
(︃
𝑛∑︁
𝑙=0
⃒⃒⃒⃒
𝑧𝑙
𝑧𝑗
⃒⃒⃒⃒2)︃
.
Logo, é suficiente provar que 𝜕𝜕 log
(︂⃒⃒⃒
𝑧𝑗
𝑧𝑖
⃒⃒⃒2)︂
= 0 em 𝑈𝑖 ∩ 𝑈𝑗. Como 𝑧𝑗𝑧𝑖 é a 𝑗-ésima função
coordenada em 𝑈𝑖, o que queremos segue de
𝜕𝜕 log |𝑧|2 = 𝜕𝜕 log(𝑧𝑧) = 𝜕
(︂ 1
𝑧𝑧
𝜕(𝑧𝑧)
)︂
= 𝜕
(︂ 1
𝑧𝑧
𝑧𝑑𝑧
)︂
= 𝜕
(︃
𝑧𝑑𝑧
𝑧𝑧
)︃
= 𝜕
(︃
𝑑𝑧
𝑧
)︃
= 0.
Agora, observe que 𝜔FS é uma (1, 1)-forma real. De fato, temos que
𝜕𝜕 = 𝜕𝜕 = −𝜕𝜕
nos dá que 𝜔𝑖 = 𝜔𝑖.
Mais ainda, 𝜔FS é fechada pois,
𝜕𝜔𝑖 =
𝑖
2𝜋𝜕
2𝜕 log
(︃
𝑛∑︁
𝑙=0
⃒⃒⃒⃒
𝑧𝑙
𝑧𝑖
⃒⃒⃒⃒2)︃
= 0
e
𝜕𝜔𝑖 =
𝑖
2𝜋𝜕𝜕𝜕 log
(︃
𝑛∑︁
𝑙=0
⃒⃒⃒⃒
𝑧𝑙
𝑧𝑖
⃒⃒⃒⃒2)︃
= − 𝑖2𝜋𝜕𝜕
2 log
(︃
𝑛∑︁
𝑙=0
⃒⃒⃒⃒
𝑧𝑙
𝑧𝑖
⃒⃒⃒⃒2)︃
= 0,
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visto que 𝜕2 = 𝜕2 = 0.
Resta provar que 𝜔FS é positiva definida, ou seja, que 𝜔FS é a forma Kähler associada
à uma métrica. Isto pode ser verificado para cada 𝑈𝑖 separadamente. Temos
𝜕𝜕 log
(︃
1 +
𝑛∑︁
𝑖=0
⃒⃒⃒
𝑤𝑖
⃒⃒⃒2)︃
= 𝜕
⎛⎜⎜⎜⎜⎝ 11 + 𝑛∑︁
𝑖=0
⃒⃒⃒
𝑤𝑖
⃒⃒⃒2𝜕
(︃
1 +
𝑛∑︁
𝑖=0
𝑤𝑖𝑤𝑖
)︃⎞⎟⎟⎟⎟⎠
= 𝜕
⎛⎜⎜⎜⎜⎝
𝑛∑︁
𝑖=1
𝑤𝑖𝑑𝑤𝑖
1 +
𝑛∑︁
𝑖=0
⃒⃒⃒
𝑤𝑖
⃒⃒⃒2
⎞⎟⎟⎟⎟⎠
=
𝑛∑︁
𝑖=1
𝑑𝑤𝑖 ∧ 𝑑𝑤𝑖
1 +
𝑛∑︁
𝑖=0
⃒⃒⃒
𝑤𝑖
⃒⃒⃒2 −
(︃
𝑛∑︁
𝑖=1
𝑤𝑖𝑑𝑤𝑖
)︃
∧
(︃
𝑛∑︁
𝑖=1
𝑤𝑖𝑑𝑤𝑖
)︃
(︃
1 +
𝑛∑︁
𝑖=0
⃒⃒⃒
𝑤𝑖
⃒⃒⃒2)︃2
=
𝑛∑︁
𝑖=1
𝑑𝑤𝑖 ∧ 𝑑𝑤𝑖
1 +
𝑛∑︁
𝑖=0
⃒⃒⃒
𝑤𝑖
⃒⃒⃒2 −
𝑛∑︁
𝑖,𝑗=1
𝑤𝑖𝑤𝑗𝑑𝑤𝑖 ∧ 𝑤𝑗(︃
1 +
𝑛∑︁
𝑖=0
⃒⃒⃒
𝑤𝑖
⃒⃒⃒2)︃2
= 1(︃
1 +
𝑛∑︁
𝑖=0
⃒⃒⃒
𝑤𝑖
⃒⃒⃒2)︃2
𝑛∑︁
𝑖,𝑗=1
{︃[︃(︃
1 +
𝑛∑︁
𝑖=1
|𝑤𝑖|2
)︃
𝛿𝑖𝑗 − 𝑤𝑖𝑤𝑗
]︃
𝑑𝑤𝑖 ∧ 𝑑𝑤𝑗
}︃
= 1(︃
1 +
𝑛∑︁
𝑖=0
⃒⃒⃒
𝑤𝑖
⃒⃒⃒2)︃2
𝑛∑︁
𝑖,𝑗=1
ℎ𝑖𝑗𝑑𝑤𝑖 ∧ 𝑑𝑤𝑗,
onde ℎ𝑖𝑗 =
(︃
1 +
𝑛∑︁
𝑖=1
|𝑤𝑖|2
)︃
𝛿𝑖𝑗 − 𝑤𝑖𝑤𝑗.
Consideremos 𝑢 ∈ C𝑛 não nulo e seja (·, ·) o produto hermitiano usual em C𝑛, denote
𝑤 = (𝑤1, · · · , 𝑤𝑛), temos
𝑢𝑡(ℎ𝑖𝑗)𝑢 = (𝑢, 𝑢) + (𝑤,𝑤)(𝑢, 𝑢)− 𝑢𝑡𝑤𝑤𝑡𝑢
= (𝑢, 𝑢) + (𝑤,𝑤)(𝑢, 𝑢)− (𝑤, 𝑢)(𝑤, 𝑢)
= (𝑢, 𝑢) + (𝑤,𝑤)(𝑢, 𝑢)− |(𝑤, 𝑢)|2
logo, pela desigualdade de Cauchy-Schwarz 𝑢𝑡(ℎ𝑖𝑗)𝑢 > 0.
Portanto, 𝜔FS é uma métrica Kähler.
Mais exemplos de variedades Kähler podem ser obtidos de subvariedades complexas
de variedades Kähler. Esse fato, que será provado abaixo, juntamente com o exemplo
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acima fornece uma classe importante de exemplos de variedades de Kähler, que são as
variedades projetivas.
Proposição 3.1.8. Seja 𝑔 uma métrica Kähler em uma variedade complexa 𝑀 . Então a
restrição 𝑔|𝑁 a qualquer subvariedade complexa 𝑁 ⊂𝑀 é novamente Kähler.
Demonstração. Como 𝑔 é Kähler, em particular 𝑔 é riemanniana, então 𝑔|𝑁 é também
riemanniana. Como 𝑇𝑥𝑁 ⊂ 𝑇𝑥𝑀 é invariante sob a estrutura quase complexa 𝐼 para
qualquer 𝑥 ∈ 𝑁 e a restrição de 𝐼 a 𝑇𝑥𝑁 é a estrutura quase complexa 𝐼𝑁 em 𝑁 , a
métrica 𝑔|𝑁 é compatível com a estrutura quase complexa em 𝑁 . Logo, 𝑔|𝑁 define uma
estrutura hermitiana em 𝑁 . Por definição, a forma Kähler associada 𝜔𝑁 em 𝑁 é da forma
𝜔𝑁 = 𝑔|𝑁 (𝐼(·), ·) = 𝑔 (𝐼(·), ·) |𝑁 = 𝜔|𝑁 ,
onde 𝜔 é a forma fundamental em 𝑀 . Portanto, 𝑑𝑁𝜔𝑁 = 𝑑𝑁(𝜔|𝑁) = (𝑑𝑀𝜔)|𝑁 = 0.
Corolário 3.1.9. Qualquer variedade projetiva é Kähler.
3.2 O Fibrado Canônico de P𝑛
Relembrando, os abertos canônicos de P𝑛 são dados por 𝑈𝑖 = {(𝑧0 : · · · : 𝑧𝑛) ∈
P𝑛 | 𝑧𝑖 ̸= 0} para 𝑖 = 0, · · ·𝑛. Então P𝑛 = ⋃︀𝑛𝑖=1 𝑈𝑖 e as aplicações 𝜙𝑖 : 𝑈𝑖 → C𝑛 dadas por
𝜙𝑖(𝑧0, · · · , 𝑧𝑛) =
(︁
𝑧0
𝑧𝑖
, · · · , 𝑧𝑖−1
𝑧𝑖
, 𝑧𝑖+1
𝑧𝑖
, · · · , 𝑧𝑛
𝑧𝑖
)︁
são biholomorfas. Para 𝑖 > 𝑗 a transição
𝜙𝑖𝑗 := 𝜙𝑖 ∘ 𝜙−1𝑗 : 𝜙(𝑈𝑖 ∩ 𝑈𝑗) → 𝜙𝑖(𝑈𝑖 ∩ 𝑈𝑗)
(𝑤1, · · · , 𝑤𝑛) ↦→
(︂
𝑤1
𝑤𝑖
, · · · , 𝑤𝑖−1
𝑤𝑖
,
𝑤𝑖+1
𝑤𝑖
, · · · , 𝑤𝑗−1
𝑤𝑖
,
1
𝑤𝑖
,
𝑤𝑖+1
𝑤𝑖
, · · · , 𝑤𝑛
𝑤𝑖
)︂
é a composição de
𝜙𝑖𝑗(𝑤1, · · · , 𝑤𝑛) =
(︂
𝑤1
𝑤𝑖
, · · · , 𝑤𝑖−1
𝑤𝑖
,
1
𝑤𝑖
,
𝑤𝑖+1
𝑤𝑖
, · · · , 𝑤𝑛
𝑤𝑖
)︂
e a permutação (𝑗 + 1, 𝑖), cujo sinal é (−1)𝑖−𝑗−1.
Proposição 3.2.1. O fibrado canônico 𝐾P𝑛 é isomorfo a 𝒪(−𝑛− 1).
Demonstração. Por definição, o fibrado canônico 𝐾P𝑛 ∼= det(𝒯 *P𝑛), onde o fibrado tangente
holomorfo 𝒯P𝑛 é unicamente determinado pelos cociclos {𝐽(𝜙𝑖𝑗)∘𝜙𝑗 : 𝑈𝑖∩𝑈𝑗 → 𝐺𝑙(𝑛,C)}.
Logo, é suficiente provar que o fibrado de linha associado ao cociclo {det(𝐽(𝜙𝑖𝑗) ∘ 𝜙𝑗)} é
isomorfo a 𝒪(𝑛+ 1). Pelas considerações que precedem a proposição, temos que
det(𝐽(𝜙𝑖𝑗)) = (−1)𝑖−𝑗−1det
(︃
𝜕𝜙𝑘𝑖𝑗
𝜕𝑤𝑙
)︃
𝑘,𝑙
,
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onde 𝜙𝑖𝑗 = (𝜙1𝑖𝑗, · · · , 𝜙𝑛𝑖𝑗).
A matriz
(︁
𝜕𝜙𝑖𝑗
𝜕𝑤𝑙
)︁
𝑘,𝑙
é identificada como
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑤−1𝑖 0 · · · 0 −𝑤−2𝑖 𝑤1 0 · · · 0
0 𝑤−1𝑖 · · · 0 −𝑤−2𝑖 𝑤2 0 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 𝑤−1𝑖 −𝑤−2𝑖 𝑤𝑖−1 0 · · · 0
0 0 · · · 0 −𝑤−2𝑖 0 · · · 0
0 0 · · · 0 −𝑤−2𝑖 𝑤𝑖+1 𝑤−1𝑖 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 0 −𝑤−2𝑖 𝑤𝑛 0 · · · 𝑤−1𝑖
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Assim, det
(︁
𝜕𝜙𝑖𝑗
𝜕𝑤𝑙
)︁
= −𝑤−(𝑛+1)𝑖 e, portanto
det (𝐽(𝜙𝑖𝑗) ∘ 𝜙𝑗) = (−1)𝑖−𝑗−1
(︁
−(𝑧𝑖/𝑧𝑗)−(𝑛+1)
)︁
= (−1)𝑖−𝑗 (𝑧𝑖/𝑧𝑗)−(𝑛+1) .
Por outro lado, já vimos que 𝒪(−1) é o fibrado de linha {(𝑙, 𝑧) ∈ P𝑛 × C𝑛+1 | 𝑧 ∈ 𝑙}
associado ao cociclo {𝑧𝑖/𝑧𝑗}. Logo, 𝒪(𝑛 + 1) corresponde ao cociclo {(𝑧𝑗/𝑧𝑖)𝑛+1}, pois
𝒪(𝑛+1) = 𝒪(−(𝑛+1))*. Os cociclos {(𝑧𝑗/𝑧𝑖)𝑛+1} e {(−1)𝑖−𝑗(𝑧𝑗/𝑧𝑖)𝑛+1} definem fibrados
de linha isomorfos, logo 𝐾P𝑛 ∼= 𝒪(−𝑛− 1).
Dada uma sequência exata curta 0 → 𝐸 → 𝐹 → 𝐺 → 0 de fibrados vetoriais ho-
lomorfos então vale que det(𝐹 ) ∼= det(𝐸) ⊗ det(𝐺). De fato, como 𝐸 → 𝐹 é injetora,
podemos ver 𝐸 como um subfibrado holomorfo de 𝐹 . Assim, podemos escolher triviali-
zações de 𝐹 de modo que seus cociclos sejam da forma 𝜙𝑖𝑗 =
⎛⎝ 𝜑𝑖𝑗 *
0 𝜓𝑖𝑗
⎞⎠, onde {𝜑𝑖𝑗}
são os cociclos de 𝐸 e {𝜓𝑖𝑗} são os cociclos de 𝐹/𝐸 ≃ 𝐺. Portanto, os cociclos de det(𝐹 )
são det(𝜙𝑖𝑗) = det(𝜑𝑖𝑗) · det(𝜓𝑖𝑗), que são os cociclos de det(𝐸) ⊗ det(𝐺), daí temos o
isomorfismo desejado.
Dessa forma, a proposição acima pode ser vista como consequência do seguinte resul-
tado:
Proposição 3.2.2 (Sequência de Euler). Em P𝑛 existe uma sequência curta e exata de
fibrados vetoriais holomorfos
0→ 𝒪P𝑛 → 𝒪(1)⊕(𝑛+1) → 𝒯P𝑛 → 0.
Demonstração. Ver [11].
Observação 3.2.3. Dada a sequência de Euler,
0→ 𝒪P𝑛 → 𝒪(1)⊕(𝑛+1) → 𝒯P𝑛 → 0
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temos que
det(𝒪(1)⊕(𝑛+1)) ≃ det(𝒪P𝑛)⊗ det(𝒯P𝑛) ≃ det(𝒯P𝑛) = 𝐾*P𝑛 ,
mas
det(𝒪(1)⊕(𝑛+1)) ≃ 𝒪(𝑛+ 1).
Portanto,
𝐾P𝑛 ≃ 𝒪(−𝑛− 1).
3.3 O Fibrado Canônico de Variedades Projetivas
Nesse momento, estamos interessados em ver a relação do fibrado canônico de uma
variedade complexa com o fibrado canônico de suas subvariedades complexas. Em parti-
cular, o fibrado canônico das variedades projetivas, que são subvariedades complexas de
algum espaço projetivo P𝑛.
Seja 𝑀 uma variedade complexa e 𝑁 ⊂𝑀 uma subvariedade complexa de 𝑀 . Existe
uma inclusão 𝒯𝑁 ⊂ 𝒯𝑀 entre os fibrados tangente holomorfos de 𝑀 e 𝑁 . O fibrado
normal de 𝑁 em 𝑀 , denotado por 𝒩𝑁/𝑀 , é um fibrado vetorial holomorfo sobre 𝑁
definido pela sequência exata
0→ 𝒯𝑁 → (𝒯𝑀)|𝑁 → 𝒩𝑁/𝑀 → 0,
ou equivalentemente, é o fibrado quociente 𝒩𝑁/𝑀 := (𝒯𝑀) |𝑁
⧸︁
𝒯𝑁 .
Note que 𝒩𝑁/𝑀 é um fibrado holomorfo cujo posto é a codimensão de 𝑁 em 𝑀 . Em
particular, se 𝑁 é uma hipersuperfície em 𝑀 , então 𝒩𝑁/𝑀 é um fibrado de linha.
Proposição 3.3.1 (Fórmula de Adjunção). Se 𝑁 ⊂ 𝑀 é uma subvariedade complexa
então existe um isomorfismo
𝐾𝑁 ≃ (𝐾𝑀)
⃒⃒⃒
𝑁
⊗ det𝒩𝑁/𝑀 .
Demonstração. Dada a sequência exata
0→ 𝒯𝑁 → (𝒯𝑀)|𝑁 → 𝒩𝑁/𝑀 → 0,
temos que
det ((𝒯𝑀)|𝑁) ≃ det (𝒯𝑁)⊗ det
(︁
𝒩𝑁/𝑀
)︁
e portanto, det(𝒯𝑁) ≃ det ((𝒯𝑀)|𝑁)⊗ det(𝒩 *𝑁/𝑀) de onde obtemos que
𝐾𝑁 = det(𝒯 *𝑁) ≃ det ((𝒯 *𝑀)|𝑁)⊗ det(𝒩𝑁/𝑀) = (𝐾𝑀)
⃒⃒⃒
𝑁
⊗ det(𝒩𝑁/𝑀).
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A proposição a seguir nos dá uma caracterização do fibrado canônico de uma hiper-
superfície complexa, a demonstração de tal fato pode ser encontrada em [11].
Proposição 3.3.2. Seja 𝑁 uma hipersuperfície complexa de uma variedade complexa
𝑀 definida por uma seção 𝑠 ∈ 𝐻0(𝑀,𝐿) de algum fibrado de linha holomorfo 𝐿 em 𝑀 .
Então 𝒩𝑁/𝑀 é isomorfo a 𝐿|𝑁 e portanto 𝐾𝑁 ≃ (𝐾𝑀 ⊗ 𝐿)|𝑁 .
E como consequência de tal fato temos:
Corolário 3.3.3. Se 𝑁 ⊂ P𝑛 é uma superfície de grau 𝑑, isto é, definida por uma seção
𝑠 ∈ 𝐻0(P𝑛,𝒪(𝑑)), então 𝐾𝑁 ≃ 𝒪(𝑑− 𝑛− 1)|𝑁 .
Demonstração. Da proposição anterior, temos que 𝐾𝑁 ≃ (𝐾P𝑛 ⊗ 𝒪(𝑑))|𝑁 , mas já vimos
que 𝐾P𝑛 ≃ 𝒪(−𝑛− 1), de onde segue
𝐾𝑁 ≃ (𝒪(−𝑛− 1)⊗𝒪(𝑑))|𝑁 ≃ 𝒪(𝑑− 𝑛− 1)|𝑁 .
Exemplo 3.3.4. Seja 𝑀 ⊂ P3 uma quártica suave, isto é, uma variedade projetiva dada
pelos zeros de um polinômio de grau 4 em P3. Utilizando os resultados acima vemos que
𝐾𝑀 ≃ 𝒪(4− 3− 1) ≃ 𝒪𝑀 , ou seja, o fibrado canônico de 𝑀 é trivial.
3.4 Variedades Algébricas
Se 𝑓 é um polinômio homogêneo de grau 𝑑 em 𝑛+1 variáveis e 𝑝 = (𝑧0 : · · · : 𝑧𝑛) ∈ P𝑛
temos que 𝑓(𝜆𝑧0, · · · , 𝜆𝑧𝑛) = 𝜆𝑑𝑓(𝑧0, · · · , 𝑧𝑛) para todo 𝜆 ∈ C*. Logo 𝑓(𝑝) = 0 independe
do representante de 𝑝, ou seja, o conjunto
𝑍(𝑓) = {𝑝 ∈ P𝑛 | 𝑓(𝑝) = 0}
está bem definido.
Uma variedade algébrica (projetiva) será o conjunto dado pelos zeros simultâneos de
polinômios homogêneos.
Definição 3.4.1. Um subconjunto 𝑉 ⊂ P𝑛 é uma subvariedade algébrica (projetiva) se
existem polinômios homogêneos 𝑓1, · · · , 𝑓𝑘 ∈ C[𝑧0, · · · , 𝑧𝑛] tais que 𝑉 = 𝑍(𝑓1, · · · , 𝑓𝑘) :=
𝑍(𝑓1) ∩ · · · ∩ 𝑍(𝑓𝑘).
Quando uma variedade algébrica 𝑉 é de fato uma subvariedade lisa de P𝑛 dizemos que
𝑉 é suave ou não singular. A proposição seguinte é uma consequência do Teorema da
Função Implícita.
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Proposição 3.4.2. Se 𝑓 ∈ C[𝑧0, · · · , 𝑧𝑛] é um polinômio homogêneo e 0 é um valor
regular de 𝑓 : C𝑛+1∖{0} → C então 𝑉 = 𝑍(𝑓) ⊂ P𝑛 é suave. Neste caso, dizemos que 𝑉
é uma hipersuperfície.
Mais geralmente, se 𝑓1, · · · , 𝑓𝑘 ∈ C[𝑧0, · · · , 𝑧𝑛] são polinômios homogêneos e 0 é um
valor regular de (𝑓1, · · · , 𝑓𝑘) : C𝑛+1∖{0} → C𝑘 então 𝑉 é suave. Neste caso, dizemos que
𝑉 é uma interseção completa.
Exemplo 3.4.3. Considere o polinômio homogêneo 𝐹𝑘 = 𝑧𝑘0 + · · ·+ 𝑧𝑘𝑛. Note que, 𝜕𝐹𝑘𝜕𝑧𝑖 =
𝑘𝑧𝑘−1𝑖 para 𝑖 = 0, · · ·𝑛, não se anulam em C𝑛+1∖{0} e portanto 𝐹𝑘 : C𝑛+1∖{0} → C não
tem pontos críticos. Logo, da proposição acima, temos que 𝑉𝑘 = 𝑍(𝐹𝑘) ⊂ P𝑛 é uma
hipersuperfície projetiva, conhecida como hipersuperfície de Fermat.
Proposição 3.4.4. Se 𝑉 = 𝑍(𝑓1)∩· · ·∩𝑍(𝑓𝑘) é uma interseção completa com deg(𝑓𝑘) =
𝑑𝑘 então 𝐾𝑉 ≃ 𝒪(𝑑1 + · · ·+ 𝑑𝑘 − 𝑛− 1)|𝑉 .
Demonstração. Vamos utilizar indução sobre o número 𝑘 de equações. Para 𝑘 = 1, temos
que 𝑉 é uma hipersuperfície de grau 𝑑1 e o resultado já foi provado anteriormente.
Suponhamos que 𝑉 = 𝑍(𝑓1)∩ · · · ∩𝑍(𝑓𝑘). Como 𝑉 é uma interseção completa, temos
que 𝑉 é uma subvariedade de 𝑉 ′ = 𝑍(𝑓1) ∩ · · · ∩ 𝑍(𝑓𝑘−1) e além disso 𝑉 é dada pelos
zeros da seção 𝑓𝑘 ∈ 𝐻0(𝑉,𝒪(𝑑𝑘)|𝑉 ′).
Da hipótese de indução temos que 𝐾𝑉 ′ ≃ 𝒪(𝑑1+ · · ·+ 𝑑𝑘−1− 𝑛− 1)|𝑉 ′ e já vimos que
𝐾𝑉 ≃ (𝐾𝑉 ′ ⊗𝒪(𝑑𝑘))|𝑉 ′ . Daí, segue que
𝐾𝑉 ≃ (𝒪(𝑑1 + · · ·+ 𝑑𝑘−1 − 𝑛− 1)⊗𝒪(𝑑𝑘))|𝑉 ≃ (𝒪(𝑑1 + · · ·+ 𝑑𝑘 − 𝑛− 1))|𝑉 .
48
Capítulo 4
Variedades Calabi–Yau
Neste capítulo definimos variedade Calabi–Yau, que é uma variedade complexa Kähler
com fibrado canônico trivial (ver Definição 4.1.1). As variedades Calabi–Yau recebem este
nome pois Yau (1977) provou a conjectura de Calabi (1954) que dizia que (1, 1)-formas
fechadas em uma variedade complexa compacta são a forma de Ricci de uma métrica
Kähler. Em particular, focamos nosso interesse em variedades Calabi–Yau de dimensão
complexa três (Calabi–Yau threefolds).
Em [6] é apresentada uma nova função de partição para variedades Calabi–Yau singu-
lares, mais especificamente, nesse artigo, minha orientadora e colaboradores, trabalharam
com as 3-variedades Calabi–Yau dadas pelas equações 𝑥𝑦 − 𝑧𝑚𝑤𝑛 = 0, para 𝑛,𝑚 inteiros
não negativos. Em trabalho conjunto com E. Gasparim, B. Suzuki e A. Torres-Gomez,
provamos que existe uma maneira mais “simples” para calcular tal função de partição (ver
Proposição 4.3.8). No decorrer do capítulo construímos as ferramentas necessárias para
entender tal resultado.
4.1 Definição e Exemplos
Definição 4.1.1. Uma variedade Calabi–Yau é uma variedade complexa (lisa) de
Kähler com fibrado canônico trivial.
Também utilizaremos o termo “variedade Calabi–Yau singular” para variedades sin-
gulares que possuem resoluções crepantes (ver Definição 4.2.13).
Na literatura existem várias definições de variedade Calabi–Yau que, não necessaria-
mente, são equivalentes. Citarei aqui as mais comumente encontradas: Uma variedade
Calabi–Yau de dimensão (complexa) 𝑛 é definida como uma variedade Kähler 𝑀 satisfa-
zendo uma das seguintes condições:
• 𝑀 possui uma métrica Kähler com curvatura de Ricci nula;
• 𝑀 possui uma 𝑛-forma complexa (2𝑛-forma real) volume que nunca se anula;
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• O grupo estrutural de 𝑀 pode ser reduzido de 𝑈(𝑛) para 𝑆𝑈(𝑛);
• 𝑀 tem uma métrica Kähler com holonomia global contida em 𝑆𝑈(𝑛).
Exemplo 4.1.2. Seja 𝑓 um polinômio quíntico homogêneo (i.e. um polinômio homogêneo
de grau 5) nas variáveis 𝑧0, · · · , 𝑧4. Então 𝑓 = 0 define uma hipersuperfície 𝑉 em P4.
Como
𝐾P4 ≃ 𝒪(−4− 1)
segue que
𝐾𝑉 ≃ (𝒪(5− 4− 1))|𝑉 ≃ 𝒪𝑉 .
Se 𝑉 é não singular, isto é, 𝑓 e 𝜕𝑓
𝜕𝑧0
, · · · , 𝜕𝑓
𝜕𝑧4
não se anulam simultaneamente, então 𝑉 é
uma variedade Calabi–Yau.
Teorema 4.1.3 (Teorema do Hiperplano de Lefschetz). Sejam 𝑀 uma variedade com-
plexa 𝑚-dimensional compacta, 𝑁 uma hipersuperfície não singular em 𝑀 e 𝐿 o fibrado
de linha holomorfo sobre 𝑀 associado ao divisor 𝑁 . Suponha que 𝐿 é positivo. Então:
1. a aplicação 𝐻𝑘(𝑀,C) → 𝐻𝑘(𝑁,C) induzida pela inclusão 𝑁 →˓ 𝑀 é um isomor-
fismo para 0 ≤ 𝑘 ≤ 𝑚− 2 e injetiva para 𝑘 = 𝑚− 1;
2. a aplicação de grupos de homotopia 𝜋𝑘(𝑁)→ 𝜋𝑘(𝑀) induzida pela inclusão𝑁 →˓𝑀
é um isomorfismo para 0 ≤ 𝑘 ≤ 𝑚− 2 e sobrejetiva para 𝑘 = 𝑚− 1.
O Teorema 4.1.3, que pode ser encontrado em [12], irá nos ajudar com o seguinte
exemplo.
Exemplo 4.1.4. Uma superfície K3 é uma superfície complexa, compacta e simples-
mente conexa com fibrado canônico trivial. Superfícies 𝐾3 são variedades Calabi–Yau.
Por exemplo, defina 𝑆 sendo a quártica de Fermat
𝑆 = {(𝑧0 : · · · : 𝑧3) ∈ P3 | 𝑧40 + 𝑧41 + 𝑧42 + 𝑧43 = 0}.
Pela fórmula de adjunção temos que𝐾𝑆 ≃ (𝐾P3⊗𝒪(4))|𝑆, mas como𝐾P3 ≃ 𝒪(−4), temos
que𝐾𝑆 é trivial. O Teorema do Hiperplano de Lefschetz mostra que𝐻𝑘(𝑆,C) ∼= 𝐻𝑘(P3,C)
e 𝜋𝑘(𝑆) ∼= 𝜋𝑘(P3) para 𝑘 = 0, 1, assim 𝑆 é conexa e simplesmente conexa. Portanto, 𝑆 é
uma superfície 𝐾3.
Definição 4.1.5. Uma variedade complexa (lisa)𝑀 é paralelizável se o fibrado tangente
holomorfo 𝒯𝑀 é trivial.
Proposição 4.1.6. Seja 𝑀 uma variedade complexa de Kähler. Se 𝑀 é paralelizável
então 𝑀 é Calabi–Yau.
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Demonstração. Precisamos provar que o fibrado canônico 𝐾𝑀 de 𝑀 é trivial.
Como𝑀 é paralelizável implica que 𝒯𝑀 ≃ 𝒪⊕𝑛𝑀 , logo 𝒯 *𝑀 ≃ (𝒪⊕𝑛𝑀 )* ≃ 𝒪⊕𝑛𝑀 e, portanto,
𝐾𝑀 = det𝒯 *𝑀 ≃ 𝒪𝑀 .
Exemplo 4.1.7. O toro complexo 𝑛-dimensional é uma variedade Kähler compacta.
Como o toro é um grupo de Lie e todo grupo de Lie é paralelizável, segue que o toro
é uma variedade Calabi–Yau.
4.2 Resolução de Singularidades
Nesta seção iremos introduzir alguns conceitos de geometria algébrica que serão funda-
mentais para o desenvolvimento deste capítulo, maiores detalhes podem ser encontrados
em [10] e também em [4].
SejaK um corpo algebricamente fechado. Definimos o 𝑛-espaço afim sobreK, denotado
por A𝑛, como sendo as 𝑛-uplas de elementos de K.
Seja 𝐴 = K[𝑥1, · · · , 𝑥𝑛] o anel de polinômios em 𝑛 variáveis sobre K. Interpretamos os
elementos de 𝐴 como funções do 𝑛-espaço afim sobre K, definindo 𝑓(𝑃 ) = 𝑓(𝑎1, · · · , 𝑎𝑛),
onde 𝑓 ∈ 𝐴 e 𝑃 = (𝑎1, · · · , 𝑎𝑛) ∈ A𝑛. Assim, se 𝑓 é um polinômio podemos definir os
zeros de 𝑓 como
𝑍(𝑓) = {𝑃 ∈ A𝑛 | 𝑓(𝑃 ) = 0}.
Mais geralmente, se 𝑇 é um subconjunto de 𝐴, definimos os zeros de 𝑇 como sendo os
zeros comuns de todos os elementos de 𝑇 , ou seja,
𝑍(𝑇 ) = {𝑃 ∈ A𝑛 | 𝑓(𝑃 ) = 0 ∀𝑓 ∈ 𝑇}.
Definição 4.2.1. Um subconjunto 𝑌 de A𝑛 é um conjunto algébrico se existe um
subconjunto 𝑇 ⊆ 𝐴 tal que 𝑌 = 𝑍(𝑇 ).
Proposição 4.2.2. A união de dois conjuntos algébricos é um conjunto algébrico. A
interseção de uma família de conjuntos algébricos é um conjunto algébrico. O conjunto
vazio e o espaço todo são conjuntos algébricos.
Demonstração. Sejam 𝑌1 = 𝑍(𝑇1) e 𝑌2 = 𝑍(𝑇2) dois conjuntos algébricos, então 𝑌1∪𝑌2 =
𝑍(𝑇1𝑇2), onde 𝑇1𝑇2 denota o conjunto de todos os produtos de um elemento de 𝑇1 por
um elemento de 𝑇2. De fato, se 𝑃 ∈ 𝑌1 ∪ 𝑌2 então 𝑃 ∈ 𝑌1 ou 𝑃 ∈ 𝑌2, logo 𝑃 ∈ 𝑍(𝑇1𝑇2).
Reciprocamente, se 𝑃 ∈ 𝑍(𝑇1𝑇2) e digamos que 𝑃 /∈ 𝑌1, então existe 𝑓 ∈ 𝑇1 tal que
𝑓(𝑃 ) ̸= 0. Agora, para qualquer 𝑔 ∈ 𝑇2 temos que (𝑓𝑔)(𝑃 ) = 0, o que implica que
𝑔(𝑃 ) = 0, ou seja, 𝑃 ∈ 𝑍(𝑇2) = 𝑌2.
Seja 𝑌𝛼 = 𝑍(𝑇𝛼) uma família de conjuntos algébricos, então
⋂︀
𝛼 𝑌𝛼 = 𝑍(
⋃︀
𝛼 𝑇𝛼), assim⋂︀
𝛼 𝑌𝛼 é um conjunto algébrico. Por fim, note que ∅ = 𝑍(1) e que A𝑛 = 𝑍(0).
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Dessa maneira definimos a topologia de Zariski em A𝑛 pondo os abertos como sendo
o complementar dos conjuntos algébricos.
Definição 4.2.3. Um subconjunto não vazio 𝑌 de um espaço topológico 𝑋 é irredutível
se ele não pode ser expressado como a união 𝑌 = 𝑌1 ∪ 𝑌2 de dois subconjuntos próprios,
cada um dos quais é fechado em 𝑌 .
Definição 4.2.4. Uma variedade (algébrica) afim é um conjunto algébrico fechado
irredutível de A𝑛. Um aberto de uma variedade afim é uma variedade quasi-afim.
No que segue, considere K um corpo algebricamente fechado e 𝑌 uma variedade quasi-
afim em A𝑛.
Definição 4.2.5. Uma função 𝑓 : 𝑌 → K é regular em 𝑃 ∈ 𝑌 se existe uma vizinhança
aberta 𝑈 ∋ 𝑃 em 𝑌 , e polinômios 𝑔, ℎ ∈ 𝐴 = K[𝑥1, · · · , 𝑥𝑛] tal que ℎ não se anula em 𝑈 ,
e 𝑓 = 𝑔
ℎ
em 𝑈 . Dizemos que 𝑓 é regular em 𝑌 se ela for regular em todo ponto de 𝑌 .
Definição 4.2.6. Sejam 𝑋, 𝑌 duas variedades algébricas. Um morfismo 𝜙 : 𝑋 → 𝑌 é
uma aplicação contínua tal que para cada conjunto aberto 𝑉 ⊂ 𝑌 , e para cada função
regular 𝑓 : 𝑉 → K, a função 𝑓 ∘ 𝜙 : 𝜙−1(𝑣)→ K é regular.
Um morfismo de variedades 𝜙 : 𝑋 → 𝑌 é próprio se para cada anel 𝑉 com morfismo
𝛼 : spec (𝑉 )→ 𝑌 , existe um único morfismo 𝛽 : spec (𝑉 )→ 𝑋 tal que 𝜙 ∘ 𝛽 = 𝛼. Aqui, o
espectro de um anel 𝑉 , denotado por spec (𝑉 ), é o conjunto de todos os ideais primos de
𝑉 .
Definição 4.2.7. Sejam 𝑋 e 𝑌 variedades algébricas. Uma aplicação racional 𝜙 : 𝑋 →
𝑌 é uma classe de equivalência de pares ⟨𝑈,𝜙𝑈⟩ onde 𝑈 é um subconjunto aberto (Zariski)
não vazio de 𝑋, 𝜙𝑈 é um morfismo de 𝑈 em 𝑌 , e onde ⟨𝑈,𝜙𝑈⟩ e ⟨𝑉, 𝜙𝑉 ⟩ são equivalentes
se 𝜙𝑈 e 𝜙𝑉 coincidem em 𝑈 ∩ 𝑉 .
Definição 4.2.8. Uma aplicação birracional 𝜙 : 𝑋 → 𝑌 é uma aplicação racional que
admite inversa, ou seja, existe uma aplicação racional 𝜓 : 𝑌 → 𝑋 tal que 𝜓 ∘ 𝜙 = id𝑋 e
𝜙 ∘ 𝜓 = id𝑌 como aplicações racionais. Se existe uma aplicação birracional entre 𝑋 e 𝑌 ,
dizemos que 𝑋 e 𝑌 são birracionais.
Exemplo 4.2.9. Seja 𝑄 uma superfície quadrática em P3 dada por 𝑄 = {(𝑥 : 𝑦 : 𝑧 : 𝑡) ∈
P3 | 𝑥𝑡− 𝑦𝑧 = 0}. Vamos provar que 𝑄 é birracional a P2.
Considere a projeção em 𝑄 do ponto 𝑝 = (0 : 0 : 0 : 1) para P2, esta é uma aplicação
𝜋𝑝 : 𝑄∖{𝑝} → P2 tal que aplica (𝑥 : 𝑦 : 𝑧 : 𝑡) em (𝑥 : 𝑦 : 𝑧). Esta define uma aplicação
racional 𝜋 : 𝑄→ P2 com 𝜋(𝑄) = P2. Defina 𝜋−1 : P2 → 𝑄 por (𝑥 : 𝑦 : 𝑧) ↦→ (𝑥2 : 𝑥𝑦 : 𝑥𝑧 :
𝑦𝑧). Temos que 𝜋−1 é racional e que 𝜋 ∘ 𝜋−1 = idP2 e 𝜋−1 ∘ 𝜋 = id𝑄.
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Um exemplo muito importante de aplicação birracional é o blow up de uma variedade
em um ponto, que iremos explicar agora.
Seja P𝑛−1 o espaço projetivo complexo (𝑛− 1)-dimensional com coordenadas homogê-
neas (𝑦1 : · · · : 𝑦𝑛). Seja ̃︁C𝑛 o subconjunto de C𝑛 × P𝑛−1 que satisfaz simultaneamente as
equações 𝑥𝑖𝑦𝑗 = 𝑥𝑗𝑦𝑖 para todo 𝑖, 𝑗 = 1, · · ·𝑛. A projeção 𝜋 : C𝑛 × P𝑛−1 → C𝑛 induz uma
aplicação holomorfa 𝜋 : ̃︁C𝑛 → C𝑛.
Definição 4.2.10. O blow-up de C𝑛 na origem é o conjunto ̃︁C𝑛 juntamente com a
aplicação 𝜋 : ̃︁C𝑛 → C𝑛.
Se considerarmos o caso 𝑛 = 2, temos que o blow up de C2 na origem pode ser
interpretado geometricamente pela figura abaixo:
Figura 4.1: Blow up de C2 na origem
De maneira geral, considere 𝑌 uma subvariedade fechada de C𝑛 passando pela origem
𝑂. Definimos o blow up de 𝑌 na origem como sendo ̃︀𝑌 = 𝜎−1(𝑌 −𝑂) onde 𝜎 : ̃︁C𝑛 → C𝑛
é o blow up de C𝑛 na origem.
Exemplo 4.2.11. Considere a cúspide 𝐶 em C2 dada pela equação 𝑦2 = 𝑥3. Vamos
calcular o blow up de 𝐶 na origem.
Considere C2 com coordernadas (𝑥, 𝑦) e P1 com coordenadas homogêneas (𝑠 : 𝑡). Então
o blow up ̃︁C2 de C2 é dado pela equação 𝑥𝑡 = 𝑦𝑠. Para obter a imagem inversa de 𝐶 em̃︁C2 consideramos as equações 𝑦2 = 𝑥3 e 𝑥𝑡 = 𝑦𝑠 em C2 × P1. Como as coordenadas em
P1 são homogêneas podemos supor, sem perda de generalidade, que 𝑠 ̸= 0, e portanto,
temos que 𝑠 = 1. Daí, obtemos as equações 𝑦2 = 𝑥3 e 𝑦 = 𝑥𝑡. Substituindo as equações
temos 𝑥2(𝑥− 𝑡2) = 0. Assim, a imagem inversa de 𝐶 é composta por duas componentes
irredutíveis: uma definida por 𝑥 = 0, 𝑦 = 0 e 𝑡 arbitrário e a outra definida por 𝑥 = 𝑡2 e
𝑦 = 𝑥𝑡. Este é o blow up de 𝐶 na origem, que será denotado por ̃︀𝐶.
Até agora vimos blow up em um ponto. É possível fazer o blow up em uma coleção de
pontos ou até mesmo ao longo de uma subvariedade, mas por enquanto isso é suficiente
para nossos propósitos.
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Figura 4.2: Blow up de 𝐶 na origem
Definição 4.2.12. Seja 𝑋 uma variedade. Uma resolução de singularidades de 𝑋 é
um morfismo birracional e próprio 𝑓 : 𝑌 → 𝑋 tal que 𝑌 é uma variedade não singular.
Um morfismo birracional é um morfismo 𝑓 : 𝑌 → 𝑋 de variedades tal que existe um
aberto denso 𝑈 de 𝑋 tal que 𝑓−1(𝑈)→ 𝑈 é um isomorfismo.
Definição 4.2.13. Uma resolução de singularidades 𝑓 : 𝑌 → 𝑋 é dita uma resolução
crepante se 𝐾𝑌 ∼= 𝑓 *𝐾𝑋 .
Em geometria algébrica, uma resolução crepante é uma resolução que não afeta o
fibrado canônico da variedade. O termo “crepante” foi criado por Miles Reid (1983)
removendo o prefixo “dis” da palavra “discrepante”, para indicar que as resoluções não
tem discrepância no fibrado canônico.
4.3 Contagem de Estados BPS em Variedades Calabi–
Yau Singulares
O Estado BPS (em homenagem a Eugène Bogomolny, Prasad Manoj e Sommerfield
Charles), também conhecido como limite de Bogomolny–Prasad–Sommerfield, é uma série
de desigualdades de soluções de equações diferenciais parciais, dependendo da classe de
homotopia da solução no infinito. Este conjunto de desigualdades é muito útil para a
resolução de equações de sóliton. Muitas vezes, ao insistir que o limite seja satisfeito,
pode-se chegar a um simples conjunto de equações diferenciais parciais para resolver as
equações de Bogomolny. Saturando soluções os limites são chamados estados BPS e
desempenham um papel importante na teoria de campo e teoria das cordas.
Teoria de cordas topológicas estuda aplicações a partir de uma suerfície riemanniana
de gênero 𝑔 com 𝑛 pontos marcados para um espaço Calabi–Yau. Existem dois tipos
de cordas topológicas, conhecidas como tipo A e tipo B. O tipo A é sobre aplicações
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holomorfas e o tipo B sobre aplicações constantes. Os dois tipo podem ser relacionados
pela simetria do espelho, que também pode ser chamada dualidade do espelho. Neste
trabalho estamos preocupados com cordas topológicas do tipo A.
Dada uma função de partição para uma teoria em 3-variedades suaves, [6] define
funções de partição para teoria de 3-variedades singulares. O método deles é fazer uma
média sobre as funções de partição calculadas sobre todas as resoluções crepantes. Embora
o mesmo método se aplica quando o espaço singular tem um número finito de resoluções,
o foco deles foi variedades Calabi–Yau. Primeiramente, relembraremos a construção.
Suponha que temos um espaço Calabi–Yau singular 𝑋 e uma coleção finita de resolu-
ções crepante 𝑋 𝑡 → 𝑋 para um índice 𝑡 ∈ 𝒯 , |𝒯 | < ∞. Assuma ainda que temos uma
função de partição, denotada por 𝑍old(𝑌 ;𝑄), definida para uma variedade Calabi–Yau
𝑌 , onde 𝑄 = (𝑄1, 𝑄2, · · · ) são variáveis formais correspondente a uma base de 𝐻2(𝑌 ;Z).
Finalmente, supomos que 𝐻2(𝑋𝑠;Z) ∼= 𝐻2(𝑋 𝑡;Z) para todo 𝑠, 𝑡 ∈ 𝒯 .
Definimos uma nova função de partição, denotada por 𝑍new, para 𝑋 como segue.
Primeiramente, identificamos as variáveis formais 𝑄 ao longo de todas as resoluções. Isto
é, pomos
𝑄𝑠𝑖 = 𝑄𝑡𝑖 =: 𝑄𝑖 para todo 𝑠, 𝑡 ∈ 𝒯 .
Segundo, definimos
𝑍new(𝑋;𝑄) :=
∏︁
𝑡∈𝒯
𝑍old(𝑋 𝑡;𝑄𝑡).
A nova função de partição captura a informação de todas as possíveis resoluções de
𝑋, e portanto pode ser considerada como uma propriedade do espaço singular 𝑋 em si
mesmo. O principal resultado de [6] mostra que a nova função de partição é homogênea.
Assim como em [17], vamos considerar o caso de 3-variedades Calabi–Yau tóricas sem
4-ciclos compactos, tal 3-variedade 𝑋 consiste de uma cadeia de P1’s, que é resolvida por
𝒪(−1,−1) ou por 𝒪(−2, 0).
Definição 4.3.1. A função de partição de cordas topológicas para uma 3-variedade
Calabi–Yau tórica sem 4-ciclos compactos é dada por
𝑍top(𝑞,𝑄) =
(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2 ∏︁
1≤𝑖≤𝑗≤𝜒−1
∞∏︁
𝑘=1
(1−𝑄𝑖𝑄𝑖+1 · · ·𝑄𝑗𝑞𝑘)𝑘𝑠𝑖𝑠𝑖+1···𝑠𝑗 , (4.3.1)
onde 𝜒 é a característica de Euler de 𝑋, o número de P1’s é (𝜒− 1), e 𝑄1, · · ·𝑄𝜒−1 são os
módulos de Kähler que mede seus tamanhos. Dependendo quando o 𝑖-ésimo P1 é resolvido
por 𝒪(−1,−1) ou 𝒪(−2, 0), temos que 𝑠𝑖 = −1 ou +1, respectivamente.
A segunda parte desta expressão será chamada função de partição reduzida e
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denotada por
𝑍 ′(𝑞,𝑄) :=
∏︁
1≤𝑖≤𝑗≤𝜒−1
∞∏︁
𝑘=1
(1−𝑄𝑖𝑄𝑖+1 · · ·𝑄𝑗𝑞𝑘)𝑘𝑠𝑖𝑠𝑖+1···𝑠𝑗 .
Definição 4.3.2. Uma função de partição 𝑍(𝑞,𝑄) de variáveis 𝑄 = (𝑄1, 𝑄2, · · · ) é cha-
mada homogênea se
𝑍 ′(𝑞,𝑄) =
⎛⎝ ∏︁
1≤𝑖≤𝑗≤𝜒−1
∞∏︁
𝑘=1
(1−𝑄𝑖𝑄𝑖+1 · · ·𝑄𝑗𝑞𝑘)𝑘
⎞⎠𝑑 .
O expoente 𝑑 é o grau de 𝑍.
O próximo resultado a ser apresentado é o teorema principal de [6] que garante que a
função de partição resultante é homogênea.
Teorema 4.3.3. Seja 𝑋 uma 3-variedade Calabi–Yau tórica definida como um subcon-
junto de C4 por 𝑋 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑚𝑤𝑛⟩, onde 𝑚 e 𝑛 são inteiros não negativos.
Seja 𝑍(𝑌 ; 𝑞,𝑄) uma função de partição do tipo contagem de curva. Então a função de
partição total
𝑍tot(𝑋; 𝑞,𝑄) :=
∏︁
𝑌→𝑋
𝑍(𝑌 ; 𝑞,𝑄),
onde o produto percorre todas as resoluções crepantes de 𝑋, é homogêneo de grau
𝑑 = (𝑚
2 −𝑚+ 𝑛2 − 𝑛− 2𝑚𝑛)(𝑚+ 𝑛− 2)!
𝑚!𝑛! .
Este método se aplica em particular para teoria de curvas de tipo contagem tal como
Gromow-Witten e Donaldson-Thomas, ver a Seção 3 de [6] para detalhes.
Definição 4.3.4. Uma função de partição para uma variedade Calabi–Yau 𝑌 é de tipo
contagem de curva se ela pode ser expressa em termos das funções de partição de
Donaldson-Thomas a menos de fatores dependendo apenas da característica de Euler de
𝑌 .
A partir do Teorema 4.3.3 e da expressão (4.3.1), podemos obter uma descrição da
função de partição para 𝑋 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑚𝑤𝑛⟩ em termos da função de partição
reduzida.
Proposição 4.3.5 (Varea–Gasparim–Suzuki–Torres-Gomez). Seja 𝑋 uma 3-variedade
Calabi–Yau tórica definida como um subconjunto de C4 por𝑋 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦−𝑧𝑚𝑤𝑛⟩,
onde 𝑚 e 𝑛 são inteiros não negativos. Seja 𝑍(𝑌 ; 𝑞,𝑄) uma função de partição do tipo
contagem de curva. Então a função de partição total de 𝑋 é dada por
𝑍(𝑋; 𝑞,𝑄) =
⎛⎝(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2⎞⎠𝑙 ∏︁
𝑌→𝑋
𝑍 ′(𝑌 ; 𝑞,𝑄).
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onde 𝑙 =
(︁
𝑚+𝑛
𝑚
)︁
é o número de resoluções crepantes de 𝑋, o segundo produto percorre
todas as resoluções crepantes de 𝑋 e 𝑍 ′(𝑌 ; 𝑞,𝑄) representa a função de partição reduzida
de 𝑌 .
Demonstração. Pelo Teorema 4.3.3, temos que
𝑍tot(𝑋; 𝑞,𝑄) =
∏︁
𝑌→𝑋
𝑍(𝑌 ; 𝑞,𝑄),
onde o produto percorre todas as resoluções crepantes de 𝑋. Sabemos ainda, de [6], que
o número de resoluções crepantes de 𝑋 é
(︁
𝑚+𝑛
𝑚
)︁
.
Dada 𝑌 uma resolução crepante de 𝑋, por (4.3.1), temos que
𝑍(𝑌 : 𝑞,𝑄) =
(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2 ∏︁
1≤𝑖≤𝑗≤𝜒−1
∞∏︁
𝑘=1
(1−𝑄𝑖𝑄𝑖+1 · · ·𝑄𝑗𝑞𝑘)𝑘𝑠𝑖𝑠𝑖+1···𝑠𝑗 .
Logo, quando percorremos todas as resoluções crepantes aparecem
(︁
𝑚+𝑛
𝑚
)︁
vezes o termos(︁∏︀∞
𝑘=1
1
(1−𝑞𝑘)𝑘
)︁𝜒/2
. Portanto,
𝑍(𝑋; 𝑞,𝑄) =
⎛⎝(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2⎞⎠(
𝑚+𝑛
𝑚 ) ∏︁
𝑌→𝑋
𝑍 ′(𝑌 ; 𝑞,𝑄).
Dado um par de inteiros não negativos 𝑚,𝑛, consideramos as variedades tóricas
𝐶𝑚,𝑛 := {(𝑥, 𝑦, 𝑧, 𝑤) | 𝑥𝑦 − 𝑧𝑚𝑤𝑛 = 0} ⊂ C4.
Sem perda de generalidade, podemos supor que 𝑛 ≥ 𝑚. Temos dois casos possíveis:
(i) 𝑛 > 𝑚 = 0. Então 𝐶0,𝑛 são quocientes de C3 por Z/𝑛Z agindo em um subespaço
dois dimensional C2 por (𝑎, 𝑏, 𝑐) ↦→ (𝜀𝑎, 𝜀−1𝑏, 𝑐), com 𝜀𝑚 = 1. Estes espaços tem singula-
ridades 1-dimensional, pois 𝐶𝑚,0 ∼= 𝐾𝑚 × C, onde 𝐾𝑚 = {(𝑥, 𝑦, 𝑧) | 𝑥𝑦 − 𝑧𝑚 = 0} ⊂ C3 é
a superfície de Klein, com um ponto singular na origem.
(ii) 𝑛 ≥ 𝑚 ≥ 1. O espaço 𝐶1,1 = {(𝑥, 𝑦, 𝑧, 𝑤) | 𝑥𝑦− 𝑧𝑤 = 0} ⊂ C4 é a conifold. Todos
os outros 𝐶𝑚,𝑛 são obtidos como quocientes da conifold, se 𝑚 = 𝑛, ou através de suas
resoluções parciais, caso contrário.
Vamos descrever brevemente 𝐶𝑚,𝑛 referindo como uma conifold generalizada na sequên-
cia, como uma variedade tórica. O fan tórico de 𝐶𝑚,𝑛 é gerado por um cone 3-dimensional
𝜎 com raios geradores 𝑣𝑖, 𝑖 = 1, 2, 3, 4, que são vetores em um reticulado 𝑁 de posto 3 em
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Figura 4.3: Esquerda: O fan tórico para 𝐶2,3 e os vetores normais. Direita: Uma trian-
gulação do cone
R3 dado pelas colunas da matriz ⎛⎜⎜⎜⎝
0 0 𝑚 𝑛
0 1 1 0
1 1 1 1
⎞⎟⎟⎟⎠ ,
todos os quais estão no 𝑧-plano de altura um ao longo do perímetro de um trapezóide,
tornando assim o divisor canônico trivial. As normais apontando para dentro para as
facetas subentendidas por um par destes vetores dado por seus produtos cruzados, diga-
mos, 𝑛𝑖 = 𝑣𝑖+1 × 𝑣𝑖, em ordem cíclica, definem o semigrupo 𝑆𝜎 = 𝜎∨ ∩𝑀 , onde 𝑀 é o
reticulado dual de 𝑁 . O cone dual é
𝜎∨ = {𝑛 ∈ R3 | ⟨𝑛, 𝑣⟩ ≥ 0,∀𝑣 ∈ 𝜎}.
Os vários vetores e o cone são retratados na Figura 4.3 (esquerda). Então 𝑆𝜎 é gerado
pelas quatro colunas da seguinte matriz
𝑇 =
⎛⎜⎜⎜⎝
1 0 −1 0
0 −1 𝑚− 𝑛 1
0 1 𝑛 0
⎞⎟⎟⎟⎠ ,
que provém dos dados tóricos. A relação entre estes quatro vetores 3-dimensionais é dada
através do núcleo de 𝑇 ,
ker 𝑇 = (1,−𝑛, 1,−𝑚)𝑡.
Logo, a variedade tórica 𝐶𝑚,𝑛 é dada pela equação
𝑥1𝑥3 − 𝑥𝑚4 𝑥𝑛2 = 0.
Como os raios geradores 𝑣𝑖 estão no 𝑧-plano de altura um, é suficiente desenhar a interseção
do cone 𝜎 com este plano. Nos referimos daqui para frente ao trapezóide neste plano
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formado pelos vértices (0, 0)𝑡, (0, 1)𝑡, (𝑚, 1)𝑡 e (𝑛, 0)𝑡, ilustrado abaixo, como os dados
tóricos para a variedade 𝐶𝑚,𝑛.
Em geral, fazendo o blow up do lugar singular da conifold generalizada resulta em uma
variedade não Calabi–Yau. O novo raio gerador não está no hiperplano 𝑧 = 1. Entretanto,
resoluções pequenas são crepantes e portanto resulta em uma variedade Calabi–Yau suave.
Obtemos essas resoluções por triangulações do cone 𝜎, como mostrado na Figura 4.3
(direita). Isto é equivalente a construir uma triangulação do trapezóide:
Arestas internas na triangulação correspondem a cones 2-dimensionais no fan tórico
da 3-variedade resolvida. A ausência de pontos reticulados no interior do cone significa
que a resolução não contém 4-ciclos compactos.
A proposição abaixo fornece algumas propriedades combinatórias destas triangulações.
Proposição 4.3.6. 1. Cada triangulação do polígono 𝐶𝑚,𝑛 tem 𝑁𝐹 = 𝑚+𝑛 triângulos
e 𝑁𝐸 = 𝑚+ 𝑛− 1 arestas interiores.
2. Existem 𝑁Δ =
(︁
𝑚+𝑛
𝑚
)︁
triangulações de 𝐶𝑚,𝑛.
3. A característica de Euler de qualquer resolução crepante de 𝐶𝑚,𝑛 é 𝑚+ 𝑛.
Da Proposição 4.3.6, temos que o número de triângulos em cada triangulação de 𝐶𝑚,𝑛
é 𝑚 + 𝑛, que é o número de triângulos da triangulação de 𝐶𝑚+𝑛,0. Segue que os fatores
do produto ∏︁
1≤𝑖≤𝑗≤𝜒−1
(1−𝑄𝑖 · · ·𝑄𝑗𝑞𝑘)𝑘𝑠𝑖···𝑠𝑗
são iguais a menos das potências 𝑠𝑘’s.
Lema 4.3.7. Seja 𝑋 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑚+𝑛⟩. Então a função de partição de 𝑋 é
homogênea de grau 1.
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Demonstração. Pelo Teorema 4.3.3, temos que a função de partição de C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦−
𝑧𝑚𝑤𝑛⟩ é homogênea de grau
𝑑 = (𝑚
2 −𝑚− 𝑛2 − 𝑛− 2𝑚𝑛)(𝑚+ 𝑛− 2)!
𝑚!𝑛! .
Logo, como 𝑋 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑚+𝑛⟩ temos que a função de partição de 𝑋 é homo-
gênea de grau
𝑑 = ((𝑚+ 𝑛)
2 − (𝑚+ 𝑛))((𝑚+ 𝑛)− 2)!
(𝑚+ 𝑛)!
= ((𝑚+ 𝑛)(𝑚+ 𝑛− 1))(𝑚+ 𝑛− 2)!(𝑚+ 𝑛)!
= (𝑚+ 𝑛)!(𝑚+ 𝑛)!
= 1,
que prova o desejado.
Agora considere 𝑋 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑚𝑤𝑛⟩ e 𝑌 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑚+𝑛⟩. O
Lema 4.3.7 garante que a função de partição de 𝑌 é homogênea de grau 1, assim podemos
escrever
𝑍 ′(𝑌 ; 𝑞,𝑄) =
∏︁
1≤𝑖≤𝑗≤𝜒−1
∞∏︁
𝑘=1
(1−𝑄𝑖 · · ·𝑄𝑗𝑞𝑘)𝑘.
Por outro lado, pelo Teorema 4.3.3, a função de partição de 𝑋 é homogênea de grau 𝑑.
Logo
𝑍 ′(𝑋; 𝑞,𝑄) =
⎛⎝ ∏︁
1≤𝑖≤𝑗≤𝜒−1
∞∏︁
𝑘=1
(1−𝑄𝑖 · · ·𝑄𝑗𝑞𝑘)𝑘
⎞⎠𝑑 .
Assim podemos provar o seguinte corolário:
Proposição 4.3.8 (Varea–Gasparim–Suzuki–Torres-Gomez). Sejam 𝑋, 𝑌 3-variedades
Calabi–Yau singulares definidas como subconjuntos de C4 por 𝑋 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 −
𝑧𝑚𝑤𝑛⟩ e 𝑌 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑚+𝑛⟩, respectivamente. Então
𝑍 ′(𝑋; 𝑞,𝑄) = 𝑍 ′(𝑌 ; 𝑞,𝑄)𝑑,
onde 𝑑 = (𝑚2−𝑚+𝑛2−𝑛−2𝑚𝑛)(𝑚+𝑛−2)!
𝑚!𝑛! .
Logo, pelas Proposições 4.3.5 e 4.3.8 a função de partição de 𝑋 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 −
𝑧𝑚𝑤𝑛⟩ fica completamente descrita por
𝑍top(𝑋; 𝑞,𝑄) =
⎛⎝(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2⎞⎠(
𝑚+𝑛
𝑚 )
𝑍 ′(𝑌 ; 𝑞,𝑄)𝑑, (4.3.2)
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onde 𝑌 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑚+𝑛⟩, ou seja, os cálculos da função de partição de uma
3-variedade Calabi–Yau da forma 𝑋 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦− 𝑧𝑚𝑤𝑛⟩ se tornam mais simples,
pois 𝐶𝑚,𝑛 tem
(︁
𝑚+𝑛
𝑛
)︁
triangulações e 𝐶𝑚+𝑛,0 tem apenas uma.
A seguir, faremos um exemplo calculando a função de partição diretamente utilizando
apenas a forma dada no Teorema 4.3.3 e depois calcularemos utilizando a descrição dada
em (4.3.2).
Exemplo 4.3.9. Considere 𝑋 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑤3⟩, então as resoluções crepantes
são representadas como na figura abaixo:
𝑋1 : 𝑋2 :
𝑋3 : 𝑋4 :
onde os traços verdes representam uma resolução por 𝒪(−1,−1) e os traços vermelhos
representam uma resolução por 𝒪(−2, 0).
Podemos calcular a função de partição de 𝑋 de três maneiras: utilizando a definição
de função de partição, utilizando o Teorema 4.3.3 e utilizando a expressão 4.3.2. Para
calcular diretamente da definição, calculamos a função de partição para cada resolução
crepante:
𝑍(𝑋1; 𝑞,𝑄) =
(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2 ∞∏︁
𝑘=1
(1−𝑄1𝑞𝑘)𝑘(1−𝑄1𝑄2𝑞𝑘)𝑘(1−𝑄1𝑄2𝑄3𝑞𝑘)−𝑘
(1−𝑄2𝑞𝑘)𝑘(1−𝑄2𝑄3𝑞𝑘)−𝑘(1−𝑄3𝑞𝑘)−𝑘.
𝑍(𝑋2; 𝑞,𝑄) =
(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2 ∞∏︁
𝑘=1
(1−𝑄1𝑞𝑘)𝑘(1−𝑄1𝑄2𝑞𝑘)−𝑘(1−𝑄1𝑄2𝑄3𝑞𝑘)𝑘
(1−𝑄2𝑞𝑘)−𝑘(1−𝑄2𝑄3𝑞𝑘)𝑘(1−𝑄3𝑞𝑘)−𝑘.
𝑍(𝑋3; 𝑞,𝑄) =
(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2 ∞∏︁
𝑘=1
(1−𝑄1𝑞𝑘)−𝑘(1−𝑄1𝑄2𝑞𝑘)𝑘(1−𝑄1𝑄2𝑄3𝑞𝑘)𝑘
(1−𝑄2𝑞𝑘)−𝑘(1−𝑄2𝑄3𝑞𝑘)−𝑘(1−𝑄3𝑞𝑘)𝑘.
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𝑍(𝑋4; 𝑞,𝑄) =
(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2 ∞∏︁
𝑘=1
(1−𝑄1𝑞𝑘)−𝑘(1−𝑄1𝑄2𝑞𝑘)−𝑘(1−𝑄1𝑄2𝑄3𝑞𝑘)−𝑘
(1−𝑄2𝑞𝑘)𝑘(1−𝑄2𝑄3𝑞𝑘)𝑘(1−𝑄3𝑞𝑘)𝑘.
Após calcular a função de partição de cada resolução crepante de 𝑋 fazemos o produto
de todas elas.
Agora, pelo Teorema 4.3.3, basta calcular a função de partição de uma resolução
crepante arbitrária de 𝑋, assim a função de partição total de 𝑋 é dada por
𝑍(𝑋; 𝑞,𝑄) =
⎛⎝(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2⎞⎠4 (︂ ∞∏︁
𝑘=1
(1−𝑄1𝑞𝑘)𝑘(1−𝑄1𝑄2𝑞𝑘)𝑘(1−𝑄1𝑄2𝑄3𝑞𝑘)𝑘
(1−𝑄2𝑞𝑘)𝑘(1−𝑄2𝑄3𝑞𝑘)𝑘(1−𝑄3𝑞𝑘)𝑘
)︂𝑑
.
onde 𝑑 = (𝑚2−𝑚+𝑛2−𝑛−2𝑚𝑛)(𝑚+𝑛−2)!
𝑚!𝑛! = 0, logo
𝑍(𝑋; 𝑞,𝑄) =
⎛⎝(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2⎞⎠4 .
Por fim, utilizando a expressão 4.3.2, consideramos 𝑌 = C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧4⟩ então
a única resolução crepante é representada na figura abaixo:
E tem função de partição dada por
𝑍(𝑌 ; 𝑞,𝑄) =
(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2 ∞∏︁
𝑘=1
(1−𝑄1𝑞𝑘)𝑘(1−𝑄1𝑄2𝑞𝑘)𝑘(1−𝑄1𝑄2𝑄3𝑞𝑘)𝑘
(1−𝑄2𝑞𝑘)𝑘(1−𝑄2𝑄3𝑞𝑘)𝑘(1−𝑄3𝑞𝑘)𝑘.
Portanto, pela Proposição 4.3.8 a função de partição reduzida de 𝑋 é dada por
𝑍 ′(𝑋; 𝑞,𝑄) = 𝑍 ′(𝑌 ; 𝑞,𝑄)𝑑,
onde 𝑑 é dado no Teorema 4.3.3. Neste caso, em que 𝑚 = 3 e 𝑛 = 1 obtemos que 𝑑 = 0,
logo
𝑍(𝑋; 𝑞,𝑄) =
⎛⎝(︃ ∞∏︁
𝑘=1
1
(1− 𝑞𝑘)𝑘
)︃𝜒/2⎞⎠4 .
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Capítulo 5
Fibrações de Lefschetz
Neste capítulo iremos falar sobre fibrações de Lefschetz (ver Definição 5.2.3). Na
literatura existem resultados que dizem que dado um feixe de Lefschetz em dimensão 4
(ver Definição 5.2.6) então o processo de fazer o blow up no lugar de base nos fornece uma
fibração de Lefschetz. Entretanto, recentemente, foi provada em [5] uma nova maneira
de construir fibrações de Lefschetz em qualquer dimensão utilizando Teoria de Lie. O
nosso principal objetivo foi construir um exemplo do Teorema 5.4.1. Analisamos o caso
𝐻0 = diag(−2, 1, 1) com o intuito de comparar os resultados ao caso em que 𝐻0 =
diag(2,−1,−1), que pode ser encontrado com detalhes em [2].
5.1 Fibrações
A definição de fibração usa o conceito de levantamento de homotopias. Revemos
primeiro as noções de homotopia a serem usadas.
Definição 5.1.1. Sejam 𝑋, 𝑌 espaços topológicos. Duas aplicações contínuas 𝑓, 𝑔 : 𝑋 →
𝑌 são ditas homotópicas quando existe uma aplicação contínua
𝐻 : 𝑋 × 𝐼 → 𝑌
tal que 𝐻(𝑥, 0) = 𝑓(𝑥) e 𝐻(𝑥, 1) = 𝑔(𝑥) para todo 𝑥 ∈ 𝑋. Dizemos que a aplicação 𝐻 é
uma homotopia entre 𝑓 e 𝑔. Denotamos 𝐻 : 𝑓 ∼ 𝑔, ou simplesmente, 𝑓 ∼ 𝑔.
Intuitivamente, o parâmetro 𝑡 pode ser pensado como sendo o tempo. A homotopia é
então pensada como um processo de deformação contínua da aplicação 𝑓 na aplicação 𝑔.
Exemplo 5.1.2. Duas aplicações contínuas 𝑓, 𝑔 : 𝑋 × 𝐼 → 𝐸 que tomam valores em
um espaço vetorial convexo normado 𝐸 são sempre homotópicas, basta considerarmos
𝐻(𝑥, 𝑡) = (1− 𝑡)𝑓(𝑥) + 𝑡𝑔(𝑥) para obter uma homotopia entre 𝑓 e 𝑔.
Sejam 𝑋, 𝑌 dois espaços topológicos. A relação de homotopia, 𝑓 ∼ 𝑔, é uma relação
de equivalência no conjunto 𝐶(𝑋, 𝑌 ) das aplicações contínuas de 𝑋 em 𝑌 . A classe de
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equivalência segundo a relação de homotopia de uma aplicação contínua 𝑓 : 𝑋 → 𝑌 é
indicada pelo símbolo [𝑓 ].
Definição 5.1.3. Dois espaços topológicos 𝑋 e 𝑌 são homotopicamente equivalentes
se existem aplicações 𝑓 : 𝑋 → 𝑌 e 𝑔 : 𝑌 → 𝑋 tais que 𝑔 ∘ 𝑓 ∼ id𝑋 e 𝑓 ∘ 𝑔 ∼ id𝑌 .
Exemplo 5.1.4. A esfera 𝑆𝑛 tem o mesmo tipo de homotopia de R𝑛+1∖{0}. De fato,
considerando as aplicações contínuas 𝑖 : 𝑆𝑛 → R𝑛+1∖{0} e 𝑟 : R𝑛+1∖{0} → 𝑆𝑛 dadas por
𝑖(𝑥) = 𝑥 (inclusão) e 𝑟(𝑦) = 𝑦|𝑦| (projeção radial), vemos que 𝑟 ∘ 𝑖 = id𝑆𝑛 enquanto
que 𝑖 ∘ 𝑟 : R𝑛+1∖{0} → R𝑛+1∖{0} é homotópica à identidade de R𝑛+1∖{0} mediante uma
homotopia linear, pois todo ponto 𝑦 ̸= 0 em R𝑛+1 pode ser ligado a 𝑦|𝑦| por um segmento
de reta que não passa pela origem. Com efeito, basta considerar a homotopia linear
𝐻 : R𝑛+1∖{0} × 𝐼 → R𝑛+1∖{0} definida por 𝐻(𝑦, 𝑡) = (1 − 𝑡)(𝑟 ∘ 𝑖(𝑦)) + 𝑡idR𝑛+1∖{0}(𝑦) =
(1− 𝑡) 𝑦|𝑦| + 𝑡𝑦.
Definição 5.1.5. Dizemos que um espaço topológico 𝑋 é contrátil quando ele tem o
mesmo tipo de homotopia que um ponto.
Exemplo 5.1.6. R𝑛 é contrátil. De fato, como R𝑛 é um espaço vetorial normado e
convexo, pelo Exemplo 5.1.2 quaisquer duas aplicações contínuas são homotópicas, em
particular idR𝑛 e a aplicação constante.
Definição 5.1.7. Sejam 𝑋 um espaço topológico e 𝑌 um subespaço de 𝑋. Uma aplicação
contínua 𝑟 : 𝑋 → 𝑌 é uma retração quando se tem 𝑟(𝑦) = 𝑦 para todo 𝑦 ∈ 𝑌 , ou seja,
𝑟|𝑌 = id𝑌 . Quando existe uma retração 𝑟 : 𝑋 → 𝑌 dizemos que 𝑌 é um retrato do espaço
𝑋.
Exemplo 5.1.8. A aplicação 𝑟 : R𝑛+1∖{0} → 𝑆𝑛 dada por 𝑟(𝑥) = 𝑥|𝑥| é uma retração,
pois se 𝑥 ∈ 𝑆𝑛 temos que |𝑥| = 1, logo 𝑟(𝑥) = 𝑥|𝑥| = 𝑥. Portanto, 𝑟|𝑆𝑛 = id𝑆𝑛 .
Definição 5.1.9. Sejam 𝑋, 𝑌 espaços topológicos e 𝐴 ⊂ 𝑋 um subespaço fechado. Dadas
duas aplicações contínuas 𝑓, 𝑔 : 𝑋 → 𝑌 , dizemos que 𝑓 é homotópica a 𝑔 relativamente
ao subespaço 𝐴 quando existe uma homotopia 𝐻 : 𝑓 ∼ 𝑔 tal que 𝐻(𝑥, 𝑡) = 𝑓(𝑥) = 𝑔(𝑥)
para todo 𝑥 ∈ 𝐴. Neste caso, escrevemos 𝑓 ∼ 𝑔(rel 𝐴).
Exemplo 5.1.10. A aplicação identidade de R𝑛+1∖{0} é uma homotópica a aplicação
𝑟 : R𝑛+1∖{0} → 𝑆𝑛 do exemplo anterior relativamente ao subespaço 𝑆𝑛.
Agora, vamos considerar homotopias de caminhos, isto é, de aplicações contínuas
𝛼 : 𝐼 → 𝑋, definidas em um intervalo compacto 𝐼. Mais precisamente, nos preocuparemos
com os caminhos fechados, isto é, os caminhos tais que 𝛼(0) = 𝛼(1).
Definição 5.1.11. Sejam 𝑋 um espaço topológico e 𝑝 ∈ 𝑋. Diremos que 𝛼 : 𝐼 → 𝑋 é
um laço com base em 𝑝 se 𝛼 é contínua e 𝛼(0) = 𝑝 = 𝛼(1). Denotaremos por Γ(𝑋, 𝑝) o
conjunto de todos os laços em 𝑋 com base em 𝑝.
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Como o intervalo 𝐼 é contrátil, todo caminho 𝛼 : 𝐼 → 𝑋 é homotópico a uma constante.
A fim de dar conteúdo à homotopia de caminhos, deve-se portanto introduzir alguma
restrição.
Definição 5.1.12. Dizemos que 𝛼, 𝛽 ∈ Γ(𝑋, 𝑝) são caminhos homotópicos quando
tivermos 𝛼 ∼ 𝛽(rel {0, 1}). Denotaremos por 𝜋1(𝑋, 𝑝) o conjunto das classes de equiva-
lência em Γ(𝑋, 𝑝) sob a relação acima.
Dessa forma, uma homotopia 𝐻 : 𝛼 ∼ 𝛽(rel {0, 1}) entre caminhos é uma aplicação
contínua 𝐻 : 𝐼 × 𝐼 → 𝑋 tal que
𝐻(𝑠, 0) = 𝛼(𝑠), 𝐻(𝑠, 1) = 𝛽(𝑠)
𝐻(0, 𝑡) = 𝛼(0) = 𝛽(0)
𝐻(1, 𝑡) = 𝛼(1) = 𝛽(1),
para quaisquer 𝑠, 𝑡 ∈ 𝐼.
Definição 5.1.13. Sejam 𝛼, 𝛽 : 𝐼 → 𝑋 caminhos tais que 𝛼(1) = 𝛽(0). Definimos o
produto 𝛼𝛽 (ou, a concatenação 𝛼 * 𝛽), como sendo o caminho
𝛼𝛽(𝑡) =
⎧⎨⎩ 𝛼(2𝑡) se 0 ≤ 𝑡 ≤
1
2
𝛽(2𝑡− 1) se 12 ≤ 𝑡 ≤ 1.
Definição 5.1.14. Definimos o caminho inverso de 𝛼 : 𝐼 → 𝑋 como sendo o caminho
𝛼−1 : 𝐼 → 𝑋 dado por
𝛼−1(𝑠) = 𝛼(1− 𝑠)
para todo 0 ≤ 𝑠 ≤ 1.
Definido isso, obtemos o seguinte teorema, cuja demonstração está em [15].
Teorema 5.1.15. O conjunto 𝜋1(𝑋, 𝑝) com as operações
[𝛼][𝛽] = [𝛼𝛽]
[𝛼]−1 = [𝛼−1]
é um grupo.
Definição 5.1.16. O grupo 𝜋1(𝑋, 𝑝) é chamado grupo fundamental de 𝑋 com base
em 𝑝.
Um dos exemplos mais conhecidos é que 𝜋1(𝑆1) = Z, que pode ser encontrado com
detalhes em [15] ou em [16]. Outros exemplos que também podem ser encontrados com
detalhes em [15] são:
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Exemplo 5.1.17. 1. 𝜋1(R𝑛) = {0}.
2. 𝜋1(𝑆𝑛) = {0} para todo 𝑛 ≥ 2.
3. 𝜋1(T) = Z× Z, onde T = 𝑆1 × 𝑆1.
4. Seja RP𝑛 o espaço projetivo real 𝑛-dimensional. Como RP1 é homeomorfo a 𝑆1,
segue que 𝜋1(RP1) = Z. E, para 𝑛 ≥ 2, temos que 𝜋1(RP𝑛) = Z2, isto segue do fato
que 𝑆𝑛 é um recobrimento duplo de RP𝑛.
Definição 5.1.18. Sejam 𝐸 e 𝐵 espaços topológicos. Uma fibração sobre 𝐵 é uma
sobrejeção contínua 𝑝 : 𝐸 → 𝐵 tal que para cada homotopia 𝐻 : 𝑋 × 𝐼 → 𝐵 e para cada
aplicação ?˜?0 : 𝑋 → 𝐸, tal que 𝑝 ∘ ?˜?0 = 𝐻(·, 0), existe uma homotopia ?˜? : 𝑋 × 𝐼 → 𝐸
satisfazendo 𝑝 ∘ ?˜? = 𝐻 e ?˜?|𝑋×{0} = ?˜?0.
Exemplo 5.1.19. Se considerarmos 𝐸 := 𝐵 × 𝐹 então a projeção 𝜋 : 𝐸 → 𝐵 é uma
fibração sobre 𝐵.
Definição 5.1.20. Uma fibração 𝜋 : 𝐸 → 𝐵 é localmente trivial se para todo ponto
𝑥 ∈ 𝐵 existem uma vizinhança 𝑈 ∋ 𝑥, um espaço topológico 𝐹 e um homeomorfismo
𝜙𝑈 : 𝑈 × 𝐹 → 𝜋−1(𝑈)
tal que 𝜋 ∘ 𝜙𝑈 = 𝜋𝑈 , onde 𝜋𝑈 : 𝑈 × 𝐹 → 𝑈 é a projeção na primeira coordenada.
A igualdade 𝜋(𝜙𝑈(𝑥, 𝑦)) = 𝑥 significa que, para cada 𝑥 ∈ 𝑈 , 𝜙𝑈 leva 𝑥 × 𝐹 home-
omorficamente sobre 𝜋−1(𝑥). Assim, a imagem inversa 𝜋−1(𝑥) de cada ponto de 𝐵 é
homeomorfa à fibra típica 𝐹 .
Em particular, o Exemplo 5.1.19 dado acima é uma fibração localmente trivial.
Exemplo 5.1.21. A aplicação quociente 𝜋 : 𝑆2𝑛+1 → P𝑛 é uma fibração localmente trivial,
com fibra típica 𝑆1. Aqui, por P𝑛 denotamos o espaço projetivo complexo de dimensão 𝑛.
Proposição 5.1.22. Seja 𝜋 : 𝐸 → 𝐵 uma fibração localmente trivial. Se a fibra típica 𝐹 é
conexa por caminhos, o homomorfismo induzido 𝜋# : 𝜋1(𝐸, 𝑧0)→ 𝜋1(𝐵, 𝑥0) é sobrejetivo.
Demonstração. Ver [15].
Corolário 5.1.23. Para 𝑛 ≥ 1, o espaço projetivo complexo P𝑛 é simplesmente conexo,
ou seja, 𝜋1(P𝑛, 𝑥0) = {0} para todo 𝑥0 ∈ R𝑛.
Demonstração. Na fibração 𝜋 : 𝑆2𝑛+1 → P𝑛 a fibra 𝑆1 é conexa por caminhos e o espaço
total 𝑆2𝑛+1 é simplesmente conexo. Logo, a aplicação induzida 𝜋# : {0} → 𝜋1(P𝑛, 𝑥0) é
sobrejetiva, o que implica que 𝜋1(P𝑛, 𝑥0) = {0}.
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5.2 Fibrações e Feixe de Lefschetz
Definição 5.2.1. Seja 𝑓 : C𝑛 → C uma aplicação diferenciável. Dizemos que 𝑓 tem
singularidade no ponto 𝑎 se todas as derivadas parciais de 𝑓 se anulam em 𝑎, ou seja
𝜕𝑓
𝜕𝑧𝑖
(𝑎) = 0 ∀1 ≤ 𝑖 ≤ 𝑛.
Dizemos que a singularidade é não degenerada se o determinante do Hessiano de 𝑓
não se anula em 𝑎, ou seja
det
(︃
𝜕2𝑓
𝜕𝑧𝑖𝜕𝑧𝑗
)︃
(𝑎) ̸= 0.
No caso real, o Lema de Morse diz que existe uma escolha de coordenadas tal que ao
redor da singularidade não degenerada 𝑎 a função se escreve na forma
𝑓(𝑥1, · · · , 𝑥𝑛) = 𝑓(𝑎) + 𝑥21 + · · ·+ 𝑥2𝑖 − 𝑥2𝑖+1 − · · · − 𝑥2𝑛.
Como no caso complexo pode-se mudar 𝑥𝑗 por
√−1𝑥𝑗, podemos escolher todos os sinais
positivos, ou seja
𝑓(𝑧) = 𝑓(𝑎) + 𝑧21 + · · ·+ 𝑧2𝑛.
Definição 5.2.2. Uma função de Morse holomorfa em uma variedade complexa 𝑀
é uma função holomorfa 𝑓 : 𝑀 → P1 (ou 𝑓 : 𝑀 → C) que tem apenas pontos críticos não
degenerados.
Definição 5.2.3. Sejam 𝑀 uma variedade complexa de dimensão 𝑛 e 𝑓 : 𝑀 → P1 (ou
𝑓 : 𝑀 → C) uma fibração holomorfa sobrejetiva. Dizemos que 𝑓 é uma fibração de
Lefschetz se:
1. existe apenas um número finito de pontos críticos 𝑝1, · · · 𝑝𝑘, e 𝑓(𝑝𝑖) ̸= 𝑓(𝑝𝑗) para
𝑖 ̸= 𝑗;
2. qualquer par de fibras regulares é homeomorfo;
3. para cada ponto crítico 𝑝, existem vizinhanças complexas 𝑝 ∈ 𝑈 ⊂ 𝑀 , 𝑓(𝑝) ∈ 𝑉 ⊂
P1 (respectivamente, 𝑓(𝑝) ∈ 𝑉 ⊂ C) nas quais 𝑓 |𝑈 é representada por uma função
de Morse holomorfa
𝑓 |𝑈(𝑧1, · · · , 𝑧𝑛) = 𝑧21 + · · ·+ 𝑧2𝑛,
e tal que crit𝑓 ∩ 𝑈 = {𝑝};
4. a restrição 𝑓reg := 𝑓 |𝑀−∪𝑀𝑖 ao complemento das fibras singulares 𝑀𝑖 é um fibrado
localmente trivial.
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Observação 5.2.4. Nos nossos exemplos provenientes de teoria de Lie 𝑀 é tipicamente
não compacta. No caso de 𝑀 ser complexa e compacta, pelo Teorema de Liouville, as
funções holomorfas são constantes, portanto naturalmente considera-se funções a P1.
Exemplo 5.2.5. A função de Morse holomorfa 𝑚 : C𝑛+1 → C dada por
𝑚(𝑧0, · · · , 𝑧𝑛) =
𝑛∑︁
𝑗=0
𝑧2𝑗
é o modelo básico de fibração de Lefschetz sobre a nossa definição, pois ela se comporta
bem com relação ao item 3 da definição. Vamos provar que 𝑚 é uma fibração satisfazendo
as condições 1, 2 e 4 da Definição 5.2.3.
1. O único ponto crítico de 𝑚 é em 0.
2. A aplicação
𝜙𝜆 : 𝑚−1(𝜆) → 𝑚−1(1)
𝑧 ↦→ 𝑧√
𝜆
é um homeomorfismo para qualquer 𝜆 ∈ C− {0}.
4. Defina 𝑙𝜃 := {𝑟𝑒2𝜋𝑖𝜃 | 𝑟 ∈ R≥0} para 𝜃 ∈ [0, 2𝜋]. Então a condição de trivialização
local é satisfeita para 𝑈𝑙𝜃 := C− 𝑙𝜃. De fato, a função
𝜙 : 𝑚−1(𝑈𝑙𝜃) → 𝑈𝑙𝜃 ×𝑚−1(1)
𝑧 ↦→
(︁
𝑚(𝑧), 𝜙𝑚(𝑧)(𝑧)
)︁
,
é um difeomorfismo e faz o diagrama abaixo comutar
𝑚−1(𝑈𝑙𝜃)
𝜙 //
𝑚

𝑈𝑙𝜃 ×𝑚−1(1)
𝑝𝑟𝑜𝑗1
ww
𝑈𝑙𝜃
Portanto, 𝑚 é uma fibração de Lefschetz.
Definição 5.2.6. Sejam 𝑀 uma variedade complexa, 𝐴 ⊂ 𝑀 uma subvariedade de
codimensão 4, e 𝑓 : 𝑀∖𝐴 → P1 uma aplicação suave. Dizemos que 𝑓 é um feixe de
Lefschetz se:
1. existe apenas um número finito de pontos críticos 𝑝1, · · · , 𝑝𝑘 e 𝑓(𝑝𝑖) ̸= 𝑓(𝑝𝑗) para
𝑖 ̸= 𝑗;
2. para cada 𝑎 ∈ 𝐴, existe um sistema de coordenadas local de coordenadas complexas
𝑈 em que
𝑓 : (𝑧1, · · · , 𝑧𝑛) ↦→ 𝑧1
𝑧2
∈ P1
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e onde 𝐴 ∩ 𝑈 = {𝑧 ∈ 𝑈 | 𝑧1(𝑧) = 𝑧2(𝑧) = 0};
3. 𝑓 é representada por uma função de Morse holomorfa 𝑓(𝑧1, · · · , 𝑧𝑛) = 𝑧21+· · ·+𝑧2𝑛 em
algum sistema local compatível de coordenadas complexas ao redor de cada ponto
crítico.
Definição 5.2.7. Seja 𝐿 um fibrado de linha holomorfo em uma variedade complexa 𝑀 .
Um ponto 𝑥 ∈ 𝑀 é um ponto base de 𝐿 se toda seção de 𝐿 se anula em 𝑥, ou seja,
𝑠(𝑥) = 0 para todo 𝑠 ∈ 𝐻0(𝑀,𝐿). O lugar de base 𝐵(𝐿) é o conjunto de todos os
pontos base de 𝐿.
Teorema 5.2.8. O blow up de um feixe de Lefschetz em dimensão 4 no lugar de base é
uma fibração de Lefschetz.
Demonstração. Ver [8].
Exemplo 5.2.9. Sejam 𝑝0(𝑥, 𝑦, 𝑧) = 𝑥2+ 𝑦𝑧+ 𝑥𝑦 e 𝑝1(𝑥, 𝑦, 𝑧) = 𝑥2+ 𝑥𝑦+ 𝑥𝑧 polinômios
homogêneos de grau 2 em C3. Então o lugar de base é
𝐵 = {(0 : 0 : 1), (0 : 1 : 0), (1 : −1 : 0), (1 : 1 : −2)} ⊂ CP2.
Agora, escolhemos o ponto (𝑡0, 𝑡1) = (1,−1) ∈ C2∖{0} e consideramos o polinômio
homogêneo
𝑝(𝑥, 𝑦, 𝑧) = 𝑡0𝑝0(𝑥, 𝑦, 𝑧) + 𝑡1𝑝1(𝑥, 𝑦, 𝑧) = 𝑦𝑧 − 𝑥𝑧
em C3. Mas,
𝑝(𝑥, 𝑦, 𝑧) = 0⇔ 𝑦𝑧 − 𝑥𝑧 = 0⇔ 𝑧 = 0 ou 𝑥 = 𝑦.
Logo, segundo [7], a função 𝜋 : C3∖{0} → CP1 dada por
𝜋(𝑥, 𝑦, 𝑧) = (𝑝1(𝑥, 𝑦, 𝑧) : −𝑝0(𝑥, 𝑦, 𝑧))
é um feixe de Leschetz.
Pelo Teorema 5.2.8, o feixe de Lefschetz obtido pode ser extendido à uma fibração de
Lefschetz 𝜋′ fazendo o blow up em 𝐵.
5.3 Cohomologias e Diamantes de Hodge
Seja 𝑀 uma variedade diferenciável. Denote por 𝐴𝑝(𝑀,R) o espaço das 𝑝-formas
diferenciais em 𝑀 , e 𝑍𝑝(𝑀,R) o subespaço das 𝑝-formas fechadas em 𝑀 . A derivação
exterior 𝑑 : 𝐴𝑝(𝑀,R) → 𝐴𝑝+1(𝑀,R) é uma transformação linear definida em 𝐴𝑝(𝑀,R).
Como 𝑑2 = 0, temos que 𝑑(𝐴𝑝−1(𝑀,R)) ⊆ 𝑍𝑝(𝑀,R).
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Definição 5.3.1. O grupo quociente
𝐻𝑝𝐷𝑅(𝑀,R) =
𝑍𝑝(𝑀,R)
𝑑𝐴𝑝−1(𝑀,R)
das formas fechadas módulo as formas exatas é chamado grupo de cohomologia de de
Rham em 𝑀 .
Da mesma maneira, podemos considerar 𝐴𝑝(𝑀) e 𝑍𝑝(𝑀) os espaços das 𝑝-formas de
valores complexos e as 𝑝-formas fechadas de valores complexos em 𝑀 , respectivamente, e
assim definimos
𝐻𝑝𝐷𝑅(𝑀) =
𝑍𝑝(𝑀)
𝑑𝐴𝑝−1(𝑀)
sendo o espaço quociente correspondente. Daí, segue que
𝐻𝑝𝐷𝑅(𝑀) = 𝐻
𝑝
𝐷𝑅(𝑀,R)⊗ C.
Agora, consideremos 𝑀 uma variedade complexa. Denotaremos por 𝐴𝑝,𝑞(𝑀) o espaço
de todas as (𝑝, 𝑞)-formas holomorfas em 𝑀 , e com isso temos 𝐴𝑛(𝑀) =
⨁︁
𝑝+𝑞=𝑛
𝐴𝑝,𝑞(𝑀).
Definimos os operadores
𝜕 : 𝐴𝑝,𝑞(𝑀)→ 𝐴𝑝+1,𝑞(𝑀), 𝜕 : 𝐴𝑝,𝑞(𝑀)→ 𝐴𝑝,𝑞+1(𝑀)
por
𝜕 := Π(𝑝+1,𝑞) ∘ 𝑑, 𝜕 := Π(𝑝,𝑞+1) ∘ 𝑑
onde Π(𝑙,𝑘) : 𝐴*(𝑀)→ 𝐴𝑙,𝑘(𝑀) é a projeção natural. Dessa forma, obtemos 𝑑 = 𝜕 + 𝜕.
Uma (𝑝, 𝑞)-forma sobre 𝑀 se escreve como
𝜔 = 𝜔𝑖1,··· ,𝑖𝑝,𝑗1,··· ,𝑗𝑞𝑑𝑧𝑖1 ∧ · · · ∧ 𝑑𝑧𝑖𝑝 ∧ 𝑑𝑧𝑗1 ∧ · · · ∧ 𝑑𝑧𝑗𝑞 .
O operador 𝜕 leva 𝜔 à (𝑝+ 1, 𝑞)-forma
𝜕𝜔 =
𝑛∑︁
𝑘=1
𝜕𝜔𝑖1,··· ,𝑖𝑝,𝑗1,··· ,𝑗𝑞
𝜕𝑧𝑘
𝑑𝑧𝑘 ∧ 𝑑𝑧𝑖1 ∧ · · · ∧ 𝑑𝑧𝑖𝑝 ∧ 𝑑𝑧𝑗1 ∧ · · · ∧ 𝑑𝑧𝑗𝑞 ,
e o operador 𝜕 leva 𝜔 à (𝑝, 𝑞 + 1)-forma
𝜕𝜔 =
𝑛∑︁
𝑘=1
𝜕𝜔𝑖1,··· ,𝑖𝑝,𝑗1,··· ,𝑗𝑞
𝜕𝑧𝑘
𝑑𝑧𝑘 ∧ 𝑑𝑧𝑖1 ∧ · · · ∧ 𝑑𝑧𝑖𝑝 ∧ 𝑑𝑧𝑗1 ∧ · · · ∧ 𝑑𝑧𝑗𝑞 .
Temos que para 𝑓 : 𝑀 → 𝑁 uma aplicação holomorfa entre variedades complexas,
vale 𝑓 *(𝐴𝑝,𝑞(𝑁)) ⊆ 𝐴𝑝,𝑞(𝑀). Além disso, temos que 𝜕 ∘ 𝑓 * = 𝑓 * ∘ 𝜕 em 𝐴𝑝,𝑞(𝑁). Seja
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𝑍𝑝,𝑞
𝜕
(𝑀) o espaço das 𝜕-formas fechadas de tipo (𝑝, 𝑞). Como 𝑑 = 𝜕 + 𝜕 e 𝑑2 = 0, temos
0 = 𝑑2 = 𝜕2 + 𝜕𝜕 + 𝜕𝜕 + 𝜕2
o que nos dá que
𝜕2 = 0, 𝜕2 = 0 e 𝜕𝜕 = −𝜕𝜕.
Sendo assim, como 𝜕2 = 0 temos 𝜕(𝐴𝑝,𝑞(𝑀)) ⊆ 𝑍𝑝,𝑞+1
𝜕
(𝑀).
Teorema 5.3.2 (Decomposição de Hodge). Para uma variedade compacta Kähler 𝑀 , a
cohomologia complexa satisfaz
𝐻𝑟(𝑀) ≃ ⨁︁
𝑝+𝑞=𝑟
𝐻𝑝,𝑞(𝑀),
𝐻𝑝,𝑞(𝑀) = 𝐻𝑞,𝑝(𝑀).
Demonstração. Ver [9].
Mais ainda, o Teorema de Dolbeault (ver [9], página 45) nos diz que para uma variedade
complexa 𝑀 temos
𝐻𝑝,𝑞
𝜕
(𝑀) ≃ 𝐻𝑞(𝑀,Ω𝑝𝑀).
Definição 5.3.3. Seja 𝑀 uma variedade Kähler compacta. Definimos os números de
Hodge por ℎ𝑝,𝑞 = dim𝐻𝑝,𝑞
𝜕
(𝑀).
Podemos colocar os grupos de cohomologia de 𝑀 no seguinte diagrama:
ℎ𝑛,𝑛
ℎ𝑛,𝑛−1 ℎ𝑛−1,𝑛
ℎ𝑛,𝑛−2 ℎ𝑛−1,𝑛−1 ℎ𝑛−2,𝑛
. .
. ...
. . .
ℎ𝑛,0 · · · · · · ℎ0,𝑛
. . .
... . .
.
ℎ2,0 ℎ1,1 ℎ0,2
ℎ1,0 ℎ0,1
ℎ0,0
denominado diamante de Hodge.
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Exemplo 5.3.4. Seja 𝑀 uma variedade Calabi–Yau de dimensão 3. Como o fibrado
canônico de 𝑀 é trivial, temos que ℎ3,0 = dim𝐻0(𝑀,Ω3𝑀) = 1. Logo, por simetria temos
ℎ0,3 = 1. Dessa forma o diamante de Hodge de uma 3-variedade Calabi–Yau tem sempre
a forma
1
0 0
0 ℎ2,2 0
1 ℎ2,1 ℎ1,2 1
0 ℎ1,1 0
0 0
1
.
E lembrando das simetrias ℎ𝑝,𝑞 = ℎ𝑞,𝑝 e ℎ𝑝,𝑞 = ℎ3−𝑝,3−𝑞, obtemos que ℎ1,2 = ℎ2,1 e
ℎ1,1 = ℎ2,2. Logo, temos:
1
0 0
0 ℎ1,1 0
1 ℎ1,2 ℎ1,2 1
0 ℎ1,1 0
0 0
1
.
Em particular, considere o polinômio quíntico 𝑓(𝑥, 𝑦, 𝑧, 𝑤) = 𝑥𝑦4 + 𝑧𝑤4 em P4. Pode-
mos utilizar o software Macaulay2 para calcular o diamante de Hodge da variedade dada
pelos zeros de 𝑓 . Dessa forma, obtemos:
1
0 0
0 1 0
1 108 108 1
0 1 0
0 0
1
.
5.4 Cálculos de Diamantes: caso diag(-2,1,1)
O próximo teorema é um resultado recente provado em [5], este resultado nos fornecerá
uma maneira para construir diversas fibrações de Lefschetz partindo de um ponto de vista
de teoria de Lie.
Teorema 5.4.1. Seja g uma álgebra de Lie semissimples complexa, 𝒲 seu grupo de
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Weyl, h uma subálgebra de Cartan, 𝐺 um grupo de Lie com álgebra de Lie g, e denote a
órbita adjunta de um elemento 𝑋 ∈ g por 𝒪(𝑋). Então para qualquer 𝐻0 ∈ h e 𝐻 ∈ hR
com 𝐻 um elemento regular, a função 𝑓𝐻 : 𝒪(𝐻0)→ C definida por
𝑓𝐻(𝑥) = ⟨𝐻, 𝑥⟩ 𝑥 ∈ 𝒪(𝐻0)
é uma fibração de Lefschetz.
Ideia da demonstração: Sejam 𝐴 ∈ g e 𝑥 ∈ 𝒪(𝐻0). Então [𝐴, 𝑥] é um vetor
tangente a 𝒪(𝐻0) em 𝑥 e a diferencial de 𝑓𝐻 é dada por
(𝑑𝑓𝐻)𝑥([𝐴, 𝑥]) =
𝑑
𝑑𝑡
⟨𝐻, 𝑒𝑡ad(𝐴)𝑥⟩|𝑡=0 = ⟨𝐻, [𝐴, 𝑥]⟩ = ⟨[𝑥,𝐻], 𝐴⟩. (5.4.1)
Desta expressão segue que 𝑓𝐻 é uma função holomorfa com respeito a estrutura complexa
de 𝒪(𝐻0). Sendo uma função holomorfa, o posto de 𝑓𝐻 em 𝑥 ∈ 𝒪(𝐻0) é 0 ou 2, dado que
se (𝑑𝑓𝐻)𝑥([𝐴, 𝑥]) ̸= 0 então 𝑖(𝑑𝑓𝐻)𝑥([𝐴, 𝑥]) ̸= 0 e estas duas derivadas geram R2 ≈ C. Em
particular, segue que 𝑥 ∈ 𝒪(𝐻0) é um ponto singular de 𝑓𝐻 se, e somente se, (𝑑𝑓𝐻)𝑥 = 0.
Portanto, pela expressão 5.4.1 para a diferencial de 𝑓𝐻 , segue que 𝑥 é uma singulari-
dade, isto é, (𝑑𝑓𝐻)𝑥([𝐴, 𝑥]) = 0 para todo 𝐴 ∈ g se, e somente se, [𝑥,𝐻] = 0. Segue daí a
seguinte identificação dos pontos singulares.
Proposição 5.4.2. 𝑥 é um ponto singular para 𝑓𝐻 se, e somente se, 𝑥 ∈ 𝒪(𝐻0) ∩ h =
𝒲 ·𝐻0. Onde 𝒲 é o grupo de Weyl.
Mas como 𝒲 é finito obtemos o seguinte corolário:
Corolário 5.4.3. O conjunto de singularidades de 𝑓𝐻 é finito.
A principal ideia da prova deste teorema consiste na construção de campos de vetores
transversais as fibras de tal maneira que para uma dada fibra, o fluxo desdes campos de
vetores estão bem definidos a menos de um certo tempo em todas as fibras (como 𝒪(𝐻0)
não é compacto, não é esperado que o campo de vetores seja completo). O difeomorfismo
entre as fibras regulares de 𝑓𝐻 é obtido a partir de tal fluxo.
Os campos de vetores que possuem as propriedades apropriadas são definidos por
𝑍(𝑥) = 1‖[𝑥,𝐻]‖2 [𝑥, [𝜏𝑥,𝐻]],
onde 𝜏 : g → g é a conjugação com respeito a forma real compacta u e ‖ · ‖ é a norma
associada a forma hermitiana ℋ. Vale observar algumas coisas sobre esse campo de
vetores:
1. 𝑍 está bem definido se [𝑥,𝐻] ̸= 0, isto é, se 𝑥 /∈ h. Assim, 𝑍 pode ser visto como
um campo de vetores em g∖h, que restringe a um campo de vetores no conjunto de
pontos regulares de 𝒪(𝐻0)∖h.
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2. Se 𝑥 ∈ 𝒪(𝐻0)∖h então 𝑍(𝑥) é tangente a 𝒪(𝐻0), pois [𝑥, [𝜏𝑥,𝐻]] ∈ im (ad (𝑥))
é tangente a 𝒪(𝐻0) em 𝑥. Assim, 𝑍 de fato restringe ao campo de vetores em
𝒪(𝐻0)∖h.
3. Como, por hipótese, para 𝐻 ∈ hR, 𝜏𝐻 = −𝐻 segue que [𝜏𝑥,𝐻] = −[𝜏𝑥, 𝜏𝐻] =
−𝜏 [𝑥,𝐻].
4. A diferencial de 𝑓𝐻 em 𝑥 ∈ 𝒪(𝐻0)∖h satisfaz
(𝑑𝑓ℎ)𝑥 ([𝑥, [𝜏𝑥,𝐻]]) = −⟨𝐻, [𝑥[𝜏𝑥,𝐻]]⟩ = ⟨𝐻, [𝑥, 𝜏 [𝑥,𝐻]]⟩
= −⟨[𝑥,𝐻], 𝜏 [𝑥,𝐻]⟩
= ℋ([𝑥,𝐻], [𝑥,𝐻]) = ‖[𝑥,𝐻]‖2.
que é > 0 se [𝑥,𝐻] ̸= 0. Assim, 𝑑𝑓𝐻(𝑍(𝑥)) = 1. Isto garante que 𝑍 é transversal a
superfície de nível de 𝑓𝐻 .
5. O campo de vetores 𝑖𝑍 também é transversal. Isto acontece pois os espaços tan-
gentes a superfície de nível 𝑓−1𝐻 (𝑐), para um valor regular 𝑐 ∈ C, é um subespaço
complexo de g. ssim, se 𝑍(𝑥) /∈ 𝑇𝑥𝑓−1𝐻 (𝑐) então 𝑖𝑍(𝑥) /∈ 𝑇𝑥𝑓−1𝐻 (𝑐).
Com estes fatos, é possível provar que: se 𝑐1, 𝑐2 ∈ C são valores regulares então 𝑓−1𝐻 (𝑐1)
e 𝑓−1𝐻 (𝑐2) são difeomorfos. 
A partir do teorema acima podemos construir diversos exemplos de fibrações de Lefs-
chetz. Faremos agora um exemplo em sl(3,C).
Escrevemos um elemento geral de sl(3,C) como
𝐴 =
⎛⎜⎜⎜⎝
𝑥1 𝑦1 𝑦2
𝑧1 𝑥2 𝑦3
𝑧2 𝑧3 −𝑥1 − 𝑥2
⎞⎟⎟⎟⎠ .
Escolhendo
𝐻0 =
⎛⎜⎜⎜⎝
−2 0 0
0 1 0
0 0 1
⎞⎟⎟⎟⎠ ,
então 𝒪(𝐻0) é o conjunto das matrizes em sl(3,C) com polinômio minimal 𝑝(𝑥) = (𝑥 −
1)(𝑥 + 2). Podemos também obter 𝒪(𝐻0) como a variedade afim em sl(3,C) ∼= C8
cortada pelo ideal ⟨𝑎𝑖𝑗 | 𝑖, 𝑖 = 1, 2, 3⟩, onde 𝑎𝑖𝑗 são as entradas polinomiais da matriz
𝑝(𝐴) = (𝐴− 2id)(𝐴+ id).
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Escolhendo,
𝐻 =
⎛⎜⎜⎜⎝
1 0 0
0 −1 0
0 0 0
⎞⎟⎟⎟⎠ ,
obtemos a fibração de Lefschetz 𝑓𝐻
𝑓𝐻 : 𝒪(𝐻0) → C
𝐴 ↦→ 𝑥1 − 𝑥2.
Além disso, o grupo de Weyl𝒲 age via conjugação por permutação de matrizes. Por-
tanto, 𝑓𝐻 tem 3 singularidades: as matrizes diagonais de ordem 3 com entradas diagonais
−2, 1, 1. Os valores críticos são −3, 0 e 3.
A fibra regular 𝑋1 := 𝑓−1𝐻 (1) é cortada como uma variedade afim em sl(3,C) ∼= C8
pelo ideal
𝐼 = ⟨𝑥1 − 𝑥2 − 1, 𝑎𝑖𝑗 | 𝑖, 𝑗 = 1, 2, 3⟩.
Projetivisando temos uma compactificação 𝑋1 ∈ P8. Seja 𝑎𝑖𝑗 a homogeneização de 𝑎𝑖𝑗,
ou, equivalentemente, as entradas polinomiais de (𝐴 − 2𝑡id)(𝐴 + 𝑡id). Então o ideal
correspondente a 𝑋1 é
𝐽 = ⟨𝑥1 − 𝑥2 − 1, 𝑎𝑖𝑗 | 𝑖, 𝑗 = 1, 2, 3⟩.
Usando o algoritmo do Macaulay2 descrito no Apêndice A para calcular os grupos de
cohomologia de Hodge, obtemos o seguinte diamante de Hodge para 𝑋1:
1
0 0
0 2 0
0 0 0 0
0 2 0
0 0
1
.
Podemos também projetivizar a órbita 𝑋 := 𝒪(𝐻0). Por exemplo, com 𝐾 := ⟨𝑎𝑖𝑗 | 𝑖, 𝑗 =
1, 2, 3⟩, podemos escolher a projetivização 𝑋 de 𝑋 cortada por 𝐾 em P8. Novamente
usando o algoritmo do Macaulay2, obtemos o seguinte diamante de Hodge para 𝑋:
75
1
0 0
0 2 0
0 0 0 0
0 0 3 0 0
0 0 0 0
0 2 0
0 0
1
. (5.4.2)
Em [2] foi construído um exemplo a partir do Teorema 5.4.1 utilizando as matrizes
𝐻 = diag(1,−1, 0) e 𝐻0 = diag(2,−1,−1) em sl(3,C). O nosso intuito foi calcular um
exemplo similar, porém com a matriz −𝐻0 e comparar os resultados do diamante de
Hodge. Após fazer os cálculos pudemos observar que, apesar de dependerem da estrutura
complexa da órbita, os diamantes de Hodge em ambos os casos coincidem.
Observação 5.4.4. Pelo diamante de Hodge 5.4.2 de 𝒪(𝐻0), como ℎ0,4 e ℎ4,0 são dife-
rentes de 1, segue que 𝒪(𝐻0) não é uma variedade Calabi–Yau.
A referência [13] requer que as fibras de uma fibração de Lefschetz sejam compac-
tificadas a variedades Calabi–Yau, ver Definição 2.1, portanto faz-se natural a questão:
Quando uma fibra regular de uma fibração de Lefschetz pode ser compactificada à uma
variedade Calabi–Yau?
Se generalizarmos nosso exemplo para sl(𝑛 + 1,C) onde consideramos os elementos
𝐻 = diag (1,−1, 0, · · · , 0) e 𝐻0 = diag (−𝑛, 1, · · · , 1). Se compactificarmos essa órbita
para P𝑛 × (P𝑛)*, então os números de Hodge da compactificação são dados por ℎ𝑝,𝑝 =
𝑛+ 1− |𝑛− 𝑝| e os demais todos nulos (ver [1]). Em particular ℎ𝑛+1,0 = 0, o que implica
que tal variedade não é Calabi–Yau, então a propriedade pedida em [13] não se realiza
nestes exemplos.
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Apêndice A
Macaulay2
A.1 Uma breve introdução ao Macaulay2
Usamos o Macaulay para calcular os diamantes de Hodge da projetivização das fibras
regulares e da órbita adjunta. Primeiramente definimos nosso corpo base 𝑘 e anel de
polinômios 𝑅. O maior primo que o Macaulay2 consegue trabalhar é o número 32749.
i1 : k = ZZ/32749;
i2 : R = k[x_1, x_2, y_1..y_3, z_1..z_3, t];
A variável 𝑡 será usada para projetivização. Um elemento geral 𝐴 ∈ sl(𝑛,C) tem a forma
i3 : A = matrix{
{x_1, y_1, y_2},
{z_1, x_2, y_3},
{z_2, z_3, -x_1 - x_2}
};
3 3
o3 : Matrix R <--- R
e também faremos uso da matriz identidade
i4 : Id = id_(k^3);
3 3
o4 : Matrix k <--- k
Em nosso exemplo, a órbita adjunta 𝒪(𝐻0) consiste de todas as matrizes com polinômio
mínimo (𝐴− id)(𝐴+2id), assim estamos interessados na variedade cortada pela equação
minPoly:
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i5 : minPoly = (A - Id)*(A + 2*Id);
3 3
o5 : Matrix R <--- R
i6 : I = ideal minPoly;
o6 : Ideal of R
Para obter uma projetivização de𝑋, primeiro homogeneizamos seu ideal 𝐼, então tomamos
a variedade projetiva correspondente. Saturar o ideal não altera a variedade projetiva que
ele define, mas pode alterar a velocidade com que os cálculos são feitos.
i7 : Ihom = saturate homogenize(I,t);
o7 : Ideal of R
i8 : Xproj = Proj(R/Ihom);
Pode-se checar com o comando dim Xproj que dim𝑋 = 4. Para verificar que 𝑋 é não
singular, usamos:
i9 : codim singularLocus Ihom
o9 = 9
Temos que a codimensão das singularidades é 9, mas a dimensão do espaço projetivo
ambiente é 8, deduzimos daí que nossa variedade projetiva 𝑋 é não singular.
Agora, calculamos ℎ𝑖,𝑗 para (𝑖, 𝑗) = (0, 0), (1, 0), (2, 0), (3, 0), (4, 0), (1, 1), (2, 1), (3, 1),
e (2, 2) com os comandos:
i10 : hh^(0,0) Xproj
o10 = 1
i11 : hh^(1,0) Xproj
o11 = 0
i12 : hh^(2,0) Xproj
o12 = 0
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i13 : hh^(3,0) Xproj
o13 = 0
i14 : hh^(4,0) Xproj
o14 = 0
i15 : hh^(1,1) Xproj
o15 = 2
i16 : hh^(2,1) Xproj
o16 = 0
i17 : hh^(3,1) Xproj
o17 = 0
i18 : hh^(2,2) Xproj
o18 = 3
Para definir as fibras regulares e críticas, precisamos do potencial, que em nosso caso
é dado por:
i19 : potential = x_1 - x_2;
Os valores críticos deste potencial são ±3 e 0. Visto que todas as fibras regulares de
uma fibração de Lefschetz são homeomorfas, é suficiente escolher o valor regular 1. Então
definimos a fibra regular 𝑋1 como a variedade em sl(3,C) ∼= C8 correspondente ao ideal
𝐽 :
i20 : J = ideal(minPoly) + ideal(potential-1);
o20 : Ideal of R
Então homogeneizamos 𝐽 para obter uma projetivização 𝑋1 da fibra regular 𝑋1:
i21 : Jhom = saturate homogenize(J,t);
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o21 : Ideal of R
i22 : X1proj = Proj(R/Jhom);
Verificamos com o comando dim X1proj que dim𝑋1 = 3. Usamos o comando
i23 : codim singularLocus Jhom
o23 = 9
para testar as singularidades. Temos que a codimensão é 9, o que verifica que 𝑋1 é não
singular. Agora calculamos ℎ𝑖,𝑗 para (𝑖, 𝑗) = (0, 0), (1, 0), (2, 0), (3, 0), (1, 1), (2, 1) com os
comandos:
i24 : hh^(0,0) X1proj
o24 = 1
i25 : hh^(1,0) X1proj
o25 = 0
i26 : hh^(2,0) X1proj
o26 = 0
i27 : hh^(3,0) X1proj
o27 = 0
i28 : hh^(1,1) X1proj
o28 = 2
i29 : hh^(2,1) X1proj
o29 = 0
Como 𝑋1 é não singular, as outras entradas do diamante de Hodge são obtidas pelas
simetrias clássicas.
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Observação A.1.1. Usamos o mesmo método para calcular o diamante de Hodge para
a fibra singular sobre 0 e obtemos o mesmo diamante de Hodge das fibras regulares.
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Apêndice B
Variedades Tóricas
B.1 Definições e Exemplos
Definição B.1.1. Uma variedade tórica é uma variedade irredutível 𝑋 tal que:
1. (C*)𝑛 é um aberto de Zariski;
2. a ação de (C*)𝑛 nele mesmo se estende à uma ação de (C*)𝑛 em 𝑋.
Aqui, uma variedade pode ser afim, projetiva, ou uma variedade abstrata.
Exemplo B.1.2. (C*)𝑛 e C𝑛 são naturalmente variedades tóricas. Considere o espaço
projetivo complexo P𝑛 com coordenadas homogêneas 𝑥0, · · · , 𝑥𝑛. A aplicação
(C*)𝑛 → P𝑛
definida por (𝑡1, · · · 𝑡𝑛) ↦→ (1, 𝑡1, · · · , 𝑡𝑛) nos permite identificar (C*)𝑛 com o aberto de
Zariski P𝑛∖𝑍(𝑥0 · · ·𝑥𝑛). Em seguida, definindo
(𝑡1, · · · , 𝑡𝑛) · (𝑎0, · · · , 𝑎𝑛) = (𝑎0, 𝑡1𝑎1, · · · , 𝑡𝑛𝑎𝑛)
temos que P𝑛 é uma variedade tórica.
Um reticulado 𝑁 é um grupo abeliano livre de posto finito. Escolhendo uma Z-base
de 𝑁 temos um isomorfismo 𝑁 ≃ Z𝑛. De 𝑁 , obtemos o reticulado dual
𝑀 = HomZ (𝑁,Z) .
Dada uma Z-base de 𝑁 , a base dual de 𝑀 nos dá um isomorfismo 𝑀 ≃ Z𝑛 tal que ⟨𝑚,𝑢⟩
se torna produto interno, para 𝑚 ∈𝑀,𝑢 ∈ 𝑁 .
Dado um reticulado 𝑁 , um isomorfismo 𝑁 ≃ Z𝑛 induz um isomorfismo
𝑁 ⊗Z C* ≃ (C*)𝑛 .
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Chamamos 𝑇 (𝑁) = 𝑁 ⊗Z C* o toro de 𝑁 . Os reticulados 𝑁 e 𝑀 relacionam com 𝑇 (𝑁)
como segue:
• Primeiro, 𝑢 ∈ 𝑁 nos dá
𝜆𝑢 : C* → 𝑇 (𝑁)
definida por 𝜆𝑢(𝑡) = 𝑢 ⊗ 𝑡. Este é um subgrupo a 1-parâmetro de 𝑇 (𝑁). Se um
isomorfismo 𝑁 ≃ Z𝑛 leva 𝑢 em (𝑎1, · · · , 𝑎𝑛), então
𝜆𝑢(𝑡) = (𝑡𝑎1 , · · · , 𝑡𝑎𝑛)
sobre o isomorfismo induzido 𝑇 (𝑁) ≃ (C*)𝑛.
• Segundo, 𝑚 ∈𝑀 nos dá
𝜒𝑚 : 𝑇 (𝑁)→ C*
definida por 𝜒𝑚
(︁∑︀𝑙
𝑖=1 𝑢𝑖 ⊗ 𝑡𝑖
)︁
= ∏︀𝑙𝑖=1 𝑡⟨𝑚𝑖,𝑢𝑖⟩. Esta é uma característica de 𝑇 (𝑁),
assim que 𝑀 é seu grupo característico. Se 𝑀 ≃ Z𝑛 leva 𝑚 em (𝑏1, · · · , 𝑏𝑛),
então
𝜒𝑚(𝑡1, · · · , 𝑡𝑛) = 𝑡𝑏11 · · · 𝑡𝑏𝑛𝑛
sobre o isomorfismo 𝑇 (𝑁) ≃ (C*)𝑛.
Definição B.1.3. Um cone poliedral convexo em R𝑛 é um subconjunto da forma
𝜎 = Cone(𝑆) =
{︃∑︁
𝑣∈𝑆
𝜆𝑣𝑣 | 𝜆𝑣 ≥ 0
}︃
⊂ R𝑛,
onde 𝑆 ⊂ R𝑛 é finito. Dizemos que 𝜎 é gerado por 𝑆. Também definimos Cone(∅) = {0}.
Note que 𝜎 é convexo, isto significa que se 𝑥, 𝑦 ∈ 𝜎 então 𝜆𝑥+ (1− 𝜆)𝑦 ∈ 𝜎 para todo
0 ≤ 𝜆 ≤ 1. E que 𝜎 é um cone, significa que se 𝑥 ∈ 𝜎 então 𝜆𝑥 ∈ 𝜎 para todo 𝜆 ≥ 0.
Definição B.1.4. Um politopo em R𝑛 é um subconjunto da forma
𝑃 = Conv(𝑆) =
{︃∑︁
𝑣∈𝑆
𝜆𝑣𝑣 | 𝜆𝑣 ≥ 0,
∑︁
𝑣∈𝑆
𝜆𝑣 = 1
}︃
⊂ R𝑛,
onde 𝑆 ⊂ R𝑛 é finito. Dizemos que 𝑃 é o feixo convexo de 𝑆.
Dado um cone poliedral convexo 𝜎 ⊂ R𝑛, seu cone dual é o conjunto
𝜎∨ = {𝑢 ∈ R𝑛* | ⟨𝑢, 𝑣⟩ ≥ 0 para todo 𝑣 ∈ 𝜎},
onde R𝑛* é o espaço dual de R𝑛 e ⟨𝑢, 𝑣⟩ é o par natural entre 𝑢 ∈ R𝑛 e 𝑣 ∈ R𝑛*.
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Se 𝑢 ̸= 0 esta em R𝑛*, então obtemos o hiperplano
𝐻𝑢 = {𝑣 ∈ R𝑛 | ⟨𝑢, 𝑣⟩ = 0}
e o espaço fechado
𝐻+𝑢 = {𝑣 ∈ R𝑛 | ⟨𝑢, 𝑣⟩ ≥ 0}.
Definição B.1.5. O conjunto 𝜏 = 𝐻𝑢 ∩ 𝜎 é uma face do cone poliedral convexo 𝜎 se
𝑢 ∈ R𝑛*∖{0} e 𝜎 ⊂ 𝐻+𝑢 .
Lema B.1.6. Seja 𝜎 = Cone(𝑆) um cone poliedral convexo.
1. Cada face de 𝜎 é um cone poliedral convexo.
2. A interseção de duas faces de 𝜎 é novamente uma face de 𝜎.
3. Uma face de uma face de 𝜎 é também uma face de 𝜎.
Dizemos que 𝜏 é uma faceta de um cone poliedral convexo 𝜎 se 𝜏 é uma face de
codimensão 1, isto é, dim 𝜏 = dim 𝜎 − 1. Uma aresta de um cone poliedral convexo 𝜎 é
uma face 1-dimensional.
Definição B.1.7. Um cone poliedral convexo 𝜎 é fortemente convexo se 𝜎 ∩ (−𝜎) =
{0}.
Existem várias maneiras equivalentes de se pensar em fortemente convexo.
Proposição B.1.8. Seja 𝜎 ⊂ R𝑛 um cone poliedral convexo. Então são equivalentes:
1. 𝜎 é fortemente convexo.
2. 𝜎 não contém nenhum subespaço de dimensão positiva.
3. {0} é uma face de 𝜎.
4. dim 𝜎∨ = 𝑛.
Dado um reticulado 𝑁 com dual 𝑀 , obtemos espaços vetoriais duais 𝑁R = 𝑁 ⊗Z R ≃
R𝑛 e 𝑀R =𝑀 ⊗Z R ≃ R𝑛*. Tudo que foi dito sobre cones em R𝑛 são transportados para
cones em 𝑁R.
Definição B.1.9. Dizemos que 𝜎 ⊂ 𝑁R é um cone poliedral racional se 𝜎 = Cone(𝑆)
para um conjunto finito 𝑆 ⊂ 𝑁 .
Se 𝜎 ⊂ 𝑁R é um cone poliedral racional, definimos
𝑆𝜎 = 𝜎∨ ∩𝑀.
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Dessa forma, 𝑆𝜎 é um semigrupo sobre a adição com 0 ∈ 𝑆𝜎 como a identidade aditivia.
Associamos a 𝑆𝜎 sua álgebra de semigrupo C[𝑆𝜎], que é definida como segue. Como
um C-espaço vetorial, C[𝑆𝜎] tem 𝑆𝜎 como base, com os vetores da base correspondentes
a 𝑚 ∈ 𝑆𝜎 escritos simbolicamente 𝜒𝑚. Então os elementos de C[𝑆𝜎] são combinações
lineares formais ∑︀𝑚∈𝑆𝜎 𝑎𝑚𝜒𝑚, onde apenas um número finito de 𝑎𝑚 são não nulos, e o
produto em C[𝑆𝜎] é determinado pela regra
𝜒𝑚 · 𝜒𝑚′ = 𝜒𝑚+𝑚′
e a lei distributiva.
Definição B.1.10. Seja 𝜎 ⊂ 𝑁R um cone poliedral racional fortemente convexo. Então
a variedade afim irredutível
𝑉𝜎 = Spec(C[𝑆𝜎])
é a variedade tórica afim associada a 𝜎.
Exemplo B.1.11. Sejam 𝑁 = 𝑀 = Z3 com base canônica 𝑒1, 𝑒2, 𝑒3. Considere o cone
𝜎 = Cone(𝑒1, 𝑒2, 𝑒1 + 𝑒3, 𝑒2 + 𝑒3) ⊂ R3. Os normais apontando para o interior das facetas
de 𝜎 são
𝑚1 = (1, 0, 0), 𝑚2 = (0, 1, 0), 𝑚3 = (0, 0, 1), 𝑚4 = (1, 1,−1),
que geram 𝜎∨. Neste caso eles geram 𝑆𝜎 = 𝜎∨ ∩ Z3. Para descrever 𝑉𝜎 = Spec(C[𝑆𝜎]),
usamos o homomorfismo de C-álgebra C[𝑥, 𝑦, 𝑧, 𝑤]→ C[𝑆𝜎] definido por
𝑥 ↦→ 𝑡𝑚1 , 𝑦 ↦→ 𝑡𝑚2 , 𝑧 ↦→ 𝑡𝑚3 , 𝑤 ↦→ 𝑡𝑚4 .
Então 𝑥𝑦 − 𝑧𝑤 ↦→ 0 pois 𝑚1 +𝑚2 = 𝑚3 +𝑚4. Assim, podemos obter que
C[𝑥, 𝑦, 𝑧, 𝑤]/⟨𝑥𝑦 − 𝑧𝑤⟩ ≃ C[𝑆𝜎].
Segue que 𝑉𝜎 ≃ 𝑍(𝑥𝑦 − 𝑧𝑤) ⊂ C4.
Definição B.1.12. Um fan é definido como sendo uma coleção finita Σ de cones em 𝑁R
com as seguintes propriedades:
1. Cada 𝜎 ∈ Σ é um cone poliedral racional fortemente convexo.
2. Se 𝜎 ∈ Σ e 𝜏 é uma face de 𝜎, então 𝜏 ∈ Σ.
3. Se 𝜎, 𝜏 ∈ Σ, então 𝜎 ∩ 𝜏 é uma face de cada.
A ideia básica é que um fan Σ codifica a informação necessária para colar as variedades
tóricas afins 𝑉𝜎, 𝜎 ∈ Σ, para criar uma variedade abstrata 𝑋Σ.
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Teorema B.1.13. A variedade 𝑋Σ é uma variedade tórica.
O blow up de uma variedade tórica pode ser obtido subdividindo o seu fan.
Definição B.1.14. Um fan Σ′ subdivide o fan Σ se:
1. Σ(1) ⊂ Σ′(1), onde Σ(1) representa o conjunto das arestas de Σ.
2. cada cone de Σ′ está contido em algum cone de Σ.
Suponha que Σ′ subdivide Σ. Seja Σ′(1) = {𝜌1, · · · , 𝜌𝑚}, onde as arestas são ordenadas
de tal maneira que Σ(1) = {𝜌1, · · · , 𝜌𝑛}. Então existe uma aplicação 𝑋Σ′ → 𝑋Σ definida
em termos das coordenadas homogêneas pela projeção nos 𝑛 primeiro fatores.
Para fazer o blow up em um ponto 𝑝 ∈ 𝑋Σ, encontramos um cone 𝑟-dimensional 𝜎 ∈ Σ
correspondente a 𝑝. Se os geradores primitivos de 𝜎 são 𝑣1, · · · , 𝑣𝑟, adicionamos uma nova
aresta gerada por
𝑣𝑟+1 = 𝑣1 + · · ·+ 𝑣𝑟,
e então subdividividimos 𝜎. Combinando estes novos cones com Σ (exceto 𝜎 mas incluindo
todas as faces próprias de 𝜎) conseguimos um novo fan Σ′, fornecendo o blow up.
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