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Abstract
This paper deals with the use of optimal control techniques in water distribution networks. An optimal control tool, developed in
the context of a European research project is described and the application to the city of Sintra (Portugal) is presented. ( 2000
Elsevier Science Ltd. All rights reserved.
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1. Introduction
Water networks are generally composed of a large num-
ber of interconnected pipes, reservoirs, pumps, valves and
other hydraulic elements which carry water to demand
nodes from the supply areas, with speci"c pressure levels
to provide a good service to consumers. The hydraulic
elements in a network may be classi"ed into two catego-
ries: active and passive. The active elements are those
which can be operated to control the #ow and/or the
pressure of water in speci"c parts of the network, such as
pumps, valves and turbines. The pipes and reservoirs are
passive elements, insofar as they receive the e!ects of the
operation of the active elements, in terms of pressure and
#ow, but they cannot be directly acted upon.
A supervisory control system in a water network gen-
erally includes a telemetry system which periodically
updates some information from a selected set of passive
elements and from most of (ideally all) the active ele-
ments. This information is generally composed of pres-
sure and #ow readings, as well as status of the active
elements, and it re#ects the instantaneous operating con-
dition of the water network. It also includes the mecha-
nisms to actuate the active elements in the network and
to control their performance. However, it is not always
obvious how to derive appropriate control strategies for
the active elements, in order to use the resources e$cient-
ly and to meet the speci"c pressure and #ow needs in the
whole network, at all times.
Optimal control in water networks deals with the
problem of generating control strategies ahead of time, to
guarantee a good service in the network, while achieving
certain performance goals, which may include one or
more of the following, according to the needs of a speci"c
utility: minimization of supply and pumping costs, maxi-
mization of water quality, pressure regulation for leak
prevention, etc.
The implementation of optimization procedures may
prove an extremely e$cient measure to contribute to the
correct management of water resources and to reduce
operational costs, as well as to improve the service to
consumers, as has been shown in several water utilities
around Europe. In the context of a European research
project (WATERNET, ESPRIT IV, No. 22186), the
authors have developed an optimal control tool integ-
rated in a supervisory control system which can be used
by a large class of water utilities. The whole system,
including optimal control was demonstrated in a proto-
type of the water network of the Sintra (Portugal) area. In
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Fig. 1. Optimal control in water systems.
this paper, the concepts of optimal control in water
networks are presented in Sections 1 and 2. Sections 3}5
deal with the mathematical statement, the complexity
and the methods of solving the optimal control problem
respectively and in Section 6, the application to the
network of Sintra (Portugal) is presented. Section 7 sum-
marizes the conclusions of this work and presents future
research issues.
2. On-line optimal control
2.1. Inputs from the network
In a supervisory control system for a water network,
the optimal control procedure interacts with the real
network through the SCADA (Supervisory Control and
Data Acquisition) system. It must receive information
about the current state of the network, in terms of
f water volumes in reservoirs,
f status of pumps and valves,
f latest demand readings,
f pressure and/or #ow readings at selected points.
In order to compute optimal control strategies ahead
of time, the optimal control procedure must contain
a prediction model to generate forecasts of the next
future demands, based on a record of a number of past
values thereof. A number of methods for demand predic-
tion may be used as described elsewhere (Quevedo, Cem-
brano, GutieH rrez & Valls, 1988; Grin8 oH , 1991). In this
work, the demand prediction model was obtained using
the Fuzzy Inductive Reasoning Methodology, as de-
scribed in LoH pez, Cembrano and Cellier (1996).
The demand information from the SCADA is used to
update the past-demand record and a forecast of the
demand in the next period is performed. The demand
forecasts are usually obtained with a horizon of the order
of one day. The hourly data is obtained by modulation
with appropriate demand patterns for each day in the
week.
2.2. Optimization execution
Additionally, the optimization module contains a hy-
draulic model (see Section 3.2) of the network which
makes it possible to test the e!ect produced by a control
action (#ows through the active elements) on the net-
work, in terms of
f water volumes in reservoirs,
f pressure and/or #ow readings at selected points.
The optimal control procedure selects optimal strat-
egies for the controllers of the active hydraulic elements,
by searching in the space of possible controls and evalu-
ating di!erent alternatives, as described later in this
document. In water networks where storage in reservoirs
must be planned ahead to meet the future demands with
speci"c pressure levels, the optimization involves the
generation of controller strategies over a time period,
called the optimization horizon, which may be of the
order of one day, at hourly intervals, for a common case
of water distribution utility.
2.3. Outputs to the remote units
The optimal control values are sent through the
SCADA as setpoints to the local controllers in the re-
mote stations that regulate the active elements.
Optimization updates must be performed regularly
during the day. The general scheme of interaction with
the supervisory control system is shown in Fig. 1.
3. The optimal control problem
3.1. Network description
A convenient description of the dynamic model of
a water network is obtained by considering the set
of #ows through the m active elements as the vector of
control variables
u3Rm
and the set of n
r
reservoir volumes monitored through
the SCADA as a vector of observable state variables
r3Rnr .
Additionally, in order to complete the state description of
the network, it may be necessary to de"ne a vector
q3Rnq
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containing the values of #ow at n
q
speci"c passive ele-
ments, which cannot be directly measured through the
SCADA and a vector
p3Rnp
containing the values of pressures at n
p
speci"c nodes,
not monitored through the SCADA.
Vectors p and q may be obtained from r and u through
explicit or implicit, generally nonlinear, equations ex-
pressing the hydraulic relationships which couple head
and #ow. Well-known approximations of these hydraulic
relationships exist for di!erent types of hydraulic ele-
ments. For pipes, for example, the Colebrook}White, the
Darcy}Weisbach or the Hazen}Williams equations (see
e.g. Isaacs & Mills, 1981; Jeppson, 1983; Quevedo, Cem-
brano, Casanova & Ros, 1987) have been widely used in
network #ow and pressure calculations. Similarly, a good
approximation of the head-#ow relationship for pumps
may be found in Anderson and Powell (1999) as well as in
appropriate manufacturer’s speci"cations. For valves,
head-#ow equations, according to their characteristics
and their functionality are usually supplied by the manu-
facturers. Some of the most relevant examples of these
equations may be found in Greco (1997). Hence,
p"h(r, u, d), (1)
q"g(r, u, d), (2)
where d3Rnd is a vector of stochastic disturbance con-
taining the values of the demands at the n
d
consumer
nodes in the network.
Since the model is used for predictive (optimal)
control, d will generally be a vector of demand forecasts,
obtained through appropriate prediction models (see
Section 2.1).
An augmented state vector is de"ned as
x3Rn,
(3)
n"n
r
#n
q
#n
p
,
where x contains the n
r
values of reservoir volume vector
r, the n
q
values of the #ow vector q and the n
p
values of
the pressure vector p.
3.2. Dynamic model
The dynamic model of the network may then be
written, in discrete time, as
xk‘1"f (xk, uk, dk), (4)
where f represents the mass and energy balance in the
water network and k denotes the instantaneous values at
sampling time k.
3.3. Performance index
The control actions are generated by optimizing a per-
formance index, i.e. a mathematical expression of the
desired exploitation goals.
In general, a performance index may contain one or
more of the following terms:
f The cost of water supply, treatment and elevation C
u
,
which is a function of the #ows in the m active elements
contained in vector u.
f Arti"cial costs related to pressure regulation, ex-
pressed in functions C
p
of the pressures in n
p
speci"c
key nodes of the network, contained in vector p.
f Arti"cial costs related to #ow regulation and/or water
quality, C
q
, expressed as function of the #ows in
n
q
speci"c pipes of the network, contained in vector q.
Then, a general performance index may be expressed as
follows: For an instantaneous evaluation,
Pk" m+
i/1
ck
u
(u
i
)# np+
j/1
ck
p
(p
j
)# nq+
l/1
ck
q
(q
l
), (5)
where P is the instantaneous value of the performance
index and k refers to the values of the instantaneous
values at the kth time period.
For an evaluation over the entire optimization hor-
izon, the performance index is
J"N~1+
k/0
Pk, (6)
where N is the optimization horizon (in a number of
sampling periods).
3.4. Constraints
The performance optimization must take into account
that a number of important constraints exists:
f On the control variables, such as the #ows across the
active hydraulic elements. Pumps and valves have spe-
ci"c ranges of #ow for correct operation.
u3;, ;LRm
f On other variables, such as the levels in the reservoirs.
These include capacity and operational limits on water
minimum and maximum allowed levels. Similar con-
straints may be in order in the selected nq pipes and the
np pressure measurement nodes. Note that the optim-
ization can only be performed in the space of controls
while these constraints are expressed in terms of other
variables, which cannot be actuated directly.
r3S, SLRnr ,
q3Q, QLRnq ,
p3H, HLRnp .
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The optimization process consists of searching the space
of admissible control actions to obtain the minimum (or
maximum) value of the performance index, while produ-
cing only admissible states of the network.
It is important to remark that the performance index
can only be minimized with respect to the control vari-
ables (#ows across active hydraulic elements), since these
are the only variables which may be acted upon. However,
the value of the index also depends on variables that are
not directly controlled, but must be evaluated for each
control action. Similarly, the contraints apply both on
directly controlled variables and on other variables related
to passive elements, which cannot be operated directly.
In many practical cases a distinction can be made
between ‘harda and ‘softa constraints, the former being
those which must be ful"lled strictly and the latter, those
which may be violated to some moderate extent. In
particular, the operational levels of reservoirs, the min-
imum-pressure and the #ow-range constraints may usu-
ally be de"ned so that only soft bounds are imposed. In
this case, the optimization may proceed by augmenting
the performance index with penalty terms which impose
the approximate ful"lment of the soft constraints, using
Lagrange multipliers (see e.g. Minoux, 1986).
4. Complexity of the optimal control problem in
water networks
The computational complexity of the optimal control
problem in water networks is determined by a number of
important factors in the real network and in the model-
ling assumptions. The main factors and their in#uence on
the optimization complexity are outlined below.
4.1. Size
The size of the optimization problem depends on the
number of active hydraulic elements to be optimized, on
the number of passive elements which re#ect the state of
the network, such as reservoirs and pressure- or #ow-
evaluation nodes, but also, most importantly, on the
optimization horizon. Instantaneous optimization prob-
lems pose few computational di$culties, but dynamic
optimization problems over 24 or more hourly intervals,
which are common in many water utilities in Europe,
impose a very high computational burden in non-trivial
networks. This is so because of the combinatorial nature
of the problem of searching the space of controls for
a number of interacting active elements in a 24-step-
ahead horizon.
4.2. Type of hydraulic elements involved
The type of hydraulic elements a!ects the design of
strategy optimization programs insofar as it determines
the type of variables to be used to express #ows and
pressures. This is important since very e$cient methods
exist for optimizing vast classes of problems involving
continuous variables and continuously di!erentiable
functions, especially because it is possible to use gradi-
ent-based searchs. Conversely, the methods of integer
programming required to optimize problems with integer
or binary variables are mainly of combinatorial nature
and they cannot make use of the gradient concepts. They
are, therefore, usually slow and not necessarily guaran-
teed to converge. For this reason, it is often preferred to
work with continuous approximations of the values of
the discrete variables involved in the optimization, as
follows:
f Valves: They allow any value of the #ow in its opera-
tional range. Therefore, continuous variables can be
used to represent the value of the #ow through a valve.
f Fixed-speed pumps: For a speci"ed value of the down-
stream pressure or the head increase, only one value of
the #ow is possible according to the characteristic
equation of the pump. Therefore, the instantaneous
value of the #ow through a pump cannot be realisti-
cally modelled using continuous variables. However,
the volume of water through a pump in a speci"ed
period (e.g. hourly periods, as required for the dynamic
optimization) may attain any desired (feasible) value
through pulse-width modulation, i.e., by operating the
pump only a portion of the period.
f Batteries of xxed-speed pumps: Utilizing a number
of "xed-speed pumps usually allows for a modulation
in the #ows, which makes it easier to model the #ow
as a continuous variable. Additionally, continuous-
variable optimization methods may be modi"ed to
produce sub-optimal solutions which are close to inte-
ger numbers. An example of one such approach is
given in Section 6.2.4.
4.3. Type of network description
The e!ect on the network of each candidate control
strategy tested by the optimization must be evaluated
using the network description and hydraulic couplings
stated in Eqs. (1)}(3). The complexity of these equations
will obviously in#uence the time required by the opti-
mizer to evaluate each candidate control action.
f Flow-only models and, in particular, those models
where only the control variables are required to com-
pute the change in the state of the network produced
by a control action allow a very fast evaluation of
control actions.
f Flow and pressure models, where a number of pres-
sures and/or #ows in passive elements are required to
compute the change in the state of the network pro-
duced by a control action, impose longer execution
times for each test. The problem is easier when explicit
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Fig. 3. Tree-structure water network.
Fig. 2. Star-structure water network.
equations exist to compute the pressures and/or #ows
in passive elements, in terms of the control variables. If
this is not the case, an iterative simulation procedure
must be run for each evaluation of a control action.
This condition imposes considerably longer execution
times.
4.4. Type of optimization equations
The availability and computational complexity of op-
timization methods varies according to the form of the
equations involved. In particular, for continuous-vari-
able problems:
f Problems with linear performance indexes and linear
constraints have fast and e$cient solution methods
based on the SIMPLEX method.
f Problems with quadratic performance indexes and lin-
ear constraints have fast and e$cient methods based
on gradient techniques, which are guaranteed to con-
verge in a number of iterations equal to the dimension
of the optimization space.
f Problems with other nonlinear convex performance
indexes and linear constraints may be solved using the
same methods as above, without the guarantee of the
number of iterations for convergence.
f More general problems with convex performance in-
dexes and nonlinear constraints de"ning a convex
space may be solved with gradient-based techniques
e$ciently.
f Nonconvex problems pose serious di$culties, as there
is no guarantee that only one extremum (minimum or
maximum) exists. In these cases, random- and heuris-
tic-search methods may be used.
f For integer or binary-variable systems, the optimiza-
tion problems are of a combinatorial nature. Search
and pruning methods are available, such as the
branch-and-bound algorithms, which are e$cient in
some speci"c cases with a moderate dimensionality.
4.5. Topology
The topology determines how an action in a certain
element of a water network a!ects the rest of it.
For example, in some simple tree-like networks an
action at the end of a "nal branch may not a!ect the rest
of the network at all, while in a mesh-like network,
a more global in#uence of the actuation of most of the
hydraulic control elements is to be expected. This situ-
ation is usually an important factor to be taken into
account for the selection of more or less de-centralized
schemes for the supervisory control system in general
and for the control strategy optimization in particular.
Star-structure water networks generally contain one
large source (usually with an associated reservoir) from
which water is supplied to a number of local small distri-
bution areas, each of which may contain at most one
reservoir, as shown in Fig. 2.
The special characteristics of this network allow the
use of spatial decomposition techniques for optimization,
which make it possible to compute a solution to a large
complex problem through the iterative solution of
a number of simple problems, see e.g. Coulbeck (1977).
Note, in particular, that the sense of the #ows is "xed,
from the central source to the demands.
Tree-structure water networks generally have one
large source (and usually, an associated reservoir) from
which water is supplied to a small number of intermedi-
ate locations, where it is stored and/or pumped to the
demand nodes, as shown in Fig. 3.
Note that here too, the sense of the #ows is de"ned,
from the source to the demands.
A cascade water network is a special case of a tree-
structure network where there is only one branch, as
shown in Fig. 4.
A mesh-structure network usually contains
several sources (e.g. with associated reservoirs) and
is highly interconnected so that the demands can be
supplied from more than one source and, in general,
with di!erent operation patterns, so that the sense of
the #ows is not "xed in some of the valves and pipes (see
Fig. 5).
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Fig. 4. Cascade structure water network.
Fig. 5. Mesh-structure water network.
5. Solving the optimal control problem
5.1. State of the art
A number of large European utilities already utilize
optimization programs to generate 24 h strategies ahead
in time to minimize costs while maintaining a good
service to consumers. Several types of optimization pro-
cedures have been used, but most of them employ either
dynamic programming or convex nonlinear program-
ming techniques. In most cases, the size of the optimiza-
tion problems involved makes it necessary to derive
special methods, since the direct application of the tech-
niques would not have produced acceptable computa-
tion times.
In the 1970s, Fallside and Perry (1975) derived a hier-
archical price-decomposition algorithm for the optimiza-
tion of the Severn-Trent Water Authority network. The
solution of the subproblems used a linearization around
an operating point to reduce the mathematical complex-
ity. The method was implemented in the Cambridge area,
but it did not achieve completely satisfactory results in
the long run.
A more general scheme of hierarchical-decomposition
optimization in water networks was proposed by
Coulbeck (1977) and tested in simulation for other UK
networks.
In Barcelona, Solanas (1974) derived a successive ap-
proximation dynamic programming algorithm for the
Barcelona network, which was later improved and tested
in simulation (Solanas & Montoliu, 1988).
In the US, Murray and Yakowitz (1979) developed the
di!erential dynamic programming techniques which al-
lowed the use of the dynamic programming approach to
the optimization of a relatively small simulated water
network.
In the 1980s, one of the most relevant applications was
the real implementation of the interaction prediction
method developed by Carpentier (1983), in the network
of Paris Sud of the French Company Lyonnaise des
Eaux. This method was also based on the use of dynamic
programming techniques and it made speci"c use of the
star structure of the distribution network.
Later, a nonlinear programming technique was de-
veloped for the Barcelona network, which made use of
optimal control concepts (Cembrano, Brdys, Quevedo,
Coulbeck & Orr, 1988), and an improvement thereof
was implemented in the real network in 1990 (Grin8 oH &
Cembrano, 1991). The Barcelona network is highly inter-
connected and has a mesh structure, which makes it
ine$cient to use decomposition techniques.
In the 1990s, Brdys (1992) considered the problem of
optimizing the con"guration of "xed-speed pumps in the
water networks of Leicestershire and Yorkshire. He
studied a class of cascade hydraulic systems in two cases:
with weak and with strong hydraulic interactions. Spatial
and time decomposition are used in combination with
branch-and-bound mixed-integer programming tech-
niques to solve the optimization problems of these two
areas. The method was implemented successfully by the
Yorkshire Water Authority (Brdys & Ulanicki, 1994).
Most recently, a number of European joint research
and development projects have attempted to solve more
general classes of optimization problems and to produce
tools applicable to a variety of water utilities throughout
Europe. For instance, the CLOCWiSe (INNOVATION
Programme) project dealt with the general problem of
optimized scheduling of water management and network
maintenance, through the use of Constraint Logic Pro-
gramming, producing a speci"c tool applicable to many
water control systems.
The WATERCIM project (ESPRIT Programme) paid
special attention to the concept of integrating di!erent
water management tools, which had so far been used
independently, with no information sharing.
The WATERNET project, which has produced this
work, involved the development and dissemination of
advanced techniques and tools for water management
and planning, including modelling, learning and know-
ledge acquisition, simulation and state-estimation, optimal
control, quality analysis, and distributed-information-
system design.
In the area of optimization, the project goal was
to demonstrate the bene"ts of introducing optimization
in a variety of water utilities. Additionally, the
WATERNET optimal control procedure incorporates
aspects that had so far been avoided because of their
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Fig. 6. The network window. Fig. 8. The optimization results window showing a reservoir evolution.
Fig. 7. Edit constraints window.
computational complexity. This is the case of networks
with hydraulic models involving #ows and pressures for
the optimization and the interaction with the state es-
timation and alarm management procedures to validate
and correct optimization results.
5.2. The WATERNET optimal control module
5.2.1. Structure
The WATERNET optimization solver relies on
a powerful commercial optimization tool (CONOPT),
which can e$ciently deal with linear or nonlinear cost
functions and constraints. It incorporates several optim-
ization procedures and it can provide information on the
optimization process, as required by the user, with di!er-
ent degrees of detail. The WATERNET optimization mod-
ule also incorporates a commercial interface to the
CONOPT program (GAMS, 1997) which makes it simpler
for a user who is knowledgeable in optimization to input
the de"nition of the problem to the CONOPT program.
In addition, a higher-level user interface has been de-
veloped and added, so that it is simple for a water facility
user to introduce a water optimization problem, with no
previous knowledge in optimization and then to run the
optimization and analyze the results very easily. This
combination constitutes a powerful tool for the optimiza-
tion of a very broad class of water systems.
5.2.2. The problem statement interface
The problem statement interface allows the user to
input the optimal control problem. In particular, it is
possible to create and visualize the network, through the
network window (Fig. 6), and to de"ne a performance
index, as well as to impose constraints on the maximum
and minimum values of the reservoir volumes, pump
#ows, valve openings, pipe #ows and node pressures,
through the Edit constraints window (Fig. 7).
5.2.3. The result presentation and analysis interface
This interface shows the results of the optimization
process (Figs. 8 and 9), in terms of strategies for the
control elements and evolution of the reservoir volumes.
Additionally, it is possible to visualize details of the
optimization execution log.
5.2.4. Integration with other water management tools
The WATERNET optimal control module is executed
in cooperation with other water management tools,
corresponding to other modules in the WATERNET
project. In particular, it interacts with the Supervision
system, and with the Simulation, Learning and Quality
Control subsystems.
At a "xed time everyday the optimization is started
according to the scheme shown in Fig. 10. First of all, it
retrieves the current status of the network * reservoir
volumes, pump status, valve ratios * from the Super-
vision Subsystem. From the Learning Subsystem, it gets
the demand-forecast results. Once the optimization
procedure is run, it also interacts with the simulation
module for the validation of a provisional set of control
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Fig. 9. The optimization results window, showing a valve strategy.
Fig. 10. Optimization strategy.
strategies in a more detailed network. It is not until the
results of the simulation in a detailed network appear
reasonable to a human operator that the strategies are
considered correct. Similarly, the provisional control
strategies are analyzed by the Quality Control module
for consistency with the quality requirements and re-
optimizations must be run with new conditions, ex-
pressed in constraints on the maximum or minimum
#ows to be taken from the sources, until the quality
standards are met. Only then are the optimization results
considered "nal.
6. A case study: The Sintra network
6.1. Description of the network
SMAS-SINTRA is a public company responsible for
the drinking water network of the district of Sintra in
Portugal as well as the wastewater service. The water
distribution network spreads in a wide area, forming
a total of 900 km of main pipes covering almost all the
western area of the Lisbon region. They serve a satellite
zone of Lisbon comprising residential users who com-
mute to Lisbon to work (approx. 100 000 inhabitants).
The network model includes 167 pipes, 204 nodes, 14
pumps and 11 ON}OFF valves. A large number of
small-capacity reservoirs exists and the elevation varies
greatly within the network. The di!erence between the
extreme reservoirs is 277 m. There are two main water
supplies, related to pumping stations UB1 and UB2 in
Fig. 6.
Because of its size, its mesh topology and the need for
a #ow-and-pressure hydraulic calculation, this model is
unmanageable for optimization purposes. In order to
produce a simpli"ed version of the original model, the
following criteria were used:
f Eliminating small-capacity reservoirs.
f Eliminating small-diameter pipes, while preserving the
ontiguity of the network.
f Keeping all the active elements and any other elements
supervised by the SCADA.
From this reduction, the operative model shown in the
display of Fig. 6 is generated. It contains: 7 reservoirs,
2 pumping stations, 7 valves, 11 pipes and 6 consumption
nodes and has the agreement of SMAS experts. The
validity of the simpli"ed model was veri"ed by simula-
tion. The pressures and #ows in all the elements of the
simpli"ed model were computed by simulation on both
(original and simpli"ed models). It was con"rmed that
the #ows and pressures computed with both models were
not signi"cantly di!erent. Details of these experiments
are reported in PeH rez, Cembrano and Quevedo (1998).
6.2. Statement of the optimal control problem
6.2.1. Optimization goals and performance index
The optimization goal in the Sintra network is the
minimization of cost in acquisition and pumping opera-
tions. For each pump i and for each time period k, this is
expressed as
Jk(i)"Jk
NL
(i)#Jk
L
(i), (7)
where J
NL
is the hourly pumping cost, expressed as
a nonlinear function of the #ow through the pump and
J
L
is the acquisition cost, expressed as a linear function of
the #ow:
Jk
NL
(i)"ak*t c*hki uki
gk
i
,
Jk
L
(i)"jkuk
i
*t, (8)
where i refers to the ith pump station, k refers to the kth
time period, a is the electricity tari! per energy unit, *t
is the sampling period, c is the speci"c weight of water, *h
1184 G. Cembrano et al. / Control Engineering Practice 8 (2000) 1177}1188
Fig. 11. Setpoints for the pumping stations.
Table 1
Strategy Manual Optimal
Water source 1 1425 1573
Water source 2 2068 1188
Pumping Carenque 618 608
Pumping Monte Abraao 39 19
Total 4150 3388
is the pump head increase, u is the pump station #ow, g is
the e$ciency of the pump and j is a constant which
expresses the cost of acquisition per unit volume. Then,
the total cost is computed as a summation over the
optimization horizon and over all the pumps in the
network
J"N~1+
k/0
+
i
Jk
NL
(i)#Jk
L
(i), (9)
where N is the optimization horizon expressed in number
of sampling periods. In this case, the horizon is equal to
24 hourly intervals.
6.2.2. Constraints
The constraints are related to the mass balance in the
whole network, the head-#ow relationship in pipes and
valves, the operational limits on the reservoir volumes,
and a pressure limitation at one junction node.
6.2.3. Initial and xnal conditions
The initial condition of the network is read from the
SCADA system and is expressed in terms of the reservoir
levels at time 0.
In this case study, a "nal condition is imposed as well,
stating that the "nal volumes in the reservoirs should be
the same as the initial ones. This condition makes sense
when a 24 h periodic operation of the reservoirs is
sought.
6.2.4. Obtaining discrete values for pump setpoints
At each pumping station i of the network, there are
a number of identical pumps in parallel, with equal
nominal #ow, q
i
. Let s be an m-dimensional vector that
contains, in each component i, the number of pumps
switched on at pumping station i. Then, at each sampling
interval k, the value of the total #ow through this station
(corresponding to the ith component of vector u), may be
expressed as
u(i)k"s(i)kq
i
, (10)
so that optimizing s is equivalent to optimizing u. Integer
values of s correspond to setpoints indicating a certain
number of pumps switched on during the corresponding
time interval. Non-integer values may be translated into
setpoints corresponding to switching on a number of
pumps for a fraction of the sampling interval.
Since it is important to avoid too frequent switching
operations for the pumps, it is preferable to obtain values
which are close to integer numbers for the components of
vector s. In order to achieve this, a penalty function J
art
is
added to the performance index. It penalises the #ow
values that do not correspond to an integer number of
pumps on:
Jk
art
" m+
i/1
w(1!cos 2ps(i)k), (11)
where w is a penalty weight. This function takes min-
imum (zero) value when the values of s are close to
integers, so that the set-points (expressed in number of
pumps on) can be approximated to the nearest integer for
the simulation and real implementation.
6.2.5. Optimization method
The optimization method is a generalized reduced
gradient method, "rst suggested by Abadie and Carpen-
tier (1969), implemented as a part of the CONOPT li-
brary, which can cater for the nonlinear performance
index and constraints. It starts by "nding a feasible
solution; then, an iterative procedure follows, which
consists of:
f "nding a search direction, through the use of the Jac-
obian of the constraints, the selection of a set of basic
variables and the computation of the reduced gradient,
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Fig. 12. Reservoir levels, optimization vs. simulation.
f performing a search in this direction, through
a pseudo-Newton process
until a convergence criterion is met. A description of
the algorithm and its implementation may be found
in GAMS (1997). A more detailed version thereof is
reported in Drud (1985, 1992).
6.3. Results
In this section, an example of the optimal control
results is presented for one day of operation. Firstly, an
optimization is run; then, a simulation is carried out in
order to validate the strategy on a more detailed network
model and, "nally, the cost of the manual strategy is
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compared with the optimal one, computed through the
optimization procedure.
Fig. 11 shows the optimal control strategy for two
pumping stations. As can be seen, the pumps are ON
mostly (dotted line) when the electrical tari! is low (solid
line). However, since some of the demands are very hard
to meet, the pumps must occasionally work with an
expensive tari!.
Fig. 12 shows the evolution of the reservoirs, according
to the simpli"ed and the detailed models. In both cases, it
may be observed that the evolution is satisfactory, since
no extreme (over#owing or empty) conditions are
reached while satisfying all the demands.
For illustration, the results of the optimal control
procedure are compared to the actual manual strategy
which was used on one day (speci"cally December 15,
1997).
In Table 1 the costs in ECU of the manual, and
optimized strategy are compared.
It is important to remark that the numeric values of
this comparison must only be considered orientative,
because the optimal control results are based on models
that are de"nitely a representative of the actual hydraulic
system, but their parameters have not yet been thorough-
ly calibrated, whereas the results of the manual strategy
are retrieved from the historical data of the real network.
In any event, it may be appreciated that, by implemen-
ting the optimal strategy, a considerable saving might
have been achieved. This includes, most importantly,
a water cost reduction and an additional energetic cost
minimization, due to a good pump scheduling.
7. Conclusions
Optimal control in water networks is an e$cient
means of scheduling water transfer operations to achieve
management goals, such as cost minimization, quality
improvement, pressure regulation, etc. So far, only very
few water utilities have incorporated optimal control
procedures in their supervision systems.
The optimal control module described in this paper is
applicable to a broad class of water networks and incor-
porates a number of improvements over previous optim-
ization applications. In particular, it is possible to solve
optimal control problems in networks where the hydrau-
lic model includes the nonlinear coupling between #ows
and pressures. Additionally, although the #ows are
treated as continuous variables, a solution that is close to
the discrete possible setpoints of the pumps is obtained.
Furthermore, the interaction with other water manage-
ment tools, such as the simulation and the quality control
programs, guarantees that feasible and reliable solutions
are produced.
The case study presented in the paper shows that
signi"cant savings may be achieved by using the optimal
control procedures to compute the strategies for pump-
ing and water transfer operation, as compared to the
actual strategies computed intuitively by an operator.
This is the case in a variety of water distribution systems,
where the structure, the size or the complexity of the
hydraulic interactions make it hard for a person to pro-
duce optimal control strategies.
Future research issues on this subject include the calib-
ration of water network models, the improvement of the
methods to cater for other water management needs,
such as the minimization of switching operations in
pumps and valves and the improvement of the techniques
for obtaining integer strategies for the pumping opera-
tions.
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