The general r-stage implicit Runge-Kutta method is defined by (1) (2) y n +i= k t =f(x n + ai h, y n + h b u kj) (/=!, 2,..., r),
7=1
where y n is an approximation to the exact solution y(x n ) of (1.1) at the point After him many attempts to derive implicit Runge-Kutta method have been made. A good source of information on this topic will be found in the papers of Butcher [1] , [2] and [3] .
In [8] and [9] , the present author has studied some explicit pseudo-RungeKutta method: We may replace x n -l9 x n9 y n _± and y n on the right-hand side with x n9 x n+l9 y n and y n+i9 respectively, to obtain the following implicit Runge-Kutta type method: We note that (1.3) is r-stage method since the value y n+1 is obtained by using r times functional evaluations k { within the interval x n and x n+l . Butcher's r-stage fully implicit Runge-Kutta method of order 2r is all ^4-stable. Such method does, however, suffer a serious practical disadvantage that if an r-stage implicit Runge-Kutta method is applied to an m-dimensional system of ordinary equations, then a system of mr non-linear simultaneous algebraic equations will have to be solved exactly for the function k t (i = ! 9 2,..., r) at each step by some iterative processes. But the algorithm (1.3) reduces the effort to solve non-linear equations since there is only one m-dimensional system of equations. Next, the fully implicit Runge-Kutta method requires a suitable starting approximation of kj (/ = !, 2,..., r) for convergence, especially if the derivative/(x, y) varies rapidly at x = x n and y = y n . But our algorithm (1.3) is much easy to obtain a suitable initial approximation y n+{ , as will be mentioned later.
The mathematical problem of numerical integration is to give the analysis for the discretization error of numerical solution. One would be interested not only in attempting to estimate the error but also in deciding whether or not the error will grow as n increases. Thus the asymptotic behavior of error as n increases is the notion of stability. Consider a simple test problem y' = ky\ j>(x 0 )=l, which has the exact solution j;(x) -exp {A(x -x 0 )J. For AeC and Re /l<0, we have |X X )I~*0 as x increases. Thus, it is natural that numerical solution for the above problem with fixed h tends to zero as n increases. We shall call the numerical method is A -stable if the numerical solution y n for y' = ky tends to zero as n-»oo for any AeC and Re/l<0. Moreover, the method is said to be L-stable if it is ^-stable and, in addition, the value \y n+ ily n \ tends to zero as Re A-» -oo. In recent years Cash [4] and Cash and Moore (Cash-Moore) [6] have proposed some methods which are closely related to (1.3). They have studied some special algorithms. Cash [4] has proposed L-stable method with y = c / = 0. Cash-Moore [6] has proposed ^-stable and symmetric method of order 4 in the case of f = 0 in (1.3). Based upon these results Cash-Singhal [7] has derived ^[-stable and symmetric methods of order 4, 6 and 8, Cash [5] has proposed some difference schemes of those methods.
We have developed some methods (1.3) which combine aspect of Newton iteration scheme with Cash's methods. We also discuss them in more details and describe of their properties.
Firstly, the author shall discuss the attainable order of the method. Secondly, we discuss the stability of the method. Thirdly the local truncation error of the method is analysed, and the choice of parameters will be also discussed. Finally some numerical tests are given. Our algorithms are superior to Cash's one in the following two points: first our algorithms increase the accuracy if we compare our algorithms with Cash's one in the same stage number, second our algorithms seem to be computationally more economical than Cash's one in solving non-linear equations. Refering to the local accuracy and the number of function evaluation per step, say the stage number, one has P(3)=4, and X4) = 5, contrary to the ^-stable Cash-Moore method [6] , where one only has X3)=4, and to Cash [4] , which is L-stable, where one has,
Here, we have put p(r) to denote the order of r-stage. § 2. Derivation of the Method
We consider three-and four-stage methods which are obtained by setting r = 3 and 4 in (1.3) respectively.
Throughout the paper, the coefficients are constrained by Let D be the differential operator defined by
We introduce the shortened notations and we also introduce an abbreviation, Assume that y n -X^n) = 0(/i 5 ). By the Taylor series expansion about (x a , y n ), we obtain the followings. 
The constants {A,}, {B,-} and {C,-} are given by 
-> i=0
Since there are now twelve equations in fourteen unknowns, there exists two-parameter family of solutions.
The partiqular case w 3^0 leads to the solution
provided that a 2^0 , a 2^a3 , 10a 2 + 5^0, i.e. a 2^-Q.6, -0.5, -0.4,0.
2.2 Non-existence of sixth order formula with r = 4. We have seen that there exists four-stage method of order 5, it is natural to ask whether it is possible to increase the order in the same stage numbers. The method (1.3) is of order 6 if, in addition to (2.2), (2.9)
A-= -f 0=1,2,...,15).
By going through the same procedure as above, we start the discussion. We now consider two cases according as w 3 is equal to zero or otherwise, (i) The case w 3^0 .
From (E58) (E59), (E41) 
From (2.13) we have a 2 = l which contradicts to a 2^ 2.3 Fourth order formula with r = 3. When we may try to make fourth order method, it is required that (2.14)
As already observed in (2.2), (2.14) simplify to
There are now eight equations in seven unknowns and there exists oneparameter family of solutions. The resulting method is (2.16)
However, when one of w f (/ = 0, 1, 2) is equal to zero, (2.15) has no solution. For instance, let us choose w 0 = 0 and we obtain (2.17) £> 3 t/ 3 =0, 0 4 l/ 4 = 0,
o+l.
A simple calculation leads to
In the same reason as in (2.13), we see that the equation (2.15) has no solution. By repeating the same analysis we can prove that for M^ =0, or w 2 = 0 the equation (2.15) has no solution.
No existence of order 5 with 3-stage.
Of further interest is the problem of attainable order of three stage. Let us start the discussion in a similar wav as the case r = 4. Solving det(D 5 ) = det(jD 6 ) = 0, we obtain a 2 = l, which contradicts to a 2^Q . We therefore have the following theorem.
Theorem. The attainable order of 3 and 4 stages is 4 and 5 respectively.
We will make the numerical comparison of our methods with the Cash's method and Cash-Moore method. To this end, we present here the Cash's method of order 3, which is L-stable In the case of 3-stage fourth order method, stability factor djd 2 is exactly the same as that in [6] , then the method (1.3) with r = 3 is /4-stable. § 4. The Optimal Method 4.1 Consideration to the local error.
We define the local truncation error T(x n , y n \ h) at x n = x 0 + nh by
If we assume that
Then the local truncation error T(x,,, y,,; h) for the formula (1.3) with r=4 is
T(x n , y m ; h^RiMLW .
The constant R t in the inequality is estimated by In this section, we present some numerical results for the equations which have been often taken up in the literature of the numerical analysis.
We use the following initial-value problems. The problem 111 is non-linear stiff, whose Jacobian has the eigenvalues -1012 and -0.089 at x = 0 and -21.7 and -0.089 at x = 100. Since it has no analytical solution, we compute an exact solution using the fourth order explicit Runge-Kutta methods with very fine step-size. To keep the ^-stability of the fourth order Runge-Kutta method in 0^x^100, we take the step size to be 5 x iO~4.
We set the initial approximation yj,!^ on the iterative processes (4. 
