We study the problem of packing a set of Ò rectangles with weights into a dedicated rectangle so that the weight of the packed rectangles is maximized. We consider the case of large resources, that is, the side length of all rectangles is at most ½ and the side lengths of the dedicated rectangle differ by a factor of at least ½ , for a fixed positive ¼. We present an algorithm which finds a rectangle packing of weight at least (½ ) of the optimum in time polynomial in Ò. As an application we show a´¾ · µ-approximation algorithm for packing weighted rectangles into rectangular bins of size´ µ.
Introduction
We address the following problem of packing rectangles with weights into a rectangle. We are given a dedicated rectangle Ê of width The above problem is a natural generalization of the knapsack problem to the two-dimensional version.
Related results. It is well-known that the knapsack problem is just weakly NP-hard [Garey and Johnson, 1979] , and admits an FPTAS [Kellerer et al., 2004; Lawler, 1979] . In contrast, already the problem of packing squares with unit weights into a rectangle is strongly NP-hard [Baker et al., 1983] . So, the problem of packing rectangles with weights into a rectangle admits no FPTAS, unless È AEÈ.
From another side, one can also find a relation to strip packing: Given a list Ä of rectangles Ê ´ ½ Òµ with widths ¾´¼ ½℄ and positive heights ¼ it is required to pack the rectangles of Ä into the vertical strip ¼ ½℄ ¢ ¼ ·½µ so that the packing height is minimized. In particular, this also defines the problem of packing rectangles into a rectangle of fixed width and minimum height, or the well-known two-dimensional cutting stock problem [ Gilmore and Gomory, 1965] .
Of course, the strip packing problem is strongly NP-hard since it includes the bin packing problem as a special case. In fact many known simple strip packing ideas come from bin packing. The "Bottom-Left" heuristic has asymptotic performance ratio equal to ¾ when the rectangles are sorted by decreasing widths [Baker et al., 1980] . In several simple algorithms were studied where the rectangles are placed on "shelves" using onedimensional bin-packing heuristics. It was shown that the First-Fit shelf algorithm has asymptotic performance ratio of ½ when the rectangles are sorted by decreasing height (this defines the First-Fit-Decreasing-Height algorithm). The asymptotic performance ratio of the best heuristic was further reduced to ¿ ¾ [Sleator, 1980] , then to ¿ [Golan, 1981] and to [Baker et al., 1981] .
Finally, in [Kenyon and R« emila, 1996] it was shown that there exists an asymptotic FPTAS in the case when the side lengths of all rectangles in the list are at most ½. (In the above definition ¾´¼ ½℄ for all Ê .) For the absolute performance, the two best current algorithms have the same performance ratio ¾ [Schiermeyer, 1994; Steinberg, 1997] .
In contrast to knapsack and strip packing there are just few results known for packing rectangles into a rectangle. For a long time the only known result has been an asymptotic´ ¿µ-approximation algorithm for packing unweighted squares into a rectangle [Baker et al., 1983] . Only very recently in [Jansen and Zhang, 2004] , several first approximability results have been presented for the packing rectangles with weights into a rectangle. The best one is a´¾ · µ-approximation algorithm.
Our results. In this paper we consider the case of so-called large resources, when the number of packed rectangles is relatively large. Formally, in the above formulation it is assumed that all rectangles Ê ( Our approach to approximation is as follows. At the beginning we take an optimal rectangle packing inside of the dedicated rectangle, considering it as a strip packing. We then perform several transformations that simplify the packing structure, without dramatically increasing the packing height and decreasing the packing weight, such that the final result is amenable to a fast enumeration. As soon as such a "near-optimal" strip packing is found, we apply our shifting technique. This puts the packing into the dedicated rectangle by removing some less weighted piece of the packing.
Interestingly, by considering a weekly restricted case we are able to achieve the best possible approximation ratio. This makes a significant step in understanding of approximation properties of the problem. Furthermore, the difference in the side lengths of the dedicated rectangle and the rectangles in the list yields that the number of packed rectangles is large, that can be met quite often in practice. In order to be able to cope with the problem we also design several new approximation techniques, some of them are nice combinations of various classical techniques from knapsack and strip packing. This demonstrates quite a strong relation between several variants of packing.
Applications.
There recently has been increasing interest in the advertisement placement problem for newspapers and the Internet [Adler et al., 1998; Freund and Naor, 2002] . In a basic version of the problem, we are given a list of Ò advertisements and identical rectangular pages of fixed size´ µ, on which advertisements may be placed. Each th advertisement appears as a small rectangle of size´ µ, and is associated with a profit Ô ( ½ Ò).
Advertisements may not overlap. The goal is to maximize the total profit of the advertisements placed on all pages. This problem is also known as the problem of packing Ò weighted rectangles into identical rectangular bins. Here, as an application of our algorithm, we provide a´¾ · µ-approximation algorithm. The running time of the algorithm is polynomial in Ò for any fixed ¼.
Last notes.
The paper is organized as follows. In section 1 we introduce notations and give some preliminary results. In Section 2, we present our shifting technique. In Section 3 we perform packing transformations. In Section 4 we outline the algorithm. Finally, in the last section we give an approximation algorithm to pack rectangles into rectangular bins of size´ µ. Due to space limitations, some of the proofs are omitted.
Preliminaries
We are given a dedicated rectangle Ê of unit width 
, and the height value ½ .
Separating rectangles
Given a positive containing all the rectangles of width larger than ¼ .
Knapsack
In the knapsack problem we are given a knapsack capacity and a set of , i.e., it fits in a knapsack of size . The knapsack problem is NP-hard, but it admits an FPTAS [Garey and Johnson, 1979] . In particular, we can use any FPTAS version from [Kellerer et al., 2004; Lawler, 1979] . Given a precision AE ¼, the algorithm outputs a subset Á´ µ Á such that where ÇÈÌ´Á µ is the maximum profit of Á with respect to capacity . For simplicity, we will write ÃË´Ò AEµ to denote the running time of the algorithm, which is polynomial in the number of items Ò and ½ AE.
Solving knapsacks with wide and narrow rectangles
We order all the wide rectangles in Ä Û by non-increasing widths. W.l.o.g. we assume that there are Ò with area at most Ë.
Packing narrow rectangles: NFDH
We consider the following strip-packing problem: Given a sublist Ä ¼ Ä Ò ÖÖÓÛ of narrow rectangles and a strip with fixed width ½ ( ¾ ¼ ½℄)
and unbounded height, pack the rectangles of Ä ¼ into the the strip such that the height to which the strip is filled is as small as possible.
First, we order the rectangles of Ä ¼ by decreasing heights. Then, we put the narrow rectangles into the strip-packing by using Next-Fit-Decreasing-Height (NFDH): The rectangles are packed so as to form a sequence of sublevels. The first sublevel is just the bottom line of the strip. Each subsequent sublevel is defined by a horizontal line drawn through the top of the rectangle placed on the previous sublevel. Rectangles are packed in a left-justified greedy manner, until there is insufficient space to the right to place the next rectangle, at that point, the current sublevel is discontinued, the next sublevel is defined and packing proceeds on the new sublevel. For an illustration see Fig. 1 .
We will use the following simple result. 
Strip packing by KR-algorithm
We consider the following strip-packing problem: Given a sublist Ä ¼ Ä of rectangles and a strip with unit width and unbounded height, pack the rectangles of Ä ¼ into the the strip such that the height to which the strip is filled is as small as possible.
As we mentioned before the strip packing problem admits an asymptotic FPTAS. We will use the following result. For simplicity, we name such an algorithm in the theorem by the KR-algorithm.
Ì ÓÖ Ñ ¿´Ã ÒÝÓÒ Ò Ê Ñ Ð ¸½ µ
Also, we will write ÃÊ´Ò µ to denote its running time. In Section 3 we will give more details on packing by the KR-algorithm.
Shifting
Assume that we are given a strip packing of height´½ · Ç´ µµ for a list of rectangles whose weight is at least´½ Ç´ µµÇÈÌ. The idea of our shifting technique is to remove some less weighted piece of height Ç´ µ . Then, the weight value remains´½ Ç´ µµÇÈÌ, but the height value reduces to . This fits into the area of the dedicated rectangle Ê ´ µ. 
Transformations of optimal solution
Here we discuss some transformations which simplify the structure of the optimal solution Ä ÓÔØ . We start with transforming a packing of Ä ÓÔØ into a well structured packing. This introduces the lists Ä 
Well-structured packing
Here we describe a well structured packing of the optimal solution. 
Augmentation
Now we can give the following simple result. 
Ä ÑÑ

Approximating wide rectangles
Our idea is to guess most profitable rectangles, knowing the optimal thresh- Since we greedily place rectangles, it may happen that some rectangles do not fit completely into the slices. We then increase the height of each layer by ½, that must create enough space for all rectangles. Since there are ¾Ñ layers, 
Approximating narrow rectangles
We use a similar idea to guess most profitable narrow rectangles, knowing the optimal configurations with heights and widths. 
Rounding
Finally, we round all values to some discrete points. Next, we proceed as in approximating wide and narrow rectangles. We go over all slices of width and replace all old wide rectangles by the new wide rectangles in Ä Û ´ ·½ ½ À µ. Also, we go over all layers and replace all old narrow rectangles by the new narrow rectangles in Ä Ò ÖÖÓÛ´Ë µ.
Ä ÑÑ
