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ABSTRACT
The ability to transfer data reliably and with low delay over an unreliable service
is intrinsic to a number of emerging technologies, including digital video broadcasting,
over-the-air software updates, public/private cloud storage, and, recently, wireless ve-
hicular networks. In particular, modern vehicles incorporate tens of sensors to provide
vital sensor information to electronic control units (ECUs). In the current architec-
ture, vehicle sensors are connected to ECUs via physical wires, which increase the
cost, weight and maintenance effort of the car, especially as the number of electronic
components keeps increasing. To mitigate the issues with physical wires, wireless
sensor networks (WSN) have been contemplated for replacing the current wires with
wireless links, making modern cars cheaper, lighter, and more efficient. However,
the ability to reliably communicate with the ECUs is complicated by the dynamic
channel properties that the car experiences as it travels through areas with different
radio interference patterns, such as urban versus highway driving, or even different
road quality, which may physically perturb the wireless sensors.
This thesis develops a suite of reliable and efficient communication schemes built
vi
upon feedback-based rateless codes, and with a target application of vehicular net-
works. In particular, we first investigate the feasibility of multi-hop networking for
intra-car WSN, and illustrate the potential gains of using the Collection Tree Proto-
col (CTP), the current state of the art in multi-hop data aggregation. Our results
demonstrate, for example, that the packet delivery rate of a node using a single-hop
topology protocol can be below 80% in practical scenarios, whereas CTP improves
reliability performance beyond 95% across all nodes while simultaneously reducing
radio energy consumption. Next, in order to migrate from a wired intra-car network
to a wireless system, we consider an intermediate step to deploy a hybrid communi-
cation structure, wherein wired and wireless networks coexist. Towards this goal, we
design a hybrid link scheduling algorithm that guarantees reliability and robustness
under harsh vehicular environments. We further enhance the hybrid link scheduler
with the rateless codes such that information leakage to an eavesdropper is almost
zero for finite block lengths.
In addition to reliability, one key requirement for coded communication schemes
is to achieve a fast decoding rate. This feature is vital in a wide spectrum of commu-
nication systems, including multimedia and streaming applications (possibly inside
vehicles) with real-time playback requirements, and delay-sensitive services, where
the receiver needs to recover some data symbols before the recovery of entire frame.
To address this issue, we develop feedback-based rateless codes with dynamically-
adjusted nonuniform symbol selection distributions. Our simulation results, backed
by analysis, show that feedback information paired with a nonuniform distribution
significantly improves the decoding rate compared with the state of the art algo-
rithms. We further demonstrate that amount of feedback sent can be tuned to the
specific transmission properties of a given feedback channel.
vii
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1Chapter 1
Introduction
1.1 Overview
This thesis presents a suite of reliable and efficient communication algorithms that
are built upon rateless codes with feedback1. As a primary application, we target
the operation of wireless sensor networks inside vehicles in order to reduce amount of
wiring that, in turn, make modern cars cheaper, lighter, and more “green” (e.g., in
terms of fuel consumption). There have been several previous works characterizing the
physical layer of intra-car wireless networks. However, the previous works are based on
a single-hop communication model, without any networking protocol deployed. Thus,
in the first step, we experimentally investigate the feasibility of multi-hop intra-car
wireless data collection based on the Collection Tree Protocol (CTP). Our results
show that multi-hop networking enhances many aspects of network performance, and
may be suitable for intra-car networks due to their need for robust operation in harsh
environments.
In order to migrate from the current wired infrastructure to a wireless data col-
lection system inside vehicles, we note that it is intuitive to deploy a hybrid commu-
nication network, wherein the wired and wireless networks coexist. In this context,
we design a hybrid link scheduler to enable a parallel use of the wired and wireless
networks. The hybrid link scheduler is further equipped with a rateless coding scheme
1The concepts introduced informally here will be covered in later chapters, with more care and
technical detail.
2(this type of erasure codes is described shortly in the sequel) that enhances security
of wireless transmissions against eavesdroppers. Our simulation results obtained from
the network simulator ns-3 (Henderson et al., 2008) show that a hybrid structure in
fact provides robust intra-car communications under stress conditions such as when
the wired network is highly congested. Furthermore, an eavesdropper, which has
access to the wireless link, is not able to decode any data messages uniquely.
In addition to reliability and robustness, it is desirable to achieve a fast decoding
rate in coded communication systems. In particular, traditional rateless codes have
the property that not so many input symbols can be recovered at the decoder unless
the coding is almost complete. In order to enhance the intermediate decoding rate
of rateless codes, we propose the use of a feedback channel to adjust the encoding
operations based on decoder state such that, for example, the encoder is notified
which input symbols have been recovered so far. We also propose a class of online
rateless codes with a nonuniform selection distribution that is dynamically adjusted
based on feedback information. Our simulation results show that rateless codes with
a nonuniform selection distribution outperforms the state of the art scheme with a
uniformly at random distribution.
The rest of this chapter is organized as follows. In Section 1.2, we present an
introduction to reliable and robust intra-car data collection schemes, including a
multi-hop wireless system and a hybrid architecture with both wired and wireless
networks. Section 1.3 explains rateless coding schemes, followed by a description of
our designed codes with feedback. We design and implement two general categories
of codes: (i) rateless codes with constrained feedback, where we aim to limit amount
of back channel utilization, and (ii) rateless codes with nonuniform symbol selection
distribution, which is aimed to enhance the intermediate decoding rate. Section 1.4
summarizes the main contributions of the thesis, and finally we conclude this chapter
3by providing an outline of the thesis in Section 1.5.
1.2 Intra-Car Data Collection Networks
1.2.1 Multi-hop Wireless Network
Monitoring vehicular systems and assuring safety of passengers have impelled more
and more electronic devices, sensors, and switches to be installed into vehicles. In
addition to safety applications, high-end vehicles are equipped with various types of
modern functionalities such as smartphone connectivity, high-powered entertainment
systems, navigation, interactive systems feedback, and driver responsive performance
(IxiaCom, 2014). Each of these automotive applications, including safety applications,
calls for its own bandwidth as they need to communicate with the central controllers.
In the current architecture, vehicle sensors and switches are connected to electronic
control units (ECUs) via physical wires. However, a wired communication network
poses several issues: (i) car design would become much more difficult when considering
placement and routes of wires, (ii) wires would add more weight to the car, and thus,
increase fuel consumption, and (iii) installment, repairment and replacement of these
wires manually could be inconvenient and expensive (e.g., high labor costs in a large
scale of the automotive industry). These issues are more pronounced as the number
of electronic components in modern cars keeps increasing, which could be more than
a few hundred in near future (Tsai, 2010). The wiring harness could add up to 1900
wires, up to 4 kilometers in length, and 40 kilograms in weight (Ahmed et al., 2007).
To mitigate the issues with physical wires, wireless sensor networks (WSN) have
been recently considered for intra-vehicle communications of sensors, switches and
actuators in order to potentially reduce the cost, weight and maintenance of cars.
In contrast to a wired communication network, a wireless system provides an open
architecture wherein additional devices can be easily added to the system. However,
4(a) Single-hop star topology (b) Multi-hop topology
Figure 1·1: Single-hop star topology vs. multi-hop topology to collect
data inside vehicle.
the ability to reliably aggregate data in one or several processing centers is critical
to the monitoring capabilities of these sensors as they are typically constrained in
both energy and computational power. In vehicular environments, this aggregation
is further complicated by the dynamic channel properties that the car experiences
as it travels through areas with different radio interference patterns, such as urban
versus highway driving, or even different road quality, which may physically perturb
the sensors.
To date, single-hop intra-car wireless communication has been considered for re-
placing the current wires with wireless links (Tsai et al., 2007b; Niu et al., 2007;
Tsai, 2010; Tonguz et al., 2006; Tsai et al., 2007c; Moghimi et al., 2009; Niu et al.,
2008; Niu et al., 2009). The general model in these works involves sensors and a
central node (or, interchangeably, the collection root in the context of data collection)
that are arranged in a star topology, and different nodes communicate in a point-to-
point fashion with the central node, without any networking protocol deployed. A
single-hop star topology is shown in Figure 1·1(a) as opposed to a multi-hop topology
shown in Figure 1·1(b). The literature for such single-hop intra-car WSN mainly
5aims to characterize the physical layer of the resulting communication channels. For
instance, the results in (Tsai et al., 2007b) show that for a ZigBee-based wireless
sensor network inside a car, power loss of the link between the sensor mounted on
the hood and the central node (embedded in the instrument panel) is 40 dB, while
that of the link between the sensor located under the engine and the central node is
85 dB. The receive sensitivity of sensors radio chip (e.g., CC2420) is -94 dBm (typ)
and -90 dBm (min); therefore, to overcome the channel loss of 85 dB, sensor nodes
should always transmit with a high power.
On the other hand, in a multi-hop collection system, sensor nodes can opportunis-
tically choose the next hop according to the channel conditions, resulting in reliable
performance with a lower transmission power, as our results confirm. This observa-
tion suggests that a multi-hop approach can be utilized to collect data from sensors
that experience channel fading; however, it is not clear whether multi-hop collection
can satisfy requirements on packet delivery latency and network throughput under
different vehicular conditions. Indeed, multi-hop networking can add communication
overhead to the system, requiring exchange of metadata (e.g., topology information)
and utilizing available bandwidth for packet relaying (with some incident interference
to other sensors).
In this work, we show that, notwithstanding the caveats mentioned above, multi-
hop networking provides clear benefits within cars (Hashemi et al., 2013a; Hashemi
et al., 2014). To this end, we design and conduct several intra-car experiments to
concretely demonstrate the potential performance gains of multi-hop networking over
the single-hop communication models. Specifically, despite a greater overhead of the
multi-hop network, it can (i) enhance system reliability, (ii) provide robust perfor-
mance, and (iii) reduce communication energy. Though there exist a number of data
collection protocols for WSN (Shen and Ortega, 2010; Moeller et al., 2010; Das and
6Dutta, 2005; Luo et al., 2009), we have chosen to investigate the Collection Tree
Protocol (CTP) (Gnawali et al., 2009) because it is (i) widely deployed, (ii) well re-
searched, and (iii) the basis of the IPv6 Routing Protocol for Low-power and Lossy
Networks (RPL) standard. We compare and contrast the performance of CTP to a
star topology protocol under static and dynamic in-vehicle conditions. Our results
show that, for example, the packet delivery rate of a node within a star topology
can sometimes be as low as 78% in some practical scenarios, while CTP can improve
performance to higher than 90% across all nodes. Moreover, the results show that
CTP can provide a savings in radio energy consumption over a star protocol.
We also look at side-effects on the wireless network within cars; for example, we
consider network performance under external WiFi interference, or as traffic increases,
or when the network is saturated. We also perform several experiments to explore
the effects of WSN operating conditions and sensors location on system performance;
for instance, our results show that engine noise does not have much effect on overall
system performance, even though it can add 2-4 dB in noise power (Tsai et al.,
2007b). On the other hand, CTP achieves clearly better performance when a vehicle
is parked in a covered area than on an open area, probably due to the multi-path
signal components induced by covered area environment (these can add up to create
a dominant component mimicking the effect of line-of-sight (LOS) component, as
implied in (Moghimi et al., 2009)).
In this thesis, we are mainly concerned with intra-vehicle wireless communica-
tions (i.e., within an isolated vehicle); however, vehicular communication has been
extended between vehicles and vehicles (i.e., inter-vehicle communications) or be-
tween vehicles and roadside signs, and there have already been several technologies,
such as Bluetooth and Ultra-Wide Band (UWB), tested for these purposes (see, for
example, (Elbahhar et al., 2005)). Inter-vehicle communication relies on a multi-hop
7broadcast system to disseminate information to points that are beyond the reach
of an individual vehicle. In the context of inter-vehicle communications, one can
envision various applications of data broadcast, such as sharing emergency signals,
traffic, weather, road data, and advertisement messages between vehicles. However,
there are several challenges to establishing an ad-hoc network between vehicles, such
as communicating in an urban area with tall buildings that prevent line-of-sight com-
munication. The authors in (Korkmaz et al., 2004) study the problem of designing
an urban multi-hop protocol based on IEEE 802.11 standard. This protocol is specif-
ically designed to achieve a reliable data dissemination system by addressing issues
related to broadcast storm and hidden node problems. In contrast to this work, we
investigate the problem of establishing a reliable multi-hop wireless network within a
single vehicle. Therefore, our results can be used to design a multi-hop intra-vehicle
network that ultimately operates in parallel with an inter-vehicle network.
1.2.2 Hybrid Wired-Wireless Network
As described above, for the purpose of collecting sensory data inside vehicles, net-
working technologies are needed to provide a reliable and robust data transfer in-
frastructure from sensors and switches to electronic control units. Thus far, the data
collection task has been performed using the controller area network (CAN) bus inside
vehicles as demonstrated in Figure 1·2(a). However, the CAN bus tends to be over-
loaded, especially as the number of intra-car electronic components keeps increasing.
As discussed in the previous section, to address this issue (and the wiring harness as
well), several experimental studies (see, for example, (Tsai et al., 2007a; Tonguz et al.,
2006; Niu et al., 2007)) have been conducted to employ wireless communication based
on the Zigbee, RFID, and ultra-wideband technologies inside vehicles. In this context,
our experimental studies to use the Collection Tree Protocol is also aimed to demon-
strate benefits of multi-hop networking inside vehicles. In such a system, sensor nodes
8CAN bus
ECU
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Wireless sensor
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Figure 1·2: Traditional electrical architecture based on the CAN bus
technology is shown at the top. A hybrid intra-car network shown in
(b) can reduce amount of CAN wiring. The wiring map is adapted
from (Laifenfeld and Philosof, 2014).
can choose the next hop according to on-going channel conditions, which enhances
the overall system reliability and robustness. However, these works consider wireless
communication in isolation from the current wired infrastructure. As an intermediate
step towards a fully-wireless intra-car data aggregation platform, we consider a hybrid
wired-wireless intra-car network as shown in Figure 1·2(b). Wired communication is
usually reliable and suitable for high data rate, but unfortunately wires could add
weight and associating costs to the vehicle. Wireless communication, on the other
hand, provides an open architecture that is cheaper and easier-to-deploy, though it
9supports lower data transfer rates and is potentially exposed to wireless interferences
and security threats in the form of jamming and eavesdropping (Rouf et al., 2010).
In principle, a hybrid network is built upon the fact that communication nodes are
equipped with multiple interfaces, which enable them to transfer data using multiple
physical medium (e.g., wired and wireless links). In the context of multi-medium com-
munication, there have been an extensive research in bandwidth aggregation methods.
The authors in (Ramaboli et al., 2012) comprehensively present bandwidth aggrega-
tion solutions for heterogeneous networks, aiming to enhance performance of high-
bandwidth applications. In a general bandwidth aggregation setting, communicating
nodes with multiple interfaces (multimode) can toggle between different interfaces
and select a medium that best suits the characteristics and requirements of their ap-
plications. As a trivial solution, for example, a transmitter may use the round robin
scheduler to assign packets of the same flow to multiple transmission interfaces in
equal portions and in a cyclic manner, assuming different links have homogeneous
characteristics.
Within the context of designing a hybrid intra-car network, we consider two design
methods: (i) choosing one link as the primary data transfer medium, paired with
a fallback mechanism for rapid detection of primary link degradation, resulting in
transmission through the secondary link (ii) splitting data evenly or unevenly between
two parallel links according to their quality. However, in order to ensure robustness
and reliability, we consider the method in which one of the links is considered to be
the primary communication link, and if the quality of the primary link degrades, then
the sender switches to the secondary link. In order to determine the primary link, we
note that in a hybrid intra-car network, the CAN bus usually has better performance
in terms of reliability and quality of service compared with the wireless link. However,
when the bus is congested, its performance degrades. Therefore, we design a hybrid
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link scheduler that monitors the congestion level on the CAN bus, and in case of high
congestion, the transmitter node switches to the wireless interface. It should be noted
that, however, wireless communication is prone to various types of attacks such as
eavesdropping.
In general, there are two main categories of methods that can be used to en-
sure security of a system: (i) security based on computational assumptions, and
(ii) information-theoretic (or unconditional) security. In the computationally-secure
cryptosystems, security is built upon the assumed yet unproven hardness of a certain
problem: for example, the problem of integer factoring, which includes the decom-
position of a composite number into a product of smaller integers. If these divisors
are further restricted to be prime numbers, the process is called prime factoriza-
tion. When the numbers are very large, no efficient integer factorization algorithm
is known. Therefore, practical issues make such algorithms hard to break by any ad-
versary. However, it has not been proven that no efficient algorithm exists, meaning
that it might be possible to break such a system, but it is infeasible to do so by any
practical means known today.
On the other hand, unconditional security is based on information theory rather
than complexity theory (i.e., computational power at the eavesdropper). In this case,
the adversary simply does not have enough information to break the encryption, even
with unlimited computing power. An example of an information-theoretic secure
cryptosystem is the one-time pad (Buchmann, 2013). In one version of the one-time
pad method, an input message is paired with a secret sequence of random text of
the same length. Then, each bit of the input message is encrypted by combining it
with the corresponding bit from the random sequence using modular addition. Under
some conditions (e.g., if the sequence is truly random and it is as long as the input
message), the one-time pad method provides the ability to decrypt to any sequence of
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the same length. In other words, unless side-information is known about the plaintext
or the secret, the attacker is not able to differentiate between all possible encodings.
In order to establish secure intra-vehicle communications, methods with low com-
putational overhead are desirable, as the sensory devices inside vehicles are usually
limited in the computation powers. Within this context, we utilize secure rateless
codes to ensure that the eavesdropper cannot decode any messages uniquely. Our
simulation results show that the hybrid scheduler with rateless codes provides a
reliable and secure (in terms of resiliency against eavesdropping attacks) intra-car
communication platform.
1.3 Rateless Codes with Feedback
1.3.1 Rateless Codes with Constrained Feedback
In the previous section, we described that multi-hop communication provides a viable
solution for wireless data collection inside vehicles. A hybrid network with parallel
wired and wireless links also achieves robust communication under congestion con-
ditions. Although the focus of this thesis is on vehicular applications, we note that
reliable communication over erasure channels has emerged as a key technology for
other various networked applications such as digital video broadcasting, or over-the-
air software updates. In applications where there exists a high-throughput feedback
channel, automatic repeat request (ARQ) protocols can provide reliable communica-
tion. In an ARQ-based method, receiver detects errors in received messages using
redundant checks. If a received message passes the check, the receiver sends an
acknowledgment (ACK) of successful reception to the transmitter; otherwise, the re-
ceiver sends a negative acknowledgment (NAK) requesting retransmission, and these
retransmissions proceed until an ACK has been received. The messages can be further
protected with an error correcting code, which increases the probability of successful
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decoding at the cost of decreasing the information rate.
On the other hand, when a high-throughput feedback channel is not available,
error correcting codes can be used to achieve reliability. For instance, both fixed rate
low-density parity-check (LDPC) codes (Gallager, 1960) and Turbo codes (Berrou
et al., 1993) are capable of correcting bit errors, as well as erasures. Byers et al. in
(Byers et al., 1998) have presented fixed rate Tornado codes as a class of simplified
capacity-achieving LDPC codes.
As an alternative approach, the authors in (Byers et al., 2002) have presented
the idealized digital fountain scheme. In this method, a transmitter can generate a
potentially infinite supply of encoding packets2 from original uncoded data, resulting
in the rateless coding properties. Let us assume that the transmitter (broadcaster) has
k original packets to transmit to one or several receivers over an erasure channel. In
this case, using the digital fountain paradigm, a decoder should be able to reconstruct
the original message from any k received encoded packets. This reconstruction should
also be extremely fast, preferably linear in the size of input message (i.e., k) (Byers
et al., 2002). In addition, it should not matter which encoded packets are used to
reconstruct the original data; once, enough encoded packets are collected, decoder
can recover the original file. We note that the digital fountain coding scheme has
intuitive similarities to a fountain of water, as it does not matter which drops are
collected into a cup of water, but rather, only filling the cup is of interest.
An approximate to the digital fountain codes can be obtained by relaxing its
requirements; for example, the number of encoded packets required can be slightly
greater than k. Within this context, random linear codes (see, for example, (MacKay,
2005)) are well known due to their low communication overhead, but the encod-
ing and decoding computations make them practical only for small message sizes.
2In this thesis, we use the terms symbol and packet interchangeably, wherever it does not cause
confusion.
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On the other hand, Luby Transform (LT) (Luby, 2002) codes and their extensions
such as Raptor codes (Shokrollahi, 2006) are examples of rateless codes that are
asymptotically optimal and also have computationally efficient encoding and decod-
ing algorithms; unfortunately, they usually have poor performance for small block
sizes (Sørensen et al., 2012) and various optimization methods (e.g., (Hyytia et al.,
2007)) have been proposed for these cases.
LT-type rateless codes allow to encode a message as some number of symbols such
that any large enough subset of these symbols is sufficient to fully reconstruct the
original message. Specifically, the encoder generates potentially infinite number of
encoded symbols from k input symbols, and a successful decoding is possible (with a
high probability) when (1+)k encoding symbols have been successfully received. For
instance, an LT decoder supports full recovery of k symbols with probability 1−δ and
computational complexity O (k ln(k/δ)) using an expected k+O
(√
k ln2 (k/δ)
)
error-
free transmissions. The encoding process involves an encoder picking a coding degree
d, based on the Robust Soliton (RS) distribution (Luby, 2002), which is constructed
based on two distributions:
• The Ideal Soliton distribution defined as:
ρk(d) =
{ 1
k
d = 1;
1
d(d−1) d = 2, ..., k;
• and the distribution:
τk(d) =

R
dk
d ≤ k/R− 1;
R ln (R/δ) /k d = k/R;
0 otherwise;
where R = c ln
(
k
δ
)√
k for some constant c. The Robust Soliton distribution Ωk is
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then calculated from the normalized sum of ρk and τk, i.e., :
Ωk(d) =
ρk(d) + τk(d)∑k
i=1 ρk(i) + τk(i)
d = 1, 2, ..., k. (1.1)
Thereafter choosing a degree d with probability Ωk(d), d input symbols are chosen
uniformly at random without replacement, and their sum over an appropriate finite
field forms the output symbol. The d input symbols are referred to as the neighbors
of the encoding symbol. In a formal way:
Definition. Given an encoding symbol y constructed as y =
∑
i∈A xi, we refer to
each of xi (for i ∈ A) as a neighbor of the encoding symbol y.
Finally, indices of d neighbors are made available to the decoder through explicit
communication, e.g., by adding meta-information to the encoding symbols. In the
design of Robust Soliton distribution, it is presumed that the encoder does not utilize
any side information fed back from the decoder, and thus the coding parameters
including the degree distribution is fixed during the whole process of encoding. As
we shall explain in the sequel, there are several previous proposals to use feedback
information in order to modify the degree distribution as coding progresses.
In the context of coding, the relation between input symbols and encoded symbols
is usually visualized using the Tanner graph. For instance, consider the graph in
Figure 1·3, wherein input symbols (x nodes) are placed at the top and encoded
symbols (y nodes) are shown at the bottom of graph. In this case, for example,
encoded symbol y1 is of degree 3 and it has x1, x3 and x5 as its neighbors (i.e.,
y1 = x1 + x3 + x5). Table 1.1 reports the degree and list of neighbors for all symbols.
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x1 x2 x3 x4 x5
y1 y2 y3 y4 y5
Figure 1·3: An example of coding graph with input symbols x1, ...,
x5 and encoding symbols y1, ..., y5.
Encoded symbol Degree Neighbors
y1 3 x1, x3, x5
y2 2 x2, x4
y3 5 x1, x2, x3, x4, x5
y4 1 x5
y5 2 x4, x5
Table 1.1: Degree and list of neighbors of encoding symbols in Figure
1·3.
At the decoder side, input symbols are recovered from collected encoding sym-
bols, which, in principle, is equivalent to solving a system of linear equations to find
the value of input symbols (i.e., bitwise solution of the system of linear equations).
To this end, the LT decoder (so-called Peeling decoder (Luby et al., 1997)) uses a
simple greedy algorithm, whose complexity is typically less than traditional Gaussian
elimination methods. In one variant of Peeling algorithm, the decoder finds all en-
coding symbols with degree 1, whose neighbor can be immediately recovered. These
recovered input symbols are then excluded from all output symbols that have them
as neighbors, reducing the number of unknowns in those encoding symbols by one.
For instance, in Figure 1·4, the decoder finds the encoding symbol y4, which has only
x5 as its neighbor. Next, x5 is excluded from the neighbors of y1, y3, and y5. This
process continues (as shown in Figure 1·5) until exhaustion. Decoding succeeds if all
input symbols are recovered; alternatively, decoding fails if, at some point, there is
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x1 x2 x3 x4 x5
y1 y2 y3 y4 y5
Figure 1·4: Peeling decoder based on finding an encoding symbol with
degree 1, which is y4 in this example.
x1 x2 x3 x4 x5
y1 y2 y3 y4 y5
Figure 1·5: Second step of Peeling decoder after excluding neighbors
of the encoding symbol with degree 1 (i.e., y4). The same step now
applies to y5 with degree 1.
no output symbol with degree 1.
Enhanced rateless codes with feedback Traditional rateless codes such as LT
have asymptotically optimal performance. In particular, from (Sanghavi, 2007), the
Robust Soliton distribution Ωk(d) converges pointwise to the following distribution
as k →∞:
pi(d) =
{
0 d = 1
1
d(d−1) d ≥ 2;
and this distribution is unique in that any degree distribution sequence that can
achieve capacity, converges to pi(d) as the block length k goes to ∞. However, these
rateless codes have poor performance for short and intermediate block lengths, i.e.,
their coding overhead is high. Moreover, they have been designed without the use of
a feedback channel in spite of its availability in many applications. Recently, there
have been proposed rateless protocols that utilize side information fed back from the
decoder to the encoder to improve the performance of rateless codes. Based on the
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type of feedback used, they can be divided in the following categories:
• the receiver sends the number of decoded symbols to the transmitter;
• the receiver suggests to the transmitter what kind of degrees it should use for
future encodings; or
• the receiver notifies the transmitter of which input symbols have been recovered.
In the Real-Time (RT) oblivious codes (Beimel et al., 2007), the encoder starts
with degree one symbols, and it increments the degree of encoding symbols based
on feedback messages. In this case, feedbacks contain information on the number
of recovered symbols. Shifted LT (SLT) codes proposed in (Hagedorn et al., 2009)
use the same type of feedback information as the RT codes, but instead of explicitly
increasing the encoded symbols degree, the encoder shifts the Robust Soliton degree
distribution. There also exist rateless-type codes with real-time properties that al-
low intermediate knowledge of some input symbols as the decoding progresses. The
authors in (Kamra et al., 2006) propose Growth codes for the data collection within
lossy sensor networks. Similar to the RT and SLT codes, Growth codes’ degree in-
creases as the coding progresses. The authors in (Xiao et al., 2010) study the problem
of minimizing amount of feedback in broadcast scenarios by combining extreme value
theory with rateless coding.
As another type of feedback, the receiver in (Cassuto and Shokrollahi, 2011) has
the ability to control the decoding progress by requesting particular degrees. In this
method, the average number of output symbols required for decoding k input symbols
is shown to be upper bounded by 1.236k. Yet another type of feedback in (Sørensen
et al., 2012) contains the identity of recovered symbols, which are used by the en-
coder to redesign the degree distribution for subsequent transmissions. Recently, the
authors in (Talari and Rahnavard, 2014) have proposed a heuristic to use a hybrid
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feedback-based rateless codes, called LT-AF, in which the receiver alternates between
two types of feedback messages: the first type of feedback contains the number of
decoded symbols as in the SLT and RT codes, while the receiver requests a specific
input symbol through the second type of feedback.
Typical performance criteria for such feedback-based schemes include:
• coding overhead: total number of encoded symbols required to decode all
input symbols with a high probability;
• computational cost: amount of arithmetic operations needed at the encoder
and decoder;
• utilization of feedback channel: amount of feedbacks transmitted through
the back channel.
In the context of rateless coding with feedback, we propose a novel coding scheme,
dubbed Delete-and-Conquer, that optimizes for these same metrics by using a different
type of feedback message (Hashemi et al., 2013b). Our feedback contains information
on the distance between a received encoding symbol and the set of already decoded
symbols at the receiver. The encoder uses this feedback to infer which symbols are
known to the decoder, and those symbols are excluded from future transmissions.
For applications with constrained feedback channels, a Delete-and-Conquer re-
ceiver opportunistically sends distance feedback messages when certain conditions
are met. In our case, feedbacks are sent for every received symbol of distance 0 or 1
from the set of decoded symbols at the receiver. In particular, a distance 0 happens
if and only if all constituent symbols of the received encoding symbol (i.e., a linear
combination of its constituent symbols) have already been decoded. Similarly, a dis-
tance 1 occurs in the case that only one of the constituent symbols is undecoded,
which can then be recovered uniquely. In other words, a distance of 0 or 1 provides
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information about the recovery of input symbols that are part of a received linear
combination. Therefore, Delete-and-Conquer codes are presented as enhancements
of LT codes for the case some feedback communication is available. The motive to
base our codes on the LT codes is to accommodate cases where feedback is extremely
limited or completely unavailable, in which case we fall back to the standard LT per-
formance. Our use of an LT base allows the Delete-and-Conquer method to enjoy
the same simple encoding and decoding procedures as LT codes, together with sim-
ilar analytical guarantees, while improving overall performance with only a nominal
utilization of the feedback channel. That said, the same methodology can apply to
different rateless codes in the literature, and to others to be proposed in the future.
Using 0 and 1 feedback messages, we in fact, generalize the traditional notion of
ACK messages to the coded scenarios. Clearly, one cannot naively apply ARQ to a
coded system, since acknowledgment of a transmission indicates reception of a linear
combination of input symbols rather than a specific symbol; in other words, the feed-
back does not provide clear guidance as to which symbols can be dropped from the
sender’s queue. The 0 and 1 feedback messages allow the receiver to send an acknowl-
edgment of decoding a linear combination of symbols to the transmitter, rather than
an acknowledgment of successfully receiving individual symbols. As an application
of this type of feedback, we design a rateless ACK-based coded datagram protocol
(CDP), which works based on the same concept of 0 and 1 ACK messages (Hashemi
and Trachtenberg, 2015). Our simulation results show that CDP can enhance the
reliability of User Datagram Protocol (UDP) and the throughput of Transmission
Control Protocol (TCP) under lossy conditions. It should be noted that there have
been several previous works to improve the performance of transport protocols using
a coding technique, and in the following we review some of these works.
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Previous works on coded transport protocols The authors in (Sundararajan
et al., 2009) have demonstrated the benefits of using coding with TCP, wherein a
newly seen packet triggers an ACK transmission. A receiver is said to have seen
a packet pk if it has enough information to compute a linear combination of the
form pk + q, where q =
∑
l>k αlpl for some coefficients α. If every input packet has
been seen, then every packet can also be decoded using, for example, a Gaussian
elimination decoding rule. In this way, dropping seen packets does not halt decoding
process at the receiver.
The authors in (Munir and Qaisar, 2010) have proposed a use of the LT codes
with rate control protocol (RCP) (Dukkipati et al., 2005) in order to enhance the
performance of RCP with lossy links. In particular, RCP works by getting explicit
congestion notification from routers such that network devices provide the information
about the level of congestion in the network, and thus how the transmission rate
should be changed to avoid congestion. In this work, the authors use the LT erasure
coding scheme combined with the RCP to enhance throughput performance of the
network.
The authors in (Shrader and Ephremides, 2006) compare the queueing delay and
stability of block-based coding schemes over an erasure channel with the traditional
ARQ scheme. In this work, it is assumed that there is no acknowledgment from the
decoders back to the encoder. Their work is extended in (Shrader and Ephremides,
2007) in that there are ACK messages at the end of a block. In (Sagduyu and
Ephremides, 2007), Sagduyu et. al. study the throughput of block-based coding
scheme and with block ACKs. Moreover, there have been several works in order to
optimize the throughput of the combination of ACK and coded retransmission under
unicast and multicast scenarios (Larsson and Johansson, 2006; Jolfaei et al., 1993;
Yong and Sung, 2000; Larsson, 2008). In (Lacan and Lochin, 2008), the authors
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propose the use of acknowledgment with coding, where packets are dropped from the
coding window when they are decoded.
1.3.2 Rateless Codes with Nonuniform Selection Distribution
As described, traditional rateless codes like LT codes, have a high coding overhead for
short and intermediate block lengths. In addition, they also have a well-known all-
or-nothing decoding property (the so-called “waterfall” phenomenon), where a jump
in the fraction of decoded input symbols occurs near the very end of the decoding
process. However, in applications with real-time requirements, like video streaming,
it is desirable to recover symbols as decoding proceeds, i.e., to achieve a high interme-
diate symbol recovery rate. For instance, the authors in (Talari and Rahnavard, 2009)
design a degree distribution for high intermediate symbol recovery rates. As a more
general solution, the intermediate performance of classical codes can be also improved
by incorporating the feedback channel such as when the decoder in the Real-Time
(RT) oblivious (Beimel et al., 2007) and the Shifted-LT (SLT) (Hagedorn et al., 2009)
codes sends the number of recovered symbols back to the encoder. In turn, feedback
information biases the degree distribution (i.e., by shifting the distribution) towards
higher degrees.
Almost all previous feedback-based rateless codes are based on adjusting the de-
gree of encoding symbols, e.g., by shifting the degree distribution in the SLT codes.
However, after a degree d is picked for an encoding symbol, d input symbols are cho-
sen uniformly at random and xored to form the symbol. Moreover, the encoder does
not have full freedom in controlling the number of feedbacks transmitted.
In this work, we develop a class of rateless coding schemes that optimize for high
intermediate symbol recovery rate (Hashemi and Trachtenberg, 2014; Hashemi et al.,
2015). At its core, our encoder uses a nonuniform selection distribution that is dy-
namically adjusted based on feedback information. Figure 1·6 depicts a schematic of
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Figure 1·6: Two-step rateless encoder with a degree distribution and
nonuniform symbol selection distribution
our two-step encoder, illustrating that the inputs are chosen according to a feedback-
based selection distribution, rather than uniformly at random prevalent in previous
rateless codes. Feedback messages contain information on the distance between a
received encoding symbol and the set of already decoded symbols at the receiver.
In the general form of our codes, the encoder estimates the probability that each
input symbol has been decoded (at the decoder), and these estimates are then used
to dynamically tune the selection of input symbols within subsequent transmissions.
This method enables the encoder to naturally track the decoding progress and gener-
ate encoding symbols that result in a faster decoding rate compared with a uniform
selection of input symbols. This class of codes is suitable for the scenarios with rela-
tively large feedback budgets, although we allow the decoder to specific control when
feedback occurs (according to the budget).
1.4 The Main Contributions of this Work
Multi-hop intra-car wireless sensor network We experimentally investigate
the feasibility of multi-hop communication for intra-car wireless sensor networks. We
concretely demonstrate the potential gains and emerging trade-offs of the Collection
Tree Protocol (CTP) against a single-hop star protocol. For instance, our results
demonstrate that the delivery rate of the star protocol can be low in practical scenar-
ios, while CTP achieves a reliability of more than 90% across all nodes. Whereas a
star protocol requires fewer transmissions and incurs lower average delay than CTP,
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the radio energy consumption of CTP may be smaller. Further, we investigate the
operation regime of CTP and draw a wide picture of its performance when the net-
work load increases and the transmission power changes. Moreover, our experimental
results indicate that environmental conditions have widely differing effects on net-
work performance. For instance, passengers cause channel fading and degrade overall
system performance, while engine noise on the order of 2-4 dB does not have no-
ticeable effect on performance. External intense interferences (WiFi, Bluetooth, etc.)
potentially deteriorate network performance, but CTP sustains its high delivery rate
(higher than 90%) in various driving conditions. These results serve as an illustration
of the cost-benefit regions of multi-hop WSN inside cars, and potentially can be used
for the system design purposes.
Hybrid intra-car sensor network We present the design and simulation results
of a hybrid intra-car network. In this setup, we consider a link scheduler that monitors
the quality of the primary link and in case of performance degradation (e.g., conges-
tion), the transmitter switches to the secondary wireless link. The link scheduler is
built upon constant monitoring of the queue length on the wired interface. In order
to preserve the security of intra-car data against eavesdroppers, we further enhance
the hybrid link scheduler with secure rateless codes. Our simulation results obtained
from the network simulator ns-3 illustrate that a hybrid architecture enhances re-
liability under harsh vehicular conditions, while it prevents information leakage to
eavesdroppers.
Rateless codes with constrained feedback We propose the Delete-and-Conquer
approach, for rateless coding with very little feedback. In our approach, a receiver
feeds information on the distance between a received word and the symbols already
decoded back to the transmitter. Based on distance feedbacks, the transmitter infers
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which symbols have been decoded, and excludes them from subsequent transmissions.
We empirically show that a very small amount of feedback from receiver back to the
transmitter can significantly reduce coding overhead and encoding/decoding com-
putational complexity. Further, we provide precise analyses of Delete-and-Conquer
codes for very short block lengths, and bounds on computational complexity and fail-
ure probability for a maximum likelihood decoder; the latter are tighter than bounds
known for classical rateless codes. As an application of the Delete-and-Conquer
scheme, we propose a coded datagram transport protocol called CDP.
Rateless codes with nonuniform selection distribution Built upon the idea of
rateless coding with feedback, we establish a class of codes with dynamically-adjusted
nonuniform symbol selection distributions. The proposed selection distributions are
specifically designed to ensure that the decoder achieves a high intermediate sym-
bol recovery rate. This feature is vital in real-time applications such as multimedia
streaming and delay-sensitive services. Through numerical simulations, we show that
feedback information paired with a nonuniform selection distribution can highly im-
prove the symbol recovery rate, and that amount of feedback sent can be tuned to
the specific transmission properties of a given feedback channel.
1.5 Thesis Outline
The rest of this thesis is organized as follows. In Chapter 2, we provide the ex-
perimental results of multi-hop intra-car networks. In particular, related work and
some preliminaries on collection protocols are first described, and then we present
our experimental findings. Next, in Chapter 3 we present the design of a hybrid link
scheduler to utilize a wired and wireless in-vehicle infrastructure. In Chapter 4, we
investigate the performance of rateless codes when there exists a feedback channel
through which some side information are fed back to the transmitter. In this chapter,
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we propose the Delete-and-Conquer rateless codes and the coded datagram protocol
(CDP). Chapter 5 presents a novel class of rateless codes with nonuniform selection
distributions. We conclude the thesis in Chapter 6.
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Chapter 2
Multi-hop Intra-Car Wireless Sensor
Network
Our goal in this chapter is to investigate the feasibility of multi-hop intra-car wireless
networking, in contradistinction to the previous works that are based on a single-hop
communication model. In large-scale deployments, especially over large physical dis-
tances, it may be advantageous to arrange sensors in a multi-hop network, with some
sensors relaying information from other sensors onto the central node (or collection
root). Within vehicles with small distances involved, however, it is not clear whether
multi-hop networking provides significant performance gains under different vehicu-
lar conditions. Indeed, multi-hop networking adds communication overhead to the
system, such as exchanging of topology information and utilizing available bandwidth
for packet relaying.
Motivated by this problem, we experimentally investigate an application of multi-
hop wireless communication to support intra-car sensor networking. Extensive tests,
run under various vehicular environments, indicate the potential for significant re-
liability, robustness, and energy-usage improvements over existing single-hop ap-
proaches. For our experimental purposes, we have chosen to investigate the Collection
Tree Protocol (CTP) as a widely-deployed and well-researched multi-hop protocol.
In this chapter, we present related works on intra-car WSN experiments, followed by
some preliminaries on CTP. Our in-vehicle experimental results are then presented.
The material of this chapter are adapted, in part, from the publications (Hashemi
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et al., 2013a; Hashemi et al., 2014), and based on partial collaboration in (Si et al.,
2013). The results are based on joint work with the co-authors.
2.1 Related Works
Several intra-car WSN experiments have been conducted for the 915 MHz and 2.4
GHz ISM bands, since many off-the-shelf products (ZigBee, Bluetooth, RFID) are
operating on these bands. The authors in (Tsai et al., 2007b) report the experimen-
tal results of a Zigbee-based sensor network inside a car. Their measurements are
based on physical layer characterizations that present the Received Signal Strength
Indication (RSSI) and Link Quality Indicator (LQI) profiles for intra-car channels.
The results in (Tonguz et al., 2006; Tsai et al., 2007c; Moghimi et al., 2009) provide
comprehensive intra-car wireless channel statistics including its power delay profile
(PDP), coherence bandwidth and coherence time. In the 915 MHz band, the coher-
ence bandwidth is larger than 5 MHz, and in the 2.4 GHz it is usually larger than
0.65 MHz, both of which are higher than the 250 kbps data rate that is standard
for IEEE 802.15.4 in the 2.4 GHz frequency. These results suggest that equalization
and channel coding might not be necessary for intra-car wireless communication, and
that the measured coherence time (over 2 seconds) is more than sufficient to send a
packet. Other fading statistics such as level-crossing rate (LCR) and average fading
duration (AFD) have also been measured by the cited works above.
The ultra-wideband (UWB) technology has also been considered for short range
communication within a car due to its low power requirements and high data rate.
For such systems, the authors in (Niu et al., 2007; Niu et al., 2008; Niu et al.,
2009) measured channel characteristics, such as impulse response and extraction of
impulses arriving at the receiver in clusters due to multi-path effects. The cited
works are essential for designing and implementing intra-car transmitter and receiver
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systems (antenna, modulation technique, equalization algorithms, symbol rate and
shape, MAC, etc.) with good performance. In contrast to the previous works, we test
and evaluate the performance of multi-hop intra-car WSN on the commercial TelosB
platform, whose hardware and software have already been established for the 2.4 GHz
ISM band.
2.2 Collection Tree Protocol (CTP)
The Collection Tree Protocol (CTP) is a variant of a distance-vector routing protocol
that includes optimization tailored for wireless sensor networks. CTP is a multi-hop
collection protocol, designed to route data from every node on a network to one or
more self-declared root nodes, based on minimum cost trees. In (Gnawali et al.,
2009), where CTP Noe is introduced, the expected number of transmissions, denoted
by ETX, is used as the routing gradient metric. Based on this algorithm, each sensor
node that has a message to transmit attempts to build a shortest-path tree, e.g.,
a path from each sensor node to the collection root that results in the minimum
number of packet transmissions. The calculation of ETX for each node is done as
follows: consider two nodes A and B such that node A is the parent of node B, then
we have:
ETXB = ETXA + ETX of link B→ A;
ETXRoot = 0,
where the ETX of a link is estimated by a link estimator in a distributed fashion (Fon-
seca et al., 2006). The example shown in Figure 2·1 illustrates how CTP chooses the
parent of a sensor node. In this example, we assume that the link ETXs have already
been learned by the link estimator, as shown in Figure 2·1(a). When the network
initializes, each sensor node sets its own ETX to be infinity, and then the root broad-
casts a beacon message announcing itself as the root (i.e., ETX is equal to 0). If node
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Figure 2·1: CTP working mechanism (a) Full network topology
wherein a link label shows bidirectional link quality (ETX) (b) Rout-
ing paths chosen by CTP based on minimizing cumulative ETX to the
root.
1 receives the message, then it will modify its ETX from infinity to ETX of link from
node 1 to the root, which is 1.5; likewise node 2 updates its ETX to 1.8. Nodes 1 and
2 will then start to broadcast their own ETXs to neighbors that might be able to hear
them. After receiving a broadcast message from node 2, node 3 updates its ETX to
3.3, which is the sum of link ETX from node 3 to node 2 and ETX of node 2. Node
4 will receive broadcast messages from both node 1 and node 3: if choosing node 1
as its parent, then the ETX of node 4 would become 6, but if choosing node 3 as the
parent, the ETX would be 4.5; therefore, node 4 chooses node 3 as its parent. This
process continues until all nodes establish a routing table to their own neighbors.
The design of CTP data frames (i.e., including the transmitter’s local ETX in
packets) (Fonseca et al., 2006) allows for on-line data path validation, since the ETX
of nodes should decrease on a packet’s path to a receiver. The topology information is
updated via broadcasted beacon frames with adaptive time intervals: if the topology
is stable and no new nodes are added or removed, the beaconing rate is reduced; on
the other hand, if the topology is constantly changing then nodes use fast beaconing
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in an attempt to distribute the most up-to-date routing information. For intra-
vehicle wireless networks, adaptive beaconing appears to have a reasonable overhead,
as experimental results in (Moghimi et al., 2009) show that the coherence times are
large; in other words, the intra-vehicle slow-fading channels yield a stable topology,
and the beacon rate tends to decrease under static conditions.
2.3 In-Vehicle Experiments
In this section, we provide our experimental results of intra-car wireless data collection
system based on CTP. We perform extensive experiments to cover almost all practical
scenarios that a car could possibly experience.
2.3.1 Experimental Setup
We describe the experimental setup including the specifications of sensor nodes and
their locations inside a car, experimental methodology, parameters, scenarios, and
measured performance metrics.
Sensor Nodes Location and Hardware
The performance of an intra-car WSN depends on the location of sensor nodes within
the car. For instance, the experimental results in (Tsai et al., 2007c) show that the
channel between a sensor mounted under the engine compartment and the central
node placed close to the driver’s seat is the worst in terms of fade statistics, while other
channels have better characteristics. Thus, for the sake of completeness, we mount
and test two separate networks within a vehicle, namely a suspension network and
an engine network. Each network consists of four sensor nodes periodically sending
data to the central node or collection root. Sensor nodes belonging to the suspension
network are attached to the suspension system of the vehicle and the collection root
is placed inside the instrumental panel close to the driver’s seat, whereas sensor nodes
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Figure 2·2: Sensor nodes placement intra the car for the suspension
network and the engine network
belonging to the engine network are placed in various locations, which are graphically
depicted in Figure 2·2. Note that previous studies (see, for example, (Moghimi et al.,
2009)) show that wireless channels to other locations in the vehicle show more-or-less
similar characteristics, i.e., slow fading with coherence time of several seconds.
Sensor nodes used in our experiments are TelosB (TPR2420CA) (MEMSIC, 2005)
with data rate 250 kbps, RF power -24 dBm to 0 dBm, and receive sensitivity -
94 dBm (typ) through -90 dBm (min). The sensor nodes’ firmware is based on
TinyOS 2.x, which is an open source operating system designed for sensor networks.
The radio chip of sensor nodes (CC2420) is configured to use a Carrier Sense Multiple
Access (CSMA) MAC protocol for transmission through the shared wireless medium.
Experimental Methodology
Figure 2·3 shows the structure of our experimental setup wherein an activator node is
employed to send an initial broadcast signal to activate each sensor node and establish
rudimentary time synchronization; this broadcast signal is manually confirmed to be
received by all sensors. The use of an activation broadcast enables us to update
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Figure 2·3: Experimental setup
the nodes’ configurations by reprogramming only the activator node. As such, the
activator node can use a broadcast signal to dictate the transmit interval, transmission
power, and radio channel for nodes. It can also be used to stop and restart an
experiment. The activator node is chosen to be different from the root node because
all nodes should receive the activation signal, while the signal of the root may not be
received by all nodes under low-power transmission. Therefore, we use the activator
node to send a high-power broadcast signal received by all sensors.
After the activation step, each sensor node starts to periodically transmit the
packets toward the collection root connected to a laptop through a USB port for the
purposes of logging messages and statistics. Finally, the log messages are collected for
a post-experiment analysis, where various performance metrics and network topology
are obtained. For both the suspension network and the engine network, this structure
is separately implemented, and they are configured to operate on different frequencies
with enough separation.
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Location Scenario
Dynamic conditions
Engine Passengers WiFi
Parking
Covered area
Static Off No Weak1
Engine-on On No Weak
Passengers Off Yes Weak
WiFi interference Off No Strong2
Open area Static Off No Weak
Driving
On the road
Bumpy road On Yes Weak
Highway On Yes Weak
Urban area On Yes Strong3
1 In-band WiFi interference is negligible.
2 Controlled WiFi interference is exerted to the experiment
setup.
3 There exist considerable urban wireless interferences.
Table 2.1: Experimental scenarios
Scenarios
Our experiments are performed under several vehicular scenarios. First, the test car
is parked in a covered area parking, where there is little foot traffic and some other
cars are parked nearby; however, depending on the test time, they may be adjacent to
the test vehicle or not. The experiments are first run under static conditions in which
the car engine is off, there is no passenger sitting inside the car and WiFi interfer-
ence is negligible. We then run the experiments under dynamic in-vehicle conditions,
namely engine-on, passengers-move-in-and-out (two persons change their status with
a constant time interval), and with WiFi interference. At each run of experiment, one
of the aforementioned dynamic condition is exerted to the setup. After the covered
area tests, CTP experiments are performed in an open area parking with the static
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conditions. Parking tests are then continued by the driving experiments, where CTP
is tested under three different scenarios: (1) along a bumpy road where the quality
of road is poor, resulting in transceivers vibrations, (2) high speed highway driv-
ing, and (3) in an urban area of Boston, where there exist external interferences and
dense vehicular traffic. Table 2.1 summarizes the mentioned experimental scenarios.
Sensors Data and Parameters
In real deployment of intra-car WSNs, data packets contain physical measurements
of sensors such as tire pressure in a Tire Pressure Monitoring System (TPMS), en-
gine torque, or transmission pressure. For instance, a Transmission Control Module
(TCM) controls automatic transmissions in modern vehicles. TCM uses readings from
transmission sensors as well as data provided by the ECUs to change gears for opti-
mum performance in terms of fuel efficiency and shift quality (Vaknin et al., 2013).
In the experiments, however, we have abstracted the payload of packets (shown in
Figure 2·4) into information that is needed to calculate performance metrics of the
network. For instance, when a sensor node receives a packet, it updates payload of
the packet with some metadata (e.g., hop ID and RSSI information) and forwards it
to the next hop. Payload fields are then processed in a post-experiment step using
the developed toolkit in (Si et al., 2013) to calculate the performance metrics and
display the evolution of the network topology. We run experiments with a packet size
of 32 bytes including 8 bytes of CTP data packet header, 12 bytes of payload, and
12 bytes of CC2420 header. The collected payload information are then processed in
a post-experiment step to obtain performance metrics, RSSI traces, and the network
topology.
The experiment parameters for the data collection system include packet genera-
tion rate, transmission power, and packet size. The packet generation rate is defined
to be the number of packets that a node generates per second, which varies from 2 to
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Figure 2·4: Payload fields of packet
20 pkts/sec per node. The transmission power of sensor nodes are set to −20 dBm,
−10 dBm, or 0 dBm, and the transmission power of the activator node is configured
to the highest value of 0 dBm.
Evaluation Metrics
Throughout the experiments, we target the traditional performance metrics delivery
rate, throughput, goodput, delay, and the number of transmissions per packet, which
are calculated as follows. Suppose we run an experiment for a duration of T seconds
and the test network consists of a single root collecting data from C sensor nodes.
The packet generation rate for each sensor node is R pkts/sec, which results in the
total number of M = R × T × C generated packets during the experiment. After
the experiment ends, the root successfully receives N packets from the sensor nodes;
among the total N received packets, Nu (Nu ≤ N) packets are unique (distinct), i.e.,
all duplicates are removed from the count. Then for system evaluation we define the
below metrics:
• Delivery rate:
Delivery rate =
Nu
M
× 100%.
• Throughput: total number of successfully received packets at the root per sec-
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ond:
Throughput =
N
T
.
• Goodput: total number of successfully received packets at the root excluding
duplicates (due to retransmission) per second:
Goodput =
Nu
T
.
• Delay: time interval between the generation of a packet and its reception at the
root.
• Tx count: the average number of transmission attempts from the source to the
root (including relay nodes) per received packet at the root. This quantifies the
efficiency of a data collection scheme.
2.3.2 CTP vs. Star Protocol
In this section, we quantify the performance gains of multi-hop (CTP) versus single-
hop networking (a star protocol). To this end, we first run the experiments of CTP
and the star protocol under static and dynamic conditions (passengers-move-in-and-
out) for the suspension network. Next, we merge the suspension network and the
engine network together to compare the reliability of both protocols for the resultant
larger network.
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Figure 2·5: CTP and the star protocol delivery rate. (a) Static
conditions, Tx power −20 dBm and generation rate 15 pkts/sec per
node (b) Passengers-move-in-and-out scenario, Tx power −10 dBm
and generation rate 10 pkts/sec per node. The error bars show one
standard deviation from the mean over 5 six-minutes experiments.
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Figure 2·6: Multi-hop topology of CTP under (a) static conditions (b)
passengers-move-in-and-out scenario.
Reliability
In a star protocol all nodes transmit to the root directly; therefore, if some node-to-
root links experience deep channel fading then the quality of service for that node
and the overall system performance degrade. To implement a star protocol, we force
sensor nodes to send beacon messages only to the root; thus, all nodes always choose
the root as the next hop and yield a single-hop star topology. In the first experiment,
CTP is tested versus the star protocol under static conditions. The results shown
in Figure 2·5(a) demonstrate that CTP provides high delivery rate across all nodes,
while the performance variance of different nodes with the star protocol is significant,
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e.g., node 4 achieves about 78% average delivery rate with a relatively large confidence
interval (which is defined as one standard deviation above and below the mean over
5 six-minutes experiments).
Additionally, the delivery rate under a passengers-move-in-and-out scenario is
shown in Figure 2·5(b), which illustrates that CTP outperforms the star protocol un-
der dynamic conditions as well. Indeed, star protocol performance deteriorates under
dynamic conditions, while CTP sustains its high delivery rate. The multi-hop topolo-
gies of CTP under these scenarios are shown in Figure 2·6. These preliminary results
indicate that CTP outperforms the star protocol from the reliability and robustness
viewpoints under static and dynamic conditions (with passengers in this case).
Communication and Latency Trade-offs
Reliability is usually desirable for wireless sensor networks, however other metrics like
the power consumption and delay have significance for battery powered and delay
limited applications. Under the assumption that the node’s most power consuming
operation is the transmission, we use the number of transmissions per packet and
the transmit power as an indirect measure of the power consumption of the nodes.
While comparing multi-hop with single-hop, some trade-offs emerge: a multi-hop
topology may require more transmissions per packet due to relay nodes, but nodes can
transmit with lower power to achieve the same delivery rate as a single-hop protocol.
For instance, our experimental results show that CTP with a transmit power of −10
dBm can provide the same reliability as the star protocol with a transmit power of
0 dBm, at the cost of only up to 69% higher Tx count per packet. Specifically, the
radio of TelosB motes (CC2420) draws 11 mA current to transmit at a power of
−10 dBm and 17.4 mA to transmit at a power of 0 dBm (TexasInstruments, 2005).
On the other hand, the receive mode requires a current of 18.8 mA, noting that in
our application, the radio is almost always listening for incoming messages, which
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Condition Tx power Protocol Tx count Delay(ms) Delivery rate
Static -20 dBm
Star 1.14 14.36 92.69%
CTP 1.72 37.35 96.43%
Passengers -10 dBm
Star 1.22 16.72 92.59%
CTP 2.54 82.92 98.41%
Table 2.2: CTP and the star protocol performance. Tx count and
delay are calculated based on the received packets.
implies that the radio consumes roughly the same amount of receive power regardless
of transmission activity. Based on the number of transmissions and transmit power,
we conclude that CTP provides energy savings for the radio component. Previous
experiments and simulations in (Prayati et al., 2010) show that energy consumption
by the radio is dominant in wireless sensor motes. However, it should be noted
that other components, such as the processor, consume energy, and that their energy
consumption depends on the instructions run by the mote.
Single-hop delay is also expected to be smaller than multi-hop delay, but a single-
hop protocol is not always reliable and retransmissions are required. Table 2.2 com-
pares the average Tx count and delay performance of CTP and the star protocol.
The results confirm that a star protocol requires fewer transmissions and incurs lower
delay, but CTP provides a higher delivery rate. While the average delivery rate of
the star protocol may not be significantly worse than CTP, individual nodes can ex-
perience a low delivery rate within the star protocol (e.g., node 4 in Figure 2·5(a)).
Reliability in the Larger Network
To generalize the reliability results, the suspension network and the engine network
are merged into one network including eight sensor nodes and one collection root
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Figure 2·7: CTP delivery rate vs. the star protocol under static
conditions for 8-nodes network. CTP achieves reliable performance
across all nodes.
(see Figure 2·2). The packet generation rate is set to 5 pkts/sec per node and the
transmission power is −10 dBm. The delivery rates of CTP and the star protocol
for the 8-nodes network are shown in Figure 2·7, which demonstrates that all nodes
in CTP achieve better performance with much smaller confidence intervals than the
star protocol, and that performance of CTP is more reliable and stable. In fact,
different nodes in the star protocol achieve varying levels of reliability, but CTP
reduces variance in performance among the different nodes and all of them achieve
delivery rate higher than 98%. This experimental result verifies that CTP outperforms
single-hop communication in terms of reliability.
2.3.3 Static Intra-Car Conditions
In the previous section, we compared CTP performance with the star protocol under
the static and with passengers conditions. In this section, we further explore CTP
performance under static conditions as the network load increases and the transmis-
sion power changes. Our results draw a wide picture of CTP operation regime, and
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identify performance break points which can be used as a guideline for the design of
system.
Statistical results We run CTP experiments for the suspension network under
static conditions; the network load changes in the interval of 2 to 20 pkts/sec per
node and the transmission powers are configured to be either -20 dBm or -10 dBm.
CTP performance metrics under such conditions are shown in Figure 2·8. These
results illustrate that higher transmission power improves system performance in
terms of reliability and packet delay, due to higher Signal to Noise Ratio (SNR).
According to Figure 2·8(a) and 2·8(d), when the transmission power is set to −20
dBm, the suspension network is reliable (high delivery rate, throughput, and goodput)
for the traffic loads less than or equal to 15 pkts/sec per node, while increasing the
transmission power to −10 dBm assures high reliability for up to 18 pkts/sec per
node. Therefore, a trade-off between transmission power and maximum load emerges,
which implies that increasing the transmission power by a factor of 10 improves the
maximum sustainable load of the network (in order to achieve reliable performance)
by about 3 pkts/sec per node. However, from Figure 2·8(b) we observe that the
average number of transmissions per received packet for power −20 dBm is less than
twice that of power −10 dBm, which indicates that network of power −20 dBm
consumes less energy than power −10 dBm. The average delay of packets is shown in
Figure 2·8(c), illustrating that the delay of CTP is less than 100 ms for both power
levels, unless the network gets overloaded.
Network topology To complete the picture of CTP behavior, we obtain the net-
work topologies for various network loads and transmit powers some of which are
shown in Table 2.3. From these figures, we observe that by increasing the network
load, number of hops tends to increase and in the most extreme condition of 20 pkt-
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Figure 2·8: CTP performance under static conditions as the net-
work load increases for the suspension network (a)Delivery rate (b)Tx
count/pkt for received packets (c)Average delay (d)Throughput and
goodput.
s/sec per node the topology becomes a line. We also notice that the number of hops
with the transmission power −10 dBm is smaller than that of −20 dBm.
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Packet generation rate Tx power = -20 dBm Tx power = -10 dBm
2 pkts/sec per node 0
1
234
0
1
23
4
10 pkts/sec per node 0
1
2
34
0
1
2
3
4
20 pkts/sec per node 012 4 3 012 34
Table 2.3: CTP topology as the network load and transmission power
change.
2.3.4 Environmental Conditions
In the previous section, we mainly focused on CTP experiments performed in a cov-
ered parking under static channel conditions, while here the experiments are extended
to other practical vehicular conditions to test reliability and robustness of CTP un-
der such scenarios. Vehicular environment can be a covered or an open area parking
with dynamic in-vehicle conditions, such as when the car engine is on, as passen-
gers move in and out of the car, or when there are external interferences; dynamic
scenarios consist of driving as well. The experiments of this section aim to explore
CTP performance under such vehicular conditions, and particularly show that envi-
ronmental conditions have differing effects on suspension network and engine network
performance.
Open Area vs. Covered Area
Due to the broadcast nature of wireless signals, the presence of surrounding objects
like walls and ceilings affects wireless networks performance. To explore this effect on
the intra-car WSN, CTP experiments are performed in both covered and open area
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Figure 2·9: CTP performance of the suspension network and the
engine network for a covered and an open area parking under static
conditions. The transmit power is set to −10 dBm and the packet gen-
eration rate is 10 pkts/sec per node. The error bars show one standard
deviation from the mean.
parkings and with static conditions. From the results shown in Figure 2·9, we notice
that performance of the networks degrades in the open area parking compared with
the covered one. Delay and Tx count get the most affected in open area conditions,
while delivery rate degrades slightly. This is probably because the covered area park-
ing provides more multi-path signal components, which can add up to create a strong
almost-constant signal at the receiver. This behavior mimics the effects of a single
dominant line of sight (LOS) component; on the other hand, the open area parking
can potentially be a poor multi-path environment (Moghimi et al., 2009). It should
be noted that multi-path signaling can also have destructive effects.
Engine-on, with Passengers
To investigate the effects of dynamic links on performance of intra-car WSN, we
start with two dynamic in-vehicle conditions: (i) when the car engine is on, and (ii)
when passengers move in and out of the vehicle. Figure 2·10 shows CTP performance
under these scenarios for the suspension network and the engine network. The results
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illustrate that CTP provides high packet delivery rate (more than 98%) for both
networks under these dynamic conditions; engine noise does not have much effect on
overall system performance, while delay and number of transmissions degrade when
passengers are moving. The latter indicates that passengers staying inside the car
cause channel fading, which can possibly be due to a large attenuation of biological
tissues in 2.4 GHz (Ryckaert et al., 2004; Gabriel et al., 1996).
Adaptive routing RSSI traces of the suspension network under passengers-move-
in-and-out scenario are shown in Figure 2·11. In these figures, the segments of flat
RSSI correspond to the time interval when there are no passengers in the car, while the
more dynamic segments correspond to the time interval when passengers are sitting
on front seats. At the beginning of experiment all four nodes choose the root as the
next hop, then after some time nodes 3 and 4 choose node 1 as the next hop for which
RSSI values are higher. These topology changes confirm that a multi-hop approach
provides the opportunity to dynamically adapt the collection routes according to slow
changes in link quality. We also observe the adaptive behavior of CTP for the case of
engine-on dynamic channel. At the beginning of experiment, the suspension network
topology is a single-hop as depicted in Figure 2·12(a), and then after a while, the
topology changes to a multi-hop as shown in Figure 2·12(b). This topology change
verifies that by using CTP protocol, nodes can adaptively choose the next hop.
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Figure 2·10: CTP performance under dynamic channel conditions
engine-on and passengers-move-in-and-out for (a) the suspension net-
work and (b) the engine network. The packet generation rate is set to
10 pkts/sec per node. The error bars show one standard deviation from
the mean over the 5 six-minutes experiments.
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Figure 2·11: RSSI traces of the suspension network under passengers-
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or out of the vehicle (same in all sub-figures).
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Figure 2·12: Suspension network topology under the engine-on sce-
nario. (a)Beginning of experiment (b)Rest of experiment.
WiFi Interference
802.11 and 802.15.4 radios share frequency, which implies that 802.15.4 networks
are exposed to the external interferences from 802.11 communications. In order to
examine the effects of external interferences on the intra-car WSN, we run a series
of controlled WiFi experiments, wherein sensor nodes are configured to operate on
channel 22 under 802.15.4 standard (channel 11 of 802.11 standard), where the local
WiFi is mainly used. We perform the experiments for two levels of interference
intensity, namely light WiFi and heavy WiFi. Light WiFi interference is the case
of “normal” WiFi usage by local users, whereas heavy interference is exerted by
streaming a video on a close proximity computer located on the passenger’s seat.
The results of interference experiment are shown in Figure 2·13, illustrating that
the engine network is more vulnerable under WiFi interference than the suspension
network, especially with low transmission powers. We also notice that intense WiFi
interference deteriorates both networks performance due to a low SNR at the sensor
nodes’ receivers.
Topology with interference In the suspension network with the transmit power
0 dBm and negligible external interference, we observe that all nodes transmit within
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Figure 2·13: CTP performance with WiFi interference (a) suspension
network and (b) engine network. The packet generation rate is 10
pkts/sec per node.
a single hop toward the root; on the other hand, under heavy interference the network
topology switches to a line, as depicted in Figure 2·14 for both cases. As explained
earlier, CTP is designed based on a greedy algorithm to minimize the ETX quantity,
implying that CTP always chooses a path with the lowest cumulative ETX value,
and therefore, the topology transition from star to line under heavy WiFi suggests
that a line minimizes the ETX, though the minimum may be local and not global.
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Figure 2·14: Suspension network topology with and without WiFi
interference.
Driving Experiments
Data collection from intra-car wireless sensors is complicated by the fact that the
network should perform in a reliable and robust manner under a variety of conditions
that a car experiences as it travels through areas with different radio interference
patterns, vehicular traffic density, or even road quality. As such, driving experiments
play a critical role in performance assessment of intra-car WSN. To fulfill this eval-
uation goal, we perform CTP experiments within three scenarios: (1) bumpy road
driving, where the road quality is poor, and it physically perturbs the sensor nodes;
(2) highway driving to test the effects of sparse and high speed vehicular traffic on
system performance; and (3) driving in an urban area of Boston to examine how
urban area conditions such as the existence of wireless signals (WiFi, Bluetooth, etc.)
and dense vehicular traffic with nearby reflectors affect the intra-car WSN.
The results shown in Figure 2·15 demonstrate that both networks have delivery
rate higher than 90% under various driving conditions. We notice that performance
of the suspension network, whose sensor nodes are attached to the suspension system
of wheels, gets the most affected while driving on the bumpy road, suggesting that
road quality can physically perturb sensors performance. High speed driving on
highway does not have much effect on both networks and driving in urban area
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Figure 2·15: CTP performance of the suspension network and the
engine network under different driving conditions with Tx power −10
dBm and the packet generation rate 10 pkts/sec per node. The error
bars show one standard deviation from the mean.
does not have considerable effect on the suspension network either, but the delivery
rate of the engine network degrades under this environment due to urban wireless
interferences. This observation confirms our previous results that in the presence of
external interferences, the engine network is more vulnerable than the suspension
network. We also obtain networks topologies for the driving experiments, which are
shown in Table 2.4. From the results, we observe that the topology of the suspension
network switches to a line on the bumpy road, and after passing the bumpy segment,
it returns to the previous one. On the other hand, the engine network is not as
sensitive to the road conditions, and thus its topology remains stable while driving
on the bumpy road. The topology of the engine network changes in an urban area
which can be due to high external interferences.
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Suspension network
0
1
2
3 4
01 23 4
Topology in most scenarios Topology on the bumpy road
Engine network
0
5
86
9
05 8
6
9
Initial topology Topology in an urban area
Table 2.4: Network topology under different driving conditions
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Chapter 3
Hybrid Intra-Car Sensor Network
In this chapter, we consider a hybrid wired-wireless intra-car communication network.
In order to design and implement such a system, we consider a hybrid link scheduler
based on the queue length on the wired interface of a transmitter node. Moreover,
our hybrid scheduler is paired with a rateless coding algorithm to ensure that an
eavesdropper cannot recover any message uniquely. In the following, we present the
design of the hybrid link scheduler, followed by its performance evaluation in the
network simulator ns-3.
The results reported in this chapter are obtained in collaboration with the co-
authors in (Hashemi et al., 2014).
3.1 Hybrid Intra-Car Network
3.1.1 Link Scheduler Design
In a conventional model for intra-car communication, sensors and electronic devices
communicate with the electronic control unit (ECU) through the CAN bus. As
discussed in the previous chapter, with the increasing number of sensors, the wires
in the intra-car communication network causes issues such as adding weight and
cost to the car, inconvenient installment and repair of wires, and so on. Previously,
we presented the experimental results of a feasibility study in order to implement
a wireless sensor network inside vehicles. The results show that an intra-car WSN
provides a viable solution of achieving reliable data collection without wires. However,
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in order to migrate from a wired network to a wireless system, it is intuitive to consider
a hybrid wired-wireless network as an intermediate solution. In such a system, the
wired and wireless network coexist inside the vehicle, and the sensor and ECU nodes
are able to communicate using both wired and wireless interfaces.
An important characteristic of such a hybrid network is that the communication
participants are equipped with multiple interfaces, which enable them to transfer
data using multiple physical medium (e.g., wired and wireless links). In the context
of multi-medium communication, there have been an extensive research on bandwidth
aggregation methods (Ramaboli et al., 2012). In a general bandwidth aggregation
setting, communicating nodes with multiple interfaces (multimode) can toggle be-
tween different interfaces and select a medium that best suits the characteristics and
requirements of their applications. As a trivial solution, for example, a transmitter
may use the round robin scheduler to assign packets of the same flow to multiple
interfaces in equal portions and in a cyclic manner. There are more complicated
scheduling algorithms like weighted round robin, which are discussed in (Ramaboli
et al., 2012) in detail.
Due to a need for reliable and robust communication inside vehicles, traditional
scheduling algorithms may not perform satisfactory for our purposes. Within the con-
text of designing a hybrid intra-car network, we consider two approaches: (i) choos-
ing one link as the primary data transfer medium, paired with a fallback mechanism
for rapid detection of primary link degradation, resulting in transmission through
the secondary link (ii) splitting data evenly or unevenly between two parallel links
according to their quality. The first approach prioritizes robustness and reliability
over the throughput performance, whereas the second approach can support a total
throughput of as high as the sum of individual links. Moreover, the wired and wireless
links have different link characteristics (e.g., delay), and thus the second approach
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would potentially deliver more packets out of order, compared with the first approach.
Therefore, in order to ensure robustness and reliability, we consider the method in
which one of the links is considered to be the primary communication link, and if
the quality of the primary link degrades, then the sender switches to the secondary
link. There are several link characteristics that can be used in order to distinguish
between the primary link and secondary link; namely, (i) delay, (ii) bandwidth, and
(iii) packet loss ratio. Based on applications requirements, one of these metrics or a
combination of them can be considered.
In a hybrid intra-car network, the CAN bus usually has better performance in
terms of reliability and quality of service compared with the wireless link. However,
when the bus is congested, its performance degrades. Within this context, the main
goal of enhancing the CAN bus with a parallel wireless link is to sustain its high
performance even under stress conditions. Accordingly, a link scheduler should detect
congestion on the primary link and schedule transmission over the secondary link.
This requirement is fulfilled by our design scheme, in which the state of “being-
congested” is captured by the length of the transmission queue on the wired interface.
The average queue length on one interface represents the link quality, as if data packets
cannot be delivered successfully to the destination, they would be backlogged in the
sender’s queue. For instance, if the CAN bus is highly congested, then the MAC delay
becomes high and the queue backlog grows. Under such circumstances, if the queue
length on the wired interface exceeds a pre-set threshold qth, then the link scheduler
switches to the wireless link. Therefore, we consider two main functional blocks at
the transmitter nodes:
• Queue length sampler: Considering the wired link to be the primary link
for data transfer, the queue length sampler monitors the length of queue at
the wired interface. The information from this module is fed back to the link
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scheduler module.
• Link scheduler: Based on queue length information obtained from the sampler
component, the link scheduler switches to the wireless link if the queue length
of the wired interface exceeds a threshold qth.
3.1.2 Security of Wireless Communication
Intra-car wireless communication is vulnerable to several types of attacks such as
jamming and eavesdropping. For instance, the authors in (Rouf et al., 2010) study
vulnerabilities of the Tire Pressure Monitoring System (TPMS), and they show that
eavesdropping is easily possible at a distance of roughly 40 meters from a passing
vehicle. Further, using reverse-engineering techniques they have revealed that static
32 bit identifiers are being used. In this case, messages can be easily triggered remotely
and vehicles can be tracked based on these identifiers. Moreover, current intra-car
communication protocols do not implement an authentication algorithm on input
messages, which can easily allow for remote spoofing of sensor messages. Within this
context, we aim to enhance the security of intra-car communications using rateless
codes with a low computation overhead.
Most of the encryption methods are computationally expensive, and thus it is
desirable to use lightweight schemes in order to protect data against eavesdroppers.
For instance, using encryption over all input messages incurs high computation costs,
and thus encrypting a part of the input message can decrease amount of overhead. The
authors in (Jakobsson et al., 1999; Boyko, 1999) propose methods of pre-processing
input messages (e.g., scrambling data) and then using encryption on a small fraction
of input messages.
In the context of partially encrypting the input message, the authors in (Byers
et al., 2006) have generalized the idea of using forward error correction codes as the
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Figure 3·1: Security gains of coding in case of multipath transmission.
Without coding, eavesdropper can overhear the packet x2 transmitted
over the wireless link, while, eavesdropper cannot decode any packet
uniquely by collecting coded transmissions over the wireless link.
pre-processing step, which provides some level of security in addition to protecting
data against erasures and errors. In particular, they have proposed a scheme based
on coding and encryption, wherein only about 4% of all transmissions are needed
to be encrypted and the rest of transmissions are protected using the coding. They
have shown that an encoding packet with an even number of constituent packets (i.e.,
an even degree) performs similarly to an encrypted packet (in terms of information
preservation) in that an eavesdropper cannot recover any data packet uniquely by
collecting only encoded packets with even degree. We use a similar idea by replacing
the encryption step with transmission through the wired network. In other words,
we assume that the eavesdropper only overhears wireless transmissions, and thus
it cannot extract information from packets transmitted over the wired link. In the
following, we provide details on providing security using coding and hybrid scheduling
inside vehicles.
In order to protect intra-car wireless communication, we propose the use of secure
rateless codes. In order to understand security benefits of coding, let us consider a
simple network in Figure 3·1, consisting of two parallel links with the source node S,
destination node D, and relay nodes R1 and R2. We assume that the path S−R1−D
is wireless, whereas the path S − R2 −D is wireline. Accordingly, the nodes S and
58
D have two interfaces, while the relay nodes have either a wired or wireless interface.
It should be noted that R1 and R2 could be represented as a single node with both
wired and wireless interfaces, but here without loss of generality, we assume they are
distinct nodes.
Now, assume that the goal is to transmit two data units from source S to desti-
nation D. This goal can be achieved by either forwarding data packets uncoded or
by mixing them and transmitting coded packets. Consider now an adversary who
can overhear communication through the wireless channel. If the transmitter sends
packets uncoded (as in the left side of Figure 3·1), the adversary can receive half of
information in this example (i.e., packet x2). In general, the adversary would be able
to receive a fraction of data allocated to the wireless path by the load distribution
algorithm utilized. On the other hand, if the transmission is performed using coding
(as in the right side of Figure 3·1), the adversary may not be able to decode use-
ful information. Therefore, in order to prevent information leakage in such hybrid
wired-wireless networks, the transmitter should avoid sending uncoded packets over
the compromised path.
Secure hybrid scheduling: In a general setting, we consider a scheduling algorithm
wherein the transmitter transmits encoded packets and schedules the encoded packets
based on their degree1. Therefore, the transmitter should avoid sending symbols of
degree 1 (i.e., uncoded symbol) over the wireless link. In particular, assume that there
are a set of k input packets x1, x2, ..., xk at the transmitter and they are mapped into a
potentially unbounded number of output (encoded) packets y1, y2, ..., yn. In practice,
using a good design of the coding algorithm (see, for example, (Luby, 2002)), only
n = (1 + )k number of output packets are needed (for a small value of ). Each of
output packets yi is simply constructed as the bitwise XOR of a subset of the input
1As we described in Chapter 1, the degree of an encoding symbol is defined to be the number of
symbols combined together to form the encoding symbol. For instance, the encoding symbol x1 +x2
is of degree 2.
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packets. A list of the constituent packets of the encoded packet yi is prepended to yi
and transmitted to the receiver. As a canonical representation, the encoding process
can be summarized in the matrix form
yT = GxT ;
wherein x = (x1, x2, ..., xk) is a row vector containing k input packets; and y =
(y1, y2, ..., yn) is the vector of n output packets. Matrix G = [gi,j] is an n× k matrix
such that an entry gi,j is equal to 1 if the i
th output packet has the jth input packet
as its constituent.
Now, assuming that the transmitter generates encoded packets yi’s. In this case,
the hybrid scheduler does not schedule a packet yi with an odd degree (i.e., number of
constituent packets of yi) over the compromised link (i.e., wireless link). In this case,
only packets with an even degree can be overheard over the wireless link, and thus the
eavesdropper can only collect packets with an even degree. Similar to the canonical
representation of encoded packets for the legitimate receiver, we can consider the
formulation of y′T = G′xT from the eavesdropper’s perspective. In this case, y′
includes only a fraction of encoded packets (those with an even degree) and G′ is the
corresponding coefficient matrix wherein each row has an even number of 1’s. Based
on this mechanism of scheduling, we have the following definition from (Byers et al.,
2006):
Definition. (Byers et al., 2006) Function f is packet-independent (pi-) secure if for
all v and uniformly distributed x = (x1, x2, ..., xk), we have:
Pr[xi = v|f(x)] = Pr[xi = v] (3.1)
This definition resembles the same security definition of information-theoretic (un-
conditional) security model in (Stinson, 2001; Rivest, 1997).
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Lemma 1. Secure hybrid scheduling is pi-secure.
Proof. The proof is similar to the proof of Lemma 1 in (Byers et al., 2006). Let us
assume that eavesdropper’s decoding matrix is G′ and it only consists of encoding
packets with an even degree, and thus it has rank less than k (number of input
packets). In this case, any linear combination of rows of G′ with an even degree
would have an even degree as well, and thus they are linearly independent of any row
vector with an odd degree. Considering an input packet as a row with degree one,
one can conclude that the rows of eavesdropper’s matrix are independent of the row
of any input packet, and therefore, eavesdropper’s decoding matrix G′ does not allow
recovery of any input packets xi for i = 1, ..., k.
Within the context of measuring amount of information leakage to an eavesdrop-
per, we note that the eavesdropper is not able to decode any packet uniquely, and the
pi-security (as defined in (3.1)) is achieved. For instance, let us assume that packet
x1 + x2 is collected by the eavesdropper and it has the value of 1 (for the sake of
simplicity, we assume that each packet is a single bit). Therefore, based on value of 1
for x1 + x2, the eavesdropper can deduce that (x1, x2) could be either (1, 0) or (0, 1).
Therefore, x1 or x2 have an equal probability of
1
2
to be 0 or 1. However, it should
be noted that from (3.1), we have
Pr[xi = v, xj = v
′|f(x)] 6= Pr[xi = v|f(x)]Pr[xj = v′|f(x)] = Pr[xi = v]Pr[xj = v′],
because packets xi and xj are potentially dependent through the received linear combi-
nations with even degree. Therefore, from the example and given f(x) = x1 +x2 = 1,
probability of (x1, x2) = (0, 0) is zero, and we have:
Pr[x1 = 0, x2 = 0|f(x)] 6= Pr[x1 = 0|f(x)]Pr[x2 = 0|f(x)] = 1
2
.
1
2
.
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Therefore, collecting encoded packets with an even degree does not allow recovery
of any packet uniquely. Moreover, the entropy of individual input packets does not
reduce at the eavesdropper. However, the entropy of the set of input packets (i.e., if
we consider all satisfying combinations) reduces at the eavesdropper.
In order to combine the secure hybrid scheduler with the queue-based scheduler
described earlier, we use a two-level scheduling based on the queue length on the wired
interface and degree of encoding packets. Figure 3·2 shows the functional diagram
of the hybrid scheduler based on queue length paired with degree-based scheduler.
Moreover, Figure 3·3 graphically shows the order of two-level scheduling policy.
Encoder Scheduler Processor Decoder
Queue length information
Sender application Receiver application
Degree information
Figure 3·2: Hybrid architecture of threshold-based scheduling paired
with the rateless coding.
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Figure 3·3: Scheduling policy based on degree of encoded packets and
length of transmit queue on the wired link
3.2 Performance Evaluation
In this section, we present simulation results of the hybrid scheduler paired with the
secure rateless codes. Our results show that coding provides reliable communication
when there are errors on the CAN bus. Furthermore, coding reduces information
leakage to an eavesdropper, at the cost of higher decoding delay.
3.2.1 Performance Metrics
We adapt the traditional evaluation metrics to investigate the performance of a hybrid
network; namely: delivery rate, delay, number of transmissions (i.e., communication
cost), and packet reordering. In Section 2.3.1, we presented the definition of these
metrics except than the packet reordering. We calculate the packet reordering as
follows.
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Packet reordering In a hybrid communication network, due to different transmis-
sion characteristics across parallel links, packets belonging to the same flow may not
experience the same end-to-end delay. Hence, out-of-order packet delivery occurs.
Traditional packet reordering metrics such as the percentage of out-of-order packets
may not comprehensively capture the extent of reordering situation, and in fact, they
lack in detail. For instance, the percentage of out-of-order packets is often used for
characterizing reordering. However, the percentage is vague. Let’s consider the packet
sequence (1, 3, 4, 2, 5). It is possible to interpret the reordering in these packets in
different ways: (i) packets 2, 3, and 4 are out-of-order, (ii) only packet 2 is out-of-
order, or (iii) packets 3 and 4 are out-of-order. Within this context, several metrics
have been proposed to accurately capture the extent of reordered packets. Here we
explain the Reorder Density (RD) metric (Jayasumana et al., 2008). Reorder density
is a commonly used metric to measure the extent of displaced packet in a network,
and we also use this metric in the simulations. Reorder Density is simply the dis-
tribution of displaced packets normalized to the total number of packets in the flow.
To calculate the distribution, early-delivered packets have negative displacement and
late-delivered packets have positive displacement.
To calculate the reorder density metric, we have the following definitions:
• Receive Index (RI): Receive index is defined to be a value assigned to a packet
when it arrives at the destination, according to the order of arrival. RI is not
assigned to duplicate packets, and it skips the value corresponding to a lost
packet. For real-time calculation of receive index, if a packet is not received
within a threshold it is considered to be lost. However, in the offline calculation
(that we use in the simulations), when the simulation ends the receiver checks
which packets are not received and then RI value skips lost packets. Note that
receive index is the same as the sequence number for a packet, if no reordering
64
happens.
• Displacement (D): Displacement of a packet is the difference between its RI
and its sequence number, i.e., displacement for packet i is RI[i] − i. Thus, an
early packet has a negative displacement, while a late packet has a positive
displacement.
• Displacement Frequency (DF): Displacement frequency DF [k] is the number of
packets with a displacement equal to k.
• Reorder Density (RD): Reorder density is the distribution of absolute value of
displacement, normalized with respect to the total number of received packets.
The RD metric efficiently captures amount and extent of reordering in packets
delivery. The following example illustrates the calculation of the RD metric.
Example: Assume that original packets {1, 2, ..., 8} are transmitted in order.
They are received at the destination in the order of {1, 4, 3, 5, 3, 8, 7, 6}. Note that
when the simulation ends, the receiver checks for lost and duplicate packets. In this
example, packet 2 is lost and packet 3 is received two times. The received index (RI)
is assigned to each received packet according to their order of arrival, while it skips
lost and duplicate packets. For instance, the first receive index is 1 (as packet 1 is
received successfully) that is assigned to the first received packet (i.e., packet 1). The
RI value skips 2 (as packet 2 is lost) and thus RI value of 3 is assigned to the second
received packet (i.e., packet 4). This procedure continues until all received packets
are assigned a receive index as shown in the following table:
Arrival sequence 1 4 3 5 3 8 7 6
Receive index 1 3 4 5 − 6 7 8
Displacement 0 −1 1 0 − −2 0 2
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Simulation time 100 s
Ethernet bandwidth 1 Mbps
Ethernet propagation delay 2 ms
WiFi bandwidth 2 Mbps
Node 1 transmission
duration
Stop upon
completion
Node 1 generation size 1000 packets
Node 1 packet size 1024 B
Node 1 transmission rate 800 Kbps
Node 3 transmission
duration
[0, 100s]
Node 3 packet size 1024 B
Node 3 transmission rate in the range of
[1-800] Kbps
Queue threshold 5
Table 3.1: Simulation setup for the network topology in Figure 3·4
In the next step, displacement is calculated as the difference between arrival se-
quence and the receive index. Finally, reorder density is calculated as the distribution
of absolute value of displacement.
3.2.2 Simulation Results
Next, we present the simulation results of the described hybrid link scheduler as a
function of (i) congestion level on the CAN bus, and (ii) error rate on the CAN bus.
Wired Background Traffic
We consider a hybrid network with four nodes as shown in Figure 3·4. The simulation
parameters are configured as reported in Table 3.1. In this setup, nodes 1 and 2 are
equipped with both wired and wireless transceivers, while nodes 3 and 4 have the
wired interface only. Data flow generated by node 1 is destined to node 2, while data
generated by node 3 is received by node 4.
Generated packets at node 1 are encoded based on random linear coding and
transmitted over the wired or wireless link. We investigate the coding performance as
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Node 1
Node 3 Node 4
Node 2
1 Mbps, 2ms
Figure 3·4: A hybrid network with 4 nodes. Nodes 1 and 2 are
equipped with both wired and wireless interfaces, while nodes 3 and 4
are only connected to the wired interface.
the background traffic generated by node 3 increases. The generated traffic by node 3
mimics the congestion on the CAN bus, and thus by increasing the packet generation
rate at node 3, we can investigate the responsiveness of our hybrid scheduler with
respect to the CAN congestion. In addition to scheduling based on the queue length
on the wired interface, we consider scheduling based on degree of packets as well.
As described earlier, assuming that an eavesdropper overhears wireless transmissions,
we do not schedule packets with an odd degree over the wireless link. Note that an
eavesdropper may not be able to easily get access to the wired network inside vehicles,
and thus we only consider the wireless transmissions as the vulnerability point against
eavesdroppers. In the following, we report performance of the hybrid scheduler in
terms of delay, number of transmissions (i.e., communication cost), eavesdropping
resiliency, and packet reordering.
Delay Figure 3·5 shows the average delay of packets generated at node 1 and re-
ceived at node 2 as the background traffic increases. The measured quantity is the
time elapsing from generation of a packet at the source till its decoding at the des-
tination. From the results, one can see that decoding delay is in the order of sev-
eral seconds, and that delay is almost independent of amount of background traffic.
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Degree-based scheduler increases the average delay as less packets are scheduled over
the wireless link, and thus the average queuing delay is higher. These results imply
that in case of the single wired interface, delay would be higher compared with when
both wired and wireless interfaces are used.
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Figure 3·5: Delay of decoded packets in the case of coding with and
without degree-scheduler. One can see that delay is almost independent
of CAN traffic, and that degree-based scheduler increases delay.
Communication cost Coding schemes are evaluated in terms of the number of for-
ward and feedback transmissions that is needed to achieve 100% reliability. Within
this context, we examine the number of transmissions needed by the hybrid coded
scheduler as the traffic on the CAN bus increases. Figure 3·6 shows the total number
of forward and feedback transmissions needed for full recovery of 1000 input packets
generated at node 1 (see Figure 3·4). As the results show, number of required trans-
missions is almost independent of CAN traffic, noting that number of ACK messages
is about 60% of number of input packets. In the hybrid scheduler, the decoder uses
ACK messages to acknowledge the recovery of all packets that are part of a received
linear combination. Chapter 4 describes this method in detail.
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Figure 3·6: Number of forward and feedback transmissions
Resiliency to wireless eavesdropping Next, we consider the benefits of coding in
terms of security. Using the hybrid scheduler based on queue length, some packets are
scheduled over the wireless link. We assume that wireless transmissions are overheard
by an eavesdropper, while wired transmissions are secured from eavesdropping. In
case of coding, encoded packets are transmitted over the wireless link, and therefore
the eavesdropper need to recover input packets from overheard linear combinations.
Without coding, all packets transmitted over the wireless link can be recovered by the
eavesdropper, while in the case of coding, number of recovered packets depends on the
structure of overheard packets. In order to examine the communication vulnerability
against eavesdropping, we define two metrics:
• Leakage rate per overheard packet: Assume that the total number of packets
transmitted over the wireless link is denoted by n. Out of n transmissions, ne
packets are decoded by the eavesdropper. Therefore, we have:
Leakage rate per overheard packet =
ne
n
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• Fraction of recovered packets: Assume that there are k input packets at the
transmitter, and these k packets are encoded and transmitted over the wired or
wireless link. Out of k packets, ne packets are recovered by the eavesdropper.
Therefore, we have:
Fraction of recovered packets =
ne
k
It should be noted that in the field of information theory there is a well-known
wiretap channel model, wherein secrecy is measured using the concept of mutual
information. The wiretap channel was introduced by Wyner in (Wyner, 1975) and it
is considered as a fundamental model in the study of information-theoretic security.
In principle, this model includes a broadcast channel with one transmitter and one
legitimate receiver and an eavesdropper. Moreover, the physical characteristics of the
channel between the legitimate receiver and the eavesdropper are different (e.g., in
terms of signal to noise ratio). This model is in contrast to Shannon’s assumption
for perfect secure systems wherein the channels between the legitimate receiver and
the eavesdropper are assumed to be noiseless (Chen and Gong, 2012). In this case,
the perfect security is achieved if and only if the entropy of the input message given
the eavesdroppers observation is equivalent to the entropy of the input message; in
other words, the observation of the eavesdropper does not reduce uncertainty in the
message, i.e., it does not provide any information about input message. On the other
hand, the notion of perfect (i.e., strong) secrecy is relaxed in Wyner’s model in that
it only requires the leakage rate of information goes to zero as the block length of
input message goes to infinity.
In particular, weak secrecy is achieved if the rate of mutual information satisfies
lim
n→∞
I(Xk; YnE)
n
= 0. (3.2)
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In this equation, we assume that the sender has k-bit confidential information Xk
transmitted to the legitimate receiver. There is an encoder that maps k bits into
n-bit codewords Yn. The eavesdropper receives the codewords YnE through a noisy
channel. Intuitively, (3.2) measures mutual dependency between what has been sent
and what has been perceived by the eavesdropper, when the block length of codewords
goes to infinity.
In this thesis, we use the intuitive notion of the number of symbols recovered by
the eavesdropper normalized to the number of wireless transmissions or to the number
of input symbols. We note that in our application, the block length is finite and also
we are interested in a quantity that measures the fraction of useful data recovered by
the eavesdropper. In other words, from the Application layer perspective we are only
interested in the number of recovered packets that are in fact successfully decoded by
the eavesdropper.
Figure 3·7 shows the leakage rate per overheard packet on the wireless link. In the
case of degree-based scheduler, there are less packets transmitted over the wireless
link, compared with two other schemes. As the results show, when there is no coding,
all wireless transmissions are recovered by the eavesdropper, and therefore the leakage
rate is qual to 1 in this case. On the other hand, coding restricts the eavesdropper
and the fraction of recovered packets decreases. Degree-based scheduler reduces the
leakage rate of information to zero.
Figure 3·8 shows the simulation result of fraction of recovered packets by the
eavesdropper as the background traffic increases. One can see that by increasing the
background traffic, more packets are scheduled over the wireless link, and thus the
eavesdropper overhears more packets. However, in the case of coding, the eavesdrop-
per should recover the original packets from overheard linear combinations, and thus
leakage rate is smaller than when there is no coding. Similar to the previous re-
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Figure 3·7: Leakage rate per overheard packet over the wireless link
sult, Degree-based scheduler reduces the leakage rate to zero. Therefore, while using
the degree-based scheduler some trade-off emerge: it provides more resiliency against
eavesdroppers, while it has higher decoding delay and requires more transmissions
to achieve 100% reliability. Finally, it should be noted that our coding scheme does
not introduce considerable amount of overhead, in contrast to cryptographic schemes
that usually require high communication/computation overhead.
Packet reordering Although coding can provide high reliability and robustness
independent of the CAN traffic, it can cause packet reordering at the receiver. Figure
3·9 shows the reorder density of packets decoded at node 2 with a background traffic
of 400 Kbps. As the results show, coding can cause some packets to be decoded out of
order. In case of coding, out-of-order delivery is replaced with out-of-order decoding.
A key point is that coding make the amount of reordering almost independent of
physical characteristics of hybrid channels. Out-of-order decoding is mostly governed
by the encoding scheme in that at any step, which packets need to be included in
the encoded packet. Design of such codes that mitigate out-of-order recovery is an
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Figure 3·8: Leakage rate when number of recovered packets are nor-
malized to the number of input packets
Figure 3·9: Reorder density of recovered packets
interesting direction for future works.
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Figure 3·10: Decoding delay as the CAN error rate increases
Receiver Errors on the CAN Bus
Next, we investigate the performance of the hybrid scheduler when there are errors
on the CAN bus, i.e., CAN receiver may receive a message erroneous with a given
rate. In this part, we only consider the coding without degree-based scheduler.
Delay Figure 3·10 shows the decoding delay of successfully recovered packets as the
receiver error rate at node 2 increases. As the results show, the average delay with
coding is higher than without coding, and it increases with the CAN error rate.
Reliability Figure 3·11 shows delivery rate of the hybrid scheduler when coding is
used compared with when there is no coding. The CAN error rate is measured on
the basis of packet. As the results show, rateless coding guarantees the delivery rate
of 100%, regardless of channel conditions. The rateless encoder generates as many
encoded packets as needed for successful recovery of all input packets.
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Figure 3·11: Delivery rate of packets as the CAN error rate increases
Figure 3·12: Number of transmissions needed for successful recovery
of all input packets as the CAN error rate increases
Communication cost Rateless codes provide reliability by generating as many
encoded packets as needed for full recovery. Figure 3·12 shows number of forward
and feedback transmissions as the CAN error rate increases. As the results show,
increasing the error rate increases the number of transmissions, as expected; noting
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that reliability of 100% is achieved.
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Chapter 4
Rateless Codes with Constrained
Feedback
In this chapter, we investigate the performance of rateless erasure codes when there
are some feedback information available from the decoder back to the encoder. In
particular, we introduce the Delete-and-Conquer rateless coding approach that is
based on a parsimonious use of the feedback channel. In this case, the encoder
learns which symbols have been decoded, and those symbols will be assigned with a
selection probability of zero for subsequent encodings. This coding scheme is suitable
for applications with limited feedback capacity such as satellite networks (Byers et al.,
2002), as we require the decoder to opportunistically send just one bit of feedback
(plus some header information) when certain conditions are met. We empirically
show that such small amount of feedback from receiver back to the transmitter can
significantly improve the coding performance.
In a rateless coding framework, we assume that an encoder (broadcaster) has k
input symbols to transmit to all receivers over an erasure channel, and that there
exists a feedback channel through which receivers can send some information back to
the encoder. In contradistinction to the previous works, we do not assume that the
feedback channel is high bandwidth and error-free; instead, we strive for a limited
use of the feedback channel. For the sake of clarity, we restrict our attention to the
scenarios with one broadcaster and one receiver, although we do briefly describe the
applicability of our codes to the cases of multiple receivers. Note that we base our
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codes on the LT degree distributions in order to accommodate cases where feedback is
extremely limited or completely unavailable, in which case we fall back to the standard
LT performance, although the same methodology can apply to other rateless codes
in the literature.
The material of this chapter are adapted, in part, from the publications (Hashemi
et al., 2013b; Hashemi and Trachtenberg, 2015).
4.1 Delete-and-Conquer Rateless Codes
4.1.1 Primitive Form
In many communication systems, the bandwidth is mainly provisioned for forward
transmissions, and, therefore, it is advantageous to design feedback-based codes with
a nominal utilization of the back channel. Within this context, we develop Delete-
and-Conquer codes wherein the decoder is allowed to transmit one bit feedback for
a small fraction of received encoding symbols, when certain conditions are met. Our
approach uses feedback messages containing the distance of received symbols to the
set of already recovered symbols at the receiver. Definition of distance quantity is as
follows:
Definition. Given a set of recovered symbols C and an encoding symbol y that has a
set of neighbors A, the distance between y and C is defined as:
dist(y, C) =
∑
xi∈A
1xi /∈C ,
where 1x is an indicator function that is equal to 1 if and only if x is true.
Based on the definition of distance metric, a distance 0 happens if and only if all
neighbors of the received encoding symbol have already been decoded. Similarly, a
distance 1 occurs in the case that there is only a single undecoded neighbor, which can
78
Input symbols Output symbols Distance Feedback
x1, x2, x3, x4 y1 = x1 + x2 2 %
x1, x2, x3, x4 y2 = x1 + x4 2 %
x1, x2, x3, x4 y3 = x4 1 !
x1, x2, x3 y4 = x1 + x2 0 !
x3 y5 = x3 1 !
Table 4.1: An example of the Delete-and-Conquer coding scheme
based on sending a feedback message in case of distance 0 or 1.
then be recovered uniquely. In other words, a distance of 0 or 1 provides information
about the recovery of neighbors that are part of a received linear combination.
Example: Suppose that 4 input symbols xi (i = 1, ..., 4) are encoded and trans-
mitted in the following order: y1 = x1 + x2, y2 = x1 + x4, y3 = x4, y4 = x1 + x2, and
y5 = x3
1. Based on distance definition, y1 and y2 would have distance 2, y3 distance 1,
y4 distance 0 (as x1 and x2 will be decoded after receiving y3), and y5 distance 1. The
Delete-and-Conquer scheme therefore transmits a feedback message after receiving y3
and then after y4 signalling that x4, x1, and x2 (in that order) have been decoded and
can be excluded from subsequent transmissions. After excluding these symbols, only
x3 remains at the encoder, and thus y5 includes only x3 as a neighbor. The whole
process is summarized in Table 4.1.
Encoder
A Delete-and-Conquer encoder performs similar to the LT encoder in that it first
picks a coding degree d from the degree distribution. However, in the second step
the encoder selects d symbols from a subset of input symbols. Specifically, upon
receiving a feedback message, the encoder assigns a selection probability of zero to
the neighbors of the acknowledged encoding symbol, while remaining symbols would
1For the sake of clarity, we assume that encoding and decoding are performed over the field F2.
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Algorithm 1 Delete-and-Conquer Encoding (x1, x2, .., xk)
1: z ← 0 and m← 0 . z: number of recovered symbols at the decoder
2: . m: number of deleted symbols at the encoder
3: A ← {x1, x2, ..., xk} and B ← ∅
4: while z < k do
5: Pick a coding degree d from the distribution Ωk−m
6: Select d symbols uniformly at random from set A
7: Send symbol y as XOR of d selected symbols
8: if feedback(y) = true then
9: S ← Neighbors of y
10: B ← B ∪ S
11: m← |B|
12: A ← A \ B
13: end if
14: if Terminate = true then
15: z = k
16: end if
17: end while
have an equal selection probability. Intuitively, the encoder deletes recovered symbols
and continues with a smaller block of symbols; in so doing, the encoder also rescales
the primary degree distribution (e.g., the Robust Soliton distribution denoted by
Ωk) to the smaller set of input symbols with size k −m, in which m is the number
of deleted symbols. Excluding recovered symbols from future transmissions reduces
the computational complexity at the encoder and decoder. Algorithm 1 gives the
pseudo-code of the Delete-and-Conquer encoding scheme.
Decoder
Based on the definition of distance quantity, a Delete-and-Conquer receiver transmits
feedback messages only in case of distances 0 or 1. Assuming that an encoded symbol
y is received by the receiver and the set of decoded symbols is C, then if the distance
between y and the set C is equal to 0 or 1, then all neighbors of y have been decoded
(distance 0) or can be decoded by an exclusive or operation (distance 1). Under such
cases, the receiver transmits one bit as a feedback message to inform the transmitter
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Algorithm 2 Delete-and-Conquer Decoding of k symbols
1: C ← ∅ . C: set of recovered symbols at the decoder
2: while |C| < k do
3: y ← Received encoded symbol
4: if Distance(y, C) = 0 or 1 then
5: Send a feedback and set feedback(y) true
6: end if
7: call Peeling-Decoder
8: Update C
9: if |C| = k then
10: Terminate = true
11: end if
12: end while
13:
14: function Distance(y, C)
15: distance ← 0
16: for all neighbors xi of y do
17: if xi /∈ C then
18: Increment distance
19: end if
20: end for
21: return distance
22: end function
that all neighbors of the previously received symbol are decoded and can be excluded
from future transmissions. The pseudo-code of the Delete-and-Conquer decoding is
provided in Algorithm 2.
The benefits of the Delete-and-Conquer scheme are twofold compared to the pre-
vious feedback-based methods described in Section 1.3: (i) we use limited amount
of distance-type feedback messages, which are sent only in the cases of distance 0 or
1, and (ii) our scheme reduces the average degree of encoding symbols by excluding
the recovered symbols from future transmissions, in addition to changing the degree
distribution. Note that although the work in (Sørensen et al., 2012) is similar to our
approach by excluding recovered symbols, its goal is to design a “good” degree dis-
tribution after each deletion step, and, in addition, their scheme feeds back messages
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to inform the transmitter about the exact ID of recovered input symbols, which may
require a significant communication overhead for the feedback channel.
Probabilistic Feedback
In case of severe constrained feedback, we add the mechanism of probabilistic feed-
back control, in which feedbacks are only transmitted with a given probability. An
optimal feedback probability can be determined according to the capacity of back
channel and the cost of feedback transmission. For instance, Figure 4·1(a) shows the
simulation results of coding overhead (i.e., number of forward transmissions normal-
ized with respect to the number of input symbols) as the probability of sending 0
and 1 feedbacks increases. The results illustrate that when the probability of sending
0 and 1 distance feedbacks increases, amount of forward communications decreases.
On the other hand, as Figure 4·1(b) shows, the (normalized) number of transmitted
feedback messages increases with the probability, as expected. Therefore, by adjust-
ing the probability of feedback transmission, the decoder would be able to trade off
over the forward and feedback transmissions.
Note that the Delete-and-Conquer encoder learns about the recovered symbols
using a light-weight feedback and excludes the recovered symbols from subsequent
transmissions. Alternatively, the receiver can send the identity of recovered symbols
back to the transmitter. In this case, however, total amount of feedback (up to
k log(k) bits) is larger than the Delete-and-Conquer scheme. In fact, Figure 4·1(b)
experimentally shows that total amount of feedback sent by the Delete-and-Conquer
decoder is strictly less than k bits.
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Figure 4·1: (a) Number of forward transmissions (normalized to the
number of input symbols) needed by Delete-and-Conquer codes as the
probability of sending feedback increases (b) Number of feedback (nor-
malized to the number of input symbols) as the probability of sending
feedback increases.
Multiple Receivers
Traditional rateless codes make no use of the feedback channel, which make them
applicable to the broadcast scenarios; on the other hand, exploiting feedback-based
coding schemes under such scenarios may not be straightforward, as we assume that
the transmitter broadcasts the encoded symbols to the receivers, and that there ex-
ists a dedicated feedback channel between each receiver and the transmitter. In the
Delete-and-Conquer scheme, excluding a subset of recovered symbols from the sub-
sequent transmissions may increase the total number of transmissions, but it does
not impede coding progress. In particular, for the case of no exclusion, Delete-and-
Conquer will reduce to the traditional LT codes. Therefore, for the multiple receivers
scenario, if the set of symbols labeled decoded is not the same across the receivers,
the transmitter will exclude those symbols that are decoded by all receivers. In the
worst case, no symbol is dropped from the encoding set, which reduces the Delete-
and-Conquer codes to the original LT codes.
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4.1.2 General Form
The Delete-and-Conquer solution for constrained feedback cases can be generalized
to the scenarios with a low-cost feedback channel, which provides the possibility of
transmitting a feedback message for each received symbol. In the generalized version
of the Delete-and-Conquer scheme, each forward transmission triggers a feedback
message, containing the distance information; the encoder then processes the collected
distance information to infer which symbols have been decoded up to the current step,
and exclude those symbols from future transmissions. In order to process distance
information, we propose a distance graph structure to find the recovered symbols.
One may argue that it is possible to simply send an ACK (without distance in-
formation), based on which the transmitter can learn about the recovered symbols;
but under such circumstances, coding may not be even necessary for point-to-point
communications. If the ACK channel is error-prone, then the coding can improve per-
formance, as it potentially prevents from retransmission of already received symbols,
in the cases of ACK loss. Moreover, distance-type feedback messages are applicable
to the broadcast scenarios as discussed in the previous section, while a simple ACK
method may not fit into those cases.
Bipartite Distance Graph
In the general form of the Delete-and-Conquer scheme, the goal of the encoder is to
label each input symbol as either “decoded” or “not-yet-decoded” in a manner that
is consistent with distance information, noting that there may be more than one such
valid labeling. We therefore propose the use of a bipartite distance graph, which is
depicted in Figure 4·2(a) for a simple example with two consecutive encoding symbols
y1 and y2. In this graph, input symbols are shown on the top and the encoding symbols
on the bottom; each encoding symbol is connected to its neighbors through an edge
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x1 x2 x3 x4 x5 x6
y1 y2
1 1 1 1 2 2
(b) After applying the Case 1 labeling
Figure 4·2: Case 1: Full-distance (a) The encoding symbol y2 =
x4 +x5 +x6 has full distance 3 to the current state of decoder. (b) The
distance graph of (a) after one time running of Case 1 labeling.
with a weight equal to the distance of that encoded symbol from the set of already
decoded symbols. For example, y1 is of distance 2 from the decoded set, meaning
that only two of the input symbols x1, x2, x3, x4, x5 are not known at the decoder.
Our labeling proceeds recursively, relying on two cases where the distance informa-
tion fed back from the receiver to the transmitter provides unambiguous information
on which symbols have been decoded at the receiver. The first case occurs when the
distance of the encoded symbol is equal to its degree (number of neighbors), in which
case none of the symbol’s neighbors are known at the decoder (full-distance). The
second case occurs when the distance of the encoded symbol is 0, implying that all
of the neighbors are known at the receiver (zero-distance).
Case 1 (Full-distance): In this case, we start with an encoding symbol whose
distance is equal to the coding degree (full-distance), e.g., y2 in Figure 4·2(a). The
labeling algorithm finds neighbors of this encoding symbol with degree more than one,
such as x4, and deletes the edge between y2 and x4 together with any edge connecting
x4 to other encoding symbols. Accordingly, the algorithm reduces the weight of
edges from involved encoding symbols by one unit, resulting in Figure 4·2(b). This
algorithm continues until there is no encoding symbol whose distance is equal to its
degree, whereupon all input symbols with weight zero (e.g., x1, x2, and x3 in this
85
x1 x2 x3 x4 x5 x6
y1 y2 y3
1 1 1 2 2 2 0 0
(a) Before applying the Case 2 labeling
x1 x2 x3 x4 x5 x6
y1 y2 y3
1 1 1 2 2 0
(b) After applying the Case 2 labeling
Figure 4·3: Case 2: Zero-distance (a) In Case 2, there exist some
symbols with distance 0. (b) The distance graph of (a) after applying
Case 2 algorithm. Case 1 algorithm can be used for this graph, declaring
the symbols x1, x2, x5, and x6 as decoded symbols.
example) can be labeled “decoded” and excluded from future encodings.
Case 2 (Zero-distance): In this case, there exists an encoding symbol with
distance 0, implying that all of its neighbors have already been decoded and can be
excluded from the future transmissions, as in Figure 4·3(a) for encoding symbol y3.
The Case 2 labeling algorithm repeats (until exhaustion) by identifying a symbol
of distance 0 and then finding its neighbors that have degree more than one, e.g.,
x5, deleting all edges from the encoding symbol to these neighbors, together with
edges coming out of these neighbors (resulting in Figure 4·3(b), for which Case 1 now
applies, allowing the encoder to infer that the symbols x1, x2, x5, and x6 are decoded
and can be excluded from future transmissions).
4.1.3 Coding Analysis
In this section, we provide the analysis results of the Delete-and-Conquer scheme,
including the asymptotic behavior, an analytical illustration of the benefits of feedback
for small block lengths k = 2 and k = 3, and the maximum likelihood decoder analysis.
We maintain the assumption that initially there exist k input symbols and at some
point, the encoder deletes m symbols and continues with a smaller set of k−m input
symbols. We define the Delete-and-Conquer degree distribution as follows:
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Figure 4·4: Dynamic behavior of the number of input symbols at the
Delete-and-Conquer encoder
Definition. The Delete-and-Conquer distribution is given by
Ωk,m(i) = Ωk−m(i) for i = 1, ..., k −m, (4.1)
where m is the number of deleted symbols and Ωk−m is the Robust Soliton distribution
in (1.1) calculated over k −m symbols.
We may straightforwardly adapt the results of (Luby, 2002) to see that the av-
erage degree of an encoding symbol under the distribution Ωk,m is given by D¯ =
O(ln(k−m)), and its computational complexity is O ((k −m) ln k−m
δ
)
. Furthermore,
an encoder that deletes m symbols out of k symbols, needs to transmit at most
k −m+O
(√
k −m ln2
(
k −m
δ
))
(4.2)
symbols so that the decoder be able to decode all input symbols with probability at
least 1− δ.
Considering Equation (4.2), we can graphically show the dynamic behavior of the
number of symbols available at the encoder in Figure 4·4. In particular, we assume
that after t1 forward transmissions, there is a single feedback message notifying the
recovery of m1 input symbols. Next, these m1 recovered symbols are dropped from
the coding window. After deleting m1 symbols, our problem is reduced to a problem
with k−m1 symbols. We can extend this assumption such that, for example, after t2
forward transmissions, m2 symbols (in total) are dropped from the coding window. In
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Figure 4·4, we assume that there are L feedbacks in total such that after feedback ti,
mi symbols are dropped from the coding window. As an extreme case, let us assume
that there is only a single feedback at time t1, which in turn, notifies the recovery of
m1 symbols.
Lemma 2. Given the Delete-and-Conquer coding scheme with degree distribution
Ωk,m1, and given a feedback transmission after t1 forward transmissions, the Delete-
and-Conquer encoder requires at most
t1 + k −m1 +O
(√
k −m1 ln2
(
k −m1
δ
))
(4.3)
forward transmissions to recover all k input symbols.
Proof. We assume that the feedback message notifies the recovery of m1 input sym-
bols, and thus they are excluded from the subsequent transmissions. Thereafter, we
have the classical LT coding problem with k −m1 input symbols. In this case, the
encoder requires k − m1 + O
(√
k −m1 ln2
(
k−m1
δ
))
more forward transmissions in
order to successfully recover all k input symbols. Therefore, in total the encoder
needs the sum of forward transmissions before the feedback and after the feedback
(i.e., classical LT coding) and the lemma statement is concluded.
In order to quantify amount of savings using the Delete-and-Conquer scheme
compared with the LT codes, we need to relate the number of deleted symbols (i.e.,
m1) to the number of forward transmissions up to the point of m1 deletions (i.e.,
t1). Deriving such a relation requires an exact calculation of decoding progress at the
decoder side and is usually treated as a hard problem to solve for finite block lengths.
This is mainly due to the random nature and flexibility of encoding algorithm to
choose constituent symbols of an encoding symbol. However, it should be noted that
there have been previous works (see, for example, (Sanghavi, 2007)) that establish a
relation between the number of received encoding symbols and number of recovered
symbols when the block length k goes to infinity.
For a finite block length k, we note that m1 ≤ t1 because number of symbols
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recovered (and thus deleted) can be at most equal to the number of forward encoded
transmissions. It should be noted that as the degree distribution becomes more sparse
(i.e., average degree of encoded symbols (D¯) is small) m1 converges to t1; in other
words, m1
t1
→ 1 as D¯ → 1. On the other hand, the O (√k −m1 ln2 (k−m1δ )) term in
(4.3) does not include a factor of t1, and thus its value always decreases as a function
of m1. Overall, if we assume that m1 is in the same order of t1 (i.e., m1 ≈ t1), we
conclude that a single feedback at time t1 can potentially reduce the total number
of transmissions. In the case of m1 = 0, our method falls back to the original LT
codes, but one can notice that as the number of recovered symbols (i.e., parameter m1)
increases, performance metrics of the Delete-and-Conquer becomes better. Therefore,
the Delete-and-Conquer performance reduces to the standard LT codes when there
is no feedback, though our simulation results show that it significantly reduces the
number of transmissions needed for the receiver to decode all input symbols. For
instance, if only degree 1 encoding symbols are transmitted, then the Delete-and-
Conquer approach avoids the coupon collector phenomenon (Motwani, 1995) in that
it deletes decoded symbols from future encodings. In this case, we have mi = ti (for
i = 1, 2, ..., L).
We can also consider some special cases for the Delete-and-Conquer codes per-
formance. For example, worst case performance of the Delete-and-Conquer happens
when there is no feedback. In particular, if there is no feedback messages Delete-
and-Conquer codes converge to the traditional LT codes. Figure 4·1(a) shows the
performance of Delete-and-Conquer codes as the probability of sending feedback in-
creases from 0 to 1. It should be noted that, however, we consider only the number
of forward transmissions.
In the best case scenario (in terms of the number of forward transmissions), there
is a feedback transmission after each forward transmission. In this case, Delete-and-
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Conquer method converges to the traditional ARQ methods, and for the successful
delivery of k packets, 2k transmissions are needed in total (i.e., k forward and k feed-
back transmissions). Figure 4·5(a) compares performance of the Delete-and-Conquer
codes with the LT and ARQ methods. As it can be seen, number of forward trans-
missions needed by the Delete-and-Conquer codes are bounded with the LT and ARQ
methods. Therefore, we can have the following bounds (from experimental results) on
the number of forward transmissions (i.e., nDel) needed by the Delete-and-Conquer
scheme:
k ≤ nDel ≤ k +O
(√
k ln2
(
k
δ
))
. (4.4)
The lower bound is simply based on the fact that one cannot transmit k units of
information with less than k number of transmissions. The upper bound is simply
the number of forward transmissions needed by the LT scheme in order to be able to
recover k symbols with a failure probability δ.
Furthermore, Figure 4·5(b) shows the total number of forward and feedback trans-
missions needed by the Delete-and-Conquer codes in order to successfully decode all
input symbols. From the results one can see that our method (slightly) outperforms
the LT and ARQ methods in terms of total number of transmissions.
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Figure 4·5: (a) Number of forward transmissions needed by LT,
Delete-and-Conquer, and the ARQ methods (b) Number of total (for-
ward and feedback) transmissions needed by these schemes as the num-
ber of input symbols (i.e., k) increases.
Short Block Length Analysis
Next, we precisely analyze the performance of Delete-and-Conquer codes for very
short block lengths k = 2 and 3. Although such small block lengths are far from
practical values, they can provide some insight into the Delete-and-Conquer scheme.
For larger block lengths, our exact calculation of overhead in terms of degree proba-
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bilities becomes unwieldy.
Block length k=2 As the first scenario, we consider the block length of k = 2
symbols, in which two input symbols x1 and x2 are encoded. We assume that the
probability of degree 1 transmission is equal to 2p, and the probability of degree 2
transmission is 1− 2p. Therefore, an encoded symbol is equal to x1 or x2 each with
probability p, and x1 + x2 with probability 1− 2p.
Lemma 3. For the block length k = 2, if the probability of degree 1 transmission is
2p, then the Delete-and-Conquer codes require an expected number of 4p
2+1
2p
forward
transmissions and 2p feedback transmissions for successful decoding.
Proof. A Delete-and-Conquer decoder can successfully decode two symbols within
n = 2 transmissions under the following possibilities for the received symbols:
{x1, x2}, {x2, x1}, {x1 + x2, x1}, {x1 + x2, x2}.
The probability of terminating after two transmissions is obtained as 4p− 4p2. Simi-
larly, the decoder would successfully recover x1 and x2 within n ≥ 3 transmissions in
the case of the following received symbols:
{
n−1 symbols︷ ︸︸ ︷
x1 + x2, ..., x1 + x2, x1}, {
n−1 symbols︷ ︸︸ ︷
x1 + x2, ..., x1 + x2, x2}.
The probability of successful recovery in this case would be:
Q(n) = (1− 2p)n−1 (p+ p) , n ≥ 3;
and therefore, the expected number of forward transmissions for the Delete-and-
Conquer scheme is equal to:
n¯Del = 2(4p− 4p2) +
∞∑
n=3
nQ(n) =
4p2 + 1
2p
. (4.5)
To calculate the expected number of feedbacks transmitted, we note that one
feedback is transmitted only in the cases of received symbols {x1, x2} and {x2, x1} each
happens with probability p, and thus the expected number of feedbacks transmitted
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would be 2p. Note that the last feedback message is excluded from the count, as it is
also needed by other coding schemes to stop the encoder from further transmissions.
Theorem 1. For the block length k = 2, the Delete-and-Conquer codes provide a
savings of 2p
2
1−p in forward transmissions compared with the LT codes.
Proof. First, we calculate the expected number of transmissions required by the LT
codes to recover all symbols. To this end, we obtain the probability of full recovery
within n ≥ 2 transmissions. For instance, in the case of n = 2, the decoder should
receive one of the following combinations to successfully recover x1 and x2:
{x1, x2}, {x1, x1 + x2}, {x2, x1}, {x2, x1 + x2}, {x1 + x2, x1}, {x1 + x2, x2}.
Accordingly, the probability of decoding within two transmissions can be calculated
as 4p − 6p2. For a general case of n transmissions, one can see that the probability
of recovery within n transmissions is:
P (n) = 2pn−1 (p+ (1− 2p)) + (1− 2p)n−1 (p+ p) ;
and hence, the expected total number of transmissions is:
n¯LT =
∞∑
n=2
nP (n) =
4p2 − p+ 1
2p(1− p) . (4.6)
Using (4.5) and (4.6), expected amount of savings n¯LT − n¯Del is obtained.
Lemma 4. Assuming that for the block length k = 2, each transmission through the
forward channel has a cost of C1, while each feedback transmission has a cost of C2,
then the inequality
1− p
p
≤ C1
C2
specifies the economical region of transmitting feedback.
Proof. Using Theorem 1, it would be worthwhile to send feedback messages rather
than sending more encoded symbols if the following inequality holds:
2pC2 ≤ 2p
2
1− pC1 ⇒
1− p
p
≤ C1
C2
.
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Figure 4·6: The colored area specifies the economical region of feed-
back transmission using the Delete-and-Conquer scheme for k = 2 input
symbols.
The colored area in Figure 4·6 shows the region for which this inequality holds.
Lemma 5. Maintaining the same assumption of transmission cost C1 through the
forward channel, and cost C2 for sending a feedback message, 2p
∗ =
√
C1
C1+C2
is the
optimal probability for degree 1 symbols using the Delete-and-Conquer codes.
Proof. According to the Lemmas 1 and 2, the expected total cost Ct of transmissions
in both directions is obtained as Ct =
4p2+1
2p
C1 + 2pC2. Minimizing Ct with respect
to probability p leads to the lemma statement.
Based on the costs C1 and C2, the following special cases are noted:
• If C2 = 0 or C1  C2 ⇒ 2p∗ = 1; it is optimal to only use degree 1 symbols.
• if C2  C1 ⇒ 2p∗ → 0; sending degree 1 symbols incur high transmission costs,
due to an “expensive” feedback channel.
• If C2 = C1 ⇒ 2p∗ = 1√2 .
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Figure 4·7: State space of the Delete-and-Conquer scheme with 3
input symbols. The four states inside the box are considered as a single
state. Notation xixj represents the symbol xi+xj, and dotted red lines
represent transitions with a feedback.
Block length k=3 For the block length k = 3, the authors in (Hyytia et al., 2007)
have derived the expected number of encoding symbols required by the LT codes for
full recovery. In this model, the set of received symbols at the decoder defines a state
of an absorbing Markov chain, and the process (i.e., transmission of encoded symbols)
ends when it reaches to the absorbing state that includes all input symbols decoded.
We similarly adapt this approach to obtain the Markov chain for the Delete-and-
Conquer scheme with 3 input symbols. The corresponding Markov chain shown in
Figure 4·7, includes states up to the permutations of input symbols, e.g., two states
{x1, x2 + x3} and {x2, x1 + x3} are isomorphic and it is enough to consider a single
unique state for each group of isomorphic states. In this figure, darker states are
irreducible by the decoder in that no symbol can be further recovered, whereas other
states can be immediately reduced by the decoder to the darker ones. By constructing
the state transition matrix P as
P =
(
Q R
0 I
)
,
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we can compute the expected number of steps (transmissions) from the initial state to
the absorbing state {x1, x2, x3}. In the notation, matrix Q represents the transition
probabilities between transient states, R denotes the probabilities between transient
states and the absorbing state, and I is an identity matrix.
Theorem 2. For the block length k = 3, given that pj is the probability of transmitting
an encoded symbol with degree j, the expected number of transmissions required by the
Delete-and-Conquer scheme for successful decoding is:
n¯Del =
1
p1
+
p2
3p1 + 2p2
+
p22
p1 + p2
− 8p
3
2
(p1 + 2p2)(p2 − 3) +
3p1 − 4p2 + 3p1p2 − 3p32 + 3
3− p2 .
(4.7)
Proof. In an absorbing Markov chain with a transition matrix P and the fundamental
matrix
N = I + Q + Q2 + ... = (I−Q)−1,
the expected number of steps (transmissions) from the initial state to the absorbing
one is:
n¯ = pi0Nc, (4.8)
where pi0 = (1 0 ... 0) is the initial probability corresponding to the state of no symbols
been transmitted, and c = (1 .. 1)T (Ross, 2006). From Figure 4·7, we obtain matrix
P as:
P =

0 p1 p2 p3 0 0 0 0 0 0
0 0 0 0 p′1 0 0 p
′
2 0 0
0 0 p2
3
0 0 p3 2p1
3
p1
3
2p2
3
0
0 0 0 p3 0 p2 0 p1 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 p2+3p3
3
0 p1
3
2p2
3
2p1
3
0 0 0 0 0 0
p′1
2
0 0 1− p′1
2
0 0 0 0 0 0 0 1− p′1 0 p′1
0 0 0 0 0 0 0 0 1− p1 p1
0 0 0 0 0 0 0 0 0 1

where we assume that after each symbol deletion at the encoder, the probabilities
are normalized by dividing by the sum of the remaining degrees. For instance, after
one exclusion, p′1 , p1p1+p2 and p
′
2 , p2p1+p2 would be the probability of degrees 1 and 2
transmissions respectively. This leads to the theorem statement.
The expected number of transmissions for the LT codes has been derived in (Hyy-
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tia et al., 2007) as follows:
n¯LT =
1
p1
+
6p1
p1 − 3 +
18p1
(3− p2)(3− 2p1 − p2) +
9p1
2(p1 + p2)(3p1 + 2p2)
. (4.9)
If the encoder uses only degree 1 symbols (i.e., p1 = 1), the expected number of
required symbols for the LT codes is n¯LT = 5.5, illustrating the effect of the coupon
collector’s problem; on the other hand, Delete-and-Conquer scheme requires only
n¯Del = 3 encoded symbols, which is the minimum possible number of forward trans-
missions. It should be noted that in this case, Delete-and-Conquer scheme turns
into a no-coding ARQ method. An optimization in (Hyytia et al., 2007) results in a
minimum number of 4.046 forward transmissions (with p1 = 0.524, p2 = 0.366, and
p3 = 0.109) for the LT codes, whereas Delete-and-Conquer coding with these same
probabilities yields a total number of n¯Del = 3.678 forward transmissions. In general,
we numerically compare (4.7) to (4.9) in Figure 4·8 to see that Delete-and-Conquer
scheme can decrease the total number of forward transmissions up to 2.4-fold.
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Figure 4·8: The ratio of total number of required symbols by LT codes
to that of Delete-and-Conquer codes as the degree probabilities change.
Theorem 3. For k = 3 input symbols, the expected number of feedbacks transmitted by
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the Delete-and-Conquer scheme before conclusion (i.e. not including the termination
signal) is:
f¯Del =
3p1
3p1 + 2p2
+
6p1
3− p2 +
p21
p1 + p2
− 2p1. (4.10)
Proof. In an absorbing Markov chain, the probability of ever visiting state j when
starting at a transient state i is the entry hij of the matrix H = (N− I)N−1dg , where N
is the fundamental matrix and Ndg is the diagonal matrix with the same diagonal as
N, and I is an identity matrix (Ross, 2006). In Figure 4·7, a feedback is transmitted
when transitions along the dotted-line occur, e.g. a transition from the state 1 to state
2. Accordingly, the probability of such transitions, and hence the expected number
of feedbacks transmitted is given by:
f¯Del = h12 + h12h25 + h13h37 + h13h38 + h14h48;
from which the result follows.
Based on Theorem 2 and 3, we can calculate the optimal probability values p∗1 and
p∗2 (and p
∗
3 = 1 − p∗1 − p∗2) that minimize the total number of forward and feedback
transmissions needed by the Delete-and-Conquer scheme. In other words:
(p∗1, p
∗
2) = arg min
(p1,p2)
[
n¯Del + f¯Del
]
;
which results in (p∗1, p
∗
2) = (0.644, 0.206) (and p
∗
3 = 0.150) with a minimum number of
total transmissions 4.7247. In this case, we simply considered the sum of forward and
feedback transmissions. In a more general sense, we can assume that each transmis-
sion through the forward channel has a cost of C1, while each feedback transmission
has a cost of C2. Therefore, the optimal probability values can be calculated as:
(p∗1, p
∗
2) = arg min
(p1,p2)
[
C1n¯Del + C2f¯Del
]
.
Moreover, in comparison with the LT codes, one can notice that it is worthwhile to
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send feedback if:
C1n¯Del + C2f¯Del ≤ C1n¯LT ⇒ f¯Del
n¯LT − n¯Del ≤
C1
C2
,
where n¯Del, n¯LT , and f¯Del are calculated in (4.7), (4.9), and (4.10).
Maximum Likelihood Decoder Analysis
In this section, we derive an upper-bound on failure probability of the maximum
likelihood (ML) decoder when used with the Delete-and-Conquer codes. We assume
that there are k input symbols at the transmitter, and that n encoding symbols
are received over a binary erasure channel (BEC). The ML decoding over a BEC
is equivalent to recovering k information (input) symbols from n received encoding
(output) symbols. Without loss of generality, we assume that each symbol is one bit;
x is a row vector containing k input bits; and y is the vector of n output bits. Matrix
G = [gi,j] is an n× k adjacency matrix of the decoder graph, such that an entry gi,j
is equal to 1 if the ith output node has the jth input node as a neighbor. The ML
decoder is then equivalent to solving a system of linear equations (with unknowns x
and received symbols y) of the form:
GxT = yT . (4.11)
Encoding symbols with a distance of 0 or 1 trigger a feedback message that causes
the corresponding symbols to be excluded from future transmissions. Excluding the
recovered symbols from subsequent transmissions is equivalent to setting the subse-
quent elements of the corresponding columns in G to zero. For instance, Figure 4·9
shows a realization of the matrix G in which the first feedback message acknowledges
recovery of x2. Thereafter the second column of G (i.e., the shaded part) is set to
zero.
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Figure 4·9: Decoder matrix and the location of feedback transmission
The ML decoder failure is equivalent to the event that the adjacency matrix G in
(4.11) is not of full rank. Let pe be the probability that an input bit j (for an arbitrary
j ∈ {1, 2, ..k}) is not recoverable under the ML decoding rule. From (Rahnavard et al.,
2007):
pe = Pr
{∃x ∈ GF (2k), xj = 1 : GxT = 0T} ≤ ∑
x∈GF (2k)
xj=1
Pr
{
GxT = 0T
}
. (4.12)
In order to calculate Pr{GxT = 0T}, we separately consider the rows of G between
consecutive feedback messages. We assume that L feedback messages are transmitted
in total such that after receiving t1 encoding symbols the first feedback message is
transmitted, after receiving t2 encoding symbols the second feedback is sent, and so
forth. At the boundary points, we define t0 = 0 and tL = n. Therefore, there is no
feedback within each interval of [0, t1], (t1, t2], ..., (tL−1, n], and there is one feedback
at the end of each interval, as shown in Figure 4·10. We assume that within the
ith interval (i = 0, ..., L − 1) the coding window contains k −mi symbols, and thus
the encoder uses a fixed degree distribution Ωk−mi(d) defined over the set of k −mi
unacknowledged symbols.
To calculate an upper bound on the decoder failure probability, we start with a
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Figure 4·10: Location of feedbacks and interval of coding
single row of G. Let r to be a row of degree d, and assume that the total number of
m symbols are acknowledged before transmitting r; in other words, m indices out of
k indices in r are forced to be zero. We define a row vector f such that fl = 1 if the
lth symbol has been acknowledged, and 0 otherwise (i.e., an indicator function on the
index of acknowledged symbols). For a given input vector x with ||x||0 = w (||.||0 is
the 0-norm), we have the following lemma:
Lemma 6. Given that the row vector r has degree d (i.e., ||r||0 = d), the probability
of rxT = 0 is:
p
(
x, ||r||0 = d
)
=
∑
u=0,2,..,min(2b d
2
c,w¯)
(
w¯
u
)(
k−m−w¯
d−u
)(
k−m
d
) ,
in which w¯ = w − 〈x, f〉 with 〈x, f〉 denoting the dot product of two vectors.
Proof. The event rxT = 0 happens if and only if r has an even number of 1’s in those
indices of j in which xj is equal to 1 as well. Assume that J = {j1, j2, .., jw} is the
set of indices in which x is 1, and A = {a1, a2, ..., am} is the set of acknowledged
indices. Therefore, we need to choose an even number u of indices that belong to J
but not to A. The number of these non-overlapping indices is given by w¯ = w−〈x, f〉.
Because the degree of r is d, we then need to choose d−u symbols from the remaining
k −m− w + 〈x, f〉 indices that belong neither to J nor to A. Finally, given that the
vector r is generated randomly (i.e., d neighbors are selected uniformly at random
from k −m unacknowledged symbols), the result follows.
Using Lemma 6 and the fact that r has degree d with probability Ωk−m(d), we
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have:
p(x) =
k−m∑
d=1
Ωk−m(d)p
(
x, ||r||0 = d
)
. (4.13)
Now, we can extend this result to more than one row of G in the following manner.
Let us denote the ti− ti+1 rows of G by Gi. Rows in Gi are generated independently
according to the degree distribution Ωk−mi(d). Thus, we have:
Pr{GixT = 0T} = (pi(x))ti+1−ti , (4.14)
in which pi(x) is calculated as in (4.13), and based on the number of acknowledged
symbols and the degree distribution within the ith interval, i.e.,:
pi(x) =
k−mi∑
d=1
Ωk−mi(d)pi
(
x, ||r||0 = d
)
.
Given that there are L transmit intervals (i.e., L feedback messages), we can calculate
the probability of GxT = 0T for a given vector x as follows:
Pr{GxT = 0T} =
L−1∏
i=0
Pr{GixT = 0T}. (4.15)
Assembling these steps together, the ML decoder failure probability of the Delete-
and-Conquer scheme is given by the following theorem.
Theorem 4. Given that L feedbacks are transmitted in total (i.e, one feedback after
receiving the ti-th (i = 1, ..., L) encoding symbol), the ML decoder failure probability
of recovering an input symbol j (for an arbitrary j ∈ {1, 2, ..k}) is upper bounded by
pe ≤ min
{
1,
k∑
w=1
( ∑
x
||x||0=w
xj=1
L−1∏
i=0
Pr{GixT = 0T}
)}
. (4.16)
Proof. From Lemma 6 and its following results, we obtain that for a given input vector
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Figure 4·11: Upper bound on the maximum likelihood decoder failure
probability for the LT and the Delete-and-Conquer codes
x with Hamming weight w and L feedback messages, the probability of GxT = 0T is
calculated as in Eq. (4.15). Therefore, summing over all possible input vectors x with
the jth index equal to 1, yields the theorem statement. It should be noted that we
assume the values of L and ti’s (i.e., the total number of feedbacks and their trigger
points) are known.
From (Rahnavard et al., 2007), the upper bound on the ML decoder failure prob-
ability when there is no feedback is calculated as:
pe ≤ min
{
1,
k∑
w=1
(
k − 1
w − 1
)(∑
d
Ωk(d)
∑
s=0,2,..,2b d
2
c
(
w
s
)(
k−w
d−s
)(
k
d
) )n}. (4.17)
Figure 4·11 numerically compares the upper bound in (4.16) with that in (4.17) for
k = 100 input symbols. The results confirm that collecting more encoding symbols
reduces the bound on ML failure probability, as expected. However, Delete-and-
Conquer codes with 0 and 1 feedback messages achieve a tighter upper-bound on the
decoder failure probability.
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4.1.4 Simulation Results
We evaluate the performance of the Delete-and-Conquer codes respect to the standard
LT codes, Growth codes, and the coding scheme proposed in (Cassuto and Shokrol-
lahi, 2011) that is referred to as Online codes. We are primarily concerned with the
metrics coding overhead, computational costs, intermediate performance, and amount
of feedback sent. The parameters c and δ of Robust Soliton distribution in (1.1) are
specified for each simulation.
Coding Overhead
LT codes have been proved to be asymptotically optimal in terms of required encod-
ing symbols to decode all k input symbols; however, they are also known to have
poor performance for small and intermediate block lengths. Online codes are shown
to have a low redundancy overhead 0.236, lower than other online schemes such as
Growth codes. Our simulation results with block lengths less than k = 500 symbols
and 1000 trials are shown in Figure 4·12(a), confirming that the Delete-and-Conquer
scheme improves the performance of LT codes. We also observe that Delete-and-
Conquer codes have smaller overhead compared with the Growth codes and similar
performance to the Online codes. On the other hand, we compare amount (bits) of
feedback sent by the Online codes and our method in Figure 4·12(b), which demon-
strates that the Delete-and-Conquer codes require less feedback than Online codes to
achieve almost the same performance in terms of coding overhead.
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Figure 4·12: (a) Total number of encoding symbols required by var-
ious rateless codes (b) the amount of feedback transmitted for Online
and Delete-and-Conquer codes to achieve such performance (c = 0.9,
δ = 0.1).
Intermediate Performance
Although LT codes are capacity-achieving, they lack real-time features; in other
words, not many input symbols are decoded until the decoding process is almost
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Figure 4·13: Intermediate performance of the Delete-and-Conquer
code for k = 128 symbols (c = 0.9, δ = 0.1).
complete. To investigate the progressive performance of the Delete-and-Conquer
codes, we run simulations with block lengths k = 128 and k = 512 for 1000 tri-
als. Our results are shown in Figure 4·13 and Figure 4·14 respectively, demonstrating
that Growth codes can provide higher symbol recovery rate at the beginning, while
Delete-and-Conquer achieves better performance when a small fraction of symbols
are unrecovered, i.e., close to the “knee” point of graphs.
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Figure 4·14: Intermediate performance of the Delete-and-Conquer
codes for k = 512 symbols (c = 0.9, δ = 0.1).
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schemes (c = 0.9, δ = 0.1).
Computational Cost
Computational costs at the encoder and decoder are mainly associated with the num-
ber of arithmetic operations required to encode and decode k input symbols, which,
in turn, is related to the average degree of input symbols. Figure 4·15 shows the aver-
age degree of input symbols for different codes compared to the Delete-and-Conquer
codes. We observe that our method decreases the average degree of input symbols
(hence computational complexity) by excluding the recovered symbols.
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Figure 4·16: Cost of transmission per input symbol with probabilistic
feedback control (a) Each forward and feedback transmission costs 1
unit (b) Each forward transmission costs 2 unit whereas each feedback
costs 1 unit (c = 0.9, δ = 0.1).
Rate-Limited Feedback
As discussed in Section 4.1.4, we add an order of flexibility to the receiver by the prob-
abilistic feedback transmission. Considering the Delete-and-Conquer scheme, every
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time that the receiver should transmit a feedback (i.e., a symbol with distance 0
or 1 has been received), it sends feedback with some probability, which can be ob-
tained from the overall forward and feedback costs minimization. In the simulation,
we increase the probability of feedback transmission to investigate the effect of such
increment on the overhead. As it is shown in Figure 4·1(a), by increasing the prob-
ability of feedback the overhead (1 + ) decreases, especially for short block lengths,
where the original LT codes have poor performance; on the other hand, by increasing
the probability, the number of feedback transmitted increases, as shown in Figure
4·1(b). Therefore, based on the available rate of feedback channel and the costs of
forward and back channels, the receiver can choose an optimal probability to transmit
feedback.
Now, assuming that the cost of a transmission through the forward channel is C1
while each feedback message costs C2 units, Figure 4·16(a) demonstrates the cost of
successful delivery per input symbol for the case of C1 = C2 = 1 unit, noting that, for
example, Delete-and-Conquer can decrease the cost of transmission by 16% for 128
input symbols. Finally, Figure 4·16(b) shows the same performance metric for the
case of C1 = 2C2 = 2 units, i.e., each forward transmission costs twice of transmission
through the back channel. For this setting, Delete-and-Conquer can decrease the cost
of successful delivery by 30% for 128 input symbols.
4.2 CDP: Coded Datagram Protocol
In this section, we propose a novel transport protocol based on the Delete-and-
Conquer codes in order to incorporate a light-weight acknowledgment (ACK) into
the rateless coding framework (Hashemi and Trachtenberg, 2015). Unlike traditional
ACKs, which acknowledge the reception of individual (possibly encoded) symbols,
our ACKs acknowledge the complete decoding of the symbols. This subtle modifica-
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Figure 4·17: Data retrieval from remote storage devices
tion permits us to dynamically adjust rateless encoding in order to naturally track
decoder progress, regardless of channel conditions. CDP can be implemented directly
on top of User Datagram Protocol (UDP), without requiring changes to the under-
lying network stack implementations. Our simulations illustrate that CDP provides
more reliability than UDP and higher throughput than the Transmission Control
Protocol (TCP) under lossy and dynamic channel conditions.
4.2.1 Motivation
The ability to retrieve data reliably and with low delay is intrinsic to a number of
emerging technologies, including public/private cloud storage and streaming services.
Indeed, when the last hop is a lossy network, such as a WiFi or cellular network
(as in Figure 4·17), the underlying networking protocols are critical to the reliable
communication of stored data. Many communication systems achieve reliable data
transfer through automatic repeat request (ARQ) schemes, which detect errors in
received messages using redundant checks. If a received message passes the check,
the receiver sends an acknowledgment (ACK) of successful reception to the trans-
mitter; otherwise, the receiver sends a negative acknowledgment (NAK) requesting
retransmission, and these retransmissions proceed until an ACK has been received.
The messages can be further protected with an error correcting code, which increases
the probability of successful reception at the cost of decreasing the information rate.
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When the channel is lossy and its condition is known a priori, a fixed-rate code can
be engineered for the channel to provide reliability. However, fixed-rate codes may
potentially fail in wireless communications or other applications where the channel
fluctuates. In such scenarios, the transmitter may employ digital fountain or rateless
codes that map input messages into a potentially unbounded number of encodings.
For instance, LT (Luby, 2002) and Raptor codes (Shokrollahi, 2006) can often provide
reliable communication over an unreliable channel. In order to improve the perfor-
mance of classical rateless codes, there has been extensive research to use feedback
information at the encoder. Still, the fundamental question remains: is it possible to
combine the feedback benefits of ARQ-type protocols with the agnostic forward erasure
protection of rateless coding? Clearly, one cannot naively apply ARQ to a coded
system, since acknowledgment of a transmission indicates reception of a linear com-
bination of input packets (rather than a specific packet); in other words, the feedback
does not provide clear guidance as to which packets can be dropped from the sender’s
queue.
In this context, we consider the 0 and 1 feedback messages (i.e., the same feed-
backs used in the Delete-and-Conquer codes) as a generalization of the traditional
acknowledgment to the rateless coding framework, resulting in a rateless ACK-based
coded datagram protocol (CDP). This type of acknowledgments are indeed “bursty”
ACKs, in that the receiver provides feedback about the decoding of a group of symbols
to the transmitter, rather than an acknowledgment of successfully receiving individ-
ual symbols. In fact, a CDP receiver opportunistically sends ACK messages only
for some received packets, leading to an intermediate scheme between the traditional
rateless codes that have no feedback, and ARQ-type methods which send an ACK
per received packet. CDP can be regarded as an application-oblivious transport layer
protocol in that it is not tied to particular application data. Moreover, it can be
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incorporated into the current infrastructure by adding a coding layer on top of the
UDP transport, which ultimately enhances the reliability of UDP and the throughput
of TCP under lossy conditions. However, it should be noted that delay performance
of these transport protocols are of great importance, and in fact one reason to use
coding is to avoid retransmission delays. Therefore, the performance gains of CDP
is more pronounced in communication links with large round trip time. CDP po-
tentially bridges the gap between the ARQ schemes and rateless codes, and it can
obviate some of the adoption challenges that have stymied many TCP modifications
in the past.
The main idea of CDP is to ensure reliability with a minimal use of the feedback
channel. In this case, packets are acknowledged only when they are decoded, and
they are then dropped from the coding cache. Because each ACK message can po-
tentially notify decoding of a group of packets, the total number of ACK messages is
less than the number of input packets, while in (Sundararajan et al., 2009) packets
are acknowledged when they are seen at the decoder. In this case, number of ACK
messages is equal to the number of input packets. Dropping seen packets can result
in a smaller coding window, which translates into lower encoding and decoding com-
plexity. Therefore, the trade off between the number of ACK messages and size of
coding window at the encoder incurs.
4.2.2 CDP Design
In this section, we present the coded datagram protocol based on rateless coding with
acknowledgment.
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Figure 4·18: Example of coding with ACKs on group of symbols
in CDP. Number of ACK messages is less than the number of input
symbols.
Protocol Description
Most rateless codes with feedback in the literature do not provide a complete picture
of the state at the decoder. For instance, sending the number of recovered symbols in
(Beimel et al., 2007; Hagedorn et al., 2009) does not necessarily provide information
about the decoded symbols themselves. As it was explained in the previous section,
the 0 and 1 distance messages in the Delete-and-Conquer scheme provide information
about the recovery of some input packets. In fact, CDP is based on the same idea
of 0 and 1 distance messages. For instance, Figure 4·18 shows a communication
trace of CDP at work on four input symbols xi (i = 1, ..., 4), where the encoding
symbols are constructed as follows: y1 = x1, y2 = x1 + x2 + x3, y3 = x1 + x4 (lost),
y4 = x1 + x2, and y5 = x3 + x4. Based on the definition of distance, y1 has a distance
of 1, while the distance from y2 is 2, as x2 and x3 are neighbors of y2 and they are
not decoded. Thereafter, the distance from either y4 or y5 is 1 because y4 has the
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Figure 4·19: Incorporating CDP into the current infrastructure
undecoded neighbor x2 and y5 has x4.
The example demonstrates that distance information may translate to explicit in-
formation about the state of neighbors. For example, a distance 0 happens if and only
if all neighbors of the received encoding symbol have already been decoded. Similarly,
a distance 1 occurs in the case that there is only a single undecoded neighbor, which
can then be recovered uniquely. In other words, a distance of 0 or 1 provides informa-
tion about the recovery of neighbors that are part of a received linear combination,
and thus they can be viewed as an ACK on a group of symbols (i.e., neighbors of
the linear equation). From the example, we note that three ACKs suffice for CDP to
acknowledge receipt of all four input symbols, whereas other approaches, including
ARQ-based methods, would typically utilize four ACKs. On the other hand, CDP
guarantees recovery of all input symbols by generating as many encodings as needed.
In order to incorporate CDP into the current Internet infrastructure, we consider
the CDP layer to operate below the Application layer and above the IP layer as
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(a) Coding with sliding window
(b) Coding based on ACK information
Figure 4·20: (a) Coding based on non-overlapping and overlapping
sliding window (b) Coding stream of symbols based on acknowledg-
ments from the decoder
shown in Figure 4·19. In particular, the CDP layer is an aggregate of the UDP
layer with a coding layer to improve the reliability of UDP with little control traffic
compared with TCP. We emphasis that the authors in (Sundararajan et al., 2009)
have also demonstrated the benefits of using coding with TCP by using a different
interpretation of ACK messages (i.e., sending ACK on seen packets).
Encoder
Classical rateless protocols are based on scenarios where a fixed number of input sym-
bols need to be transmitted to the receiver, thus dealing with data streams through
block encoding. In fact, some (e.g., (Bogino et al., 2007)) have suggested handling
data streams with overlapping sliding windows at the encoder (as shown in Figure
4·20(a)). Most coding schemes based on a sliding window use an additional parameter
s, the quantum by which the window is advanced, which needs to be configured and
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Figure 4·21: High-level implementation diagram of CDP
possibly optimized (Bogino et al., 2007). However, if the channel is highly dynamic
and not so many symbols within a window are decoded, the approach based on a
sliding window with a fixed parameter s may drop packets. In contrast to these ap-
proaches, our CDP encoder allocates a storage cache (shown in Figure 4·20(b)) that
includes input symbols which have not been acknowledged yet. The encoder gener-
ates encodings from the symbols in the cache, and symbols are replaced with new
symbols when an ACK is received implying that they have been decoded. Therefore,
the CDP encoder dynamically adjusts the rate of injecting new packets based on the
decoding progress.
Decoder
The CDP decoder is based on the Peeling decoder, with a slight modification that
when the decoder receives an encoding at distance 0 or 1 from its current state, it
transmits an ACK message. In both cases of distance 0 or 1, all neighbors involved
in the received encoding are known or can be directly inferred at the decoder. Subse-
quently, these neighbors at the encoder are replaced with new symbols injected from
the higher layers.
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4.2.3 Empirical Results
Next, we present the CDP implementation using the network simulator ns-3 (Hen-
derson et al., 2008). We compare performance of CDP with UDP and TCP.
Implementation
In order to investigate CDP performance, we use the network simulator ns-3 enhanced
with the Direct Code Execution (DCE) module (Tazaki et al., 2013), which enables
realistic network experiments by integrating real Linux kernel application code with
the ns-3 network simulator. In our case, we use the Linux kernel stack implementa-
tion in order to forward and receive data packets generated by an ns-3 application.
Specifically, we consider three core engines in the CDP implementation: (i) Appli-
cation Engine, (ii) Coding Engine, and (iii) Forwarding Engine. Application Engine
and Coding Engine are located at the ns-3 domain, while Forwarding Engine relies
on the kernel stack implementation. Figure 4·21 graphically demonstrates the core
engines of CDP, where each engine is responsible for the following tasks:
• Application Engine: is responsible for generating original data at the trans-
mitter side. In the real deployment, Application Engine could be an intra-car
sensor that periodically samples the physical quantity of interest, or a multi-
media render engine. In the simulation, Application Engine generates dummy
payload data fed into the Coding Engine.
• Coding Engine: is responsible for encoding original packets generated by the
Application Engine. The encoder performs based on the sliding window method
(see Figure 4·20), where acknowledged packets are dropped from the coding
buffer, and fresh packets generated by the Application Engine are injected.
• Forwarding Engine: is based on the kernel stack implementation in the operat-
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ing system. In particular, DCE framework enables us to use the kernel stack
application programming interface (API) in order to forward encoded packets
generated by the Coding Engine. In case of CDP, the transmitter (receiver) cre-
ates a UDP socket and transfers (receives) encoded packets through the UDP
socket.
The implementation of DCE framework is available as an open-source enhance-
ment module for the ns-3 simulator (DCE, 2013). We use the DCE framework in
order to be able to transmit and receive encoded packets through real implementa-
tion of network socket APIs. Next, we compare the performance of CDP with UDP
and TCP, as the receiver error rate increases. Under lossy conditions, UDP is not
reliable and TCP suffers from congestion window shrinkage, which in turn degrades
the throughput performance. However, it should be noted that there have been sev-
eral previous works (see, for example, (Balakrishnan et al., 1997; Balan et al., 2001;
Tickoo et al., 2005)) to improve TCP performance under lossy conditions.
CDP vs. UDP
As a proof of concept, we consider a network topology with two nodes: one transmitter
and one receiver, communicating over a channel with a 5 Mbps data rate and a delay
of 2 ms. The transmitter generates 512 packets in total, ten packets per second each of
1000 bytes. It should be noted that, however, CDP encoder embeds the coefficients
of input packets used within each encoding, which slightly increases the length of
transmitted packets (i.e., 1056 bytes in our simulations). Figure 4·22 shows the
performance of the CDP as the receiver error rate (error per received byte) increases.
The number of transmissions needed by CDP increases with the channel error rate,
as expected, but the delivery rate (Figure 4·22(b)) remains at 100%. UDP, on the
other hand, sends a constant number of packets, regardless of channel error rate, and
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Figure 4·22: Number of transmissions and delivery rate of CDP com-
pared with UDP as the receiver error rate (per byte) increases.
its delivery rate consequently plummets with increased error. Therefore, CDP can
provide reliability, possibly at the cost of more transmission of encoding symbols.
CDP vs. TCP
We next compare the performance of CDP against TCP. We maintain the two-node
network model, in which the transmitter generates a traffic of 80 Kbps over the 5
Mbps channel. Figure 4·23 demonstrates the throughput performance of CDP and
TCP as the receiver error rate increases. When the error rate is low, TCP matches
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Figure 4·23: Throughput of CDP compared with TCP as the receiver
error rate (per byte) increases.
the throughput of the generated traffic (80 Kbps). However, under lossy conditions,
packet losses (which are not due to congestion) shrink the TCP’s congestion window
(see, for example, Figure 4·24 that reproduces the well known behavior of TCP in
the same two-node network), which reduces the throughput.
Figure 4·24: TCP congestion window (10 Kbps generated traffic)
On the other hand, CDP achieves higher throughput and more graceful degrada-
tion than TCP as the receiver error rate increases. It should be noted that, however,
CDP coding causes some packets to be delivered out of order, and we assume that
the receiver uses a temporary buffer to store out-of-order delivered packets until they
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can be rearranged in the correct order and delivered to the upper layers. Moreover, in
contrast to TCP, CDP does not utilize a flow control mechanism that can affect fair-
ness of the protocol in case of bottlenecks. There have certainly been other works that
improve TCP performance under lossy conditions (e.g., the authors in (Sundararajan
et al., 2009) show that coding can mask packet loss from the congestion window), but
we believe this work combines rateless coding with a light-weight feedback that can
be naturally incorporated into existing infrastructure.
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Chapter 5
Rateless Codes with Nonuniform
Selection Distribution
As discussed in the previous chapter, there have been extensive research in order
to incorporate the feedback channel into the rateless coding framework; however,
most of the previous codes are designed based on a uniformly at random selection of
input symbols. Specifically, constituent symbols of encodings are selected uniformly at
random from the set of input symbols. In this chapter, on the other hand, we focus on
feedback-based rateless codes with dynamically-adjusted nonuniform symbol selection
algorithms. The type of feedback used is based on distance information (as in the
previous chapter) by which the encoder learns about the state of individual symbols
at the decoder side. Based on feedback information, the encoder tunes a nonuniform
selection distribution in such a way that more “helpful” symbols (in terms of decoding
progress) are assigned with a higher selection probability, which ultimately results in
a faster intermediate decoding rate. Note that high intermediate decoding rate is
a key requirement in a wide spectrum of systems such as digital video streaming,
multimedia applications, and delay-sensitive functionalities in control algorithms.
In this chapter, first we propose a coding scheme, called Real-time LT (RLT), that
uses distance-type feedback messages. An RLT encoder utilizes the distance between
a received encoding symbol and the set of already decoded symbols at the receiver
to learn about the connectivity of the decoder’s graph. Specifically, the encoder
estimates the probability that each input symbol has been decoded (at the decoder),
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Figure 5·1: Two-step rateless encoder with a degree distribution and
nonuniform symbol selection distribution
and these estimates are then used by the encoder to optimize the choice of input
symbols within each transmission. Our choice of input symbols is based on a greedy
approach that attempts to maximize the decoding progress per transmission, with the
result that the expected number of input symbols decoded per received symbol stays
mostly uniform throughout the transmission process, an almost real-time decoding
performance (Beimel et al., 2007).
Next, we relax the optimization problem by allowing input symbols to be selected
according to a nonuniform selection distribution. Figure 5·1 depicts a schematic of
our two-step encoder, where we illustrate that the inputs are chosen according to
a feedback-based selection distribution, rather than uniformly at random. Through
numerical simulations, we show that feedback information paired with a nonuniform
selection distribution can highly improve the performance of traditional rateless codes.
We note that unequal error protection (UEP) rateless codes (Rahnavard et al.,
2007) are also built upon a nonuniform symbol selection distribution. However, their
selection distribution is set based on the importance of input symbols (i.e., more
important data are more probable to be selected), whereas our nonuniform selection
distribution is calculated on-the-fly based on feedback information.
The material of this chapter are adapted, in part, from the publications (Hashemi
and Trachtenberg, 2014; Hashemi et al., 2015).
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Figure 5·2: Distance graph labeling: A label (xi, qi) implies that
the input symbol xi has been decoded with probability qi up to the
current state. Labels of output nodes yi are defined to be the number
of neighbors of yi with a label of less than 1.
5.1 Distance-Type Feedbacks
In the previous chapter, we introduced the distance-type feedbacks, and used the 0
and 1 feedback messages as an acknowledgment on group of symbols. In this chapter,
we generalize the use of distance feedbacks by sending all distance information back to
the encoder. The goal is to enable the encoder to learn about the state of individual
symbols at the decoder side. To this end, the encoder needs to process distance
information.
In order to process distance information, the encoder constructs a bipartite graph
wherein input symbols are placed at the top and encoding symbols at the bottom, as
shown in Figure 5·2. In this graph, labels are assigned to input and output symbols.
In particular, label of an input symbol corresponds to its probability of having been
decoded, while label of an output symbol y represents the number of neighbors of y
with label less than 1. For instance, assume that after t feedbacks, nt neighbors of y
are labeled 1 (i.e, they have been decoded). Therefore, the label of y, denoted by lt,
is calculated as:
lt = d− nt; (5.1)
where d is the degree of y. In this equation, the encoder excludes the recovered
neighbors from the labeling process. Next, in order to calculate the label of an
124
input symbol, we assume that the t-th feedback message contains the distance ft
corresponding to the encoding symbol y =
∑
j∈A xj. The label of a constituent
symbol xj is then defined as:
qj,t = max
{
qj,t−1,
(
lt−1
ft
)(
lt
ft
) } = max{qj,t−1, lt − ft
lt
}
. (5.2)
The rationale behind this equation is as follows: lt is the number of neighbors with a
label less than 1 and ft is the number of undecoded neighbors, and thus probability
of having the neighbor j decoded is calculated as lt−ft
lt
. Note that after receiving a
new feedback message, qj is updated to the maximum of its previous value and the
calculated probability at the current step. For instance, assume that the encoding
symbol y = x1 + x2 + x3 + x4 has a distance of 2 with the current state of decoder,
meaning that two neighbors of y have not been decoded yet (the encoder does not
know which two symbols). If the encoder has already assigned label 1 to x1 (i.e.,
x1 has been decoded), then the encoder uniformly divides the distance of 2 between
the remaining symbols (i.e., x2, x3, and x4), suggesting that each of them has been
decoded with probability 3−2
3
= 1
3
. It should be noted that the subscript t in qj,t
represents the evolution of q as the coding proceeds. For simplicity, we drop it in our
discussion.
In this approach, we add an additional flexibility to the rateless coding framework
in that the receiver can adjust the number of feedbacks using a parameter s so that one
feedback transmission follows after every s received encoding symbols. The parameter
s can be set to any arbitrary value, depending on the feedback channel available.
Ultimately, the labeling process tracks the state of the decoder by answering this
question: what is the probability that an individual symbol xj has been decoded up to
the current point? As an example, Figure 5·3 shows a realization of input symbols
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Figure 5·3: The encoder estimates the probability of having been de-
coded (i.e., qj’s) for input symbols. Probability 1 (white color) implies
that the symbol has been decoded, while probability 0 (black color)
shows that the symbol has not been decoded yet.
at the encoder, where input symbols are assigned with a probability of having been
decoded. In this case, qj = 1 (white color) implies that symbol j has been recovered,
while qj = 0 (black color) means that symbol j has not been recovered yet. Therefore,
input symbols are assigned with a weight between 0 and 1, which is used in the
selection algorithms presented next.
To examine the accuracy of the estimated probability values against the actual
decoder state, we use the Mean Absolute Error (MAE) quantity. Assume that bj is an
indicator function representing the state of symbol j at the decoder such that bj = 1
if symbol j has been decoded and bj = 0 otherwise. MAE is then calculated as:
MAE =
1
k
k∑
j=1
|qj − bj|,
in which qj’s are estimated using (5.2). Figure 5·4 shows the MAE quantity averaged
over all feedback messages transmitted as the interval of feedback transmission (i.e.,
parameter s) increases. The results illustrate that decreasing the interval of feedback
transmission (i.e., higher feedback rate) decreases the estimation error.
Remark 1 (cumulative feedback information): Distance messages accumulate in-
formation across all received feedbacks. Specifically, assume that there exist k input
symbols at the encoder, and after receiving a new feedback message, say the t-th
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Figure 5·4: Mean Absolute Error (MAE) for the estimated proba-
bility of having been decoded as the interval of feedback transmission
(parameter s) increases.
feedback, the encoder updates the probability vector qt = (q1,t, q2,t, ..., qk,t), where
qj,t is the probability that the input symbol j has been decoded. The encoder up-
dates probability values corresponding to neighbors of the encoding symbol, and
other probability values remain unchanged. This update mechanism allows the en-
coder to accumulate information across all feedback messages, noting that in previous
feedback-based schemes (e.g., sending number of recovered symbols in (Beimel et al.,
2007; Hagedorn et al., 2009)), a new feedback makes previously received feedback
information obsolete.
Distance feedbacks provide implicit information about the decoder’s graph; how-
ever, it should be noted that one can envision other techniques to learn about the
decoding graph. For instance, the decoder can send the whole decoding graph back
to the encoder, and thus, the encoder would have full knowledge about the state
of input symbols at the decoder’s side. This method, however, incurs high commu-
nication overhead on the back channel. Additionally, it should be noted that the
motivation behind the distance type feedback is to learn about the state of individual
symbols at the decoder side. However, an alternative and trivial solution includes
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sending the identity of recovered symbols back to the encoder that requires up to
k log(k) bits of feedback. In this case, it may not be clear how the encoder uses
deterministic information on the identity of recovered symbols. In fact, the authors
in (Sørensen et al., 2012) use the identity of recovered symbols in order to redesign
the primary degree distribution through a computationally expensive algorithm; on
the other hand, we use distance information through a probabilistic scheme to select
neighbors of encoding symbols.
5.2 Near Real-Time Rateless Codes
Previous rateless codes with feedback were designed based on modifying the degree
distribution according to feedback messages, e.g., by shifting the degree distribution,
or by explicitly increasing the degree. However, when a degree d is picked, d input
symbols are selected uniformly at random. To enhance the coding performance, in-
put symbols can be selected based on connectivity of the decoder’s graph (i.e., state
of individual input symbol). To this end, we use the distance-type feedbacks intro-
duced in the previous chapter. Distance feedbacks provide information about the
decoder’s graph through a uniform feedback transmission (i.e., one feedback for every
s encoding symbols). In this scheme, the encoder stores only encoding symbols be-
tween consecutive feedbacks, resulting in a light-weight encoder. As we shall explain,
neighbor selection based on distance information can incorporate the “history” of
transmissions to accelerate decoding progress.
Maximum Decoding Progress
The encoder estimates the probability of having been decoded qj’s based on distance
feedbacks. Constituent symbols within an encoding symbol are then selected in such
a way that they provide maximum decoding progress, which is recovering exactly one
input symbol per transmission.
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Example: Assume that we want to transmit a codeword with degree 1 based
on the current value of qj’s. Transmitting the next encoding symbol consisting of
only the individual input symbol j, would be innovative with probability 1 − qj.
Intuitively, to achieve a maximum decoding progress per transmission, the encoder
needs to transmit an input symbol j∗ where: j∗ = arg maxj (1− qj) = arg minj qj.
From the example, one can see that if the encoder is restricted to transmit only de-
gree one symbols, then this coding scheme prevents the coupon collector phenomenon
(Motwani, 1995), in that the recovered symbols would have q = 1, and thus, they
will never be chosen for subsequent transmissions. For the general case, the encoder
first picks the coding degree d based on the Robust Soliton distribution, and then
d input symbols are chosen to provide a maximum probability of decoding a single
input symbol per transmission.
Definition. For a given input symbol x and a set of d − 1 input symbols A, the
Decoding Probability function DP (x,A) is defined as the probability of immediate
decoding the input symbol x transmitting y = x+
∑
j∈A xj.
In order to decode an input symbol xi within a transmission, the transmitted
symbol with degree d should include the undecoded symbol xi and d − 1 already
decoded symbols. Symbol xi is not decoded with probability 1−qi, and d−1 symbols
belonging to the set A have already been decoded with probability
∏
j∈A qj. Therefore,
at each step to transmit a symbol of degree d, the encoder chooses d input symbols
(x∗i , A
∗) satisfying:
(x∗i , A
∗) = arg max
(xi,A)
DP (xi, A) = arg max
(xi,A)
(1− qi)
∏
j∈A
j 6=i
qj. (5.3)
In order to solve this optimization, the encoder picks an input symbol that maximizes
the value of (1− qi), combined with d− 1 symbols with largest qj’s (ties are broken
randomly). This scheme is a “soft” version of generating encoding symbols when the
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encoder knows exactly which symbols are decoded.
5.2.1 Simulation Results
In this section we examine the coding overhead and intermediate performance of the
RLT codes as a function of feedback budget, and illustrate that the RLT decoder can
tune the performance by changing the feedback transmission interval (i.e., parameter
s). The parameters of the Robust Soliton distribution are set as c = 0.5 and δ = 0.1,
and each simulation is run 1000 times.
Tunable Performance
In most of previous works, decoder usually does not have full control over total amount
of feedback transmitted, or the point at which a feedback message is transmitted.
For instance, in (Sørensen et al., 2012), the point at which the feedback is initiated
needs to be optimized. In this context, an RLT decoder can adjust not only the
point of feedback transmission but also the rate of feedback transmission based on
the characteristics of the feedback channel. Figure 5·5(a) shows the intermediate
performance of the RLT codes with the block length of k = 256 and different feedback
transmission interval (i.e, inverse of the feedback transmission rate). The results
illustrate that the real-time feature of the RLT codes can be tuned based on the
available feedback rate. Figure 5·5(b) shows the amount of feedback transmitted vs.
the number of forward messages received by the decoder for k = 256 input symbols.
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Figure 5·5: (a) Intermediate performance of the RLT codes for k =
256 (b) Number of feedback transmissions vs. forward transmissions
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Figure 5·6: (a) Number of forward transmissions needed (b) Number
of feedback transmissions as the interval of feedback increases.
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In terms of total coding overhead, performance of the RLT codes can be tuned
based on the rate of the feedback transmission as well. Figure 5·6(a) shows the perfor-
mance of the RLT codes as the feedback interval increases and Figure 5·6(b) depicts
the number of feedback messages transmitted as the feedback interval increases. The
results demonstrate that by increasing the feedback interval, more forward transmis-
sions are needed, whereas the number of feedback messages decreases, which implies
an intrinsic trade-off between the number of forward and feedback transmissions.
5.3 Rateless Codes with Nonuniform Selection Distribution
In the previous section, we presented the Real-time LT codes that enable the decoder
to have full control over amount of feedbacks transmitted. The encoder, in turn,
uses an optimization to pick those input symbols that result in maximum decoding
progress. In this section, we build upon the same idea and extend the code construc-
tion using a selection distribution instead of using an optimization. This class of codes
are aimed to achieve a high intermediate symbol recovery rate. In particular, tradi-
tional rateless codes have a so called all-or-nothing decoding property in that not so
many input symbols can be decoded until the coding is almost complete. This behav-
ior restricts the use of rateless codes in applications with real time requirements (e.g.,
multimedia services). In this section, we develop feedback-based rateless codes with
dynamically-adjusted nonuniform symbol selection distributions. Through numerical
simulations, we show that this characteristic can enhance the intermediate decoding
rate, and that amount of feedback sent can be tuned to the specific transmission
properties of a given feedback channel.
5.3.1 Design of Nonuniform Selection Distribution
As mentioned earlier, in the previous feedback-based rateless codes when a coding
degree d is picked, d input symbols are selected uniformly at random to construct
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an encoding symbol. Within this context, we present a nonuniform rateless coding
scheme wherein various input symbols are selected based upon a nonuniform distri-
bution. The selection distribution is tuned according to feedback messages, which
contain the distance of received symbols to the set of already recovered symbols at
the receiver.
Ultimately, the goal of the encoder is to generate encoding symbols based on
the state of the decoder in such a way that more “helpful” symbols have a higher
selection probability. To this end, the encoder uses distance information to estimate
the probability that each input symbol has been decoded (at the receiver), and these
estimates are used to bias the selection of input symbols. In this approach, the
receiver can adjust the number of feedbacks using a parameter s so that one feedback
transmission follows after every s received encoding symbols. The parameter s can
be set to any arbitrary value, depending on the feedback channel available.
All-Distance Codes
For the sake of concreteness, assume that the encoder estimates the input symbol
xj has been decoded with probability qj, and it has probability pj to be included
in the next encoding symbol with degree d. We aim to design a symbol selection
distribution that picks those d input symbols that can achieve a maximum decoding
progress. For this purpose, the selection distribution should select d − 1 symbols
that have been recovered with a high probability, and a single symbol that has not
been recovered with a high probability. In other words, the encoder should solve the
following optimization problem (as discussed in the RLT codes) for each encoding
symbol:
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(
x∗j , A
∗) = arg max
(xj ,A)
DP (xj, A) = arg max
(xj ,A)
(1− qj)
∏
i∈A
i 6=j
qi. (5.4)
It should be noted that the solution of this optimization is deterministic. In other
words, the encoder always picks d− 1 symbols with the largest value of q xored with
a single symbol with the smallest value of q. However, it is desirable to preserve the
same behavior with a probabilistic scheme such that if an input symbol j is included
in the solution of the deterministic formulation, it would also have a high probability
to be picked by the probabilistic method. This results in the following scheme to
define the selection probability pj:
pj ∝
{
1− qj if 0 6 qj < 12 ;
qj otherwise.
In the second step of designing the selection distribution, we note that a single
unrecovered (with high probability) symbol should be included within each encoding
symbol. Therefore, based on the value of qj’s, input symbols are divided into two
subsets: set U containing undecoded symbols, and set D containing decoded symbols.
Input symbols with 0 6 q < 1
2
are included in U and the rest are added to the set D,
and thus we may construct an encoding symbol of degree d by selecting one symbol
from U based on the selection distribution PU , and d− 1 symbols from D according
to the distribution PD. Selection distributions PU and PD are defined as follows:
PU(j) =
{
1−qj∑k−m
i=1 1−qi
if j ∈ U ;
0 otherwise.
PD(j) =
{ qj∑m
i=1 qi
if j ∈ D;
0 otherwise.
(5.5)
In the distributions, m is the size of subset D. Finally, the encoder transmits the
xor of d selected symbols. Note that selecting the symbol j belonging to set U is
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proportional to the quantity 1− qj, meaning that those symbols which have not been
recovered with a high probability (i.e., small value of q) would have a higher chance
to be selected. Because the encoder picks only one symbol from U , there is a high
chance that a single undecoded symbol is included in encoding symbols. The same
argument holds for set D.
This scheme based on the distributions PD and PU is refereed to as the All-Distance
codes since all distance feedbacks are needed to estimate probability value qj’s. Next,
we relax this scheme in a way that, instead of sending all distance values, the decoder
quantizes distance values and allocates only a single bit feedback for each received
encoding symbol.
Quantized-Distance Codes
The All-Distance codes work based on estimating probability values qj’s from distance
information. In this case, at most n log(dmax) bits are sent back to the encoder, as
each of n encoding symbols can have distance dmax, which is the maximum degree of
an encoding symbol, noting that dmax can be at most equal to k.
To limit amount of feedback, we consider a scheme with one bit feedback per
received encoding symbol. In particular, this scheme is based on the same idea
of splitting input symbols into two subsets; however, instead of having an exact
estimation of probability value qj’s, the decoder decides to send a feedback 0 or 1
based on the distance of a received symbol. More precisely, the decoder calculates
the ratio of distance to degree for a received symbol, and if the ratio is larger than 1
2
, it
implies that majority of neighbors within the received encoding symbol have not been
recovered. In this case, the decoder allocates a single bit of 0 as the feedback message.
On the other hand, if the calculated ratio is smaller than 1
2
, it shows that majority of
neighbors have been decoded and feedback message would be 1. To limit the number
of feedback transmissions, the receiver bundles the 1-bit feedback messages together
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for every interval of s received encoding symbols, and sends the s-bit messages back
to the encoder.
At the encoder side and upon receiving a feedback message 0, corresponding neigh-
bors are assigned with qj = 0 and thus added to the subset U . Conversely, if the
received feedback contains a bit of 1, corresponding neighbors are assigned with qj = 1
and grouped into D. This quantized version of qj is equivalent to evaluating bqje in
(5.5) (bxe rounds x to its nearest integer). As a result, the PU and PD distributions
would become uniformly distributed over the subsets D and U respectively. However,
it should be noted that with a high probability only a single undecoded symbol is
included within each transmission. Hence, splitting a single uniform distribution de-
fined over all input symbols (as it has been used in previous rateless codes) into two
disjoint uniform selection distributions, can significantly improve the intermediate
performance of rateless codes. In terms of total amount of feedback, decoder sends
exactly one bit feedback per received encoding symbol, where the total number of
encoding symbols is (1 + )k for a small value of .
5.3.2 Simulation Results
We evaluate the performance of rateless codes with nonuniform selection distributions
against the recently proposed LT-AF codes in (Talari and Rahnavard, 2014), which
outperform the previous rateless codes with feedback.
Intermediate Performance
In many applications such as video streaming with real-time playback requirements,
it is essential to partially recover some symbols before the recovery of entire frame. In
this context, although LT codes are capacity-achieving, they lack real-time features;
in other words, not many input symbols are decoded until the decoding process is
almost complete. By incorporating a nonuniform selection distribution at the encoder,
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Figure 5·7: Intermediate performance of codes with nonuniform sym-
bol selection against the LT-AF codes (k = 512).
we aim to enhance the intermediate symbol recovery rate. Figure 5·7 compares the
performance of our codes with the LT-AF codes of Variable Node with Maximum
Degree (LT-AF+VMD) (Talari and Rahnavard, 2014), where the authors show that
LT-AF codes can surpass previous rateless codes with feedback including Shifted LT
codes (Hagedorn et al., 2009). One key point, however, is that the LT-AF decoder
is not able to recover any symbol until at least k encoding symbols are received. As
the results show, our scheme based on the Quantized distance method can achieve a
high intermediate recovery rate. Moreover, the coding performance can be adjusted
by tuning the parameter s (feedback transmission interval).
Coding Overhead
Next, we compare the total number of forward and feedback transmissions needed by
our codes in comparison with the LT-AF+VMD codes. As the results in Table 5.1
show, our codes have a slightly better performance in terms of number of forward
transmissions. However, LT-AF codes require less feedback transmissions. It should
be noted that amount of feedback in our codes can be adjusted using the parameter
s, and that our codes are aimed to achieve a high intermediate symbol recovery rate,
138
as the results in Figure 5·7 show.
Algorithm
k=512 k=1024
Forward Feedback Forward Feedback
LT-AF + VMD 556.0 9.0 1084.0 11.8
All-Distance 550.4 54.4 1084.8 107.8
Quantized distance 555.2 55.0 1112.6 111.0
Table 5.1: Number of transmissions needed by the LT-AF codes and
our codes with s = 10
Feedback interval
All-Distance Quantized distance
Forward Feedback Forward Feedback
s = 5 536.6 106.9 544.8 108.4
s = 10 550.4 54.4 555.2 55.0
s = 50 657.6 12.8 684.8 13.6
s = 100 758.6 7.0 759.4 7.2
s = 500 1155.7 2.0 1172.6 2.0
Table 5.2: Number of transmissions needed by our codes as the inter-
val of feedback transmission increases (k = 512)
Table 5.2 shows the performance of our codes with the block length k = 512
symbols and as the feedback interval s increases. Similar to the previous results,
the encoder is able to control the number of forward and feedback transmissions by
changing the parameter s.
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Chapter 6
Conclusion
In this thesis, we presented a suite of reliable and efficient communication schemes
based on rateless codes and with a primary application in vehicular networks. In
particular, we showed that multi-hop wireless communication inside vehicles provides
clear performance gains in terms of reliability and radio energy consumption compared
with single-hop models prevalent in the previous works. Next, we noted that in order
to migrate from the current wired network it may be intuitive to consider a hybrid
data collection wherein the wired and wireless networks coexist. In this context, we
generalized the multi-hop wireless model to establish a hybrid network based on wired
and wireless communications. Our results show that a hybrid network provides robust
intra-car communication between sensors and control units under harsh conditions like
high network congestion. A use of rateless codes further enhances the security of intra-
car wireless transmissions against eavesdroppers. As such, a major part of this thesis
was devoted to investigate the performance of rateless coding schemes with feedback.
In particular, we developed feedback-based rateless codes with a nonuniform selection
distribution. In this case, our encoder dynamically adjusts the coding parameters
based on feedback information in order to improve the intermediate decoding rate of
the underlying rateless codes. In what follows, we conclude the thesis with overall
thoughts.
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6.1 Intra-Car Data Collection Networks
In the first part of this thesis, we investigated the performance of Collection Tree Pro-
tocol as a multi-hop data collection approach, as a counterpoint to the star protocol
that dominates the existing literature for intra-car wireless sensor networks. Through
experiments, we demonstrated that the delivery rate of the star protocol can be below
80% in practical scenarios, while CTP achieves a reliability of beyond 95% across all
nodes. Whereas a star protocol requires fewer transmissions and incurs lower average
delay than CTP, the radio energy consumption of CTP is smaller. For example, the
experiments show that CTP can achieve the same reliability as the star protocol with
1/10th of transmit power, but it requires only up to 69% higher transmission count per
each generated packet. Our experimental results further indicate that environmental
conditions have widely differing effects on network performance. For instance, pas-
sengers cause channel fading and degrade overall system performance, while engine
noise on the order of 2-4 dB does not have noticeable effect on performance. Ex-
ternal intense interferences (WiFi, Bluetooth, etc.) potentially deteriorate network
performance, but CTP sustains its high delivery rate in various driving conditions.
These results serve as an illustration of the cost-benefit regions of multi-hop WSN
inside cars, and show that multi-hop networking enhances many aspects of network
performance, and may be suitable for intra-car networks due to their need for robust
operation in harsh environments.
As an intermediate step towards a fully-wireless data collection inside vehicles,
we considered a hybrid wired-wireless data collection network. In a hybrid intra-car
network, sensory data can be offloaded into the wireless network, which provides an
open architecture for further deployment. Moreover, the wired network (i.e., CAN
bus) is backed by the wireless communication under congestion scenarios or failure.
In order to efficiently schedule wired and wireless links, we proposed a design method-
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ology that works based on queue length of the wired interface. We utilized the queue
length information as an indicator of congestion on the CAN, and thus, as a trigger for
wireless transmissions. We demonstrated the performance of our queue-based design
in the ns-3 simulator, and in order to enhance the security of intra-car communica-
tions, we proposed a rateless coding scheme with feedback. In this scheme, encoded
packets are scheduled over the wireless or the CAN interface based on the following
rules: (i) if the CAN bus is congested, then the wireless link should be used, (ii) if the
wireless channel is vulnerable to eavesdropping, the coding should prevent attackers
to uniquely recover useful data.
6.2 Rateless Codes with Feedback
In the second part of this research, we investigated the performance of rateless codes
with feedback. Towards the goal of pairing coding with existing communication pro-
tocols, we developed the Delete-and-Conquer rateless codes, which use distance-type
feedback messages to notify the transmitter about the number of undecoded symbols
in a received word. We experimentally validated that Delete-and-Conquer codes re-
quire less forward transmissions than some existing rateless codes. For instance, the
Delete-and-Conquer method reduces the communication costs by 16% compared with
the classical Luby Transform’s codes (for the block length of k = 128). Moreover,
Delete-and-Conquer codes decrease the computational complexity of encoding/decod-
ing by excluding the recovered symbols from subsequent transmissions, in addition to
intermediate performance improvement. Altogether, Delete-and-Conquer codes can
improve several aspects of rateless codes performance with a nominal utilization of
the back channel (i.e., one bit per feedback for a fraction of received symbols), mak-
ing them suitable for applications with constrained feedback channel such as satellite
networks.
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Next, we proposed a coded transport protocol based on the Delete-and-Conquer
codes. In particular, we proposed the coded datagram protocol (CDP) as a bridge
between ARQ-type methods and the rateless coding framework. Our ACK messages
express information about the recovery of group of symbols, instead of acknowledging
individual symbols. Through simulations, backed by analysis, we showed that, for a
fixed number of input symbols, our approach provides reliable communications with
fewer transmissions than classical transport protocols. In general, the CDP protocol
can be viewed as an intermediate protocol between UDP and TCP that achieves more
reliability than the former and higher throughput (under lossy channel conditions)
than the latter, although it can be implemented directly over UDP without changing
existing network stack implementations.
Finally, we extended the idea of the Delete-and-Conquer codes to its most general
form, and developed a class of feedback-based rateless codes with nonuniform symbol
selection distributions. In the near Real-time LT (RLT) codes, the encoder uses a
greedy code construction approach to optimize the selection of neighbors of encoding
symbols, which results in an almost real-time decoding performance and reduced
coding overhead. As a relaxed version of the RLT codes, we proposed a coding
method wherein the encoder estimates the decoder state using feedback information,
and dynamically adjusts the selection distribution so that more helpful symbols (in
terms of decoding progress) are assigned with a higher probability to be included
in future encodings. As a result, we improve the intermediate performance of the
underlying rateless codes and make them more suitable for applications with real-
time decoding requirements. We further showed that our codes support two important
features: the decoder has full control of the rate and timing of feedback transmission.
On the whole, rateless codes with nonuniform selection distributions help the encoder
to optimize for the performance requirements dictated by the application.
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6.3 Future Works
In this work, we considered the feasibility of wireless sensor networks in vehicular
environments. Our results confirm that a fully-wireless data collection system can be
a viable solution to reduce the cost and weight of modern vehicles. A hybrid wired-
wireless data collection network can pave the path towards a wireless data collection
system. Moreover, reliable communication techniques such as rateless codes can be
employed to enhance the quality of intra-car communication. Our design of rateless
codes was based on the core idea of learning the state of individual symbols at the
decoder and adjusting the coding scheme accordingly. The state of decoder can be
fully characterized by its decoding graph. In fact, our distance-type feedbacks provide
information about the connectivity of decoder graph.
Despite the fact that the designed codes in this work can outperform the existing
codes in the literature, erasure codes based on connectivity of decoding graph have
not been fully exploited yet. In particular, based on application requirements, an ap-
propriate performance metric (e.g., amount of communications, encoding/decoding
complexity, and the like) should be targeted. For instance, we considered the inter-
mediate symbol recovery rate. An optimization over the specific metrics leads us to
fundamental questions: (i) which features of the decoding graph should be learned,
and (ii) what is the optimal approach for the encoder to incorporate feedback infor-
mation? Side information based on decoding state enables the encoder to tune the
coding parameters on-the-fly.
As another line of research, rateless coding schemes can be used to achieve a
rudimentary level of resiliency against adversaries almost for free. However, security
gains of this type of codes have not been fully discovered, which can be due to high
coding overhead of existing schemes. Therefore, designing efficient low-complexity
codes would enable us to achieve security based on FEC schemes, in addition to the
144
expected reliability gains.
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