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Abstract
A (proper) k-coloring of agraph G is a partition  = {V1; V2; : : : ; Vk} of V (G) into k inde-
pendent sets, called color classes. In a k-coloring , a vertex v∈Vi is called a Grundy vertex
if v is adjacent to at least one vertex in color class Vj , for every j, j¡ i. A k-coloring is called
a Grundy coloring if every vertex is a Grundy vertex. A k-coloring is called a partial Grundy
coloring if every color class contains at least one Grundy vertex. In this paper we introduce par-
tial Grundy colorings, and relate them to parsimonious proper colorings introduced by Simmons
in 1982.
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1. Introduction
Let G = (V; E) be a graph of order |V | = n. A set of vertices S ⊆ V is called
independent if no two vertices in S are adjacent. A (proper) k-coloring of a graph
G is a partition  = {V1; V2; : : : ; Vk} of V (G) into k independent sets, called color
classes. The chromatic number of a graph G, denoted (G), is the minimum integer
k for which G has a (proper) k-coloring. A k-coloring  = {V1; V2; : : : ; Vk} is called
complete if for every i; j, 16 i¡ j6 k, there exists a vertex u∈Vi and a vertex v∈Vj
such that u is adjacent to v, that is, there is at least one edge between every pair of
color classes. The achromatic number  (G), deHned by Harary and Hedetniemi [12],
equals the maximum integer k for which G has a complete k-coloring.
In a k-coloring , a vertex v∈Vi is called a Grundy vertex if v is adjacent to at
least one vertex in color class Vj, for every j, j¡ i. Note that every vertex v∈V1
vacuously satisHes the deHnition of being a Grundy vertex. A k-coloring is called a
Grundy coloring if every vertex is a Grundy vertex. The Grundy number (G) equals
the maximum integer k for which G has a Grundy coloring. The following inequality
chain is well known, and is a consequence of the deHnitions.
Proposition 1. For any graph G,
(G)6(G)6  (G):
Grundy colorings have been fairly well studied. The idea for such colorings is due
to Grundy [11], who used them in the study of kernels of directed graphs. Berge
later called them Grundy functions in [1,2]. Prins [24] called Grundy colorings type-1
colorings. Welsh and Powell [34] used Grundy colorings to obtain an upper bound for
the chromatic number of a graph.
Grundy colorings later appeared in greedy algorithms for approximating the chro-
matic number of a graph. Such colorings were called optimal independent by
ChristoHdes [5], sequential by Matula et al. [21], and canonical by Bondy and Murty
[3]. Johnson [17] and McDiarmid [22] also studied how closely Grundy colorings
approximate the chromatic number. Grundy colorings also appear in the study of min-
imum broadcast trees, where Farley et al. [9,25] show that (T ) is the largest order of
a complete minimum broadcast tree which is a subgraph of T . Grundy colorings have
also been studied by Zakar [35] who calls them greedy colorings.
Apparently, Christen and Selkow [4] were the Hrst to deHne and study the Grundy
number (G) in 1979. Cockayne and Thomason [6] studied the Grundy number, and
showed that
Theorem 2. For any graph G of order n and its complement MG,
(i) if n¿ 10, then (G) + ( MG)6 (5n+ 2)=4,
(ii) if n¿ 50, then (G)( MG)6 m2=4	, where m= (5n+ 1)=4	.
In 1981, Hedetniemi et al. [14] designed a linear algorithm for computing the Grundy
number of an arbitrary tree. The decision problem of deciding if an arbitrary graph
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G has a Grundy k-coloring was recently shown to be NP-complete by Goyal and
Vishwanathan [10]. Recently, Telle and Proskurowski [31] gave a polynomial algorithm
for computing the Grundy number of an arbitrary partial k-tree, and Zakar [35] gave
a polynomial time algorithm for computing the Grundy number of a unicyclic graph.
Finally, Grundy colorings arise in the study of the problem of determining the chro-
matic sum of a graph G, that is, the minimum sum of colors used in a proper coloring
of G. This has been studied by Kubicka and Schwenk [19], Erd)os et al. [8], Kubicka
[18], Jiang and West [16], Tuza [33], Thomassen et al. [32], HoQman and Johnson
[15], Marcu [20], and Zakar [35]. It is easy to see that every proper coloring of a
graph G which uses a minimum sum of colors must be a Grundy coloring. Kubicka
and Schwenk [19] call such a minimum sum coloring a best coloring. This, in turn,
gives rise to two interesting coloring invariants: −(G), which equals the minimum
number of colors used in a best coloring of G, and +(G), which equals the maximum
number of colors used in a best coloring of G. These invariants are newly deHned
here. A simple tree suRces to illustrate the diQerence between these two invariants.
Consider the caterpillar having two adjacent vertices v1 and v2. Adjacent to v1 are two
leaves u1 and u2, while adjacent to v2 are three leaves w1; w2; w3. The chromatic sum
of this tree can be seen to equal 10, which can be achieved in two ways. In the Hrst
coloring, color vertices v1; w1; w2; w3 with color 1, and vertices u1; u2; v2 with color 2.
This produces a color sum of 10. In the second coloring, color each of the Hve leaves
with color 1, color v1 with color 2, and v2 with color 3. This coloring also has a sum
of 10. Thus, for this tree T , −(T ) = 2, while +(T ) = 3.
Since best colorings using −(G) and +(G) colors are Grundy colorings, we have
the following inequality sequence.
Proposition 3. For any graph G,
(G)6 −(G)6 +(G)6(G)6  (G):
In 1982, in a series of papers Simmons [26–30] deHned a type of coloring, which he
called a parsimonious proper coloring (ppc), and two invariants called the upper and
lower ochromatic numbers as follows. Let = v1; v2; : : : ; vn be an arbitrary ordering of
V (G). Consider coloring the vertices of G in the following manner: the vertices are
colored in the given order ; when a vertex vi is to be colored, it must be assigned one
of the colors that has been used to color the vertices before it, v1; v2; : : : ; vi−1, provided
that a proper coloring will result. If vi is adjacent to vertices which have been colored
with all currently used colors, then a new color must be assigned. If vi can be assigned
more than one used color, one must choose a color that results in the least number of
colors being used to color G. The minimum number of colors used to color G in this
way, for the given ordering , is called the parsimonious proper -coloring number
and is denoted (G). The ochromatic number o(G) is the largest value of (G)
taken over all orderings  of V (G).
The upper ochromatic number  o(G) is analogous to the ochromatic number o(G),
except that in the ppc-coloring, if a vertex vi can be assigned more than one used
color, you must choose a color that results in the largest number of colors being used
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to color V (G). The maximum number of colors used to color G in this way, for the
given ordering , is denoted  (G), and the upper ochromatic number  o(G) is the
largest value of  (G) taken over all orderings  of V (G).
Erd)os et al. showed [7] that
Theorem 4. For any graph G,
(G) = o(G):
In this note we deHne a new variant of Grundy colorings, called partial Grundy
colorings, and a corresponding invariant called the partial Grundy number, and show
that it always equals the upper ochromatic number.
2. Partial Grundy colorings
A partial Grundy coloring is a partition of V (G) into k independent sets,  =
{V1; V2; : : : ; Vk} such that every color class Vi, 16 i6 k, contains at least one Grundy
vertex. Recall that in a Grundy coloring, we require every vertex be a Grundy vertex.
In a partial Grundy coloring we only require that each color class contains at least one
Grundy vertex. The partial Grundy number @(G) is the maximum integer k such that
G has a partial k-Grundy coloring.
Our primary focus is to establish the relationship between parsimonious proper col-
orings and partial Grundy colorings.
Theorem 5. For any graph G,
@(G) =  o(G):
Proof. We Hrst show that @(G)6  o(G). Let ={V1; V2; : : : ; Vk}, where k=@(G),
be a partial Grundy coloring of V (G). For every i, 16 i6 k, let vertex xi ∈Vi be a
Grundy vertex of color class Vi. An ordering  of V (G) can be deHned in the following
manner: order the vertices of V1 in any order, say v11; v12; : : : ; v1r1 . Next in order, we
place vertex x2, followed by the remaining vertices in V2. Next in order, we place
vertex x3, followed by the remaining vertices in V3. We continue in this manner until
all of the vertices in V (G) have been placed in order.
Consider then a parsimonious proper coloring of V (G) using the constructed order
. It follows that all of the vertices in  before vertex x2 will be assigned the color
1. Vertex x2, being a Grundy vertex, will have to be assigned the color 2. All of
the remaining vertices in V2 can be colored 2. At this point vertex x3 will have to
be assigned the color 3, and all of the remaining vertices in V3 can be colored 3.
Continuing in this way, we will produce a coloring of G using k = @(G) colors.
Thus,  (G)¿ k = @(G). But since
 o(G) = max

{ (G)};
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it follows that
 o(G)¿  (G)¿ @(G):
We next show that @(G)¿  o(G).
Let  be an ordering of V (G) for which  (G)= o(G). Since  induces a ppc with
a maximum number of colors used, every color class Vi must contain a vertex vi that
is assigned color i, because it is adjacent to vertices colored j, for every 16 j¡ i. It
follows that vertex vi is a Grundy vertex in this coloring. Thus,  induces a partial
Grundy coloring. Since the partial Grundy number @(G) is the largest k for which G
has a partial Grundy coloring, it follows that
@(G)¿  (G) =  o(G):
The Grundy number and partial Grundy number can also be deHned in a manner
similar to Simmons’ deHnition of a proper parsimonious coloring. This leads to the
following two results.
Let  be an arbitrary order of V (G). Color the vertices according to the ordering 
subject to the following conditions:
(i) use a new color i to color a vertex v only if v is adjacent to vertices colored
1; 2; : : : ; i − 1, and
(ii) if a vertex v can be colored with a used color, then color v with the smallest
available used color.
Let  denote the number of colors used in such a coloring, with respect to the
ordering . The following result is well known.
Theorem 6. For any graph G,
(G) = max

{(G)}:
Let us now deHne two more coloring schemes with respect to an ordering  of
V (G).
Scheme I: Color the vertices according to the ordering  subject to the following
conditions:
(i) use a new color i to color a vertex v only if v is adjacent to vertices colored
1; 2; : : : ; i − 1, and
(ii) if a vertex v can be colored with a used color, color v with any available used
color.
Let @ denote the number of colors used in a Scheme I coloring, with respect to
the ordering . The following result is an immediate consequence of the deHnition of
@(G).
Theorem 7. For any graph G,
@(G) = max

{@(G)}:
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Finally, consider the following color scheme:
Scheme II: Color the vertices according to the ordering  subject to the following
conditions:
(i) use a new color i to color a vertex v only if v is adjacent to vertices colored
1; 2; : : : ; i − 1, and
(ii) if a vertex v can be colored with a used color, color v with the maximum
available used color.
Let @max  denote the number of colors used in a Scheme II coloring, with respect
to the ordering .
Theorem 8. For any graph G,
@(G) = max

{@max (G)}:
Proof. Let  = {V1; V2; : : : ; Vk} be a partial Grundy coloring partition of V (G) with
k = @(G) colors. By deHnition, each Vi, 16 i6 k, has a Grundy vertex. Let xi ∈Vi
be such a vertex. Note that Vi can have more than one Grundy vertex.
DeHne an ordering  of V (G) as follows: order the vertices of V1 in any linear
order; list next vertex x2 followed by the remaining vertices in V2, in any order; list
next vertex x3, followed by the remaining vertices in V3, in any order; and so on.
In other words, in each Vi, the known Grundy vertex xi comes Hrst, followed by the
remaining vertices in Vi.
Now color V (G) according to Scheme II above, using the deHned ordering . We
Hrst color the vertices in V1 with color 1. Next, vertex x2 must be given color 2. The
remaining vertices can now be given the maximum available color, 2. Next, vertex x3
must be given color 3, since it is a Grundy vertex. The remaining vertices in V3 are
now colored with the maximum available color, color 3. Continuing in this way we
produce a k-coloring, using color Scheme II. Therefore,
max

{@(G)}¿ @(G) = k:
Conversely, let  be an ordering of V (G) and ′ = {V ′1 ; V ′2 ; : : : ; V ′k} be a parti-
tion of V (G) into color classes, colored according to color scheme II, where k =
max{@(G)}.
Clearly the Hrst vertex to appear in , which is given color i, must be a Grundy
vertex in color class Vi. Therefore, every color class Vj, 16 j6 k, must contain a
Grundy vertex. But since @(G) is the maximum number of colors used in any partial
Grundy coloring of G, it follows that
@(G)¿ k =max

{@(G)}:
As mentioned earlier, in a Grundy coloring of a graph G, there is an underlying
ordering  of V (G), and the vertices are colored according to this order in a greedy
way, that is, always using the smallest available color for the next uncolored vertex.
Zakar [35] deHned a graph to be well colored if any two greedy colorings use the same
number of colors, and mentioned that for a well-colored graph G, (G)=(G). In [35]
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it is shown that a well-colored graph G can be recognized in polynomial time if G is
restricted to be in any of the following classes of graphs: graphs with a prescribed chro-
matic number k, split graphs, complements of bipartite graphs and comparability graphs.
3. Interpolation theorems
Harary et al. [13] published the following interpolation theorem for complete color-
ings of graphs.
Theorem 9. If a graph G has complete colorings of orders m and n, then for every
integer k, m6 k6 n, G has a complete coloring of order k.
A similar interpolation theorem exists for Grundy colorings.
Proposition 10. If a graph G has a complete coloring of order t, then it has a Grundy
coloring of order s6 t.
Proof. Let = {V1; V2; : : : ; Vt} be a complete coloring of order t. Let v1; v2; v3; : : : ; vn
be an ordering of the vertices in V (G) such that the vertices in Vi precede the vertices
in Vj for i¡ j. Let W1 be the set of all vertices such that vi ∈ W1 if and only if there
exists a vertex vj, j¡ i, such that vj is adjacent to vi and vj ∈W1. Clearly, V1 ⊆ W1.
Now form W2 in the same way from the remaining vertices (in V − W1), and
similarly form W3, W4, etc. In this way we will Hnally obtain a Grundy coloring
′ = {W1; W2; : : : ; Ws} with the property that Vi ⊆
⋃i
j=1 Wj. Hence, s6 t.
The following interpolation theorem for Grundy colorings was Hrst proved by Erd)os
and Prins in an unpublished letter, dated 2 August 1963; this result was also proved
independently in 1979 by Christen and Selkow [4]. We provide the original proof given
in [24].
Theorem 11. If a graph G has a complete coloring of order r, and a Grundy coloring
of order t, r ¡ t, then it has a Grundy coloring of order s, for all s, r6 s6 t.
Proof. Given a complete coloring of order r, we may by Proposition 10 construct
a Grundy coloring of order p6 r. Let  = {V1; V2; : : : ; Vp} be so constructed. Let
′ = {W1; W2; : : : ; Wt} be a Grundy coloring of order t. Form the coloring ∗ =
{W1; V1−W1; V2−W1; : : : ; Vp−W1}. Applying the construction used in Proposition 10
to ∗, we obtain the coloring (1) = {W1; Z (1)1 ; Z (1)2 ; : : : ; Z (1)k }. We note that (i) (1)
is a Grundy coloring, (ii) the Hrst member of (1) is W1, because ∗ is a Grundy
coloring, (iii) k6p, and hence, (iv) the order of (1) is at most p+ 1.
Next we form (1)∗= {W1; W2; Z (1)1 −W2; Z (1)2 −W2; : : : ; Z (1)k −W2}, and then (2) =
{W1; W2; Z (2)1 ; : : : ; Z (2)k(2)} in the same way. Clearly (2) is a Grundy coloring of order
k(2)6p+ 2.
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Continuing in this way, we obtain a series of Grundy colorings ;(1); (2); : : : ; (t)
=′, in which the order of (i+1)6 1+ the order of (i). This proves the theorem.
One other result along these lines is the following:
Theorem 12. If a graph G has a complete coloring of order t which is not a Grundy
coloring, then either G has a Grundy coloring of order t, or G has a complete coloring
of order t − 1.
Proof. Let ={V1; V2; : : : ; Vt} be a complete coloring of order t, which is not a Grundy
coloring. By deHnition, there exists a vertex, say v∈Vj, which is not a Grundy vertex,
i.e. there exists a set Vi with i¡ j (we can assume that i is minimal), such that v is
not adjacent to any vertex in Vi. Form the coloring ′ = {V1; : : : ; Vi−1 ∪ {v}; : : : ; Vj −
{v}; : : : ; Vt}. Note that Vj − {v} is not empty since  is a complete coloring. If ′ is
not a complete coloring, then there now exists a set Vk no vertex in which is adjacent
to any vertex in Vj − {v}. Then {V1; : : : ; Vi ∪ {v}; : : : ; Vj − {v} ∪ Vk; : : :} is a complete
coloring or order t − 1.
On the other hand, if ′ is a complete coloring, then either it is a Grundy coloring,
and the theorem is proved, or it is not a Grundy coloring and we can repeat this
process. Eventually, we must Hnd a Grundy coloring of order t or a complete coloring
of order t − 1.
4. Inequalities involving @(G )
In this section, we establish some inequalities involving the partial Grundy number
@(G) of a graph.
Proposition 13. For any graph G having maximum degree "(G),
(i) (G)6 @(G)6  (G),
(ii) (G)6 @(G)6"(G) + 1.
Proof. (i) Since every Grundy coloring is, by deHnition, a partial Grundy coloring, it
follows that (G)6 @(G). In addition, it is easy to see that every partial Grundy
k-coloring is a complete coloring. Therefore, @(G)6  (G).
(ii) This upper bound for the partial Grundy number follows from the simple obser-
vation that in any partial Grundy k-coloring, each color class must contain at least one
Grundy vertex, and this vertex can be adjacent to no more than "(G) other colors.
Combining the inequality chains of Propositions 1 and 13 we obtain the following.
Proposition 14. For any graph G having maximum degree "(G),
(G)6 −(G)6 +(G)6(G)6 @(G)6 { (G); "(G) + 1}:
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It is easy to see that the diQerence in value between @(G) and (G) can be
arbitrarily large, even for trees. Consider the caterpillar, consisting of a path with
vertices labeled v1; v2; : : : ; vk , for which vertex v1 is a leaf and for every i, 26 i6 k,
vertex vi is adjacent to i−2 leaves. For this caterpillar T , one can show that @(T )=k,
while (T ) = 4.
In addition, the diQerence in value between @(G) and  (G) can be arbitrarily large.
Consider a path Pn. Since @(G)6"(G)+1, where "(G) equals the maximum degree
of a vertex in G, it follows that for n¿ 4, @(Pn)=3, while  (Pn)=k, if n=k(k−1)=2
and k is odd.
The upper bound of "(G) + 1 for the partial Grundy number is sharp, for example,
for complete graphs, paths and cycles. By contrast we know of relatively few examples
where (G) = @(G).
Nordhaus and Gaddum [23] presented the now famous bounds on the sum and
product of the chromatic number of a graph G and its complement MG, as follows.
Theorem 15. For any graph G of order n,
(i) 2
√
n6 (G) + ( MG)6 n+ 1,
(ii) n6 (G)( MG)6 (n+ 1)=2	2
and these bounds are sharp.
A similar theorem is true for the partial Grundy number of a graph and its comple-
ment.
Theorem 16. For any graph G of order n, maximum degree "(G) and minimum
degree $(G),
(i) 2
√
n6 @(G) + @( MG)6 n+ 1 + "(G)− $(G),
(ii) n6 @(G)@( MG)6 (n+ 1 + "(G)− $(G))=2	2
and these bounds are sharp.
Proof. It is clear from Proposition 13 that
@(G) + @( MG)6 1 + "(G) + 1 + "( MG):
But since "( MG) = n− 1− $(G), we have
@(G) + @( MG)6 1 + "(G) + 1 + n− 1− $(G)
or
@(G) + @( MG)6 n+ 1 + "(G)− $(G):
This upper bound is sharp, for example, for both the path P4 and the cycle C5.
To prove the upper bound in (ii), for the product @(G)@( MG), we note that for
any two positive integers a and b,
4ab= (a+ b)2 − (a− b)26 (a+ b)2;
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and therefore
ab6 (a+ b)=2	2:
Hence,
@(G)@( MG)6 (@(G) + @( MG))=2	26 (n+ 1 + "(G)− $(G))=2	2:
This upper bound can also be seen to be sharp for both the path P4 and the cycle
C5.
The two lower bounds follow immediately from the Nordhaus–Gaddum Theorem 15,
that is,
(i) 2
√
n6 (G) + ( MG)6 @(G) + @( MG) and
(ii) n6 (G)( MG)6 @(G)@( MG).
The Hrst lower bound, for the sum, is sharp for G=P4, where @(G)= 2= @( MG).
The second lower bound, for the product, is sharp for complete graphs G=Kn, where
@(G) = n and @( MG) = 1.
Corollary 17. For any k-regular graph G,
@(G) + @( MG)6 n+ 1:
Corollary 18. For any self-complementary graph G,
@(G) + @( MG)6 2("(G) + 1):
Proposition 19. For any graph G of order n having a vertex of degree n − 1, i.e.
G = K1 + H , for some graph H ,
@(G) = 1 + @(H):
5. Open problems
Several problems remain unanswered about partial Grundy colorings of graphs, among
which are the following:
1. Does there exist an interpolation theorem for partial Grundy colorings, similar to
Theorem 9: if a graph G has partial Grundy colorings of orders m and n, m¡n,
then for every integer k, m6 k6 n, does G have a partial Grundy coloring of order
k?
2. What can you determine about the chromatic sum invariants −(G) and +(G)? In
particular: (i) can these two values be computed for any tree in polynomial time?
(ii) for what classes of trees is (T ) = −(T ) = 2? (iii) for what classes of trees is
−(T ) = +(T )? (iv) for what classes of trees is +(T ) = (T )?
3. Determine the algorithmic complexity of computing the value of @(G) for various
classes of graphs.
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4. Can you construct a linear algorithm for computing the value of @(T ) for an
arbitrary tree T?
References
[1] C. Berge, Theory of Graphs and its Applications, Methuen, London, 1962.
[2] C. Berge, Graphs and Hypergraphs, North-Holland, Amsterdam, 1973.
[3] J.A. Bondy, U.S.R. Murty, Graph Theory with Applications, American Elsevier, New York, 1976,
p. 133.
[4] C.A. Christen, S.M. Selkow, Some perfect coloring properties of graphs, J. Combin. Theory Ser. B 27
(1979) 49–59.
[5] N. ChristoHdes, An algorithm for the chromatic number of a graph, Comput. J. 14 (1971) 38–39.
[6] E.J. Cockayne, A.G. Thomason, Ordered colourings of graphs, J. Combin. Theory Ser. B 32 (1982)
286–292.
[7] P. Erd)os, W.R. Hare, S.T. Hedetniemi, R. Laskar, On the equality of the Grundy and Ochromatic
numbers of a graph, J. Graph Theory 11 (1987) 157–159.
[8] P. Erd)os, E. Kubicka, A. Schwenk, Graphs that require many colors to achieve their chromatic sum,
Congr. Numer. 71 (1990) 17–28.
[9] A. Farley, S. Hedetniemi, S. Mitchell, A. Proskurowski, Minimum broadcast graphs, Discrete Math. 25
(1979) 189–193.
[10] N. Goyal, S. Vishwanathan, NP-completeness of undirected Grundy numbering and related problems,
unpublished manuscript, 1997.
[11] P.M. Grundy, Mathematics and games, Eureka 2 (1939) 6–8.
[12] F. Harary, S. Hedetniemi, The achromatic number of a graph, J. Combin. Theory 8 (1970) 154–161.
[13] F. Harary, S. Hedetniemi, G. Prins, An interpolation theorem for graphical homomorphisms, Portugal.
Math. 26 (1967) 453–462.
[14] S.M. Hedetniemi, S.T. Hedetniemi, T. Beyer, A linear algorithm for the Grundy (coloring) number of
a tree, Congr. Numer. 36 (1982) 351–363.
[15] D.J. HoQman, P.D. Johnson Jr., Greedy colorings and the Grundy chromatic number of the n-cube,
Bull. Inst. Combin. Appl. 26 (1999) 49–57.
[16] T. Jiang, D. West, Coloring of trees with minimum sum of colors, J. Graph Theory 32 (1999)
354–358.
[17] D.S. Johnson, Worst case behavior of graph coloring algorithms, in: Proceedings of the 5th Southeastern
Conference on Combinatorics, Graph Theory and Computing, Florida Atlantic University, Boca Raton,
FL, 1974, pp. 513–527, also Congr. Numer. 10 (1974) 513–528.
[18] E. Kubicka, Constraints on the chromatic sequence for trees and graphs, Congr. Numer. 76 (1990)
219–230.
[19] E. Kubicka, A. Schwenk, Introduction to chromatic sums, Proceedings of the 17th Annual ACM
Computer Science Conference, ACM, New York, 1989, pp. 39–45.
[20] D. Marcu, On Hnding a Grundy function, Polytech. Inst. Bucharest Sci. Bull. Chem. Mater. Sci. 54 (3–
4) (1992) 43–47.
[21] D.W. Matula, G. Marble, J.D. Isaacson, Graph coloring algorithms, in: R.C. Read (Ed.), Graph Theory
and Computing, Academic Press, New York, 1972, pp. 109–122.
[22] C.J.H. McDiarmid, Coloring random graphs badly, in: R.J. Wilson (Ed.), Graph Theory and
Combinatorics, Pitman, London, 1979, pp. 76–86.
[23] E.A. Nordhaus, J. Gaddum, On complementary graphs, Amer. Math. Monthly 63 (1956) 175–177.
[24] G. Prins, Unpublished manuscript, dated February 8, 1963.
[25] A. Proskurowski, Minimum broadcast trees, IEEE Trans. Comput. C–30 (1981) 363–366.
[26] G.J. Simmons, The ochromatic number of graphs, Graph Theory Newslett. 11 (6) (1982) 2–3.
[27] G.J. Simmons, The ordered chromatic number of planar maps, Proceedings of the 13th Southeastern
Conference on Numerical Mathematics and Computing, Boca Raton, FL, 1982, pp. 59–67.
[28] G.J. Simmons, On the ochromatic number of a graph, Congr. Numer. 40 (1983) 336–366.
64 P. Erd/os et al. / Discrete Mathematics 272 (2003) 53–64
[29] G.J. Simmons, A graph-theoretical exorcism, Congr. Numer. 49 (1985) 205–214.
[30] G.J. Simmons, The ochromatic number of planar graphs, in: F. Harary (Ed.), Proceedings of the First
Colorado Symposium on Graph Theory, Wiley, New York, 1985, pp. 295–316.
[31] J.A. Telle, A. Proskurowski, Algorithms for vertex partitioning problems on partial k-trees, SIAM J.
Discrete Math. 10 (1997) 529–550.
[32] C. Thomassen, P. Erd)os, Y. Alavi, P.J. Malde, A.J. Schwenk, Tight bounds on the chromatic sum of a
connected graph, J. Graph Theory 13 (1989) 353–357.
[33] Z. Tuza, Contractions and minimal k-colorability, Graphs Combin. 6 (1990) 51–59.
[34] D.J.A. Welsh, M.B. Powell, An upper bound for the chromatic number of a graph and its application
to time table problems, Comput. J. 10 (1967) 85–87.
[35] M. Zakar, New trends in greedy colorings of graphs, undated manuscript.
