ABSTRACT As a crucial part of the Intelligent Transportation System, traffic forecasting is of great help for traffic management and guidance. However, predicting short-term traffic conditions on a large-scale road network is challenging due to the complex spatio-temporal dependencies found in traffic data. Previous studies used Euclidean proximity or topological adjacency to explore the spatial correlation of traffic flows, but did not consider the higher-order connectivity patterns exhibited in a road network, which have a significant influence on traffic propagation. Meanwhile, traffic sequences display distinct multiple timefrequency properties, yet few researchers have made full use of this resource. To fill this gap, we propose a novel hybrid framework -Wavelet-based Higher-order Spatial-Temporal method (Wavelet-HST) to accurately predict network-scale traffic speeds. Wavelet-HST first uses discrete wavelet transform (DWT) to decompose raw traffic data into several components with different frequency sub-bands. Then a motifbased graph convolutional recurrent neural network (Motif-GCRNN) is proposed to learn the higherorder spatio-temporal dependencies of traffic speeds from low-frequency components, and auto-regressive moving average (ARMA) models are employed to simulate random fluctuations from the high-frequency components. We evaluate the framework on a traffic dataset collected in Chengdu, China, and experimental results demonstrate that Wavelet-HST outperforms six state-of-art prediction methods by an improvement of 7.8% ∼10.5% in the root mean square error.
I. INTRODUCTION
Predicting short-term traffic conditions in urban areas is of paramount importance for travel planning and traffic control. For instance, it enables travelers to foresee the potential congestions to make more appropriate travel routes, and then improve traffic capacity on a large-scale road network [1] . With the increase of urban road vehicles and the construction of intelligent transportation system (ITS) [2] , rich trajectory and flow data are collected by variety of sensors (e.g. GPS detectors equipped on floating vehicles and loop detectors fixed on roads), which provide information about the infrastructure and data environment enabling traffic prediction [3] . Furthermore, the emergence of big data technology helps us
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understand traffic dynamics in detail, and thus makes traffic prediction become a hotpot in transportation research. In this paper, we study the problem of traffic speed forecasting on road networks using historical traffic speed observations. Such a network-wide prediction task is challenging due to the complex spatial and temporal dependencies between road segments.
In a road network, the traffic condition on one road segment is affected by its locally adjacent road segments, and closer segments have a stronger influence on a given segment than more distant segments. This traffic interaction is not only based on the spatial proximity in Euclidean space, but also strongly restricted by the topologic structure of road networks. Therefore, an accurate representation of the road network is the key to model spatial correlations of traffic speeds. In previous studies, researchers rearranged road segments as one-dimensional sequences [4] or transformed road networks as two-dimensional images [5] , and then used convolutional neural network (CNN) to capture the geographic similarity in local areas. Although they achieved promising performance, the predictions were limited to ring roads only or to areas in a cell-based tessellation. Moreover, as some road segments with close locations but long road network distances show very different behaviors (e.g. A two-lane road with opposite directions) [6] , the spatial dependencies captured by traditional CNN-based methods are not consistent with real traffic dynamics. To address this issue, researchers further introduced graphs to represent road networks and employed graph convolutional networks (GCNs) to extract the spatial correlations among adjacent road segments [7] . These methods account for the topological relations of the road network, but they are still generalized measurements of spatial proximity in network space (i.e. topological adjacency). Thus, the rich structural and connectivity information inherent in road network data have not yet been fully incorporated in traffic prediction models.
As a type of complex networks, road networks show many typical structural characteristics, among which the most obvious one is the local connectivity patterns. Compared with the individual link between two adjacent road segments, the combination of multiple links in local areas has more significant influence on the diffusion of traffic flow, which is termed higher-order connectivity patterns [8] . Figure 1 illustrates an example. The small road network consists of fourteen road segments and the combination of road links in local areas forms three types of higher-order connectivity patterns: two-hop, converging and diverging structures, as shown in Figure 1 (f). In each structure, the traffic flow follows particular propagation paths and generates corresponding spatial correlations. As one road segment often participates in multiple local structures, the traffic state of a road is affected by different higher-order connectivity patterns. For instance, Figures 1(a) through 1(e) illustrate different higherorder connectivity patterns that affect road 4. The diffusion process of traffic flow on road 4 present a complex spatial dependency in the local areas given the integrated impact of these structures. The congestion on road 7 may cause most of the traffic flow on road 4 to move to road 5, while the congestion on road 12 will trigger the flow of vehicles on route 3 to shift onto route 4. Therefore, traffic in a road network forms a higher-order type of spatial correlation, which is not based on adjacent road segments, but on adjacent local structures. A road network represented by these higher-order structures can describe the traffic interaction in more details than general graphs.
At the same time, for each road segment, traffic speed time-series data display multiple fluctuations at different frequencies. For instance, the smooth and periodic profile of speed sequences show a low-frequency changing trend, while the real-time traffic dynamics exhibits high-frequency random shakings. These mixed time-frequency properties increase the difficulties of capturing the spatio-temporal dependencies of traffic speeds. Some studies therefore took advantage of the multi-resolution analysis capability of wavelet decomposition, to obtain separate sub-time series with frequencies ranked from high to low [9] , [10] . They employed different prediction models for different frequency sequences or simply remove high-frequency parts as noise. Despite high prediction accuracy, these methods rarely considered the correlation of multiple low-frequency sequences, and thus cannot capture more spatial details from stationary evolution patterns. Furthermore, the low-frequency components decomposed from raw traffic data show multi-scale time dependency. In the long term, the fluctuation of lowfrequency sequences has a repetitive daily period, and in the short-term, the signal has similarity and continuity in the moments before and after the current moment, which can be referred to as daily period dependency and recent trend dependency, respectively [11] . These complex multifrequency properties and multi-scale characteristics of traffic time series make it more challenging to learn temporal dependencies of traffic speeds.
To tackle these challenges, we consider a road network as a directed graph and propose a hybrid prediction framework that effectively learns the spatio-temporal dependencies of traffic speeds. The main contributions of this paper can be summarized as follows: 1) We employ motifs (local sub-graph structures [8] ) to define the higher-order connectivity patterns presented in road networks. Meanwhile, we integrated these road motifs with the graph convolution neural network (GCN) to extract higher-order spatial correlations of traffic speeds, which is different from existing deep learning methods that only consider the geographical proximity in Euclidean space or the low-order topological adjacency on general graphs. To the best of our knowledge, this is the first work that applies motifs into traffic prediction research.
2) We propose a novel hybrid framework for traffic speed prediction, namely wavelet-based higher-order spatiotemporal (Wavelet-HST) method. It decomposes raw traffic speed data into several time-frequency sequences based on discrete wavelet transform (DWT), and then conduct multiresolution analysis. Specifically, we employ ARMA to model the unstable randomness fluctuations from high-frequency components, and propose a spatio-temporal neural network -Motif-GCRNN to capture the stationary evolution patterns from low-frequency components, in which two LSTMs are used to learn recent trend and daily period temporal dependencies respectively. Through multi-level description, the framework provides a comprehensive picture of traffic dynamics.
3) Our experimental results on a real-world road network demonstrate that the proposed hybrid framework Wavelet-HST outperforms existing baseline methods.
The rest of this paper is organized as follows. Section II gives an overview of the related work. Section III introduces some preliminary definitions that will be applied in this paper Section IV presents the proposed framework Wavelet-HST in detail and the experiments are carried out in Section V. Finally, Section VI summarizes the research of this paper and provides the future direction.
II. RELATED WORK A. SHORT-TERM TRAFFIC PREDICTION
Existing research on short-term traffic prediction can be divided into two categories: time series analysis based on statistical approach and data-driven methods based on machine learning. Statistical approaches such as Kalman Filtering [12] and Auto-Regressive Integrated Moving Average (ARIMA) [13] achieve promising results but rely on stationary assumptions. With the increase of traffic datasets and the development of computational power, machine learning approaches, such as K-Nearest Neighbors (KNN) [14] , Support Vector Regression (SVR) [15] can capture complex non-linear relations in traffic data but still fail to model spatiotemporal dependencies effectively.
Fortunately, numerous attempts were made to capture spatial and temporal dependencies simultaneously. Zheng et al. proposed a feature selection based method to predict the urban traffic speed with the consideration of spatiotemporal traffic pattern [16] . Most recently, deep learning methods have been widely applied in traffic prediction domain. Zhao et al. regarded traffic data as time series and used Long Short-Term Memory network (LSTM) to capture the temporal dependencies of traffic speeds [17] , [18] , [19] . However, these time-series prediction methods are only performed on a single road segment. When they are applied to the whole road network, the computational efficiency will be reduced from multiple prediction tasks. Several works found that learning multiple tasks jointly can improve the prediction performance compared with learning them individually [20] , [21] . Ma et al. employed Convolutional Neural Network (CNN) to extract the spatial dependencies in traffic flow but the road networks studied in these research were expressed in the Euclidean space (e.g., 2D images) [1] , [4] , [5] , [22] . The local spatial correlations learnt therefore only reflect unstructured spatial proximity, rather than structured adjacency relations of road segments. Yu et al. further introduced graphs to represent the topological structures of road networks [7] , [23] and investigated graph convolution [24] . Lin et al. proposed a graph convolutional neural network with data-driven graph filter (GCNN-DDGF) that can learn hidden heterogeneous pairwise spatial correlations [25] . However, these graphs were set undirected and thus cannot describe the directed propagation of traffic flow along road networks. To this end, Li proposed the diffusion convolution operation on directed graphs to capture the spatial correlations of traffic flow [6] , but this diffusion process was only defined by a state transition matrix at the level of individual nodes and edges. Thus the spatial information obtained by diffusion convolution only reflects low-order connectivity patterns of road segments.
B. WAVELET-BASED HYBRID PREDICTION
Previous studies show that the wavelet-based methods can effectively improve the prediction accuracy from noisy and unstable traffic data series. Some research employed wavelet decomposition to eliminate the noise of raw traffic data and then fed the remainder stationary sequences into statistical models or neural networks for traffic prediction [9] , [26] . As a consequence, their prediction results lack some details compared with the ground truth data since the random information generated from context factors is removed along with noise in the denoising process. Based on the multi-resolution analysis (MRA) capability of wavelet decomposition, some studies further developed hybrid forecasting approaches that maintains different time-frequency characteristics of traffic series. For instance, Sun et al. proposed a hybrid method to forecast different kinds of passenger flows in the subway system [27] . It employs discrete wavelet transform (DWT) [28] to decompose the passenger flow data into several highfrequency and low-frequency series, and then predicts each frequency series with support vector machines (SVM). Their predicted flows therefore show different degree of random fluctuations. However, these hybrid methods only take individual time series data as model inputs, ignoring the correlation between different sequences, and thus cannot capture the spatio-temporal dependences implicit in traffic data.
III. PRELIMINARIES
In this section, we briefly introduce three basic concepts and technologies applied in our prediction framework, as a preparation for section IV.
A. HIGHER-ORDER NETWORK STRUCTURES
Networks are a fundamental tool for understanding and modeling complex systems in sciences, which can be expressed as graphs -combination of nodes and edges. However, many networks in real world have been shown to include higher-order connectivity patterns that control and mediate the behavior of complex systems at the level of small subgraphs [8] . Since these higher-order connectivity patterns appear frequently in a network, they can be treated as a new type of basic building blocks for complex networks. Milo et al. defined network motifs to represent these local meaningful sub-structures [29] . Figure 2 presents the commonly used triangular motifs, in which different motifs convey different interactive patterns. In current research, these motifs are often used in social networks for clustering analysis or in biological neural networks for information transmission pattern detection [30] , [31] , [32] , but their applications in road networks for transportation research have not been touched yet.
B. GRAPH CONVOLUTIONAL NETWORK
In deep learning models, convolution can extract spatial features and reduce training parameters efficiently by an operation of local weighted average. However, the traditional convolution filter in CNNs is defined for regular grids in Euclidean space, which is not applicable to general graphs. Currently, there are two basic approaches to implement graph convolution: the spatial approach and the spectral approach. Spatial approaches rearrange the vertices into the form of a grid, processed by regular convolutional operations. This provides accurate filter localization but faces the challenge of matching local neighborhoods [33] . Spectral approaches define the convolution operation via a graph Fourier transform in the spectral domain. Bruna et al. proposed a graph convolution neural network based on the spectrum of the graph Laplacian, however their approach has high computational complexity due to the cost of computing a graph Fourier transform [34] . Defferrard et al. then designed fast localized convolutional filters by parametrizing the spectral filters as Chebyshev polynomials (referred to as ChebNet), which offers linear computational complexity [24] . A ChebNet filter can be written as:
whereL = 2L/λ max − I n is the rescaled Laplacian matrix with maximum Eigenvalue λ max , the parameter θ ∈ R K is a vector of Chebyshev coefficients, and T k L ∈ R n×n is the Chebyshev polynomial of order k. K is the number of successive filtering operations or convolutional layers and K localized convolution filters effectively exploit the information from the K-1-order neighborhood of a node.
C. DISCTRETE WAVELET TRANSFORM
Wavelet transform (WT) is often used to extract information in the analysis of non-stationary data. This transform provides localization properties in both time and frequency domains [35] . In our approach, discrete wavelet transform (DWT) is employed to decompose raw traffic speed data into several frequency sequences, so as to conduct multiresolution analysis (MRA). An effective way to perform DWT is through the Mallat algorithm [36] that passes data through a series of low-pass and high-pass filters:
where S is the original signal, ϕ l is low-pass filter and ϕ h is high-pass filter, and dA and dD are the outputs of lowpass and high-pass filters, called approximation and detail coefficients, respectively. Figure 3 (a) illustrates the process of Mallat algorithm with three-level decompositions. The original time series data S is firstly passed through both low-pass and high-pass filters to obtain the approximation and detail coefficients (i.e., dA 1 and dD 1 ) at the first level. The obtained approximation coefficient dA 1 is then passed through both filters again to obtain two coefficients, dA 2 and dD 2 , at the second level. This process is repeated until the specified level has been reached. The last approximation coefficient dA 3 and all detail coefficients (dD 1 , dD 2 and dD 3 ) are retained after the decomposition process and wavelet reconstruction is performed on each of these coefficients. Specifically, when reconstructing time series from one coefficient, all coefficients except this one are set as zero values, and fed into the reconstruction algorithm (i.e., inverse discrete wavelet transform, IDWT). As shown in Figure 3(b) , the low-frequency sequences rA 3 is reconstructed using the approximation coefficient dA 3 , which exhibits a smooth trend in fluctuation, and high-frequency sequences with different frequency sub-bands are obtained from reconstruction results of the detail coefficients, which show stochastic change patterns.
IV. METHEDOLOGY A. PROBLEM FORMULATION
We use an directed graph G = (V , E, A) with N nodes to describe a road network, where nodes v i ∈ V denote road segments, edges (v i , v j ) ∈ E indicates the directed connection from node i to node j and A ∈ R N ×N A T = A represents the adjacency matrix. When there is an edge from node i to node j (i.e. there is an adjacent link from road segment i to road segment j), A ij = 1, otherwise, A ij = 0 (A ii = 0). In the real world, as traffic speeds in two opposite directions of the same road could differ greatly at the same time interval, they must be predicted separately. Accordingly, in this study, any road in the real world with two lanes going in opposite directions is considered as two uni-directional road segments, that is, two nodes in a graph.
At the time interval t, we use x v i t to represent the average traffic speed on the road segment v i and a speed vector
to represent the speed information of all road segments. Given the historical speed observations until time interval t on road segments in a road network, the task aims to predict traffic speeds at time interval t + 1, which can be formulated as:
where T is the length of historical observations, G is the directed Graph built with the road network, and F is the prediction function that must be learned. Figure 4 presents the framework of Wavelet-HST. Original traffic speed data are processed by discrete wavelet transform (DWT) to obtain multiple frequency components for each road segment. A spatial-temporal prediction network -Motif-GCRNN is then proposed to capture the stationary spatio-temporal patterns from low-frequency components for all road segments, and auto-regressive moving average (ARMA) models are employed to simulate random shakings occurred in the high frequency components. Outputs of different frequency components are summarized by road segment to obtain the final prediction results. Figure 5 illustrates the architecture of Motif-GCRNN. As shown in the middle part of Figure 5 , we construct motifbased graph convolutional (MGC) layers that capture spatial correlations among road segments and use a recurrent layer with two LSTMs that learn temporal dependencies of traffic dynamics. At each time interval, the data is a speed vector of all road segments, represented by a simplified notation of a graph as shown in the yellow and blue squares, in Figure 5 . We select historical speeds over the past few time intervals and speeds at the same time over the past few days as input to predict the speed at the next time interval. These two parts of input are fed into MGC layers respectively, and then spatial features extracted are reshaped to feed into LSTM for learning short-term and periodic patterns respectively (i.e., recent trend and daily period). These two types of temporal features are concatenated and fed into a fully connected layer for the prediction outputs.
B. FRAMEWORK OVERVIEW

C. MOTIF-BASED GRAPH CONVOLUTIONAL LAYER
In a road network, the speed prediction for one road must account for the traffic conditions on adjacent roads. This spatial interaction is based on the topological structure of the road network, but more prominently affected by the higherorder connectivity patterns of local adjacent road segments. In order to capture these particular spatial dependencies in traffic situation, we need to design a more meaningful representation form of road networks which can integrate higherorder connectivity patterns into general graphs. Motivated by the work in [8] , [30] , [31] and [32] , we introduced motifs to describe the local higher-order connectivity patterns and defined a motif-based adjacent matrix to represent the road network. Furthermore, on the basis of ChebNet [24] , we constructed motif-based graph convolution that extracts higherorder spatial correlations of traffic speeds efficiently.
1) MOTIFS IN ROAD NETWORKS
Since the structure formed by three objects is the most common and simplest basic structure in real world, and the combination of a road segment and its first-order adjacent road segments (i.e. upstream and downstream) also reflects triangular relationship, thus in our model, triangular motifs are selected as fundamental units building blocks to construct a new representation of road networks. More complex road structures (e.g. mixed adjacency structure of secondand third-order) can be described by combination of these triangular motifs.
As shown in Figure 6 , five motifs with only uni-directional edges among thirteen types of triangular motifs, were selected to represent possible local higher-order structures in urban road networks. The blue nodes in these motifs are anchor nodes that are regarded as the research target, and nodes in black represent the nodes that are adjacent to the target node. From the perspective of a road network, anchor nodes represent the target road segments that have influence on or are influenced by the adjacent road segments in local area. Based on the analysis in the Introduction section, M 8 , M 9 , M 10 in Figure 6 can represent the diverging, two-hop, converging structure respectively, while M 1 and M 5 may reflect a ring structure and a detour structure occurred rarely in road networks.
2) MOTIF-BASED ADJACENCY MATRIX
Taking advantage of these sub-graphs, we constructed a motif-based adjacent matrix W M that stores the higherorder spatial information of a road network. As defined before, we use an unweighted directed graph to represent this road network. For each edge (v i ,v j ) ∈ E, let w k,ij denote the number of times that the edge (v i ,v j ) participates in M k (k ∈ {1, 5, 8, 9, 10}). The motif-based adjacency matrix W M is then defined as:
Each weight in matrix W M is a statistical value that records the degree of involvement of an edge in these five motifs. For a road network, this weight describes the importance of an adjacent link between two road segments in local areas under the integrated impact of multiple higher-order connectivity patterns. Taking the road network in Figure 7 (a) for example, the edge between road 1 and road 2 appears in the four motifs in local area, including the diverging structure (i.e. M 8 ) of road 1, road 2 and road 12, the diverging structure (i.e. M 8 ) of VOLUME 7, 2019 FIGURE 7. Expression of higher-order spatial correlations in Motif-based Adjacency Matrix. The weight in Motif-based Adjacency Matrix describes the importance of an adjacent link between two road segments in local areas under the integrated impact of multiple higher-order connectivity patterns. road 1, road 2 and road 4, the converging structure (i.e. M 9 ) of road 1, road 2 and road 13, and the converging structure (i.e. M 9 ) of road 1, road 2 and road 11. Thus the number of times that the edge between road 1 and road 2 participates in the five motifs is four. In other words, the weight between road 1 and road 2 in the motif-based adjacency matrix is four.
3) MOTIF-BASED GRAPH CONVOLUTION
Through the weights derived from the adjacency matrix, a local convolution filter can effectively integrate the effects of diverse connectivity patterns between adjacent roads, to forecast traffic speeds on the central road. Based on the convolution operation as shown in (1), we define the motif Laplacian associated with the adjacency matrix W M as = I −D −1/2 W MD −1/2 (D is the degree matrix of W M ), which acts anisotropically in a preferred direction along structures associated with the motifs. We use this Laplacian to calculate the motif-based convolution on the directed road graphs G(V , E, A) with the low frequency components X low of traffic speeds at time interval t:
where is the graph convolution filter, h t is the output of graph convolution, σ is the activation function (e.g., ReLU), θ ∈ R k×n is the trainable parameter, T k is the Chebyshev polynomial of order k, and K is the size of filters' reception fields. Although road motifs only contain first-order adjacency information, the spatial correlation of multi-order adjacency can be effectively extracted by the motif-based graph convolution with an appropriate size of filters' reception fields K .
D. RECURRENT LAYER
The dynamic trend over recent time intervals and the periodic repetitions at a daily scale in traffic speed data show strong regularity. Taking full advantage of these temporal patterns can help improve prediction performance. As Long ShortTerm Memory (LSTM) [37] is a powerful deep learning method capable of learning long-term temporal patterns of a time series, we use a recurrent layer with two LSTM to explore the short-term and periodic dependency of traffic speeds, what we term the recent trend and daily period, respectively. Before using the recurrent layer, we reshape the spatial features extracted by MGC layers in the past m time intervals and the same time interval of past n days into the input form of LSTM separately. In LSTM, the gates structure and the hidden state are unchanged, only the input is replaced by these spatial features. Assume the predicted speed is at the t time interval of the d day, the recent trend and daily period features are defined as: To fuse these two types of spatio-temporal dependencies for future traffic prediction, we concatenate them as Y concat .
E. REGRESSION LAYER
We use a fully connected layer to learn the comprehensive impact affected by recent trend and daily period:
where Y concat is the concatenation of recent trend and daily period features, W FC indicates the learnable parameters, • is the element-wise multiplication operator, b FC represents the bias in the fully connected layer, tanh is the activation function of hyperbolic tangent that ensures the output values are between -1 and 1, andỸ t is the prediction outputs of Motif-GCRNN, corresponding to the predicted low-frequency component of traffic speeds at time interval t. The Motif-GCRNN is trained by minimizing mean squared error between predicted low-frequency vectorsỸ t and true low-frequency vectors Y t , the loss function is defined as: (10) where θ are all learnable parameters in Motif-GCRNN. 
F. ARMA MODEL
Through discrete wavelet transform, the high-frequency components decomposed from original series show a strong random pattern. Since Auto-Regressive Moving Average (ARMA) is one of the most common models used in stationary stochastic process analysis in the time series domain [38] , we employ it to train and predict the highfrequency components of traffic speeds for simulating the random shakings occurred in raw traffic data. The outputs will be added together to form the final prediction results. ARMA consists of two polynomials, one for the autoregression (AR) and the second for the moving average (MA). The calculation process can be represented as:
where c is a constant, ε is the random error and distributed as a Gaussian white noise, ϕ, λ are parameters of AR and MA part, p and q are integers showing the orders of AR and MA part respectively, andỹ t is the prediction outputs of ARMA, corresponding to the predicted high-frequency components of traffic speeds at time interval t.
V. EXPERIMENTS A. DATASET DESCRIPTION
We verified the proposed framework using a taxi GPS dataset collected from 1st November 2016 to 30th November 2016 (30 days) in Chengdu, China. The trajectory of 43257 taxis were collected and the sample interval of GPS was three seconds. We calculated the travelling speed between two continuous GPS points of one car as a speed record and thus generated 63171201 speed records. The highlighted roads in Figure 8 constitute the road network to be predicted, which consists of 156 uni-directional road segments and 210 directed edges of graph. The average length of the road segments was 300 meters and the average number of speed records for each road segment was 399818. All speed records during 30 days were aggregated into a 15 min interval, and the traffic speed of each road segment at each time interval was then obtained by averaging the speed records within this time interval for each road segment. Finally, we got 2880 speed samples on 156 road segments. In our experiment, data samples from the first 24 days are used as training data, and the remaining six days as test data.
B. EXPERIMENTAL SETTINGS 1) BASELINES
We compare our framework with the following baseline methods: (1) Auto-Regressive Moving Average (ARMA); (2) Support Vector Regression (SVR); (3) Space-Time Convolutional Neural Network (ST-CNN) [4] , which uses a speed matrix with x-axis of time and y-axis of roads to represent the spatio-temporal evolution of traffic speeds; (4) Long Short-Term Memory (LSTM) with two recurrent layers; (5) Graph Convolutional Recurrent Neural Network (GCRNN) [39] , which integrates GCN and LSTM to predict structured sequence data. (6) Diffusion convolutional recurrent neural networks (DCRNN) [6] that integrates diffusion convolution and GRU units with an encoder-decoder architecture.
2) PARAMETER SETTINGS
In our approach, we used DB4 as mother wavelet for DWT and selected the decomposition level j = 3 referring to the work [26] . We then obtain three high-frequency components and one low-frequency sequence for training and prediction. For the low frequency components, we use the Min-Max normalization method to scale the input data into the range [−1, 1] before the model training. After the model prediction, we re-scale the predicted value back to the normal values. In Motif-GCRNN, we use one convolutional layer with 32 filters and a max-pooling layer at a size of 2 × 2. The size of filter reception field K varies from one to five in motif-based convolutional layers, the number of recent trend intervals varies from one to eight (15min to 2 hours) and the size of daily period intervals varies from one to eight days in LSTM layers. The filter reception fields K was set to three, the number of recent trend intervals to two (half an hour) and daily period intervals were set to seven as default parameters. All neural network based approaches were implemented using Tensorflow, and trained using the SGD optimizer. 
3) EVALUATION METRICS
We selected three commonly used metrics in traffic forecasting to evaluate the performance of the tested methods, including Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and Root Mean Squared Error (RMSE). They are stated as equation (12), (13) and (14), respectively.
where T is the length of traffic time series, X t is the observed traffic speed at time interval t,Ỹ t is the predicted lowfrequency component of traffic speeds at time interval t and y j t is the predicted j-th high-frequency component of traffic speeds at time interval t. Table 1 illustrates the performance results of our hybrid method Wavelet-HST and six other baselines. We analyzed the results in Table 1 and found that overall, our proposed hybrid prediction framework Wavelet-HST significantly improves performance with the lowest test error (RMSE = 4.700) among the six other benchmarks tested, according to three metrics. These results verify the effectiveness and superiority of our method for short-term traffic forecasting on a road network. Meanwhile, RNN-based methods, including LSTM, GCRNN, DCRNN and Wavelet-HST, generally outperform other baselines, which emphasizes the importance of modeling the temporal dependency. Furthermore, the comparative results of convolution based methods, including ST-CNN, GCRNN, DCRNN and Wavelet-HST prove that the effectiveness of spatial correlation modeling is related to the representation of road network. Compared with ST-CNN which rearranges road networks as one-dimensional sequences, GCRNN expresses road networks as undirected graphs and thus captures more accurate topological correlations with higher prediction accuracy. DCRNN uses directed graphs to model the real diffusion process of traffic flow and further improves the prediction performance. In contrast with these three models, Wavelet-HST innovatively employs motifs to construct the road network and achieves the highest accuracy for all three metrics, indicating that considering higher-order connectivity patterns is significant for spatial dependencies learning.
C. EXPERIMENTAL RESULTS
1) COMPARISON BETWEEN DIFFERENT MODELS
2) ABLATION STUDIES
In order to test the effects of each component in our prediction framework, we conduct three groups of ablation studies as shown in Table 2, Table 3 and Table 4 . We select some reference models and set variants of Wavelet-HST with different components. For example, DWT + GCRNN + ARMA represents a DWT-based method that uses GCRNN to predict low frequency components and ARMA to predict high frequency components. Based on this type of model shortened form, DWT + ARMA + ARMA represents a classic statistical method that uses ARMA to predict both low and highfrequency sequences, and DWT + Motif-GCRNN + ARMA stands for our proposed framework Wavelet-HST itself.
As shown in Table 2 , Motif-GCRNN achieves higher accuracy than GCRNN for all three metrics, indicating that the introduction of motifs in road networks is effective. The proposed motif-based graph convolution extracts more meaningful higher-order spatial correlations than general graph convolution and diffusion convolution. This indicates that the higher-order connectivity patterns presented in road networks have a more significant effect on the traffic interaction than pure topologically adjacent road segments. Furthermore, the test error of Wavelet-HST is lower than DWT + GCRNN + ARMA for three metrics, which also proves the validity of motif-based graph convolution block.
As shown in Table 3 , we observed that the prediction accuracy of DWT-based models is higher than other methods without the pre-process of DWT, pointing out that multi-frequency properties of traffic speed data are beneficial for traffic prediction. Through decomposition and reconstruction with different frequency sub-bands, we can get more detailed information compared with the original traffic sequences. Intuitively, the variation characteristics of traffic time series at different frequencies and different scales are separated and emphasized, which makes it easier for models to learn the changing rules of a single time series
As shown in Table 4 , compared with DWT + ARMA + ARMA and DWT + Motif-GCRNN + Motif-GCRNN, our proposed framework Wavelet-HST achieves lower test error, demonstrating that the frequency components with different changing characteristics should be predicted by different models. Furthermore, in contrast to DWT + ARMA + Motif-GCRNN, the proposed framework also shows better performance, indicating that our model selection strategy for different frequency components is correct. Intuitively, from the reconstruction results as shown in Figure 3(b) , lowfrequency sequences keep the fast-changing profile of traffic data series while high-frequency sequences present a large amount of random shakings. These inconsistent evolution mechanism is difficult to simulate by the same model. For the low-frequency components of traffic speeds, the complex spatio-temporal correlation is the dominant factor, so it is better to consider the interaction among adjacent road segments rather than learning the temporal patterns in a single road. For the high-frequency parts of traffic speeds, external context interference leads to the strong randomness in fluctuation, and thus stochastic process analysis based models are more suitable than complicated neural networks.
3) EFFECT OF DIFFERENT PARAMETERS
As shown in Figure 9 , three parameters are selected to analyze the influences of spatio-temporal factors in Wavelet-HST on the prediction performance, including the size of filters' reception fields K , the number of recent trend time intervals m and the number of daily period time intervals n. The filter size K indicates the spatial range the filter can cover in convolution operation. For instance, when K = 3, adjacent road segments within three-order (including threeorder) of the center road are fed into the convolution operation to capture the local spatial correlations of the center road. When we varied one parameter, other two parameters were set invariant with the default parameters that we defined before, in order to observe the individual impact of this factor.
As shown in Figure 9 (a), the RMSE of our method gradually decreases and then fluctuates slightly with an increase VOLUME 7, 2019 of K . The best prediction performance occurred when K = 3. Intuitively, this may be because a larger K enables the model to capture broad spatial dependency between the predicted segment and its adjacent road segments. However, the spatial dependency becomes weaker when the involved road segments within the reception field get farther from the predicted segment, indicating that the spatial information of distant road segments with higher adjacent order does not improve the prediction performance.
As shown in Figure 9 (b), the model achieves the best performance when speed data of previous two time intervals (30 min) are fed into recurrent layers. Then, the RMSE goes up with an increase in historical information. This result indicates that traffic dynamics have a strong short-term temporal dependency, and this dependency is concentrated over a short period in the past. Remote historical information therefore, is less valuable when capturing the temporal patterns of traffic speeds.
As shown in Figure 9 (c), the prediction accuracy is improved by adding periodic data to the recurrent layer with the increase of historical days. The RMSE reaches a relatively low level when the length of daily period intervals is more than five. This result shows that traffic conditions at the same time interval during past days can be used to predict the possible traffic conditions in future days. The increase of test error occurred when the length of daily period intervals is eight; this may be due to irrelevant information accumulated from redundant historical data.
4) PREDICTION EFFECTIVENESS
To better understand the model, we visualize forecasting results of the last six days. Figure 10 shows the visualization of 15 min ahead forecasting on a random selected road segment (K = 3, recent trend interval = 2, and daily period interval = 7). We compare our framework with two typical methods: LSTM and Motif-GCRNN, in which LSTM is considered as a benchmark with no spatial correlation and Motif-GCRNN is chosen as a reference model with no wavelet-decomposition.
We have the following observations: (1) On a single road, the prediction results of LSTM (Figure 10(a) ) clearly show the periodic fluctuation and the local upward or downward trend of traffic speed evolution, indicating that LSTM can effectively capture the temporal dependencies of traffic speeds. (2) At the peak of the curve inside the red dotted circle in Figure 10 (a) and Figure 10(b) , the prediction results of Motif-GCRNN are closer to the ground truth compared with LSTM. This suggests that the traffic status on a single road dose not just evolve over time, but also is affected by surrounding roads, and this spatial correlation can be successfully learnt by motif-based graph convolution. (3) As shown in Figure 10 (c), Wavelet-HST captures more detailed information of traffic speeds than Motif-GCRNN on the whole time series, and the prediction results of LSTM are the most smoothing. This reflects Wavelet-HST is more likely to accurately predict abrupt changes in the traffic speed than other methods. Through exploring the multiple time-frequency properties of traffic sequences, the proposed DWT-based framework improves the prediction accuracy significantly.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a novel hybrid framework Wavelet-HST for traffic speed forecasting. The wavelet transform is used to decompose different time-frequency components of raw traffic data so that the framework can learn both random and stationary patterns of traffic speeds. Specifically, a spatiotemporal network -Motif-GCRNN is proposed to predict the low frequency component and ARMA is employed to model high frequency components. In Motif-GCRNN, we introduce motifs to define the higher-order connectivity patterns of road segments and construct motif-based graph convolution that captures higher-order spatial correlations of traffic speeds. A recurrent layer with two LSTM is further used to learn short-term and periodic information, respectively. In practice, the proposed hybrid framework has shown to be effective in helping to improve the accuracy of urban traffic speed prediction.
In future work, we will move forward to explore the Dynamic Graph problem, in which the adjacent matrix of road networks is variant since the connection structure may be changed over time. And we will also apply the proposed hybrid framework to other spatial-temporal forecasting task.
