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Abstract
To solve hard problems efficiently via answer set programming (ASP), a promising approach
is to take advantage of the fact that real-world instances of many hard problems exhibit small
treewidth. Algorithms that exploit this have already been proposed – however, they suffer from
an enormous overhead. In the thesis, we present improvements in the algorithmic methodology
for leveraging bounded treewidth that are especially targeted toward problems involving subset
minimization. This can be useful for many problems at the second level of the polynomial
hierarchy like solving disjunctive ground ASP. Moreover, we define classes of non-ground ASP
programs such that grounding such a program together with input facts does not lead to an
excessive increase in treewidth of the resulting ground program when compared to the treewidth
of the input. This allows ASP users to take advantage of the fact that state-of-the-art ASP
solvers perform better on ground programs of small treewidth. Finally, we resolve several open
questions on the complexity of alliance problems in graphs. In particular, we settle the long-
standing open questions of the complexity of the Secure Set problem and whether the Defensive
Alliance problem is fixed-parameter tractable when parameterized by treewidth.
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1 Introduction
The problem solving paradigm Answer Set Programming (ASP) [12, 30, 46, 45] has become
quite popular for tackling computationally hard problems. It offers its users a very convenient
declarative language that allows for succinct specifications, and there are highly efficient
systems available [32, 31, 29, 2, 3, 44, 4, 51, 23].
Although ASP systems have made huge advances in performance, they still struggle with
several tough problems. This is not always just an issue of computational complexity in the
classical sense. Interestingly, ASP systems may perform quite well in practice on one problem
whereas the performance on another problem of the same complexity can be significantly
worse. Often classical complexity theory is thus only of limited help to explain ASP solving
performance in practice. In such cases, it may be insightful to consider the parameterized
complexity of the problems [20, 28, 17, 48]. This theoretical framework investigates the
complexity of a problem not only in terms of the input size, but also of other parameters.
In this work, we are particularly interested in the effect of the structural parameter
treewidth [50] on the performance of ASP solvers. Intuitively, the smaller the treewidth
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of a graph, the closer the graph resembles a tree. It is well-known that many graph
problems become easy if we restrict the input to trees and it has turned out that for many
important problems this even holds for the more general class of instances of bounded
treewidth [5]. Luckily, it has been observed that real-world instances usually exhibit small
treewidth [10, 52, 41]. Moreover, treewidth is not only relevant for graph problems. It can
also be applied to instances of all kinds of problems by choosing a suitable representation
of the instance as a graph. For instance, treewidth has also been considered for constraint
satisfaction problems [19], where it is known under the name of “induced width” and is
crucial for the performance of a technique called bucket elimination [18].
There have already been some investigations concerning treewidth and ground ASP (i.e.,
ASP programs without variables, also known as propositional programs) [34, 49, 26]. An
important result is the algorithm from [39] for deciding whether a ground ASP program
has a solution in linear time on instances of bounded treewidth. This algorithm employs a
technique called dynamic programming on tree decompositions, which is very common for
algorithms that exploit small treewidth. The algorithm from [39] has also been implemented
and proposed as an alternative solver for ground ASP [47]. For certain problems, this
dynamic-programming-based solver was able to outperform state-of-the-art ASP solvers if
the instances had a very small treewidth and the sizes of the instances were very large.
Although the encouraging results from [47] confirmed that small treewidth can be
successfully exploited for ASP solving in experimental settings, the restrictions on problems
and instances that make this approach perform well were still too severe for most practical
applications. The main obstacles that prevented this approach from being useful for a broad
range of applications were the facts that, on the one hand, the naive dynamic programming
approach involves an enormous overhead (especially in terms of memory) and, on the other
hand, state-of-the-art ASP solvers often perform so well that the theoretical superiority of
the dynamic programming algorithm only pays off for instances of tremendous size. In fact,
experiments in [7] indicated that state-of-the-art ASP solvers are “sensitive” to the treewidth
of their input in the sense that smaller treewidth strongly correlates with higher solving
performance.
These issues hint at interesting research challenges. In particular, two approaches seem
promising for successfully exploiting small treewidth for ASP solving in practice:
The first research challenge is to improve the dynamic-programming-based methodology
in order to avoid some of its overhead and redundant computations.
For solving ground ASP, these issues are especially severe compared to other problems
because the corresponding computational problems are even harder than NP under
standard complexity-theoretic assumptions. (In fact, deciding whether a ground ASP
program with disjunctions has an answer set is at the second level of the polynomial
hierarchy.) This high complexity of ground ASP is mirrored in the dynamic programming
algorithm [39], which uses brute force to first of all find all models of all parts of the
decomposed program, and it subsequently uses brute force again for each such partial
model to find all potential counterexamples that may cause the candidate to be discarded.
This pattern also frequently occurs in dynamic programming algorithms for other problems
that search for solutions satisfying some form of subset minimality. Besides ground ASP,
this is the case, for instance, for the problem of finding subset-minimal models of a
propositional formula. In general, problems involving subset-minimization are quite
common in AI, and dynamic programming algorithms have been proposed for, e.g.,
circumscription, abduction or abstract argumentation (see [38, 35, 21]). Such algorithms
typically store a great number of redundant objects because the subsets that may invalidate
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a solution candidate are themselves solution candidates. Moreover, the specifications of
such algorithms themselves contain redundancies because the potential counterexamples
are usually manipulated in almost the same way as the solution candidates.
The second research challenge is to solve ASP by not doing dynamic programming at
all but instead exploiting small treewidth implicitly by relying on the assumption that
state-of-the-art solvers perform better when given ground programs of small treewidth
(as indicated by the experiments in [7]).
Since problems are usually encoded in non-ground ASP, here the research objective is to
investigate which non-ground encoding techniques significantly blow up the treewidth of
the grounding when compared to the treewidth of the input facts.
In addition to leveraging treewidth for ASP solving, we are interested in several variants
of a graph problem called Secure Set [13]. It belongs to the class of so-called alliance
problems [42, 24, 53], which are problems that ask for groups of vertices that help each other
out in a certain way. Practical applications of alliance problems include finding groups of
websites that form communities [27] or distributing resources in a computer network in such
a way that simultaneous requests can be satisfied [36]. Intuitively, a set S of vertices in a
graph is secure if every subset of S has as least as many neighbors in S as neighbors not in
S. The Secure Set problem asks whether a given graph contains a secure set at most of a
certain size.
The reason why we are concerned with Secure Set is that this problem has quite
interesting properties, especially for ASP researchers: Attempts of encoding this problem in
ASP have resulted in very involved specifications indicating that Secure Set may require
the full expressive power of ASP [1]. However, it is unfortunately unclear whether this is
really necessary because its complexity has still remained unresolved although the problem
has been introduced already in 2007 [13].
One of the variants of Secure Set that we consider in the proposed thesis is the
Defensive Alliance problem [42, 43]. This problem has received quite some attention in
the literature [24]. It is known to be NP-complete, but its complexity when parameterized
by treewidth has remained open.
2 Background
We assume some familiarity with ASP; introductions can be found in [12, 30, 46, 45]. In
the thesis, we study both ground ASP programs, i.e., programs without variables, but also
programs utilizing the full ASP language as described in the ASP-Core-2 specification [14].
In particular, we include weak constraints and aggregates.
We only outline the syntax of a simplified version of non-ground ASP. For details and
semantics, we refer to the standard [14]. An ASP program consists of rules of the following
form:
h1 | . . . | hk :− p1, . . . , p`,not n1, . . . ,not nm.
The head of a rule r is the set denoted by H(r) = {h1, . . . , hk}, the positive body of r is the
set B+(r) = {p1, . . . , p`}, and the negative body of r is the set B−(r) = {n1, . . . , nm}. All
elements of these sets are called atoms. An atom is either a predicate atom or an aggregate
atom. Predicate atoms have the form p(t1, . . . , tj), where p is a predicate and t1, . . . , tj are
terms, that is, constants or variables. A predicate is called extensional in a program Π if it
only occurs in rule bodies of Π. An atom is called extensional in Π if it is a predicate atom
over an extensional predicate. We omit a definition of aggregate atoms but only mention
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that they allow us to, e.g., compute a sum of integers or count the cardinality of a set. For
details, we refer to [14]. In addition to rules as defined above, we allow for weak constraints,
which are special kinds of rules and have the following form:
:∼ p1, . . . , p`,not n1, . . . ,not nm. [w, t1, . . . , tq]
The intuition is that if an answer set violates a ground instantiation of such a weak constraint,
then this incurs a penalty of w to the cost of the solution. (Without the terms t1, . . . , tk,
each weight w would in fact only be counted once in the cost of a solution, hence t1, . . . , tk
can be specified for counting the same weight multiple times.) Again, we omit details and
refer to [14] instead.
To solve a non-ground ASP program, ASP systems usually first invoke a grounder that
transforms a program into a set of ground rules. The answer sets of the original program are
the stable models (as defined in [33]) of the resulting ground program.
A “naive” grounder blindly instantiates variables by all possible ground terms. Grounders
in practice, on the other hand, employ sophisticated techniques in order to keep the resulting
ground program as small as possible. As these techniques differ between systems, we define
a simplified notion of grounding that is easier to study. For a meaningful investigation of the
relationship between the treewidth of the input and the treewidth of the grounding, we need
to assume that the grounder still performs some basic simplifications. These simplifications
are so basic that they can be assumed to be implemented by all reasonable grounders. The
intuition is that a rule from the “naive” grounding is omitted in our grounding whenever its
positive body contains an atom that cannot possibly be derived.
I Definition 1. Let Π be a non-ground ASP program, let Π+ denote the positive program
obtained from Π by removing all negated atoms and replacing disjunctions with conjunctions
(i.e., splitting disjunctive into normal rules), and let M+ be the unique minimal model of Π+.
The grounding of Π, denoted by gr(Π), is such that, for every substitution s from variables
to constants, s(r) ∈ gr(Π) iff s(B+(r)) ⊆M+.
In our work, we are interested in the treewidth of ground ASP programs. For this, we
represent programs as graphs as follows.
I Definition 2. The primal graph of a ground ASP program Π is an undirected graph whose
vertices are the atoms in Π and there is an edge between two atoms if they appear together
in a rule in Π. The treewidth of a ground ASP program Π is the treewidth of its primal
graph.
Deciding whether a disjunctive ground ASP program has a stable model is ΣP2 -complete in
general [22], and it can be done in linear time for ground programs of bounded treewidth [34].
Treewidth is an important parameter studied in the context of parameterized complexity
theory. Here, decision problems consist not only of an instance and a yes-no question, but
additionally of a parameter of the instance. For introductions, we refer to [20, 28, 17, 48].
The central notion of tractability is called fixed-parameter tractability.
I Definition 3. A problem is fixed-parameter tractable (FPT) w.r.t. a parameter k of the
instances if it admits an algorithm that runs in time O(f(k) · nc), where f is an arbitrary
computable function that only depends on k, n is the input size and c is an arbitrary constant.
We call such an algorithm an FPT algorithm.
Note that the factor f(k) in this running time may be exponential in the parameter k, but
if k is bounded by a constant, then the algorithm runs in polynomial time. Importantly,
the degree c of the polynomial must be a constant and may not depend on the parameter,
otherwise the algorithm is not considered FPT.
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Dynamic programming on tree decompositions is perhaps the most common technique for
obtaining FPT algorithms when the parameter is treewidth. It is employed in the algorithm
for solving ground ASP in [39], for instance. The basic idea is the following: Given a graph
G, a tree decomposition of G is a tree whose nodes correspond to subgraphs of G according
to certain conditions. If the treewidth of a graph is bounded by a constant, then we can find
(in linear time) a tree decomposition whose nodes correspond to subgraphs of constant size
[11]. We can then solve many problems by first applying brute force at each subgraph in
order to solve a subproblem corresponding to this subgraph and then trying to combine the
obtained partial solutions. Due to the bound on the treewidth, we can afford this brute force
approach because each of the considered subgraphs has bounded size. Formal definitions and
examples of this technique can be found in, e.g., [48].
We now define secure sets in graphs [13]. For this, we use the notation NG[S] to denote
the closed neighborhood of a subset S of the vertices of a graph G; that is, NG[S] contains
the vertices in S itself and the vertices that are adjacent to an element of S.
I Definition 4. Let G be a graph and S be a subset of its vertices. We call S secure in G if
|NG[X] ∩ S| > |NG[X] \ S| holds for every X ⊆ S.
Intuitively, we can regard a neighbor of X as a “good” neighbor if it is also in S, and as a
“bad” neighbor otherwise. Now X is a counterexample to S being secure if X has more bad
neighbors than good ones.
3 Contributions
Our contributions can be arranged in three groups: First, we present improvements in the
dynamic programming methodology; second, we define non-ground ASP classes that can be
shown to preserve bounded treewidth of the input in grounding; third, we provide complexity
results and algorithms for alliance problems in graphs.
3.1 Improvements in the Dynamic Programming Methodology
We present an improved dynamic programming methodology for problems that involve subset
minimization. Specifically, for any problem P whose solutions are exactly the subset-minimal
solutions of some base problem B, we formalize how a dynamic programming algorithm for
B can automatically be transformed into a dynamic programming algorithm for P . We prove
that the resulting algorithm runs in linear time on instances of bounded treewidth if the
base algorithm does. Moreover, we prove that the resulting algorithm is correct if the base
algorithm is correct and, intuitively, it only computes partial solutions that do not “revoke
decisions” made by associated partial solutions further down in the tree decomposition. The
resulting algorithm has two advantages compared to solving P directly in a naive way: first,
it is usually easier to specify because we only need to design an algorithm for the base
problem and need not care about subset minimization; second, it is potentially more efficient
because it stores fewer redundant items.
Indeed, this methodology has been empirically shown to lead to significant performance
benefits for several problems [6]. An improved version of the classical dynamic programming
algorithm for ground ASP has been implemented using these ideas [25] and proved to be
significantly more efficient than the algorithm from [39]. Our result formalizes the common
scheme that underlies these algorithms. We thus provide a formal framework that makes
it possible to transfer the mentioned optimizations easily to other problems. Thereby we
make the impressive performance benefits that have been reported in [6, 25] accessible to
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Listing 1 A guarded ASP encoding for checking whether a given set S (declared using predicate
s) is secure in a given graph (declared using predicates v and e). The guards of rules are underlined.
% Guess a subset X o f S .
x(S) | nx(S) :- s(S).
% Neighbors o f X are " good " i f they are in S , o therwi s e they are " bad " .
neighbor(V) :- x(X), e(X,V).
neighbor(X) :- x(X), v(X).
good(V) :- neighbor(V), s(V).
bad(V) :- neighbor(V), v(V), not s(V).
% I f X has more bad ne ighbors than good ones , S i s not s e cure .
% We use the f o l l ow i ng weak c on s t r a i n t s to determine t h i s by summing up .
:~ v(V), good(V). [1,V] % Add 1 f o r each good neighbor .
:~ v(V), bad(V). [-1,V] % Subtract 1 f o r each bad neighbor .
algorithm designers working on related problems. This is primarily useful for problems on
the second level of the polynomial hierarchy as subset minimization is a recurring theme in
many such problems.
3.2 Non-Ground ASP Classes that Preserve Bounded Treewidth
We define non-ground ASP classes for which grounding, according to Definition 1, preserves
bounded treewidth of the input. By restricting the syntax of non-ground ASP, we define two
classes of programs called guarded and connection-guarded programs [7]. Guarded programs
guarantee that the treewidth of any fixed program after grounding stays small whenever
the treewidth of the input facts is small. We formally prove this property and show that,
despite their restrictions, guarded programs can still express problems that are complete for
the second level of the polynomial hierarchy.
Connection-guarded programs are even more expressive than guarded programs. We
show that the treewidth of any fixed connection-guarded program after grounding is small
whenever the treewidth and the maximum degree of (a graph representation of) the input
facts is small.
These results bring us closer to the goal of implicitly taking advantage of the apparent
sensitivity to treewidth exhibited by modern ASP solvers because they give us insight into
what happens to the treewidth of the input during grounding. Thus, by writing a program
in guarded ASP, we can be sure that the grounder does not destroy the property of bounded
treewidth. In the case of connection-guarded ASP, the same holds for the combination of
treewidth and maximum degree.
I Example 5. The ASP encoding in Listing 1 can be used for deciding whether a given set S
of vertices is secure in a given graph G. It guesses a subset X of S and uses weak constraints
in such a way that the cost of each answer set is exactly |NG[X] ∩ S| − |NG[X] \ S|. If there
is a subset of S that has more “bad” neighbors than “good” ones, then the program has
an answer set with negative cost. The solutions of a program with weak constraints are
those answer sets that minimize the cost incurred by violated weak constraints. We can thus
decide whether S is secure by checking if this minimum value is negative.
The program in Listing 1 is guarded, which means that, for each rule r, all variables of r
occur together in a single extensional atom of B+(r) that we call the guard of r. Note that,
alternatively, it is also possible to check whether a set of vertices is secure without using
weak constraints. For instance, we can replace the weak constraints by the “hard” constraint
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:- #sum{ 1,G : good(G); -1,B : bad(B) } >= 0. The resulting program has an answer set
if and only if S is not secure. However, the new constraint is not guarded. This means that
the original program in Listing 1 generally leads to groundings of much lower treewidth and
can thus be expected to perform better. Indeed, the ground instantiation of the new hard
constraint would contain a linear number of atoms. Thus, the primal graph of the grounding
would contain a clique of linear size and thus have linear treewidth even if the treewidth of
input graphs is bounded by a constant.
In the thesis, we also present a complexity analysis of computational problems corre-
sponding to these classes when the parameter is the treewidth of the input, the maximum
degree of the input, or the combination of both. The results of this analysis show that, for
any fixed guarded ASP program, answer set solving is FPT when parameterized by the
treewidth of the input; moreover, for any fixed connection-guarded ASP program, answer set
solving is FPT when parameterized by the combination of treewidth and maximum degree.
This is not obvious because our ASP classes support weak constraints and aggregates, which
are not accounted for in the FPT algorithms [39, 25] for ground ASP. Furthermore, we prove
hardness results showing that for connection-guarded ASP programs both the treewidth and
the maximum degree must be bounded for obtaining fixed-parameter tractability. We do
this by presenting a connection-guarded ASP encoding of a problem that is NP-hard even if
the treewidth of the instances is fixed and by presenting a guarded encoding of a problem
that is ΣP2 -hard even if the degree of the instances is fixed.
As a side-product of these investigations, we obtain metatheorems for proving FPT
results. That is, our results on guarded ASP allow us to prove that a problem is FPT
when parameterized by treewidth by simply expressing the problem in guarded ASP. We
compare this metatheorem to the common approach of proving fixed-parameter tractability
by expressing a problem in monadic second-order logic and invoking the well-known theorem
by Courcelle [15, 16]. Similarly, we can prove that a problem is FPT when parameterized by
the combination of treewidth and maximum degree by expressing the problem in connection-
guarded ASP. This result is appealing because we are not aware of any metatheorems that
allow us to obtain FPT results for the combination of treewidth and degree as the parameter.
3.3 Alliance Problems in Graphs
We perform a complexity analysis of alliance problems in graphs, both in the classical setting
and when parameterized by treewidth. First, we settle the complexity of the Secure Set
problem by proving that the problem, along with several variants, is ΣP2 -complete (that is, at
the second level of the polynomial hierarchy).
Next we turn to the complexity of Secure Set and Defensive Alliance when the
problems are parameterized by treewidth. We illustrate the use of our ASP classes as
FPT classification tools by presenting simple encodings for alliance problems in graphs. By
encoding the NP-complete Defensive Alliance problem in connection-guarded ASP, we
easily obtain the already known result that the problem is FPT when parameterized by the
combination of treewidth and maximum degree. More importantly, we obtain the new result
that the co-NP-complete problem of deciding whether a given set is secure in a graph is FPT
for the parameter treewidth by encoding the problem in guarded ASP.
We also give several negative results. We prove that both Defensive Alliance and
Secure Set, as well as several problem variants, are not FPT when parameterized by
treewidth (under commonly held complexity-theoretic assumptions). These questions have
been open since the problems have been introduced in 2002 and 2007, respectively. They
have explicitly been stated as open problems in [40] (for Defensive Alliance) and in [37]
(for Secure Set).
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Despite the parameterized hardness of Secure Set, we can give at least a slightly
positive result: We show that the Secure Set problem can still be solved in polynomial
time for instances of bounded treewidth although the degree of the polynomial depends on
the treewidth.
4 Current Status
The largest part of the research for the proposed thesis has already been done and is in the
process of being integrated and written down. Most of the results have been published in
conference proceedings and journals:
The work on improving the dynamic programming methodology for problems involving
subset minimization has been published in [6].
The class of connection-guarded ASP programs, which preserves bounded treewidth of
the input in grounding whenever the maximum degree is also bounded has been published
in [7]. That paper neither contained the thorough complexity analysis performed in the
proposed thesis nor the work on the class of guarded programs, which may be attractive
because this class does not require the degree of input graphs to be bounded.
The ΣP2 -completeness result of the Secure Set problem has been published in [9]. An
extended version [8], which is currently under review for a journal, additionally contains
the parameterized complexity results. The proposed thesis extends this by results on the
parameterized complexity of the Defensive Alliance problem as well.
5 Open Issues
The proposed thesis opens up several possibilities for future research:
The class of connection-guarded ASP programs may be of interest for algorithmic purposes
because it allows us to classify a problem as FPT when parameterized by treewidth plus
degree. A common technique for classifying problems parameterized by treewidth as
FPT is expressing them in monadic second-order logic (MSO). Our result may lead to an
extension of MSO that can be used for classifying problems as FPT when the parameter
is treewidth + degree.
From a more practical perspective, it is promising to look closely into what ASP solvers
and in particular their heuristics are doing when they are presented with a grounding
of small treewidth. This could provide us insight into why state-of-the-art ASP solvers
perform better on instances of small treewidth even though they do not “consciously”
exploit this fact. With the gained understanding, we may be able to improve their
performance by explicitly taking information from a tree decomposition into account
during solving. This could perhaps lead to a hybrid ASP solving approach that uses
classical conflict-driven clause learning in combination with techniques based on tree
decompositions.
We showed that Secure Set is not FPT when parameterized by treewidth (unless the
class W[1] is equal to FPT). It would be interesting to study which additional restrictions
beside bounded treewidth need to be imposed on Secure Set instances to achieve
fixed-parameter tractability. In particular, we do not know whether it becomes FPT
when additionally the degree is bounded.
Regarding our polynomial-time algorithm for Secure Set on instances of bounded
treewidth, it would be interesting to study if this result can be extended to instances of
bounded clique-width, a parameter related to treewidth.
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Moreover, we have not considered a problem that is closely related to Defensive
Alliance, namely Offensive Alliance. Possibly some of our techniques can also be
applied to obtain complexity results for this problem.
Defensive Alliance differs from Secure Set in the size of the subsets of solution
candidates that need to be checked. For future work it would be interesting to study the
complexity of a problem that generalizes both of them, where the size of the subsets is a
parameter.
Finally, for the parameterized hardness results that we obtained we do not have corre-
sponding membership results. This is an obvious task for future work.
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