Abstract. This paper presents algorithms based on integer programming, both for probabilistic satisfiability and coherence checking. That is, we consider probabilistic assessments for both standard probability measures (Kolmogorovian setup) and full conditional measures (de Finettian coherence setup), and in both cases verify satisfiability/coherence using integer programming. We present empirical evaluation of our method, with evidence of phase-transitions.
Probabilistic satisfiability and coherence checking are central problems in reasoning under uncertainty. They serve as a foundation for logical and probabilistic inference, as a basis for probabilistic rules [30] , and as an initial necessary step in the understanding of combinations of first-order logic and probabilities [21, 27, 31] .
The most direct way to solve a PSAT problem is to write down the problem as a linear consistency problem [19] . The difficulty is that the resulting linear program may be too large. One may resort to column generation techniques [25] , or to inference rules that capture probabilistic relationships [3, 16] , or even to combinations of column generation and inference rules [24] . There is also a different approach to probabilistic satisfiability that tackles it by transformation into logical satisfiability [15] .
In this paper we present another approach to Probabilistic Satisfiability, where the original problem is written as an integer linear program of size that is polynomial on the size of the original problem. The algorithm is extremely simple to state; our implementation shows that it is quite efficient compared to alternatives. Using our implementation we have studied the issue of phase transitions. We report these experiments in this paper.
Section 2 summarizes necessary background. Our basic algorithm is described in Section 3. Implementation and experiments, with a discussion of phase transitions, are presented in Section 4. Conditional probabilities are handled in Section 5, and inference problems are discussed in Section 6.
SAT and PSAT
Consider n atomic propositions A j and M sentences φ i in propositional logic. If a truth assignment ω is such that sentence φ is True, write ω |= φ. The Satisfiability (SAT) problem is to determine whether or not there exists a truth assignment to all variables such that all sentences evaluate to True [10, 17] . If every sentence φ i is a conjunction of clauses, then we have a SAT problem in Conjunctive Normal Form (CNF). A SAT problem in CNF is a k-SAT problem when each clause has k literals. The 2-SAT problem has a polynomial solution, while k-SAT is NP-complete for k > 2.
For a fixed n, m and k, one may generate a random k-SAT with n propositions and a single sentence in CNF with m clauses, as follows. For each one of the m clauses: select k variables at random, and for each variable produce a literal that may be negated or not, with probability half. There has been intense study of phase transition phenomena in random k-SAT; that is, study of the observed fact that for small values of m/n the probability that a random k-SAT is satisfiable tends to one as n grows (at fixed m/n), while for large values of m/n the probability that a random k-SAT is satisfiable tends to zero as n grows. Moreover, in the regions where satisfiability has probability approaching zero or one we observe that generated random k-SAT problems can be easily solved, while in the transition between the two regions we find hard problems.
Suppose that some sentences, say φ 1 to φ q , for q ≤ M , are associated with probabilities through assessments of the form P(φ i ) α i , where is one of ≥, =, ≤. The semantics of such an assessment is as follows. Take the set of 2 n truth assignments that can be generated for the n propositions. A probability measure P over this set satisfies the assessments if, for each assessment
The Probabilistic Satisfiability (PSAT) problem is to determine whether a given set of sentences and probabilistic assessments can be satisfied. That is, to determine whether there is a probability measure over those truth assignments that satisfy sentences not associated with probabilities, such that all assessments are satisfied by this probability measure. The k-PSAT problem is a PSAT problem where each sentence is in CNF and where each clause has k literals. The k-PSAT is NP-complete for all values of k > 1; note that even for k = 2 we obtain NP-completeness [23] . A few polynomial special cases of PSAT are known [2] . There are many algorithms for PSAT. The most obvious one is to write down M constraints of the form (1), one for each sentence; some will be actually associated with assignments P(φ i ) α i , while others will encode "pure" logical sentences as P(φ i ) = 1. Each constraint can be written as
where
while truth assignments ω j are ordered from 1 to 2 n (say by the n-bit binary number obtained by writing 0 for False and 1 for True as assigned to A 1 , . . . , A n ). Add to these M linear constraints the necessary constraints ω P(ω) = 1 and P(ω) ≥ 0 for all ω. Probabilistic Satisfiability is then obtained when the resulting set of linear constraints has a solution. The challenge is that we have 2 n truth assignments, so the size of the linear constraints is exponential in the input.
The most efficient algorithms for PSAT combine linear programming techniques and inference rules to simplify the problem [24] . These algorithms use the fact that a PSAT problem is satisfiable if and only if there is a probability measure that assigns positive probability mass to (M + 1) truth assignments; all other truth assignments get zero probability mass [18] . Hence we can write down a (M + 1) × (M + 1) matrix C and write the PSAT problem as feasibility of Cp α α α, where α α α denotes a vector of values α i and refers to ≥, = or ≤ as appropriate. Each column of C corresponds to a truth assignment; the challenge is to select (M + 1) truth assignments. This is done through column generation techniques from linear programming [5] . Initially a set of (M + 1) columns is selected, and then pivoting operations exchange columns until the problem is determined to be satisfiable or not. At each pivoting operation, a column is removed from C, and the choice of the column to enter C happens through an auxiliary optimization problem (there are several possible formulations for this auxiliary problem) [23, 24] . Performance improvements are obtained if column generation is preceded by application of inference rules.
1 This combination has produced the best results so far, being able to solve PSAT problems with up to 200 propositions and 800 clauses, each one of them a clause associated with a probability.
An entirely different approach to PSAT has been developed by Finger and De Bona [15] ; here the selection of columns of C is reduced to a SAT problem. All operations with linear constraints are encoded into SAT by careful analysis of numerical precision, and a SAT solver is used to solve the PSAT problem.
The resulting methods are fairly sophisticated and require numerical care. Moreover, the extension of such methods to conditional probabilities in de Finetti's coherency framework is difficult, and existing methods require sequences of linear programs (Section 5). In this paper we propose a novel approach that addresses these concerns.
A PSAT is in Normal Form if a single sentence φ is given, and each probabilistic assessment is an equality associated with a single proposition (that is, every probabilistic assessment is of the form P(A i ) = α i ) [15] . Even though this form may seem restrictive, every PSAT can be brought to it with polynomial effort: basically, for each assessment P(φ i ) α i , introduce if necessary fresh propositions to transform the assessment into P(φ i ) = α i ; then introduce a new proposition A i and exchange the original assessment by a sentence A i ⇔ φ i and an assessment P(A i ) = α i ; finally, generate a single sentence φ that is a conjunction of all previous sentences. Every k-PSAT for k > 2 can be reduced to Normal Form with q assessments P(A i ) = α i plus one CNF φ consisting of clauses with exactly 3 literals each.
PSAT through Integer Programming
Assume our PSAT problem is in Normal Form with assessments {P(A j ) = α j } q j=1 and a sentence φ in CNF with m clauses, each clause with k literals. So our problem is parameterized by the number of propositions n, the number of assessments q, the number of clauses m, and the number of literals per clause k. Such a parameterized Normal Form neatly separates the probabilistic and the propositional aspects of Probabilistic Satisfiability.
Our problem is: find the (q + 1) columns of C, each one corresponding to a truth assignment ω such that ω |= φ, in such a way that Cp = α α α.
Hence we have (q + 1) 2 optimization variables (elements of C to look for); all of them are binary with values 0 and 1. As noted previously, Finger and De Bona reduce the search for these variables to a SAT problem [15] . We instead find C by solving an integer program.
Consider looking for the jth column of C; denote it by C j . Such a column corresponds to a truth assignment that satisfies φ. We explore the well known connection between SAT and integer programming to find such a truth assignment [10] . Start by generating a vector a j with n binary variables
Variables ai,j are binary; variables bi,j and pj are real-valued in [0, 1]. 3:
for j ∈ {1, . . . , q + 1} and each clause (∨
Generate linear constraint (
for i ∈ {1, . . . , q + 1} do 6:
Generate linear constraint q+1 j=1 bi,j = αi.
7:
for j ∈ {1, . . . , q + 1} do 8:
Generate linear constraints 0 ≤ bi,j ≤ ai,j and ai,j − 1 + pj ≤ bi,j ≤ pj.
9:
return Satisfiable if linear constraints have a solution, Unsatisfiable otherwise. with values 0 and 1. Now take one clause of φ; suppose it is written as
For this clause, generate the linear inequality:
Consider the m inequalities generated this way (one per clause). A vector a j that satisfies these m inequalities yields a truth assignment for φ by assigning True to A i when a i,j is one, and assigning False to A i when a i,j is zero. Note that the elements of C j are exactly a 1,j to a q,j . We generate the whole matrix C by generating (q + 1) sets of variables a j and their related inequalities. We now have inequalities for all elements of C, and we need to solve Cp = α α α. To do so, note that each row of C represents an equality as follows:
where p j denotes the jth element of p. The challenge is to reduce the bilinear term a i,j p j to linear constraints. We do that by introducing a new fresh variable b i,j and the constraints:
Note that if a i,j = 0, then b i,j = 0; and if a i,j = 1, then b i,j = p j . The whole algorithm is presented in Figure 1 ; it basically collects constraints from Expressions (3), (4), and (5). The algorithm produces an integer linear program that has a solution if and only if the original PSAT problem is satisfiable.
Implementation, Experiments, and Phase Transition
We have coded our PSAT method using the Java language with calls to CPLEX version 12, and run experiments in iMac computers with 4GBytes of memory. The algorithm is very compact, using only 45 lines of code (basically a direct translation of the algorithm in Figure 1 into CPLEX calls).
We focused on two values of k, namely, 2 and 3. We investigated k = 2 because 2-SAT is polynomial and 2-PSAT is NP-complete, a property not shared by any other k-PSAT. And we investigated k = 3 because any PSAT problem can be polynomially reduced to a 3-PSAT problem; in fact, Finger and De Bona pay attention to 3-PSAT for this reason [15] .
Additionally, we were particularly interested in investigating phase transition phenomena. Until the work of Baioletti et al. [4] , and Finger and De Bona [15] , there was no evidence of phase transition in the literature. Consequently it makes more sense at this stage to examine the behavior of PSAT for various values of n, m and q, rather than to randomly try out large problems that may in the end be easy. Figure 2 summarizes a number of experiments for k = 2. In all of them, PSAT problems were randomly generated from parameters n, m, q and k: m clauses with k literals each were randomly generated by selecting propositions randomly out of the n propositions; each literal was negated or not with probability 1/2; finally, the first q propositions were associated with probabilities randomly selected in the interval [0, 1]. Each point in each graph conveys mean values for 50 different random PSAT problems. We set a time limit of 10 minutes per problem; some of the more difficult problems did not finish within this time limit.
The left graphs in Figure 2 show typical behavior for random 2-PSAT: the darker line indicates the percentage of satisfiable problems, and the lighter line indicates mean time spent in their solution (mean of 50 distinct random PSAT problems). The top graph deals with 2-PSAT problems with 1000 variables and up to 1500 clauses; these are rather large problems and the phase transition phenomenon is clear (note that we are using larger values of q than in the previous investigation by Finger and De Bona [15] ). The lower graph conveys the same information, but now for n = 100. The main point to note is that the phase transition seems to occur for much smaller m/n. Indeed the presence of probabilities seems to create relationships between n, q and m in ways that are not observed in 2-SAT (where the phase transition occurs for m/n = 1). An interesting display of this phenomenon can be found in the right graph, where one can see that the phase transition is affected by q.
Similar results are displayed in Figure 3 . In the left graph we see typical phase transition behavior, now centered around m/n ≈ 3.5. The reason we show this particular graph (with n = 40, q = 4) is that the same experiment is reported by Finger and De Bona [15] ; their reported times are about 10 times larger than ours. The right graph shows the change in the location of phase transition as q varies, similarly to what happens with 2-PSAT.
To give a better feel of the times involved in solving PSAT problems with our method, Table 1 summarizes a large variety of tests; each entry is the mean of 50 distinct PSAT problems. Note that it is not correct to expect that the larger the problem, the more time it takes; due to phase transition, some large problems may be easy, while some apparently small problems may be hard.
Checking Coherence of Conditional Assessments through Integer Programming
Suppose that conditional assessments P(φ i |φ i ) = α i must be processed. In the standard, Kolmogorovian style, probability theory, this assessment means that
. This holds if and only if
The only change from "unconditional" PSAT is that each element of the matrix C is now a linear expression. Indeed, if we only take conditional assessments of the form P(A i |A i ) = α i , then the element C i,j is given by the nonlinear expression a i,j a i,j −α i a i,j , where a i,j and a i,j are binary variables corresponding to propositions A i,j and A i,j respectively. To handle this, the only change in our previous algorithm is that the constraints in its line 6 must be replaced by q+1 j=1 b i,j − α i b i,j = 0, and constraints in line 8 must be replaced by Table 1 . Experiments with 2-PSAT and 3-PSAT.
This Kolmogorovian setup requires some care when interpreting conditional assessments. Suppose first that A i has probability zero in every probability measure that satisfies all assessments. In this case we may take P(A i |A i ) = α i to be a misguided assignment to a quantity that should really be left undefined. However suppose that some satisfying probability measures assign zero probability to A i , while others do not. The most reasonable interpretation of this situation is that only those probability measures that assign positive probability to A i should be retained; the others do not satisfy the fact that P(A i |A i ) has been actually assessed.
An entirely different view of conditional probability can be found in de Finetti's theory of coherence. Here conditional probability is not a derived concept, but rather the primary object of interest. Assessments can be given on arbitrary events, and coherence of assessments is equated to existence of a full conditional measure that satisfies the assessments. The selection of a particular conditional measure imposes considerable structure on events, while de Finetti's approach assumes little algebraic structure on the assessments [7, 11] . A full conditional measure P : B × (B\∅) → , where B is a Boolean algebra over a set Ω, is a two-place set-function such that for every nonempty event C [13]:
• P(C|C) = 1 and P(A|C) ≥ 0 for all A;
Note that conditioning is defined for every nonempty event; whenever the conditioning event is Ω, we suppress it and write the "unconditional" probability P(A). There are other names for full conditional measures in the literature, such as conditional probability measures [26] ; and complete conditional probability systems [29] . Full conditional measures have been applied in economics [22, 29] , philosophy [1, 28] , artificial intelligence [9] .
So, suppose we have the same propositions and assessments as before, and events are interpreted as sets of truth assignments. We say the assessments are coherent if there is a full conditional measure that satisfies them [11, 12] . Note that a set of assessments may be coherent even if P(B) = 0 and P(A|B) = α > 0; a probability measure that assigns probability zero to a conditioning event need not be discarded.
There are algorithms for coherency checking that basically work by dividing the space of truth assignments into "layers": the first layer contains the truth assignments with positive unconditional probability; the second layer contains the truth assignments with positive conditional probability given the complement of the first layer, and so on [9, 11] . For each layer an appropriately specified PSAT problem is solved, and the collection of PSAT problems yields the desired coherency check. Alternative algorithms employ local rules that mimic logical inference [3, 4] . To the extent that these methods solve linear programs in intermediate steps, and these linear programs are of size exponential in the input, the reductions to integer programming that we have explored before can be used.
To illustrate the last comment, consider the formulation of coherence checking that is due to Walley et al. [32] . They consider that assessments are of the form P(A i |A i ) ≥ α i , and show that existence of a satisfying full conditional measure is equivalent to:
where Walley et al. offer the following algorithm to check coherence, where a sequence of linear programs with more than 2 n constraints each is generated. First, set I = {1, . . . , q}. Solve the linear program in Expression (7) below. If τ i = 1 for all i ∈ I, then coherence fails (problem is Unsatisfiable). Otherwise, replace I by {i ∈ I : τ i = 1}. If I becomes empty, then coherence holds (problem is Satisfiable); otherwise solve linear problem in Expression (7) again, and so on. max i∈I τ i
s.t.: ∀ω :
Note that at each step we have the dual of a linear program with 2 n optimization variables; one can therefore write a compact integer linear program at each step, using the techniques described in previous sections.
Inference
In this section we offer a few brief comments on the inference problem: given a satisfiable or coherent set of assessment, find all possible values for P(ϕ), the probability of an additional sentence ϕ, such that all assessments together are still satisfiable/coherent.
In the Kolmogorovian setup that is usually adopted for PSAT, both min P(ϕ) and max P(ϕ) can be obtained by adding appropriate linear objective functions to our methods. If additionally one wants tight bounds on a conditional probability P(ϕ |ϕ ), then linear fractional programming [5] can be used in the Kolmogorovian setup to transform min P(ϕ ∧ ϕ )/P(ϕ ) into a linear objective function (and similarly for max P(ϕ ∧ ϕ )/P(ϕ )).
The inference problem is considerably more complex in de Finetti's framework. Walley et al. [32, Algorithm 5] present solutions for such a situation that rely on sequences of linear programs. The discussion in Section 5 applies to that case. Here the verification of coherence is a preliminary step, because only coherent assessments are allowed to be used in inference [6] .
Conclusion
In this paper we have introduced an approach to probabilistic satisfiability and coherence checking that translates these problems into integer linear programming. Our algorithms have the advantage of simplicity when compared to alternative approaches. Because we can rely on existing highly optimized linear programming solvers, we do not worry about numerical stability; likewise, our algorithms can inherit any gains from parallelization and heuristics applied to integer linear programming.
Experiments indicate that our algorithms are quite effective for random PSAT problems. Moreover, we have presented an analysis of phase transition in PSAT that improves previous results in the literature. Of course more testing is necessary to fully understand the properties of probabilistic satisfiability and coherence checking.
