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In this paper, we consider the problem of simultaneous determination of optimal due
dates and optimal schedule for the single machine problem with multiple common due
dates. The penalty for a job is assumed to be a linear function of the due date and the
earliness/tardiness for the job. The objective function is tominimize the total penalty for all
jobs. We show that with the introduction of learning to job processing times the problem
remains polynomially solvable for a given number of multiple common due dates.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In traditional scheduling problems, most research assumes that all jobs have constant processing times once they are
given. However, in many realistic settings, workers learn and improve by repeating operations. The production facility (a
machine, a worker) improves continuously with time. As a result, the production time of a given product is shorter if it is
scheduled later, rather than that of the earlier ones in the sequence. This phenomenon is known as ‘‘learning effect’’ in the
literature [1].
The ‘‘learning effect’’ phenomenon is quite new. Its application in scheduling was presented by Biskup [2] for the first
time. The learning curve assumed in Biskup’s paper reflects decrease in processing time as a function of the number of
repetitions. He proved that the single machine with a learning effect remained polynomial solvable if the objective was
to minimize the deviation from a common due date or to minimize total flow time. Later, Mosheiov [3,4] considered
several other scheduling problems and showed that solving scheduling problems with a learning effect required more
computational effort than that required for solving the original problems. He introduced polynomial solutions for the
single machine makespan minimization problem and two for multi-criteria single machine problems and total flow time
minimization on identical parallel machines. Wang and Xia [5] considered flow shop scheduling problems with a learning
effect. The objective functionswere tominimizemakespan and total flow time. They gave a heuristic algorithmwith aworst-
case bound for each objective function. They also found polynomial time solutions to two special cases of the problems,
i.e., identical processing time on eachmachine and an increasing series of dominatingmachines. The underlying assumption
in these papers is that a common learning curve for all the jobs is assumed, i.e., the learning effect is job-independent.
Mosheiov and Sidney [6] studied scheduling problems with general job-dependent learning effects, i.e., the learning in the
production process of some jobs was faster than that of others. They showed that the single machine problems of makespan
and total flow time minimization, a due date assignment problem and total flow time minimization on unrelated parallel
machines remained polynomially solvable. A survey on this line of scheduling research can be found in [7,8].
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This paper considers the problem of simultaneous determination of optimal due dates and optimal schedule for n
independent jobs to be processed on a single machine. All jobs are available at time zero. Processing times are known,
deterministic and can be reduced with the general job-dependent learning effects. The penalty for a job in a schedule is
assumed to be a linear function of the due date assigned to the job and the earliness/tardiness for the job in the schedule.
The same linear penalty function is used for all jobs. The objective is to minimize the total penalty for all jobs. The number
of distinct due dates, m, to be assigned to the jobs is assumed to be prespecified and known. We allow m to take any value
in the set {1, 2, . . . , n}. Job preemption is not allowed.
The problem of the simultaneous determination of optimal due dates and optimal schedule has been motivated and
considered by several authors in the recent literature [9–14]; the reader is directed to [15,16] for a brief review of this
literature. The problem considered in this paper is most directly related to the problems considered in [12,13]. Panwalker
et al. [12] assumed a common due date for all jobs; that is,m = 1. The penalty function used in this paper is the same as that
in [13]. What we do in our paper is to reduce a problem with m common due dates to m problems with one common due
date each. This is exactly what Dickman et al. [14] did. Our paper considers two different cases. In the first case, we assume
that the decision maker specifies the number of jobs to be assigned to different due dates. In the second case, we assume
that the number of jobs to be assigned to different due dates is unknown.
Section 2 of the paper defines the notation and formulates the problem. Section 3 of the paper considers the case when
the vector (n1, n2, . . . , nm), where ni is the number of jobs assigned to the ith due date, is externally specified. Note that
while ni is assumed to be known, the specific jobs to be assigned to the ith due date are unknown and are to be determined.
We show that the problem can be formulated as an assignment problem and can be solved (using thewell-knownHungarian
method) with an effort of O(n3). The results in this section are used in the next section in developing an optimal procedure
when the vector (n1, n2, . . . , nm) is also a decision variable. Section 4 of the paper develops an optimal procedure to find an
optimal vector (n1, n2, . . . , nm)when it is not externally specified.
2. Assumptions
There are n jobs available at time zero. Each job has a normal processing time and the jobs are indexed according to the
shortest (normal) processing time (SPT) rule, i.e. p1 ≤ p2 ≤ · · · ≤ pn. The normal processing time of a job is incurred if
the job is scheduled first in a schedule. The processing times of the following jobs are smaller than their normal processing
times because of the learning effect. As in [6], the actual processing time pjr of job j if it is scheduled in position r , is given by
pjr = pjraj , j, r = 1, 2, . . . , n, (1)
where aj is a job-dependent negative parameter. The number of distinct due dates,m to be assigned to the jobs is assumed to
be prespecified and known. For a given schedule π , Cj = Cj(π) represents the completion time of job j. Let dj represent the
due date for job j, Ej = max{0, dj− Cj} be the earliness value of job j, and Tj = max{0, Cj− dj} be the tardiness value of job j,
j = 1, 2, . . . , n. And further, let α, β and γ be the per time unit penalties for due date, earliness and tardiness, respectively.
In addition, we let D1 ≤ D2 ≤ · · · ≤ Dm denote the m due dates and let Ii denote the set of jobs assigned to due date Di for
i = 1, 2, . . . ,m.
The general objective is to determine the optimalD = {D1,D2, . . . ,Dm}, I = {I1, I2, . . . , Im} and a scheduleπ tominimize
the total penalty TP(D, I, π), where
TP(D, I, π) =
m−
i=1
−
j∈Ii
(αDi + βEj + γ Tj) (2)
and dj = Di for j ∈ Ii.
It is easy to see that the problem has an optimal solution with zero machine idle time (see Lemma 3 in [13]). Therefore,
it is sufficient to consider permutation schedules to find optimal solutions. The next section considers the problem when
|Ii| = ni is known for all i = 1, 2, . . . ,m. Note that while |Ii| is assumed to be known, the specific jobs in Ii are unknown and
to be determined.
3. Results and algorithm with |Ii| = ni known
This section assumes that the vector (n1, n2, . . . , nm) of m positive integers such that
∑m
i=1 ni = n and |Ii| = ni for
i = 1, 2, . . . ,m is externally specified. D, I (with |Ii| = ni known) and π are decision variables. We define Ni =∑ik=1 nk for
i = 1, 2, . . . ,mwith N0 = 0; Ni is the total number of jobs assigned to the first i due dates. Chand and Chhajed [13] showed
the following properties followed from Panwalker et al. [12] and Baker and Scudder [15], i.e., Properties 1–3 all stem from
the single machine single common due date case.
Property 1. For any given D and π , there is an optimal I such that
Ii = {πNi−1+1, πNi−1+2, . . . , πNi}
for i = 1, 2, . . . ,m, where πr is the job in position r in schedule π .
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This property essentially says that there is an optimal solution such that ni consecutive jobs (in positions Ni−1 + 1 to Ni)
in π are assigned to Di.
Property 2. Let [p] denote the job in position p in a schedule, then for a given π , there exists an optimal D such that Di = C[ki],
where
ki = Ni−1 + ⌈(γ − α)ni/(β + γ )⌉, (3)
⌈x⌉ here stands for the smallest integer ≥ x.
Property 2 implies that the first (ki − Ni−1 − 1) jobs in Ii are early and remaining (Ni − ki) jobs are tardy. The job ki is
finished on the particular due date.
Property 3. The positional weight of position r in the schedule is given by
ωr =

β(r − 1− Ni−1)+ α(n− Ni−1) for r = Ni−1 + 1,Ni−1 + 2, . . . , ki,
γ (Ni − r + 1)+ α(n− Ni) for r = ki + 1, ki + 2, . . . ,Ni. (4)
Consequently, Eq. (2) can be rewritten as
TP(D, I, π) =
m−
i=1
−
j∈Ii
(αDi + βEj + γ Tj) =
n−
r=1
ωrp[r].
Thus, the optimal schedule is obtained by the well-known matching procedure of the largest processing time with the
smallest positional weight, the next larger processing time with the next smaller positional weight, etc.
Now assume general job-dependent learning curves as given in (1). In this new setting, our objective remains to
determine the optimal D = {D1,D2, . . . ,Dm}, I = {I1, I2, . . . , Im}, and a schedule π to minimize (2). Consequently,
Eq. (2) can be rewritten as
TP(D, I, π) =
n−
r=1
ωrp[r]ra[r] .
Using a similar model to that of Mosheiov and Sidney [5], let xjr be a 0/1 variable such that xjr = 1 if job j is scheduled in
position r , and xjr = 0, otherwise. The optimal matching jobs with positions require a solution for the following assignment
problem:
min
n−
j=1
n−
r=1
ωrpjrajxjr (5)
subject to
n−
j=1
xjr = 1, r = 1, 2, . . . , n,
n−
r=1
xjr = 1, j = 1, 2, . . . , n,
xjr = 0 or 1, j, r = 1, 2, . . . , n.
Recall that solving an assignment problemof size n requires an effort ofO(n3) (using thewell-knownHungarianmethod).
Once the assignment problem has been solved, we will obtain an optimal matching job with positions (i.e., an optimal
schedule). Note that the values of ki (see (3)) and the positional weightsωr (see (4)) are independent of the actual processing
times of the jobs and, hence, they are not affected by the learning effect. Thus, the optimal due dates are at the completion
time of the kith (i = 1, 2, . . . ,m) job in the schedule obtained from the solution of the assignment problem.
In order to demonstrate the above, we solve the instance introduced (and solved for the case of no learning effect) by
Chand and Chhajed [13].
Example 1. Data: n = 10, p1 = 3, p2 = 10, p3 = 11, p4 = 13, p5 = 13, p6 = 16, p7 = 17, p8 = 20, p9 = 22, p10 =
25, α = 2, β = 11, γ = 18,m = 2, n1 = 4, n2 = 6. The optimal k1 = 3 and k2 = 8. The positional weights are:
ω1 = 20, ω2 = 31, ω3 = 42, ω4 = 30, ω5 = 12, ω6 = 23, ω7 = 34, ω8 = 45, ω9 = 36, ω10 = 18. The optimal schedule
(with no learning effect) is (8, 5, 2, 6, 10, 7, 4, 1, 3, 9);D1 = p8+p5+p2 = 43,D2 = p8+p5+p2+p6+p10+p7+p4+p1 =
117. The total cost is 3763. Now, assume that learning indices were generated uniformly (and rounded) between a 90%
learning curve (aj = −0.152) and a 60% learning curve (aj = −0.737): a1 = −0.4, a2 = −0.6, a3 = −0.3, a4 =
−0.2, a5 = −0.5, a6 = −0.6, a7 = −0.3, a8 = −0.2, a9 = −0.4, a10 = −0.5. The input for assignment problem
(5), i.e., job/location processing times and positional weights, are given in Table 1. The optimal solution of the assignment
problem leads to a new optimal schedule: (4, 3, 1, 7, 8, 9, 5, 2, 6, 10). The optimal D∗1 = 13.00 + 8.93 + 1.93 = 23.86,
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Table 1
The job/location processing times and positional weights.
aj j r
1 2 3 4 5 6 7 8 9 10
−0.4 1 3.00 2.27 1.93 1.72 1.58 1.47 1.38 1.31 1.25 1.19
−0.6 2 10.00 6.60 5.17 4.35 3.81 3.41 3.11 2.87 2.68 2.51
−0.3 3 11.00 8.93 7.91 7.26 6.79 6.43 6.14 5.89 5.69 5.51
−0.2 4 13.00 11.32 10.44 9.85 9.42 9.08 8.81 8.58 8.38 8.20
−0.5 5 13.00 9.19 7.51 6.50 5.81 5.31 4.91 4.60 4.33 4.11
−0.6 6 16.00 10.56 8.28 6.96 6.09 5.46 5.00 4.59 4.28 4.02
−0.3 7 17.00 13.81 12.23 11.22 10.49 9.93 9.48 9.11 8.79 8.52
−0.2 8 20.00 17.41 16.05 15.16 14.50 14.00 13.55 13.20 12.89 12.62
−0.4 9 22.00 16.67 14.18 12.66 11.56 10.74 10.10 9.58 9.14 8.76
−0.5 10 25.00 17.68 14.43 12.50 11.18 10.21 9.45 8.84 8.33 7.91
ωr 20 31 42 30 12 23 34 45 36 18
D∗2 = 13.00+8.93+1.93+11.22+14.50+10.74+4.91+2.87 = 68.1 and the total cost is 1968.06. The optimal schedule
is clearly different from the one in the original version of the problem.
4. Results and algorithm with |Ii| = ni unknown
This section considers the problemwhen the vector (n1, n2, . . . , nm) is unknown. D, I and π are decision variables in this
case. We show that the optimal schedule of the classical version is not optimal when the general job-dependent learning
curves are assumed. Chand and Chhajed [13] showed the following property.
Property 4. There is an optimal solution (D∗, I∗, π∗) such that n∗1 ≥ n∗2 ≥ · · · ≥ n∗m.
By introducing the general job-dependent learning curves, the property of the above is not correct by the following
counterexample.
Example 2. n = 4, p1 = p2 = p3 = p4 = 1,m = 2, α = 1, β = γ = 18. All learning indices take place by the
80% learning curve, thus a1 = a2 = a3 = a4 = −0.322. The actual processing times at positions 1, 2, 3 and 4 are
1, 2−0.322 = 0.8, 3−0.322 = 0.7 and 4−0.322 = 0.64, respectively. When n1 = n2 = 2,D1 = 1,D2 = 2.5, the cost is
32.92. When n1 = 3, n2 = 1, D1 = 1.8,D2 = 3.14, the cost is 35.54. When n1 = 1, n2 = 3, D1 = 1,D2 = 2.5, the cost is
32.62. Thus n∗1 < n
∗
2 .
Hence, the Efficient Search Algorithm in [13] is not an optimal algorithmwhen the general job-dependent learning curves
are assumed. But the algorithm can be modified as follows:
Modified Efficient Search Algorithm (MES-Algorithm). For n1 = 1, 2, . . . , n− (m− 1).
For n2 = 1, 2, . . . , n− n1 − (m− 2).
For nk = 1, 2, . . . , n−∑k−1j=1 nj − (m− k).
For nm = n−∑m−1i=1 ni.
Find the minimum total penalty for (n1, n2, . . . , nm) using assignment problem (5).
Find (n∗1, n
∗
2, . . . , n
∗
m) corresponding to the lowest total penalty.
We now consider the computational requirements for the MES-Algorithm. Note that the MES-Algorithm generates
vectors (n1, n2, . . . , nm) by partitioning n into m integer numbers, such that
∑m
i=1 ni = n and ni ≥ 1, i = 1, 2, . . . ,m. Let
Pnm denote the total number of these vectors, then the MES-Algorithm requires P
n
m applications of the assignment problem
(5) to find (n∗1, n
∗
2, . . . , n
∗
m). The following theorem gives a formula to compute P
n
m.
Lemma 1. For a positive integer n ≥ 2 and m ∈ {1, 2, . . . , n} a constant, we have
Pnm =
(n− 1)!
(m− 1)!(n−m)! .
Proof. The problem is equal to that of allocation of n − m identical balls (= jobs) into m different urns (= common due
dates). The number of ball allocations in the problem is known to be (see [17], p. 64)
(n−m)+m− 1
m− 1

=

n− 1
m− 1

= (n− 1)!
(m− 1)!(n−m)! . 
Lemma 2. For a given constant m, the number Pnm is bound by
nm
(m−1)! .
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Proof. Obviously,
(n− 1)!
(m− 1)!(n−m)! =
(n− 1)(n− 2) . . . (n−m+ 1)
(m− 1)! ≤
nm
(m− 1)!
is a polynomial upper bound in n (similar to [4]). 
Theorem 1. For a given constant m, the problem with the case |Ii| = ni unknown can be solved in polynomial time.
Proof. Lemma 2 indicates that a polynomial number of assignment problems need to be solved. Each assignment problem
is solved in O(n3) time. Hence, the total effort is polynomial time. 
Corollary 1. For m = 2, the problem with the case |Ii| = ni unknown can be solved in O(n4) time.
Proof. For a givenm, the problem can be solved as an assignment problem in O(n3) time. We have to solve such a problem
for each (n1, n2) vector. The relevant pairs are (n − 1, 1), (n − 2, 2), . . . , (2, n − 2), (1, n − 1). Since we have to solve an
assignment problem n− 1 times, therefore form = 2, the problem with the case |Ii| = ni unknown can be solved in O(n4)
time. 
5. Conclusions
In this paper we considered the single machine common due dates scheduling problem with general job-dependent
learning curves. Solving scheduling problems with learning effects requires more computational effort than that required
for solving the original problems. We proved that the problem remains polynomially solvable when m is a given constant.
Moreover, an algorithm of the polynomial time O(Pnmn
3) is developed to find optimal due dates, sequence and number of
jobs to be assigned to different due dates.
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