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The new family of unconventional iron-based superconductors discovered in 2006 immediately relieved their
copper-based high-temperature predecessors as the most actively studied superconducting compounds in the
world. The experimental and theoretical effort made in order to unravel the mechanism of superconductivity in
these materials has been overwhelming. Although our understanding of their microscopic properties has been
improving steadily, the pairing mechanism giving rise to superconducting transition temperatures up to 55 K
remains elusive. And yet the hope is strong that these materials, which possess a drastically different electronic
structure but similarly high transition temperatures compared to the copper-based compounds, will shed essen-
tial new light onto the several-decade-old problem of unconventional superconductivity. In this work we review
the current understanding of the itinerant-charge-carrier dynamics in the iron-based superconductors and parent
compounds largely based on the optical-conductivity data the community has gleaned over the past seven years
using such experimental techniques as reflectivity, ellipsometry, and terahertz transmission measurements and
analyze the implications of these studies for the microscopic properties of the iron-based materials as well as
the mechanism of superconductivity therein.
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I. INTRODUCTION
In year 2006 the group of Hideo Hosono discovered that
the quaternary compound LaFePO becomes superconduct-
ing at about 4K [1]. At the time, this observation gener-
ated little interest in the condensed-matter community due
to the relatively low superconducting transition temperature
of this compound, comparable to that of many conventional
superconductors [2], its very different crystallographic struc-
ture notwithstanding. Nevertheless, Hosono and collabora-
tors kept faith in this material and continued searching for
ways to enhance its superconducting transition temperature.
This search bore fruit when they discovered an order-of-
magnitude higher transition temperature in a closely related
LaFeAsO doped with fluorine [1], which immediately pro-
pelled the iron-based superconductors into the elite group of
the very few with superconducting transition temperatures
above 25 K, alongside with high-temperature cuprate super-
conductors [2–4], Ba1−xKxBiO3 [5], select fullerenes [6],
and MgB2 [7, 8]. This discovery led to explosive develop-
ment of the field, even more so when only several months later
a twice higher superconducting transition temperature was re-
ported in a samarium-based sister material [9].
The crystallographic structure of these iron-based com-
pounds was found to belong to the tetragonal P4/mmm
space group symmetry at ambient conditions and feature con-
ductive layers of tetrahedrally coordinated Fe and As ions
intercalated with rare-earth and oxygen ions, as shown in
Fig. 1a. The layered structure has drawn comparisons to
the high-temperature copper-oxide superconductors, in which
similar layers are formed by copper and oxygen ions, albeit
octahedrally coordinated. It was soon realized that, unlike
in the copper-based materials, the presence of oxygen in iron
pnictides is inessential for the occurrence of superconductiv-
ity. Transition temperatures up to about 40 K were reported
upon intercalation of the iron-pnictogen layers with a single-
type alkaline earth metal ion with subsequent alio- or isova-
lent substitution or application of external pressure [10–12].
Somewhat lower but nevertheless substantial superconducting
transition temperatures could be attained without any inter-
calation at all in the binary PbO-type α–FeSe iron chalco-
genide [13]. It is now well-established that tetrahedral co-
ordination of iron ions via a pnictogen or a chalcogen is es-
sential for iron-based superconductivity [10, 12]. The iron-
pnictogen bond angle or, similarly, the pntictogen or chalco-
gen ion height over the plane formed by iron ions, character-
izing the tetrahedral coordination, was found to show a cer-
tain correlation with the superconducting transition tempera-
ture [10, 14–17].
In order to gain a more fundamental physical understand-
ing of superconductivity and its dependence on the structure
and doping in the iron-based materials, the knowledge of their
electronic structure is indispensable. Already very early ab
initio calculations have shown that the low-energy band struc-
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2ture of these compounds is formed predominantly by Fe-3d
orbitals, very weakly hybridized with As-4p orbitals, which
commonly produce a rather complex Fermi surface with up to
five sheets of different electronic character [18]. These cal-
culations further revealed that, as can be expected from their
layered structure, the iron-based materials possess a quasi-
two-dimensional Fermi surface (see Fig. 1b), with seemingly
very good nesting (good geometrical overlap of superimposed
portions of the Fermi surface) between the holelike and elec-
tronlike Fermi-surface sheets in the center and in the corner of
the Brillouin zone, respectively, which would enhance suscep-
tibility to electronic instabilities leading to the corresponding
reconstruction of the Brillouin zone. Neutron-scattering mea-
surements have indeed identified long-range antiferromag-
netic order at low temperatures in the overwhelming majority
of the parent (undoped) iron-based materials at a wave vec-
tor consistent with the nesting vector predicted by theoretical
calculations [10, 12] (with very few exceptions such as, e.g.,
LiFeAs superconductor possessing no magnetism or nesting
whatsoever [19–22] and FeTe, in which the antiferromagnetic
wave vector is very different from the nesting vector [23]).
This very good agreement between theory and experiment,
along with the fact that iron-based materials remain metallic in
the magnetic state, led the community to believe that antiferro-
magnetism in these compounds is largely of itinerant nesting-
enhanced spin-density–wave type [10]. However, further ex-
tensive systematic neutron-scattering studies of most of the
known relevant iron-based materials have revealed that their
antiferromagnetism bears essentially dual, simultaneously lo-
cal and itinerant, character [23].
The observation that the superconducting transition temper-
ature in the iron-based materials is maximized when the an-
tiferromagnetism of the parent compounds has been largely
or entirely suppressed [10, 11] and the theoretical prediction
of electron-phonon interaction too small to account for the
superconducting transition temperatures found in these com-
pounds [24–26] has led to the suggestion that superconduc-
tivity is mediated by nesting-enhanced antiferromagnetic spin
fluctuations. As a result, the superconducting order parameter
is expected to possess an s-wave symmetry [27] but exhibit a
sign change between the Fermi surfaces connected by the an-
tiferromagnetic/nesting wave vector (the so-called “extended
s-wave”, or s± symmetry) due to the repulsive character of
the mediated interaction [18]. An experimental test of this hy-
pothesis is problematic in this case, unlike the historic confir-
mation of the sign-changing, d-wave, character of the super-
conducting order parameter in the high-temperature cuprate
superconductors [28], because the proposed extended (sign-
changing) s-wave symmetry preserves the tetragonal symme-
try of the underlying lattice. Nevertheless, several proposals
for a phase-sensitive test of the symmetry of the supercon-
ducting order paramter have been put forward [29, 30] and
even realized [31].
It is important to note that, although the nesting scenario
seemed to provide a plausible explanation for the observed
ground state of the parent and superconducting iron-based ma-
terials at the dawn of their era [10, 12, 23], extensive angle-
resolved photoemission experiments have revealed an unusual
propellerlike shape of the electron sheets of the Fermi sur-
face located in the corners of the Brillouin zone, as shown in
Fig. 1c, in a number of iron-based compounds [32], with no
significant nesting between the electron- and holelike sheets
of the Fermi surface. These measurements have further found
that the theoretically predicted electronic band structure can
largely be brought into agreement with experiment if the for-
mer is renormalized (in certain materials in a band/orbital-
dependent way) by a factor of about 2–3 up to a certain in-
termediate energy [22, 33–37] as well as if a band/orbital-
dependent Fermi-level shifts are introduced [22, 38–40] (in
the Ba(Fe1−xCox)2As2 compound a strong temperature de-
pendence of such a shift has been identified in Ref. 40). Sim-
ilar shifts were found necessary to reconcile ab initio calcu-
lations with the results of quantum-oscillation measurements
on many different iron-based compounds [41].
These observations appear to challenge the importance of
nesting and instead emphasize the role of the orbital character
of the Fermi surface for superconducting pairing [39], there-
fore, lending some support to theories of orbital-fluctuation–
mediated pairing [42–45]. However, while the bandwidth
renormalization can be explained by the existence of rela-
tively high-energy electronic correlations, consistent with the
observation of ubiquitous high-energy spectral weight in the
spin susceptibility via inelastic neutron scattering [46], the
band/orbital-dependent shifts have been argued to be a nat-
ural consequence of the strong interband interaction in the
presence of particle-hole asymmetry in the iron-based com-
pounds [47]. In this picture, the experimentally observed com-
plex topology of the Fermi surface could be obtained from
the underlying well-nested bare Fermi surface (as obtained in
ab initio calculations), once the aforementioned high-energy
band renormalization and the band/orbital-dependent shifts
have been taken into account.
Angle-resolved photoemission experiments have further
uncovered the proximity of one or more bands to a band-edge
singularity, a type of van Hove singularity, in most iron-based
superconductors with a relatively high superconducting tran-
sition temperature [48]. The intensity and number of such van
Hove singularities seem to correlate positively with the mag-
nitude of the latter.
Optical studies of charge dynamics have been instrumental
in the investigation of the superconducting and normal-state
properties of the iron-based compounds. They have provided
a number of quantities indispensable for the elucidation of the
mechanism of superconductivity in these materials, such as
the number and magnitude of the superconducting gaps, cer-
tain characteristics of the bosonic excitations mediating su-
perconducting pairing, dynamic characteristics of quasiparti-
cles (plasma frequency and scattering rate), the energy scales
involved in the antiferromagnetic and superconducting phase
transitions; explored possible quantum phase transitions and
exotic electronic states, identified various manifestations of
the inherently multiband character of iron-based materials,
and provided valuable insights into the importance of elec-
tronic correlations for superconductivity.
In this work we will review the contribution of optical-
conductivity investigations using such experimental tech-
3FIG. 1: a, Several representative classes of the iron-based mate-
rials. The numbers at the top denote the chemical formula of the
compound underneath (for instance, LiFeAs is a 111 compound),
while the temperatures at the bottom specify either the superconduct-
ing transition temperature of the material itself or the highest Tc ob-
tained by doping or substitution in a material of that type. The com-
mon structural unit of all iron-based compounds is the Fe-As tetra-
hedral layer (gray areas), with the adjacent layers either co-aligned
out-of-plane or alternating in orientation. Adapted by permission
from Macmillan Publishers Ltd: Nature Physics Ref. 49, copyright
(2009). b, Fermi surface of Ba0.6K0.4Fe2As2 predicted by ab initio
calculations. Reprinted from Ref. 18, copyright (2009), with permis-
sion from Elsevier. c, Fermi surface of Ba0.6K0.4Fe2As2 obtained by
means of angle-resolved photoemission spectroscopy. Reprinted by
permission from Macmillan Publishers Ltd: Nature Ref. 32, copy-
right (2009).
niques as reflectivity, ellipsometry, and terahertz transmission
measurements to the current understanding of the physics of
superconductivity and magnetism in the iron-based materi-
als. The structure of this review is as follows. In Sec. II
we will introduce the general phase diagram of iron-based
compounds and outline their commonalities and peculiarities
manifested in the topology of the phase diagram as well as
in the phenomena of coexistence/phase separation of the su-
perconducting and antiferromagnetic phases, existence of a
quantum critical point beneath the superconducting dome, oc-
currence of nematicity, and pseudogap. Section III will di-
gest the optical-conductivity studies on the parent compounds
of the iron-based family in the normal and antiferromagnetic
state, as well as the phenomenon of nematicity. Section IV
presents and analyzes the superconducting properties accessi-
ble to optical measurements as well as models used to extract
such information and their applicability to the case of iron-
based superconductors. It then discusses the effect of corre-
lations on the optical conductivity and their importance for
superconductivity and considers the issue of quantum critical-
ity. In every section we try to present experimental results
for all classes of the iron-based materials, when available, as
well as juxtapose and compare them in the given context. The
only exception are the iron-selenideAxFe2−ySe2 (A =K, Rb,
Cs) compounds, in which phase separation plays an impor-
tant role and which appear to have somewhat different super-
conducting properties as compared to the other iron-based su-
perconductors. These iron selenides are reviewed in Sec. V.
Finally, in Sec. VI, main experimental observations based on
optical-conductivity measurements of the iron-based materi-
als are briefly summarized and some concluding remarks are
made.
II. PHASE DIAGRAM
The highest superconducting transition temperature ob-
served in a bulk iron-based superconductor (55 K in
SmFeAsO1−xFx [9]) is second only to that of high-
temperature superconducting cuprate materials. Therefore, a
juxtaposition of these two families appears instructive. As
mentioned above, already at the structural level these mate-
rials have much in common: they consist of conductive layers
of iron and pnictogen/chalcogen in the iron-based materials
as compared to those of copper and oxygen in their cuprate
counterparts. However, whereas the former remain conduc-
tive at all attainable temperatures, pressures, and doping lev-
els [10, 12], the latter are driven insulating by strong electronic
correlations [50, 51]. Superconductivity in the materials from
both families can be induced by providing additional charge
carriers via doping, which gives rise to very similar phase di-
agrams (shown schematically in Fig. 2). In the parent state
(without doping) both types of materials experience a phase
transition into an antiferromagnetic state, with a concomitant
structural distortion at the same or slightly higher tempera-
ture in the case of the iron-based materials. Charge doping of
either sign results in a gradual suppression of antiferromag-
netism and eventually leads to the appearance of supercon-
ductivity in a dome-shaped region of the phase diagram. In
the cuprates a high-temeprature suppression of the density of
states near the Fermi level (called “pseudogap”) accompanied
by the spontaneous breaking of the four-fold rotational sym-
metry within the unit cell exists over a relatively broad doping
range [52–54]. The existence of a pseudogap has also been
reported for some of the iron-based compounds [55, 56].
Consideration of these general trends together with the en-
ergetics of the collective ground states of the iron- and copper-
based materials [67] suggests that several factors are of im-
portance for high-temperature superconductivity. First of all,
low dimensionality or, equivalently, strong anisotropy appears
to play an important role by reducing the total kinetic energy
of itinerant charge carriers through confinement and thus tilt-
ing the balance towards higher condensation energy (differ-
ence in the kinetic and potential energy above and below the
phase transition) of electronic collective ground states driven
by the reduction of potential energy, as is the case in, e.g.,
the conventional BCS theory of superconductivity [68]. Sec-
ondly, sizable electronic correlations also seem to be indis-
pensable. These conditions, however, foster a variety of col-
lective ground states, all of which except for superconductiv-
ity are localizing, as evidenced by the complex phase diagram
of the cuprate (Fig. 2a and Refs. 54, 69–72) and iron-based
(Fig. 2b and the discussion below) superconductors. Such
competing states must, therefore, be eliminated by reducing
the Fermi-surface nesting and/or the strength of electronic cor-
relations driving them, in order to obtain high superconduct-
ing transition temperatures.
While the gross features of the phase diagram of the iron-
4FIG. 2: a, Phase diagram of the electron- and hole-doped cuprate
superconductors. The parent compounds are Mott insulators and
show local antiferromagnetism with a wave vector of (pi, pi). The
antiferromagnetic phase region (red) extends into that of supercon-
ductivity (yellow) and in the overlap region the two either coexist
or compete with each other. Above the Ne´el and/or superconduct-
ing transition temperature the so-called pseudogap phase is present,
which breaks the tetragonal symmetry of the high-temperature nor-
mal state reducing it to C2 [54]. b, Phase diagram of the electron-
and hole-doped iron-based superconductors. The general features are
similar to those of the cuprate superconductors: superconductivity in
otherwise non-superconducting antiferromagnetic parent compounds
can be induced by doping charge carriers of either sign, which re-
sults in a weakening of the itinerant antiferromagnetic phase (pink)
and appearance of a dome-shaped superconducting phase region (or-
ange) with coexistence of the superconducting and antiferromagnetic
phase at certain doping levels. On the hole-doped side of the phase
diagram, e.g. in the Ba1−xKxFe2As2 series of compounds, super-
conductivity has been found to occur continuously up to the com-
plete substitution of potassium for barium [57, 58], with a crossover
(possibly with a phase transition) [59] from a nodeless superconduct-
ing order parameter in the underdoped, optimally doped and slightly
overdoped regions of the phase diagram [60–63] to a nodal one in the
extremely overdoped regime [64–66]. Nematic and non-Fermi-liquid
behavior of the iron-based materials will be discussed in detail in the
following sections. Panel a adapted by permission from Macmillan
Publishers Ltd: Nature Physics Ref. 67, copyright (2011).
based materials comply quite well with the generic shape pre-
sented in Fig. 2b, its detailed structure does depend signifi-
cantly on the particular material class. The phase diagrams
of different classes of iron-based superconductors have been
extensively compared in excellent previous reviews on the
topic [10–12]. Here we would like to emphasize the most
recent extensions of these phase diagrams.
As can be seen in Fig. 2b, the antiferromagnetic and super-
conducting regions of the phase diagram overlap significantly
at low doping levels, raising the question of how these two
phases coexist with each other. At the beginning of the iron-
pnictide research it was believed, for instance, that some ma-
terials of the ThCr2Si2 type (or 122 type, shown in Fig. 1a),
such as Ba(Fe1−xCox)2As2, show microscopic coexistence of
antiferromagnetism and superconductivity [73], whereas oth-
ers, such as Ba1−xKxFe2As2, undergo intrinsic phase sepa-
ration [74]. Recently, experimental evidence in favor of mi-
croscopic phase coexistence in Ba1−xKxFe2As2 as well as in
Ba(Fe1−xRux)2As2 single crystals of sufficiently high quality
has emerged [58, 75–77], proving that phase separation is an
extrinsic effect, at least in the 122 iron pnictides.
Such coexistence of superconductivity and antiferromag-
netism implies the occurrence of an antiferromagnetic quan-
tum critical point [78–80] underneath the superconducting
dome. Given that microscopically coexisting phases are
bound to be strongly intertwined, it may be possible to
study the properties of one via the other. This approach
has indeed been realized in a recent study of the Lon-
don penetration depth, which uncovered that the latter is
sharply peaked at the optimal doping level of superconduct-
ing BaFe2(As1−xPx)2 [81], thus unambiguously proving the
existence of a quantum critical point with respect to doping in
this material [82].
Recent experiments have further demonstrated the exis-
tence of a nematic electronic state, which spontaneously
breaks the four-fold rotational symmetry of the underlying lat-
tice and induces the structural transition, in several materials
of the ThCr2Si2 type [83–85]. Whether the nematic order pa-
rameter is driven by spin-nematic or orbital fluctuations re-
mains unclear [86–89], which suggests an intimate interplay
of spin and orbital degrees of freedom in the iron-based su-
perconductors. This interpretation will gain further support
in the following sections based on the results of systematic
measurements of the optical conductivity.
Yet another aspect of the phase diagram of iron-based su-
perconductors that has received considerable attention in the
last several years is the continuity of the superconducting
phase region in hole-doped compounds (left side of the phase
diagram in Fig. 2b) throughout the overdoped side up to the
terminal hole doping, at which the alkaline earth metal of the
parent is completely substituted by an alkali metal thus pro-
ducing a hole doping of 0.5 electrons per iron ion. These ex-
tremely hole-overdoped materials were found to display very
different superconducting and normal-state properties com-
pared to their underdoped and optimally doped counterparts,
such as the scaling of the specific-heat jump upon entering
the superconducting state with respect to the superconduct-
ing transition temperature and thermal transport strongly rem-
iniscent of d-wave superconductors [64, 91, 92], as well as
a very large renormalization of the effective mass [93–95].
If, as it appears to be very likely, the symmetry of the super-
conducting order parameter in these materials is indeed very
different from the extended s-wave symmetry widely believed
to be possessed by the underdoped and optimally doped 122
materials and given that superconductivity does not vanish
upon overdoping [57, 58, 91, 96], a phase transition between
the superconducting ground states exhibiting these two dif-
ferent symmetries must occur at intermediate doping levels
and might entail a time-reversal–symmetry breaking [59, 65],
which has a large potential for industrial applications. Yet
a recent muon-spin–rotation investigation of polycrystalline
Ba1−xKxFe2As2 materials for 0.5 ≤ x ≤ 0.9 failed to detect
any time-reversal–symmetry breaking to the accuracy of the
experiment [97]. In order to shed definitive light on this issue,
detailed systematic investigation of an entire doping series on
a fine doping grid in the overdoped regime is required. Un-
fortunately, the synthesis of single-crystalline 122 materials
on the hole-overdoped side of the phase diagram has proven
challenging [91] and will require further efforts of the com-
munity.
5FIG. 3: a, Real part of the optical conductivity of Ba0.68K0.32Fe2As2 and contributing interband transitions determined by a dispersion
analysis. b, Corresponding LDA calculation with a breakdown into separate orbital contributions described in the legend a. c, Band structure
from the same LDA calculation. Color coding of the dispersion curves corresponds to the text color in legend a. Figure adapted by permission
from Macmillan Publishers Ltd: Nature Communications Ref. 90, copyright (2011).
III. ANTIFERROMAGNETIC PARENT COMPOUNDS
We now turn to the discussion of the charge dynamics of
the iron-based materials across their phase diagram. Given
that superconductivity in these compounds emerges upon alio-
, isovalent substitution, or application of external pressure to
the parents, a deep fundamental understanding of the phys-
ical properties of the latter in the normal as well as in the
low-temperature antiferromagnetic state is essential in order
to elucidate the microscopic mechanism of superconductivity.
The iron-based materials of the ThCr2Si2 type are arguably
the most extensively studied, largely due to the early dis-
covery [100, 101] and synthesis of large high-quality single-
crystalline compounds of this class [102–105], thus allow-
ing the entire arsenal of experimental condensed-matter tech-
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FIG. 4: a–d, Real part of the optical conductivity of CaFe2As2,
SrFe2As2, BaFe2As2, and Ba0.68K0.32Fe2As2 respectively, at
300 K (red line) and the corresponding interband (red, green, and
blue areas) and itinerant (black dashed lines) contributions obtained
in a Drude-Lorentz dispersion analysis as described in the text. The
lowest clearly identifiable absorption band is indicated with pink ar-
rows. Major partial Lorentz contributions to the absorption band in
the visible (green area) are plotted as green dashed lines. The to-
tal contribution of all interband transitions (black line). Panels a–c
and d adapted with permission from Ref. 98 and Ref. 99, respec-
tively. Copyright (2011, 2013) by the American Physical Society.
niques to be applied to them virtually simultaneously, giving
rise to explosive progress in this area of research. Therefore,
the experimental optical investigation of these 122 compounds
will set the tone for this and the following sections, with the
relatively scarce data available on other materials of the iron-
based family provided for comparison where available.
A. Normal state
According to the predictions of ab initio electronic band-
structure calculations the intermediate-energy electronic band
structure (within ≈ ±3 eV from the Fermi level) of virtually
all iron-based materials is dominated by the more or less hy-
bridized 3d orbitals of iron ions and 4p orbitals of the pnic-
togen/chalcogen [18]. This suggests that all of these mate-
rials should have quite similar overall structure of the inter-
band optical transitions in this energy range even upon sub-
stitution. Optical investigations on a large subset of the iron-
based compounds have indeed confirmed this conclusion. Fig-
ure 3 shows a representative spectrum of the optical conduc-
tivity of a hole-doped Ba0.68K0.32Fe2As2, the theoretical pre-
diction, as well as the corresponding electronic band struc-
ture obtained for this material in the local-density approxi-
mation [90]. The Drude-Lorentz analysis of the experimen-
tal data allows one to clearly identify three main contribu-
tions to the interband optical conductivity (red, green, and
blue Lorentzians in Fig. 3a). A comparison with the theo-
retical prediction and the underlying electronic band structure
plotted in Figs. 3b and c allows one to assign these different
contributions to the following transitions:
• the lowest-energy interband contribution (red line in
Figs. 3a and b) originates in transitions from weakly hy-
bridized Fe-d (red lines in Fig. 3c) and As-p (blue lines
in Fig. 3c) states below the Fermi level to Fe-d states
of electronic character in the vicinity of the Fermi level
(purple lines in Fig. 3c);
• the intermediate-energy interband contribution (green
6line in Figs. 3a and b) stems from transitions from the
same initial states to strongly hybridized Fe-d and As-p
states above the Fermi level (green lines in Fig. 3c);
• finally, the higher-energy contribution (blue line in
Figs. 3a and b) comes predominantly from transitions
from all of the above initial states to Ba-d states above
the Fermi level.
This general structure of the interband optical conductivity is
largely independent of the intercalating atom, as demonstrated
in Ref. 98 and summarized in Fig. 4.
It is evident from the comparison in Fig. 3 that the agree-
ment between between experiment and theory is rather satis-
factory in this intermediate energy range except for the sig-
nificant softening of the 1.5 eV band predicted by ab initio
calculations to about 0.6–0.75 eV inferred from experimen-
tal data (peak positions of the red lines in Fig. 3a and b), i.e.
by a factor of about 2.5. According to the assignment above,
this shift must come predominantly from the bandwidth renor-
malization of the Fe-d states below the Fermi level (red lines
in Fig. 3c). Such a renormalization has been observed con-
sistently in many different iron-based materials using angle-
resolved photoemission spectroscopy [22, 33–37]. The exper-
imentally observed location of the absorption band at about
0.6–0.75 eV has been reproduced by theoretical calculations
in the dynamic mean-field theory [106, 107], which identified
the origin of the aforementioned renormalization in substan-
tial Hund’s-coupling correlations between the Fe-d electrons
in the iron-based compounds.
The occurrence of numerous Fe-d bands very close to the
Fermi level results in the concentration of sizable spectral
weight in the mid-infrared optical band at quite low energies.
As a result, this absorption band makes an unusually large
contribution to the total zero-frequency interband permittivity
∆εtot of the order of 60, which leads to a drastic reduction of
the plasma frequency of itinerant charge carriers by a factor
of ∼ 8 with respect to its bare value [90, 98, 99].
As already mentioned, all single-phase iron-based materials
remain conductive at all attainable temperatures, doping lev-
els, and pressures. It implies that the low-energy, far-infrared,
optical conductivity can be expected to be dominated by the
itinerant-charge-carrier response. Such behavior has indeed
been observed in all studied compounds of the iron-based
family, as will be shown below. However, unlike in conven-
tional metals, the infrared charge dynamics of these materials
was found to have pronounced bad-metal characteristics, ex-
hibiting a long high-frequency tail along with a coherent low-
frequency response. This ambivalent response can be mod-
eled with two independent Drudelike contributions to the op-
tical conductivity: a very narrow, “coherent”, and a broad,
“incoherent” term, as first demonstrated in Ref. 110 for a rep-
resentative set of 122 compounds (see Fig. 5a–f) as well as
in Refs. 111, 112 for Ba(Fe1−xCox)2As2 and later found in
other classes of the iron-based family [113, 114] and different
isostructural compounds (see Fig. 5g–i). While the precise
properties of the two types of itinerant response to some ex-
tent depend on the material composition, the breakdown into a
coherent and incoherent contribution is universal. It is, there-
FIG. 5: Real part of the optical conductivity of various isostructural
ThCr2Si2-type compounds and the corresponding Drude-Lorentz fits
to the experimental data. Panels a–i and j–m reprinted with per-
mission from Ref. 108 and Ref. 109, respectively. Copyright (2010,
2012) by the American Physical Society.
fore, important to understand the origin of these two types of
response and their relation to itinerant charge carriers. The
most straightforward explanation would be to remember that
all iron-based materials are inherently multiband compounds
and thus possess multiple electronic subsystems according to
the number of Fermi-surface sheets. In the case of weakly
interacting quasiparticles the width of the free-charge-carrier
response would be dominated by the rate of scattering from
impurities in the crystal. This argument would then lead one
to conclude that there are two types of charge carriers in the
system: one that experiences very strong impurity scattering,
giving rise to the incoherent part of the itinerant response,
while the other is subject to much weaker scattering, thus pro-
ducing a very narrow, coherent, Drudelike term in the optical
7conductivity. Since in this case all of the scattering comes
from randomly distributed impurities in the crystal, one may
extract the quasiparticle mean-free path from the experimen-
tally obtained scattering rate. In iron-based compounds the
latter is on the order of 2500 cm−1 [98]. Assuming the Fermi
velocity of about 0.4 eV/A˚ one obtains the mean-free path
of 0.8 A˚, much smaller than the in-plane lattice constant of
about 3.7 A˚ and even smaller than the shortest interionic dis-
tance [10]. This situation is clearly unphysical and suggests
that the incoherent term might be unrelated to the itinerant re-
sponse in the iron-based compounds but rather be a manifes-
tation of low-lying interband transitions, indeed predicted by
ab initio calculations [115, 116] and recently identified exper-
imentally [117]. However, the total spectral weight of these
low-energy transitions (both in theory and in experiment) is
several orders of magnitude smaller than that of the incoherent
conductivity term. Moreover, the detailed analysis of the op-
tical spectral weight in Ba(Fe1−xCox)2As2 has revealed that
only by assigning most of the spectral weight at energies up
to 1500 cm−1 to the response of itinerant charge carriers does
one find consistency with band-structure renormalization re-
vealed by other probes [118].
The above difficulty with the unphysically small mean-free
path inferred from the very large quasiparticle scattering rate
of the incoherent term can be completely resolved if one con-
siders interacting quasiparticles. In this case, the total scat-
tering is a combination of the elastic scattering from impu-
rities in the crystal mentioned above and the inelastic scat-
tering mediated by various bosonic excitation coupled to the
itinerant charge carriers (such as phonons, spin fluctuations,
orbital fluctuations, etc.) [120, 121]. The inelastic scattering
rate is determined by the strength of the electron-boson inter-
action and unrelated to the lattice and impurities in the crys-
tal. Good nesting between the hole- and electronlike sheets of
the Fermi surface originally identified in the iron-based com-
pounds from ab initio calculations could in principle provide
a large enough density of states for the corresponding bosonic
excitations to give rise to the observed magnitude of the quasi-
particle scattering rate of the incoherent itinerant response.
However, as has been mentioned in the introduction, the ex-
perimentally determined Fermi surface topology essentially
excludes any effective nesting in iron-based compounds. Ad-
ditionally, the observation of very similar incoherent response
in iron-based materials with quite different composition and,
as a result, drastically different Fermi surfaces and types of
dominating charge carriers [10, 12] implies that it is unrelated
to the specific structure of the Fermi surface but rather is a uni-
versal feature in this family of compounds [109]. One of the
plausible candidates for the source of the strong interactions
underlying the incoherent term in the optical conductivity
seem to be Hund’s-coupling orbital correlations between Fe-
d electrons, predicted to have a sizable intensity and play an
important role in the low-energy electrodynamics of the iron-
based materials [107]. Recent detailed optical study of sev-
eral isostructural 122 compounds has revealed the presence of
the incoherent term in the optical conductivity of various 3d-
transition-metal–based materials in stark contrast to its com-
plete absence in CaCu2As2 (see Fig. 5), a 4s metal with a fully
FIG. 6: a, Fraction of the coherent Drude spectral weight ND/Neff
for various transition-metal iron pnictides with the same crystal
structure, including one typical underdoped cuprate. b, Transition-
metal pnictides mapped on the diagram of pnictogen-transition
metal-pnictogen bond angle αbond as a function of the electron fill-
ing of transition-metal d orbitals in the 2+ state. Blue dotted and
solid lines are trajectories of three types of doping into BaFe2As2,
with superconductivity observed in the regions indicated by the solid
blue lines. Smaller αbond and lower electron filling towards d5 (half
filling) indicate stronger electronic correlations. Correlation strength
is shown schematically as a color gradient. Reprinted figure and
adapted caption with permission from Ref. 119.
filled 3d shell, thus entirely lacking Hund’s-coupling correla-
tions. A detailed analysis of the relative intensity of the coher-
ent and incoherent contributions to the optical conductivity as
a function of doping has revealed a pronounced dependence of
the degree of incoherence on the pnictogen-transition metal-
pnictogen bond angle and the electron filling of the transition-
metal 3d orbitals (Fig. 6), both of which provide a measure
of electronic correlations. An angle-resolved photoemission
spectroscopy study of the fully cobalt-substituted BaCo2As2
has likewise revealed significantly weaker electronic correla-
tions compared to its iron-based counterpart due to the higher
filling of the Co-3d orbitals in the presence of strong Hund’s-
coupling correlations [122]. The degree of electronic cor-
relations can further be assessed by comparing the spectral
weight of itinerant charge carriers (related to their kinetic en-
ergy [123, 124]) extracted from the optical conductivity ob-
tained experimentally and in ab initio band-structure calcu-
lations and has been found to be quite substantial [118]. At
8the same time, numerous previous studies of the iron-based
materials have revealed a trend towards the maximization of
the superconducting transition temperature close to the ideal
tetrahedral coordination (αbond ≈ 109.5◦) of the transition
metal and pnictogen ions [10, 58]. It, therefore, appears that
strong electronic correlations are an essential ingredient of
high-temperature superconductivity in the iron-based materi-
als. The importance of orbital physics in the iron-based su-
perconductors is further reflected in the correlation between
the magnitude of the superconducting energy gap and the or-
bital character of the Fermi-surface sheets on which it occurs,
identified by means of angle-resolved photoemission spec-
troscopy [39].
In the case of interacting quasiparticles the traditional
Drude expression for the optical conductivity of itinerant
charge carriers can be generalized to the so-called extended
Drude model [3]. The complex optical conductivity σ(ω) =
σ1(ω) + iσ2(ω), determined by two real-valued functions
of frequency σ1(ω) and σ2(ω), is uniquely expressed in
this model in terms of two different functions: frequency-
dependent quasiparticle scattering rate γ(ω) and mass renor-
malization m(ω)/mband, where mband is the bare quasipar-
ticle effective mass. Since such a mapping always exists for
an arbitrary shape of the optical conductivity, whether it truly
represents itinerant-charge-carrier response or not, extreme
care must be taken in the interpretation of the results of such
a data analysis. As it so happens, several properties of the
iron-based materials eloquently highlight the main difficulties
of the extended-Drude approach.
The first complication comes from the relatively low-lying
intense interband transitions. A typical extended Drude anal-
ysis of a correlated material would be confined to the fre-
quencies of the order of the largest quasiparticle scattering
rate or less, in the pnictides — usually up to around 1000–
2500 cm−1. As was discussed above, the lowest-energy
pronounced optical absorption band is located around 0.6–
0.75 eV ≈ 5000–6000 cm−1, i.e. well beyond the frequency
range of interest for the extended Drude analysis and thus
of little concern. However, this analysis essentially depends
not only on the real part of the optical conductivity but also
on its imaginary part. While the influence of the 0.6 eV
band on the former is negligible, that on the latter is sub-
stantial in spite of the fact that it lies well beyond the spec-
tral range of interest because it makes a very large contri-
bution to the total zero-frequency interband permittivity of
the order of 60. The importance of the constant contribution
of each interband transition to the real part of the dielectric
function (or, equivalently, to the imaginary part of the optical
conductivity: ε(ω) = 1 + 4piiσ(ω)/ω) well below the reso-
nance frequency of that transition is often forgotten because
in the overwhelming majority of materials this contribution
is very small, adding up to a value of order unity. The iron-
based compounds are one of the prominent exceptions. Fig-
ure 7 demonstrates the effect of unsubtracted interband tran-
sitions above 0.6 eV on the extended Drude analysis below
1000 cm−1 in the low-temperature normal state of supercon-
ducting Ba0.68K0.32Fe2As2. It is clear that, with all interband
transitions eliminated, the quasiparticle scattering rate satu-
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FIG. 7: Optical scattering rate obtained from the experimental op-
tical conductivity of Ba0.68K0.32Fe2As2 at 41 K in the framework
of the extended-Drude model, with the contribution of the interband
transitions subtracted (blue line) and without subtraction (green line).
Dash-dotted line indicates the saturation level of the high-energy op-
tical scattering rate. Reprinted with permission from Ref. 99. Copy-
right (2011) by the American Physical Society.
rates above 300 cm−1. Quite on the contrary, if the extended
Drude analysis is carried out on the raw data then the quasi-
particle scattering rate shows a linear increase up to very high
frequencies. Albeit such a linear frequency dependence is a
mere artifact of the data analysis it can be mistaken for the sig-
natures of strong electronic correlations or a quantum critical
point [99, 115, 125]. In light of the recently reported observa-
tion of low-energy absorption bands around 1000 cm−1 and
2300 cm−1 in Ba(Fe1−xCox)2As2 (albeit of rather low inten-
sity) [117] in line with the theoretical predictions [115, 116]
even more care should be exercised in order not to misin-
terpret the extrinsic effect of interband transition as intrinsic
properties of itinerant charge carriers.
The second complication in the extended-Drude analysis
of the optical conductivity of the iron-based materials comes
from the inherently multiband character of the latter, which
implies the existence of multiple electronic subsystems, each
with its own quasiparticle properties. In the case of a single-
band material with weakly interacting quasiparticles the ex-
tended Drude analysis of the optical conductivity provides
physically correct result: constant quasiparticle scattering rate
equal to the elastic scattering rate from random impurities
in the crystal, as well as unity effective-mass renormaliza-
tion. In the multiband case, however, even if the quasipar-
ticles in all of the bands are weakly interacting, a simple ap-
plication of the extended Drude analysis to the total optical
conductivity of all bands will result in a frequency-dependent
quasiparticle scattering rate and effective-mass renormaliza-
tion. Even though the procedure is mathematically correct
and the result is unique, its interpretation is difficult, unless
all bands have very similar properties, which is not the case
for the iron-based compounds. If, in addition, every band
features (strongly) interacting quasiparticles the rationality of
this analysis appears dubious.
It is, therefore, more reliable to start with a certain micro-
scopic model of the normal-state multiband optical conductiv-
9FIG. 8: Real part of the complex optical conductivity of BaFe2As2 a
and SrFe2As2 b at several temperatures in the normal and antiferro-
magnetic state. Instets show the experimental data along with the re-
sult of a Drude-Lorentz fit. Reprinted with permission from Ref. 126.
Copyright (2008) by the American Physical Society.
ity, such as the Eliashberg theory [2], constrained by a large
body of experimental data obtained with other techniques and
fit the frequency-dependent quasiparticle scattering rate and
effective-mass renormalization obtained in this model to those
extracted via the effective Drude analysis of the experimen-
tal optical conductivity data [99]. In this approach the inter-
pretation of the latter is irrelevant and it is used as a sheer
mathematical transformation of the original complex optical
conductivity, which might provide certain insights into some
characteristics of the underlying physical phenomena. If, on
the contrary, the multiband extended-Drude data are fitted or
inverted in a single-band theory one might still be able to get
approximate qualitative information about the energy scales
of relevant interactions [127]. However, there is a significant
risk of mistaking multiband effects for intrinsic properties of
quasiparticle interactions.
B. Antiferromagnetic state
Upon lowering the temperature, essentially all of the iron-
based compounds undergo a sequence of a structural and a
magnetic phase transition [10, 12]. At the structural tran-
sition the C4 rotational symmetry of the tetragonal high-
temperature state is reduced to the orthorhombic C2 symme-
try in a weakly or strongly first-order phase transition [128],
with the new orthorhombic crystallographic axes rotated by
45◦ with respect to their tetragonal counterparts. This pro-
cess is accompanied by the formation of twin domains, ori-
ented perpendicularly to each other due to the two possible
directions for the longer orthorhombic axis. At a somewhat
lower temperature the materials enter an antiferromagneti-
cally ordered phase that exhibits a finite magnetic moment
on iron ions and a corresponding reconstruction of the Bril-
louin zone [129] but retains metallic properties. The latter,
together with the early observation of a relatively small or-
dered moment, suggested that the antiferromagnetic state in
the iron-based materials is of itinerant character and thus is
driven by the nesting instability of the Fermi surface at a com-
mensurate nesting vector connecting the hole and the elec-
tron sheets of the Fermi surface predicted by ab initio calcu-
lations [18]. However, as already mentioned above, extensive
ARPES [32] and neutron-scattering [23] investigations of var-
ious iron-based materials have identified virtually absent nest-
ing and an essentially dual, simultaneously itinerant and local,
character of antiferromagnetism in these compounds, respec-
tively.
The low-energy modification of the electronic band struc-
ture induced by the antiferromagnetic phase transition can be
probed effectively by studying its effect on the charge dy-
namics reflected in the optical conductivity. Already very
first investigations of the latter in many different iron-based
parent compounds revealed a strong suppression of the in-
frared conductivity at the Ne´el temperature below a certain
energy [55, 110–112, 126, 130–133], see Fig. 8. Due to the
conservation of the total number of electrons, the missing area
under the conductivity curve below this energy is transferred
to higher energies, which results in the formation of a “hump”
structure [134, 135]. In the case of itinerant magnetism the
above suppression in the optical conductivity results from the
opening of the so-called spin-density–wave energy gap at the
hot spots of the Fermi surface (portions of the Fermi sur-
face connected by the nesting vector). In the most common
case of imperfect nesting the hot spots and, consequently, the
spin-density–wave gap do not cover the entire Fermi surface.
Therefore, the material remains metallic in the low-symmetry
state, with the optical conductivity non-zero at all frequen-
cies. This circumstance makes the determination of the optical
spin-density–wave energy gap 2∆SDW from the conductivity
spectra difficult but it can be approximated by the energy, at
which the low-temperature conductivity spectrum crosses the
one at the Ne´el temperature for the first time [135]. Having es-
timated the energy gap one may proceed to calculate the corre-
sponding gap ratio 2∆SDW/kBTN, i.e. the ratio of the optical
energy gap 2∆SDW and the Ne´el temperature in energy units
kBTN, where kB is the Boltzmann constant. The gap ratio
provides a rough estimate of the coupling strength between
electrons giving rise to a given electronic instability, such as
superconductivity, spin-density wave etc. [2, 136]. A system-
atic comparison of the gap ratios of three common ThCr2Si2-
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on a fine grid of wavenumbers in the far-infrared spectral range, normalized to the value of the optical conductivity at T = T0 close to TN
(T0 = 170 K, 200 K, and 140 K for the Ca-, Sr-, and Ba-based compounds, respectively). The grid of wavenumbers runs from 180 cm−1 (blue
colors) to 520 cm−1 (red colors) in steps of 20 cm−1 with the exception of the spectral window of the 260 cm−1 phonon for the Ca- and Sr-
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the corresponding discussion in the text reprinted with permission from Ref. 98. Copyright (2013) by the American Physical Society.
type iron-based parent compounds was given in Ref. 98. This
study found a clear trend towards stronger coupling with de-
creasing atomic number of the intercalating atom: from bar-
ium via strontium to calcium. A similar trend was found in
the total plasma frequency of the itinerant charge carriers, with
CaFe2As2 being significantly more metallic than the other two
materials.
As can be seen in Fig. 8, the optical conductivity of
BaFe2As2 and SrFe2As2 reveals a change in its shape at low-
est frequencies at 10 K as compared to intermediate tempera-
tures below TN, which indicates the presence of another spin-
density–wave gap, with a smaller magnitude. This feature has
also been observed in BaFe2As2 and CaFe2As2 compounds
in Ref. 118 and Ref. 98, respectively, and associated with a
second spin-density–wave energy gap. The existence of two
separate spin-density–wave energy gaps raises a question as
to the degree of interaction between the corresponding elec-
tronic subsystems. This question becomes particularly dif-
ficult to address in the presence of as many Fermi-surface
sheets as is the case in the iron-based materials, which com-
monly possess up to five separate Fermi-surface sheets in the
first Brillouin zone. This complexity arises mainly due to the
fact that the optical conductivity represents an intertwined re-
sponse of all electronic subsystems at once. To shed some
light onto this issue detailed measurements in the far-infrared
spectral range (i.e. in the range where the real part of the op-
tical conductivity experiences a drastic suppression, as shown
in Fig. 8) on a very fine temperature grid were carried out for
three 122 parent materials in Ref. 98. The results are com-
piled in Fig. 9, which shows the temperature dependence of
the optical conductivity normalized to its value at T = T0
close to TN (T0 = 170 K, 200 K, and 140 K for the Ca-, Sr-,
and Ba-based compounds, respectively) at an equidistant set
of wavenumbers from 180 cm−1 (blue colors) to 520 cm−1
(red colors) in steps of 20 cm−1 with the exception of the
spectral window of the 260 cm−1 phonon for the Ca- and Sr-
based compounds, as well as from 220 cm−1 to 580 cm−1 for
BaFe2As2.
The temperature dependence of the normalized conduc-
tivity shows a very pronounced drop for all compounds at
their respective Ne´el temperatures (right vertical dashed lines)
due to the onset of spin-density–wave order, with a clear
mean-field order-parameter–like temperature dependence at
large wavenumbers (red colors). This temperature depen-
dence changes, however, as one moves toward progressively
smaller wavenumbers and in the case of CaFe2As2 reveals
a clear second suppression feature at a temperature T ∗ of
about 80 K. This second feature becomes washed out in the
Sr-based compound, although the temperature dependence of
σ1 at smallest wavenumbers remains markedly different from
that at large wavenumbers and some sort of an analogue of
T ∗ can be sketched also in this case, although there is no
clear second suppression feature present in any of the sepa-
rate temperature dependences themselves. Finally, in the case
of BaFe2As2, the change in the temperature dependence of
σ1 between large and small wavenumbers becomes hardly no-
ticeable, with the exception of an upturn in its temperature
dependence at intermediate frequencies due to the pile-up of
the spectral weight transferred from the energies below the
smaller spin-density–wave energy gap.
The presence of the second suppression feature in the tem-
perature dependence of the real part of the optical conductivity
at small enough wavenumbers in CaFe2As2 indicates, that the
electronic subsystem that develops the smaller spin-density–
wave energy gap 2∆SDWS preserves some knowledge about
its own Ne´el temperature that it would have if this subsystem
were completely independent from the other(s). In any real
material all electronic subsystems are coupled, even if weakly,
so that all spin-density–wave energy gaps open at the same
TN. However, in case of weak intersubsystem coupling, those
with smaller gaps exhibit an anomaly below the real Ne´el tem-
perature, as is the case in CaFe2As2, albeit this anomaly does
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not correspond to a true phase transition. Such an effect has
been predicted theoretically for the analogous case of multi-
band superconductivity [137, 138] and discovered experimen-
tally in FeSe1−x in Refs. 139–141. The corresponding non-
BCS temperature dependence of the smaller superconducting
gap resulting from weak interband coupling seems to be con-
sistent with the scanning tunneling spectroscopy data obtained
on the LiFeAs compound [142].
This argument thus suggests that in the Ca-based mate-
rial the two electronic subsystems developing the large and
the small spin-density–wave energy gap are weakly coupled.
Naturally, as the coupling between such electronic subsys-
tems increases, the temperature dependence of the small gap
would gradually approach that of the large gap via an inter-
mediate state when it already does not show any anomaly but
still has not matched the temperature dependence of the large
gap. Figure 9b provides evidence for such a behavior in the
Sr-based iron pnictide. Finally, the temperature dependence
of the normalized optical conductivity in BaFe2As2 is almost
the same at all wavenumbers, both in the region of the large
spin-density–wave gap and in that of the small one, indicat-
ing strongly coupled electronic subsystems in this compound.
Thus, by monitoring the detailed temperature dependence of
the optical conductivity in the far-infrared spectral range on a
fine grid of wavenumbers, a gradual transition could be ob-
served from weak coupling between the electronic subsys-
tems developing the two different spin-density–wave energy
gaps in CaFe2As2, via intermediate coupling in SrFe2As2, to
strong coupling between them in BaFe2As2, systematically
with increasing atomic number of the intercalant.
We have consistently emphasized throughout this review
that, albeit originally believed to be purely itinerant, the anti-
ferromagnetism of the iron-based compounds has been found
to bear essentially dual, itinerant and local, character [23]. It
suggests that the spectral-weight redistribution found in the
optical conductivity of antiferromagnetic compounds might
be driven by local-moment physics as well as by the open-
ing of a spin-density–wave energy gap due to collective long-
range order. This idea has indeed received significant atten-
tion. For instance, the authors of Ref. 130 have assigned
the smaller and the larger gaplike features in EuFe2As2, sim-
ilar to those discussed above, to two different sets of opti-
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cal transitions: related to transitions within the spin-minority
bands formed by Fe ions with the same spin and, therefore,
sensitive to the long-range magnetic order and between the
spin-majority and the spin-minority bands formed by Fe sites
with opposite spins, respectively. The latter is mostly de-
fined by the exchange splitting of the local magnetic mo-
ment due to Hund’s coupling and thus less sensitive to the
long-range order. Calculations taking into account electronic
correlations based on a combination of the density-functional
and dynamic-mean-field theory have likewise emphasized that
it is the gain of Hunds-coupling energy rather than Hub-
bard repulsion energy that compensates the loss in kinetic
energy and thus stabilizes the low-temperature antiferromag-
netic phase [107]. The same study has achieved a remarkable
agreement in the overall shape between the calculated and ex-
perimentally obtained infrared conductivity of BaFe2As2 in
the antiferromagnetic ground state, albeit with a substantially
overestimated electronic background [118].
Theoretical calculations in both Ref. 130 and Ref. 107 have
shown that the significant role played by Hund’s coupling in
the magnetism of the iron-based compounds leads to a mod-
ification of the electronic band structure on the energy scale
of several electron-volts in the antiferromagnetic ground state
compared to the high-temperature paramagnetic state. A de-
tailed ellipsometric study of the SrFe2As2 compound [90] and
its subsequent systematic comparison to the CaFe2As2and
BaFe2As2 compounds [98] have revealed that energies even
higher than expected, on the order of 4 − 5 eV are in fact
affected by the antiferromagnetic phase transition, as shown
in Fig. 10. The optical conductivity of all three compounds
experiences a drastic suppression upon entering the antiferro-
magnetic state (Fig. 10a–c). The magnetism-induced charac-
ter of these modifications is confirmed by a sharp drop at the
Ne´el temperature observed in the temperature dependence of
the imaginary part of the dielectric function shown in the in-
sets of Fig. 10d and f as well as in Ref. 98. The magnitude of
the suppression decreases systematically from the Ca- via the
Sr- to the Ba-based compound, roughly proportionally to the
square of the gap ratio determined from infrared-conductivity
measurements on the same compounds [98]. Quite surpris-
ingly, a similar although much smaller suppression has been
also found to occur at the superconducting transition temper-
ature in the non-magnetic Ba0.68K0.32Fe2As2 compound at
optimal doping level [90]. This discovery has suggested that
the suppression likely results from a redistribution of the elec-
tronic population at the superconducting transition between
several electronic bands.
Additional information about the energy scales involved
in the antiferromagnetic phase transition in CaFe2As2,
SrFe2As2, and BaFe2As2 can be inferred from a detailed anal-
ysis of the spectral-weight transfer in the optical conductiv-
ity at across the Ne´el temperature (see Fig. 10d–f). Several
common features can be identified in the energetics of the
spin-density–wave transition: the spectral weight from below
the optical spin-density–wave gap 2∆SDW (lowest-energy red
area in Fig. 10e and the corresponding areas in Figs. 10d,f) is
redistributed to energies directly above the optical gap (sub-
sequent blue area in Fig. 10e and the corresponding areas in
Figs. 10d,f). However, the spectral weight gained directly
above the optical gap does not balance that lost within the
gap, which implies that higher-energy processes beyond the
characteristic magnetic energy scales proposed for the iron-
based compounds are affected by the spin-density–wave tran-
sition, as discussed above, including the spin-density–wave–
supressed band in the visible spectral range (higher-energy
blue and red areas in Fig. 10e and the corresponding areas
in Figs. 10d,f).
In contrast to the case of the phase transition, the
temperature-induced spectral-weight transfer above the Ne´el
temperature in CaFe2As2 (red solid line in Fig. 10d) leaves
the low-energy itinerant-charge-carrier response largely unaf-
fected and is dominated by the temperature dependence of the
0.6 eV absorption band, ubiquitous in the iron-based materi-
als as can be seen in Fig. 4. The compensating effect due to
the suppression of the 3.5 eV absorption band is entirely ab-
sent in the normal state and only a very weak decrease in the
spectral weight at higher energies takes place, comparable to
that across the spin-density–wave transition. The absence of
any significant temperature dependence of the 3.5 eV absorp-
tion band above TN is further confirmed by the temperature
scan of the imaginary part of the dielectric function at 3.5 eV
shown in the inset of Fig. 10d.
C. Infrared phonons
The general features of the infrared- and Raman-active
phonons allowed by the tetragonal symmetry of the iron-based
compounds and observed experimentally have been discussed
FIG. 11: a, b Infrared-active phonons due to vibrations involving
predominantly a Ba and b Fe-As ions at two temperatures above and
below the magnetostructural phase transition showing the splitting
due to the lowering of the crystallographic symmetry from tetragonal
to orthorhombic. c Analysis of the 260-cm−1 phonon using the Fano
model. d, e Temperature dependence of the position and strength
of the infrared phonons shown in panels a and b. Figure reprinted
with permission from Ref. 143. Copyright (2011) by the American
Physical Society.
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in detail in Ref. 133. Therefore, here we will concentrate on
the phonon anomalies induced by the antiferromagnetically
ordered phase.
The lowering of the crystal symmetry at the virtually si-
multaneous structural and antiferromagnetic phase transition
in the ThCr2Si2-type iron-based parent compounds must re-
sults in the splitting of the two in-plane infrared-active phonon
modes of the high-temperature tetragonal phase [133, 144]
and has indeed been observed [98, 143]. While the split-
ting of the lower-energy phonon mode involving the interca-
lating ion can be seen very clearly in the optical conductiv-
ity of the parent BaFe2As2 compound (Fig. 11a), that of the
higher-energy Fe-As vibrational mode is anomalous and fea-
tures an extreme asymmetry in the intensity of the two split
branches, with one of them being hardly distinguishable over
the noise floor, as shown in Fig. 11b. Very careful infrared
reflectance measurements reported in Ref. 143 and shown
in Fig. 11 allowed one to distinguish all in-plane infrared-
active phonon modes and trace their splitting upon entering
the low-temperature orthorhombic phase. These measure-
ments suggested that the large asymmetry as well as the un-
usual temperature dependence of the phonon intensities be-
low the Ne´el temperature can only be explained by assum-
ing a highly anisotropic electronic state in the antiferromag-
netic phase due to strong Hund’s-coupling correlations pre-
dicted theoretically [107], which would result in a different
electronic background and thus screening of ionic vibrations
by itinerant charge carries along the direction of the ferro-
and antiferromagnetically ordered magnetic moments. This
conclusion has been directly confirmed by the polarization-
dependent measurements of the optical conductivity of me-
chanically detwinned Ba(Fe1−xCox)2As2 samples, reviewed
in the next section.
A very detailed study of the temperature dependence of the
intensity, position, and width of the infrared-active phonons
of CaFe2As2, SrFe2As2, and BaFe2As2 compounds and their
comparison has been reported in Ref. 98 and is presented
in Fig. 12. The low-energy phonon due to the vibrations of
the intercalating ions is reported only for the Ca-based par-
ent compound (located at ≈ 140 cm−1) but not in the Sr- and
Ba-based counterparts because for the latter it is located out-
side the experimentally accessible spectral range. The phonon
arising from vibrations of Fe and As is seen at approximately
the same position of 260 cm−1 in all three materials. In the
CaFe2As2 compound, the splitting of the Ca-related phonon
at the magnetostructural transition can be clearly resolved and
amounts to about 8 cm−1 (Fig. 12b). Within the noise floor the
temperature dependence of the width of these two phonons,
plotted in Fig. 12c, does not appear to display any anomalies.
That of the phonon strength ∆ε, on the other hand, seems to
slightly change at the temperature T ∗ (left vertical dashed line
in a) inferred from Fig. 9a, albeit this change is quite close to
the limit of the fit uncertainty.
The temperature dependence of all Lorentz parameters
of the Fe-As phonon in all three compounds, Fig. 12d–f,
shows noticeable anomalies at the respective Ne´el tempera-
tures (grey, light blue, and pink vertical dashed lines for Ca-,
Sr-, and Ba-based compounds, respectively). In SrFe2As2 and
BaFe2As2 the phonon intensity ∆ε0 and position ω0 change
abruptly at the magnetostructural transition temperature, as
shown in Fig. 12d, 12e, whereas in CaFe2As2, quite surpris-
ingly, the spin-density–wave–induced changes seem to set in
already at somewhat higher temperatures (Fig. 12e). This ob-
servation indicates the existence of incipient critical lattice
strain at temperatures higher than the magnetostructural tran-
sition temperature in this compound, which may be related to
the electronic nematicity recently discovered in a doped com-
pound of this class [145] and reviewed in more detail in the
next section. In addition, while the width and the position
of the Fe-As phonon in both Sr- and Ba-doped compounds
[Fig. 12e, 12f] display essentially identical magnitude and be-
havior, those of the Ca-doped material are significantly larger.
While the somewhat broader phonon feature could, in prin-
ciple, be traced back to the quality of the sample surface or
the sample itself, the harder Fe-As phonon of Ca-based com-
pound compared to its Sr- and Ba-based counterparts must
be intrinsic. Such a hardening most likely results from the
shorter Ca-As and Fe-As bond lengths compared to those in
the Sr- and Ba-based compounds and has also been observed
in inelastic-neutron-scattering measurements on CaFe2As2,
BaFe2As2 and predicted by ab-initio calculations [146].
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FIG. 12: a–c Temperature dependence of the strength ∆ε, posi-
tion ω0, and the width γ of the Ca-related phonon below the Ne´el
transition temperature of CaFe2As2, split due to the lowering of the
crystallographic symmetry from tetragonal to orthorhombic at the
concomitant structural transition (right vertical dashed line). The
temperature T ∗ of the small optical spin-density–wave gap 2∆SDWS
(left vertical dashed line in a) as inferred from Fig. 9a. d–f Tem-
perature dependence of the strength ∆ε, position ω0, and the width
γ of the phonon due to the vibrations of Fe and As ions. Vertical
dashed lines indicate the Ne´el transition temperatures of the Ca-, Sr-,
and Ba-based compounds (grey, light blue, and pink, respectively).
Figure, caption, and parts of the corresponding discussion in the text
reprinted with permission from Ref. 98. Copyright (2013) by the
American Physical Society.
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D. Electronic anisotropy and nematicity
Already very early theoretical investigations of the elec-
tronic band structure of the iron-based compounds predicted
a strongly anisotropic electronic state in the low-temperature
antiferromagnetic phase due to the importance of Hund’s-
coupling correlations [107]. Experimentally, however, this is-
sue had received limited attention until the discovery of a pro-
nounced anisotropy in the dc resistivity of detwinned under-
doped Ba(Fe1−xCox)2As2 compounds significantly above the
Ne´el transition temperature [83]. This observation has led to
an explosion of research into the electronic anisotropy of the
antiferromagnetic ground state and the symmetry-breaking
fluctuations, which lead to the occurrence of anisotropy al-
ready in the high-temperature tetragonal phase above the mag-
netostructural transition upon application of detwinning pres-
sure/strain, reviewed in this section.
The breaking of the fourfold rotational symmetry of the
high-temperature tetragonal state at the magnetostructural
transition leads to the formation of domains with mutually
orthogonal orientation of the now inequivalent in-plane crys-
tallographic axes. Any experimental technique that probes
several of such domains at once will only be able to access
an average of the inherent electronic response in the two in-
equivalent directions, producing an essentially isotropic result
irrespective of the in-plane orientation. In order to overcome
this difficulty, the formation of the antiferromagnetic domains
must be hindered by imposing a preferred direction already in
the tetragonal phase through the application of stress or strain.
This procedure is fraught with several potential difficulties.
First of all, the application of strain/stress by itself breaks the
fourfold rotational symmetry of the high-temperature tetrag-
onal phase and thus all measurements carried out on thus de-
twinned samples will not probe the inherent anisotropic elec-
tronic response but rather introduce pressure-related effects.
Therefore, strain/stress must be released before any measure-
ments are carried out on the detwinned samples. This require-
ment presents an additional complication for many techniques
because of the low Ne´el transition temperatures of the iron-
based compounds. Secondly, if too much strain/stress is ap-
plied to the sample, irreversible changes might occur, which
would permanently alter the properties of the material. It has
also been found that annealing drastically reduces the resis-
tivity anisotropy in Ba(Fe1−xCox)2As2 and makes the low-
temperature in-plane charge transport of undoped BaFe2As2
essentially isotropic [147, 148] and Fig. 13a.
In order to confirm the intrinsic character of their results
and to prove that the observed resistive anisotropy is elec-
tronic and not driven by the structural transition enhanced by
applied strain, the authors of Ref. 83 have designed and suc-
cessfully implemented a fully electrically controlled detwin-
ning device based on a piezo stage with an additional refer-
ence piezo attached to the top surface of the sample. This
device enables easy application and removal of strain in a con-
trolled fashion and thus allows one to avoid irreversible dam-
age to the sample as well as complete remove any residual
strain [84]. Armed with this elaborate device the authors have
revisited their original study and discovered the divergence of
FIG. 13: a Temperature dependence of the dc resistivity along
the two in-plane orthorhombic axes (ρa and ρb) in annealed
and detwinned single crystals of Ba(Fe1−xCox)2As2 at differ-
ent doping levels. b–g Real part of the optical conductivity of
Ba(Fe1−xCox)2As2 at several representative temperatures and dif-
ferent doping levels, with the electric field vector of the probing ra-
diation aligned along the two in-plane orthorhombic axes. Panels a
and b–g reprinted with permission from Refs. 148, 149, respectively.
Copyright (2012, 2013) by the American Physical Society.
the nematic susceptibility under constant strain, i.e. the sensi-
tivity of the electronic anisotropy to the applied stress, which
indicates the existence of inherently anisotropic fluctuations
in the Ba(Fe1−xCox)2As2 material. The authors further found
that these fluctuations appear strongest near the optimal dop-
ing in this compound, where the long-range antiferromagnetic
order disappears and the superconducting transition tempera-
ture is the highest, which strongly suggests the existence of a
quantum critical point beneath the superconducting dome in
these compounds.
A different method to avoid averaging of the anisotropic
signal due to the existence of twin domains is to use a sample
with the dimensions of the order of the size of a single do-
main, which will create a natural imbalance of domains with
a certain orientation in some samples and thus give an overall
anisotropic signal. This approach was used in the thermody-
namic study of Ref. 85, which observed a finite anisotropy in
the magnetic-torque oscillations above the magnetostructural
transition in micron-sized BaFe2(As1−xPx)2 samples.
While the existence of nematic fluctuations in various iron-
based compounds has been reliably established, their nature
remains unclear. They might originate in the anisotropy of
the relative orientation of neighboring spins (anisotropic spin
fluctuations) or in the occupation imbalance of the iron dxz
and dyz orbitals (anisotropic orbital fluctuations) [86]. The
former scenario is supported by the observation of a clear scal-
ing relation between nuclear-magnetic-resonance and shear-
modulus data, probing magnetic and orthorhombic fluctua-
tions, respectively [86, 150]. On the other hand, a sizable
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orbital anisotropy has recently been discovered by means of x-
ray linear dichroism absorption spectroscopy [87] and angle-
resolved photoemission spectroscopy [151] on detwinned
Ba(Fe1−xCox)2As2 samples. This ambivalence indicates an
intimate relationship between the spin and orbital degrees of
freedom in the iron-based materials [152, 153].
Polarization-dependent measurements of the optical con-
ductivity on mechanically detwinned ThCr2Si2-type samples
have also revealed a strong anisotropy of the electronic state
in the antiferromagnetic phase [132, 149, 154], which persists
up to unusually high energies of the order of several electron-
volts [154]. Figure 13b–g shows the infrared conductivity
of BaFe2As2 along the two perpendicular in-plane directions
in the low-temperature orthorhombic phase and its evolution
upon gradual substitution of cobalt for iron. These polarized
infrared measurements, similarly to the unpolarized measure-
ments discussed in the previous sections, reveal the existence
of two spin-density-wave–induced gaplike features in the in-
frared conductivity of the parent BaFe2As2 compound along
both orthorhombic directions, thus strongly suggesting that
the difference in the energy scale of these gaplike features is
unrelated to the anisotropy of the magnetic interactions. These
measurements further find a coherent and an incoherent con-
tribution to the infrared conductivity along both directions at
all investigated doping levels [132, 149, 154].
Given that in the underdoped regime the residual dc re-
sistivity of Ba(Fe1−xCox)2As2 is dominated by the coher-
ent component (see Fig. 13), it is instructive to compare
their respective anisotropies as a function of cobalt concen-
tration. Such a detailed analysis reveals that the doping de-
pendence of the anisotropy of both the residual dc resistiv-
ity and the quasiparticle scattering rate of the coherent term
in the optical conductivity is linear up to the doping level
of x = 0.04 and shows a pronouced anisotropy, whereas
the spectral weight of the coherent term is isotropic and
only weakly depends on the cobalt concentration [148, 149].
This result implies that the anisotropy of the dc resistivity in
the antiferromagnetic phase is extrinsic and is likely driven
by the anisotropic impurity potential of randomly distributed
cobalt dopants [148, 149], polarized by the anisotropic an-
tiferromagnetic environment [155]. Such anisotropic impu-
rity states have indeed been directly visualized by means
of scatting tunneling spectroscopy in a related isostructural
Ca(Fe1−xCox)2As2 system [145].
The doping level of x = 0.04 represents a clear turn-
ing point in the doping dependence of the dc-resistivity
anisotropy: below this level the latter increases with cobalt
concentration and decreases above it [83, 148]. The very same
doping level seems to be singular also in the doping depen-
dence of the incoherent contribution to the infrared conduc-
tivity, which becomes isotropic by x = 0.04 and virtually
ceases to be affected by the antiferromagnetic phase transi-
tion. It is noteworthy that this doping level is very close to the
zero-temperature boundary of the superconducting region of
the phase diagram [83]. The decrease of the anisotropy of the
residual dc resistivity beyond the doping level of x = 0.04 is
consistent with the weakening of the orthorhombic antiferro-
magnetic phase and the splitting of the iron dxz and dyz or-
bitals [151] in the absence of external pressure towards the
doping level at which the structural and Ne´el temperatures re-
duce to zero. It is, however, worth noting that a recent study
of the linear dichroism in the x-ray absorption of the same
Ba(Fe1−xCox)2As2 family of compounds has revealed the ex-
istence of anisotropic orbital fluctuations stabilized to long-
range orbital order under applied pressure well beyond this
doping level (at least up to 10%) [87]. Additionally, the di-
vergence of the nematic susceptibility mentioned above was
found to be strongly enhanced towards the doping level of
x = 0.08 at which the long-range antiferromagnetic order dis-
appears [84].
Detailed transport measurements on Ba(Fe1−xCox)2As2,
Ba(Fe1−xNix)2As2, and Ba(Fe1−xCux)2As2 have attributed
the nonmonotonic behavior of the anisotropy of the residual
dc resistivity with a peak at 4% cobalt doping and its virtual
absence in the parent BaFe2As2 compound to the existence
of a very mobile isotropic subsystem of itinerant charge carri-
ers at zero doping, quickly suppressed upon substitution thus
revealing the underlying anisotropy in the transport of the re-
maining charge carriers, significant even in the parent com-
pound [156]. This interpretation is consistent with the spec-
troscopic observation of several contributions to the coherent
component of the optical conductivity in BaFe2As2, one of
which was found to be extremely narrow and suggested to
originate in the topologically protected from backscattering
sheet of the Fermi surface formed by bands with a Dirac-
cone–shape dispersion [154].
The cobalt concentration of 4% also marks the reversal
in the spin-density-wave–induced modification of the dc re-
sistivity, which goes from experiencing a suppression at the
Ne´el temperature below this doping level to being enhanced
at higher doping levels, as can be clearly seen in Fig. 13a
for both directions. This behavior can be easily explained
with the help of the spectroscopic data in Figs. 13b–g. To
understand the origin of this phenomenon one needs to re-
member that the suppression/enhancement of the dc resistivity
(ρ0 = 4piγ/ω2pl ∼ γ/n, where γ is the total elastic scattering
rate, ωpl is the plasma frequency of itinerant charge carriers,
and n is the electron density) at a spin-density–wave transition
is governed by two competing effects, both due to the partial
gapping of the Fermi surface: a decrease in the quasiparti-
cle density, which increases the dc resistivity, and a reduction
of the quasiparticle scattering rate due to the elimination of
some scattering channels, which decreases the dc resistivity.
It is quite clear from Fig. 13a that at low doping levels the
latter effect dominates and the dc resistivity is significantly
reduced below the Ne´el temperature. The corresponding re-
duction of the quasiparticle scattering rate below the antifer-
romagnetic transition can be clearly seen in the spectroscopic
data in Figs. 13b,c. The aforementioned reversal of the sup-
pression in Figs. 13a can now be explained by the gradual
decrease in the intensity of the reduction of the quasiparti-
cle scattering rate at the phase transition upon cobalt doping
so that at x = 0.04 the two factors in the dc resistivity are
comparable and at higher doping levels the decrease in the
quasiparticle density starts to dominate and the dc resistiv-
ity is enhanced below the Ne´el temperature. The assumption
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that the gapping of the Fermi surface below the spin-density–
wave transition temperature indeed changes significantly from
x = 0 to x = 0.04 is further confirmed by the dramatic reduc-
tion of the overall suppression in the optical conductivity with
increasing cobalt concentration: at x = 0.04 not only does
the quasiparticle scattering rate not show a significant reduc-
tion but the overall temperature dependence of the infrared
conductivity is rather weak (see Figs. 13f,g) as compared to
that at x = 0 (Figs. 13b,c).
The infrared phonon due to the relative in-plane displace-
ment of Fe and As ions located at about 260 cm−1 and
discussed in the previous section also shows a pronounced
anisotropy in the conductivity spectra along the two perpen-
dicular directions in the antiferromagnetic state. Its inten-
sity in the direction of antiferromagnetically ordered ion mag-
netic moments [σb(ω)] is strongly enhanced compared with
the high-temperature paramagnetic tetragonal phase, whereas
that along the ferromagnetic axis [σa(ω)] reduces almost to
the noise level, consistent with the previous observations in
twinned single crystals [143]. One of the possible explana-
tions for this behavior is the difference in the degree of elec-
tronic screening of ionic vibrations in the ferro- and antifer-
romagnetic directions due to the anisotropic optical conduc-
tivity originating in significant Hund’s coupling and has been
outlined in the previous section. The authors of Ref. 149 put
forward an alternative explanation suggesting that this lattice
vibration produces anisotropic electronic polarization in the
antiferromagnetic state, which almost completely cancels out
the dipolar field due to the in-plane displacement of Fe and
As ions in the ferromagnetic direction and simultaneously en-
hances it in the perpendicular direction. This anisotropy of the
phonon intensity, most pronounced in the parent BaFe2As2
compound [149, 154], gradually decreases upon cobalt substi-
tution, which provides additional evidence that the electronic
state in the antiferromagnetic phase becomes progressively
less polarizable towards the optimal doping level.
Finally, we would like to note that the 0.6 eV absorption
band, discussed in detail above and renormalized by strong
Hund’s-coupling correlations [107], exhibits a pronounced
anisotropy in its temperature dependence in the antiferromag-
netic state, as can be seen in Figs. 13b–g.
IV. SUPERCONDUCTING COMPOUNDS
A. Superconducting state
Superconductivity in the iron-based materials is achieved,
in most cases, by iso- or aliovalent substitution into or applica-
tion of external pressure to the parent antiferromagnetic com-
pounds [10–12]. The superconducting phase occurs once the
antiferromagnetic correlations have been sufficiently weak-
ened by one of the aforementioned means and the supercon-
ducting transition temperature appears to be maximized at
the doping level at which long-range antiferromagnetic or-
der completely disappears and thus the corresponding fluctua-
tions of the iron magnetic moments are the largest. This quite
general observation suggests that the exchange of antiferro-
magnetic spin fluctuations between electrons might mediate
their binding into Cooper pairs, similarly to the scenario pro-
posed for the mechanism of superconducting pairing in the
copper-based high-temperature superconductors [125]. This
conclusion has been supported indirectly by the early ab-initio
calculations, which demonstrated that the attractive electron-
phonon interaction, responsible for the formation of the su-
perconducting state in all conventional superconductors [2],
is too weak in the iron-based compounds to be able to account
for their relatively high superconducting transition tempera-
tures [24–26]. Since the interaction due to the exchange of
antiferromagnetic spin fluctuations is repulsive, the general
form of the gap equation [68] maintains that the formation
of Cooper pairs can only take place if the superconducting
order parameter has opposite signs on different portions of
the Fermi surface, in stark contrast to the sign-constant su-
perconducting order parameter in all conventional supercon-
ductors [157]. One of the clear manifestations of such an un-
conventional electronic state is the existence of a resonance
peak in the energy spectrum of neutron scattering intensity at
the wave vector connecting the portions of the Fermi surface
with the opposite signs of the superconducting order parame-
ter [68, 158]. This resonance peak has indeed been observed
in virtually all known iron-based superconductors [11].
In the presence of only one large sheet of the Fermi surface
the alternating-sign character of the superconducting order pa-
rameter implies the existence of nodes, i.e. zeros in the super-
conducting energy gap, as is the case in the d-wave copper-
based superconductors [159]. The inherently multiband na-
ture of the iron-based materials, on the other hand, makes a
realization of nodeless sign alternation across the Fermi sur-
face possible: the so-called extended s-wave or s± symme-
try [18], which complies with the tetragonal symmetry of the
underlying lattice, features a different sign of the supercon-
ducting order parameter on different sheets of the Fermi sur-
face but requires no nodes. Given that the superconducting
energy gap has been found to be nodeless in the majority of
the iron-based compounds [10, 160, 161], it is now widely be-
lieved that this extended s-wave symmetry is indeed realized
in most of the iron-based superconductors, albeit several al-
ternative scenarios have been proposed [42, 44, 45, 162]. Due
to the preservation of the tetragonal symmetry of the lattice, a
simple phase-sensitive test similar to the one devised to exper-
imentally establish the d-wave symmetry of the order param-
eter in the cuprate superconductors [28] cannot be carried out.
Nevertheless, several ingenious proposals for the determina-
tion of the pairing symmetry in the iron-based compounds
based on the multiband semimetallic character of these ma-
terials have been put forward [29, 30] and even carried out on
one member of the iron-chalcogenide family [31].
Superconductivity is an electronic instability of the entire
Fermi surface, which implies that all quasiparticle excita-
tions are gapped in the superconducting ground state with
the exception of the nodal regions, if any. In the case of
the iron-based superconductors it amounts to the presence of
as many superconducting energy gaps as there are sheets of
the Fermi surface of either electronic character. In all ma-
terials, on which reliable angle-resolved photoemission mea-
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FIG. 14: Real part of the optical conductivity of single-crystalline a Ba0.6K0.4Fe2As2, b BaFe1.87Co0.13As2, c BaFe2(As0.67P0.33)2,
d FeTe0.55Se0.45, e LiFeAs and thin-film f Ba(Fe0.9Co0.1)2As2 and g FeTe0.5Se0.5 at several representative temperatures in the far-infrared
a–e and terahertz f, g spectral range. The insets show: a the missing spectral weight between the normal and the superconducting state, b, e
the same optical conductivity as in the main panel in a broader spectral range, and d in a narrower spectral range. Panels a–d, f reprinted with
permission from Refs. 163, 164, 56, 113, 165. Copyright (2008, 2010, 2012) by the American Physical Society. Panels e, g reprinted with
permission from Refs. 114, 166. Copyright (2013) by the Institute of Physics Publishing Ltd. and Deutsche Physikalische Gesellschaft.
surements have been carried out to date, the existence of up
to five superconducting energy gaps has indeed been identi-
fied [10, 160, 161]. Quite surprisingly, the specifics of the
individual band structure of each particular material notwith-
standing, all superconducting gaps have been found to cluster
in two groups with approximately the same magnitude (but
possibly different signs) within each group but very disparate
between them [167]. Such clustering has been observed with
a variety of experimental probes [10–12] but its origin re-
mains unclear. It appears likely that orbital-specific interac-
tions might play a key role in this phenomenon.
The clustering of the superconducting energy gaps suggests
that it may be possible to distill the essence of the complex
multiband (up to five bands) electronic structure of the iron-
based superconductors into an effective two-band model by
identifying the most important electronic degrees of freedom
in these materials. Such efforts have indeed borne some fruit
the iron-isospin effective model recently argued to capture es-
sential low-energy physics [168–170]. Similarly, the anal-
ysis of the optical conductivity of a prototypical iron-based
superconductor in the framework of the Eliashberg theory
has shown that a good semi-quantitative description of the
experimental data can be achieved in an effective two-band
model [99], obtained via a controlled reduction from a mi-
croscopically more accurate four-band model constrained by
the aforementioned clustering of the superconducting energy
gaps.
Opening of a superconducting gap dramatically affects the
low-energy electrodynamics of solids: quasiparticle excita-
tions become eliminated within the energy window of ap-
proximately one gap value above and below the Fermi level
in all nodeless regions of the Fermi surface. This effect can
be clearly identified in the frequency dependence of the com-
plex optical conductivity: due to the conservation of the total
number of electrons, the total spectral weight (the area un-
der the real part of the optical-conductivity curve) is temper-
ature independent [171] and any loss of it due to the elim-
ination of quasiparticle excitations must be compensated by
its gain elsewhere. In conventional superconductors the low-
energy spectral weight lost due to the opening of the super-
conducting gap is transferred into the coherent dc response
of the superconducting condensate at zero frequency and can
be used to quantify the London penetration depth of a super-
conductor [172]. Such a redistribution of the overall con-
served infrared spectral weight is called the Ferrell-Glover-
Tinkham sum rule [68, 173]. In some exotic mechanisms
of superconductivity, the spectral-weight redistribution has
been suggested to involve not only infrared frequencies on
the order of the superconducting energy gap but also ener-
gies much higher than those of the itinerant-charge-carrier re-
sponse [174]. The suppression of the in-plane optical con-
ductivity in the superconducting state due to the gapping of
quasiparticles has been identified in all investigated iron-based
superconductors with a variety of optical techniques, as il-
lustrated in Fig. 14: single-crystalline Ba1−xKxFe2As2 [90,
99, 163, 175, 176], single-crystalline [112, 164, 177–
179] and thin-film [165, 180–182] Ba(Fe1−xCox)2As2,
single-crystalline BaFe2(As1−xPx)2 [56], single-crystalline
LiFeAs [114], single-crystalline [113, 183] and thin-film [166,
182] FeTe1−xSex, as well as a static and pump-probe inves-
tigation of the infrared reflectance of a LaFeAsO1−xFx thin
film [184]. All of these materials have been found to exhibit
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signatures of multiple superconducting gaps in their infrared
optical conductivity, consistent with the inherently multiband
character of the iron-based materials and in most cases only
two different magnitudes of the superconducting gap have
been identified despite the presence of five distinct sheets of
the Fermi surface [10]. The infrared conductivity of the iron-
based superconductors in the out-of-plane direction has only
been investigated in two compounds, FeTe1−xSex [185] and
Ba(Fe1−xCox)2As2 [186]. In a tour-de-force optical study,
the latter work demonstrated that although it is notoriously
difficult to obtain a fresh surface of good optical quality for
infrared measurements in any iron-based material, such a sur-
face, as opposed to its polished counterpart, is indispensable
for the observation of the inherent out-of-plane optical re-
sponse and the signatures of the superconducting state.
In a single-band s-wave weakly coupled conventional su-
perconductor, no infrared absorption is possible at energies
smaller than the optical superconducting energy gap 2∆ due
to the finite binding energy of the Cooper pairs making up
the superconducting condensate [187, 188], which provides a
simple experimental means for the determination of its value
from the energy at which the optical conductivity first re-
duces to zero as a function of decreasing frequency (absorp-
tion edge). In many single-crystalline iron-based supercon-
ductors such an absorption edge has indeed been observed,
as demonstrated in Figs. 14a–d, and the corresponding opti-
cal superconducting energy gap 2∆ extracted. Its values for
the optimally doped Ba0.6K0.4Fe2As2, BaFe1.87Co0.13As2,
BaFe2(As0.67P0.33)2, and FeTe0.55Se0.45 have been found to
be approximately 19, 6.6, 10, and < 3 meV (in the latter
case the absorption edge could not be reached) and agree very
well with the values of the superconducting energy gap ob-
tained using other experimental techniques [10, 167]. Yet in
multiband superconductors, such as the iron-based materials,
the situation is significantly complicated by the fact that sev-
eral (up to five) bands contribute to the experimentally ob-
served ac optical conductivity and the latter, strictly speaking,
only reaches zero below the smallest optical superconducting
energy gap and remains non-zero above it. This complica-
tion makes the accurate determination of the superconducting
gaps more difficult and model-dependent, thus imparting ad-
ditional significance to the development of a minimal effective
low-energy model with clear justified microscopic underpin-
nings [99].
One of the most common ways to extract the values
of superconducting energy gaps from optical-conductivity
data is to use the weak-coupling Mattis-Bardeen expression
for the optical conductivity of a single-band superconduc-
tor [187, 188] obtained in the framework of the Bardeen-
Cooper-Schrieffer theory of superconductivity [189] or a lin-
ear combination thereof for multiband materials. The val-
ues of the superconducting energy gaps of various iron-based
superconductors extracted using this approach can be found
in the original works cited above and have also been listed
and compared with those obtained using various experimen-
tal techniques in numerous superconducting compounds in-
cluding conventional, heavy-fermion, and high-temperature
copper-based superconductors in a comprehensive review pre-
FIG. 15: The gap ratios, 2∆/kBTc, for different families of single-
and two-gap superconductors vs their critical temperatures Tc at am-
bient pressure. The data points summarize most of the recent energy-
gap measurements in ferropnictides, high-Tc cuprates, and some con-
ventional superconductors. Each data point is an average of all the
available measurements of the corresponding compound by various
complementary techniques (see Tables I–III in Ref. 167). The error
bars represent one standard deviation of this average for repeatedly
measured compounds or the experimental errors of single measure-
ments, whenever averaging could not be performed. Such uncon-
firmed points are shown in lighter colors. Points confirmed in a con-
siderable number of complementary measurements are additionally
outlined. The weak-coupling limit, predicted for s-wave supercon-
ductors by the BCS theory, is shown by the dotted line. For weakly
coupled d-wave superconductors, a slightly higher value of 4.12 is
expected (not shown). Figure and caption reprinted with permission
from Ref. 167. Copyright (2011) by the American Physical Society.
sented in Ref. 167 and summarized in Fig. 15.
In the case of the iron-based superconductors, however,
the application of the Mattis-Bardeen expression or a com-
bination thereof to describe the optical response in the su-
perconducting state appears questionable. First of all, as al-
ready mentioned, this expression has been derived based on
the weak-coupling microscopic theory of superconductivity
developed by Bardeen, Cooper, and Schrieffer and, there-
fore, is strictly speaking only applicable to the description
of the optical response of weakly coupled superconductors.
The coupling strength in the iron-based materials has, on the
other hand, been shown to span a wide range from relatively
weak to strong coupling, with a clear trend towards interme-
diate/strong coupling [167]. Secondly, the Mattis-Bardeen
expression applies only to a single-band superconductor. It
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can, nevertheless, be readily generalized to the case of sev-
eral bands, as has been demonstrated in Ref. [190]. How-
ever, this generalization is based on the same assumptions as
the BCS theory itself, thus remaining in the weak-coupling
regime also with respect to the coupling between different
bands, while it is now widely accepted that in many iron-
based materials the interband coupling between at least two
of the bands is quite strong, as evidenced by the peak in the
magnetic susceptibility at the wave vector connecting bands
in the center and in the corner of the Brillouin zone, probed
by inelastic neutron scattering [10], as well as an enhanced
quasiparticle relaxation between analogous bands identified
by means of time- and angle-resolved photoemission spec-
troscopy [191]. Finally, the Mattis-Bardeen expression is only
applicable to the case of impurity scattering much larger than
the corresponding coupling strength, i.e. in the limit of high
impurity concentration. Some of the iron-based materials,
like Ba(Fe1−xCox)2As2, can indeed be expected to have rel-
atively high levels of elastic impurity scattering, while others,
like Ba1−xKxFe2As2 and BaFe2(As1−xPx)2, are considered
to possess quite long quasiparticle mean free paths at least in
some of the bands [41, 99, 192–194]. The above arguments
show that while the application of the Mattis-Bardeen expres-
sion to some of the iron-based superconductors (namely, for
weakly coupled compounds with weak interband scattering
and a relatively high impurity concentration) could be par-
tially justified, any adequate description of others requires a
more complete theory of superconductivity, which overcomes
the above limitations [99].
The most sophisticated theory of superconductivity to date
is the so-called Eliashberg theory of superconductivity, appli-
cable at arbitrary coupling strengths both within and between
all of the bands and at arbitrary impurity concentrations [195,
196]. Figure 16 shows a comparison of the experimental in-
frared conductivity of optimally doped Ba1−xKxFe2As2 and
Ba(Fe1−xCox)2As2 superimposed onto the prediction of an
effective two-band Eliashberg theory of superconductivity ob-
tained in a reduction from a microscopically more justified
four-band theory constrained by the aforementioned cluster-
ing of the superconducting energy gaps into two groups by
magnitude [99]. It can clearly be seen that the qualitative dif-
ferences in the shape of the infrared conductivity between the
two compounds are captured in the same theory, with only
two parameters adjusted: the intraband impurity scattering
rate and the plasma frequencies of the bands. The former
change can be justified by the different location of the dopants,
namely, in the superconducting iron planes in the case of
Ba(Fe1−xCox)2As2, which is expected to significantly disturb
the coherent superconducting transport taking place in these
planes, as compared to the substitution of the intercalating ion
relatively far from the iron planes in Ba1−xKxFe2As2 [10].
The change of the plasma frequencies of the bands is to be ex-
pected due to the doping with charge carriers of opposite signs
in these two cases. The above theory assumes that supercon-
ductivity in Ba0.68K0.32Fe2As2 is mediated by a boson with
a characteristic energy of about 13 meV, consistent with the
peak energy of the resonance mode in the magnetic suscepti-
bility observed by means of inelastic neutron scattering [197]
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FIG. 16: a Real part of the optical conductivity of the optimally
doped Ba0.68K0.32Fe2As2 (solid lines) and BaFe1.87Co0.13As2
(dashed lines) deep in the superconducting state at 10 and 5 K, re-
spectively (black lines) and just above the superconducting transi-
tion temperature at 40 and 30 K, respectively (blue lines). b The
corresponding prediction of the Eliashberg theory of superconduc-
tivity as described in the text (line style and color same as in a; black
lines at 10 K, blue lines at 40 K). The data for Ba0.68K0.32Fe2As2
and BaFe1.87Co0.13As2 in panel a reprinted with permission from
Refs. 99, 164. Copyright (2011, 2010) by the American Physical So-
ciety. Panel b reprinted with permission from Ref. 99. Copyright
(2011) by the American Physical Society.
and thus with superconducting pairing mediated by antiferro-
magnetic spin fluctuations. The effect of various model pa-
rameters on the infrared conductivity predicted by the effec-
tive two-band Eliashberg theory used above can be analyzed
in an interactive simulation in the Supplementary Material of
Ref. 99.
We can now apply the above reasoning to compare the
shape of the optical conductivity across the entire family of
the iron-based superconductors for which spectroscopic data
in the superconducting state are available, shown in Fig. 14.
It is immediately evident that the shape of the optical con-
ductivity of optimally doped BaFe2(As1−xPx)2 (Fig. 14c) in
the superconducting state compared to that in the normal state
just above the superconducting transition temperature is very
similar to the case of Ba0.6K0.4Fe2As2 shown in Fig. 14a:
down to a certain characteristic energy the superconductivity-
induced suppression of the optical conductivity is small, while
below that energy there is a gradual quasilinear fall-off in the
low-temperature infrared conductivity until it reaches essen-
tially zero, to the accuracy of the corresponding reflectance
measurements. Based on this comparison one can conclude
that optimally doped BaFe2(As1−xPx)2 must likewise be at
least moderately coupled superconductor with very low lev-
els of elastic impurity scattering. The coupling strength can
be estimated by the ratio of the value of the largest super-
conducting energy gap obtained, e. g., by means of angle-
resolved photoemission spectroscopy 2∆ ≈ 8 meV [198] and
the superconducting transition temperature of about 30 K at
optimal doping: 2∆/kBTc ≈ 6.5 — very close to that of
optimally doped Ba1−xKxFe2As2 but with even lower su-
perconducting transition temperature, see Fig. 15. Low lev-
els of impurity scattering are eloquently confirmed by the
observation of de Haas–van Alphen quantum oscillations,
notoriously sensitive to disorder, starting from the termi-
nal composition BaFe2P2 down to almost optimally doped
BaFe2(As1−xPx)2 [41, 192, 194] as well as by the analysis of
the collective vortex pinning in this material at optimal dop-
ing [193]. Additionally, and similarly to the comparison of
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Ba1−xKxFe2As2 and Ba(Fe1−xCox)2As2 above, substitution
in BaFe2(As1−xPx)2 occurs at the arsenic sites away from the
iron planes in which the coherent superconducting transport
takes place.
The shape of the optical conductivity of FeTe1−xSex
in the superconducting state compared to that in the nor-
mal state (Fig. 14d), on the other hand, is of the Mattis-
Bardeen type and closely resembles that of optimally doped
Ba(Fe1−xCox)2As2. In view of the discussion above this
suggests that impurity scattering significantly perturbs co-
herent quasiparticle transport in the superconducting state.
This conclusion is consistent with the very high doping levels
required to achieve the maximal superconducting transition
temperature, at which virtually every second tellurium atom
is substituted by selenium. Sizable quasiparticle scattering is
further confirmed by the clear observation of quasiparticle-
interference patterns by means of scanning tunneling mi-
croscopy in this material [31].
In the case of LiFeAs, yet again, the shape of the optical
conductivity is of the Mattis-Bardeen type (Fig. 14e). At first
glance, this observation might lead one to conclude that, sim-
ilarly to Ba(Fe1−xCox)2As2 and FeTe1−xSex, impurity scat-
tering rate is relatively high. However, even taking into ac-
count the well-known difficulty to control the lithium stoi-
chiometry in LiFeAs [20, 199], recent scanning tunneling mi-
croscopy studies have shown that in the best samples the con-
centration of impurities can be very low [200]. Therefore,
it is more likely that in the case of LiFeAs (assuming that
the samples investigated by the authors of Ref. 114 were of
comparable purity) the Mattis-Bardeen, rather than quasilin-
ear, shape of the optical conductivity in the superconducting
state results from the overall much weaker coupling suggested
by the relatively small gap ratio 2∆/kBTc for the largest su-
perconducting gap, located close to the BCS limit, as shown
in Fig. 15.
Another set of instructive spectroscopic optical-
conductivity data complementary to those discussed
above has been obtained on thin films of two represen-
tative iron-based superconductors, Ba(Fe1−xCox)2As2 and
FeTe1−xSex, as shown in Fig. 14f,g, by means of tera-
hertz transmission spectroscopy. This technique extends
the spectral range covered by the traditional reflectance
techniques and ellipsometry down to ∼ 5 cm−1 and is
sensitive to both the amplitude and phase of the transmitted
signal, thus providing essential information about low-energy
itinerant charge transport in the normal and superconducting
state. The terahertz optical conductivity of both compounds
shows several important common features. First of all,
the superconductivity-induced suppression of the optical
conductivity due to the opening of the superconducting
energy gap is evident in both materials but, unlike in the case
of single-crystalline compounds discussed above, the optical
conductivity of thin-film samples has never been found to
reach zero at any achievable terahertz frequency and always
features some virtually frequency-independent contribution
on the order of 1500–2500 Ω−1cm−1 [165, 166, 180–182].
This residual conductivity has been argued to originate either
in strong pair-breaking impurity scattering [181] or in the
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FIG. 17: a Real part of the far-infrared optical conductivity of
Ba0.68K0.32Fe2As2 and the corresponding missing area. b Differ-
ence spectra of the real part of the optical conductivity (top panel)
and dielectric function (bottom panel) between 40 and 10 K, with
a small background shift (horizontal dashed line) detected by tem-
perature modulation measurements. Lorentzian fit to both spectra
(black solid lines). c Temperature scan of σ1 at 2.5 eV (blue) and
24 meV (red). Contribution of the normal-state dynamics (dotted
line) was estimated to determine the magnitude of the SC-induced
jump (dashed lines). d Density of states in the normal (NS; grey
dashed line), conventional superconducting state (SC; blue line), and
a superconducting state with a depletion of the unoccupied states
(UO; red line). Filled areas of respective colors represent the total
number of unoccupied states. Figure and caption adapted by per-
mission from Macmillan Publishers Ltd: Nature Communications
Ref. 90, copyright (2011).
presence of nodes in the superconducting energy gap [165].
As pointed out by the authors of Ref. 165, the former
mechanism appears inconsistent with the clear observation
of a coherence peak in the optical conductivity of both com-
pounds [165, 166, 180, 181], which is expected to be strongly
suppressed by pair-breaking impurity scattering [201]. While
the existence of nodes in the Ba(Fe1−xCox)2As2 compound
cannot be fully ruled out at present, it seems to be at odds with
the experimental data obtained by means of angle-resolved
photoemission spectroscopy [202] as well as some terahertz
transmission measurements [180, 181]. In FeTe1−xSex
the existence of nodes is incompatible with the clear ob-
servation of a U-shaped rather than a V-shaped tunneling
spectrum in the superconducting state by scanning tunneling
spectroscopy [31], unambiguously proving the absence of
quasiparticle excitations below the superconducting energy
gap beyond thermal excitation [31]. This evidence indicates
that neither the strong pair-breaking impurity scattering nor
the existence of nodes provides a consistent explanation of
the aforementioned residual conductivity and that it could,
in fact, be extrinsic. For instance, such residual optical
conductivity could come from absorption in an intermediate
non-superconducting metallic layer between the substrate
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and the superconducting thin film. Indeed, strong evidence
for the spontaneous formation of an intermediate several-
nanometer-thick layer most likely composed of Fe atoms
(along with possible inclusions in the bulk) in thin films
grown using pulsed laser deposition has been reported for
many different growth conditions [203–206]. Given that all of
the above terahertz-transmission studies have been carried out
on the thin films of iron-based superconductors grown by this
method, the extrinsic character of the residual conductivity
appears likely.
Notwithstanding the significant residual conductivity ob-
served in transmission spectroscopy of the thin films of
Ba(Fe1−xCox)2As2 and FeTe1−xSex, several features of su-
perconductivity could be clearly identified in these measure-
ments. The authors of Ref. 180 succeeded in directly observ-
ing one of the optical superconducting energy gaps 2∆ ≈
3.7 meV as the energy at which the real part of the terahertz
conductivity drops to the background level. Furthermore, vir-
tually all terahertz transmission studies have reported the pres-
ence of a coherence peak in the real part of the optical con-
ductivity, which manifests itself as a slight enhancement of
the optical conductivity at low enough energies just below
the superconducting transition temperature as compared to its
overall suppression at higher energies and lower temperatures.
This behavior is a hallmark of superconductivity, very well
understood in the conventional BCS and Eliashberg theory of
superconductivity, and stems from the formation of highly co-
herent superconducting pairs [68] and/or the elimination of
quasiparticle scattering channels below the optical supercon-
ducting energy gap [201]. It must be noted, however, that the
existence of a coherence peak in the low-energy optical con-
ductivity is a sufficient but not a necessary condition for su-
perconductivity as in certain circumstances it can be partially
or fully suppressed [201, 207].
According to the Ferrell-Glover-Tinkham sum rule [68,
173], the missing area under the infrared conductivity curve
as compared to that in the normal state is transferred into the
coherent response of the superconducting condensate at zero
frequency. It manifests itself in the most fundamental prop-
erties of superconductors: zero dc resistivity and Meissner
effect. The latter is characterized by the London penetration
depth λL for the magnetic field, which is related to the missing
area SW via λ−2L = 8SW/c
2 (in CGS units), where c is the
speed of light. The missing area obtained from the integration
of the optical conductivity of the iron-based superconductors
typically gives a London penetration depth on the order of
2000–3500 A˚, consistent with other measurements [10].
Intriguingly, the superconductivity-induced suppression of
the optical conductivity with non-zero missing area has also
been discovered in optimally doped Ba0.68K0.32Fe2As2 in the
visible spectral range [90], at energies two orders of magni-
tude larger than the superconducting energy gap, as demon-
strated in Figs. 17a–c. This observation challenges the con-
ventional theories of superconductivity, which only allow for
the occurrence of the missing area at energies of the order of
the superconducting energy gap [68, 187, 196]. Some exotic
theories of superconductivity have proposed a mechanism by
which the superconductivity-induced suppression of the opti-
cal spectral weight could extend to the spectral range of in-
terband transitions [123, 124, 208]. The authors of Ref. 90
have demonstrated, however, that the observed effect can be
understood phenomenologically in conventional terms by uti-
lizing the inherently multiband nature of the iron-based super-
conductors. The suppression of an interband transition over
its entire width with a local non-conservation of the spectral
weight implies a change in the oscillator strength of this tran-
sition, which can take place due to the modification of the oc-
cupation in either initial or final states that its spans. Since all
conventional superconductivity-induced modifications of the
electronic structure and dynamics occur in the vicinity of the
Fermi level within several values of the superconducting en-
ergy gap, one may conclude that the only conventional way
for an interband transition to feel the effect of superconduc-
tivity is for its initial or final states to be largely concentrated
in this vicinity. However, this mechanism by itself would not
entail any loss of spectral weight in the considered interband
transition because the opening of the superconducting energy
gap leads to the expulsion of electronic states from within the
gap to above it with the total number of states conserved (illus-
trated in Fig. 17d with gray and blue lines and areas). There-
fore, the corresponding modifications in the interband opti-
cal conductivity would be limited to small shifts/corrugations
on the order of the superconducting energy gap [209] with
the total spectral weight conserved. In the present case, on
the other hand, it is then required that the number of states
in the superconducting state be unequal to that in the nor-
mal state, as shown in Fig. 17d with the red line and area.
In a conventional single-band superconductor such a scenario
would be impossible and exotic mechanisms would have to
be invoked to explain the observed suppression. The situation
changes drastically in the case of multiband superconductiv-
ity. In the iron-based superconductors, due to the presence of
multiple sheets of the Fermi surface, some of which are rela-
tively strongly coupled to each other [10], a population redis-
tribution could and does indeed occur dynamically between
the strongly coupled sheets of the Fermi surface [191, 210]
and could lead to a static population imbalance in the super-
conducting state should it be energetically favorable. This lat-
ter condition can be fulfilled in a multiband superconductor
due to the well-known, albeit very small, effect of the change
in the chemical potential upon entering the superconducting
state [211, 212], proportional to the square of the supercon-
ducting energy gap. In case a material features different mag-
nitudes of the superconducting energy gap on different sheets
of the Fermi surface and/or a different character of the charge
carriers (electrons vs. holes), there will be a band- or orbital-
specific shift of the chemical potential leading to a popula-
tion redistribution between different bands. None of the ex-
isting theories of superconductivity takes this effect into ac-
count self-consistently. Albeit the missing area in the visi-
ble spectral range shown in Fig. 17b constitutes only a small
fraction of that in the far-infrared (Fig. 17a), a simple esti-
mate in the framework of the tight-binding nearest-neighbour
approximation [123, 124] shows that it would entail a reduc-
tion of the electronic kinetic energy of 0.60 meV/unit cell in
the superconducting state [90], should it contribute to super-
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conducting pairing. This is close to the condensation en-
ergy ∆F (0) = 0.36 meV/unit cell obtained from specific-
heat measurements on the same sample [213]. It thus remains
to be seen whether the physics behind this phenomenon is of
consequence for superconductivity of multiband materials.
B. Spin fluctuations and quantum criticality
Arguably the most remarkable feature of the phase dia-
gram of the iron-based superconductors is the proximity of the
superconducting phase to antiferromagnetic order [10, 11].
With the exception of very few compounds (such as 1111-
type materials and EuFe2As2), the superconducting transi-
tion temperature is maximized close to the zero-temperature
end point of the antiferromagnetic/structural phase transi-
tion line underneath the superconducting dome, at which
the long-range antiferromagnetic order continuously disap-
pears and the corresponding antiferromagnetic spin fluctu-
ations are expected to be strongest. This observation im-
mediately suggested that superconductivity in the iron-based
superconductors might be mediated by the quantum-critical
fluctuations of the antiferromagnetic order parameter, simi-
larly to the mechanism proposed for their high-temperature
copper-based [78, 79, 125, 214] and heavy-fermion coun-
terparts [215]. One of the expected manifestations of the
quantum-critical regime is the non-Fermi-liquid linear tem-
perature dependence of the dc resistivity in a funnel-shaped
region of the phase diagram originating at the quantum crit-
ical point, as compared to the quadratic low-temperature be-
havior of the conventional Fermi liquid [78], due to quasipar-
ticle scattering dominated by antiferromagnetic spin fluctua-
tions (marginal Fermi liquid) [216]. Such behavior has indeed
been identified in BaFe2(As1−xPx)2 [217, 218] along with a
sharp peak in the zero-temperature London penetration depth
near the doping level of the quantum critical point [81], which
can be traced back to the enhancement of the quasiparticle
effective mass, previously observed by means of de Haas–
van Alphen measurements in the same material [41, 192, 194],
by critical antiferromagnetic spin fluctuations [82].
Similar T -linear dc resistivity has been observed near op-
timal doping in Ba(Fe1−xCox)2As2 and Ba(Fe1−xRux)2As2
in Refs. 219, 220, respectively. Despite an overall very sim-
ilar phase diagram of the hole-doped Ba1−xKxFe2As2 the
temperature dependence of its dc resistivity at optimal doping
was found to display a more complex behavior: quadratic at
low temperatures with an inflection point and a trend towards
saturation at higher temperatures [101, 221, 222], thus seem-
ingly inconsistent with quasiparticle scattering dominated by
antiferromagnetic spin fluctuations. However, similarly to the
decomposition of the infrared conductivity of the 122 iron-
based compounds into two distinct contributions [110] dis-
cussed in the previous section, it has been shown that this un-
usual temperature dependence of the dc resistivity can be de-
scribed within the Eliashberg theory of normal metals by con-
sidering two electronic subsystems with very different elastic
scattering rates and electron-boson interactions, one of which
dominates the charge transport at low temperatures, while the
FIG. 18: Doping evolution of the coefficients of the T -linear and T 2
components (α1·ND andα2·ND, respectively) for a Co- Ba122, b P-
Ba122, and c K-Ba122 determined from the fitting shown in Fig. 4 of
Ref. 218. The T = 0 electronic phases are color-coded: AFO in blue,
SC in yellow, AFO-SC coexisting region in gradation, and non-SC
metallic in white. Lower panels show the electronic phase diagrams
for each system. Figure and caption reprinted with permission from
Ref. 218. Copyright (2013) by the American Physical Society.
other one — at high temperatures, giving rise to an inflec-
tion point in the temperature dependence [223]. A subsequent
very detailed spectroscopic investigation of the temperature
dependence of the infrared conductivity in Ba0.6K0.4Fe2As2
carried out in Ref. 176 uncovered, using an analogous two-
component decomposition, that the quasiparticle scattering
rate of the broad component is virtually temperature indepen-
dent, while that of the narrow, coherent, contribution exhibits
a linear temperature dependence, which, in turn, translates
into the linear temperature dependence of the partial dc re-
sistivity associated with this electronic subsystem. Thus it
has been established that the temperature dependence of the
dc resistivity of the coherent itinerant response in optimally
doped Ba0.6K0.4Fe2As2 is, in fact, consistent with quasiparti-
cle scattering dominated by marginal-Fermi-liquid spin fluc-
tuations but is masked by multiband effects in raw transport
data. Eliminating the dc value of the temperature-independent
incoherent term obtained from the two-component analy-
sis of the infrared-conductivity spectra one may extract the
doping dependence of the quantum-critical T -linear and the
conventional Fermi-liquid T 2 contributions to the dc resis-
tivity based on comprehensive transport data. This analy-
sis has been carried out in Ref. 218 on a representative set
of electron-doped Ba(Fe1−xCox)2As2, isovalently substituted
BaFe2(As1−xPx)2, and hole-doped Ba1−xKxFe2As2 based
on the same parent compound, BaFe2As2, and is juxtaposed
with the phase diagrams of these materials in Fig. 18. A re-
cent magneto-transport investigation of the parent EuFe2As2
compound under high pressure [224] has revealed the pres-
ence of a similar T -linear dependence of the in-plane dc resis-
tivity and the recovery of the conventional quadratic temper-
ature dependence upon application of an external magnetic
field, which strongly suggests that the linear temperature de-
pendence in the nearly optimally doped superconducting com-
pounds indeed originates in strong coupling to spin fluctua-
tions.
While the occurrence of the linear temperature dependence
of the in-plane dc resistivity near optimal doping has been
reliably established in the majority of iron-based supercon-
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FIG. 19: Doping evolution of the room-temperature optical con-
ductivity and its decomposition into a broad and a narrow charge-
carrier response for a BaFe2As2, b–d Ba(Fe1−xCox)2As2, e–
h BaFe2(As1−xPx)2, and i KFe2As2. Figure reprinted with permis-
sion from Ref. 218. Copyright (2013) by the American Physical So-
ciety.
ductors and thus strongly suggests the universal relevance of
underlying quasiparticle interaction for the mechanism of su-
perconductivity, the possible existence and importance of the
antiferromagnetic quantum critical point underneath the su-
perconducting dome near optimal doping is under debate. As
discussed above, in the case of BaFe2(As1−xPx)2 significant
experimental evidence has been furnished by means of various
experimental techniques in favor of the existence of the quan-
tum critical point, manifested in the enhancement of the quasi-
particle effective mass upon approaching the optimal doping,
as well as of a funnel-shaped region of the phase diagram with
the linear temperature dependence of the dc resistivity. Sim-
ilarly, magnetoelastic studies of Ba(Fe1−xCox)2As2 across
its phase diagram have revealed the divergence of the ne-
matic susceptibility near the optimal doping and thus strongly
suggest the existence of a nematic quantum critical point at
optimal doping [84]. Nuclear-magnetic-resonance investiga-
tions on the same material further corroborate the existence
of a quantum critical point [150, 225]. On the other hand,
the aforementioned investigation of the magnetotransport in
the parent EuFe2As2 compound under pressure reported the
absence of any detectable enhancement of the quasiparticle
effective mass across the optimal doping level [224]. Fi-
nally, the phase diagram of the 1111-type iron-based mate-
rials shows a rich variety of qualitatively different phase dia-
grams. The LaFeAsO1−xFx and NdFeAsO1−xFx materials
feature a sharp disappearance of antiferromagnetism at the
border with the superconducting phase in a first-order phase
transition [226, 227]. The phase diagram of CeFeAsO1−xFx
was found to exhibit the complete continuous disappearance
of antiferromagnetism with doping before the onset of super-
conductivity [14], while that of the Sm-based compound — to
possess a large region of coexistence of superconductivity and
antiferromagnetism, with strong spin fluctuations extending to
the very overdoped region [228], thus providing evidence for
both the existence of a quantum critical point underneath the
superconducting dome (see also Ref. 229) and the importance
of spin fluctuations for superconductivity. A recent nuclear-
magnetic-resonance investigation of the phase diagram of iso-
valently substituted LaFeAs1−xPxO provided another exam-
ple of an 1111-type material in which quantum criticality
seems to bear upon superconductivity [230]. These contrast-
ing data across different classes of iron-based superconduc-
tors indicate that quantum criticality in these compounds is
material-dependent and in some of them might not bear di-
rectly on the occurrence of superconductivity.
A recent systematic analysis of the optical conductivity
spectra of several representative 122-type iron-based com-
pounds across their respective phase diagrams in the frame-
work of the two-component free-charge-carrier response,
shown in Fig. 19, has revealed several interesting trends [218].
First of all, it has discovered the presence of a relatively weak
dependence of the broad incoherent contribution on doping.
Secondly, and more importantly, it found that superconductiv-
ity in these materials only occurs when the spectral weight of
the narrow Drude contribution to the optical response is rel-
atively small (the so-called “bad-metal” behavior) and fades
away as the latter becomes much larger and the material —
more metallic. Based on the comparison of their results with
the existing experimental data the authors conclude that the
decrease of the spectral weight of the narrow component in
the superconducting compounds most likely originates in the
corresponding enhancement of the quasiparticle mass renor-
malization and thus strengthening of electronic correlations.
Strong coupling to spin fluctuations strongly suggested by
the observation of the T -linear temperature dependence of
the in-plane dc resistivity discussed above implies a sizable
amount of inelastic scattering at the characteristic energies
of these excitations in the normal state. It is tempting to
associate the optical-conductivity contribution resulting from
such scattering with the broad incoherent electronic back-
ground observed in all investigated iron-based superconduc-
tors, particularly in view of the unphysically small values of
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the quasiparticle mean free path obtained under the assump-
tion of this electronic background entirely originating in elas-
tic scattering, as discussed in the previous section. On the
other hand, the broad component’s origin in the inelastic scat-
tering due to spin fluctuations seems to be at odds with the
rather weak temperature and doping dependence of its scatter-
ing rate [111, 176, 218, 218, 231, 231], compared to the corre-
sponding temperature dependence of the optical conductivity
predicted in the framework of the marginal-Fermi-liquid the-
ory [201]. This issue requires further systematic experimental
investigation.
V. IRON-SELENIDE SUPERCONDUCTORS
The early successful growth of large high-quality single
crystals of the 122-type iron-arsenide superconductors and
their extensive investigation by a variety of experimental
techniques stimulated significant interest in other compounds
that could be obtained by substitution of either iron or ar-
senic while preserving the characteristic Fe-As layered struc-
ture [10]. Late in 2010 the condensed-matter community got
stirred up once again by the discovery of Fe-Se–based su-
perconducting materials AxFe2−ySe2 (A =K, Rb, Cs) with
relatively high transition temperatures of about 32 K [232–
235]. They were first believed to crystallize in the same
I4/mmm symmetry of ThCr2Si2 type as their iron-arsenide
predecessors but soon it became clear that there is an inherent
iron-deficiency order present in these materials with a chiral√
5×√5× 1 superstructure, which reduces the symmetry to
I4/m and makes it more appropriate to classify these materi-
als into the 245 stoichiometry [236]. The Fe-defect and anti-
ferromagnetic orders occur at rather high transition tempera-
tures of 400− 550 K. Neutron-scattering studies showed that
these compounds possess a magnetic moment on iron atoms
of about 3.3 µB [237], which is unusually large for iron pnic-
tides. At the same time a resonance peak has been observed
by the inelastic neutron scattering below Tc ≈ 32 K at an en-
ergy of ~ωres = 14 meV and the Q-vector (0.5, 0.25, 0.5) in
the unfolded Fe-sublattice notation [238–240], which is also
unprecedented for the iron pnictides.
For a short time it remained under debate how superconduc-
tivity with such a high transition temperature could survive on
such a strong magnetic background. Gradually, experimen-
tal evidence indicating an inherent phase separation in these
iron-chalcogenide materials started to appear and as of today
the phase separation of the superconducting and antiferromag-
netic phases has been observed by or found consistent with
essentially all experimental probes. [48, 240–271]. The su-
perconducting phase has been found to be a minority phase
with a fraction of 12–20% [241, 245, 250, 254, 255, 272].
Importantly, this fraction is above the percolation limit [273]
as 100% superconducting shielding fraction and zero dc resis-
tivity have been clearly observed [274]. Based on the avail-
able experimental evidence the geometry of the phase separa-
tion illustrated in Fig. 20 appears the most likely. Figure 20a
shows a microscope image of a freshly cleaved surface of the
RbxFe2−ySe2 compound exhibiting a pattern of bright stripes
FIG. 20: a Microscope image of a 60 × 60 µm2 surface patch of a
freshly cleaved superconducting RbxFe2−ySe2 single crystal. Typi-
cal rectangular 15× 8 µm2 area studied via near-field microscopy. b
Superposition of the topography of a 15 × 8 µm2 rectangular area
(terrain) and the optical signal (brightness) normalized to that of sil-
icon. Glossy areas indicate high silicon-RbxFe2−ySe2 contrast and
thus metallicity, while the matt areas are semiconducting. Figure
reprinted with permission from Ref. 241. Copyright (2012) by the
American Physical Society.
at an angle of 45◦ with respect to the in-plane crystallographic
axes. Such a percolating network has been widely observed
in AxFe2−ySe2 compounds [241, 275–277] and shown to be
very sensitive to heat treatment and result from the supercon-
ducting phase precipitating during the formation of the iron-
vacancy–ordered phase [276]. No experimental route has so
far been found to stabilize the stoichiometric 122 phase. Con-
sistent with the precipitation-driven formation of the stable
phase of a percolating superconducting network, the super-
conducting transition temperature of ≈ 32 K has been found
essentially independent of the nominal material composition
in the entire region of the phase diagram in which supercon-
ductivity occurs [274]. Furthermore, virtually all electronic
properties of these materials have been found to be indepen-
dent of the intercalating atom [272].
Investigation of the KxFe2−ySe2 and RbxFe2−ySe2 com-
pounds by means of transmission electron [243] and near-
field microscopy [241], respectively, has revealed an unprece-
dented nanoscale phase separation in AxFe2−ySe2 materials
in the out-of-plane direction, whereby the “layers” of the su-
perconducting phase only several nanometers thick are em-
bedded into a matrix of semiconducting A2Fe4Se5 (A =K,
Rb), as shown schematically in Fig. 20b. A complemen-
tary detailed low-energy muon-spin–rotation study has further
shown that both the magnetic properties of the semiconduct-
ing matrix and its overall volume fraction strongly depend on
the distance from the sample surface [241].
While the exact composition of the semiconducting iron-
vacancy–ordered matrix in the phase-separated AxFe2−ySe2
compounds was reliably determined to be of the 245 type
shortly after their discovery [23, 272], that of the supercon-
ducting phase long eluded quantification. Suggestions ranged
from a vacancy-disordered 245 phase to the stoichiometric
122 phase, similar to the iron-arsenide superconductors. It is
worth noting, however, that due to the different valency of se-
lenium the stoichiometric 122 phase of theAxFe2−ySe2 com-
pounds would be heavily electron-overdoped, as compared
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to the doping levels of the superconducting iron-pnictides,
obtained by moderate substitution in compensated semimet-
alic parents [10]. Based on the respective volume frac-
tions of the superconducting and antiferromagnetic phase, de-
tailed nuclear-magnetic-resonance investigation of the super-
conducting RbxFe2−ySe2 compound succeeded in pinpoint-
ing the elusive chemical composition of the superconducting
phase to iron-vacancy–free Rb0.3Fe2Se2 and found general
agreement with the nanoscale phase-separation picture dis-
cussed above.
Optical studies of the AxFe2−ySe2 compounds began
with the investigation of the purely semiconducting iron-
vacancy–ordered 245 phase in K0.83Fe1.53Se2, as shown in
Fig. 21a,b [278]. In the lowest infrared spectral range
the optical conductivity manifests a very low level of elec-
tronic background, consistent with the semiconducting char-
acter of this material. It also features numerous infrared-
active phonon modes (as compared to only two infrared-active
phonon modes allowed by the tetragonal symmetry of their
iron-arsenide counterparts), which result from the symmetry
lowering due to the formation of the
√
5 × √5 × 1 super-
structure at the iron-vacancy ordering temperature [236]. In
the mid-infrared spectral range the optical conductivity of this
material exhibits a clear direct band gap of about 0.37 eV,
comparable with the prediction of the ab initio calculations
of its electronic structure in the antiferromagnetic checker-
board ground state [279]. Above the direct band gap and at
low temperatures the optical-conductivity spectrum features
two distinct absorption bands (α and β in Fig. 21b), as com-
pared to the single absorption band previously observed in all
iron-arsenide compounds, as discussed in the previous sec-
tion. Therefore, this splitting must likewise be associated with
the antiferromaganetic checkerboard ground state in this sys-
tem.
Due to the large volume fraction of the antiferromagnetic
semiconducting phase in the superconducting AxFe2−ySe2
(A =K, Rb, Cs) compounds (80–88%) [272], their optical
conductivity is dominated by the features related to the 245
semiconducting phase discussed above down to energies as
low as 8 meV, as demonstrated for the case of RbxFe2−ySe2
in Fig. 21c. Similarly to the semiconducting case, it shows a
large number of infrared-active phonons as well as a strongly
temperature-dependent absorption band at about 300 cm−1,
clearly absent in the semiconducting compound. The mid-
infrared conductivity of RbxFe2−ySe2 further reveals a some-
what larger direct band gap of about 0.45 meV than that of the
K-based semiconductor. Quite interestingly, instead of two
absorption bands just above the absorption edge, the optical
conductivity of RbxFe2−ySe2 exhibits three distinct peaks at
low temperatures. The temperature dependence of these peaks
is very similar to that of the magnetic Bragg peak, strongly
suggesting a spin-controlled character of these interband tran-
sitions [251] and further confirming the close relation of the
doublet/triplet feature to the antiferromagnetic order in this
material.
The predominantly semiconducting character of the opti-
cal conductivity of the superconducting compound down to
8 meV made it possible to investigate the charge dynamics
of these materials at terahertz frequencies in a transmission
geometry on sufficiently thin slabs of ≈ 12 µm [251] — a
study impossible in any good metal due to their near-unity
reflectivity well below the plasma frequency. The results
of such an investigation using terahertz time-domain spec-
troscopy are shown in Figs. 21d–e. The simultaneous de-
termination of both the real and imaginary parts of the di-
electric function ε(ω) = ε1(ω) + iε2(ω) using this phase-
sensitive technique enabled the spectroscopic observation of
the semiconductor-metal crossover apparent in the tempera-
ture dependence of the dc resistivity of all AxFe2−ySe2 mate-
rials [232, 233, 235, 274, 280]. Figures 21d–e demonstrate
that although the level of the electronic background in ε2
is sizable even at room temperature, ε1(ω) remains positive
down to lowest achievable energies of about 1 meV, which
implies a semiconducting character of the charge dynamics.
As the temperature is lowered, however, ε1(ω) gradually de-
creases until it crosses zero between 100 and 80 K, indicative
of a crossover into a metallic state with a finite plasma fre-
quency. It is important to note that this zero crossing develops
at temperatures much larger than the superconducting transi-
tion temperature of 32 K and is thus unrelated to superconduc-
tivity. The characteristic temperature of the semiconductor-
metal crossover in the dc resistivity and the initial slope of the
latter have been found to be correlated with the connectivity of
the superconducting domains in the AxFe2−ySe2 (A =K, Rb,
Cs) single crystals, strongly affected by the annealing temper-
ature and duration used in their post-processing [276, 281].
Even at the lowest temperatures the zero crossing in ε1(ω),
which corresponds to the screened plasma frequency, oc-
curs at energies on the order of 6.5 meV, as can be seen in
Fig. 21e, — much lower than the corresponding values in
the single-phase iron-based superconductors [10, 133]. The
value of the unscreened plasma frequency in RbxFe2−ySe2
was found to be approximately 100 meV, also much smaller
than the corresponding values in the single-phase compounds.
These observations clearly indicate that the optical response
of the AxFe2−ySe2 materials represents an effective-medium
response of the superconducting phase embedded into a semi-
conducting matrix and must be so modeled in order to extract
the inherent characteristics of the superconductor. Such analy-
sis has indeed been carried out in Refs. 254, 261 and revealed
that the extracted inherent optical response of the supercon-
ducting phase is, in fact, quite close to that of the single-phase
iron-based superconductors, as shown by the scaling plot in
Fig. 21f. The effective-medium model in Ref. 254 could fur-
ther reproduce the absorption band at 300 cm−1, mentioned
above, as well as its temperature dependence. Application
of the effective-medium approach to the optical conductiv-
ity of both RbxFe2−ySe2 and KxFe2−ySe2 superconducting
compounds in Refs. 241, 261 lead to an estimate for the Lon-
don penetration depth of the superconducting condensate on
the order of 2 µm, much smaller than a direct estimate from
the raw data without taking into account the phase separa-
tion in these materials but still about 8 times larger than the
value of ≈ 250 nm obtained by means of low-energy and
conventional muon-spin–rotation studies on the same com-
pounds [241, 254]. The effective-medium models applied to
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FIG. 21: Real part of the optical conductivity of K0.83Fe1.53Se2
in the a middle- and b far-infrared spectral range. c Real part of
the optical conductivity of superconducting RbxFe2−ySe2. Inset:
Plot of (ε2(ω)ω2)2 near the absorption edge. The intersection of
the dashed line with the energy axis defines the direct energy gap
∆dir = 0.45 eV at 12 K. d,e Imaginary and real part of the dielectric
function of the same RbxFe2−ySe2 material in the terahertz spectral
range. f Log-log plot of the spectral weight of the superfluid den-
sity Nc ≡ ρs0/8 vs σdcTc in the a-b planes for a variety of cuprate
superconductors as well as several iron-based superconductors com-
pared with the volume-average and EMA results for K0.8Fe2−ySe2.
The dashed line corresponds to the general result for the cuprates
ρs0/8 ' 4.4σdcTc, whereas, the dotted line denotes the region of the
scaling relation typically associated with Josephson coupling along
the c axis. Although the volume-average result signaled a Josephson
phase, the EMA result now lies very close to the coherent regime.
Panels a, b; c–e; and f as well as the caption of f reprinted with per-
mission from Refs. 278, 251, 261, respectively. Copyright (2011,
2012) by the American Physical Society.
the experimental data in Ref. 254 extracted a value of the
London penetration depth of ≈ 400 nm, even closer to the
muon-spin–rotation estimate. The above discussion implies
that both the normal and the superconducting properties of
the AxFe2−ySe2 superconductors are, in fact, quite close to
those of all other iron-based superconductors once the phase
separation in these materials is carefully taken into account.
The similarity of many of the properties of theAxFe2−ySe2
compounds to those of their iron-arsenide and iron-selenide
counterparts notwithstanding, there are several features of in-
terest that do distinguish this new class of materials. One of
such features is the symmetry of the superconducting order
parameter. As already mentioned above, extensive inelastic-
neutron-scattering studies carried out on the AxFe2−ySe2
(A =K, Rb, Cs) compounds revealed the existence of a reso-
nance peak below Tc ≈ 32 K at the Q-vector (0.5, 0.25, 0.5)
in the magnetic Brillouin zone (one-iron unit cell [10]) [238–
240], which requires a sign change in the superconducting or-
der parameter on the portions of the Fermi surface connected
by this Q-vector. Based on the results of angle-resolved pho-
toemission spectroscopy measurements [282] and theoreti-
cal calculations [283], the Q-vector of the neutron resonance
was found compatible with momentum transfer between two
Fermi surface of the same electronic character located at the
M point of the magnetic Brillouin zone, which led to a nat-
ural conjecture of a nodeless d-wave pairing symmetry of
the superconducting order parameter in this unfolded Bril-
louin zone [283]. However, when the transition to the real
two-iron unit cell is carried out, the Fermi surfaces hosting
superconducting order parameters of different sign overlap
and hybridize, giving rise to nodes (zeros) in the momentum-
dependent superconducting energy gap around the resulting
sheets of the Fermi surface [44]. From the same argument
it immediately follows that the small electronic sheet of the
Fermi surface observed around the Z point of the Brillouin
zone [282, 284] must, too, exhibit zeros in the supercon-
ducting energy gap in the nodal directions. This scenario
is, however, at odds with the aforementioned angle-resolved
photoemission studies, which have reported a nodeless su-
perconducting gap on all observed sheets of the Fermi sur-
face [282, 285]. A recent theoretical proposal appears to have
reconciled these disparate experimental results by demonstrat-
ing that a nodeless extended s-wave (sing-changing) pair-
ing symmetry in which the superconducting order parameter
changes its sign between the hybridized electron pockets in
the corners of the real Brillouin zone does supports a spin res-
onance at the experimentally observedQ-vector [286].
It has further been argued that the antiferromagnetic
checkerboard ground state of the semiconducting iron-
selenides has a Mott-insulator character [287]. It then appears
to be of interest how the crossover from this Mott-insulating
state to the metallic superconducting state occurs and what
interactions are responsible for it. Ref. 288 has explored theo-
retically the interplay between antiferromagnetism and super-
conductivity in the iron-vacancy–ordered configuration and
revealed a complex phase diagram with both microscopically
coexisting and phase-separated blocked-checkerboard antifer-
romagnetic and superconducting phases at different electron
doping levels. In another theoretical work it has been sug-
gested that for intermediate values of the Hund’s coupling this
crossover occurs via an orbital-selective Mott phase, in which
the iron 3dxy orbital is Mott localized, while the other 3d or-
bitals remain itinerant [289]. Intriguingly, precisely such an
orbital-selective localization has indeed bee observed exper-
imentally in both KxFe2−ySe2 and RbxFe2−ySe2 as a func-
tion of temperature [36]. This orbital selectivity seems to be
supported by the recent terahertz-transmission measurements
in superconducting RbxFe2−ySe2 [290]. The aforementioned
theoretical predictions and experimental observations together
with the prediction and observation of orbital-selective quasi-
particle mass renormalization and band shifts with respect
to the results of the density-functional theory [36–38] fur-
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ther support the importance of the Hund’s-coupling correla-
tions [291] for superconductivity in the iron-based supercon-
ductors.
Finally, a recent theoretical investigation of the interplay
between superconductivity and antiferromagnetism in phase-
separated iron selenides suggested a long-sought rationale for
maximizing the superconducting transition temperature in the
iron-based superconductors: it has identified, based on a two-
layer model, that the transition temperature in these phase-
separated materials could be suppressed by interlayer hop-
ping [292] between the superconducting and antiferromag-
netic phase at the interface and minimization of this hopping
could lead to superconducting transition temperatures on the
order of 65 K [293]. In this regard it appears remarkable that
in the class of binary iron selenides, the simplest iron-based
superconductors, a significant increase in the transition tem-
perature to ≈ 45 K with respect to that of bulk FeSe (≈ 8 K)
has been demonstrated by intercalating the iron-selenium lay-
ers with large molecular complexes [294] and to 65 K by iso-
lating a single monolayer of FeSe on a SrTiO3 substrate [295],
in which the interlayer hopping is either minimized or, in the
latter case, completely absent.
VI. CONCLUSIONS
In summary, we have reviewed the developments in the
field of high-temperature unconventional iron-based super-
conductivity since their discovery in 2006, largely through
the prism of itinerant-charge-carrier dynamics investigated by
means of optical spectroscopy. In the parent compounds, the
effect of the antiferromagnetic phase transition on the optical
conductivity has been clearly demonstrated by the observed
redistribution of the optical spectral weight from low to high
frequencies in the vicinity of the corresponding characteristic
energies (optical energy gaps) due to the modification of the
electronic structure at the phase transition. Some evidence for
the inherently dual, simultaneously itinerant and local, char-
acter of antiferromagnetism in the iron-based compounds has
been derived from the analysis of the infrared conductivity
across the transition. Detailed investigation of the tempera-
ture dependence of the infrared conductivity of various par-
ent iron pnictides has demonstrated the evolution of coupling
between the low-energy and intermediate-energy electronic
subsystems affected by the antiferromagnetic phase transi-
tion from weak in CaFe2As2 via intermediate in SrFe2As2 to
strong in BaFe2As2, systematically with the atomic number
of the intercalant. All infrared-active modes expected in the
high-temperature tetragonal phase have been observed in all
compounds along with their modification at the concomitant
structural transition, with some evidence for sizable Hund’s-
coupling correlations derived from the anomalous line shape
of some of the phonons.
The dispersion analysis of iron-based materials has re-
vealed that the overall structure of the interband absorption
bands in the optical conductivity at energies above 1 eV can
be well reproduced by standard ab initio density-functional
calculations in the local-density approximation. We have em-
phasized that the interband transitions in the iron-based com-
pounds make an unusually large contribution on the order of
60 to the zero-frequency permittivity and, therefore, must be
explicitly taken into account lest significant artifacts arise in
the analysis of the itinerant-charge-carrier response by means
of the extended-Drude theory. Likewise, the multiband char-
acter of the iron-based superconductors must be considered in
order to account for the frequency dependence of the quasipar-
ticle scattering rate and mass renormalization due to the con-
tribution of multiple bands to the optical conductivity before
other sources of this frequency dependence such as the inter-
action with bosonic excitations are involved. In the infrared
spectral range, the optical conductivity of the iron-based com-
pounds has been found to exhibit two well-discernible con-
tributions according to the regime of quasiparticle coherence
distinguished based on the strength of the quasiparticle scat-
tering rate: a broad incoherent and a narrow coherent term.
This observation is consistent with the established inherently
multiband character of the iron-based materials, with several
(up to five) sheets of the Fermi surface of both electron and
hole character contributing to the itinerant dynamics. The
general shape of the infrared conductivity both in the nor-
mal and in the antiferromagnetic state has been demonstrated
to be well-captured by dynamical-mean-field-theory theoreti-
cal calculations explicitly taking into account sizable Hund’s-
coupling correlations between quasiparticles. The occurrence
of superconductivity has been shown to correlate with the de-
gree of incoherence of the narrow contribution to the itinerant-
charge-carrier response and the latter — with the pnictogen
bond angle and electron filling, which provide a measure of
the degree of electronic correlations.
Parent compounds in the 122 class of the iron-based mate-
rials have further revealed the presence of pronounced elec-
tronic nematicity in the nominally tetragonal state above the
antiferromagnetic and structural phase transition. The corre-
sponding anisotropy, originally observed in the dc transport,
has now been reliably established by means of many different
techniques, including investigations of the optical conductiv-
ity, and traced back to the orbital anisotropy in the (stabilized
by detwinning pressure or strain) orthorhombic state and cor-
responding large nematic/orbital susceptibility in the tetrag-
onal state close to the phase transition. The existence of a
nematic instability due to spin/orbital fluctuations and their
strong coupling to the lattice demonstrate the intimate con-
nection between these three fundamental degrees of freedom
in the iron-based compounds.
In the superconducting compounds, the hallmark of super-
conductivity — the missing area in the infrared conductivity
— has been observed in all investigated materials and has been
shown to be consistent with a nodeless superconducting en-
ergy gap(s), supporting the established view of the extended
s-wave symmetry (fully gapped with a sign change between
different sheets of the Fermi surface in the Brillouin zone)
of the superconducting order parameter in most materials of
this family of superconductors. Angle-resolved photoemis-
sion measurements have revealed an unusual clustering of the
superconducting gaps into two groups with respect to their
magnitude, widely observed with other techniques, and their
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strong dependence on the orbital character of the underlying
electronic structure.
It has been demonstrated that, based on an extensive com-
parison of various conventional and unconventional high-
temperature superconductors, the iron-based materials appear
to span a wide range of the coupling regime from weak to
strong coupling. The applicability of the widely used Mattis-
Bardeen theory for the description of the optical conductivity
to the case of iron-based superconductors beyond the weak-
coupling regime has been shown to be questionable at best and
in the case of strongly coupled superconductors in the clean
limit with respect to impurity scattering — completely inade-
quate. Analysis of the optical conductivity in the framework
of the Eliashberg theory of superconductivity has shown that it
is largely consistent with pairing driven by antiferromagnetic
spin fluctuations. This premise has been strongly supported
by the observation of the inherent linear temperature depen-
dence of the dc resistivity in the coherent channel (narrow
contribution to the itinerant-charge-carrier response), associ-
ated with strong coupling to antiferromagnetic spin fluctua-
tions, as well as the recovery of the conventional Fermi-liquid
T 2 dependence upon the application of a spin-stabilizing mag-
netic field. In some but not all iron-based superconductors a
quantum critical point and the associated finite-temperature
quantum-critical regime have been identified. The relation
of quantum-critical fluctuations to superconducting pairing,
however, remains unclear.
Intriguingly, the changes in the optical conductivity in-
duced by both the antiferromagnetic and superconducting
phase transition have been shown to affect energies much
higher than the characteristic energies of either, most pro-
nouncedly superconducting, phase. This effect can be ex-
plained quite naturally by a population redistribution be-
tween different electronic bands due to a band/orbital-specific
shift of the chemical potential in the symmetry broken state,
an effect that up to now has not been accounted for self-
consistently by any of the widely employed theories of su-
perconductivity.
The recently discovered addition to the family of iron-based
superconductors, iron-selenide materials of nominally 122
type, have been found to exhibit quite high superconducting
transition temperatures of 32 K simultaneously with excep-
tionally strong antiferromagnetism with Ne´el temperatures of
about 550 K. This peculiar coexistence has been demonstrated
to occur in the form of unusual nanoscale phase separation be-
tween the superconducting and antiferromagnetic phase in the
out-of-plane direction. The transport properties of these ma-
terials show a clear temperature-induced semiconductor-metal
crossover, likely attributable to the observed orbital-selective
Mott transition, at which one of the electronic orbitals gets lo-
calized while the rest remain itinerant. The latter observation
further emphasizes the aforementioned importance of orbital
physics for the electronic properties of the iron-based materi-
als and superconductivity therein.
While several important questions in the physics of the
iron-based superconductors remain open, such as the symme-
try of the superconducting order parameter and the precise
pairing mechanism, it is clear that a synergistic considera-
tion of their multiband electronic structure, the dual, itinerant
and local, character of antiferromagnetism in the parent com-
pounds, as well as the complex intimate interplay between the
spin, orbital, and lattice degrees of freedom is key to a com-
plete understanding of these fascinating materials.
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