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Abstract
We prove that a complete embedded maximal surface in L3 with a finite number of sin-
gularities is an entire maximal graph with conelike singularities over any spacelike plane, and
so, it is asymptotic to a spacelike plane or a half catenoid.
We show that the moduli space Gn of entire maximal graphs over {x3 = 0} in L
3 with
n+ 1 ≥ 2 singular points and vertical limit normal vector at infinity is a 3n+ 4-dimensional
differentiable manifold. The convergence in Gn means the one of conformal structures and
Weierstrass data, and it is equivalent to the uniform convergence of graphs on compact subsets
of {x3 = 0}. Moreover, the position of the singular points in R
3 and the logarithmic growth
at infinity can be used as global analytical coordinates with the same underlying topology.
We also introduce the moduli space Mn of marked graphs with n + 1 singular points (a
mark in a graph is an ordering of its singularities), which is a (n+ 1)-sheeted covering of Gn.
We prove that identifying marked graphs differing by translations, rotations about a vertical
axis, homotheties or symmetries about a horizontal plane, the corresponding quotient space
Mˆn is an analytic manifold of dimension 3n−1. This manifold can be identified with a spinorial
bundle Sn associated to the moduli space of Weierstrass data of graphs in Gn.
1 Introduction
A maximal hypersurface in a Lorentzian manifold is a spacelike hypersurface with zero mean cur-
vature. Besides of their mathematical interest these hypersurfaces and more generally those having
constant mean curvature have a significant importance in classical Relativity. More information on
this aspect can be found for instance in [17]. When the ambient space is the Minkowski space Ln+1,
one of the most important results is the proof of a Bernstein-type theorem for maximal hypersur-
faces in Ln+1. Calabi [2] (n = 2, 3), and Cheng and Yau [3] (for any n) have proved that a complete
maximal hypersurface in Ln+1 is necessarily a spacelike hyperplane. It is therefore meaningless
to consider global problems on maximal and everywhere regular hypersurfaces in Ln+1. Problems
of interest should deal with hypersurfaces having non empty boundary or having a certain type
of singularities. For instance, Bartnik and Simon [1], have obtained results on the existence and
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regularity of (spacelike) solutions to the boundary value problem for the mean curvature operator
in Ln+1. Klyachin and Miklyukov [11] have given results on the existence of solutions, with a finite
number of isolated singularities, to the maximal hypersurface equation in Ln+1 with prescribed
boundary conditions.
More recently Klyachin [10] has studied the existence, uniqueness and asymptotic behavior of
entire maximal graphs in Ln+1 with prescribed flux vector at infinity and compact singular set. A
spacelike surface in L3 is said to be an entire graph if its orthogonal projection over any spacelike
plane is a homeomorphism. In particular, he proves that an entire maximal graph in L3 with a
finite set of singularities is asymptotic to a half catenoid or a plane, and it is uniquely determined
by the flux vector at infinity and the values on the singular points.
From a different point of view, Umehara and Yamada [23] have proved some results about the
global behavior of maximal immersed surfaces in L3 with analytical curves of singularities. They
introduce the concept of complete maxfaces and prove an Osserman type inequality for this family
of surfaces. Complete embedded maximal surfaces with isolated singularities can be reflected
analytically about singular points, leading to complete maxfaces in the sense of [23].
Maximal surfaces in L3 share some properties with minimal surfaces in the Euclidean space
R3. Both families arise as solutions of variational problems: local maxima (minima) for the area
functional in the Lorentzian (Euclidean) case. Like minimal surfaces in R3, the Gauss map is
conformal and they admit a Weierstrass representation in terms of meromorphic data (cf.[13]).
For several reasons, isolated singularities of maximal surfaces in L3 are specially interesting.
If the surface is embedded around the singularity, it is locally a graph and the singular point is
said to be of conelike type. Conelike singularities correspond to points where the Gauss curvature
blows up, the Gauss map has no well defined limit and the surface is asymptotic to a half light
cone (we refer to Ecker [4], Kobayashi [13] and Klyachin and Miklyukov [12] for a good setting).
Figure 1: The Lorentzian catenoid and a Riemann type example.
The simplest example of this phenomenon is the Lorentzian half catenoid which is the only
entire maximal graph over spacelike planes with an isolated singularity ( cf. [4], and see [13] for a
previous characterization). New examples of Riemann’s type were discovered more recently [16].
They form a one parameter family of entire maximal graphs over spacelike planes asymptotic to
a plane at infinity and having two isolated singularities. Moreover, they are characterized by the
property of being foliated by complete circles, straight lines or singular points in parallel spacelike
planes, besides the catenoid. In Section 2.2 we show explicit examples of entire maximal graphs
with an arbitrary number of singular points.
A maximal surface in L3 reflects about conelike points to its mirror, and its Weierstrass data
extend by Schwarz reflection to the double. Following Osserman [18], this fact establishes an
important connection between the theory of complete embedded maximal surfaces in L3 with a
finite number of singularities and classical algebraic geometry. Therefore, moduli problems arise
in a natural way.
This paper is devoted to exploit this idea. We first observe that a complete embedded max-
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imal surface with a finite number of singularities is an entire maximal graph over any spacelike
plane with conelike singularities, and so it is asymptotic to a catenoid or a spacelike plane. The
corresponding moduli space has a structure of a finite dimensional real analytic manifold and we
compute its dimension. The underlying topological structure correspond to the convergence of con-
formal structures and Weierstrass data, and it is equivalent to the uniform convergence of graphs
on compact subsets.
Finite dimensional smoothness results for the moduli spaces of other noncompact geometric
objects have been obtained in the past few years. Important contributions are due to Perez
and Ros [19] in the case of non degenerate properly embedded minimal surfaces with finite total
curvature and fixed topology in R3, and to Kusner, Mazzeo and Pollack [15] in the case of properly
embedded non minimal constant mean curvature surfaces in R3 with finite topology. We use
different techniques to obtain our result. The approach of these authors is analytic while ours
takes advantage of the Weierstrass representation and relies more on algebraic geometry tools
(more precisely compact Riemann surface theory).
Figure 2: Two graphs of catenoidal and planar type with two and three singularities, respectively.
Our paper is organized as follows:
Section 2 is devoted to some preliminary results. We review the local behavior of maximal
surfaces around isolated singularities and the global geometry of complete embedded maximal
surfaces with a finite number of singular points, stating these results in terms of the Weierstrass
data. In particular, we show that a complete embedded maximal surface with a finite number of
singularities is an entire graph, has finite conformal type and its Weierstrass data extend mero-
morphically, in a controlled way, to its unique end. Moreover we characterize these surfaces in
terms of meromorphic data on compact Riemann surfaces admitting a mirror involution, and use
this result to construct examples with n+ 1 conical singularities for any n ≥ 1. Finally, we prove
the following characterization of the Lorentzian catenoid:
The catenoid is the unique entire maximal graph with downward pointing conelike sin-
gularities and vertical flux at the singularities.
In Section 3, we define some natural bundles on the moduli space Tn of marked unbounded
planar circular domains with n + 1 boundary components (the mark refers to an ordering of the
boundary circles). We introduce a spinorial bundle Sn associated to the moduli space of Weierstrass
data of surfaces in the space of graphs with n + 1 conelike singularities (see Definiton 4.1), and
make the fundamental analysis. In Section 4 we prove the main results of the paper:
The space Mn of marked entire maximal graphs over {x3 = 0} (the mark is an ordering
of the set of singularities) with vertical limit normal vector at infinity and n + 1 ≥ 2
conelike singularities in L3 is a real manifold of dimension 3n+ 4. The convergence in
Mn means the one of marked conformal structures in Tn and Weierstrass data. The
ordered sequence of points in the mark and the logarithmic growth at infinity provide
global analytical coordinates with the same underlying topology. This space is a (n+1)!-
sheeted covering of the space Gn of (non marked) entire maximal graphs over {x3 = 0}
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with vertical limit normal vector at the end and n + 1 conelike singularities. The un-
derlying topology of Gn is equivalent to the uniform convergence of graphs on compact
subsets of {x3 = 0}. Moreover, identifying marked entire maximal graphs differing by
translations, rotations about a vertical axis, homotheties or symmetries about a hori-
zontal plane preserving the marks, the quotient space Mˆn is an analytic manifold of
dimension 3n− 1 diffeomorphic to the spinorial bundle Sn.
Acknowledgments: We would like to thanks to Antonio Ros for helpful conversations during the
preparation of this work. We are also indebted to Michael Wolf for some useful comments. This paper was
carried out during the third author’s visit at the Departamento de Geometr´ıa y Topolog´ıa de la Universidad
de Granada (Spain), in February-April, 2003. The third author is grateful to the people at the department
for their hospitality.
2 Notations and Preliminary results
Throughout this paper, L3 will denote the three dimensional Lorentz-Minkowski space (R3, 〈, 〉),
where 〈, 〉 = dx21 + dx
2
2 − dx
2
3. We say that a vector v ∈ R
3 − {0} is spacelike, timelike or lightlike
if 〈v,v〉 is positive, negative or zero, respectively. The vector 0 is spacelike by definition. A plane
in L3 is spacelike, timelike or lightlike if the induced metric is Riemannian, non degenerate and
indefinite or degenerate, respectively. Throughout this paper, C denotes the extended complex
plane C ∪ {∞}. We denote by H2 = {(x1, x2, x3) ∈ R3 : x21 + x
2
2 − x
2
3 = −1} the hyperbolic
sphere in L3 of constant intrinsic curvature −1. Note that H2 has two connected components, one
on which x3 ≥ 1 and one on which x3 ≤ −1. The stereographic projection σ for H2 is defined as
follows:
σ : C− {|z| = 1} −→ H2 ; z →
(
2Im(z)
|z|2 − 1
,
2Re(z)
|z|2 − 1
,
|z|2 + 1
|z|2 − 1
)
,
where σ(∞) = (0, 0, 1).
An immersion X : M −→ L3 is spacelike if the tangent plane at any point is spacelike. The
Gauss map N of X (locally well defined) assigns to each point ofM a point of H2. If X is spacelike,
N is globally well defined (that is to say, M is orientable) and N(M) lies in one of the components
of H2. A maximal immersion X :M −→ L3 is a spacelike immersion such that its mean curvature
vanishes. Using isothermal parameters compatible with a fixed orientation N :M → H2, M has in
a natural way a conformal structure, and the map g
def
= σ−1 ◦N is meromorphic. Moreover, there
exists a holomorphic 1-form φ3 on M such that the 1-forms φ1 =
i
2φ3(
1
g − g), φ2 = −
1
2φ3(
1
g + g)
are holomorphic, and together with φ3, have no real periods on M and no common zeroes. Up to
a translation, the immersion is given by
X = Re
∫
(φ1, φ2, φ3).
The induced Riemannian metric ds2 onM is given by ds2 = |φ1|2+|φ2|2−|φ3|2 =
(
|φ3|
2 (
1
|g| − |g|)
)2
.
Since M is spacelike, then |g| 6= 1 on M.
Remark 2.1 For convenience, we also deal with surfaces M having ∂(M) 6= ∅, and in this case,
we always suppose that φ3 and g extend analitically beyond ∂M.
Conversely, let M, g and φ3 be a Riemann surface with possibly non empty boundary, a meromor-
phic map onM and an holomorphic 1-form φ3 onM, such that |g(P )| 6= 1, ∀P ∈M, and the 1-forms
φj , j = 1, 2, 3 defined as above are holomorphic, have no real periods and have no common zeroes.
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Then the conformal immersion X = Re
∫
(φ1, φ2, φ3) is maximal, and its Gauss map is σ ◦ g. We
call (M,φ1, φ2, φ3) (or simply (M, g, φ3)) the Weierstrass representation of X . For more details see,
for instance, [13]. If we allow AX := {p ∈M : |g(P )| = 1} ∪ {P ∈M :
∑3
j=1 |φj |
2(P ) = 0} 6= ∅,
we say that X :M → L3 has singularities, and that AX ( resp., X(AX)) is the set of singularities
of X (resp., X(M)). Observe that ds2|AX = 0, and in particular, the map X is not an immersion
at the singular set AX . A maximal immersion X : M → L3 with a compact set of singularities
AX ⊂M is said to be complete if any divergent path in M has infinite length.
Remark 2.2 The transformation (M,Φ1,Φ2,Φ3) → (M, iΦ1, iΦ2,Φ3) converts Weierstrass data
of maximal surfaces in L3 into Weierstrass data of minimal surfaces in R3, and vice versa, provided
that the period problem is solved in each case. For more details about minimal surfaces, see [18].
2.1 Behaviour of maximal surfaces around isolated singularities.
In this subsection we study some basic properties of maximal surfaces around isolated singularities.
Our analysis includes the general immersed case, emphasizing the topological behaviour of singular
points.
Let X : D → L3 be a continuous map defined on an open disk D, q a point in D, and suppose
X is a maximal immersion on D − {q}. Let z be a conformal parameter on D − {q} associated to
the metric ds2 induced by X, and write ds2 = h(z)|dz|2, where h(z) > 0 for any z ∈ z(D − {q}).
By definition, q is an (isolated) singularity of X if for any sequence {qn} ⊂ D − {q} tending to q,
the limit limn→∞ h(z(qn)) vanishes. In this case, we say that X(D) is a maximal surface with a
singularity at X(q).
There are two kinds of isolated singularities: branch points and special singularities. In case
D − {q} endowed with the induced complex structure is conformally a once punctured disc, then
q (respectively, X(q)) is said to be a branch point of X (respectively, of X(D)). This means that,
although the metric degenerates at q, the Weierstrass data (g, φ3) of X, and so the Gauss map,
extend meromorphically to q, see for instance [5]. In this case, φ1, φ2 and φ3 vanish at q (that is
to say, AX = {q}) and X is not an embedding around the singularity (see Remark 2.3). The local
behavior at the singularity is similar to the case of minimal surfaces in R3 (see [18]) ).
To avoid false branch points or trivial coverings without geometrical significance, we always
assume that the set of self intersections of X is either empty or a one dimensional analytic variety.
In other words, we suppose that the immersion can not be factorized by a nontrivial covering.
Suppose now that D − {q} is conformal to an annulus {z ∈ C : 0 < r < |z| < 1}. In this
case X extends continously to C0 = {z ∈ C : 0 < r < |z| ≤ 1}, with X({|z| = 1}) = X(q). If
J(z) = 1/z denotes the inversion about {|z| = 1}, then by Schwarz reflectionX extends analytically
to C = {z ∈ C : r < |z| < 1/r} and satisfies X ◦ J = −X + 2P0, where P0 = X(q). Labelling
(g, φ3) as the Weierstrass representation of the extended immersion, it follows straightforwardly
that J∗(φk) = −φk, k = 1, 2, 3, and therefore that g ◦ J = 1/g on C. In particular |g| = 1 on
{|z| = 1}, that is to say, AX = {|z| = 1}. Moreover, observe that dg 6= 0 on {|z| = 1}. Indeed, the
critical points of g on the set |g|−1(1) correspond to the cross points of the nodal set of the harmonic
function log |g|, but there are no nodal curves of this function in C0 − {|z| = 1} since the surface
is spacelike on this domain. In this case, the Gauss map of X has no well defined limit at q, and q
(respectively, P0) is said to be an special singularity of the immersion X (respectively, of X(D)).
As we will see during the proof of the following lemma, the local behavior at an special singularity
is determined by two integers, namely the degree m of the map g : {|z| = 1} → {|z| = 1}, which
we will call the degree of g at the singularity, and the number n of zeros of φ3 on {|z| = 1}, to
which we will refer as the vanishing order at the singularity. It is interesting to notice that the
vanishing order n is always even. Indeed, the zeros of φ3 on {|z| = 1} are the critical points of the
harmonic function x3 on this set and therefore correspond to the cross points of the nodal set of
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this function on {|z| = 1} (up to translation, we are assuming that P0 coincides with the origin).
Furthermore, recall that the multiplicity of a point z0 as zero of φ3 is equal to the number of nodal
curves meeting at z0 minus one. By the maximum principle there are no domains in C0 bounded
by nodal curves, and x3 changes sign when crossing a nodal curve. These facts show that there is
an even number of nodal curves crossing the circle {|z| = 1}, i.e., n = 2k. Examples of maximal
discs with an special singularity are given by the following Weierstrass data on C0 :
g = zm, φ3 = i
(z2k − 1)
zk+1
dz,
m ≥ 1, k ≥ 1. Call X : C0 → L
3 the associated conformal immersion and Dm,k = X(C0). When
k = 0, we take g = zm, φ3 =
dz
z and define Dm ≡ Dm,k as above.
For instance, in the later case, m = 1 corresponds to the Lorentzian catenoid. The asymptotic
behavior of maximal surfaces around special singular points with vanishing number n = 0 has been
extensively studied in [12]. In the following lemma we fix attention on some topological properties
of general isolated singularities, and express them in terms of the Weierstrass representation.
In the case of embedded singularities, we emphasize that the degree of g and the vanishing
order at the singularity satisfy: m = 1, k = 0. We also include, just for completeness, a brief
reference to the asymptotic behavior of embedded singularities (conelike singularities), although a
more extensive study of these analytical properties can be found in [13], [4] and [12].
Lemma 2.1 (local structure of special singularities) Let X : D → L3 be a maximal immer-
sion defined on an open disk D, and suppose that X has an special singularity at q ∈ D. Let X :
{0 < r < |z| ≤ 1} → L3 be a conformal reparameterization of X with P0 := X(q) = X({|z| = 1})
the singular point. As above denote by m and 2k the degree of g and the vanishing order at the
singularity, respectively. Let Π be a spacelike plane containing P0 and label π : L
3 → Π as the
Lorentzian orthogonal projection. Then, there exists a small closed disc U in Π centered at P0 such
that (π ◦X) : V − {|z| = 1} → U − {P0} is a covering of m+ k sheets, where V is the connected
component of (π ◦ X)−1(U) containing {|z| = 1}. In particular, there exists r0 ∈ [r, 1[ such that
X : {0 < r0 < |z| < 1} → L3 is an embedding if and only if g is injective on {|z| = 1} and
φ3(z) 6= 0, |z| = 1, (that is to say, m = 1, k = 0). In this case, X({0 < r0 < |z| ≤ 1}) is a graph
over Π contained in one of the halfspaces determined by this plane and asymptotic to the light cone
at the singularity. The point P0 is then said to be a conelike singularity.
Figure 3: A conelike singularity.
Proof : Up to an ambient isometry we can assume that Π = {x3 = 0} and P0 coincides with
the origin. In the sequel, we put D = X({0 < r < |z| ≤ 1}). Write g(z) = w(z)m in a small
neighborhood of {|z| = 1}, where w(z) is holomorphic. Taking w as a new parameter, g(w) =
wm and φ3(w) are well defined in a open annulus C1 in the w-plane containing {|w| = 1}. Fix
C2 = {0 < r1 < |w| < 1/r1} ⊂ C1, r1 small enough and put C3 = {0 < r1 < |w| < 1}. If k 6= 0,
6
label a1, . . . , a2k as the zeros of φ3 on {|w| = 1}, where each zero appears as many times as its
multiplicity. Then, we can write
φ3(w) = i
∏2k
j=1(w − aj)
wk+1
f(w)dw,
for a suitable non-vanishing holomorphic function f(w). For k = 0 we simply write: φ3(w) =
f(w)
w dw.
Claim: There exists a small closed disc U in {x3 = 0} centered at the origin such that
the connected component V of (π ◦ X)−1(U) containing {|w| = 1} satisfies X(∂V −
{|w| = 1}) ⊂ π−1(∂U).
Indeed, assume by contradiction that there exists a positive sequence {sh} → 0 such that, for
each h, X(∂Vh) is not contained in π
−1(∂Uh), where Uh is the disc of radius sh centered at the
origin in {x3 = 0} and Vh is the connected component of X−1(D∩π−1(Uh)) containing {|w| = 1}.
Then, Vh is a connected domain containing {|w| = 1} and a piece of {|w| = r1} in its boundary.
Then, the set X−1(D ∩ {(0, 0, x) : x ∈ R}) contains a curve joining the two components of ∂C3.
This contradicts that X is spacelike in C3 − {|w| = 1} and proves the claim.
Let us now show that π ◦X : V − (π ◦X)−1(0)→ U −{0} is a finite covering. As X is spacelike
on C3 − {|w| = 1}, then π ◦X is a local diffeomorphism on this set. Moreover, since (π ◦X)(∂V )
is contained in ∂U, it follows that π ◦X : V − (π ◦X)−1(0)→ U − {0} is a local diffeomorphism.
As (π ◦ X)−1(0) ∩ V is compact, it is clear that π ◦ X : V − (π ◦ X)−1(0) → U − {0} is proper
and so we infer that π ◦X : V − (π ◦X)−1(0) → U − {0} is a finite covering. Since U − {0} is a
cylinder, we deduce that V − (π ◦X)−1(0) is a cylinder too and (π ◦X)−1(0) ∩ V = {|w| = 1}.
Now observe that, by elementary topology, the number of sheets of the covering π ◦X : V −
(π ◦ X)−1(0) → U − {0} is equal to the winding number around the origin of the planar curve
(π ◦X)(w(θ)), where w : θ ∈ [0, 1]→ ∂V is a parameterization of the loop γ := ∂V − {|w| = 1|}.
Since π ◦X(γ) is the round circle ∂U, this winding number coincides, up to dividing by 2π, with
the variation of the argument of the complex function θ → ddθ (π ◦X)(w(θ)). We have:
∂
∂θ
(x1 + ix2)(X(w(θ)) = −i
F (w)w′
2wm
(
1 +
F (w)w′
F (w)w′
|w|2m
)
(θ),
where F (w) = i
∏
2k
j=1
(w−aj)
wk+1 f(w) if k ≥ 1 and F (w) =
f(w)
w if k = 0. Since |w(θ)| < 1, it follows that
Real
(
1 + F (w)w
′
F (w)w′
|w|2m
)
(θ) > 0, and Real( waj − 1)(θ) < 0, j = 1, . . . , 2k. Moreover, as J
∗(φ3) =
−φ3, then f(1/w) = −(Π
2k
j=1aj)f(w) for k ≥ 1 and f(1/w) = f(w) if k = 0. Therefore the
argument of f is constant on {|w| = 1|}. Since in addition f is holomorphic and non-vanishing in
C3, we infer that the variation of its argument is also zero on ∂V. It follows that the variation of
the angle under consideration on [0, 1] is equal to m+ k. This proves the first part of the lemma.
For the second one, note that X : V − (π ◦ X)−1(0) → L3 is an embedding if and only if the
continuous map x3 separates the fibers of the covering π ◦X : V − (π ◦X)−1(0)→ U − {0}. This
is equivalent to saying that this covering is a homeomorphism, that is to say, m = 1 and k = 0.
Therefore, D is a graph over {x3 = 0} locally around the singular point. Since k = 0, we know
that there are no interior zeros of x3 in C3 close to {|w| = 1|}, and so D lies above or below Π.
Recall that (g, φ3) = (w, f(w)dw/w), where f(w) is real and non vanishing on {|w| = 1}. Writing
the immersion in polar coordinates w = reiθ, it is straightforward to check that:
2X(reiθ) = Real
∫ r
1
f(seiθ)
s
(
i(
e−iθ
s
− seiθ),−(
e−iθ
s
+ seIθ), 2
)
.
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An elementary computation gives:
lim
r→1
||
X(reiθ)
x3(X(reiθ))
− (sin(θ),− cos(θ), 1)||1 = 0,
where || · ||1 is the C1 norm in C1([0, 2π],R3), which proves that D is asymptotic to the half light
cone at the singularity. This concludes the proof. ✷
Remark 2.3 (local structure of branch points) Let X : {|z| ≤ 1} → L3 be a conformal max-
imal immersion branched at the origin, and call (g, φ3) its Weierstrass data. Up to a Lorentzian
isometry we can suppose |g| < 1 and φ3g = z
kh(z)dz, where k ≥ 1 and h(0) 6= 0. With the same
notations as in Lemma 2.1, the map π ◦ X is a covering of degree k + 1 branched at the origin.
In particular X is never an embedding. The proof of this fact uses the same arguments as in the
previous lemma.
2.2 Global behavior of complete embedded maximal surfaces with iso-
lated singularities
Let M be a differentiable surface without boundary, X : M → L3 a continuous map and F =
{q1, . . . , qn} ⊂M a finite set. We say that X is a complete maximal immersion with singularities
at the points q1, . . . , qn, if X : M − F → L3 is a maximal immersion, the points q1, . . . , qn, are
isolated singularities of X, and every divergent curve in M has infinite length for the induced
(singular) metric.
Proposition 2.1 Let X : M → L3 be a maximal immersion with a finite set of singularities F,
and let Π be any spacelike plane in L3. Then the following statements are equivalent:
1. X is an embedding and complete,
2. X is complete and all its singularities are of conelike type,
3. X(M) is an entire graph over Π.
In this case, if C denotes a closed disc in M containing F, then M−
◦
C is conformally equivalent
to a compact Riemann surface (with non empty boundary) minus an interior point which we call
the end of M. Moreover, the Weierstrass data (g, φ3) of X extend meromorphically to the end of
M, and so, the Gauss map and the tangent plane are well defined at the end.
Proof : Label π : L3 → Π as the Lorentzian orthogonal projection over Π. Up to an ambient
isometry, we can assume that Π = {x3 = 0}. To check that (1) implies (2) just see Lemma 2.1
and Remark 2.3. Suppose X is complete and its singularities are of conelike type. Since X is
spacelike out of the singular points, then π ◦ X : M − F → {x3 = 0} is a local diffeomorphism.
Call ds2 the metric induced on M by X and ds20 the Euclidean metric on {x3 = 0}. Then ds
2 ≤
(π ◦X)∗(ds20) outside the singularities. By Lemma 2.1 and the completeness of X, the map π ◦X
has the path-lifting property. Hence π ◦X is an unbranched covering of the plane, and therefore,
a homeomorphism. This proves that (2) implies (3).
Assume now that X(M) is a graph over Π, then it is clear that X is an embedding. By
Lemma 2.1 and Remark 2.3 it is straightforward that the singularities of X are of conelike type.
Without loss of generality we assume that |g| < 1 on M − F, because X |M−F is spacelike. On
the other hand, observe that (π ◦ X)∗(ds20) ≤ ds
2
1 ≤ |
φ3
g |
2, where ds21 = |φ1|
2 + |φ2|2 + |φ3|2 =
1
4 |φ3|
2(|g|+ 1/|g|)2. Thus, the flat metric |φ3g |
2 is complete, and so it follows from classical results
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of Huber [8] and Osserman [18] that M−
◦
C is conformally a once punctured compact Riemann
surface with compact boundary, φ3/g has poles at the puncture and g extends holomorphically
to the puncture. Consequently, |g| < 1 − ǫ on M−
◦
C for some ǫ > 0. Therefore, on M−
◦
C, the
induced metric ds2 = 14 |φ3|
2(|g| − 1/|g|)2 ≥ ǫ
2
4 |
φ3
g |
2 and so it is complete. ✷
Following Osserman [18], the previous proposition shows that any complete and embedded
maximal surface with a finite set of singularities has finite total curvature outside any neighborhood
of the singularities.
In the sequel and for the sake of brevity we write CMF to refer to a complete maximal
immersion (surface, graph,. . .) with a finite set of special singularities.
Remark 2.4 We emphasize here that there exist entire spacelike graphs over {x3 = 0} in L3 which
are not complete for the induced metric. The previous proposition asserts that, in the maximal case,
an entire graph is always complete.
The next lemma describes the asymptotic behaviour of a CMF graph. The proof follows from some
well known classic results by Osserman [18], Jorge and Meeks [9] and R. Schoen [22] for minimal
surfaces. A different approach in the Lorentzian setting can be found in [10]. We omit the proof.
Lemma 2.2 Let X : M → L3 be a maximal embedding with a finite set F of singularities and
vertical limit normal vector at the end, and label (g, φ3) its Weierstrass representation.
Then, Max{O∞(φk), k = 1, 2, 3} = 2, where O∞(φk) is the pole order of φk at the end, k =
1, 2, 3.
Moreover, if we write G := X(M) = {u(x1, x2) : (x1, x2) ∈ R2} as an entire graph over
{x3 = 0}, then:
u(x1, x2) = c log |(x1, x2)|+ b+
a1x1 + a2x2
|(x1, x2)|2
+O(|(x1, x2)|
−2),
for suitable constants c, b, a1 and a2.
Take an arbitrary complete embedded maximal surface with a finite set of singularities, and up to
a Lorentzian isometry, suppose that the limit normal vector at its unique end is vertical. From
Lemma 2.2, the surface is an entire graph u(x1, x2) over {x3 = 0} which is asymptotic either to
a vertical half catenoid (catenoidal end) or to a horizontal plane (planar end). The asymptotic
behavior of the surface is controlled by the real constant c appearing in Lemma 2.2, called the
logarithmic growth of the end (or of the surface). Note that c = 0 (respectively, c 6= 0) if and only
if the end is of planar type (respectively, of catenoidal type).
Let X :M → L3 be a maximal surface with a finite set F of singularities, and fix an orientation
on M.
Definition 2.1 (Flux and torque of closed curves) Let γ(s) : [0, L]→M −F be an oriented
closed curve parameterized by arclength. Denote by ν the unit conormal to the curve such that
(ν, γ′) is positively oriented with respect to the orientation of M. The flux of X along γ is defined
by:
F (γ) =
∫
γ
ν(s)ds,
and the torque of X along γ is defined by:
T (γ) =
∫
γ
X(γ(s)) ∧ ν(s)ds,
where ∧ refers to the Lorentzian exterior product.
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Since X is harmonic, it follows from Stokes theorem that F (γ) depends only on the homology class
of γ onM−F. Also, observe that since the immersion is maximal then the divergence of the vector
valued 1-form defined on M by: αp(v) = X(p) ∧∗ dXp(v), where p ∈ M and v ∈ TpM, is zero.
Therefore the torque depends only on the homology class in M − F of the curve. However, note
that the torque depends on the choice of the origin in L3.
Suppose now that X : M → L3 defines a CMF graph with vertical limit normal vector at the
end, and call {q1, . . . , qn} ⊂M its singularities. Up to an ambient isometry we can assume that the
end is asymptotic either to a vertical upward half-catenoid or to a horizontal plane. Henceforth,
we will orient X so that the normal at the end point downwards, that is to say the Gauss mapping
satisfies |g| < 1. Consider a compact domain Ω ⊂M −F such that ∂Ω = γ∞∪γ1∪ . . .∪γn with γi
being the boundary of a closed disc in M containing qi in its interior and no other singularity and
γ∞ the boundary of a closed disc containing all the singularities in its interior. The orientation
on Ω induces an orientation on these curves in the usual way, that is to say, (νi, γ
′
i) is positively
oriented where νi is the exterior unit conormal to γi. Call F∞ and Fi (resp., T∞ and Ti) the flux
(resp., torque) of X along these oriented curves γ∞ and γi, respectively, i = 1, . . . , n. Note that
F∞ = 0 for planar ends, and F∞ = 2π(0, 0, c) for a catenoidal end with logarithmic growth c.
Moreover, if we take a sequence of closed curves {γki }k∈N in the same homology class of γi tending,
as k → ∞, to the singularity qi, it is not hard to check that the conormal directions along this
curves go to the same component of the light cone. Therefore, it is easy to check that the flux Fi
at qi is a timelike vector, i = 1, . . . , n.
The geometrical interpretation of Ti and T∞ is similar to the one in the case of minimal surfaces.
For instance, it is not difficult to prove that Ti = X(qi) ∧ Fi, for any i. Moreover, if the end is of
catenoidal type, then T∞ = P∞ ∧ F∞, where P∞ is any point on the axis of the catenoidal end.
If the end is planar and not of Riemann type, T∞ = 0, and in the case of planar ends of Riemann
type, T∞ is a horizontal vector contained in the asymptotic line of the end. We omit the proof of all
these details and refer to [20] and [14] for the analogous results in the theory of minimal surfaces.
These references are also of interest when we deal with the following equilibrium relations:
Proposition 2.2 With the above notations:
(1) F∞ +
∑n
i=1 Fi = 0,
(2) T∞ +
∑n
i=1 Ti = 0.
Proof : (1) follows from harmonicity of X and Stokes theorem. To prove (2), take into account
the maximality and apply the divergence theorem to the vector valued 1-form defined on M :
αp(v) = X(p) ∧∗ dXp(v), p ∈M, v ∈ TpM. ✷
Formula (1) gives the following:
Corollary 2.1 There does not exist any CMF embedded surface having a planar end and all the
singularities pointing upwards (reps. downwards). Likewise there is no CMF embedded surface
having an upward (downward) vertical catenoidal end and all the singularities pointing upward
(resp. downward).
We can now give the following characterization of the Lorentzian catenoid.
Theorem 2.1 The Lorentzian half catenoid is the only CMF embedded surface having downward
pointing singularities all with vertical flux.
Proof : Denote by X :M → L3 such an immersion, q1, . . . , qn ∈M its singularities. From Proposi-
tion 2.2 and Corollary 2.1, and up to a ambient isometry, the end of X must be a vertical upward
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half catenoid. Conformally we can put M − {q1, . . . , qn} = Σ − (∂Σ ∪ {q∞}), where Σ is a com-
pact planar domain with analytic boundary, and q∞ is an interior point of Σ (which corresponds
to the end). It is clear that ∂Σ consists of n analytic circles a1, . . . , an which correspond to the
singularities. Label (g, φ3) as the Weierstrass data of X : Σ − {q∞} → L3 and observe that
the hypothesis imply that φ1 and φ2 are exact. It follows that the conformal minimal immersion
Y : Σ−{q∞} → R3 given by Y = Real
∫
(iφ1, iφ2, φ3) is well defined. Since along ai the Gauss map
is horizontal and injective and x3 ◦Y is constant, then the curve Y (ai) is a convex planar geodesic,
for any i. Furthermore the end of the immersion Y is an upward vertical catenoidal end. Call Di
the planar closed disc bounded by Y (ai) and consider the topological surface S obtained by at-
taching Di to Σ (we identify any point in ai and its image under Y in Y (ai) ⊂ Di). Let us consider
the continuous map Z : S → R3 given by Z|Σ = Y and Z|Di = id, for any i. If π : R
3 → {x3 = 0}
denotes the orthogonal projection, it is not hard to see that π ◦ Z : S → {x3 = 0} is a local
homeomorphism (recall that, without loss of generality, we can assume that |g| < 1 on Σ − ∂Σ).
Moreover since the end of Y is a vertical catenoid, π◦Z is proper. Thus π◦Z is a homeomorphism.
In particular Y (Σ) is a graph over {x3 = 0}.
Then, Y : Σ → R3 is a minimal embedding with a vertical upward catenoidal end, Y (∂Σ)
consisting of a finite set of horizontal planar convex geodesics with vertical downward fluxes.
Under these assumptions, Ros [21] has proved that Y (Σ) is necessarily a half catenoid. ✷
2.3 Existence and Uniqueness of CMF graphs with any number of sin-
gularities
Although we have stated it only in the three dimensional case, the following existence and unique-
ness result is also valid for maximal graphs in Ln+1.
Theorem 2.2 (Klyachin [10]) Let h(x) be a function defined on a compact set K ⊂ {x3 = 0},
Int(K) = ∅, and satisfying the inequality |h(x) − h(y)| < |x − y| for all x, y ∈ K, x 6= y. Then,
for every timelike vector v there exists a unique solution u ∈ C2(R2 −K) ∩C(R2) to the maximal
graph equation such that u|K = h and F∞ = v, where as above F∞ is the flux at the end.
If G = {(x, u(x))x ∈ R2} is an entire maximal graph with a finite number of singularities, it is
not hard to check that
|u(x)− u(y)| < |x− y|, for all x, y ∈ R2, x 6= y.
Therefore, the previous theorem implies that any CMF graph G with vertical limit normal vector
at infinity is uniquely determined by the position of its singular points and its logarithmic growth
at infinity.
Remark 2.5 As a consequence of the previous theorem, the group of ambient isometries preserving
an embedded CMF surface coincides with:
• the group of ambient isometries leaving the set of its singularities invariant and preserving a
halfspace containing the surface in case the surface has a catenoidal end,
• the group of ambient isometries leaving the set of its singularities invariant in case the surface
has a planar end.
Notice that the existente result in [10] is very general but implicit. In particular, one can not control
whether the isolated singular points are upward pointing, downward pointing or regular. Theorem
2.3 below gives an explicit method for constructing CMF graphs which allows us to control the
geometry of the arising examples. Moreover, it shows that CMF graphs and meromorphic data
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on compact Riemann surfaces admitting a mirror involution are closely related. This fact will
be crucial for understanding the moduli space of this kind of surfaces. We start introducing the
following notation.
By definition, an open domain Ω ⊂ C is said to be a circular domain if its boundary consists
of a finite number of circles.
Theorem 2.3 Let N be a compact genus n Riemann surface, and let J : N → N be an antiholo-
morphic involution in N. Assume that the fixed point set of J consists of n + 1 pairwise disjoint
analytic Jordan curves aj , j = 0, 1, . . . , n, and that N−
⋃n
j=0 aj = Ω∪J(Ω), where Ω is topologically
equivalent (and so conformally) to an open planar circular domain.
Let (g, φ3) be Weierstrass data on N such that:
(1) g is a meromorphic function on N of degree n+ 1, |g| < 1 on Ω and g ◦ J = 1g on N,
(2) φ3 is a holomorphic 1-form on N − {∞, J(∞)}, ∞ ∈ Ω, with poles of order at most two at ∞
and J(∞), and satisfying J∗(φ3) = −φ3,
(3) the zeros of φ3 in N − {∞, J(∞)} coincide (with the same multiplicity) with the zeros and
poles of g.
Then, the maximal immersion X : Ω − {∞} → L3, X(z) := Real
∫ z (
φ1, φ2, φ3
)
, where φ1 =
i
2 (
1
g −g)φ3 and φ2 =
−1
2 (
1
g +g)φ3 is well defined and G = X(Ω−{∞}) is an entire maximal graph
with conelike singularities corresponding to the points qj := X(aj), j = 0, 1, . . . , n.
Proof : Let us see that the map X is well defined. First, notice that the curves aj , j = 0, 1, . . . , n
generate the first homology group on Ω − {∞}. Moreover, J∗(φj) = −φj , j = 1, 2, 3, and J fixes
pointwise the curves aj for any j. Hence we deduce that∫
ai
φj =
∫
J(ai)
φj =
∫
ai
J∗(φj) = −
∫
ai
φj ,
which means that φj has imaginary periods on Ω− {∞}, and so X is well defined.
On the other hand, |g| = 1 on ∂Ω and (3) imply that φ3 does not vanish on aj , j = 0, 1, . . . , n.
Moreover, deg(g) = n+1 gives in addition that g|aj is injective, j = 0, 1, . . . , n, and so, by Lemma
2.1, all the singularities are of conelike type. Let us prove the completeness of the metric ds2
induced by X. Suppose that the vanishing order of φ3 at ∞ and J(∞) is k ≥ −2 (when k < 0,
k = 0 or k > 0 this simply means that φ3 has a pole of order −k, is regular or has a zero of order k,
respectively). The classical theory of compact Riemann surfaces implies that the number of zeros
minus the number of poles of φ3 in N is 2n−2 (counting multiplicities). Then the number of zeros
of φ3 in N − {∞, J(∞)} is 2n− 2− 2k and (3) implies that this is the number of poles and zeros
of g in N −{∞, J(∞)}. Since deg(g) = n+1, g has 2(n+1) zeros and poles in N, and so we infer
that g has a zero of order k + 2 at ∞ and a pole of order k + 2 at J(∞) (take into account that
|g| < 1 in Ω, |g| > 1 in J(Ω) and |g| = 1 in ∂Ω). Therefore the metric ds2 =
(
|φ3|
2 (
1
|g| − |g|)
)2
is
complete. ✷
Corollary 2.2 Let N be the compact genus n Riemann surface:
N = {(z, w) ∈ C
2
: w2 =
(z − 1)
∏n
j=1(z − cj)
(z + 1)
∏n
j=1(z − bj)
},
where cj , bj are pairwise distinct real numbers in R − {−1, 1}, and define on N the following
meromorphic data
g =
w − 1
w + 1
, φ3 = (
1
w
− w)dz.
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Let J : N → N be the antiholomorphic involution given by J(z, w) = (z,−w). Call {∞1,∞2}
the two points in z−1(∞), and let Ω denote the closure of the connected component of N − F,
where F is the fixed point set of J, containing ∞1. Then X : Ω − {∞1} → L3 given by X(z) :=
Real
∫ z (
φ1, φ2, φ3
)
, where φ1 and φ2 are defined as asually, defines a CMF graph with n+1 conelike
singularities.
Proof : First, observe that the fixed point set of J is not empty and consists of the n+ 1 analytic
circles aj := z
−1(Lj), j = 0, . . . , n, where Lj are the pairwise disjoint compact real intervals
determined by the points 1, c1, . . . , cn,−1, b1, . . . , bn in R. By Koebe’s Uniformization theorem, Ω
is biholomorphic to a circular domain with n + 1 boundary components. It is straightforward to
check that (g, φ3) satisfies the hypothesis of the Theorem 2.3, and so X defines a CMF graph with
n+ 1 conelike singularities. ✷
The Riemann type graph in Figure 1 and the surfaces in Figure 2 lie in the family described in the
previous corollary for n = 2 and n = 3.
3 The moduli space of once punctured marked circular do-
mains and its associated bundles.
In Section 4 we will prove the main theorems in the paper. However, for a thorough explanation
and subsequent development of these results new tools and notations are required. This section is
devoted to their introduction.
For any c ∈ C and r > 0, let Br(c) denote the round closed disc in C of radius r and centered
at c. In what follows, we will consider only circular domains bounded by n+ 1 circles, for a given
n ≥ 1. Let (Ω − {w}, a0, . . . , an) be an once punctured marked open circular domain, that is to
say, an open circular domain Ω ⊂ C punctured at w ∈ Ω together with an ordering (a0, . . . , an)
of the circles in ∂Ω. Two once punctured marked open circular domains (Ω− {w}, a0, . . . , an) and
(Ω′ − {w′}, a′0, . . . , a
′
n) are said to be equivalent if there exists a biholomorphism L : Ω → Ω
′ (in
fact, a Mo¨bius transformation) such that L(w) = w′ and L(aj) = a′j , j = 0, . . . , n. We call Tn
the corresponding quotient space of equivalence classes of once punctured marked open circular
domains, and refer to it as the moduli space of once punctured marked circular domains with n+1
boundary components.
Given [(Ω−{w}, a0, . . . , an)] ∈ Tn, there exist unique numbers c1 ∈]1,+∞[, c2, . . . , cn ∈ C and
r1, . . . , rn ∈ R+ and Mo¨bius transformation L in C such that L(a0) = ∂B1(0), L(aj) = ∂Brj(cj),
j = 1, . . . , n and L(w) = ∞. Hence, (C −
(
∪nj=0 Brj (cj)
)
, ∂B1(0), ∂Br1(c1), . . . , ∂Brn(cn)) is a
representative of [(Ω−{w}, a0, . . . , an)], and Tn can be canonically identified with the open subset
in ]1,+∞[×Cn−1× (R+)n ⊂ R3n−1 consisting of those points v = (c1, . . . , cn, r1, . . . , rn) for which
the balls B1(0) and Brj (cj), j = 1, . . . , n, are pairwise disjoint.
Given v = (c1, . . . , cn, r1, . . . , rn) ∈ Tn, we call Ω(v) = C −
(
∪nj=0 Brj (cj)
)
, where r0 = 1,
c0 = 0, and refer to the coordinates ci and ri of v as ci(v) and ri(v), respectively, i = 1, . . . , n.
Observe that the puncture corresponds to ∞ ∈ Ω(v). We call Ω(v)
∗
the mirror (or double) of
Ω(v) = Ω(v) ∪
(
∪nj=0 ∂Brj(v)(cj(v))
)
, with the convention c0(v) = 0 and r0(v) = 1, and put
N(v) = Ω(v) ∪Ω(v)
∗
for the associated closed Riemann surface. Recall that Ω(v)
∗
∩Ω(v) consists
of the n + 1 analytic circles aj(v) := ∂Brj(v)(cj(v)), j = 0, . . . , n. Moreover, we denote by Jv :
N(v) → N(v) the antiholomorphic involution applying any point to its mirror image. Note that
the fixed point set of Jv coincides with ∪nj=0aj(v).
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Figure 4: Ω(v), N(v) and Jv.
Remark 3.1 A conformal model for Ω(v)
∗
, v ∈ Tn, consists of the planar domain Ω(v)
∗
:=
{Jv(z) : z ∈ Ω(v)}, where Jv(z) := 1/z¯ is the Schwarz reflection about ∂B1(0). Moreover, N(v)
can be identified to the quotient of Ω(v) ∪ Ω(v)
∗
under the identification z ≡ Jv(z), z ∈ ∂Ω(v).
3.1 The bundles of divisors, meromorphic functions and meromorphic
1-forms
Given N a Riemann surface and k a positive integer, we call
Divk(N) = {D : D is an integral multiplicative divisor on N of degree k}.
It well known that Divk(N) is the quotient of N
k under the action of the group of permutations of
order k, and we denote by pk : N
k → Divk(N) the canonical projection. We endow Divk(N) with
the natural analytic structure induced by pk. More precisely, take D0 = P
m1
1 . . . P
ms
s ∈ Divk(N)
and consider U = Um11 × . . . × U
ms
s ⊂ N
k, where U
mj
j = Uj×
mj. . . ×Uj , (Uj , zj) is a conformal
chart around Pj in N, zj(Pj) = 0, and Uj1 ∩ Uj2 = ∅, j1 6= j2. The map ξ : pk(U) → C
k defined
by ξ(
∏s
j=1Q1,mj · . . . · Qmj ,mj ) = ((t1,mj , . . . , tmj ,mj)j=1,...,s), where th,mj =
∑mj
l=1(zj(Ql,mj ))
h,
h = 1, . . . ,mj, j = 1, . . . , s defines an analytic parameterization around D0. For more details, see
[6].
The bundle of (k1, k2)-divisors over Tn is defined by Divk1,k2 = ∪v∈Tn{(v,D1, D2) : Di ∈
Divki(Ω(v)), i = 1, 2}.We endow Divk1,k2 with its natural analytic structure. To be more precise,
let (v0, D1,0, D2,0) ∈ Divk1,k2 , take ǫ > 0 small, and label V (ǫ) as the Euclidean ball of radius ǫ
in Tn centered at v0. Write Di0 = z
mi,1
i,1 . . . z
mi,si
i,si
,
∑si
h=1mi,h = ki, i = 1, 2. If ǫ is small enough,
the set W = ∩v∈V (ǫ)Ω(v) contains an open disc Ui,j of radius ǫ around zi,j, j = 1, . . . , si, i = 1, 2,
and we can also take the discs {Ui,j : j = 1, . . . , si} pairwise disjoint, i = 1, 2. Consider the
conformal charts (Ui,j , wi,j := z− zi,j). Put Ui = U
mi,1
i,1 × . . .×U
mi,si
i,si
, and observe that Ui can be
viewed as a subset of Ω(v)ki , for any v ∈ V (ǫ). Likewise, pki(Ui) ⊂ Divki(Ω(v)), for any v ∈ V (ǫ),
i = 1, 2. The natural chart ξi : pki(Ui,v) → C
ki is uniformly defined as before for any v ∈ Tn,
i = 1, 2. By definition V(ǫ) := {(v,D1, D2) : Di ∈ pki(Ui) ⊂ Divki(Ω(v)), i = 1, 2, v ∈ V (ǫ)} is a
neighborhood of (v0, D1,0, D2,0) in Divk1,k2 , and we say that V (ǫ) is its associate open ball in Tn.
Moreover, the map Ψ : V(ǫ)→ V (ǫ)× ξ1(pk1(U1))× ξ2(pk2(U2)) given by:
Ψ(v,D1, D2) = (v, ξ1(D1), ξ2(D2)) (1)
defines a local (analytic) parameterization around (v0, D1,0, D2,0) inDivk1,k2 .We call v : Divk1,k2 →
Tn, v((v, (D1, D2))) = v, the natural projection.
In the sequel, and for the sake of simplicity, we simply write Divk instead of Divk,0 or Div0,k,
and refer to it as the bundle of k-divisors. We also establish the convention Div0,0 = Tn.
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For any v ∈ Tn, call C(v) the family of meromorphic functions on N(v). The corresponding
bundle over Tn is denoted by Cn = ∪v∈TnC(v).
Likewise, we call H(v) the space of meromorphic 1-forms on N(v) and denote by Hn =
∪v∈TnH(v) the associated bundle over Tn.
We need to introduce a convenient concept of differentiability for maps from Divk1,k2 into Cn
or Hn preserving the fibers. We start with the following definitions:
Definition 3.1 Let Mj be a real manifold of dimension mj , j = 1, 2, 3, and let f :M1×M2 →M3
be a Ck map. The map f is said to be differentiable (or smooth) with k-regularity in M1 if, for
any charts (U1 ×U2, x ≡ (x1, . . . , xm1), y ≡ (y1, . . . , ym2)) in M1 ×M2 and (U3, z ≡ (z1, . . . , zm3))
in M3, the local expression of f, f(x, y) : x(U1)× y(U2)→ z(U3), satisfies that f(·, y) is smooth in
x(U1) for any y ∈ y(U2), and all the partial derivatives of f(x, y) with respect to variables in x are
Ck in x(U1)× y(U2).
Definition 3.2 Let v0 ∈ Tn and ǫ > 0 small enough. Denote by V (ǫ) the Euclidean ball of radius
ǫ in Tn centered at v0. Since V (ǫ) is simply connected, standard homotopy arguments in differential
topology show the existence of a family of diffeomorphisms {Fv : N(v0)→ N(v) : v ∈ V (ǫ)} such
that Fv0 = Id, Fv(∞) = ∞, Jv ◦ Fv ◦ Jv0 = Fv, for any v ∈ V (ǫ), and F : V (ǫ) × Ω(v0) → C,
F (v, z) := Fv(z), is smooth. By definition, we say that {Fv : N(v0) → N(v) : v ∈ V (ǫ)} is a
smooth deformation of N(v0). Moreover note that, for ǫ small enough,
∂F
∂z 6= 0 in V (ǫ)× Ω(v0).
Let W ⊂ Divk1,k2 be a submanifold, and let h : W → Cn be a map preserving the fibers,
that is to say, hv,D1,D2 := h(v,D1, D2) ∈ C(v) for any (v,D1, D2) ∈ W. We are going to define the
notion of differentiability with k-regularity of h. Take V(ǫ) any coordinate neighborhood in Divk1,k2
defined as above and meeting W. Denote by V (ǫ) the open ball in Tn associated to V(ǫ), and call
v0 ∈ V (ǫ) its center. Take a smooth deformation of N(v0), {Fv : N(v0)→ N(v) : v ∈ V (ǫ)}. We
say that h is differentiable with k-regularity in V(ǫ) ∩W if the map hˆ : (V(ǫ) ∩W )×N(v0)→ C,
given by hˆ((v,D1, D2), x) = hv,D1,D2(Fv(x)) is smooth with k-regularity in V(ǫ) ∩W . The map
h is said to be differentiable with k-regularity on W if it does in V(ǫ) ∩ W, for any coordinate
neighborhood V(ǫ) meeting W. It is easy to check that this definition does not depend on choice
of the smooth deformation of N(v0).
Let ω :W → Hn be a map preserving the fibers, that is to say, ωv,D1,D2 := ω(v,D1, D2) ∈ H(v)
for any (v,D1, D2) ∈ W. Take Vǫ, V (ǫ), v0 and {Fv : N(v0)→ N(v) : v ∈ V (ǫ)}, as above and de-
fine ωˆ : V(ǫ)∩W → H(v0) by ωˆ(v,D1, D2) =
(
F ∗v (ωv,D1,D2)
)(1,0)
, where the superscript (1, 0) means
the (1, 0) part of the 1-form (by definition (f dz+g dz)(1,0) = f dz). We say that ω is differentiable
in with k-regularity V(ǫ)∩W if for any local chart (U, z) in N(v0), the map fˆ : (V(ǫ)∩W )×U → C,
given by fˆ((v,D1, D2), z) = ωˆ(v,D1, D2)(z)/dz is smooth with k-regularity in V(ǫ)∩W. The global
concept of differentiability with k-regularity in W is defined in the obvious way.
3.2 The Jacobian bundle
In order to define the Jacobian bundle over Tn, some topological and analytic preliminaries are
required.
Take v ∈ Tn, and whenever no confusion is possible, identify the homology classes of the
boundary circles aj(v), j = 0, 1, . . . , n, with their representing curves.
Let b1, . . . , bn be closed curves in N(v) such that B = {a1(v), . . . , an(v), b1, . . . , bn} is a canon-
ical homology basis, that is to say, the intersection numbers (aj(v), ah(v)), (bj , bh) vanish, and
(aj(v), bh) = δah, where δah refers to the Kronecker symbol.
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It is possible to make a canonical choice of the homology basis of N(v). Indeed, note first that
Jv fixes aj(v) pointwise, and so, Jv(aj(v)) = aj(v). Take a curve γj ⊂ Ω(v) joining a0(v) to aj(v),
and observe that the curve bj(v) obtained by joining γj and Jv(γj) satisfies Jv(bj(v)) = −bj(v)
in the homological sense, and its homology class does not depend on the choice of γj . In other
words, the identity Jv(bj(v)) = −bj(v) characterizes B(v) = {a1(v), . . . , an(v), b1(v), . . . , bn(v)} as
canonical homology basis of N(v).
Let {η1(v), . . . , ηn(v)} be the dual basis of B(v) for the space of holomorphic 1-forms on
N(v), that is to say, the unique basis satisfying
∫
ak(v)
ηj(v) = δjk, j, k = 1, . . . , n. Call Π(v) =
(πj,k(v))j,k=1,...,n the associated matrix of periods, πj,k(v) =
∫
bj(v)
ηk(v).
Given D =
∏s
j=1 w
mj
j ∈ Divk(Ω(v)), we denote by τD(v) the unique meromorphic 1-form
on N(v) having simple poles at wj and Jv(wj), j = 1, . . . , s, and no other poles, and satisfying
Residuewj
(
τD(v)
)
= −ResidueJv(wj)
(
τD(v)
)
= −mj ,
∫
ai(v)
τD(v) = 0, for any j, i. Likewise, take
D1 =
∏s
j=1 w
mj
j,1 , D2 =
∏r
h=1 w
nh
h,2 ∈ Divk(Ω(v)) and define κD1,D2(v) as the unique meromorphic
1-form on N(v) having simple poles at wj,1, wh,2 and Jv(wj,1), Jv(wh,2), j = 1, . . . , s, h = 1, . . . , r,
and no other poles, and satisfying
Residuewj,1
(
κD1,D2(v)
)
= ResidueJv(wj,1)
(
κD1,D2(v)
)
= −mj,
Residuewh,2
(
κD1,D2(v)
)
= ResidueJv(wh,2)
(
κD1,D2(v)
)
= nh
and
∫
ai(v)
κD1,D2(v) = 0, for any j, h, i.
Our aim is to show that ηj(v), τD(v) and κD1,D2(v) depend smoothly with 1-regularity on v,
(v,D) and (v,D1, D2), respectively. This fact is enclosed in the following technical lemma.
Lemma 3.1 Let Ω be an open bounded domain in R2 with smooth boundary and B an open Eu-
clidean ball in Rm. Let H(t, x), φ(t, x) : B × Ω → R be two C1 functions, where φt := φ(t, ·) ∈
C2,α(Ω), α ∈]0, 1], for all t = (t1, . . . , tk), and the map t 7→ φt is C1 in the C2,α norm on Ω.
Consider a smooth one parameter family of metrics ds2t on Ω, t ∈ B and denote by ∆t the asso-
ciated family of Laplacians. Let ut ∈ C
0(Ω) ∩ C2(Ω) be the solution of the boundary value problem
∆tut = Ht, ut|∂Ω = φt|∂Ω, where Ht(x) := H(t, x), (t, x) ∈ B× Ω.
If we define u : B× Ω→ R by u(t, x) = ut(x), then:
1. ut ∈ C2,α(Ω), and
2. the map t 7→ ut is C1 in the C2,α norm on Ω,
3. if H and φ are smooth, then for any q,m1, . . . ,mp ∈ N, m1 + . . . + mp = q, i1, . . . , ip ∈
{1, . . . ,m}, the function ∂
qut
∂t
m1
i1
...∂t
mp
ip
∈ C2,α(Ω),
4. if H and φ are smooth, then the map t 7→ ut is C∞ in the C2,α norm on Ω. As a conse-
quence, for any q,m1, . . . ,mp ∈ N, m1 + . . .+mp = q, i1, . . . , ip ∈ {1, . . . ,m}, the function
∂qu
∂t
m1
i1
...∂t
mp
ip
∈ C2,α((B× Ω) ∪ T ), where T is any differentiable portion of ∂(B× Ω).
Proof : It is enough to consider the case m = 2 (the general case is similar).
First, note that (1) is a straightforward consequence of global regularity theorem [7] p.106.
The maximum principle and the classical Schauder estimates ([7] p.35 and p. 93), show that
the family {ut,s : (t, s) ∈ B} is bounded in the C2,α norm on Ω. Fix (t0, s0), then for each
(t, s), the function ut,s − ut0,s0 satisfies: ∆t0,s0(ut,s − ut0,s0) = (∆t0,s0 −∆t,s)ut,s +Ht,s −Ht0,s0
on Ω and ut,s − ut0,s0 = φt,s − φt0,s0 on ∂Ω. The maximum principle and Schauder’s estimates
then show that the map (t, s) 7→ ut,s is continuous at (t0, s0) with respect to the C2,α norm on
Ω. Let us show that the functions wt,s0 = (ut,s0 − ut0,s0)/(t − t0) converge in the C
2,α norm on
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Ω, as t → t0, to the solution yt0,s0 of the problem: ∆t0,s0yt0,s0 = −
∂∆t
∂t (t0)(ut0,s0) +
∂Ht,s
∂t (t0, s0)
on Ω and yt0,s0 =
∂φ
∂t (t0, s0) on ∂Ω. Indeed, put L(t, s0) = (∆t,s0 − ∆t0,s0)/(t − t0) for t 6= t0.
Then the functions wt,s0 are solutions of the problem: ∆t0,s0wt,s0 = −L(t, s0)(ut,s0)+
Ht,s0−Ht0,s0
t−t0
on Ω, wt,s0 |∂Ω = (φt,s0 − φt0,s0)/(t − t0). On the other hand, the function wt,s0 − yt0,s0 satisfies:
∆t0,s0(wt,s0 − yt0,s0) = −L(t, s0)ut,s0 +
∂∆t,s
∂t (t0, s0)ut0,s0 +
Ht,s0−Ht0,s0
(t−t0) −
∂Ht,s
∂t (t0, s0), (wt,s0 −
yt0,s0)|∂Ω = (φt,s0 − φt0,s0)/(t − t0) −
∂φ
∂t (t0, s0). Therefore, as before, the maximum principle
and Schauder’s estimates imply that wt,s0 converges to yt0,s0 in the C
2,α norm on Ω. Likewise, the
family {yt,s : (t, s) ∈ B} is bounded with respect to the C2,α norm on Ω. Furthermore, the function
yt1,s1 − yt2,s2 satisfies the equation ∆t1,s1(yt1,s1 − yt2,s2) = −
∂∆
∂t (t1, s1)ut1,s1 +
∂∆
∂t (t2, s2)ut2,s2 +
∂Ht,s
∂t (t1, s1)−
∂Ht,s
∂t (t2, s2)− (∆t1,s1−∆t2,s2)yt2,s2 , (yt1,s1−yt2,s2)|∂Ω =
∂φ
∂t (t1, s1)−
∂φ
∂t (t2, s2), and
hence, using again the maximum principle and Schauder’s estimates, we obtain the continuity of
yt,s in (t, s) in the C
2,α norm on Ω. The same holds for ∂u∂s , and proves (2).
Suppose now that H and φ are C∞. The above argument can be applied to ∂ut,s∂t and
∂ut,s
∂s , and
so (1) and (2) also hold for these functions. An iterative argument proves that the map (t, s) 7→ ut,s
is C∞ in the C2,α norm on Ω, which proves (3) and the first part of (4). For the second part of
(4), let f(t, s, x) denote any partial derivative of ∂
qu
∂tm1∂sm2 , m1 +m2 = q, q ∈ N, of order two with
respect to variables in B×Ω. It is enough to check that ||f ||0,α (where || · ||0,α is the C0,α norm in
B× Ω) is bounded. This follows from the inequality:
||f ||0,α ≤ C
(
Max{||f(t, s, ·)||0,α : (t, s) ∈ B}+ ||
∂f
∂t
||0 + ||
∂f
∂s
||0
)
,
where C is a positive constant and || · ||0 is the C0 norm on B×Ω. The C2,α regularity of u and all
its partial derivatives in (t, s) on the smooth portion of ∂(B × Ω) follows also from the regularity
theorem.
✷
Corollary 3.1 The maps ηj : Tn → Hn, v 7→ ηj(v), τ : Divk → Hn, (v,D) 7→ τD(v), and
κ : Divk,k → Hn, (v,D1, D2) 7→ κD1,D2(v) are differentiable with 1-regularity.
As a consequence, the functions πj,k(v) :=
∫
bj(v)
ηk(v), are differentiable on Tn.
Proof : Let v0 ∈ Tn, (v0, D0) ∈ Divk and (v0, D1,0, D2,0) ∈ Divk,k, and take V (ǫ), V0(ǫ) and V(ǫ)
the previously defined open neighborhoods of v0, (v0, D0) and (v0, D1,0, D2,0) in Tn, Divk and
Divk,k, respectively.
Write D =
∏l
j=1 w
mj
j , D1 =
∏l1
j=1 w
mj,1
j,1 and D2 =
∏l2
h=1 w
mh,2
h,2 , and denote by Av,D =∑l
j=1 log |z − wj |
mj , Av,D1,D2 = Im
(∫ (∑l2
h=1
mh,2
z−wh,2 −
∑l1
j=1
mj,1
z−wj,1
)
dz
)
. Observe that Av,D is
well defined on Ω(v)−{∞, w1, . . . , wl}, and Av,D1,D2 is well defined in a small enough neighborhood
of ∂Ω(v) consisting of the union of n+ 1 small annuli, up to adding constants.
Let hj,v be the unique harmonic function on Ω(v) satisfying hj,v|ak(v) = δjk. Call also hv,D
(resp. hv,D1,D2) the unique harmonic function on Ω(v) such that hv,D|∂Ω(v) = Av,D (resp.
hv,D1,D2 |∂Ω(v) = Av,D1,D2).
Let ηˆj(v), τˆD(v), κˆD1,D2(v) denote the 1-forms ∂zhj,v, 2∂z
(
hv,D − Av,D
)
and 2i∂z
(
hv,D1,D2 −
Av,D1,D2
)
, which are well defined as meromorphic 1-forms on Ω(v). They are extended by Schwarz
reflection and with the same name to N(v). Moreover, {ηˆj(v) : j = 1, . . . , n} is a basis of the
complex linear space of holomorphic 1-forms on N(v), and τˆD(v), κˆD1,D2(v) are meromorphic
1-forms having the same poles (with the same residues) as τD(v) and κD1,D2(v), respectively.
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Claim: The maps ηˆj : V (ǫ) → Hn, v 7→ ηˆj(v), τˆ : V0(ǫ) → Hn, (v,D) 7→ τˆD(v), and
κˆ : V(ǫ)→ Hn, (v,D1, D2) 7→ κˆD1,D2(v), are smooth with 1-regularity.
Take a smooth deformation {Fv : N(v0)→ N(v), v ∈ V (ǫ)} of N(v0). Note that Fv(aj(v0)) =
aj(v), Fv(bj(v0)) = bj(v), in the homological sense, for any v ∈ V (ǫ) and any j.
In the sequel, and for the sake of simplicity, we will put hj,v = hv.
Let Γ : B→W be a parameterization in Tn, Divk or Divk,k, whereW is an open neighborhood
contained in either V (ǫ), V0(ǫ) or V(ǫ), and write Γ(t) = v(t), Γ(t) = (v(t), D(t)) or Γ(t) =
(v(t), D1(t), D2(t)) in each case, t ∈ B. Call Ft := Fv(t) : Ω(v0) → Ω(v(t)) and ht := hΓ(t) :
Ω(v(t)) → R. Then, it suffices to check that the map uˆ : B × Ω(v0) → R, (t, x) 7→ ht(Ft(x)), is
smooth with 2-regularity in B.
To do this, observe first that Ω(v0) ⊂ C is conformally equivalent to the bounded domain
Ω′ = {1/x : x ∈ Ω(v0)} ⊂ R2, where the biholomorphism is given by T : Ω′ → Ω(v0), T (x) = 1/x.
If we put u : B×Ω′ → R, u(t, x) = uˆ(t, T (x)), it is clear that uˆ is smooth with 2-regularity in B if
and only if u does.
Consider now the metric ds2t on Ω
′ making Ft ◦T : Ω′ → Ω(v(t)) an isometry, and denote by ∆t
the associated family of Laplacians, t ∈ B. Then ut := ht(Ft(T (x))) is the solution of the boundary
value problem ∆tut = 0, ut|∂Ω′ = φt|∂Ω′ , t ∈ B, where φt(x) = φ(t, x) and φ is a suitable smooth
function in B×Ω′. From Lemma 3.1, u and its partial derivatives till the second order are smooth
with 2-regularity in B, which proves the claim.
From the previous claim, we infer that the maps ηˆj : Tn → Hn, v 7→ ηˆj(v), τˆ : Divk → Hn,
(v,D) 7→ τˆD(v), and κˆ : Divk,k → Hn, (v,D1, D2) 7→ κˆD1,D2(v) are smooth with 1-regularity.
Hence the period functions v 7→
∫
ah(v)
ηˆj(v) are smooth on Tn, and since ηˆj(v) =
∑n
h=1
( ∫
ah(v)
ηˆj(v)
)
ηh(v),
for all j, we easily check that η1, . . . , ηn are smooth with 1-regularity in Tn .
Moreover, τD(v) = τˆD(v) −
∑n
h=1
( ∫
ah(v)
τˆD(v)
)
ηh(v), and likewise κD1,D2(v) = κˆD1,D2(v) −∑n
h=1
( ∫
ah(v)
κˆD1,D2(v)
)
ηh(v). Reasoning as before, τ and κ are smooth with 1-regularity in Divk
and Divk,k, respectively, which concludes the proof.
✷
For any v ∈ Tn, let L(v) be the lattice over Z generated by {e1, . . . , en, π1(v), . . . , πn(v)}, where
ej = T (0, . . . ,
j
1, . . . , 0) and πj(v) = T (π1,j(v), . . . , πn,j(v)). Obviously, L(v) depends smoothly on
v. Put J (v) = Cn/L(v) for the Jacobian variety associated to N(v) and label pv : Cn → J (v) as
the natural projection.
Denote by Jn = ∪v∈Tn{(v, q) : q ∈ J (v)} the Jacobian bundle and define p : Tn × C
n → Jn
by p(v, z) = (v, pv(z)). Since p is locally injective, Jn can be endowed with the analytic structure
making p a local diffeomorphism. To be more precise, let (v0, q0) ∈ Jn, and consider w0 ∈ Cn
such that pv0(w0) = q0. Let W (ǫ) be an open ball of radius ǫ in C
n centered at w0 such that
pv0 |W (ǫ) : W (ǫ) → pv0(W (ǫ)) is a conformal diffeomorphism. Since L(v) depends smoothly on
v, pv|W (ǫ) : W (ǫ) → pv(W (ǫ)) is also a conformal diffeomorphism for any v in the open ball
V (ǫ) of radius ǫ centered at v0 in Tn, provided that ǫ is small enough. By definition, the set
W(ǫ) := p(U(ǫ)×W (ǫ)) is a neighborhood of (v0, q0) in Jn, and the map
Υ : U(ǫ)×W (ǫ)→W(ǫ), Υ = p|U(ǫ)×W (ǫ) (2)
is a local analytic parameterization.
3.3 The n-spinorial bundle
In this subsection we introduce a bundle Sn over Tn of spinorial type. It will arise in a natural
way later when we study the space of CMF graphs with n+ 1 singular points. From the technical
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point of view, Sn is a submanifold of the bundle Divn of integral divisors of degree n over Tn.
Some terminology about the Jacobian bundle and its canonical and spinorial sections is first
required.
Consider the holomorphic 1-form J∗v (ηj(v)). Taking into account that Jv fixes aj(v) pointwise,
we infer that
∫
ak(v)
J∗v (ηj(v)) = δjk, and so, J
∗
v (ηj(v)) = ηj(v).Moreover, since Jv(bj(v)) = −bj(v),
then πj,k(v) =
∫
bk
ηj(v) is an imaginary number, for any j and k. It follows that there exists a
unique mirror involution Iv : J(v) → J(v) satisfying Iv(pv(w)) = pv(w), for any w ∈ Cn. This
allows us to define the analytic involution I : Jn → Jn, I((v, q)) = (v, Iv(q)), referred to as the
mirror involution in the Jacobian bundle.
For any v ∈ Tn, we call ϕv : N(v)→ J (v) the Abel-Jacobi embedding defined by
ϕv(z) = pv
(∫ z
1
T (η1(v), . . . , ηn(v))
)
,
Recall that 1 ∈ Ω(v) ⊂ N(v) uniformly on v, and since Jv(1) = 1, then ϕv ◦ Jv = Iv ◦ ϕv,
v ∈ Tn. We extend ϕv with the same name to the Abel-Jacobi map ϕv : Divk(N(v)) → J (v)
given by ϕv(P1 · . . . · Pk) =
∑k
j=1 ϕv(Pj), k ≥ 1. We also denote by ϕ : Divk → Jn, the map
ϕ(v,D) = (v, ϕv(D)). It is clear from Corollary 3.1 that ϕ is smooth.
Let v ∈ Tn and let ω be a non-zero meromorphic 1-form on N(v). Denote by (ω) the canonical
divisor associated to ω, and call T (v) = ϕv((ω)) ∈ J(v), which by Abel’s theorem does not depend
on the choice of ω. We call Tˆ : Tn → Jn, Tˆ (v) = (v, T (v)), the corresponding section of Jn. Taking
for instance ω = ηj(v), which satisfies J
∗
v (ηj(v)) = ηj(v), v ∈ Tn, we can check that the divisor (w)
is invariant under Jv, and hence I(Tˆ (v)) = Tˆ (v). A remarkable fact is that Tˆ is smooth. Indeed,
T (v) = −2K(v), where K(v) is the vector of Riemann constants in N(v) (see [6] p. 298 (1980)).
It is well known (see [6] p. 290, 1980) that
K(v) = pv
 n∑
j=1
(
(
πj,j(v)
2
)ej −
∫
aj(v)
ϕ˜vηj(v)
) ,
where ϕ˜v|aj(v) is any lift to C
n with respect to pv of ϕv|aj(v). Since the map Kˆ : Vn → Jn,
v 7→ (v,K(v)), is smooth, the same holds for Tˆ .
A different approach to the regularity of Tˆ can be found after the proof of Lemma 4.1.
As a consequence of the smoothness of Tˆ , there are exactly 22n differentiable maps Kˆ1, . . . , Kˆ22n :
Tn → Jn, Kˆj(v) = (v,Kj(v)), satisfying 2Kj = T, for any j. The following lemma shows that these
spinor sections of the Jacobian bundle are invariant under the mirror involution.
Lemma 3.2 I ◦ Kˆj = Kˆj , for any j = 1, . . . , 2
2n.
Proof : Indeed, note that Iv(Kj(v)) = Kj(v) + pv(
1
2
∑n
h=1(mh(v)e
h + nh(v)π
h(v))), where mh(v),
nh(v) ∈ Z are continuous functions of v. Using that Tn is connected we get that mh(v), nh(v) are
constant. Hence, the set Aj := {v ∈ Tn : Iv(Kj(v)) = Kj(v)} is either empty or the whole of Tn.
On the other hand, Kj(v) = K1(v) + qj(v), where 2qj(v) = 0, and so, Iv(qj(v)) = qj(v). Therefore
A1 = Tn if and only if Aj = Tn for any j. Finally, consider the compact genus n Riemann surface
N = {(z, w) ∈ C : w2 =
∏2n+2
i=1 (z− ci)}, where ci ∈ R and c1 < c2 < . . . < c2n+2. Then define the
antiholomorphic involution J(z, w) = (z,−w) and the holomorphic 1-form ω =
∏n−1
i=1 (z − ci)
dz
w .
The function w has a well defined branch w+ on the planar domain Σ = C − ∪ni=0[c2i+1, c2i+2],
and the domain {(z, w+(z)) : z ∈ Σ} ⊂ N is biholomorphic to a circular domain Ω(v0), v0 ∈ Tn.
Furthermore, up to this biholomorphism, N = N(v0) and J = Jv0 .
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Observe that the canonical divisor (ω) is given by c21 · . . . · c
2
n−1, where, up to the above identifi-
cation (ci, 0) ≡ ci ∈ N(v0). Since Jv0(ci) = ci, then k0 :=
∑n−1
i=1 ϕv0(ci) ∈ J(v0) is invariant under
Iv0 and 2k0 = T (v0). Up to relabeling, we can suppose that k0 = K1(v0) and hence A1 = Tn. This
completes the proof. ✷
The n-spinorial bundles are defined by Sn(i) = {(v,D) ∈ Divn : ϕv(D)−ϕv(Jv(∞)) = Kˆi(v)}.
We also call
Sn = ∪
22n
i=1Sn(i) = {(v,D) ∈ Divn : ϕv(D
2)− ϕv(Jv(∞)
2) = Tˆ (v)},
and refer to it as the (global) n-spinorial bundle.
Theorem 3.1 (Structure) The space Sn is a smooth real (3n − 1)-dimensional submanifold of
Divn and the map v : Sn → Tn, v(v,D) = v, is a finite covering.
Proof : The fact Sn 6= ∅ is a consequence of Corollary 2.2 and Proposition 4.1. The key step of this
proof is that Sn does not contain any special divisor (see [6]).
Consider the differentiable map H : Divn → Jn given by H(v,D) = (v, 2ϕv(D)−2ϕv(Jv(∞))−
T (v)), and note that Sn = {(v,D) ∈ Divn : H(v,D) = (v, 0)}. In order to prove that Sn is a
differentiable submanifold of Divn, it suffices to check that dHq is bijective at any point q of Sn.
Let q0 := (v0, D0) be an arbitrary point of Sn. We are going to write the expression of H in
local coordinates Ψ around q0 ∈ Divn and Υ−1 around H(q0) = (v0, 0) ∈ Jn (see equations (1)
and (2)).
To do this, take V (ǫ), V (ǫ′) balls in Tn centered at v0 of radius ǫ and ǫ′ respectively and
W (ǫ′) ∈ Cn the ball of radius ǫ′ centered at the origin. Write D0 = zm11 · . . . · z
ms
s ∈ Divn(Ω(v0)),
and denote by (Uj , wj := z − zj) the conformal parameter in Ω(v0), where Uj is the open disc
of radius ǫ centered at Pj , j = 1, . . . , s. Put U =
∏s
j=1 U
mj
j . The following computations make
sense for suitable small enough real numbers ǫ′ > ǫ > 0. Write ηi(v)(wj) = fv,i,j(wj)dwj on
Wj := wj(Uj) for i = 1, . . . , n, j = 1, . . . s and v ∈ V (ǫ) The local expression Hˆ of H around q0,
Hˆ := Υ−1 ◦H ◦Ψ−1, is given by
Hˆ : V (ǫ)× ξ(pn(U))→ V (ǫ
′)×W (ǫ′)
Hˆ(v, t) =
v, 2 s∑
j=1
mj∑
h=1
∫ wh,mj
0
fv,j(wj)dwj + C(v)−T(v)

where fv,j =
T (fv,1,j , . . . , fv,n,j), wh,mj ≡ wj , tl,mj =
∑mj
h=1 w
l
h,mj
, h = 1, . . . ,mj, t = (t1,mj , . . . , tmj ,mj )j=1,...,s,
and C(v), T(v) ∈ Cn such that pv(C(v)) = 2ϕv(D0) − 2ϕv(Jv(∞)), pv(T(v)) = T (v) and
T(v0) = C(v0). In order to prove that dHˆ(v0,0) is bijective, it suffices to see that
(JacH0)|t=0 6= 0
where H0 is the holomorphic map defined by (v0, H0(t)) = Hˆ(v0, t), that is to say
H0(t) = 2
s∑
j=1
mj∑
h=1
∫ wh,mj
0
fv0,j(wj)dwj
In the sequel we denote fj = fv0,j. Put fj(wj) =
∑∞
l=0 bj,lw
l
j , bj,l ∈ C
n, j = 1 . . . s. Then
the Taylor series for the holomorphic map wh,mj 7→
∫ wh,mj
0 fj(wj)dwj is
∫ wh,mj
0 fj(wj)dwj =∑∞
l=1 aj,lw
l
h,mj
, where aj,l =
1
l bj,l−1, l ≥ 1, j = 1, . . . , s. It is not hard to check that H0(t) =
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2
∑s
j=1
∑mj
l=1 aj,ltl,mj +R(t), where the first derivatives of R with respect to tl,mj vanish at t = 0,
and so the column vectors of the Jacobian matrix of H0 are {2 al,j, l = 1, . . . ,mj , j = 1 . . . , s}.
Reasoning by contradiction, suppose that the rows of that matrix are linearly dependent, which
is equivalent to saying that there exists a holomorphic 1-form ω0 in N(v0) having a zero at zj ∈
Ω(v0) ⊂ N(v0) of order at least mj , j = 1, . . . , s. A direct application of Riemann-Roch theorem
gives the existence of a non-constant meromorphic function f on N(v0) having poles at z1, . . . , zs
with order at most m1, . . . ,ms, respectively. In particular, f has degree less than or equal to n.
As Jv0(∞) is not a pole of f, up to adding a constant we can suppose that f(Jv0(∞)) = 0.
On the other hand, since ϕv0(D0) − ϕv0(Jv0(∞)) = Ki(v0) and Iv0 (Ki(v0)) = Ki(v0), i ∈
{1, . . . , 22n}, then we get ϕv0(D0 · ∞) − ϕv0(Jv0(D0 · ∞)) = 0. Therefore, a direct application of
Abel’s theorem gives the existence of a meromorphic function g of degree n + 1 on N(v0) whose
principal divisor coincides with D0·∞Jv0(D0·∞) . As Jv0 is an antiholomorphic involution with fixed
points, it is not hard to check that g ◦ Jv0 = r/g, r > 0. Hence, up to multiplying g by the factor
r−1/2, we can suppose that g ◦ Jv0 = 1/g. Note that g ∈ Fv0 , where for any v ∈ Tn, Fv denotes
the family of meromorphic functions h of degree n+ 1 in N(v) with zeroes in Ω(v) and satisfying
h ◦ Jv = 1/h.
Claim: Let fλ denote the meromorphic function
1+λf
1+λ(f◦Jv0)
, λ ∈ C. Then, fλ is not
constant, for any λ ∈ C∗. Moreover, gλ := gfλ ∈ Fv0 for any λ ∈ C.
Assume fλ = c, where c, λ ∈ C∗. Then, we infer that 1 + λf = c(1 + λ(f ◦ Jv0)) and so
the polar divisor of f, which is contained in D0, is invariant under Jv0 . This is absurd because
D0 ∈ Divn(Ω(v0)) and Ω(v0) ∩ Jv0(Ω(v0)) = ∅.
For the second part of the claim, first note that the principal divisor of gλ is [gλ] =
Dλ·∞
Jv0 (Dλ)·Jv0(∞) ,
where Dλ is an integral divisor of degree ≤ n and so the degree of gλ is ≤ n + 1, λ ∈ C. More-
over, gλ is not constant for any λ (otherwise, Jv0(∞) would be a zero of 1 + λf, contradicting
f(Jv0(∞)) = 0). Let A be the set {λ ∈ C : gλ ∈ Fv0}, and observe that 0 ∈ A. It suffices to see
that A is open and closed.
The openness of A is an elementary consequence of Hurwitz theorem (we are using the fact
that the degree of gλ is at most n+1). Finally, let us prove that A is closed. Let λ0 ∈ A, and take
{λn}n∈N → λ0, where {λn : n ∈ N} ⊂ A. The sequence {gn := gλn}n∈N converges to g0 := gλ0
uniformly on N(v0). We know that gn ◦Jv0 = 1/gn and so the zeros of gn lie in Ω(v0), therefore, gn
is holomorphic on Ω(v0), n ∈ N and so the same holds for g0. Moreover, since |g0| = 1 on ∂Ω(v0)
and it is non constant, the maximum principle implies that |g0| < 1 on Ω(v0) and we infer that g0
has no critical points on ∂Ωv0 . As ∂Ωv0 consists of n+ 1 disjoint circles, this means that g0 takes
on any complex number θ ∈ S1 at least n + 1 times. Hence the degree of g0 must be n + 1 and
g0 ∈ Fv0 . This concludes the proof of the claim.
To get the desired contradiction take P ∈ ∂Ω(v0) such that f(P ) 6= 0, ∞, and choose λ
′ = −1f(P ) .
Since Jv0(P ) = P, the meromorphic function gλ′ has degree less than n + 1, and so, λ
′ /∈ A = C,
which is absurd.
Summarizing, we have proved that H |Sn : Sn → 0, H(v,D) = (v, 0), is a local diffeomorphism,
where 0 = {(v, 0) : v ∈ Tn} ⊂ Jn is the null section in the Jacobian bundle. Consequently, the
projection v : Sn → Tn, v(v,D) = v, is a local diffeomorphism too. To finish, it suffices to check that
v is also proper. Indeed, take a sequence {(vk, Dk)}k∈N ⊂ Sn such that {vk}k∈N converges to a point
v∞ ∈ Tn. We can assume that (vk, Dk) ∈ Sn(i) for any k ∈ N, and then, ϕvk(Dk)−ϕvk(Jvk(∞)) =
Ki(vk), i ∈ {1, . . . , 22n}. Since Ivk(Ki(vk)) = Ki(vk), we get ϕvk(Dk · ∞)− ϕvk(Jvk(Dk · ∞)) = 0.
By Abel’s theorem there is a meromorphic function gk ∈ Fvk with canonical divisor
Dk·∞
Jvk (Dk·∞)
.
Let us see that {gk}k∈N → g∞ ∈ Fv∞ . Reflecting about all the components of ∂Ω(vk), we can
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meromorphically extend gk to a planar open neighborhood Wk of Ω(vk)), k ∈ N. By continuity
and for k0 large enough, the set W = ∩k≥k0Wk is a planar neighborhood of Ω(v∞). Classical
normality criteria show that, up to taking a subsequence, {gk}k∈N converges uniformly on Ω(v∞)
to a function g∞ which is meromorphic beyond Ω(v∞). It is clear that |g∞| = 1 on ∂Ω(v∞),
|g∞| < 1 on Ω(v∞) and g∞(∞) = 0. This proves that g∞ is non constant and can be extended to
N(v∞) by the Schwarz reflection g∞ ◦ J∞ = 1/g∞. Since deg(gk) = n+ 1, then Hurwitz theorem
implies that deg(g∞) ≤ n+1. On the other hand, |g∞| = 1 only on ∂Ω(v∞), and so g∞ is injective
on every boundary component of Ω(v∞). Therefore, the degree of g∞ must be exactly n + 1 and
g∞ ∈ Fv∞ . Finally, note that
D∞·∞
Jv∞ (D∞·∞) where D∞ ∈ Divn and use Hurwitz theorem to infer that
{Dk}k∈N → D∞ ∈ Divn. Since Sn is a closed subset of Divn, we get D∞ ∈ Sn(i), which proves
the properness of v : Sn → Tn and so the theorem. ✷
4 The moduli space of maximal graphs with singularities
The global parameterization of the space of once punctured circular domains given in Section 3 has
been inspired by the theory of decorated moduli spaces of conformal structures. For this reason,
the results in the previous section connect in a natural way with the space of marked CMF graphs
in L3. We know that any CMF embedded surface is, up to an ambient isometry, a graph over the
plane {x3 = 0} with vertical limit normal vector at the end. In the sequel we denote by Gn the
space of CMF graphs over the plane {x3 = 0} with vertical limit normal vector at the end and
having n + 1 singularities, n ≥ 1. As a consequence of Corollary 2.2, the space Gn is not empty.
Let G ∈ Gn and label F as its set of singularities. By definition, a mark in G is an ordering
m = (q0, q1, . . . , qn) of the points in F, and we say that (G,m) is a marked graph. We denote by
Mn the space of marked graphs and call s1 : Mn → Gn and s2 : Mn → R3n+4 the maps given
by s1(G,m) = G and s2(G,m) = (m, c), where c ∈ R is the logarithmic growth of G at the end.
By Theorem 2.2, the map s2 is injective. One can use this map to endow Mn with an analytic
structure, provided s2(Mn) is an open subset of R
3n+4. To prove this fact will be the main goal of
this section.
Let Y = (G,m) ∈Mn, where m = (q0, q1, . . . , qn) ∈ R3n+3, and orientG with downward vertical
limit normal vector at the end. By Koebe’s uniformization theorem, G − F with the prescribed
orientation is biholomorphic to an once punctured circular domain, where the puncture corresponds
to the end of the surface. Hence it is not hard to see that there are unique v ∈ Tn and conformal
maximal immersion X : Ω(v)−{∞} → L3 such that: G−F is biholomorphic to Ω(v)−{∞} (in the
sequel, they will be identified), G = X(Ω(v)−{∞}), q0 = X(∂B1(0)), and qi = X(∂Bri(v)(ci(v))),
i = 1, . . . , n. Call (g, φ3) the Weierstrass data for X, and observe that they can be extended
by Schwarz reflection to N(v). Note also that |g| < 1 on Ω(v). The behaviour of g around the
singularities (see Lemma 2.1) implies that g : Ω(v)→ {|z| ≤ 1} is a (n+1)-branched covering, and
so g has exactly n+1 zeros∞, w1, . . . , wn ∈ Ω(v) counted with multiplicity. PuttingD = w1·. . .·wn,
it is not hard to see that (v,D) ∈ Sn.Indeed, the principal divisor of g in N(v) is equal to
D·∞
Jv(D·∞) ,
and Abel’s Theorem gives ϕv(D ·∞)−ϕv(Jv(D ·∞)) = 0. On the other hand, the canonical divisor
of φ3 in N(v) is given by
D·Jv(D)
∞·Jv(∞) , and consequently ϕv(D · Jv(D)) − ϕv(∞ · Jv(∞)) = T (v).
Therefore, 2(ϕv(D) − ϕv(Jv(∞))) = T (v), and so, (v,D) ∈ Sn.
Write φ3(z) = h3(z)
dz
z on the planar domain U(v) :=
(
Ω(v) − {∞}
)
∪ {|z| = 1} ∪
(
Ω(v)∗ −
{Jv(∞)}
)
⊂ N(v), where z = Id|U(v), and observe that h3(z) ∈ R
∗ on |z| = 1.
Definition 4.1 With the previous notation, we call E : Mn → Sn×R3× S1×R∗the map given by
E(G,m) =
(
(v,D), q0, g(1), h3(1)
)
.
Note that the fixed orientation in the graphs is fundamental for the definition of E . The first
coordinate of E encloses the information about the conformal structure and Weierstrass data of
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the marked graph, while the three last ones are simply translational, rotational and homothetical,
respectively.
Proposition 4.1 The map E : Mn → Sn × R
3 × S1 × R∗ is bijective.
Proof : Take x ∈ Sn, x = (v,D), and suppose x ∈ Sn(i), that is to say, ϕv(D)−ϕv(Jv(∞)) = Ki(v).
Since Iv(Ki(v)) = Ki(v), we have ϕv(D)−ϕv(Jv(∞))−ϕv(Jv(D))+ϕv(∞) = 0. By Abel’s theorem,
there exists a meromorphic function f of degree n+ 1 on N(v) whose principal divisor is equal to
D·∞
Jv(D·∞) . Define
gx :=
1
f(1)
f,
and observe that gx ◦ Jv = 1/gx and gx(1) = 1. Moreover, the last equation and the fact (gx) =
D·∞
Jv(D·∞) characterize gx as meromorphic function on N(v). Since ϕv(D ·Jv(D))−ϕv(Jv(∞) ·∞) =
T (v), then there exists a meromorphic 1-form ν with canonical divisor D·Jv(D)∞·Jv(∞) . Observe that
J∗v (ν) = λ ν, where |λ| = 1 (recall that Jv is an involution). Then, the 1-form φ =
i√
λ
ν satisfies
J∗v (φ) = −φ. If we put φ(z) = h(z)
dz
z , z ∈ U(v), we infer that h(z) ∈ R
∗, |z| = 1. Then, define
φ3(x) :=
1
h(1)
φ,
and observe that the equations (φ3(x)) =
D·Jv(D)
∞·Jv(∞) and h3(1) = 1 characterize φ3(x) as meromor-
phic 1-form on N(v).
With this notation, given
(
x, q0, θ, r
)
∈ Sn × R
3 × S1 × R∗, define
gx(θ) = θgx, φ3(x, r) = r φ3(x) (3)
and define φ1(x, θ, r) and φ2(x, θ, r) in the obvious way. As gx(θ) is holomorphic on Ω(v) and
|g| = 1 on ∂Ω(v), the maximum principle implies that |g| < 1 on Ω(v), and so by Theorem 2.3 the
map Xx(q0, θ, r) : Ω(v) − {∞} → L3,
Xx(q0, θ, r)(z) := q0 +Real
∫ z
1
(
φ1(x, θ, r), φ2(x, θ, r), φ3(x, r)
)
provides a CMF graph Gx(q0, θ, r) := Xx(q0, θ, r)
(
Ω(v)− {∞}
)
∈ Gn.
Defining the mark mx(q0, θ, r) by q0 = Xx(q0, θ, r)(∂B0(1)), qi = Xx(q0, θ, r)(∂Bri(v)(ci(v))),
i = 1, . . . , n, it is now clear that E−1(x, q0, θ, r) = {(Gx(q0, θ, r),mx(q0, θ, r))}, and so, E is bijective.
✷
Label Pn+1 as the symmetric group of permutations of order n+ 1. We denote by µ : Pn+1 ×
Mn →Mn, the natural action µ(τ, (G,m)) := (G, τ(m)).
The following theorem will show that Mn and Gn are analytic manifolds of dimension 3n+ 4.
We first need the following lemma:
Lemma 4.1 Given v ∈ Tn, there exists a holomorphic 1-form ω0 in N(v) having 2n− 2 distinct
zeroes, none of them contained in ∂Ω(v), and satisfying J∗v (ω0) = ω0.
Proof : Let ω be a holomorphic non-zero 1-form on N(v) satisfying J∗v (ω) = ω. In addition, we can
choose ω such that it does not vanish on ∂Ω(v). Indeed, let h be the unique harmonic function
on Ω(v) satisfying h|aj(v) = δj,0, j = 0, 1, . . . , n, where δh,k is the Kronecker symbol. By the
maximum principle, h−1(0) = ∪nj=1aj(v) and h
−1(1) = a0(v). Since these level sets are regular, h
23
has no critical point on ∂Ω(v). The 1-form ω = ∂zh can be extended to N(v) by Schwarz reflection,
and satisfies the desired properties.
Let D = Pn11 · . . . · P
ns
s · Jv(P1)
n1 · . . . · Jv(Ps)ns be the canonical divisor associated to ω.
Since the degree of D is 2n− 2, it is not hard to deduce from Riemann-Roch theorem that the
complex linear spaceM(D) of meromorphic functions on N(v) having poles only at the points Pi,
Jv(Pi) with order at most ni, i = 1, . . . , s, has dimension n.
Note that there is a function f ∈ M(D) of degree 2n−2. Indeed, otherwise the maximum degree
d0 of functions inM(D) would be less than 2n−2, and so, there would exist an entire divisor D′ of
degree d0 such that D ≥ D′ andM(D′) =M(D), whereM(D′) is defined in a similar way. Given
Q ∈ N(v) such that D/D′ ≥ Q, then, with obvious notations, M(D′) ⊂ M(D/Q) ⊂ M(D).
We infer that M(D′) = M(D/Q) = M(D) and so M(D/Q) has dimension n. It then follows
from Riemann-Roch theorem that the complex linear space of holomorphic 1-forms ω′ satisfying
(ω′) ≥ D/Q has dimension 2. Take a holomorphic 1-form ω′ ∈ H linearly independent from ω. The
quotient ω/ω′ then defines a meromorphic function on N(v) of degree 1, which is absurd.
Hence, we can take f ∈ M(D) with deg f = 2n − 2. Since the polar divisor of f is D and
Jv(D) = D, we can find λ and µ ∈ R such that f0 := λ(f + f ◦ Jv) + iµ(f − f ◦ Jv) has the
same polar divisor as f, moreover, one has f0 ◦ Jv = f0. Since poles of f0 do not lie in ∂Ω(v),
f0|∂Ω(v) is bounded. Therefore, there exists a large enough real number r such that f0+ r has only
simple zeroes, and these zeroes are not contained in ∂Ω(v). The 1-form ω0 := (f0 + r)ω satisfies
the properties in the statement of the lemma. ✷
In Subsection 3.3, the smoothness of Tˆ was derived from the one of the Riemann’s constants
vector. However, this fact can be also deduced from the previous lemma, at least for the first
order derivatives. Indeed, let v0 ∈ Tn and consider a holomorphic 1-form w(v0) on N(v0) with
simple zeroes (for instance, the one constructed in the lemma). Put w(v0) =
∑n
j=1 λj(0)ηj(v0)
and note that λj(0) ∈ R. Label λ(0) = (λ1(0), . . . , λn(0)), and without loss of generality, suppose
λ1(0) = 1. Define wλ(v) =
∑n
j=1 λjηj(v), v ∈ Tn, λ = (1, λ2, . . . , λn) ∈ {1}×R
n−1 and observe that
J∗v (ωλ(v)) = ωλ(v). A direct application of Hurwitz theorem implies that wλ(v) has also simple
zeros which are not contained in ∂Ω(v), for v and λ close enough to v0 and λ(0), respectively.
Moreover, the Implicit Function theorem and Corollary 3.1 give that the zeros of wλ(v) depend at
least C1 on (v, λ) (in fact smoothly, see the Remark below). Taking into account the smoothness
of ϕ : Divn−1 → Jn and I : Jn → Jn, we infer that Tˆ : Tn → Jn is at least C1.
Remark 4.1 Since Tˆ and ϕ are smooth, then the zeroes of wλ(v), for (λ, v) in a neighbourhood
of (λ(0), v0), locally define the following 4n− 2-dimensional smooth submanifold of Divn−1 :
{(v,D) ∈ Divn−1 : ϕ(v,D) + ϕ(v, Jv(D)) = Tˆ (v)}.
Proposition 4.2 Endowing Mn with the unique differentiable structure making E a diffeomor-
phism, the maps Sn → Cn, x 7→ gx, and Sn → Hn, x 7→ φ3(x), are smooth with 2-regularity and
1-regularity, respectively.
Proof : Indeed, take x0 = (v0, D0) ∈ Sn. From Theorem 3.1, there exists an open ball V (ǫ) in
Tn centered at v0 of radius ǫ > 0 and a local diffeomorphism V (ǫ) → Sn, v 7→ (v,D(v)), where
D(v0) = D0. For simplicity, we write x(v) := (v,D(v)), v ∈ V (ǫ).
Therefore, the map V (ǫ)→ Divn+1, v → (v,∞ ·D(v)) is smooth, and since τ : Divn+1 → Hn
is also smooth with 1-regularity (see Corollary 3.1), the same holds for the map V (ǫ) → Hn,
v 7→ τv := τ∞·D(v)(v).
Take a smooth deformation of N(v0), {Fv : N(v0) → N(v) : v ∈ V (ǫ)}. Let B(v0) =
{a1(v0), . . . , an(v0), b1(v0), . . . , bn(v0)} be the canonical homology basis on Ω(v0) defined as in
Section 3. In what follows, we deal with any representative curves aj(v0), bj(v0), j = 1, . . . , n, of
24
these homology classes for which N(v0)− ∪nj=1(aj(v0) ∪ bj(v0)) is simply connected and contains
the points in ∞ ·D0. For small enough ǫ, the curves aj(v) := Fv(aj(v0)), bj(v0) := Fv(bj(v0)) do
not pass also through the points in ∞ ·D(v), v ∈ V (ǫ), j = 1, . . . , n.
y Abel’s theorem, and for z ∈ N(v)− ∪nj=1(aj(v) ∪ bj(v)) :
gx(v)(z) = Exp
( ∫ z
1
(τv +
n∑
j=1
mj(v)ηj(v))
)
.
In this expresion, the integration paths lie in
(
N(v) − ∪nj=1(aj(v) ∪ bj(v))
)
∪ {1}, and mj(v) ∈ Z
are integer numbers determined by the equation:
ϕ˜v(∞ ·D(v)) − ϕ˜v(Jv(∞) · Jv(D(v))) =
n∑
j=1
mj(v)π
j(v),
where ϕ˜v is the branch of ϕv on N(v)− ∪nj=1(aj(v) ∪ bj(v)) vanishing at 1.
Since mj(v) depend continuously on v, then mj(v) = mj ∈ Z and so, by Corollary 3.1, gx(v)
depends smoothly on v with 2-regularity.
We have to obtain the analogous result for the map V(ǫ) → Hn, v → φ3(x(v)). Take the
holomorphic 1-form ω0 on N(v0) given in Lemma 4.1, write ν(v0) := ω0 =
∑n
j=1 λjηj(v0), where
λj ∈ R, and define ν(v) :=
∑n
j=1 λjηj(v). Since the map v 7→ ν(v) is smooth with 1-regularity
(see Corollary 3.1) it suffices to prove that v 7→ φ3(x(v))ν(v) is smooth with 2-regularity. By Hurwitz’s
Theorem and the implicit function theorem, ν(v) satisfies also the thesis in Lemma 4.1, for small
enough ǫ. Moreover, as explained during the proof of Lemma 4.1, the map V (ǫ) → Div2n−2,
v 7→ (v, (ν(v))) is at least C1 (in fact smooth by Remark 4.1), where as usually (ν(v)) is the canonical
divisor associated to ν(v). Hence, writing (ν(v)) = E(v) · Jv(E(v)), the map V (ǫ) → Divn−1,
v 7→ E(v) is also smooth, and therefore, the same holds for V (ǫ)→ Divn,n, v 7→ (v,∞·E(v), D(v)).
We infer from Corollary 3.1 that the map V (ǫ) → Hn, v 7→ κv := κ∞·E(v),D(v)(v) is smooth with
1-regularity. Reasoning as above, the map
fx(v)(z) = Exp
( ∫ z
1
(κv +
n∑
j=1
njηj(v))
)
,
is a well defined meromorphic function on N(v), for suitable integer numbers nj not depending on
v and V(ǫ)→ Cn, v 7→ fx(v), is smooth with 2-regularity. The principal divisor associated to fx(v)
is given by (fx(v)) =
D(v)·Jv(D(v))
∞·E(v)·Jv(∞)·Jv(E(v)) . Therefore, if we write ν(v) = hv(z)
dz
z on U(v), we infer
that φ3(x(v))ν(v) =
1
hv(1)
fx(v), and so v 7→ φ3(x(v)) is smooth with 1-regularity. This concludes the
proof. ✷
Remark 4.2 Equation (3) gives that the maximal immersion Xx(q0, θ, r) determining the marked
graph (Gx(q0, θ, r),mx(q0, θ, r)) depends smoothly on (x, q0, θ, r) with 2-regularity (the notion of
differentiability with k-regularity for immersions is defined in the obvious way).
Theorem 4.1 (Main theorem) The set s2(Mn) ⊂ R3n+4 is open and hence the one to one map
s2 : Mn → s2(Mn) provides a global system of analytic coordinates on Mn. Moreover, the action
µ is discontinuous and hence the orbit space, naturally identified to Gn, has a unique analytic
structure making s1 an analytic covering of (n+ 1)! sheets.
Proof : Let x ∈ Sn and denote by (Gx,mx) = E−1(x, 0, 1, 1) ∈ Gn. Call Xx the associated maximal
immersion and label as (gx, φ3(x)) its Weierstrass data.
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Observe that E−1(x × R3 × S1×]0,+∞[) consists of all the marked graphs which differ from
(Gx,mx) by translations, rotations about a vertical axis (i.e., parallel to the x3-axis) and homo-
theties. Since Xx(q0, θ, r) depends smoothly on (x, q0, θ, r) with 2-regularity, the map s2 : Mn →
R3n+4 is smooth By the injectivity of s2 (see Theorem 2.2) and the domain invariance theorem,
s2(Mn) is open in R
3n+4 and hence it is an analytic manifold of dimension 3n + 4. We can then
endow Mn with the unique analytic structure making s2 : Mn → s2(Mn) an analytic diffeomor-
phism.
To conclude, it remains to check that the action µ is discontinuous. Indeed, let τ : Mn →Mn
denote the diffeomorphism given by τ(G,m) = (G, τ(m)), τ ∈ Pn+1. Let (G0,m0) ∈Mn and write
m0 = (q0, q1, . . . , qn) ∈ R
3n+3. Take a neighborhood Uj of qj in R
3, j = 0, 1, . . . , n, such that
Ui ∩ Uj = ∅, i 6= j, and call U =
∏n
j=0 Uj . Then, it is clear that τ(s
−1
2 (U × R)) ∩ s
−1
2 (U × R) = ∅,
for any τ ∈ Pn+1 − {Id}, which proves the discontinuity of µ and concludes the proof. ✷
During the proof of Theorem 4.1 we have shown that the topological structures induced by E
and s2 on Mn are the same. The following theorem proves that this topology coincides with the
one of the uniform convergence of graphs on compact subsets of {x3 = 0}.
Theorem 4.2 Let {Gk}k∈N be a sequence in Gn, and G0 ∈ Gn.
Then {Gk)}k∈N → G0 in the topology of Gn if and only if {Gk}k∈N converges to G0 uniformly
on compact subsets of {x3 = 0}.
Proof : Suppose {Gk}k∈N → G0 ∈ Gn in the topology of Gn, and choose marks in such a way that
{(Gk,mk)}k∈N converges to (G0,m0) in Mn.
Write E((Gk,mk)) = (xk, q0(k), θk, rk), Xk = Xxk(q0(k), θk, rk) and xk = (vk, Dk) ∈ Sn, k ∈
N ∪ {0}.
Let W be any compact domain in R2 ≡ {x3 = 0} containing the singularities in m0 as interior
points, and let Wk denote the compact set X
−1
k (W × R) ⊂ Ω(vk)− {∞}, k ∈ N ∪ {0}.
Since {(xk, q0(k), θk, rk)} → (x0, q0(0), θ0, r0) and Xx(q0, θ, r) depends smoothly on (x, q0, θ, r)
with 2-regularity, it is not hard to check that limz→∞ ||Xk(z)|| = +∞ uniformly in k. In addition,
the domains Wk are uniformly bounded in C, {Wk}k∈N → W0 in the Hausdorff distance and Xk
converges uniformly on W0 to X0. In the last statement we have used that Xk can be reflect
analytically about the circles in ∂Ω(vk), and so all the immersions Xk, k large enough, are well
defined in a universal neighborhood of W0 in C. It is then obvious that the function uk : R
2 → R
defining the graph Gk converges uniformly over W to the function u0 : R
2 → R defining G0
(furthermore, {vk}k∈N → v0 implies that {mk}k∈N → m0). Since W can be as larger as we want,
{uk}k∈N → u0 uniformly on compact subsets of R2.
Assume now that {Gk}k∈N converges to G0 uniformly on compact subsets of {x3 = 0}, and as
above, denote by uk : R
2 → R the function defining the graph Gk, k ∈ N ∪ {0}.
Let us show that singular points of G0 are limits of sequences of singular points of graphs Gk,
k ∈ N. Indeed, let p0 = (y0, u0(y0)) ∈ G0 be a singular point, and without loss of generality,
suppose that p0 is a downward pointing conelike singularity. By Lemma 2.1, there exists ǫ > 0
small enough such that u−10 ({x3 ≤ u0(y0) + ǫ}) contains a compact component C0(ǫ) with regular
boundary and containing y0 as the unique (interior) singular point. Since {uk}k∈N → u0 uniformly
on compact subsets, u−1k ({x3 ≤ u0(y0) + ǫ}) must contain a compact component Ck(ǫ) containing
y0 as well, k large enough. Furthermore, {Ck(ǫ)} → C0(ǫ) in the Hausdorff sense, and by the
maximum principle Ck(ǫ) must contain at least an interior singular point yk of uk, k large enough.
Since C0(ǫ) converges to {y0} as ǫ→ 0, we deduce that {pk := (yk, uk(yk))}k→∞ → p0.
As a consequence, there exist marked graphs (Gk,mk) ∈Mn, k ∈ N∪{0}, such that {mk}k∈N →
m0.
Call ck the logarithmic growth of Gk, k ∈ N ∪ {0}, and let us see that {ck} → c0. Indeed,
let γ be a circle in R2 containing all the singular points of u0 in its interior, and let A denote a
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closed tubular neighbourhood of γ in R2 not containing any singular point of u0. It is well known
that the function uk − u0 is solution of a uniformly elliptic linear equation Lk(uk − u0) = 0 over
A, k large enough. Moreover, the fact that the functions 11−|∇uk| , k ∈ N, are uniformly bounded
on A (see [1]) guarantee that the coefficients of operators Lk, k ∈ N, are uniformly bounded too.
Therefore, since {uk}k∈N → u0 uniformly on A, the classical Schauder estimates ([7] p. 93) imply
that {uk}k∈N → u0 in the C2 norm on A. In particular,
{
∫
γ
νk(sk)dsk}k∈N →
∫
γ
ν0(s0)ds0,
where νk and sk are the conormal vector and the arc-length parameter along γ in Gk, respectively,
for any k ∈ N ∪ {0}. Since
∫
γ νk(sk)dsk = 2π(0, 0, ck) and
∫
γ ν0(s0)ds0 = 2π(0, 0, c0), we infer that
{ck} → c0.
Since s2 : Mn → s2(Mn) ⊂ R3n+4 is an homeomorphism, {(Gk,mk)}k∈N → (G0,m0) in the
manifold Mn, and so, {Gk}k∈N → G0 in the manifold Gn. This concludes the proof. ✷
It is also interesting to notice that Mn is far from being connected, because the sets Sn(i),
i = 1, . . . , 22n, are pairwise disjoint and open in Sn. Although the discussion could be a little more
involved, it is possible to see that the same holds for Gn. On the other hand, it is natural to
ask whether the differentiable structure in Mn induced by s2 coincides with the one induced by
E or not. However, this fact is not relevant for the subsequent analysis, and for this reason we
have prefered to leave it as an open question. In the sequel, and up to an explicit mention of the
contrary, the underlying structure in Mn will be the analytic one induced by s2.
There is a natural connection between the n-spinorial bundle Sn and a suitable quotient of Mn.
Next lemma and corollary will be devoted to give a detailed explanation of this fact. We first fix
the following notations.
Let R denote the group of Lorentzian similarities generated by translations, rotations about a
vertical axis, symmetries with respect to a horizontal plane and homotheties in L3.
Denote by proj0 : Sn × R
3 × S1 × R∗ → Sn the natural projection proj0(x, q, θ, r) = x.
Let π : R3 → {x3 = 0} denote the orthogonal projection, and call ∆
3n+4 the open subset of
R3n+3 × R ≡ R3n+4 given by
∆3n+4 = {((q0, q1, . . . , qn), c) ∈ R
3n+4 : π(qi) 6= π(qj), i 6= j}.
Let Cnbe the quotient of ∆
3n+4 under the congruence relation: ((q0, q1, . . . , qn), c) ∼ ((q′0, q
′
1, . . . , q
′
n), c
′)
if there exists a Lorentzian similarity Rˆ ∈ R such that Rˆ(q0, q1, . . . , qn) = (q′0, q
′
1, . . . , q
′
n) and
~R(0, 0, c) = (0, 0, c′), where ~R is the linear similarity associated to Rˆ. Label proj1 : ∆
3n+4 → ∆
3n+4
∼
as the natural projection, and denote by Hi = {((0, q1, . . . , qn), c) : x2(q1) = 0, |q1| =
1, x1(q1), x3(qi) > 0}, i = 1, . . . , n, Hn+1 = {((0, q1, . . . , qn), c) : x2(q1) = 0, |q1| = 1, x1(q1) >
0, c > 0}, H0 = {((0, q1, . . . , qn), 0) : x2(q1) = 0, |q1| = 1, x1(q1) > 0, x3(qi) = 0, i = 1, . . . , n},
where |q1| here refers to the Euclidean norm of q1.
It is clear that ∪n+1j=1 proj1(Hj) =
∆3n+4
∼ − proj1(H0). The map proj1|Hi : Hi → proj1(Hi) is
bijective and provides analytic coordinates on the open set proj1(Hi) ⊂
∆3n+4
∼ . Hence,
Cn :=
∆3n+4
∼
− proj1(H0)
is an analytic manifold.
Moreover, it is easy to check that s2(Mn) ⊂ ∆3n+4 − H˜0, where H˜0 = proj
−1
1 (proj1(H0)).
Otherwise, there would be (G,m) ∈ Mn such that s2((G,m)) ∈ H0, and so, G would be a graph
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asymptotic to a horizontal plane and with singularities in {x3 = 0}. Remark 2.5 would imply that
G = {x3 = 0}, which is absurd.
As a consequence, proj1(s2(Mn)) ⊂ Cn.
Two marked graphs (G1,m1), (G2,m2) ∈ Mn are said to be congruent if there exists a
Lorentzian similarity Rˆ ∈ R such that Rˆ(G1) = G2, Rˆ(m1) = m2. Call Mˆn the quotient space of
Mn under the congruence relation and denote by proj2 : Mn → Mˆn the natural projection.
Likewise G1, G2 ∈ Gn are said to be congruent if there exists a Lorentzian similarity Rˆ ∈ R
such that Rˆ(G1) = G2. We call Gˆn the quotient space of Gn under the congruence relation, and
label proj3 : Gn → Gˆn the natural projection.
The connection between the above projections is given in the following lemma.
Lemma 4.2 There exists unique maps sˆ2 : Mˆn → Cn, sˆ1 : Mˆn → Gˆn and Eˆ : Mˆn → Sn making
commutative the following diagrams:
R3n+4 − H˜0
s2←−−−− Mn
E
−−−−→ Sn × R3 × S1 × R∗yproj1 yproj2 yproj0
Cn
sˆ2←−−−− Mˆn
Eˆ
−−−−→ Sn
Mn
s1−−−−→ Gn
proj2
y yproj3
Mˆn
sˆ1−−−−→ Gˆn
Moreover, sˆ2 is injective and Eˆ is bijective.
Proof : It is natural to define
Eˆ : Mˆn → Sn, Eˆ(proj2(G,m)) = proj0(E(G,m)).
To prove that it is well defined and bijective, it suffices to check that, given (G1,m1), (G2,m2) ∈
Mn, proj0(E((G1,m1))) = proj0(E((G2,m2))) if and only if there exists Rˆ ∈ R such that Rˆ(G1) =
G2, Rˆ(m1) = m2. Indeed, write E((Gj ,mj)) = (xj , q0,j , θj , rj), where xj = (vj , Dj) ∈ Sn, j = 1, 2.
For simplicity, put Xj = Xxj(q0,j , θj , rj), j = 1, 2, and identify Gj ≡ Ω(vj) − {∞}, j = 1, 2.
Assume there exists Rˆ ∈ R such that Rˆ(G1) = G2, Rˆ(m1) = m2, and write by R : Ω(v1)→ Ω(v2)
the natural conformal transformation induced by Rˆ. If we orient G1 and G2 with downward limit
normal vector at the end, any translation, rotation about a vertical axis, homothety or symmetry
with respect to a horizontal plane preserves the orientation of the graphs, and so, the same holds
for Rˆ. Therefore, R is a biholomophism (that is to say, a Mo¨bius transformation). Since Rˆ also
preserves the end and the singular points, we infer that R(∞) =∞, R({|z| = 1}) = {|z| = 1}, and
R(∂Brj(v1)(cj(v1))) = ∂Brj(v2)(cj(v2)), for any j. This implies that v1 = v2 and R is the identity
map on Ω(v1).
On the other hand, gx2(θ2) ◦R = L ◦ gx1(θ1), where L : C→ C is the conformal transformation
induced by Rˆ. In addition, L fixes the origin, because R preserves the end and the limit normal
vector at the ends points downward.Therefore gx2(θ2) = gx2(θ2)◦R = θgx1(θ1), where |θ| = 1, and
hence D1 = D2. Now it is straightforward to check that x1 = x2.
For the converse, take (G1,m1) ∈ Mn, call E(G1,m1) = (x1, q1, θ1, r1), and observe that the
set (proj0 ◦ E)
−1(x1) = {
(
Xx1(q, θ, r)((Ω(v1) − {∞}),mx1(q, θ, r))
)
: (q, θ, r) ∈ R3 × S1 × R∗}.
But this set consists of marked graphs in Mn differing from (G1,m1) by ambient similarities
Rˆ ∈ R preserving the mark. Finally, observe that sˆ2 : Mˆn → Cn, sˆ2([(G,m)]) := [(m, c)] is well
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defined, and use Theorem 2.2 to show that it is injective. The map sˆ1 : Mˆn → Gˆn is given by
sˆ1([(G,m)]) = [G], and the commutativity of the diagrams is obvious. ✷
From Lemma 4.2, Mˆn can be endowed with the differentiable structure making Eˆ , proj2 and
sˆ2 a diffeomorphism, a submersion and a smooth map, respectively (provided that Mn is endowed
with the differentiable structure induced by E). However following the aim of Theorem 4.1 we are
interested in viewing Mˆn as an analytic manifold. This is the main goal of the following corollary.
Corollary 4.1 The set sˆ2(Mˆn) ⊂ Cn is open, and the bijective map sˆ2 : Mˆn → sˆ2(Mˆn) provides
a unique analytic structure in Mˆn making proj2 : Mn → Mˆn an analytic submersion. Moreover, if
Σˆ1, Σˆ2 are two distinct connected components of Mˆn, then either sˆ1(Σˆ1)∩ sˆ1(Σˆ2) = ∅ or sˆ1(Σˆ1) =
sˆ1(Σˆ2). In the second case, Σˆ1 and Σˆ2 are analytically diffeomorphic.
Proof : To prove that sˆ2(Mˆn) is open, take into account that s2(Mn) is open in ∆
3n+4 − H˜0 and
that proj1 : ∆
3n+4− H˜0 → Cn is an open submersion. Induce in Mˆn the unique analytic structure
making sˆ2 an analytic embedding. Since sˆ2 ◦ proj2 = proj1 ◦ s2 and proj1 : s2(Mn) → sˆ2(Mˆn) is
an analytic submersion, we infer that proj2 is an analytic submersion.
For the second part of the corollary, let Σˆ1 and Σˆ2 be two connected components in Mˆn, and
suppose that sˆ1(Σˆ1)∩ sˆ1(Σˆ2) 6= ∅. Take (G,m1) ∈ proj
−1
2 (Σˆ1), (G,m2) ∈ proj
−1
2 (Σˆ2). Denote by Σ1
the connected component of Mn containing (G,m1), and analogously define Σ2. Since s1(G,m1) =
s1(G,m2), Theorem 4.1 shows the existence of τ ∈ Pn+1 such that τ(Σ1) = Σ2, and so s1(Σ1) =
s1(Σ2). Moreover, taking into account that proj3 ◦ s1 = sˆ1 ◦proj2 and proj2(Σj) = Σˆj , j = 1, 2, we
get sˆ1(Σˆ1) = sˆ2(Σˆ2). In addition, τ : Σ1 → Σ2 induces in a natural way an analytic diffeomorphism
τˆ : Σˆ1 → Σˆ2, which concludes the proof. ✷
Following Theorem 4.1, it is natural to ask whether sˆ1 : Mˆn → Gˆn is an analytic covering. However
the class of a marked graph admitting symmetries has non-trivial isotropy group for the natural
action µˆ : Pn+1 × Mˆn → Mˆn. Anyway, we can endow Gˆn − proj3(Sym(Gn)) (where Sym(Gn)
consists of the family of graphs with non-trivial symmetry group) with the analytic structure
making sˆ1 : Mˆn − sˆ
−1
1
(
proj3(Sym(Gn))
)
→ Gˆn − proj3(Sym(Gn)) an analytic covering of (n+ 1)!
sheets.
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