Introduction
A basic prerequisite in the study of boundary value problems associated with a differential operator in a domain Ω is the availability of suitable trace and extension theorems. In the context when the smoothness of the functions in question is measured on the scales of Sobolev (potential) spaces, L p s , and Besov spaces, B p,p s , two fundamental results in this regard are as follows.
Theorem A. If Ω is a bounded, Lipschitz domain in R n and 1 < p < ∞, α ∈ R, then the operator of restriction to Ω, mapping L p α (R n ) onto L p α (Ω), has a linear, continuous, right inverse. That is, there exists a linear, bounded operator
such that (E u)| Ω = u for each u ∈ L p α (Ω). Theorem B. Assume that Ω is a bounded, Lipschitz domain in R n and that 1 < p < ∞, α ∈ (1/p, 1 + 1/p). Then the restriction to the boundary operator, originally defined from C ∞ (Ω) to Lip (∂Ω) extends to a bounded mapping Tr : L p α (Ω) −→ B p,p α−1/p (∂Ω). (1.2) Furthermore, this operator is onto; indeed, it has a bounded, linear right inverse.
These results have a rich history and have received a great deal of attention in the literature. Here we would like to mention that some of the pioneering work has been done by E. Gagliardo [6] , and A.P. Calderón [3] , in the 50's and early 60's; see also the excellent monographs [31] by E.M. Stein and [12] by A. Jonsson and H. Wallin. Other versions and extensions, as well as more references, can be found D. Jerison and C. Kenig [11] , S. Mayboroda and M. Mitrea [18] , V.G. Maz'ya, M. Mitrea and T. Shaposhnikova [19] , and S. Rychkov [28] .
In this paper we are concerned with proving suitable versions of Theorems A-B in the case when differential forms are considered in place of scalar functions. Carrying out this program is justified given that a great many boundary value problems in mathematical physics (Maxwell equations, elasticity, hydrodynamics, etc.) involve working with vector fields or, more generally, differential forms; the reader is referred to the monographs [4] , [5] , [8] , [15] , [16] , [33] and [36] . Another area of mathematics where such a theory plays a significant role is the study of the ∂-Neumann problem in several complex variables and its real counterpart, the d-Neumann problem. Note that these problems, as well as many others, are naturally formulated in the framework of differentiable manifolds. For maximum applicability, it is therefore important to consider, as we do in the present paper, differential forms of arbitrary degrees in a Lipschitz subdomain Ω of a given Riemannian manifold M .
One distinctive feature, naturally inherent to this setting, is that the definitions of Sobolev-like and Besov-like smoothness spaces must be adapted to the exterior derivative operator d on the manifold M , much as the standard, scalar Sobolev and Besov spaces in the Euclidean context are adapted to the gradient operator. For example, one natural analogue of the scalar Sobolev (potential) spaces L p s+1 (Ω) is D (d; L p s (Ω)) := -forms u with coefficients in L p s (Ω) for which du has also coefficients in L p s (Ω). (1.3) Since the operator of restriction to Ω maps D (d; L p s (M )) into D (d; L p s (Ω)), the issue arises whether this mapping is onto. In this regard, we shall prove the following. such that (E u)| Ω = u for each u ∈ D (d; L p s (Ω)). The trace operator naturally associated with the space (1.3) is the assignment u → ν ∧u, where ν is the unit conormal to ∂Ω and wedge stands for the exterior product of forms. It is then possible to check that, with δ denoting the formal adjoint of d, any element ξ in the range of this map satisfies Theorem D. Assume that Ω is a Lipschitz subdomain of the Riemannian manifold M and that 1 < p < ∞, −1 + 1/p < s < 1/p. Then
is well-defined, linear, bounded and onto. Furthermore, it has a bounded, linear right inverse. Theorem D is the key ingredient in the proof of Theorem C. Indeed, our strategy is to extend a given u ∈ D (d; L p s (Ω)) to M by constructing a differential form in M \Ω whose trace (in the sense of Theorem D) coincides with that of u. More specifically, we take
where Ex : NB p,p
Going further, a result similar in spirit to Theorem D is valid for the map
(see the body of the paper for the relevant definitions). This and the observation that the restriction to the boundary of any differential form u ∈ C ∞ (M, Λ ) can be decomposed as
which we prove (cf. Theorem 5.6) to be well-defined, linear, bounded, and onto whenever 1 < p, p < ∞, 1/p + 1/p = 1, −1 + 1/p < s < 1/p. Again, this has a linear, bounded, right inverse.
In the context of (1.5), define B p,p
(∂Ω, Λ +1 ) and note that d ∂ • d ∂ = 0. This gives rise to a sequence of homomorphisms -referred to in this paper as the boundary De Rham complex -
in which the image of each arrow is contained in the kernel of the subsequent one. We study its cohomology and establish that for each = 1, 2, ..., n − 1,
the -th singular homology group of ∂Ω over the field of real numbers. The proof of (1.9) relies on elements of sheaf theory, suitably adapted to the current setting. In this regard, the crux of the matter is proving that the aforementioned complex is locally exact, i.e.
It is precisely at this stage that the ontoness of the trace (1.6) in Theorem D is most useful, as it allows us to shift focus from differential forms defined on ∂Ω to differential forms defined in Ω. See the proof of Theorem 6.2 for details. Another notable corollary of Theorem D is that the family of spaces NB p,p
This observation then allows us to deduce, for the first time, Hodge decompositions for differential forms with coefficients in L p s (Ω), for an arbitrary Lipschitz domain Ω ⊂ M , when p ∈ (2 − ε, 2 + ε) and s ∈ (−ε, ε), extending work in [21] where the case s = 0 has been considered.
The particular case of Theorem C has been proved in [1] when M = R n , = n − 1, p = 2 and s = 0, by reducing matters to solving a suitable boundary value problem for the Laplacian. Another approach, which eliminates all the above restrictions on the indices involved with the exception of s = 0, has been developed in [21] . This requires (locally) flattening the boundary of Ω via bi-Lipschitz maps. We would now like to briefly comment on the nature of this approach and explain why its applicability is limited to the L p scale alone. Specifically, for a differential form f of degree , 
Since, in general, the determinants
.,x j ) are merely L ∞ functions, it is only the space of forms with L p coefficients which is stable under pull-back via Lipschitz maps. This observation, which has been employed in, e.g., [10] , [27] , [35] , [34] , allows one to do analysis on a Lipschitz manifold Σ in the context of differential forms with L p coefficients. When Σ a Lipschitz submanifold of codimension one of a smooth manifold M , it is possible to take advantage of the smooth ambient structure of M in order to define classes of differential forms on Σ whose coefficients are smoother than just L p . In particular, this is the case when Σ = ∂Ω where Ω is a Lipschitz subdomain of M . However, much as before, these classes are not invariant under Lipschitz pull-back.
As already alluded to, the main results proved in this paper are particularly relevant in the context of boundary value problems involving vector fields in Lipschitz domains, such as those arising in electromagnetic scattering by rough obstacles. See, e.g., the monographs [4] [32] contains a proof of the case Theorem D for M = R 3 , = 1, s = 0 and p = 2, via an argument which requires flattening the boundary (cf. also §7 in [2] for a discussion), and that [26] proves Theorem D for subdomains with a C ∞ boundary of smooth manifolds, when p = 2, s = 0, via Fourier methods.
The organization of the remainder of the paper is as follows. (1) u, * v = (−1) (n− ) * u, v and * u, * v = u, v . Also, * * u = (−1) (n− ) u;
(4) * δ = (−1) d * , δ * = (−1) +1 * d, and δ = (−1) n( +1)+1 * d * on -forms.
Let Ω be a Lipschitz subdomain of M . That is, ∂Ω can be described in appropriate local coordinates by means of graphs of Lipschitz functions (cf., e.g., [25] ). Then the unit conormal ν ∈ T * M is defined a.e., with respect to the surface measure dσ, on ∂Ω. For any two sufficiently well-behaved differential forms (of compatible degrees) u, w we then have the integration by parts formula
We conclude with a brief discussion of a number of notational conventions used throughout the paper. By C k (Ω), k ∈ N o ∪ {∞}, we shall denote the space of functions of class C k in Ω, and by C ∞ c (Ω) the subspace of C ∞ (Ω) consisting of compactly supported functions. When viewed as a topological space, the latter is equipped with the usual inductive limit topology and its dual, i.e. the space of distributions in Ω, is denoted by D (Ω) := C ∞ c (Ω) . We also denote by Lip (∂Ω) the class of real-valued Lipschitz functions defined on ∂Ω and set C k (Ω, Λ ) := C k (Ω) ⊗ Λ , Lip (Ω, Λ ) := Lip (Ω) ⊗ Λ , etc. Finally, we would like to alert the reader that, besides denoting the pointwise inner product of forms, ·, · is also used as a duality bracket between a topological space and its dual (in each case, the spaces in question should be clear from the context).
Sobolev and Besov spaces on Lipschitz domains
The Sobolev (potential) scale in R n can be defined as
The Besov spaces can then be introduced via real interpolation, i.e.
Above, (· , ·) θ,q stands for the real interpolation bracket.
Next, the classes L p s (M ), B p,q s (M ), 1 < p, q < ∞, s ∈ R, are obtained by lifting the corresponding Euclidean scales to M via a C ∞ partition of unity and pull-back. Given an arbitrary open subset Ω of M , we denote by f | Ω ∈ D (Ω) the restriction of a distribution f on M to Ω. For 1 < p, q ≤ ∞ and s ∈ R we then set
For the remainder of this section we assume that Ω is a Lipschitz subdomain of M . In this case, according to [28] , there exists a universal linear extension operator. More specifically, we have 
boundedly, and
Other properties of interest are summarized in the propositions below; cf., e.g., [37] for proofs.
where [· , ·] θ stands for the complex interpolation bracket.
Also, for the same range of indices, the operator
whereũ is the extension of u to M by zero outside Ω, extends to a linear, bounded, one-to-one operator
In fact, (3.10) has a left-inverse, given by the restriction operator
The operators (3.10)- (3.11) are further related by
Turning to spaces defined on Lipschitz boundaries, assume 1 < p, q < ∞, 0 < s < 1, and that Ω is the unbounded region in R n lying above the graph of a Lipschitz function ϕ : R n−1 → R. We then define B p,q s (∂Ω) as the space of locally integrable functions g for which the assignment R n−1 x → g(x , ϕ(x )) belongs to B p,q s (R n−1 ). The above definition readily adapts to the case of a Lipschitz subdomain of the manifold M , via a standard partition of unity argument. The resulting space is reflexive. Having defined Besov spaces on ∂Ω with a positive, sub-unitary amount of smoothness, we then set
The next result is proved in [11] , [12] .
Proposition 3.5 The restriction to the boundary, C ∞ (Ω) u → u| ∂Ω ∈ Lip (∂Ω), extends to a bounded, linear trace operator
This operator is also onto and, in fact, has a bounded, linear, right-inverse
Finally, for the same range of indices,
Differential forms with Sobolev-Besov coefficients
In this paper we shall work with certain nonstandard smoothness spaces which are naturally adapted to the type of differential operators we intend to study. Specifically, for 1 < p < ∞ and s ∈ R, we consider the spaces
equipped with the natural graph norms. Throughout the paper, all derivatives are taken in the sense of distributions.
Let us now assume (as we shall do for the remainder of this section) that Ω ⊆ M is an arbitrary Lipschitz domain with outward unit conormal ν ∈ T * M ≡ Λ 1 , and that 1 < p < ∞, 1/p + 1/p = 1, and −1
introduced above is well-defined, linear and bounded.
Proof. Given u ∈ D (d; L p s (Ω)), we first note that ξ := ν ∧ u is unambiguously defined as an element in B p,p
To see this, assume that, for a given ψ ∈ B p ,p 1−1/p −s (∂Ω, Λ +1 ), two differential forms
). This and the distributional definition of d then imply that du, Ψ − u, δΨ = lim j du, Ψ j − u, δΨ j = 0, from which the desired conclusion follows.
Next, we notice that the estimate
follows from (3.13), (4.3), (3.8), plus the fact that, given ψ ∈ B p ,p 1−1/p −s (∂Ω, Λ +1 ), one is able to choose some Ψ ∈ L p 1−s (Ω, Λ +1 ) such that Tr Ψ = ψ with the additional property that
An immediate corollary of the above proposition and definition (4.3) is the following useful integration by parts formula.
Finally, a similar set of results are valid for tangential traces of differential forms. Below, we record the main result in this regard. 
such that
Traces of differential forms
Assume that 1 < p < ∞, −1 + 1/p < s < 1/p, 1/p + 1/p = 1, (5.1) and consider the space
equipped with the natural graph norm, i.e.
Our first result shows that there is no ambiguity in defining the norm (5.3) and that the space NB p,p s− 1 p (∂Ω, Λ ) depends exclusively on ∂Ω and not on Ω itself.
Proposition 5.1 The above definition is meaningful and, in fact,
Proof. We note that, in the context of (5.2), the differential form ξ determines η uniquely.
) has dense range, it follows that η = 0, i.e.,
Second, the equality (5.4) is a consequence of a density result, proved in [24] , to the effect
This concludes the proof of the proposition. 
is well-defined. After this preamble, we are now ready to state and prove the first major result of this section.
is well-defined, linear, bounded, and onto. In fact, there exists a bounded, linear operator
Proof. We shall proceed in a series of steps, starting with
Step I. The operator (5.10) is well-defined, linear and bounded. Step II. Localization. 
Set
has an inverse, (∆ − 1) −1 , for each ∈ {0, ..., n} whose Schwartz kernel, Γ (x, y), is a symmetric double form of bidegree ( , ). The commutation relations d∆ = ∆ +1 d and δ∆ = ∆ −1 δ translate into
Next, denote by S ± the single layer potential operators associated with Ω ± , i.e.,
Note that (∆ − 1)S ± f = 0 in Ω ± . Mapping properties for these operators have been established in Theorem 7.1 of [23] , where it has been proved that
boundedly. Let us also set 20) where Tr is the trace on ∂Ω. In particular, (∂Ω, Λ +2 ) be the differential form associated with ξ as in (5.4) . Finally, define
Then u ± ∈ D (d; L p s (Ω ± )) and
Indeed, we have 27) and for each fixed x ∈ Ω + we may write
The case when the superscript + is replaced by − is analogous.
Step IV. With ξ, η, u + and u − as in Step III,
To justify (5.29), for an arbitrary Φ ∈ C ∞ (M, Λ +1 ) we write (using the fact that the outward unit normal for Ω − is −ν):
Next, (5.26) and (4.7) yield
Consequently, since the boundary integrals in (5.32) and (5.31) have opposite signs, we may use Fubini's Theorem, (5.17) and the definition of η in order to write
Going further, Step
Under the current assumptions on O ∩ Ω − it has been proved in §4 of [24] that there exist θ ∈ C ∞ c (Ω) and a family of linear operators
(5.40) and for which
in a bounded fashion. Thus, we may define the differential form w as the extension of
This time, take ω to be the extension of
Step VII. Retaining the notation used in the previous steps, we have Under the assumptions (5.1), we shall also consider the space is an isomorphism. is well-defined, linear, bounded, and has a linear, bounded right inverse. In particular, it is onto.
Proof. This follows from Theorem 5.2, definitions, and Hodge duality.
2
The spaces (5.2), (5.45) are further related as described in the proposition below. Furthermore, the adjoint of (5.49)-(5.50) is the operator
Proof. Proving that the map (5.49)-(5.50) is well-defined comes down to checking the following claim: if u ∈ D +1 (δ; L p s (Ω)) and w ∈ D (d; L p −s (Ω)) are such that either ν ∨ u = 0 or ν ∧ w = 0, then u, dw − δu, w = 0. In turn, this is an easy consequence of a density result, proved in [24] , according to which if w ∈ D (d; L p s (Ω)) has ν ∧ w = 0, then there exists a sequence w j ∈ C ∞ c (Ω, Λ ), j = 1, 2, ..., such that
Having established the well-definiteness of the map (5.49)-(5.50), we next remark that this map is bounded, thanks to (3.8), as well as linear and one-to-one. There remains to show that it is also onto. To this end, pick an arbitrary θ ∈ NB p ,p → (u, du) , the Hahn-Banach theorem in concert with (3.8) allow us to conclude that there exist v 1 ∈ L p s (Ω, Λ +1 ) and v 2 ∈ L p s (Ω, Λ ) such that
In particular v 1 ∈ D (δ; L p s (Ω)). Utilizing this identity back in (5.54) 
Hence, the map (5.49) is onto and this finishes the proof of the claims made in the first part of the proposition.
Finally, the claim that (5.51) is the adjoint of the operator (5.49) follows by comparing (5.52) with (5.50).
2
The above analysis allows us to deduce a rather general integration by parts formula for differential forms on Lipschitz domains.
Corollary 5.5 Under the assumptions (5.1) , the following identities hold: Finally, we are now in a position to discuss global traces of differential forms in the space tr u, f ⊕ g := u tan , f + u nor , g ,
is linear, bounded, and has a linear, bounded right inverse. In particular, it is onto. Furthermore, the action of the map (5.61)-(5.62) is compatible with that of
where the above inclusion acts according to ι(ξ), f ⊕ g := ξ, f + ξ, g , in the sense that
) and the action of (5.63) agrees with that of (5.61)- (5.62) .
Hence, from this point of view, the global trace map for differential forms introduced in (5.61)-(5.62) can be regarded as an extension of the ordinary componentwise trace map from (3.14) .
Proof. The claim that the mappings (5.57), (5.58 has closed range and its cokernel is isomorphic to H sing (∂Ω; R), the -th singular homology group of ∂Ω over the reals, i.e.
In particular,
is a Fredholm operator with index b (∂Ω) := dim H sing (∂Ω; R), the -th Betti number of ∂Ω.
Proof. We shall make use of a deep theorem of De Rham which we present below in an abstract form, well suited for our purposes.
De Rham's Theorem Let X be a Hausdorff, para-compact topological space, and let L 0 , L 1 , .. be fine sheaves over X and, for = 0, 1, ..., let ϑ : L → L +1 be sheaf homomorphisms such that the following is an exact complex:
(hereafter, ι denotes inclusion). Then H sing (X ; R) ∼ = Ker (ϑ : L (X ) −→ L +1 (X )) Im (ϑ −1 : L −1 (X ) −→ L (X )) , = 1, 2, ... (6.12) See [38] , Theorem 5.25, p. 185 for a proof; cf. also [9] . Next, we shall describe a setting in which this powerful machinery applies. To set the stage, we first need to define a local version of the space (5.2) (cf. also (5.4)) as well as of the operator d ∂ . More specifically, for U an arbitrary open subset of ∂Ω, we define NB p,p s− 1 p (U, Λ ; loc) as the space consisting of functionals f ∈ (Lip (∂Ω, Λ )) enjoying the following properties.
Also, introduce is a fine sheaf on the topological space ∂Ω.
Going further, we observe that the operator d ∂ induces a natural sequence of sheaf morphisms
where LCF stands for the sheaf of germs of locally constant functions on ∂Ω and the embedding works according to f → f ν. Since d ∂ • d ∂ = 0, the above is a complex. In fact, so we claim, (6.14) provides a fine resolution of the sheaf LCF. The essential ingredient in the proof of this claim is the acyclicity of the complex (6.14) . Granted this, the so-called abstract De Rham theorem applies to our context and gives (6.9). With (6.9) in hand, all the claims made in the statement of the theorem follow easily. Next, we aim to prove the acyclicity of the sheaf (6.14). It is not hard to see that this is equivalent to proving that, for each 1 ≤ ≤ n, the following claim is true:
Since the case = n is trivial, below we shall focus on the proof of this claim when 1 ≤ ≤ n − 1. (iii) ν ∧ du = 0 on O ∩ ∂Ω.
In this context, it has been shown in §4 of [24] , that there exists a family of linear operators Since the trace of w on O ∩ ∂Ω vanishes, the above properties imply
Next, bring in the isomorphism (6.22) proved in [24] for any Lipschitz subdomain U of M . Thanks to property (ii), it follows from
is a scalar function such that supp ϕ ⊂ O and ϕ ≡ 1 neat x o , then v := ϕη (viewed as a form in Ω) does the job advertised in (6.15) . This finishes the proof of the theorem.
We continue to assume that 1 < p < ∞ and −1 + 1/p < s < 1/p. Upon recalling the space (5.45), we define the operator
by setting δ ∂ ξ := η, (6.24) whenever ξ and η are as in (5.45) . Much as before, this is well-defined, linear and bounded. Let us also note here that, based on (6.4) and Hodge duality, 
) such that f = ν ∨ u, g = ν ∧ w. Also, from (6.25), (6.4) we have δ ∂ f = −ν ∨ δu and d ∂ g = −ν ∧ dw. Thus, Corollary 5.5 gives
In a similar fashion one can prove that ν ∧ f, d ∂ g = δu, dw , so that (6.26) follows from this and (6.27 In particular,
is a Fredholm operator with index b n− (∂Ω).
Proof. This is a simple consequence of Theorem 6.2 and Hodge duality. is onto.
) is a given, arbitrary form, then Theorem 5.2 ensures that there exists u ∈ D (d; L p s (Ω)) such that ξ = ν ∧ u and for which ν ∧ du = 0. In order to continue, we now recall a general formula proved in [24] , to the effect that
for each = 0, ..., n − 1. In the present context, this guarantees that there exists some ω ∈ D −1 (d; L p s (Ω)) satisfying ν ∧ ω = 0 and such that du = dω. Then ξ = ν ∧ (u − ω) and u − ω ∈ L p s (Ω, Λ ) has d(u − ω) = 0. Hence, the map (6.32) is onto. Finally, the claim about (6.33) is a consequence of this and Hodge duality.
In order to justify this, pick an arbitrary Φ ∈ C ∞ (M, Λ ) and write
where we have used the fact that, by design, ν ∧ u + = ν ∧ u − . This justifies (7.7) and finishes the proof of the theorem. 2
A similar result holds for spaces defined in connection with the operator δ. More specifically we have: Proof. This is an immediate consequence of Theorem 7.1 and the properties of the Hodge star-isomorphism; cf. Proposition 2.1. 2
Our last result in this section is a version of Theorem 7.1 for closed forms. Thus, by the nature of our construction,
Consequently, ifũ is the extension of u by zero to O and (w − ω)| O\Ω is the extension of (w − ω)| O\Ω by zero to O, then
satisfies v| Ω = u. Furthermore, thanks to (7.14) , much as for the justification of (7.7), one can show that
Thus, v does the job advertised in the statement of the theorem. 2
Of course, there is a natural Hodge dual version of Theorem 7.3; we omit the details. In closing, we only wish to point out that this result extends the work of T. Kato, M. Mitrea, G. Ponce and M. Taylor in [14] where the authors have dealt with the case M = R n , = 1, s = 0, via a conceptually different proof which requires the domain Ω to be suitably smooth if s = 0.
Hodge decompositions
We first discuss a key preliminary result, which can be viewed as the analogue of the wellknown fact that the scalar Besov scale B p,p s (∂Ω) is stable under complex interpolation, at the level of differential forms.
2)
for each 0 ≤ ≤ n.
Proof. By Hodge duality, it suffices to establish (8.1) only. In turn, the proof of this identity is divided into three steps.
Step I. Let X j , Y j , Z j , i = 0, 1, be Banach spaces such that X 0 ∩ X 1 is dense in both X 0 and X 1 , and similarly for Z 0 , Z 1 . Suppose that Y j → Z j , j = 0, 1 and there exists a linear operator D such that D : X j → Z j boundedly for i = 0, 1. Define the spaces
equipped with the graph norm, i.e. u X j (D) := u X j + Du Y j , i = 0, 1. Finally, suppose that there exist continuous linear mappings K : Z j → X j and R : Z j → Y j with the property D • K = I + R on the spaces Z j for j = 0, 1. Then
This is due to J.-L. Lions and E. Magenes [16] (Theorem 14.3 on page 97); cf. also [11] .
Step II. If p, p 0 , p 1 , s, s 0 , s 1 , θ ∈ (0, 1) are as in the statement of the theorem, then [D (d; L p 0 s 0 (Ω)), D (d; L p 1 s 1 (Ω))] θ = D (d; L p s (Ω)), (8.5) for each 0 ≤ ≤ n.
The problem localizes, so there is no loss of generality in assuming that Ω is contained in a small coordinate patch such that, when viewed in local, Euclidean coordinates, Ω is starlike with respect to some ball. In this context, we shall implement the abstract interpolation result from Step I twice. First, the goal is to show that and K := K , the operator constructed in §4 of [24] where it has been shown that, if 1 ≤ ≤ n − 1, Step III. Proof of (8.1) .
This is now an immediate consequence of Step II, Theorem 5.2 and properties of retractions.
The case s 0 = s 1 = s = 0 of Theorem 8.1 has been first established in [21] via an approach which requires flattening the boundary. As explained in the introduction, this method is confined to the L p scale, i.e., it does not allow the consideration of forms with coefficients in L p s when the smoothness index satisfies s = 0. Nonetheless, once Theorem 8.1 has been established, the rest of the approach in [21] , originally developed for forms with coefficients in L p , can be adapted to the case when the coefficients are from L p s , at least if p is near 2 and s is sufficiently close to zero. Briefly, the genesis of the range 2 − ε < p < 2 + ε, −ε < s < ε is as follows. The crux of the approach developed in [21] is deriving Hodge decompositions as corollary of the solvability of certain Poisson-type problems for the Hodge Laplacian ∆ = −dδ −δd in Ω. In turn, these boundary value problems are reduced to the invertibility of a certain layer potential integral operator on the scale NB p,p s− 1 p (∂Ω, Λ ). The case s = 0, p = 2 is special, as it naturally lends itself to Hilbert space methods. Once the invertibility has been established in this particular situation, perturbation methods yield a similar result for |p − 2| < ε, |s| < ε. Here, (8.1) is of paramount importance; see [13] , [30] .
In particular, all the main results from [21] have an analogue in this more general setting. For example, we have the following Hodge decomposition result for differential forms with coefficients in L p s : where the direct sums are topological.
We leave to the interested reader the formulation of other related results from [21] in the more general setting considered in this paper. Here we only want to point out that, when n = 3, the sharp range of indices p, s for which (8.14)-(8.15) hold has been identified in [22] . What the optimal range is for n ≥ 4 remains an open problem at the moment.
