We connect a family of gauge theories (Maxwell theories with a magnetoelectric coupling θ = 2πk, k ∈ Z) to the family of 3D topological lattice models introduced by Walker and Wang. In particular, we show that the lattice Hamiltonians capture a certain strong-coupling limit of these gauge theories, in which the system enters a gapped (confined) phase. We discuss the relationship between the topological order exhibited by certain of these lattice Hamiltonians and the characteristic electromagnetic response of the symmetry-protected bosonic topological insulator.
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This combination of topologically ordered surface and trivial bulk is not, however, sufficient to guarantee that a given Hamiltonian realizes an SPT phase at zero temperature -the surface states must also realize a symmetry in a way that would not be possible in a purely 2D system. Though in some cases 6, 7 time-reversal symmetry is realized by the Walker-Wang surface states in this way, typically they lack a global symmetry that could lead to symmetry protection.
An interesting example of Walker-Wang Hamiltonians that are not SPT's are those constructed from the T = U(1) q anyon models. These describe the ν = 1/q Bosonic or Fermionic Laughlin states depending on whether q is even or odd. On the surface, the corresponding WW ground states have the topological order of the relevant Laughlin state. In the bulk, the bosonic/fermionic cases have trivial/Z f 2 topological order respectively.
9 (Here Z
indicates a system with one non-trivial fermionic charge, which will be deconfined in the bulk). Neither of these families of models are SPT: the fermionic models are not trivial in the bulk, and the bosonic models have surface states that can be realized by a purely 2D (bosonic) system. In light of this it is somewhat surprising that if certain types of perturbations (corresponding to introducing confined anyons into the bulk) are forbidden, even the bosonic systems are separated from the trivial phase by a (first-order) phase transition.
10
In the present work, we will focus on better understanding this family of models, by arguing that they realize a particular (confined) limit of "axion electrodynamics" -i.e., of a Maxwell theory with bosonic matter sources (of charge p) and a topological θ term:
Such field theories are of interest in condensed matter, for instance in interacting systems with strong spin-orbit coupling 11 . We will argue that the Walker-Wang models describe a phase of this field theory in the limit g 2 → ∞ with θ = 2πk, k ∈ Z. When k is even and p = k, the axion theory bulk is neither SPT nor long-range entangled, but the surface realizes a ν = 1/k bosonic Laughlin topological order just like the U(1) k Walker-Wang model. When k is odd and p = 2k, the axion theory has ν = 1/k surface states and Z f 2 bulk topological order just like the U(1) k WW model. This bulk topological order reflects the fact that (unlike for fermionic systems) θ = 2π is not equivalent to θ = 0 in the Lagrangian Eq. (1) . (Rather, we expect θ to be periodic modulo 4π) 2 . Though previous works have offered conjectures about the appropriate (topological) field theory for the WalkerWang models 5, 9, 12, 13 , the present work provides a rigorous correspondence between certain Walker-Wang models and topological field theories, and very explicitly identifies them with a particular region of the phase diagram of the axion electrodynamics described by Eq. (1) .
Perhaps the most interesting outcome of this correspondence is that it allows us to connect the family of Walker-Wang models constructed from fermionic Laughlin states (with Z f 2 topological order in the bulk) and the bosonic topological insulator 2, 14 (or BTI). The BTI is a symmetry-protected phase of interacting bosons in which the surface cannot be rendered trivial without breaking a global U(1) Z T 2 symmetry. The connection is most easily understood using the approach of Metlitski et al. 15 , who proposed that Eq. (1) with θ = 2π describes a version of the SPT which is 'weakly gauged' i.e. the U(1) gauge field is weakly fluctuating. (Unlike the situation for fermions, for bosonic systems θ is defined only modulo 4π). The Walker-Wang model describes a limit in which this weakly gauged (and compact) U(1) symmetry is taken to strong coupling, resulting in a gapped phase with only time-reversal symmetry in the bulk. The bulk Z f 2 topological order of the Walker-Wang model is a direct consequence of the fact 15 that in the bosonic topological insulator the magnetic monopole (which one expects to proliferate in the strong-coupling limit, leading to confinement) is a fermion.
16
This connection between lattice models and the confining phases of the field theory (1) also gives us insight into the nature of the models constructed from bosonic Laughlin states, which we identify with confined phases at θ = 4πn, n ∈ Z. In particular, this identification makes clear the sense in which these models are trivial: the bulk phase of matter that they realize is, up to a re-labeling of its excitations, just the ordinary confined phase of Maxwell theory, which is a prototypically "trivial" phase. The field theory also suggests a path through the phase diagram that could comprise an adiabatic deformation from the Walker-Wang Hamiltonian to the trivial phase.
The remainder of this work is set out as follows. We begin in Sec. II by discussing qualitatively the gapped phases of field theories of the form (1) . We then identify a limit in which these can be described by a purely topological 'bF + bb' action; our arguments here do not address certain technical challenges with identifying this topological limit of gauge theory for θ = 0 on the lattice, and are partly heuristic. In Sec. II F we also briefly introduce the corresponding Walker-Wang models. In Sec. III we discuss a lattice version of the bF + bb theory, and show rigorously that its partition function describes a path integral for the Walker-Wang Hamiltonian (in discretized time). In Sec. IV we focus on the specific example of the bosonic topological insulator and the corresponding Walker-Wang model, discussing common features between the ground states of the lattice model and the non-linear sigma model that describes the BTI. 17 In Sec. V we discuss the boundaries of our confined phases, and the fate of time reversal symmetry in the lattice models. We conclude in Sec. VI with some comments about the generalizability of our results, as well as their implications for the phase diagram of the Walker-Wang lattice models. In Appendix C, we discuss the connection between our lattice models and those proposed for the BTI by Senthil and Vishwanath 2 .
II. GAPPED PHASES OF THE GAUGED BOSONIC TOPOLOGICAL INSULATOR AND ITS COUSINS
In this section, we will discuss the confined phases of U(1) gauge theory with a topological θ term θ = 2πk, and introduce the limit in which they are well-described by Abelian Walker-Wang Hamiltonians. (This limit has also recently been considered by Ref. 18 in the high energy literature, and Refs. 19-23 consider closely related models). For k even, these phases are completely confining in the bulk; for k odd, they will all have a single species of deconfined emergent fermion, and have Z 2 topological order.
The starting point for our analysis is compact U(1) gauge theory coupled to charged bosonic matter, in the presence of an axion term 24, 25 ; the phase structure in the absence of a theta term (i.e., θ = 0) has been extensively studied (see, among others, Refs. [26] [27] [28] . Later in Sec. III A we will discuss a related theory on the lattice. In this section, however, we argue qualitatively using the continuum action
where Γ µν = F µν + 2πs µν , and F µν = ∂ µ A ν − ∂ ν A µ is the non-singular part of the field strength, while s µν accounts for the 2π flux Dirac strings of monopoles that may also be present since our gauge field is compact. We have also defined Γ ∧ Γ = 1 4 µνρλ Γ µν Γ ρλ . We use a Euclidean space-time metric, such that Z = e −S ; this is responsible for the factors of i in the second and third terms. n µ is the current arising from our bosonic charges, while L m is an action for the matter fields which we take to be
This imparts particle world-lines with an energy per unit length of K H , although for the majority of our analysis we work in the limit where K H = 0. Since the gauge theory is compact, in addition to currents of bosons carrying integral charges, there are currents of monopoles of flux 2πZ. Throughout this work we will denote a bound state of a charge n boson, and flux 2πm monopole by (n, m). What difference does the theta term make? When θ = 0, a magnetic monopole (0, m) couples to the gauge field as though it has electric charge q I = θ 2π m; we say the monopole has an induced electric charge q I . More generally, the object (n, m) couples to the gauge theory as though it has total electric charge q E = n + θ 2π m. Correspondingly, in the Hamiltonian formulation of the theory, the theta term modifies the Gauss constraint to ∂ iÊi = ρ b + θ 2π ρ m , so that it depends on the monopole number density ρ m in addition to the boson number density ρ b . Here we define the electric flux asÊ
whereB i ≡ ijkFjk /2, and −Ê i ≡ −i δ δÂi is the momentum canonically conjugate toÂ i . In the majority of this chapter, we will assume k = θ/2π is integer valued. Let us compare the theories at θ = 2πk and θ = 0. The allowed particles in both theories are (n, m) where n, m ∈ Z. One naively expects the physics at θ = 2πk and θ = 0 to be the same: for each particle (n, m) at θ = 2πk there is precisely one particle at θ = 0, namely (n + km, n), with the same electric charge and magnetic flux. Thus, one expects the physics at θ = 2πk, 0 to be the same under the one-to-one relabeling (n, m) → (n + km, n) [29] [30] [31] . However Ref. 15 points out that the physics at θ = 2πk and θ = 0 is not quite the same if k is odd. For example, (−1, 1) and (0, 1) have the same electric and magnetic charges at θ = 2π and θ = 0 respectively -they are both electrically neutral and carry unit monopole charge at their respective values of θ. However, the bound state (−1, 1) is a fermion 32 , while (0, 1) is a boson. Therefore the θ = 2π, θ = 0 theories are physically distinguishable; in the former (−1, 1) is electrically neutral and fermionic, while in the latter (0, 1) is electrically neutral but bosonic (see Table I ). This fact was used ingeniously 15 to argue that Eq. (2) with θ = 2π and small g 2 (weak coupling) describes the electromagnetic response of a bosonic topological insulator. . The first column shows the label that we will use in the text, which denotes the number of bosonic charges and fundamental monopoles in a given object. This quantity is independent of θ. The second and third columns show the electric and magnetic charges of each object (the former being θ-dependent).
A. Gapped phases and condensation
The question of which, if any, of these particles will condense for a given (g, θ, L M ) was addressed by Cardy and Rabinovici 24 ; we will briefly review their arguments here. The interactions between these point particles can be understood by integrating out A µ in Eq. (2), 24 to obtain:
where we have defined the total charge current
and g µν G(r − r ) is the photon propagator in the Feynman gauge. The first two terms in Eq. (5) represent the Coulomb repulsion between magnetically and electrically charged objects, respectively. The total electric current j µ contains both the original charge current n µ and a term θ 2πp m µ proportional to the monopole current, indicating that the monopole now carries an electric charge of θ/(2π). The third term in Eq. (5) is a statistical Berry phase interaction between the matter and monopole currents, and which is independent of θ.
If current loops are relatively dilute, the dominant contribution of the Coulomb force will be to their self-energy, which has a fixed value per unit length of the current loop. If we fix the total length of a current loop passing through a particular edge, however, there are many different possible loop configurations that enter the partition sum (which we will evaluate in imaginary time). Thus a current loop also effectively has a (fixed) entropy per unit length. As described in Ref. 24 , the competition between self-energy and entropy leads to an approximate criterion for condensation (for L m = 0):
where γ = pg 2 /(2π), k = θ 2π , and C describes the entropy per unit length of the current loop.
There are four basic things to notice about the phase diagram predicted by Eq. (7) . First, at large g 2 (i.e. large γ), the self-energy of any electrically charged object is extremely high, and only neutral objects for which pn = −km (8) can condense. For θ = 2πk, p = k, the fundamental object satisfying this criterion is the neutral monopole (−k, 1)-a bound state of a charge −k boson and a single monopole with its induced charge of k. (Note that in our notation (1, 0) is an object of charge 1, not an object of charge p.) Because these electrically neutral objects are composites of both fundamental charges and fundamental monopoles, we follow Ref. 24 and refer to the gapped phases in which they have condensed as obliquely confined phases. Second, this neutral monopole exists only if our theory contains dynamical matter fields of charge k. In the coming sections we will consider the effect of adding nonfluctuating matter fields (of charge q ∈ Z, q < p) as "test charges" in our model. However, in Eq. (2) we have explicitly included the factor of p because the matter current n µ must be summed over in the partition function (i.e., must be able to fluctuate) in order for the neutral monopole to condense.
Third, if k is even, the neutral monopole is a boson, and can condense; this leads to a phase in which there are no deconfined point particles in the bulk. In this case, we will find it convenient to choose p = k, such that only the matter fields that are required to enter the gapped phase are dynamical. If k is odd, the neutral monopole is a fermion, and must pair in order to condense. In this case the large g 2 phase has Z f 2 topological order, much like a superconductor 33 . Here we will find it convenient to choose p = 2k (again, taking the minimum set of dynamical matter fields required to enter the gapped phase).
Finally, we can alter the criterion (7) somewhat by adding a mass term (contained in L m ) for our bosons. Eq. (7) contains only the Coulombic self-energy; a mass term will add to this an energy per unit length for any current loops of n µ . Hence by making this mass sufficiently large, we can prevent any particle from condensing at large g. It is instructive to consider some examples of the resulting phase diagram. For k = 1, p = 2 (i.e. θ = 2π, with a dynamical matter field of charge 2) , the (approximate) phase diagram shown in Fig. 1 . The obliquely confined phase at large g 2 and the Higgs phase at small g 2 are both topologically ordered; however, they have different topological order and are therefore distinct. We will describe the reasons for this in more detail in Sect. II C. Essentially, however, this is because the Higgs phase admits a deconfined charge 1 bosonic excitation, while in the obliquely confined phase we will find a deconfined fermion. It is well known that the p = 2 Higgs phase is described by the 3D Toric code (or Z 2 gauge theory with bosonic charges 34 ); we will show in the coming sections that the obliquely confined phase at θ = 2π is described by Z 2 gauge theory with fermionic charges-i.e., by a fermionic variant of the 3D Toric code.
For θ = 4π, p = 2, an approximate phase diagram is shown in Fig. 2 . The Higgs phase here is identical to that for θ = 2π, p = 2: the dynamical charge 2 leads to a gapped phase with the Z 2 topological order of the 3D (bosonic) Toric code. For θ = 4π the obliquely confined phase, however, is akin to the usual confined phase at θ = 0, with no topological order or deconfined excitations. For k > 2 the Higgs phases are more complicated, with Z k (Z 2k ) topological order for k even (odd). However, the obliquely confined phases follow the same pattern: if k is odd, the weakly coupled system is a bosonic topological insulator and the obliquely confined phase has Z f 2 topological order; if k is even the weakly coupled system is a trivial insulator and the obliquely confined phase has no topological order.
B. The effect of dynamical matter
In the remainder of this section, we will discuss the behavior of these various obliquely confined phases in more detail. We argue that with the choice p = k for k even, p = 2k for k odd, the spectrum of both confined and deconfined excitations in these models is described by a family of lattice models introduced by Walker and Wang 5 . In Sec. III we will derive a Walker-Wang Hamiltonian starting from a lattice gauge theory related to Eq. (2), thus making a more concrete connection between Walker-Wang models and the gapped phases of axion gauge theories.
In this discussion, our choice of p (i.e., the charge of the fundamental dynamical matter field) will play a crucial role. This is because in a confined phase, the energy cost of separating two charges (±q) is linear in their separation. In the presence of dynamical matter, at large separations this confining interaction will be screened by a second particle-antiparticle pair appearing from the vacuum. (In other words, in the absence of dynamical matter, the Wilson loop obeys an area law; in the presence of dynamical matter it obeys a perimeter law 34 ). A dynamical matter field of charge 1 will therefore completely screen all matter fields at long length scales, effectively eliminating them from the long-wavelength theory-as is familiar from QCD, where at low energies there are no bare quarks, only mesons and baryons. A dynamical matter field of charge p, on the other hand, can only screen charge in multiples of p. This leaves p − 1 possible (non-dynamical) "test charges" in the theory which cannot be screened and appear as confined excitations in the long-wavelength spectrum. Closed loops of electric flux can also be screened in multiples of p, such that electric flux becomes a Z p valued quantity at long distances.
Of course, it is always possible (and indeed, natural) to introduce dynamical matter fields of charge 1, in which case the confined excitations that we will identify here would disappear from the theory completely. Here we find that if we do not do this, but instead keep only the minimal set of dynamical fields required to enter the gapped phase, we will recover the confined spectrum of the Walker-Wang model, which can be viewed as describing this particular limit. We emphasize, however, that the set of confined excitations obtained in this way is not in any way a universal characteristic of the phase, and that our choice of p is made purely to allow us to make a connection to the Walker-Wang lattice models.
C. Physics in the obliquely confined phase for k even
We begin by studying the nature of the "trivial" obliquely confined phase for k even, with p = k. As discussed above (see Table I ), we will follow the notation of Cardy and Rabinovici 24 , rather than that of Metlitski, Kane, and Fisher 15 , and label particles by (n 0 , m 0 ) (corresponding to their electric charge due only to the bosonic sources, and their monopole charge). In this notation, for θ = 2πk the (electrically neutral) magnetic monopole is (−k, 1).
If k is an even integer, the neutral monopole (−k, 1) is a boson, and the bulk is essentially the usual confined phase of a compact U(1) gauge theory. Exactly as in the confined phase of compact QED, all excitations with electric charge are confined 24, 35 . This includes the (0, 1) monopole, which has an electric charge of k, as well as all charged excitations (n, 0). Screening by the charge k dynamical matter field reduces this to the set of confined point particles (1, 0), ...(k/2−1, 0), (k/2, 0), (−k/2+ 1, 0)... (−1, 0) , which source open line defects (flux tubes of integral electric flux). Note that if the unscreened charge q > k/2, it will be screened to q − k as this has a lower energy cost.
This bulk spectrum -with k distinct types of line defects -qualitatively reproduces the bulk spectrum of certain confined Abelian Walker Wang models (those based on U (1) k Chern-Simons theory, with k even). 36 We will present a more detailed correspondence between the field theory presented here and these lattice models in Sect. II E.
D. The obliquely confined phase for k odd For k odd, (−k, 1) is a fermion, and the object that condenses as g 2 → ∞ is the boson (−2k, 2), which has no electric charge, and flux 4π. As a consequence, the bulk spectrum admits a deconfined fermion, analogous to the BdG quasi-particle in a superconductor, and has Z f 2 topological order. Indeed, in Sec. III, we will show that for k = 1 the lattice model associated with this phase is precisely the "fermionic Toric code" argued to describe the superconductor at long wavelengths in Ref.
33 However, there is an important conceptual difference between the two: in the superconductor, the fundamental chargecarrying object is a fermion. In the models we discuss the charge carriers are bosonic; fermions are emergent, arising because for θ = 2π the neutral monopole is a composite object.
To make the comparison with the superconductor more precise, we begin by considering the case k = 1 (i.e. θ = 2π), p = 2. In the superconductor, at long wavelengths there are point-like fermionic excitations (the BdG quasiparticles) of charge 1 (modulo 2), and vortex lines which carry magnetic flux in integer multiples of π due to the Meissner effect. The BdG quasiparticle acquires a Berry phase of π when it encircles a vortex line carrying an odd-integer multiple of π flux. On the lattice, where flux is defined only modulo 2π, the spectrum consists of one deconfined fermion and a single species of line defect, and is captured by a lattice model known as the fermionic Toric code (FTC) 33 . In the limit g 2 → ∞ for k = 1, p = 2 in Eq. 2, the condensate is composed of objects carrying twice the fundamental magnetic charge. Electric flux is therefore confined to tubes carrying integer multiples of 1/2 electric flux. (This is the electromagnetic dual of flux quantization in a superconductor, and stems from the requirement that the Berry phase of the condensed particle with magnetic charge 2 with the flux tube must be trivial). The neutral monopole (−1, 1) is a (deconfined) fermionic excitation, which has a Berry phase of π if it encircles a flux tube carrying half-integral electric flux.
Unlike magnetic flux, which is a continuous variable, it is not obvious that lines of half-integral electric flux exist at all. In a truly compact (i.e. lattice) gauge theory where A ≡ A + 2π, the variable conjugate to A is quantized. For θ = 0, this implies that half-integer electric fluxes do not exist in the quantum theory. However, for general θ we have
so that it is in fact E = E + θ 4π 2 B that is quantized to be an integer. Since in the (obliquely) confined phase electric flux is quantized in multiples of 1/2 by the dual Meissner effect, this means that the possible line defects carry either integer electric flux (and, for k an integer, no magnetic flux modulo 2π) or electric flux (n + 1/2) and magnetic flux π (mod 2π).
One might expect that this would lead to a spectrum with a variety of line defects, carrying electric flux (n + 1/2), n ∈ Z. However, the monopole (0, 1) also carries electric charge 1, and must be dynamical as it is a fundamental excitation of the gauge field. Thus even with p = 2, screening is expected to eliminate integer electric fluxes from the long-wavelength theory, leaving only "dyonic vortex loops" which carry 1/2, π electric and magnetic fluxes respectively. Similarly, at long distances a pair of (1, 0) (charge 1) bosons will be screened by dynamical monopoles to create a pair of neutral (−1, 1) fermions. Hence the obliquely confined phase for k = 1 contains only the deconfined (−1, 1) fermion and the dyonic vortex loop. As noted above, this is exactly the spectrum of the fermionic Toric code, and the mutual Berry phase between the neutral fermion and the dyonic vortex loop lead to Z f 2 topological order.
It is not difficult to extend this result to general odd k. Since the monopole carries charge k, the minimal electrically neutral excitation (−k, 1) is a bound state of a monopole with an odd number of bosonic charges. This object is a fermion and cannot condense; instead at large g 2 a condensate of (−2k, 2) will form. The resulting spectrum contains a deconfined fermion (−k, 1) and the dyonic vortex loop (carrying electric flux 1/2 and magnetic flux π/k). The charged (0, 1) monopole screens electric flux in multiples of k, so that now (if we take p = 2k) there are also non-dynamical confined test charges that source open lines of integer electric flux. Screening by the charge p dynamical matter fields will give these electric charges of (±1, 0), ...(±(k − 1), 0). For q > (k − 1)/2, these will be further screened by the (0, 1) monopole to create a composite object of charge q − k bound to a neutral fermion. It turns out that this gives exactly the low-energy spectrum of the U (1) k × Z f 2 Walker-Wang model 37 , which has a Z k × Z 2 group structure. As an example, let us study the case k = 3, p = 6. The non-dynamical charges are (1, 0), (2, 0), (3, 0), (4, 0) ≡ (−2, 0) and (5, 0) ≡ (−1, 0). (Here the equivalence indicates screening by the dynamical charge 6 boson, which will result in the configuration of minimum E 2 at long distances). However, screening by the (0, 1) monopole (which has charge 3) will convert these into
(10) These combine according to the anticipated Z k ×Z 2 group structure. Note also that the electric charge of all of these defects is ±1, meaning that the energy cost of the electric flux line that connects them is the same in all cases. Table II gives a few other examples. Note that for k > 3 not all confined point particles source the same amount of electric flux after screening; hence (unlike in the Walker-Wang model) in the gauge theory some test charges will be more tightly confined than others.
k fermion Pure charges Charge-fermion composites Electric charge of composites 3 (−3, 1) ≡ (3, −1)
TABLE II. Spectrum of the confined phase of axion electrodynamics for p = 2k with k = 3, 5, 7. This spectrum contains a deconfined fermion for every k, as well as charges which are confined in the bulk, but deconfined on the surface.
E. An effective topological action for the obliquely confined phase
Having discussed the qualitative physics of the obliquely confined phase, we will now derive an effective field theory for Eq. (2) in the limit g 2 → ∞, L m = 0, with the choice p = k for k even, and p = 2k for k odd. Our derivation is somewhat heuristic: a careful derivation would provide a precise lattice regularization of the field theory Eq. (2). We will ignore for now some of the details of the underlying lattice. 38 Consider the partition function
associated with the effective action Eq. (2) . Since at every point we must sum over all possible Dirac strings (i.e. all integer s µν ), the partition function is invariant under F µν → F µν +2πs µν . This periodicity in F allows us to re-write the partition function as a (discrete) Fourier series:
where
(Such discrete actions are most naturally defined by taking our gauge theory to live on a 4D lattice, as is done for example in Ref. 24 . Here for simplicity we omit the lattice for the time being, but will re-introduce it later). Eq. (11) is therefore equivalent to a theory with the Lagrangian density
Here we have performed a (discrete) Hubbard-Stratonovich transformation to replace the b 2 µν term with a coupling between b µν and a vortex field Σ µν . For later reference, we note that in the Hamiltonian formulation of this theory, 1 2 ijkbik will be canonically conjugate toÂ i , and so (as far as the derivation above is valid) it can be identified with −Ê i in Eq. (4). Since we are including dynamical matter, the final step is to integrate out the matter fields. In our model this is straightforward: summing over J µ quantizes A (and consequently F ) in units of 2π/p. (Adding a mass term for the matter field softens this quantization but does not qualitatively affect our discussion).
The final result is that deep in the obliquely confined phase, in the presence of dynamical matter of charge p, the model (2) is captured by the topological field theory
where A ∈ 2π p {0, 1, . . . , p − 1}, b ∈ Z, together with an appropriate action for the source fields. Here, in addition to the vortex field tensor Σ µν , we have added a (nondynamical) a matter current j µ whose charge is defined modulo p. Due to the discreteness of the fields A and b, Σ µν takes on values in 2π l {0, 1, . . . , l − 1} where l is the lowest common multiple of k and p.
The discreteness of the various fields in (14) implies that (at least naively) the action is periodic under b → b + l, where l = lcm(p, k). (On the lattice this periodicity is somewhat subtle; see Appendices A, B). Thus b is effectively a Z l variable.
Since our sources are static, we will restrict our attention to cases where only Σ 0i , j 0 are non-vanishing. In this case an appropriate action for the source fields is:
where P is a line tension, and V is a mass. Here F, G are non-negative functions that vanish only if Σ 0i = 0, j 0 = 0 modulo 2π, p respectively. It is not difficult to see that with the correct choice of p and k this captures the phenomenology of the obliquely confined phases described in the previous section.
F. Walker-Wang models
In the remainder of this work, we will discuss the connection between the field theory (2) and the WalkerWang topological lattice models. Before doing this, we review some key features of these models. For our purposes, a technical description of the general form of the Hamiltonians in question is not necessary; instead we discuss their main phenomenological features. In Sec. IV we will describe one Walker-Wang Hamiltonian in detail, to show how it is related to the topological field theory (14) in the case k = 1, p = 2. Readers interested in the general form of the Hamiltonians are referred to Refs. 5 and 9.
Schematically, the Walker-Wang models are constructed by first choosing a 2D anyon model (a premodular tensor category, more generally). Here we will focus on the familiar case where this anyon model describes a quantum Hall state. For example, we could consider the bosonic Laughlin state at ν = 1/2. In this case, the anyon model contains one non-trivial particle type, which we associate with the charge 1/2 quasi-particle. These quasi-particles are semions; two semions combine to give a trivial boson (which we call 0) that has no interesting statistical interactions, which topologically is indistinguishable from the vacuum. Based on this set of rules about how the anyons combine and braid with each other, an exactly solvable lattice Hamiltonian can be constructed 5 , which has the following properties:
1. Confinement in the bulk: If our anyon model describes an allowed quantum Hall state of bosons (i.e. if the S matrix of the corresponding rational CFT is modular), then there are no deconfined excitations in the 3D bulk.
2. Topological surface states: If the 3D lattice has a boundary, then (at least for some boundary conditions) all anyons in the underlying anyon model can appear as deconfined excitations on the boundary 39 .
In carrying out this construction, we must be somewhat careful about what we mean by an anyon model.
If we choose a fermionic quantum Hall state, such as the ν = 1/3 Laughlin state, then the combination of three 1/3 quasiparticles gives a fermion that braids trivially with all other anyons. Unlike the boson of the ν = 1/2 Laughlin state, however, a fermion cannot be "trivial" topologically, and must be included in our anyon model. (We emphasize that the fundamental charge-carrying excitations in our models are always bosons; for fermionic matter this difficulty does not arise). Mathematically, this means that we must take two copies of our anyon model: the original, and one including the product of each anyon with this trivial fermion. The example that we will discuss in detail here is the case ν = 1, where there are no anyons at all; in this case our anyon model consists of the trivial particle 0 and a fermion. We will refer to this anyon model as Z 3. Deconfined fermions in the bulk: If our anyon model describes a quantum Hall state of fermions (in which case there will be a fermion that braids trivially with all other anyons, and the S matrix is not modular), the Walker-Wang model describes a system with a deconfined fermion in the bulk.
Evidently, these facts suggest that a Walker-Wang model constructed from a bosonic Laughlin state describes the obliquely confined phase of (2) with k an even integer, while the model constructed from a fermionic Laughlin state (with the "trivial" fermion included in the set of anyons) describes the odd k case. We will make this connection more apparent in the next section, and discuss its implications in Sec. VI.
III. DISCRETE bF + bb THEORIES AND WALKER-WANG MODELS
Thus far, we have discussed the gapped phases of Eq. (2), and derived a topological action that describes the physics deep in these phases. We will now show that S top is also the appropriate field theory for the WalkerWang models discussed in Sec. II F, affirming previous conjectures 5, 9, 12, 13 . In this section we will carry out the derivation in detail for the case k = 1, p = 2 which corresponds to the bosonic topological insulator; Appendix A explains how to generalize this result to other WalkerWang models for integer k and p = 2k. (As discussed in App. B, we are unable to derive the Hamiltonian for even p = k due to subtleties involved in defining the field theory on the lattice).
Our approach is as follows. To make a direct connection between S top and the lattice Hamiltonians described by Ref. 5 , we must put our field theory on a lattice; in Sec. III A we describe our conventions for doing this. show that the resulting Hamiltonian (for p = 2, k = 1) corresponds to the Walker-Wang model based on Z f 2 .
A. Topological gauge theory on the lattice
We will put our 4D (space + Euclidean time) field theory on the 4D hyper-cubic lattice L. It is convenient to label the vertices by their co-ordinate r = r 0 , r 1 , r 2 , r 3 , and to let (r,μ) denote the edge connecting r to r +μ. Let (r,μ,ν) (with µ = ν) denote the plaquette bounded by (r,μ) and (r,ν) (see Fig. 3 ).
On each edge (r,μ) of L, there is an associated gauge field A µ (r). The lattice derivative ∂ α is defined by
(16) where T is an arbitrary vector or tensor field. The value of the electromagnetic field strength on plaquette (r,μ,ν) is then given by
In our topological field theory there is another tensor b µν = −b νµ . This field is most naturally viewed as living on the plaquettes of the dual lattice L . The vertices of the dual lattice are formed by translating vertices of L by vector 1 2n , wherê
Given a vertex r on the dual lattice, b µν (r ) is the value of b on the (r ,μ,ν) dual lattice plaquette. A plaquette (r,ρ,σ) on the original lattice intersects precisely one plaquette on the dual lattice lying in the µν plane, where µνρσ = 0. We call this dual plaquette (r (µ, ν),μ,ν)
This association between plaquettes and dual plaquettes is used to construct bF type terms, which in this notation take the form
In the field theory (14), we also have expressions of the form b ∧ b ≡ µνρσ b µν b ρσ . These involve terms like ijk b ij b 0k where b 0k lies on time-like plaquettes, while b ij lies on space-like plaquettes. So, which time-like plaquettes should be paired with which space-like plaquettes? It is natural to pair fields on plaquettes that share a vertex, but this still leaves four choices. Here we will use the convention:
This prescription coincides with usual definition of µνρσ b µν b ρσ in the naive continuum limit, and defines a symmetric quadratic form for the b's. From this point onwards, we will make a simplifying abuse of notation, and instead denote b µν (r (µ, ν)) by b µν (r) after which, for the record, the b ∧ F and b ∧ b terms become
B. Hamiltonian form of bF + bb theory for
In this subsection we identify the Hamiltonian describing the obliquely confined bosonic topological insulator starting from the bF + bb field theory (Eq. (14)) with p = 2, k = 1. A more general derivation for k ∈ Z runs along similar lines, and is given in App. A and B. Our method is to write down the partition function, express it as a Trotter decomposition, and from this deduce the effective Hamiltonian.
With p = 2, k = 1, the bF + bb Lagrangian density of Eq. (14) is
where F = dA, A ∈ {0, π}, and b 0i , 1 2 ijk b jk ∈ {0, 1}. Here we take these sources to be non-dynamical, and restrict our attention to the case where the spatial components j i , Σ ij of both sources vanish. 40 Both j 0 and Σ 0i /π are integers modulo 2, representing static charge and linedefect sources. As they do not explicitly depend on A, b, we will drop F, G for now and re-introduce them at a later stage. The first step is to "integrate out" (i.e. sum over) A 0 , which imposes the 'Gauss' law constraint' ijk ∂ i b jk = J 0 mod 2. Having eliminated the non-dynamical field A 0 at the expense of imposing a constraint, the partition function can now be expressed:
where is a sum over the constrained b fields, and whereÃ µ contains just the space-like components of A µ .
At this point, it is convenient to introduce a change of variable names. Define Ising fields σ z , σ x = ±1 living on the space-like edges of the hyper-cubic lattice. (These fields are classical, but the reason for their names will become clear shortly!) Set
for the space-like components of b and A. In terms of the new variables, the Lagrangian density is
where ∂(r,î,ĵ) denotes the edges in the boundary of plaquette (r,î,ĵ). The Gauss constraint can be rewritten Q r ≡ e∈s(r) σ z e = (−1) J0(r) , where s(r) is the set of six space-like edges attached to vertex r.
The second step is to sum out the (unconstrained) time-like components of b (i.e. b 0k ). An integration by parts then gives a partition function
Here the first product is over the space-like plaquettes present in the ij = 12, 23, 31 planes at every time slice; within this product, the directionk =1,2,3 is uniquely specified by requiring ijk = 1. Since b 0k is also a nondynamical field, this sum imposes a second constraint: the partition function vanishes unless
(26) Using this constraint and the Gauss condition, and reintroducing the V , P terms in Eq. (21) allows us to remove all explicit dependence on Σ 0i , j 0
where (without loss of generality 41 ) we will take
We now express Eq. (27) as Tr e −Ĥ eff τ whereĤ eff is a 3D quantum Hamiltonian. The full details of this procedure are in App. A, but here are the key steps. Note that a spin-1/2 system has obvious basesσ
It is easy to verify that
We can use this identity to replace the last term of the second line in Eq. (27) by
where |{σ α } = ⊗ e |σ α e , with e labeling the space-like edges of the cubic lattice. The index n labels the timeslice, corresponding to the r 0 co-ordinate in Eq. (27) . With care, one can replace appearances of σ z , σ x in B, Q in Eq. (27) with operator insertions ofσ z ,σ x between the bras and kets in Eq. (29) . Effectively the classical variables σ 
which is precisely the Fermionic toric code WalkerWang Hamiltonian 5,9,10 . Hence the discrete bF + bb theory with k = 1, p = 2 (Eq. (21)) is captured by a known Walker-Wang model.
Let us now review the physics of our Hamiltonian (30). Since we have eliminated the sources from the problem, the Hilbert space of this Walker-Wang model consists of a two state system σ z e = ±1 on each edge e of a cubic lattice. Henceforth, we represent configurations by coloring in edges with σ z e = −1, and leaving σ z e = 1 edges empty. P labels plaquettes on the cubic lattice and V the vertices.
The Hamiltonian consists of a sum of vertex operators and plaquette operators. The vertex operatorsQ V take values ±1 if there are an even/odd number of down spins on the six edges (denoted s(V )) attached to vertex V . In the field theory there is a Gauss' law constraint iŝ
J0(V ) , meaning that there are an odd number of down spins on the edges coming into vertex V if and only if there is matter sitting at this vertex, and the energy cost of this configuration is that of the matter field. In the Hamiltonian formulation we have dropped the matter fields entirely in favor of the edge variables; the two formulations are obviously equivalent. States for whichQ V has eigenvalue 1 can be represented as closed loops.
The plaquette operator is as follows. Given a plaquette P , we let ∂P denote the four edges on the boundary of P . There are also two privileged edges O(P ), U (P ) which depend on whether the plaquette lies in the 12, 23 or 31-plane as shown in Fig. 4 .B P flips the spins on each of the 4 edges in ∂P , and multiplies by a phasê Θ P =σ The Hamiltonian derived in the previous section corresponds exactly to the "fermionic Toric code" (or FTC). This Walker-Wang Hamiltonian is constructed from the anyon model Z f 2 (i.e., U (1) 1 Chern-Simons theory, which describes a ν = 1 bosonic Laughlin state, together with the emergent fermion required to make it well-defined), and contains only a single species of fermion. We now verify that this model behaves like the strongly gauged bosonic topological insulator described in Section II D. This exploration gives readers a flavor for the models, and for how the general features of their spectra mentioned in Sec. II F arise. Then in Sec. IV D we connect the ground states of the fermionic Toric code to a picture of the bosonic topological insulator ground state derived from a non-linear σ model 17 .
A. Ground states
The ground states of Eq. (30) are defined byQ V = 1 andB P = 1 for all vertices V and plaquettes P . The first condition implies that the ground state is a superposition of closed loops 42 . We now show how the second condition determines the relative amplitudes of loop configurations in the ground state superposition. As an example, the following equation follows from the definition ofB P , The conditionB P = 1∀P implies that, within the ground state superposition, the first configuration arises with the same amplitude as the second, while the third arises with a −1 phase relative to the first two. More generally, if two loop configurations are related by flipping a plaquette P , then they have relative signΘ P = σ z O(P )σ z U (P ) in the ground state. Fortunately, a simple graphical mnemonic determines the relative signs of loop configurations in the ground state. Consider a configuration of closed loops {σ z e }. We say it has even/odd 'crossing parity' if, on viewing the configuration from the (1, 1, 1) T direction, we see an even/odd number of over-crossings of strings. In the ground state superposition, states with odd crossing parity arise with a −1 relative to those with even crossing parity. For instance, in Eq. (31), the first configuration has no over-crossings, while the third has a single overcrossing, so these two states occur with a relative −1 sign in the ground state.
In summary, use the following procedure to form a ground state of Eq. (30) . Start with any configuration of closed loops | {σ z } , and generate related configurations by acting on it with all possible combinations of plaquette flips. Sum up all the generated configurations, remembering to weight them with a +1/ − 1 coefficient if they have even/odd crossing parity (Fig. 5 ). There is a ground state degeneracy on non-simply connected manifolds because not all closed loop configurations are related by plaquette flips. For example, on the 3-torus, plaquette flips cannot change the number of loops modulo 2 winding around the non-contractible cycles of T 3 (  Fig. 5) . This leads to an 2 3 -fold ground state degeneracy on T 3 , with each ground state labelled by the three independent winding number parities.
B. Excitations
Here we briefly overview the properties of the excitations -for a more detailed treatment see Ref. 9 . The Hamiltonian Eq. (30) has two types of excitations: pairs of vertex defects whereQ V = −1, and loops of plaquettes defects ('vortex lines') whereB P = −1. As in the standard toric code 43 , vertex defects acquire a π berry phase under encircling a line of plaquette defects.
The difference between the toric code and FTC is simply in the statistics of vertex excitations: the pairs of deconfined vertex defects are bosonic in the TC, but fermionic in the FTC. This follows from the form of the operator that creates the deconfined fermionic excitations
The excitations lie at the endpoints of the path C. The first term in W f V (C) is the same operator that creates deconfined bosonic excitations in the toric code, by flipping all the edges along the path C. The second termΦ(C) is required to make this operator commute with the FTC plaquette term. Consider shifting C along the projection direction ± (1, 1, 1) T /2 to form two paths C * ± on the dual x along a series of edges (shown here in red) creating a pair of vertex defects at its endpoints. To make this operator commute with the plaquette terms in the Hamiltonian, it must also act with σ z on an adjoining set of "crossed edges", shown here in purple. This cancels the possible plaquette defects created by acting with σ x on the O or U edges of the adjoining plaquettes shaded blue.
lattice (Fig. 6) . Each shifted copy of C pierces a string of plaquettes on which our string operator has flipped σ In Sec. II D, we saw that the dyon condensed k = 1, p = 2 axion theory had fermionic (−1, 1) deconfined excitations, and E i = 1/2 electric flux defects. These can be identified with the vertex defects, and lines of plaquette defects respectively in the fermionic toric code.
Let us establish a concrete dictionary between the degrees of freedom in the axion theory and those in the Walker-Wang model. First, theσ x i operator in the WW model is associated with e iÂi in the bF +bb theory, which is also associated with e iÂi in the axion theory. Second, notice that the operator that measures whether or not an edge contains a string (σ z i ) is associated with e iπ 2 ijkbjk in the bF + bb field theory, which is conjugate toÂ i in Eq. (13) . However, in Eq. (4) and Eq. (9), the variablê
is canonically conjugate toÂ i in the axion field theory. Hence, to the extent that our derivation of the bF + bb theory from the axion theory is valid, we can associatê σ z i in the Walker-Wang model with e −iπÊi in the axion field theory.
With the dictionary established, let us interpret the Walker-Wang plaquette operator (Eq. (30) ) in the axion model language. The plaquette operator consists of two parts. The first part measures e∈∂Pσ x , which in the axion model is just the value of e iBi whereB i = ijkFjk /2 is the magnetic flux through the plaquette P . The second part is a phaseσ z O(P )σ z U (P ) = ±1, which, in the axion model can be interpreted as total value of e −iπÊi transverse to the plaquette: exp −iπ E O(P ) + E U (P ) . 44 On net, the fermionic toric code plaquette operatorB P corresponds to the measurement e −i2πÊ PS i , wherê
can be interpreted as a lattice regularized or point-split (PS) analogue of Eq. (33) . In the present case note that
. The ground state of the fermionic toric code thus hasB P = 1, which corresponds toÊ What about the vertex defects? Within the WalkerWang model, the operator creating these defects is explained in Eq. (32) . Using the dictionary established above, we can interpret a vertex defect creation operator as
in the axion gauge theory. The first part of this operator togglesÊ i by −1 along the path C. The second part creates two −π magnetic flux tubes on plaquettes adjacent to C (precisely the shaded plaquettes in Fig. 6 ). This can be viewed as creating a point-split flux tube carrying magnetic flux −2π. The tube carries no net electric flux because, averaged over a few plaquettes, the electric field is E i = E i − θ 4π 2 B i = −1 + 1 = 0 modulo 1. In the axion field theory, the neutral monopole (−1, 1) has exactly the same property -it exudes no electric flux, but carries magnetic flux 2π. The fermionic statistics of this excitation follow from an argument in Ref. 32 .
D. Connection to wave function of Bosonic topological insulators
In Ref. 17 , the authors present the ground state of the bosonic topological insulator as a condensate of vortex "ribbons" in which phase factors (−1) appear when the ribbon is twisted an odd number of times. In this section, we show that this picture of the ground states persists in the FTC, which describes the gapped strong-coupling phase of the same field theory.
We briefly review the picture of Ref. 17 . The point of departure is to view a bosonic insulator in the phase basis | {φ} , using the standard number-phase representation of the Bose operatorsb i = √ρ i e iφi . In the strongly insulating limitρ fluctuates little, and so the conjugate phase variablesφ are maximally disordered. Indeed, we can think of the insulating state as being a condensate of 2π vortex defects in the phase variables. The bosonic topological insulator is conveniently understood in this language. The U (1) Z T 2 BTI is most easily described using two species of bosons, and therefore two species of vortex defects, which always appear in tightly bound pairs to give a U (1) (rather than U (1) × U (1)) symmetry. In such a bound state, the two vortex loops can be thought of as defining two edges of a ribbon. Any given ribbon will twist by some multiple of 2π radians over its length. The ground state of the BTI differs from a trivial insulator in that it has a −1 phase whenever the ribbons twist by an odd multiple of 2π radians in total.
To obtain the fermionic toric code, we gauged the BTI considered in Ref. 17 and set g 2 → ∞, gapping the gauge field to leave residual Z 2 theory discussed in Sec. II. As discussed above (see Fig. 7(a) ), we can view the ground state of the Fermionic toric code as a superposition of closed loops, weighted by (−1) over-crossings where over crossings are determined by viewing the lattice from the (1, 1, 1) T direction. To make contact with Senthil-Xu's 'ribbon' picture, imagine turning a configuration of loops in the WW ground state into a configuration of ribbons by first duplicating each loop, and then shifting the duplicate loops by (1, 1, 1) T /2 as in Fig. 7(b) . If a loop has an odd number of over-crossings, it turns out that the ribbon thus defined has an odd number of twists. Thus, the phase of the configuration in the ground state superposition is (−1) over-crossings = (−1) self-twists as shown in Fig. 7(a) and (b) .
To make the correspondence more concrete, note that the σ z = −1 loops in the WW model correspond to the edges on which b ij = 1 (mod 2) in the field theory (Eq. (21)). In the ground state (where Σ 0i = 0), however, the sum over b 0i imposes the constraint
This equation tells us that a single edge with b ij (x) = 1 is associated with a pair of F = π mod 2π magnetic flux tubes on plaquettes (x +î +ĵ,î,ĵ) and (x +î +ĵ −n,î,ĵ).
Hence the σ z = −1 loops in the WW ground state are associated with pairs of π magnetic flux tubes (i.e. pairs of line-like plaquette defects for which e∈∂Pσ x = −1) separated by the vectorn. The pair of π flux tubes can be viewed as depicting a point split 2π flux tube. So, the ground state looks like a superposition of 2π flux tubes, bound to a b ij = 1 loop. The resulting ribbon-like objects are weighted by the phase (−1) self-twisting , exactly as in the BTI [17] . While the ribbons in [17] are bound states of two vortex loops corresponding to two species of bosons, the WW ribbons are bound states of two π magnetic flux loops, and the b ij = 1 loops.
V. A FEW ODDS AND ENDS
Before concluding, let us pause to address some questions that readers might have at this juncture. First, one of the defining features of the Walker-Wang models that we consider (with the exception of the fermionic Toric code) is that they have excitations with anyonic statistics confined to their surfaces. How do these anyonic excitations arise in the gauge theory, at the interface between two confined phases with different (integer) values of k? Second, we will discuss time reversal symmetry, which one expects in a field theory with θ = 2πk, but which is naively not present in the Walker-Wang Hamiltonians beyond the fermionic toric code.
A. Deconfined surface anyons at the boundary between confining phases
The correspondence that we have established between axion electrodynamics and Walker-Wang Hamiltonians suggests that the boundary between a Walker-Wang model and the vacuum is equivalent to the interface between two confined phases of axion electrodynamics: one with θ = 2πk and one with θ = 0. In the former case, this boundary hosts deconfined anyonic excitations for k ≥ 2, which are otherwise confined in the bulk. Here we discuss how this can arise from the field theoretic point of view.
There are two questions we must address: first of all, does the field theory admit surface excitations with the anticipated fractional statistics; and second, are these excitations deconfined on the surface?
The question of statistics (in the Coulomb phase of the gauge theory, with g 2 small) for excitations near such a boundary was discussed for k = 1 by Metlitski, Kane and Fisher. 15 In Appendix D 2 we discuss how to extend their result to the case of interest here, where k > 1 and g 2 1. Note that in a condensed phase, some of these statistical interactions (those involving electric and magnetic charges in multiples of those of the condensate) will be screened. However, the statistical interactions of interest to us correspond to particles whose charges (and consequently whose statistical interactions) cannot be fully screened in the bulk. In this case (see Appendix D 2) we find that:
1. There is a surface contribution to the mutual statistics that exactly cancels the Berry phase interaction between the charge (1, 0) and the neutral monopole (−k, 1)
2. There is a surface contribution to the self-statistics of an electrically charged object, rendering the fundamental bosonic charge (1, 0) an anyon with exchange statistics of −π/k.
The neutral monopole remains a fermion (boson) near the surface for k odd (k even)
Hence pure bosons of the form (n, 0) acquire anyonic statistics when brought near the surface. One might worry that precisely these objects will be confined at the boundary between the θ = 0 and θ = 2πk confined phases. However, the fact that the bulk Berry phase term between these objects and the neutral monopole is cancelled by a surface term suggests that though these objects are confined in the bulk, very near to the surface they are deconfined.
To understand this deconfinement, it is useful to consider what happens when we bring a charge near the surface. Near a boundary across which θ changes discontinuously, a charged point particle will induce both a surface current (which can be described, in the Coulomb phase, by an image monopole on the other side of the boundary) and a surface charge (which can be described by an image charge) 45 . In the limit that g 2 → ∞ the electric and magnetic image charges are given by
In other words, the effect of bringing a charge near to the surface is to induce a net magnetic flux through the surface: at large g 2 the surface charge exactly cancels the bulk charge just below the surface, and the object has no net electric charge. This is the intuitive reason that it can be deconfined.
One might worry that this charge neutralization also neutralizes the statistics. However, there is an important distinction between the statistics of objects in which integer charges are bound to magnetic fluxes, and in which the charge associated with a magnetic flux is induced. In the former case, for example, an object of charge 1 and flux π is a fermion; in the latter case it will be a semion. This can be derived directly from the field theory; physically, it results from the relative angular momentum accumulated as the induced charge slowly builds up upon flux insertion 46 . Hence though the object in question does not source a net electric charge, it does have fractional statistics.
B. Time reversal, obliquely confined phases, and the θ term
We next turn to the question of time reversal. In the field theory with bosonic sources θ is defined modulo 4π, such that for θ = 2πk, k ∈ Z, the field theory is time-reversal invariant. The fermionic toric code model discussed in Sec. IV is also manifestly time-reversal invariant. The Walker-Wang models corresponding to k > 1, however, have Hamiltonians and ground-state wavefunctions that are complex, and are not time-reversal symmetric. We will briefly discuss why this does not present a contradiction.
To address this issue, let us review the conventional arguments for time reversal symmetry in the presence of a θ term. The basic idea is that if we consider a closed system (for example, the 3-torus {x, y, z|0 ≤ x < L, 0 ≤ y < L, 0 ≤ z < L} with periodic boundary conditions), then
must be an integer. 29, 30, 47 (One intuitive way to see this is that the electron wave-function must be single valued, which quantizes the magnetic flux through any spatial plane. 48 ) Time reversal requires that a process that inserts a single flux quantum through the xy plane, then changes A z dz by 2π (i.e. generates one quantum of electric field), should contribute the same overall phase to the action as its time-reversed conjugate, which is the same process with B reversed. If θ is periodic modulo 2π, this criterion is satisfied provided that θ = πn. (In the presence of monopoles, one can further see that for bosons, time-reversal requires that θ = 2πn.
2 ) In these arguments, time-reversal symmetry is manifest when the partition function is computed on a closed manifold, and not as a local property of a Hamiltonian or ground-state wavefunction. In this limited sense, our Walker-Wang models are also time-reversal symmetric: on closed spacetimes of the form M 3 × S 1 the partition function is always 1.
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It is also worth emphasizing that on a manifold with boundary, the change in θ at the boundary necessarily breaks time-reversal (unless there is a gapless surface), and we would not expect time-reversal symmetry at the boundary for any value of θ. Hence the fact that our lattice models admit chiral surface states is also not in conflict with our expectations from the field theory. Indeed the complex phases in the wave-function violate timereversal in exactly the way that is required to allow the expected chirality to arise at the surface.
Though it is certainly surprising that a model with a manifestly complex ground-state wave-function should describe a phase of the time-reversal invariant field theory with θ = 2πk, the Hamiltonian and ground states do satisfy the criterion of global time-reversal invariance required to be consistent with the field theory.
VI. DISCUSSION AND CONCLUSIONS
In this work, we have established that the obliquely confined phases of axion electrodynamics with integer k = θ/2π (and appropriate dynamical matter fields) can be described by a topological field theory (14) -which can be expressed in Hamiltonian form by a Walker-Wang model. (We have discussed the specific example k = 1 in the main text, but in Appendix A we show how these arguments apply in the general case). We now discuss what conclusions about the phases realized by these lattice Hamiltonians can be drawn from this relation.
We begin by considering the phase diagram of axion electrodynamics for k = 1. In the limit that g 2 → 0 (when the U(1) gauge field is weakly fluctuating) and the dynamical charge 2 matter is heavy (so that it cannot condense and break this global U (1)), this field theory describes the electromagnetic response of the bosonic topological insulator. As Ref. 15 points out, one of the distinctive features of this phase is that the fundamental electrically neutral object (or 'neutral monopole') of the compact U(1) gauge field is a fermion.
Ref. 15 emphasizes that the fermionic nature of the neutral monopoles is necessary to cancel a statistical anomaly at the surface, where by Laughlin's argument we find that inserting a flux of 2π creates a fermion. Since these fermionic neutral monopoles must pair to condense, this leads to Z f 2 topological order as we take the theory to strong coupling. Hence the weak-coupling SPT becomes a topologically ordered phase at strong coupling.
This self-same surface anomaly plays an important role in the Walker-Wang model: it means that we must include a trivial fermion, which will be deconfined in the bulk (leading to Z f 2 topological order). In technical terms, the surface anomaly means that we must choose our anyon model not to be U(1) 1 , but U(1) 1 × Z f 2 , which contains the vacuum and the "trivial" fermion (which is the fermion created by inserting 2π flux through the surface). This result holds for general odd k: to build our Walker-Wang Hamiltonian, we must explicitly include the trivial fermion which, in the corresponding Laughlin state, arises from inserting flux 2πk through the surface.
Though we have focused exclusively on abelian anyon models, there are also non-abelian examples of anyon models with a similar surface statistical anomaly in which an appropriate flux insertion produces a "trivial" fermion. The corresponding Walker-Wang models also have bulk Z f 2 topological order, and can also presumably be viewed as the strong-coupling limit of weakly gauged symmetry-protected phases. One example is the model based on SO(3) 6 used by Ref. 7 to discuss fermionic symmetry-protected phases. (To do so they eliminate the Z f 2 topological order by introducing extra fermions into the problem).
Next, we consider the family of models with k even. It is instructive to scrutinize the surface states of these models: for even k our surface states have the same anyon content as the bosonic Laughlin states at filling fraction ν = 1/k, which can be realized by a 2D U(1) k ChernSimons gauge theory. Hence for even k, in the absence of extra symmetries, our models are neither topologically ordered nor SPT 50 . This suggests that the corresponding Walker-Wang Hamiltonians are adiabatically connected to the trivial confined phase with θ = 0.
The field theory's phase diagram suggests a path whereby this can happen: it is well known that the trivial confined phase with θ = 0 is adiabatically connected to the trivial Higgs phase (in which a charge 1 dynamical matter field has condensed) 34 . In the Higgs phase, where magnetic monopoles are confined, θ can be changed arbitrarily without closing the gap. After shifting θ by 4π, (as emphasized above) in the bulk of the system we simply obtain a new version of the trivial confined phase, in which our neutral monopole is described as the bound state of a monopole with two charges. The thermodynamics, however, will be independent of this description; hence for θ = 4πn, n ∈ Z, we should be able to adiabatically continue the system from the trivial Higgs phase to the appropriate obliquely confined phase. Though (with appropriate boundary conditions) this will certainly close the gap at the surface, it should not require a bulk phase transition.
Notice that the above analysis is consistent with the observation 8 that it is possible to add a global symmetry to the Walker-Wang model with k = 2 to obtain an SPT. If the global symmetry is necessarily broken by condensing our (initially confined) charge 1 matter field, then the path that we have identified to the trivial phase breaks the symmetry and the system may be an SPT. (It is not clear, however, whether it is necessarily the case that the system is an SPT in this situation).
It is worth emphasizing that, even for k even, the Walker-Wang models have mathematically distinctive features. Notably, their surfaces realize chiral topological gauge theories with discrete gauge group (and, in particular, zero correlation length). In 2D, conversely, a complete classification of discrete topological gauge theories 51 yields only achiral (or 'doubled') theories like those seen in Levin-Wen type models 52, 53 . Indeed, it can be shown quite generally that the ground states of commuting projector 2D Hamiltonians are achiral in that they have vanishing central charge 53, 54 . The same line of reasoning suggesting that all models with even k are adiabatically connected to the trivial phase suggests that all models with odd k are adiabatically connected to the model with k = 1 (i.e. the fermionic Toric code). This is consistent with an analysis of the robustness of the surface: because the 2D anyon model (including the fermion) can exist without the bulk, we can eliminate any excitations that are strictly confined to the surface by coupling a purely 2D system to the boundary of our 3D one. The bulk fermion, on the other hand, obviously cannot be eliminated by such a surface term. Somewhat perplexingly, in this case the phase diagram of the field theory offers no clear route adiabatically connecting these two phases. Such a route must leave the system in a phase with Z 2 topological order and a deconfined bulk fermion, which eliminates the possibility of passing through a Higgs phase (in which necessarily all deconfined charges are bosonic). It also means that such a route cannot correspond to keeping g 2 large, due to the trivial obliquely confined phase at k = 2. We leave this as an interesting open question.
In summary, we have established that the obliquely confined phases of axion electrodynamics with integer k = θ/2π (and appropriately selected dynamical matter fields) are described by the Walker-Wang topological lattice models. We have argued qualitatively that the spectra of the continuum models and the lattice models should be the same, in an appropriate long-distance limit; more importantly, we have supported these arguments by showing that the partition function of the gauge theory on a lattice can be viewed as the path integral of the Walker-Wang Hamiltonian. As well as being pertinent to related work in the high-energy literature 12, 13, 18 , this has allowed us to understand the relationship between the lattice models built from "fermionic" quantum Hall states and SPT phases. It also suggests a route to adiabatically connect Hamiltonians constructed from bosonic quantum Hall states to the trivial confined phase.
Trotter decomposition
The bF + bb Lagrangian density, in the presence of static charges and line defects (j 0 , Σ 0i ), can be written 2π take values in {0, 1, 2, . . . , p − 1}. The F, G functions endow these defects with an energy cost. As neither function has an explicit A, b dependence, we will ignore them for now. To begin, sum out A 0 to get partition function 
where the P labels oriented 12, 23, 31 plaquettes on a 3D cubic lattice. On the other hand, e, V label edges and vertices respectively of the cubic lattice. The edges are by default oriented in the +1, +2, +3 directions. In Eq. A4, Φ (n) P , Σ P is shorthand for the value of Φ, Σ on a plaquette P of the cubic lattice at time slice n; note Σ P does not require a time slice co-ordinate as it represents a static line defect.
U (P ) denote the values of T on two edges O(P ), U (P ) at at time-slices n, n−1 respectively. If P is the ij ∈ 12, 23, 31 plaquette on the 3D cubic lattice at vertex r, then O(P ) is the edge (r +î +ĵ,k) while U (P ) is the edge (r −k,k), where k is uniquely specified by hij = 1. s
denote the values of s, A on the space-like edge e, at time-slice n.
Now notice that the second line of Eq. (A4) imposes a constraint
We remind the reader that the Φ, T depend only on A, s respectively. Moreover, the Gauss constraint which holds at each vertex V and time slice n, can be written
where s(V ) denotes the six edges attached to a vertex V , and ν e,V = ±1 depending on whether e is oriented towards or away from V . Using the constraints to remove all explicit dependence on the static sources J 0 , Σ 0i and, re-introducing the F, G functions from Eq. (A1) gives partition function
The effective Hamiltonian
Having expressed the classical partition function as Eq. (A4), it is relatively straightforward to rewrite it as Tr e −Ĥ eff τ whereĤ eff is a 3D quantum Hamiltonian.
In Eq. (A4), s i , pAi 2π = 0, 1, 2, . . . p − 1 are classical variables, but they will become quantum mechanical operatorsŝ i ,Â i when we move to the Hamiltonian formulation of this problem. They obey commutation relations Â r ,j ,ŝ r,j = iδ r,r δ j,j mod p ,
and the local Hilbert space on an edge e of the cubic lattice has two obvious bases with p elementŝ A e |A e = A e |A e ,A e ∈ π k {0, 1, . . . , p − 1} s e |s e = s e |s e ,s e ∈ {0, 1, . . . , p − 1} .
It is convenient to construct operatorsŴ e = e iÂe ,T e = e i2π pŝ e , and pick a phase convention for the bases such thatŴ e |s e = |s e + 1 T e |A e = A e − 2π p .
We are now ready to introduce these quantum mechanical operators into Eq. (A4). It follows from Eq. A8 that s e | A e A e | s e = e iAe(se−s e ) which allows us to re-express the partition function as
We can collect the products over bras and kets to form
and {A (n) } = ⊗ e A (n) e . We have also moved the F terms between the kets. We can now replace Φ 
Summing over A e , and usingÎ =
where the T variables are currently still numbers depending on the s variables, rather than operators. The product between the kets in Eq. (A9) Taylor expands to a sum of expressions of the form
where P = (r,î,ĵ). Here the j P s are some integers and S is some set of space-like plaquettes. Now, this can be rewritten as
(A10) where we have replaced the s, T = e i2π p s variables bŷ s,T = e i2π pŝ operators respectively. This can be arranged to
One might worry about the phases accrued in permuting theT ,Φ operators to go between Eq. (A10) and Eq. (A11). If e ∈ ∂P then note that
where ν e,P is the orientation of e in the boundary of P . But all of these phases cancel. Why is this? To rearrange Eq. A11 to form Eq. A10 we need to move everyT O operator to the left of the product and everŷ T U operator to the right of the product. Consider two plaquettes P, Q. If e is in the boundary of P (i.e. e ∈ ∂P ) with orientation ν but is also an O edge of Q (e = O(Q), it follows by inspection of Fig. 4 that there exists a unique f ∈ ∂Q with ν f,Q = ν such that f is a U edge of p i.e., f = U (P ). This tells us the following. We need to movê T e to the left of Eq. A11 because e is an O edge, and we also need to moveT f to the right because it is a U edge. If, in Eq. A11, Q lies to the left of P ,T e will not meet the plaquette operator at Q andT f will not meet the plaquette operator at P . If Q lies to the right of P ,T e encounters the P plaquette operator and it will accrue a net e − i2π p ν e,P j P j Q sign because e ∈ ∂P . However as Q is to the right of P , we will also need to move the U edge f of plaquette P to the right of Eq. A11. It will need to move through the Q plaquette operator, and because f ∈ ∂P it will acquire a e i2π p ν f,Q j P j Q phase as it does so. In either case, there is no net phase because ν e,P = ν f,Q . We can proceed inductively, to prove that Eq. A11 equals Eq. A10. Having shown this, we can go back to our expression for the partition function and recast it as
We can now move the Q (n) V fields in-between the kets and replace them by operatorŝ
where s(V ) are the six edges incoming to vertex V , and ν e,V = ±1 depending on whether e is oriented towards/away from V respectively. This allow us to rewrite the partition function as {se} n {s (n) } e −Ĥ eff ∆τ {s (n−1) } where we defineĤ eff implicitly though
Here O(P ), U (P ) are shorthand for the edges (r +î + j,k), (r −k,k) transverse to the plaquette P = (x,î,ĵ) where hij = 1. Also, ν e,P is the orientation of the edge e = (r,î) in the plaquette boundary ∂P . It is straightforward to verify that the operatorsQ V andB P commute amongst themselves so we can combine the exponents in Eq. (A14) to get
We now specify functions G, F. We want both functions to penalize configurations with non-vanishing Σ 0i and J 0 . A simple option is to take G = F(κ) = pδ κ,1 − 1, which penalizes all non-vanishing defects equally, and leads to the Walker-Wang Hamiltonian for the category Z 
whereQ
The ground states and topological properties of excitations do not depend on the precise form of F, G, provided these functions are maximized for configurations withQ V =B P = 1.
In the previous section, we showed that the k = even, p = 2k bF + bb theory is precisely the Z (1) 2k WalkerWang model. However, our heuristic discussion in Sec. II also suggests that the Z (1/2) k Walker-Wang model (constructed from the U (1) k Chern-Simons theory) is described by the same field theory with k = even, p = k. In this case, however, we run into a technical obstacle in making this correspondence rigorous. In particular, for a lattice version of the field theory to be equivalent to the
Walker-Wang model, we would expect the action to be periodic modulo 2π under b → b + kη for arbitrary integer two-form η, reflecting the fact that label k strings in the WW ground state are trivial. However, this fails to be true if we use the definition of b ∧ b in Eq. (19) , meaning that the proof given above cannot be applied directly in this case.
Ref. 12 resolve this issue on a simplicial manifold by using the 'Pontryagin square' operation to define b ∧ b. The Pontryagin square is a simple extension of the stan-
(The cup product is the simplicial manifold analogue of the wedge product that we use here). We expect that with a similar refinement of the wedge product on the hypercubic lattice Eq. (19) , one could use the methods of App. A to derive the Z (1/2) k Walker-Wang models from the p = k even bF + bb action.
Appendix C: Relation to previous work
It is worth noting that the BTI -and the corresponding strong-coupled FTC phase -can be obtained from a Walker-Wang model in a different way. As observed in Ref. 2, the BTI is described by the (fully gapped) field theory
(C1) in which the sources of a (1) and a (2) have the same charge under a global U(1) symmetry (or equivalently, under a non-dynamical electromagnetic gauge field). The field theory action (C1) is also invariant under the timereversal transformation
It represents a phase in which there are no deconfined point particles in the bulk, but whose surface is either gapless, symmetry-breaking, or contains Z 2 topological order. This is because on the surface, the two types of vortices both carry a U(1) charge of 1/2, and transform into one another under time reversal -hence a condensate of vortices of one type results in a state that breaks T and has a surface Hall conductivity σ xy = ±1. Since vortices of species 1 are charged under species 2 and vice versa, a bound state of these two vortices, while timereversal invariant, is a fermion, and hence these objects must pair in order to condense, resulting in the Z 2 surface topological order. As Ref. 2 suggested, the field theory (C1) can be realized as a Walker-Wang model, whose detailed description we will provide presently. One might therefore conclude that this is the Walker-Wang model that one should consider in the context of the BTI. However, in order to do so, one would have to incorporate the global U(1) symmetry into the lattice model. Again, we will discuss in more detail below how this can be done; however, the important point is that the Walker-Wang model per se does not have the global U(1) symmetry and hence is not a BTI. (Nor does it represent another member of the cohomology classification of Ref. 14, since the Z 2 gauge theory at its surface is a perfectly legitimate 2D topological order).
A Walker-Wang model for Eq. C1
The Walker-Wang model that captures the physics of the field theory (C1) has the Hamiltonian
with
and
where the O and U edges are shown in Fig. 4 . By the general results of Ref. 37 , this Hamiltonian has no deconfined excitations in the bulk. Further, it is time-reversal invariant (the Hamiltonian being explicitly real) with a Z 2 surface topological order, matching that expected for the bosonic topological insulator.
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To turn this into a BTI, however, we must introduce a global U(1) symmetry under which e and m have charge 1/2 (mod 1). This symmetry plays an essential role in the symmetry protection of the surface state: as is well known, in the Z 2 topologically ordered surface theory we can condense e or m to obtain a trivial insulator at the surface. However, in the BTI e and m are charged under U(1), so this trivial surface state breaks the U(1) symmetry. Their composite em can be U(1) neutral, but as it is a fermion, it cannot condense. Hence only pairs of the em excitations can condense without breaking the U(1) symmetry -which obviously does not change the surface topological order.
a. Incorporating the U(1) symmetry
We next turn to the question of how to incorporate the U(1) symmetry into our model, such that the e and m vertex defects have charge ±1/2, and their composite em is neutral. Here we will take the view that "fundamental" objects carry integer U(1) charge, and that any half-integer charges must arise due to collective effects. We will therefore use a construction very similar to that introduced by Ref. 56 , which creates a model with vertex excitations carrying fractional (conserved) U(1) charge.
In addition to the Z 2 degrees of freedom that are required to describe the BF theory, we will include boson creation operators e iθ V at each vertex V on the lattice. We will work in the number-phase representation, where the number of bosons at each site can be positive or negative (which we may interpret as meaning that there is some fixed but large density n at each site, and we measure the number n V of bosons on each site relative to this mean). On every edge of the lattice, we will also include a single orbital on which these bosons can sit, with an extremely large Mott repulsion term, such that the state of each link can be described by the eigenvalues of σ z , τ z and α z , where
is a new 2-state variable indicating whether the orbital's occupancy n V V = 0 or 1 (all other states being excluded from our Hilbert space as they are too high in energy). We will denote by α Since each edge is shared by 2 sites, the operator that determines the charge localized near a given site is:
It follows that the operator
creates a dipolar charge distribution,
relative to the equilibrium. Clearly, one way to obtain the correct charges for the e and m excitations (which are confined in the bulk, and deconfined at the surface) is to force edges on which τ z V V or σ z V V = −1 to have a dipole moment such that q V and q V = ±1/2. In other words, we should impose the constraint
where, as usual, the product and sum run over vertices V that are neighbors of V . To make our plaquette operator compatible with this constraint, we will replace σ x V V , τ x V V in our Hamiltonian by the modified operators
We note that
Our new plaquette operators are
Their product is unchanged from the original model, sincẽ
Eq. C14 ensures that any operator in whichσ x orτ x act on a closed loop of edges -and in particular, the operators B Let us now consider the nature of the ground states of our model so far. In the ground sates,
There will be no net charge about any vertex, and the number of edges entering each vertex on which n V V = 1 must be even. Further, the plaquette terms ensure that the ground state is a "loop soup" over all possible trivalent graphs involving e, m, and em. Such a state can be built, for example, by taking
(C18) However, this is not the only possible choice -clearly acting with e P B P on any state of the form
is actually a ground state. To lift this degeneracy and ensure that our model for the BTI has a unique ground state (on a closed 3D system), we add a term of the form
to our Hamiltonian. This favors configurations where
Next, consider gauging the U(1) sector of this theory. The gauge invariant boson kinetic terms are then
Because charged bosons can live both on the vertices and on the edges, we have introduced two gauge fields (A 1,V V and A 2,V V ) on each edge. Generically, we should introduce E 2 and B 2 terms for our U(1) gauge theory on the lattice. However, since we are principally interested in the confining limit (where the coefficient of the E 2 term is large, while that of the B 2 term is negligibly small), let us focus on the possible electric field configurations in our model. Since n V V = 0, 1, there are two possibilities for the electric flux on each edge: either
must also be satisfied. Notice also that when our Hamiltonian acts to change σ z V V τ z V V on edge V V , this either adds or removes a boson from the center of the link, and hence changes |E 1,V V + E 2,V V | by 1.
Let us consider what happens if we add to our model a term that penalizes non-vanishing electric flux. (Such a term is certainly present in the confining phase). The simplest way to do this is to consider adding a small δE 2 term (and no B 2 term) to the U(1) lattice Hamiltonian. The ground states of our model will then be those that minimize E 2 on each edge, all other things being equal. Thus even at small δ, we expect that with such a term we will find E = 0 except on edges where σ z τ z = −1, where
This suggests that we can understand the phase where U(1) monopoles have proliferated by considering
A general framework for understanding the "condensed" limit (when h becomes large) of such models was laid out on Ref. 10 . In the present case, the term proportional to h penalizes edges for which τ z or σ z = −1, but not edges on which τ z = σ z = −1. We can therefore obtain a solvable model describing the large h limit by restricting our attention to edges for which τ z = σ z , and keeping only the product B In this Appendix we will derive the various claims made about the statistics of our point and line-like excitations made at various points in the main text.
Statistics in the bulk
We begin with statistics in the bulk, and explicitly drop all boundary terms in our action (we return to these in Appendix D 2). It is most convenient to separate the gauge field into static classical background fields, which we will call A (0) µ , and the usual fluctuating parts. We will assume that the static background fields E 0 and B 0 satisfy the classical equations of motion, such that the effective gauge field action in the bulk is
As usual,
is the total electric current, and we have integrated the θ term by parts. We can now integrate out the fluctuating gauge field A, to obtain:
(Here we will work in imaginary time, where the statistical terms appear with explicit factors of i in the action). There are two types of statistical interactions we will be interested in: those between point particles and the classical background gauge fields, and the statistical interactions between the various point particles, which are contained in L Coulomb .
a. Statistics between point particles and static gauge fluxes
The Berry phase between a charged particle and an external magnetic field can be read off from Eq. (D3) in the usual way: we take J µ (r, t) = (δ(r − r t ), δ(r − r t ) sin t, −δ(r − r t ) cos t, 0) (D5) where r t = (cos t, sin t, 0), and 0 < t ≤ 2π. Taking A 0 = 0, the net phase accumulated as the charge encircles this current loop is:
This is the usual loop integral A·dl, which simply gives the enclosed magnetic flux. The important point to note is that this Berry phase depends on the total charge, and thus is θ dependent.
Since the magnetic charge is unaffected by θ, the Berry phase between a magnetic charge and an external electric field is necessarily θ independent, as can be shown directly from Eq. (D3).
Note, however, that since for general θ the monopole carries both electric and magnetic charge, the Berry phase of a monopole around the flux tube created by another monopole is still θ-independent. Consider a tube of electric flux θ 2π and magnetic flux 2π. A monopole encircling this flux tube will acquire a Berry phase of θ due to its electric charge (q E = θ 2π ) encircling the magnetic flux, and an additional Berry phase of −θ due to its magnetic charge encircling the electric flux. Thus the statistics that we have found between point particles and static flux lines are compatible with the observation that statistics between point particles are θ independent.
b. Statistics between point particles
The possible bulk statistical terms arising in L Coulomb have been discussed, for example, in Ref. 57 . The terms in the first line of Eq. D4 are (in the uncondensed phase) the usual Coulomb repulsion (attraction) between pairs of like (unlike) electric or magnetic charges. The terms in the second line represent the possible statistical interactions.
If we take G µν (q) = g µν 1 q 2 , which is the usual photon propagator in Feynman gauge, one can show 57 that the two θ-dependent terms on the second line cancel. This leaves only the first term, which is a θ independent Berry phase interaction between charges and monopoles. (Though these statistical calculations are carried out using the gauge field propagator appropriate to the Coulomb phase, their results remain valid for those charges (whether electric or magnetic) that cannot be screened by the condensate). 58 For our purposes, this simply means 24 that a condensate of (n, m) excitations will confine all point particles (n , m ) for which nm = n m.
Statistics at the surface
We now turn to the somewhat more delicate question of statistics at the surface. This is discussed in detail in Ref. 15 for the case θ = 2π and in the Coulomb phase; here we will give the obvious generalization for arbitrary θ. Again, we will assume that the statistical interactions between charges that cannot be screened are identical in the Coulomb and confining phases.
In Eq. D3, we have dropped the following surface terms:
where µνρ are directions "in" the boundary, which we will for convenience take to be (x, y, t). Metlitski, Kane and Fisher 15 give a detailed account of how to integrate out the fluctuating gauge fields to derive the contribution of the surface term to the point particles' mutual statistics, in the case that the Dirac strings of monopoles do not cross the surface (i.e. s µν = 0 in Eq. D7). To do so, it is convenient to specify the type of boundary in question; we will consider the boundary between a region with θ = 2πk and one with θ = 0. Following Metlitski et al.'s approach, for two sources very close (relative to their separation) to the boundary, one obtains the total statistical interaction:
β (r ) (D8) where all indices are in the space-time directions of the boundary, and r indicates the separation along the direction of the boundary. Here G 3 obeys
The total statistical matrix, including both bulk and surface contributions, is: 
where m + is a monopole just above the surface, in the region where θ = 0, m
− is a neutral monopole in the region just below the surface, where θ = 2πk, and J is the total charge current (including both the boson current n µ and the induced charge current of the monopole). The term kπ inΘ 33 stems from the fact that if k is odd, this neutral monopole is a fermion. In the basis used in Eq. (D10), the bare monopole current in the region with non-trivial θ is represented by the vector (k, 0, 1). The objects (0, 1, 0) (a monopole outside the bulk) and (k, 0, 1) (a monopole inside the bulk, with its induced charge) have the same statistics for any k and g.
In the obliquely confined phase, at long wavelengths the coupling will flow to g 2 → ∞. In this case, we obtain 
Hence in the confined phase, the charges have a statistical interaction proportional to −π/k, and a charge near the surface (whether bare or induced) has no π Berry phase with a monopole coming from above or below the surface. The monopoles in the region θ = 2πk have statistics of kπ, indicating that they are fermionic of k is odd and bosonic otherwise. One might worry that allowing monopole world-lines to cross the surface will alter the statistics in such a way that the pure charge (1, 0, 0) becomes confined if Dirac strings crossing the surface proliferate. Physically, this could only arise if the actual Dirac string (rather than the monopole itself, whose statistics we have explicitly calculated here) became physically observable when it crossed the surface. Such a change is expected at fractional k, where we expect the effective radius of compactification of our U(1) gauge field to change at the surface. For integer k, however, this is not expected and one would not anticipate that including Dirac strings that cross the surface would alter our evaluation of the statistics. One of the defining features of the Walker-Wang models that we consider (with the exception of the fermionic toric code) is that they have excitations with anyonic statistics pinned to their surfaces. How do these anyonic excitations arise in the gauge theory? The correspondence that we have established between axion electrodynamics and Walker-Wang Hamiltonians suggests that the 'smooth' Walker-Wang boundary 9 is equivalent to the interface between the dyon condensed phases at θ = 2πk, θ = 0. We can support this claim by examining the effective Lagrangian Eq. (13) The bF + bb field theory arising for θ = 2πk = 0 we showed (rigorously in some cases) is the same as a U(1) k Walker-Wang model. These models have ground states involving a superposition of loops of all lengths, encoded by b. The second case θ = 0 represents a trivial phase with no (or short) loops (i.e., b = 0). Thus it is plausible that a boundary between the θ = 2πk and θ = 0 large g 2 phases is akin to a boundary between a WalkerWang model and a trivial (no loop) phase. Such a boundary condition is reminiscent of the 'smooth' boundary in Ref. 9 , for which the Walker-Wang models under consideration admit deconfined surface anyons.
Here we argue heuristically for the existence of these deconfined anyons starting from the continuum action Eq. (2). This supplements the more concrete field theoretic companion calculation in the previous subsection. To understand the deconfinement in the continuum setting, it is useful to consider what happens when we bring an integer charge (q, 0) with q = 1, 2, . . . , p − 1 near the surface, just outside of the θ = 2πk region (Fig. 8) . Such an object will source a field line E = q. Outside of the sample, this corresponds to an electric E = q field line which is linearly confined. Inside of the sample, this corresponds to an electric field value of E = q − k 2π B. Thus, within the sample, the field line need not be confined provided there is a nearby parallel magnetic field line B = 2πq/k. We do not require that k divides q, so generically this magnetic field line cannot terminate on a monopole. It will form a closed loop shown in blue in Fig. 8 . A loop of purely magnetic flux and E = 0 is confined in the θ = 2πk bulk (because E = E − k 2π B), but not within the θ = 0 bulk. Thus, a pair of (q, 0) charges are not confined near the surface because the E field line (red) connecting (q, 0) charges can be screened by a magnetic flux loop as shown in Fig. 8 .
The statistics of point excitations near the surface follow readily from this flux attachment picture. Surface (q, 0) particles are associated with closed B = 2πq/k flux tubes, part of which lie in the θ = 2πk region as shown in Fig. 8 . The exchange of any two (q, 0) excitations is thus associated with the intersection of two 2πq k flux tubes in the θ = 2πk region. However such an intersection of flux tubes is associated with a phase of πq 2 /k, by virtue of the ik 4π F ∧F term. However, there is also a phase of −2πq 2 /k due to the Berry phases of the q charges with the 2πq/k magnetic flux tubes. Thus, the (q, 0) particles behave like anyons with a self-statistic of e −iπq
