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abstract
Recently, eﬃcient algorithms have been proposed for ﬁnding all solutions of systems of nonlinear
equations using linear programming. In these algorithms, linear programming problems are formu-
lated by surrounding component nonlinear functions by rectangles or right-angled triangles. In this
short note, an eﬃcient algorithm using parallelograms and the dual simplex method is proposed for
ﬁnding all solutions of weakly nonlinear equations.
1 はじめに
非線形方程式のすべての解を求める問題は科学技術の諸方面で派生する重要な問題の一つである [1]～ [8]．
同時にこの問題は，変数の数 n の増加とともに計算時間が指数関数的に増大する，非常に難しい問題としても
知られている．
非線形方程式のすべての解を求める方法としては，区間解析に基づくアルゴリズムがよく知られている [1],[2]．
区間解析では，n次元直方体で与えられた初期領域を各変数方向に再帰的に 2分割しながら，解の存在しえな
い領域を除去していく．したがってアルゴリズムの計算効率を高めるためには，与えられた領域に解が存在し
ないことを判定する強力な解の非存在判定テストの導入が重要となる．
このような問題に対し，1998年に文献 [3]で線形計画法（単体法）を用いた強力な解の非存在テストが提案
された．この方法は，関数曲線を長方形で囲むことにより非線形方程式を線形計画問題に置き換え，それに単
体法を適用するもので，従来の非存在テストよりも遥かに強力であることが示されている．このテストは LP
テストと呼ばれる．また文献 [5]では，LPテストに双対単体法を導入することにより，アルゴリズムの計算効
率を飛躍的に改善できることが示されている．この方法は既に得られている実行可能タブロー（最適タブロー）
から次の領域用の双対実行可能タブローを導き，そこから双対単体法をスタートさせるもので，それにより LP
テストにおけるピボット演算回数を大幅に減少させることができる．文献 [5]では，この方法により 200変数
の非線形方程式の全解探索に初めて成功している．
また文献 [3]の方法のバリエーションとして，非線形関数が単調かつ凸である場合（トランジスタ回路を記述
する方程式などが相当する）を対象に，文献 [4]で「直角三角形を用いた LPテスト」が提案されている．一般
に関数曲線を囲む多角形が小さいほど LPテストは強力になるので，この方法は文献 [3]の「長方形を用いた
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Fig. 1 LP test using a parallelograms.
LPテスト」よりも効率的となる1．更に文献 [6]では，「直角三角形を用いた LPテスト」を双対単体法により
実行できることが示されている．これにより（単調凸関数に対しては）文献 [5]以上の効率化を実現している．
ところで，単調凸ではない一般の非線形関数で，特に非線形性が比較的弱い関数（以下弱非線形関数と呼ぶ）
を対象にする場合，Fig. 1のように関数曲線を平行四辺形で囲む方が LPテストをより強力にできることが予
想される2．しかし LPテストは双対単体法の導入により計算効率が飛躍的に改善されるため，この方法を効率
的な方法として確立するには，文献 [6]同様，「平行四辺形を用いた LPテスト」に双対単体法を導入できるこ
とを示す必要がある．しかし文献 [6] で直角三角形を対象にした場合でさえも，双対単体法を導入するために
はかなり複雑な議論と場合分け，更には複雑なプログラミングが必要であった．すなわち文献 [6]のようなア
プローチでは，「平行四辺形を用いた LPテスト」に双対単体法を導入することは困難であると予想される．
本稿では，“変数変換”という全く別のアプローチにより，「平行四辺形を用いた LPテスト」に双対単体法
を導入できることを示す．また簡単な数値例によりその有効性を検証する．
2 提案手法
本稿の内容は基本的に文献 [3],[5]の拡張であるため，これらの文献に書かれていることは極力割愛して議論
を進める．
以下では議論を簡明にするため，解くべき非線形方程式が次のように表されるものと仮定する．
Pg(x) +Qx− r = 0 (1)
ただし x = (x1, x2, . . . , xn)T は変数ベクトル，g(x) = [g1(x1), g2(x2), . . . , gn(xn)]T : Rn → Rn は弱非
線形関数 gi(xi) : R1 → R1 (i = 1, 2, . . . , n) を要素とする非線形関数ベクトル，P , Q は n × n の定数行
列，r = (r1, r2, . . . , rn)T は定数ベクトルである．なお本稿の議論はより一般的な非線形方程式にも容易に拡
張することができる．詳しくは文献 [3]を参照されたい．
また，xi 軸上の閉区間 [ai, bi] (i = 1, 2, . . . , n)を要素とする n 次元区間ベクトルを
X = ([a1, b1], . . . , [an, bn])T (2)
で表すことにする．幾何学的には，X は n次元直方体となる．
区間解析では，n次元直方体で与えられた初期領域を各変数方向に再帰的に 2分割しながら，解曲線の存在
しえない領域を除去していく．今，Fig. 2の領域 X (= X ′ +X ′′) に対して「平行四辺形を用いた LPテス
1ただし，あまり複雑な多角形を用いると制約条件の数が増えるため逆に非効率的となる [4]．一般的な関数に対しては長
方形，単調凸関数に対しては直角三角形を用いるのが最もバランスが良く効率的であるというのがこれまでの認識である．
2Fig. 1 のような（関数曲線を挟み込む）2 本の平行線を求める方法は文献 [7] ～ [10] などに示されている．
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Fig. 2 Illustration of the proposed technique I.
ト」を適用したものとする．このとき，領域 X に対する「平行四辺形を用いた LPテスト」では線形計画問題
最大化： 任意の定数
制約条件：
Py +Qx− r = 0
ai ≤ xi ≤ bi, i = 1, 2, . . . , n
yi ≤ αixi + βi, i = 1, 2, . . . , n
yi ≥ αixi + βi, i = 1, 2, . . . , n (3)
に線形計画法（単体法または双対単体法）を適用する．ただし y = (y1, y2, . . . , yn)T は補助変数ベクトル，αi
は Fig. 1の平行四辺形の横辺の傾きで
αi =
gi(bi)− gi(ai)
bi − ai (4)
とする．また βi, βi は Fig. 1に示す yi 座標である．なお，本稿では線形計画問題を書く際に非負条件は省略
する．
明らかに式 (1)の領域 X 内の解は，yi = gi(xi)とおくことにより式 (3)の制約条件を満足する．したがっ
てもし式 (3)に線形計画法を適用した結果，式 (3)の実行可能領域が存在しないことがわかれば（すなわち式
(3)の制約条件を満たす x と y が存在しなければ），X に式 (1)の解は存在しないことになる．
なお式 (3)に単体法を適用する際，変数変換 x¯i = xi − ai, y¯i = yi − γi (i = 1, 2, . . . , n) により平行四辺
形が第一象限の左下隅に来るように平行移動し，次にスラック変数 λ¯i, µ¯i, ν¯i の導入により式 (3)を標準形
最大化： 任意の定数
制約条件：
P y¯ +Qx¯− r¯ = 0
x¯i + λ¯i = bi − ai, i = 1, 2, . . . , n
y¯i + µ¯i = αix¯i + αiai + βi − γi, i = 1, 2, . . . , n
y¯i − ν¯i = αix¯i + αiai + βi − γi, i = 1, 2, . . . , n (5)
で表してから初期タブローを構成することに注意する．ただし γi は Fig. 1に示す yi 座標で，αi ≥ 0 のとき
は γi = αiai + βi, αi ≤ 0 のときは γi = αibi + βi となる．
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さて，Fig. 2の領域 X (= X ′ +X ′′) に対して LPテストを適用した結果，式 (3)の実行可能領域が存在し
たものとする．（存在しなければ X は除去されるので以下の議論は必要ない．）このとき，領域 X に対する式
(5)の最適タブローが得られている．
ここで領域 X を二つの領域 X ′ と X ′′ に分割したものとする．ただし，X ′ と X ′′ は Fig. 2に示すように
xk 軸方向に隣接しているものとする．次に X ′ と X ′′ に対して LPテストを適用する．ここで Fig. 3を用い
て領域 X ′ に対する LPテストを考えると，まず解くべき線形計画問題は次のようになる．
最大化： 任意の定数
制約条件：
Py +Qx− r = 0
ai ≤ xi ≤ bi, i = 1, 2, . . . , n, i = k
a′k ≤ xk ≤ b′k
yi ≤ αixi + βi, i = 1, 2, . . . , n, i = k
yk ≤ α′kxk + β
′
k,
yi ≥ αixi + βi, i = 1, 2, . . . , n, i = k
yk ≥ α′kxk + β′k (6)
ただし α′k, β
′
k, β
′
k
は Fig. 3に示すような傾きと yk 座標を表すものとする．
ここで変数変換 x¯i = xi−ai (i = 1, 2, . . . , n, i = k), x˜k = xk−a′k, y¯i = yi−γi (i = 1, 2, . . . , n, i = k),
y˜k = yk − γ′k とスラック変数 λ¯i (i = 1, 2, . . . , n, i = k), λ˜k, µ¯i (i = 1, 2, . . . , n, i = k), µ˜k の導入によ
り式 (6)を標準形で表すと次のようになる．
最大化： 任意の定数
制約条件：
P y˜ +Qx˜− r˜ = 0
x¯i + λ¯i = bi − ai, i = 1, 2, . . . , n, i = k
x˜k + λ˜k = b′k − a′k,
y¯i + µ¯i = αix¯i + αiai + βi − γi, i = 1, 2, . . . , n, i = k
y˜k + µ˜k = α′kx˜k + α
′
ka
′
k + β
′
k − γ′k
y¯i − ν¯i = αix¯i + αiai + βi − γi, i = 1, 2, . . . , n, i = k
y˜k − ν˜k = α′kx˜k + α′ka′k + β′k − γ′k (7)
ただし x˜ = (x¯1, . . . , x¯k−1, x˜k, x¯k+1, . . . , x¯n)T，y˜ = (y¯1, . . . , y¯k−1, y˜k, y¯k+1, . . . , y¯n)T である．
ところが x¯k = xk − ak と x˜k = xk − a′k より x¯k = x˜k + (a′k − ak) が導かれる．またこの式と式 (5)の
x¯k + λ¯k = bk − ak 並びに式 (7)の x˜k + λ˜k = b′k − a′k より λ¯k = λ˜k + (bk − b′k) が導かれる．同様にして
式 (5),(7)の制約条件より，
xk = x˜k + (a′k − ak) = x˜k
yk = y˜k + (γ′k − γk)
λk = λ˜k + (bk − b′k)
µk = µ˜k + (αk − α′k)x˜k + {(αkak + βk)− (α′ka′k + β
′
k)}
νk = ν˜k − (αk − α′k)x˜k + {(α′ka′k + β′k)− (αkak + βk)} (8)
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Fig. 3 Illustration of the proposed technique II.
が導かれる．したがって前述の式 (5)に対する最適タブローにこれらの関係式を代入すれば，式 (7)に対する双
対実行可能タブローを得ることができる3．双対実行可能タブローが得られれば，そこからスタートして式 (7)
を双対単体法で解くことができる．これが本稿で提案する「平行四辺形と双対単体法を用いた LPテスト」で，
式 (8)のような変数変換に基づくため，文献 [6]と比べると遥かにシンプルでプログラミングも容易である．
多くの場合上記の双対実行可能タブローは実行可能に近い状態になっているので，この LPテストは単体法を
最初から適用する LPテストよりも遥かに少ない反復回数で終了する．また，上記の双対実行可能タブローを
定式化した時点で実行可能領域の存在・非存在を判定できる場合も多く，その場合 LPテストは 0回のピボッ
ト演算で終了する．
以上の手順は，領域 X ′′ に対しても同様に適用することができる．また X ′ を分割して得られる新たな領域
に対しても，X ′ を前述の X と考えることにより同様に適用することができる．すなわち，2回目以降すべて
の LPテストを双対単体法で行うことができる．これにより，アルゴリズム全体での総ピボット演算回数を大
幅に減少させることが可能となる．
3 数値例
提案手法を C言語でプログラミングし，Sun Ultra 10 (UltraSPARC-IIi 360MHz, 1GB RAM)上で数値
実験を行った．本プログラムはまだ任意の方程式を解くことのできる完成版ではないため，ここでは簡単な例
題として
xi − 120

 10∑
j=1
x3j + i

 = 0, i = 1, 2, . . . , 10
を考える [3]．初期領域を ([−10, 10], . . . , [−10, 10])T として文献 [3]の「長方形と単体法を用いたアルゴリ
ズム」，「平行四辺形と単体法を用いたアルゴリズム」，並びに提案手法である「平行四辺形と双対単体法を用い
たアルゴリズム」を適用したときの計算結果（得られた解の個数，探索領域数，総ピボット演算回数，1領域当
たりの平均ピボット演算回数，計算時間）を Table 1に示す．なおどのアルゴリズムでも同じ 3個の解を得る
ことができた．この表より，探索領域数，ピボット演算回数，計算時間ともに提案手法が最も少なくなってい
ることがわかる．すなわち，まず探索領域数は平行四辺形を用いることにより約 2.5倍減少されている．その
代わり平行四辺形を用いると制約条件の数が増えるため，1領域当たりの平均ピボット演算回数は約 2.4倍増
加し，その結果 1行目と 2行目の計算時間はほぼ同等となっている．しかし双対単体法の導入により 1領域当
3このタブローの定数列の要素はすべて正とは限らないので，このタブローは実行可能とは限らないが，補助目的関数行が
最適条件を満足しているので，双対実行可能となる．
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Table 1 Comparison of the number of analyzed boxes, the total number of pivotings, the average number of pivotings
per box, and the computation time
解の個数 探索領域数 総ピボット回数 平均ピボット回数 時間（秒）
長方形＋単体法 3 3,173 39,776 12.53 1.53
平行四辺形＋単体法 3 1,243 37,006 29.77 1.45
平行四辺形＋双対単体法 3 1,243 2,438 1.96 0.32
たりの平均ピボット演算回数は大幅に減少されるため，総ピボット演算回数，計算時間ともに提案手法が最も
少なくなっている．
4 結論
本ショートノートでは，「変数変換」というシンプルな方法により，非常に複雑であると予想された「平行四
辺形と双対単体法を用いた LPテスト」が簡単に実現できることを示し，数値例によりその有効性を確認した．
今後はこの方法の改良を図るとともに，多くの数値例による有効性の詳細な検証を行っていく予定である．
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