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Resumen 
Costa Rica es un país situado en el llamado Cinturón de Fuego del Pacífico, una zona                
altamente sísmica que comprende países en ambos extremos del Océano Pacífico. En Costa             
Rica, en promedio, se experimenta un sismo de magnitud 4.0 o superior diariamente. Es              
fundamental para el país contar con una plataforma computacional para entender mejor los             
fenómenos sismológicos y el efecto que pueden tener los sismos en la sociedad. Este proyecto               
tuvo como objetivo principal identificar las necesidades de simulación y procesamiento de datos             
de los observatorios sismológicos del país (OVSICORI y RSN) y construir un framework que              
permitiera ejecutar esos programas. El entregable principal fue una primera versión del            
framework para obtener sismogramas sintéticos. Se diseñó una plataforma que simula sismos            
computacionalmente y que a la vez asocia información geográfica para crear videos del sismo              
con información del entorno físico. Esta integración permite una visualización enriquecida de            
los fenómenos. El framework integra varias herramientas de código libre que ejecutan en             
arquitecturas paralelas y que tienen la capacidad de simular una amplia variedad de             
escenarios. Este tipo de infraestructura es esencial para el país y demuestra el potencial que               
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Introducción 
El OVSICORI monitorea de cerca la actividad sísmica y volcánica del Volcán Turrialba y a                
diario recolecta una gran cantidad de datos que pueden ser analizados con el fin de entender y                 
predecir los posibles efectos de la actividad sísmica, crear simulaciones del posible impacto de              
una eventual erupción de mayor magnitud, determinar áreas de alto riesgo, educar e informar a               
la población y coordinar con las autoridades correspondientes en caso de una emergencia, por              
mencionar algunos ejemplos. En los últimos años, el Volcán Turrialba ha aumentado su             
actividad sísmica y volcánica, produciendo la apertura de dos nuevos cráteres en el 2010 y               
2012, respectivamente. Esta actividad ha afectado a las comunidades aledañas en menor o             
mayor grado. En mayo de 2015, una gran erupción de ceniza obligó a las autoridades a cerrar                 
temporalmente el Aeropuerto Internacional Juan Santamaría. Un incremento en la actividad           
sísmica alrededor de los cráteres durante el mes de Octubre de 2015, reportado por el               
OVSICORI, sugiere la presencia de cuerpos magmáticos. El carácter inesperado de este tipo             
de fenómenos naturales es causa de preocupación en la población nacional, sobretodo de las              
comunidades cercanas, cuya actividad económica se ve afectada por los depósitos de ceniza y              
lluvia ácida, producto de las erupciones. 
En conjunto con el Virtual Reality and Immersive Visualization Group de la RWTH Aachen               
University en Alemania, se está coordinando un proyecto de cooperación para aprovechar los             
datos obtenidos por el OVSICORI y combinarlos con métodos de visualización, interacción y             
realidad virtual para potenciar áreas como el análisis de datos y simulación, visualización de los               
fenómenos físicos y análisis de riesgos. Como antesala a este proyecto, que aún se encuentra               
en su etapa inicial, se desarrolló el proyecto Framework de Simulación para prover las              
herramientas de software necesarias para integrar de manera fácil y transparente modelos de             
simulación y nuevos conceptos de interacción y visualización en tiempo real. Esto tenía como              
objetivo agilizar la creación de los nuevos modelos de simulación e interacción, y permitir que               
las tareas dentro del proyecto de cooperación se enfoquen en el diseño y creación de éstos y                 
no en su implementación. Para cumplir con los requisitos de rendimiento para la interacción en               
tiempo real, se hizo uso de tecnologías de computación de alto desempeño (HPC – High               
Performance Computing). El Framework desarrollado cuenta con el soporte correspondiente          
para este fin. Las pruebas de rendimiento, estabilidad y precisión de los modelos a implementar               
son parte de los objetivos del proyecto. Asimismo, se consideró desde un inicio el hardware de                
visualización que podría ser utilizado para explorar los resultados de la simulación. Para este              
objetivo se cuenta con la experiencia del grupo de realidad virtual de la RWTH.  
El modelado numérico permite simular en detalle una gran variedad de fenómenos físicos,              
tales como la propagación de ondas mecánicas. Sin embargo, debido a la gran cantidad de               
datos que se deben procesar, y al número de cálculos que se realizan sobre dichos datos, la                 
velocidad con que se generan resultados se torna una limitación si se requiere de interacción               
en tiempo real con los mismos. En simulaciones de sistemas complejos, en donde los              
resultados son afectados por un gran número de variables, visualizar resultados y controlar los              
parámetros en tiempo real se vuelve indispensable para poder analizar, entender y mejorar los              
modelos de simulación. 
Tradicionalmente, para obtener este nivel de interacción, se ha optado por utilizar modelos de               
simulación analíticos, los cuáles son muy simplificados en comparación con los modelos            
numéricos, y detallan solamente una parte de los fenómenos físicos. Hoy en día, sin embargo,               
con el auge de tecnologías de Computación de Alto Desempeño (HPC), es posible paralelizar              
el cálculo de los modelos numéricos y acelerar el proceso. Esta es todavía un área de                
investigación en desarrollo, y la mayor parte del trabajo de investigación realizado es enfocado              
claramente en mejorar la eficiencia de los sistemas y algoritmos. Poco se ha hecho alrededor               
de temas como “Simulation Steering” e “In-Situ Visualization”, los cuales se enfocan más en la               
interacción de los usuarios con el sistema, los datos y resultados de la simulación. 
Es por esta razón que se busca obtener un Framework de simulación y modelado que                
contenga las herramientas integradas que permitan acelerar la ejecución de simulaciones           
numéricas. Estas herramientas estarán principalmente orientadas a facilitar la simulación          
interactiva en tiempo real de fenómenos sismológicos y vulcanológicos.  
Marco teórico 
La propagación de ondas es un tema muy estudiado. Las primeras publicaciones sobre el               
tema se hicieron ya desde finales del siglo XIX, y múltiples revisiones se han publicado desde                
entonces. La teoría base de la propagación de ondas es aplicada en muchas áreas de               
investigación, por ejemplo en telecomunicación, en aplicaciones médicas (ultrasonido) y en el            
caso específico de este proyecto, sismología. En cada área, los modelos de simulación se              
modifican y especializan según el objeto de estudio. Así por ejemplo, en ultrasonido médico,              
gran parte de los esfuerzos de investigación se dedican a estudiar y simular emisores para               




Las ondas sísmicas son ondas mecánicas que viajan a través de las capas de la tierra. Estas                  
se pueden clasificar en 2 tipos: internas y superficiales [Chapman 2004]. Las ondas internas se               
propagan por largas distancias y con gran velocidad. Cuando llegan a la superficie, generan las               
ondas superficiales. Cuando se habla de propagación de ondas sísmicas, normalmente se            
refiere a la propagación de las ondas internas. Para su estudio y simulación existen dos               
enfoques principales: teoría de rayos (métodos analíticos) y métodos numéricos puros. La            
teoría de rayos (Seismic Ray Theory), propuesta por Cerveny en 1971 [Cerveny 2005]. En ésta,               
las ondas sísmicas son simplificadas y representadas por medio de rayos (similar a como              
imaginamos rayos de luz). Con este enfoque es posible estudiar características individuales de             
las ondas y en muchos casos se utilizan también aproximaciones para reducir la cantidad de               
cálculos requeridos. El resultado son simulaciones sencillas que entregan resultados en muy            
poco tiempo. Además, porque se toman en cuenta solamente pocas variables, los resultados             
se pueden analizar e interpretar fácilmente. Sin embargo, aunque en muchos casos esas             
simplificaciones y aproximaciones son aceptables, la potencial pérdida de información que           
resulta de ellas obliga a investigadores a utilizar métodos numéricos. 
Los métodos numéricos contemplan en su solución múltiples variables por lo que los              
resultados obtenidos son precisos, comparables con datos reales. Por la cantidad de datos que              
generan y el tiempo requerido para obtener resultados, los métodos numéricos se tornan             
imprácticos. Es con el auge de tecnologías de computación paralela que estos métodos se              
vuelven populares, ya que se pueden obtener resultados en cuestión de un par de horas o                
incluso minutos, en lugar de días. Entre los métodos más utilizados se encuentran los métodos               
de elementos finitos [Moczo et al. 2007; Serón et al. 1990] porque se adaptan fácilmente a                
diversos tipos de problema. Una ventaja que sobresale es que los elementos utilizados no son               
necesariamente iguales, lo que permite también obtener resultados más detallados (usando           
más elementos de menor tamaño) en áreas donde sea necesario. Los métodos de elementos              
espectrales [Komatitsch et al. 2005] son preferidos cuando es necesario modelar la            
propagación de ondas dentro de geometrías complejas que presenten principalmente          
discontinuidades en forma de, por ejemplo grietas o fallas. Por último, probablemente el modelo              
más utilizado es el método de diferencias finitas [Virieux 1984; Graves 1996; Aochi et al. 2013].                
En este método se utiliza una malla regular para los cálculos y su mayor ventaja sobre los dos                  
métodos anteriores es la facilidad con que los problemas se pueden modelar e implementar.              
Además, modificar el método para una ejecución en paralelo es una tarea casi trivial. 
 
Tecnologías computacionales de simulación 
Dos conceptos que se han empezado a utilizar en los últimos años son: la Visualización                
“In-Situ” y “Steering” de la simulación [Michéa et al. 2012; Childs et al. 2010]. Con la                
Visualización In-Situ, el propósito es poder visualizar los resultados de la simulación al mismo              
tiempo en que se están generando. Esto no es normalmente directamente posible si la              
implementación de la simulación no contempla esta función desde un inicio, ya que se              
requieren mecanismos para, por ejemplo, permitir que las rutinas de visualización accedan a             
los datos de la simulación. Esto supone además que los recursos computacionales para la              
visualización estén también disponibles. Es común que durante la ejecución de simulaciones            
numéricas se asignen todos los recursos a ésta, dejando solamente alrededor del 10% para              
otras funciones. Lo que para el caso de visualización es insuficiente. “Simulation Steering” o              
“Computational Steering” se refiere a la capacidad de poder controlar la simulación mientras             
ésta se está ejecutando, para guiarla hacia el punto o región de interés. El concepto va muy de                  
la mano con la visualización “In-Situ”, pues para obtener buenos resultados es necesario poder              
observar inmediatamente los efectos provocados por los cambios que se aplican. 
La computación de alto desempeño o HPC por sus siglas en inglés (high performance               
computing) tiene como objetivo utilizar la gran cantidad de procesamiento disponible en las             
diferentes arquitecturas de computación para resolver problemas científicos e ingenieriles          
[HAG10]. Usualmente, la comunidad de HPC utiliza supercomputadoras para correr programas           
que representan simulaciones de modelos científicos o ingenieriles. Las supercomputadoras          
son equipos paralelos que aglomeran gran cantidad de nodos computacionales. Los nodos            
aportan todo el poder computacional, pero requieren de otros componentes, como la red de              
interconexión, el sistema de almacenamiento y toda la colección de software necesaria para el              
correcto funcionamiento de las simulaciones. 
La supercomputación ha tenido un gran empuje en los últimos años gracias a la abundante                
disponibilidad de FLOPS (operaciones de punto flotante por segundo) en las arquitecturas            
modernas. Desde chips en computadoras de escritorio hasta chips en teléfonos celulares, los             
procesadores modernos son multi-núcleo. Este paralelismo generalizado hace que los métodos           
numéricos demandantes tengan una gran oportunidad. En particular, dispositivos de hardware           
especializados, llamados "aceleradores" han tenido un auge últimamente gracias a su bajo            
consumo energético [Kirk 2012]. Las unidades de procesamiento gráfico o GPU por sus siglas              
en inglés (graphic processing unit) encierran cientos de núcleos muy sencillos, pero a la vez               
poderosos, en un solo circuito integrado. Las últimas versiones de GPUs logran llegar a 1               
teraFLOP (10​12 FLOPs). Es por ello que los GPUs representan un aliado indiscutible en las               
técnicas de visualización "In Situ" y el "Steering" de simulaciones.  
 
Metodología 
El proyecto tuvo un enfoque fuerte en integración de software, sin embargo, la mayor               
contribución se encuentra en el diseño conceptual del sistema. Esto incluye la definición de los               
conceptos e interfaces de software para la comunicación eficiente de los datos y resultados              
parciales de las simulaciones, así como la integración de metáforas, modelos y dispositivos de              
interacción. Todo esto orientado a crear aplicaciones interactivas para el análisis de            
simulaciones de fenómenos sismológicos y vulcanológicos con Visualización “In-Situ”         
(Visualización de los resultados de la simulación mientras se están generando) y “Steering” de              
la simulación (cambio y ajuste en tiempo de real de los parámetros y condiciones de la                
simulación con efectos inmediatos), sin dejar de lado el uso de tecnologías HPC, las cuales son                
necesarias para cumplir con los requisitos de interactividad. 
Con base en experiencias de desarrollo similares, se aplicó una metodología de validación              
por partes, en la cual los componentes se evalúan por separado. Una vez validados, se evalúa                
la totalidad del sistema. La validación en este caso se enfoca principalmente en el              
funcionamiento del sistema para contestar preguntas de índole cualitativa como: ¿es fácil o no              
implementar nuevos modelos de interacción? Claramente, una evaluación del desempeño es           
también necesaria. 
En general, se siguió una metodología de desarrollo incremental, en la cual, en cada iteración                
se revisaron los resultados obtenidos hasta el momento y de ser necesario, se redefinieron o               
adaptaron los conceptos, los objetivos y las tareas para mejorar o corregir según fuese              
necesario. Asimismo, se mantuvo una estrecha relación con potenciales usuarios y expertos en             
el área, quienes brindaron comentarios e impresiones sobre el desarrollo de acuerdo con su              
experiencia y criterio experto. Como se mencionó anteriormente, se creó una estrecha relación             
con el grupo de Realidad Virtual a través de teleconferencias periódicas, en especial en las               
etapas iniciales de diseño para garantizar compatibilidad con la infraestructura de visualización            
y realidad virtual; y en etapas posteriores para realizar las pruebas necesarias. 
Para el Objetivo Específico 1, se contó con la participación activa de expertos, por medio de                 
entrevistas y talleres. El objetivo de dichas actividades fue recopilar información sobre las             
expectativas y uso de las potenciales aplicaciones. Para este fin, fue necesario también             
analizar la metodología de trabajo de los expertos en sismología y vulcanología del OVSICORI              
y la RSN y observar, entre otras: ¿cómo se analizan los datos actualmente? ¿qué necesidad de                
herramientas hay para complementar y facilitar el trabajo que se realiza? ¿qué otros beneficios              
no contemplados podrían surgir si se cuenta con la herramientas propuestas? Para registrar             
estas actividades se utilizó el método de “Pensar en voz alta” (Think Aloud Method), en la cual                 
los expertos realizan sus tareas normalmente y al mismo tiempo pronuncian en voz alta sus               
pensamientos con el fin de que la audiencia pueda ver el objeto de estudio desde su                
perspectiva. 
El Objetivo Específico 2 se trató principalmente de actividades de desarrollo que, como se               
mencionó anteriormente, siguieron una metodología incremental, partiendo de los         
requerimientos funcionales y no funcionales obtenidos en el objetivo 1. En la medida de lo               
posible, las iteraciones tuvieron una duración de 15 días, al cabo de los cuáles se tuvo una                 
sesión de actualización para revisar el progreso. En donde fue necesario, se invitó a los               
expertos a la sesión. 
 
Resultados 
La herramienta de simulación sismológica SPECFEM3D [Komatitsch et al, 2012] simula la             
propagación de ondas sísmicas en terrenos con diferente respuesta elástica: elástica,           
oro-elástica y acústico. Utiliza un método de elemento espectral continuo de Galerkin para             
resolver la ecuación fundamental de transmisión de ondas sísmicas y soporta mallas            
hexaédricas arbitrarias no estructuradas. Lo seleccionamos como solucionador directo de          
Framework debido a su estabilidad y excelente documentación. Sin embargo, muchas partes            
del framework podrían usarse con otro solucionador. La Figura 1 muestra el diseño del              
framework. Las tres tareas principales son: la preparación de datos para la simulación, salida              





Figura 1. Diseño del framework para sismología computacional. 
 
Preprocesamiento del Modelo de Elevación Digital (DEM) 
SPECFEM3D no hace distinción entre topografía y las interfaces internas de la corteza.              
Deben expresarse en un formato tradicional y proyectado en el sistema de georreferenciación             
WGS84. Un modelo de elevación digital (DEM) es una grilla regular con valores de altura en las                 
intersecciones. El formato SPECFEM3D requiere que se desenrolle la grilla en orden principal             
de columna, un valor por línea. Usamos el código base QGIS [QGIS] para transformar, si fuese                
necesario, a WGS84 y exportar directamente al formato SPECFEM3D. Este paso es            
empaquetado en un nuevo complemento QGIS accesible desde el repositorio oficial de plug-ins             
de QGIS Python. 
Preprocesamiento del modelo 1D 
El modelo geofísico que se utiliza debe descomponerse en materiales y dominios. Esta              
información se agrega al archivo Mesh Par, un archivo de configuración SPECFEM3D. Los             
materiales consideran solo las características mecánicas del medio. Cada capa está asignada            
a una región de dominio. Información detallada sobre cómo definir materiales y dominios puede 
se encuentra en otras fuentes. 
Preprocesamiento de CMT y lista de estaciones 
Los CMT obtenidos de diferentes fuentes pueden tener diferentes formatos. Por ejemplo, los              
CMT de CMT Global Project tienen Formato de Harvard mientras el Centro de Información de               
Terremotos del USGS exporta CMT en formato QuakeML. Para ser utilizado con SPECFEM3D,             
la CMT debe transformarse en formato Harvar. Esta transformación está automatizada con una             
secuencia de comandos de Python. 
 
Ejecutando el solucionador 
Una vez que todas las entradas están en su lugar, la simulación procede en tres tareas                 
secuenciales pero relativamente independientes, como se explica a continuación: 
● Generación de malla: la topografía y el modelo geofísico son transformados en una              
malla 3D. Para cada punto, un sistema de ecuaciones de propagación de ondas se              
resolverá y los resultados parciales serán fusionados para obtener sismogramas          
sintéticos. Usamos el ​mesher​ interno SPECFEM3D, llamado xmeshfem3D. 
● Bases de datos distribuidas: este paso transforma los parámetros de simulación en            
parámetros específicos del modelo. 
● Solver: Usando la malla y los parámetros del modelo, este programa genera la salida de               
visualización y señales sintéticas. La Figura 2 muestra una visualización de salida de un              




Figura 2. Visualización del área de un sismo alrededor del Volcán Turrialba. 
 
Evaluación de sismogramas sintéticos 
El objetivo de este paso es evaluar la calidad de la simulación. Eso es: parámetros de                 
simulación, precisión del modelo geofísico y fuente sísmica. Primero, los sintéticos se            
comparan con los observados sismogramas para evaluar la correspondencia con el mundo            
físico. En segundo lugar, se comparan con los sintéticos generados mediante una solución             
semi-analítica para descubrir problemas relacionados a inexactitudes numéricas. 
La diferencia entre observado, semi-analítico y los sismogramas sintéticos se pueden            
cuantificar usando alguna métrica de error. El más común es el error cuadrático medio (RMS).               
Por predeterminado, el framework calcula el valor RMS para cada sintético contra el             
sismograma de referencia. Los sismogramas observados se recuperan automáticamente de 
Servicio web IRIS FDSN. El programa toma la información requerida para recuperar el             
sismograma observado de la El archivo CMT y el nombre de archivo del sismograma sintético.               
Entonces se genera una trama con el sismograma observado correspondiente. Estas parcelas            
son útiles para notar diferencias en el tiempo de llegada y fase (es decir, concavidad de la                 
primera llegada). De lo contrario, si los sismogramas están disponibles localmente, por ejemplo, 
sintéticos semianalíticos, la misma etapa del framework se puede usar para calcular el error              
RMS y generar una curva trama. La disimilitud entre simulado y semi-analítico sintéticos apunta              
a la existencia de diferentes mecanismos sísmicos. La Figura 3 presenta una comparación de              
un sismograma observado con uno sintético generado por el framework. 
 
 
Figura 3. Comparación de un sismograma sintético con uno observado. 
 
 
Discusión y Conclusiones 
Al configurar un software de propagación de ondas sísmicas para un área regional, el primer                
paso es adaptar la topografía y el modelo de geofísica. La adaptación de la topografía               
posiblemente implique la reproyección en un modelo de georeferencia específico y expresando 
elevación en algún formato. En el caso de SPECFEM, las elevaciones debe proyectarse en              
WGS84 utilizando un formato particular. Redujimos este procedimiento a unos pocos pasos por             
medio de un complemento de QGIS. El usuario debe cargar un modelo de elevación digital que                
se exportará al formato esperado por SPECFEM. 
El modelo geofísico y la fuente sísmica son las abstracciones matemáticas utilizadas para              
modelar el proceso de corteza y ruptura, respectivamente. Nuestros sensores remotos           
(estaciones sísmicas) nos dan a nosotros una observación completa y desacoplada de eventos             
sísmicos. Eso significa que, cuando medimos el movimiento del suelo, estamos midiendo el             
efecto acoplado de fuente sísmica y el modelo de geofísica. Al generar sismogramas sintéticos              
para muchos eventos sísmicos y el cálculo del error con sismogramas observados podemos             
mejorar iterativamente nuestros modelos de fuente sísmica y el medio. Simplificamos este            
procedimiento comparando automáticamente sismogramas sintéticos con sismogramas       
observados almacenados en línea. Esta etapa es genérica y se puede usar para comparar dos               
grupos dados de sismogramas. 
Una poderosa visualización con información geoespacial tiene valor como investigación y            
como herramienta educativa. Los sismólogos pueden desarrollar la intuición de cómo las            
modificaciones a el modelo geofísico o la fuente sísmica cambian el patrón de propagación. Y               
el público en general puede apreciar cómo el los eventos sísmicos afectaron diferentes áreas. 
Se presentó un framework para una rápida implantación de software para propagación de              
ondas sísmicas en áreas regionales. El framework resuelve 3 problemas concretos: 
● Se adapta la topografía al formato esperado por el simulador. Nuestra propuesta es un              
plug-in en QGIS que directamente exporta una salida en el formato de SPECFEM.  
● Se resuelve el problema de como evaluar un modelo geofísico y la exactitud de la               
fuente sísmica al prover una comparación automática con sismogramas observados y           
almacenados en el servicio IRIS. 
● Proveer una visualización de sismos poderosa e interactiva con información          
geoespacial. Con esta herramienta los sismólogos pueden desarrollar una intuición de           
como el model geofísico y las fuentes sísmicas afectan la propagación de ondas             
elásticas. 
Recomendaciones 
● La colaboración con investigadores de otros dominios científicos es un elemento           
enriquecedor en el desarrollo de proyectos de investigación. Superados los primeros           
obstáculos (construcción de terminología común, asimilación de idiosincracias de otras          
comunidades) el complemento técnico y filosófico que ofrecen otros investigadores          
ofrece nuevas perspectivas de los problemas y nuevas estrategias de solución. 
● La incorporación de estudiantes asistentes es vital para el cumplimiento de los objetivos.             
Las estructuras de investigación en los centros científicos del primer mundo son            
jerárquicos, donde el profesor ejerce un rol de liderazgo y administración de un grupo de               
trabajo. Esta jerarquía debería incorporar: estudiantes de doctorado (principalmente),         
estudiantes de maestría, estudiantes asistentes de grado, investigadores y otros          
invitados. 
● Un elemento transformador en la investigación es la colaboración internacional.          
Mantener contactos con colegas de otras universidades no solo incrementa la           
productividad científica (al incrementar el equipo de trabajo), sino que refina la            
autocrítica y la retroalimentación de las ideas. Nuestros colegas en otros países sirven             
como punto de comparación para evaluar el estado de nuestras capacidades de            
investigación. 
● Contar con financiamiento complementario, como el Fondo de Desarrollo de la Unidad            
(FDU), es una ayuda de muy alto impacto. La disponibilidad de estos fondos, aunque de               
reducido presupuesto, permiten la adquisición rápida de elementos para la investigación           
y potencian el desarrollo de la misma. 
● Establecer convenios para acceso a equipo es recomendable para facilitar el desarrollo            
de proyectos de investigación. En particular, el acceso al cluster computacional del            
CeNAT hizo que los experimentos fueran mucho más sencillos de correr (por el entorno              
ya instalado en el CeNAT) y con capacidades mucho mayores a las disponibles en el               
TEC. 
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