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Abstract
In this paper, we establish the existence of positive solutions for the singular boundary value problems of
the form x ′′ + q(t) f (t, x, x ′) = 0, 0 < t < 1, x(0) = 0, θ(x ′(1)) + x(1) = 0 by a nonlinear alternative of
Leray–Schauder type and Urysohn’s lemma, where f (t, x, y) is singular at x = 0.
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1. Introduction
In the past few years, many authors have discussed the existence of positive solutions to the Dirichlet
boundary value problem with second order differential equation y′′ + f (t, y) = 0 where f (t, y) ≥ 0
may be singular at a point of the solution variable. In [1], Agarwal and O’Regan obtained some existence
results of positive solutions for the boundary value problem{
y′′ + q(t) f (t, y) = 0, 0 < t < 1,
y(0) = 0, y(1) = 0,
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where f (t, y) ≥ 0 may be singular at y = 0.
In [2], Tineo studied the Dirichlet boundary value problem{
y′′ + q(t) f (t, y, y′) = 0, 0 < t < 1,
y(0) = 0, y(1) = 0, (1)
where f (t, y, z) ≥ 0 may be singular at t = 0, 1 and y = 0.
In [3], using the shooting method, Wang and Jiang considered the boundary value problem{−y′′ = k(t)[y(t)]−α[y′(t)]σ , 0 < t < 1,
y(0) = 0, y(1) = Φ(y′(1)),
where α ≥ 0 and σ < 1 + α.
Motivated by [4,5], in this paper we study the existence of positive solutions for the singular boundary
value problem with nonlinear boundary conditions{
x ′′ + q(t) f (t, x, x ′) = 0, 0 < t < 1,
x(0) = 0, θ(x ′(1)) + x(1) = 0 (2)
by a nonlinear alternative of Leray–Schauder type [6] and Urysohn’s lemma, where f (t, x, y) ≥ 0 is
singular at x = 0. In the final section, we present an example to explain our main results. We will see the
theorems in [1–3] are invalid to the example.
2. Preliminary results
We first assume throughout this paper that
(H1) f : [0, 1] × (0,∞) × R → [0,∞) is continuous;
(H2) f (t, x, y) ≤ g(x)ψ(|y|) on [0, 1] × (0,∞)× R, g(x) ≥ 0 is continuous on (0,∞), and ψ(y) > 0
is continuous on (0,∞);
(H3) θ : R → R is continuous and nondecreasing with θ(0) = 0;
(H4) q ∈ C(0, 1) with q(t) > 0 on (0, 1), and
∫ 1
0 q
2(t)dt < ∞;
(H5) there exist a > 0, M > 0, a ≥ M2 − θ(−M) such that
∫ a
0 g
2(u)du < ∞ and
[∫ 1
0
q2(t)dt
] 12 [∫ a
0
g2(u)du
] 1
2
≤
∫ M
0
u
1
2
ψ(u)
du;
(H6) limt→0+ q(t) f (t, x, y) = +∞, and limt→1− q(t) f (t, x, y) = +∞ uniformly on compact subsets
of (0,∞) × R.
Let I (u) = ∫ u0 y 12ψ(y)dy for u ∈ [0,∞). Obviously, I (u) is increasing on [0,∞).
By Urysohn’s lemma, for each n ∈ N , there exists pn ∈ C0([0, 1] × R) such that 0 ≤ pn(t, x) ≤ 1
for (t, x) ∈ [0, 1] × R, pn(t, x) = 1 for (t, x) ∈ [0, 1] × (−∞, nan+2 ] and pn(t, x) = 0 for
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(t, x) ∈ [0, 1] × [ na
n+1 ,∞). Set
f ∗n (t, x, y) =


0, (t, x, y) ∈ [0, 1] ×
[
na
n + 1 ,∞
)
× R,
pn(t, x) f (t, x, y), (t, x, y) ∈ [0, 1] ×
[
a
n + 3 ,
na
n + 1
]
× R,
f
(
t,
a
n + 3 , y
)
, (t, x, y) ∈ [0, 1] ×
(
−∞, a
n + 3
]
× R,
and
fn(t, x, y) =


f ∗n (t, x,−M), (t, x, y) ∈ [0, 1] × R × (−∞,−M),
f ∗n (t, x, y), (t, x, y) ∈ [0, 1] × R × [−M, M],
f ∗n (t, x, M), (t, x, y) ∈ [0, 1] × R × (M,+∞).
Then fn ∈ C0([0, 1] × R2) and from (H2) it follows that
0 ≤ fn(t, x, y) ≤


0, (t, x, y) ∈ [0, 1] ×
[
na
n + 1 ,∞
)
× R,
g(x)ψ∗(|y|), (t, x, y) ∈ [0, 1] ×
[
a
n + 3 ,
na
n + 1
]
× R,
g
(
a
n + 3
)
ψ∗(|y|), (t, x, y) ∈ [0, 1] ×
(
−∞, a
n + 3
]
× R,
where
ψ∗(y) =
{
ψ(M), y > M,
ψ(y), 0 ≤ y ≤ M.
Consider the boundary problems{
x ′′ + λq(t) fn(t, x, x ′) = 0, 0 < t < 1, 0 < λ < 1,
x(0) = a
n + 3 , λθ(x
′(1)) + x(1) = a
n + 3 .
(3)nλ
Lemma 1. Suppose (H1)–(H5) hold, then for each n ∈ N, (3)n1 has a solution xn(t) ∈ C1[0, 1]∩C2(0, 1)
satisfying:
a
n + 3 ≤ xn(t) ≤
na
n + 1 , |x
′
n(t)| ≤ M, t ∈ [0, 1]. (4)
Proof. We first show each solution xn(t) ∈ C1[0, 1] ∩ C2(0, 1) for (3)nλ satisfying (4).
Assume that max{xn(t), t ∈ [0, 1]} = xn(t0) > nan+1 . Then (3)nλ implies t0 ∈ (0, 1]. If t0 ∈ (0, 1),
then x ′n(t0) = 0, and there exist 0 < 1 < t0 < 2 ≤ 1 such that xn(1) = nan+1 , and xn(t) > nan+1
for t ∈ (1, 2). From the definition of fn(t, x, y), x ′′n (t) = 0 on [1, 2]. By x ′n(t0) = 0, x ′n(t) = 0 on[1, 2]. So, xn(t) = nan+1 on [1, 2], a contradiction. If t0 = 1, then x ′n(1) ≥ 0. (3)nλ implies xn(1) ≤ nan+1 ,
a contradiction. Thus, xn(t) ≤ nan+1 on [0, 1]. Assume that min{xn(t), t ∈ [0, 1]} = xn(t1) < an+3 ,
then t1 ∈ (0, 1]. By x ′′n (t) = −λq(t) fn(t, xn, x ′n) ≤ 0, then t1 = 1 and x ′n(t1) = x ′n(1) ≤ 0. (3)nλ
implies x(1) ≥ a
n+3 , a contradiction. Therefore, xn(t) ≥ an+3 on [0, 1]. Then x ′n(0) ≥ 0, x ′n(1) ≤ 0,
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and x ′n(1) ≤ x ′n(t) ≤ x ′n(0) on [0, 1]. If x ′n(0) > 0, then there exists ξ ∈ (0, 1] such that x ′n(ξ) = 0 and
x ′n(t) > 0 on [0, ξ ). From (3)nλ and (H2), we have
x ′′n (t) ≥ −q(t)g(xn(t))ψ∗(|x ′n(t)|), t ∈ [0, 1]. (5)
It follows that
x ′′n (t)[x ′n(t)] 12
ψ∗(x ′n(t))
≥ −q(t)g(xn(t))[x ′n(t)]
1
2 , t ∈ [0, ξ ).
Integrating the above inequality from 0 to ξ gets∫ x ′n(0)
0
u
1
2
ψ∗(u)
du ≤
∫ ξ
0
q(t)g(xn(t))[x ′n(t)]
1
2 dt
≤
[∫ ξ
0
q2(t)dt
] 12 [∫ x(ξ)
x(0)
g2(u)du
] 12
≤
[∫ 1
0
q2(t)dt
] 12 [∫ a
0
g2(u)du
] 1
2
≤ I (M).
Hence,
x ′n(0) ≤ M. (6)
If x ′n(1) < 0, then there exists η ∈ [0, 1) such that x ′n(η) = 0 and x ′n(t) < 0 on (η, 1]. By (5), we get
x ′′n (t)[−x ′n(t)] 12
ψ∗(−x ′n(t))
≥ −q(t)g(xn(t))[−x ′n(t)]
1
2 , t ∈ (η, 1).
Integration from η to 1 obtains∫ −x ′n(1)
0
u
1
2
ψ∗(u)
du ≤
∫ 1
η
q(t)g(xn(t))[−x ′n(t)]
1
2 dt
≤
[∫ 1
η
q2(t)dt
] 12 [∫ x(η)
x(1)
g2(u)du
] 12
≤
[∫ 1
0
q2(t)dt
] 12 [∫ a
0
g2(u)du
] 1
2
≤ I (M).
Hence,
x ′n(1) ≥ −M. (7)
From (6) and (7), we have
|x ′n(t)| ≤ M, t ∈ [0, 1]. (8)
Let K 1[0, 1] = {y : y ∈ C1[0, 1]} equipped with the norm |y|1 = max{|y|0, |y′|0}, here |y|0 =
supt∈[0,1] |y(t)|. Then K 1[0, 1] is a Banach space. Define the mappings L , F : K 1a
n+1
[0, 1] → C0[0, 1]×R
by
Lx(t) =
(
x ′(t) − x ′(0), a
n + 3 − x(1)
)
,
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and
Fx(t) =
(
−
∫ t
0
q(s) fn(s, x(s), x ′(s))ds, θ(x ′(1))
)
,
where C0[0, 1] = {u ∈ C[0, 1], u(0) = 0}, K 1a
n+1
[0, 1] = {u ∈ K 1[0, 1], u(0) = a
n+3 }. It is easy to
see that F is continuous and completely continuous, and L−1 exists and is continuous. Solving (3)nλ is
equivalent to finding a fixed point of y = λL−1Fy = λNy, where N = L−1 F : K 1a
n+1
[0, 1] → K 1a
n+1
[0, 1]
is continuous and completely continuous.
Let c = max{ na
n+1 , M}, and U = {y ∈ K 1an+1 [0, 1] : |y|1 ≤ c + 1}. We may apply the nonlinear alterna-
tive theorem to deduce that N has a fixed point xn . Thus, xn(t) ∈ C1[0, 1]∩C2(0, 1) is a solution of (3)n1.
Lemma 2. Suppose (H1)–(H6) hold. If xn(t) is a solution of (3)n, then there exist 0 < t0 < 12 < t1 < 1
such that
xn(t) ≥


a
n + 3 + 2Snt, t ∈
[
0,
1
2
]
,
2a
n + 3(1 − t) + 2Sn(1 − t), t ∈
(
1
2
, 1
]
,
(9)
where Sn = min{
∫ t0
0 spn(s, xn(s))ds,
∫ 1
t1
(1 − s)pn(s, xn(s))ds}.
Proof. From (H6), there exist t0, t1 ∈ (0, 1), t0 < 12 < t1 such that
q(t) f (t, x, y) ≥ 1 for (t, x, y) ∈ ((0, t0] ∪ [t1, 1)) × (0, a] × [−M, M].
Therefore,
x ′′n ≤ −pn(t, xn), t ∈ (0, t0] ∪ [t1, 1). (10)
It follows that x ′′n (t) ≤ 0 on (0, 1) and x ′′n (t) 
≡ 0. From this and (4), x ′n(0) > 0, x ′n(1) < 0, and there
exists ξ ∈ (0, 1) such that x ′n(t) ≥ 0, x ′n(ξ) = 0 on [0, ξ ], and x ′n(t) ≤ 0 on [ξ, 1]. If ξ ≤ 12 < t1, by (10)
we have
x ′n(t) = x ′n(t1) +
∫ t
t1
x ′′n (s)ds ≤ −
∫ t
t1
pn(s, xn)ds, t ∈ [t1, 1].
So,
xn
(
1
2
)
= xn(1) −
∫ 1
1
2
x ′n(s)ds ≥ xn(1) +
∫ 1
t1
∫ s
t1
pn(r, xn)dr ds ≥ a
n + 3
+
∫ 1
t1
(1 − s)pn(s, xn)ds.
If ξ > 12 > t0, by (10) we get
x ′n(t) = x ′n(t0) −
∫ t0
t
x ′′n (s)ds ≥
∫ t0
t
pn(s, xn)ds, t ∈ [0, t0].
So,
xn
(
1
2
)
= xn(0) +
∫ 1
2
0
x ′n(s)ds ≥ xn(0) +
∫ t0
0
∫ t0
s
pn(r, xn)dr ds ≥ a
n + 3 +
∫ t0
0
spn(s, xn)ds.
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Since xn(t) is concave on [0, 1], then for t ∈ [0, 12 ],
xn(t) ≥ xn(0) + 2Snt = a
n + 3 + 2Snt.
For t ∈ [ 12 , 1],
xn(t) − xn(1)
1 − t ≥ 2
[
xn
(
1
2
)
− xn(1)
]
.
Thus,
xn(t) ≥ 2xn
(
1
2
)
(1 − t) ≥ 2a
n + 3 (1 − t) + 2Sn(1 − t).
3. Main results
Theorem 1. Suppose (H1)–(H6) hold, then (2) has a positive solution x(t) ∈ C1[0, 1] ∩ C2(0, 1).
Proof. By (4) and the Arzela–Ascoli theorem, for {xn(t)}, there exists a subsequence (without loss
of generality assume {xn(t)}) converging uniformly x(t) ∈ C[0, 1] on [0, 1]. Then x(0) = 0, and
0 ≤ x(t) ≤ a on [0, 1].
We first prove {I (|x ′n(t)|)} is equicontinuous on [0, 1]. For each n ∈ N , there exists ξn ∈ (0, 1) such
that x ′n(ξn) = 0. Let 0 ≤ t1 < t2 ≤ 1, we only need to deal with the three cases.
(a) If t2 ≤ ξn , we have
x ′′n (t)[x ′n(t)] 12
ψ(x ′n(t))
≥ −q(t)g(xn(t))[x ′n(t)]
1
2 , t ∈ [t1, t2]. (11)
Integrating (11) from t1 to t2 obtains
I (x ′n(t1)) − I (x ′n(t2)) ≤
[∫ t2
t1
q2(t)dt
] 1
2
[∫ xn(t2)
xn(t1)
g2(s)ds
] 12
. (12)
(b) If ξn ≤ t1, we have
x ′′n (t)[−x ′n(t)] 12
ψ(x ′n(t))
≥ −q(t)g(xn(t))[−x ′n(t)]
1
2 , t ∈ [t1, t2]. (13)
Integrating (13) from t1 to t2 gets
I (−x ′n(t2)) − I (−x ′n(t1)) ≤
[∫ t2
t1
q2(t)dt
] 1
2
[∫ xn(t1)
xn(t2)
g2(s)ds
] 12
. (14)
(c) If t1 < ξn < t2, integrating (11) from t1 to ξn and integrating (13) from ξn to t2, we have
I (x ′n(t1)) ≤
[∫ ξn
t1
q2(t)dt
] 12 [∫ xn(ξn)
xn(t1)
g2(s)ds
] 12
, (15)
and
I (−x ′n(t2)) ≤
[∫ t2
ξn
q2(t)dt
] 1
2
[∫ xn(ξn)
xn(t2)
g2(s)ds
] 12
. (16)
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By (12) and (14)–(16) and (H4)–(H5), {I (|x ′n(t)|)} is equicontinuous on [0, 1].
Next we prove {x ′n(t)} is equicontinuous on [0, 1]. Suppose this is not true, then there exist 0 > 0
subsequences {tn}, {sn} of [0, 1], limn→∞(tn − sn) = 0 and a subsequence {ln} of N such that
|x ′ln (sn) − x ′ln (tn)| ≥ 0, n ∈ N . (17)
We may assume limn→∞ tn = limn→∞ sn = s, limn→∞ x ′ln (tn) = b, limn→∞ x ′ln (sn) = c, b > c. Since{I (|x ′n(t)|)} is equicontinuous on [0, 1], we have
lim
n→∞[I (|x
′
ln (tn)|) − I (|x ′ln (sn)|)] = 0. (18)
If c = 0. Since 0 ≤ I (|x ′ln (sn)|) =
∫ |x ′ln (sn)|
0
s
1
2
ψ(s)
ds, we have limn→∞ I (|x ′ln (sn)|) = 0. Moreover,
there exists n1 ∈ N such that x ′ln (tn) > 0 for n ≥ n1. So, limn→∞ I (|x ′ln (tn)|) = limn→∞ I (x ′ln (tn)) =
limn→∞
∫ x ′ln (tn)
0
s
1
2
ψ(s)
ds = ∫ b0 s 12ψ(s)ds > 0, and this contradicts (18).
If c > 0. There exists n2 ∈ N such that 0 < x ′ln (sn) < x ′ln (tn) for n ≥ n2. So, limn→∞[I (|x ′ln (tn)|) −
I (|x ′ln (sn)|)] = limn→∞[I (x ′ln (tn)) − I (x ′ln (sn))] = limn→∞
∫ x ′ln (tn)
x ′ln (sn)
s
1
2
ψ(s)
ds = ∫ b
c
s
1
2
ψ(s)
ds > 0, and this
contradicts (18).
If c < 0 < b. There exists n3 ∈ N such that x ′ln (sn) < 0 < x ′ln (tn) for n ≥ n3. Since x ′ln (t)
is nonincreasing, tn < sn and there exists {ρn}n≥n3 , tn < ρn < sn such that x ′ln (ρn) = 0. By (15),
I (|x ′ln (tn)|) = I (x ′ln (tn)) ≤ [
∫ ρn
tn
q2(t)dt] 12 [∫ xln (ρn )
xln (tn)
g2(s)ds] 12 . So, limn→∞ I (|x ′ln (tn)|) = 0. On the
other hand, limn→∞ I (|x ′ln (tn)|) = limn→∞ I (x ′ln (tn)) = limn→∞
∫ x ′ln (tn)
0
s
1
2
ψ(s)
ds = ∫ b0 s 12ψ(s)ds > 0, a
contradiction.
We can prove analogously that b = 0 or b < 0 is impossible. Therefore, {x ′n(t)} is equicontinuous
on [0, 1]. For {x ′n(t)}, there exists a uniformly converging subsequence {x ′kn (t)} by Arzela–Ascoli
theorem. Thus, limn→∞ xkn (t) = x(t), limn→∞ x ′kn (t) = x ′(t) uniformly on [0, 1]. Obviously, x ′(t) is
nonincreasing on [0, 1] and θ(x ′(1)) + x(1) = 0. Hence, x(1) < a.
Let A = {t : t ∈ [0, 1], x(t) < a}. Since limn→∞ pn(t, xn(t)) = 1 on A, we have
lim
n→∞ inf
∫ t0
0
spn(s, xn(s))ds ≥
∫
A∩[0,t0]
sds > 0,
lim
n→∞ inf
∫ 1
t1
(1 − s)pn(s, xn(s))ds ≥
∫
A∩[t1,1]
(1 − s)ds > 0.
Therefore,
lim
n→∞ inf Sn ≥ min
{∫
A∩[0,t0]
sds,
∫
A∩[t1,1]
(1 − s)ds
}
=: S > 0.
By (9),
x(t) ≥


2St, t ∈
[
0,
1
2
]
,
2S(1 − t), t ∈
[
1
2
, 1
]
.
(19)
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So, x(t) > 0 on (0, 1). Since x ′(t) is nonincreasing on [0, 1], x ′(0) > 0 and x ′(1) < 0. So, there exist
a1, a2, and 0 < a1 ≤ a2 < 1 such that x ′(t) > 0 for t ∈ [0, a1], x ′(t) = 0 for t ∈ [a1, a2] and x ′(t) < 0
for t ∈ (a2, 1].
Next we prove x(t) < a for t ∈ [0, 1]. If this is not true, then x(a1) = x(a2) = a.
If a1 ≤ 12 , then there exists η ∈ (0, a1) such that x ′(η) = (x(a1) − x(0))/a1 ≥ 2a. Since x ′(t) is
nonincreasing on [0, 1] and x ′(0) ≤ M ≤ 2(a + θ(−M)) ≤ 2a, we have x ′′(t) = 0 for t ∈ (0, η]. On the
other hand,
x ′kn (t) = x ′kn (0) −
∫ t
0
q(s) fkn (s, xkn (s), x ′kn (s))ds, t ∈ [0, η].
Let n → ∞, we get
x ′(t) = x ′(0) −
∫ t
0
q(s) f (s, x(s), x ′(s))ds, t ∈ [0, η].
Hence, x ′′(t) = −q(t) f (t, x(t), x ′(t)) on (0, η]. By (H6), x ′′(t) 
≡ 0 on (0, η], a contradiction.
If a2 ≥ 12 , there exists ξ ∈ (a2, 1) such that
x ′(ξ) = x(1) − x(a2)
1 − a2 =
−θ(x ′(1)) − a
1 − a2 ≤ −2(θ(−M) + a).
By (H5), x ′(ξ) ≤ −M ≤ x ′(1). Since x ′(t) is nonincreasing on [0, 1], we have x ′′(t) = 0 for t ∈ [ξ, 1).
We can prove analogously that this is impossible. Therefore, x(t) < a for t ∈ [0, 1]. By (3)n1,
x ′′kn (t) = −q(t) fkn (t, xkn (t), x ′kn (t)), t ∈ (0, 1).
Integrating the above equality from 0 to t , we have
x ′kn (t) = x ′kn (0) −
∫ t
0
q(s) fkn (s, xkn (s), x ′kn (s))ds for t ∈ [0, 1].
Let n → ∞, we get
x ′(t) = x ′(0) −
∫ t
0
q(s) f (s, x(s), x ′(s))ds, t ∈ [0, 1].
Therefore,
x ′′(t) = −q(t) f (t, x(t), x ′(t)), t ∈ (0, 1),
i.e., x(t) ∈ C1[0, 1] ∩ C2(0, 1) is a positive solution of (2).
Theorem 2. If (H1)–(H3), (H6) hold. q ∈ C(0, 1) with q(t) > 0 on (0, 1), and there exist r , p > 1,
a > 0, M > 0, 1p + 1r = 1, a ≥ M2 − θ(−M) such that∫ 1
0
[q(t)]pdt < ∞,
∫ a
0
[g(u)]r du < ∞,
(∫ 1
0
[q(t)]pdt
) 1p (∫ a
0
[g(u)]r du
) 1
r
≤
∫ M
0
u
1
r
ψ(u)
du,
then (2) has a positive solution x(t) ∈ C1[0, 1] ∩ C2(0, 1).
Proof. By Hölders’s inequality, essentially the same reasoning as Theorem 1 establishes the proof.
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Example. Consider the boundary value problem{
x ′′ + t− 14 (1 − t)− 14 x− 14 [x ′] 43 = 0, 0 < t < 1,
x(0) = 0, x(1) = 0. (20)
Let q(t) = t− 14 (1 − t)− 14 , f (t, x, y) = x− 14 y 43 , g(x) = x− 14 , ψ(y) = y 43 , θ(x) = 0, a = 12 , M = 1.
Clearly, all assumptions of Theorem 1 are fulfilled. Hence the problem (20) has at least one positive
solution x ∈ C[0, 1] ∩ C2(0, 1). But the theorems in [1–3] are invalid to the example.
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