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INVERSE PROBLEMS FOR NON-LINEAR HYPERBOLIC
EQUATIONS WITH DISJOINT SOURCES AND RECEIVERS
ALI FEIZMOHAMMADI, MATTI LASSAS, AND LAURI OKSANEN
Abstract. The paper studies inverse problems of determining unknown coeffi-
cients in various semi-linear and quasi-linear wave equations. We introduce a
method to solve inverse problems for non-linear equations using interaction of
three waves, that makes it possible to study the inverse problem in all dimensions
n+ 1 > 3. We consider the case when the set Ωin, where the sources are supported,
and the set Ωout, where the observations are made, are separated. As model prob-
lems we study both a quasi-linear and also a semi-linear wave equation and show
in each case that it is possible to uniquely recover the background metric up to the
natural obstructions for uniqueness that is governed by finite speed of propagation
for the wave equation and a gauge corresponding to change of coordinates. The
proof consists of two independent components. In the first half we study multiple-
fold linearization of the non-linear wave equation near real parts of Gaussian beams
that results in a three-wave interaction. We show that the three-wave interaction
can produce a three-to-one scattering data. In the second half of the paper, we
study an abstract formulation of the three-to-one scattering relation showing that
it recovers the topological, differential and conformal structures of the manifold in
a causal diamond set that is the intersection of the future of the point pin ∈ Ωin
and the past of the point pout ∈ Ωout. The results do not require any assumptions
on the conjugate or cut points.
1. Introduction
Let (M, g) be a smooth Lorentzian manifold of dimension 1 + n with n > 2 and
signature (−,+, . . . ,+). We write ≤ and for the causal and chronological relations
on (M, g), and define the causal future past and future of a point p ∈M through
J+(p) = {x ∈M : p ≤ x} and J−(p) = {x ∈M : x ≤ p}.
The chronological future and past of p is defined analogously with the causal relation
replaced by the chronological relation,
I+(p) = {x ∈M : p x} and I−(p) = {x ∈M : x p}.
We will make the standing assumption that (M, g) is globally hyperbolic. Here, by
global hyperbolicity we mean that (M, g) is causal (i.e. no closed causal curve exists)
and additionally if p, q ∈ M with p ≤ q, then J+(p) ∩ J−(q) is compact [10]. Global
hyperbolicity implies that the relation ≤ is closed while  is open and consequently
that J± is closed while I± is open. It also implies that there exists a global splitting
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in “time” and “space” in the sense that (M, g) is isometric to R×M0 with the metric
taking the form
g = c(x0, x′)
(−dx0 ⊗ dx0 + g0(x0, x′)) , ∀x0 ∈ R, x′ ∈M0,(1.1)
where c is a smooth positive function and g0 is a Riemannian metric on the n-
dimensional manifold M0 smoothly depending on the parameter x
0. Moreover, each
set {x0} ×M0 is a Cauchy hypersurface in M , that is to say, any inextendible causal
curve intersects it exactly once. For the sake of brevity, we will sometimes identify
points, functions and tensors over the manifold (M, g) with their preimage in R×M0
without explicitly writing the diffeomorphism Φ.
In this paper, we consider the inverse problems with partial data for semi-linear
and quasi-linear wave equations, where the set Ωin, where the sources are supported,
and the set Ωout, where the observations are made, may be separated. Motivated by
applications, such problems can be called the remote sensing problems. The study
of the semi-linear model is carried out throughout the paper as a simpler analytical
model that clarifies the main methodology. A quasi-linear model is also considered
to show the robustness of the method to various kinds of non-linearities.
The main novelties of the paper are that we develop a framework for inverse prob-
lems for non-linear equations, where one uses interaction of only three waves. To this
end, we formulate the concept of three-to-one scattering relation that is applicable
for a wide class of non-linear equation (see Theorem 1.3). This approach makes it
possible to study the inverse problem in all dimensions n+1 > 3 and the partial data
problems with separated sources and observations.
1.1. The semi-linear model. Our main aim is to study quasi-linear equations but
to describe how the method works, we start our considerations with semi-linear equa-
tions. We consider the model setup
(1.2)
{
gu+ um = f on (−∞, T )×M0,
u = 0 on (−∞,−T )×M0.
Here, m > 3 is an integer and T > 0 is a parameter to be fixed later and the source f
is real-valued and compactly supported in the set (−T, T )×M0. The wave operator,
g, is defined in local coordinates (x0, . . . , xn) by the expression
gu = −
n∑
j,k=0
|det g|− 12 ∂
∂xj
(|det g| 12 gjk ∂u
∂xk
),
where gjk stands for the elements of the inverse of g. Note that we are using the
(x0, x′)-coordinate system on M that is given by (1.1).
1.2. The quasi-linear model. For the quasi-linear wave equation, we first consider
a family of smooth real-valued symmetric tensors Gz(x) = G(x, z) with x ∈ M and
z ∈ R, satisfying
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Figure 1. Non-linear interaction of waves in the case n = m = 3.
Three plane waves propagate in space. When the planes intersect, the
non-linearity of the hyperbolic system produces new waves. The four
figures are snapshots of the waves in the space R3 at different times
t1, t2, t3, t4 that show the waves before the interaction of the waves
start, when 2-wave interactions have started, when all 3 waves are in-
teracting, and later after the interaction. Left: Plane waves before
interacting. Middle left: The 2-wave interactions (red line segments)
appear but do not cause singularities that propagate in new directions.
Middle right: All plane waves have intersected and new waves have
appeared. The 3-wave interactions causes a new conic waves (black
surface). Right: After the 3-wave interaction, the waves propagate in
space to different directions. By varying the directions v1, v2, v3 of the
incoming plane waves (even when all vj are in a small neighborhood of a
given vector), the wave fronts produced by the 3-wave interactions can
be sent to all directions. Note that on a general Lorentzian manifolds
the wave fronts may develop caustics that makes situation more com-
plicated.
(i) G(x, 0) = g(x) and ∂zG(x, 0) = 0 for all x ∈M .
(ii) The tensor h(x) = 1
2
∂2zG(x, 0) satisfies 〈v, v〉h 6= 0 for all non-zero v ∈ LM .
Here, LM denotes the bundle of light-like vectors on M with respect to the metric g.
We subsequently consider the equation
(1.3)
{
Guu = f on (−∞, T )×M0,
u = 0 on (−∞,−T )×M0.
Here, the quasi-linear wave operator Gu is defined in local coordinates (x0, . . . , xn)
through:
Guu = −
n∑
j,k=0
|detG(x, u(x))|− 12 ∂
∂xj
(
|detG(x, u(x))| 12 Gjk(x, u(x)) ∂u
∂xk
(x)
)
,
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where Gjk stands for elements of the inverse of G. We will assume that the source f
in (1.3) is real-valued and compactly supported in (−T, T )×M0.
In Section 2.1 we show that each of the Cauchy problems (1.2)–(1.3) above, admits
a unique solution
u ∈ C2((−∞, T )×M0), ∀ f ∈ CO,
where given any open and bounded set O ⊂ (−T, T )×M0, we define
(1.4) CO = {h ∈ Hn+1(R×M0;R) : supph ⊂ O, ‖h‖Hn+1(R×M0) 6 rO}
and rO is a sufficiently small constant depending on (M, g), O and T .
1.3. Source-to-solution map and the remote sensing inverse problem. Our
primary interest lies in the setting that the sources can be actively placed near a
world line µin and the corresponding unique small solution u will be be measured near
another disjoint world line µout corresponding to some observer. The main question
is whether such experiments corresponding to the separated source and observation
regions determine the structure of the background unperturbed media, i.e. (M, g).
To state the inverse problem precisely, let us consider two disjoint time-like future
pointing smooth paths
µin : [t
−
0 , t
+
0 ]→M and µout : [s−0 , s+0 ]→M
and impose the conditions that
(1.5) µout(s
+
0 ) /∈ I+(µin(t+0 )) and µin(t−0 ) /∈ J−(µout(s−0 )).
Next, let us consider the source and observation regions Ωin and Ωout as small
neighborhoods of µin([t
−
0 , t
+
0 ]) and µout([s
−
0 , s
+
0 ]) in M respectively. These two open
neighborhoods will be precisely defined in Section 1.4. We will also make the standing
assumption that
(Ωin, g|Ωin ) and (Ωout, g|Ωout )
are a priori known as Lorentzian manifolds, that is to say, we are given local coor-
dinates, the transition functions between the local charts, and the metric tensors on
these coordinate charts.
The partial data inverse problem with separated sources and observations (or, the
remote sensing problem) can now be formulated as follows. Is it possible to uniquely
determine the unperturbed manifold (M, g) (recall that G(x, 0) = g(x)) by observing
solutions to the non-linear wave equations (1.2) or (1.3) in Ωout that arise from small
sources placed in Ωin? The inverse problems with partial data are widely encountered
in applications. The partial data problems where the sources and observations are
made only on a part of boundary have been a focus of research for inverse problems
for linear elliptic equations [15, 16, 24, 35, 36, 37, 40, 41, 44, 50, 53]. However, in
most of these results it is assumed that the sets where the sources are supported
and where the solutions are observed do intersect, with the notable exceptations in
[36, 37, 40]. The partial data problems with separated sources and observations have
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been studied for linear hyperbolic equations, but the present results require convexity
or other geometrical restrictions that guarantee the exact controllability of the system
[42, 51]. Let us also remark that we can apply the results in this paper also in the
case when Ωin and Ωout intersect.
To formulate the inverse problem precisely, we define the source-to-solution map
L associated to the semi-linear Cauchy equation (1.2) through the expression
(1.6) L f = u |Ωout , ∀ f ∈ CΩin ,
where u is the unique small solution to (1.2) subject to the source f and the set CΩin
is as defined by (1.4). Analogously, we define the source-to-solution map N for the
quasi-linear Cauchy equation (1.3) through the expression
(1.7) N f = u |Ωout , ∀ f ∈ CΩin ,
where u is the unique small solution to (1.3) subject to the source f .
Our inverse problem can now be re-stated as whether the manifold (M, g) can be
uniquely recovered given the source-to-solution map L or N . Recall that g(x) =
G(x, 0) in the quasi-linear model.
Due to finite speed of propagation for the wave equation, the optimal region where
one can recover the geometry is the causal diamond generated by the source region
Ωin and Ωout that is defined through
(1.8) De =
( ⋃
q∈Ωin
I+(q)
)
∩
( ⋃
q∈Ωout
I−(q)
)
,
given the knowledge of the source-to-solution map L or N . As we will see, we are
able to recover the geometry in the slightly smaller set, that is a causal diamond
determined by the points µin(t
−
0 ) and µout(s
+
0 ),
(1.9) D = I+(µin(t−0 )) ∩ I−(µout(s+0 )).
1.4. Main results. Before stating the main results let us define, in detail, the source
and observation neighborhoods of the two future pointing time-like curves
µin : [t
−
0 , t
+
0 ]→M and µout : [s−0 , s+0 ]→M
satisfying (1.5). We begin by extending the time-like paths to slightly larger intervals
µin : [t
−
1 , t
+
1 ]→M and µout : [s−1 , s+1 ]→M,
and proceed to define the source and observation regions as a foliation of time-like
future pointing paths near the paths µin((t
−
1 , t
+
1 )) and µout((s
−
1 , s
+
1 )). To make this
precise, we use Fermi coordinates near these paths.
Let {αi}ni=1 be an orthonormal basis for µ˙in(t−1 )⊥, and subsequently consider {ei(t)}ni=1
to denote the parallel transport of {αi}ni=1 along µin to the point µin(t). Let
Fin : (t
−
1 , t
+
1 )×B(0, δ)→M
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Ωout
Ωin
Figure 2. Schematic of the geometric setting. The time-like paths
µin and µout in green, and their neighborhoods Ωin and Ωout in orange.
The set D is enclosed by the black rectangle. The set I+(µin(t+1 )) in
light blue, and the set J−(µout(s+1 )) in light red, cf. (1.5).
be defined through
Fin(t, y) = expµin(t)(
n∑
i=1
yiei(t)).
Here, B(0, δ) is the ball of radius δ in Rn. For δ sufficiently small, the map Fin is a
smooth diffeomorphism, and the paths
µa(t) = Fin(t, a) a ∈ B(0, δ)
are smooth time-like paths. We define Fout : (s
−
1 , s
+
1 ) × B(0, δ) → M analogously as
above with µin replaced by µout. Finally, we define the source and observation regions
through the expression
(1.10)
Ωin = {Fin(t, y) : t ∈ (t−1 , t+1 ), y ∈ B(0, δ)}
Ωout = {Fout(t, y) : t ∈ (s−1 , s+1 ), y ∈ B(0, δ)}.
We will impose that δ is small enough so that the following condition is satisfied.
This can always be guaranteed in view of (1.5).
(1.11) Ωin ∩ J−(Fout({s−1 } ×B(0, δ)) = ∅ and Ωout ∩ J+(µin(t+1 )) = ∅.
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Our main result regarding the inverse problems for the semi-linear and quasi-linear
models above can be stated as follows.
Theorem 1.1. Let m > 3 be an integer and (M (1), g(1)), (M (2), g(2)) be smooth glob-
ally hyperbolic Lorentzian manifolds of dimension 1 + n > 3. Let G(j)z , j = 1, 2, be a
symmetric tensor on M (j) that satisfies conditions (i)–(ii), and recall that g(j)(x) =
G(j)(x, 0) for all x ∈ M (j). Let µ(j)in : [t−0 , t+0 ] → M (j) and µ(j)out : [s−0 , s+0 ] → M (j) be
smooth time-like paths satisfying (1.5). For j = 1, 2, let the source region Ω
(j)
in and
the observation region Ω
(j)
out be defined by (1.10). We assume that these neighborhoods
are sufficiently small so that (1.11) holds. Let T > 0 be sufficiently large so that
D(j)e ⊂ (−T, T )×M (j)0 for j = 1, 2,
and also that there exists isometric diffeomorphisms
Ψk : (Ω
(1)
k , g
(1)|
Ω
(1)
k
)→ (Ω(2)k , g(2)|Ω(2)k ) k ∈ {in, out}.
Next, and for j = 1, 2, we consider the source-to-solution maps L (j) and N (j) as-
sociated to (1.2)–(1.3) respectively and assume that one of the following statements
hold:
(i) Ψin ◦ (L (1)(f)) = L (2)(f ◦ (Ψin)−1) for all sources f ∈ C (1)
Ω
(1)
in
,
or
(ii) Ψin ◦ (N (1)(f)) = N (2)(f ◦ (Ψin)−1) for all sources f ∈ C (1)
Ω
(1)
in
,
where the set C (1)
Ω
(1)
in
is defined by (1.4) associated to T > 0 and the manifold (M (1), g(1)).
Then, under the hypotheses above, there exists a smooth diffeomorphism Ψ : D(1) →
D(2) that is equal to Ψin on the set Ω(1)in ∩ D(1) and equals Ψout on the set Ω(1)out ∩ D(1)
and such that
Ψ∗g(2) = c g(1) on D(1),
for some smooth positive valued function c = c(x) on D(1). Moreover, in the case that
statement (i) holds and if (n,m) 6= (3, 3), we have c ≡ 1 on the causal diamond D(1).
Remark 1. Note that if µout(s
+
1 ) /∈ I+(µin(t−1 ), then D is the empty set and the content
of the previous theorem is empty. Therefore, it is implicitly assumed in this paper in
addition to (1.5) that µout(s
+
1 ) ∈ I+(µin(t−1 )). We also remark that the recovery of
the conformal factor in the exceptional case (n,m) = (3, 3) is briefly addressed in the
last section of the paper.
1.5. Recovery of geometry from the three-to-one scattering relation. The
proof of Theorem 1.1 will be divided into an analytical and a geometrical part, with
Sections 2–5 covering the analytical part and Sections 6–7 covering the geometric part
of the analysis. In the analysis part, we use the idea of multiple-fold linearization
of the wave equation first used in [47] together with the principle of propagation of
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singularities for the wave equation, resulting in a geometrical data on the set D, the
three-to-one scattering relation, that we will next define.
Before formulation of the definition, we set some notations. We say that geodesics
γv1 and γv2 are distinct, if the maximal geodesics that are extensions of γv1 and γv2
do coincide as subsets of M . Also, for v = (x, η) ∈ L+M , let s(v) = sup{s > 0 :
γv([0, s)) ⊂ M} and ρ(v) = sup{s ∈ [0, s(v)] : γv(s) 6∈ I+(x)}. As discussed in
Subsection 6.3, γv(ρ(v)) is called the first cut point of γv.
For v = (x, η) ∈ L+M , let −→γv = γx,η([0, s(x, η))) be the light-like geodesics that is
maximally extended in M to the future from v. Also, let←−γv = γx,−η([0, s(x,−η))) be
the geodesic that emanates from v to the past.
Next we consider a set R ⊂ (L+M)4 of 4-tuples of vectors (v0, v1, v2, v3) and say
that these vectors satisfy relation R if (v0, v1, v2, v3) ∈ R.
Definition 1.2. Let Ωin,Ωout ⊂ M be open. We say that a relation R ⊂ L+Ωout ×
(L+Ωin)
3 is a three-to-one scattering relation if it has the following two properties:
(R1) If (v0, v1, v2, v3) ∈ R, then there exists an intersection point y ∈ ←−γv0∩
⋂3
j=1
−→γvj .
(R2) Assume that γvj , j = 0, 1, 2, 3, are distinct and there exists y ∈ ←−γv0 ∩
⋂3
j=1
−→γvj .
Moreover, assume that y = γv0(s0) with s0 ∈ (−ρ(v0), 0] and y = γvj(sj) for
all j = 1, 2, 3, with sj ∈ [0, ρ(vj)). Denote ξj = γ˙vj(sj) for j = 0, 1, 2, 3, and
assume that ξ0 ∈ span(ξ1, ξ2, ξ3). Then, it holds that (v0, v1, v2, v3) ∈ R.
In other words, (R1) means that if (v0, v1, v2, v3) ∈ R then it is necessary that the
future pointing geodesics γv1 , γv2 , and γv3 must intersect at some point y, and some
future pointing geodesic emanating from y arrives to v0. The condition (R2) means
for (v0, v1, v2, v3) ∈ R it is sufficient that the future pointing geodesics γv1 , γv2 , and γv3
intersect at some point y before their first cut points, and that the past pointing null
geodesic γv0 arrives to the point y in the direction ξ0 that is in the span of the velocity
vectors of γv1 , γv2 , and γv3 at the point y and finally that the geodesic γv0([s0, 0]) has
no cut-points.
The following theorem states that the three-to-one scattering relation determines
uniquely the topological, differential and conformal structure of the set D.
Theorem 1.3. Let (M (1), g(1)), (M (2), g(2)) be smooth globally hyperbolic Lorentzian
manifolds of dimension 1 + n > 3. Let µ(j)in : [t−0 , t+0 ] → M (j) and µ(j)out : [s−0 , s+0 ] →
M (j) be smooth time-like paths satisfying (1.5). For j = 1, 2, let the source region
Ω
(j)
in and the observation region Ω
(j)
out be defined by (1.10). We assume that these
neighborhoods are sufficiently small so that (1.11) holds. Moreover, we assume that
there are isometric diffeomorphisms
Ψk : (Ω
(1)
k , g
(1)|
Ω
(1)
k
)→ (Ω(2)k , g(2)|Ω(2)k ) k ∈ {in, out}.
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Suppose, next, that there are relations R(j) ⊂ L+Ω(j)out×(L+Ω(j)in )3, j = 1, 2, that satisfy
conditions (R1) and (R2) in Definition 1.2 for manifolds (M (j), g(j)), and that
R(2) =
{
(Ψin∗ v0,Ψ
out
∗ v1,Ψ
out
∗ v2,Ψ
out
∗ v3)
∣∣∣∣ (v0, v1, v2, v3) ∈ R(1)}.(1.12)
Then there exists a smooth diffeomorphism Ψ : D(1) → D(2) that is equal to Ψin on
the set Ω
(1)
in ∩ D(1) and equals Ψout on the set Ω(1)out ∩ D(1) and such that
Ψ∗g(2) = c g(1) on D(1),
for some smooth positive valued function c = c(x) on D(1).
The motivation of Definition 1.2 and Theorem 1.3 is to provide a general framework
that allows the results of this paper to be applicable for other non-linear hyperbolic
equations similar to those studied in this paper. Indeed, to consider some different
kind of non-linear hyperbolic equation, one can define that (v0, v1, v2, v3) satisfies the
relation Rsim if three singular waves sent to directions v1, v2 and v3 interact so that
the interaction produces a wave which wave front contain the covector corresponding
to v0. Then to apply Theorem 1.3 one has to show that Rsim satisfies conditions (R1)
and (R2). We note that condition (R1) is natural as the second order interaction of
waves does not produce singularities that propagate to new directions, see [23, 47].
Condition (R2) is motivated by the general results for the interaction of three waves,
see [59, 64, 65] and references therein. We emphasize that to verify condition (R2) one
has to consider only geodesics that have no conjugate points and thus this condition
can be verified without analyzing interaction of waves near caustics.
1.6. Previous literature. The study of non-linear wave equations is a fascinating
topic in analysis with a rich literature. In contrast with the study of linear wave
equations, there are numerous challenges in studying the existence, uniqueness and
stability of solutions to such equations. These equations physically arise in the study
of general relativity, such as the Einstein field equations. They also appear in the
study of vibrating systems or the detection of perturbations arising in electronics,
such as the telegraph equation or the study of semi-conductors, see for instance [12].
We mention in particular that the quasi-linear model (1.3) studied in this paper is a
model for studying Einstein’s equations in wave coordinates [56].
This paper uses extensively the non-linear interaction of three waves to solve the
inverse problems. To analyze this, we use gaussian beams. An alternative way to
consider the non-linear interaction is to use microlocal analysis and conormal sin-
gularities, see [23, 25, 58]. There are many results on such non-linear interaction,
starting with the studies of Bony [11], Melrose and Ritter [59], and Rauch and Reed
[63]. However, these studies concern the direct problem and differ from the setting
of this paper in that they assumed that the geometrical setting of the interacting
singularities, and in particular the locations and types of caustics, is known a priori.
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In inverse problems we need to study waves on an unknown manifold, so we do not
know the underlying geometry and, therefore, the location of the singularities of the
waves. For example, the waves can have caustics that may even be of an unstable
type.
Earlier, inverse problems for non-linear hyperbolic equations with unknown met-
ric have been studied using interaction of four or more waves and only in (1+3)-
dimensional spacetimes. Inverse problems for non-linear scalar wave equation with
a quadratic non-linearity was studied in [47] using the multiple-fold linearization.
Together with the phenomena of propagation of singularities for the wave equation,
the authors reduced the inverse problem for the wave equation to the study of light
observation sets. This approach was extended in [26, 38, 52]. In [46], the coupled
Einstein and scalar field equations were studied. The result has been more recently
strengthened in [54, 72] for the Einstein scalar field equations with general sources
and for the Einstein-Maxwell equations. In particular, a technique to determine the
conformal factor using the microlocal symbols of the observed waves is developed in
[72].
Aside from the works mentioned above, the majority of works have been on inverse
problems for semi-linear wave equations with quadratic non-linearities studied in [47],
a general semi-linear term studied in [27, 54] and with quadratic derivative in [73],
see also [48] and references therein. All these works concern the (1 + 3)-dimensional
case. In recent works [13, 14, 21], the authors have also studied problems of recovering
zeroth and first order terms for semi-linear wave equations with Minkowski metric.
We note that three wave interactions were used in [13, 14] to determine the lower
order terms in the equations. In [20, 49] similar multiple-fold linearization methods
have been introduced to study inverse problems for elliptic non-linear equations, see
also [43].
All of the aforementioned works consider inverse problems for various types of non-
linear wave equations subject to small sources. The presence of a non-linear term in
the PDE is a strong tool in obtaining the uniqueness results. To discuss this feature in
some detail, we note that the analogous inverse problem for the linear wave equation
(see (2.1)) is still a major open problem. For this problem, much is known in the
special setting that the coefficients of the metric are time-independent. We refer the
reader to the work of Belishev and Kurylev in [8] that uses the boundary control
method introduced in [6] to solve this problem and to [3, 39, 45] for an state of the
art result in the application of the boundary control method. The boundary control
method is known to fail in the case of general time-dependent coefficients, since it
uses the unique continuation principle of Tataru [70]. This principle is known to be
false in the cases that the time-dependence of coefficients is not real-analytic [1, 2].
We refer the reader to [17] for recovery of coefficients of a general linear wave equation
under an analyticity assumption with respect to the time coordinate.
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In the more challenging framework of general time-dependent coefficients and by
using the alternative technique of studying the propagation of singularities for the
wave equation, the inverse problem for the linear wave equation (see (2.1)) is reduced
to the injectivity of the scattering relation on M , see the definition (5.1). The injec-
tivity of the scattering relation is open unless the geometry of the manifold is static
and an additional convex foliation codition is satisfied [68] on the spatial part of the
manifold. In the studies of recovery of sub-principal coefficients for the linear wave
equation, we refer the reader to the recent works [18, 19, 67] for recovery of zeroth
and first order coefficients and to [69] for a reduction from the boundary data for the
inverse problem associated to (2.1) to the study of geometrical transforms on M . This
latter approach has been recently extended to general real principal type differential
operators [60].
The main underlying principle in the presence of a non-linearity is that lineariza-
tion of the equation near the trivial solution results in a non-linear interaction of
solutions to the linear wave equation producing much richer dynamics for propa-
gation of singularities. Owing to this richer dynamics, and somewhat paradoxically,
inverse problems for non-linear wave equations have been solved in much more general
geometrical contexts than their counterparts for the linear wave equations.
Let us now discuss some of the main novelties of the present work. Firstly, we con-
sider three-fold linearization of the non-linear equations (1.2)–(1.3) and can therefore
analyze inverse problems using interaction of three waves instead of earlier works re-
lying on interaction of four waves. This makes it possible to consider more general
equations with simpler techniques. Due to the new techniques, we can consider in-
verse problems on Lorenzian manifolds with any dimension n + 1 ≥ 3. As a second
novelty, we introduce a new concept, the 3-to-1 scattering relation that can be ap-
plied for many kinds of non-linear equations and which we hope to be useful for other
researchers in the field of inverse problems. Also, this makes it possible to consider
inverse problems in the remote sensing setting that includes both forward and back
scattering problems. Finally, we mention our quite general quasi-linear model prob-
lem (1.3) with an unknown non-linearity in the leading order term. We successfully
study this complicated model with the use of Gaussian beams and show that the
source-to-solution map determines the three-to-one scattering relation.
1.7. Outline of the paper. We begin with some preliminaries in Section 2, starting
with Proposition 2.1 that shows that the forward problems (1.2)–(1.3) are well-posed.
We also recall the technique of multiple-fold linearization and apply it to the semi-
linear and quasi-linear equation separately. This will relate the source-to-solution
maps, L and N , to the study of products of solutions to the linear wave equation,
see (2.6) and (2.10). In Section 3, we briefly recall the construction of the classical
Gaussian beams for the linear wave equation. We also show that it is possible to
explicitly construct real valued sources supported in the source and observation re-
gions, that generate exact solutions to the linear wave equations that are close in a
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suitable sense to the real parts of Gaussian beams. In Section 5 we prove the main
analytical theorems, showing that the source-to-solution maps lead to a three-to-one
scattering relation, see Theorem 5.1–5.2. Combined with Theorem 1.3 this proves the
first half of Theorem 1.1 on the recovery of the topological, differential and conformal
structure of the casual diamond D.
The geometrical sections of the paper are concerned with the study of a general
three-to-one scattering relation R on M and the proof of Theorem 1.3. In Section 6,
we recall some technical lemmas on globally hyperbolic Lorentzian geometries. In
Section 7, we prove Theorem 7.10, showing that it is possible to use the three-to-one
scattering relation to construct the earliest arrivals on D. Combining this with the
results of [47] leads to unique recovery of the topological, differential and conformal
structure of (D, g|D) that completes the proof of Theorem 1.3.
Finally, Section 8 is concerned with the proof of Theorem 1.1. The first half of
the proof, that is the recovery of the topological, differential and conformal structure
of the manifold follows immediately from combining Theorem 5.1–5.2 together with
Theorem 1.3. The remainder of this section deals with the recovery of the conformal
factor c on D.
2. Preliminaries
2.1. Forward problem. In this section, we record the following proposition about
existence and uniqueness of solutions to (1.2)–(1.3) subject to suitable sources f .
The local existence of solutions to semi-linear and quasi-linear wave equations are
well-studied in the literature, see for example [31, 66, 71, 74].
Proposition 2.1. Given any open and bounded set O ⊂ (−T, T ) ×M0, there exists
a sufficiently small rO > 0 such that given any f ∈ CO (with CO as defined by (1.4)),
each of the equations (1.2) or (1.3) admits a unique real-valued solution u in the
energy space
u ∈ L∞(−T, T ;Hn+2(M0)) ∩ C0,1(−T, T ;Hn+1(M0)) ∩ C2((−T, T )×M0).
Moreover, the dependence of u to the source f is continuous.
The proof of this proposition in the semi-linear case (1.2) follows by minor modi-
fications to [34]. In the quasi-linear case, the proof follows with minor modifications
to the proof of [74, Theorem 6].
2.2. Multiple-fold linearization. We will discuss the technique of multiple-fold
linearization of non-linear equations that was first used in [47]. Before presenting
the approach in our semi-linear and quasi-linear settings, we consider the linear wave
equation on M ,
(2.1)
{
gu = f, on M,
u = 0, on M \ J+(supp f)
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with real valued sources f ∈ C∞c (Ωin). We also need to consider the wave equation
with reversed causality, that is to say,
(2.2)
{
gu = f, on M,
u = 0, on M \ J−(supp f)
with real valued sources f ∈ C∞c (Ωout).
2.2.1. m-fold linearization of the semi-linear equation (1.2). Let m > 3. We consider
real-valued sources f0 ∈ C∞c (Ωout) and fj ∈ C∞c (Ωin), j = 1, . . . ,m. We denote by uj,
j = 1, . . . ,m the unique solution to (2.1) subject to source fj and denote by u0 the
unique solution to (2.2) subject to source f0. Let ε = (ε1, . . . , εm) ∈ Rm be a small
vector and define the source
fε =
m∑
j=1
εjfj.
Given ε sufficiently close to the origin in Rm, we have f ∈ CΩin . Let us define
(2.3) w =
∂m
∂ε1∂ε2 . . . ∂εm
uε
∣∣∣∣
ε=0
,
where uε is the unique small solution to (1.2) subject to the source fε ∈ CΩin .
It is straightforward to see that the function w defined by (2.3) solves
(2.4)
{
gw = −m!u1 u2 u3 . . . um, on M,
w = 0, on M \ J+(⋃mj=1 supp fm),
Multiplying the latter equation with u0 and using the Green’s identity,
(2.5)
∫
M
wgu0 dVg =
∫
M
u0gw dVg,
we deduce that
(2.6)
∫
Ωout
f0
∂m
∂ε1 . . . ∂εm
L fε
∣∣∣∣
ε=0
dVg = −m!
∫
M
u0 u1 . . . um dVg.
We emphasize that by global hyperbolicity, the integrand on the right hand side is
supported on the compact set
(2.7) J−(supp f0) ∩
m⋃
j=1
J+(supp fj) ⊂ De ⊂ (−T, T )×M0,
that makes the integral well-defined (see (1.8)). Note that the latter inclusion is due
to the hypothesis of Theorem 1.1 on the size of T . We deduce from (2.6) that the
source-to-solution mapL for the semi-linear equation (1.2) determines the knowledge
of integrals of products of m solutions to the linear wave equation (2.1) and a solution
to (2.2).
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2.2.2. Three-fold linearization of the quasi-linear equation (1.3). We consider sources
fj ∈ C∞c (Ωin), j = 0, 1, 2, 3 and for each small vector ε = (ε1, ε2, ε3) ∈ R3, consider
the three parameter family of sources
fε = ε1f1 + ε2f2 + ε3f3.
Let uε be the unique small solution to (1.3) subject to the source fε ∈ CΩin . Recall
that, by definition, G(x, 0) = g(x), ∂zG(x, 0) = 0 and h(x) =
1
2
∂2
∂z2
G(x, 0). First, we
note that the following identities hold in a neighborhood of z = 0:
Gjkz = g
jk − Sjk z2 +O(|z|3),
|detGz| = |det g| (1 + Tr(hg−1)z2) +O(|z|3),
where Sjk =
∑n
j′,k′=0 g
jj′ hj′k′ g
k′k. Using these identities in the expression for Gz
with z replaced with uε, it follows that the function
(2.8) w =
∂3
∂ε1∂ε2∂ε3
uε
∣∣∣∣
ε=0
solves the following equation on M :
(2.9) gw − Tr(hg−1)u1u2f3 − Tr(hg−1)u2u3f1 − Tr(hg−1)u3u1f2
−
n∑
j,k=0
|det g|− 12 ∂
∂xj
(|det g| 12 Tr(hg−1)gjku1u2 ∂u3
∂xk
)
−
n∑
j,k=0
|det g|− 12 ∂
∂xj
(|det g| 12 Tr(hg−1)gjku2u3 ∂u1
∂xk
)
−
n∑
j,k=0
|det g|− 12 ∂
∂xj
(|det g| 12 Tr(hg−1)gjku3u1 ∂u2
∂xk
)
+ 2
n∑
j,k=0
|det g|− 12 ∂
∂xj
(|det g| 12 Sjku1u2 ∂u3
∂xk
)
+ 2
n∑
j,k=0
|det g|− 12 ∂
∂xj
(|det g| 12 Sjku2u3 ∂u1
∂xk
)
+ 2
n∑
j,k=0
|det g|− 12 ∂
∂xj
(|det g| 12 Sjku3u1 ∂u2
∂xk
) = 0,
subject to the initial conditions w = 0 on M \ J+(⋃3j=1 supp fj). Note that the
knowledge of the source-to-solution map N determines w|Ωout . Also,
∇gu =
n∑
j,k=0
gjk
∂u
∂xj
∂
∂xk
∀u ∈ C∞(M),
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which implies that
n∑
j,k=0
gjk
∂u
∂xj
∂v
∂xk
= 〈∇gu,∇gv〉g,
and
n∑
j,k=0
Sjk
∂u
∂xj
∂v
∂xk
= 〈∇gu,∇gv〉h,
for all u, v ∈ C∞(M). Therefore, recalling that
dVg = |det g|
1
2 dx0 ∧ dx1 ∧ . . . ∧ dxn,
and multiplying equation (2.9) with u0 that solves (2.2) subject to a source f0 ∈
C∞c (Ωout) followed by integrating by parts (analogously to (2.5)), we deduce that
(2.10)
∫
Ωout
f0
∂3
∂ε1∂ε2∂ε3
N fε
∣∣∣∣
ε=0
dVg =
2
∫
M
(u1u2〈∇gu3,∇gu0〉h + u2u3〈∇gu1,∇gu0〉h + u3u1〈∇gu2,∇gu0〉h) dVg
−
∫
M
Tr(hg−1) (u1u2〈∇gu3,∇gu0〉g + u2u3〈∇gu1,∇gu0〉g + u3u1〈∇gu2,∇gu0〉g) dVg
+
∫
M
Tr(hg−1)u0 (u1u2f3 + u2u3f1 + u3u1f2) dVg.
Analogously to (2.6), the integrands on the right hand side expression are all sup-
ported on the compact set
J−(supp f0) ∩
m⋃
j=1
J+(supp fj) ⊂ De ⊂ (−T, T )×M0,
for T sufficiently large as stated in the hypothesis of Theorem 1.1.
3. Gaussian beams
Gaussian beams are approximate solutions to the linear wave equation
gu = 0 on (−T, T )×M0,
that concentrate on a finite piece of a null geodesic γ : (a, b) → (−T, T ) × M0,
exhibiting a Gaussian profile of decay away from the segment of the geodesic. Here,
we are considering an affine parametrization of the null geodesic γ, that is to say,
(3.1) ∇gγ˙(s)γ˙(s) = 0, 〈γ˙(s), γ˙(s)〉g = 0 ∀ s ∈ (a, b).
We will make the standing assumption that the end points γ(a) and γ(b) lie outside
(−T, T ) ×M0. Gaussian beams are a classical construction and go back to [4, 62].
They have been used in the context of inverse problems in many works, see for example
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[7, 18, 21, 33]. In order to recall the expression of Gaussian beams in local coordinates,
we first briefly recall the well-known Fermi coordinates near a null geodesic.
Lemma 3.1 (Fermi coordinates). Let δˆ > 0, a < b and let γ : (a− δˆ, b+ δˆ)→M be
a null geodesic on M parametrized as given by (3.1) and whose end points lie outside
(−T, T ) × M0. There exists a coordinate neighborhood (U, ψ) of γ([a, b]), with the
coordinates denoted by (y0 := s, y1, . . . , yn) = (s, y′), such that:
(i) ψ(U) = (a − δ′, b + δ′) × B(0, δ′) where B(0, δ′) is the ball in Rn centered at
the origin with radius δ′ > 0.
(ii) ψ(γ(s)) = (s, 0, . . . , 0︸ ︷︷ ︸
n times
).
Moreover, the metric tensor g satisfies in this coordinate system
g|γ = 2ds⊗ dy1 +
n∑
α=2
dyα ⊗ dyα,(3.2)
and ∂
∂yi
gjk|γ = 0 for i, j, k = 0, . . . , n. Here, |γ denotes the restriction on the curve γ.
We refer the reader to [21, Section 4.1, Lemma 1] for a proof of this lemma. Using
the Fermi coordinates discussed above, Gaussian beams can be written through the
expression
(3.3) Uλ(y) = eiλφ(y)Aλ(y) for λ > 0
and
(3.4) Uλ(y) = e−iλφ¯(y)A¯λ(y) for λ < 0.
Here, ·¯ stands for the complex conjugation and the phase function φ and the amplitude
function Aλ are given by the expressions
(3.5)
φ(s, y′) =
N∑
j=0
φj(s, y
′) and Aλ(s, y′) = χ(
|y′|
δ′
)
N∑
j=0
λ−jaj(s, y′),
aj(s, y
′) =
N∑
k=0
aj,k(s, y
′),
where for each j, k = 0, . . . , N , φj is a complex valued homogeneous polynomial
of degree j in the variables y1, . . . , yn and aj,k is a complex valued homogeneous
polynomials of degree k with respect to the variables y1, . . . , yn, and finally χ : R→ R
is a non-negative smooth function of compact support such that χ(t) = 1 for |t| 6 1
4
and χ(t) = 0 for |t| > 1
2
.
The determination of the phase terms φj and amplitudes aj with j = 0, 1, 2, . . . , N
are carried out by a WKB analysis in the semi-classical parameter λ, based on the
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requirement that
(3.6)
∂|α|
∂y′α
〈dφ, dφ〉g = 0 on (a, b)× {y′ = 0},
∂|α|
∂y′α
(2〈dφ, daj〉g + (gφ)aj + igaj−1) = 0 on (a, b)× {y′ = 0},
for all j = 0, 1, . . . , N and all multi-indices α = (α1, . . . , αn) ∈ {0, 1, . . .}n with
|α| = α1 + . . .+ αn 6 N .
We do not proceed to solve these equations here as this can be found in all the works
mentioned above, but instead summarize the main properties of Gaussian beams as
follows:
(1) φ(s, 0) = 0.
(2) =(φ)(s, y′) > C|y′|2 for all points y ∈ (a, b)×B(0, δ′).
(3) ‖gUλ‖Hk((−T,T )×M0) . |λ|−K , where K = N+12 + n4 − k − 2.
Here, = stands for the imaginary part of a complex number and by the notation
A . B we mean that there exists a constant C independent of the parameter λ such
that A 6 CB.
For the purposes of our analysis, we also need to recall the Fermi coordinate ex-
pressions for φ1, φ2 and a0,0, see (3.5). We recall from [21] that
(3.7)
φ0(s, y
′) = 0, φ1(s, y′) = y1, φ2(s, y′) =
n∑
j,k=1
Hjk(s)y
jyk,
a0,0(s) = (detY (s))
− 1
2 ,
The matrices H and Y are described as follows. The symmetric complex valued
matrix H solves the Riccati equation
(3.8)
d
ds
H +HCH +D = 0, ∀s ∈ (a, b), H(sˆ0) = H0, =H0 > 0.
where C and D are the matrices defined through
(3.9)

C11 = 0
Cjj = 2 j = 2, . . . , n,
Cjk = 0 otherwise,
where Djk =
1
4
∂2g11
∂yj∂yk
.
We recall the following result from [39, Section 8] regarding solvability of the Riccati
equation:
Lemma 3.2. Let sˆ0 ∈ (a, b) and let H0 = Z0Y −10 be a symmetric matrix with =H0 >
0. The Riccati equation (3.8), together with the initial condition H(sˆ0) = H0, has a
unique solution H(s) for all s ∈ (a, b). We have =H > 0 and H(s) = Z(s)Y −1(s),
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where the matrix valued functions Z(s), Y (s) solve the first order linear system
d
ds
Y = CZ and
d
ds
Z = −DY, subject to Y (sˆ0) = Y0, Z(sˆ0) = H0.
Moreover, the matrix Y (s) is non-degenerate on (a, b), and there holds
det(=H(s)) · | det(Y (s))|2 = det(=(H0)).
As for the remainder of the terms φj with j > 3 and the rest of the amplitude
terms aj,k with j, k not both simultaneously zero, we recall from [21] that they solve
first order ODEs along the null geodesic γ and can be determined uniquely by fixing
their values at some fixed point sˆ0 ∈ (a, b).
4. Source terms that generate real parts of Gaussian beams
Let v = (q, ξ) ∈ L+Ωin or v = (q, ξ) ∈ L+Ωout where L+Ωin and L+Ωout denote the
bundle of future pointing light like vectors in Ωin and Ωout respectively. We consider
a Gaussian beam solution Uλ of order N = d3n2 e + 8 as in the previous section,
concentrating on a future-pointing null geodesic γq,ξ : (a, b) → M passing through q
in the direction ξ. Here γ is parametrized as in (3.1) subject to
(4.1) γ(0) = q and γ˙(0) = ξ.
As before, we assume that the endpoints of the null geodesic lie outside the set
(−T, T )×M0.
In this section, we would like to give a canonical way of constructing Gaussian
beams followed by a canonical method of constructing real valued sources that gener-
ate the real parts of these Gaussian beams. Recall that the construction of a Gaussian
beam Uλ that concentrates on γ has a large degree of freedom associated with the
various initial data for the governing ODEs of the phase and amplitude terms in (3.5).
The support of a Gaussian beam around a geodesic that is given by the parameter δ′
is also another degree of freedom in the construction.
We start with fixing the choice of the phase terms φj with j > 3 and the ampli-
tude terms aj,k with j, k = 0, 1, . . . , N (and both indices not simultaneously zero),
by assigning zero initial value for their respective ODEs along the null geodesic γ at
the point q = γ(0). Therefore, to complete the construction of the Gaussian beam
Uλ, it suffices to fix a small parameter δ′ > 0 and also to choose Y (0) and Z(0) in
Lemma 3.2. This will then fix the remaining functions φ2 and a0,0 in the Gaussian
beam construction. To account for the latter two degrees of freedom in the construc-
tion, we introduce the notation ι = (Y (0), Z(0)) ∈ T where
(4.2)
T = {(Y0, Z0) ∈ C(1+n)2 × C(1+n)2 : Z0Y −10 is symmetric
and =(Z0Y −10 ) > 0.}
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Using the notations above, we can explicitly determine (or identify) Gaussian beam
functions
(4.3) Uλ = Uλ,v,ι,δ′ ,
subject to each λ ∈ R that denotes the asymptotic parameter in the construction, a
vector v = (q, ξ) ∈ L+Ωin or v = (q, ξ) ∈ L+Ωout that fixes the geodesic γv, a small
δ′ > 0 that fixes the support around the geodesic and the choice of ι ∈ T that fixes
the initial values for the ODEs governing φ2 and a0,0. As discussed above the rest of
the terms in the Gaussian beam are fixed by setting the initial values for their ODEs
to be zero at the point q. For the sake of brevity and where there is no confusion, we
will hide these parameters in the notation Uλ.
Our aim in the remainder of this section is to construct a source f ∈ C∞c (Ωin) such
that the solution to the linear wave equation (2.1) with this source term is close to
the real part of the complex valued Gaussian beam Uλ, in a sense that will be made
precise below. We then give an analogous construction of sources for Ωout.
Remark 2. Let us emphasize that the need to work with real-valued sources is due
to the fact that in the case of the quasi-linear wave equation (1.3), the solution to
the wave equation appears in the tensor G(x, u). Therefore, for the sake of physical
motivations of our inverse problem, it is crucial to work with real-valued solutions to
the wave equations (1.2)–(1.3).
To simplify the notations, we use the embedding of M into R ×M0 to define the
(x0, x′)-coordinates on M that was described in the introduction. Next, we write
q = (q0, q
′) and define two function ζ±,v,δ′ ∈ C∞(R) such that
(4.4) ζ−,v,δ′(x0) =
{
0 if x0 6 q0 − δ′,
1 if x0 > q0 − δ′2 .
and
(4.5) ζ+,v,δ′(x
0) =
{
0 if x0 > q0,
1 if x0 6 q0 − δ′2 .
We are now ready to define the source. Emphasizing the dependence on λ, v =
(q, ξ), δ′ and the initial values for ODEs of Y (s) and Z(s) at the point s = 0 (see
(4.1)) that is governed by ι ∈ T , we write
f+λ,v,ι,δ′ = ζ+,v,δ′g(ζ−,v,δ′<Uλ) ∈ C∞c (Ωin),(4.6)
where < denotes the real part of a complex number. We require the parameter δ′ to
be sufficiently small so that
supp f+λ,v,ι,δ′ ⊂ Ωin.
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Note that since (Ωin, g|Ωin) is assumed to be known (see the hypothesis of Theo-
rem 1.1), f+λ,v,ι,δ′ will also be known. As ζ−,v,δ′ = 1 on the support of 1 − ζ+,v,δ′ , it
holds that
g(ζ−,v,δ′<Uλ)− f+λ,v,ι,δ′ = (1− ζ+,v,δ′)g<Uλ.
Now applying (iii) in Section 3 with k = n
2
+ 2 and the fact that N = d3n
2
e+ 8 implies
the estimate
‖g(ζ−,v,δ′<Uλ)− f+λ,v,ι,δ′‖Hk((−T,T )×M0) . |λ|−
n+1
2 |λ|−1.
We write u+λ,v,ι,δ′ = u where u is the solution of the linear wave equation (2.1)
with the source f = f+λ,v,ι,δ′ . By combining the above estimate with the usual energy
estimate for the wave equation and the Sobolev embedding of C1((−T, T ) ×M0) in
Hk((−T, T )×M0) with k = n2 + 2, we obtain
‖ζ−,v,δ′<Uλ − u+λ,v,ι,δ′‖C1((−T,T )×M0) . |λ|−
n+1
2 |λ|−1.(4.7)
Observe that while the Gaussian beam Uλ is supported near the geodesic γ, the
function u+λ,v,ι,δ′ is not supported near this geodesic anymore, but very small away
from a tubular neighborhood of the geodesic.
We will also need a test function corresponding to v = (q, ξ) ∈ L+Ωout whose
construction differs from that of f+λ,v,ι,δ′ above only to the extent that the roles of
ζ+,v,δ′ and ζ−,v,δ′ are reversed in (4.6). That is, we define
f−λ,v,ι,δ′ = ζ−,v,δ′g(ζ+,v,δ′<Uλ) ∈ C∞c (Ωout).(4.8)
Since (Ωout, g|Ωout) is assumed to be known, f−λ,v,δ′ will also be known, and the analogue
of (4.7) reads
‖ζ+,v,δ′<Uλ − u−λ,v,ι,δ′‖C1((−T,T )×M0) . |λ|−
n+1
2 |λ|−1,(4.9)
where u−λ,v,ι,δ′ = u is now defined as the solution to the linear wave equation with
reversed causality
(4.10)
{
gu = f, on M,
u = 0 on M \ J−(supp f),
with the source f = f−λ,v,ι,δ′ .
Finally and before closing the section, we record the following estimate for the
compactly supported sources f±λ,v,ι,δ′ that follows from the definitions (4.6), (4.8) and
property (iii) in the definition of Gaussian beams:
(4.11) ‖f±λ,v,ι,δ′‖L2(M) . |λ|1−
n
2 .
INVERSE PROBLEMS IN LORENTZIAN GEOMETRIES 21
5. Reduction from the source-to-solution map to the three-to-one
scattering relation
We begin by considering
v0 = (q0, ξ0) ∈ L+Ωout and v1 = (q1, ξ1) ∈ L+Ωin
and require that the null geodesics γvj , j = 0, 1, are distinct. Here, L
±Ωout and
L±Ωin denote the bundle of future and past pointing light-like vectors on Ωout and
Ωin respectively.
As mentioned above, we impose that γv0 and γv1 are not reparametrizations of
the same curve. This condition can always be checked via the map L or N . To
sketch this argument, we note that based on a simple first order linearization of
the source-to-solution map, that is ∂εN (εf)|ε=0 or ∂εL (εf)|ε=0, we can obtain the
source-to-solution map Lling associated to the linearized operator g with sources in
Ωin and receivers in Ωout. To be precise, L
lin
g : L
2(Ωin)→ H1(Ωout) is defined through
the mapping
Lling f = u|Ωout ∀ f ∈ L2(Ωin),
where u is the unique solution to (2.1) subject to the source f .
Then, for example, based on the main result of [69] we can determine the scattering
relation, Λg, for sources in Ωin and receivers in Ωout, that is to say, the source-to-
solution map L or N uniquely determine
(5.1) Λg(v) = {(γv(s), c γ˙v(s)) : c ∈ R \ {0}, s > 0, γv(s) ∈ Ωout}, ∀ v ∈ L+Ωin.
Using this scattering map, it is possible to determine if the two null geodesics γv0
and γv1 above are distinct or not. Indeed, to remove the possibility of identical null
geodesics, we must have
(5.2) v0 /∈ Λg(v1).
Having fixed v0 ∈ L+Ωout, v1 ∈ L+Ωin subject to the requirement (5.2), we proceed
to define the test set Σv0,v1 , as the set of all tuplets given by
(5.3)
Σv0,v1 = {(v0, κ0, ι0, . . . , v3, κ3, ι3) : v2, v3 ∈ L+Ωin, κj ∈ R \ {0},
ιj ∈ T , j = 0, 1, 2, 3, }
where we recall that T is defined by (4.2). Note that v0 and v1 are a priori fixed and
their inclusion in the tuplets σ ∈ Σv0,v1 is purely for aesthetic reasons.
Given any small δ′ > 0 and σ = (v0, κ0, ι0, . . . , v3, κ3, ι3) ∈ Σv0,v1 , we consider
the null geodesics γvj , j = 0, 1, 2, 3, passing through qj in the directions ξj and
parametrization as in (3.1). We also denote by y(j) the Fermi coordinates near γvj
given by Lemma 3.1 and subsequently, following the notation (4.3), we construct for
each λ > 0, the Gaussian beams U (j)κjλ = Uκjλ,vj ,ιj ,δ′ of order
(5.4) N = d3n
2
e+ 8,
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and the form
(5.5) U (j)κjλ(x) =
{
eiκjλφ
(j)(x)A
(j)
κjλ
(x) if κj > 0,
eiκjλφ¯
(j)(x)A¯
(j)
κjλ
(x) if κj < 0.
We recall that the functions φ(j), A
(j)
κjλ
are exactly as in Section 3 with a support
δ′ around the null geodesic γvj (see (3.5)) and the initial conditions for all ODEs
assigned at the points q(j). As discussed in Section 4, we set the initial values for
the phase terms φ
(j)
k with k = 3, . . . , N and all a
(j)
k,l with k, l = 0, 1, . . . , N (and not
both simultaneously zero), to be zero at the point qj. Finally and to complete the
construction of the Gaussian beams, we set
(Y (j)(0), Z(j)(0)) = ιj ∈ T .
5.1. Reduction from the source-to-solution map L to the three-to-one scat-
tering relation. Let v0 ∈ L+Ωout and v1 ∈ L+Ωin subject to (5.2). We begin by
considering an arbitrary element σ = (v0, κ0, ι0, . . . , v3, κ3, ι3) ∈ Σv0,v1 and also an
arbitrary function f ∈ C∞c (Ωin). Let the source terms f+κjλ,vj ,ιj ,δ′ for j = 1, 2, 3 and
the test source f−κ0λ,v0,ι0,δ′ be defined as in Section 4 and define for each small vector
ε = (ε1, ε2, ε3, . . . , εm) ∈ Rm, the source F semiε,λ,σ,δ′,f given by the equation
(5.6)
F semiε,λ,σ,δ′,f =
{
ε1 f
+
κ1λ,v1,ι1,δ′ + ε2 f
+
κ2λ,v2,ι2,δ′ + ε3 f
+
κ3λ,v3,ι3,δ′ if m = 3,
ε1 f
+
κ1λ,v1,ι1,δ′ + ε2 f
+
κ2λ,v2,ι2,δ′ + ε3 f
+
κ3λ,v3,ι3,δ′ +
∑m
j=4 εj f, if m > 4,
For a fixed λ > 0 and small enough εj, j = 1, 2, 3, . . . ,m, it holds that F
semi
ε,λ,σ,δ′,f ∈
CΩin . We let u
semi
ε,λ,σ,δ′,f denote the unique small solution to (1.2) subject to this source
term. Note that in particular, there holds:
∂εju
semi
ε,λ,σ,δ′
∣∣∣∣
ε=0
=
{
u+κjλ,vj ,ιj ,δ′ if j = 1, 2, 3,
uf if m > 4 and j = 4, . . . ,m.
where uf is the unique solution to (2.1) subject to the source f and, as discussed in
Section 4, u+κjλ,vj ,ιj ,δ′ is the unique solution to equation (2.1) subject to the source
f+κjλ,vj ,ιj ,δ′ and is close, in the sense of the estimate (4.7), to the real part of the
Gaussian beam solutions of forms (5.5) supported in a δ′-neighborhood of the light
ray γvj with j = 1, 2, 3.
Finally, we define for each small δ′ > 0, σ ∈ Σv0,v1 and f ∈ C∞c (Ωin), the analytical
data D semiσ,δ′,f corresponding to the semi-linear equation (1.2) by the expression
(5.7) D semiσ,δ′,f = lim
λ→+∞
λ
n+1
2
∫
Ωout
f−κ0λ,v0,ι0,δ′
∂m
∂ε1 . . . ∂εm
usemiε,λ,σ,δ′,f
∣∣∣∣
ε=0
dVg
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where we recall that usemiε,λ,σ,δ′,f is the unique solution to (1.2) subject to the source
F semiε,λ,σ,δ′,f given by (5.6). Let us emphasize that the knowledge of the source-to-solution
map, L , determines the analytical data D semiσ,δ′,f . We have the following theorem.
Theorem 5.1. Let v0 ∈ L+Ωout and v1 ∈ L+Ωin be such that (5.2) holds. The
following statements hold:
(i) If D semiσ,δ′j ,f
6= 0 for some σ ∈ Σv0,v1 and f ∈ C∞c (Ωin) and a sequence {δ′j}∞j=1
converging to zero, then there exists an intersection point y ∈ ←−γv0 ∩
⋂3
j=1
−→γvj .
(ii) Let v2, v3 ∈ L+Ωin. Assume that γvj , j = 0, 1, 2, 3, are distinct and there
exists a point y ∈ ←−γv0 ∩
⋂3
j=1
−→γvj . Moreover, assume that y = γv0(s0) with
s0 ∈ (−ρ(v0), 0] and y = γvj(sj) for all j = 1, 2, 3, with sj ∈ [0, ρ(vj)). Denote
ξj = γ˙vj(sj) for j = 0, 1, 2, 3 and assume that ξ0 ∈ span(ξ1, ξ2, ξ3). Then, there
exists f ∈ C∞c (Ωin), κj ∈ R\{0} and ιj ∈ T , j = 0, 1, 2, 3 such that D semiσ,δ′,f 6= 0
for all δ′ sufficiently small.
We will prove Theorem 5.1 in Section 5.3. Observe that as an immediate corollary
of Theorem 5.1 it follows that the relation
Rsemi-lin = {(v0, v1, v2, v3) ∈ L+Ωout × (L+Ωin)3 : γvj ’s are pair-wise not identical,
there are f ∈ C∞c (Ωin), κj ∈ R \ {0} and ιj ∈ T , j = 0, 1, 2, 3,
s.t for all small δ′ > 0, D semiσ,δ′,f 6= 0 where σ = (v0, κ0, ι0, . . . , v3, κ3, ι3)},
is a three-to-one scattering relation, that is to say, it satisfies (R1) and (R2) in
Definition 1.2. Therefore, since the source-to-solution map L determines Rsemi-lin,
the first part of Theorem 1.1, that is the recovery of the topological, differential and
conformal structure of D from the source-to-solution map L , follows immediately
from combining Theorem 5.1 and Theorem 1.3.
5.2. Reduction from the source-to-solution map N to the three-to-one
scattering relation. Analogously to the previous section, we begin by consider-
ing an arbitrary element σ ∈ Σv0,v1 . Next, we define the three parameter family of
sources F quasiε,λ,σ,δ′ with ε = (ε1, ε2, ε3) given by the equation
(5.8) F quasiε,λ,σ,δ′ = ε1 f
+
κ1λ,v1,ι1,δ′ + ε2 f
+
κ2λ,v2,ι2,δ′ + ε3 f
+
κ3λ,v3,ι3,δ′ .
For a fixed λ > 0 and small enough εj, j = 1, 2, 3, it holds that F
quasi
ε,λ,σ,δ′ ∈ CΩin . We
let uquasiε,λ,σ,δ′ denote the unique small solution to (1.3) subject to this source term. Note
that:
∂εju
quasi
ε,λ,σ,δ′
∣∣∣∣
ε=0
= u+κjλ,vj ,ιj ,δ′ for j = 1, 2, 3,
where we recall from Section 4 that u+κjλ,vj ,ιj ,δ′ is the unique solution to equation (2.1)
subject to the source f+κjλ,vj ,ιj ,δ′ and is close, in the sense of the estimate (4.7), to the
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real part of the Gaussian beam solutions of forms (5.5) supported in a δ′-neighborhood
of the light ray γvj with j = 1, 2, 3.
Finally, we define for each small δ′ > 0 and σ ∈ Σv0,v1 , the analytical data Dquasiσ,δ′
by the expression
(5.9) Dquasiσ,δ′ = lim
λ→+∞
λ
n−3
2
∫
Ωout
f−κ0λ,v0,ι0,δ′
∂3
∂ε1∂ε2∂ε3
uquasiε,λ,σ,δ′
∣∣∣∣
ε=0
dVg,
where we recall that uquasiε,λ,σ,δ′ is the unique solution to (1.3) subject to the source
F quasiε,λ,v,δ′ given by (5.8). Let us emphasize that the knowledge of the source-to-solution
map, N , determines the analytical data Dquasiσ,δ′ . We have the following theorem.
Theorem 5.2. Let v0 ∈ L+Ωout and v1 ∈ L+Ωin be such that (5.2) holds. The
following statements hold:
(i) If Dquasiσ,δ′j
6= 0 for some σ ∈ Σv0,v1 and a sequence {δ′j}∞j=1 converging to zero,
then there exists an intersection point y ∈ ←−γv0 ∩
⋂3
j=1
−→γvj .
(ii) Let v2, v3 ∈ L+Ωin. Assume that γvj , j = 0, 1, 2, 3, are distinct and there
exists a point y ∈ ←−γv0 ∩
⋂3
j=1
−→γvj . Moreover, assume that y = γv0(s0) with
s0 ∈ (−ρ(v0), 0] and y = γvj(sj) for all j = 1, 2, 3, with sj ∈ [0, ρ(vj)). Denote
ξj = γ˙vj(sj) for j = 0, 1, 2, 3 and assume that ξ0 ∈ span(ξ1, ξ2, ξ3). Then, there
exists κj ∈ R \ {0} and ιj ∈ T , j = 0, 1, 2, 3 such that Dquasiσ,δ′ 6= 0 for all δ′
sufficiently small.
We prove Theorem 5.2 in Section 5.4. Observe that as an immediate corollary of
Theorem 5.2 it follows that the relation
Rquasi-lin = {(v0, v1, v2, v3) ∈ L+Ωout × (L+Ωin)3 : γvj ’s are pair-wise not identical,
there are κj ∈ R \ {0} and ιj ∈ T , j = 0, 1, 2, 3,
s.t for all small δ′ > 0, Dquasiσ,δ′ 6= 0 where σ = (v0, κ0, ι0, . . . , v3, κ3, ι3)},
is a three-to-one scattering relation, that is to say, it satisfies (R1) and (R2) in
Definition 1.2. Therefore, since the source-to-solution map N determines Rquasi,
the first part of Theorem 1.1, that is the recovery of the topological, differential and
differential structure of D from the source-to-solution map N , follows immediately
from combining Theorem 5.2 and Theorem 1.3.
5.3. Proof of Theorem 5.1. Note that by expression (2.6) in Section 2.2, the source-
to-solution map L determines the knowledge of the expression
Iλ,σ,δ′,f =
∫
M
u−κ0λ,v0,ι0,δ′u
+
κ1λ,v1,ι1,δ′u
+
κ2λ,v2,ι2,δ′u
+
κ3λ,v3,ι3,δ′ u
m−3
f dVg,
where we recall that the notations u±κjλ,vj ,ιj ,δ′ are as defined in Section 5. Recall also
that the function u+κjλ,vj ,ιj ,δ′ , j = 1, 2, 3 (respectively u
−
κ0λ,v0,ι0,δ′) is close in the sense
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of (4.7) (respectively (4.9)) to the Gaussian beams U (j)κjλ = Uκjλ,vj ,ιj ,δ′ (respectively
U (0)κ0λ = Uκ0λ,v0,ι0,δ′). Finally, the function uf is the unique solution to (2.1) subject to
the source f ∈ C∞c (Ωin). Note also that by (2.6), there holds:
D semiσ,δ′,f = −m! lim
λ→∞
λ
n+1
2 Iλ,σ,δ′,f .
Next, we observe from the definitions (3.5) that the Gaussian beams U (j)κjλ, j =
0, 1, 2, 3 satisfy the uniform bounds
(5.10) ‖U (j)κjλ‖L∞((−T,T )×M0) 6 Cj,
for some constants Cj independent of λ. Together with the estimates (4.7)–(4.9), it
follows that
λ
n+1
2 Iλ,σ,δ′,f = λn+12
∫
M
ζ+,v0,δ′<U (0)κ0λ
(
3∏
j=1
ζ−,vj ,δ′<U (j)κjλ
)
um−3f dVg +O(λ−1),
which implies that
(5.11) D semiσ,δ′,f = −m! lim
λ→∞
λ
n+1
2
∫
M
ζ+,v0,δ′<U (0)κ0λ
(
3∏
j=1
ζ−,vj ,δ′<U (j)κjλ
)
um−3f dVg.
Note that given δ′ > 0 sufficiently small, the latter integrand is supported on a
compact subset of De (see (1.8)).
Before proving Theorem 5.1, we state the following lemma.
Lemma 5.3. Given any point p in M that lies on a null geodesic −→γv with v ∈ L+Ωin,
there exists a real valued source f ∈ C∞c (Ωin), such that the solution uf to (2.1) with
source f satisfies
uf (p) 6= 0.
Proof. Let p = γv(s) for some v = (q, ξ) ∈ L+Ωin and some s > 0. Let y =
(y0, y1, . . . , yn) denote the Fermi coordinate system in a tubular neighborhood of
γ and note that p = (s, 0). We consider for each λ > 0, ι ∈ T and δ′ small, the
Gaussian beam Uλ of order N = d3n2 e + 8, near the geodesic γ that is fixed by the
choices λ, δ′ and ι (see Section 4). Next, consider the source f = f+λ,v,ι,δ′ and recall
that the solution u = u+λ,v,ι,δ′ to equation (2.1) with source term f is asymptotically
close to Uλ in the sense of (4.7). Together with the explicit expressions (3.5), we
deduce that
u(p) = u(s, 0) = a0,0(s) +O(λ−1).
Recalling the expression for the principal amplitude term a0,0 (see (3.7)), we deduce
that there exists ι ∈ T such that a0,0(s) = 1. The claim follows trivially with this
choice of ι and λ sufficiently large. 
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5.3.1. Proof of statement (i) in Theorem 5.1. We assume that D semiσ,δ′,f 6= 0 for some
σ = (v0, κ0, ι0, . . . , v3, κ3, ι3) ∈ Σv0,v1 and f ∈ C∞c (Ωin) and a family of δ′’s converging
to zero. First, observe that the corresponding null geodesics γvj with j = 0, 1, 2, 3
must simultaneously intersect at least once on De, since otherwise the support of
the amplitude functions A
(j)
κjλ
in the expression (5.11) become disjoint sets for all
sufficiently small δ′. Subsequently, the integrand in (5.11) vanishes independent of
the parameter λ implying that D semiσ,δ′,f = 0 for all δ
′ small. Let A = {y1, . . . , yN}
denote the set of intersection points of the four null geodesics γvj , j = 0, 1, 2, 3 on
De. In terms of the set A, we observe that given δ′ sufficiently small, the expression
(5.11) reduces as follows:
(5.12) D semiσ,δ′,f = −m! lim
λ→∞
λ
n+1
2
N∑
`=1
∫
U`
ζ+,v0,δ′<U (0)κ0λ
(
3∏
j=1
ζ−,vj ,δ′<U (j)κ1λ
)
uf dVg,
where U`, ` = 1, . . . , N, is a small open neighborhood of the point y` in De that
depends on δ′.
To complete the proof of statement (i), we need to show that there is a point
y ∈ A that satisfies the more restrictive casual condition y ∈ ←−γv0 ∩
⋂3
j=1
−→γvj . It is
straightforward to see that if y` /∈ ←−γv0 ∩
⋂3
j=1
−→γvj for some ` = 1, . . . , N , then∫
U`
ζ+,v0,δ′<U (0)κ0λ
(
3∏
j=1
ζ−,vj ,δ′<U (j)κ1λ
)
dVg = 0,
for all δ′ sufficiently small. Indeed, this follows from the definitions of the cut-off
functions ζ+,v0,δ′ and ζ−,vj ,δ′ , j = 1, 2, 3, see (4.4)–(4.5). Since D
semi
σ,δ′,f 6= 0 for a
sequence {δ′k}∞k=1 converging to zero by the hypothesis (i) of the theorem, it follows
that there must exists a point y ∈ A such that y ∈ ←−γv0 ∩
⋂3
j=1
−→γvj .
5.3.2. Proof of statement (ii) in Theorem 5.1. We are assuming here that
(v0, v1, v2, v3) ∈ L+Ωout × (L+Ωin)3
satisfies the hypothesis of statement (ii) and want to prove that there exists a real
valued function f ∈ C∞c (Ωin), and κj ∈ R \ {0} and ιj ∈ T with j = 0, 1, 2, 3 such
that given
σ = (v0, κ0, ι0, . . . , v3, κ3, ι3),
and all δ′ > 0 sufficiently small, there holds:
D semiσ,δ′,f 6= 0.
Let us first emphasize that given the hypothesis of statement (ii), there is a unique
point y ∈ ←−γv0 ∩
⋂3
j=1
−→γvj . To see this, we suppose for contrary that there is another
distinct point y˜ ∈ ←−γv0 ∩
⋂3
j=1
−→γvj . If y˜ ≤ y, then there exists a broken path consisting
of null geodesics that connects one of the points pi(vj), j = 1, 2, 3, to the point
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y. Together with [61, Proposition 10.46] we obtain that τ(pi(vj), y) > 0 yielding a
contradiction since y = γvj(sj) with sj ∈ [0, ρ(vj)). In the alternative case that y ≤ y˜,
there exists a broken path consisting of null geodesics that connects the point y to
the point pi(v0). Together with [61, Proposition 10.46] we obtain that τ(y, pi(v0)) > 0
yielding a contradiction since y = γv0(s0) with s0 ∈ (−ρ(v0), 0].
Next, we observe that given δ′ sufficiently small together with the fact that y ∈←−γv0 ∩
⋂3
j=1
−→γvj , the expression (5.11) reduces as follows:
(5.13) D semiσ,δ′,f = −m! lim
λ→∞
λ
n+1
2
∫
M
(
3∏
j=0
<U (j)κ1λ
)
um−3f dVg.
We will use the method of stationary phase to analyze the product of the four Gaussian
beams in (5.13). Let us begin by considering the unique point y ∈ ←−γv0 ∩
⋂3
j=1
−→γvj . We
choose the real valued function f ∈ C∞c (Ωin) such that uf (y) 6= 0. This is possible
thanks to Lemma 5.3. Next, we choose the non-zero constants κ0, . . . , κ3, so that
(5.14)
3∑
j=0
κj γ˙vj(sj) = 0,
where γvj(sj) = y. Recall that these constants exist by our assumption that the
tangents to γvj are linearly dependent at y. That the constants κj, j = 0, 1, 2, 3 are
all non-zero follows from the fact that any three pair-wise linearly independent null
vectors are linearly independent.
We consider the four families of Gaussian beams along the geodesics γvj , j =
0, 1, 2, 3, as in (5.5). We choose the initial datum ιj ∈ T for the initial values
(Y (j)(0), Z(j)(0)) governing ODEs of the matrices Y (j)(s) and Z(j)(s), so that
(5.15) Y (j)(sj) = I and Z
(j)(sj) = i I,
where we recall that γvj(sj) = y. Note in particular that given this choice of ιj ∈ T ,
j = 0, 1, 2, 3, there holds:
(5.16) a
(j)
0,0(y) = 1 for j = 0, 1, 2, 3.
In the remainder of the proof, we show that given the function f and the tuplet
σ = (v0, κ0, ι0, . . . , v3, κ3, ι3) constructed as above and all δ
′ > 0 sufficiently small,
there holds D semiσ,δ′,f 6= 0.
It can be easily verified from the choice of the parametrization (3.1), Lemma 3.1
and the expression for the phase function given by (3.7), that
(5.17) γ˙vj(s) = ∇gφ(j)|γvj (s) = ∇gφ¯(j)|γvj (s) for j = 0, 1, 2, 3.
Let us define
(5.18) S(x) := Φ(0)(x) + Φ(1)(x) + Φ(2)(x) + Φ(3)(x),
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where
(5.19) Φ(j)(x) =
{
κjφ
(j)(x) if κj > 0,
κjφ¯
(j)(x) if κj < 0.
We have the following lemma.
Lemma 5.4. Suppose that y =←−γv0 ∩
⋂3
j=1
−→γvj and that (5.14) holds. Let S be defined
by (5.18) and denote by d an auxiliary Riemannian distance function on M . There
holds:
(i) S(y) = 0.
(ii) ∇gS(y) = 0.
(iii) =S(y˜) > a d(y˜, y)2 for all points y˜ in a neighborhood of y. Here a > 0 is a
constant.
We refer the reader to [21, Lemma 5] for the proof of this lemma.
Lemma 5.5. Suppose that y = ←−γv0 ∩
⋂3
j=1
−→γvj and that (5.14) holds. Let S be
defined by (5.18) and let F ∈ C1(M) be compactly supported in a sufficiently small
neighborhood of the point y. There holds:
lim
λ→∞
λ
n+1
2
∫
M
eiλS(x)F (x) dVg = C0 F (y),
where C0 ∈ C only depends on (M, g) and c0 = <C0 6= 0.
Proof. We fix a coordinate system (x0, . . . , xn) in a small neighborhood about the
point y, so that y = (0, . . . , 0). By Lemma 5.4, there holds:
S(x) =
n∑
j,k=0
Qjkx
jxk +R(x),
where |R(x)| = O(|x|3) and the matrix Q = (Qjk)nj,k=0 has a positive definite imagi-
nary part. We assume that F is supported in a sufficiently small neighborhood U of
the point y, so that
=S(x) > 1
2
(
n∑
j,k=0
=Qjkxjxk) > C|x|2 on U,
for some C > 0 that depends on (M, g). Next, we note that:∣∣∣∣∫
U
(F (x)− F (0))eiλS(x) dVg
∣∣∣∣ 6 ∫
U
|F (x)− F (0)|e−Cλ|x|2 |det g| 12 dx
6 ‖F‖C1(M)
∫
U
|x|e−Cλ|x|2 |det g| 12 dx . λ−n+12 λ− 12 .
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Therefore,
lim
λ→∞
λ
n+1
2
∫
M
eiλS(x)F (x) dVg = F (0) |det g(0)|
1
2 lim
λ→∞
λ
n+1
2
∫
U
eiλ
∑n
j,k=0 Qjkx
jxk dx
= C0F (y),
where we applied the method of stationary phase in the last step, see e.g. Theorem
7.7.5 in [28]. 
Let us now return to the expression (5.13) and note that it reduces as follows:
(5.20) lim
λ→∞
λ
n+1
2 Iλ,σ,δ′,f = lim
λ→∞
λ
n+1
2
∫
M
um−3f <U (0)κ0λ<U
(1)
κ1λ
<U (2)κ2λ<U
(3)
κ3λ
dVg
= lim
λ→∞
2−4λ
n+1
2
∑
`0,`1,`2,`3=1,2
∫
M
um−3f ϑ`0(U (0)κ0λ)ϑ`1(U
(1)
κ1λ
)ϑ`2(U (2)κ2λ)ϑ`3(U
(3)
κ3λ
) dVg,
where
ϑ1(z) = z and ϑ2(z) = z¯, for all z ∈ C.
Lemma 5.6. Given σ ∈ Σv0,v1, with y = ←−γv0 ∩
⋂3
j=1
−→γvj , the choice of κ0, . . . , κ3
satisfying (5.14) and the initial data ι0, . . . ι3 ∈ T satisfying (5.15), there holds:
D semiσ,δ′,f = lim
λ→∞
2−3λ
n+1
2 <
(∫
M
um−3f U (0)κ0λU
(1)
κ1λ
U (2)κ2λU
(3)
κ3λ
dVg
)
.
Proof. Observe that the summation in expression (5.20) contains 16 terms and we
are claiming that only two terms here contribute in the limit as λ approaches infinity,
when (`0, `1, `2, `3) ∈ {(1, 1, 1, 1), (2, 2, 2, 2)}. To see that the other terms do not
contribute, we note that
(5.21)
∫
M
um−3f
3∏
j=0
ϑ`j(U (j)κjλ) dVg =
∫
M
um−3f e
iλS`0,`1,`2,`3 (
3∏
j=0
ϑ`j(B
(j)
κjλ
)) dVg,
where S`0`1`2`3 =
∑3
j=0 ϑ`j(κjΦ
(j)) and
(5.22) B
(j)
κjλ
(x) =
{
A
(j)
κjλ
(x) if κj > 0,
A¯
(j)
κjλ
(x) if κj < 0.
We observe that since y is the only point of the intersection between the four
null geodesics γvj in De ⊂ (−T, T ) ×M0, the integral above is supported in a small
neighborhood of the point y. It is easy to see verify that
S1,1,1,1 = S and S2,2,2,2 = S¯,
where S is as defined in (5.18). Thus, by Lemma 5.4 there holds:
∇gS`0,`1,`2,`3(p) = 0 for (`0, `1, `2, `3) ∈ {(1, 1, 1, 1), (2, 2, 2, 2)}.
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Moreover, using the identity (5.17) together with the fact that any three pair-wise
linearly independent null vectors must be linearly independent (see Lemma 6.21), we
conclude that
∇gS`0,`1,`2,`3(p) 6= 0 for (`0, `1, `2, `3) /∈ {(1, 1, 1, 1), (2, 2, 2, 2)}.
This implies that for all (`0, `1, `2, `3) /∈ {(1, 1, 1, 1), (2, 2, 2, 2)}, the phase function
S`0,`1,`2,`3 appearing in (5.21) does not have a critical point. Thus, we can repeatedly
use integration by parts to conclude that:
lim
λ→∞
∫
M
eiλS`0,`1,`2,`3 (
3∏
j=0
ϑ`j(B
(j)
κjλ
))um−3f dVg = O(λ−∞),
whenever (`0, `1, `2, `3) /∈ {(1, 1, 1, 1), (2, 2, 2, 2)}. Thus, by combining the above ar-
guments we obtain:
D semiσ,δ′,f = 2
−4 lim
λ→∞
λ
n+1
2
(∫
M
um−3f
3∏
j=0
U (j)κjλ dVg +
∫
M
um−3f
3∏
j=0
U (j)κjλ dVg
)
= 2−3 lim
λ→∞
λ
n+1
2 <
∫
M
(
3∏
j=0
U (j)κjλ
)
um−3f dVg.

Using Lemma 5.6 we conclude that the expression for Dσ,δ′ reduces to
D semiσ,δ′,f = 2
−3<
(
lim
λ→∞
λ
n+1
2
∫
M
eiλS(x)um−3f (x)B
(0)
κ0λ
(x)B
(1)
κ1λ
(x)B
(2)
κ2λ
(x)B
(3)
κ3λ
(x) dVg
)
.
Note that thanks to (5.16), there holds:
(5.23) B
(j)
κjλ
(y) = 1, for j = 0, 1, 2, 3.
We expand the amplitudes a
(j)
κjλ
in the expressions for B
(j)
κjλ
in terms of the functions
a
(j)
k as in (3.5), and apply Lemma 5.4 together with the method of stationary phase
(see e.g. Theorem 7.7.5 in [28]) to (5.13), term-wise after this expansion. Using the
key hypothesis (5.23) together with Lemma 5.5, we conclude that
D semiσ,δ′,f = c0uf (y),
where c0 is a non-zero real constant as given by Lemma 5.5 and y is the unique
intersection point given in hypothesis (ii) of the Theorem. Note that the application
of Lemma 5.5 is justified here since the product of the four amplitude functions is
supported in a small neighborhood of y that depends on the parameter δ′ and so the
hypothesis of Lemma 5.5 is satisfied for δ′ sufficiently small. Finally, since uf (y) 6= 0,
it follows that D semiσ,δ′,f 6= 0 thus completing the proof of Theorem 5.1.
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5.4. Proof of Theorem 5.2. Applying the linearization argument in Section 2.2, we
deduce that the source-to-solution mapN determines the knowledge of the expression
I˜λ,σ,δ′ =
∫
M
Tr(hg−1)u0 (u1u2f3 + u2u3f1 + u3u1f2) dVg
+ 2
∫
M
(u1u2〈∇gu3,∇gu0〉h + u2u3〈∇gu1,∇gu0〉h + u3u1〈∇gu2,∇gu0〉h) dVg
−
∫
M
Tr(hg−1) (u1u2〈∇gu3,∇gu0〉g + u2u3〈∇gu1,∇gu0〉g + u3u1〈∇gu2,∇gu0〉g) dVg,
where uj = u
+
κjλ,vj ,δ′ for j = 1, 2, 3 and u0 = u
−
κ0λ,v0,ι0,δ′ . Also, f0 = f
−
κ0λ,v0,ι0,δ′ and
fj = f
+
κjλ,vj ,ιj ,δ′ for j = 1, 2, 3. Note also that
Dσ,δ′ = lim
λ→∞
λ
n−3
2 I˜λ,σ,δ′ .
The proof of (i) in Theorem 5.2 is exactly as the proof of (i) in Theorem 5.1. To show
(ii), we proceed as before by showing that if there is a point y ∈ ←−γv0 ∩
⋂3
j=1
−→γvj that
satisfies the hypothesis of statement (ii), then there exists κj ∈ R \ {0} and ιj ∈ T ,
such that Dquasiσ,δ′ 6= 0, for all δ′ sufficiently small and σ = (v0, κ0, ι0, . . . , v3, κ3, ι3).
Observe that using the same argument as in the preceding section, we can show
that there is a unique point in ←−γv0 ∩
⋂3
j=1
−→γvj . Again, analogously to the previous
section we observe that since the tangent vectors to γvj , j = 1, 2, 3, are linearly
dependent at the point y, there exists non-zero constants κ0, κ1, κ2, κ3 such that the
linear dependence equation (5.14) holds at the point y. We also choose ιj ∈ T such
that (5.15) holds at the point y and subsequently define the Gaussian beams along
the geodesics γvj , j = 0, 1, 2, 3, as in (5.5). Recall that due to the choice of initial
conditions given by (5.15), the amplitude functions satisfy (5.16).
We proceed to show that given this choice of σ, there holds Dquasiσ,δ′ 6= 0 for all δ′
small. This will be achieved by proving the following three estimates:
(5.24) lim
λ→∞
λ
n−3
2
∫
M
Tr(hg−1)u0 (u1u2f3 + u2u3f1 + u3u1f2) dVg = 0,
and
(5.25)
lim
λ→∞
λ
n−3
2
∫
M
Tr(hg−1)(u1u2〈∇gu3,∇gu0〉g + u2u3〈∇gu1,∇gu0〉g
+ u3u1〈∇gu2,∇gu0〉g) dVg = 0,
and finally that
(5.26) lim
λ→∞
λ
n−3
2
∫
M
(u1u2〈∇gu3,∇gu0〉h + u2u3〈∇gu1,∇gu0〉h
+ u3u1〈∇gu2,∇gu0〉h) dVg = c0 κ20 h(γ˙(0)(s0), γ˙(0)(s0)),
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where c0 is a non-zero constant depending on the geometry (M, g). Note that by
assumption (ii) on the family of metrics Gz, h is non-degenerate on null-vectors and
therefore the right hand side of the above expression is non-zero. Thus, it follows
from the above three estimates that Dquasiσ,δ′ is non-zero.
Let us begin by showing that (5.24) holds. Using the estimates (4.7)–(4.9) together
with the uniform boundedness of Gaussian beams in λ (see (5.10)) and the estimate
(4.11), it follows that∣∣∣∣∫
M
Tr(hg−1)u0 (u1u2f3 + u2u3f1 + u3u1f2) dVg
∣∣∣∣
. ‖u0‖C(V )(‖u1‖C(V )‖u2‖C(V )‖f3‖C(V ) + ‖u2‖C(V )‖u3‖C(V )‖f1‖C(V )
+ ‖u3‖C(V )‖u1‖C(V )‖f2‖C(V )) . λ1−n2 ,
where V = J−(supp f0) ∩
⋃3
j=1 J
+(supp fj) is compact and lies inside (−T, T ) ×M0
by the hypothesis of Theorem 1.1.
Next, we show that (5.25) holds. We use again the estimates (4.7)–(4.9) together
with the uniform boundedness of Gaussian beams in λ (see (5.10)) to write:
∫
M
Tr(hg−1)u1u2〈du3, du0〉g dVg
= 2−4
∑
`0,...,`3=1,2
∫
M
Tr(hg−1)ϑ`j(U (1)κ1λ)ϑ`j(U
(2)
κ2λ
)〈ϑ`j(∇gU (3)κ3λ), ϑ`j(∇gU
(0)
κ0λ
)〉g dVg
+O(λ−1λ−n−32 ).
Here, recalling (5.17) and applying property (ii) in Lemma 5.4 together with a similar
argument as in the proof of Lemma 5.6, we can show that as λ approaches infinity,
only two terms in the above sum contribute so that
lim
λ→∞
λ
n−3
2
∫
M
Tr(hg−1)u1u2〈∇gu3,∇gu0〉g dVg
= 2−3<
(
lim
λ→∞
λ
n−3
2
∫
M
Tr(g−1h)U (1)κ1λU
(2)
κ2λ
〈∇gU (3)κ3λ,∇gU
(0)
κ0λ
〉g dVg
)
.
Here, using the defining expressions (5.5) and (5.18) together with the uniform
boundedness of Gaussian beams in the parameter λ (see (5.10)), we write
U (1)κ1λU
(2)
κ2λ
〈∇gU (3)κ3λ,∇gU
(0)
κ0λ
〉g = eiλS(x)
(
−λ2〈∇gΦ(3),∇gΦ(0)〉g
3∏
j=0
B
(j)
κjλ
+O(λ)
)
,
INVERSE PROBLEMS IN LORENTZIAN GEOMETRIES 33
where B
(j)
κjλ
are defined as in (5.22). Using this identity, together with (5.16) and
Lemma 5.5 we obtain that:
lim
λ→∞
λ
n−3
2
∫
M
Tr(hg−1)u1u2〈∇gu3,∇gu0〉g dVg
= −2−3 lim
λ→∞
λ
n+1
2 <
∫
M
Tr(hg−1)eiλS〈∇gΦ(3),∇gΦ(0)〉g dVg
= −2−3c0 Tr(g−1(y)h(y))〈∇gΦ(3)(y),∇gΦ(0)(y)〉g(y),
where we recall that c0 6= 0 is as given by Lemma 5.5. Thus, adding the contributions
from the other two terms in (5.25), we deduce that:
lim
λ→∞
λ
n−3
2
∫
M
Tr(hg−1)(u1u2〈∇gu3,∇gu0〉g + u2u3〈∇gu1,∇gu0〉g
+ u3u1〈∇gu2,∇gu0〉g) dVg
= −2−3c0 Tr(g−1(y)h(y))
(
3∑
j=1
〈∇gΦ(3)(y),∇gΦ(0)(y)〉g(y)
)
= −2−3c0 Tr(g−1(y)h(y)) 〈
3∑
j=1
∇gΦ(3)(y)︸ ︷︷ ︸
−∇gΦ(0)(y)
,∇gΦ(0)(y)〉g(y)
= 2−3c0 Tr(g−1(y)h(y))〈∇gΦ(0)(y),∇gΦ(0)(y)〉g(y) = 0,
where we used property (ii) in Lemma 5.4 to get the last step and there we applied
(5.17) and the fact that γv0 is a null geodesic.
Finally, we proceed to prove the remaining estimate (5.26). Note that analogously
to the proof of (5.25), there holds:
lim
λ→∞
λ
n−3
2
∫
M
u1u2〈∇gu3,∇gu0〉h dVg
= 2−3<
(
lim
λ→∞
λ
n−3
2
∫
M
U (1)κ1λU
(2)
κ2λ
〈∇gU (3)κ3λ,∇gU
(0)
κ0λ
〉h dVg
)
.
Now, using the expression
U (1)κ1λU
(2)
κ2λ
〈∇gU (3)κ3λ,∇gU
(0)
κ0λ
〉g = eiλS(x)
(
−λ2〈∇gΦ(3),∇gΦ(0)〉h
3∏
j=0
B
(j)
κjλ
+O(λ)
)
,
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together with Lemma 5.5 and the key identity (5.16), we obtain:
lim
λ→∞
λ
n−3
2 u1u2〈∇gu3,∇gu0〉h dVg
= −2−3 lim
λ→∞
λ
n+1
2 <
∫
M
eiλS〈∇gΦ(3),∇gΦ(0)〉h dVg
= −2−3c0〈∇gΦ(3)(y),∇gΦ(0)(y)〉h(y),
where we recall that c0 6= 0 is as given by Lemma 5.5. Finally, adding the analogous
contributions from the remaining two terms in (5.26), we obtain
lim
λ→∞
λ
n−3
2
∫
M
(u1u2〈∇gu3,∇gu0〉h + u2u3〈∇gu1,∇gu0〉h
+ u3u1〈∇gu2,∇gu0〉h) dVg = −2−3c0 〈
3∑
j=1
∇gΦ(j)(y)︸ ︷︷ ︸
−∇gΦ(0)(y)
,∇gΦ(0)(y)〉h(y)
= 2−3c0〈∇gΦ(0)(y),∇gΦ(0)(y)〉h(y) 6= 0,
where we used property (ii) in the definition of the tensor G(x, z) in the last step.
This concludes the proof of the Theorem 5.2.
6. On globally hyperbolic manifolds
We start the geometric part of our analysis, first considering (in this section) the
geometric notations and results that will be used to prove Theorem 1.3. As before,
we assume (M, g) to be a globally hyperbolic Lorentzian manifold of dimension 1 +n
with n > 2. We write ≤ and  for the causal and chronological relations, and τ for
the time separation function. Recall that ≤ is closed,  is open and τ is continuous,
see e.g. [61, Lemmas 3 (p. 403), 21–22 (p. 412)]. Occasionally we will consider causal
relations on a subset Ω ⊂ M , and we say that x ≤ y in Ω if there is a causal future
pointing path from x to y, staying in Ω, or if x = y. Analogously, x y in Ω if there
is a timelike future pointing path from x to y, staying in Ω.
The next short cut argument, see [61, Prop. 46 (p. 294)], will be very useful in
what follows.
Lemma 6.1. If there is a future pointing causal path from x to y on M that is not a
null pregeodesic then x y.
To simplify the notations we often lift functions and relations from M to TM
by using the natural projection pi : TM → M . For example, we write v ≤ w if
pi(v) ≤ pi(w), and τ(v, w) = τ(pi(v), pi(w)), for v, w ∈ TM . The bundle of lightlike
vectors is denoted by LM , and L+M and L−M are the future and past pointing
subbundles. We define the causal bundle (with boundary)
CM = {v ∈ TM : v is causal},
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and write again C+M and C−M for the future and past pointing subbundles. When
K ⊂ M , we write LK = {(x, ξ) ∈ LM : x ∈ K} and use the analogous notation for
other bundles as well.
We denote by γv : (a, b)→M the inextendible geodesic on M with the initial data
v ∈ CM and write
βv : (a, b)→ TM, βv(s) = (γv(s), γ˙v(s)).
Then βv(0) = v and a < 0 < b.
6.1. Compactness results. For p, q ∈ M the causal future and past of p and q,
respectively, are
J+(p) = {x ∈M : p ≤ x}, J−(q) = {x ∈M : x ≤ q}.
The causal diamonds
J+(p) ∩ J−(q) = {x ∈M : p ≤ x ≤ q}(6.1)
are compact. More generally, we write J±(S) =
⋃
x∈S J
±(x) for a set S ⊂ M . If
K1, K2 ⊂ M are compact, then also J+(K1) ∩ J−(K2) is compact. Indeed, writing
K = K1 ∪ K2, this follows from J+(K) ∩ J−(K) being compact, and both J+(K1)
and J−(K2) being closed, see [32, Th. 2.1 and Prop. 2.3].
The fact that (M, g) is not assumed to be geodesically complete causes some techni-
cal difficulties. We will typically handle these issues by working in a compact subset.
We have the following variation of [9, Lem. 9.34]:
Lemma 6.2. Let K ⊂ M be compact and suppose that vj → v in C+K, sj → s > 0
in R and that γvj(sj) ∈ K. Then the inextendible geodesic γv : (a, b) → M satisfies
b > s.
Proof. As K is compact, by passing to a subsequence, still denoted by (vj, sj), we
may assume that γvj(sj)→ x in K. Let x˜ ∈M satisfy x x˜. To get a contradiction,
suppose that b ≤ s. Let 0 < t < b. Then γv(t) = limj→∞ γvj(t) and for large j it
holds that γvj(t) ≤ γvj(sj) x˜. As the relation ≤ is closed, it follows that γv(t) ≤ x˜
for 0 < t < b. Now the future inextendible causal curve γv(t), 0 < t < b, never leaves
the compact set J+(p) ∩ J−(q) where p = pi(v) and q = x˜. This is a contradiction
with [61, Lem. 13, p. 408]. 
Lemma 6.3. Let K ⊂M be compact. The exit function
R(v) = sup{s > 0 : γv(s) ∈ K}, v ∈ C+K.
is finite and upper semi-continuous.
Proof. Finiteness follows from [61, Lem. 13 (p. 408)]. Suppose that vj → v in C+K
and that tj := R(vj)→ t for some t > 0. The upper semi-continuity t ≤ R(v) follows
from the convergence γvj(tj)→ γv(t) in K, that again follows from Lemma 6.2. 
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Lemma 6.4. Suppose that vj → v in C+M . If a sequence sj > 0, j ∈ N, satisfies
γvj(sj)→ y for some y ∈M , then sj converges.
Proof. We write pi(v) = x, pi(vj) = xj and γvj(sj) = yj. Let X and Y be bounded
neighborhoods of x and y, respectively, and write K = J+(X) ∩ J−(Y ). Then we
have xj, yj ∈ K for large j. Now Lemma 6.3 implies that sj < R(vj) ≤ R(v) + 1
for large j, where R is the exit function of K. Write t+ = lim supj→∞ sj and t
− =
lim infj→∞ sj. These are both finite. There are subsequences s±jk converging to t
± and
γvjk (s
±
jk
)→ γv(t±) = y. Now t− = t+ by global hyperbolicity. 
The analogues of Lemmas 6.2–6.4 hold also for past pointing vectors.
6.2. Cut function. The cut function is defined by
ρ(v) = sup{s > 0 : τ(v, βv(s)) = 0}, v ∈ L+M.
We define ρ(v) also for v ∈ L−M by the above expression but with respect to the
opposite time orientation. It follows from the definition of ρ and Lemma 6.1 that if
γv(s) is well-defined for some s > ρ(v), then there is a timelike path from γv(0) to
γv(s). On the other hand, [9, Lem. 9.13] implies the following:
Lemma 6.5. The geodesic segment along γv, with v ∈ L+M , is the only causal path
from γv(0) to γv(s) for s < ρ(v) up to a reparametrization.
The following two lemma is a variant of [9, Prop. 9.7].
Lemma 6.6. The cut function ρ : L+M → [0,∞] is lower semi-continuous.
Proof. Suppose that vj → v in L+M and write tj = ρ(vj). We need to show that
if tj → t for some t > 0 then t > ρ(v). To get a contradiction, suppose that the
opposite holds. Then there is δ > 0 such that t+ δ < ρ(v). In particular, γv(t+ δ) is
well-defined, and this implies that also γvj(tj + δ) is well-defined for large j. Writing
xj = pi(vj) and yj = γvj(tj + δ), there holds τ(xj, yj) > 0 since tj + δ > ρ(vj). We
write also (x, ξ) = v and y = γv(t + δ). Then xj → x and yj → y. Let X be a
bounded neighborhood of x and define K = X.
Let us choose an auxiliary Riemannian metric on M and denote by SM the unit
sphere bundle with respect to that metric. By [61, Prop. 19, p. 411] there is a timelike
geodesic from xj to yj. We may reparametrize this geodesic to obtain timelike ξj in
C+xjK ∩ SxjM and sj > 0 satisfying γxj ,ξj(sj) = yj. As C+K ∩ SM is compact, by
passing to a subsequence, we may assume that ξj → ξ˜ for some ξ˜ ∈ C+x K ∩ SxM .
Lemma 6.4 implies that sj → s for some s > 0.
If there is no c ∈ R such that ξ˜ = cξ, then there are two distinct causal geodesics
from x to y. This is a contradiction in view of Lemma 6.5 since x = pi(v), y = γv(t+δ)
and t+ δ < ρ(v).
Suppose now that there is c ∈ R such that ξ˜ = cξ. Then (xj, c−1ξj) → v and
csj → t + δ. None of the points γv(r), 0 ≤ r ≤ t + δ, is conjugate to x along γv
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by [9, Th. 10.72], and the map s 7→ γv(s) is injective due to global hyperbolicity.
Hence there is a neighborhood U of [0, t+δ]v such that pi×exp is injective on U . But
tjvj, (xj, sjξj) ∈ U for large j and both are mapped to (xj, yj). This is a contradiction
since the former lightlike and the latter is timelike. 
The following lemma is a variant of [9, Prop. 9.5].
Lemma 6.7. Let vj → v in L+M and ρ(vj) → t in R. Suppose that γv(t) is well-
defined, that is to say, t 6 R(v). Then ρ(v) = t.
Proof. Lower semi-continuity of ρ implies that ρ(v) ≤ t. To get a contradiction
suppose there is δ > 0 such that ρ(v) + δ < t. Then ρ(v) + δ < ρ(vj) for large j. We
are lead to the contradiction
τ(v, βv(ρ(v) + δ)) = lim
j→∞
τ(vj, βvj(ρ(v) + δ)) = 0.

The analogues of Lemmas 6.5–6.7 hold also for past pointing vectors. Moreover,
the cut function has the following symmetry.
Lemma 6.8. Let v ∈ L+M and suppose that γv(ρ(v)) is well-defined. Then
ρ(−βv(ρ(v))) = ρ(v).
Proof. Write w = −βv(ρ(v)). To get a contradiction suppose that ρ(w) < s < ρ(v).
Then there is a past pointing timelike path from γw(0) to γw(s), a contradiction with
τ(v, w) = 0. To get a contradiction suppose that ρ(v) < ρ(w). For small  > 0
the vector w˜ = −βv(ρ(v) + ) is well-defined. Moreover, lower semi-continuity of ρ
implies that ρ(v) +  < ρ(w˜) for small enough  > 0. Lemma 6.5 implies then that γw˜
is the only causal path from γw˜(0) to γw˜(ρ(v) + ) = pi(v). Therefore τ(v, w˜) = 0, a
contradiction with the definition of w˜. 
The above lemma implies that if γv(s), with s < 0, and γv(ρ(v)) are both well-
defined, then there is a timelike path from γv(s) to γv(ρ(v)).
6.3. Optimizing geodesics and earliest observation functions. We say that
a future pointing causal path γ from x to y on M is optimizing if τ(x, y) = 0.
Equivalently, γ from x to y is optimizing if it is a segment along some inextendible
γv with v ∈ L+M , γv(0) = x and y = γv(s) for some s 6 ρ(v). In the case s = ρ(v)
there may be other optimizing geodesics from x to y, corresponding to different initial
directions at x. One more simple, but nonetheless useful, observation is that if there
is an optimizing path from x to y, then all causal paths from x to y are optimizing.
Below we consider the paths µin : [t
−
1 , t
+
1 ] → M and µout : [s−1 , s+1 ] → M, and to
simplify notations, we assume that
t−1 = s
−
1 = −1, t+1 = s+1 = 1.
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We define for a timelike future pointing path µ : [−1, 1]→M the earliest observa-
tion functions
f+µ (x) = inf{s ∈ (−1, 1) : τ(x, µ(s)) > 0 or s = 1}, x ∈M,
f−µ (x) = sup{s ∈ (−1, 1) : τ(µ(s), x) > 0 or s = −1}, x ∈M.
These functions are continuous [47, Lemma 2.3 (iv)].
Lemma 6.9. Let µ : [−1, 1]→M be a timelike future pointing path. Suppose that x ≤
µ(1) satisfies x 6≤ µ(−1), in other words, x /∈ J−(µ(−1)). Then there is s ∈ (−1, 1]
such that either there is an optimizing causal geodesic from x to µ(s) or x = µ(s). In
both the cases s = f+µ (x).
Proof. We set s = f+µ (x) and y = µ(s). If s = 1 then x ≤ y by the assumption
x ≤ µ(1). On the other hand, if s < 1 also then x ≤ y since the causal relation ≤ is
closed. Hence there is a causal path from x to y or x = y. It remains to show that in
the former case, the path is optimizing. There holds s > −1 since x 6≤ µ(−1). This
again implies that τ(x, y) = 0. 
A variation of the above proof gives:
Lemma 6.10. Let µ : [−1, 1] → M be a timelike future pointing path. Suppose that
µ(−1) ≤ x and µ(1) 6≤ x. Then there is s ∈ [−1, 1) such that either there is an
optimizing causal geodesic from µ(s) to x or x = µ(s). In both the cases s = f−µ (x).
Proof. We set s = f−µ (x) and y = µ(s). If s = −1 then y ≤ x by the assumption
µ(−1) ≤ x. On the other hand, if s > −1 also then y ≤ x since the causal relation
≤ is closed. Hence there is a causal path from y to x or x = y. It remains to show
that the path is optimizing in the former case. There holds s < 1 since µ(1) 6< x and
x 6= y. This again implies that τ(y, x) = 0. 
Lemma 6.11. Let µ : [−1, 1]→ M be a timelike future pointing path, let v ∈ L+M ,
and write f(s) = f+µ (γv(s)). Suppose that µ and γv do not intersect. Then
(1) f is increasing,
(2) if −1 < f(s0) < 1 for some s0 then f is strictly increasing near s0,
(3) if f(s0) = 1 and γv(s0) < µ(1) for some s0 then f is strictly increasing for
s < s0 near s0.
Proof. If there is s > s0 such that f(s) 6 f(s0) and f(s) < 1 then there is a causal
path from γv(s0) to µ(f(s0)) via γv(s) that is not a null pregeodesic and therefore
τ(γv(s0), µ(f(s0))) > 0. If also −1 < f(s0) then τ(γv(s0), µ(f(s0))) = 0, a contradic-
tion. This shows (2), and also that if f(s0) = 1 then f(s) = 1 for s > s0.
If f(s0) = −1, then f(s) = −1 for s < s0. Indeed, there is a non-optimizing causal
path from γv(s) to µ(−1) via γv(s0). We have shown (1).
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Let us now suppose that f(s0) = 1 and there is a causal path from γv(s0) to µ(1).
Let s < s0 be near s0. There is a causal path from γv(s) to µ(1) via γv(s0) that is not
a null pregeodesic and therefore τ(γv(s0), µ(1)) > 0. But then also τ(γv(s0), µ(t)) > 0
for t close to 1 by continuity. This implies that f(s) < 1 and as also −1 < f(s) by
continuity, we see that (3) follows from (2). 
We have the following variant of [47, Lemma 2.3(iv)].
Lemma 6.12. Let µa : [−1, 1]→M be a family of timelike future pointing paths and
suppose that µa(s) = (s, a), a ∈ U ⊂ Rn, in some local coordinates. Suppose that
xj → x in M and aj → a in B(0, δ). Then f+µaj (xj)→ f+µa(x).
Proof. Let us consider first the case that s := f+µa(x) < 1. Then τ(x, (s+, a)) > 0 for
any small  > 0. Continuity of τ implies that τ(xj, (s+ , aj)) > 0 for large j. Hence
lim supj→∞ f
+
µaj
(xj) 6 s +  → s as  → 0. Clearly also lim supj→∞ f+µaj (xj) 6 s in
the case s = 1.
To get a contradiction, suppose that s˜ := lim infj→∞ f+µaj (xj) < s. By passing to a
subsequence, we may replace lim inf by lim above. Moreover,
τ(xj, (s, aj)) > τ(xj, (s˜, aj)) + τ((s˜, aj), (s, aj)),
and letting j →∞, we obtain
τ(x, (s, a)) > τ((s˜, a), (s, a)) > 0.
This is in contradiction with s = f+µa(x) since s > s˜ > −1. 
6.4. Three shortcut arguments. We denote the image of a path µ : I →M , with
I an interval in R, by
µ = µ(I) = {µ(s) : s ∈ I}.
ans use also the shorthand notations
←−γv = {x ∈ γv : x ≤ pi(v)}, −→γv = {x ∈ γv : x ≥ pi(v)}.
We emphasize here that γv is defined on the maximal interval I = (−R(−v), R(v))
on which the geodesic can be defined in M , that is, γv is an inextendible geodesic on
M . We say that two geodesics γv and γw are distinct if γv 6= γw.
Lemma 6.13. Let x1, x2, y ∈M and v1, v2, w ∈ L+M . Suppose that γvj is optimizing
from xj to y for j = 1, 2, and that γv1, γv1 and γw are all distinct. Suppose, further-
more, that yj ∈ γvj ∩ γw satisfy xj < yj for both j = 1, 2. Then either y = y1 = y2 or
at least one of y1, y2 satisfies y < yj.
Proof. As yj, y ∈ γvj there holds either y < yj or yj ≤ y. We suppose that yj ≤ y for
both j = 1, 2 and show that y = y1 = y2.
To get a contradiction, suppose that y1 < y2. Then there are two distinct causal
paths from y1 to y, one along γv1 and the other first along γw and then along γv2 , a
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contradiction with γv1 being optimizing from x1 < y1 to y. By symmetry, also y1 < y2
leads to a contradiction.
We have shown that y1 = y2. To get a contradiction, suppose that y1 < y. Then
γvj , j = 1, 2, are two distinct causal paths from y1 to y, a contradiction with γv1 being
optimizing from x1 < y1 to y. 
Lemma 6.14. Let v ∈ L+M , let K ⊂M be compact, and let x ∈ γv satisfy x < pi(v).
Then there is a neighborhood U ⊂ L+M of v such that for all w ∈ U it holds that if
there are y ∈ −→γw ∩ K and z ∈ −→γv ∩ K, satisfying y < z, and two distinct geodesics
from y to z, then γv is not optimizing from x to z.
Proof. Suppose that there are {wj}∞j=1 ⊂ L+M with limj→∞wj = v and
yj ∈ −→γwj ∩K, zj ∈ −→γv ∩K,
satisfying yj < zj, and two distinct geodesics from yj to zj. Due to compactness, we
may pass to a subsequence and assume without loss of generality that yj → y and
zj → z for some y, z ∈ K. Now wj → v and yj → y imply that y ∈ −→γv . Let us show
that γv is not optimizing from any y˜ < y to z.
We begin by showing that the points y and z must be distinct. To get a contra-
diction suppose that y = z. As M is globally hyperbolic, y has an arbitrarily small
neighborhood U such that no causal path that leaves U ever returns to U . Thus for
large j the two distinct causal geodesics from yj to zj are contained in U . But when
U is small, it is contained in a convex neighborhood of y, see e.g. [61, Prop. 7 (p.
130)], a contradiction.
As yj < zj, the relation ≤ is closed, and y 6= z, we have y < z. Denote by ηj
the direction of a geodesic from yj to zj, normalized with respect to some auxiliary
Riemannian metric. Due to compactness, we may pass to a subsequence and assume
without loss of generality that ηj → η.
If η is not tangent to γv at y then the causal path given by γv from y˜ to y and by
γy,η from y to z is not a null pregeodesic. Hence γv is not optimizing from y˜ to z as
required.
Let us now suppose that η is tangent to γv at y. We write zj = γy,ηj(sj). Lemma 6.4
implies that sj → s for some s > 0, and therefore z = γy,η(s). Moreover, ρ(y, ηj) 6 sj
by Lemma 6.5, and by passing once again to a subsequence we may assume that
ρ(y, ηj) → t for some t 6 s. Now γy,η(t) is well-defined and Lemma 6.7 implies that
ρ(y, η) = t. Finally, Lemma 6.8 implies that γv is not optimizing from y˜ to z = γy,η(s).
We have shown that γv is not optimizing from any y˜ < y to z. To get a contradic-
tion, suppose that γv is optimizing from x to zj. Then τ(x, z) = limj→∞ τ(x, zj) = 0.
In particular, γv is optimizing from x to z, a contradiction since x < pi(v) ≤ y. 
Lemma 6.15. Let v ∈ L+M , let K ⊂M be compact, and let x ∈ γv satisfy x < pi(v).
Let µa : [−1, 1] → M be a family of timelike and future pointing paths and suppose
that µa(s) = (s, a), a ∈ B(0, δ), in some local coordinates. Suppose, furthermore,
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that γv ∩ µ0 = ∅ and f+µ0(x) > −1. Then there are a neighborhood U ⊂ L+M of v
and 0 < δ′ < δ such that for all w ∈ U and all a ∈ B(0, δ′) it holds that if there are
y ∈ −→γv ∩K and z ∈ −→γw ∩K, satisfying y < z, and two distinct geodesics from y to z,
then f+µa(z) > f+µa(γv(t)) whenever γv is optimizing from x to γv(t).
Proof. If z 6≤ µa(1) then f+µa(z) = 1 and the conclusion is trivial. Thus we may assume
that z ≤ µa(1).
Suppose that there are {wj}∞j=1 ⊂ L+M with limj→∞wj = v and
yj ∈ −→γv ∩K, zj ∈ −→γwj ∩K,
satisfying yj < zj, and two distinct geodesics from yj to zj. Due to compactness, we
may pass to a subsequence and assume without loss of generality that yj → y and
zj → z for some y, z ∈ K. Now wj → v and zj → z imply that z ∈ −→γv . As in
the proof of Lemma 6.14, we see that γv is not optimizing from any y˜ < y to z. In
particular, γv is not optimizing from x to z.
Let ξ ∈ L+xM satisfy γx,ξ = γv. To get a contradiction, suppose that there are
aj → 0 such that zj ≤ µaj(1) and f+µaj (zj) 6 f+µaj (γx,ξ(tj)) for some 0 < tj 6 ρ(x, ξ).
As the relation ≤ is closed, we have z ≤ µ0(1), and in fact, z < µ0(1) as γv ∩ µ0 = ∅.
We write z = γx,ξ(s) for some s > ρ(x, ξ). Using the assumptions γv ∩ µ0 = ∅
and f+µ0(x) > −1, Lemma 6.11 implies that the function t 7→ f+µ0(γx,ξ(t)) is strictly
increasing for t < s near s. Hence
f+µ0(γx,ξ(ρ(x, ξ))) < f
+
µ0
(γx,ξ(s)) = f
+
µ0
(z).
Moreover,
f+µaj (zj) 6 f
+
µaj
(γx,ξ(tj)) 6 f+µaj (γx,ξ(ρ(x, ξ))),
and letting j →∞ leads to the contradiction f+µ0(z) < f+µ0(z). 
6.5. Flowout from a point. Consider the following set given by the flowout along
null rays from a point x ∈M
C(x) = {βx,ξ(1) : ξ ∈ L+xM} ⊂ TM.(6.2)
It is easy to see that C(x) is a smooth submanifold of dimension n in TM .
Lemma 6.16. Let F ⊂ M be finite and non-empty, write C = ⋃x∈F C(x), and let
v ∈ C. Then there is a neighborhood V ⊂ L+M of v such that any w ∈ C∩V satisfies←−γv ∩←−γw ∩ F 6= ∅.
Proof. Write K = J+(F) ∩ J−(F) and let R be the corresponding exit function.
There are a neighborhood W0 ⊂ L+M of v and  > 0 such that γw(s) is well-defined
for w ∈ W0 and s ∈ I where I = [−R(−v) − , 0]. As R is upper semi-continuous,
there is a neighborhood W1 ⊂ W0 of v such that R(−w) 6 R(−v) +  for all w ∈ W 1.
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We may assume that W1 is bounded. Choose an auxiliary Riemannian metric on M
and denote by d the distance function with respect to this metric. Define the function
h : W 1 × I → R, h(w, s) = d(γw(s),F \←−γv).
Then h is uniformly continuous and there is c > 0 such that h(v, s) > c for all s ∈ I.
Hence there is a neighborhood W2 ⊂ W1 of v such that h(w, s) > 0 for all w ∈ W2
and s ∈ I. Now w ∈ C ∩W2 satisfies ←−γw ∩ (F \ ←−γv) = ∅. Therefore w ∈ C implies
that ←−γw ∩ (F ∩←−γv) 6= ∅. 
6.6. Earliest observation sets. We define the set of earliest observations E(x) of
null rays from x ∈M to Ω ⊂M by
E(x) = {v ∈ C(x) : pi(v) ∈ Ω and there is no v˜ ∈ C(x) s.t. v˜  v}.(6.3)
The sets E(x) and C(x) are illustrated in Figure 3 below.
We will assume that Ω has the following form in some local coordinate map F :
U ⊂ R1+n →M ,
(F) Ω = F ((−1, 1)× B(0, δ)) for a small δ > 0 and that the paths s 7→ (s, a) are
timelike and future pointing for all s ∈ (−1, 1) and a ∈ B(0, δ).
Note that the abstract condition (F) is satisfied for example for the set Ω = Ωout and
Ω = Ωin given by (1.10).
Lemma 6.17. Let an open set Ω ⊂ M satisfy (F) and let a point x ∈ M satisfy
x /∈ J−(F ({−1} ×B(0, δ))). Then
E(x) = {βx,ξ(s) : ξ ∈ L+xM, 0 6 s 6 ρ(x, ξ), γx,ξ(s) ∈ Ω}.(6.4)
Proof. Denote by E0 the right-hand side of (6.4), let v ∈ E0 and write y = pi(v). If
x = y then clearly v ∈ E(x). Let us now consider the case that there are ξ ∈ L+xM and
0 < s 6 ρ(x, ξ) such that v = βx,ξ(s). Clearly, v ∈ C(x) and γx,ξ is optimizing from
x to y. To get a contradiction suppose that v /∈ E(x). Then there exists v˜ ∈ C(x)
such that v˜  v, and writing y˜ = pi(v˜), we are lead to the contradiction x ≤ y˜  y
with γx,ξ being optimizing from x to y. This shows that v ∈ E(x).
On the other hand, let v ∈ E(x) and y = pi(v). If x = y then clearly v ∈ E0. Let
us now consider the case that there are are ξ ∈ L+xM and r > 0 such that v = βx,ξ(r).
Working in the local coordinates (F), there is F (s0, a) ∈ (−1, 1) × B(0, δ) such that
y = F (s0, a). We define µa : [−1, 1] → M by µa(s) = F (s, a). Now x < y ≤ µa(1)
and we assumed also x 6≤ µa(−1). Lemma 6.9 implies then that x ∈ µa or there is
an optimizing geodesic from x to (s1, a) for some s1 ∈ (−1, 1]. The former case is
not possible, since x < y and x, y ∈ µa imply x  y, and this is a contradiction
with v ∈ E(x). Hence there is an optimizing geodesic γ˜ from x to X(s1, a) for some
s1 ∈ (−1, 1]. We have s0 = s1 since s0 < s1 is a contradiction with γ˜ being optimizing,
and s0 > s1 is a contradiction with v ∈ E(x). Hence γ˜ is optimizing from x to y, and
so is γx,ξ. Moreover, γx,ξ being optimizing from x to y = pi(v) implies that v ∈ E0. 
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Lemma 6.18. Let Ω ⊂M and x ∈M be as in Lemma 6.17. Then
E(x) = {(y, η) ∈ L+Ω : there is  > 0 such that γy,η(s) ∈ pi(E(x))(6.5)
for all s ∈ [0, ] or for all s ∈ [−, 0]}.
Proof. Denote by E0 the right-hand side of (6.5) and let (y, η) ∈ E(x). If x = y then
γy,η(s) ∈ pi(E(x)) for s > 0 close to zero, since Ω is open and (6.4) holds. Analogously,
if x 6= y then γy,η(s) ∈ pi(E(x)) for s 6 0 close to zero. Hence E(x) ⊂ E0.
We show that (y, η) ∈ E0 implies (y, η) ∈ E(x) only in the case that there is  > 0
such that γy,η(s) ∈ pi(E(x)) for all s ∈ [−, 0]. The other case is analogous. We write
y˜ = γy,η(−). Then (6.4) implies that τ(x, y) = 0 and that there is ξ ∈ L+xM such
that y˜ = γx,ξ(s) for some s ∈ (0, ρ(x, ξ)]. The path from x to y along γx,ξ from x
to y˜ and along γy,η from y˜ to y is a null pregeodesic since τ(x, y) = 0. Therefore
(y, η) = βx,ξ(r) for some r ∈ (0, ρ(x, ξ)] and (y, η) ∈ E(x). 
Lemma 6.19. Let Ω ⊂ M and x ∈ M be as in Lemma 6.17. Suppose that a set
C ⊂ Ω satisfies pi(E(x)) ⊂ C ⊂ J+(x). Then
pi(E(x)) = {y ∈ C : there is no y˜ ∈ C s.t. y˜  y in Ω}.(6.6)
Proof. Denote by E0 the right-hand side of (6.6) and let y ∈ pi(E(x)). If x = y then
there is no y˜ ∈ C such that y˜  y since x ≤ y˜ by the assumption C ⊂ J+(x).
Hence y ∈ E0. Suppose now that y 6= x. By Lemma 6.17 there are ξ ∈ L+xM and
0 < s 6 ρ(x, ξ) such that y = γx,ξ(s). Moreover, y ∈ C and γx,ξ is optimizing from
x to y. To get a contradiction suppose that there exists y˜ ∈ C such that y˜  y. As
C ⊂ J+(x), we are lead to the contradiction x ≤ y˜  y with γx,ξ being optimizing
from x to y. This shows that y ∈ E0.
Let y ∈ E0. If x = y then y ∈ pi(E(x)). Let us now assume that x 6= y. In the
local coordinates (F) we may write y = F (s0, a) for some (s0, a) ∈ (−1, 1) × B(0, δ)
and define the path µa(s) = F (s, a). There holds x < y ≤ µa(1) since C ⊂ J+(x). As
in the proof of Lemma 6.17, there is an optimizing geodesic γ˜ from x to y˜ := F (s1, a)
for some s1 ∈ (−1, 1]. Lemma 6.17 implies that y˜ ∈ pi(E(x)). Now s0 < s1 is a
contradiction with γ˜ being optimizing since x ≤ y  y˜ in this case, and s0 > s1 is a
contradiction with y ∈ E0 since y˜ ∈ pi(E(x)) ⊂ C and y˜  y in this case. Therefore
s0 = s1 and y = y˜ ∈ pi(E(x)). 
Lemma 6.20. Let Ω ⊂ M , x ∈ M and C ⊂ Ω be as in Lemma 6.19. Then the path
µa : [−1, 1]→M , defined by µa(s) = F (s, a) with a ∈ B(0, δ) in the local coordinates
(F), satisfies
f+µa(x) = inf{s ∈ [−1, 1] : F (s, a) ∈ C or s = 1}.(6.7)
Proof. Suppose for the moment that x ≤ (1, a). We write s0 and s1 for the left and
right-hand sides of (6.7), respectively. Lemma 6.9 implies that s0 > −1 and that
either x = F (s0, a) or there is an optimizing geodesic from x to F (s0, a).
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Case x = F (s0, a) and s0 < 1. Then x ∈ Ω and x ∈ pi(E(x)) ⊂ C. Now s1 6 s0
and s1 < s0 is a contradiction with C ⊂ J+(x). Hence s0 = s1 in this case.
Case x = F (s0, a) and s0 = 1. Then J
+(x) ∩ Ω = ∅ and also s1 = 1.
Case that s0 < 1 and there is an optimizing geodesic γ from x to y0 := F (s0, a).
As γ is optimizing from x to y0, Lemma 6.17 implies that y0 ∈ pi(E(x)) ⊂ C. Hence
s1 6 s0. Moreover, y1 := F (s1, a) ∈ C and x ≤ y1 since C ⊂ J+(x) and the causal
relation ≤ is closed. Finally s1 < s0 leads to the contradiction x ≤ y1  y0 with γ
being optimizing from x to y0.
Case that there is an optimizing geodesic γ from x to F (1, a) or x 6≤ F (1, a). Then
x 6≤ F (s, a) for all −1 < s < 1. In other words, F (s, a) /∈ J+(x) for all −1 < s < 1,
and s0 = s1 = 1. 
6.7. On the span of three lightlike vectors. We start with a simple lemma about
the linear span of two lightlike vectors on Lorentzian manifolds.
Lemma 6.21. Let y be a point on a Lorentzian manifold (M, g) of dimension 1 + n
with n > 2. Let ξ1, ξ2, ξ3 ∈ TyM \ 0 be lightlike vectors such that they are not all
multiples of each other. Then,
c1ξ1 + c2ξ2 + c3ξ3 = 0 =⇒ c1 = c2 = c3 = 0.
Proof. It suffices to work in the normal coordinate system at the point y where the
metric evaluated at the point y is the Minkowski metric. After an scaling and without
loss of generality we can write ξj = (1, ξ
′
j), j = 1, 2, 3 for vectors ξ
′
j ∈ Rn that satisfy
|ξ′j| = 1. Thus, it follows that
c1 + c2 + c3 = 0, and c1ξ
′
1 + c2ξ
′
2 + c3ξ
′
3 = 0.
Therefore |cjξ′j + ckξ′k| = |cj||ξ′j| + |ck||ξ′k|, for all j, k = 1, 2, 3. Since the vectors are
not all parallel, it follows that c1 = c2 = c3 = 0. 
Next, we consider the linear span of three lightlike vectors. The following lemma
is taken from [13, Lemma 1].
Lemma 6.22. Let y be a point on a Lorentzian manifold (M, g) of dimension 1 + n
with n > 2. Let ξ1, η ∈ TyM \ 0 be lightlike. In any neighborhood of ξ1 in TyM , there
exist two lightlike vectors ξ2, ξ3 such that η is in span(ξ1, ξ2, ξ3).
We will also need a variation of the above lemma as follows.
Lemma 6.23. Let x ∈ M , ξ0, ξ1 ∈ L+xM and let U ⊂ L+xM be a neighborhood of ξ1.
Suppose that ξ0 /∈ span(ξ1). There are a neighborhood V ⊂ TxM of ξ0 and ξ2 ∈ U
such that for any η ∈ V there is ξ3 ∈ U such that η ∈ span(ξ1, ξ2, ξ3) and η /∈ span(ξj),
j = 1, 2, 3.
Proof. We choose normal coordinates centred at y. Then g is the Minkowski metric
on the fibre TyM = R1+n. The statement is invariant with respect to non-vanishing
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rescaling of ξ0 and ξ1, and we assume without loss of generality that ξj = (1, ξ
′
j) with
ξ′j a unit vector in Rn, j = 0, 1. We choose an orthonormal basis e1, . . . , en of Rn such
that e1 = ξ
′
1 and ξ
′
0 ∈ span(e1, e2). Then in this basis it holds for some a, b ∈ R that
ξ1 = (1, 1, 0, 0, . . . , 0︸ ︷︷ ︸
n− 2 times
), ξ0 = (1, a, b, 0, . . . , 0︸ ︷︷ ︸
n− 2 times
).(6.8)
Choose a small enough r > 0 so that both the vectors
ξ+ = (1,
√
1− r2, r, 0, . . . , 0︸ ︷︷ ︸
n− 2 times
), ξ− = (1,
√
1− r2,−r, 0, . . . , 0︸ ︷︷ ︸
n− 2 times
),
are in U and ξ0 /∈ span(ξ±). We set ξ2 = ξ+.
Let δ = (δ0, δ1, δ2) ∈ R3 and  ∈ Rn−2 be close to the respective origins. Consider
the following perturbation of ξ0
η = (1 + δ0, a+ δ1, b+ δ2, ),
and ξ3 of the form
ξ3 = (1,
√
1− r2 − c2||2,−r, c),
where c ∈ R. The system c1ξ1 + c2ξ2 + c3ξ3 = η for c1, c2, c3 ∈ R reads in matrix form
1 1 1 1 + δ0
1
√
1− r2 √1− r2 − c2||2 a+ δ1
0 r −r b+ δ2
0 0 c 

and two steps of the Gaussian elimination algorithm reduces this to
1 1 1 1 + δ0
0 1 w z
0 0 x y
0 0 c 

where the specific form of y = y(δ, ), z = z(δ, ) and w = w(c, ) is not important to
us, and
x = x(c, ) =
r√
1− r2 − 1
(
2−
√
1− r2 −
√
1− r2 − c2||2
)
.
As x 6= 0, the above system has a solution if and only if
x(c, )− cy(δ, ) = 0.(6.9)
To get a contradiction, suppose that y(0, 0) = 0. Then ξ0 ∈ span(ξ1, ξ2), and
as ξ0, ξ1 and ξ2 are all lightlike Lemma 6.21 applies to show that ξ0 ∈ span(ξ1) or
ξ0 ∈ span(ξ2). But ξ0 /∈ span(ξj) for both j = 1, 2, a contradiction.
We write F (c, δ, ) for the left-hand side of (6.9), and y0 = y(0, 0) and x0 = x(c, 0),
the latter being independent from c. Setting c0 = x0/y0, we see that F (c0, 0, 0) = 0
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and ∂cF (c0, 0, 0) = −y0 6= 0. By the implicit function theorem there is a neighborhood
V0 ⊂ R3+(n−2) of the origin and a smooth map h : V0 → R such that h(0, 0) = c0 and
F (h(δ, ), δ, ) = 0 for all (δ, ) ∈ V0. As ξ3 = ξ− when  = 0, by making V0 smaller if
necessary, we have that ξ3, with c = h(δ, ), is in U for all (δ, ) ∈ V0.
By making V0 smaller if necessary, we can also guarantee that η /∈ span(ξj) for
j = 1, 2, 3, since ξ0 /∈ span(ξj), j = 1, 2, and ξ0 /∈ span(ξ−). 
7. Recovery of earliest observation sets and proof of Theorem 1.3
The aim of this section is to prove Theorem 1.3. As in the hypothesis of the
theorem, we consider time-like paths µin : [t
−
0 , t
+
0 ]→ M and µout : [s−0 , s+0 ]→ M and
define the source and observe regions Ωin and Ωout by (1.10). We will assume as in
the hypothesis of the theorem that δ is sufficiently small so that (1.11) holds.
Remark 3. Throughout the remainder of the paper and without loss of generality, we
will assume that s±1 = ±1 and that t±1 = ±1. With this convenient choice of notation,
we have
Ωin = Fin((−1, 1)×B(0, δ)), and Ωout = Fout((−1, 1)×B(0, δ)),
and therefore the abstract foliation condition (F), that was studied in the previous
section, holds for these sets.
We recall from Definition 1.2 that R ∈ L+Ωout×(L+Ωin)3 is a three-to-one scattering
relation if it has following two properties:
(R1) If (v0, v1, v2, v3) ∈ R, then there is y ∈ ←−γv0 ∩
⋂3
j=1
−→γvj .
(R2) Assume that γvj , j = 0, 1, 2, 3, are distinct and there exists y ∈ ←−γv0∩
⋂3
j=1
−→γvj .
Moreover, assume that y = γv0(s0) with s0 ∈ (−ρ(v0), 0] and y = γvj(sj) for
all j = 1, 2, 3, with sj ∈ [0, ρ(vj)). Denote ξj = γ˙vj(sj) for j = 0, 1, 2, 3 and
assume that ξ0 ∈ span(ξ1, ξ2, ξ3). Then, it holds that (v0, v1, v2, v3) ∈ R.
7.1. Lower and upper bounds for conical pieces. We define a conical piece
associated to a three-to-one scattering relation R and v1, v2 ∈ L+Ωin by
CP(v1, v2) = {v0 : there is v3 ∈ L+Ωin such that (v0, v1, v2, v3) ∈ R}.
Lemma 7.1. Let v1 ∈ L+Ωin, v0 ∈ L+Ωout and write pi(v1) = x and pi(v0) = z.
Suppose that γv1 is optimizing from x to a point y in M and that γv0 is optimizing
from y to z. Suppose furthermore that γv1 and γv0 do not intersect at x or at z. Then
there is a vector v2 ∈ L+Ωin, arbitrarily close to v1, and a set C ⊂ CP(v1, v2) such
that C is a neighborhood of v0 in C(y).
Proof. Let sj ∈ R satisfy γvj(−sj) = y, j = 0, 1, and write ξj = γ˙vj(−sj). As γv1 is
optimizing from x to y and γv0 is optimizing from y to z, these two geodesics do not
intersect at any point y˜ 6= y satisfying x < y˜ < z. We have also assumed that they
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do not intersect at x or z. Hence there is such a neighborhood V0 ⊂ L+yM of ξ0 that
y is the unique point satisfying y ∈ ←−γv˜0 ∩ −→γv1 where v˜0 = βy,η(s0) and η ∈ V0.
Observe that ξ0 /∈ span(ξ1) since γv1 and γv0 do not intersect at x. Let U ⊂ L+yM
be a neighborhood of ξ1 such that γy,ξ(s1) ∈ Ωin for all ξ ∈ U . By Lemma 6.23 there
are a neighborhood V ⊂ V0 of ξ0 and ξ2 ∈ U such that for any η ∈ V there is ξ3 ∈ U
such that η ∈ span(ξ1, ξ2, ξ3) and η /∈ span(ξj), j = 1, 2, 3. Writing vj = βy,ξj(sj),
j = 2, 3, we have (v˜0, v1, v2, v3) ∈ R for η ∈ V , due to (R2). To conclude, we use
the fact that the image of V under the map η 7→ βy,η(s0) is a smooth submanifold of
dimension n in TM . 
Lemma 7.2. Let v1, v2 ∈ L+Ωin satisfy γv1 6= γv2. We write
K = J+(Ωin) ∩ J−(Ωout).(7.1)
Then the set F = −→γv1 ∩ −→γv2 ∩K is finite, and
CP(v1, v2) ⊂
⋃
x∈F
C(x).
Proof. Observe that K is compact since both Ωin and Ωout are bounded. If F is
not finite, then it has an accumulation point, and using Lemma 6.4 we obtain the
contradiction γv1 = γv2 . The second claim follows immediately from (R1). 
7.2. Relating earliest observation sets to a three-to-one scattering relation.
Recall that the observation set Ωout satisfies (F) and take Ω = Ωout in the definition
(6.3) of the earliest observation sets E(y), y ∈ M . We will next relate E(y) to a set
constructed from R. To this end, define the set E(v, w) for v, w ∈ L+Ωin as follows:
let C(v, w) be the closure in TΩout of the union
⋃
C∈C(v,w) C where
C(v, w) = {C : C ⊂ Ωout is a smooth manifold of dimension n s.t.
C ⊂ CP(v, v˜) ∩ CP(w, w˜) for some v˜, w˜ ∈ L+Ωin
satisfying γv 6= γv˜ and γw 6= γw˜},
then we set
E˜(v, w) = {u ∈ C(v, w) : there is no u˜ ∈ C(v, w) s.t. u˜ u in Ωout},
and
E(v, w) = {(z, ζ) : there is  > 0 such that γz,ζ(s) ∈ pi(E˜(v, w))
for all s ∈ [0, ] or for all s ∈ [−, 0]}.
The following lemma describes the basic idea that we will use to construct earliest
observation sets given a three-to-one scattering relation R. The geometric setting of
the lemma is shown in Figure 3.
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x1
v1
x2
v2
y
Figure 3. Geometric setting of Lemma 7.3 in the 1 + 2-dimensional
Minkowski space. The time axis is vertical. Set Ωout is the orange
solid cylinder, projection pi(C(y)) is the light blue cone, and pi(E(y)) is
drawn in dark blue. Point y in blue, points x1, x2 in black, and vectors
v1, v2 ∈ L+Ωin in red. Geodesics γv1 and γv2 are the black lines.
Lemma 7.3. Let v1, v2 ∈ L+Ωin and suppose that there are xj < pi(vj) such that γvj
is optimizing from xj to a point y ∈ −→γv1 ∩ −→γv2 for j = 1, 2. Suppose, furthermore,
that γv1 6= γv2 and that y /∈ J−(Fout({−1} × B(0, δ))). Then E(y) ⊂ C(v1, v2),
pi(C(v1, v2)) ⊂ J+(y) and E(y) = E(v1, v2).
Proof. Let u ∈ E(y). We will show that u ∈ C(v1, v2). Note that γu is optimizing
from y to z := pi(u) by Lemma 6.17. Suppose for the moment that neither γv1 nor
γv2 intersects γu at z. As γvj is optimizing from xj to y, the geodesics γu and γvj
can not intersect at pi(vj), and Lemma 7.1 implies that there are v˜j ∈ L+Ωin and
Cj ⊂ CP(vj, v˜j) such that Cj is a neighborhood of u in C(y). As C(y) is a smooth
manifold of dimension n, the intersection C1 ∩C2 is a smooth manifold of dimension
n containing u. Hence u ∈ C(v1, v2).
Let us now consider the case that γv1 or γv2 intersects γu at z. Choose η ∈ L+yM
and t > 0 so that γy,η = γu and γy,η(t) = z. We have t 6 ρ(y, η) and there are
ηk ∈ L+yM and 0 < tk < ρ(y, ηk) such that writing uk = βy,ηk(tk) and zk = pi(uk)
there holds uk → u and neither γv1 nor γv2 intersects γuk at zk. The argument above
implies that uk ∈ C(v1, v2). As C(v1, v2) is closed, also u ∈ C(v1, v2).
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Let u ∈ C(v1, v2). We will show that pi(u) ∈ J+(y). Consider first the case that
u ∈ C for some C ∈ C(v1, v2) and γvj 6= γu for j = 1, 2. Then there are yj ∈ ←−γu ∩−→γvj .
As xj < pi(vj) ≤ yj, Lemma 6.13 implies that either y = y1 = y2 or at least one
of y1 and y2 satisfies y < yj. In both the cases y ≤ pi(u), that is, pi(u) ∈ J+(y).
Consider now the case that there is sequence uk, k ∈ N, such that uk ∈ Ck for some
Ck ∈ C(v1, v2) and uk → u. The sequence uk can be chosen so that also γvj 6= γuk for
j = 1, 2 and k = 1, 2, . . . . We obtain y ≤ pi(u) also in this case since the relation ≤
is closed.
We have shown, in particular, that pi(E(y)) ⊂ pi(C(v1, v2)) ⊂ J+(y). Lemma
6.19 implies now that pi(E˜(v1, v2)) = pi(E(y)). Finally E(y) = E(v1, v2) follows
immediately from Lemma 6.18. 
7.3. Local test for optimality before intersection. In Lemma 7.3 the geodesic
γv1 needs to be optimizing from x1 to y. We will give a construction that allows us
to tell apart the optimizing cases and non-optimizing, but close to optimizing cases,
given R. We begin with an auxiliary lemma.
Lemma 7.4. Let v1, v2 ∈ L+Ωin and let u1 ∈ C ∈ C(v1, v2). Then there is u2 ∈ C
such that γu1 6= γu2 and that ←−−γu1 ∩←−−γu2 ∩ −→γvj 6= ∅ for both j = 1, 2.
Proof. As C is a smooth manifold of dimension n there is u2 satisfying γu1 6= γu2 in
any neighborhood of u1 in C. Lemma 7.2 implies that for some v˜1 ∈ L+Ωin and finite
F ⊂ −→γv1 there holds
C ⊂ CP(v1, v˜1) ⊂
⋃
x∈F
C(x).
Then Lemma 6.16 implies that F ∩←−−γu1 ∩←−−γu2 6= ∅ when u2 ∈ C is close enough to
u1. The proof that
←−−γu1 ∩←−−γu2 ∩ −→γv2 6= ∅ is analogous. 
Lemma 7.5. Let v1, v2 ∈ L+Ωin and x1 ∈ M be as in Lemma 7.3. Then there do
not exist v˜1, v˜2 ∈ L+Ωin and non-empty C ∈ C(v˜1, v˜2) such that C ⊂ E(v1, v2) and
x1  x˜1 for some x˜1 ∈ ←−γv˜1.
Proof. To get a contradiction we suppose that there are v˜1, v˜2 ∈ L+Ωin and non-empty
C ∈ C(v˜1, v˜2) such that C ⊂ E(v1, v2) and x1  x˜1 for some x˜1 ∈ ←−γv˜1 . By Lemma 7.4
there are u1, u2 ∈ C and y˜ ∈M such that γu1 6= γu2 and y˜ ∈ ←−−γu1∩←−−γu2∩−→γv˜1 . Lemma 7.3
implies that E(v1, v2) = E(y), and as C ⊂ E(v1, v2), there holds y ∈ ←−−γu1 ∩←−−γu2 ∩−→γv1 .
As y, y˜ ∈ γu1 we have y˜ ≤ y or y < y˜.
Case y < y˜. The causal path from y to pi(u1), given by γu2 from y to y˜ and γu1
from y˜ to pi(u1), is not a null pregeodesic. This is a contradiction with u1 ∈ E(y).
Case y˜ ≤ y. There is a causal path from x1 to x˜1, and there is a causal path from
x˜ to y given by γv˜1 from x˜1 to y˜ and by γu1 from y˜ to y. Therefore there is a causal
path from x1 to y via x˜1 and x1  x˜1, a contradiction with γv being optimizing from
x1 to y. 
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Lemma 7.6. Let v1, v2 ∈ L+Ωin and x1, y ∈M be as in Lemma 7.3, and let
µin : [−1, 1]→ Ωin
be a timelike and future pointing path. Suppose that µin(s) ∈ γv1 for some s ∈ [−1, 1)
and µin(s)  y. Suppose, furthermore, that µin(1) 6≤ y and E(v1, v2) 6= ∅. Then
there are v˜1, v˜2 ∈ L+Ωin and non-empty C ∈ C(v˜1, v˜2) such that C ⊂ E(v1, v2) and
µin(s˜) ∈ ←−γv˜1 for some s˜ > s.
Proof. By Lemma 7.3 we have E(v1, v2) = E(y). As E(y) is non-empty manifold with
(non-smooth) boundary, there is u ∈ E(y) such that E(y) is a smooth manifold near
u. Then γu is optimizing from y to z := pi(u) and also slightly past z.
By Lemma 6.10 there is s˜ ∈ (s, 1) such that either there is an optimizing geodesic
from µin(s˜) to y or y = µin(s˜).
Let us consider the former case first. Choose v˜1 in the tangent bundle of that
geodesic so that x˜ := pi(v˜1) ∈ Ωin and µin(s˜) < x˜ < y. By Lemma 7.1 there are
v˜2 ∈ L+Ωin and C ⊂ CP(v˜1, v˜2) such that C is a neighborhood of u in C(y). But
C(y) ⊂ E(y) near u.
Let us now suppose that y = µin(s˜). Choose ξ1 ∈ L+yM such that γy,ξ1 6= γu. By
Lemma 6.23 there is a neighborhood V ⊂ L+yM of ξ0 and ξ2 ∈ L+yM such that for any
η ∈ V there is ξ3 ∈ L+yM such that η ∈ span(ξ1, ξ2, ξ3) and η /∈ span(ξj), j = 1, 2, 3.
We write v˜j = (y, ξj), j = 1, 2. Observe that y is the only point in
←−γu˜∩−→γv˜1 for u˜ close
to u since γu is optimizing from y to a point past pi(u). As in the proof of Lemma 7.1,
we see that there is C ⊂ CP(v˜1, v˜2) such that C is a neighborhood of u in C(y). 
7.4. Global recovery. Let µa be as in Lemma 6.20, with Ω = Ωout, and define for
v1, v2 ∈ L+Ωin,
fa(v1, v2) = inf{s ∈ [−1, 1] : µa(s) ∈ pi(C(v1, v2)) or s = 1}.
Figure 4 illustrates the function fa(v1, v2).
Lemma 7.7. Let v1, v2 ∈ L+Ωin and y ∈M be as in Lemma 7.3. Then
fa(v1, v2) = f
+
µa(y).
Proof. Follows immediately from Lemmas 6.20 and 7.3. 
Lemma 7.8. Let v1 ∈ L+Ωin and let x1 ∈ γv1 satisfy x1 < pi(v1). Suppose that
γv1 ∩ µ0 = ∅ and f+µ0(x1) > −1. Then there is a neighborhood U ⊂ L+Ωin of v1
such that all v2 ∈ L+Ωin and w2 ∈ U satisfy the following. If there is x2 < pi(v2)
such that γvj is optimizing from xj to a point y ∈ −→γv1 ∩ −→γv2 for j = 1, 2, γv1 6= γv2,
y /∈ J−(Fout({−1}×B(0, δ))), and −→γw2 ∩−→γv1 ∩J−(y) = ∅, then f0(v1, v2) 6 f0(v1, w2).
Proof. Let U be small enough so that it is contained in the two neighborhoods given
by Lemmas 6.14 and 6.15, respectively. When applying Lemmas 6.14 and 6.15 we
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Figure 4. Function f0(v1, v2) in the 1 + 2-dimensional Minkowski
space. Left. The time-like path µ0 = µout is the green line segment, and
the point z = µ0(f0(v1, v2)) is also green. The thick blue line segment
is the optimizing geodesic from y to z. It is contained in the cone
pi(C(y)). The time axis is vertical, and the sets Ωout, pi(C(y)), pi(E(y)),
as well as, the points y, x1, x2, vectors v1, v2 and geodesics γv1 , γv2 as
in Figure 3. Right. Inequality f0(v1, v2) ≤ f0(v1, w2) as in Lemma
7.8. The vector w2 is dashed red and the points z = µ0(f0(v1, v2))
and z˜ = µ0(f0(v1, w2)) are green. The points y, x1, x2, vectors v1, v2,
geodesics γv1 , γv2 and path µ0 as on left.
take v = v1, x = x1 and K = J
+(Ωin) ∩ J−(Ωout). Moreover, let δ′ > 0 be as in
Lemma 6.15.
Let w2 ∈ U , C ∈ C(v1, w2) and let u1 ∈ C satisfy pi(u) ∈ µa for a ∈ B(0, δ′). We
write pi(u1) = F (s, a) in the local coordinates (F) and begin by showing that
fa(v1, v2) 6 s.(7.2)
By Lemma 7.4 there are u2 ∈ C, satisfying γu1 6= γu2 , and
y1 ∈ ←−−γu1 ∩←−−γu2 ∩ −→γv1 , y2 ∈ ←−−γu1 ∩←−−γu2 ∩ −→γw2 .
Case y1 = y2. Now
−→γw2 ∩ −→γv1 ∩ J−(y) = ∅ implies y < y1. Hence by Lemma 7.7
fa(v1, v2) = f
+
µa(y) 6 f
+
µa(y1) 6 s.
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Case y2 < y1. It follows from Lemma 6.14 that the geodesic γv1 is not optimizing
from γv1(−1) to y1. Therefore y < y1. As above, this implies fa(v1, v2) 6 s.
Case y1 < y2. Lemma 6.15 implies
fa(v1, v2) = f
+
µa(y) 6 f
+
µa(y2) 6 s.
We have shown (7.2).
Let u ∈ C(v1, w2) satisfy pi(u) = F (s, 0) for some s ∈ [−1, 1]. Then there are
Cj ∈ C(v1, w2), uj ∈ Cj, sj ∈ (−1, 1) and aj ∈ B(0, δ′) such that pi(uj) = F (sj, aj)
and uj → u. Now (7.2) implies faj(v1, v2) 6 sj, and letting j → ∞, we obtain
f0(v1, v2) 6 s. 
Lemma 7.9. Let v1 ∈ L+Ωin and let x1 ∈ γv1 satisfy x1 < pi(v1). Suppose that γv1 is
optimizing from x1 to a point y. Then there is a neighborhood U ⊂ L+Ωin of v1 such
that all v2 ∈ U satisfy the following. If there is y˜ ∈ −→γv2 ∩ −→γv1 ∩ J−(y), then there is
x2 < pi(v2) such that γv2 is optimizing from x2 to y˜.
Proof. To get a contradiction suppose that there are sequences L+M 3 vj → v1 and
y˜j ∈ −→γvj ∩ −→γv1 ∩ J−(y),
such that for all x ∈ γvj there holds: if x < pi(vj) then x  y˜j. Due to compactness
of J+(pi(v1))∩ J−(y) we may assume that y˜j → y˜ for some y˜ ∈M . Then y˜ ∈ −→γv1 and
y˜ ≤ y. We choose ηj ∈ L−y˜jM and rj > 0 so that γy˜j ,ηj = γvj , γy˜j ,ηj(rj) = pi(vj) and
so that ηj → η and rj → r for some η ∈ L+yM and r > 0. Then ρ(y˜j, ηj) 6 rj and
γy˜,η(r) = pi(v1). Lemma 6.7 implies that ρ(y˜, η) 6 r. But this is a contradiction with
γv1 being optimizing from x1 < pi(v1) to y. 
We are now ready to prove the main theorem in this section, that shows that
the earliest arrivals can be reconstructed from the relation R. Figure 5 outlines the
geometric setting of the theorem.
Theorem 7.10. Let s ∈ [−1, 1) and suppose that v1 ∈ L+Ωin satisfies µin(s) ∈ γv1,
µin(s) < pi(v1) and γv1 ∩ µ0 = ∅. Then there is a neighborhood U ⊂ L+Ωin of v1 such
that for all neighborhoods U ′ ⊂ U of v1 there holds
{E(v1, v2) : v2 ∈ U ′, f0(v1, v2) 6 fcrit and f0(v1, v2) < 1}(7.3)
= {E(y) : y ∈ −→γv1, γv1 is optimizing from µin(s) to y and f+µ0(y) < 1}
= {E(y) : y = γv1(r), 0 6 r 6 ρ(v1)},
where fcrit = inf{f0(v1, v2) : v2 ∈ W} and
W = {v2 ∈ U ′ : γv1 6= γv2, and there are v˜1, v˜2 ∈ L+Ωin
and non-empty C ∈ C(v˜1, v˜2) such that
C ⊂ E(v1, v2) and µin(s˜) ∈ ←−γv˜1 for some s˜ > s}.
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Figure 5. Schematic of the geometric setting of Theorem 7.10. The
time-like paths µin and µ0 in green. Vectors v1, v˜1 and v2 in red, last
of which is not labelled. Points x = µin(s) and x˜ = µin(s˜) in black, and
point z = µ0(f0(v1, v2)) in green. Here f0(v1, v2) ≥ fcrit(v1). Observe
that this case can not arise in the Minkowski space.
Moreover, we have
{E(v1, v2) : v2 ∈ U ′, f0(v1, v2) < fcrit and f0(v1, v2) < 1}(7.4)
= {E(y) : y = γv1(r), 0 6 r < ρ(v1)}.
Proof. Observe that f+µ0(x1) > −1 since Ωin ∩ J−(Fout({−1} × B(0, δ))) = ∅. Let U
be small enough so that it is contained in the two neighborhoods given be Lemmas
7.8 and 7.9.
Denote the left-hand side of (7.3) by E . Let y ∈ −→γv1 and suppose that γv1 is
optimizing from x1 to y. We will show that E(y) ∈ E . Lower semi-continuity of
ρ implies that there is v2 ∈ U ′ and x2 < pi(v2) such that γv2 is optimizing from
x2 to y and γv1 6= γv2 . Moreover, Ωin ∩ J−(Fout({−1} × B(0, δ))) = ∅ implies that
y /∈ J−(Fout({−1} × B(0, δ))). Now Lemmas 7.3 and 7.7 give E(v1, v2) = E(y) and
f0(v1, v2) = f
+
µ0
(y). Hence E(y) ∈ E follows after we show that f0(v1, v2) 6 fcrit.
Let w2 ∈ U ′ satisfy γv1 6= γw2 . If −→γw2 ∩−→γv1 ∩ J−(y) = ∅, then f0(v1, v2) 6 f0(v1, w2)
by Lemma 7.8. On the other hand, if −→γw2 ∩−→γv1 ∩ J−(y) 6= ∅ then Lemmas 7.9 and 7.5
imply that w2 /∈ W . Hence f0(v1, v2) 6 fcrit.
Suppose now that v2 ∈ U ′ and f0(v1, v2) 6 fcrit and f0(v1, v2) < 1. To get a
contradiction suppose that there does not exist y ∈ −→γv1∩−→γv2 such that γv1 is optimizing
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from x1 to y. Let x˜1, y˜ ∈ γv1 , and suppose that γv1 is optimizing from x˜1 to y˜ and
x1 < x˜1 < pi(v1) < y˜.
Clearly such x˜1 and y˜ exist. Then there are w2 ∈ U ′ and x˜2 < pi(w2) such that γw2 is
optimizing from x˜2 to y˜ and γv1 6= γw2 . Lemmas 7.7 and 7.8 imply that
f+µ0(y˜) = f0(v1, w2) 6 f0(v1, v2).(7.5)
We will now consider two cases.
Case that there is y ∈ γv1 such that x1  y and y ∈ J−(Ωout). Then the points
x˜1, y˜ ∈ γv1 can be chosen so that x1  y˜. Observe that f0(v1, v2) < 1 implies
E(v1, v2) 6= ∅. Moreover, Ωout ∩ J+(µin(1)) = ∅ implies that µin(1) 6≤ y. Lemma 7.6
implies that w2 ∈ W and hence, recalling (7.5),
f0(v1, v2) 6 fcrit 6 f+µ0(y˜) = f0(v1, w2) 6 f0(v1, v2).
But also f0(v1, v2) = f
+
µ0
(y′) whenever y′ ∈ γv1 is close to y˜ and pi(v1) < y′ < y˜. As
f+µ0(x1) > −1 and γv1∩µ0 = ∅, Lemma 6.11 implies that f0(v1, v2) = 1, a contradiction
with f0(v1, v2) < 1.
Case that there does not exist y ∈ γv1 such that x1  y and y ∈ J−(Ωout). By
Lemma 6.3 the point y˜ ∈ γv1 can be chosen so that y˜ is not in the interior of the set
K in (7.1). Then f+µ0(y˜) = 1, and (7.5) gives a contradiction with f0(v1, v2) < 1.
There is y ∈ −→γv1 ∩−→γv2 such that γv1 is optimizing from x1 to y. Lemma 7.9 implies
that there is x2 < pi(v2) such that γv2 is optimizing from x2 to y. Now Lemmas 7.3
and 7.7 give E(v1, v2) = E(y) and f0(v1, v2) = f
+
µ0
(y), and E(v1, v2) is in the set on
the right-hand side of (7.3). The above considerations also give the equation (7.4)
when the inequality f0(v1, v2) 6 fcrit is replaced by a strict inequality. 
We are now ready to complete the proof of Theorem 1.3. Recall that pi : TM →M
is the maps to the base point of the vector. Note, by denoting U = Ωout, we have
EU(y) = pi(E(q)) where the notation EU(y) denotes the earliest light observation set of
point y in the observation set U , see [47]. Roughly speaking, the set EU(y) corresponds
to the first observations made in the set U when there is a point source at y that
sends light to all directions. By Theorem 7.10, we see that the relation R determines
for all x = µin(s), with s ∈ (t−0 , t+0 ), and v1 ∈ L+xM the set {E(y) : y = γv1(r), 0 6
r < ρ(v1)}.
Therefore, the relation R uniquely determines the set
E(D) =
⋃
s∈(t−0 ,t+0 )
{E(y) ⊂ TΩout : y = γv1(r), v1 ∈ L+µin(s)M, r ∈ [0, ρ(v1))}.
Thus, R determines EU(D) = {EU(y) : y ∈ D} = {pi(E(y)) : y ∈ D}. Thus the
problem of recovering the manifold is reduced to the inverse problem with passive
measurements studied in [47]. By [47, Theorem 1.2], the set EU(D) determines the
topological, differential and conformal structures of D. This proves Theorem 1.3. 
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8. Proof of Theorem 1.1
This section is concerned with the proof of Theorem 1.1. The first claim in the
theorem, namely, determining the conformal, topological and differential structure of
the manifold (M, g) from either of the source-to-solution maps L or N follows from
Theorems 5.1–5.2 and Theorem 1.3. To see this, we begin by defining the relations
Rsemi-lin = {(v0, v1, v2, v3) ∈ L+Ωout × (L+Ωin)3 : γvj ’s are pair-wise not identical,
there are f ∈ C∞c (Ωin), κj ∈ R \ {0} and ιj ∈ T , j = 0, 1, 2, 3,
s.t for all small δ′ > 0, D semiσ,δ′,f 6= 0 where σ = (v0, κ0, ι0, . . . , v3, κ3, ι3)}
and
Rquasi-lin = {(v0, v1, v2, v3) ∈ L+Ωout × (L+Ωin)3 : γvj ’s are pair-wise not identical,
there are κj ∈ R \ {0} and ιj ∈ T , j = 0, 1, 2, 3,
s.t for all small δ′ > 0, Dquasiσ,δ′ 6= 0 where σ = (v0, κ0, ι0, . . . , v3, κ3, ι3)}
It follows as a consequence of Theorem 5.1–5.2 that the source-to-solution map L
(respectively N ) determines Rsemi-lin (respectively Rquasi-lin) and that the latter rela-
tions are both examples of three-to-one scattering relations, that is to say, they both
satisfy conditions (R1) and (R2). We can therefore apply Theorem 1.3 to uniquely
determine the topological, differential and conformal structure of the manifold (M, g)
on D from either of the source-to-solution maps L or N .
In the remainder of this section, we complete the proof of Theorem 1.1 by showing
that in the case of the semi-linear equation (1.2) and if (n,m) 6= 3, the conformal
factor can also be determined uniquely. We will follow the ideas set out in [72]. Here,
there will be some modifications as we are using Gaussian beams. The exceptional
case (n,m) = (3, 3) will require an alternative approach that will be briefly discussed
at the end of this section.
To set the idea in motion, we write g = cgˆ for the metric on D, where gˆ is known and
c > 0 is a smooth unknown function. Naturally, we will think of the metrics g and gˆ
as metrics on the manifold M that are conformal to each other only on the set D. Let
us consider the Gaussian beams Uλ described in Section 3. Our aim here is to show
that the values of the phase function φ restricted to the set D is independent of the
conformal factor, while the principal part of the amplitude function, a0,0, restricted
to the set D is given by
(8.1) a0,0 = c
−n−1
4 aˆ0,0,
where aˆ0,0 is independent of the conformal factor. Showing that φ is independent
of the conformal factor is trivial since the equation (3.6) for the phase function is
conformally invariant.
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To show (8.1), we start by recalling that the wave operator changes under conformal
scalings of the metric according to the expression:
(8.2) cgˆu = c−
n+3
4 (gˆ + qc)(c
n−1
4 u) on D,
where qc = −c 1−n4 gˆ(cn−14 ).
We now return to the construction of Gaussian beams associated to the operator
g on M and note that due to the scaling property above on the set D, there is a
one-to-one correspondence between Gaussian beams for g and gˆ + qc. Here, by a
Gaussian beam for gˆ + qc, we mean an ansatz
Uˆλ = eiλφˆAˆλ for λ > 0
and
Uˆλ = eiλφˆAˆλ for λ < 0
where we are using Fermi coordinates (sˆ, yˆ′) near γ with respect to the metric gˆ and
define the phase, φˆ, and amplitude, Aˆλ, analogously to (3.5). Here, because of the
presence of the zeroth order term qc, the governing equations for construction of the
phase and amplitude terms read as follows:
(8.3)
∂|α|
∂yˆ′α
〈dφˆ, dφˆ〉gˆ = 0 on (aˆ, bˆ)× {yˆ′ = 0},
∂|α|
∂yˆ′α
(
2〈dφˆ, daˆj〉gˆ + (gˆφˆ)aˆj + i(gˆ + qc)aˆj−1
)
= 0 on (aˆ, bˆ)× {yˆ′ = 0},
for all j = 0, 1, . . . , N and all multi-indices α = (α1, . . . , αn) ∈ {0, 1, . . .}n with
|α| = α1 + . . . + αn 6 N . Thus, by setting j = 0 in (8.3), it follows that at each
point y ∈ D, aˆ0,0(y) is independent of the conformal factor c. To summarize, the
principal part of the amplitude a0,0 for the Gaussian beams Uλ on the set D must be
given by (8.1) for some aˆ0,0 that arises from solving (8.3) and is only dependent on
the conformal class of the metric on D.
We now return to the task of showing that the conformal factor c can be uniquely
determined at every point y ∈ D. Applying arguments similar to the proof of [21,
Lemma 4], we can show that there exists a null geodesic γv0 for some v0 ∈ L−Ωout
passing through y and a null geodesic γv1 with v1 ∈ L+Ωin passing through y, such that
γv0 and γv1 have a single intersection point on the set D. Note that this property can
be checked via the knowledge of the topological, differential and conformal structure
of the manifold since null vectors are conformally invariant.
We now consider two null geodesics γv2 and γv3 in a small neighborhood of γv1
passing through y and such that
{γ˙v0(s0), γ˙v1(s1), γ˙v2(s2), γ˙v3(s3)}
forms a linearly dependent set. Here, γvj(sj) = y for j = 0, 1, 2, 3. We emphasize
that the existence of such null geodesics is guaranteed by Lemma 6.22. Now given
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any choice v0, . . . , v3 as above, we pick ιj ∈ Tvj such that the amplitude term a(j)0,0 is
real-valued and non-zero at the point y. We note from (8.1), that this condition can
also be checked via just the conformal structure of D. Finally, we set κ0 = 1 and let
κ1, κ2, κ3 ∈ R \ {0} be arbitrary. We then consider σ ∈ Σv0,v1 given by vj, ιj and κj
with j = 0, 1, 2, 3 constructed as above. As discussed the choice σ can be determined
by just knowning the topological, differential and conformal structure of D.
Note that although κ0 = 1 is fixed and vj, ιj are also fixed for j = 0, 1, 2, 3, we are
free to vary κ1, κ2 and κ3 and also an arbitrary real valued source term f ∈ C∞c (Ωin).
For each choice of f and each non-zero κ1, κ2, κ3, we proceed to compute D semiσ,δ′,f .
Following the steps of the proof in Theorem 5.1 and in view of the linear dependence of
{γ˙vj(sj)}3j=0 and the fact that a(j)0,0(y) are all real-valued, we conclude that if D semiσ,δ′,f 6= 0
for some choice of κ1, κ2 and κ3 and some function f ∈ C∞c (Ωin), then there holds:
(8.4)
3∑
j=0
κj γ˙vj(sj) = 0.
We fix σ corresponding to such a choice of κ1, κ2 and κ3 and proceed to explicitly
find the value of D semiσ,δ′ showing that it determines c. Indeed, by retracing the proof
of Theorem 5.1, using the fact that dVg = c
n+1
2 dVgˆ, together with fact that the values
of the phase functions φ(j), j = 0, 1, 2, 3 are independent of the conformal factor and
that a
(j)
0,0 is real valued at y and (8.1) holds, we obtain:
(8.5) D semiσ,δ′,f = C c(y)
n+1
2 (c(y)−
n−1
4 )4uf (y)
m−3 = Cc(y)−
n−3
2 um−3f (y),
where C is a constant that only depends on the conformal class in a neighborhood of
y.
The preceding analysis shows that given each f ∈ C∞c (Ωin), we can recover the
value of c(y)−
n−3
2 um−3f (y) at each point y ∈ D. This can be simplified further by
using sources f that generate real parts of Gaussian beams and such that they have
(asymptotically) prescribed values at each point y ∈ D as in Lemma 5.3. Indeed,
owing to equations (8.2)–(8.3), we can repeat the argument in the proof of Lemma 5.3
to construct explicit sources fλ ∈ C∞c (Ωin) only depending on the conformal class gˆ
on D such that
ufλ(y) = c(y)
−n−1
4 +O(λ−1),
where λ > 0 is a large parameter. Combining this with (8.5) and taking a limit as
λ→∞, we conclude that the knowledge of the source-to-solution map L determines
uniquely the values
c(y)−
n−3
2 c(y)−
(n−1)(m−3)
4 ,
at each point y ∈ D. Thus, it follows that c can be determined uniquely on the set
D, unless (n,m) = (3, 3).
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We remark that in the case (n,m) = (3, 3) this simple approach does not yield any
information. To treat this case, one needs to look further in the asymptotic expansion
of Iλ,σ,δ′,f (see Section 5.3) with respect to the parameter λ, than just the principal
behavior that is captured by D semiσ,δ′,f . This will also require explictly evaluating the
sub-principal term a1,0 in the expression for the Gaussian beams (see (3.5)). As one
of the main novelties of this paper is the generalization to arbitrary dimensions and
also for the sake of brevity we omit this analysis in this paper. Note also that the
paper [72] already deals with the particular case n = 3 although there the authors
use a four wave interaction.
Before closing the section, we also remark that in the case of the quasi-linear source-
to-solution map N , this approach entangles information about the tensors h and the
conformal factor c at the point y and additional efforts may be needed to uniquely
reconstruct the conformal factor.
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