It is true that in all-optical networks, network performance can be improved by wavelength conversion. However, the switching node with wavelength conversion capability is still costly, and the number of such nodes should be limited in the network. In this paper, a performance optimization problem is treated in all-optical networks. We propose a heuristic algorithm to minimize an overall blocking probability by properly allocating a limited number of nodes with wavelength conversion capability. The routing strategy is also considered suitable to the case where the number of wavelength convertible nodes are limited. We validate the minimization level of our heuristic algorithm through numerical examples, and show that our algorithm can properly allocate nodes with conversion and decide routes for performance optimization.
I. Introduction
An amount of tra c that a network should handle is rapidly growing due to an emerging evolution of multimedia computing and communication technologies. However, switching systems based on the current electronic technology cannot provide enough capacity to meet those requirements. An all-optical switching technology thus becomes important for future very high speed networks. In the optical switching network, switching nodes can be expected to have throughput of an order of gigabit per second. The advancements of optical technologies enable us to build an all-optical switching network based on a circuitswitching principle 1], 2], 3], 4], 5], 6], where each node performs demultiplexing on optical signals, switching in each wavelength, and then multiplexing all wavelengths again. Consequently, the same wavelength must be assigned for the connection on all the links along the route if the capability of wavelength conversion is not equipped with the network node. On the other hand, if each node has a full capability of wavelength conversion as shown in Fig. 1 , the same wavelength need not to be assigned, and a more exible routing and wavelength assignment is possible, which leads to the improved network per- and the wavelength can be converted up to 65 nm using the four-wave mixing (FWM) method 7] . A limitation caused by power degradation of the converted signal and a lower signal to noise ratio requires a careful treatment of wavelength conversion in such a network, but the performance improvement can be achieved when comparing with the case where no wavelength conversion is allowed. While implementation of providing a full capability of wavelength conversion would be expected in the future, implementation of such a node is still costly and the number of nodes with wavelength conversion should be limited. In what follows, we will refer to the node with wavelength conversion capability as the wavelength convertible node.
In Ref. 4] , the authors study on the e ect of introducing wavelength convertible nodes. However, they assumed that the wavelength convertible nodes are allocated with some probability independently of other nodes, while the location of such a node is likely to a ect the network performance especially when the number of convertible nodes is limited. For example, if wavelength conversion is not permitted to the connection with many hops, its blocking probability is degraded. This degradation can be avoided to a certain extent by replacing the intermediate wavelength inconvertible node with the convertible one. We therefore investigate the e ect of appropriate locations of the wavelength convertible nodes on the performance. For this purpose, we will develop an allocation algorithm for the wavelength convertible nodes under the performance constraints.
Another consideration is required to improve the performance of the network with a limited number of wavelength convertible nodes. In the most previous works for all-optical networks, the network performance was evaluated under the assumption that some routing strategy is given; xed routing 1], 2], 5], 8], alternate routing 1], 6], or dynamic routing 3]. In determining the route for the connection, it is natural to use the path with a smallest number of hops (i.e., shortest path) as in the above routing strategies. In our case, however, it is not obvious which is better, the shortest path on which none of nodes are wavelength convertible, or another longer path including one or more wavelength convertible nodes. Therefore, we will also consider the routing optimization problem.
In this paper, we treat an optimization problem under the performance constraint suitable to all-optical networks. In our problem, we are given the network topology, the number of wavelengths on the link, the maximum allowable number of wavelength convertible nodes, and arrival rates of end-to-end node pairs. Then, our proposed algorithm determines the location of wavelength convertible nodes and the route of end-to-end node pairs to minimize the call blocking probability while keeping the number of wavelength convertible nodes to a given value. The algorithm is heuristic; the location of wavelength convertible nodes is rst determined by assuming that the route of every end-to-end node pair is established on the shortest path. For this purpose, we extend the existing ADD algorithm 9] to be suitable for our optical network. The actual route is then decided further to reduce the blocking probabilities under the condition that the location of wavelength convertible nodes are xed. Our routing method is based on the approach taken for the circuit switching network 10], 11]. This paper is organized as follows. In Section II, we introduce our heuristic algorithm to minimize the overall blocking probability. In developing the algorithm, we need to obtain the blocking probability for the optical network, which is also presented. In Section III, we show the validation of our algorithm by comparing it with the optimal algorithm by utilizing the simple network. Then, the e ects of wavelength conversion and routing are fully discussed. Finally Section IV presents our conclusions and future works.
II. Heuristic of Performance Optimization by Allocation of Nodes and Routing
Our objective is to minimize the overall call blocking probability while keeping the network cost at a given value. In order to simplify our problem, we divide it into two subproblems; we rst determine the location of the wavelength convertible nodes and then decide the route for every end-to-end node pair. In the rst problem, we nd the appropriate location of a given number of wavelength convertible nodes such that the call blocking probability is minimized. In doing so, it is assumed that the route between every end-to-end node pair is predetermined. In actual, the shortest path will be used in the algorithm. See Subsection II-C for detailed description. The routing optimization problem is then treated in Subsection II-D to decide the actual route under the condition that the location of convertible nodes is xed.
We start this section by introducing the network parameters in Subsection II-A, followed by the development of an analytic approach for our optical network in Subsection II-B.
A. Introduction of network parameters
We rst introduce several notations to describe the network. 1. The network has J links, each of which has the number W of wavelengths. 2. Denote I for the number of nodes (a sum of wavelength convertible and inconvertible nodes) in the network. 3 . Let e a denote the arrival rate of connection setup requests at end-to-end node pair a. 4 . Denote M for the allowable number of wavelength convertible nodes. Our objective is to minimize the blocking probability for a given number of such nodes. Since the cost of the wavelength convertible node must be much higher than that of the inconvertible node, we can build a cost e ective network as a result.
5. Any route is a subset of the link set f1; 2; ; Jg, and the route of each end-to-end node pair a will be determined in our algorithm. The notation n a represents the number of possible routes for end-to-end node pair a, which is assumed to be prepared before performing the algorithm. Let R (i) a be the ith route prepared for end-to-end node pair a.
Actually, the route set fR (i) a ; i = 1; ; n a g is de ned by the rst n a number of shortest paths. Note that in the algorithm presented in Subsection II-C, the shortest path R (1) a is used for each end-to-end node pair a. 6 . In performing the allocation algorithm of wavelength convertible nodes (Subsection II-C), any route may traverse wavelength convertible nodes. Further, in Subsection II-D, the route from route set fR (i) a ; i = 1; ; n a g will be examined in turn to nd the most appropriate route since the shortest path R ( In performing our algorithm, we need to derive the blocking probability of each end-toend node pair a. We therefore develop the approximate analytic method, which will be used in our heuristic algorithm presented in the following subsections.
Although Ref. 4] has shown the analysis for the network with a limited number of wavelength convertible nodes, its approach is not suitable to our problem since their approach assumes that tra c load on all links is identical and wavelength convertible nodes are allocated with some probability independently of other nodes. We therefore extend the analytic approach taken in Refs. 2], 3], 6] where all (or none) of nodes have a capability of wavelength conversion. As in Refs. 2], 3], 6], our analytic approach assumes that when several wavelengths are idle along the route, the wavelength is randomly assigned for its analytical tractability.
B.1 Analytic model
Noticing that notations to represent the network model were introduced in the previous subsection, we use the following additional notations to describe our analysis. 1. By introducing m j for the number of idle wavelengths on link j, the network state can be represented as m = (m 1 ; m 2 ; ; m J ). The state space then becomes M = f0; ; Wg f0; ; Wg. 2. Denote R j for a set of routes that employ link j.
3. The number of hop counts for sub-route R (i;k) a is represented as h(R (i;k) a ). 4. Connection setup requests are assumed to arrive at end-to-end node pair a following a Poisson distribution with rate e a . The holding times of all connections are assumed to be identical and be exponentially distributed with unit mean. 5. Let L i a represent the blocking probability for end-to-end node pair a when route R (i) a is used by end-to-end node pair a. Denote L a for the blocking probability for end-to-end node pair a after the route for a is xed to R a . Its derivation will be an objective of this subsection. Further, P k (k = 0; 1; ; M) represents the blocking probability averaged over all endto-end node pairs when k wavelength convertible nodes are allocated within the network. That is,
In Subsections II-C and II-D where the allocation algorithm of wavelength convertible nodes and the route decision algorithm will be presented, we will try to minimize P M by properly allocating wavelength convertible nodes and deciding the routes of end-to-end node pairs.
B.2 Numerical algorithm
The numerical algorithm described in this subsection follows a well-known reduced load approximation method 11], 12], by which we can obtain the steady-state probability for the number of the available wavelengths on each link.
Let X j be a random variable representing for the number of idle wavelengths on link j in steady state. The corresponding density is denoted as q j (m j ) = P(X j = m j ); m j = 0; ; W :
We assume that random variables X 1 ; X 2 ; ; X J are independent, i. 
To determine j , we focus on some link j. By considering all routes traversing link j, the total arrival rate of connection setup requests at link j is given as;
In the above equation, L a is an unknown factor and our objective of the analysis in this subsection is to determine L a . However, once j 's and henceforth q j (m j )'s are obtained, we can determine L a as follows.
As has been described in Section I, the existing analytic approach can only treat the optical network with all (or none) of nodes having a capability of wavelength conversion as in Refs. 2], 3], 6]. We therefore extend the analysis for our network having both of wavelength convertible and inconvertible nodes. In our case, the same wavelength must be available on every sub-route of some route, say R, but the connection can be established even if available wavelengths on sub-routes are di erent. In the following derivation of the blocking probability, we assume that the location of the wavelength convertible nodes and the routes are given.
We introduce u i (m j ; R (i;k) a ) for representing the probability that when m j wavelengths are idle on link j, the number i of wavelengths are available on sub-route R (i;k) a that includes link j. By letting the link set of sub-route R (i;k) a be fj; j 1 ; j 2 ; ; j h(R ; (5) where p n i ( ) is determined by the following recursive relation 3]. The conditional probability (x; y; i) is the probability that there exist i available wavelengths under the condition that x and y wavelengths are available on successive two links. 
once the route is determined for the end-to-end node pair. For this purpose, we need to determine the location of wavelength convertible nodes in the network and the routes for every end-to-end node pairs. The algorithm will be described in Subsections II-C and II-D where our objective is to minimize Eq. (1) utilizing Eq. (9). In summary, we determine the blocking probability L a for each end-to-end node pair a using the algorithm below. (i) Choose j ; j = 1; ; J, arbitrarily for all links. Initialize L a as 0 for all a.
(ii) Determine fq(m) : m 2 Mg using Eqs. (2) and (3).
(iii) Calculate j ; j = 1; ; J using Eq. (4), which will be derived in the next subsection. (iv) Calculate the blocking probability L a for all end-to-end node pair a (Eq. (9)). If new values of L a are converged to the older ones, the iteration is terminated. Otherwise go to
Step (ii) for next iteration. In the numerical examples, the convergence criteria will be set to be 10 ?6 for the blocking probabilities. (v) Finally, we determine the overall blocking probability P k (k = 0; 1; ; M) using L a (See Eq. 1).
C. Allocation of wavelength convertible nodes
As described in the previous subsection, we want to minimize Eq. (1) by appropriately allocating the number M of wavelength convertible nodes. The routes of end-to-end node pairs are assumed to be xed in this subsection. That is, we consider the shortest route R (1) a and use the notation R a for simple presentation. The performance improvement by the routing coordination will be described in the next subsection.
Once all the routes of end-to-end node pairs are given, the minimal value of the blocking probability can be determined by calculating Eq.(1) in P M k=0 I k combinations if M convertible nodes are allowed in the network with the total number I of nodes. It requires intensive computation with large M and/or I, and we therefore apply the ADD algorithm 9] for the problem simpli cation. The cost in the original method of Ref. 9] corresponds to the overall call blocking probability in our case. In the original ADD Algorithm, the iteration is continued until any addition does not o er cost savings more than a given value. We consider the given value as zero since we want to minimize the blocking probability. The procedure is stopped after M (the allowable number of wavelength convertible nodes) iterations. This is due to the fact that the network is allowed to have at most M wavelength convertible nodes in our case.
Our ADD algorithm is performed as follows. (1) By using Eq. (1), calculate P 0 , the average blocking probability for the case where all nodes do not have the wavelength conversion capability. Then, we set P min = P 0 . (2) Add one wavelength convertible node at each iteration. At kth iteration, we replace the inconvertible node by the convertible one such that blocking minimization is most likely to be achieved. The node to be replaced is determined as follows.
(2-1) To nd the node which produces the greatest reduction of blocking probability, calculate the overall blocking probability by replacing each of the remaining (I ? k + 1)
inconvertible nodes with the convertible one in turn. Then, we nd the minimum overall blocking probability among them, and the corresponding node that achieves the minimum blocking probability. We represent those as P k and N k , respectively. (2-2) If P k is a minimum value up to kth iteration, set P k to P min and replace the node N k with the wavelength convertible node. Otherwise, no wavelength convertible node is added at kth iteration, but the node N k is remembered for later use. More speci cally, at jth iteration (j > k), node N j is replaced as the wavelength convertible node if P j < P min . At the same time, node N k is provided with the wavelength conversion capability.
(3) When M iterations are executed, stop the procedure. Otherwise, go to Step (2) . Finally the obtained value of P min is a minimum value of overall blocking probability. By the above algorithm, we determine the locations of M wavelength convertible nodes. We use the shortest path for each route irrespective of wavelength conversion abilities of the intermediate nodes. However, it may be preferred for some routes to make a detour so that one or more wavelength convertible nodes are traversed. Such a coordination algorithm for routing is next presented.
D. Routing coordination for performance improvement
After wavelength convertible nodes are placed according to the algorithm presented in the previous subsection, we next determine the route for every end-to-end node pair. If we would check all possible combinations of routes for every end-to-end node pair, we can determine the suitable route, leading to minimization of the blocking probability. Of course, it requires expensive computational time, O( Q a n a ), and we therefore consider the following two heuristic algorithms; one is the Descent algorithm (Subsection II-D.1), and the other is a simpler but less optimal one called the Sequential algorithm (Subsection II-D.2).
We use the following additional notations to describe the algorithms in this subsection. Those should be appropriately updated as the iteration proceeds.
R : the set of the current routes. R j : the set of the current routes which employ link j.
R a : the current route of end-to-end node pair a. R : the new route found in performing iteration. R 0 : the replaced route by R.
D.1 The Descent algorithm
Our rst algorithm, the Descent algorithm, heuristically replaces the route for one endto-end node pair with another at each iteration such that the overall blocking probability in Eq. (1) is decreased. The original Descent algorithm for alternate routing in circuit switching networks was proposed in Refs. 10], 11] to determine the number of routes and their order while minimizing blocking probability. For that purpose, they introduced an elementary transformation, which is de ned as follows. The list of routes between each end-to-end node pair is maintained to determine the most appropriate route. The elementary transformation is an operation which includes addition of the route to the list, deletion of the route from the list, and permutation of the list. The algorithm chooses the elementary transformation along the direction that is likely to decrease the blocking probability.
We modify the Descent algorithm suitable to our routing problem in the all-optical domain. The proposed method is applicable to more general network topologies than full-mesh networks assumed in Refs. 10], 11]. Our Descent algorithm rede nes an elementary transformation in replacing one route with another one (see below for its detailed description).
The algorithm is performed as follows;
(1) Initialize the route set R in which every end-to-end node pair is assigned the single route. In our algorithm, we use the route set of the ADD algorithm in the previous subsection as an initial route set. The algorithm will then change the route for each end-to-end node pair if the performance can be improved. An alternative route for the end-to-end node pair a is chosen from the set fR (i) a ; i = 1; 2; ; n a g, which is de ned a priori.
(2) For each end-to-end node pair a, determine the gain of the elementary transformation. In our de nition, it is the di erence between the blocking probability obtained by the current route R a and the one obtained by replacing the current route R a with route R (i) a . Those values are calculated by Eq.(1), and by letting those two quantities by z 0 and z ai , respectively, the gain is de ned as ai = z 0 ? z ai : (10) (3) By computing the gain ai over all fa; ig's, nd the combination fa m ; i m g which has the maximum gain amim . (4) Replace the route for the end-to-end node pair a m with R (im) am . If the value amim is less than some small value , stop the iteration procedure. Otherwise, go to Step (2) after retaining new values for variables q j ( ), j , L a (see Subsection II-B for derivation). Those variables are necessary in the next iteration. To avoid in nite iterations, the algorithm is stopped if the su cient number of iterations is performed.
In the algorithm, blocking probabilities of all end-to-end node pairs must be computed for elementary transformation in Step (2) at each iteration, but only one of results is retained at Step (4). Since it requires enormous computational time 10], an acceleration method is preferred for more e ective computation. It can be achieved by continuously using blocking probabilities derived at the previous iteration. It avoids calculating new estimation of the elementary transformation. This method assumes that variables related to the routing are almost identical at each iteration as in Ref. 10] . In a strict sense, all the tra c ows on the network should be modi ed at each iteration, and the overall blocking probability is changing as the iteration proceeds. We therefore compute gains of elementary transformations by utilizing the assumption that the total increase in the carried tra c can be represented by four contributions as de ned in the below, and that all tra c ows and resulting blocking probabilities are kept constant except several routes, which are a ected by the route replacement. Four components of the tra c variation are de ned as; and R a . We can further reduce a computational complexity by introducing the following assumptions. 1. The arrival rate j and the steady-state probabilities q j ( ) are changed only on links which are included in routes R (i) a and R a . 2. A transformation of the end-to-end node pair a only a ects the variation of blocking probability L a . Therefore, we only recompute L a in Step (2). By the above assumptions, we can avoid solving all q j ( )'s in Step (2) ) q j (0) : (12) Note that Eq. (12) is the partial derivative of the Erlang B function.
D.2 The Sequential algorithm
The Descent algorithm has a possibility that the route for the same end-to-end node pair is frequently changed, which leads to an increase of computational time. While we have introduced an acceleration method in the algorithm, it still requires the blocking probabilities of all candidate routes fR (i) a ; i = 1; 2; ; n a g of each end-to-end node pair in order to nd the largest gain. We therefore investigate another algorithm, the Sequential algorithm, which is expected to be less computationally intensive by allowing the replacement of the route of each end-to-end node pair only once when overall blocking probability is likely to be decreased. In order to nd out the route which is likely to be able to reduce the blocking, the route using the heavily-loaded link is chosen as a candidate of replacement. For this purpose, we only need the values calculated at the previous iteration. The sequential algorithm is performed as follows.
(1) Initialize the route set R in which the single route R a is de ned for each end-to-end node pair a. In the algorithm, we use the route set used in the ADD algorithm of the previous subsection as an initial route set. In iterating
Step (2) through Step (4) in the below, the examined end-to-end node pair will be marked, and the iteration is stopped when all the end-to-end node pairs in the network are marked. (2) The route traversing the most heavily loaded link is moved. Recalling that the notation j represents the tra c load of link j (see Eq. (4)), we nd the link j with a largest value of j and perform the following procedures. 
Since such a route tends to traverse the lightly loaded links, the blocking probability can be expected to be reduced. However, no route may be found due to the constraint Eq.(13) which indicates that alternative route R is not appropriate since the arrival rate of each link on route R is larger than that of the current link j. Thus, when the new route is not found, link j 0 with the next largest value of j 0 is examined. If no route of unmarked end-to-end node pair is found, stop the iteration. (3) Mark the end-to-end node pair a which has route R, and compute the overall blocking probability by assuming that route R 0 is changed to route R. If a newer value is less than the older one, route R 0 is actually replaced with R, that is, R is set to R a . Otherwise, keep R a to R 0 as the route for end-to-end node pair a. (4) If all end-to-end node pairs have been marked, stop the iteration. Otherwise, go to
Step (2) . Last, we note that to obtain a further optimization level in our algorithm, it seems to be attractive that the allocation algorithm of wavelength convertible nodes (ADD algorithm) and routing coordination algorithm (Descent or Sequential algorithm) are iteratively performed. However, its e ect is limited, which will be demonstrated in Subsection III-B.
III. Numerical Examples
In this section, we rst validate our proposed algorithm by using relatively small network models. Then, we investigate the e ect of introducing the wavelength convertible nodes and routing coordination on the network performance by utilizing our algorithm. This subsection shows the validation of the ADD algorithm. We use the network model consisting of 10 nodes. As shown in Fig. 2 , every bidirectional link connects two adjacent nodes. For every end-to-end node pair, a shortest route in terms of hop counts is assumed to be used for the connection setup. If there are multiple shortest routes, one of those is randomly chosen. Since we cannot show the entire routing table due to space limitation, the number of routes through each node dependent on the hop counts are shown in Table I . We assume that connection setup requests arrive at all end-to-end node pairs with identical mean e.
The results are shown in Table II , where indices of wavelength convertible nodes determined by our algorithm are shown. Two cases of the allowable number of wavelength convertible nodes are examined; M = 2 and 5. The second and third columns of the Table II , the node having more routes (i.e., node 5 and 6 in Table I ) is likely to be replaced with the wavelength convertible node. One di erence can be found in the last row of Table II where our ADD algorithm and the optimal algorithm place the wavelength conversion capability on the di erent nodes (nodes 7 and 8). It is due to the structure of the current network model. The network model depicted in Fig. 2 has two 3-hop routes which includes nodes 1 and 7 as intermediated nodes. To improve the performance, the routes with longer hop counts are preferred to traverse the wavelength convertible nodes. In our ADD algorithm, node 7 is rst added. Then, node 1 is changed to the wavelength convertible node to improve the performance for the longer routes other than the above 3-hop routes. The e ect of adding the wavelength conversion capability to node 7 is then decreased when node 1 is changed to the wavelength convertible node. However, our ADD algorithm cannot restore node 7 as the inconvertible node to put node 8 as the convertible node. On the other hand, the optimal solution can appropriately select node 8 since it examines all the combinations.
However, performance results are almost same in two cases. Figure 3 compares the overall blocking probability attained by the ADD algorithm and the optimal solution Table II , but the results are very close. That is, while two algorithms lead to di erent results regarding the location of the wavelength convertible nodes, the performance objective can almost be met by our ADD algorithm.
A.2 Validation of the optimization level by routing coordination
In the previous subsection, we have only considered the validation of the ADD algorithm by assuming that all the routes are predetermined and xed. That is, the routing coordination has not been taken into account. In this subsection, we show the results of two heuristic algorithms by comparing with the optimal solution. We had to use a smaller model as shown in Fig. 4 since the derivation of the exact values requires intensive computational time, as has been described in Subsection II-D. We further assume that the alternative route is prepared for each end-to-end node pair in addition to the shortest route. See Table III . Routing optimization algorithms are given those routes to select one of two routes for performance improvement. In the table, the routes indicated by a symbol \*" show the routes determined by our Descent algorithm. The wavelength convertible R ( Table IV shows how overall blocking probabilities are improved by routing algorithms. In the table, (e; M) represents a pair of arrival rate at each end-to-end node pair and the number of wavelength convertible nodes. The second column (\Original") shows the case where only the allocation algorithm of wavelength convertible nodes is applied, and performance improvement by routing algorithms is not considered. The third and fourth columns (\Descent" and \Sequential") are results obtained by our two algorithms. Optimal values by calculating all combinations of routes are shown in the last column (\Optimal"). As can be seen from the table, the Descent algorithm can perfectly reduce overall blocking prob- ability in this case. Of course, such a conclusion is not applied to all other cases, but we believe that the considerable performance optimization level can be expected by applying the Descent algorithm. The Sequential algorithm can also improve blocking probabilities, but limited to a certain level.
B. E ects of wavelength convertible nodes and routing coordination
In this subsection, we investigate the e ect of introducing wavelength convertible nodes by using a larger network. The network model is depicted in Fig. 5 (NSFNET) consisting of 12 nodes. As performance measures, we use blocking probabilities dependent of the number of the hop counts in addition to an overall blocking probability.
We rst apply our ADD algorithm for allocating the convertible nodes where the shortest route is provided for each end-to-end node pair. If two or more routes are the shortest, ../../analysis/bp/mean/nsfnetErlang/plot/nsfr.eps Fig. 6 . Performance of the ADD algorithm the route is randomly chosen among them. Each end-to-end node pair has connection setup requests with rate e. The numbers within the nodes in Fig. 5 indicates the order of adding the wavelength convertible nodes by the ADD algorithm. Then, the wavelength conversion facility is actually added in that order up to M (the allowable number of convertible nodes). The order clearly shows that the wavelength convertible nodes to be added have rather large node degrees. Figure 6 shows call blocking probabilities obtained by the ADD algorithm for two di erent numbers of wavelengths, W = 4 and 8. The horizontal axis shows the arrival rate of each end-to-end node pair. We can observe that the blocking probability can be improved by adding wavelength convertible nodes, but it is limited as the number of convertible nodes grows. It can be con rmed in Fig. 7 with the solid lines labelled by \ADD" where the horizontal axis shows the number of wavelength convertible nodes (M) and four values of the arrival rate (e = 0:01, 0:02, 0:03 and 0:05) are used. Addition of convertible nodes can steeply reduce the blocking probabilities by increasing M until M becomes moderately large (M = 4 or 5 in this example). Note that the dashed lines labelled by \ADD+Descent" corresponds to the results by applying the Descent algorithm for routing coordination in addition to the ADD algorithm, which is described next. We show the e ect of routing coordination using the same network in Fig. 5 . In performing our algorithm, two candidate routes are provided for each end-to-end node pair, for which we choose the shortest and the second shortest path in terms of hop counts. If two routes are the shortest, the rst and second routes are randomly chosen. As having been described, it is di cult to check all possible combinations of routes for every end-to-end node pair for its expensive computational time. It is especially true for n a 2 as in this case. Therefore, we only show the results of applying our proposed algorithms here.
In Fig. 7 , we depict results obtained by our Descent algorithm as dashed lines. While our routing algorithm certainly reduces the blocking probabilities, its e ect is limited mainly due to the structure of our example network, i.e., the freedom of the routing selection is low. The improvement is about 10% in the blocking probabilities. It is more clearly shown in Table V .
We nally compare the blocking probabilities dependent on the number of hop counts. By applying our algorithm, the route for each end-to-end node pair are determined. Then, blocking probabilities for routes with the same number of hop counts are collected and averaged. In Fig.8 , the results are shown. In the gure, the number of wavelengths W is set to four and the arrival rate e is 0:02. The overall blocking probability averaged over all end node pairs (labelled by \Network") is also shown. From the gure, we can con rm that the e ective allocation of wavelength convertible nodes leads to more reduction of the blocking probabilities especially for connections with larger hop counts. For example, the blocking probabilities can be improved in one order of magnitude for the routes with ve hop counts if ve wavelength convertible nodes are introduced and our algorithm is applied.
In the above, we have executed the ADD algorithm and the Descent algorithm only once. Last, we show the e ect of iteration of two algorithms, the ADD algorithm for allocating wavelength convertible nodes and the Descent algorithm for routing coordination, by which we can expect to improve an optimization level. It is still attractive even from a viewpoint of the computational time since the optimal algorithm requires Q a n a P M k=0 procedure did not improve the results obtained in Subsection III. On the other hand, we found that the overall blocking probabilities were slightly improved for some cases treated in the current subsection. The results are summarized in Table VI where we can nd that improvement is very limited.
IV. Concluding Remarks
In this paper, we have treated a performance optimization problem in all-optical networks. The algorithm consists of two parts, the allocation of wavelength convertible nodes and the route decision of end-to-end node pairs. The objective is to minimize the blocking probabilities while keeping the number of wavelength convertible nodes to a predetermined value. We have shown that our algorithm can allocate wavelength convertible nodes properly by comparing it with the exact optimization. Moreover, a proposed routing strategy can improve the blocking probabilities.
In the proposed algorithm, we rst allocate the wavelength convertible nodes under the condition that the routes of all end-to-end node pairs are predetermined. After xing the location of the wavelength convertible nodes, the routing coordination procedure is performed. One possible way to improve the performance optimization level seems to iterate the above two procedures. We have applied the iteration of ADD and Descent algorithm to some tra c patterns and have found that some cases slightly improve the network performance.
