Abstract: This paper explores the collocational behaviour and semantic prosody of near synonyms from a cross-linguistic perspective. The importance of these concepts to language learning is well recognized. Yet while collocation and semantic prosody have recently attracted much interest from researchers studying the English language, there has been little work done on collocation and semantic prosody on languages other than English. Still less work has been undertaken contrasting the collocational behaviour and semantic prosody of near synonyms in different languages. In this paper, we undertake a cross-linguistic analysis of collocation, semantic prosody and near synonymy, drawing upon data from English and Chinese (pu3tong1hua4). The implications of the findings for language learning are also discussed.
Introduction
This paper explores the collocational behaviour and semantic prosody of near synonyms from a cross-linguistic perspective. The importance of these concepts to language learning is well recognized. Yet while collocation and semantic prosody have recently attracted much interest from researchers studying the English language, there has been little work done on collocation and semantic prosody on languages other than English. Still less work has been undertaken contrasting the collocational behaviour and semantic prosody of near synonyms in different languages. The exceptions to this include Sardinha (2000) and Tognini-Bonelli (2001: 131-156) , who contrast semantic prosodies in European languages such as English vs. Portuguese and English vs. Italian. In this paper, we will use the same methodology to undertake a cross-linguistic analysis of collocation and semantic prosody of near synonyms, drawing upon data from two distinctly different languages, English and standard Chinese (pu3tong1hua4).
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In working with English and Chinese we decided that we needed to carefully select corpus data to minimize the role that corpus choice had to play in determining our research findings. We knew that our approach should be corpus-based as previous studies have shown that a speaker's intuition is usually an unreliable guide to patterns of collocation and that intuition is an even poorer guide to semantic prosody. Yet in choosing corpora for our study we also wanted to use data that formed a good basis for a contrastive study, as we wished to control for features such as genre when undertaking our cross-linguistic comparison. Consequently, the principal corpora we use in this paper are the Freiburg-LOB Corpus of British English (i.e. FLOB, see Hundt, Sand and Siemund 1998) , the Freiburg-Brown Corpus of American English (i.e. Frown, see Hundt, Sand and Skandera 1999) , and the Lancaster Corpus of Mandarin Chinese (i.e. LCMC; see McEnery, Xiao and Mo 2003) . Each of these corpora contains approximately one million words of samples collected from fifteen written text categories published around 1991. The FLOB/Frown and LCMC corpora are, as far as is practically possible, comparable corpora suitable for contrastive language research. However, there were points in our research when these corpora were not large enough to provide a reliable basis for quantification. On such occasions a supplementary group of data was also used, which includes two comparable corpora, namely the Lancaster-Oslo/Bergen Corpus of British English (i.e. LOB, see Johansson, Leech and Goodluck 1978) and the Brown University Corpus of American English (i.e. Brown, see Francis and Kučera 1964) , and the People's Daily (2000) Corpus for Chinese (PDC2000). 2 The LOB and Brown corpora are 1-million-word corpora sampled from the same fifteen text categories used in FLOB, Frown and LCMC, but the texts were produced in 1961. The PDC2000 corpus covers one year's newspaper texts published by the People's Daily in 2000, totalling approximately fifteen million words. For very rare items in English, we also used the British National Corpus (i.e.
BNC, World Edition) to extract significant collocates. As the supplementary corpora are not comparable either in sampling period or coverage, we clearly indicate where they are used in this paper. These corpora were only used to add further weight to observations made in small comparable corpora.
In this paper, collocation, semantic prosody and near synonymy are explored contrastively with the aim of addressing two important questions: i.) does Chinese exhibit semantic prosody and semantic preference as English does? ii.) how different (or similar) are the collocational behaviour and semantic prosody of lexical items with similar denotational meanings (i.e. near synonyms) in unrelated languages such as English and Chinese? In addition, in the conclusion of this paper, we will also consider the implications of this contrastive analysis for language learning.
To make the analysis comparable, the exploration will be undertaken through three case studies of near synonyms in English and their close translation equivalents in Chinese. These translation equivalents were identified using a bilingual dictionary, independently of the observed collocational behaviour or semantic prosody in our corpus data. When used such dictionary-based translation equivalents were checked by us in context to exclude irrelevant data. For example, the dictionary shows the Chinese equivalent of result is jie2guo3 (结果), which can also be used as a verb meaning 'to yield fruits' literally, or 'to produce a result' and, metaphorically, 'to kill or finish off somebody'. These uses were excluded from our analysis, as they fell outside the scope of our study. Before proceeding to undertake the contrastive analysis, however, we will first review previous research on collocation, semantic prosody and near synonymy.
Collocation, semantic prosody and near synonymy: a review
Collocation has been studied for at least five decades. The word collocation was first used as a technical term by Firth (1957) when he said 'I propose to bring forward as a technical term, meaning by collocation, and apply the test of collocability' (Firth 1957: 194) . According to Firth (1968: 181) , 'collocations of a given word are statements of the habitual or customary places of that word'. Firth's notion of collocation is essentially quantitative (cf. Krishnamurthy 2000: 32) . The statistical approach to collocation is accepted by many corpus linguists including, for example, Halliday (1966: 159) , Greenbaum (1974: 82) , Sinclair (1991) , Hoey (1991) , Stubbs (1995) , Partington (1998) , Wilson (2001), and Hunston (2002) . All of these linguists follow Firth in that they argue that collocation refers to the characteristic cooccurrence of patterns of words. One assumes that Greenbaum's (1974: 82) definition of collocation -'a frequent co-occurrence of two lexical items in the language' -only refers to statistically significant collocation. While Greenbaum's definition does not tell us how frequent the co-occurrence of two lexical items should be to be considered as a collocation, Hoey (1991: 6-7) uses the term collocation only if a lexical item appears with other items 'with greater than random probability in its (textual) context'.
There are a number of statistical tests used to measure collocational strength, e.g.
the MI (mutual information), z, t, log-likelihood, log-log and MI3 scores. While it is well known that the MI scores may unduly overvalue infrequent words, we chose to use the MI measure in this paper because it is built into the corpus tools we used, WordSmith (for English data) and Xaira (for Chinese data). Both tools allow users to set the minimum co-occurrence frequency of an item to be considered as a collocate of a given node word so that the drawback of the MI measure, as noted above, can be partly offset. Given the size of the comparable corpora used, we set the minimum cooccurrence frequency to 3. Within a 4-4 window span, items which have a minimum co-occurrence frequency of 3 as a collocate of a given node word and a minimum MI score of 3 are considered to be collocates of a node word. When using additional data from the BNC and PDC2000 corpora, the minimum co-occurrence frequency was set at 20. As we will see from the collocates extracted in section 3, these adjustments have allowed us to use the MI score safely.
Shifting from form to meaning, Stubbs (2002: 225) observes that 'there are always semantic relations between node and collocates, and among the collocates themselves'. The collocational meaning arising from the interaction between a given node and its typical collocates might be referred to as semantic prosody, 'a form of meaning which is established through the proximity of a consistent series of collocates' (Louw 2000: 57) . Both individual words and phrases can have semantic prosodies (cf. Schmitt and Carter 2004: 7) . The primary function of semantic prosody is to express speaker/writer attitude or evaluation (Louw 2000: 58) . Semantic prosodies are typically negative, with relatively few of them bearing an affectively positive meaning. However, a speaker/writer can also violate a semantic prosody condition to achieve some effect in the hearer -for example irony, insincerity or humour can be explained by identifying violations of semantic prosody (Louw 1993: 173) .
It would appear, from the literature published on semantic prosody, that it is at least as inaccessible to a speaker's conscious introspection as collocation is (cf. Louw 1993: 173; Partington 1998: 68; Hunston 2002: 142) . Yet as the size of corpora has grown, and tools for extracting semantic prosodies have been developed, semantic prosodies have been addressed much more frequently by linguists, as exemplified in It might be argued that the negative (or less frequently positive) semantic prosody that belongs to an item is the result of the interplay between the item and its typical collocates. On the one hand, the item does not appear to have an affective meaning until it is in the context of its typical collocates. On the other hand, if a word has typical collocates with an affective meaning, it may take on that affective meaning even when used with atypical collocates. As the Chinese saying goes, 'he who stays near vermilion gets stained red, and he who stays near ink gets stained black' -one takes on the colour of one's company -the consequence of a word frequently keeping 'bad company' is that the use of the word alone may become enough to indicate something unfavourable (cf. Partington 1998: 67) .
In Stubbs' (2002: 225) comment cited above, the meaning arising from the common semantic features of the collocates of a given node word can be referred to semantic preference, which is defined 'by a lexical set of frequently occurring collocates [sharing] some semantic feature' (ibid: 449). For example, Stubbs (2001b: 65) observes that large typically collocates with items from the same semantic set indicating 'quantities and sizes ' (e.g. number(s), scale, part, quantities, amount(s)) while Partington (2004: 148) notes that 'absence/change of state' is a common feature of the collocates of maximizers such as utterly, totally, completely and entirely.
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Semantic preference and semantic prosody are two distinct yet interdependent collocational meanings. According to Sinclair (1996 Sinclair ( , 1998 and Stubbs (2001b) , semantic prosody is a further level of abstraction of the relationship between lexical units: collocation (the relationship between a node and individual words), colligation (the relationship between a node and grammatical categories), semantic preference (semantic sets of collocates) and semantic prosody (affective meanings of a given node with its typical collocates). Partington (2004: 151) notes that semantic preference and semantic prosody have different operating scopes: the former relates the node item to another item from a particular semantic set whereas the latter can affect wider stretches of text. Semantic preference can be viewed as a feature of the collocates while semantic prosody is a feature of the node word. On the other hand, the two also interact. While semantic prosody 'dictates the general environment which constrains the preferential choices of the node item', semantic preference 'contributes powerfully' to building semantic prosody (Partington 2004: 151) .
There are different opinions regarding whether or not semantic prosody is a type of connotative meaning. Partington (1998: 68) , Stubbs (2001a: 449) and Hunston (2002: 142) appear to take it for granted that semantic prosody is connotational, while Louw (2000: 49-50) explicitly argues that 'semantic prosodies are not merely connotational' as 'the force behind SPs [semantic prosodies] is more strongly collocational than the schematic aspects of connotation'. In our view, connotation can be collocational or non-collocational whereas semantic prosody can only be collocational.
In this paper, the positive, neutral and negative semantic prosodies correspond to Partington's (2004) For example, Greenbaum (1974: 81) noted that synonyms may 'be separated collocationally because of restrictions to a language variety or style', as shown in his examples to cashier an army officer vs. to expel a school child. Halliday (1976: 73) observed that tea is typically described as strong rather than powerful whereas a car is more likely to be described as powerful than strong, even though the two modifiers share similar denotational meanings. Similarly, while weak and feeble have similar cognitive meanings, native speakers of English prefer to say weak tea rather than feeble tea (cf. Mackin 1978: 150) . In addition to different collocational behaviour, near synonyms can also differ in semantic prosodies, e.g. fickle is negative whereas flexible is positive (see Tognini-Bonelli 2001: 18-24 draws a distinction between the neutral ('a result or effect of some previous occurrence') and negative ('an unpleasant result') use of consequence and gives an example of its negative use (take the consequences).
Shifting to consider these words in contrast, the Chinese equivalent of result/outcome is jie2guo3 (结果) while the equivalent for consequence/aftermath is hou4guo3 (后果). In addition, there are a number of obviously positive synonyms such as cheng2guo3 (成果) 'achievement' and shuo4guo3 (硕果) 'great achievement', and negative synonyms including ku3guo3 (苦果) 'a bitter pill to swallow' and e4guo3 (恶果) 'evil consequence'. There are 240 instances of jie2guo3 (结果) in the LCMC corpus, which are distributed across different meaning categories as follows:
positive 33, neutral 129 and negative 78. Significant collocates of jie2guo3 (结果) include: Like the synonyms of result in English, the six near synonyms of jie2guo3 (结果) in Chinese can be arranged on a semantic continuum, from positive to negative, as
and ku3guo3 (苦果)/e4guo3 (恶果). In relation to English, it appears that Chinese is more sharply divided between the clearly negative and positive ends of the continuum.
It is also important to note that unlike English, in which different forms of a lemma may have different collocates and semantic prosodies (e.g. consequence vs.
consequences as noted earlier), Chinese does not have a rich morphology which can affect collocation and semantic prosody in this way.
The cause group
The negative semantic prosody of CAUSE has been widely observed (most notably by Stubbs 1995 damage, problems, pain, disease, distress, trouble, blood, concern, degradation, events, harm, land, number, people, pollution, suffering, anxiety, condition, death, decision, fear, heart, human, stress, surprise, symptoms, time, water , women and years. The underlined items are all unpleasant.
These examples of 'bad company' collocate with CAUSE so frequently that the central and typical use of this word shows a negative affective meaning.
When CAUSE is used neutrally, there is usually a contrast between something good and something bad, e.g. between 'pleasure' and 'pain' in (4). Also, considering the distribution of consequences across text categories, it is hardly surprising that the neutral use of CAUSE typically occurs in academic prose, which provides 28 out of 56 neutral occurrences, as shown in (5). Unfortunately, while it has been observed that collocation is associated with text types (e.g. Firth 1957: 195; Sinclair 1966: 429; Greenbaum 1974: 81; Partington 1998: 17; Hoey 2003) , the link between semantic prosody and text type has largely been overlooked in previous research (though see In (6a), think of a strutting peacock appears quite neutral. Nevertheless, the neutrality is immediately traded off by vicious and deadly. Similarly, whilst hope in (6b) is quite positive, the hope is turned into a fantasy or daydream when groundless is used.
The central and typical negative prosody, however, does not prevent CAUSE from co-occurring with words indicating positive results (e.g. such pleasure, some easing of the confusion, some tumors to shrink or disappear), although such cases are extremely rare (see the discussion of zao4cheng3 (造成) 'cause'). Sometimes, a word with a strongly negative semantic prosody such as CAUSE is used to achieve an ironic effect.
Two million children could be dying of hunger in the Sudan, and that wouldn't cause a bump in consciousness. But Richard Johnson's wife seen with a longhaired stranger -now that was news! (Frown: K)
In (7) As such low frequencies may produce misleading results, we used four corpora of the Brown family (LOB, FLOB, Brown and Frown) to examine the distribution of GIVE rise to and AROUSE across meaning categories. As can be seen from Table 3 , the increase in frequencies makes the distribution of the two phrasal verbs more balanced across the three meaning categories, but it does not lead to a drastic change in ordering. In these four corpora, no significant collocate was found which indicates the result referred to by GIVE rise to; only one such collocate, suspicion, was found for AROUSE.
[ listed below (in descending order of frequency of co-occurrences).
• Zhi4shi3 ( 致 使 ): (collocates from PDC2000) si3wang2 'death', wen4ti2
'waste', sun3shi1 'damage'
• Yin3fa1 (引发): (collocates from PDC2000) wen4ti2 'problem', mao2dun4
'transformation', zeng1zhang3 'growth', ti2gao1 'increase', jie3jue2
• Cu4cheng2 (促成): (collocates from PDC2000) he2ping2 'peace' 
Price vs. dai4jia4 (代价)
In this section, we will examine a group of synonyms related to price and cost. In Some of them asserted that personal price carries a strongly negative semantic 26 prosody and was inappropriate given the purpose of the advert. Others saw nothing wrong with this advertisement.
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It was suggested in the discussion that the potentially negative prosody of personal price in the advertisement might have been caused by a wider phraseology, i.e. its co-occurrence with PAY or at. Some linguists speculated that lexical choice would also affect semantic prosodies, e.g. personal cost would be more negative than personal price. Co-occurrences of PAY /at/with with price(s)/cost(s) can denote either literal (i.e. in monetary terms) or metaphorical (i.e. related to a loss, damage or sacrifice) meanings. The former use is neutral whereas the latter shows a negative semantic prosody. Is it true, then, that the co-occurrence of PAY with price(s)/cost(s) is more likely to denote a neutral literal meaning than the co-occurrence of at with the two words? Or is it true that the co-occurrence of cost(s) with PAY/at/with is more likely to denote a negative metaphorical meaning than the co-occurrence of price (s) with PAY/at/with? In the four corpora of the Brown family, a total of 198 such instances were found, as shown in Table 5 . Log-likelihood tests show that the differences in the frequencies of literal and metaphorical uses of PAY vs. at, and of cost(s) and price(s) are not statistically significant at all. This means that PAY and at on one hand, and cost(s) and price(s) on the other hand, are equally likely to denote a neutral literal meaning or a negative metaphorical meaning.
[ A breakdown of the combinations in Table 5 tells us more about their pattern meanings. In Table 6 , the symbol @ represents a pre-or post-modifier, with or without a preceding article (excluding the pattern at any/all/a price/cost, which was counted separately). It can be seen from the table that patterns 6 -9 are typically used to denote a negative metaphorical meaning (e.g. 10), whereas patterns 1 -5 can be used either literally or metaphorically. The word 'typically' is important here.
Because of the low overall frequencies of patterns 5 -9 in the four corpora, the literal use of these patterns is rare in our data. The Chinese equivalent of price/cost when used in this sense is dai4jia4 (代价), which can be used either neutrally to denote a literal meaning (i.e. in monetary terms) or negatively to express a metaphorical meaning. In modern Chinese, the use of (12b), where the husband uses it to achieve a humorous effect.
While our corpus data shows that dai4jia4 (代价) is typically described as high,
Xian4dai4
Han4yu3 Ci2dian3 'The Dictionary of Modern Chinese' (the 1983 edition), the most authoritative Chinese dictionary in China, gives a surprising example: yong4
(GEN) shi4qing2 (thing) 'to accomplish more at least cost'. There is nothing wrong with the example itself. Nevertheless, it does not reflect the central and typical use of dai4jia4 (代价) in attested language data. As this is the only example the dictionary gives for dai4jia4 (代价), the dictionary fails to reflect the typical use of the word and is therefore somewhat misleading.
In contrast with the negative dai4jia4 (代价), all of the occurrences of jia4ge2 (价格, 165), jia4qian2 (价钱, 19) , jia4kuan3 (价款, 1) and cheng2ben3 (成本, 129) in LCMC are used in a neutral literal sense. The neutrality of infrequent items (i.e.
jia4qian2 (价钱) and jia4kuan3 (价款)) was also confirmed by PDC2000, where all of the 111 instances of jia4qian2 (价钱) and 46 instances of jia4kuan3 (价款) were neutral. The collocates of these near synonyms include:
'big', yuan2 (Chinese currency unit yuan)
Unlike the collocates of dai4jia4 (代价), these items do not display preferences for items indicating unpleasantness and enormous size. It is clear that these near synonyms are collocationally different from dai4jia4 (代价). Rather, they are used in the same way as the literal use of English price/cost.
Concluding discussion: some implications for language pedagogy
This paper has explored the collocational behaviour and semantic prosody of near synonyms from a cross-linguistic perspective. Our contrastive analysis shows that semantic prosody and semantic preference are as observable in Chinese as they are in (Dodd 2000) . While the corpus-based approach can only reveal but not explain such crosslinguistic similarity, at least part of the explanation, in our view, can be found in the common basis of natural language semantics -'the conceptual system that emerges from everyday human experience' (Sweetser 1990: 1 In addition to having implications for the contrastive study of language, our study also has at least three implications for language pedagogy. The first two relate to vocabulary teaching, particularly the teaching of near synonyms while the last relates to teaching language for specific purposes. We will discuss each in turn.
First, the importance of collocation and semantic prosody is well recognized in language learning (e.g. Partington 1998: 23-25; Hoey 2000 Hoey , 2003 Hunston 2002: 142; Altenberg and Granger 2001; Nesselhauf 2003 ). Yet the emphasis of this work has been monolingual. Our study shows that a contrastive analysis of collocation and semantic prosody would be useful to L2 learners. To illustrate this point, let us consider (13a), which was produced by a Chinese-speaking postgraduate of tourism.
Because of the negative semantic prosody of CAUSE, Johns (1997) suggested revising the sentence as (13b):
(13) (a) Although economic improvement may be caused by tourism, the investment and operational costs of tourism must also be considered.
(b) Although tourism may lead to economic improvement, the investment and operational costs of tourism must also be considered.
In fact, inappropriate word choice arising from an ignorance of semantic prosody is not uncommon in In conclusion, given the importance of contrastive analysis of collocation and semantic prosody to language learning and the present lack of this kind of research, our view is that there is a pressing need for the cross-linguistic study of collocation and semantic prosody to be pursued by researchers. 4 In this list, only accept is a significant collocate as defined in this paper. In the BNC significant collocates (with a co-occurrence frequency of 20 or above) indicating actions include AVOID, ACCEPT, BE, CAUSE, CONSIDER, FACE, FOLLOW, HAVE, SUFFER. 5 The sources of examples are given in the brackets following individual citations. In the grammatical glosses of Chinese examples, ASP stands for aspect marker, BA for the ba-construction with a preposed object, CL for classifier, GEN for genitive, and PRT for particle. is more likely to refer to test results in a technical sense.
7 As the inherent affective meanings (connotations) are not affected by collocates, we will not discuss these words in detail. 8 To take into account instances such BRING it/this about, occurrences with BRING and about separated by one word were also included. collocates with compared, were not counted here. 13 In former times tael was a monetary unit for silver in weight.
14 While dramatic changes in (14c) can be good or bad, all of the examples given showed that the changes were evaluated as desirable. 
