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ABSTRACT 
 
A Comparison of Least-Squares Finite Element Models with the Conventional Finite 
Element Models of Problems in Heat Transfer and Fluid Mechanics. 
 (May 2009) 
Nellie Rajarova, B. Tech., National Institute of Technology, Rourkela 
Chair of Advisory Committee:  Dr. J. N. Reddy 
 
In this thesis, least-squares based finite element models (LSFEM) for the Poisson 
equation and Navier-Stokes equation are presented. The least-squares method is simple, 
general and reliable. Least-squares formulations offer several computational and 
theoretical advantages. The resulting coefficient matrix is symmetric and positive-
definite. Using these formulations, the choice of approximating space is not subject to 
any compatibility condition. 
The Poisson equation is cast as a set of first order equations involving gradient of the 
primary variable as auxiliary variables for the mixed least-square finite element model. 
Equal order C
0
 continuous approximation functions is used for primary and auxiliary 
variables. Least-squares principle was directly applied to develop another model which 
requires C
1
continous approximation functions for the primary variable. Each developed 
model is compared with the conventional model to verify its performance. 
Penalty based least-squares formulation was implemented to develop a finite element 
for the Navier Stokes equations. The continuity equation is treated as a constraint on the 
iv 
 
velocity field and the constraint is enforced using the penalty method. Velocity gradients 
are introduced as auxiliary variables to get the first order equivalent system. Both the 
primary and auxiliary variables are interpolated using equal order C
0
 continuous, p-
version approximation functions. Numerical examples are presented to demonstrate the 
convergence characteristics and accuracy of the method. 
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CHAPTER I 
INTRODUCTION 
1.1. Background 
In many of the scientific and engineering studies we have to deal with problems 
related to fluid mechanics and heat transfer. The main interest is to predict, understand 
and control complex fluid and thermal systems. The finite element method, despite being 
a powerful computational technique for the solution of differential and integral 
equations, has enjoyed great success in solid mechanics and heat conduction 
applications. It still has not achieved the same level of success in the field of fluid 
dynamics. Finite difference or finite volume techniques are widely used in the area of 
computational fluid dynamics (CFD). The main reason is that the finite element method 
involves considerable formulative effort. However, it is gaining popularity in CFD 
because of its generality of application to geometrically complex problems and multi-
physics problems. The finite difference method (FDM), finite volume method (FVM), 
finite element method (FEM) [1], and boundary element method (BEM) [2] have been 
used to solve system of partial differential equation. When it comes to domains with 
complex geometries, the power of the FEM becomes more evident. By introducing a  
This thesis follows the style of Computer Methods in Applied Mechanics and 
Engineering.  
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little more complexity in formulating the finite element model, many practical and useful 
multi-physics problems could be solved. 
        A large number of methods have been proposed for the numerical solution of the 
Navier-Stokes equations governing flows of viscous incompressible fluids. The Navier-
Stokes equations can be expressed in terms of primitive variables (e.g., velocities and 
pressure) and auxiliary variables (e.g., velocity gradients, vorticity, stresses and stream 
function). The model will depend on the variables as well as the finite element method 
used. The common methods used are Galerkin, least-squares, collocation etc. Using the 
weighted-residual formulation with different choice of the weighted function results in 
various models. The conventional model is the one involving velocity, pressure as the 
primary variables (known as pressure-velocity formulation). 
The biggest problem faced while using standard weak form Galerkin finite element 
model of multivariable problems is the use of compatible approximation spaces for the 
field variables (e.g., velocity and pressure). When the equations are nonlinear, the 
coefficient matrix is non-symmetric and thereby increasing computational cost. In the 
past few years finite element models based on least-squares variational principles have 
gained substantial interest [1, 3]. The formulation using p version least-squares method 
is more general than Galerkin-based methods. For problems related to fluid dynamics 
and convective heat transfer, the least-squares finite element method (LSFEM) has been 
advocated as a unified method [4].  
      The criteria desirable in a variational method suggested by Becker [5] include the 
following. 
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i. The procedure should minimize error in some sense. 
ii. The integrand of the functional should be definite (admit values of one sign 
only). 
iii. The procedure should be able to treat initial value problems. 
Becker observed that LSFEM satisfies all the above criteria. LSFEM has been used 
widely applied to stokes flow [6], boundary layer flow [7], gas dynamics [8], inviscid 
compressible flow [9], convection-diffusion [10] and phase change problems [11]. 
Systems of elliptic [12], hyperbolic [13] and mixed [14] partial differential equations 
have been solved using LSFEM. 
The most notable outcome of this method is that equal order interpolation functions 
can be used for all field variables, but with higher-order polynomial expansions, and 
hence circumventing the inf-sup condition of Ladyzhenskaya-Babuska-Brezzi (LBB). In 
the least-squares formulations, even the essential boundary conditions can be imposed in 
weak sense [3]. The resulting system of algebraic equations yield symmetric, positive-
definite coefficient matrix and facilitate the use of robust iterative solvers.  
Direct application of least-squares principles to develop finite element models for 
2mth-order differential operators require that the finite element space be spanned by 
functions that belong to the Hilbert space
2mH , in contrast to weak form Galerkin 
models which require only 
mH  regularity. In deriving the Galerkin model the 
differentiability of the operators is weakened due to integration by parts step, this allows 
lower smoothness requirement. The higher smoothness requirement is the major 
drawback of least-square based formulation. 
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Earlier, least squares principles were directly applied to Navier-Stokes equations, 
requiring the polynomial approximations to be C
1
 continuous. Due to this stringent 
constraint on the approximation space, the method failed to gain popularity during 
earlier days. To allow the use of practical 0C element expansions in the least-squares 
finite element model, the governing equations have to be first cast into an equivalent first 
order system. This requires the introduction of additional independent variables at every 
node, resulting in an increase in cost. However, the auxiliary variables may be beneficial 
as they might represent physically meaningful variables. Certain variables that are of 
practical importance can be made independent variables, instead of post computing, e.g. 
strains, stresses or fluxes. 
The p-version is supposed to have superior convergence characteristics than h-
version [15]. Jiang and Sonnad [16] applied p-version least square finite element 
formulation to Navier-Stokes velocity-pressure-vorticity based first-order system. 
Detailed numerical results were however presented by Pontaza and Reddy [1].They also 
studied the velocity-gradient based first order system. K.S Surana and coworkers [17] 
presented p version approximation clubbed with least-square formulation based on 
minimization of the least square functional derived using non linear partial differential 
equations without linearization. The model was based on stress based first order system. 
In this study two different equations were considered: (1) problems described by the 
Poisson equation and (2) the Navier-Stokes equations governing flows of viscous 
incompressible fluids.  The Poisson equation considered here is of the form f 2 .It 
arises in many fields of engineering, for example, heat transfer, magnetic flux density 
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[3], charge density [18], computer vision [2], etc.  The formulation for Navier-Stokes 
presented here is penalty based least-squares finite element formulation for velocity 
gradient based first order system. Iterative penalty method proposed by Gunzberger [19] 
was implemented. The formulation uses p-approximation functions based on Lagrange 
interpolating polynomials and includes velocity gradients as variables. Least squares 
formulation result in a minimization problem and the choice of the approximation 
functions for the field variables is not subjected to the LBB condition. Locking is not 
experienced when higher order element expansions are used for the field variables. 
In this study we try to investigate the performance of various finite element models 
based on several weighted-residual formulations applied to problems in fluid dynamics 
and heat transfer. We shall investigate the merits and demerits of the different models 
and the accuracy with which they can predict the field variables. They will be based on 
the weak form Galerkin formulations and least-squares formulations of at least two sets 
of equations of the same physical problem.  
Selection of an appropriate formulation of the governing equations to develop the 
discrete system of algebraic equations (called a finite element model) is necessary to be 
able to apply this method to any fluid dynamics or heat transfer problem. Most finite 
element formulations are based on variational methods (i.e., methods based on a 
functional that is equivalent to the governing equations) or weighted-residual methods 
(i.e., weighted-integral statements of the governing equations). However, very few fluid 
dynamic (or heat transfer) problems can be expressed in a variational setting. Alternative 
to the variational method is use of the weighted-residual methods, which include 
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subdomain method, collocation method, Galerkin method, Petrov-Galerkin method, and 
least-squares method. In addition to the method of discretization, the choice of equations 
(or field variables) used to describe the physics yield different finite element models. In 
other words, the same physical problem can be cast in alternative forms by selecting the 
field variables. Thus, there are numerous finite element models of a physical problem 
depending on the choice of the method of discretization and variables. 
1.2. Development of Mathematical Models 
A mathematical model analytically expresses a physical phenomenon. It describes 
the system in terms of variables. The models are based on fundamental laws of physics 
like conservation of mass, conservation of linear momentum, conservation of angular 
momentum, conservation of energy and constitutive equations.  
Consider the system shown in Fig. 1.1., 
 
 
 
                                               
 
where, K is the spring constant, x(t) is the displacement and f is force. Applying 
conservation of momentum to the system, the mathematical model is obtained. 
 
Fig. 1.1. A spring mass system 
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  )1.1(,mv
dt
d
F                                                                                                                 
 If m is constant, the above equation is written as  
2
2
dt
xd
mmav
dt
d
mF   
So the mathematical model is given by, 
  )2.1(,
2
2
tfkx
dt
xd
m 
 
The laws and axioms governing the processes are usually complex differential 
equations posed on a geometrically complicated domain. It is not always possible to find 
out analytical solution to all the problems.  Numerical methods and high computational 
abilities of present generation computers have made it possible to find an approximate 
solution to these problems. The finite element method is a numerical method that can be 
used to analyze practical engineering problems.  
1.3. Numerical Methods 
Numerical methods help in getting an approximate solution to a mathematical model 
by transforming the differential equations into a set of algebraic equations. Many 
numerical methods have been developed to solve differential equations. For example 
finite difference method, finite volume method and classical variational methods are 
some of the numerical methods extensively used in finding an approximate solution. The 
classical variational methods (e.g. Ritz, Galerkin, Petrov-Galerkin, collocation and least-
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squares, etc.) are powerful techniques that provide globally continuous solutions. The 
major disadvantage of classical variational methods is the difficulty in constructing the 
approximate functions for arbitrary domains. 
 1.4. Review of Weighted-Residual Methods 
Weighted-residual methods are those in which we seek approximate solutions using 
a weighted-integral statement of equations [20] 
Consider the operator equation 
  )3.1(,0  infuA    
subjected to boundary conditions 
                                              
  )4.1(, onguB                                                                  
where, A is a differential operator (linear or nonlinear), f is the source term and B is the 
boundary operator associated with A.  The approximate solution u is of the form 
)5.1(),()(
1
xx o
n
j
jj
c
n
uu  

  
As nu  is an approximate, on substituting it in equation (1.3), a residual statement is 
obtained. The weighted-residual statement of equation (1.3) is stated as 
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   )6.1(d0 xfuAw ne                                                       
                                )7.1(......3,2,1d,,,0 nifcxR jjnie   x           
                                   
)8.1(0
1
0 







 

fcAR
n
j
jjn 
                                             
ii  ,   are the weight functions, approximation functions respectively. Equation (1.7) 
provides n linearly independent equations for the determination of the parameter jc .  
Depending on the choice of the weight function, we have various cases of the weighted-
residual method. Some of them are, 
The Petrov-Galerkin method                               ii    
Galerkin’s  method:                                      ii         
Least-squares method:                    i
i
i A
c
R
 


        
Collocation method:                        ii xx    
Subdomain method:                 ,1i      ,
1

n
i
i

       0,,,  xdfcxRi jj  
1.4.1. Review of Galerkin’s  Methods 
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Consider the operator equation (1.3), the weight functions are chosen from the same 
family of approximating functions. The algebraic equations for this approximation is   
   )9.1(0 ijij FcA
  
     )10.1(~~ 0 xdAfFxdAA ee iijiij      
1.4.2. The Least-Squares Method 
The coefficients 
jc  are determined by minimizing the integral of the square of the 
residual.  
Minimize              
)11.1()......()(
22
2
2
1 dxRRRcI ni                                                                
)12.1(~),(0 2 xdcxR
c
I j
i


  
This shows that the weight function is  i
i
i A
c
R
 


 . The least-squares method 
results in positive definiteness of the coefficient matrix. 
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CHAPTER II 
FINITE ELEMENT MODELS FOR POISSON EQUATION 
Poisson equation in two dimensions was considered. Finite element models were 
obtained using three different formulations. The Poisson equation can be stated as 
finding the solution u (x) that will satisfy the following equations: 
)1.2(,2  infcuu                                               
)2.2(,u
p onuu                                         
)3.2(,.ˆ q
s
n onqun                                             
where,   is an open bounded region in 
n and 
qu   and 0 qu  as shown in 
Fig.2.1. Value of n represents the number of space dimensions. If n=2, then it represents 
a two-dimensional space and represents three-dimensional space if n=3.   is the 
boundary of the domain  . Equations (2.2) and (2.3) explain the boundary conditions. 
pu  is the prescribed value of u on ,u and 
s
nq is the prescribed normal flux on the 
boundary 
q . nˆ  is the outward unit normal on  . 
The models are based on the weak form Galerkin method and least-squares 
principles. Different numerical problems were solved using the different models, 
implementing both p-refinement as well as h-refinement. h-refinement is achieved by 
using more of the same kind of elements, whereas p-refinement is implemented by using 
higher order elements.  For instance we are discretizing our domain into NxN elements, 
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each element approximation is of order ‘p’. For h-refinement we will have more than 
NxN elements and for p-refinement we will still have NxN elements but the order will 
be greater than ‘p’. Practical C0 element expansion and C1 element expansion were used 
and the results were compared using the resulting finite element model. 
 
 
 
 
 
 
 
 
2.1 Procedure for the Poisson Equation 
Consider the two dimensional Poisson equation in component form, 
)4.2(,0 



















 infcu
y
u
a
yx
u
a
x
yyxx           
)5.2(,0 















onqn
y
u
an
x
u
a yyyxxx                      
Fig.2.1. Schematic showing the domain and the boundary 
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By using eqns. (1a) and (1b) we shall get the conventional formulation involving 
),( yxu  as the field variable. By introducing auxiliary variables, we obtain the mixed 
least- squares model. The different formulations are listed as models. The three different 
models presented are 
(1) Model 1: Weak-form finite element model based on eqns. (2.4) and (2.5). 
(2) Model 2: Mixed least-square formulation based on alternative sets of equations. 
(3) Model 3: Least-squares finite element model based on eqns. (2.4) and (2.5). 
2.2. Conventional Weak Form Model (Model =1) 
2.2.1. Problem Statement 
Consider the two dimensional Poisson equation over a element domain Ωe,  
)6.2(,0 



















 infcu
y
u
a
yx
u
a
x
yyxx         
)7.2(,0 















onqn
y
u
an
x
u
a yyyxxx  
Multiplying the equation with a weight function 1Hw , and integrating the resulting 
equation over the whole domain Ωe, equation (2.8) is obtained. 
)8.2(,0

























 dxdyfcuy
u
a
yx
u
a
x
w
e yyxx                                                    
To get the weak form, the first two terms have to be integrated by parts to equally 
distribute the differentiation on u and w. 
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0
)9.2(






























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Using equation (2.9) we write the weak form as 
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The bilinear form is written as 
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So the variational problem can be stated as finding  X),( yxu  such that   X w   
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As the bilinear form is symmetric in its arguments w and u, we can form the quadratic 
functional 
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Minimizing the quadratic functional yields the equation 0eI . This is equivalent to 
equations (2.5), (2.6) and these are the Euler-Lagrange equations for the minimization 
problem. 
2.2.2. Finite Element Model 
The finite element formulation allows us to use Lagrange family of interpolation 
function as the primarily variable is just u and not its derivatives. The field variable u is 
approximated as, 
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The following finite element model was obtained by substituting equation (2.14) in the 
weak form (2.9). 
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In matrix form equation (2.15) can be written as, 
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2.3. Mixed Least-Squares Model (Model =2) 
2.3.1. Problem Statement 
In this model, the Poisson problem is replaced with its first order equivalent. The 
problem can now be stated as finding u (x) and v (x) such that 
)19.2(.  infcuv  
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where, v is a vector valued function with components 
yx vv , (two-dimensional space) 
being the fluxes of u defined in equation (2.20) .The 2L least-square functional 
associated with the first order equivalent of the Poisson problem is 
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Considering homogeneous boundary condition, the least-squares principle for functional 
(2.23) can be stated as 
Find ( u ,v) ϵ X such that   ,  ϵ X 
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Where X is the solution space denoted by 
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The variational problem is described as 
Find X),( vu such that   X ,  
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and 
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2.3.2. Finite Element Model 
Now we replace the Poisson problem with its first-order system equivalent. If we 
introduce the vector ),( yx vvv  , where xv and  yv  are the horizontal and vertical 
components of the velocity field, we obtain an alternative set of equations based on eqns. 
(1a) and (1b),  
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The model based on the first order system equivalent will have ),(,),(),,( yxvyxvyxu yxx  
as the field variables. It will be denoted as mixed model. Let
h
y
h
x
h vvu ,, , represent the 
finite element approximation to the true solution 
yx vvu ,, .
 To develop the least-squares 
finite element model, the residuals over a typical element 
e is given as, 
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The functional associated with equations (2.33) is 
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The primary variables were approximated by expansions of the form
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The above least-squares functional was minimized with respect to the nodal values of 
velocities and velocity gradients  
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Equation (2.37) resulted in a set of three equations each over a typical element. 
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The integral statements were written in matrix form and the following finite element 
model was obtained. 
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The curl constraint 0 v  was added to ensure coercivity of the system [3]. 
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The coefficients       332322 , ijijij KandKK  were only modified. 
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2.4. Least-Squares Finite Element Model (Model=3) 
2.4.1. Problem Statement 
This model is the least-square finite element model for equation (2.5). The least-
squares functional associated with equation (2.5) over a typical element 
e is 
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The first variation of the least-squares functional was set to zero. 
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2.4.2. Finite Element Model 
The finite element approximation of the primary variable ),( yxu is of the form 
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where, ),( yxj are the Hermite cubic family of interpolation functions. 
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The finite element model in matrix form is written as 
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2.5. Two Dimensional Lagrange Type Finite Element 
For model (1) and (2) Lagrange type interpolation functions for rectangular elements 
were used as approximations for the primary variables. They are derived from the 
corresponding one-dimensional Lagrange interpolation function by taking the tensor 
product of the x  direction (one-dimensional) interpolation function with the y  direction 
(one-dimensional) interpolation functions. The pth order interpolation function is given 
by 
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  ,11  ppk             11  ppn  
where  xfi   and   ygi  are the pth order interpolants in x  and y , respectively. 
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The pth order interpolation polynomial   if  vanishes at points ,1 ,2 …. ,1i ,1i
…..,
1p . i  is the  coordinate of node i . 
Similarly,   
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i  is the  coordinate of node i . Constructing the interpolation function is convenient 
when element coordinates  yx,  are expressed in local coordinates   , . Gauss- 
Derivation of the Lagrange family of interpolation functions in terms of natural 
coordinates (  , ) is based on the following interpolation property of the approximation 
functions. 
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Legendre quadrature is used for numerical integration.  
2.6. Hermite Cubic Family of Finite Elements 
There are two kinds hermite cubic type finite element elements. The one in which the 
inter-element continuity of  yandx yx  000,   are satisfied is a 
conforming element. Non conforming element is one in which the continuity of normal 
slope is not satisfied. 
2.6.1 Non Conforming Rectangular Element 
The element was developed by Melosh [21] and Zienkiewicz and Cheung [22].The 
element has 
yxand ,0   as the nodal variables as shown in Fig. 2.2. So the non-
conforming element has three degrees of freedom per node. The number of nodal 
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degrees of freedom per element is 16. The interpolation functions for this element can be 
written as 
 10,7,4,11  igi
e
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Where  cc yx ,   are the global coordinates of the centre of the rectangle whose sides are 
a2  and b2 .  ii  ,   are the coordinates of the nodes in   ,   coordinate system. 
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Fig.2.2. A Non conforming rectangular element 
 
27 
 
2.6.2. Conforming Rectangular Element 
The element was developed by Bogner et al. [23] .The element has 
xyyx and ,,0   
as the nodal variables as shown in Fig. 2.3. The non conforming element has four 
degrees of freedom per node. The number of nodal degrees of freedom per element is 16. 
The interpolation functions for this element can be written as 
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2.7. Numerical Results 
In this section numerical results obtained for all the three models are presented. 
Two numerical examples were used to verify the formulations. Direct solver was used.   
2.7.1 Numerical Example 1 
Poisson equation over a unit square domain is  
 infu2  
where u is subjected to the boundary condition u=0 on all edges except on edge y=1 as 
shown in Fig. 2.4. 
On y=1, ),( yxu  is specified to be   
xyxu sin),(   
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Fig.2.3. A Conforming rectangular element 
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The exact solution to this problem for  0f     is 


sinh
sinhsin
),(0
yx
yxu 
 
 
 
 
 
 
 
 
 
 
The numerical results in case of different models are presented. The values of the field 
variables were compared to the actual solutions. The effect of h- refinement and p-
refinement on all the models was addressed. 
2.7.1.1. Numerical Results for Model 1 
A 2x2 mesh with p-refinement was used. The results for u were plotted at y=0 and 
compared with the exact solution. 
Fig. 2.4. Domain of the Poisson equation for problem in Example 1 
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Fig.2.5. Comparison of model1solution with exact solution for 2x2 mesh, p=2 
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Fig.2.6. Comparison of model1solution with exact solution for 2x2 mesh, p=4 
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Fig.2.7. Comparison of model1solution with exact solution for 2x2 mesh, p=6 
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Fig.2.8. Comparison of model1solution with exact solution for 2x2 mesh, p=8 
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As we increase p, we see an excellent agreement between the exact solution and the 
results obtained from model1. Velocity fluxes have to be post-computed. 
2.7.1.2. Numerical Results for Model 2 
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Fig.2.9. Comparison of mixed LSFEM solution with exact solution for 2x2 mesh, p=2 
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Fig.2.10. Comparison of mixed LSFEM solution with exact solution for 2x2 mesh, p=4 
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Fig.2.11. Comparison of mixed LSFEM solution with exact solution for 2x2 mesh, p=6 
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Fig.2.12. Comparison of mixed LSFEM solution with exact solution for 2x2 mesh, p=8 
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The solution of u along y=0.5 were plotted. Model 2 based on LSFEM shows 
excellent agreement with the exact solution. As p level was gradually increased the 
solutions do not depend on the grid size. We can have a coarse mesh of 2x2 mesh. The 
results obtained with and without the curl constraint (added to insure coersivity ) were 
almost the same.  The fluxes are primary variables and hence postcomputation is not 
needed.  
2.7.1.3. Numerical Results for Model 3 
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Fig.2.13.  Comparison of  LSFEM solution with exact solution for 4x4 mesh 
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  Fig. 2.14.  Comparison of  LSFEM solution with exact solution for 6x6 mesh 
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Fig. 2.15. Comparison of LSFEM solution with exact solution for 8x8 mesh 
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Fig.2.16.  Comparison of LSFEM solution with exact solution for 15x15 mesh 
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Fig.2.17.  Comparison of LSFEM solution with exact solution for 20x20 mesh 
For model 3 we use a conforming rectangular element. The mesh was refined from a 
4x4 mesh to a 20x20 mesh. Results were plotted for u at y=0.5. With h refinement the 
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results show agreement with the exact solution. However the numerical results for fluxes 
were not close to the exact solution even with a 20x20 mesh.  
2.7.2. Numerical Example 2 
Poisson equation over a unit square domain is  
fu  ,  in Ω 
where,  the boundary are shown in Fig.2.17. 
The series solution to this problem for  1f     is 
      212,
cosh
coshcos1
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Fig.2.18.Domain of the Poisson equation for problem in Example 2 
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The results obtained for u (x,0) was compared with the series solution. The domain 
was descretized using a 2x2 mesh.  
2.7.2.1 Numerical Results for Model 1 
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Fig.2.19.Comparison of model1 solution with series solution for 2x2 mesh, p=2 
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Fig.2.20.Comparison of model1 solution with series solution for 2x2 mesh, p=4 
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Fig.2.21.Comparison of model1 solution with series solution for 2x2 mesh, p=6 
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Fig.2.22.Comparison of model1 solution with series solution for 2x2 mesh, p=8 
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For example 2, results for u (x,0) were plotted and compared with the series solution.  
With model1 accurate results were obtained using 2x2 mesh with second order 
polynomial approximation.  
2.7.2.2. Numerical Result for Model 2  
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Fig.2.23. Comparison of mixed LSFEM solution with series solution for 2x2 mesh, p=2 
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Fig.2.24. Comparison of mixed LSFEM solution with series solution for 2x2 mesh, p=4 
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Fig.2.25. Comparison of mixed LSFEM solution with series solution for 2x2 mesh, p=6 
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Fig.2.26. Comparison of mixed LSFEM solution with series solution for 2x2 mesh, p=8 
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CHAPTER III 
FINITE ELEMENT MODELS FOR 
NAVIER-STOKES EQUATION 
3.1. Incompressible Navier-Stokes Equations  
Claude-Louis Navier and George S. Stokes developed the exact equations that 
govern the flow of Newtonian fluids. On appropriately generalizing these equations for 
compressible flow, we get the Navier-Stokes equations. They are one of the most useful 
sets of equations because they describe the physics of a large number of phenomena of 
academic and economic interest.  
In this chapter governing equations of incompressible fluid flow will be reviewed, 
develop finite element models based on various formulations, and describe the flow 
chart for implementing these models into computer programs. 
3.1.1 Governing Equations 
Motion of a general fluid is governed by several equations. The basic relations are 
the laws of conservation of mass (continuity relation), momentum and energy. Then 
there are constitutive relations for surface stresses and heat flux. These are a set of non-
linear partial differential equation in terms of velocity vector, pressure and temperature. 
When temperature effect is negligible, we can decouple Navier-Stokes equation and 
energy equation. For isothermal flows, we solve the continuity equation and the 
conservation of linear momentum equations. The governing equations presented here are 
based on the Eulerian description.  
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3.1.1.1 Conservation of Mass 
The principle of conservation of mass can be stated as the time rate of change of 
mass in a control volume is equal to the rate of inflow of mass through the control 
surface. In other words, the time rate of change of the mass of a material region is zero 
and this is called the continuity equation. 
  )1.3(0. 


v
t
                                                                                                        
where,  is the density ( 3/kg m ) of the medium, v is the velocity vector (m/s), and ∇ is 
the vector differential operator. Introducing the material derivative (D/Dt) 
)2.3(.


 v
tDt
D
                                                                                                              
For steady-state conditions, the continuity equation becomes 
)3.3(0).(  v                                                                                                                      
When the density changes following a fluid particle are negligible we have Dρ/Dt=0. 
For incompressible flow continuity equation (3.3) simplifies to 
)4.3(0.  v                                 
Equation (3.4) can be described as the rate of increase of the volume of a material 
particle. Since the velocity field v is required to satisfy the equations of motion derived 
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in the next section, equation (3.4) is known as a constraint among the velocity 
components. 
3.1.1.2 Conservation of Linear Momentum 
The principle of conservation of linear  momentum (or Newton’s Second Law of 
motion) states that the time rate of change of linear momentum of a given set of particles 
is equal to the vector sum of all external forces acting on the particles of the set, 
provided Newton’s Third Law of action and reaction governs the internal forces. 
Newton’s Second Law can be written as 
(3.5). fσ
v
 
Dt
D
 
where, σ is the Cauchy stress tensor (N/m2) and f is the body force vector, measured per 
unit mass. Equation (3.5) is known as the Navier-Stokes equations. 
3.1.1.3 Conservation of Angular Momentum 
The principle of conservation of angular momentum can be stated as the time rate of 
change of the total moment of momentum of a given set of particles is equal to the 
vector sum of the moments of the external forces acting on the system. In the absence of 
distributed couples, the principle leads to the symmetry of the stress tensor: 
  )6.3(Tσσ   
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3.1.1.4. Constitutive Equations 
If we consider the fluid to be viscous and incompressible, the total stress  is given 
by 
  (3.7)   Iτσ P                                                                                                       
where, P is the hydrostatic pressure, I is the unit tensor, and τ  is the viscous stress 
tensor. 
For Newtonian isotropic fluid τ is written as 
 
   )  DIDτ (3.82 tr               
                                                                 
where D is the strain rate tensor, defined by, 
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2
1 T
vvD 
                            
 λ ,µ are the Lame constant. For an incompressible fluid  Dtr =0 so equation (3.8) 
becomes 
(3.10)2 Dτ   
Let Ω denote the open bounded domain in 32, orn
n   and  denote the sufficiently 
smooth boundary of . 
The equations can be expressed in terms of velocity components and pressure(u ,v 
,P) for Newtonian, isotropic, viscous, incompressible fluid flow in two-dimension. 
Where u, v are the velocity in x and y direction respectively. 
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The above equations are known as Navier-Stokes equations in two dimensions and 
reduce to Stokes flow for steady, slow and viscous flows. 
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For stokes flow there are no nonlinear terms as the convective terms are zero. 
3.2. Conventional Mixed Model 
To get the weak form, we need the weighted integral statement of equations (3.13).  
The weighted-integral statements over a typical element 
e are given by 
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where,  321 ,, www  are the weight functions. 
Integrating by parts , we get the weak forms. 
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where,  yx tt , are the boundary traction components.  
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The field variables are approximated by 
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where,  ,   are the Lagrange family of interpolation function and iii Pvu ,,  are the 
nodal values of  
hhh Pvu ,,  . The weak form contains first derivatives of velocities and 
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no derivatives on P, so the interpolation function used for P is one order less than that 
used for velocities. On substituting these approximations, the finite element model is 
obtained. 
3.3. Reduced Integration Penalty Model 
The penalty finite element model is obtained by substituting p by the equation 
  )24.3(.vp                                                     
where,   is the penalty parameter. The continuity equation is used like a constraint. 
Pressure variable is removed from the system of equations. The disadvantage of this 
method is that a very high penalty parameter 128 1010   is required to obtain accurate 
results. When the value of   is very large, the viscous terms become negligibly small 
compared to the penalty terms in a computer. This results in a trivial solution. This 
condition is termed as ‘locking’. To avoid locking, the penalty terms have to be 
underintegrated [24].  However, as we do p-refinement, the resulting equations become 
less sensitive to locking.                                                                  
3.4. Least-Squares Finite Element Model (Velocity Gradient Based) 
Here we present the mixed least-squares finite element model of the Navier-Stokes 
equations. After substituting the approximations for the field variables, we get the 
residuals and least-squares method has the property of minimizing these residuals. Least- 
squares method provides a variational framework for Navier-Stokes equations. Main 
ideas of least-squares method are described using the steady Stokes flow problem. 
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Considering steady, viscous, incompressible Stokes flow problem, the governing 
differential equations are: 
     )25.3(0.  fvv PT                  
)26.3(0.  v  
where, v is the velocity vector, with xv and yv being the horizontal and vertical 
component of velocity for two-dimensional flow. P  is the pressure and f  is the body 
force vector. On substituting suitable finite element approximations of the field variables 
 P,v  into the differential equations, the following residual equations are obtained. 
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(3.28).2 vR  
Least-squares principle requires to minimize I, where 
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and  denotes the  eL 2 - norm as described by equation (3.29) 
(3.29)
2
1 22
0  e duu x  
Setting 0I  is equivalent to the variational problem where, we have to find   
  hSP ,v   such that for all   Q,w    in the same vector space the following equation 
holds 
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where   ,B    is a symmetric bilinear form and    Ql ,w  is a linear form 
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3.4.1. Finite Element Model for Navier-Stokes 
In the case of the Navier-Stokes equations, we shall consider the least-squares 
iterative penalty finite element model that includes the velocities and velocity gradients 
as the variables to solve two-dimensional flows of viscous incompressible fluids. 
Numerical results will be presented for the well-known wall-driven cavity flow problem. 
The Navier-Stokes equation (two-dimension) in component form is written as 
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Assuming constant values for ρ, µ, fx and fy the following dimensionless variables can be 
used: 
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substituting these dimensionless variables in equations (3.30) we get the following 
nondimensionless equations: 
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To cast the second order system into first order system, we introduce velocity gradients, 
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M.D. Gunzburger [19]  proposed and iterative penalty method 
)33.3().(1 uPP kk    
where, k is the nonlinear iteration number. Using iterative penalty method results in a 
matrix with smaller penalty parameter as the value of the conditioning number needed to 
enforce the continuity constraint is equal to the square of the parameter needed in the 
non-iterative method. 
In this model we use iterated penalty method in conjunction with finite element 
discretization. We eliminate pressure and sought solution for velocity field. The model is 
developed for the velocity gradient based equivalent first order system: 
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where Re=ρU0L/µ is the Reynolds number. 
Let u
h
, v
h
 , u1
h
, u2
h
, u3
h
 and u4
h
  represent the finite element approximation to the true 
solution (u, v , u1, u2, u3, u4 ). To develop the least-squares finite element model we 
define the least-squares functional of the residuals over a typical element Ωe: 
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Same order approximation is used for all the primary variables. The field variables are 
written in the form: 
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where, i are the Lagrange family of interpolation functions and 
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being the nodal values of    .,,,,, 4321
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To minimize the least-square functional, we have to differentiate I
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Setting the first variation of the least square functional, we get six sets of N equations 
each over a typical element 
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For i=1,2,…….N. The resulting finite element equations are given by 
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3.4.2. Nonlinear  Equation Solving Procedures 
The algebraic equations we got in matrix form are nonlinear in nature. Iterative 
methods are used to solve them. The direct iteration technique was used for the present 
numerical implementation.  
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3.4.2.1 Direct Iteration Method 
The direct method or Picard iteration method is a simple technique. 
The nonlinear matrix equation of the form 
      )39.3(FUUK                                                                                                          
Where, K is the coefficient matrix. For nonlinear equations the coefficient matrix is a 
function of the unknown. We evaluate the coefficient matrix using an initial guess or the 
solution from previous iteration. So equation (3.39) is written as 
      )40.3(1 FUUK nn   
So we assume that solution vector at (n-1)
th
 iteration is known and evaluate K. Then find 
solution for the nth iteration using equation (3.40). At the beginning of the iteration the 
solution vector is guessed.  As we are using an estimated vector in equation (3.40), we 
get a residual. 
      )41.3(1 FUUKR nn    
The iterations are carried on until the following criterion is satisfied 
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where, ϵ is the tolerance.  In this study the tolerance was chosen to be 0.01. The flow 
chart [1] of the direct iteration method is given in the Fig. 3.1 [25]. 
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Fig. 3.1. A computer flow chart for the nonlinear finite element analysis 
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3.4.3. Numerical Results 
The two-dimensional ‘driven cavity’ was considered to analyze accuracy and 
convergence characteristic of the penalty least-square formulation. The boundary 
conditions for velocities u ,v are shown in the Fig. (3.2) 
 
 
 
 
 
 
 
 
Fig.3.2.  Schematic of driven cavity problem 
 
 
 
 
                 
 
 
                               Fig.3.3. Finite element model of driven cavity 
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Fig.3.4(a). Plots of u(x=0.5,y) at Re=100 
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Fig.3.4(b). Plots of u(x=0.5,y) at Re=400 
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Fig.3.4(c). Plots of u(x=0.5,y) at Re=1000 
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Fig. 3.5(a).Plots of v(x,y=0.5) at Re=100 
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Fig.3.5(c).  Plots of v(x ,y=0.5) at Re=1000 
Fig. 3.3 shows the 8x8 finely graded mesh used for the numerical analysis. The 
elements adjacent to the four boundaries of the cavity are 0.05 units. The p-levels in the 
  and   directions   pp   were uniformly increased from three to six. The 
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problem was solved using penalty parameter 100. A marching scheme was used, starting 
with Re=100 and march till Re=1000 with an increment of 100. Direct iteration required 
less than 5 iterations for a convergence tolerance of 0.01. 
The u-velocity profiles along the vertical mid-line of the cavity (x=0.5) are shown in 
Fig. 3.4(a)-3.4(c) and the v-velocity profiles along the horizontal mid-line of the cavity 
(y=0.5) are presented in Fig. 3.5(a)-3.5(c) for Re=100,400 and 1000 respectively. The 
results reported by Ghia et al. [26] are used as a reference. The solutions for u and v 
show excellent agreement with the reference solution [26].  
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CHAPTER IV 
CONCLUSIONS 
The least-squares formulation can be applied to linear as well as nonlinear set of 
partial differential equations. The method satisfies the criteria desirable in a variational 
method. Successful application of this method requires that the set of equations be cast 
into their first order equivalent. This would allow us to use C
0
 continuous approximation 
function for the primary and auxiliary variables. 
In chapter II, we presented least square formulations for the Poisson equation. In a 
conventional model based on weak form Galerkin, fluxes have to be post computed. 
Higher order polynomial approximation was required to predict the fluxes accurately. 
Using LSFEM, the fluxes are introduced as auxiliary variables and are predicted 
accurately with a lower order polynomial approximation. Applying least-square 
principle directly to the Poisson equation however, needed a very refined mesh to predict 
results close to the exact solution.  
In chapter III, the penalty based least-squares formulation for the viscous, 
incompressible Navier-Stokes equation was presented. With a penalty parameter as 
small as 100 accurate results were obtained with this model. It is also a better alternative 
to the conventional weak form penalty finite element model which requires large values 
of penalty parameter  Re10Re10 124  . In addition, there is no need to under-integrate 
the penalty terms of the coefficient matrix. The least-squares model was based on 
velocity and velocity gradients. Numerical results were presented for the 2D lid-driven 
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cavity flow. The p-version of the finite element method showed excellent convergence 
characteristic. 
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