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Recurrence quantiﬁcation analysis (RQA) is useful in analyzing dynamical systems from a time series 
s(t). This paper investigates the robustness of RQA in detecting different dynamical regimes with respect 
to the recorded variable s(t). RQA was applied to time series x(t), y(t) and z(t) of a drifting Rössler 
system, which are known to have different observability properties. It was found that some characteristics 
estimated via RQA are heavily inﬂuenced by the choice of s(t) in the case of ﬂows but not in the case of 
maps.
© 2014 Elsevier B.V. All rights reserved.1. Introduction
Biological systems are complex as they have a huge number of 
components and degrees of freedom that interact with the envi-
ronment in subtle ways. Mathematical modeling and analysis of 
such systems is a challenge. Interactions with the environment or 
with another system that result in a qualitatively different dynam-
ics, can be represented by a change in a bifurcation parameter. In 
the case of relatively slow changes, this leads to a drifting behavior 
which is a common type of nonstationarity, an additional diﬃculty 
that has to be dealt with in practice [1–3]. Often, the measurement 
process itself restricts the type of analyses that can be performed, 
because it gives access only to a few variables of the system.
The ability of recurrence plots (RPs) and recurrence quantiﬁ-
cation analysis (RQA) to localize bifurcation behavior in drifting 
systems, without any a priori hypothesis of the equations of mo-
tion, is known [4–7]. By “drifting” we mean slowly time-varying. 
These features are particularly important in the analysis of data 
series of biological systems, intrinsically nonstationary. Originally, 
RPs were introduced to visually distinguish different dynamical 
behaviors in time series, since periodic, chaotic and random be-
haviors generate distinct structures in the RPs [4]. Subsequently, 
RQA was introduced to quantify the properties of RPs [5]. One of 
the ﬁrst demonstrations of RQA capabilities was a windowed anal-
ysis of the times series of a drifting logistic map, in which several 
RQA variables were sensitive to bifurcation behavior [6]. The RQA 
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been applied to time series of ﬂows, not only to detect bifurcations, 
but also to quantify other dynamical features [3,8,9]. Unfortunately, 
some characteristics calculated using RQA are very sensitive to 
user-speciﬁed parameters, such as recurrence thresholds, and there 
is no agreement as how to choose such parameters [7].
Recently, a link was established between observability and em-
bedding theory, demonstrating that the effectiveness of numerical 
algorithms in quantifying the dynamical features of a system is 
sometimes highly determined by the variable chosen to reconstruct 
its dynamics [10–12].
Given the growing importance of RQA in a number of simu-
lated and experimental problems, it is only natural to wonder to 
what extent does the choice of the recorded variable inﬂuence the 
performance of RQA. In the present work, such robustness is inves-
tigated, thus illustrating that observability might inﬂuence RQA. In 
addition to this, another contribution of this work is the investi-
gation of the aforementioned issues in the context of ﬂows rather 
than maps, as discussed in [6]. To this end, the drifting Rössler sys-
tem is used because of its clear-cut observability properties. The 
reported results show that, depending on the recorded variable 
used, some transitions between dynamic regimes are less visible 
when RQA is performed and some are especially hard to detect.
The present work is organized as follows. Section 2 provides 
some background. The procedure to generate three time series of 
the drifting Rössler system, for each of the variables x, y and z
is deﬁned in Section 3. Such variables can be ranked as y  x  z
in terms of observability [11,12]. In Section 4 it is found that some 
characteristics of RQA are insensitive to bifurcations when the vari-
able z is used. The RQA variables are evaluated using the Poincaré 
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of the variables chosen to reconstruct the dynamics on the RQA 
of ﬂows and maps. The results are discussed in Section 6 and the 
main conclusions are pointed out in Section 7.
2. Background
2.1. Observability
In this section we brieﬂy review the observability coeﬃcients 
as deﬁned in [11]. Consider the autonomous system x˙ = f (x), 
where x ∈ Rn is the state vector and f : Rn → Rn is the vector 
ﬁeld. Consider further the measuring function h : Rn → R such 
that s(t) = h(x), where s ∈R is the observable. Differentiating s(t)
yields
s˙(t) = d
dt
h(x) = ∂h
∂x
x˙ = ∂h
∂x
f (x) = L f h(x), (1)
where L f h(x) is the Lie derivative of h along the vector ﬁeld f . 
The jth-order Lie derivative is given by [13, p. 8]:
L jf h(x) =
∂L j−1f h(x)
∂x
· f (x), (2)
where L0f h(x) = h(x). The time derivatives of s can be written in 
terms of Lie derivatives as s( j) = L jf h(x). The observability matrix 
can be written as [14]:
Os(x) =
⎡
⎢⎢⎣
∂L0f h(x)
∂x
...
∂Lm−1f h(x)
∂x
⎤
⎥⎥⎦ , (3)
where the index s indicates that Os(x) refers to the system ob-
served from s(t). The system is observable from s(t) if Os(x) is 
full rank. This classical deﬁnition of observability yields “yes–no” 
answers and poorly observable systems are (correctly) classiﬁed as 
observable.
In order to rank the quality of the system variables in conveying 
dynamical information, it is helpful to assess how far is Os(x) from 
being rank-deﬁcient. This can be achieved computing a coeﬃcient 
δs that quantiﬁes the numerical ill-conditioning of such a matrix 
along a trajectory x(t) when the recorded variable is s(t). Hence
δs(x) = |λmin[Os(x)
TOs(x)]|
|λmax[Os(x)TOs(x)]| , (4)
where λmax[Os(x)TOs(x)] indicates the maximum eigenvalue of 
matrix Os(x)TOs(x) estimated at point x(t) (likewise for λmin). 
Then 0 ≤ δ(x) ≤ 1, and the lower bound is reached when the sys-
tem is not observable at point x. Coeﬃcient δs(x) in (4) is a type 
of condition number of the matrix Os(x)TOs(x). Averaging δs(x)
along a trajectory over the interval t ∈ [0; T ] yields the observ-
ability coeﬃcient
δs = 1
T
T∑
t=0
δs
(
x(t)
)
. (5)
The challenges of evaluating observability from data, i.e. with-
out knowing the system equations, have been discussed in [12].
2.2. Recurrence quantiﬁcation analysis
The RQA technique was initially proposed by Webber and Zbilut 
[5,15] to quantify the qualitative information of recurrence plots (RP) formulated by Eckmann et al. [4]. Given a time series {x}, a re-
currence matrix Ri, j() is constructed by the N time-ordered em-
bedded vectors in m-dimensional space { Xi}N1 ∈Rm by the rule [7]:
Ri, j() = Θ
(‖Xi − X j‖ − 
)
, i, j = 1, ...,N. (6)
A recurrence situation happens when the distance between Xi
and X j is less than a threshold  . In that case, the Heaviside Θ
function returns 1, otherwise it returns 0. The typical RP is a dia-
gram of Ri, j() where black dots are used to indicate the 1s and 
the 0s are left blank.
The recurrence structure of Ri, j() can be quantiﬁed by indices, 
some of which are presented in the sequel. The density of recur-
rent points in the RP is the recurrence rate, often expressed in 
percentage as:
%REC = 1
N2
N∑
i, j=1
Ri, j() × 100%. (7)
The so called “determinism” coeﬃcient is the percentage of recur-
rent points that form diagonal lines with minimum length lmin
%DET =
∑N
l=lmin lP (l)∑N
l=1 lP (l)
× 100%, (8)
where P (l) is the frequency distribution of diagonal lines of length 
l parallel to the identity line. lmin must be small because a large 
value could result in a sparse histogram P (l). On the other hand, 
lmin should be suﬃciently large to exclude the diagonal lines 
formed by tangential motion of the trajectory in phase space [7].
The Shannon entropy of line segment distributions was deﬁned 
as
ENTR = −
N∑
l=lmin
p(l) ln p(l), (9)
and is based on the probability that a diagonal line in the RP has 
length l, that is, p(l) = P (l)/Nl , where Nl is the total number of 
valid lines (l ≥ lmin).
The inverse of the longest diagonal line is by deﬁnition the di-
vergence
DIV = (max({li}Nli=1
))−1
, (10)
which is expected to be correlated to the largest Lyapunov expo-
nent λmax [4,6,16].
An index related to (9) was deﬁned as [17]
S = −
N∑
l=1
Pnr(l) ln Pnr(l), (11)
where Pnr(l) is the number of diagonal lines formed by nonrecur-
rent points (Ri, j = 0) divided by the number of recurrent points. 
A correction to the algorithm in [17] is given by the same author 
at http :/ /www.atomosyd .net /spip .php ?article74.
2.3. Numerical setup
In order to investigate the impact of the recorded variable on 
RQA, a benchmark system plus a set of indices must be chosen.
Trulla et al. [6] applied the RQA to a drifting logistic equation 
and reported that the indices (7)–(10) are sensitive to the dynam-
ical regime, and therefore can be used to indicate the transitions: 
periodic–periodic, periodic–chaotic and chaotic–periodic. Hence a 
drifting system seems adequate as a benchmark for RQA. Because 
one of the objectives of this work is to investigate the effects 
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mark chosen was the Rössler system with a slowly varying param-
eter (described in Section 3) for which the observability properties 
are well known.
As for the indices to be used in RQA, it is natural to start with 
(7)–(10) because such were originally used for this purpose [7] – 
in addition to a ﬁfth one, TREND. This index, also used in [6], 
measures the fading of recurrence points away from the central di-
agonal line and is highly sensitive to user-deﬁned parameters and, 
therefore, was not used in the present investigation.
Another interesting aspect of [6] is that it reports two unex-
pected results related to Eq. (9), namely: (i) ENTR was lower in 
chaotic than in periodic regimes, and (ii) ENTR was proportional 
to the inverse of λmax. However, Shannon’s entropy is expected to 
increase with the system’s complexity and to be proportional to 
λmax [18]. The ﬁndings reported in [6] are rather counterintuitive 
because ENTR is usually interpreted as an entropy and this inter-
pretation leads to paradoxal results [6,9,19].
In view of such results, in addition to ENTR the index S in (11), 
which is clearly related to Shannon’s entropy, will also be used 
in this work. Hence, (7)–(10) and (11) will be computed from the 
three time series obtained by simulating the benchmark system 
described in what follows.
3. Drifting Rössler system
In order to mimic the complex behavior of biological systems, 
with transients and drifts, and to study the impact of observability 
on RQA, following [6], we will perform the analysis on a time-
varying benchmark in nonlinear dynamics, the Rössler system [20]:
x˙ = −y − z,
y˙ = x+ ay,
z˙ = b + z(x− c) (12)
where (a, b, c) are parameters. Unlike Trulla et al. [6], who re-
ported results for a map, in this section the case of a vector ﬁeld
will be investigated.
The following steps were performed to produce drifting time 
series of the x, y and z variables:
1. set the parameters (a, b, c) = (0.3, 2, 4) and the ﬁnal value 
of parameter a, af . Set the initial condition, e.g. (xo, yo, zo) =
(2, 0, 0) and the integration time t = 0;
2. update the time t ← t + δt;
3. integrate (12) with initial condition (xo, yo, zo) up to time t
and record the point (xt , yt , zt);
4. increase the bifurcation parameter a by 0.0000003, that is, set 
anew ← aprev + 3 × 10−7, and take as the new initial condition 
(xo, yo, zo) ← (xt , yt , zt);
5. return to step 2 while anew ≤ af .
Integration was performed with Mathematica function NDSolve 
which works with an adaptive integration interval (Wolfram Re-
search Inc., Champaign IL, USA). The algorithm was iterated for 
a ∈ [0.3, 0.55] (af = 0.55) for a total evolution time of T =
166,667. The range a ∈ [0.3, 0.55] was chosen in order to visit 
different dynamical regimes such as periodic–periodic, periodic–
chaotic, chaotic–periodic and chaotic–chaotic. The sampling inter-
val Ts = 0.6. This produced time series of x and y and z with 
length N = 277, 778 points each.
The bifurcation diagram of the drifting Rössler system is plotted 
as functions of the bifurcation parameter a in Fig. 1. The values 
used in the bifurcation diagram were obtained by estimating the 
intersections of the trajectory with the Poincaré section:Fig. 1. Bifurcation diagram of the drifting Rössler system computed over T =
166,667. The vertical lines highlight some of the changes in the dynamical 
regime: periodic–periodic, periodic–chaotic, chaotic–periodic and spiral-type/screw-
type chaos, for ﬁxed parameters (b, c) = (2, 4).
P ≡ {(y, z) ∈R2 ∣∣ x = xc, x˙ > 0
}
, (13)
where xc is the coordinate of the ﬁxed point located in the middle 
of the attractor. Although the integration step used is small, the 
probability that a discrete-time value of the trajectory falls exactly 
on P is zero. Calling Xi−2, Xi−1, Xi, Xi+1 the sequence of vec-
tors in phase space such that Xi−2, Xi−1 are the two last vectors 
just before the trajectory crosses P and Xi, Xi+1 are the two ﬁrst 
vectors just after having crossed the Poincaré section. A polyno-
mial was ﬁtted to the working data (Ts = 0.6) using Mathematica
InterpolatingPolynomial function: Xi−2, Xi−1, Xi, Xi+1 and 
used to estimate XP , the location where the continuous trajectory 
would have crossed P . This was performed every time the trajec-
tory crossed P . It is pointed out that linear interpolation is usually 
suﬃcient for this purpose, especially when the sampling time is 
very small.
In what follows, the aim will be to detect, using RQA, the 
more visible changes in dynamical regimes highlighted by the ver-
tical lines (Fig. 1): period-1 (P1), period-2 (P2) and period-4 (P4) 
regimes, periodical windows period-3 (P3) and period-1 (P1*) em-
bedded in chaos, and ﬁnally the spiral-chaos/screw-chaos (SP/SC). 
The values of the bifurcation parameter a corresponding to the 
vertical lines are 0.3388, 0.3774, 0.3848, 0.4095, 0.4121, 0.43295, 
0.4585, 0.4598, 0.5017 and 0.5086. The SP/SC is not a bifurcation, 
but a transition to multimodal chaos [21].
4. RQA of the drifting Rössler system
RQA of the drifting Rössler system was performed embedding 
each of the time series {x}, {y} and {z} in a 3D time-delay em-
bedding space [7]. If the data were stationary, RQA would be 
implemented using the entire time series. Because the data are 
nonstationary, due to the drift in parameter a, RQA is performed 
on a running window of length W .
A sensitivity study was performed in order to assess the in-
ﬂuence of  (see Eq. (6)) and of W on the RQA results. It was 
found that the results were quite similar when such parameters 
were taken within the ranges: 0.4 ≤  ≤ 1.4 and 400 ≤ W ≤ 1200. 
In what follows, the chosen window length was W = 800 with 
increments of 10 data points between successive windows. There 
is no clear agreement in the literature about how to choose  as 
pointed out in [7]. A rule of thumb is that such a value should 
not exceed 10% of the mean or maximum phase space diameter 
[7,15]. In this work, the threshold  was chosen as x = y = 0.6
and z = 0.9, which correspond to approximately 5% of the greatest 
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y (middle) and z (bottom). In several cases the changes to different dynamical 
regimes are less visible in the bottom plot due to poor observability. The vertical 
lines indicate the bifurcation points (see Fig. 1).
distance in the respective reconstructed phase space Dmax. lmin = 2
was used for the computation of %DET, corresponding to 1/5 of the 
pseudo-period of the ﬂow, which eliminates the inﬂuence of lami-
nar motion due to oversampling.
Finally, for each epoch (27,697 windows altogether) the char-
acteristics (7)–(11) were estimated. These were chosen because 
they are known to be sensitive to changes in the dynamical 
regime [6,7].
Some features are expected when plotting the RQA variables 
against the bifurcation parameter [6,17]: (i) clear alterations at bi-
furcating points; (ii) %REC and %DET being higher in the periodic 
dynamic regimes than in the chaotic ones; (iii) S and DIV being 
lower in the periodic windows; (iv) ENTR being higher in the peri-
odic windows [6,7] because it is believed to be correlated with the 
inverse of the complexity of the dynamics. Note that the differ-
ent RQA variables characterize different dynamical aspects [7,22]. 
Therefore, it is to be expected that these variables behave differ-
ently and that some of them identify certain transitions whereas 
other variables identify other transitions. For the RQA variables 
used in the present investigation, its not expected that DIV should 
detect period–period transitions, as DIV is claimed to be strongly 
linked to the Lyapunov exponent.
Fig. 2 shows %REC computed for the time series x, y and z. 
The same vertical lines of Fig. 1 are shown to help check the co-
incidence of the RQA-estimated bifurcations and those of Fig. 2. Fig. 3. %DET computed from the three time series.
Note that the scales differ. As seen, %REC has visible alterations 
at the transitions P1/P2, P3 and P1* for all time series. Although 
the periodic dynamical regime P1* is clear in the plots obtained 
from all time series, in the one from the z variable, it is noted that 
%REC is lower in the periodic regime. This unexpected behavior 
may be attributed to the very poor observability provided by the z
variable. Strictly speaking the same happens for P2*, although the 
changes in %REC are hard to distinguish from the noise-like back-
ground for all the time series. As for P2/P4, the changes in %RECx,y
are clearly more visible than that in %RECz , where there is practi-
cally no change. The large peak at the SC/SP is due to the fact that 
the trajectory falls very close to the ﬁxed point and remains in its 
neighborhood for a long time [21]. Such a peak is very visible with 
x and y, but less visible with z because it blends with the back-
ground which is due to the low observability of z. If the transition 
SP/SC had not been known a priori, it is arguable if the large ﬂuc-
tuations in %RECx,y around such a bifurcation would be credited to 
it. Finally, the several small peaks could result from unstable peri-
odic orbits or tiny periodic windows, which are not visible in the 
bifurcation diagram.
The %DET index, Eq. (8), is shown in Fig. 3. If such an index 
quantiﬁed determinism proper, the expected behavior would be a 
straight line at 100%. Therefore, other issues, such as numerical 
ones and predictability, should account for variations in %DET . The 
deviation from 100% is clearly seen when %DET is computed using 
the z time series and even increases in the chaotic region. The be-
havior when y is used is (slightly) better than with x and both are 
much closer to 100% than for the results obtained using z. These 
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features are again in agreement with the ranking of the variables 
of the Rössler system in terms of observability y  x  z [11,12]. 
The higher value of %DETz in P1* than in P1 is due to the fact 
that the trajectory in P1* has greater projection on the z-axis than 
in P1 [21].
The index ENTR (Fig. 4) is rather inconsistent as a discrimi-
nator of RP complexity [6,7]. For example, ENTR for the periodic 
regime P3 is higher than for P1, P2 and P1*, which seems to be in 
agreement with the fact that the latter are dynamical regimes with 
simpler dynamics than P3. On the other hand, ENTR for P4 window 
and for the chaotic regimes between P4 and P3 is lower than for 
P3 (which has a simpler dynamics). Other instances of such incon-
sistency can be found in Fig. 4 regardless of the time series chosen 
to reconstruct the dynamics (with minor differences in z).
The entropy S , shown in Fig. 5 is “smoother” when computed 
from the z variable. As a consequence of this smoothing effect–
similar to that of %REC (Fig. 2), dynamical changes in the system 
are not so clearly revealed when the analysis is carried out using z. 
This is consistent with the low observability provided by z. Note 
that Sx and S y are almost identical. The periodic windows P1, P2, 
P3 and P1* are highly visible with x and y, which is clearly not 
the case with z. The same can be seen with the abrupt fall of the 
entropy due to the SP/SC transition, which is less visible in Sz . 
P2* is marked by a small valley in Sx,y , but is not visible in Sz .
The variable DIV , Fig. 6, had the behavior similar of the RQA 
of the logistic map [6]: all periodic windows had very low values Fig. 5. The Shannon entropy S . The bottom plot is far smoother than the other two. 
This is probably due to the poor observability provided by the z time series.
of DIV , close to 0.001 and chaotic windows had higher values. This 
coeﬃcient is clearly very robust to the choice of the recorded vari-
able, which would strongly recommend its use. On the other hand, 
DIV is unable to detect periodic–periodic and chaos–chaos changes 
in the dynamical regime.
5. RQA on a Poincaré section
Observability, as deﬁned in Section 2.1, has no practical effect 
on the analysis when measurements are taken on a Poincaré sec-
tion [17]. In order to evaluate such a remark in the context of RQA, 
the analysis was performed using data on the Poincaré section de-
ﬁned in Eq. (13) applied to the drifting Rössler system. Scalar time 
series {yn} and {zn} were obtained from the Poincaré section (13)
and processed using a running window of length W = 200 with 
increments of 10 data points between successive windows. The 
sets were time-delay embedded in 3D space with time lag τ = 2
(both parameters were conﬁrmed by false neighbors and mutual 
information techniques, respectively). The RQA parameters were 
y = 0.1 and z = 0.15 (approximately 5% of the greatest distance 
in the respective reconstructed phase space) and lmin = 2.
Fig. 7 shows %REC and %DET , and Fig. 8 shows ENTR and DIV . 
The quality of S was roughly the same regardless of the variable 
chosen to reconstruct the dynamics, as found in [17]. Note that 
the behavior of ENTR is now consistent over the different dynam-
ical regimes, in the sense that it is correlated to the inverse of 
the complexity of the dynamics, but the peak at P3 is less visible 
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when computed with z than with y. The same degradation at the 
transition P2/P4 using z. Theoretically (Section 2.1), y and z taken 
on a Poincaré section should give indices of comparable quality, as 
shown here with %REC, %DET and DIV and S in [17]. Hence, once 
again ENTR does not seem helpful for the purposes of the present 
investigation.
In closing this section we point out that a counterpart inter-
pretation of observability in the case of Poincaré section data is 
related to the deﬁnition of the section itself and not to the choice 
of the observable used in the analysis, as the results (in this pa-
per and in [17]) clearly show. Hence, varying observability features 
for maps would be obtained if the Poincaré section were gradu-
ally turned from a position orthogonal to the ﬂow to one that is 
tangent to it (when it would no longer be a Poincaré section).
6. Discussion
The drifting Rössler system was used to investigate if observ-
ability properties affect RQA in detecting bifurcations from a drift-
ing time series. The RQA coeﬃcients used were affected in differ-
ent degrees by observability issues. Changes in dynamical regimes 
are not so clearly revealed by %REC and S when computed from z, 
which yields poor observability of the system. This corroborates a 
similar result found in [17] when computing S . On the other hand, 
DIV is very robust with respect to observability properties despite 
the fact the it is ineffective in detecting periodic–periodic bifurca-
tions.
An unexpected effect found was the valley in %REC of the P1* 
window computed with z (Fig. 2), in contrast with the peaks when Fig. 7. %REC and %DET variables computed from the Poincaré section data {yn} and 
{zn}.
computed with x and y, that could lead to wrong conclusions 
about the system’s dynamics. The same was found for P2*, but 
less visible. This effect can be understood observing the different 
points of view of the dynamics expressed in Fig. 9. More infor-
mation about the dynamics can be seen at the perspective (b) 
than at (c), in which the region of low observability (LOB) gives 
the wrong information of high recurrence to the RQA algorithm. 
So, poor observability can result in a less contrasting behavior on 
RQA variables during changes in the dynamical regime.
It should be pointed out that interpreting the index in Eq. (8)
as a measure of determinism raises some diﬃculties. In the analy-
ses of the logistic map in [6], %DET was 100% only in the periodic 
windows, falling to values near 40% in chaos which is misleading, 
because the dynamics of the logistic map is always deterministic. 
However, as mentioned just before Eq. (8) such an index actually 
quantiﬁes recurrent data segments. In periodic regimes with low 
periods recurrence is higher than in periodic regimes of higher 
period, and both are higher than chaos, where the trajectory cov-
ers a denser region in phase space therefore reducing recurrence 
somewhat. This is clearly seen in Fig. 3. In short %REC quantiﬁes 
recurrent points whereas %DET recurrent segments. %DET has a 
rather close relation to predictability.
Some unexpected features of ENTR suggest that such an index is 
inadequate to perform the investigation pursued in this paper. The 
reason for this is perhaps related to the rather uncertain interpre-
tation of ENTR as an indicator of complexity. Further investigation 
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using a much wider set of systems is required to untangle diﬃcul-
ties of interpretation and possible misconception related to such 
an index [6,7,17].
When data from a Poincaré section of the ﬂow were used the 
following was observed: (i) RQA indices were not affected by the 
observability rank between y and z and (ii) the change of the dy-
namical regime was more evident.
The entropy S was estimated more accurately from a Poincaré 
section of a ﬂow (a map), than from the ﬂow data [17]. This has 
also been veriﬁed with other RQA variables, as presented here. This 
suggests that, whenever possible, the RQA should be performed 
with data from a Poincaré section of the ﬂow.
7. Conclusion
In real world experiments, especially in biological systems, 
many recorded variables are at disposal. Criteria used to choose the 
variable to measure do not usually consider the type of analysis 
that will be performed. This work has shown that the performance 
of RQA depends on the characteristics chosen and on the recorded 
variable used. If only one variable has been recorded, the resultsFig. 9. Different perspectives of the drifting Rössler system, with bifurcation param-
eter a = [0.30, 0.32].
discussed in this paper show that observability properties of the 
system through such a variable could be responsible for poor per-
formance of RQA. The main recommendation therefore is to per-
form data-based observability analysis [12] to choose the recorded 
variable prior to RQA, whenever possible. A second recommenda-
tion is that when dealing with multivariate ﬂows, the performance 
of RQA can usually be improved by taking data from a Poincaré 
section, as suggested in [17]. That could be an essential part of the 
RQA toolkit.
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