Abstract. In this paper we outline some of the results that were obtained by the application of a Cray T3D parallel supercomputer to human geography problems. We emphasise the fundamental importance of high-performance computing (HPC) as a future relevant paradigm for doing geography. We offer an introduction to recent developments and illustrate how new computational intelligence technologies can start to be used to make use of opportunities created by data riches from geographic information systems, artificial intelligence tools, and HPC in geography.
2 High-performance computing and geography 2.1 What is it? HPC can be defined as supercomputer hardware (based on vector or parallel processors) that offers an increase in computing power at least an order of magnitude greater than that available from a standard workstation. In fact the performance gain is now more likely to be at least two orders of magnitude as HPC increasingly becomes synonymous with highly parallel supercomputing. Openshaw (1994a) suggests that by 1999 it is quite likely that HPC hardware available for use by geographers will be 10 9 times faster (and bigger in memory) than that available during the quantitative revolution years of the 1960s, 10 8 times faster than that available during the mathematical modelling revolution of the early 1970s, 10 6 times faster since the GIS revolution of the mid-1980s, and at least a further 10 2 times faster than the current Cray T3D. One way of explaining what these changes in HPC hardware mean, is to ask how would you do geography or think about doing your kind of geography if that Pentium-based workstation on your desk was between 1000 and 5000 times faster and bigger. It is likely that some geographers would not know what to do with it, some would not want it, but some would spot major new possibilities for using the extra compute power to do geography perhaps better and certainly differently. There is an emerging opportunity to use the increase in computer speed to develop large-scale simulations of whole societies, to improve existing models, model the previously unmodellable, and start to mine the spatial data riches for new knowledge, new concepts, and enriched understandings. It should be realised that much of the quantitative technology presently used in geography dates from the 1960s and that many assumptions were made in an effort to minimise computation. This computerised manual calculation technology has served us well but it is no longer the only feasible approach nor is it always the best. For example, instead of assumption-dependent significance tests that require very little computation, why not use Monte Carlo based methods that are assumption free, albeit 10 000 or so times more expensive to compute. Other computationally intensive statistical techniques (jackknife, bootstrap) also offer considerable added flexibility. The improvement in quality is now far more important than saving compute time; twenty years ago there was no alternative-today there is! One immediate complaint is that few geographers have access to suitable HPC hardware. However, this is seldom justified. Many universities have modestly parallel hardware and more importantly software systems, such as PVM (Parallel Virtual Machine) and MPI, allow use to be made of workstation farms at night. Parallel programming codes with a suitable coarsely grained degree of parallelism can be run on virtual parallel machines using software, such as MPI, to distribute the computational work to multiple workstations. The effect can be equivalent to an HPC if you are prepared to be patient, possibly substituting days for hours! This technology is freely and widely available and applicable to many geography departments if they wish to use it.
For over two decades computer speeds have been doubling every eighteen months or so and this trend is set to continue possibly for another ten years. What it means is that today's workstations offer performances equivalent to late 1980s supercomputers; whereas today's HPCs offer levels of performance likely to be characteristic of 1999 workstations. In other words, there is an emerging opportunity to develop HPC software that will soon be able to be run on workstations provided the codes are portable and conform to established standards. Moreover there is now a high probability that codes written in Fortran 90 using MPI will still be runnable in twenty years time.
HPC illiteracy
The real problem at present is that HPC awareness in geography is very poor. In common with many other social scientists most geographers have almost totally neglected the developments going on in the supercomputing world. Two major reviews of supercomputing in the United Kingdom (Catlow, 1992; EPSRC, 1995) made no reference to any social science or geographical applications and in the last decade there have been very few geographers using any of the UK supercomputers; for example in 1994, of the twenty-eight early users on the latest, biggest, and fastest parallel supercomputer in the United Kingdom (the Cray T3D at Edinburgh) there was only one group of geographers (from Leeds) and of the current 600 registered users in November 1996 only six are geographers, five from Leeds. One reason is that at present there is not a single grand-challenge computational project that is explicitly geographical or in the social science domain (Openshaw, 1995) . A grand-challenge project in science is one which is identified by a relevant peer group to be simultaneously of such critical importance and significance that it has to be tackled and yet presents such severe computational problems that it is on the edge of (or just beyond) what is computationally feasible with available hardware. Such a project is characterised by immense complexity, a strong link between the quality of the science and machine speed, and the use of computation as a substitute for experimentation that would otherwise be too expensive. The argument is that solving these very large and complex problems will produce enormous benefits. Examples are: weather forecasting, modelling global climatic change, the human genome, fluid turbulence, and quantum chromodynamics. Are there really no equivalent grand-challenge applications in geography (and the social sciences) or is the principal barrier the need to raise awareness about what is now possible in an HPC context?
The reasons for this current neglect can be summarised as a combination of: inadequate hardware until recently, an emphasis on soft approaches, an absence of computeintensive traditions, misplaced philosophical objections to science and computing, deficiencies in research training, and a lack of research council initiatives.
It is even possible to attribute the current disinterest to the historical frustrations of previous attempts at a scientific geography and the hardness of the task in the 1970s of seeking to be scientific at a time in history when both the computer hardware and data availability were so woefully inadequate. It is argued that these particular restrictions no longer apply. HPC involves both a learning and a reskilling process as well as a change of culture and perhaps of philosophical tradition. The computationally active researchers need to learn data-parallel languages (for example, High Performance Fortran), adopt new programming techniques relevant to the parallel processing world (for example, MPI), and, perhaps hardest of all, learn how to think in parallel after a lifetime in a serial straightjacket.
Parallel programming
The principal complication is that the future of HPC looks set to become increasingly and exclusively based on parallel machine architectures. Parallel hardware will ultimately triumph over single-processor vector supercomputers because of the inherent speed limitations of individual processors. Furthermore, faster single processors merely mean an even faster multiple processor parallel machine. A parallel processor is a computing system with multiple central processor units (CPUs) all working concurrently on the same problem. Distributed processing is another term for the same class of machine. A parallel machine can have virtually any number of CPUs which can be organised into a number of different architectures. However, what distinguishes a massively parallel processor from a highly parallel processor is a matter of semantics. The promise of parallel programs is essentially better price or performance, speed, scalable performance, and an ability to handle bigger problems. Its principal scientific attraction is the hope that compute times will decrease as the number of processors and the available memory expand thereby providing a massive increase in the available computational power at an affordable price. Whether this happens and over what number range of processors it will apply, depends on the algorithm being run, its computational complexity, the nature of the specific problem, the architecture being used, and the skills of the software developer. Currently little, if any, of this can be predicted. As hardware developments continue at a rapid pace, software is fortunately becoming standardised with multiplatform languages, message-passing libraries, and tools starting to replace hardware and vendor-specific offerings. This is very important for the future and suggests that software investments can now be protected and preserved. The dynamism in hardware developments is, therefore, no excuse for holding back on writing software and parallel algorithm design.
Parallelising serial code is seldom a trivial task, unless the code is already in a parallel form suitable for the hardware on which it is to be run. Thinking in parallel is also important but hard. There is usually much more to parallel programming than rearranging a few 'do-loops'. Often it involves an entirely new way of thinking about problems and how to solve them. It is not just a means of making programs run faster but a new way of problem solving that seeks to decompose complexity into sets of processing elements which occasionally interact. Some would claim that this offers a whole new engineering design approach with improved performance being a secondary spin-off. Others argue that parallelism is a natural phenomenon that is widely evident in the world about us, so it actually simplifies many modelling and analysis tasks once it is possible to escape from a serial thinking mentality.
However, identifying applications that are by their nature potentially suitable for parallel processing is not sufficient justification by itself to invest in the necessary programming effort. They also have to present a formidable computational challenge. What point is there in converting serial code that runs on a single CPU workstation in 30 minutes to run on a parallel supercomputer with 512 CPUs in 10 seconds! Certainly there is a software challenge but the computational intensity of the task may not justify the effort involved other than the claim that a parallel version now exists for code that never needed it. The parallel application should offer some significant 'extra benefit' that could not be realised without it. There should be some evidence of either new science or better science. It is all too easy to become so enthused by the thrills of parallel computing that the unique benefits it should provide are overlooked. Parallel programming on massively parallel processors is not an end in itself but a means to a better problem solving and hopefully better science. Some users may have to remind themselves repeatedly of this! The biggest gains will probably come from those applications that were previously impossible but which can now be solved and, as a result, offer something 'worthwhile' knowing or having; or by being able to produce better solutions to old problems.
Areas of geographical application
It is important to note that the increase in compute speeds does much more than speed up specialist quantitative geography as it also significantly extends and broadens the range of problems which can be given a computational solution. Likewise it is far more than the development of parallel GIS functionality (for instance, see Gittings and Roche, 1996) . The real opportunities are basically five fold: (1) dramatically to speed up existing compute-bound activities that need HPC by rewriting serial models, methods, and algorithms for parallel HPCs; (2) to improve the quality of results by using compute-intensive methods to reduce the number of assumptions and shortcuts forced by computational restraints; (3) to engage in large-scale computer experimentation and simulation of complex human and physical systems; (4) to permit larger databases to be analysed or to obtain better results by being able to process finer resolution data; and (5) to develop completely new and novel approaches based on computational technologies, including what Bezek (1995) terms computationally intelligent methods.
All are important although some are much more readily attainable than others. Indeed in some applications there are almost instant benefits that can be gained by plugging in new computational methods. For example, Diplock and Openshaw (1996) demonstrate some of the benefits of using parameter estimation methods based on genetic and evolutionary strategies compared with conventional nonlinear optimisation methods for some simple spatial interaction models. The new methods involve a thousand times more computation but are not affected by problems of floating point arithmetic. They can also handle functions which are nonconvex, discontinuous, and have multiple suboptima. These improvements result from the use of a much more flexible and less assumption-dependent optimisation technology. They often provide an instant gain in reliability and accuracy and are applicable to virtually all model parameter estimation problems with functions that contain exponential terms or are intrinsically unstable from an arithmetic perspective; for instance, log-linear modelling applications. The problem is that the conventional nonlinear optimisation methods that are widely used become stuck once the parameter landscapes being explored lie outside a surprisingly narrow range of values and often the user may be totally unaware that this has happened.
Other applications of HPC require a much greater development effort over far greater time scales. The rapid spatial data explosion occasioned by GIS is creating new needs for analysis and putting new demands on geography. There is an increasing imperative to develop new tools for the analysis of highly important databases simply because they exist and such analysis provides either a commercial benefit or a community good (Openshaw, 1994b) . Other HPC needs will be created as geographers start to exploit computational technologies borrowed from other disciplines or (for example, computational fluid dynamics). Many artificial intelligence (Al) tools are also intensely computational, particularly neurocomputing and fuzzy logic modelling. New esoteric computer modelling methodologies are creating new ways of studying human society by using distributed Al (DAI) (for example, see Gilbert and Doran, 1994; or O'Hare and Jennings, 1995) . DAI is the study of what happens when a set of 'intelligent' computational entities are allowed to interact and possibly communicate. In theory but not yet in practice, most aspects of human systems can be studied, including those where social beliefs, cognitive processes, and emotions are important (Gilbert and Conte, 1995) . DAI offers some prospect of a big step forward in the modelling of human systems if the HPC requirements can be met and if disciplines are sufficiently broad-minded to tolerate an experimental approach and are smart enough to spot the new opportunities for simulation modelling.
There are also some increasingly compelling popular scientific and politically appealing reasons for viewing HPC as becoming increasingly important in a geographic context. It can be argued that, with a high percentage of Europe's and the world's population living in urban areas, there should now be a strong imperative for developing better models of urban systems and for creating an enhanced human systems modelling capability. Much more is known about atmospheric circulation on Mars or about the behaviour of various endangered species of whale than about the behaviour of many human systems. The urban models that exist today are often over twenty years old (Batty, 1976; Wilson, 1974) . The code might be recent and modern graphical use interfaces make them look nice but the technology is very dated. The so-called intelligent GISs of the 1990s are based on 25-year-old models (see Birkin et al, 1996) . In government billions of pounds of public money are probably being wasted by the use of old geographical technologies. Additionally many key databases affecting us all, relating to environment, health, crime, deprivation, etc, are stored, cherished, and archived usually without more than a minuscule fraction of their information content ever being used or analysed (Openshaw, 1994b) . The same is true in business. How on earth can UK pic remain internationally competitive in the information technology (IT) age if the fullest use is not being made of data resources and applicable IT technologies. Similarly there are major areas of neglect in attempts to model our daily environments. Increasingly sophisticated models are being built of global climatic change that treat human inputs as fixed exogenous variables. It seems we can model nearly any physical system so much better than even the simplest of human ones and this imbalance needs to be urgently redressed.
2.5 A typology of applications A final key question is whether the effort of porting code onto an HPC is likely to be worthwhile and what types of applications really need HPC. It is important not to assume mistakenly that the current small number of visible geographic HPC users at national high-performance computing centres means that this area is a minority sport, that it will remain so, and that there are only a small number of problems that need HPC in geography. Quite the contrary, there are potentially a vast number of HPCrelevant applications and it is inconceivable that in twenty to thirty years time computational geography will not be an established specialism. The challenge for the rest of the 1990s is to lay the foundations for the next century, to raise awareness, and to demonstrate that significant benefits can be achieved now with existing systems by geographers (not computer scientists) for a modest expenditure of effort. It may be useful to identify a basic threefold typology of HPC applications relevant to geography by identifying a small number of generic, application-independent, computational tasks intrinsically suitable for parallel supercomputing.
A first category might be termed traditional modelling applications that have obvious and immediate HPC applications once ported onto parallel hardware. Many existing mathematical and computer models are trivially and highly data parallel and are well suited for parallel computation, particularly models that use matrix algebra: for example, input-output models, many econometric models, multiregional demographic forecasting models, spatial regression models, and the family of spatial interaction models and their many derivatives. The justification here is to make existing models run much faster so that they can be run at a finer level of spatial resolution on the largest available databases and thus offer improved levels of representation, resolution, and accuracy.
A second category covers what are historic HPC applications in geography. Some modelling and analysis tasks are naturally parallel as they involve the repeated and independent application of the same procedure (that is, model, equations, etc) at many different map locations simultaneously. Many exploratory spatial analysis, modelling, search, and location optimisation problems in geography involve a search over a two (occasionally three) dimensional map grid, which is either explicitly parallel or readily rendered so by spatial decomposition. This will allow better quality solutions to be obtained and also makes economic the application of analysis methods that previously could not be easily applied or indeed applied at all. Compute-intensive statistical procedures can be used to estimate uncertainty and error propagation in computer models and in principle any computer-based analysis procedure of arbitrary complexity including sequences of GIS operations. Typically, this would involve injecting noise into data to represent sources of uncertainty and running a computer program to obtain a set of results. This would then be repeated 400 or 1000 times (for example, see Openshaw et al, 1991) . A naturally coarsely grained parallel task adds value by generating confidence limits on results that previously would not have had any. This would allow geographers to become much more realistic by addressing many of the problems that once had to be assumed away in the interests of tractability. Several other modelling and analysis tasks process very large amounts of data by the repeated application of the same basic computational procedures. For example, microanalytical simulation modelling of a population is currently infeasible except on small data sets. The ability to handle multigigabyte databases easily makes it possible to scale up certain types of simulation model that offer considerable potential for modelling the behaviour of whole populations at a microlevel to generate results at a more aggregate scale .
A third category is that of entirely HPC-dependent methodologies that are created by and are totally dependent on the availability of supercomputing. The use of HPC to power entirely new styles of modelling and geographical analysis that are entirely computational in nature and which were (and some may still be) impossible (without terraflop computing speeds). It is important to begin serious development research. There are many exciting developments that are now possible (Openshaw, 1994c; Openshaw and Openshaw, 1997) . For example, the search for invariant and recurrent three-dimensional bjects (representing theoretical spatial pattern concepts) in a spatial database might easily involve the computation of 1000 million fast Fourier transforms. Without very fast HPC hardware this type of application is impossible.
3 Large data spatial interaction modelling 3.1 Background The entropy-maximising spatial interaction model is still widely used for modelling many types of flow data both in research and in industrial contexts (Birkin et al, 1996; Wilson, 1974) . Examples of flow data include journey-to-work data, airline trips, retail behaviour, world trade, and telephone traffic, in which flows of people, money, information, etc, connect origin and destination zones. These models are complex nonlinear equations with a computational time that increases as the square of the number of zones involved. Although it is possible to work with low numbers of zones (fewer than a hundred) on a desktop workstation, larger data sets (of the order of thousands of zones) require much more computing power. The ability to model large data sets is becoming increasingly important as data capture is becoming routine in many industries. It is already possible to imagine flow tables with up to 1.6 million origin and destination zones (for example, credit card transactions at the unit postcode level). At present the largest publicly available flow data set is the special workplace statistics from the 1991 Census of Population. This is a 10 764 x 10 764 matrix of journey-to-work flows between all wards in Britain.
The idea of developing a parallel spatial interaction model is not new-Harris (1985) discussed how in theory it could be ported to a parallel machine-but the parallel version of the spatial interaction model was not realised until the early 1990s (see . The reason for parallelising spatial interaction models is to allow bigger data sets to be processed faster than previously. This allows an improvement of the underlying science both by using finer resolution data sets, and to allow an improvement in the quality of results by allowing the use of more flexible methods of parameter estimation and model optimisation.
A simple origin-constrained model developed with entropy-maximising methods can be specified as follows:
where 7]j is the predicted number of trips from an origin place / to a destination place j, O t is the 'size' of /, Dj is the 'size' of j, and C tj is a measure of the distance or cost of travel from / toy. The parameter p is estimated to optimise the fit of the model by using maximum likelihood or nonlinear least squares methods. Note that equation (2) ensures that the predicted flows satisfy the following accounting constraint:
That is, there can be no more trips to the destinations than there are from the origins. A doubly constrained model is slightly more complex:
This model has two sets of accounting constraints: equation (3) and J2 ^u = ty-This is i the purpose of the A f and Bj terms which are functions of each other and must be estimated iteratively.
Porting
Fortran code was written for each of the models so that they could cope with the 10 764 origin and destination zones of the 1991 ward-level journey-to-work data. The two matrices used in the model to hold the observed trips and costs could not be stored in the memory of a standard workstation, because they would require over 1 Gb of memory. A solution to this is to store the trip matrix as a singly linked list which reduces the storage requirements to about 5 Mb because the trip matrix is very sparse (few people travel from Cornwall to Scotland to go to work). Unlike the trip matrix the cost matrix is dense and cannot be stored in a sparse format, and so must be repeatedly recalculated. While reducing the storage requirements this does increase the amount of computation required and makes the use of a desktop workstation infeasible: a singly constrained model took about 18 hours to complete and a doubly constrained model took 264 hours. It is clearly impossible to make much use of a model that takes 11 days to produce a result. The codes were parallelised by using the shared memory model provided by Cray (CRAFT), which allows the parallelisation to be carried out by adding compiler directives to the source code to indicate the parallel regions of the code. The code was parallelised at the outer do-loop level, so that the computational load of the model was split into 10 764 concurrent pieces, one for each / value. Table 1 shows the scalability of the model on the Cray T3D measured by the number of whole-model evaluations computed per hour.
The results of the doubly constrained model (table 2) are of more interest; again it can be seen that the model scales linearly. It should also be noted that one model evaluation takes 91 hours on a workstation but only 171 seconds on the T3D. This allows newer but more computationally intensive methods of parameter estimation to be investigated (Diplock and Openshaw, 1996) .
Retail network optimisation
A major applied use of spatial interaction models is to embed them in a spatial optimisation framework . For example, in a retail or hospital planning situation, it is often interesting to determine which set of K from M locations will yield maximum profits or optimise some other global performance indicator. This is becoming increasingly important in the public sector as government pushes for increased 'consumer' choice in the fields of health and education. This involves solving a discrete nonlinear combinatorial programming problem by means of various computationally intensive heuristics (for example, genetic algorithms, tabu search, and simulated annealing). The quality of results now depends heavily, to put it crudely, on the number of times that a model can be evaluated in a fixed time for a realistically sized problem. Consider the problem of optimising a national retail network with data for 2775 consumer origin zones and 822 possible destinations. The aim is to find the best 60 sites from the 822 possible destinations that maximise profits, assuming consumers behave according to the spatial interaction model. There are 8221/60! possible solutions to this problem. Initially the code was parallelised at the same do-loop level as the model parameter estimation used above. However, it was found that there was insufficient work in the body of the model to overcome the communications overheads of parallelisation when the number of processors exceeded 16. The solution to this problem is to execute the model in parallel instead of the do-loops within it. This is possible because the simulated annealing process used allows the calculation of many possible moves simultaneously, with the best move being selected at each step. This modification allows the code to continue to scale up to 256 processors. This change as well as other optimisations to the code allow 70 million models to be evaluated in an hour. This compares very well with the results reported by on a Thinking Machines CM-200 of 7000 models per hour. This massive increase in the number of model evaluations allows the program to discover a result that is twice as profitable as that found by existing HPC-based methods. There are indeed areas within geography where the quality of the result is directly related to the amount of computation that can be performed and it is here that HPC can have an instant benefit.
Population modelling
A second case study relates to a multiregion population forecasting model. Population modelling has been a core area of human geography for many years; however, with increases in compute power modellers have usually concentrated on increasing the resolution of models (Rogers, 1995) . In this section we describe the use of parallel computing to allow the robustness and sensitivity of the model to be investigated as a whole so that confidence intervals can be identified. It is an example of an HPC application of a generic nature where there is some prospect of an almost instant gain in the quality of the science by using computation to provide information that previously was unavailable.
Background
The model considered is the ECPOP (European Community Population) model of Rees (1996) . Figure 1 is a summary of the structure of this model. It is a cohort-survival model for a two-sex population coupled with a female-dominant fertility model of the type currently used to make forecasts for the European Union. The model has been modified to add net migration flows at international and interregional levels. It uses a series of scenarios that represent assumptions about fertility and mortality rates as well as rates for extra-community, inter-member-state, and interregional migration. A variety of scenarios have been considered in the literature. For fertility and mortality rates there are three scenarios: low and high estimates for Eurostat, and the original ECPOP estimate which is the average of these. Four separate scenarios for migration have also been studied: a zero migration model, a continuation of current rates, a scenario which considers a growth of migration to areas of economic growth, and a counterurbanisation scenario. Little research has previously focused on the effects on the model of the uncertainty of all the model inputs. For instance, inter-member-state migration is very uncertain but it is also impossible to tell whether this matters or which other input parameters are the most important influences on the variability of forecasts and thus where any effort to improve the estimates should be concentrated.
Parallelisation of the ECPOP model
The ECPOP model is too small to parallelise at the do-loop level for a large number of processors without the communications overhead dominating. Instead each model was assigned to a different processor; this allowed 256 or 512 concurrent models to be run with different starting parameters. This form of parallelism offers the highest levels of parallel efficiency because each processor is performing an identical amount of work. It is also very easy to apply because existing code is merely being run in parallel without any need to change the algorithms being used. Performance is also scalable provided the number of parallel model calls (of the order of thousands) is some integer multiple of the number of processors being used, thus avoiding the problem of having some of them idle. The data noise simulation method used here could just as easily be applied to virtually any other model of interest. Performance would also be equivalently good regardless of whether data-parallel or MPI approaches were used. The serial code only had to be modified to allow the model to be run repeatedly without the need to reload the initial conditions from file.
To allow the sensitivity analysis to be carried out, modifications were also added that allowed all the model inputs to be perturbed by a normally distributed random amount at the start of each model run. The basic approach is outlined in Openshaw (1979) but was computationally infeasible until recently. The estimates of statistical error used in the modelling are shown in table 3. The model was then run repeatedly (128 000 times) on either 128 or 256 processors. The main limiting factor on the number of runs carried out is the amount of disk space available to store the model outputs for subsequent statistical analysis. 4.3 Results As can be seen in figure 2 (see over) the errors found in the model output make it impossible to distinguish statistically between the sets of scenarios used. The figure is a comparison of the Eurostat high and low population growth scenarios for the United Kingdom. Once the error bars have been added to the lines it is impossible to distinguish between the two scenarios at a 95% confidence limit. This surprising result has considerable potential implications. At the very least it indicates the need for more research on the migration submodels and related assumptions, in order to investigate further the mechanisms by which data uncertainties are propagated within the model and to identify mechanisms for smoothing and, also, methods to handle rather than ignore the existence of uncertainty. This is not a new problem but one that has been overlooked for many years.
Zone design
Zone design has only recently become a fashionable problem for geographers to study (Openshaw and Rao, 1995) . The GIS revolution combined with the availability of digital boundary data for census and postcode geographies have freed researchers from being dependent upon fixed sets of boundaries, at least at the higher levels of aggregation. In the United Kingdom users can reaggregate many small area geographies (that is, census enumeration districts or wards) into larger regions to suit whatever purpose they have in mind. Further developments in census geographic information schemes open up the prospect of an almost complete freedom to reassemble individual census returns into whatever output regions are considered most relevant. Zone design is potentially an important spatial data management tool as well as a novel approach to spatial analysis (Openshaw, 1996) . The problem is that the zone-design algorithms require large amounts of computer processing time.
The basic zone-design problem involves minimising the following nonlinear, discrete, optimisation problem.
f w = £ JZ^jPi-T (7)
where z is the zoning system (an aggregation of TV small zones into M regions), <5 i y is 1 if zone / is allocated to region j, P { is the population of zone /, and T is the target population size. This equation could be solved for unconstrained small problems in the 1970s (Openshaw, 1977a; 1977b) , but larger problems were infeasible. A constrained version where the user imposes additional restrictions on the nature of the output regionalisation and/or the data generated by it involves solving the Powell-Fletcher penalty function (Fletcher, 1987; Openshaw, 1978a; 1978b) . 
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where 0(z, a, 6) is a penalty function that is dependent both on the zoning system (z) and on parameters a and \ff t as well as on the constraint violations for zone /; f(z) is the same zone function as in equation (7). This problem can be solved by using a simulated annealing procedure but needs even more compute time to find a solution. With parallel computing it becomes possible to create new zoning systems that are limited only by the imagination of the user and the availability of the data for the base zones. Only with the porting of code for HPCs is its full potential likely to be realised. Simple zone-design problems or complex functions involving relatively few zones can be run on a workstation. However, larger problems and more ambitious zone-design exercises require HPCs. Indeed it is easy to formulate problems that cannot as yet be resolved because of the lack of a sufficiently fast HPC.
Background
Zoning systems are used for many different purposes often far removed from the purposes they were originally designed for. This can often cost large amounts of money for the people involved: for example, insurance premiums are based on postcodes, a use that the post office never had in mind when it created them as an efficient way to deliver letters. Regional aid is distributed by the European Union and the UK government on the basis of deprived wards within a district. However, wards are designed by the boundary commission for the purposes of local elections and not to create the most deprived areas possible.
Parallelisation
The process of redesigning zones is straightforward with a random distribution of zones and an attempt to move a zone from one region to another to improve the objective function. There are various ways to control this process (Openshaw, 1984) including mildest slope descent, tabu search, simulated annealing, and genetic algorithms. Openshaw and Rao (1995) show that the best method for rezoning is simulated annealing; but this is a very hard method to parallelise successfully, especially when there is insufficient work in the rezoner to allow it to be parallelised. Openshaw and Schmidt (1996) discuss a new method of hybrid simulated annealing which uses a genetic algorithm to control the temperature of each annealing step, which can be spread across the processors. It is this development that promises to allow HPC to be applied to the more complex types of zone-design problems.
Results
A single applied application is used to demonstrate the potential of this method. The UK Department of the Environment (DoE) defines the deprivation of an area by the following indicator:
where /?, is the local rate of variable /; n f is the national rate of variable /; and n { is the local denominator of variable /. Figure 3 (see over) shows the existing and improved zoning system for the DoE ward deprivation scale. A local authority is eligible for government grants on the basis of the number of wards that are deprived on this scale.
The new zoning system shown in figure 3(b) has 8 zones that are deprived, whereas the original system based on wards has 3.
Genetic programming
In recent years geographers have increasingly become less interested in the development of new computational models as more workers become involved in qualitative and descriptive work. Currently there is a better appreciation of the complexity and hardness of many modelling tasks in geography. The flood of spatially referenced information should help but only if relevant data-mining and knowledge-discovery tools can be developed. Of considerable interest are methods based on genetic algorithms (Openshaw, 1988) and later on genetic programming (GP) (Koza, 1992) . The latter is an incredibly computationally intensive method. A single geographical application could easily use the entire Cray T3D for a few weeks. In fact GP run on large GIS databases really does need a couple more generations of HPC before the potential promised by the method is likely to be attained in practice. However,, this is no reason not to make a start and some progress has been made with small data sets and deliberately simplified methods.
6.1 Background Genetic programming (GP) is an evolutionary method that builds on the experiences of the genetic algorithm (GA) community (Koza, 1992) . However, instead of working on fixed length bit strings as in GAs GP works directly on models or equations represented as trees, which allows crossbreeding of two equations to produce new offspring which can be tested to see if they are fitter than their parents. GP uses an initial random population of equations that are then evaluated and sorted according to their fitness. Pairs of parent equations are then selected in proportion to their fitness and crossbred to produce new equations. This process is repeated until all the population has been replaced. Repeated over many generations this process gradually leads to improved performance. However, it requires many thousands or even hundreds of millions of model evaluations. The process used here is a modification of Koza's initial method in that a nonlinear optimiser is used within each fitness evaluation to optimise the parameters within the models, this increases the number of model evaluations by a large amount but frees the GP process to concentrate on the model structure.
In this example the problem to be solved is to produce better spatial interaction models. A series of different data sets are used to build the models, with crossvalidation being applied between the data sets. The models are created from the pieces shown in table 4. They are chosen to reflect the desire to model spatial interaction data sets. The pieces are all elements found in conventional spatial interaction models. Most are self-explanatory; the competing destination term is defined as the sum of the size 
Although this exhibits only a small improvement over conventional models it does represent the first move forward in the spatial interaction modelling arena for a decade or more. Further investigations are underway to investigate the benefits of using more than one data set for the validation of models to prevent overfitting of the model to one particular data set. It may also be beneficial to add a penalty to the fitness function used in the evaluation of models to penalise overcomplex models. This would encourage the GP process to produce shorter and hopefully more readable models. Further discussion of these results can be found in Turton et al (1997) .
Conclusions
In this paper we have given an overview of the results of the Leeds HPCI consortium. As such it provides only an introduction to the potential of parallel computing in geography but it is hoped that this will alert other geographers to other parallel computing applications and encourage others who have been put off parallel computing by the perceived complexity of the work that is involved or by lack of knowledge of the benefits that are available. It is really not difficult! Advances in Al and computer vision potentially provide whole new tool-kits of geographically relevant methods that are rapidly becoming feasible, but only because of developments in HPC. Increasingly, it is becoming possible to think about doing almost all kinds of geography, both quantitative and qualitative, human and physical, quite differently in the HPC era. Geographers need to be aware of what is now possible even if they might prefer to ignore it. Put bluntly, the opportunity now exists to solve an increasing number of the problems in geography by throwing computational power at them under the guise of a new style of computational geography (Openshaw, 1994a) . However, it is not number crunching for the sake of it; far from it, the new applications and opportunities are stimulated by a diversity of substantive geographic research concerns and the promise of real-world applications.
Current HPC developments challenge key areas of current wisdom, and in the longer term look set to change fundamentally how geography will be done in the next century. The present is an ideal time to start developing major new geographical applications that can begin to exploit the new opportunities by considering HPC as the basis for a new paradigm for doing all kinds of geography in computer-rich and data-abundant environments. In most areas of geography there has been a comprehensive and sustained neglect of modelling, analysis, and the latest computational technologies. Historically, there may have been good excuses but for how much longer can this be sustained? HPC provides the platform for a rebirth of many computer-based activities that are extremely relevant. However, care is needed. Many geographers will have to learn new skills, understand possibly unfamiliar computational methodologies, and identify projects that can benefit most from computational approaches. Equally important, the postgraduate research training agenda needs the addition of significant new items, particularly parallel programming and AL It is also important for research councils to make timely investments in high-performance computing facilities or they face the risk of losing key research staff to better funded commercial organisations. Otherwise there is a danger that an uncritical adoption of HPC could produce worthless results. Successful HPC needs to be based on an awareness of the opportunities, a good methodological understanding of the technologies involved, and a contextual understanding of wider social implications. It is an opportunity that should not be missed.
