ABSTRACT: Meta-analyses are becoming increasingly popular, especially in the fields of cardiovascular disease prevention and treatment. They are often considered to be a reliable source of evidence for making healthcare decisions. Unfortunately, problems among meta-analyses such as the misapplication and misinterpretation of statistical methods and tests are long-standing and widespread. The purposes of this statement are to review key steps in the development of a metaanalysis and to provide recommendations that will be useful for carrying out meta-analyses and for readers and journal editors, who must interpret the findings and gauge methodological quality. To make the statement practical and accessible, detailed descriptions of statistical methods have been omitted. Based on a survey of cardiovascular metaanalyses, published literature on methodology, expert consultation, and consensus among the writing group, key recommendations are provided. Recommendations reinforce several current practices, including protocol registration; comprehensive search strategies; methods for data extraction and abstraction; methods for identifying, measuring, and dealing with heterogeneity; and statistical methods for pooling results. Other practices should be discontinued, including the use of levels of evidence and evidence hierarchies to gauge the value and impact of different study designs (including meta-analyses) and the use of structured tools to assess the quality of studies to be included in a metaanalysis. We also recommend choosing a pooling model for conventional meta-analyses (fixed effect or random effects) on the basis of clinical and methodological similarities among studies to be included, rather than the results of a test for statistical heterogeneity. 
D
espite the increasing popularity of meta-analyses and systematic reviews in general, problems with methodology are widespread and frequently undermine the credibility of the results. New guidance is needed for both researchers who carry out meta-analyses and systematic reviews in general and the consumers who read them and rely on the results. The term meta-analysis was coined in 1976 by the American statistician Gene Glass, who wrote, "I use it to refer to the statistical analysis of a large collection of results from individual studies for the purpose of integrating findings. It connotes a rigorous alternative to the casual, narrative discussions of research studies which typify our attempts to make sense of the rapidly expanding literature."
1 Meta-analyses are a subcategory of the broader category of studies known as systematic reviews.
Qualitative systematic reviews include explicit and detailed methods for identification, selection, and grading the quality of individual studies and overall evidence but do not pool results across studies. Meta-analysis is synonymous with the term quantitative systematic review and by definition includes pooling of results across studies. The emphasis in this statement is on metaanalysis because that is the area in which methodological problems have been best documented. However, our recommendations also apply to systematic reviews more broadly.
Meta-analysis has become incredibly popular. There are now >10 000 meta-analyses and qualitative systematic reviews published annually, roughly double the number published annually just 5 years ago. 2 Metaanalyses have become especially common in the broad cardiovascular field. A PubMed search with the terms meta-analysis and cardiovascular in the title/abstract yielded 53 results for the year 2000, 413 for the year 2010, and 1196 for the year 2014.
The fundamental appeal of meta-analysis, which partly explains its popularity, is the idea of integrating evidence from multiple sources to provide reliable answers to important questions. The evidence-based medicine movement in general promotes a systematic approach to assessing the quality of evidence, considering not only research design but also other characteristics of individual articles. 3 Some evidence-based medicine hierarchies of evidence, however, assign the highest level (quality) of evidence to systematic reviews of randomized trials. 4 Meta-analyses (and systematic reviews in general) are therefore sometimes automatically accorded a great deal of credibility. The placement of meta-analyses of randomized trials (and individual randomized trials) at the top of evidence hierarchies is controversial because some believe that it underestimates the value of other research designs and because detailed assessment of methodology is not taken into account. 5, 6 Indeed, questions related to the use of meta-analyses have seldom focused on methodology but rather on issues of uptake and implementation such as what strategies are most effective in encouraging more use of systematic reviews among clinicians and policy makers. 7 This is truly unfortunate because problems with published meta-analyses, including unstandardized methods and misapplication and misinterpretation of statistical and other techniques, are widespread and longstanding. 8 Bailar, 9 for example, wrote in 1997, "In my own review of select meta-analyses, problems were so frequent and so serious, including bias on the part of the meta-analyst, that it was difficult to trust the overall best estimates the method produces." More recently, Berlin and Golub 10 expressed concern that the problem of poor quality has only increased as the number of meta-analyses has grown. Searching the literature has become easier, and statistical packages for meta-analyses are freely available, so authors with limited expertise can produce poor-quality metaanalyses with ease. Flawed meta-analytic methodology is common in many fields such as oncology and from many sources, including the highly respected Cochrane Collaboration. 11, 12 Furthermore, as pointed out by Ioannidis 13 in an article published in 2016, the number of meta-analyses and systematic reviews in general has grown exponentially, many are unnecessary, and there has been little improvement in recent years in their methodological quality. 13 Despite important reports on optimal systematic review methodology and evolutions in the field, 14 tools to evaluate the quality of meta-analyses, which could guide their development, are lacking. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement was developed to address the problem of poor reporting, especially missing information, in published systematic reviews. 15 The statement includes a checklist for items that should be reported but does not address which methods should be applied and pays little attention to statistical methodology. The Assessing the Methodological Quality of Systematic Reviews (AMSTAR) checklist is a similar reporting checklist with a greater focus on methodology, including statistical methods. 16 This American Heart Association statement serves different purposes for different audiences. First, our goal is to provide guidance to those who wish to carry out meta-analyses, especially in the fields of cardiovascular disease prevention and treatment. Second, we believe that this statement will also be useful for consumers of meta-analyses who wish to assess methodological quality, not just the completeness of reporting. Finally, we believe that the statement will be useful for journal editors who must decide whether to publish a particular meta-analysis. We believe that those who have at least some knowledge and experience in carrying out systematic reviews and meta-analyses are best e3 
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prepared to take advantage of this scientific statement. However, to make this statement broadly accessible, we have deliberately omitted mathematical formulas and technical jargon, providing a relevant reference when necessary. With increasing emphasis on patientcentered outcomes research, it can be argued that a variety of stakeholders, including patients and caregivers, as well as clinicians and methodologists, should be involved in the development of meta-analyses. Making our statement as easy to understand as possible was therefore a priority.
We describe important concepts briefly and provide a glossary of key terms, but we do not attempt to provide a comprehensive guide to performing a metaanalysis. Most meta-analyses are completed with the use of software for compiling and analyzing data from individual studies. A detailed review of available software programs is outside the scope of this scientific statement. Many programs are available free of charge. Stawicki 17 provides a brief review. We have assumed that the reader has already formulated a sound clinical question to be addressed 18 and has substantiated the need to address the question through meta-analysis. Substantiating the need is an extremely important first step, given the huge volume of meta-analyses published annually and the questionable value of many. 3 This statement is written to inform the stepwise approach to developing a meta-analysis. We include a description of the important step of registering the protocol for a meta-analysis. We then address 9 important questions explicitly: (1) What are effective methods for searching for studies to include in a meta-analysis? (2) How should studies be selected for inclusion? (3) What are acceptable methods for data extraction and standardization from individual studies? (4) How should quality of individual studies be assessed? (5) How should heterogeneity be quantified and handled? (6) What are acceptable methods for pooling results across studies, and how do these methods vary according to study design and the frequency of outcomes? (7) What are acceptable methods for identifying publication bias? (8) What are acceptable methods and guiding principles for carrying out sensitivity and subgroup analyses? (9) Finally, what are emerging meta-analytical methods for studies addressing cardiovascular prevention and treatments?
Our key recommendations are based on a survey and review of published cardiovascular meta-analyses, a broad range of methodological literature, the consensus of the writing group, and further consultation with statisticians and others in the field. The writing group consists of a diverse group of physician-scientists, statisticians, and an expert in medical informatics experienced in developing, teaching about, and editing metaanalyses and systematic reviews in general.
SURVEY OF PUBLISHED CARDIOVASCULAR META-ANALYSES
To better inform the recommendations in this article, we carried out a survey of recently published meta-analyses in the broad cardiovascular field. Our intent was to gain insight into the methods being applied rather than gauging the quality of those methods. We searched PubMed using the terms meta-analyses and cardiovascular in the title/abstract limited to humans, English language publications, then core clinical journals (where we believed the highest-quality meta-analyses were likely to be published), and the period of January 1, 2014, to October 1, 2015. Two members of the writing group (G.R. and C.M.) carefully reviewed the methods sections of all articles independently. The citations, search methods, type of meta-analysis, inclusion/exclusion criteria for individual studies, use of quality assessment tools, pooling methods, methods for evaluating heterogeneity, use of subgroup, sensitivity analysis, and meta-regression, methods for detection of publication bias, and type of software used were extracted from each article and stored in a searchable database. Any disagreements between reviewers were resolved by discussion and consensus.
We retrieved a total of 117 citations. Thirty-five were considered irrelevant because they were not actually meta-analyses or because they did not include ≥1 cardiovascular prevention or treatment outcomes, leaving 82 relevant meta-analyses (Data Supplement). Thirteen used individual patient-level data methods only; 1 used individual patient-level data and conventional methods; 1 was purely a network meta-analysis; 2 used both bayesian and network methods; 1 was purely a bayesian meta-analysis; 1 used both conventional and network methods; 1 used both bayesian and conventional methods; 2 used both dose-response and conventional methods; 1 used bayesian, network, and conventional methods; and 59 used conventional methods only. Search methods for individual studies were fairly uniform across meta-analyses. Meta-analyses specified inclusion of experimental, observational, or both categories of studies. Use of tools to assess individual study quality was common: 18 meta-analyses used the Cochrane Risk of Bias Tool for randomized trials, and 21 used the NewcastleOttawa Scale for observational studies. A variety of statistical methods were applied across meta-analyses, with no consistency or any description of why specific methods (eg, pooling methods) were chosen. rigorously planned protocol can help investigators anticipate problems, complete reviews more efficiently, and remove bias introduced through decisions made in response to the data. A protocol can also enhance consistency among study team members when extracting and using data from primary research. Arbitrary decisions on which studies to include and how to use them are less likely to occur when guidelines are available to the review team. 19, 20 Bias resulting from selective reporting is less likely to occur when methods and analytic strategies are clearly described. 21, 22 In addition, protocols can serve as precedents for review strategies, thereby reducing duplication of efforts by other study teams.
The most widely used international registry for systematic review protocols is the International Prospective Register of Systematic Reviews (PROSPERO). 23 By completing 22 required fields, authors enter key protocol information, including title, review questions, types of studies to be included, data extraction (selection and coding), quality assessment, strategy for data synthesis, and analysis of subgroups or subsets. Authors are encouraged to update their protocol entries whenever changes are made during the review process. 24 By doing so, investigators contemplating a systematic review can determine whether a similar review is underway or has been completed. In addition, readers can compare published results with information in the registry to determine whether protocol deviations may have led to bias. For these reasons, journals are increasingly requiring protocol registration information as part of the submission process. 26 
Search Strategy: Sources
The search strategy should be reported in detail. A reasonable search strategy for cardiovascular or other studies begins with PubMed, a database provided by the National Library of Medicine's National Center for Biotechnology Information. Expanding the search to include Embase, Scopus, or the Cochrane Central Register of Controlled Trials can improve identification because these databases do not perfectly overlap 27 and relying solely on National Library of Medicine databases can miss 30% to 80% of relevant studies. 28, 29 Depending on the question being addressed, the search can be supplemented with other sources such as trial registries and trial results registries (eg, US Food and Drug Administration, International Standard Randomized Controlled Trial Number Register, Pharma websites, or ClinicalTrials.gov), Internet searches (eg, Google Scholar), bibliographies from other studies, subject-specific databases (eg, International Pharmaceutical Abstracts), citation indexes (eg, Web of Science), data repositories and institutional in-house studies, the Turning Research into Practice database, "gray" literature sources for unpublished studies (eg, conference abstracts or trial registries), other need-specific databases (eg, Health InterNetwork Access to Research Initiative (HINARI) for low-income country access), the International Network for the Availability of Scientific Publications, and region-specific databases (eg, African Index Medicus). Hand searching involves a manual review of the entire contents of relevant journals or conference proceedings and, when feasible and focused appropriately, can sometimes increase the yield of relevant abstracts and articles compared with electronic searching alone. Similarly, manually reviewing the reference lists of articles retrieved through electronic searches for additional relevant articles is another useful way to supplement an electronic search. What is critically important rather than the specific sources searched is that, in addition to searching the essential National Library of Medicine and similar databases, the meta-analysis team should clearly specify the rationale for searching other sources or explain the reasons for not expanding a basic search to include other sources.
Search Strategy: Study Eligibility
Criteria defining study eligibility should be established before the search is initiated to enhance reproducibility and to minimize bias in the search and selection of studies. Eligibility criteria typically include study design, year of publication, languages, sample size, duration of follow-up, similarity of treatments or exposure, similarity of outcomes, and completeness of information. 30 It is common to find several publications from the same study population. If >1 publication is based on the same cohort or population and reports the same outcomes, only the most recent or comprehensive publication should be included. In some cases, however, 2 (or more) studies may be based on the same cohort but report different outcomes or different subgroups. In such cases, it is reasonable to include both.
Some have suggested excluding very small studies. It may be more appropriate, however, to include all studies and use sample size as a grouping variable for prespecified subgroup analyses. With regard to eligibility based on similarity of treatments or outcomes, there is a tradeoff between face validity and overgeneralization, depending on the main research focus and question to be answered. For example, studies focused on a very specific therapy (eg, a study assessing the effect of metoprolol in the treatment of heart failure with decreased left ventricular ejection fraction, excluding other β-blockers) will have greater homogeneity but less generalizability, whereas a study focused on a medication class or a group of similar therapies might be more comprehensive but risks "comparing apples and oranges." Studies with incomplete information, as defined in the protocol for the meta-analysis, should generally 
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be excluded from analyses, assuming efforts to obtain necessary data from authors have been unsuccessful. It is recommended that such studies appear in the table as initially eligible studies with an indication of the absence of usable information. That way, the readers will understand that these studies were not missed in the search. 31 Ideally, the decision about eligibility of studies should be made while investigators are blinded to the results of the study, the source of publication, and the institution where the study was performed. This is recommended because investigators selecting studies may be more likely to include publications that report results consistent with their preconceived ideas and may be more likely to choose studies published in prestigious journals or conducted by specific investigators.
To identify relevant studies in a particular area, it is important to create an appropriate list of key terms. These terms should include different ways to define the patient population intervention, comparators, and outcomes. For example, a meta-analysis on percutaneous coronary interventions in the elderly should include different descriptors of percutaneous coronary interventions (eg, angioplasty, coronary stenting) and different descriptors to capture studies performed in older people, under the domain elderly (eg, elderly, geriatric). If the result of the search yields only a handful of publications, the search strategy may require revision because the terms may have been too restrictive. In contrast, if the search yields thousands of publications, the search strategy may need to be modified to be more specific. Documenting key elements of each search is important to ensure reproducibility of the search and to prevent duplication of activities. Elements to document include the databases searched; years covered by the search; the date the search was run; the complete search strategy with details on search terms used; a 1-or 2-sentence summary of the search strategy, including any hand searching and review of reference lists; language restrictions; and name of the database host system. 32 These key items can be included in bullet-point form if word restrictions are an issue. Many published systematic reviews do not include this essential information. 33 Given the myriad information sources available today and the need to identify all relevant studies, we recommend enlisting the assistance of an experienced librarian with formal training in electronic literature searching, who could ideally join the study team.
SELECTION OF STUDIES AND DATA ABSTRACTION

Selection of Studies
Just as there is no specific search strategy suitable for every meta-analysis, there is no universal approach for which studies to include or exclude from a meta-analysis. Consequently, it is important for the study selection process to be explicit, consistent, and reliable. The meta-analysis protocol should include a precise description of how studies are to be selected. When there is disagreement among authors as to whether an article should be included or which data should be extracted, the first step is to revisit the study protocol to see if the disagreement is related to a lack of clarity within the protocol. As a general principle, the methods by which studies are selected for a meta-analysis, like the search methods, should be described so clearly that they are completely reproducible by an external party. It is reasonable to amend a protocol to provide more clarity. A mechanism should be established in the overall study protocol to settle persistent disagreements about study selection. For example, if 2 study team members are in disagreement about a particular study, a third team member may be called in to review the study and make a final decision. A large number of disagreements among study team members may necessitate major revisions to the study selection protocol.
In general, we recommend that review of articles proceed in 2 stages, with discussion of articles at each stage. The first stage involves review of titles and/or abstracts only; the second stage includes review of the full text of articles. Disagreements before the second stage should favor inclusion to ensure that all potentially eligible studies are assessed at the full-text review stage. This approach makes measures of agreement less useful at these earlier stages of a review, but they remain appropriate for full-text reviews. A recently published meta-analysis by Bratton et al 34 on treatment of sleep apnea and blood pressure provides an example of a precise, comprehensive description of methods for study selection.
Data Abstraction
The study protocol should also include specific guidelines for data abstraction (extraction) that include how and what type of data will be included from each study (authors, year of publication, design, statistical methods used, intervention, sample size, outcomes, etc). The protocol should describe how missing data are to be handled. For example, the study team may wish to systematically contact authors (eg, through e-mail or by telephone) of specific articles to obtain missing data. At least 2 individuals should abstract data, each working independently, and the protocol should specify how disagreements are to be resolved between them (eg, by having a third study team member make a final decision). It is desirable that authors test their data abstraction protocols through calibration exercises (ie, discussing and refining their data abstraction results among author pairs) before the formal data abstraction. Doing so can solve major differences in data abstraction and improve their interobserver agreement before they formally perform the abstraction of data. If possible, data abstractors should be blinded to the location and any other pertinent information of each study to make the extraction as objective as possible. One of the abstractors, ideally someone with statistical expertise, should supervise and monitor the process. The type of data abstracted will depend on the purpose and type of meta-analysis but at a minimum should include basic study characteristics such as authors, year of publication, design, intervention, sample size, and outcomes. A recently published meta-analysis on low-density lipoprotein-lowering therapy and risk of prostate cancer by Tan et al 35 includes an excellent description of appropriate data abstraction:
Data from each study were independently extracted by two reviewers (Tan & 
ASSESSMENT OF STUDY QUALITY
Many meta-analyses incorporate formal methods of evaluation of individual study quality and use standardized tools such as checklists. Unfortunately, there is no uniform definition of quality for either intervention trials or observational studies. Some tools assess risk of bias, or internal validity, whereas other tools emphasize other characteristics such as sample size, which is not usually a source of bias. An important distinction among tools is an emphasis on what a study reported in a specific article versus how that study was carried out (study conduct). Our recommendation with respect to the use of quality assessment tools is based on the following considerations, supported by leading experts in the field.
First, the sheer number of tools available to assess individual study quality is enormous, which makes it difficult to build consensus and promote a consistent approach. Sanderson et al, 36 for example, identified 86 different tools for assessing quality in observational studies alone. Second, the validity of many quality assessment tools is questionable. Very few have been scientifically validated. 37 The precise purpose of many tools is unclear because some include elements of both study reporting and study content. 38 Their development is poorly described, and not surprisingly, their content is highly variable. Finally, like their validity, the reliability of quality assessment tools has been called into question. Even the widely used Cochrane Collaboration Risk of Bias tool has shown poor interrater agreement for several of its domains.
39
Tool Selection
Guidance for tool selection is limited. For observational studies, Sanderson et al 36 recommend that tools include a small number of key domains, be as specific as possible, be a simple checklist (rather than a score or scale), and show evidence of careful development, validity, and reliability. This advice is similar to that provided by the Agency for Healthcare Research and Quality for assessing risk of bias of individual studies comparing medical interventions. 40 Olivo et al 41 identified 21 different scales for assessing the quality of randomized trials. The majority lacked evidence of reliability and validity. The most widely used, the Jadad scale, was an exception, having been shown to be reliable in assessments of study quality.
The Grades of Recommendation, Assessment, Development and Evaluation Working Group (GRADE) was established in 2004 and has developed an approach to the assessment of the quality of overall evidence for specific outcomes and strength of related recommendations in systematic reviews and clinical practice guidelines that has been widely adopted by a number of organizations. 42 Analysis of individual study quality is needed to inform the GRADE approach. Scores for a set of randomized trials to be included, for example, are downgraded for specific flaws such as publication bias, imprecision, and high degrees of heterogeneity among them. The GRADE approach has been shown to improve the interrater reliability of assessments of overall evidence quality compared with intuitive assessments. 43 GRADE does not provide guidance on the appropriate 
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selection and application of statistical methods for meta-analyses.
The writing group does not endorse any specific tool or set of tools to evaluate study quality. A careful and detailed assessment of study methodology by authors familiar with various study designs, while carefully documenting methodological strengths and weaknesses, is an appropriate and acceptable strategy. Each study would ideally be assessed by a minimum of 2 authors. In general, studies with significant methodological flaws should simply be excluded from a meta-analysis. As noted, the Jaded scale has been shown to be reliable for the assessment of individual study quality, and the GRADE approach can be useful in improving the reliability of assessments of the overall quality of evidence for specific outcomes.
HETEROGENEITY Identifying and Measuring Heterogeneity
Broadly speaking, any type of variability among the studies included in a meta-analysis can be called heterogeneity. The 3 principal types of heterogeneity can be precisely defined: clinical heterogeneity of patients, interventions, and outcomes; methodological heterogeneity in study design (eg, double-blinded versus single-blinded studies); and statistical heterogeneity in the observed effects extracted from each study. Statistical heterogeneity is present when the observed effects extracted from each study are more variable than one would expect because of random error or chance. Normally, when the term heterogeneity appears by itself in a meta-analysis, it refers to statistical heterogeneity. 44 Clinical heterogeneity and methodological heterogeneity are subjectively evaluated. We recommend that outcomes from individual studies not be pooled with the use of conventional meta-analytic techniques if either or both forms of heterogeneity are judged to be substantial. In such cases, proceeding with a qualitative systematic review is appropriate. For example, if 5 trials of aspirin versus placebo for the prevention of stroke vary considerably with respect to the dose of aspirin, duration of follow-up, age of patients, use of blinding, etc, it may be best to avoid pooling results for a metaanalysis. If, on the other hand, these types of differences vary only slightly among the included studies, pooling of outcomes across studies would be appropriate.
Identifying statistical heterogeneity can be informative in gauging the significance of the results of a metaanalysis. Imagine a meta-analysis of a new therapy for stroke prevention that found a stroke risk reduction of between 32% and 36% in each of 5 studies, yielding an average reduction of 34%. This result is more credible than finding an average risk reduction of 34% based on 2 studies with a 10% risk reduction and 3 studies with a 50% risk reduction. In the first case, we can have greater confidence that the intervention is likely to have a similar effect in different settings and perhaps different populations. The observed variation among study outcomes has 2 components: the between-studies variation and the variation resulting from within-study or random error. When the between-studies variation is much greater than the within-study variation, statistical heterogeneity is said to be present.
The simplest way to identify statistical heterogeneity is through visual inspection of the forest plot of studies. If in such a graphical representation there is considerable overlap among confidence intervals (CIs) of individual study outcomes, significant statistical heterogeneity is unlikely. Statistical heterogeneity is more likely to be significant when there is little or no overlap in CIs ( Figure 1 ). Although this informal method is useful, statistical heterogeneity should also be quantified and described more precisely. Two statistical tests are commonly used (τ 2 , less commonly used, is described in Table 1 ).
The Cochran Q is calculated as the weighted sum of squared differences between individual study outcomes and the pooled outcome across all studies. Q is compared with the χ 2 distribution to test for significance and is therefore typically accompanied by a P value. When P is significant (<0.05), the null hypothesis that all studies share a common effect size is rejected, and significant statistical heterogeneity is said to be present. Unfortunately, Q is strongly dependent on the number of studies included in a meta-analysis and has low power when there are few studies, as is the case in most meta-analyses. Although a statistically significant Q strongly suggests that there are real differences among the study effect sizes, a nonsignificant Q should not be interpreted as a lack of real differences among the study effect sizes, particularly when the number of studies included is small. 48 Another significant disadvantage of Q is that it tells us only whether or not there is statistical heterogeneity, but not the magnitude of any statistical heterogeneity.
To more clearly quantify statistical heterogeneity, Higgins et al 49 proposed a new measure, known as inconsistency or I 2 , which is the proportion of the total variation accounted for by variation in effect size between studies. Essentially, I
2 is the percentage of total variation across studies that is attributable to heterogeneity rather than chance. Despite its designation as a "square," it is possible to calculate a negative value of I 2 , in which case it is set to zero. As rough guidelines, Higgins suggests threshold values of I 2 of 25%, 50%, and 75% as representing low, moderate, and high degrees of inconsistency or statistical heterogeneity, respectively. In Figure 1 , for example, in the forest plot on the left, I
2 is zero, meaning statistical heterogeneity is minimal. In contrast, on the right, I
2 is 54%, indicating a moderate degree of statistical heterogeneity. 
Addressing Heterogeneity
After the types and extent of heterogeneity have been defined, an approach to addressing heterogeneity and its impact on a meta-analysis should be chosen. Substantial heterogeneity can suggest that quantitative pooling of results not be performed at all. The choice of a fixed-effect or random-effects pooling model (see Fixed Effect or Random Effects?) should not be based on estimated statistical heterogeneity but rather on the extent and impact of both clinical and methodological heterogeneity and whether the included studies used sufficiently similar populations, interventions, and methods. 52 If substantial clinical, methodological, or statistical heterogeneity is present, there are 2 options: choosing not to pool data or choosing to pool data while accounting for and exploring heterogeneity.
Choosing Not to Pool Data
When clinical heterogeneity and methodological heterogeneity are significant, choosing not to pool data across studies is appropriate. Situations in which clinical heterogeneity may be too extensive to pool results include the presence of highly variable study populations such as pediatric versus adult patients or substantially different interventions. An example of methodological heterogeneity that could preclude pooling results is the mixture of randomized trials and observational studies involving substantially different populations, interventions, or procedures. In these cases, a systematic review without meta-analysis (qualitative systematic review) is the most appropriate way to summarize results. Even if clinical heterogeneity and methodological heterogeneity do not appear to be substantial, a large degree of statistical heterogeneity across studies suggests that clinical and methodological heterogeneity should be reconsidered carefully and the plan to pool results should be re-evaluated or expanded with additional analyses. 33 In the absence of clinical and methodological heterogeneity, but with the presence of statistical heterogeneity, authors have 2 options: (1) they Meta-analysis: a quantitative pooling, combining, or aggregation of estimates from different studies, commonly applied to results of a systematic review. This is typically applied to study-level data but may be applied to individual patient-level data when available.
Selection of studies/ data extraction Effect size (as applied to meta-analysis): a measure of the relationship between 2 variables, commonly their difference or ratio; may be called treatment effect in a comparison of a deliberate intervention with a control.
Standardized mean difference: When all studies report on the same scale, an effect size may be quantified as a raw difference (eg, between means); however, when heterogeneous scales have been used, the raw mean difference of each study may be divided by its SD to compute the standardized mean difference, also known as the Cohen d. This sample estimate of the true population parameter is somewhat biased, so a correction factor may be applied to compute a less biased estimate known as the Hedges g.
Risk of bias: Bias is the result of systematic rather than random error. The risk of bias in a meta-analysis refers to the degree to which systematic error affects the reported results of both individual studies and the overall meta-analysis.
Examples of biases in individual studies: selection bias, unintended differences between the intervention and control group participants; performance bias, treatment of intervention and control groups differs beyond the exposure of interest; attrition bias, differential loss of participants from groups; detection bias, effects in the intervention and control groups are measured differently; within-study reporting bias, differential reporting of outcomes within a given study, typically favoring reporting of statistically significant results.
Examples of biases in meta-analysis: selection bias, greater likelihood of study inclusion according to type of study, time and duration, location and population, language and journal of publication, and even abstracting service used to identify studies; reporting bias, influences affecting results included in a meta-analysis, including a tendency for negative results to be suppressed (publication bias). Positive studies have shorter completion-to-publication times (time-lag bias), are published in higher-impact journals (location bias), are likely to be multiply published (duplication bias), and attract more citations (citation bias).
Heterogeneity Heterogeneity: any type of variability among the studies included in the analyses. There are 3 types of heterogeneity commonly considered in meta-analysis:
(1) Clinical heterogeneity: variability in subjects, interventions, or outcomes among studies included.
(2) Methodological heterogeneity: variability in the design or quality of studies; for example, the use of double blinding in some clinical trials included in a meta-analysis but not in others (3) Statistical heterogeneity: the observation that the observed difference in treatment effects among studies in a meta-analysis is greater than one would expect on the basis of random error; when the term heterogeneity is used by itself in the medical literature, it usually refers to statistical heterogeneity.
Cochran Q: weighted sum of squared differences between individual study effects and the pooled effect across studies, with the weights being those used in the pooling method. Q is distributed as a χ 2 statistic with k (number of studies) minus 1 df. Q has low power as a comprehensive test of heterogeneity, especially when the number of studies is small. Conversely, Q has too much power as a test of heterogeneity if the number of studies is large I 2 : percentage of total variation across studies resulting from heterogeneity rather than chance calculated as follows, I 2 =100%×(Q−df)/Q, where Q is Cochran's heterogeneity statistic and df is the number degrees of freedom (number of studies included minus 1). A value of 0% indicates no heterogeneity, whereas values >50% are considered to represent high levels of statistical heterogeneity. Advantages of I 2 over Q include that it does not depend on the number of studies and it offers a percentage that can be interpreted.
RevMan meta-analysis software presents an estimate of the between-study variance in a random-effects meta-analysis known as tau squared (τ 2 or tau 2 ). The square root of this number (ie, τ) is the estimated SD of underlying effects across studies. τ 2 Is infrequently reported in meta-analyses.
Methods for pooling
Fixed-effects analysis: In a fixed-effect model (analysis), we assume there is 1 true effect size that underlies all studies in the analysis and that all differences in observed effects are attributable to sampling error.
Random-effects analysis: In a random-effects model (analysis), there is an assumption that there is a distribution of true effect sizes among the studies in the analysis (ie, effect sizes may vary from study to study.) Effect sizes may vary on the basis of many factors, including the age, education, or sex of participants or the intensity of the intervention.
Forest plot: a visual summary of a meta-analysis in which the effect size estimate, confidence interval, and weight of each study are presented along with the pooled summary effect size estimate and confidence interval.
Cumulative meta-analysis: Data from individual studies are organized in a chronological fashion from earliest to most recent, and data at each time point are pooled so that each pooling includes all studies published to that point. 46 A recent article by Clarke et al clearly describes the advantages of this approach. 47 Publication bias/ sensitivity analyses/ subgroup analysis Publication bias: Publication bias is a particular form of reporting bias. It represents the tendency to emphasize positive findings, to suppress negative findings, and to report statistics selectively to bolster positive findings.
Funnel plot: a visual representation of individual study effect size estimates on the x axis plotted against their sample sizes or precisions on the y axis. In the absence of publication bias, the effect size estimates should be evenly distributed around the pooled effect size estimate, with greater variability for studies with smaller sample sizes or less precision. This leads to an inverted funnel shape for the plotted data. In practice, the usefulness of funnel plots is often limited by insufficient numbers of studies included in a meta-analysis. Statistical evaluations of publication bias are often similarly limited.
Sensitivity analysis: a meta-analysis or meta-analyses conducted on a range of alternative values for key protocol assumptions or choices. This is done to evaluate consistency of results across those values.
Subgroup analysis: analysis comparing effect estimates across groups of data within a meta-analysis. This may be done to explore heterogeneity of results across variables such as study characteristics and participant groups and to estimate effects specific to such variables. Meta-regression: an extension of subgroup analysis evaluating the association between continuous study-level explanatory variables and effect estimates. can avoid pooling data or (2) they can pool data with a random-effects model, recognizing that this model does not eliminate heterogeneity and that the calculated results should be interpreted cautiously. They could also decide to investigate heterogeneity using subgroup analysis or meta-regression. For example, the pooled analysis may be stratified according the factors defined a priori as effect modifiers. With this, the investigators can determine whether the observed heterogeneity could be explained by such factors.
Choosing a Random-Effects Model
In cases in which clinical or methodological heterogeneity is present yet is not so substantial as to make pooling results unreasonable, it is appropriate to use a random-effects model for analysis (see Fixed Effect or Random Effects?).
Exploring Heterogeneity
Subgroup Analysis
With respect to meta-analysis, subgroups are normally groups of studies organized according to study-level variables such as patient characteristics, intervention characteristics, and duration of follow-up. Ideally, studies included in a meta-analysis are so similar that such variation is minimal or nonexistent. In many cases, however, significant differences among study-level variables exist. Analysis by subgroups is an important strategy to explore statistically significant heterogeneity based on underlying study-level differences. [53] [54] [55] It is best to plan subgroup analysis a priori, meaning that it is a part of the overall protocol or plan before any statistical analysis. This is common when certain study-level characteristics are obviously likely to influence a summary estimate. For example, a meta-analysis by Briasoulis and colleagues 56 investigated the impact of antihypertensive treatment among patients >65 years of age. Results were analyzed according to 2 subgroups: studies in which antihypertensives were compared with placebo and studies in which antihypertensives were compared with other antihypertensives. Commonly, however, subgroup analysis was carried out after statistically significant heterogeneity has been identified despite efforts to avoid combining results from studies that differ greatly with respect to patient, intervention, and other characteristics. However, there are situations when a priori hypotheses of factors with a presumed strong differential effect on outcomes would justify subgroup analyses even if no statistical heterogeneity were identified.
A meta-analysis on depression and the risk of coronary heart disease by Gan and colleagues 57 provides an example. In the primary analysis, the relative risk of coronary heart disease in prospective cohort studies among depressed patients was 1.31 (95% CI, 1.19-1.45), but the I 2 was 70%, indicating substantial statistical heterogeneity. The authors then carried out a number of subgroup analyses, categorizing studies according to mean age at baseline, study location, duration of follow-up, etc. They found, for example, that in the 4 studies in which the mean duration of follow-up was ≥15 years, the mean relative risk was just 1.09 (95% CI, 0.96-1.23) compared with a mean relative risk of 1.36 (95% CI, 1.24-1.49) among studies in which the mean follow-up duration was <15 years. This result suggested that duration of follow-up was an important source of heterogeneity among the studies. This simple example illustrates how subgroup analysis can be used to identify a source of heterogeneity. It should be noted, however, that in meta-analyses in which the duration of follow-up or other major predictors of outcome such as dose of medication vary substantially among the studies included, conventional meta-analytic techniques may not be valid. Alternative, more advanced methods such as a dose-response meta-analysis are used. 58, 59 Consultation with an experienced methodologist is recommended when such alternatives are considered. Formally, subgroup analysis includes 2 parts: calculating the summary outcome measure and statistical heterogeneity in each subgroup and comparing the summary outcome measure across subgroups. The methods and calculations needed are well described by Borenstein and Higgins. 53 Subgroup analysis is of limited value when the number of studies included in a meta-analysis is small. Indeed, in many cases, there may be too few studies to carry out a subgroup analysis. Most important, as emphasized by Song and colleagues, 55 when not defined a priori, subgroup analyses should be considered exploratory and used primarily to explore potential sources of heterogeneity. Results of such analyses should be
Emerging methods
Network meta-analysis: an analysis approach allowing concurrent comparison of multiple interventions, incorporating evidence from studies evaluating elements but not necessarily the entire network of relevant interventions
Bayesian meta-analysis: a computationally intensive approach to meta-analysis that considers prior information informing associations of interest and the uncertainty of effect measures under analysis. Bayesian meta-analysis is particularly useful for indirect or network comparisons of evidence.
Individual patient data meta-analysis: a method of pooling individual patient data across studies to provide summary effect size estimates. This approach dramatically improves investigators' ability to assess the impact of covariates and potential confounding factors but requires close collaborative relationships among teams of researchers. CLINICAL STATEMENTS AND GUIDELINES interpreted cautiously. If, for example, an overall estimate of an intervention effect from a meta-analysis is not statistically significant, it would be inappropriate to emphasize a conclusion that the effect was significant in a specific subgroup of studies through an exploratory subgroup analysis. Differing conclusions based on individual subgroups of studies and all studies in a meta-analysis are often related to the Simpson paradox, the phenomenon in which the association between 2 dichotomous variables is similar (negative or positive) between subgroups of studies (eg, all subgroups show a benefit of a specific drug) but different when all results are pooled together. The reason may be differences in confounding variables such as treatment arm size among the studies being pooled. A detailed description of this phenomenon can be found in an article by Rucker and Schumacher. 
Meta-Regression
Meta-regression is a more advanced method than subgroup analysis for exploring heterogeneity. In metaregression, the principal meta-analytic outcome measure is the dependent variable in a linear regression model that uses a study-level variable as the independent variable. Meta-regression then allows the simultaneous exploration of multiple study-level variables (covariates) as potential sources of heterogeneity. 61 It is important to note that the covariates chosen should have been defined a priori and described in the protocol. Meta-regression has greater statistical power than subgroup analysis and can detect the presence of heterogeneity even when a test for statistical heterogeneity yields a nonsignificant result (eg, a nonsignificant Cochran Q). 62 The covariates used in meta-regression are usually study or baseline patient characteristics. Study characteristics might include the presence or type of a comparison group, blinding, and duration of treatment or follow-up. Patient characteristics might include age, sex, and presence or severity of illness. It is important to note that the covariate used in meta-regression is always a study-level variable. Each study included in the analysis contributes a single observation that is weighted according to study precision.
Barria Perez et al 62 in a meta-analysis comparing the effects of bivalirudin and heparin on outcomes after percutaneous coronary intervention used metaregression analyses to explore heterogeneity caused by patient demographics and the dose of heparin used in the included studies. Meta-regression analysis showed that the effect of bivalirudin on the important outcome of major bleeding was greater when unfractionated heparin doses were >60 IU/ kg (β=−0.012; P=0.030). This meta-regression was therefore useful in identifying a source of heterogeneity among the studies.
Patient characteristics should be used cautiously in meta-regression. The data used in meta-regression are aggregated at the study level. For example, to investigate the relationship between an outcome and the age of participants, the meta-regression would analyze the average age of all participants in a study, not the ages of each individual participant. The statistical power of meta-regression to explore the association between a patient characteristic and an outcome is less than the power of a meta-analysis using individual patient data. 63 Meta-regression using a patient characteristic is prone to aggregation bias, also known as the ecological fallacy. If we consider once again the example of age as a patient characteristic of interest, the result of a meta-regression analysis may indicate that an outcome worsens as mean age in each study increases. These results should not be interpreted to indicate that the outcome worsens as age increases because the mean age within each study may not accurately reflect the ages of all participants in the study and their respective chance of experiencing the outcome. An excellent example of aggregation bias is provided in an overview by Baker et al. 61 The decision to conduct a meta-regression analysis requires a reasonable expectation that ≥1 specific characteristics of the various included studies could be a source of heterogeneity. Meta-regression should not be carried out routinely in all meta-analyses or because results of a meta-analysis suggest that an association exists that does not have a clear potential clinical or biological explanation. Choice of the covariates to be examined via meta-regression should be grounded in a clinical understanding of the problem at hand. Covariates for meta-regression should be chosen a priori whenever possible. The number of covariates examined should be minimized to avoid multiple comparisons, which increase the chance that a false-positive result will be observed. In addition, to ensure adequate statistical power, a suggested rule of thumb is that at least 10 studies are required to test 1 covariate. 62 A random-effects model is normally appropriate for meta-regression. 62 Results of meta-regression may be depicted graphically, with the outcome graphed on the y axis and the covariate of interest graphed on the x axis. Each data point represents a study, and the size of the point should reflect the weight assigned to the study. The regression line should be depicted and the model equation provided. An example is provided in Figure 2 .
Results of meta-regression should be interpreted as hypothesis generating only. Meta-regression is an observational rather than experimental approach and is therefore subject to possible confounding. The review article by Baker et al 61 includes an excellent set of recommendations for carrying out meta-regression. 
POOLING METHODS
Either a random-effects or fixed-effect statistical model can be used in conventional meta-analyses. Briefly, the fixed-effect model assumes that all studies in the analysis are estimating the same common effect size. This is a reasonable assumption only when all studies included in the meta-analysis are identical or nearly identical in terms of participants and interventions (both experimental and control). The goal of the fixed-effect model is to estimate the effect size common to the studies included. In contrast, the assumption underlying the random-effects model is that the studies included are sufficiently heterogeneous that they cannot be describing the same population and that each is estimating the effect size in its respective population or setting. The random-effects model is generally more appropriate because the studies included in meta-analyses are rarely identical (ie, they are heterogeneous) with respect to patient population or intervention.
Fixed Effect or Random Effects?
As our survey of recently published cardiovascular prevention and treatment meta-analyses revealed, the rationale for use of either a fixed-effect or randomeffects model is rarely provided. In some cases, it is based on the characteristics of studies to be included in the meta-analysis and the type of estimate desired. In other cases, the choice is based on the results of tests of statistical heterogeneity. Although the choice of model is a critical decision in carrying out a metaanalysis, the guidance available to meta-analysts is limited and sometimes not definitive or clear. Higgins et al, 64 for example, have developed a tool to assess the quality of a meta-analysis. Within the tool, guidance on choosing a model is limited to the statement, "Fixed-effect meta-analysis in the presence of heterogeneity may be very misleading."
On the basis of a review of published articles, texts, and online resources, we support the guidance provided by Borenstein et al. 65 The choice of a fixed-effect model should be based on 2 important factors: whether the included studies are functionally identical, meaning they include similar or nearly identical populations, interventions, and methods, and whether the goal of synthesis of results across studies is to compute a common effect size that is applicable to populations similar or identical to those included but not generalizable to other populations. If these 2 conditions are not met, a random-effects model is appropriate.
We recommend choosing a model before carrying out a test for statistical heterogeneity. Such tests are prone to error as a result of low power. Ultimately, the most rational approach to systematic reviews and meta-analysis is to pool results across studies only if there are enough similarities and, if so, to use a fixed-effect model only if these similarities are substantial enough to support the notion that the studies are functionally identical and the goal is to estimate a single common effect size.
Guidance on Specific Statistical Pooling Methods
Beyond the choice of a fixed-effect or random-effects model, the specific pooling method and associated formula depend on the level of measurement for the dependent outcome variable. These methods are extremely well established and widely accepted by experts in meta-analysis. Our guidance is consistent with these established norms, which have been summarized by the Cochrane Collaboration 66 ( Table 2) . As with all biomedical research, outcome variables in meta-analyses are usually dichotomous or continuous. Four pooling methods are commonly used for dichotomous outcomes, typically expressed as odds ratios, risk ratios, hazard ratios, or risk differences. Three of these use fixed-effect statistical models: the inverse variance method (also known as the Wolf method), the Mantel-Haenszel method, and the Peto (also known as the 1-step) method. 
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The standard random-effects method has been the DerSimonian and Laird 67 method. The validity of this method, however, has been called into question in recent years, especially when the number of included studies is small.
Among fixed-effect methods, both the inverse variance and Mantel-Haenszel approaches are likely to yield unreliable estimates when the event under study is rare (event rates <1%). The Peto method provides reliable estimates when events are rare, intervention effects are small (odds ratios close to 1), and control and intervention groups are relatively balanced in terms of size. 68 There are circumstances, of course, when there are zero events in 1 or even both groups for specific outcomes and an odds ratio cannot be calculated. A number of methods (eg, adding a fixed value to cells with zero events) have been used to overcome this problem. Adding a fixed value to zero cells in 1 arm is likely to bias the results toward no difference between arms. More advanced methods for dealing with zero cells are described in detail by Sweeting et al. 69 For continuous data, the standard fixed-effect method is the inverse variance method. The standard randomeffects method has been the DerSimonian and Laird method. However, in recent years, for both dichotomous and continuous data, the validity of the DerSimonian and Laird method has been called into question, especially when the number of included studies is small.
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PUBLICATION BIAS
Publication bias refers to the tendency of studies with statistically significant results to be published compared with studies with nonsignificant results of meta-analysis. Publication bias is sometimes the result of editorial policies or editors' decisions. Other causes include time lag bias, that is, studies with unfavorable findings take longer to be published, and language bias, that is, articles originally written in languages other than English are more likely to report significant findings and are of lower methodological quality. 72 The significance of language bias, however, has been disputed by some. 
Prevention of Publication Bias
Obviously, the most effective approach to reduce the possibility of publication bias is to include all relevant studies in the meta-analysis. The US Food and Drug Administration Modernization Act of 1997 required the National Institutes of Health to create and maintain a registry of clinical trials regulated by the US Food and Drug Administration. 75 As a response, the ClinicalTrials.gov website was launched in 2000. Consistent with these efforts, the World Health Organization has recommended trial registration and launched the International Clinical Trials Registry Platform in 2007. 76 Despite some concerns about timely compliance of results reporting within trial registries, 77 registries provide a useful mechanism to identify relevant published and unpublished clinical trials and thereby reduce publication bias. Unfortunately, there is no counterpart for the meta-analysis of observational studies.
Detection of Publication Bias
In the absence of publication bias, one can assume that although larger studies should have greater precision in the estimate of the association, there should not be differences in the average magnitude of the association between the exposure and outcome for larger and smaller studies. In many cases of publication bias, small studies that show a negative or small association are less likely to be published than small studies that show a significant positive association. This principle gave rise to the strategy of plotting the magnitude of the association (most commonly the log of the odds ratio or log of the relative risk) versus the estimated precision of the study (most commonly the standard error of the estimated association) as a screening tool to identify the level of concern for publication bias. Such plots are known as funnel plots, illustrated in Figure 3 . 78 In the absence of publica- by guest on http://circ.ahajournals.org/ Downloaded from tion bias, the points representing the studies have a roughly symmetric funnel shape and are distributed about the average effect across the spectrum of levels of precision. In contrast, when there is publication bias, smaller, less precise studies show a significant positive effect (eg, beneficial effect of a new drug), suggesting that small negative studies were not published and leading to an asymmetric funnel. Despite their widespread use in meta-analyses, funnel plots should be interpreted carefully and have significant limitations.
A symmetric funnel plot is suggestive but does not prove the absence of publication bias, nor does an asymmetric plot prove publication bias. It is possible, for example, that the delivery of the treatment is not as well controlled in larger as in smaller studies, giving rise to a true heterogeneity of effect that leads to plots that appropriately appear asymmetric. 80 In many cases, funnel plots of subgroups of studies are symmetric but the overall funnel plot is asymmetric. In addition, a large treatment effect can lead to a skewed sampling distribution of the log of the odds ratio or log of the relative risk, which in turn can lead to asymmetric funnel plots. 81 Subjective interpretation of a funnel plot to detect publication bias is not ideal, so 2 statistical approaches are commonly used. The first is a rank correlation approach between the standardized estimated effect sizes (the horizontal axis of the funnel plot, standardized to the variance) and variance (the inverse of the vertical axis of the funnel plot) that was proposed by Begg and Mazumdar 82 (commonly known as the Begg test). The second approach is a regression-based method proposed by Egger and colleagues 83 in which weighted linear regression (inverse variance weighting) is used to estimate the relationship between the estimated effect sizes and the standard error of the weights (commonly known as the Egger test). The advantage of the rank correlation approach is that it does not assume a linear relationship between the effect size and its stan- 78 Copyright © 2012, The Authors. This is an Open Access article distributed under the terms of the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited. B, Symmetric funnel plot consistent with lower likelihood of publication bias. OR indicates odds ratio. Reprinted from Liyanage et al. 79 Copyright © 2013, The Authors. This is an Open Access article distributed under the terms of the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited. 
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dard error, whereas the advantage of the regression approach is substantially higher power to detect asymmetry under most conditions. 81 A wealth of literature suggests modifications and improvements to both the rank correlation 84, 85 and regression [86] [87] [88] approaches, with excellent reviews guiding the exact selection of the technique for the specific situation of the metaanalysis. 89, 90 Although widely used, an important limitation of funnel plots (and other methods intended to detect publication bias) deserves special attention. Specifically, the power of both subjective and analytic approaches to detect publication bias is limited when the number of studies in a meta-analysis is small. Davey and colleagues 91 described the characteristics of 22 453 meta-analyses (including 1693 meta-analyses of cardiovascular outcomes). Overall, the median number of studies included in these meta-analyses was only 3 (4 in the cardiovascular field). Ninety percent of all meta-analyses had ≤10 studies. Ninety percent of cardiovascular meta-analyses had ≤13 studies. In most meta-analyses, with either the rank correlation or regression approach, there was far less than 80% power to detect asymmetry. In >90% of the metaanalyses (and only slightly better in meta-analyses of cardiovascular diseases), the funnel plot approach and analytic approaches for detecting asymmetries were of limited value. More advanced and mathematically complex methods of dealing with publication bias (descriptions of which are beyond the scope of this article) have been described by Copas and Shi 92 and Taylor and Tibshirani. 93 
SENSITIVITY ANALYSIS
Greenhouse and Iyengar 94 define sensitivity analysis as a systematic approach to address the question of what happens if some aspect of the data or the analysis is changed. The goal of sensitivity analyses is to repeat the initial analyses by substituting alternative decisions or ranges of values for decisions that were considered arbitrary or unclear. Sensitivity analyses can be specified in advance in review protocols. However, concerns that require sensitivity analyses are often not identified until after the systematic review and meta-analysis have been completed. When sensitivity analyses show that the results of the review are not altered by different decisions made during the review or meta-analyses, the results are affirmed and considered more robust. Examples of sensitivity analyses include omitting ≥1 studies with specific patient population or intervention features or carrying out both fixed-effect and random-effects analysis and assessing the impact on summary estimates. The Cochrane Collaboration provides an excellent framework in the form of guiding questions for sensitivity analysis that we recommend using as a reference 95 ( Table 3) .
EMERGING METHODS
Although the methods for conventional meta-analyses are well established, a number of relatively new methods are emerging. We briefly discuss 3 of these, together with their advantages and limitations. Detailed recommendations about the applications and interpretations of these methods are outside the scope of this scientific statement. We recommend, however, that before adopting these methods, study teams consult with or incorporate ≥1 individuals with expertise and experience in a specific emerging method.
Network Meta-Analyses
Network meta-analysis compares several, rather than just 2, treatments simultaneously in a single statistical model. 96 The simplest type of network meta-analysis analyzes 3 treatments (eg, A, B, and C) and calculates an indirect estimate of relative effects of 2 of the treatments (A and B) based on outcomes in trials that compare each with the same control therapy (C): A is compared with B based on data comparing A with C and B with C. 97 More complicated network models can compare ≥4 groups and incorporate both direct comparisons (ie, A to B) and indirect comparisons (A to C and B to C) in estimating the effect of treatment of A versus B.
Network meta-analyses are especially useful for evaluating cardiovascular disease treatments. 98 In contrast to pairwise comparisons, network metaanalyses have the potential to identify the best treatment for a given outcome or to provide a statistically valid estimate of the relative effects of comparable treatments. Moreover, network meta-analyses do not require lumping of similar yet distinct treatments into a single comparator of unclear utility. 99 For instance, network meta-analyses provided a method to synthesize data on several drug-eluting stent types that were studied head to head in trials of different designs and quantified differences in outcomes across stent types. [100] [101] [102] In addition, network metaanalyses can provide safety data for cardiovascular therapies in a timely manner when treatments are already used in clinical practice, as was shown in a recent network meta-analysis of smoking cessation treatments. 103 Despite their significant strengths, especially in evaluating cardiovascular therapies, network meta-analyses are prone to important limitations. For example, the evidence from indirect and mixed comparisons may not be by guest on http://circ.ahajournals.org/ Downloaded from valid, the rank ordering of effectiveness of treatments may be unreliable, the distribution of modifiers of the effect of an intervention may be unbalanced among studies, and the definition of best treatment may be biased or inaccurate.
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Bayesian Methods
Bayesian meta-analyses, although still a small fraction of all meta-analyses, are becoming increasingly popular. We carried out a PubMed search that revealed 267 indexed bayesian meta-analyses for 2015 compared with just 24 in 2005. Bayesian statistical methods provide a way to incorporate prior knowledge about a risk factor or treatment into a meta-analysis. For example, knowledge of the effectiveness and safety of a drug in treating a related condition (eg, stroke) might be incorporated into a meta-analysis of using the same drug to treat a different condition (eg, myocardial infarction). This prior knowledge is incorporated into a "prior distribution" of effects that, when combined with new information from studies included in the meta-analysis, generates a "posterior distribution," which specifies a range of possible effects of the intervention or phenomenon under study.
Bayesian meta-analyses have significant strengths. 108 They allow probability statements to be made about specific outcomes such as the probability of survival with treatment A versus B. They permit incorporation of evidence from a variety of sources, including subjective clinical experience. They can easily form the foundation for decision-making frameworks and are therefore helpful in making healthcare and policy decisions.
The primary criticism and limitation of bayesian metaanalysis is the subjective nature of incorporating prior beliefs and constructing prior distributions. There is not uniform agreement on how to use prior information, and different approaches can introduce biases in results and interpretation.
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Individual Patient-Level Data Studies
In contrast to combining summary estimates aggregated from different publications, study investigators have begun to collaborate to combine individual patient-level data and perform a pooled analysis. This approach has several distinct advantages, most notably in greatly increasing the power to examine variations in treatment outcomes according to patient characteristics. [110] [111] [112] In a collaborative, individual patient-level data meta-analysis, the investigators from each study provide access to the individual patient-level data in their study. A defined subset of data are generally shared, comprising key baseline, treatment, and outcome data. The investigators work to harmonize the definitions and coding of important data elements such as measurements of left ventricular function, which may require recoding of data for consistency across studies. The pooled individual patient-level data can then be analyzed with powerful statistical approaches such as multivariable analysis for time-to-event outcomes with the Cox model.
Individual patient-level collaborative analysis has been used with notable success in several applications such as the Cholesterol Trialists Collaboration 113 but nevertheless faces several key barriers. Because individual patient data pooling requires cooperation among different study groups, it may be difficult to have all groups agree to participate, particularly if there Crossover trials: What values of the within-subject correlation coefficient should be used when this is not available in primary reports?
All analyses: What assumptions should be made about missing outcomes to facilitate intention-to-treat analyses? Should adjusted or unadjusted estimates of treatment effects used?
Analysis methods
Should fixed-effect or random-effects methods be used for the analysis?
For dichotomous outcomes, should odds ratios, risk ratios, or risk differences be used?
For continuous outcomes, When several scales have assessed the same dimension, should results be analyzed as a standardized mean difference across all scales or as mean differences individually for each scale? 
Reprinted from Cochrane Handbook for Systematic Reviews of Interventions
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are rivalries among the investigators or among the sponsors, which may be commercial competitors. Data ownership or privacy concerns may also limit access to individual patient data, particularly if they include potentially sensitive or identifying information such as genetic markers.
The analysis of pooled individual patient data raises some unique issues in addition to concerns about the main limitations of traditional study-level meta-analyses. There are often many differences in the design and execution of the studies included, as is the case with most study-level meta-analyses, and they must be accounted for in the analysis by adjustment, stratification, or sensitivity analysis. In addition, the analysis of individual patient data is generally limited to the minimum set of variables that are common across studies, not allowing for complete adjustments.
KEY RECOMMENDATIONS
Meta-Analysis and Levels of Evidence
1. Levels of evidence based solely on study design, which often place systematic reviews in general or meta-analyses in particular at the very top of evidence pyramids, should be abandoned. Instead, a careful assessment of the methods used in a metaanalysis should be carried out to determine its risk of bias and contribution to closing important gaps in knowledge. Rationale for this recommendation: Methodological flaws in meta-analyses are widespread. We are concerned that the arbitrary designation of systematic reviews and meta-analyses as the highest level of evidence or the top of an evidence pyramid automatically accords them a great deal of credibility and that methodological flaws may be overlooked or their impact underestimated as a result. The problems with levels of evidence and evidence hierarchies/pyramids have been well described 114 (see the introduction).
Planning
1. Planning for a meta-analysis should begin by discussing and agreeing on the need or rationale for the project among team members. This rationale should be documented in writing in the form of a protocol that includes the details of study selection, abstraction of data, models for assessing associations, and criteria for interpretation of data. Rationale for this recommendation: This point is discussed in the introduction. Thousands of meta-analyses are being carried out and published annually. Many contribute little new information or simply do not address a question that is important or controversial.
2. For conventional meta-analyses, the initial plan must always include the possibility that pooling of data may not be appropriate and that a qualitative systematic review may be the final product. Rationale for this recommendation: It is inappropriate to pool results from studies that are substantially clinically or methodologically heterogeneous. When data cannot be pooled because of clinical or methodological heterogeneity, the team should draw conclusions based on a qualitative assessment of the included studies (see the Addressing Heterogeneity section).
3. All meta-analytic teams should include a biostatistician or methodologist with experience in metaanalytic methods. Rationale for this recommendation: There is a general consensus among experts that performing metaanalysis requires more than access to a software program and search tools. There are far too many poorly conducted meta-analyses in which methods have been inappropriately applied, results were incorrectly interpreted, or both. Expertise in the principles and application of meta-analytic methods is essential to produce credible results.
Search Strategies
1. Search strategies should be defined in advance, should be developed with the assistance of an experienced librarian with formal training in electronic literature searching, and should be well documented. A reasonable search strategy should at least include the National Library of Medicine databases (eg, PubMed, MEDLINE), Embase, and registries of clinical trials. Rationale for this recommendation: We found a variety of search strategies in our review of cardiovascular meta-analyses published in core clinical journals in 2014 and 2015, which varied on the basis of the nature of the question addressed, the timeliness of currently available information, etc. Searching National Library of Medicine databases and Embase, as well as clinical trial registries, was common to almost all of these meta-analyses (see the introduction and Data Abstraction section).
Quality Assessment
1. A thorough review of appropriateness of the design and conduct of included studies is critical. Many popular tools for quality assessment or risk of bias cannot be recommended. However, the widely used Jadad scale is useful for improving the reliability of the quality assessment of individual studies. The GRADE approach is useful for improving the reliability of quality assessments of the overall evidence to be included in systematic reviews and clinical practice guidelines. Rationale for this recommendation: Tools to evaluate the quality of studies included in a meta-analysis are numerous, highly variable in content, often unclear in purpose, and often lacking in reliability and validity.
2. We do not recommend applying reporting guidelines such as PRISMA and Meta-Analysis of Observational Studies in Epidemiology to choose meta-analytic methodology. Rationale for this recommendation: Reporting guidelines are designed to standardize and improve the quality of reporting, not to provide guidance on how to carry out a meta-analysis (see the introduction).
Pooling Data
1. It is inappropriate to pool data from studies that are clinically or methodologically very heterogeneous (eg, significantly different populations, differing doses of interventions, etc). 2. When pooling is considered to be reasonable on the basis of clinical and methodological homogeneity, the choice of pooling model, that is, fixed effect versus random effects, should still be based on similarities among studies to be pooled in terms of populations, interventions, exposures, and outcome measures. Rationale for these recommendations: We make it clear in the Heterogeneity section that pooling data among clinically or methodologically heterogeneous studies is inappropriate. Combining data from very different studies (ie, mixing apples and oranges) is illogical because the summary estimate derived is not meaningful or representative of single studies that address the problem. A fixed-effect model is appropriate when there is a strong reason to believe that the studies to be pooled are all estimating the same or similar effect on the basis of the population studied, the type of intervention or exposure, etc. Many meta-analyses base the choice of model on measures of statistical heterogeneity of the outcome without considering clinical and methodological heterogeneity. This practice should be discontinued. 2 >50%) should be explored with ≥1 of subgroup analysis, sensitivity analysis, or meta-regression. In some cases, even when at the outset studies appear to be clinically and methodologically homogeneous, exploration of statistical heterogeneity may encourage the study team to reconsider the decision to pool results across studies or to perform additional analyses to explore the sources of heterogeneity according to potential effect modifiers defined a priori. Rationale for this recommendation: Statistical heterogeneity is a useful measure of the variability of the outcomes of individual studies. Investigating why there is statistical heterogeneity (eg, are there specific clinical and methodological aspects of different studies that may explain it?) provides consumers of meta-analysis with a more nuanced and meaningful interpretation of summary measures (see the Heterogeneity section).
Statistical Heterogeneity
Publication Bias
1. The preferred strategy to reduce or eliminate publication bias is to carry out a systematic search for all published and unpublished articles. Rationale for this recommendation: Funnel plots and associated statistical tests for publication bias may be included in a meta-analysis but are seldom useful because of the usually small number of studies included. Methods to detect publication bias are underpowered, so although a significant result suggests the presence of publication bias, a nonsignificant result does not prove that publication bias is absent (see the Publication Bias section).
Sensitivity Analysis
1. Sensitivity analysis is a useful way to evaluate the robustness of the results of a meta-analysis to assumptions made in the process and should be carried out whenever possible with the use of the guiding questions from the Cochrane Collaboration.
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Rationale for this recommendation: A change in how studies are selected or data are combined, for example, can have a major impact on the results and conclusions of a meta-analysis. Sensitivity analysis, when carried out appropriately, can inform a more meaningful and credible interpretation of the results of a meta-analysis. 
Emerging Methods
