S2

S.1 Temporal and spatial convolution
The data of MOPITT retrieved surface CO (MOPITT-CO) are processed with the temporal and spatial convolution to filter noises and fill data gaps. In the first step, the temporal convolution with a 1-dimensioanl Gaussian kernel is employed to process the MOPITT-CO data for each grid cell:
where ( 0 ) is the output value on day 0 processed by the temporal convolution, ( ) is the original MOPITT-CO value on day , and ( 0 − ) is the weighting factor determined by the 1-dimensional Gaussian function:
where the standard deviation (σ ) is set to 60 according to the sensitivity analysis on the completeness and smoothness of the processed data.
In the second step, the spatial convolution with a 2-dimensional Gaussian kernel is employed to process the output from the previous step day by day:
where ( 0 , 0 ) is the output value for cell (x0, y0) processed by the spatial convolution, ( , ) is the processed MOPITT-CO value from the first step for cell (x, y), and ( 0 − , 0 − ) is the weighting factor determined by the 2-dimensional Gaussian function:
where the standard deviation (σ ) is set to 0.1 according to the sensitivity analysis on the completeness and smoothness of the processed data.
S.2 Averaging kernel
The averaging kernel (matrix A) adjusts the weights of the "true" state (vector x) and the a priori (vector xa) in deriving the MOPITT CO retrievals (vector ̂) (Deeter et al., 2003; Rodgers, 2000) .
where I is the identity matrix. Each row of A corresponds to a vertical layer of the CO profile, and the sum of a row shows the overall dependence of the MOPITT CO retrieval at that layer on the a priori information. A small row-sum value indicates strong dependence on the a priori information. (Breiman, 2001) For tree = 1 to N (e.g., 500 trees in this study):
S.3 Algorithm of random forests
◆ Randomly draw a sample from the training data with replacement through bootstrapping; b Temporal: MOPITT is processed with the temporal and spatial convolution. Spatial: These variables have accompanying variables processed with the spatial convolution. 2013-2016 3.1 ± 1.6 2.9 ± 1.5 4.2 ± 1.9 3.9 ± 2.0 3.5 ± 0.5 a σ stands for the spatial variation. Please refer to Fig. S2 for the coverage maps. All these studies conducted validation at daily level. Both prior and posterior estimates of the model were evaluated with an independent dataset (Hooghiemstra et al., 2012) . Goodness of fit was evaluated in (Yeganeh et al., 2012) , and an independent dataset was used for validation in (Hu et al., 2016) . East, North, Northeast, Northwest, South, and Southwest China are 267, 255, 307, 171, 159, 278, and 219, respectively . The numbers of monitoring sites in 2013, 2014, 2015, and 2016 are 743, 1041, 1542, and 1603 , respectively. S18 Figure S10 : Partial dependence plots of the random forest submodel for delineating the relationship between each predictor variable and the ground-level CO concentrations. Partial dependence (Y axis) is the effect of a predictor variable (X axis) on the CO concentrations when the values of all the other predictor variables are fixed at their averages (Friedman, 2001) . The subplots are arranged in the order of variable importance. Please refer to Table   S1 for the descriptions and units of the predictor variables. The rug plot indicates the data density. Note that the partial dependence estimations are of high uncertainty given low data densities.
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Figure S11: Coal consumption amounts and energy conversion rates in the sector of power generation and heating for China during 2013-2016 (CSY, 2018).
Figure S12:
Correlations among the predictor variables and the ground-level CO concentrations, which were measured by the Spearman's rank correlation coefficients. Please refer to Table S1 for the detailed descriptions of the variables. year reported in the previous study (Deeter et al., 2017) . The points in different colors represent the deseasonalized monthly averages for deriving the corresponding trend lines. The 95% confidence intervals of the trends (mg m -3 per year) are in parentheses followed by the P values.
