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We prove first two extensions of Smith’s theorem: (i) the number of partitions of a graph into 
a spanning tree and a perfect matching is even, (ii) the number of partiticns of a graph into a 
spanning tree and a hamiltonian cycle containing a given edge is even. 
Then we consider three optimization problems: traveling salesman, minimum perfect matching 
and minimum spanning tree. Using (i) and (ii) we show that for any pair of them, the correspond- 
ing optimal solutions must have some common edges. 
1. Introduction 
Let n be a positive integer and & = (U, &(?_.Q c) a complete weighted graph on 
n vertices. We consider three optimization problems: 
(‘BP) Find a minimum hamiltonian cycle in Kn (that is, the traveling salesman 
problem). 
(MPM) Find a minimum perfect matching in K,. 
(MST) Find a minimum spanning tree in AK’. 
Suppose that X and Y are the optimal solutions for two of the above problems. 
Then one may expect hat X and Y contain edges with small costs. This leads to the 
suspicion that 191’ and Y overlap. This is not true in general (take, for example, 
c(e) = 1 for each edge e). However, we will show that this really holds when and 
Y are unique. In fact, this is a special case of Theorem I presented below. TO state 
it more succinctly we define first the notion of k-deperrdency. 
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Let P and Q be two of the problems defined abcF(e (we can consider here also 
other subgraph optimization problems). We say that P,Q are k-dependent if 
(*) For each optimal solution X to P (resp. Q) there is an optimal solution Y to 
Q (resp. to P) such that IXn Ylz k. 
Theorem 1. (a) If n is even, then TSP and MPM are 2-dependent. 
(b) If n is even, then MST and MPM are l-dependent. 
(c) TSP and MST are 2-dependent. 
The proof of Theorem 1 is given in Section 3, where we will also show that 
these results cannot be improved. The proof is based on two extensions of Smith’s 
theorem presented in Section 2. 
2. Smith’s theorem and its generalizations 
In 1946 C.A.B. Smith proved the following result on hamiltonian cycles in cubic 
graphs, see [3,4,16]. 
Theorem 2 (C.A.B. Smith). If e is an edge of a cubic graph, then e is contained in 
un even number of hamiltonian cycles. 
There are two distinct proofs of this theorem. The original one reported in [3] is 
based on a parity argument. Thomason [4.16] gave another, algorithmic proof of 
Theorem 2. The algorithm is not polynomial-time [HI], (we will discuss it in the 
last section), but it is useful for proving also other parity results (see [a]). We will 
also use it to prove Theorem 3 below. A l-tree is a connected graph -with exactly 
one cycle. l-trees are used in some algorithms for the traveling salesman problem 
(see PI)= 
Theorem 3. (a) Let G = (V, E) be a graph and e = uv an edge of G. Then the number 
of partitions of E into sets M and T satisfying the conditions: 
(i) M is a perfect matching. 
(ii) T is a spanning l-tree containing e in its cycle, 
is even. 
(b) Equivalently, the number of partitions of a graph G into a perfect matching 
and a spanning tree is even. 
Note that Theorem 3 is trivial when G has no partition satisfying (i) and (ii), which 
happens in particular if n is odd. 
Clearly, Theorem 2 is a special case of Theorem 3(a) if G is a cubic graph. 
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Proof. We will first prove the following claim: 
(*) Theorem 3(a) holds with the additional assumption that deg(u) = 3. 
Proof of (*). Let G, u9 v be fixed. By a u-partition of E we will mean a partition of 
E into sets M and T such that 
(1) T is a spanning tree such that & 2s a leaf of T and uv E T, 
(2) in the subgraph (V, Ml of G, vertex u and some other vertex t have degree 2, 
all other vertices have degree 1. 
The u-partition defined above is denoted by a pair (M, T). The vertex t from (2) 
will be called an end-vertex of (M, T). 
Let (M, ‘T) be a u-partition with end-vertex t. Let .~y be its neighbours in M. 
Assume that x is distinct from u. If we add tx to T, then we obtain a cycle and let 
z be the neighbour of x in this cycle distinct from t. Since u is a leaf of T, 2 cannot 
be equal to u. Suppose that we transfer tx from M to T and xz from T to M. Then 
we obtain another u-partition (M’, T’) with end-vertex z. The above operation is 
called a switch (a similar operation is used in some algorithms for finding hamil;o- 
nian cycles, see for example [S]). We can perform a similar operation on y, providing 
that y is not equal to u. Consider now a graph r whose vertices are u-partitions and 
two u-partitions are joined by an edge if one can be obtained from the other by a 
switch. All vertices in rhave degree at most two. Thus ris a union of disjoint cycles 
and paths. Obviously the number of u-partitions which have degree 1 in r is even. 
However, a u-partition (M, T) has degree 1 in r iff its end-vertex t is joined to u 
in M. If we transfer ut frony M to T, we obtain a partition of E satisfying (i) and 
(ii). Thus there is a l-l correspondence b tween partitions of E satisfying (i), (ii) 
and u-partitions with degree 1 in K This completes the proof of (*). 
We will prove (b). We can assume that G has at least four vertices. If there is no 
such partition, then the corollary holds. Otherwise, there must be a vertex u of 
degree 2. Add an auxiliary edge UP, where v is not a neighbour of u. Now (b) follows 
immediately from (*). 
To show (a) observe that there is a 1-I :orres;;on:!ence ~ntxx9rwm-h cnannino 1 Ares “as .‘I WV.. “p-‘-‘~~“~ - we - - - 
of G satisfying (ii) and spanning trees of the graph obtained from G by deleting 
uv. 0 
Theorem 4. Let G = (V, El be a graph and e an edge of G. Then the number of parti- 
tions of E into sets H, T such that 
(i) H is a hamiltonian cycle containing e, 
(ii) T is a spanning tree, 
is even. 
Proof. Assume first that n is even, Let @ be the set of all 3-partitions ( ? n 
of G such that MI, M2 are perfect matchings, T is a spanni.ng tree r nd the edge e 
belongs to MI. The cardinaiity of !D is even since, b,y Theo.rem 3, the number of 
Fig. 1. 
2-partitions (M& r*} of G \Mt is even for each Ml. Denote by @k the subset of @ 
containing those 3-partitions (Ml, M2, T) in which Ml UM2 consists of exactly k 
cycles. in any of these cycles, but that containing e, the edges of Ml and Ma can be 
exchanged toget another 3~partition i eke Hence, the cardinality of @Q is a multi- 
ple of 2&-r, and must be even for k> 1. Therefore the ~din~ity of @r is even too= 
The 3.partitions (M,&, 7’) in @, are in a 1-I correspondence with partitions of 
G into a hamiltonian cycle H = M, U M2 containing e, and a spanning tree T. 
Assume now that n is odd. Substitute dge e by a subgraph shown in Fig. 1. Let 
G’ be the graph obtained from G by this substitution. Then there is a I-1 cor- 
respondence between the p~itions of C’ into a h~ilto~an cycle cont~~ng er 
and a spanning tree, and the partitions of G satisfying (i) and (ii). To prove this, 
let G = HU T be a partition of G satisfying (i) and (ii). The corresponding partition 
of G’is G’=HYJYfor H’=HU{el,ez,e3,e4}\{e), and T’=TU{f,, fi, f3)\{e}. 
Also each partition of G’ into a hamiltonian cycle containing el and a spanning 
tree mst be of the above form. El 
3. Mixabilty alad dependency (the proof of Theorem 1) 
We introduce first the notion of .~a~~ity of two fairies of sets. Let g and %J 
be two families of sets and k be a positive integer. We say that @ and %!J are 
k-mixable, if for every FE 5tF and GE @ with IFnGI <k there are I% @‘, G’E 9 
such that 
(ml) P%,P and G’#G, 
(m2) F’nG’=FnG, 
(~3~ F~U~~=FU~= 
An opiimizution problem =(@,c) where ~GJP~(W) is 
subgraphs of K,,, and 4~ --+R is a real weight function, We call 
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feasible solutions for The set of optimal solutions @& is given by: 
FE @& iff FEN and c(F) = min c(G). 
GE* 
where c(G) = C,, o c(e). 
Let Crrre, g and d denote, respectively, the set of hamiltonian cycles, spanning 
trees and perfect m hings. In the above notation we will have that T 
MPM = (d, c) and 
Lemma 1. Let (@, c) and (0, c) be two optimization problems with the same weight 
function. If g and $9 are k-mixable, then so are g&,, and C!3&, 
Proof. Let Fd$.& and GE !@& with IFnGI <k be given. Then there are F’E~ 
and G’ E 99, as in the definition of k-mixability. We show that F’ and G’ are optimal, 
too. We have 
c(F) -t c(G) - c(F f7 G) = c(F U G) = c(F’ U G’) 
= c(F’) + c(G’) - c(F’n G’). 
As c(Fr~ G) = c(F’n G’), we get c(F) + c(G) = c(F’) + c(G’), and hence F’E S& 
and G’E le&,. 0 
The notion of k-dependency, defined in the introduction for TS and 
MST, extends in an obvious way to arbitrary optimization problems, as defined 
above. We will prove now the following lemma. 
Lemma 2. Let @ and @ be two families of subgraphs OJ K,. If g and % are 
k-mixable, then (9,~) and ( B,c) are k-dependent. 
Proof. By Lemma 1, H& and g&, are also k-mixable. For a fixed FE 8$& con- 
sider a GE %& such that IFnGI is maximum. If IFnGI <k, then there are 
F’E @&t, G’E g&t as in the definition of k-mixabihty. But then one of the sets 
Fn G’, F’n G contains more edges than Fn G, which gives a contradiction. 0 
Lemma 2 can be used as a tool for proving k-dependency results without alking 
about weight function at all. By Lemma 2, to complete the proof of Theorem 1 it 
is sufficient o prove the following. 
Theorem 5 (a) A? and viii are 2-mixable, 
(b) A? and g are l-mixable, 
(c) &!’ and 5 are 2-mixable. 
roof. (a) Suppose we are given a hamiltonian cycle 
with at most one common edge, and let G = 
a perfect matching 
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Fig. 2. 
G is a cubic graph, and by Smith’s theorem there is another partition of G into a 
hamiltonian cycle and a perfect matching. 
If HflM= {uu}, then deg(u) =deg(u)= 2. Then uo is the middle edge of a path 
xuvy in G. Replace this path by a single edge xy and apply Smith’s theorem to the 
new graph (see also 17)). 
(b) Immediate fram Theorem 3. 
(c) Let H be a h~ito~an cycle and Ta spanning tree with at most one common 
edge. If they are disjoint, the statement immediately follows from Theorem 4. 
So assume now that H(I T= {uu}. Denote G = H U 1” and define a new graph Gi 
by replacing the edge uu in G by the graph in Fig. 2. Set HI = (H \ (e})U (el, ez, e3) 
and Ti = (T\ (e})U (fi, f2, f3}. Thus HI and T1 form a partition of Ci into a 
hamiltonian cycle and a spanning tree. By Theorem 4 there is another partition into 
a hamilt~nian cycle Hi containing el and a spanning tree z. Then obviously H;” 
must go through e2 and e3, and hence T{ cor_;ains $I, f2, f3. Define now fl= 
(H;\(e,,e2,e&U(e) and r=(7;;\{f~,f2rf3))U{e}. q 
The examples below show that Theorem 1 cannot be improved. 
Example 1. We assume that the edges which are not drawn have infinite cost, 
(a) Consider the weighted graph in Fig. 3. Let 
H= {xIx2,x2x3, l .9 ,x,+ ,xn,xnx,), 
It is easy to check that M is the unique solution to MPM and H is the unique so!u.- 
have only two edges in common. Therefore and 
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X7& :X$&-l GP-2 x,/2+2 %f2+1 
Fig. 3, 
(b) Consider the weighted graph in Fig. 4. Let 
T= {x1x2,x1x3, ..~,xlx,$ 
It is easy to check that MT is the only solution to , T is the only solution to 
MST, but M! and T have only one edge in common. Therefore and are 
not 2-dependent. 
x3 24 flf5 GP-1 
Fig. 4. 
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x2 23 =Il4 G-1 =Cn 
Fig. 5. 
(c) Consider the weighted graph in Fig. 5. Let 
II= {x~x~,x~~~, l .e J,,- ix,,x,xi}, 
T= {x1x2,x1x3, ..~,x~x~.+x~~,,}~ 
It is easy to check that His the only solution to TSP, T is the only solution to MST, 
but H and T have only two edges in common. Therefore TSP and MST are not 
3-dependent. 
4. Final remarks 
We will present now several remarks related to the results from our paper. 
(i) It is well-known that TSP is NP-complete [S], whereas MPM and MST can be 
solved in polynomial time, [ 11,151. Therefore for even n we can find in polynomial 
time n/2 edges uch that at least two of them belong to an optimal traveling sales- 
man tour. 
Consider a similar decision problem: given n/2 edges check if any of them is in 
a minimum hamiltonian cycle. The reader may find it surprising that this problem 
is NP-hard. It can be easily proved using the method from the proof that TSP is 
NP-complete. 
We would like to state here an open problem related to these in our paper. 
. How to rob the traveling salesman? 
Suppose, for simplicity, that there is only one minimum hamiltonian cycle used 
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by the traveling salesman. A band of m robbers wants to rob him. It would be too 
risky to do it in a city (vertex), so they have to make an ambush on a road (edge). 
Each of them is competent enough to make it alone. Unfortunately (?) they do not 
know which roads are used by the traveling salesman, so they decide to choose 
somehow m of (T) possible roads. By the above remarks they have a polynomial- 
time strategy if m 2 n/2 - 1. Does there exist such a strategy for smaller values of m? 
(ii) One might try to take simply m cheapest possible dges instead of computing 
a minimum perfect matching. Let m = Ln2/4J + 1. It is known that m is the greatest 
possible number of edges in a graph with exactly ome hamiltonian cycle, [ l4]. (Cau- 
tion: another esult from [14] stating that there is exactly one uniquely hamiltonian 
graph with m edges is false - see [I]). Using this it is easy to show that we must 
choose at least m-n + 1 =O(n2) cheapest edges in order to be sure that one of 
them is in an optimum tour of the traveling salesman. 
(iii) Several practical methods of solving TSP are reported in [12]. We believe that 
Theorem 1 might be used in some of them, namely ei*iher to redu #e the degree of 
branching in the branch and bound approaches, or to obtain some valid inequalities 
in the polyhedral approach. Assume that ST and have unique optimum 
solutions TE JF’& and ME &V,&. Then any HE &&, that is any optimum solution 
of TSP, must intersect both T and M on at least wo edges. Hence we get two valid 
inequalities: 
which may be used in the polyhedral approach. In general one of the problems 
and MPM may not have unique optimal solution. Then we suggest the following 
procedure. 
Let d be the minimum positive difference between the weights of distinct edges. 
Choose e and 6 so that 0 c e c 6 c d/2n. Compute first a minimum perfect matching 
M, and increase the weights of all edges outside M by e. Then compute the minimum 
spanning tree T (with respect to the new weights), and increase the weights outside 
T by S. Denote the resulting weight function by c’. It is easy to check that 
(1) M is the unique minimum perfect matching with respect o c’. 
(2) T is the unique minimum spanning tree with respect to c’. 
(3) If dy is an optimal solution of TSP with respect to c’, then H is also optimum 
with respect o c. 
(iv) There is an open problem related to Smith’s theorem. It is well-known that 
the problem whether a given graph contains a hamiltonian cycle is NP-complete, 
even for cubic graphs, [8]. Suppose now that we are given a cubic graph 6, a 
hamiltonian cycle H in G and we want to find another hamiltonian cycle. A cor- 
responding decision problem is trivial by Smith’s theorem, so we cannot prove NP- 
completeness here. On the other hand, no polynomial-time algorithm is known. The 
proof of Thomason suggests an algorithm. Its time complexity has been an open 
problem. The difficulty is to bound the number of switch operations (similar to 
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those in the proof of Theorem 3). In [13] it was shown that the order of magnitude 
of this number is at least n2. It was recently improved to 2”‘6 in [lo]. However, it 
is possible that a modification of Thomason’s algorithm or maybe a completely dif- 
ferent approach may give a polynomial-time algorithm. We believe that Theorem 
3 is a special case of some more general phenomena whose investigation may give 
a deeper insight into the nature of this problem and lead to its solution. 
Some new parity results appeared recently in [2] and [6]. In [6] Bondy and Halber- 
stam consider parity problems for paths and cycles. In [2] Bernlan proves ome very 
general parity results about connected factors of graphs. In particular, Theorem 4 
is a special case of Theorem 3.1 from [2]. We included a simple proof of Theorem 
4 to make the paper self-contained. Theorem 3 does not seem to follow directly from 
the results in [2] since Berman considers only connected subgraphs. 
Problem 2. Does there exist a polynomial-time algorithm, which given a cubic graph 
G and a hamiltonian cycle H in G, finds another hamiltonian cycle in G? 
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