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 要 旨
 ノンパラメトリックな多変量統計基礎モデルを構築する．本稿でノンパラメトリックとは
我々がモデルの中に特に関心のあるパラメータを考えていないことを意味している．λを実行
列の確率空間上で定義されるランダム行列とし，その観測値に基づいて構築される確率モデル
の分布Pを本稿では統計的基礎モデルと呼ぶ．Pはσ一有限測度μに関し絶対連続な多変量密
度力から成るものとする．∠で観測対象行列をモデルで観測した時の誤差行列を表す．モデル
の持つデータ記述能力としてλに関する性能比強度，ここでは，列＝▽λ1n力を考える．但し
▽λ＝∂／∂4．また誤差と観測機構（＝モデル）について，夫々の平均変動（＝不確定性）をΣお
よびJとし，それらの間の相互作用の平均変動Jとそれらの逆行列の存在を仮定する：この
時，統計的不確定性関係（a）Σ一アr1J》0（非負値定符号行列），およびこの等号条件として
統計基礎方程式（b）1▽〉力＝Kl∠〉力（μ一a．e．）を得る．但し▽＝▽λを，Kは観測精度行列を表
す．不等式（a）は『観測対象とモデルからなる統計的複合システムで両者を同時に決定論的因
果関係により厳密に記述する事の不可能性』を示している．しかし特別な場合として，統計基
礎方程式（b）が統計的意味での因果関係の成立による客観的基礎モデルの構築を可能にし，この
系にマクロな秩序を形成できることを意味している．互，∠等を適切に選択して代表的な多変量
分布を含むいくつかの最小不確定性分布族を誘導する．
 1．なぜ分布の起源なのか？
 物事の起源とその発展について考究することは現代の諸科学にかなり共通する興味あるテー
マである．一般にも知られるようになった例として，Hawkingの最近の宇宙論，E1dredge and
Gdu1dの生物の系統発生と進化に関する断続平衡説，Prigogineの非平衡熱力学に見るゆらぎ
からの秩序パターンの形成などを挙げ得るのではと思う．独立した分野の一流の科学者達に
よって殆ど時を同じくして提唱された興味ある仕事の申に，上記の意味で非常に共通する思想
の存在を感じる．こう言った共通なものの見方は統計学に於ても考えられるであろうか？ こ
の事について筆者はBayesの定理を含め肯定的な考えを持っている．本稿では統計学に於ける
物事の起源として，その本質的部分を担っている統計的不確定性関係をノンパラメトリックな
場合について論じる．またそれに密接に係わる統計基礎微分方程式を多変量の場合に導入して
ノンパラメトリックな統計的基礎モデルの構築（＝分布の起源）を考える．物事の発展あるい
は進化に関し，統計学に於ては基礎モデルから出発する“分布の発展’’が対応する．これも非常
に興味のある課題であるが本稿では扱わない．
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 現代統計学思想の代表的なものとして推測統計学とBayes統計学がまず挙げられる．これら
はいわゆる記述統計学を乗り越えた数理統計学として位置付けられている．しかし両者とも問
題の初期設定に，関連諸科学の問題意識の高い研究者達には受け入れがたい，大きな疑問点が
いくっかあるように思える．特に前者に於ける母集団分布の想定，後者の事前分布の想定であ
る．これらの問題は統計学も真なるものの存在をどのように認識し検証するのか，主観一客観の
二元論を克服すべきなのかと言った問題を避けて通れないことを意味している．上記の本質的
問題に正面から取り組み何らかの積極的提案がなされない限り，両統計学は諸科学の広範囲な
分野から真の信頼を受けることが難しい様に思える．これらの統計学を単なる思索の学問とせ
ず，またデータを設定の明確さを欠いた仮説の追認の為に利用されていると曲解されないよう
に問題を根本的に検討する必要を感じる．なお，上記の二つの統計学と思想を異にしている記
述統計学あるいはデータ解析学では，それらの守備範囲は別として，データが賢明に使われ上
記の問題は表面的には巧みに回避されていることが多い点は参考にすべきことである．いずれ
にせよこれらの統計学の対立する部分が強調されがちであるがもっと相補的な役割を見出し，
理論，応用の両面でより信頼できる統計学の共同した創造が望まれる．そのための第一歩とし
て本稿では統計的意味での客観的な原理に基づく分布の起源と言うことを考える．
 母集団分布の想定と言う点に関しFisher（1922）の“On the mathematica1foundations of
theoretica1statistics’’に言及しないわけに行かない．彼はこの論文で統計的方法の目的はデー
タの縮約に在り，その際の統計学の主要問題として（1）分布の特定化の問題（Prob1ems of
Speci丘。ation），（2）推定の問題（Prob1ems of Estimation）及び（3）標本分布の問題（Prob－
1ems ofDistribution）を挙げている．このことは彼の著書にも転記されており統計学に対する
彼の基本的立場を表明していると言えよう．後の二問題についてはそれらの意味も明確であり，
彼を含め現在迄に膨大な研究がなされてきた．一方，（1）は「標本がそこから抽出されたと見
傲されるべき仮説母集団（hypothetica1popu1ation）の分布の数学的型を特定すること」を意
味する．Fisherは一（1）の統計学における重大さを指摘しながらも，これは全く，実際的な統計
家の考える問題だとして，理論家がこの問題をどう解決すべきかについての積極的な提案は生
涯を通じしなかった．しかし彼は上記の問題（1）の説明に際しK．Pearsonの分布システムを
高く評価している．また同論文のまとめの項で他の多くの事柄の申で「特定化の問題は統計科
学（Statistica1Science）の発展に伴って急激に変化し得る考慮すべき事柄に支配されている
事が分かる」と極く手短に述べている．筆者はここに，この問題（1）にいつか全く新しい解釈
と展開もあり得ると言う彼の予感を感じる．Fisherの1922年論文のもう一つの気掛りな点は，
問題（3）に関連してGibbsやP1anck等の名前に言及した上でそれらの研究方法を統計的見
地からして比較的単純なものとして言外に低い評価で片付けている事である．GibbsやP1anck
の仕事こそ実は問題（1）に関係していると認識すべきで奉ったが，Fisherにはそれらの深い内
容，特にエントロピーの意味と役割の理解が不十分であった様に思える．
 ところで，Fisher（1936）は，Harvard大学の開学300年祭のArts andScienceの会議で開
会記念講演“Uncertain Inference”を行なった．その一部分で母集団分布の型の決定について
その重要性に再度触れ，「いつの日かデータから母集団の関数型を与える方法を議論する，非常
に広い適用範囲を持つ帰納的論証法が展開される可能性があるかもしれない．しかし現時点で
はそのような理論は確立されていないと言うことを明確にしておくことが重要である」といっ
た事を述べている．注目すべき事にこの講演においてFisherは1922年論文を参考文献に挙げ
ておらず，“speciication”及び“hypothetica1popu1ation”という1922年論文で多用した言葉
も殆ど使っていない．その代わり，上記の様に“データから母集団の関数型を与える”と言う表
現が加わって来ている．ここに彼の母集団の記述に対する考え方が微妙に変化している様に筆
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者には思える．即ち彼の脳裏に母集団の決定とはデータにもとづいて統計基礎モデルを構築す
ることではないかという疑問が浮かび始めたのかもしれない．しかし明確な原理無しにこれを
認めると彼の作り上げた推測統計学の枠組みが崩れることは避けられなかったであろう．この
箇所を例外として結局彼は自分の枠組みを守り続けようとした様に見受ける．この数理統計学
の創始者の姿勢は統計学の理論を大局的には諸科学から。一歩離れた所に位置させる事になった
ように思える．よく知られているように1926年と1927年に，本質的に分布の起源の問題と密
接に関連する，科学史上でも特筆すべき大発見があった．量子力学に於けるSchrδdinger（1926）
の基礎方程式とHeisenberg（1927）の不確定性原理の発見である．一方，統計学ではFisherは
前記1922年論文と1925年の論文“Theory of statistica1estimation”の二つによってほぼ推
測統計学の枠組みを作り上げてしまった．上記の物理学の成果が周辺分野に知られ，理解され
るにはある程度の年数が必要であったであろう．1935年頃にはFisherにも周囲の世界で何か
が起こっていることを感じていたかもしれない．しかし彼が築いた推測統計学の枠組みが障壁
となって彼自身にもそれを乗り越えられない高さになっていたかのようである．上述の1936年
の講演に周辺の学問の持つ潜在能力と彼の推測統計の枠組みの初期設定の不完全さがいつか表
面化するかもしれないという予感が一瞬覗いた様に見える．それにしても，推測統計学が70年
以上にも渡って基本的にFisherの枠組みの中で研究されてきたことは，かなりの本質的部分で
統計学と関連諸科学との組織的交流を難しくして来たのではないだろうか．
 以上の考察から，分布の特定化（Speci丘。ation ofdistribution）と言う用語は主にFisherに
よって導入されはしたが，このことに関する適切な提案はなかったと結論してよいであろう．筆
者はこの用語を『データから或いは思考実験を通じて統計基礎モデル分布族を構築すること』と
言う意味で使用するのが現代統計学に於でより適切と考える．もともと統計学の本流の中にこ
の解釈に近いものがあった．Gauss（1809），Keynes（1911．1962），Poincar6（1912）は極く自然
に独立で同一の分布に従う観測値に基づいて未知のパラメトリックな分布の型を見いだす問題
を研究している．彼らの問題解決の接近法は本質的にいずれも主要なパラメータに関連した未
知の分布型推定のための最尤推定法に，観測値の平均に関する条件を加味して改良した修正最
尤法と言ったものである．この方法によって彼らは一変量分布に対する基礎微分方程式の原形
を与えた．Fisherの最尤推定法が分布型既知としてその中に含まれる未知パラメータ．の推定で
あることと著しい対比をなしている．現代諸科学との関連を考える時，Gauss等の方法は統計
学に取ってより基本的であろう．
 さて，上記の修正最尤法には，今のところ，使用する観測値が独立で同一分布という仮定を
要することや，その意味づけなどの点でいくつかの限界がある．本稿では別の接近法を提案す
る．統計的不確定性関係に基づく統計基礎方程式による方法である．これらは先述のHeisen－
bergおよびSchrδdingerの結果に密接に関係する．しかし本稿での結果は数学的なセットアッ
プも含め，後で見るように，量子力学の成果の単なるマクロの世界での表現では決してない．こ
こで統計的不確定性とは，後述するように，我々の観測対象と我々が作る観測装置（＝多変量統
計モデル）に関係するランダム行列値関数の，モデル分布による平均変動によって与えられる．
そして“統計的不確定性関係”とは観測対象と観測装置が持つ不確定性の間に成立する不等式
関係で表され，『観測対象とモデルからなる統計的複合システムで両者を同時に決定論的因果関
係により厳密に記述する事の不可能性』を意味する．この不等式で特に等号が成立する場合に
“統計基礎方程式”を得る．この方程式が，あるいはそれを解くことにより得る分布族が，我々
に最小不確定な統計基礎モデルの記述を可能にする．これは“観測の精度と言う物差し”を見つ
け得る場合の統計的な意味での因果関係，あるいは統計的な意味での主観と客観の合一と見る
ことも出来よう．
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 統計的不確定性関係は形式的にはEdgeworth（1908）論文で一変量ノンパラメトリック分布
の分散の評価を扱った，Loveの不等式に遡ることが出来る．論文から問題の提起がEdgeworth
によるようにも読み取れるので，以後Love－Edgeworth不等式と呼ぶことにする．この不等式
がHeisenbergの不確定性関係のほぼ20年も前に発見されていたのは驚くべきことであり，そ
の後の統計研究者達が殆とこれに注目せずその解釈をしなかったことは統計学が科学の世界で
重大な機会を逸したのではないかと非常に残念に思える．パラメトリックな分布に関する対応
する不等式はAitken and Si1verstone（1942）により実質的に与えられた．その数年後，この
論文の引用なしに，より整った正則条件の下でC．R．Rao（1945）とCram6r（1946）が独立にこ
の不等式及びその一般化を行なった．今日Cramεr－Raoの不等式の名で呼ばれているものであ
る．しかしながら，これらの著者達およびその後の統計家達による不等式への主な関心事は，未
知ではあるが素朴に存在する（即ち未知ではあるが確定している）と仮定された母集団分布あ
るいは真の分布の分散の下限の存在とその大きさの評価ということであり，上記の意味での，観
測対象とモデルの間の不確定性関係という意味に全く気付かなかった様に見える．言い換えれ
ば通常のいわゆるCram6r－Raoの不等式は形式的にはともかく，その解釈に於て，上記の統計
的不確定性関係とは大きく異なったものである．今後この点の吟味を，形式的のみでなく内容
的にも十分なされれば，推測統計学の理論を量子力学へ生かそうと言う試みは意義のあるもの
になると思われる．
 統計基礎方程式が統計的不確定性関係の等号条件として得られることは上に述べた．これに
関連して，これまでの統計学に於て，パラメトリックな場合にAitkenandSilverstoneが上記
論文で未知パラメータに関する推定基礎方程式として提案し，Koopmam型の指数分布族が誘
導出来ること，そこで十分統計量が許容されることを見出している．だがここでも統計家の問
題意識が推定論の特殊な分野や分布の。haracterizationあるいは分布のidentiicati㎝の問題
と言った独特な狭い枠内に留まってしまった．しかし筆者には統計基礎方程式こそが統計理論
を進展させる源であり，物理学におけるSchrδdi㎎er方程式に対応，諸科学との相互理解の鍵
を握っているように思える．
 本稿の以下の構成は次の通りである．次章では必要となる記号および仮定を準備する．第3章
ではノンパラメトリックな場合の統計的不確定性関係，統計的基礎方程式を提案する．これに
基づいて第4章で実対称ランダム行列の分布の特定化について考察し，第5章で代表的な多変
量分布を統計基礎モデルとして組織的に誘導出来ること，即ちモデルの特定化が可能なことを
示す．このことはBayes統計解析に於ける事前分布を統計的客観性を持って与え得ることも意
味する．
 2．記号，仮定
 本章では以下の多変量分布の特定化の問題の考察に関して必要となる記号と基礎モデルが満
たすべき主要な仮定を挙げる．
 G＝（＆，＆，．．．，g、）を列ベクトル＆＝（馳，籔，．．．，g榊｛）ま，（ゴ＝1，2，．．．，m）を持つ大きさm×mの行
列とする．各タについて，＆から物価の要素を取り出して部分列ベクトル部＊＝（誠，城，．．．，
磁、｛）fを構成する．この部分列ベクトルを積み上げる事により行列θの列ベクトル化をDirac
のケット記号に倣って定義する：
         1o〉＝（錨，壷，．．、，磁11，雄，盛，．．．，磁、。，．．．，誠，蛾，．．．，磁、”）f，
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ここでΣ像1mF：后は生成された列ベクトルの次元を表す．またこれを転置した行ベクトルを
Diracのブラ記号に倣って次のように表す：
                  〈ol［…（lo〉）‘］．
 多変量統計解析における行列のベクトル化として次の三種が重要である．
 （1）全要素積み上げ型（型1§tacking）：mxm行列Xの々＝mm個の全要素を上の方式で
積み上げる．これを次の様に表す．
         lf1sX〉＝（κ11，κ。1，．．．，κ。。，κ1。，κ。。，．、、，κ。。，．．．，κ1、，κ。。，．．．，κ。。）f
                   ［≡（〈f1sxl）土1．
 （2）対称三角要素積み上げ型（旦ia㎎u1ar§tacking）：mxm対称行列γの対角要素を含
む上または下の三角部分の々＝m（m＋1）／2個の要素を上の方式で積み上げ次の様に表す．
        lt・Sγ〉＝（y11，ツ。1，．．．，y。、，ツ。。，．．．，ツm，．．．，ツ。一1，。一、，ツ。一1，腕，ツ。，。）オ
                   ［≡（〈trSγ1）±1．
 （3）歪対称要素積み上げ型（§upe卜旦iagonal or§ub一旦iagona1triangu1ar§tacking）：m×
m歪対称行列Zの対角要素を除く上または下の三角部分の々＝m（m－1）／2個の要素を上の方
式で積み上げ次の様に表す．
        lsdsZ〉＝（・。1，z。、，．．．，・。1，・。。，．．、，・。。，．．．，z。一。，。一。，・。，刎一。，・。，。一1）f
                   ［≡（〈sdszl）f1．
 さて，1λ＞をランダム行列λをベクトル化した后一次元ランダムベクトルとし，測度空間
（”，抄，μ）上で定義されているものとする．ここに”は冶一次元実空間，倣は”の部分集
合のボレルσ一集合体，μは可測空間（”，倣）上のσ一有限測度を表す．以下で混乱のおそれが
ないならばμ〉の代わりにλと記す．
 ρ＝｛Pλ｝を上記の可測空間で定義される確率分布からなるモデル分布族とする．確率分布
Pλはμに関して絶対連続，即ちPλ（伽）＝力（λ）μ（独）と仮定する．ここに力（λ）はμに関す
るRadon－Nikodym導関数を表す．ここで以下で必要になる行列偏微分作用素と平均作用素を
定義しておこう．行列偏微分作用素は次の偏微分列ベクトルで定義する：
        ▽λ：＝1▽，λ〉〉
         一（∂島 ∂嘉、1∂ふ ∂易提 ∂失 ∂、㍍）f
 この作用素は行ベクトルに前から作用し行列を作る．ランダム行列の平均は平均の行列とし
て定義する：1λ〉に対し
孕［1λ／1：一（亨［硫1…亨［α蓑、11卵も1…亨［続…吾［刷…亨［続）亡
    一（加力（λ）肋…仏1〃）dα蓑11∫肋（λ）脇…∫瓜力（λ）脇）f・
二つのランダム行列λ，丑のベクトル化から生成される行列θ：＝1λ〉＜倒＝（＆ゴ）に対して
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                 亙［＆11亙［馳1…亙［9。。1
                  力      カ        ク
                 亙［理11万［釦1…亙［鋤1
                  力      力         力           亙［o］：＝
           力
                 亙［＆。1亙［＆。1…亙［＆。1
                 力      力         力
で定義する．以上の記号上の約東の下，モデル（＝観測機構）の密度力（λ）に対して次の仮定を
置く：
 （A．1）全ての要素が確率1で有限値を取る行列▽λ力（λ）が存在する．
 次に，λの行列値ランダム関数Φ（λ；五）で我々の観測対象関数を表す．Φには∠と関数的
に独立な潜在パラメーターλが存在してよいものとする．この関数に対する近似として同じ大
きさを持っ行列値ランダム関数Ψ（λ；λ）を考える．
 （A．2）Φ（λ；五）およびΨ（∠；λ）は∠を実数行列とするときλに関し積分可能．
 さて，観測対象関数Φを近似関数Ψで近似する時の測定誤差を次の量で考える：
             ∠…∠（λ；λ）：＝⑫（五；λ）一Ψ（λ；λ）．
 ∠を測定する観測装置の測定能力，即ち統計モデルの持つデータの記述性能を表現する一つ
の尺度として
1・力（五）（一1・号鴉））
が考えられる．これをμに関するモデル分布の情報比強度（informationspeciicintensity）と
呼ぶ．これをモデル分布で平均すれば一般化されたKu11back－Leib1er情報量を得るからであ
り，ノンパラメトリックな対数尤度と言った曖昧な表現を使わないことにする．更に五の微小
変化に対する情報比強度の変化，即ち，モデルのデータ記述性能のλに関する変化をランダム
行列
炸∂告1・力（川）［一舳力一（∂長姜ヂ），・・…（1勝）一刈
で捉えることにする．これをデータ五の記述に関するノンパラメトリックモデルの性能比強度
（Performancespeci丘。intensity）と呼ぼう．ここでもノンパラメトリックなスコア関数と言っ
た表現を用いない．本稿を通じて次のことも仮定する：
 （A．3）μに関するRadon－Nikodym導関数力（λ；・）による期待値として次の正則な行列が
存在する．
 Σ：＝則1∠〉〈∠1］：（観測対象の平均変動＝観測対象の不確定性），
   力
 ∫：＝列18〉〈夕1］：（性能比強度の平均変動＝性能比強度の不確定性＝モデルによる測定に於
   ク          ける単位測定尺度），
 ア：＝亙［1∠〉＜列1：（観測対象カ）らモデルヘの作用による平均変動），
    力
 ∫：＝亙［1ダ〉＜∠1］：（モデルから観測対象への作用による平均変動），
   ク
 K－1：＝ア∫一1：（観測対象に合わせたモデル性能の調整測定尺度），
分布の起源 203
ム1＝JΣ■1：（モデルの性能に合わせた観測対象の調整尺度）．
 以上の設定の下に次章でノンパラメトリ1ックな統計的不確定性関係と統計基礎方程式の一般
的な事柄を考察する．
3．ノンパラメトリックな統計的不確定性関係と統計基礎方程式
前章の記号，仮定の下で次の定理が成立する：
 定理3．1・ツ∈”を任意の々一次元実数ベクトル，λ∈幻を，もし存在するなら，潜在パラ
メータとする．この時次の不等式（＝統計的不確定性関係）が成立する：
 （3．1）           ツ亡Σ＝γ≧二γ‘J7－Jツ    ［resP，yf∫一1∫（J一工）吉y≧二γfΣ一■1y］
すなわち
 （3．2）   Σ一アr1J》0 ［resp．J’1∫（J－1）LΣ■1》0］   （非負値定符号行列）．
上記不等式で等号が成り立つ為の必要十分条件は，正則な測定精度行列K＝∫（ア）一1≠0が存在
して
（3．3） 1∂1n徐λ）／一・（λ）・1∠（λ；λ）／ （μ一a．e．）
で表現される統計基礎方程式が成立する時そしてその時のみに限られる．
 証明．観測対象のランダム関数と統計モデル（＝観測装置）による測定の間に生じる記述
誤差として次の后一次元実ランダム列ベクトルを考える：
          d…1∠‘〉一∫7■11夕〉  ［resP．δ…1夕〉一JΣ’一Il∠‘〉］．
以下ではdについて議論すれば十分である．そこで自明な性質ω士》0（μ一a．e．）を用いれば，
任意の非ゼロペクトルy∈”に対してノ川〃1γ≧Oを得る．ここに等号が成立するのはd
                    ク
＝0局、1（μ一a．e．）の時その時のみに限る．（ここでのCauchy－Schwarzの不等式に依らない，よ
り数学的に単純明快な原理に基づく証明のアイディアはHeisenberg（1930）によって本質的に
使用された．）
 我々は，従って，亙［〃士］》0（非負値定符号）であることを，前章で導入した不確定性および
         ク
測定精度の尺度に関する諸量を用いた，意味のある表現で示せばよい：
 （3．4）  亙［〃1＝川｛1∠＞一〃一’1夕＞｝｛〈∠1一〈列（∫■’）7｝1
        ク        カ
           ＝亙［1∠〉〈∠1］一亙［1∠〉〈夕1］（r1）7
            ρ          力
            一アr1亙［1ダ〉〈4］十∫7－1亙［1ク〉〈列］（∫一1）オ∫
                力              力
           ＝Σ一ア（r’）士J一〃■’J＋アr1∫（∫一’）f∫＝Σ一アr’J》0．
上述の様に亙［〃／＝0島、島となるのはd＝1∠〉一J7－11夕〉…0島x1（μ一a．e，）となる時その時に
      ρ
限る．即ち，∫≠0局、白ならば等号成立の必要十分条件として次の方程式が従う：
 （3．5）    1ダ〉：7（ア）一’1∠〉［・esP．1夕〉＝JΣ一11∠＞1（μ一・．e．）．
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換言すると，正則な行列K＝∫（ア）一1≠0。、ゐ［orム＝∫（Σ）一1≠0］が存在して次の偏微分方程式
が成立する：
（3．6） 1∂’n嵜λ）／一・（λ）・1仙λ）／（グ・・） ■
 注3．1．一変量の場合の不等式が前述のLove－Edgeworth（Edgeworth（1908））の不等式で
ある．彼らは不等式の等号条件には全く触れなかった．その後この不等式はKaganetal．（1973）
によっても独立に発見され，等号条件の考察と，分布の分散が既知の時ノンパラメトリックな
Fisher情報量最小化原理をいくつかの分布の特徴付けに適用した．しかし上記いずれの研究者
たちも彼らの不等式の背後には統計的不確定性関係や統計基礎方程式と言う統計学にとって根
本的に重要な事柄が関係していることに全く気がつかなかった様に見える．
注3．2．（3．5）式は以下の（3．8）のようにも表現できる：
1夕／一寸・力（オ、）一1“力／グ
と記せば，これと（3．5）から，
 （3．7）           1∠‘〉力＝K－11▽λ〉力『く⇒1▽λ〉1n力＝K1∠‘〉］；［K．1＝（J士）∫I1］．
ここで，1φ12：＝力と置くと
 （3．8）                    1∠‘＞1φ1＝2K－11▽λ＞1φ1
を得る．そこで次の対応を考える：
   1∠〉1→グ（Hami1tonian operator），    杯＝1φ1⇔ψ（Wave function），
   スー〃州・（1：・i・・・・・・・…t）・1λ／叫1“／（一歩）一音
この結果（3．8）に対応して次の方程式を得る：
                  ∂ （3・9）         グψ＝肋万ψ （Schrδdinger方程式）・
この方程式は物理学の重要な基礎方程式である事がよく知られている．このことに対応して，定
理の方程式（3．5）あるいは（3．6）をノンパラメトリックな統計基礎モデル構築の為の統計基
礎方程式と呼んでもよいであろう．
 注3．3．量子力学に於てP1anck定数ゐ（＝2π力）はミクロの世界での測定可能限界目盛と考
え得るが，その存在が古典力学に於ける因果関係を断ち切っていることはよく知られている．こ
れに対し本稿で扱っている世界では，力に対応して∫一モがある意味でノンパラメトリックモデ
ル自身が持ち測定能力の限界目盛と見なせる．この目盛を使用できる時データλの記述に関す
るモデルの性能比強度夕は，本稿の正則条件の下，最小不確定性と言う意味で最良の関係式
（3．5）を満たす．また，みとの類推でK■1の存在が統計的因果関係の鍵を握らている．ただしゐ
と異なり，r1は絶対定数行列ではなく基礎のモデル分布に固有の∫■1と，観測対象からモデ
ルヘの影響アに依存する．
注3．4．上記注3．2の基礎方程式は様々な重要な微分方程式を含んでいる．例えば，一変量の
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密度関数！（κ）に対して
紫）一〃（κ），ここにH（κ，州・，1・）一（κ・α）／（1・・l1κ・1・κ・）
これはよく知られたPearsonシステムの基本方程式を表している（cf．Pearson（1895．1916），
E1derton and Johnson（1969））．Pearsonの特殊な導入に比べ上記の解釈は，このシステムを
より合理的に説明している．離散型分布の場合も本稿の基礎方程式はCarver－Ordシステムと
関係する（cf．Ord（1967））．
 系3．1．定理3．1と同じ条件の下で，々x尾実対称行列γに対して〃±＝γ＝rとなる
々一次元実ベクトルyが存在するとき，次の行列二次形式での不確定性関係が成立する．
                r（Σ一アr’J）γ》0、
 証明．定理より任意のツ∈”に対し〆Σy≧ツγr1〃であるからこの不等式の両辺に前
後からスカラーノッを掛けて〃』γ＝rに注意すれば
              〆rΣγツ≧ノγγr1Jγツ．            ■
 さて，定理3．1のノンパラメトリック統計基礎方程式あるいは（3．7）を積分することにより
次の最小不確定性分布（minimum uncertainty distribution）の一般型を得る：
定理3．2．前定理と同じ記号と条件の下で，ランダム行列λのノンパラメトリック統計基礎
モデル分布の密度関数は次式で与えられる：
（・・1・） 力（1λ／；λ）一・（λ）・…！μ舳／1一・（λ）・…1／州泓／！
ここで〈泓1［resp．1泓〉1は々一次元微分横ベクトル［resp．縦ベクトル］で
        〈測＝（1汕〉）亡＝（a硫，、．、，減11，みも，．．．，励差，。，．．．，倣、，．．、，肋羨、、），
但しΣ』mF々．K（∠）＝∫（ア）一1は内積〈泓1Kl∠〉の係数行列（后X冶）でλに依存してよ
い．また，c（λ）＞0は次の規格化条件を満たすスカラー値関数を表す：
∫店力（μ／；λ）μ／（ψ／）／－！．
なおμ｛・｝は1λ〉の定義される可測空間（”，抄）上のσ一有限測度を，（aμ〉）は后重積分の
基本体積要素
（州一助…・舳も…脇…狐・偽，［倉・Fll
を表す．
 4．実対称ランダム行列の分布の特定化
 本章ではμをLebesgue測度として，それに関して絶対運続な統計基礎モデルの密度関数
！（1λ＞；λ）の構築を考える．以下では通常の多変量解析に於て重要な役割を演じている実対称
ランダム行列λ（mXm）の・分布の特定化に限定する．まず以下の議論で二種類の積分が必要と
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なるため記号［伽1及び（伽）を導入する：
         （必）＝ A ゐむ：必の后＝m（m＋1）／2個の要素の積．
            1くえ≦∫≦m
さて，我々が必要なのは（3．10）に見る内積部分に相当する行列表示である．以下では実対称行
列の対角可能性を考慮して（3．3）に対応する行列表示として次の型にまとめられる場合から
出発する：
 （4．1）            ∂1n！（■4，λ）／∂」4∠＝互（λ）∠‘＊（■4∠，λ）   （μ一a．e。）．
ここで∠＝㎜〃亡，（T：mxm：直交行列）を，∠＊，互はそれぞれ（3．3）の∠，Kに対応する
実対称行列で積は実対角とする．この設定で上記（4．1）を積分して次の結果を得る：
 定理4．1．基礎方程式（4．1）を満たす実対称ランダム行列λのノンパラメトリックな最小
不確定性分布の密度関数型は次のように与えられる：
・（λ；λ）一・（λ）・…1則ρ・（ん；λ）［仏11，
但しC（五）はλに依存しない規格化スカラー値関数で次の条件を満たすように定まることが
要求される（これが実現されなし）時，モデルは構築出来ない）：
∫！（λ；∠）（伽）一1，
ここに積分はm×mの実対称行列の空間墓上でなされる．特にλが正定値の時
∫〉。・（〃）（泓）一・
と記す．
 この定理により，∠＊とそれに対する旦を適切に設定した時C（λ）が決まるなら基礎モデル
が求まる（cf．例5．1）．実際に∠＊をどう与えるかは基礎モデル構築という立場から重要である．
手掛かりとして∠＊（五；λ）＝∠ざ（λ；λ）十∠芒（λ；λ）と分解し主要部分を∠ざ（λ；λ）とする
時それを各種の平均と関連させて考えると，基礎モデル構築の一助になり得る．即ち，｛ム｝（ゴ＝
1，2，．．．，M）をmxmの実対称ランダム行列の列とし，1ム〉が独立に同一な基礎モデル密度関
数！（μ〉；λ）を構築しているものとする．今λが平均行列〃（m×m）とその他のパラメータ
行列から構成されているとする．この設定の下で測定誤差の主要部分，∠ま（λ；λ）として興味
のあるいくつかの例が考え得る：
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      1M」ざ（五；λ）一梢ムr肌一：ん一肌（ん：・・ithm・ti・m…）・
榊；λ）一1・（茸ん）w－1・此一：1・ん一1・払
（ん：9eometric mean；ん∠，ん，此＞0），
榊；λ）一・（払）一1一肱1一：∠11一此1（ん：・・・…i・・…；ん，此・・），
∠ざ（λ；λ）一肌／（桔ん）（M（倉λオ川■’一〃・
       ＝：〃∠λ72一〃∫1（ん：trinity mean；ム」，ん，〃∠＞0）．
 次章では上記またはその変形したものを基に，定理4．1を用いてノンパラメトリックな最小
不確定性分布の幾つかの例を与える．その際必要となる定理に現われる不定積分の計算に関し
次の対称行列の対角化表示を利用する：λが実対称だから
     ∬＝㎜〃士（ヅ＝十1，±2，．．．） ここにん＝diag（α1，、．．，α。），T：直交行列
と表現できる．
 注4・1・次の対角化も次章で用いる：『0（m×m）＞0，X（mxm）が実対称の時0：Qσ，X
＝QX∠びとなる正則行列Q（m×m）が存在する．但しX∠＝X∠（0）＝diag（λ。，．．．，λ励）を意味し，
λ，．．．，んは10IIX一〃。、。1＝0の根を表す．』（cf．Be11man（1970），P．58）．これにより実対称ラン
ダム行列が正定符号の係数行列を持つ場合の不定積分の計算が可能になる．また，『二つの可換
な実対称行列亙，Fを同時に対角化する直交行列丁が存在する』事（cf．Benman（1970），P．56）
も次章で利用する．その際に可換性は，tr亙F＝trF〃である事と定理4．1の規格化条件がチェッ
クされるので，成立しているものとして計算できる．
なお，次章でも添字∠を上で定義した各種の対角化に共通して使用する．
 5・実対称ランダム行列の最小不確定1性分布の例
 前章の結果に基づいて種々の最小不確定性分布を求める．∠＊および旦を適切に選ぶことに
より以下の重要な分布を産み出すことができる．本章では通常の見慣れた型で表現するため
μ〉の代わりにλを用いる．なお，五やλ等が一変量変数あるいは定数とする時，以下の諸
分布は対応する一次元分布を表す．
側5．1．多変量対称正準分布（Mu1tivariate symmetric canonica1distribution）
舳；λ）一…！一仏刈，μ，ム・ば一∫一・・；λ一（＾…山）1．
ここでλ”（レ＝ユ，．．．，M）は
                   1M                ∠：＝丁昌ん・（ん∈蔓）
の幕行列五”（レ＝1，．．．，M）のm×mの係数行列を表し，またλ。は次式で与えられる：
ム：一÷馬・！∫…（一差〃）（必）1・
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 誘導．
                 〃         ∠＊（ん；λ）＝一Σ（レ十1）λグ［λ2＝∫nxm］；互（λ）＝∫m，m
                 〃＝O
と置く．ここで，〃＝diag（λf，．．．，λ垢），但し（λr，．．．，λ名）は1方‡1〃一〃mxmト・Oの板とする．明ら
かに互（λ）∠＊（ん；λ）は対角行列である．よって定理4．1から
九・（λ；∠）一α1（λ）・・t・／一∫菖（1・・）五肌11一α・（λ）・…（一刺・
注4．1から，方1＝Qリα，〃＝Qレ地α（ソ＝1，．．．，M）となる正則行列Qレ（mxm）が存在して
t「”＝t「｛㌫1”（α）一1｝＝t「［（α）一1｛蛎1”（α）一1｝Q5卜tr｛λ””｝であるから
応・（川一α・（λ）・…（一直ム川・
よって
α・（λ）一1／∫…（一仏刈（枷）一・t・（一・）・
多変量対称正準分布の簡単なものを例示する：
（i）M＝1
舳）r血｛■ム川／ん外”｝（必）丁（法チ・）Iム岬沖帆
（λ，ム＞0）．
これは多変量指数分布の密度関数である．
（ii）M＝2
・（λ；λ）一…／一（ム五・λ・）／／∫・t・／一（ムλ・λ・）／（必）
    一・・（・一・）！π一州・…1一（λ・÷ム）2！，（λ，ム∈・）、
何故なら，
       ∫…／一（ムH2）／（泓）一∫・t・1一（λ・・÷ム五十÷M1）1（枷）
                   一∫・t・！一（λ・÷λ・）2・÷刈（枷），
変数変鮎（λ・÷五1）一r∫（λ一γ）一・一・（・・…を行なって
                寸舳・・t・（÷小・一
ここで
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1・：一轣c（一÷γ・）（州一人・・（一／州÷ム・〃・／）［后一・（…）／・1
一重［∫1…（一妊1）刈・坦［∫1…（一÷・刺めll
一町∫1…（一姓1）伽1・真「∫1…（一÷薫（者）2）刈
一（・π）刎・・（・π）一（・一1〕μ
i÷）m（m■’〕μ一・・／・π・（一・・）μ
と計算できる（早川毅教授との私信（1994））．これより所要の結果を得る．
例5．2．多変量ガンマ分布（Mu1tivariate gamma distribution）
               κbm        舳・λ）τ（ろ）1θ一’■6μ16一｛m＋’〕’2’…（一κθ一∠）・
        ［五＞0；λ：＝（θ，κ，ろ），θ＝θ。、腕＞O，κ，ろ＞0，ろ＞（m－1）／21，
ここに
舳一∫列1市1川・・…t・（一側（側一π・（・一1〕／・兵、・（1」妻1），［0＞01．
誘導．次の様に設定する：
   〃（ん，∠）一λ11一θ・1・l11．（点。）／。！防1，五十（…）／・／ム…
ここでん＝丁仏丁，砺1＝Tfθ一1T，丁叩＝∫。×。．よって互（λ）∠＊（ん；λ）は対角．定理4．1
より
1・肌λ）㏄・・［ルー（・十1）／州州手州刈
一・・［÷（1－mチ1）1・1ん1一κ防1ん1一・・［÷トmチ1）1・μ1一肘・〃仏・1
即ち
             ル（∠；λ）㏄1川6一｛m＋’〕ノ2・etr［一κθ一’λ1．
規格化定数を次の多変量ガンマ関数の定義式（cf．Muirhead（1982））から定める：
        ∫＞。1刈州）／・・t・（一工λ）（姐）一帥）1石1－1，（ム・・）・
ム＝κθ一1と置いて
          茄∫〉。1ケ・1・1刈一（・・1〕／・・t・（一例）（泓）一・，
故に
                C。（θ，κ，ろ）＝κ6mlθ一116／r。（ろ）．
 注5．1．κ＝1／2，ろ＝m／2，θ＝1／2・Σ，五＝Wと置けばWishart分布のPdf．を得る：
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”舳）＝ｶ）。≒砒（一÷刈．．W叩
（W，Σ＞O，m＞0，m＞m－1）．
側5．3． 多変量逆ガウス分布（Mu1tivariate inverse Gaussian distribution）
力・（〃）一・I・（舳，1）・1λ11一（・・1）／・…（一音θ一・λ）・…（十一・）
     一α・（舳・1）・…！÷（1－mチ1）ム・・1・1λ1一音θ一・五一音λ一11
［々O；λ：一（θ，ろ，δ），θ＞0，ろ＞0，一∞＜δ＜∞1，
ここに
・I・（舳・1）一［∫列1川1一冊・…（一音λ一・）…（一音θ一・λ）（必）1■1・
誘導． 次の様に設定する：
      ∠・（ん，λ）一触・一θ・1・払・÷（δ一mチ1）λ・1，百一航
ここでん＝TfλT，θ72＝下士θ一2T，丁叩＝∫。。。．よって互（λ）∠＊（ん；λ）は対角．定理4．1
より
1・カ・（川㏄・・［∫！知一音砺・・÷（1－mチ1）刈肌11
よって
カ・（川一…1一知一仏・ん十去（1－mチ1）ム・・1・1んll
     一…（一音λ一・）…（一音θ一・λ）1五11一冊㍉
規格化定数CI。（θ，ろ，δ）を求める．このためにHerz（1955）の多変量変形ベッセル関数の結果
を利用する：
・伽β）一÷（吾）δ1θ1点・（一αλ一1）…（一苦（θ士θ）一・λ）・μ1δ一（・・1）／・（拠）
（一∞＜δ＜∞，α＞O，θ＞0）
α＝β＝ろ／2と置いて
・δ（舳1／・）一÷1θ1δ工〉。…（十一1）…（十一・λ）・1λll一（…）／・（必）
よって規格化定数は
・1・（舳，δ）一÷1θll・［・1（皿1／・，1／・）1一
      一［∫刈・t・（一音λ一）・t・（一音θ一・λ）・μ1δ一（…）／・（泓）1－1
                    分布の起源
 側5．4．多変量ランダムウォーク分布（多変量逆数逆ガウス分布）（Mu1tivariate
wa1k distribution；Mu1tivariate reciproca1inverse Gaussian distribution）
        在・（五；五）一α・（舳，δ）1λ1一ポ（・・1）／・…1一手（λ・θ・λ一1）1
               （4，θ＞0；λ：＝（θ，ろ，δ），ろ＞0，一∞＜δ＜∞），
ここに
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randOm一
       α・（舳δ）一［∫列1刈一1一舳・…（一考（λ・附・））（枷）1一’・
 誘導．次の様に設定する．
     ∠・（ん，五）一舳・一砿L払1去（／・mチ1）λ・・，五一如・
但し方1＝T±λ一1T，θ身＝rθ2T，丁叩＝∫。。。．ここでのTは可換なλ一1，θ2を同時に対角
化する直交行列を表す（cf．注4．1）．従って，定理4．1より
      ム・（川一…［ル鮎・一÷1一点（／・mチ1）刈［仏11
            一・t・「一÷1（鮎ユ・λ・）一÷（1＋mチ1）馬・1んll
よって
           舳；λ用一冊・・t・／一音（五・附1）／・
規格化定数を多変量変形ベッセル関数を利用して定める
    町1，δ）一ル・（一手σ一1）・t・（一音㌃・σ）・1σll一（…）／・（〃），（ム・・）・
㌃1＝θ，rI＝λと置けばヤコビアンはJ（σ→λ）＝1刈一（腕十1〕であるから
        ・（～／）一∫十1州・t・［一青（λ・舳）1（叫
従って
    α・（λ）一／・（θ一・，1，1）／一一［∫〉。1λ1－1一（舳・…！一昔（λ・θ・五一1）！（伽）1一’・
側5．5．
誘導．
多変量逆数ガンマ分布（Mu1tivariate reciproca1gamma distribution）
        τmαん（λ・五）r、（、）’1θIαIλ■’■α十（舳2’・t・（一τ舳一’）
      一蒜・1θ1α…1－1舳一1一（α・mチ1）1・μ1・払・！，
                  （■4，θ＞O；λ：＝（θ，τ，α）；τ，α＞0）．
次の様に設定する：
   ∠＊（ん；λ）＝θ∠ん2一｛α十（m＋1）／2｝／τ・ん’， 互＝τ∫。、。，
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ここで方1＝丁圭λ一1T，α＝丁壬θT，丁叩＝∫。、。と同時対角化した．従って互（λ）∠＊（ん；λ）
は対角となる．定理4．1から
舳λ）㏄…［戸［舳プー／α・（…）／・／／1・λデ1［側1
             ＝etr［一τθ仏7L｛α十（m＋1）／2｝1nλ」］．
従って
   五r（■4；ノ1）㏄exp［一trτ（Tま）一1θ」（T）■1（丁圭）一1■471（T’）■1－tr｛α十（m＋1）／2｝1n五］
        ＝1五1一α一〔m＋1）ノ2・etr（一τθ止’）．
規格化定数C。。（λ）を次の多変量ガンマ関数の公式を利用して求める：σ，Kをm×mの対
称正則行列とすると
Llσ1州／・・t・（一Kσ）（〃）一八（α）lKl一α［・・（α）・（・一・）／・，…1．
σ＝λ一1と置けば∫（σ→λ）＝1川■｛m＋1）だから
∫刈1川…1・・1〕／・…（一Kλ一）（独）一八（α）lK1一㍉
K＝τθと置けば
C。。（λ）＝1θ1ατmα／r。（α）．
注5・2・α＝τ＝m／2の時，本例は多変量片側安定分布になる．
 6．あとがき
 本稿ではノンパラメトリックな場合について統計的基礎方程式を導入することにより，いく
つかの重要な多変量確率モデルを作り出せることを示した．パラメトリックな場合についても
並行する議論が可能である（cf，Matsunawa（1992））．パラメータという調整可能な部分を有す
る基礎モデルを考える分だけ，きめ細かな議論が可能となることが多い．いずれの場合も，母
集団分布の存在を仮定するFisherの特定化の問題を見直し，データあるいは適切な思考実験を
通じて統計基礎モデルを構築するという意味での分布の特定化の問題に取り組むための有力な
道具立となることが分かった．このようにして得られた統計基礎モデル系の状態の変化にとも
なってどう発展するかは，関連する統計的特性関数のLegendre変換を利用し，正準パラメータ
等の統計的モデルの変化を正準情報量規準を導入して考察することができる．それについては
稿を改めて議論する．
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           Origin of Distributions
Nonparametric Statistica1Uncertainty Re1ation
and a Statistica1Fundamenta1Equation
              Tadashi Matsunawa
       （The Institute of Statistica1Mathematics）
   A nonparametric statistica亘uncertainty re1ation is proved to specify nonparametric
mu1tivariate statistica1mode1s．The re1ation is represented by an inequa1ity which is
c1ose1y re1倉ted to Love’s inequa1ity introduced by Edgeworth in1908．It is shown that we
can not simu1taneous1y correct1y describe both of a function of observation objects and a
nonparametric statistica1mode1．However，as a specia1case of the re1ation，we can get a
nonparametric statistica1fundamenta1equation，which is obtained as the condition of
attainment of the equa1ity sign in the re1ation．Making use of the resu1t a genera1ized
mu1tivariate exponentia1fami1y is derived as a fami1y of nonparametric statistica1uncer－
tainty distributions．Some important mu1tivariate distributions are constructed．
Key words：Nonparametric statistical uncertainty relation，nonparametric statistical fundamen－
ta1equation，speci丘。ation of model distribution，nonparametric specific intensity of mode1perfor－
mance，nonparametric minimum statistica1uncertainty distribution，multivariate distributions．
