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Abstract: We explore the physics of two-body decay of BPS states using semiclassical anal-
ysis to construct explicit solutions that illustrate the main features of wall crossing, for both
ordinary and framed BPS states. In particular we recover the primitive wall-crossing formula
from an asymptotic analysis of certain Dirac-type operators on monopole moduli spaces.
Along the way we give an asymptotic metric for the moduli space of singular monopoles,
analogous to the Gibbons–Manton and Lee–Weinberg–Yi metrics for the moduli space of
smooth monopoles, and we find evidence for the existence of stable non-BPS boundstates.
Our discussion applies to four-dimensional N = 2 super-Yang–Mills theories with general
gauge group and general ’t Hooft defects.
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1 Introduction and Conclusion
This paper continues an investigation into the semiclassical formulation of BPS states and
their wall crossing initiated in [8, 44, 45]. In these papers, it was shown that semiclassical BPS
states are described by the kernels of twisted Dirac operators on monopole moduli spaces. The
goal of the present paper is to give a very explicit presentation of how these Dirac operators
fail to be Fredholm on walls of marginal stability and how the change of the index exactly
reproduces known wall-crossing formulae.
In the case of SU(3) gauge theory with a very special choice of magnetic charge the
strongly centered moduli space is exactly the Taub-NUT space and, following a classic com-
putation by Pope [51], one can solve for the zeromodes of the twisted Dirac operator explicitly
[3, 22, 24–26, 37, 38, 45]. (See also [7, 30].) These computations illustrate clearly how the
wall crossing is related to the failure of this twisted Dirac operator to be Fredholm on a
codimension one locus in parameter space. In this paper we will generalize the discussion
to two-body decays of BPS states carrying arbitrary magnetic charge in a theory with any
simple gauge group G, and in the presence of an arbitrary set of ’t Hooft defects.
The key idea will be to study the Dirac equation in a certain subregion of the standard
asymptotic region of monopole moduli space. We will call the subregion the two-galaxy re-
gion.1 Roughly speaking, in this limit the fundamental constituents making up the BPS state
split into two widely separated clusters, or ‘galaxies’, such that the moduli space splits as a
product of the overall center of mass, two strongly centered moduli spaces for the two galax-
ies, and a relative moduli space modeled on the standard four-dimensional Taub-NUT space.
Solving for the spectrum of the Hamiltonian is reduced to solving for the eigenspinors of the
supercharge, a Dirac-type operator, on this Taub-NUT space. As every multi-monopole mod-
uli space has such two-galaxy regions, the wall crossing for a rank two group with monopole
charge {1, 1} gives a universal mechanism of two-body decays of BPS boundstates.
Our analysis will give a semiclassical derivation of the primitive wall-crossing formula [14].
As we know from the full wall-crossing formula [19, 32–34, 49], the change of the BPS Hilbert
space across a wall of marginal stability is in general much more complicated. In the formulae
for general wall crossing, the primitive wall-crossing contribution is only the first term in a
series of multi-body decays which can be described using methods such as the attractor tree
formalism [1, 13, 14, 39]. It is possible that an extension of the work in this paper may be
used to derive these terms as well by allowing for arbitrary fractionalization of the two BPS
1The ‘standard’ asymptotic region is the one investigated by Gibbons and Manton [27] and Lee, Weinberg,
and Yi [38], corresponding to configurations in which all fundamental constituents are well separated relative
to the inverse mass of the lightest W -boson. Hence the two-galaxy region corresponds to a double scaling
limit, or a hierarchy of scales. In the language of the compactification of the moduli space as a manifold with
corners, [18, 35], it is a neighborhood of the co-dimension two corner where the boundary face corresponding
to the maximal partition of constituents meets the boundary face corresponding to a given two-partition of
constituents.
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galaxies. But we will not attempt that here. In ongoing work [18, 35] a compactification of
monopole moduli space as a manifold with corners is being investigated. It would be quite
fascinating if such a compactification could be used to understand the intricate combinatorics
of the full Kontsevich–Soibelman wall-crossing formula.
It is also interesting to compare our discussion with other discussions of wall-crossing
formulae based on Dirac operators. In [40] Dirac operators on the moduli space of Denef’s
multicenter black holes were used to derive a formulation of the wall-crossing formula. In [58]
a localization formula was used to derive the BPS index for the Dirac operators on the moduli
space of {1, 1, . . . , 1}-monopoles, where the Gibbons–Manton/Lee–Weinberg–Yi (GM/LWY)
asymptotic metric is the exact metric [27, 38, 46]. In the latter approach one analyzes a
modification of the Dirac operator at a fixed point of the symmetry that lies deep in moduli
space. Our approach will focus on the behavior of the Dirac operator in asymptotic regions
of moduli space. The two approaches complement one another very nicely.
An interesting by-product of our analysis is the prediction of an infinite tower of non-
BPS metastable states in the spectrum which also disappear on the usual walls of marginal
stability. We arrive at this prediction by considering the full eigenspectrum of the Dirac-
type operator on the relative Taub-NUT space. At the moment this prediction is conjectural
because one would need to establish that these boundstates extend to eigenstates of the full
Dirac operator on the entire moduli space. Indeed, the analysis of Appendix E with `TN < 0
provides a cautionary example where boundstate wavefunctions at large relative distance
might or might not extend to BPS states of the full moduli space. Nevertheless, the analysis
strongly suggests that if the BPS states exist, then so should the non-BPS hydrogen-like
spectrum. Furthermore in the γm = {1, 1} example, Taub-NUT is the full strongly centered
space, so we know they exist in this special case.
Unlike their BPS counterparts, the same spectrum of non-BPS boundstates re-emerges
on the other side of the wall. The corresponding subspace of the Hilbert space is the same on
either side of the wall, so they do not undergo wall crossing in the usual sense. We find this
observation intriguing as it suggests that, on the side of the wall where a given BPS state no
longer exists, the lowest energy non-BPS boundstates carrying the same conserved charges
will be completely stable. Non-BPS boundstates in N = 2 theories have been studied before
[52, 53]. Our results, when restricted to the special case of zero Dirac–Schwinger–Zwanziger
pairing between the constituent electromagnetic charges, are completely consistent with [52].
The outline of this paper is as follows. In Section 2 we will review the asymptotic region
of monopole moduli space and construct the metric on the two-galaxy region by taking a
limit of the GM/LWY metric. In Section 3 we will then calculate the twisted Dirac operator
corresponding to one of the supercharge operators in the two-galaxy region and construct
explicit solutions for the zeromode wavefunctions representing BPS states. We will also
comment on the non-BPS boundstates and their spectrum, based on the analysis of Appendix
E. Then we will use these solutions to show that they decay at walls of marginal stability
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in such a way as to satisfy the primitive wall-crossing formula. In Section 4 we repeat this
analysis for the case of framed BPS states, which generically take the form of a core-halo
system. This includes an analog of the GM/LWY result for the asymptotic region of singular
monopole moduli space. Again the expected results for the location of the walls of marginal
stability and the primitive wall-crossing formula for framed BPS states are obtained.
The spectrum and eigenspinors of the Dirac operator we consider in Appendix E were
thoroughly analyzed in [31], and our results are consistent. We have chosen to reproduce
some aspects of the analysis in our notation and conventions in order to keep the paper self
contained. Reference [31] also includes discussions of classical particle orbits, scattering states,
their associated cross sections, and an algebraic construction of the boundstate spectrum.
Additionally, an investigation of the same operator appears in [47], where detailed results on
the density of states are utilized.
2 Asymptotic Regions of Moduli Space
It has been known for quite some time that the dynamics of semiclassical monopoles in the
adiabatic limit can be interpreted as geodesic movement on monopole moduli space [41].
This construction has been applied to the study of semiclassical BPS states by the work of
[8, 21–24, 38, 44, 45, 57] and many others. In this analysis, it was shown that the description
of BPS states is captured by an N = 4 supersymmetric quantum mechanics (SQM) on
certain bundles over monopole moduli space. BPS states sit in the kernel of one, and hence
all, of the supercharge operators. One of the supercharges takes the form of a Dirac-type
operator. In this section we summarize key properties of the moduli space itself and describe
the asymptotic two-galaxy region.
2.1 Moduli space facts
Monopole moduli space, M(γm,X ), is a hyperka¨hler manifold depending on two pieces of
data. The vacuum expectation value (vev) X is the limiting value of the adjoint Higgs field
that participates in the Bogomolny equation, as we go to infinity in R3. In a suitable gauge it
can be taken to be constant on the two-sphere at infinity.2 We assume X ∈ g is regular and
hence defines a unique Cartan subalgebra t ∈ g, basis of simple roots {αI} for t∗, and simple
co-roots {HI} for t, where I = 1, . . . , r := rnkg. Physically this is the maximal symmetry-
breaking case, such that the gauge group is broken to the Cartan torus T ⊂ G. The magnetic
charge takes the form γm =
∑
I n
I
mHI , andM is nonempty iff all of the nIm are non-negative
integers and at least one is positive [59]. The quaternionic dimension of M is ∑I nIm. The
physical interpretation [61, 62] is that there are nIm fundamental monopoles of type I for each
2The relationship between this vev and the physical vacuum data of the N = 2 theory will be given below,
after describing some further details. See equation (3.3).
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I, and each fundamental monopole carries four degrees of freedom: three for its position and
one for an internal phase conjugate to electric charge.
M has isometries generated by Killing vectors forming an algebra R3 ⊕ so(3)⊕ t, corre-
sponding to the action of translations, rotations, and asymptotically nontrivial gauge trans-
formations preserving the vev.3 The t-action is hyperholomorphic. We denote by
G : t→ isomH(M)
h 7→ G(h) , (2.1)
the Lie algebra homomorphism sending elements of the Cartan to the corresponding triholo-
morphic Killing vectors. Gauge transformations act through the adjoint representation, so it
is the G(hI), with {hI} the fundamental magnetic weights, that generate 2pi-periodic isome-
tries of M. The fundamental magnetic weights are the integral duals of the simple roots:
〈αI , hJ〉 = δIJ , where 〈 , 〉 : t∗ × t → R is our notation for the natural pairing between a
vector space and its dual.
The translational Killing vectors, along with G(X ), are covariantly constant and gen-
erate a flat R4, such that the universal cover of the moduli space is metrically a product,
M˜(γm,X ) = R4 × M0(γm,X ). M0 is an irreducible, smooth, and complete hyperka¨hler
manifold known as the strongly centered moduli space. It encodes the relative positions
and phases of the constituents while the R4 is associated with the overall center-of-mass de-
grees of freedom. The fundamental group acts on the universal cover as the group of Deck
transformations, D, and one has
M(γm,X ) = R3 × R×M0(γm,X )D , (2.2)
where the distinguished R is the one generated by G(X ). It is known from the rational map
construction that D ∼= Z. However only an ` · Z subgroup is associated with the periodicity
conditions of the asymptotically nontrivial gauge transformations. Here ` = gcdI{nImpI}
where pI = α2long/α
2
I is the ratio of the length-squared of the long root to that of the I
th root
[45]. We will work with a Killing form ( , ) on g and g∗ such that the length-squared of long
roots is two. If φ is the isometry generating D, then for any h ∈ Λmw we have
exp(2piG(h)) = φµ(h) , (2.3)
where µ(h) = (γm, h).
Let ds2 denote the hyperka¨hler metric onM. Using integration by parts and the explicit
construction of the G-map, one can show that [45]
ds2(G(X ),G(h)) = (γm, h) . (2.4)
3The action is effective if all nIm > 0. We will assume this in the following since the other cases can be
reduced to this by embedding a smaller gauge group into G. This is discussed in detail in [45].
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Hence, despite the fact that X will generically generate a non-closed curve in T , there is
nevertheless a torus action by hyperka¨hler isometries on M0, generated by4
t0 := {h ∈ t | (γm, h) = 0} ⊂ t . (2.5)
This is the case if rnkg > 1; if rnkg = 1 then M0 does not have any continuous family of
hyperka¨hler isometries.
One can introduce globally defined coordinates { ~X, χ} ∈ R4 on the center-of-mass factor
of M˜. ~X is the position of the center of mass of the monopole configuration in R3 and χ is
conveniently defined by the condition that ds2(G(X ), ∂χ) = 1. In terms of these the metric
takes the form
ds2 = (γm,X )d ~X2 + 1
(γm,X )dχ
2 + ds20 , (2.6)
where ds20 is the hyperka¨hler metric on M0. Explicit metrics on M0 are known in special
cases, but in order to make progress in general we turn to the asymptotic approximation of
Gibbons–Manton [27] and Lee–Weinberg–Yi [38].
2.2 The GM/LWY asymptotic metric
Let iˆ, jˆ, . . . = 1, . . . , N , with N the total number of fundamental constituents. (Indices i, j
will be reserved for a different range below.) The GM/LWY metric on M takes the form
ds2 = Miˆjˆd~x
iˆ · d~x jˆ + (M−1)iˆjˆΘiˆΘjˆ , (2.7)
where
Θiˆ = dξiˆ +
∑
{jˆ|jˆ 6=iˆ}
~Wiˆjˆ · d~x jˆ , (2.8)
with
Miˆjˆ =
miˆ −
∑
kˆ 6=iˆ
Diˆkˆ
riˆkˆ
, iˆ = jˆ
Diˆjˆ
riˆjˆ
, iˆ 6= jˆ , &
~Wiˆjˆ =
{
−∑kˆ 6=iˆDiˆkˆ ~wiˆkˆ , iˆ = jˆ ,
Diˆjˆ ~wiˆjˆ , iˆ 6= jˆ
. (2.9)
Here {~x iˆ, ξiˆ} are the spatial location and phase of the iˆth monopole and {riˆjˆ , θiˆjˆ , φiˆjˆ} are
standard spherical coordinates on R3 with radial vector ~r iˆjˆ := ~x iˆ − ~x jˆ . ~wiˆjˆ is the Dirac
potential in terms of the relative coordinates ~r iˆjˆ which is of the form
~wiˆjˆ · d~r iˆjˆ =
1
2
(±1− cos θiˆjˆ)dφiˆjˆ . (2.10)
The ξiˆ are angular coordinates of periodicity 2pip
iˆ, where p iˆ = 2/α2
I (ˆi)
is the ratio of the
length-squared of the long root to that of the root associated with monopole iˆ. I (ˆi) is the
4This subspace is denoted t⊥γm in [45].
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type of monopole iˆ. Note that the term
∑
jˆ
~Wiˆjˆ · d~x jˆ can be rewritten in the form∑
{jˆ|jˆ 6=iˆ}
~Wiˆjˆ · d~x jˆ =
∑
{ˆi,jˆ|jˆ 6=iˆ}
Diˆjˆ
2
(±1− cos(θiˆjˆ))dφiˆjˆ . (2.11)
The mass and coupling parameters in the above formulae are
miˆ = (HI (ˆi),X ) , Diˆjˆ = (HI (ˆi), HI(jˆ)) , (2.12)
and the total magnetic charge is γm =
∑
iˆHI (ˆi). The miˆ, or more precisely 4pimiˆ/g
2
0 with
g0 the bare YM coupling, are the classical masses of fundamental monopoles with magnetic
charges HI (ˆi). By assumption X sits in the fundamental Weyl chamber and thus the miˆ are
positive.
The GM/LWY metric is hyperka¨hler, with the triplet of Ka¨hler forms given by [27, 48]
ωα = Θiˆ ∧ dxαiˆ −
1
2
Miˆjˆ
α
βγdx
βiˆ ∧ dxγjˆ , α, β, γ = 1, 2, 3 . (2.13)
This metric is a good approximation to the exact metric in the asymptotic region where
all constituents are well separated relative the the scale of the lightest W -boson: riˆjˆ 
maxkˆ{m−1kˆ }, ∀iˆ 6= jˆ. In fact for SU gauge groups it is known to be exponentially close to
the exact metric with corrections of order e−miˆriˆjˆ for those iˆ, jˆ such that I (ˆi) = I(jˆ), [4, 5].
In other words there are corrections for pairs of constituents of the same type, but not for
pairs of constituents of different types. In particular the GM/LWY metric is exact when all
nIm = 1, a result conjectured in [38] and proven (for SU gauge groups) in [46].
The space we have described above is the total space of an N -torus bundle over R3N \∆,
where ∆ is the union of all hyperplanes defined by riˆjˆ = 0. The collection of Θiˆ provides a
connection one-form on this bundle. In order to obtain a space that is in 1:1 correspondence
with the asymptotic region of monopole moduli space we must identify points under the
action of the discrete group [4, 5, 27]
S := Sn1m × · · · × Snrm , (2.14)
where the Ith factor is a symmetric group corresponding to nIm identical particles of type
I. This group acts in the obvious way, by exchanging position and phase coordinates of
monopoles of the same type. These are hyperka¨hler isometries of the GM/LWY metric.
The GM/LWY torus bundle is thus a discrete cover of the asymptotic region of monopole
moduli space. We note that this cover is not directly related to the cover constructed in terms
of the strongly centered space described around (2.2). If one is working on the GM/LWY
torus bundle, then one only needs to ensure that quantities (1) are invariant under the group
action by S and (2) respect the periodicities of the ξiˆ, in order to have them well defined
on monopole moduli space. BPS states, however, are defined in terms of L2 spinors on the
strongly centered space, so it is of course important to understand how M0 emerges in the
GM/LWY picture. We will come to this in due course.
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2.3 The two-galaxy region
Following our program, we will be focusing on a subregion of this asymptotic region which
we call the two-galaxy region. This limit can be taken as follows. Partition the ~x iˆ into two
sets, S1 and S2, representing the two distinct galaxies of size N1 and N2:
{~x iˆ}N
iˆ=1
= S1 ∪ S2 , S1 ∩ S2 = ∅ . (2.15)
Without loss of generality we label the ~x iˆ so that S1 corresponds to the first N1 values of iˆ:
S1 = {~x aˆ}N1aˆ=1 , S2 = {~x pˆ}Npˆ=N1+1 , (2.16)
with N1 + N2 = N , such that minaˆ,pˆ{raˆpˆ}  max{maxaˆ,bˆ{raˆbˆ},maxpˆ,qˆ{rpˆqˆ}}. We will addi-
tionally use
γ1,m =
N1∑
aˆ=1
HI(aˆ) , γ2,m =
N∑
pˆ=N1+1
HI(pˆ) , (2.17)
to denote the total magnetic charge of each galaxy. Indices aˆ, bˆ, . . . will always take values
starting at 1 while indices pˆ, qˆ, . . . will take values starting at N1 + 1.
Since we are examining the metric in the limit of large separation, we expand in 1/R,
where R is the distance between the center of masses of the two galaxies. To leading order,
raˆpˆ ∼ R, ∀aˆ, pˆ. In order to determine both the spectrum of boundstates and the associated
walls of marginal stability, we will (minimally) need to work to the lowest nontrivial order,
O(1/R), so that the two galaxies are bound by an effective force.
We introduce center-of-mass and relative positions within each galaxy,
~X1 =
∑
aˆmaˆ~x
aˆ
mgal1
, ~y a = ~x a − ~x a+1 , a = 1, . . . , N1 − 1 ,
~X2 =
∑
pˆmpˆ~x
pˆ
mgal2
, ~y p = ~x p+1 − ~x p+2 , p = N1, . . . , N − 2 , (2.18)
where mgal1 :=
∑
aˆmaˆ = (γ1,m,X ) is the mass associated with galaxy 1, etc. The indices a, b
and p, q run over the relative coordinates within galaxies 1 and 2 respectively, and we’ve built
in a shift in the numerical values that p, q run over so that these coordinates can be grouped
together,
~y i = (~y a, ~y p) , i, j = 1, . . . , N − 2 , (2.19)
as will be convenient below. The inverse transformations to (2.18) are denoted
(~x aˆ) = J1
(
~y a
~X1
)
, (~x sˆ) = J2
(
~y s
~X2
)
. (2.20)
There is a corresponding change of phase variables given by
(ξaˆ) = (J
T
1 )
−1
(
ψa
χ1
)
, (ξpˆ) = (J
T
2 )
−1
(
ψp
χ2
)
, (2.21)
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and we will denote by ψi = {ψa, ψp} the collection of relative phases. See Appendix A for
further details including the explicit form of the matrices J1,2.
Let us consider, for the moment, galaxy one in isolation. There is an associated moduli
space M1 := M(γm,1,X ). The coordinates {~y a, ψa} parameterize the asymptotic region of
the strongly centered spaceM1,0 :=M0(γm,1,X ), while { ~X1, χ1} parameterize the R4 of the
universal cover M˜1 = R4(1) ×M1,0. There is an exchange symmetry, S1, which is a product
of symmetric groups for each type of monopole. As we describe in Appendix B, the exchange
symmetry acts onM1,0 only, while { ~X1, χ1} are S1 invariants. We also describe there how the
quotient by the group of deck transformations, M1 = M˜1/D1 follows from the periodicities
of the individual ξaˆ.
Similarly, we can associate a moduli space M2 := M(γm,2,X ) to galaxy two. The
coordinates {~y p, ψp} parameterize the strongly centered space M2,0 := M0(γm,2,X ), and
{ ~X2, χ2} parameterize an R4(2).
Now we return to the full picture where these two galaxies are interacting with each other.
Using the center-of-mass coordinates for each galaxy we can construct the overall center-of-
mass coordinates { ~X, χ} introduced earlier and the relative-galaxy coordinates {~R,ψ} as
follows:
~X =
mgal1 ~X1 +mgal2 ~X2
mgal1 +mgal2
, ~R = ~X1 − ~X2 ,
χ = χ1 + χ2 , ψ =
mgal2χ1 −mgal1χ2
mgal1 +mgal2
.
(2.22)
Then it is the collection of position coordinates {~y i, ~R} and phase coordinates {ψi,ψ} that
parameterize the strongly centered space M0(γm,X ) for the whole system.
We implement these transformations on (2.7) and expand the result in 1/R, with R = |~R|.
After some computation we find a metric of the form (2.6) with the strongly centered piece
given by
ds20 =
(
d~yT , d ~R
)( C˜+ 1RδC 1RL
1
RL
T µH(R)
)(
·d~y
·d~R
)
+
+ (Θ0,Θψ)
(
C˜+ 1RδC
1
RL
1
RL
T µH(R)
)−1(
Θ0
Θψ
)
+ · · · ,
=: dsˆ20 + · · · , (2.23)
where
µ =
mgal1mgal2
mgal1 +mgal2
, (2.24)
is the reduced mass of the two-galaxy system. Note that mgal1 +mgal2 = (γm,X ) is the total
mass appearing in the center-of-mass factor of the metric, (2.6).
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Here we have introduced a length N − 2 column vector ~y whose components are the ~y i.
We have also introduced a corresponding collection of connection one-forms Θ0 = (Θa,Θp)
T
given, along with Θψ, by(
Θ0
Θψ
)
=
(
Θ˜0
dψ
)
+
(
δC L
LT −(γ1,m, γ2,m)
)
⊗ ~w(~R) ·
(
d~y
d~R
)
, (2.25)
where Θ˜0 = (Θ˜a, Θ˜p)
T with
Θ˜a = dψa + ( ~W1)ab · d~y b , Θ˜p = dψp + ( ~W2)pq · d~y q . (2.26)
The matrix C˜ is block-diagonal with respect to the two-galaxy structure and H(R) is a
harmonic function the R3 parameterized by ~R:
H(R) =
(
1− (γ1,m, γ2,m)
µR
)
, C˜ =
(
(C1)ab 0
0 (C2)pq
)
. (2.27)
Finally the matrix δC and column vector L are constants, depending on the Higgs data (i.e.
masses) and magnetic charges. Detailed expressions can be found in the appendix.
The quantities (C1)ab and ( ~W1)ab depend on the ~y a only and are precisely the data that
one would use to construct the GM/LWY asymptotic metric on the strongly centered moduli
space of galaxy one in isolation. This metric is (C1)abd~y
a · d~y b + (C−11 )abΘ˜aΘ˜b. Likewise,
C2, ~W2 depend on the ~y p only and give the metric on the strongly centered moduli space for
galaxy two in isolation in the same way. At leading order in 1/R the metric (2.23) on the
full strongly centered moduli space reduces to a direct sum of these two metrics with a flat
metric on R4 parameterized by (~R,ψ):
M0 −−−−→
R→∞
M1,0 ×M2,0 × R4rel . (2.28)
The terms proportional to δC,L, and (γ1,m, γ2,m) encode the first O(1/R) corrections.
Specifically δC takes into account 1/R corrections to the strongly centered metrics within
each galaxy and also the leading couplings between the two strongly centered metrics. L en-
codes the leading couplings of the strongly centered metrics to the galaxy-relative coordinates
(~R,ψ). It will play a crucial role in the following and has components L = (La, Lp)
T , with
La = −〈βa, γm,2〉 , Lp = 〈βp, γm,1〉 , (2.29)
where the β are certain linear combinations of the duals of the constituent charges HI(aˆ), HI(pˆ)
determined by the same linear transformations appearing in (2.20). (See (A.13), (A.14).)
Finally the O(1/R) terms proportional to (γ1,m, γ2,m), coming from both H(R) and ~w(~R) —
which is itself O(1/R) — give the first corrections to the flat metric on the relative R4rel. The
corrected metric is consistent with the Taub–NUT metric at O(1/R).
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The ellipses in (2.23) denote higher order terms in the expansion. Strictly speaking, the
second line should be expanded and only terms through O(1/R) kept, but we find it more
convenient to work directly with the metric dsˆ20 in (2.23). This is acceptable provided we
remember that computations with it should only be trusted through O(1/R).
A well known feature of the spaces we are approximating is that they are hyperka¨hler.
We should then expect that the asymptotic metric we are dealing with is hyperka¨hler to the
appropriate order in 1/R. This is confirmed in Appendix A.
Once we truncate the metric on the strongly centered space to dsˆ20, we break the exchange
symmetry (2.14) to a subgroup,
S −→ S1 × S2 , (2.30)
where S1(S2) is the exchange symmetry corresponding to galaxy 1(2) in isolation and acts
only onM1,0(M2,0). If the two galaxies have equal numbers of constituents of each type then
an additional Z2 corresponding to exchanging the galaxies will be preserved.
Remark: Based on the techniques developed in [35], it is expected5 that there should exist
a coordinate system on the asymptotic region of moduli space in which the off-diagonal blocks
of the metric can be eliminated at O(1/R). We can indeed remove these off-diagonal terms
by making the further coordinate transformation {ψi, ~R} 7→ {σi, ~R} given by
ψi = σi +
Li
µRψ ,
~R = ~R− L
T~y
R . (2.31)
2.4 Triholomorphic killing vectors and the electric charge operator
In order to study the BPS spectrum we will need to understand the the relationship between
triholomorphic Killing vectors of the GM/LWY metric and the r = rnkg triholomorphic
Killing vectors of the exact metric, G(hI), that generate 2pi-periodic isometries.
It is clear from (2.7) and (2.13) that
£∂ξ
iˆ
ωα = 0 = £∂ξ
iˆ
ds2 , (2.32)
and hence the ∂ξiˆ are triholomorphic Killing fields. This means that in the asymptotic re-
gion the hyperka¨hler action of the Cartan torus T ⊂ G is enhanced to U(1)N . Since the
{∂ψa , ∂ψp , ∂ψ, ∂χ} are just linear combinations of the ∂ξiˆ , they are triholomorphic Killing
fields as well. However, only r linear combinations of the ∂ξiˆ will extend to triholomorphic
Killing vectors of the exact metric. This is described in Appendix B with the result that
G(hI) −→ pI
nIm∑
iˆI=1
∂
∂ξiˆI
, (2.33)
5ABR thanks M. Singer for communication on this point.
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exponentially fast in the asymptotic region, where ξiˆI are the phases associated with con-
stituents of type I.
An important application of these hyperholomorphic isometries is the construction of the
semiclassical electric charge operator γˆe. The electric charge operator takes the form
γˆe = i
rnkg∑
I=1
αI£G(hI) , (2.34)
in the collective coordinate quantization. This operator commutes with the supercharge
operator and hence states Ψ can be labeled by eigenvalues γe of γˆe, which sit in the root
lattice γe ∈ Λrt ⊂ t∗ thanks to the periodicity of the isometries generated by the G(hI).
We can decompose γe into a component parallel to γ∗m and a component γe0 that has zero
pairing with X . The component parallel to γ∗m is denoted q:
γe = qγ∗m + γ
e
0 , such that q =
〈γe,X〉
(γm,X ) , 〈γ
e
0,X〉 = 0 . (2.35)
The projection operator onto the subspace t∗0 = {β | 〈β,X〉 = 0} ⊂ t∗ is in fact dual to the
projection used in (2.5), [44].
All of these quantities can be expressed in terms of the triholomorphic Killing vectors of
the GM/LWY metric. First using (2.33) we have
γˆe → i
∑
I
αIpI
nIm∑
iˆI=1
£∂
ξI
iˆI
= i
N∑
iˆ=1
H∗
I (ˆi)
£∂ξ
iˆ
. (2.36)
From here it is easy to construct operators measuring the total electric charge in each galaxy:
γˆe1 := i
N1∑
aˆ=1
H∗I(aˆ)£∂ξaˆ , γˆ
e
2 := i
N∑
pˆ=N1+1
H∗I(pˆ)£∂ξpˆ . (2.37)
Each of these can be broken into center of mass and relative pieces by changing the basis of
Killing fields and utilizing the definition of the βa, βs that appeared previously in (2.29)
6:
γˆe1 = iγ
∗
m,1£∂χ1 + i
N1−1∑
a=1
βa£∂ψa , γˆ
e
2 = iγ
∗
m,2£∂χ2 + i
N−2∑
p=N1
βp£∂ψp . (2.38)
Finally, changing variables {χ1, χ2} 7→ {χ,ψ} with (2.22) we also express these as
γˆe1 = iγ
∗
m,1
(
∂χ +
mgal2
mgal1 +mgal2
∂ψ
)
+ i
N1−1∑
a=1
βa£∂ψa ,
γˆe2 = iγ
∗
m,2
(
∂χ − mgal1
mgal1 +mgal2
∂ψ
)
+ i
N−2∑
p=N1
βp£∂ψp , (2.39)
6The steps to deriving this are analogous to the ones in (C.20) and (C.21).
– 12 –
and recombining them gives γˆe = iγ∗m∂χ + γˆe0, with the relative charge operator
γˆe0 := i
mgal2γ
∗
m,1 −mgal1γ∗m,2
mgal1 +mgal2
∂ψ + i
N−2∑
i=1
βi£∂ψi , (2.40)
whose eigenvalues are γe0.
3 The Asymptotic Dirac Operator
Having described the metric in the two-galaxy region, our next goal is to construct the relevant
Dirac operators. Specifically, in the case we focus on initially — pure N = 2 SYM theory
without defects — collective coordinate quantization leads to a SQM on the Dirac spinor
bundle over the moduli space M(γm,X ). The bundle factorizes into a C4 factor tensored
with the Dirac spinor bundle over the strongly centered moduli space, M0(γm,X ).
Supersymmetry then dictates that BPS states are represented by sections of the Dirac
spinor bundle that are in the kernel of any (and hence all) of the supercharge operators. Let
Y0 ∈ t0 ⊂ t, (2.5), such that (γm,Y0) = 0. One finds that BPS spinors Ψ should be of the
form e−iqχs ⊗ Ψ0, where s ∈ C4 is a constant, and Ψ0 is an L2 section of the Dirac spinor
bundle over M0 which is annihilated by the Dirac-type operator
/D
Y0 = /D − i/G(Y0) . (3.1)
/D is the ordinary Dirac operator on M0, and /G(Y0) is the Clifford contraction of the tri-
holomorphic Killing field associated with a nontrivial gauge transformation that asymptotes
to Y0. By (2.4), (γm,Y0) = 0 ensures that G(Y0) is metric-orthogonal to G(X ) and hence
restricts to M0.
The L2 kernel of (3.1) can be graded by the eigenvalues of γˆe0. Let us denote a wave-
function in the γe0-subspace of the L
2 kernel of (3.1) by Ψ
(γe0)
0 . If the dual of the magnetic
charge is a primitive element of the root lattice, then e−iqχs ⊗ Ψ(γe0)0 represents a BPS state
of electric charge γe = qγ∗m + γe0. If, however, γ∗m is not primitive then to get a physical state
we must in general impose a Z` equivariance condition on Ψ0 with respect to the (lift to the
spinor bundle of) the action of the isometry φ generating the group of deck transformations
[44]. This ensures that the spinor we’ve constructed on R4 ×M0 descends to one on M.
However in the GM/LWY asymptotic description, the quotient by deck transformations is
associated with the periodicities of the constituent phases. See the discussion in Appendix
B. Any wavefunction that respects those periodicities will automatically satisfy the required
equivariance condition. Hence we will not need to worry about this point in the following.
The physical data of the N = 2 theory that labels BPS states involves a point u on
the Coulomb branch and an element γ of the electromagnetic charge lattice over u. The
following relationship between the N = 2 data and the Dirac operator/moduli space data
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was conjectured in [45], based on a detailed collective coordinate analysis of the N = 2 theory
including some one-loop effects. First, we define Y ∈ t by
Y := Y0 − 〈γ
e,X〉
(γm,X )X = Y0 − qX , (3.2)
and then we have
X = Im [ζ−1vana(u)] , Y = Im [ζ−1vanaD(u)] , γm ⊕ γe = γ , (3.3)
where ζvan := −Zγ(u)/|Zγ(u)| is the phase of negative of the central charge. Note that
the choice of electromagnetic duality frame, which induces the splitting of the charge lattice
γ ∈ Γ = Γm ⊕ Γe ⊂ Λmw ⊕ Λwt, is specified by the condition that X be in the fundamental
Weyl chamber of t. Then the symplectic pairing on Γ is given in terms of the canonical pairing
on t× t∗ by ⟪γ1, γ2⟫ = ⟪γ1,m ⊕ γe1, γ2,m ⊕ γe2⟫ = 〈γe1, γ2,m〉 − 〈γe2, γ1,m〉 . (3.4)
Meanwhile a(u) and aD(u) are the special and dual special coordinates on the Coulomb
branch, which are given by period integrals of λSW on the Seiberg–Witten curve [55, 56].
For generic values of the Higgs data, {X ,Y0}, the operator (3.1) acting on the space
of L2-spinors on M0 is expected to be Fredholm. From the mathematical viewpoint, this
statement and the ones in the remainder of the paragraph are conjectures, but they are
physically well-grounded and we will adopt them. In physical terms, there will be a finite-
dimensional space of L2-normalizable zeromodes for a given electric charge, and a positive
gap to the continuum of scattering states. The wall-crossing phenomena we are interested in
occurs when the parameters are such that the operator actually fails to be Fredholm. For
special Higgs data lying on a real co-dimension one wall in the space of {X ,Y0}, the gap to
the continuous spectrum vanishes, while the L2 boundstates fail to be normalizable and mix
with the scattering states.
Since the monopole moduli space is smooth, the only source of a failure of the Fredholm
property is expected to come from the behavior of the differential operator in the asymptotic
regions of moduli space – if the moduli space were compact, the spectrum of the Dirac-type
operator would be discrete and there would be no wall crossing. Since the metric simplifies
considerably in the GM/LWY asymptotic region, we can – in principle – study the eigenvalue
problem just on the spinors in this region, assuming some smooth, but unspecified extension
into the interior. Then we can, in principle, derive the gap to the continuous spectrum and
also see whether there are exponentially decaying eigenfunctions. In practice, this program
is still too difficult to carry out analytically, but below we show how it can be carried out in
the two-galaxy region. We conjecture that this subregion, which corresponds to a partition
of the total number of constituents into two clusters, is the one responsible for the leading
contribution to the wall-crossing formula – namely the primitive wall-crossing formula.
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3.1 The Dirac operator in the two-galaxy region
We are now tasked with computing the asymptotic form of the twisted Dirac operator, (3.1), in
the two-galaxy region ofM0. The details are outlined in Appendix C and here we summarize
the result, which can be cast in the form
/D
Y0 = Λ
(
/D
Y0
12 + /D
Y0
rel +O(1/R
2)
)
Λ−1 . (3.5)
Here Λ is the lift of a local frame rotation to the Dirac spinor bundle; it approaches the
identity as R → ∞ but deviates in a ~y-dependent way at O(1/R). The virtue of this frame
rotation is that it effectively absorbs all of the O(1/R) off-diagonal mixing terms of /D
Y0 such
that the action of the rotated operator in the parentheses is block-diagonal with respect to
the asymptotic factorization S(M0) → S(M1,0 ×M2,0) ⊗ S(R4rel) of the spin bundle over
M0 as R → ∞. We believe that the existence of this frame rotation is a consequence of
the existence of the coordinate transformation (2.31) that block-diagonalizes the metric at
O(1/R).
In order to characterize the operators /D
Y0
12 and /D
Y0
rel, we first collect position and phase
coordinates by introducing indices µ, ν = 1, . . . , 4 and writing yµi = {~y i, ψi}, Rµ = {~R,ψ}.
Next we let Γµi,ΓµR denote the corresponding gamma matrices satisfying the Clifford algebra
[Γµi,Γνj ]+ = 2δ
µνδij , [ΓµR,ΓνR]+ = 2δ
µν , [Γµi,ΓνR]+ = 0 , (3.6)
where underlined indices refer to an orthonormal frame. Then /D
Y0
12 involves only the Γ
µi,
while /D
Y0
rel involves only the Γ
µR. All terms in /D
Y0 at order O(1/R) involving both types of
gamma matrices are captured by the frame rotation.
As we mentioned above, all of the vector fields {∂ψa , ∂ψp , ∂ψ} = {∂ψi , ∂ψ} are triholo-
morphic with respect to the GM/LWY hyperka¨hler structure on M0. Furthermore the
corresponding Lie derivatives commute with the Dirac operator /D
Y0 constructed from the
GM/LWY metric, so in particular they commute with the operators appearing in the two-
galaxy expansion, (3.5). Since the operators £ψi ,£ψ comprise the electric charge operator
γˆe0, (2.40), we have that our Hilbert space is graded by the electric charge. An eigenspinor of
the {£∂ψi ,£∂ψ} operators is a state of definite relative electric charge,
Ψ
(γe0)
0 = Λe
iνiψi+iνψΨνi,ν(~y
i, ~R) , (3.7)
with γe0 given by
γe0 = −
mgal2γ
∗
m,1 −mgal1γ∗m,2
mgal1 +mgal2
ν−
N−2∑
i=1
β∗i ν
i . (3.8)
Then we can consider the restriction of our Dirac operator to a given {νi,ν} eigenspace.
Now introduce a decomposition of the gamma matrices with respect to the factorization
S(M1,0 ×M2,0)⊗ S(R4rel):
Γµi = γµi ⊗ 14 , ΓµR = γ¯12 ⊗ γµ , (3.9)
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where γµi are gamma matrices for the M1,0 ×M2,0 factor, γµ are gamma matrices for the
R4rel factor, and γ¯12 is the chirality operator on the M1,0 ×M2,0 factor. Then
/D
Y0
12
∣∣∣
{νi,ν}
= /˘D
Y0
12 ⊗ 14 :=
(
/D
Y0
M1,0×M2,0 + ( /˘D
Y0
12 )
(1)
)
⊗ 14 ,
/D
Y0
rel
∣∣∣
{νi,ν}
= γ¯12 ⊗ /˘D
Y0
rel , (3.10)
where /D
Y0
M1,0×M2,0 is the leading order term and ( /˘D
Y0
12 )
(1) is the O(1/R) correction in /˘D
Y0
12 .
Here /D
Y0
M1,0×M2,0 is precisely the G(Y0)-twisted Dirac operator on the direct productM1,0×
M2,0. Explicit expressions can be found in Appendix C.3. Meanwhile,
/˘D
Y0
rel :=
1√
µ
(
1 +
(γm,1, γm,2)
2µR
){
γαδ αα [∂Rα − ipwα]− iγ4
(
x− p
2R
)}
, (3.11)
where wα is the Dirac potential and with
p := Liν
i − (γm,1, γm,2)ν , x := (γm,1,Y0)− µν . (3.12)
3.2 Zeromode asymptotics
An important consequence of the above is that /D
Y0
12 , /D
Y0
rel are asymptotically anticommuting,[
/D
Y0
12 , /D
Y0
rel
]
+
= O(1/R2) , (3.13)
and hence /D
Y0Ψ0 = 0 implies(
/˘D
Y0
12 ⊗ 14 +O(1/R2)
)
Ψνi,ν = 0 &
(
γ¯12 ⊗ /˘D
Y0
rel +O(1/R
2)
)
Ψνi,ν = 0 . (3.14)
We look for a solution of the form7
Ψνi,ν(~y
i, ~R) =
(
Ψ
(0)
12,νi
(~y i) +
1
R
Ψ
(1)
12,νi
(~y i; θ,φ) +O(1/R2)
)
⊗Ψ(p)rel (~R) , (3.15)
where {R, θ,φ} are spherical coordinates centered on ~R = 0. Note that the ν dependence on
the right-hand side of (3.15) occurs through p, via (3.12).
The latter equation of (3.14) will be satisfied provided
/˘D
Y0
relΨ
(p)
rel = 0 , (3.16)
7The reason it is necessary to allow θ,φ dependence in Ψ
(1)
12 is that ( /˘D
Y0
12 )
(1) has θ,φ dependence. Derivatives
with respect to R, θ,φ in /˘D
Y0
rel will act on the Ψ
(1)
12 term, but these contributions will be suppressed by O(1/R
2)
relative to the leading terms in the equation.
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which is exactly the equation studied in Appendix C of [43].8 We review and expand on this
computation in Appendix E below. There is an angular momentum j = 12(|p| − 1) multiplet
of exponentially decaying solutions iff x and p have the same sign. The wavefunctions take
the form
Ψ
(p)
rel ∝ Rj−1/2e− sgn(p)xRΨj,m(θ,φ) . (3.17)
The explicit form of the angular part is not needed here, but see (E.34) below.
Determining the asymptotic behavior of solutions to (3.16), if they exist, does not require
knowledge of the interior region of moduli space where our large R expansion breaks down.
However, determining the above stated degeneracy of such solutions certainly does require
an assumption about the interior. Specifically, in Appendix E we show that a certain Dirac
operator on Taub-NUT space agrees with (3.16) to the order we work in 1/R, and then we
solve the Dirac equation on Taub-NUT. Taking (3.5), dropping the O(1/R2) corrections, and
replacing (3.11) with this Taub-NUT Dirac operator defines a model Dirac operator that
agrees with the exact one, (3.1), asymptotically.
One can then ask whether or not this model Dirac operator is a Fredholm deformation of
the exact one. This is the pertinent question. On the one hand, the indices will agree if and
only if this is the case. On the other hand, the index of the exact Dirac operator is identified
with the index of BPS states in [45].
However the behavior of the Taub-NUT-like metric in the interior, and the boundary
conditions one should impose there, depend on the sign of the parameter
`TN = −(γm,1, γm,2)
µ
, (3.18)
appearing in the harmonic function H = 1 + `TN/R. Our analysis leading to the Ψrel wave-
functions, (3.17), assumes that `TN is positive and imposes a simple regularity condition at
R = 0. If `TN < 0, the metric is singular at R = −`TN and we would instead have to
impose boundary conditions there. Without a more detailed analysis it is not clear what
the appropriate boundary conditions should be. This issue requires further investigation and
henceforth we will restrict to the `TN > 0 (i.e. (γm,1, γm,2) < 0) case.
The results below will show that the wall-crossing properties of the kernel of the model
Dirac operator agree with those of BPS states – and hence the model Dirac operator is a
Fredholm deformation of the exact one – but only if the constituent electromagnetic charges,
γ1, γ2, are primitive.
Returning to our analysis, then, consider the first equation of (3.14) acting on our ansatz
(3.15). At leading order in R, we find that
/D
Y0
M1,0×M2,0Ψ
(0)
12,νi
= 0 . (3.19)
8The quantities p, x were denoted pµ, xµ in [43], but this would be confusing notation here.
– 17 –
L2 solutions, when they exist, will be of the form
Ψ
(0)
12,νi
= Ψ
(νa)
1,0 (~y
a)⊗Ψ(νp)2,0 (~y p) , (3.20)
where each factor is in the L2 kernel of the G(Y0)-twisted Dirac operator on the respective
strongly centered moduli spaces (and restricted to the appropriate ∂ψ-eigenspaces). Note we
must demand these wavefunctions are invariant under the exchange symmetries S1 and S2
in order that they be well-defined on M1,0 and M2,0 respectively. Assuming this has been
done, then at O(1/R) we get
/D
Y0
M1,0×M2,0Ψ
(1)
12,νi
= − lim
R→∞
{
R
(
( /˘D
Y0
12 )
(1)
∣∣∣∣
∂R→− sgn(p)x
)
Ψ
(0)
12,νi
}
. (3.21)
Here some further explanation about factoring off the Ψrel is required, since the perturbing
operator ( /˘D
Y0
12 )
(1) has a term involving 1R∂Rα , that could act on Ψrel. Working in spherical
coordinates {R, θ,φ}, the derivatives along the angular directions are suppressed by an extra
power of R and do not contribute at the order we are working. The derivative with respect
to R only contributes when acting on the exponential factor in Ψrel. This is what is meant
by the replacement rule in (3.21). Then, with this understood, both terms in the O(1/R)
part of the equation are proportional to Ψrel, which can then be factored out. Setting the
O(1/R) terms to zero results in (3.21). We are free to assume that the perturbation of the
wavefunction Ψ
(1)
νi,12
is orthogonal to the kernel of the leading order operator, and hence (3.21)
can be solved to give a unique Ψ
(1)
12,νi
for a give Ψ
(0)
12,νi
.
Therefore the leading order behavior of L2 solutions is
Ψνi,ν → Rj−1/2e− sgn(p)xR Ψ(ν
a)
1,0 (~y
a)⊗Ψ(νp)2,0 (~y p)⊗Ψj,m(θ,φ) , (3.22)
with the angular momentum quantum number j = 12(|p| − 1), and we have shown how the
first order correction is computed. Let us assume that the perturbation theory converges to
give a zeromode of the exact Dirac operator. Next we consider the implications.
3.3 Recovering the primitive wall-crossing formula
The wavefunction (3.7) corresponds to a state Ψ(γ
e) = e−iqχs⊗Ψ(γe0)0 of electric charge γe =
γe1 + γ
e
2, with the constituent charges given by
γe1 =
(
q − (γm,2,X )ν
(γm,X )
)
γ∗m,1 −
N1−1∑
a=1
νaβa , γ
e
2 =
(
q +
(γm,1,X )ν
(γm,X )
)
γ∗m,2 −
N−2∑
p=N1
νpβp ,
(3.23)
where we used (2.39) and the expressions for the galaxy masses in terms of the vev X . With
these and (2.29) one quickly discovers
⟪γ1, γ2⟫ = 〈γe1, γm,2〉 − 〈γe2, γm,1〉 = −(γm,1, γm,2)ν+ νiLi = p . (3.24)
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Thus the parameter p, (3.12), is none other than the DSZ pairing of the constituent electro-
magnetic charges!
Similarly, recalling that the βi satisfy 〈βi,X〉 = 0, one can observe that〈
γe1 −
〈γe,X〉
(γm,X )γ
∗
m,1, X
〉
= − (γm,1,X )(γm,2,X )
(γm,X ) ν = −µν . (3.25)
Hence the parameter x, (3.12), is precisely the quantity appearing in the prediction from [45]:
x = (γm,1,Y0) +
〈
γe1 −
〈γe,X〉
(γm,X )γ
∗
m,1, X
〉
. (3.26)
Using the map (3.3), one has
x = Im
[
ζ−1vanZγ1(u)
]
, (3.27)
and the condition x = 0 is equivalent to the usual condition Im [Zγ1(u)Zγ2(u)] = 0 for
the walls of marginal stability. Furthermore the condition sgn(p)x > 0 for the existence
of the L2 zeromode Ψνi,ν is equivalent to the usual stability condition for a BPS state:⟪γ1, γ2⟫ Im [Zγ1(u)Zγ2(u)] > 0.
Let us note here that x and p are related to Denef’s boundstate radius [13, 20] in a simple
way:
rD :=
1
2
⟪γ1, γ2⟫ |Zγ1+γ2(u)|
2 Im [Zγ1(u)Zγ2(u)]
=
⟪γ1, γ2⟫
2 Im [ζ−1vanZγ1(u)]
=
p
2x
. (3.28)
Now let us consider the degeneracy of L2 zeromodes (3.22) gained or lost when we cross
the locus x = 0. For each pair of zeromodes Ψ1,0 ∈ kerL2( /DY0M1,0) and Ψ2,0 ∈ kerL2( /D
Y0
M2,0),
we have a spin j = 12(|p| − 1) multiplet of states. Hence the total degeneracy is a product of
the dimensions of the L2 kernels of the constituent strongly centered Dirac operators, times
a factor of |p| = |⟪γ1, γ2⟫| from the relative moduli space. This agrees with the primitive
wall-crossing formula for the indices of vanilla BPS states, Ω(γ, u). Furthermore the SO(3)
isometry of monopole moduli space is the collective coordinate manifestation of the field
theory su(2) that is used in defining the protected spin characters [20, 45]. Hence the Dirac
operator analysis in the two-galaxy region reproduces the primitive wall-crossing formula of
[14, 16] for the protected spin characters:
∆Ω(γ1 + γ2, u; y) = Ω(γ1, u; y) Ω(γ2, u; y)χ|⟪γ1,γ2⟫|(y) , (3.29)
where χn(y) is the character of the SU(2) representation of dimension n as a polynomial in
y.
There are a number of ways to interpret this result, depending on one’s viewpoint. If we
take the wall-crossing formulae for BPS states and the identification (3.3) between Seiberg–
Witten and semiclassical data for granted, then this result demonstrates that our model
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asymptotic Dirac operator is a Fredholm deformation of the exact one, provided the con-
stituent charges are primitive. Alternatively, if one could prove the Fredholm property, then
by combining that proof with the identification (3.3), our analysis here yields a semiclassical
derivation of primitive wall crossing for BPS states. Finally, one could combine the Fredholm
proof with the wall-crossing formula to verify the identification (3.3).9
The fact that we do not recover the full wall-crossing formula in non-primitive cases
is also interesting. In these cases our model Dirac operator is apparently not a Fredholm
deformation of the exact Dirac operator. This supports the idea that the physical picture
of fractionalization of non-primitive constituent charges is related to considering different
n-galaxy asymptotic subregions of monopole moduli space, and that the additional Dirac
zeromodes contributing to wall crossing in these cases are only made visible by considering
such limits.
3.4 Non-BPS boundstates
Near the walls of marginal stability we can study how the spectrum of /˘D
Y0
rel degenerates.
Specifically, in Appendix E we review the solution for the spectrum,
/˘D
Y0
relΨ
(p)
rel,λ = −iλΨ(p)rel,λ , (3.30)
taking /˘Drel to be our toy-model Taub-NUT Dirac operator. See also [31]. We expect the
resulting features described below to be qualitatively correct when (γm,1, γm,2) < 0. They are
quantitatively correct in the special examples where the exact strongly centered moduli space
is Taub-NUT.
The asymptotic behavior of solutions to (3.30) is dictated by Ψ
(p)
rel,λ ∼ e−κλr where
κλ =
√
x2 − µλ2 . (3.31)
Note that the Dirac operator represents a supercharge operator, so its eigenvalues have units
of energy1/2. The square of the eigenvalue is twice the energy above the BPS bound of the
corresponding state,
λ2 = 2∆E , (3.32)
where the factor of two originates from the normalization of the collective coordinate super-
charge in terms of the Dirac operator.10
9Note that a first-principles derivation of (3.3) from quantum field theory would require the computation
of instanton corrections to the collective coordinate metric for monopole moduli space!
10As we mentioned below (2.12), in this paper we have set a factor of 4pi/g20 equal to one. Here g0 is the
classical Yang–Mills coupling and this factor should appear as an overall factor relating the physical metric
on moduli space to the one we have been using. In particular, when it multiplies the constituent masses in
the GM/LWY metric it gives them their proper physical value. There are similar factors in the normalization
of the collective coordinate Hamiltonian and supercharges. Specifically, the supercharge corresponding to the
Dirac operator, that squares to the collective coordinate Hamiltonian, is Q = g0
2
√
2pi
i /D
Y
. (See [45].) Hence, in
our conventions, (i /D
Y
)2 = 2Q2 = 2Hc.c..
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The spectrum of eigenspinors is divided into two parts by a critical value λgap = |x|/√µ.
There is a continuous spectrum of plane-wave normalizable states for |λ| > λgap, while for
|λ| < λgap there is an infinite discrete spectrum, with the BPS states at λ = 0 and accumula-
tion points at λ→ ±λgap. The exact discrete spectrum depends on the parameters µ, `TN, p, x
given in (2.24), (3.18), (3.24), and (3.27), and is given by
λ2p,n =
2
µ`2TN
[
n
√
n2 + p`TNx+ `2TNx
2 − n2 − p2`TNx
]
. (3.33)
BPS states correspond to n = |p|/2 with p 6= 0, and the allowed values of n increase from this
in integer steps. If p = 0 there are no BPS states and n ∈ N. Meanwhile the allowed values
of the angular momentum quantum number run from j = 12(|p| − 1) in the BPS case up to
j = n − 12 in integer steps. More details on the eigenspinors themselves and the degeneracy
of each eigenvalue are given in the appendix. When p is nonzero we can make use of (3.28)
to trade x for Denef’s boundstate radius, rD, and express the result as follows:
λ2p,n =
2
µ`2TN
(
n
√
n2 − p24 + p
2
4 H
2(rD)− (n2 − p24 + p
2
4 H(rD))
)
, (3.34)
where H(rD) = 1 +
`TN
rD
.
The expression (3.34) is, however, a bit misleading. We were able to determine the rela-
tion between the parameter x and quantum-exact Seiberg–Witten data, viz. (3.27), using the
map (3.3). In turn, that map was conjectured in [45] by comparing results from semiclassical
analysis and Seiberg–Witten theory in the weak-coupling regime where they should agree.
See especially the discussion in section 4.5 there. These arguments utilized the fact that the
kernel of the supercharge operator, represented by the Dirac operator, determines the BPS
states, whose existence is unaffected by higher order D-terms in the SQM for the collective
coordinates. However the normalization of the supercharge operator certainly will be affected
by such terms. This does not affect the kernel but does modify the nonzero spectrum. There-
fore we have no right to use (3.34), as an expression for the energy of non-BPS boundstates,
beyond leading order in the semiclassical approximation.
The semiclassical nature of (3.34) is indeed quite evident if we consider the overall pref-
actor involving the reduced mass µ. The expression for µ, (2.24), involves only the magnetic
contribution to the masses of the constituents. This is the dominant contribution in the semi-
classical limit. Since the central charge vectors of the constituents are both near the positive
imaginary axis in the semiclassical limit, a convenient expansion parameter is provided by
the angle θγ1γ2 between them. This angle satisfies Im [Zγ1(u)Zγ2(u)] = |Zγ1 ||Zγ2 | sin θγ1γ2 .
Hence from (3.28),
rD =
p
2
√|Zγ1 |2 + |Zγ2 |2 + 2|Zγ1 ||Zγ2 | cos θγ1γ2
|Zγ1 ||Zγ2 | sin θγ1γ2
=
p(|Zγ1 |+ |Zγ2 |)
2|Zγ1 ||Zγ2 |θγ1γ2
(
1 +O(θ2γ1γ2)
)
. (3.35)
However the magnitudes of the individual central charges are dominated by the magnetic term,
up to corrections ∼ θ2γ1γ2 . Therefore setting |Zγ1,2 | → mgal1,2, we recognize the prefactor in
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terms of the reduced mass to leading order:
rD =
p
2µθγ1γ2
(
1 +O(θ2γ1γ2)
)
or x = µθγ1γ2
(
1 +O(θ2γ1γ2)
)
. (3.36)
We also note that the binding energy of BPS states in this limit becomes11
Ebinding := |Zγ1 + Zγ2 | − |Zγ1 | − |Zγ2 | = −
|Zγ1 ||Zγ2 |θ2γ1γ2
2(|Zγ1 |+ |Zγ2 |)
(
1 +O(θ2γ1γ2)
)
= − p
2
8r2Dµ
(
1 +O(θ2γ1γ2)
)
. (3.37)
Using these results, the discrete energy spectrum above the BPS bound is given by
∆Ep,n =
1
2
λ2p,n =
1
µ`2TN
[
n
√
n2 + p`TNµθγ1γ2 + `
2
TNµ
2θ2γ1γ2 − n2 − p2`TNµθγ1γ2 +O(θ3γ1γ2)
]
= − Ebinding
(
1− p
2
4n2
+O(θγ1γ2)
)
.
(3.38)
Now we clearly see how the discrete spectrum accumulates at the threshold for the continuum
as n→∞, and that the gap is consistent with the binding energy of the BPS states. Note if
p = 0 then the O(θγ1γ2) terms determine the form of the non-BPS spectrum. This case was
analyzed in [52] from the perspective of the Seiberg–Witten low-energy effective theory. Our
results are compatible with this analysis.
As we approach the marginal stability wall at x = 0 (or equivalently θγ1γ2 = 0), the
gap shrinks and the entire discrete spectrum is squeezed down. Our analysis in Appendix E
shows, however, that the non-BPS boundstates exist on both sides of the wall. This strongly
suggests, especially in those cases where Taub-NUT is the exact strongly centered moduli
space, that the lowest-energy non-BPS states are completely stable on the side of the wall
where the BPS states do not exist.
We expect generic non-BPS boundstates to be unstable when one includes interactions
with the massless abelian vectormultiplets on the Coulomb branch. These interactions should
lead to effective interactions in the collective coordinate Hamiltonian, and one could in prin-
ciple use those to estimate the lifetime of these boundstates. We expect them to become
long-lived near a wall of marginal stability. It would be interesting to investigate these points
further.
4 Framed BPS States and Haloes
We can now apply this analysis with some simple modifications to the study the wall-crossing
behavior of framed BPS states. This follows the line of thought presented in [8, 44, 45, 60].
11This quantity is finite when p = 0 since rD = 0 in that case as well. The coefficient can alternatively be
expressed as Ebinding = −(µθ2γ1γ2/2)(1 +O(θ2γ1γ2)).
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In these papers, the authors showed that the story for vanilla BPS states is modified by
replacing the moduli space of smooth monopoles with the moduli space of singular monopoles
for the case of magnetically charged defects and by coupling to a vector bundle with a natural
hyperholomorphic connection for the case of electrically charged defects. In this paper we
will restrict ourselves to the case of purely magnetic (i.e. ’t Hooft) defects.
4.1 ’t Hooft defects and the moduli space of singular monopoles
Singular monopole moduli spaceM({Pn}, γm,X ) describes the moduli space of smooth mono-
ples in the presence of a collection of singular monopoles with charges {Pn} ∈ Λ∨G inserted
at locations {~xn} ∈ R3. This is a hyperka¨hler manifold, possibly with singularities on co-
dimension four and higher loci. Here Λ∨G := {H ∈ t | exp(2piH) = 1G} ∼= Hom(U(1), T ). The
data {(Pn, ~xn)} specifies the ‘t Hooft defects which impose the (singular) boundary conditions
on the gauge and Higgs field,
F → 1
2
PndΩn +O(r
−3/2
n ) , Φ→ −
Pn
2rn
+O(r−1/2n ) , as rn = |~x− ~xn| → 0 , (4.1)
and the data {γm,X} fixes the asymptotic boundary conditions as in the case of smooth
monopoles.
There is a torus action of hyperholomorphic isometries associated with asymptotically
nontrivial gauge transformations and generated by the image of the G-map
G : t→ isomH(M) . (4.2)
’t Hooft defects break the translational isometries. Correspondingly the metric on M does
not factorize into center of mass and strongly centered pieces. In the case of a single defect,
M has an SO(3) isometry corresponding to spatial rotations about the defect.
4.2 The asymptotic metric on the moduli space of singular monopoles
In order to describe framed BPS states in the presence of ’t Hooft defects, we’ll need a
geometric description of the asymptotic region of singular monopole moduli space. In [42],
the authors gave a method for obtaining singular PSU(N) monopoles as a limit of smooth
SU(N+1)-monopoles. This was motivated by using the string theory interpretation of smooth
SU(N) monopoles as D1-strings stretched between N D3-branes [15] and singular monopoles
as semi-infinite D1-strings [28]. The semi-infinite strings are obtained by starting with a set
of N + 1 D3-branes and sending the rightmost brane to infinity. See Figure 1.
In field theory, this construction is described by viewing the ’t Hooft defects of the
PSU(N) theory initially as smooth monopoles in the SU(N + 1) theory. Let us begin with a
configuration of Ndef smooth monopoles of magnetic charge Pˆn = HN, the N
th simple co-root,
where n = 1, ..., Ndef . We also allow for some number of additional smooth monopoles that do
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Figure 1. This figure demonstrates the brane construction of line defects in PSU(2) gauge theory
from SU(3) gauge theory. (a) shows the fundamental monopoles in the SU(3) theory. By taking the
rightmost brane to infinity, we arrive at (b) with line defects in the PSU(2) theory.
not have magnetic charges with components along HN. We denote the charges of the latter by
HI (ˆi), for iˆ = 1, . . . , N , with I (ˆi) < N, ∀iˆ. Then we make a projection Π : su(N+ 1)→ su(N)
on the Lie algebra-valued field configurations followed by a limit on the Higgs vev, XN →∞,
where
X =
N∑
I=1
XIhI , XI = 〈αI ,X〉 . (4.3)
We recall that the {hI} are the fundamental magnetic weights satisfying 〈αI , hJ〉 = δIJ .
This procedure removes certain degrees of freedom by making them infinitely heavy and
simultaneously converts the Ndef smooth monopoles into singular ones with defect charges
Pn = Π(Pˆn), where Π is a projector.
The projection is described in detail in [42]. On the Cartan subalgebra is acts as follows:
Π(H) = H − (h
N, H)
(hN, hN)
hN , ∀H ∈ t . (4.4)
This gives Π(HI) = HI for I = 1, . . . ,N− 1, and Π(HN) = −hN−1 for the simple co-roots of
the su(N + 1) theory. In particular the charges of the ’t Hooft defects in the configuration
we are considering are Pn = −hN−1. The fact that these charges are given by a fundamental
magnetic weight show that the global form of the gauge group in the reduced theory must
be taken as the adjoint group, PSU(N) = SU(N)/ZN. Note that the Killing pairing between
the magnetic charges of the defects and those of the smooth monopoles is unaffected by the
projection:
(Pn, HI (ˆi)) = (Π(HN),Π(HI (ˆi))) = (HN, HI (ˆi))−
N + 1
N
(hN, HI (ˆi))
= (HN, HI (ˆi)) .
(4.5)
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Since this procedure of producing singular monopoles by taking the limit of smooth
monopoles is semiclassically well defined, we can construct the asymptotic metric on singular
monopole moduli space by taking the same limit of the GM/LWY metric for smooth SU(N+1)
monopoles.
Now we determine the form of this metric. We start with the GM/LWY metric for
N +Ndef fundamental su(N + 1) monopoles with charges HI (ˆi), iˆ = 1, . . . , N , and Pˆn = HN,
n = 1, . . . , Ndef , respectively. First we restrict to the subregion of fixed location and phase
for the Ndef fundamental monopoles with charges HN. Then we take the limit as XN →∞:
ds2M = limXN→∞
[
ds2M
∣∣∣
(~xn,ξn)=(~xndef ,ξ
def
n ) fixed
]
, (4.6)
where the defects are located at {~xndef}Ndefn=1 .
It is important to check that this procedure leads to a well defined metric. In order
to accomplish this we need to examine the behavior of Mi¯j¯ and (M
−1)i¯j¯ where now i¯, j¯ =
1, ..., N +Ndef . For Mi¯j¯ we only need to consider the case where both indices correspond to
smooth monopoles i¯j¯ → iˆjˆ, since we are restricting to the subspace of fixed ~x,ndef . Then, from
(2.9), we see that Miˆjˆ is clearly well defined in the limit. For (M
−1)i¯j¯ we need to consider each
possibility: (M−1)iˆjˆ , (M−1)iˆn, and (M−1)mn. The corresponding coefficients of the cofactor
matrix diverge as ciˆjˆ ∼ O(XNdefN ) and ciˆn, cmn ∼ O(XNdef−1N ), while the determinant diverges
as detM ∼ O(XNdefN ). Hence only (M−1)iˆjˆ survives the limit and is given by
lim
XN→∞
[
(M−1)iˆjˆ
∣∣∣
~xn=~xndef
]
=
(
lim
XN→∞
[
Miˆjˆ
∣∣∣
~xn=~xndef
])−1
. (4.7)
The resulting metric on M takes the form
ds2M = M iˆjˆd~x
iˆ · d~x jˆ + (M−1)iˆjˆΘiˆΘjˆ , (4.8)
where
Θiˆ := dξiˆ +
∑
{ˆi,jˆ|jˆ 6=iˆ}
Diˆjˆ
2
(±1− cos(θiˆjˆ))dφiˆjˆ +
Ndef∑
n=1
(Pn, HI (ˆi))
2
(±1− cos(θiˆn))dφiˆn , (4.9)
and
M iˆjˆ :=
miˆ −
∑
kˆ 6=iˆ
Diˆkˆ
riˆkˆ
−∑Ndefn=1 (Pn,HI (ˆi))riˆn , iˆ = jˆ
Diˆjˆ
riˆjˆ
, i 6= j
. (4.10)
It is easy to check that this metric, which is of the general Pedersen-Poon form [48], satisfies
the necessary and sufficient equations for hyperka¨hlerity. (See Appendix A.1 and especially
(A.24) for the form of those equations.) The triplet of Ka¨hler forms is
ωα = Θiˆ ∧ dxαiˆ −
1
2
M iˆjˆ
α
βγdx
βiˆ ∧ dxγjˆ , α, β, γ = 1, 2, 3 . (4.11)
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Although we have derived this metric for a special set of defects in a PSU(N) theory as
motivated by a brane construction, the result clearly makes sense for a generic set of defects
in a theory with any simple G. We therefore conjecture that (4.8) with (4.9) and (4.10) is the
analog of the GM/LWY asymptotic metric for the moduli space of singular monopoles. This
should be confirmed by carrying out the analysis of point dyons interacting with the fixed
defects, following [27, 38].
Furthermore, inspired by the results of Bielawski [4, 5] and Murray [46], following the
conjecture of Lee, Weinberg, and Yi in [38], we conjecture that this metric is exponentially
close to the exact metric with corrections of order e−miˆriˆjˆ for those iˆ, jˆ such that I (ˆi) = I(jˆ).
In particular, if we have no more than one smooth monopole of each type, we conjecture that
this asymptotic metric is the exact metric on the moduli space of singular monopoles.
Note that the PSU(N) defects we obtained from the limiting procedure have charges Pn =
−hN−1, which are in the closure of the antifundamental Weyl chamber. This is important
since only in this case will the dimension of M, as computed from the exact formula [43], be
equal to 4N , the dimension of the space on which (4.8) is defined. Therefore when claiming
that (4.8) provides an asymptotic metric on M, it should be understood that all ’t Hooft
charges are to be taken in the closure of the antifundemantal Weyl chamber.12 If one considers
’t Hooft charges that are not restricted in this way, then (4.8) will only describe the asymptotic
metric on a subspace of M, where some smooth monopole positions have been fixed and are
coincident with those defect positions. This issue is explored from the D-brane perspective
in [42].
Additionally, in order to get a 1:1 map between our model space and the asymptotic
region of M, we expect that one should quotient the model space by exchange symmetries
analogous to (2.14), but where the nIm are replaced by the numbers of smooth monopoles of
type I. It is easy to see that exchanging the coordinates of smooth monopoles of the same
type is a hyperka¨hler isometry of (4.8).
Asymptotic metrics on the moduli space of singular monopoles are not entirely new.
Specific examples of such metrics have been discussed previously in, e.g. [10, 11, 29]. Also,
an asymptotic metric on the moduli space of U(n) instantons over Taub-NUT space was
described in [9] and recovered from a three-dimensional gauge theory computation in [12].
Certain U(1)-invariant instantons over Taub-NUT, which correspond to a special class of
Cheshire bows [6] in the bow formalism of [9], are equivalent to singular monopoles via the
work of Kronheimer [36].
12This is not a physical restriction on the set of ’t Hooft defects we consider, since ’t Hooft defects only
depend on the Weyl orbit of the ’t Hooft charge.
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4.3 The two-galaxy region
Due to (4.7), the analysis used to write down the two-galaxy limit of the smooth monopole
moduli space can be implemented, with minor substitutions, in the singular case as well.
Some details are presented in Appendix D. We separate the smooth constituents into two
groups and take the limit where the distance between the two groups, R, is much larger than
any other distance scale. In particular, one of the two groups will remain relatively close to
the full set of ’t Hooft defects.
Hence the physical picture of this limit is very similar to before, but with a slightly
different interpretation. In the case of framed BPS states – that is, BPS states bound to a
collection of line defects – there is a generic core-halo structure. This means that there is a core
of “vanilla” BPS states which is centered around the collection of defects and additionally
a halo of vanilla BPS particles. In the limit we are considering, the halo is composed of
a single galaxy of fundamental constituents, and the moduli space splits asymptotically as
M→Mc×Mh,0×R4rel. The first factor is the moduli space of singular monopoles associated
with the core galaxy which contains all of the defects. The second factor is the strongly
centered moduli space associated with the halo galaxy. The final factor describes the relative
positions of the two galaxies as before. Associated with this decomposition, the symmetry
group exchanging identical smooth monopoles reduces to S → Sh × Sc, so that we only
exchange identical smooth monopoles within each galaxy.
We now summarize this limit at the level of the metric (4.8). We will take our origin of
coordinates to be within the core region, for example at the location of one of the defects.
Let Ncore and Nhalo be the number of smooth monopoles in the core and halo respectively
with Ncore + Nhalo = N . We use indices aˆ, bˆ = 1, . . . , Ncore, to label the core constituents
and pˆ, qˆ = Ncore + 1, . . . , N , to label the halo constituents. The corresponding coordinates
are {~x aˆ, ξaˆ} and {~x pˆ, ξpˆ}. In the halo galaxy we change coordinates to center of mass and
relative variables:
~R =
∑
pˆmpˆ~x
pˆ
mhalo
, ~y p = ~x p − ~x p+1 , (4.12)
where mhalo =
∑
pˆmpˆ is the mass of the halo galaxy and p, q = Ncore + 1, . . . , N − 1. There is
an analogous map for the halo phases, {ξpˆ} 7→ {ψp,ψ}. See Appendix D for further details.
We then combine the core constituent coordinates and the halo relative coordinates into a
single set,
~y i = (~x aˆ, ~y p) , ψi = (ξaˆ, ψp) , (4.13)
where now i, j = 1, . . . , N − 1.
We also introduce the total magnetic charges for the core and halo,
γc,m =
Ncore∑
aˆ=1
HI(aˆ) +
Ndef∑
n=1
Pn , γh,m =
N∑
pˆ=Ncore+1
HI(pˆ) , (4.14)
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and note that mhalo = (γh,m,X ).
Then the metric (4.8) on M can be written as ds2 = dsˆ2 +O(1/R2) with
dsˆ2 :=
(
d~y, d ~R
)( C˜+ 1RδC 1RL
1
RL
T
mhaloH(R)
)(
·d~y
·d~R
)
+
+
(
Θ0,Θψ
)( C˜+ 1RδC 1RL
1
RL
T
mhaloH(R)
)−1(
Θ0
Θψ
)
. (4.15)
Here H(R) = 1− (γh,m,γc,m)MhaloR and(
Θ0
Θψ
)
=
(
Θ˜0
dψ
)
+
(
δC L
L
T −(γh,m, γc,m)
)
⊗ ~w(~R) ·
(
d~y
d~R
)
, (4.16)
where Θ˜0 = (Θ˜aˆ, Θ˜p)
T with
Θ˜aˆ = dξaˆ +
∑
{aˆ,bˆ|bˆ 6=aˆ}
Daˆbˆ
2
(±1− cos(θaˆbˆ))dφaˆbˆ +
Ndef∑
n=1
(Pn, HI(aˆ))
2
(±1− cos(θaˆn))dφaˆn ,
Θ˜p = dψp + ( ~Whalo)pq · d~y q .
(4.17)
In the last line, ( ~Whalo)pq is defined like ( ~W2)pq in the smooth case, (A.18), with the halo
galaxy playing the role of galaxy two. Additionally C˜ is the direct sum metric onMc×Mh,0,
where the first factor corresponds to the singular monopole metric that would be associated
with the core galaxy in isolation, and the second factor corresponds to the (smooth) strongly
centered monopole metric that would be associated with the halo galaxy in isolation. Finally,
L and δC are constant vector and matrix. In particular, L = (Laˆ, Lp)
T with
Laˆ = −(HI(aˆ), γh,m) , Lp = 〈βp, γc,m〉 . (4.18)
4.4 Framed BPS states for pure ’t Hooft defects
According to [45], framed BPS states are identified with sections of the L2 kernel of the
twisted Dirac operator,
/D
Y
= /D − i/G(Y) , (4.19)
on the moduli space of singular monopoles.13 The semiclassical data X ,Y ∈ t defining the
metric and Dirac operator is related to the physical data of the N = 2 theory by picking
13Framed BPS states are boundstates of the field theory Hamiltonian rather than asymptotic one-particle
states. Correspondingly, the moduli space of singular monopoles does not have a center of mass factor that
decouples, and framed BPS states are represented by L2 zeromodes of the Dirac operator on the full moduli
space. Likewise, there is no decomposition of the Higgs data Y into center of mass and strongly centered
pieces.
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a point u ∈ B on the Coulomb branch and a phase ζ ∈ U(1) for the line defects and then
defining the Higgs vevs X and Y as
X = Im [ζ−1a(u)] , Y = Im [ζ−1aD(u)] . (4.20)
As before, the choice of X specifies a splitting of the charge lattice Γ→ B by requiring that
X be in the fundamental Weyl chamber of t. Again, with respect to this splitting, a generic
element γ ∈ Γ decomposes as γ = γm ⊕ γe.
The electric charge is given by the eigenvalue of the semiclassical electric charge operator,
γˆe := i
r∑
I=1
αI£G(hI) . (4.21)
This operator commutes with the Dirac operator (4.19) and hence the kernel can be graded
by the eigenvalues γe. In the asymptotic region of singular monopole moduli space we have
the analogous identifications to (2.33) which results in
γˆe = i
N∑
iˆ=1
H∗
I (ˆi)
£∂ξ
iˆ
. (4.22)
Under the asymptotic two-galaxy decomposition M→Mc ×Mh,0 × R4rel, this operator can
be written as
γˆe = γˆec + γˆ
e
h , (4.23)
where
γˆec = i
Ncore∑
aˆ=1
H∗I(aˆ)£∂ξaˆ , γˆ
e
h = iγ
∗
h,m£∂ψ + i
N−1∑
p=Ncore+1
βp£∂ψp . (4.24)
The electric charge of the core and halo, γec and γ
e
h, are given by the eigenvalues of γˆ
e
c and γˆ
e
h
respectively.
Our goal is now to describe the explicit form of (4.19) in the two-galaxy region of singular
monopole moduli space. As before we introduce the indices µ, ν = 1, ...4 for the coordinates
yµi = {~y i, ψi} and Rµ = {~R,ψ} and the corresponding gamma matrices (3.6). Since the
metric (4.15) is identical in form to (2.23), the result for large R expansion of (4.19) takes
the form
/D
Y
= Λ
(
/D
Y
c−h + /D
Y
rel +O(1/R
2)
)
Λ−1 . (4.25)
This asymptotic Dirac operator commutes with the Lie derivatives {£∂ψi ,£∂ψ}. Let us denote
the eigenvalues of these Lie derivatives by {νi,ν} as before. Then /DYc−h and /DYrel restricted
to a given {νi,ν} eigenspace are
/D
Y
c−h
∣∣∣
{νi,ν}
= /˘D
Y
c−h ⊗ 14 :=
(
/D
Y
Mc×Mh,0 + (
/˘D
Y
c−h)
(1)
)
⊗ 14 ,
/D
Y
rel
∣∣∣
{νi,ν}
= γ¯c−h ⊗ /˘D
Y
rel , (4.26)
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where we’ve taken a basis of gamma matrices adapted to the asymptotic splitting S(M) →
S(Mc ×Mh,0) × S(R4rel) of the spin bundle, with γ¯c−h the chirality operator on the first
factor.
Here, /D
Y
Mc×Mh,0 is the Dirac operator on the product manifold, constructed using the
Dirac operators on Mc and Mh,0 in isolation. ( /˘D
Y
c−h)(1) is the first order correction to this
in the large R expansion, which will have a form analogous to (C.27). Finally, /D
Y
rel, takes the
same form as before,
/˘D
Y
rel :=
1√
mhalo
(
1 +
(γc,m, γh,m)
2mhaloR
){
γαδ αα [∂Rα − ipwα]− iγ4
(
x− p
2R
)}
, (4.27)
but with (γ1,m, γ2,m)→ (γc,m, γh,m), µ→ mhalo, and the parameters x, p now given by
x := (γh,m,Y)−mhaloν = (γh,m,Y) + 〈γeh,X〉 ,
p := − [(γc,m, γh,m)ν− Liνi] = ⟪γc, γh⟫ . (4.28)
The wavefunction in the asymptotic region of moduli space for a framed BPS state of
definite electric charge can be written
Ψ
(γe)
= Λeiν
iψi+iνψΨνi,ν(~y
i, ~R) , (4.29)
with
γe = γec + γ
e
h , where
{
γec = −
∑Ncore
aˆ=1 ν
aˆH∗I(aˆ) ,
γeh = −
∑N−1
p=Ncore+1
νpβp − γ∗h,mν .
(4.30)
Plugging this ansatz into /D
Y
Ψ = 0, we again find normalizable solutions of the form
Ψνi,ν =
(
Ψ
(0)
c−h,νi(~y
i) +
1
R
Ψ
(1)
c−h,νi(~y
i, θ,φ) +O(1/R2)
)
⊗Ψ(p)rel (~R) ,
Ψ
(p)
rel = R
je−sgn(p)xRΨ(p)j,m(θ,φ) .
(4.31)
In the first factor,
Ψ
(0)
c−h,νi(~y
i) = Ψ
(νaˆ)
c (~y
aˆ)⊗Ψ(νp)h,0 (~y p) , (4.32)
where Ψ
(νaˆ)
c is an L
2 zero mode of /D
Y
Mc and Ψ
(νp)
h,0 is an L
2 zero mode of /D
Y
Mh,0 , where these
operators are restricted to the corresponding ν-eigenspaces. These wavefunctions must be
invariant under the exchange symmetry Sc × Sh.
Then Ψ
(1)
c−h,νi can be determined uniquely in terms of Ψ
(0)
in the same way as described
under (3.21). Finally, Ψ
(p)
rel is a zero mode of /˘D
Y
rel just as before, where the angular momentum
quantum number j is constrained to j = 12(|p| − 1).
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The same comments apply about the imposition of boundary conditions in the interior of
the moduli space. In arriving at the wavefunctions on R4rel given in (4.31) we assumed that
`TN = −(γc,m, γh,m)
mhalo
, (4.33)
which appears in the harmonic function via H = 1 + `TN/R, is positive, and we imposed a
regularity condition on the wavefunction at R = 0. The model operator that we work with
is therefore well-defined: It is given by taking (4.25), dropping the O(1/R2) corrections, and
replacing /˘D
Y
rel by the Taub-NUT Dirac operator studied in Appendix E. It is then a valid
question to ask whether or not this operator is a Fredholm deformation of the exact operator,
(4.19). As we will see momentarily, it apparently is when the core and halo electromagnetic
charges are primitive, but not otherwise. If, however, `TN < 0, then we would need to specify
boundary conditions at R = −`TN before we can even begin to address these points. We
leave this for future investigation.
The location of the walls of marginal stability and the change in the framed BPS spectrum
are controlled by x and p respectively. From the form of Ψrel we see that wavefunctions fail
to be normalizable when x→ 0. Hence the walls are at
(γh,m,Y) + 〈γeh,X〉 = 0 , (4.34)
which agrees precisely with the computation from [45]. Note that in the case of PSU(N) ’t
Hooft defects arising from su(N + 1) monopoles in the XN → ∞ limit, this formula follows
from the vanilla case, taking into account the restriction 〈γe, hN〉 = 0 on the total electric
charge.
The leading large R behavior of the solutions we have found is
Ψνi,ν → Rj−1/2e− sgn(p)xR Ψ(ν
aˆ)
c (~y
aˆ)⊗Ψ(νp)0,h (~y p)⊗Ψj,m(θ,φ) , (4.35)
and hence the number of states lost as we cross the wall is the product of the degeneracies
associated with each factor. If there is only a single defect present in the core, then the full
moduli space has an SO(3) isometry, originating from rotations about the defect, and we can
discuss index characters rather than simple degeneracies. This leads to
∆Ω(γc + γh, u; y) = Ω(γc, u; y) Ω(γh, u; y)χ|⟪γc,γh⟫|(y) , (4.36)
thus reproducing the primitive wall-crossing formula from [20].
The discussion of non-BPS boundstates in subsection 3.4 is equally relevant here, since
/˘D
Y
rel is of exactly the same form. Hence the same conclusions concerning the existence of
stable non-BPS boundstates apply.
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5 Future Work
We mention two directions for future work:
• In this paper we restricted consideration to pure vector-multiplet theories in the pres-
ence of pure ’t Hooft defects. Including matter representations and general Wilson–’t
Hooft defects is accomplished by coupling the Dirac operator to a hyperholomorphic
connection on a certain vector bundle over (singular) monopole moduli space [8, 23, 60].
Work on extending the analysis of this paper to these cases is underway.
• We have shown that the two-galaxy region of monopole moduli space is associated with
primitive wall-crossing phenomena. It seems physically reasonable that the corrections
to the primitive wall-crossing formula, due to the fractionalization of non-primitive
constituent charges, are associated with other asymptotic regions of moduli space. There
is clearly much to be understood, and it would be fascinating to gain a complete picture
of wall-crossing in the semiclassical regime by utilizing the new analytic results on the
compactification of monopole moduli space as a manifold with corners [18, 35]. For
example, why is it that the jump in the kernel should only receive contributions from
those corners of the moduli space associated with sub-partitions of a two-partition,
corresponding to each of the two constituent electromagnetic charges being multiples of
primitive charges?
Acknowledgements
We thank Sergey Cherkis, Michael Singer, and Edward Witten for enlightening discussions.
GM and TBD are supported by the U.S. Department of Energy under grant DOE-SC0010008,
and ABR is supported by the Mitchell Family Foundation. ABR thanks the NHETC at
Rutgers University for hospitality during the completion of this work.
A The Two-galaxy Region for Smooth Monopoles
In describing the two-galaxy limit of the asymptotic region of monopole moduli space, we
introduce center of mass and relative coordinates according to (2.18). Note that the differ-
ence of any two ~x aˆ’s can be expressed as a linear combination of ~y a’s only. The inverse
transformations to (2.18) are given explicitly by
~x aˆ = ~X1 + (j1)
aˆ
b~y
b , ~x pˆ = ~X2 + (j2)
pˆ
q~y
q . (A.1)
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where
j1 =

a1 a2 · · · aN1−1
b1 a2 · · · aN1−1
b1 b2 · · · aN1−1
...
...
. . .
...
b1 b2 · · · bN1−1
 , j2 =

aN1 aN1+1 · · · aN−2
bN1 aN1+1 · · · aN−2
bN1 bN1+1 · · · aN−2
...
...
. . .
...
bN1 bN1+1 · · · bN−2
 , (A.2)
with
aa =
ma+1 + · · ·+mN1
mgal1
, ba = −(m1 + · · ·+ma)
mgal1
, (a = 1, . . . , N1 − 1) ,
ap =
mp+2 + · · ·+mN
mgal2
, bp = −(mN1+1 + · · ·+mp+1)
mgal2
, (p = N1, . . . , N − 2) . (A.3)
These fit into square Jacobian matrices that give the map ({~y}, ~X)T 7→ {~x} as follows:
(~xaˆ) = (j1 | 11)
(
~ya
~X1
)
≡ J1
(
~ya
~X1
)
, (~xpˆ) = (j2 | 12)
(
~ys
~X2
)
≡ J2
(
~yp
~X2
)
. (A.4)
Here 11,12 denote a length N1, N2 column vector with all entries equal to 1 respectively.
Similarly the angular coordinates transform as (2.21), or equivalently,(
∂
∂ξaˆ
)
= J1
(
∂
∂ψa
∂
∂χ1
)
,
(
∂
∂ξsˆ
)
= J2
(
∂
∂ψs
∂
∂χ2
)
. (A.5)
And finally we implement the global center of mass and relative coordinates via (2.22).
In the limit that R is much greater than all of the y, the matrix Miˆjˆ has the structure
Miˆjˆ =
(
Maˆbˆ
Daˆqˆ
R +O(
y
R2
)
Dpˆbˆ
R +O(
y
R2
) Mpˆqˆ
)
, (A.6)
where
Maˆbˆ = (M1)aˆbˆ −
1
R
δaˆbˆ(HI(aˆ), γm,2) +O
( y
R2
)
,
Mpˆqˆ = (M2)pˆqˆ − 1
R
δpˆqˆ(γm,1, HI(pˆ)) +O
( y
R2
)
, (A.7)
with
(M1)aˆbˆ =
{
maˆ −
∑
cˆ 6=aˆ
Daˆcˆ
raˆcˆ
, aˆ = bˆ ,
Daˆbˆ
raˆbˆ
, aˆ 6= bˆ , (M2)pˆqˆ =
{
mpˆ −
∑
rˆ 6=pˆ
Dpˆrˆ
rpˆrˆ
, pˆ = qˆ ,
Dpˆqˆ
rpˆqˆ
, pˆ 6= qˆ . (A.8)
The latter are the matrices that would appear in the GM/LWY metrics for galaxies one and
two in isolation. Thus in the two-galaxy limit, the “mass matrix” takes the form
Miˆjˆ =
(
(M1)aˆbˆ 0
0 (M2)pˆqˆ
)
+
1
R
(
−δaˆbˆ(HI(aˆ), γm,2) Daˆqˆ
Dbˆpˆ −δpˆqˆ(γm,1, HI(pˆ))
)
+O
( y
R2
)
, (A.9)
– 33 –
which we will write as
M =
(
M1 0
0 M2
)
− 1
R
(
D11 −D12
−D21 D22
)
+O
( y
R2
)
, (A.10)
where D11 and D22 are diagonal matrices and D21 = (D12)
T .
Then within each galaxy we make the change of variables (A.4). The relevant quantities
to be computed are, at leading order,
JT1 M1J1 =
(
C1 0
0 mgal1
)
, JT2 M2J2 =
(
C2 0
0 mgal2
)
, (A.11)
where C1 = j
T
1M1j1, etc. The O(1/R) terms are
JT1 D11J1 =
(
jT1 D11j1 〈βa, γ2,m〉
〈βb, γ2,m〉 (γ1,m, γ2,m)
)
, JT2 D22J2 =
(
jT2 D22j2 〈βp, γ1,m〉
〈βq, γ1,m〉 (γ1,m, γ2,m)
)
,
JT1 D12J2 =
(
jT1 D12j2 〈βa, γ2,m〉
〈βq, γ1,m〉 (γ1,m, γ2,m)
)
, (A.12)
where
βa := (J
T
1 )
bˆ
a H
∗
I(bˆ)
= aa
a∑
cˆ=1
H∗I(cˆ) + ba
N1∑
cˆ=a+1
H∗I(cˆ) , a = 1, . . . , N1 − 1 , (A.13)
and similarly
βp := (J
T
2 )
qˆ
p H
∗
I(qˆ) = ap
p+1∑
rˆ=N1+1
H∗I(rˆ) + bp
N∑
rˆ=p+2
H∗I(rˆ) , p = N1, . . . , N − 2 , (A.14)
with the a and b coefficients given in (A.3). The key property to note of the βa,p is that they
have zero pairing with X ; for example we have 〈βa,X〉 = −aaba + baaa = 0.
Thus far we have described the transformation of the quadratic form Miˆjˆ from the basis
of differentials d~x iˆ to the basis (d~y a, d ~X1, d~y
p, d ~X2)
T . Next we implement the transformation
( ~X1, ~X2) 7→ ( ~X, ~R) in (2.22). One finds that the quadratic form diagonalizes with respect
to the overall center of mass coordinate, with this piece accounting for the first term on the
right-hand side of (2.6). Then collecting the remaining differentials into the block structure
(d~y, d ~R) = (d~ya, d~yp, d ~R), one obtains the first line of (2.23) with
C˜ :=
(
C1 0
0 C2
)
, δC :=
(
−jT1 D11j1 jT1 D12j2
jT2 D21j1 −jT2 D22j2
)
,
L :=
(
−〈βa, γ2,m〉
〈βp, γ1,m〉
)
, H(R) := 1− (γ1,m, γ2,m)
µR
. (A.15)
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Note that δC and L are coordinate independent.
Now we turn to the connection one-forms on the N -torus, Θiˆ. We change variables in the
fiber coordinates according to (2.21). Denoting J = diag(J1,J2), the quantity we want to
investigate therefore is JT ~WJ, where ~W is the matrix with components ~Wiˆjˆ given in (2.9).
The reason for the JT on the left is that we want Θiˆ to transform like the legs along the
fiber directions, (2.21). The overall factors of JT will then be of the right form to transform
the inverse quadratic form, (M−1)iˆjˆ , to the y-X basis. The reason for the J on the right
of ~W is that we will put a JJ−1 between ~Wiˆjˆ and d~x
jˆ , using the J−1 to map the d~x jˆ to
(d~y b, d ~X1, d~y
q, d ~X2)
T .
However we only need ~Wiˆjˆ through O(1/R), which takes the form
( ~Wiˆjˆ) =
(
( ~W1)aˆbˆ 0
0 ( ~W2)pˆqˆ
)
+
(
−δaˆbˆ(HI(aˆ), γm,2) Daˆqˆ
Dbˆpˆ −δpˆqˆ(γm,1, HI(pˆ))
)
~w(~R) +O
( y
R2
)
,
(A.16)
where ~W1,2 are the corresponding ~W ’s for galaxies one and two in isolation. Wrapping the
JT -J around the first term, we observe that
JT1
~W1J1 =
(
jT1
~W1j1 0
0T 0
)
, (A.17)
and similarly for 1 7→ 2. In the text we denoted the upper-left (N1,2− 1)× (N1,2− 1) corners
of thes expressions by ~W1,2 respectively:
~W1 := jT1 ~W1j1 , ~W2 := jT2 ~W2j2 . (A.18)
For the J-transformation of the O(1/R) terms we can make use of (A.12). We then
make the final transformation, corresponding to (2.22), on the relevant two-by-two block of
JT ~WJ — that is, the block whose rows correspond to χ1, χ2 and whose columns correspond
to ~X1, ~X2. Making use of the definitions (A.15), one eventually finds
Θi(M
−1)ijΘj =
dχ2
(mgal1 +mgal2)
+ (Θ0,Θψ)
(
C˜+ 1RδC
1
RL
1
RL
T µH(R)
)−1(
Θ0
Θψ
)
+O
( y
R2
)
,
(A.19)
with (Θ0,Θψ) defined as in (2.25), (2.26). The first term on the right here is the remaining
contribution to the metric on the center of mass factor in (2.6), while the last term completes
our derivation of (2.23).
A.1 Hyperka¨hlerity of the metric
Here we address the hyperka¨hlerity of the asymptotic metric (2.23) in the two-galaxy region
of the strongly centered moduli space. We collect the position and phase coordinates using
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indices i˜, j˜ = 1, . . . , N − 1 and writing
~y i˜ = (~y a, ~y p, ~R) = (~y, ~R) , ψi˜ = (ψa, ψp,ψ) , (A.20)
the metric has the form
dsˆ20 = Gi˜j˜d~y
i˜ · d~y j˜ + (G−1)i˜j˜
(
dψi˜ +
~Vi˜k˜ · d~y k˜
)(
dψj˜ +
~Vj˜ l˜ · d~y l˜
)
, (A.21)
where the matrices G, ~V are given by
G :=
(
C˜+ 1RδC
1
RL
1
RL
T µH(R)
)
, ~V :=
(
~W + δC⊗ ~w(~R) L⊗ ~w(~R)
LT ⊗ ~w(~R) −(γ1,m, γ2,m)~w(~R)
)
,
(A.22)
where ~W = diag( ~W1, ~W2). Note that G, ~V are of the form
G = G˜+
1
R
A , ~V =
~˜
V +A⊗ ~w(~R) , (A.23)
where G˜ = diag(C˜, µ),
~˜
V = diag( ~W , 0), and A is a constant matrix.
A metric of the form (A.21) is hyperka¨hler iff [48] (letting α, β, γ = 1, 2, 3)
∂
∂yαi˜
Vβj˜k˜ −
∂
∂yβj˜
Vαi˜k˜ = 
γ
αβ
∂
∂yγi˜
Gj˜k˜ &
∂
∂yαi˜
Gj˜k˜ =
∂
∂yαj˜
Gi˜k˜ . (A.24)
These equations are satisfied on the leading order pieces, (G,V) → (G˜, V˜) because this
just gives a direct product metric on M1,0 ×M2,0 × R4rel with the corresponding GM/LWY
hyperka¨hler metrics on the first two factors, (the strongly centered moduli spaces for galaxies
one and two in isolation), and a flat metric on the third. Since A is constant, the only
derivatives that do not annihilate the correction term are those involving derivatives with
respect to the components of ~R. It follows that the equations are indeed satisfied to order
O(1/R2), and hence the metric (2.23) is hyperka¨hler to the relevant order.
B Strong Centering and Deck Transformations for GM/LWY
The universal cover of monopole moduli space splits according to M˜ = R4 × M0 and is
acted on by the discrete group of deck transformations D ∼= Z. Here we show how the
deck transformations and the strongly centered spaceM0 arise in the asymptotic description
of Gibbons–Manton and Lee–Weinberg–Yi. In order to minimize the amount of additional
notation we’ll need, we discuss this for the moduli space associated to galaxy 1 in isolation.
Equivalently, we consider the trivial split in (2.15) where S2 is empty, so that N = N1 and
iˆ, jˆ → aˆ, bˆ etc.
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We will obtain a description of D by first understanding a certain subgroup Dg ⊂ D. We
recall from [44, 45] the description of this subgroup. The G-map furnishes a hyperka¨hler torus
action on M, with the triholomorphic Killing fields G(hI) generating 2pi-periodic isometries.
This induces a homomorphism µ : Zr ∼= Λmw → D ∼= Z, the image of which is the subgroup
Dg. Using the rational map construction it was proven in [45] that Dg ∼= ` · Z, where ` =
gcdI{nImpI}, and furthermore that if φ is the generator of deck transformations and h ∈ Λmw,
we have (2.3) with µ(h) = (γm, h).
In order to understand the Dg action in the GM/LWY context, we first separate con-
stituent monopoles by their type, I = 1, . . . , r. Then, within each type, we choose an ordering
(in general, non-unique) of the coordinates so that the centers of constituents of a given type
I are consecutive. Thus, we will denote such centers as ~x aˆI where aˆI runs from 1 to n
I
m.
Proceeding similarly for the phases we then have
{~x aˆ}Naˆ=1 =
r⋃
I=1
{
~x aˆI | aˆI = 1, . . . , nIm
}
, {ξaˆ}Naˆ=1 =
r⋃
I=1
{
ξaˆI | aˆI = 1, . . . , nIm
}
. (B.1)
Then, within each type, we pass to center of mass and relative coordinates. For the
positions we define
~XI =
1
nIm
nIm∑
aˆI=1
~x aˆI , ~y aI = ~x aI − ~x aI+1 , aI = 1, . . . , nIm − 1 , (B.2)
and for the phases,
χI =
nIm∑
aˆI=1
ξaˆI , ψaI =
aI∑
bI=1
ξbI −
aI
nIm
χI , aI = 1, . . . , n
I
m − 1 . (B.3)
These transformations are dual. Following the pattern of the previous appendix we define JI
so that the linear transformation {ξaˆI} 7→ {ψaI , χI} is given by (JI)T . Then the transforma-
tion {~x aˆI} 7→ {~y aI , ~XI} corresponds to (JI)−1. Furthermore, with regards to the exchange
symmetry (2.14), the original {~x aˆI} transform in the reducible nIm-dimensional representa-
tion of the symmetric group SnIm ,
~XI in the singlet, and {~y aI} in the irreducible (nIm − 1)-
dimensional “standard” representation. For the phases, χI is also a singlet while the {ψaI}
transform in the dual of the standard representation.
The χI provide an explicit parameterization the torus action of hyperholomorphic isome-
tries, (2.1), in the asymptotic region of moduli space. To see this we note that a global gauge
transformation generated by an element in the Cartan proportional to the magnetic weight
hI will simultaneously rotate the phases of all monopoles of type I by the same amount, while
leaving the phases of all other monopoles invariant. This indeed translates χI while leaving
the ψaI fixed. In order to determine the precise relationship between G(h
I) and ∂χI we must
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discuss periodicities. Since ξaˆI ∼ ξaˆI + 2pipI , it follows from (B.3) that
χI ∼ χI + 2pipInIm and ψaI ∼ ψaI + 2pipI . (B.4)
To see the latter, shift ξaI forward and ξaI+1 backward by 2pip
I ; for the former, shift all ξaˆI
forward by 2pipI . In particular, since G(hI) generates 2pi-periodic isometries, we must have
the asymptotic identification
G(hI) −→ pInIm∂χI = pI
nIm∑
k=1
∂ξIk . (B.5)
The last step follows from the fact that the linear transformation {∂ψaI , ∂χI} 7→ {∂ξaˆI } is
given by (JI)−1, the same transformation that sends {~x aˆI} to {~y aI , ~XI}.
In order to make contact with the split, M˜ = R4 ×M0, of the universal cover, we must
transform from the ~XI and χI to overall center of mass coordinates and relative coordinates.
For the center of mass coordinates we take
~X =
1
(γm,X )
r∑
I=1
nIm(HI ,X ) ~XI =
1
(γm,X )
N∑
aˆ=1
maˆ~x
aˆ ,
χ =
r∑
I=1
χI =
N∑
aˆ=1
ξaˆ , (B.6)
which agrees with previous definitions.
There is some freedom in how we define the relative coordinates, which we will denote
by ~Y I and ψI , I = 1, . . . , r − 1. It is convenient to define the phases so that ∂ψI = G(hI0),
where {hI0 | I = 1, . . . , r−1} is an integral basis for kerµ ⊂ Λmw. On the one hand, h0 ∈ kerµ
means (γm, h0) = 0, and therefore, by (2.4), G(h0) will be metric orthogonal to G(X ) and
hence a triholomorphic Killing field on the strongly centered space M0. On the other hand,
h0 ∈ kerµ ⊂ Λmw means that G(h0) generates a periodic isometry of M0, and if {hI0} is an
integral basis for kerµ then the G(hI0) will generate 2pi-periodic isometries.
In Appendix C.3 of [45] we constructed an explicit V ∈ SL(r,Z) that maps the funda-
mental magnetic weights to a basis for kerµ together with an element hg ∈ Λmw such that
µ(hg) = `. Let us denote hg ≡ hr0. Then, following the conventions of [45],
hI0 =
∑
J
(V T )IJh
J , (B.7)
where V T is the transpose of V . We introduce 2pi-periodic phases ψ˜I such that ∂ψ˜I = G(h
I
0).
In particular the generator of Dg acts by sending ψ˜r 7→ ψ˜r+2pi with the other ψ˜I fixed. (The
ψI that we are after will be related to these by another transformation as described below.)
In terms of the ψ˜I we then have
∂
ψ˜I
=
r∑
J=1
(V T )IJ`J∂χJ ⇒ χI = `I
r∑
J=1
V IJ ψ˜J , (B.8)
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where `I ≡ nImpI .
The transformation is given by V = V(1) · · ·V(r−1), where V(I) has the form of the identity
matrix except for a 2 × 2 block along the diagonal, spanning the Ith and (I + 1)th row and
column, where it takes the form `I+1λ1···(I+1) x1···I,I+1
− λ1···Iλ1···(I+1) y1···I,I+1
 , with λ1···I := gcd(`1, · · · , `I) , (B.9)
and where x1···I,I+1, y1···I,I+1 is any pair of integers satisfying Be´zout’s identity:
x1···I,I+1λ1···I + y1···I,I+1`I+1 = λ1···(I+1) . (B.10)
Note that λ1···r = `. Also, if one solution to this equation is denoted {x∗1···I,I+1, y∗1···I,I+1},
then all solutions are of the form {x∗1···I,I+1 + n`I/λ1···(I+1), y∗1···I,I+1 − nλ1···I/λ1···(I+1)} for
n ∈ Z. We will make some use of this shift freedom below.
Using these expressions we can determine how the generator of Dg acts on the original
χI . Let us denote this isometry by φg. Setting ψ˜I
φg7−→ ψ˜I for I < r and ψ˜r φg7−→ ψ˜r + 2pi, we
find
χ1
φg7−→ χ1 + 2pi`1x1···(r−1),r · · ·x12,3x1,2 ,
χ2
φg7−→ χ2 + 2pi`2x1···(r−1),r · · ·x12,3y1,2 , · · ·
χI
φg7−→ χI + 2pi`Ix1···(r−1),r · · ·x1···I,I+1y1···(I−1),I , 1 < I < r , · · ·
χr
φg7−→ χr + 2pi`ry1···(r−1),r . (B.11)
One can check directly from these that χ
φg7−→ χ+2pi`. We will see this emerge from a different
computation shortly. We can also invert V to obtain the ψ˜I in terms of the χ
I . The result is
ψ˜I =
y1···I,I+1
λ1···I
(χ1 + · · ·+ χI)− x1···I,I+1
`I
χI+1 , I = 1, . . . , r − 1 ,
ψ˜r =
1
`
(χ1 + · · ·+ χr) . (B.12)
Now let’s transform from the {ψ˜I}rI=1 to {ψI}r−1I=1 and χ. We set ∂ψ˜I = G(hI0) = ∂ψI for
I = 1, . . . , r− 1, so we just need to express ∂
ψ˜r
in terms of ∂χ and ∂ψI . This was also worked
out in Appendix C.3 of [45]. The result is
∂
ψ˜r
= `∂χ + `
r−1∑
I=1
cI∂ψI , with
cI =
x1···I,I+1
`I+1
· n
I+1
m (HI+1,X )
(γm,X ) −
y1···I,I+1
λ1···I
·
∑I
J=1 n
J
m(HJ ,X )
(γm,X ) . (B.13)
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These formulae imply the relations
ψI = ψ˜I + `cIψ˜r , I = 1, . . . , r − 1 , χ = `ψ˜r . (B.14)
This shows explicitly how φg acts on R ×M0, where the first factor is parameterized by χ.
Recall that this isometry shifts ψ˜r by 2pi while holding ψ˜I fixed. Hence
ψI
φg7−→ ψI + 2pi`cI , χ φg7−→ χ+ 2pi` . (B.15)
Note that the translation along the hyperka¨hler torus ofM0 does not close for generic Higgs
vevs. (B.14) combined with (B.12) gives the transformation of the phases from the {χI}rI=1
to the {ψI}r−1I=1 and χ. As a check, the expression for χ reproduces (B.6).
The transformation of position coordinates from { ~XI}rI=1 to {~Y I}r−1I=1 and ~X should be
chosen to be dual – i.e. the position coordinates should transform as the vector fields of the
phase coordinates. We find
~Y I =
`I+1
λ1···(I+1)
(
λ1···I( ~XI − ~XI+1) +
I−1∑
J=1
x1···J,J+1 · · ·x1···(I−1),Iλ1···J( ~XJ − ~XJ+1)
)
,
(B.16)
while ~X is given as in (B.6). Note in the special case that all `I = 1, we can set all of the x’s
to zero, the y’s to one, and the λ’s to one. Then these transformations reduce to the form we
had in the previous appendix: ~Y I = ~XI − ~XI+1.
Let us summarize what we have learned so far. The asymptotic region of M0 can be
parameterized by position coordinates {~y aI ; ~Y I} and phase coordinates {ψaI ;ψI}, up to iden-
tification by the action of the exchange symmetry S. The Ith factor of S is a permutation
group acting on the ~y aI through the standard irreducible representation and on the ψaI
through the dual representation. The ~Y I and ψI are S-invariant.
The advantages of this coordinate chart on M0 are that it is easy to (1) describe the
action of S and (2) identify those circle isometries associated with the G-map – namely
translations of the ψI . These are the isometries of the asymptotic metric that will extend to
isometries of the exact strongly centered moduli space. However these details are not crucial
in the main text and we chose to work instead with the coordinates {~y a, ψa} on M0 that
are easier to describe because they do not keep track of the decomposition by type. It is
straightforward to determine the linear change of coordinates between the two systems, but
we will not need it here.
Finally, the action of Dg ⊂ D on R×M0 is given in (B.15), and is expressed in terms of
the χI in (B.11). The generator φ of D is a hyperka¨hler isometery of the universal cover that
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must satisfy φ` = φg. Hence it should act on the χ
I via
χ1
φ7−→ χ1 + 2pi`
1
`
x1···(r−1),r · · ·x12,3x1,2 ,
χI
φ7−→ χI + 2pi`
I
`
x1···(r−1),r · · ·x1···I,I+1y1···(I−1),I , 1 < I < r , · · ·
χr
φ7−→ χr + 2pi`
r
`
y1···(r−1),r . (B.17)
Equivalently it acts on the ψI and χ via
ψI
φ7−→ ψI + 2picI , χ φ7−→ χ+ 2pi . (B.18)
Now it is straightforward to see how the identification by φ is implemented in the
GM/LWY asymptotic description of M. Recall that χI is a sum of the nIm phases ξaˆI ∼
ξaˆI + 2pip
I . For each I we pick one phase, say ξaˆI=1, and shift it by an appropriate amount
to account for (B.17). Thus in the GM/LWY description, the periodicity of the constituent
phases is ultimately responsible for enacting the quotient by D.
A few comments are in order.
• First note that, while ` divides `I by definition, `I/` need not be an integer multiple of
pI . Here we can use the shift freedom for the pairs {x, y} to ensure that r − 1 of the
translations in (B.17) are integer multiples of 2pipI . But then for the final translation we
can always assume that the corresponding p = 1. The reason is that we have assumed
all nIm are strictly greater than zero, so it is impossible to have only short roots. In other
words, what matters for the construction of the moduli space is not the Lie algebra per
se, but the effective Lie algebra – that is, the Lie algebra determined from the Dynkin
sub-diagram corresponding to those nodes that have monopoles. Thus, for example, if
we were to consider a case where all monopoles are along the short root in a G2 gauge
theory, the effective Lie algebra would be su(2) and all of the p’s would equal 1, not 3.
• Second, a shift of ξaˆI=1
φ7−→ ξaˆI=1 + 2pinpI not only generates a shift of χI . Additionally
it implements a shift of the relative phases (B.4): ψaI
φ7−→ ψaI +2pinpI(1−aI/nIm). Hence
the ψIa , in addition to the ψI , are translated by the φ action on M0. Unlike the ψI
shift, ` times the ψaI shift will lead to an integer multiple of its period. Hence, while φ
can act nontrivially on all of the phase coordinates ofM0, φg only acts on the ψI . Since
the ∂ψaI do not extend to triholomorphic Killing vectors on the exactM0, the φ action
on the exactM0 is not generated by a triholomorphic Killing field. Nevertheless it is a
hyperka¨hler isometry ofM0. In contrast, the φg action is generated by a triholomorphic
Killing field.
• Finally, we did not have to identify the φ action with a translation of ξaˆI=1. We could
have chosen any of the ξaˆI , and indeed the exchange symmetry S makes all of these
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choices equivalent. We can see this explicitly by noting that two different choices, a
shift of ξaˆI by 2pip
I versus a shift of ξbˆI by 2pip
I , are related by a shift of some of the
ψaI by full periods. This is a trivial isometry on M0.
B.1 Example: su(2) monopoles
In this case there is only one type of monopole. Thus χ = χ1 and there are no ψI . A charge
n = n1m monopole has `
1 = ` = n. The Dg action implies that χ is in fact periodic in this
case: χ ∼ χ+ 2pin. Hence the quotient by D simplifies to
M = R3 × S
1 ×M0
Zn
, (B.19)
where the S1 circle is parameterized by χ.
The asymptotic region of the strongly centered moduli space is parameterized by coor-
dinates {~y a, ψa}n−1a=1 with ψa ∼ ψa + 2pi. We identify by the Sn action, with respect to which
the ~y a transform in the (n− 1)-dimensional standard representation and the ψa transform in
the dual.
The generator φ of D can be taken to be ξaˆ
φ7−→ ξaˆ + 2piδaˆ1. This implies
ψa
φ7−→ ψa + 2pi
(
1− a
n
)
, χ
φ7−→ χ+ 2pi . (B.20)
Any other choice of generator, ξaˆ 7→ ξaˆ + 2piδaˆbˆ, is related by a trivial isometry of M0.
Consider the case n = 2, for example. Then the asymptotic model for M0 is an S2
quotient of Taub-NUT with negative mass parameter and parameterized by {~y, ψ ∼ ψ+ 2pi}.
The S2 quotient identifies points under the reflection {~y, ψ} 7→ {−~y,−ψ}. The S1 in (B.20)
is parameterized by χ ∼ χ + 4pi. The Z2 quotient identifies points on S1 × M0 under
(χ, ψ) ∼ (χ+ 2pi, ψ + pi).
C The Dirac Operator in the Two-galaxy Region
Now we will construct the asymptotic Dirac operator based on the metric (2.23) to order
O(1/R). We will employ the coordinates (yαi˜, ψi˜) as in (A.20), and we will sometimes combine
these together into yµi˜, introducing µ, ν = 1, . . . , 4 with y4˜i ≡ ψi˜. We refer to the components
of the hatted metric on M0 with respect to these coordinates as Gˆµi˜,νj˜ so that
dsˆ20 = Gˆµi˜,νj˜dy
µi˜dyνj˜ . (C.1)
We will use underlined indices to refer to the corresponding tangent space directions.
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C.1 Vielbein
The nonzero components of the vielbein, eˆ
µi˜
µi˜
, are taken to be
eˆ
αi˜
αi˜
= δααeˆ
i˜
i˜
, eˆ
4˜i
αi˜
= (eˆα)
i˜
i˜
, eˆ
4˜i
4˜i
= (eˆ4)
i˜
i˜
, (C.2)
where the matrices are given by
eˆ =
(
C˜1/2 + 12RC˜
−1/2δC 1RC˜
−1/2L
0 µ1/2
(
1− 12µR(γm,1, γm,2)
)) ,
eˆα =
((
C˜−1/2 − 12RC˜−1/2δCC˜−1
)
Wα + wαC˜−1/2δC wαC˜−1/2L
µ−1/2wαLT −µ−1/2(γm,1, γm,2)wα
)
,
eˆ4 =
(
C˜−1/2 − 12RC˜−1/2δCC˜−1 − 1µRC˜−1/2L
0 µ−1/2
(
1 + 12µR(γm,1, γm,2)
)) . (C.3)
Similarly, the components of the inverse vielbein, Eˆµi˜
µi˜
, are given by
Eˆαi˜
αi˜
= δααEˆ
i˜
i˜
, Eˆ4˜i
αi˜
= δ αα (Eˆα)
i˜
i˜
, Eˆ4˜i
4˜i
= (Eˆ4)
i˜
i˜
, (C.4)
with
Eˆ =
 C˜−1/2 − 12RC˜−1δCC˜−1/2 − 1µ1/2RC˜−1L
0 µ−1/2
(
1 + 12µR(γm,1, γm,2)
) ,
Eˆα =
(
−Wα
(
C˜−1/2 − 12RC˜−1δCC˜−1/2
)
− wαδCC˜−1/2 1µ1/2RWαC˜−1L− µ−1/2wαL
−wαLT C˜−1/2 µ−1/2(γm,1, γm,2)wα
)
,
Eˆ4 =
 C˜1/2 + 12RδCC˜−1/2 1µ1/2RL
0 µ1/2
(
1− 12µR(γm,1, γm,2)
) . (C.5)
These satisfy the necessary relations to the order we are working:
Eˆµi˜
µi˜
eˆ
µi˜
νj˜
= δµνδ
i˜
j˜ +O(1/R
2) , δµνδi˜j˜ eˆ
µi˜
µi˜
eˆ
νj˜
νj˜
= Gˆµi˜,νj˜ +O(1/R
2) . (C.6)
C.2 Spin connection
Using the vielbein above, one can compute the spin connection. The discussion is organized
according to how many of the i˜, j˜, k˜ indices take the last value, N − 1, corresponding to
~yN−1 = ~R. By a slight abuse of notation we will refer to this index value as “ i˜ = R ” rather
than i˜ = N−1. The remaining indices running over the N−2 relative positions ~y = (~y a, ~y p)T
are i, j, k = 1, . . . , N − 2. We give the expressions below with all indices referred to the frame
on the tangent space.
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When there are no R indices, there is a leading O(1) piece and O(1/R) corrections to it:
ωµiνj,ρk = ω˜µiνj,ρk + δωµiνj,ρk + · · · , (C.7)
where δω = O(1/R). Explicitly, the nonzero leading-order spin connection is found to be
ω˜αiβj,γk =
1
2
(C˜−1/2) ii (C˜
−1/2) jj (C˜
−1/2) kk
(
δαγδ
β
β ∂βjC˜ik − δβγδ αα ∂αiC˜jk
)
−
− 1
2
δαβδ
γ
γ (C˜
−1/2) kk
[
(∂γkC˜
1/2)C˜−1/2 − C˜−1/2(∂γkC˜1/2)
]
ij
,
ω˜4iβj,γk =
1
2
(C˜−1/2) ii (C˜
−1/2) jj (C˜
−1/2) kk δ
β
β δ
γ
γ (∂βjWγik − ∂γkWβij) ,
ω˜4i4j,γk = − 1
2
(C˜−1/2) kk δ
γ
γ
[
(∂γkC˜
1/2)C˜−1/2 − C˜−1/2(∂γkC˜1/2)
]
ij
ω˜αiβj,4k = − 1
2
(C˜−1/2) ii (C˜
−1/2) jj (C˜
−1/2) kk δ
α
α δ
β
β (∂αiWβkj − ∂βjWαki) ,
ω˜αi4j,4k =
1
2
(C˜−1/2) ii (C˜
−1/2) jj (C˜
−1/2) kk ∂αiC˜jk . (C.8)
This is the spin connection on M1,0 ×M2,0 ×R4rel, with the M0 factors equipped with their
respective GM/LWY metrics. The O(1/R) corrections to the above components are captured
by the simple replacement rule
C˜→ C = C˜+ 1
R
δC , (C.9)
leaving Wα unchanged, (and expanding the result to first order in 1/R). The reason this
captures all O(1/R) corrections to these components of the spin connection is that the con-
tributions from the wα terms in the vielbein cancel.
Note that the components involving the Wαij can be simplified using relations (A.24):
ω˜αi4j,βk = ω˜αiβj,4k = −1
2
(C˜−1/2) ii (C˜
−1/2) jj (C˜
−1/2) kk 
γ
αβ δ
γ
γ ∂γiC˜jk . (C.10)
Furthermore, this relation can be extended to the O(1/R) corrections to these components
using the replacement (C.9). The reason is that (C.9) is simply a shift of C˜ by a constant as
far as the yαi are concerned, and C˜ is always differentiated in the relations (A.24).
Next we consider the components of the spin connection with one R index that have a
non-vanishing O(1/R) piece. With some effort they can all be related to the (C.8) in a rather
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simple way:
ωαiβj,γR = − 1√
µR
(C˜−1/2L)k ω˜αiβj,γk +O(1/R2) ,
ωαiβR,γk = − 1√
µR
(C˜−1/2L)j ω˜αiβj,γk − 1√
µR
(C˜−1/2) kk δαβδ
γ
γ ∂γk(C˜
−1/2L)i +O(1/R2) ,
ω4iβj,γR = − 1√
µR
(C˜−1/2L)k ω˜4iβj,γk +O(1/R2) ,
ω4iβR,γk = − 1√
µR
(C˜−1/2L)j ω˜4iβj,γk +O(1/R2) ,
ωαiβR,4k = − 1√
µR
(C˜−1/2L)j ω˜αiβj,4k +O(1/R2) ,
ω4iβR,4k = − 1√
µR
(C˜−1/2L)j ω˜4iβj,4k +O(1/R2) ,
ω4i4j,γR = − 1√
µR
(C˜−1/2L)k ω˜4i4j,γk +O(1/R2) . (C.11)
Finally, one can show that components of the spin connection with two or three R indices
start at O(1/R2), and thus we can neglect them to the order we are working.
Now introduce gamma matrices Γµi˜ satisfying the Clifford algebra
[Γµi˜,Γνj˜ ]+ = 2δ
µνδi˜j˜ , (C.12)
and define Γµi˜νj˜ := 12 [Γ
µi˜,Γνj˜ ] as usual. When we contract the spin connection components
with the gamma matrices to construct the Dirac operator, we can absorb almost all effects of
the ω with one R index by introducing shifted gamma matrices:
Γρk˜ωµi˜νj˜,ρk˜Γ
µi˜νj˜ = Γˆρkωµiνj,ρkΓˆ
µiνj − 2ΓγkΓαiβR 1√
µR
δαβ(C˜
−1/2) kk δ
γ
γ ∂γk(C˜
−1/2L)i+
+O(1/R2) , (C.13)
with
Γˆαi := Γαi − 1√
µR
(C˜−1/2L)iΓαR , Γˆ4i := Γ4i . (C.14)
We also account for the O(1/R) corrections to the ωµiνj,ρk by working with the corrected C
as we discussed around (C.9). So above we account for both types of O(1/R) corrections to
the spin connection by working with ωαiβj,γk which is expressed in terms of C rather than
C˜, and working with the Γˆαi.
These hatted gamma matrices can be realized by a frame rotation on the spin bundle.
To do so we first complete the definition of the Γˆµi˜ by setting
ΓˆαR := ΓαR +
1√
µR
(C˜−1/2L)iΓαi , Γˆ4R := Γ4R . (C.15)
– 45 –
Then Γˆµi˜ = Rµi˜
νj˜
Γνj˜ , where the rotation is given by
R =
∏
α,i
R(α)
θi
, (C.16)
where R(α)
θi
is a local rotation in the eαi - eαR plane by angle
θi :=
1√
µR
(C˜−1/2L)i , (C.17)
and we work to linear order in the θi. This rotation on the frame index can in turn be
implemented through an adjoint action on the spinor indices,
Γˆµi˜ = Rµi˜
νj˜
Γνj˜ = ΛΓµi˜Λ−1 . (C.18)
with
Λ =
∏
α,i
exp
(
1
2
θiΓαiΓαR
)
= 1 +
1
2
θiΓαiΓ
αR +O(θ2) . (C.19)
C.3 Dirac operator
To construct the Dirac operator, /D
Y0 , on M0 we will also need /G(Y0). We first have
G(Y0) =
rnkg∑
I=1
〈αI ,Y0〉G(hI) =
∑
I
〈αI ,Y0〉pI
nIm∑
kI=1
∂
∂ξIkI
+ exp. small
=
∑
I
(HI ,Y0)
nIm∑
kI=1
∂
∂ξIkI
+ exp. small
=
N1∑
aˆ=1
(HI(aˆ),Y0)
∂
∂ξaˆ
+
N∑
pˆ=N1+1
(HI(pˆ),Y0)
∂
∂ξpˆ
+ exp. small , (C.20)
where we used that the exact triholomorphic Killing vectors G(hI) approach the linear com-
binations of those in the GM/LWY metric identified in (2.33) exponentially fast (in the same
sense that exact metric approaches the GM/LWY metric exponentially fast). Then using
(A.5), (A.13), (A.14), followed by (2.22), we find
G(Y0) =
∑
a
〈βa,Y0〉 ∂
∂ψa
+
∑
p
〈βp,Y0〉 ∂
∂ψp
+ (γm,1,Y0) ∂
∂χ1
+ (γm,2,Y0) ∂
∂χ2
+ exp. small
=
∑
i
〈βi,Y0〉 ∂
∂ψi
+ (γm,1,Y0) ∂
∂ψ
+ exp. small ,
(C.21)
where in the last step we also used that (γm,Y0) = 0, or equivalently (γm,1,Y0) = −(γm,2,Y0).
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Now we can compute
/D
Y0 = Γρk˜Eˆ ρk˜
ρk˜
∂ρk˜ +
1
4
Γρk˜ωµi˜νj˜,ρk˜Γ
µi˜νj˜ − iΓρk˜eˆ
ρk˜
ρk˜
G(Y0)ρk˜ , (C.22)
to O(1/R2) using (C.3), (C.5), (C.13), and (C.21). Given the simplifications in the spin
connection afforded by (C.13), the goal will be to express everything in terms of the rotated
Γˆ’s and then use (C.18). The final result will be an expression for /D
Y0 , through to O(1/R2), in
terms of the Λ-conjugation of another Dirac-type operator. The advantage of this approach is
that the Λ-conjugation, which implements the frame rotation on the spin bundle, is sufficient
to block-diagonalize the Dirac operator with respect to the Γµi - ΓµR decomposition of the
Dirac spinor bundle. A key point is that the ‘extra’ term on the right-hand side of (C.13),
which originates from the inhomogeneous term in the second line of (C.11), is exactly what
is needed to account for the action of the derivative on Λ:
Λ
[
ΓγkE γkγk ∂γk
]
Λ−1 = ΓˆγkE γkγk ∂γk −
1
2
ΓγkΓαiβR
1√
µR
δαη(C˜
−1/2) kk δ
γ
γ ∂γk(C˜
−1/2L)i+
+O(1/R2) . (C.23)
Thus, suppressing the details, we are able to bring the Dirac operator to the form quoted
in the text:
/D
Y0 = Λ
(
/D
Y0
12 + /D
Y0
rel +O(1/R
2)
)
Λ−1 , (C.24)
where /D
Y0
12 consists of terms involving only µi-type gamma matrices, and /Drel consists of
terms involving only µR-type gamma matrices. For the first operator we have
/D12 = /D
Y0
M1,0×M2,0 + ( /D
Y0
12 )
(1) , (C.25)
where the first term is precisely the G(Y0)-twisted Dirac operator on M1,0 ×M2,0, where
each factor equipped with the GM/LWY metric, and the second term contains the O(1/R)
corrections. Explicitly,
/D
Y0
M1,0×M2,0 := Γ
αiδ αα
[
(C˜−1/2)ii∂αi − (WαC˜−1/2)ii∂4i
]
+ Γ4i(C˜1/2)ii∂4i+
+
1
4
Γρkω˜µiνj,ρkΓ
µiνj − iΓ4i(C˜−1/2)ii(βi,Y0) , (C.26)
and
( /D
Y0
12 )
(1) := Γαiδ αα
{
− 1
2R
(C˜−1δCC˜−1/2)ii∂αi + ((
1
2RWαC˜−1 − wα1)δCC˜−1/2)ii∂4i+
− wα(LT C˜−1/2)i∂4R − 1
µR
(C˜−1/2L)i∂αR
}
+
+ Γ4i
{
1
2R
(C˜−1/2δC)ii∂4i −
1
2R
(C˜−1/2δCC˜−1)ii(βi,Y0)+
+ i
(γm,1,Y0)
µR
(C˜−1/2L)i
}
+
1
4
Γρkδωµiνj,ρkΓ
µiνj . (C.27)
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Meanwhile the second operator takes the form
/D
Y0
rel :=
1√
µ
(
1 +
(γm,1, γm,2)
2µR
){
ΓαRδ αα
[
∂αR + (γm,1, γm,2)wα∂4R − wαLi∂4i
]
+
+ Γ4R
[(
µ− (γm,1, γm,2)
R
)
∂4R +
Li
R
∂4i − i(γm,1,Y0)
]}
. (C.28)
(Strictly speaking, this expression contains some O(1/R2) terms when the R−1 multiplies wα
which should be dropped.) This result leads to (3.11), (3.12) when acting on spinors of the
form (3.7).
D Singular Monopole Moduli Space
In the case of singular monopoles, we have a core-halo system. Here we can choose our origin
to be anywhere in the core, but to be explicit we choose it to be centered on one of the singular
monopoles. In this case we need only go to center of mass and relative coordinates in the halo
galaxy. We let indices aˆ, bˆ = 1, . . . , Ncore run over fundamental (mobile) constituents in the
core and indices pˆ, qˆ = Ncore + 1, . . . , Ncore + Nhalo = N , run over fundamental constituents
in the halo galaxy. We set
~R =
∑
pˆmpˆ~x
pˆ
mhalo
, ~y p = ~x p − ~x p+1 , (D.1)
where mhalo =
∑
pˆmpˆ and we have introduced indices p, q = Ncore + 1, . . . , N − 1 that run
over the relative positions of halo constituents. The inverse is given by
~x pˆ = ~R+ (jh)
pˆ
q~y
q , (D.2)
where jh has an identical form to j2 with the galaxy-two constituent masses replaced by halo
constituent masses. Constructing Jh by appending a column of 1’s in the same way, we
introduce the halo fiber coordinates (
ψp
ψ
)
= JTh (ξpˆ) . (D.3)
Note that (~R,ψ) play the role here that was previously played by ( ~X2, χ2). They parameterize
the position of the center of mass of the halo galaxy relative to the fixed core.
The large R expansion of the quadratic form M iˆjˆ , (4.10), can be written in block form
(M )ˆijˆ =
(
(M)aˆbˆ
Daˆqˆ
R +O
(
1
R2
)
Dpˆbˆ
R +O
(
1
R2
)
(M)pˆqˆ ,
)
(D.4)
with
(M)aˆbˆ = (M c)aˆbˆ − δaˆbˆ
(HI(aˆ), γh,m)
R
+O
(
1
R2
)
, (D.5)
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where
(M c)aˆbˆ =
maˆ −
∑
cˆ 6=aˆ
Daˆcˆ
raˆcˆ
−∑Ndefn=1 (Pn,HI(aˆ))rnaˆ aˆ = bˆ
Daˆbˆ
raˆbˆ
aˆ 6= bˆ , (D.6)
and similarly
(M)pˆqˆ = (Mh)pˆqˆ − δpˆqˆ
(HI(pˆ), γc,m)
R
+O
(
1
R2
)
, (D.7)
where
(Mh)pˆqˆ =
mpˆ −
∑
uˆ6=pˆ
Dpˆuˆ
rpˆuˆ
pˆ = uˆ
Dpˆqˆ
rpˆqˆ
pˆ 6= qˆ
. (D.8)
In these expressions the core and halo magnetic charges are given by
γc,m =
Ncore∑
aˆ=1
HI(aˆ) +
Ndef∑
n=1
Pn , γh,m =
N∑
pˆ=Ncore+1
HI(pˆ) . (D.9)
Therefore in the limit of large R we can write (M )ˆijˆ as
M iˆjˆ =
(
(M c)aˆbˆ 0
0 (Mh)pˆqˆ
)
+
1
R
(
−δaˆbˆ(γh,m, HI(aˆ)) Daˆqˆ
Dbˆpˆ −δpˆqˆ(γc,m, HI(pˆ))
)
+O
(
1/R2
)
. (D.10)
As before, we will write this as
M =
(
Mc 0
0 Mh
)
− 1
R
(
Dcc −Dch
−Dhc Dhh
)
+O
(
1/R2
)
(D.11)
Now we make the similarity transformation to the center of mass and relative coordinates
in the halo, defining Ch with components (Ch)pq such that
JThMhJh =
(
jThMhjh 0
0T mhalo
)
=
(
Ch 0
0T mhalo
)
. (D.12)
We combine Ch with the leading order core matrix, writing
C =
(
Mc 0
0 Ch
)
. (D.13)
The first order corrections to this are captured by
δC =
(
−Dcc Dchjh
jThDhc −jThDhhjh
)
. (D.14)
Finally the vector L and the harmonic function H(R) appearing in (4.15) are
L =
(
−(HI(aˆ), γh,m)
〈βp, γc,m〉
)
, H(R) =
(
1− (γh,m, γc,m)
mhaloR
)
. (D.15)
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Here βp is defined as in (A.14) but with J2 replaced by Jh.
The terms in (4.15) involving the connection one-forms (Θ0,Θψ) can be obtained by
following analogous steps to those in Appendix A.
E Discrete Spectrum of the Twisted Dirac Operator on Taub-NUT
In this appendix we compute the spectrum of the Dirac operator coupled to a triholomorphic
vector field on Taub-NUT. That is we want to solve the equation14
i /D
Y0
TNΨ = λΨ , /D
Y0
TN = /DTN − i/G(Y0) , (E.1)
on Taub-NUT which has the metric
ds2 = µ
[
H(R)d~R · d~R+H−1(R)(`TNdx4 + Ω)2
]
,
H = 1 +
`TN
R
, Ω = `TN(− cos θ)dφ , x4 ∼ x4 + 4pi . (E.2)
Our coordinates are xµ = (~R, x4) = (Rα, x4). We also employ spherical coordinates (R, θ,φ)
on the R3 base while x4 parameterizes the circle fiber with asymptotic radius 2|`TN|√µ. The
parameter `TN should be taken positive for the standard, complete Taub-NUT manifold.
However the asymptotic (large R) region of this space can occur in the description of the
asymptotic monopole moduli space for either sign of `TN. Therefore we will, for a time, allow
for both possibilities. When `TN is negative we restrict ourselves to the region R > −`TN.
Finally  = ±1, where the plus sign should be chosen in the patch 0 ≤ θ < pi and the minus
sign in the patch 0 < θ ≤ pi. So, x4 depends on the patch and x4− = x4+ + 2φ.
The triholomorphic Killing field G(Y0) must be proportional to ∂4 and we parameterize
the proportionality constant as in Appendix G of [45]15:
G(Y0) = C
µ`2TN
∂4 . (E.3)
Following the computations in [45], one finds that (E.1) takes the form
1√
H
{
γα∂α +
1
4H
γα∂αH (1+ γ¯)− iC
`TN
γ4+
+
[
(− cos θ)
r sin θ
(
sinφγ1 − cosφγ2)+ H
`TN
γ4
]
∂4
}
Ψ = −i√µλΨ . (E.4)
14See [31] for an earlier derivation. The presentation here has been included for convenience of the reader.
15The mass parameter denoted m in [45] has been set to µ here, the reduced mass of the two-galaxy system,
as this is what appears in the asymptotic form of the metric (2.23). We have also chosen the opposite sign for
Ω relative to [45] so as to better match both the conventions in the literature for the GM/LWY metric and
the form of the resulting Dirac operator with [43]. This is equivalent to flipping the orientation of Taub-NUT
and is why the BPS spinors we find below have the opposite chirality to those in Addendix G of [45].
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Now let us expand in eigenmodes of ∂4, taking
Ψ = eipx
4/2Ψ(p)(~R) , (E.5)
where p ∈ Z. Doing so, we find that the resulting operator acting on Ψ(p) from the left-hand
side of (E.4) is consistent in form with /˘D
Y0
rel, (3.11), through O(1/R), provided we identify
the p here with the one there and
`TN = −(γm,1, γm,2)
µ
,
1
`TN
(C − p/2) = x . (E.6)
To see this one notes that the γα∂αH term in (E.4) is O(1/R
2) and can be dropped for the
purposes of the comparison. In the special case of an SU(3) monopole with γm,1 = H1 and
γm,2 = H2, the relative moduli space is Taub-NUT. We see that `TN → µ−1, we can identify
the 2pi-periodic coordinate ψ with x4/2, and p→ ν consistently with (3.12).
Returning to the exact solution of (E.4) we introduce a chiral basis for the γ-matrices
γµ =
(
0 τµ
τ¯µ 0
)
, τµ = (~σ,−i1) , τ¯µ = (~σ, i1) , (E.7)
such that γ¯ := γ1γ2γ3γ4 = diag(−1,1), and we decompose Ψ into chiral components
Ψ =
(
ψ−
H−1/2 ψ+
)
, (E.8)
with respect to an orthonormal basis for the spinor bundle, where the factor of H−1/2 has
been introduced for convenience. Note that the L2 innerproduct, 〈·|·〉, is then given in terms
of the components by
〈Ψ|Ψ′〉 :=
∫ √
gΨ†Ψ′ =
∫ 4pi
0
`TNdx
4
∫
R3
d3R
(
ψ†+ψ
′
+ +H(R)ψ
†
−ψ
′
−
)
. (E.9)
(This expression is appropriate for `TN > 0; otherwise the integral over the base should be
restricted to R > −`TN.)
Then, introducing the frame rotation
U := e−iφσ
3/2e−iθσ
2/2 , (E.10)
and setting
ψ± = eipx
4/2ei(p/2−m)φUψ˜±(r, θ) , (E.11)
one finds that (E.4) reduces to the pair{
σ3
(
∂R +
1
R
)
+
1
`TN
(
C − p
2
H
)
+
1
R
K
}
ψ˜− = −i√µλψ˜+ ,{
σ3
(
∂R +
1
R
)
− 1
`TN
(
C − p
2
H
)
+
1
R
K
}
ψ˜+ = −i√µλHψ˜− , (E.12)
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where
K := σ1
[
∂θ +
σ3
sin θ
(
m+
1
2
(σ3 − p) cos θ
)]
. (E.13)
The final separation of variables proceeds as in Appendix C of [43]. We set16
ψ˜+ =
1
R
 g1(R) djm, 12 (p−1)(θ)
g2(R) d
j
m, 1
2
(p+1)
(θ)
 , ψ˜− = 1
R
 f1(R) djm, 12 (p−1)(θ)
f2(R) d
j
m, 1
2
(p+1)
(θ)
 . (E.14)
Here (j,m) are standard su(2) quantum numbers, except that the minimal value of j is
jmin =
1
2(|p| − 1) if p 6= 0, and jmin = 12 if p = 0, and the allowed values of j increase from
this minimal value in integer steps. Furthermore, when j = jmin and p 6= 0 we are required
to set some components of f, g to zero for regularity. If j = jmin and p > 0 then we must set
f2, g2 = 0, while if j = jmin and p < 0 we must set f1, g1 = 0.
The djm,m′(θ) are Wigner’s small d-functions. They can be expressed in terms of Jacobi
polynomials as follows. Let
n = min{j +m′, j −m′, j +m, j −m} . (E.15)
We introduce a, λ depending on the value of n :
n =

j +m′ : a = m−m′ , λ = m−m′ ,
j −m′ : a = m′ −m , λ = 0 ,
j +m : a = m′ −m , λ = 0 ,
j −m : a = m−m′ , λ = m−m′ .
(E.16)
Then, with b = 2j − 2n − a, we have
djm,m′(θ) = (−1)λ
(
2j − n
n + a
)1/2(
n + b
b
)−1/2(
sin
θ
2
)a(
cos
θ
2
)b
P
(a,b)
n (cos θ) , (E.17)
where the Jacobi polynomials are given by
P
(a,b)
n (z) =
(−1)n
2nn !
(1− z)−a(1 + z)−b d
n
dzn
{
(1− z)a(1 + z)b(1− z2)n
}
. (E.18)
Inserting (E.14) into (E.12), we obtain the following pair of coupled equations:[
σ3∂R + x+
1
R
C−
]
f = −i√µλg[
σ3∂R − x+ 1
R
C+
]
g = −i√µλHf , (E.19)
16We follow the conventions of [54] for Wigner d functions and SU(2) representation matrices. The combi-
nation e−imφdjm,m′(θ) can also be expressed in terms of spin-weighted spherical harmonics, m′Yjm.
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for f = (f1, f2)
T and g = (g1, g2)
T , where we used (E.6) and
C± := ±p
2
1− iσ2k , with k :=
√
j(j + 1)− 1
4
(p2 − 1) . (E.20)
Note that j = jmin corresponds to k = 0. The innerproduct (E.9) can be expressed in terms
of f, g using (E.11) and (E.14) with the result
〈Ψ|Ψ′〉 = 16pi
2
2j + 1
δpp′δjj′δmm′
∫ ∞
0
dR
[
g†g′ +H(R)f †f ′
]
. (E.21)
Again the integral should be restricted to R > −`TN if `TN is negative.
The equations (E.19) are nearly identical to the system (C.22) in [43], except for the
factor of H(R) on the right-hand side of the second equation. This of course changes the
detailed form of the solutions when λ 6= 0, but nevertheless the same techniques can be used
to obtain explicit solutions. In contrast, when λ = 0 then they are identical, and this fact
was exploited in [45] to give explicit results for the BPS spinors on Taub-NUT.
From (E.19) one can derive the following second-order equation for f :{
∂2R + µλ
2 − x2 + (px+ `TNµλ
2)
R
− (j +
1
2)
2
R2
− 1
R2
σ3C−
}
f = 0 . (E.22)
The last term is diagonalized by setting
f = Of
(
fˆ1
fˆ2
)
, with Of :=
1√
2j + 1
(
a− a+
−a+ a−
)
, a± =
√
(j +
1
2
)± p
2
. (E.23)
This Of diagonalizes σ
3C−,
OTf (σ
3C−)Of =
(
j + 12 0
0 −(j + 12)
)
, (E.24)
leading to the following equations for the components fˆ1,2:{
∂2R + µλ
2 − x2 + (px+ `TNµλ
2)
R
− j1,2(j1,2 + 1)
R2
}
fˆ1,2 = 0 , (E.25)
where j1 := j+ 1/2 and j2 := j−1/2. Recall that in the extremal cases j = jmin = 12(|p|−1),
we are to set f2 = 0 when p > 0, and f1 = 0 when p < 0. Considering the form of the
similarity transformation Of in the extremal cases, one finds that both situations correspond
to setting fˆ1 = 0.
Equation (E.25) has the form of the radial Schro¨dinger equation for the hydrogen atom.
From the largeR behavior of the effective potential, we see that there is a gap 0 ≤ |λ| < |x|/√µ
in which boundstates might exist, while for |λ| > |x|/√µ we have a continuum of scattering
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states. Whether or not boundstates actually exist depends on the boundary conditions in the
interior.
The boundary conditions in the interior, in turn, depend on the sign of `TN. If `TN > 0
then we should impose a regularity condition at R = 0. If, however, `TN < 0 then we must
impose some type of boundary condition at R = −`TN, the form of which requires a more
careful analysis. In the following we first restrict to the `TN > 0 case. Then we will discuss
two examples with `TN < 0 that demonstrate that the `TN > 0 results cannot be used to
draw any conclusions about the `TN < 0 case.
Proceeding then with (E.25) for `TN > 0, we set
ρ := κλR , ρ0 :=
px+ `TNµλ
2
κλ
, with κλ :=
√
x2 − µλ2 , (E.26)
so that (E.25) takes the standard form{
∂2ρ − 1 +
ρ0
ρ
− j1,2(j1,2 + 1)
ρ2
}
f1,2 = 0 . (E.27)
The solution that is regular at ρ = 0 is
fˆ1,2 = c1,2ρ
j1,2+1e−ρ 1F1
(
j1,2 + 1− ρ0
2
; 2j1,2 + 2 ; 2ρ
)
. (E.28)
For |λ| > |x|/√µ, ρ is imaginary and these are scattering states. See [31, 47, 50] for a detailed
study of these scattering states and the role they play in accounting for the index of the
Dirac operator associated to the quantum mechanics of two point dyons. Reference [2] also
considered both boundstate and scattering state wavefunctions for this problem.
Focusing on the case |λ| < |x|/√µ, the growth of the hypergeometric function will over-
whelm the e−ρ/2 prefactor at large ρ unless the hypergeometric series truncates. This will
happen iff the first argument is a non-positive integer. Hence we introduce the radial quantum
number, n, in analogy with the hydrogen atom by setting
n =
ρ0
2
, (E.29)
and we will see that n ∈ 12N. The latter can be solved for the allowed boundstate eigenvalues:
λ2p,n =
2
µ`2TN
[
−(n2 + p2`TNx) +
√
(n2 + p2`TNx)
2 + `2TNx
2(n2 − p24 )
]
=
2
µ`2TN
[
p
2(
p
2 − C)− n2 +
√
(n2 + p2(C − p2))2 + (C − p2)2(n2 − p
2
4 )
]
. (E.30)
Note that the Dirac operator we are studying is a supercharge operator, so its eigenvalues,
λ, should have units of energy1/2. A choice of sign was made in (E.30) to ensure that the
energies are real. In the second line we expressed the result in terms of the coefficient C of
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the triholomorphic Killing field. When C = 0 this boundstate spectrum reduces to the one
found for the ordinary Dirac operator on Taub-NUT in [26].
BPS states correspond to n = |p|/2, assuming p 6= 0. The allowed n’s increase from this
value in integer steps. In order for the hypergeometric series to truncate we must impose
that j2 + 1− n is a non-positive integer. If this integer is zero, then we must additionally set
c1 = 0 so that fˆ1 = 0, or else the solution will not be normalizable. Note that n is integer
or half-integer when p is even or odd respectively, and the same is true for j2 = j − 1/2.
Therefore j2 + 1 − n will indeed always be an integer. Hence for a given p 6= 0 and n, the
allowed values of j are
j ∈
{
jmin =
1
2
(|p| − 1) , jmin + 1 , . . . , n− 1
2
}
, (E.31)
which collapses to the single value, j = jmin, for BPS states. At both the minimum and
maximum values of j we must set c1 = 0, killing fˆ1. This is required for the minimal j so
that the wavefunction is regular at θ = 0, pi and for the maximal j so that it is exponentially
decaying at large R. For j values strictly in between the minimum and maximum, we have
two linearly independent solutions to (E.22) for f , for given quantum numbers (p 6= 0, n, j,m),
corresponding to the coefficients c1, c2.
Meanwhile if p = 0 we know from regularity in θ that j ∈ {12 , 32 , . . .}. Therefore from
normalizability we conclude that the allowed values of n are n = {1, 2, . . .}. Then j ∈
{12 , . . . n − 12} and c1 should be set to zero when j = n − 12 . There are no BPS states when
p = 0.
To complete the discussion of solutions when `TN > 0, we should return to the first order
equations (E.19) and determine the g that goes with a given solution for f . When λ = 0 the
equations for f, g decouple and one can show directly that there are no normalizable solutions
for g [43]. For λ 6= 0 we can use the first of (E.19) to read off the solution for g. Note that in
addition to the quantum numbers (p, n, j,m), the solution for g depends on the sign of λp,n.
We can also use this equation to express the innerproduct (E.21) in terms of f , or fˆ , only.
After some simplification one finds a nice result:
〈Ψ|Ψ′〉 = 16pi
2(λp,n + λp′,n′)
(2j + 1)λp′,n′
δpp′δjj′δmm′
∫ ∞
0
dRH(R)fˆ †fˆ ′ . (E.32)
Hence it must be that the fˆ1,2’s, (E.28), for different choices of n’s, are orthogonal on [0,∞)
with respect to the measure H(R). One can analytically check that this is indeed the case
using techniques from [17].
In the case of BPS states an additional condition beyond j = jmin = n− 12 is required for
normalizability. This comes from requiring that ρ0 is positive when λ = 0, which is equivalent
to p and x having the same sign. This condition can also be found from an analysis of the
decoupled equations for f1 and f2 that arise from (E.19) on setting λ = k = 0 [43]. Assuming
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this is the case then j2 + 1 − ρ0/2 = 0 and the hypergeometric function is simply 1. Thus
fˆ2 ∝ R|p|/2e−|x|R, while we set fˆ1 = 0. For p > 0 (E.23) gives f1 = fˆ2 and f2 = 0, while for
p < 0 we get f1 = 0 and f2 = fˆ2. Going back to (E.14) and (E.11), we find that BPS spinors
take the form Ψ = (0, ψ−)T with
ψ− = c eipx
4/2Rj−1/2e−|x|Rψ˘(θ,φ) , (BPS case) (E.33)
where c is a normalization constant,
ψ˘(θ,φ) = ei(p/2−m)φ

djm,j(θ)
(
e−iφ/2 cos θ2
eiφ/2 sin θ2
)
, p > 0 ,
djm,−j(θ)
(
−e−iφ/2 sin θ2
eiφ/2 cos θ2
)
, p < 0 ,
(E.34)
and j = 12(|p| − 1). Note from (E.17) and (E.18) that when m′ = ±j the Wigner d-functions
simplify considerably, as n = 0 and P (a,b)0 (θ) = 1. Explicitly, both cases are captured by
djm,±j(θ) = (±1)j+m
(
2j
j ∓m
)(
sin
θ
2
)j∓m(
cos
θ
2
)j±m
, (signs correlated). (E.35)
Now let us comment on the `TN < 0 case. The metric (E.2) is singular at R = −`TN,
and a boundary condition is required there to specify the eigenvalue problem. This boundary
condition might be incompatible with some or all of the spectrum of boundstates we found
above. We give two examples, focusing on the BPS spectrum.
The first example is su(2) gauge theory with γm,1 = γm,2 = H. The relative moduli space
is the Atiyah–Hitchin manifold and C = 0 since there are no triholomorphic Killing vectors.
A naive application of the above analysis would suggest that BPS states might exist — x and
p, (E.6), do have the same sign when C = 0 and `TN < 0, for example. However a simple
argument using the Lichnerowicz–Weitzenbo¨ck formula shows that the exact Dirac operator
has no L2 zeromodes.
The second example is a framed example in su(2) gauge theory with two smooth monopoles
in the presence of a minimal ’t Hooft defect. Consider the region of moduli space correspond-
ing to configurations in which one monopole remains close to the defect while the other is
far away. The magnetic core charge is γc = H − 12H = 12H while the magnetic halo charge
is γh = H. Hence `TN, (4.33), is again negative. Unlike the previous example, however, the
Dirac operator on the exact strongly centered moduli space does have L2 zeromodes. (See
section 7.4 of [45].)
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