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?1? ????
1.1 ??
?????? (natural language processing; NLP) ???????????????????
????????????????????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
? SNS ????????????????????????????????????????
??????????????????????????
NLP ????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????????????????????????????????????
?????????? 7,000?????? [1]??? 100????????????? 250???
?1??????????????????????????????????????????
????????????????????????????????????????????
??????????
???????????????????????????? [2]?????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
??? end-to-end ???????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????? end-to-end ?????????
??????????????????????????????????????? [3, 4, 5]?
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
1https://www.ethnologue.com/
1
1.2?????? ? 1 ? ????
???????????????
1.2 ??????
?????????????????????:
? 2? ???????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????????????????
? 3? ????????????????
????????????????????????????????????????????
????????????????????????????????? probing ??????
????????????????????????????????????????????
????????????????????????????????????????????
????
? 4? ????
?????????????????????????
2
?2? ???????????????
2.1 ??
???????????????????????????Cross-lingual Word Embedding?
???????? NLP ?????????????????????????????????
???????????????????????????????????????????
?????????? (mapping-based) ???????????????? [6, 7]???????
????????????????????????????????????????????
??? [8] ???????????????????????????????????????
?????????????????????
??????????????????????????????????????? [9, 10]?
???????????????????????? (context window) ???????????
????????????????????????????????????????????
?????????????????????????????? 1?2???????????
???????????????????????????????????????????
?????????????????????????????? [11]????????????
????????????? 2.2?????????????????????????????
????????????????????????????????????????????
???????????????????????????????
Query word window size 1 window size 10
?? ??? ?????
??? ???
??? ??? ???
??? ????
??? ????
? 2.1: ????????????????????????????????????????
??????????? (?-??)????????????????????????????
??????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
3
2.2????????? ? 2 ? ???????????????
?????????????
2.2 ?????????
2.2.1 ?????????????
??? NLP ?????????????????????????????????????
?????????????????????????????????? W ????????
????????????????? 1???????? 0 ?????? |W | ??? One-Hot ?
????????????????????????????????????????????
0?? 3???????????????????????????????
v(??????) = (1, 0, 0, 0, 0, ...., 0) (2.1)
v(???) = (0, 0, 0, 1, 0, ...., 0) (2.2)
???????One-Hot ???????????????????????????? |W | ?
????????????????????????????????????????????
????????????? Wikipedia ?????????????????????????
?????????????????????????????
?????????One-Hot ?????????????????????????????
???????????????????? One-Hot ????????????????????
????????????????????????????????????????????
????
??????????????????????????????????????? (word
embedding) ?????????????????????????50 ? 1000????????
????????????????????????????????????????? 2.1??
?????????????????????????????????????????
(distributional hypothesis) ????????? Firth [12] ?????????????????
????
You shall know a word by the company it keeps.
????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
???????????????????????????????????????????????
??????????????????????????????????????2??????
????????????????????????????????????????????
2?????????????????????????????????????????????????????
?????????????????
4
2.2????????? ? 2 ? ???????????????
? 2.1: ?????????????????????????????????????????
???????????????????????
2.2.2 ??????????
???????????????????????????????????????????
???????????????????????????????????????????
?????????
?????????????????????????????????
???????????????????????????????????????????
???????????
? ?? ?? ??? ??? ?? ?? ? ? ? ? ?
? 0 1 0 0 0 0 0 1 0 0 0 0
?? 1 1 0 0 0 0 0 1 1 0 0 0
?? 0 1 0 1 0 0 0 1 1 0 0 0
??? 0 0 1 0 0 1 0 0 1 1 0 0
??? 0 0 0 0 0 1 1 0 0 1 1 0
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????
5
2.2????????? ? 2 ? ???????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????????? (point-wise mutual information; PMI) ??????????
????????????? M????????????????? MPMI ????????
??????
MPMIi,j = log
p(wi, cj)
p(wi)p(cj)
(2.3)
p(wi, cj) =
Mi,j∑
i,jMi,j
(2.4)
p(wi) =
∑
iMi,j∑
i,jMi,j
(2.5)
p(cj) =
∑
jMi,j∑
i,jMi,j
(2.6)
(2.7)
???? wi ?????? i ??????cj ?????? j ????????????????
????????????????????????????????????????????
?????????????????????MPMI ??????????????????
???????????????????????????????????????????
??MPMI ??????????????????????
MPMI = UΣVT (2.8)
??? U ? V ?????????Σ ???????????????????????? k ?
???????????????? X ????
X = UkΣk. (2.9)
??????????????????????????????????????????
????????????????????????????? |W | ????????????
O(|V |3) ????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
?????????????
6
2.2????????? ? 2 ? ???????????????
2.2.3 ????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????? Skip-gram [13] ???
???
Skip-gram ??????????? D ???? w ∈W ???? c ∈ C ??????????
? w ∈ Rd ???????? c ∈ Rd ??????????????????? θ ??????
????????????
argmax
θ
∏
(w,c)∈D
p(c|w; θ) (2.10)
??? (w, c) ∈ D ??????? D ???????????????????
????????????????????????????????
???? w ???????????????? c ?????????? p(c|w; θ) ?
??????????????????? w, c ∈ θ ???????????????
?????
???????????????????????????????????????????
??????????????
??? Skip-gram ???p(c|w; θ) ?????????? w · c ??????????????
??????
p(c|w; θ) = exp (w · c)∑
c′∈C exp (w · c′)
(2.11)
?????? w · c ? w ? c ?????????????????????????????
?????????????????????? (w, c) ??????????????????
??????????????? w ??????
????????????????∑c′∈C exp (w · c′) ??????????????????
???????? |C| ?????????????????????????????????
?????????????????????????
????????????????????????????? (Negative Sampling) [14] ?
?????? Skip-gram ?????????? Skip-gram with Negative Sampling (SGNS) ??
????? 2013?????????? Word2Vec3 ????????????????????
?????????????
??? Skip-gram ?????????????????????????????????
(prediction) ???? (discrimination) ??????????? Skip-gram ??????????
?????????????????????? p(c|w; θ) ?????????????????
3https://code.google.com/archive/p/word2vec/
7
2.2????????? ? 2 ? ???????????????
????????? w ??????????????????????????????????
????SGNS ?????????????????????????????????????
?????????????????????? (w, c) ?????????????? p(w, c; θ)
??????????? D ??????????????????
argmax
θ
∏
(w,c)∈D
p(w, c; θ) (2.12)
??? p(w, c; θ) ???????????????????????
p(w, c; θ) =
1
1 + exp (−w · c) (2.13)
???????? 2.12????????????????????? (w, c) ???? w ≈ c ?
??????????????????????????????? p(c, w; θ) = 1 ??????
????????????????
???????????????????????????????????????????
????????????????????????????????????????????
??????????????????????????? D′ ???????????????
???????
argmax
θ
∏
(w,c)∈D
p(w, c; θ)
∏
(w,c)∈D′
(1− p(w, c; θ)) (2.14)
?????????? (w, c)???????????? w??????? k? (w, c1), (w, c2), ..., (w, ck)
?????????????? ci ???????? 34 ???????????????????
??????????? [14]???????????????????????????????
?????????????????
(w, c) ∼ pwords(w)pcontexts(c)
3/4
Z
(2.15)
??? pwords(w) ???????????? w ???????pcontexts(c) ???? c ???
????Z ?????????
2.2.4 ???
???????????????????????????????????????? w ?
??????????? c ???????????????????????????????
????????????????????????????????? (context window) ??
????????????????????????????????????????????
????????
8
2.3?????????????????? ? 2 ? ???????????????
??????????????? (linear context window) ????????????????
k ????????????????????? k ????? (window size) ????
???????????????????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
?? 2.2??
?? ???? ???? 1 ???? 10
?? ??? ?????
??? ???
??? ??? ???
??? ????
??? ????
???? ??
?? ????
?? ??? ????
???? ???
?? ???
? 2.2: ????????????????????????????????????????
??????????? (?-??)????????????????????????????
???????????????????????????????????????????
(dependency context window) ??????????????????????????????
???????? [11]?
???????????????????????????????????????????
????????????????????
2.3 ??????????????????
??????????????????????????????????????????
????????????????????????????????? (multi-lingual word
embedding)???????????????????????????????????????
???? computer ???????????????????
???????????????????????????????????????????
???????????????????????????????????? (joint learning)
???????????????????????????????????? (mapping-based)
?????? [15]??????????????????????
9
2.3?????????????????? ? 2 ? ???????????????
? 2.2: ??????????????????????????????
???????????????????????????????????????????
??? [7]?????????????????????????? x ? ???????????
??????????????? (translation matrix; alignment matrix) Z ??????? 2.2??
2.3.1 ???????
???? Z ???????????????????????????????? (xi, yi)mi=1
???????????????????? [7]?
arg min
Z
m∑
i=1
‖Zxi − yi‖2 (2.16)
??????????????????????????????????? X,Y ?????
??????????????????????????????? 2.16???????????
10
2.3?????????????????? ? 2 ? ???????????????
arg min
Z
‖ZX−Y‖2F (2.17)
???????????X ????-???????????? X+ = (X⊤X)−1X⊤ ????
Z = X+Y ???????
?????????????????????????????????????????
???????
???????????????????????????Z ?????????????
Z⊤Z = I ??????????? [6, 16]?????????? 2.17??? Z⊤X = UΣV⊤ ?
Z⊤X ??????????Z = VU⊤ ???????
???????????????????????????????????????? [16]?
???????????????????????? [6]?????????
??????
? 2.17???????????????????????????????????????
????????????????????????????????????????????
???? (length normalization) ????? [6, 16]??????????????? x ????
? 1 ?????????????
x← x|x| (2.18)
???
??? (mean centering) ??????? |V | ??????????????? 0 ??????
??????
x← x− 1|V |
|V |∑
i
xi (2.19)
???????????????????????????????????????????
????????????????????????????????????????????
????????????? 0??????????????????????????????
??????? 0????
11
2.4???? ? 2 ? ???????????????
2.3.2 ???????????
??????????????????????? (bilingual lexicon induction; BLI) ???
?????????????????????? (xi, yi)mi=1 ????????????????
xi,yi ?????????????????????????????????????????
??????????????????????4
???????????????????????????????????????? k??
????????????????????????? top-k 5???????????????
??????? (mean reciprocal rank) ????
2.3.3 ???????????
???????????????????????? (isomorphism assumption) ??????
???
??????????????????????????????????????
?????????????????
???????????????????????????????????????????
???????????????????????????????????????????
???????????????????????????????????????? [8]?
???????????????????????????????????????????
????????????????????????????????????2.2.4?????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
??????????????????????????
2.4 ????
????????????????????????
1. ????????????????????????????
2. ???????????????????
3. ????????????????
?????????????????????????
4???????????????????????????????????????????????? 1 ????
??????????????????????????????
5k ??????1??????????????
12
2.4???? ? 2 ? ???????????????
2.4.1 ????????????
???????????????????????????????????????????
????????????????????????????????
??
??????????????????????????????????????????
? (en) ?????????????? (fr)????? (de)????? (ru)???? (ja) ???
???
????
????????????????????Wikipedia Comparable Corpora6 ?????Com-
parable ????????????????????????????????????????
?????????????????????????????????????????? 100
???????????? 500??????
???????????????????????????????????????????
????????????? [8]??? comparable ????????????????????
????????????????????????????????????????????
??7??????????????
???
????????????????????????? 1, 2, 3, 4, 5, 7, 10, 15, 20 ?????
????
??????????????????????? [17] ?????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
?????
6https://linguatools.org/tools/corpora/wikipedia-comparable-corpora/
7https://wortschatz.uni-leipzig.de/en/download
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2.4???? ? 2 ? ???????????????
?????????
??????????? Skip-gram with Negative Sampling [14] ?????????????
???????????????????????????????????? C ??????
????? Word2Vec8 ??python ????? Gensim9 ? dynamic window ?????????
????????????????????????????????????????????
???? [13]?????????????????????? subsampling ??????????
????????????????????????????????????????????
??????????????????????“dirty” subsampling ????? [18]??????
dynamic window ? dirty sub-sampling ??????????????????????????
?????????????????????????????????????? word2vecf10
??????????? word2vecf ???????????????????????????
?????????????????????????????sub-sampling ?????
?????????
????????????????????? 2.3????
?????
(Fr, De, Ru, Ja, 100??)
???????
(En, 500??)
?????????? 300
???? 15
subsampling ? 0.001
?????????????? 10 15
????? 10 5
? 2.3: ????????????
2.4.2 ????????????
??????????????????????????????????????????
???????? Z ??????????????????????????????????
(xi, yi)
m
i=1 ????????? arg min
Z
∑m
i=1 ‖Zxi − yi‖2 ????????????? [7]???
???????????????????Z ????????????????????????
???????????????????????????? [6]?
8https://code.google.com/archive/p/word2vec/
9https://radimrehurek.com/gensim/
10https://bitbucket.org/yoavgo/word2vecf/src/default/
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2.4???? ? 2 ? ???????????????
?????????????? Google Translate 11 ???????????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????????????????? 5,000?????????? 2,000????
????????????????????
???????????????????????????????????????????
???????????????????????
2.4.3 ????????????
???????????????????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
???????????????????? (mean reciprocal rank; MRR) ?????N ???
??????????????? ranki ??????????????????????????
????
1
N
N∑
i=1
1
ranki
(2.20)
???????????????????????????????????????????
??????????????????????????????? [19]???????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
??????????????????M(θ) ??????????????????????
??????????????????????? Dsrc ??????????????????
????????????????M(θ) ?????????????????? θ ?????
?????????????????????????????????????????? Dtgt
????????????????????????????????????????????
????????????????????????????????????????????
???????
??????????????????????????
????
??????????????????????????????????????????
???????????? Webis-CLS-10 ????12 [20] ?????????????????
11https://translate.google.com/ (October 2019)
12https://webis.de/data/webis-cls-10.html
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2.4???? ? 2 ? ???????????????
Amazon ??????????????1?? 5? 5????????????????????
???????????????????????????????????????????
???????????????????????????????? 2??????????
?????? 1-2??????????4-5??????????????? 3????????
??????????????? 2.4???????????????????????????
??????????????????????? [21]?
?? ?? ???
6,000 6,000 6,000
? 2.4: Webis-CLS-10 ????????????????
????
????????????????????????????????????MLDoc13 [22]?
?????????????????????????????????????????????
????????? 4????????????????????????Corporate/Industrial,
Economics, Government/Social, Markets???????????? 2.5???????????
????????????????????????????????
?? ?? ???
10,000 1,000 4,000
? 2.5: MLDoc ????????????????
??????
??????????????????????????????????????????
????????????????????????????????????????????
?????? Universal Dependencies 14 ??????????????????????? UD
English EWT dataset15 [23]??????????????????? PUD treebanks ?????
??????????? 2.6???????? Dozat ? [24]?? LSTM ???????????
????????????????????? Labeled Attachment Score (LAS) ???????
???????????????????????????
13https://github.com/facebookresearch/MLDoc
14https://universaldependencies.org/
15https://universaldependencies.org/treebanks/en_ewt/index.html
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2.5???? ? 2 ? ???????????????
?? ?? ???
12,543 2,002 1,000
? 2.6: ???????????????
? 2.3: Comparable ???????????????????????????????????
??????????????????
2.5 ????
2.5.1 ???????????
??????????????????
???????????????????????? comparable ?????????????
???????????????????? 2.3??????????????????????
????????????????????????????????????????????
????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????????????
?????????? Søgaard? [8] ????????????????Søgaard ?????
????????????? fasttext [25] ???????????????? 2??????
???????????????????? [26] ?????????????????????
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2.5???? ? 2 ? ???????????????
? 2.4: Comparable ??????? BLI ????
?????????????????????????? 10????????????????
?????????????????? top-1 ???? 81.89 ?? 81.28 ??????????
????????????????????????????????????????????
???????????????????????????????fasttext ???? dynamic
window ????????????????????????????????????????
???????????????? Wikipedia ???????????????????????
????fasttext ???????????????????????????????????
????????????????????????????????????????????
??????????????
???/???????????????????
???????????????????????????????????????????
2.4????
????????????????????????????BLI ?????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????????????????????? comparable ??????????
????????????????????????????????????????????
?????????????
????????????????????????????????????? BLI ???
????????????????????????????????????????????
????????????????????????????????????????????
????? BLI ????????????????????????????????????
2.5 ??????????????????????16???????????????????
?? 0.99????????????????
16??????????? [27] ?????Brown Corpus ???????????????????????
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2.5???? ? 2 ? ???????????????
? 2.5: Comparable ???????????? BLI ????????????????????
??????????????????????????????????? (p < 0.05)?
? 2.6: ?????????????? BLI ????
??????????
???????????????????????????? comparable ????????
??????????????????????????? comparable ???????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????? 2.6????
???comparable ????? 2.4?????????? 0.1 ? 0.2 ?????????????
????????????????????????????????????????????
???? [8] ??????
???BLI ???????????????????????????? BLI ???????
?????comparable ??????????????????????????????????
????????????????????????????????????????????
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2.5???? ? 2 ? ???????????????
? 2.7: Comparable ????????????????? BLI ????
?????????????????????????????????????
?????????
???????????????????????????????????????????
????????????????????? 500?????? 500?????????????
??????????????Comparable ??????????? 2.7????
???? (top500) ????????? (bottom500) ???????????????????
?????????????????????????? [28, 29]?
???????????????????????????????????????????
?????????????? (ja) ????? (ru) ??????????????
????????????????????? 2.8?????????????????? (fr)
????? (ru) ????????????????????????????????????
?????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
?????????????????????????????????????????????
2.5.2 ??????????
3????????????????????????????????????????? 2.9
???????????????????????????????????????????
???
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2.6?? ? 2 ? ???????????????
? 2.8: ???????????????????????? BLI ????
????????????????????????????????? 3?? 5?????
???????????????????????????????????????????
???????????????????????????????????????????
? 0.158????????????????????????????????????????
????????????????????????????????????????????
????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
????? [11]?????????????????????????????????????
??????????????????????? 1???????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
??????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????
2.6 ??
???????????????????????????????????????????
????????????????????????????????????????????
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2.6?? ? 2 ? ???????????????
? 2.9: ????????????????????????????????SA: ?????DC:
?????DP: ?????????????????????????????????????
??????????????????????????? (p < 0.05)?
????????????????????????????????????????????
????????????
• ?????????????????????????????????????????
?????????????????????????????????????????
?????????????????????????????????????????
• ?????????????????????????????????????????
?????????????????????????????????????????
??????????????????????????? 1?????????????
?????????????????????????????????????????
??????????????????????????????
???????????????????????????????????????????
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2.6?? ? 2 ? ???????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
?????????????????????????????????
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?3? ????????????????
3.1 ??
???????????????????????????????? (Neural Machine Trans-
lation; NMT) ???????????????????????????? [3, 30] ?????
????????????????????????????????????????????
??????????????????????????? Web ??????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
?? [31, 32, 33, 34, 35]?????????????????????????????????
??????????????????????????????????????
???????????????????????????????????????????
???????????????????????????????????
• ???????????????????????????????
• ???????????????????????????????????????
??????? probing ??? [36, 37] ??????????????Probing ??????
????????????????????????????????????????????
????????????????????????????????????????????
?????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????
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3.2???????????? ? 3 ? ????????????????
3.2 ????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
?????????????????????????????
3.2.1 ?????
???????????????????????????????????????????
????????????????????????????????????????????
??????????????
????????...
??????????????????????????????????????...???
????...????????????????????????????????????????
????????????????????????????????????????????
??????????????
??????????? c ???????????? w ∈ V ????? p(w|c)?
N-gram ?????
???????????????? c ???? n ??????N-gram ??????????
3.1??
p(wt|wt−1, ..., wt−n) (3.1)
???????????????????????????????????????????
????????????????????????????????????????????
????
?????? N-gram ?????????????????????????????????
????? n ?????????????????????????????????????
?????????????????????????????????|V |n ????????
????????????????????????????????????????????
????????????????????????????????????
???????????????????????????????????????????
????????? [38]????????????????????????????????
? [39]???????? 0 ?????????? N-gram ??????? back-off ??? [40]?
????????????????????????????????????????????
?????????????????
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3.2???????????? ? 3 ? ????????????????
????? N-gram ?????
N-gram ???????????????????????????????????????
?????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
?????????????????????????????????????
????? N-gram ????????????????? w ∈ Rd ?????17 ??????
????????????????????????????? p(wt|wt−1, ..., wt−n) ?????
?????????????????? (Feedforward Neural Network) ???????????
????
????????????? wt−1, ...,wt−n ??????????????????????
?? h ????????????
h = tanh
(
bh +
∑
i
Hiwi
)
(3.2)
????bh ∈ Rdh ,Hj ∈ Rdh×d ? dh ????????????????????
??????? h ????????????? s ∈ R|V | ????????????
s =Wh (3.3)
????W ∈ R|V |×dh ????????????????????s ???????????
????????????
p(wt|wt−1, ..., wt−n) = exp (st)∑|V |
j exp (sj)
(3.4)
RNN ?????
???????? N-gram ?????????? N-gram ????????????????
? N-gram ??????????????????????????????????????
? n ?????????????????????????????????????????
?????????????????????
????????????????????????????????? kangaroos ????
????? seem ???????????
The kangaroos that are destroying the fences and eating the pasture seem to have
escaped from mountain fire.
17??????????????????? (word embedding) ???????? 2.2.1 ????
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3.2???????????? ? 3 ? ????????????????
? 3.1: RNN ??????????
????????????????????????????????????????????
??????????????????????????
????????? (selectional preferences) [41]????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????
?????????????????????????
???????????????????????????
???????????????????????????????????????????
???????????????????????????????????????????
????????????????????????????????
??????????????????????????????????????? (recurrent
neural network; RNN) ??????????????RNN ??????????? x1, ...,xL ?
??????????????????? ht ??????????????
ht =
{
tanh (Wxhxt +Whhht−1 + bh) t ≥ 1
0 otherwise
(3.5)
h0 ???????????????????? 0 ????????????????????
ht ????????????? ht−1 ???????????? t ?????????????
??? t− 1 ??????????????????????????????? 3.1?????
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3.2???????????? ? 3 ? ????????????????
? 3.2: RNN ??????
?????????????? N-gram ??????????????????????????
????????????????????????????????
?????????????????????? BOS (beginning of sentence) ???? ???
??????????????????????????????????????? EOS (end
of sentence) ?????????RNN ?????????????????? 3.2????
LSTM ?????
RNN ???????????????? (back-propagation) ??????????????
????????????????????????????????????????????
???RNN ?????????? ht ??????????????????????????
?????????????????????????????????
????????????????????? (long short-term memory; LSTM) ??????
????????LSTM ??????????????????????????? ht ????
???????? ct ????LSTM ???????? it?????? ot????????? ct
???????????????????????????????? ht ??????????
???? 3.3??
ut = tanh (Wxuxt +Whuht−1 + bu) (3.6)
it = σ (Wxixt +Whiht−1 + bi) (3.7)
ot = σ (Wxoxt +Whoht−1 + bo) (3.8)
ct = it ⊙ ut + ct−1 (3.9)
ht = ot ⊙ tanh (ct) (3.10)
28
3.2???????????? ? 3 ? ????????????????
? 3.3: LSTM ??????????
?????? RNN ??????????? LSTM ?? 3.4???????????????
????????????
3.2.2 ?????????????
???????????????????????????????????????????
???????????????? 3.11??
p(wt|wt−1, ..., wt−n, csrc) (3.11)
??? RNN ???????????????????????????????? x1, ..., xm?
???????????? y1, ..., yn ?????????????????????? RNN ??
???????????????????? hm ????????????? RNN ?????
??????????????????????????????????? csrc ??????
???????????
????? RNN????????????????????? hm ?????????? RNN
????????????????????????????????????????????
??????????????? 3.5??
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3.2???????????? ? 3 ? ????????????????
? 3.4: ??????? RNN ????
30
3.2???????????? ? 3 ? ????????????????
? 3.5: ??????????????
????
???????????????????????????????????????????
????????????????????????? (attention mechanism) ???????
????????????????????????????????????????????
?????????????????????????
??????????????????? henc1 , ...,hencm ?????????? hdecj ????
???????????????? hdecj ?????????????????? henci ????
??????????? aij ???????????????????????????????
??????? [42] ????????????? [43] ???????????????????
???????????? 3.12??
aij = h
enc
i · hdecj (3.12)
???????????????????????????????????????????
?????????????????????
aˆij =
exp (aij)∑
i exp (aij)
(3.13)
hattnj =
∑
i
aˆijh
enc
i (3.14)
?????????????? hattnj ?? j ???????????
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3.3???Probing ??? ? 3 ? ????????????????
3.3 ???Probing ???
???????????????????????????????????????????
???????????????????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
??????????????????? end-to-end????????????????????
????????????????????????????????????????????
???????????????????????? probing ??????????????
?????????Probing ???????????????????????????????
???????????????????????????????????????????
???????????????????????????????????????????
?? s ∈ Rd ??????????????????????????????????????
??????????????????????????????????? L ???????
????????????????????????????????????????????
????????????????????????? C(s) : Rd 7−→ L???????????
????????????????????????????????????????????
????????????????????????????
???????????????????????????????????? probing ??
????????????????????????????????????????????
????????????? [31, 32]???? [33]???? [34, 35] ?????????????
????????????????????????????????????????????
?????????????????????
3.4 ????
??????????????????????????????? probing ???????
????????
3.4.1 ?????????????
????
???????????????????????????????????????????
????????????????????????????
• ???????????????????????
• ??????????????????????????????
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3.4???? ? 3 ? ????????????????
• ?????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
?????????????????? Bible ???? [44] ?????Bible ????? 100?
????????????????????????????????????????????
????????????????????? 58?????????????????????
????????????????????18????? 3.1????
?? ?? ???
23,555 455 455
? 3.1: ???????????????????
???????????????????????? (early stopping) ??????????
??????? probing ???????????
??????????
?????????????????????? LSTM ????????????? [43] ??
??????????????????????? 512???????????????????
???????? 0.1??????? Adam ????????????
?????Jonson? [3] ???????????????????????????????
?????????????????????????? 57????????????????
????????????? (many-to-one) ????????? 57?????????? (one-
to-many) ???????????????????????????????????????
????????????????????? BOS ????????????????????
??????????
???????????????????? sentencepice [45] ?????????????
???????????? 57??????????? 32,000????????????????
??????????????? 8,000???????????????
3.4.2 Probing ???
??? probing ???????????????????????????????????
?????????????????????probing ???????????????????
????????????????????????????????????????????
????????????????????? max-pooling ???? [37, 46]?
18Bible ???????????????????????????????????????????????????
?????????????????????
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3.4???? ? 3 ? ????????????????
???????????
Probing ??????????????????????????????? URIEL [47] ??
?????URIEL ???????????????????????????????????
????????????? 103 ?????????28 ???????158 ?????????
????????????????????????????????????????????
????????????????????????????????????????????
? 10???????????????????????????? 57????????????
??? 3.2????
?? ??? ??
SVO SVO ???????? ? ?
OBJECT BEFORE VERB ?????????????????????? ? ?
PLURAL WORD ????????? ? ?
POLARQ MARK FINAL yes/no ???????????????? ? ?
NUMERAL BEFORE NOUN ???????????? ? ?
? 3.2: URIEL ?????????????
????????
Probing ????????????? Bible ???????????? 455?????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????? 10????????????
??????
Probing????????????????????????????????????????
???????????????????????????????????????? (Majority
Vote)???????????????????????????????????????????
????????????????????????????????????????????
?????????????????????????????????????? Bag-of-Tokens
?????????????
Bag-of-Tokens ????????????????????? ID ?????????????
???????????????????????????????????????????
???????????????????????????????????????????
???????????????????????????????????????????
???????????????????????????????????????????
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3.5???? ? 3 ? ????????????????
enc emb enc 1 enc 2 enc 3 dec emb dec 1 dec 2 dec 3
Majority vote (MV) 69.89%
Bag-of-Tokens (BoT) 74.43%
RNN (many-to-one) 79.10% 78.43% 75.21% 74.32% 69.79% 69.92% 69.90% 69.84%
RNN (one-to-many) - - - - 77.77% 79.09% 80.07% 80.98%
? 3.3: ????????????????????????????????????????
????????????enc ???????dec ??????emb ??????????
???????????????????????????????????????????
???????????????????????????????????????????
???????????????????????????????????????????
Bag-of-Tokens ?????????????
3.5 ????
???????????????????????????????????????????
??????probing ???????????????????? 3.3????????????
???????????????????????????? 56??????????????
??????????????
3.5.1 ?????????
??????????????????????
????????????????????????????????????????Belinkov
? [31] ????????????????????????????????????????
????????????????????????????????????????????
?????????????????????????????????????????
??????????????????????????????????????
??????????????????????????????????????
??????????????????????????????????????
??????????????????????????????????????
??????????????
??????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
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3.5???? ? 3 ? ????????????????
? 3.6: ??? RNN ??????????????????????????
???????????????????????????????????????? 3.3??
????????????????????? 3.6????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????
?????????????????????
?????????????????????????????????? BoT ??????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
??????????
?????????????????????
???????????????????????????????????????????
??????? 3.7???????????????????????????????????
????????????????????????????????????????????
??????
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3.5???? ? 3 ? ????????????????
? 3.7: ??? RNN ??????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
?????????????
3.5.2 ?????
???????????????????????????????????????????
????????????????????????????????????????? RNN
????????????????????????????????????????? 3.4?
????????????????????????????????????????????
????????
???????????????????????????????????????????
3.5??????????????????????????????????????????
????????
???????????????????????????????????????????
????????????????????????????????????????? 3.6?
??
???????????????????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
???????????????????????? INDEFINITE WORD???????????
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3.5???? ? 3 ? ????????????????
Feature BoT Model Gain
SOV 66.61 87.31 20.70
OBJECT BEFORE VERB 61.95 82.62 20.67
SVO 69.35 87.91 18.56
NEGATIVE WORD BEFORE OBJECT 63.33 80.48 17.15
OBJECT AFTER VERB 80.94 96.07 15.12
POLARQ MARK INITIAL 78.08 74.69 -3.39
FUTURE AFFIX 76.27 72.34 -3.92
POLARQ WORD 72.80 68.00 -4.81
PERFECTIVE VS IMPERFECTIVE MARK 62.36 57.04 -5.32
INDEFINITE WORD 70.35 64.02 -6.33
? 3.4: ??? RNN ??????????????????????????????????
?????????????????????????????????
Feature BoT Model Gain
OBJECT BEFORE VERB 61.95 77.34 15.39
NEGATIVE WORD BEFORE OBJECT 63.33 77.28 13.95
NEGATIVE WORD ADJACENT BEFORE VERB 55.55 69.43 13.88
SOV 66.61 79.06 12.45
POSSESSOR AFTER NOUN 69.48 80.67 11.19
ADJECTIVE AFTER NOUN 70.67 58.36 -12.32
PROSUBJECT WORD 70.69 57.63 -13.07
CASE SUFFIX 71.75 58.01 -13.75
PROSUBJECT AFFIX 69.57 55.74 -13.83
TEND DEPMARK 71.11 55.19 -15.93
? 3.5: ??? RNN ??????????????????????????????????
?????????????????????????????
38
3.5???? ? 3 ? ????????????????
Feature BoT Model Gain
OBJECT BEFORE VERB 61.95 61.48 24.66
SOV 66.61 64.70 24.30
ADPOSITION AFTER NOUN 69.22 66.65 21.58
POSSESSOR AFTER NOUN 69.48 68.78 20.63
POSSESSOR BEFORE NOUN 68.92 58.94 18.17
OBJECT HEADMARK 79.12 82.93 -3.81
NEGATIVE WORD AFTER VERB 86.58 77.54 -3.84
POLARQ MARK INITIAL 78.08 79.55 -4.79
PROSUBJECT WORD 70.69 54.94 -6.37
INDEFINITE WORD 70.35 50.07 -12.39
? 3.6: ??? RNN ??????????????????????????????????
?????????????????????????????
Feature BoT Model Gain
SOV 66.61 87.82 21.21
OBJECT BEFORE VERB 61.95 79.13 17.18
ADPOSITION AFTER NOUN 69.22 85.63 16.42
OXV 79.08 92.56 13.48
POSSESSOR AFTER NOUN 69.48 82.58 13.10
COMITATIVE VS INSTRUMENTAL MARK 73.74 65.8 -7.94
POLARQ MARK INITIAL 78.08 69.13 -8.95
INDEFINITE WORD 70.35 61.22 -9.13
OBJECT HEADMARK 79.12 68.31 -10.81
NEGATIVE WORD AFTER VERB 86.58 72.42 -14.15
? 3.7: ??? RNN ??????????????????????????????????
????????????????????????????????
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3.6?? ? 3 ? ????????????????
POLARQ MARK INITIAL?yes/no ?????????????????????????????
????????????????????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
??????????????????????????????? Universal Dependencies ?
????????????????????????????????????????????
?????????????????????????????????????
3.6 ??
???????????????????????????????????????????
???????????????probing ?????????????????????????
??????????
• ?????????????????????????????????????????
?????????????????????????????????????????
????????????????????????????????????
• ?????????????????????????????????????????
????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
????
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?4? ????
???????????????????????????????????????????
????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
??????????????????????????????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????Universal Dependencies ??????????????????????
??????????
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