COMPARING BEOPT (EnergyPlus) ENERGY PREDICTIONS TO  MEASURED CIRCUIT LEVEL ENERGY CONSUMPTION OF 12 SIMILAR SMALL ENERGY-EFFICIENT SINGLE-FAMILY RESIDENCES by McPherson-Hathaway, Braydi
University of Kentucky 
UKnowledge 
Theses and Dissertations--Biosystems and 
Agricultural Engineering Biosystems and Agricultural Engineering 
2021 
COMPARING BEOPT (EnergyPlus) ENERGY PREDICTIONS TO 
MEASURED CIRCUIT LEVEL ENERGY CONSUMPTION OF 12 
SIMILAR SMALL ENERGY-EFFICIENT SINGLE-FAMILY 
RESIDENCES 
Braydi McPherson-Hathaway 
University of Kentucky, braydimcpherson@yahoo.com 
Digital Object Identifier: https://doi.org/10.13023/etd.2021.390 
Right click to open a feedback form in a new tab to let us know how this document benefits you. 
Recommended Citation 
McPherson-Hathaway, Braydi, "COMPARING BEOPT (EnergyPlus) ENERGY PREDICTIONS TO MEASURED 
CIRCUIT LEVEL ENERGY CONSUMPTION OF 12 SIMILAR SMALL ENERGY-EFFICIENT SINGLE-FAMILY 
RESIDENCES" (2021). Theses and Dissertations--Biosystems and Agricultural Engineering. 84. 
https://uknowledge.uky.edu/bae_etds/84 
This Master's Thesis is brought to you for free and open access by the Biosystems and Agricultural Engineering at 
UKnowledge. It has been accepted for inclusion in Theses and Dissertations--Biosystems and Agricultural 
Engineering by an authorized administrator of UKnowledge. For more information, please contact 
UKnowledge@lsv.uky.edu. 
STUDENT AGREEMENT: 
I represent that my thesis or dissertation and abstract are my original work. Proper attribution 
has been given to all outside sources. I understand that I am solely responsible for obtaining 
any needed copyright permissions. I have obtained needed written permission statement(s) 
from the owner(s) of each third-party copyrighted matter to be included in my work, allowing 
electronic distribution (if such use is not permitted by the fair use doctrine) which will be 
submitted to UKnowledge as Additional File. 
I hereby grant to The University of Kentucky and its agents the irrevocable, non-exclusive, and 
royalty-free license to archive and make accessible my work in whole or in part in all forms of 
media, now or hereafter known. I agree that the document mentioned above may be made 
available immediately for worldwide access unless an embargo applies. 
I retain all other ownership rights to the copyright of my work. I also retain the right to use in 
future works (such as articles or books) all or part of my work. I understand that I am free to 
register the copyright to my work. 
REVIEW, APPROVAL AND ACCEPTANCE 
The document mentioned above has been reviewed and accepted by the student’s advisor, on 
behalf of the advisory committee, and by the Director of Graduate Studies (DGS), on behalf of 
the program; we verify that this is the final, approved version of the student’s thesis including all 
changes required by the advisory committee. The undersigned agree to abide by the statements 
above. 
Braydi McPherson-Hathaway, Student 
Dr. Donald Colliver, Major Professor 
Dr. Donald Colliver, Director of Graduate Studies 
  
COMPARING BEOPT (EnergyPlus) ENERGY PREDICTIONS TO 
MEASURED CIRCUIT LEVEL ENERGY CONSUMPTION OF 12 









A thesis submitted in partial fulfillment of the requirements for the Master 
of Science in Biosystems and Agricultural Engineering in the Colleges of 















Copyright © Braydi McPherson-Hathaway 2021 
 
 
ABSTRACT OF THESIS 
 
 
COMPARING BEOPT (EnergyPlus) ENERGY PREDICTIONS TO 
MEASURED CIRCUIT LEVEL ENERGY CONSUMPTION OF 12 SIMILAR 
SMALL ENERGY-EFFICIENT SINGLE-FAMILY RESIDENCES 
 
  
Residential energy usage patterns change as a result of new building 
codes, renewable technologies, household electronics, and changes in 
occupancy habits. Building simulations have used end-use energy studies to 
inform occupancy profiles and overall usage characteristics for the building 
simulations. Building simulations allow designers, engineers, policymakers, code 
developers, and building owners to model proposed designs to new and existing 
buildings, thus it is imperative that the energy profiles used in the models are 
accurate. In this study, the building simulation engine BEopt is used to model 
energy-efficient homes recently constructed in Southern Kentucky. The homes 
have well defined building characteristics (building envelope, equipment, range, 
lighting, etc.), and were all constructed by the same contractor, making the 
sample set a great case-study for occupancy dependent energy usage variability. 
Overall usage and temporal variations are compared against BEopt outputs for 
system load categories (total usage, heating and cooling, HVAC fan usage, 
supplemental heating, water heating, large appliances, and miscellaneous 
electric loads). Results from the study help to inform the building model 
simulation developers of which residential categorical loads deviate from the 
default simulation energy profiles, thus allowing for more accurate energy profile 
development in the future.  
 
KEYWORDS: Building Energy Modeling, Residential Energy Use, Circuit-
Level Electricity Measurement, Building Simulation Calibration, Energy 




         June 13, 2021   
 
 
COMPARING BEOPT (EnergyPlus) ENERGY PREDICTIONS TO 
MEASURED CIRCUIT LEVEL ENERGY CONSUMPTION OF 12 SIMILAR 





             
 




      Dr. Donald Colliver 
      Director of Thesis 
 Dr. Donald Colliver 
         Director of Graduate Studies 





 The following thesis, while an individual authorship, could not have been 
completed without the support of several people. First, I want to personally thank 
my brother, Tanner McPherson-Hathaway, for constantly pushing me to be a 
better person, and for his persistent support throughout my academic career. I 
also want to thank my parents, Ja-Nean Corder and Jeff Corder, for their 
continued encouragement and support. I also thank the community of 
exceptional individuals that supported me during my academic career, including 
but not limited to, Akul Yajnik, Claire Smith, Dawn Musil, Jeremy Kundtz, Alex 
Jensen, and Kelsey Clater.  
I thank my research advisor, Dr. Donald Colliver for all of the guidance on 
this research effort, and for the invaluable knowledge he has shared with me 
while working on this project and in my professional career. Next, I want to thank 
the Biosystems and Agricultural Engineering department for providing the funds 
to make this research effort possible. I was also assisted in the installation of the 
instrumentation used in this research study by Ricky Mason, which could not 
have been accomplished without his expertise in sensors, devices, and 
communication networks. His knowledge in this area was imperative to proper 
methodology and design of this research effort.   
 Lastly, I want to thank all of stakeholders in the Houseboat to Energy 
Efficient Residences (HBEER) project, which made this research project 
possible. This includes the Kentucky Highlands Investment Corporation, the 
University of Kentucky College of Design, Southern Tier Housing, Stardust 
Cruisers, the U.S. Department of Housing and Urban Development, Kentucky 
Housing Corp., Bell-Whitley Community Action Agency, FAHE (Federation of 
Appalachian Housing Enterprises), and the Kentucky Department for Local 




TABLE OF CONTENTS 
ABSTRACT OF THESIS ........................................................................................................... i 
ACKNOWLEDGEMENTS ....................................................................................................... iii 
TABLE OF CONTENTS........................................................................................................... iv 
LIST OF FIGURES ................................................................................................................. vii 
LIST OF TABLES .................................................................................................................... xi 
Chapter One: Introduction .................................................................................................. 1 
Residential Energy Use ................................................................................................................ 1 
End Use Metering Methods ......................................................................................................... 2 
Building Energy Simulation .......................................................................................................... 6 
Building Energy Optimization Software (BEopt) .......................................................................... 9 
Chapter Two: Literature Review ....................................................................................... 10 
End-Use Studies ......................................................................................................................... 10 
Building Simulation .................................................................................................................... 15 
BEopt and EnergyPlus Developments ................................................................................... 15 
Building simulation validation studies .................................................................................. 18 
Residential building simulation case-studies ........................................................................ 19 
Building energy model calibration ........................................................................................ 20 
Chapter Three: Objectives ................................................................................................ 22 
Chapter Four: Hypotheses ................................................................................................ 23 
Chapter Five: Methodology .............................................................................................. 25 
Housing Characteristics ............................................................................................................. 25 
Metering Technique .................................................................................................................. 30 
Data Quality Assurance ............................................................................................................. 37 
Building Modeling ...................................................................................................................... 40 
Building Characteristics ......................................................................................................... 40 
Building Differences .............................................................................................................. 43 
v 
 
Building Model Assumptions................................................................................................. 44 
Weather Station ........................................................................................................................ 45 
Data Analysis ............................................................................................................................. 46 
Relative Difference ................................................................................................................ 46 
Sample t-test ......................................................................................................................... 48 
Coefficient of Variation Root Mean-Square Error ................................................................. 48 
Normalized Percent Usage Profiles ....................................................................................... 49 
Confidence Limit Intervals ..................................................................................................... 50 
Timescales Analyzed .................................................................................................................. 51 
Chapter Six: Results........................................................................................................... 53 
Weather Data ............................................................................................................................ 53 
Data Validation .......................................................................................................................... 55 
Revenue Meter Data Validation ............................................................................................ 55 
Boundary Conditions ............................................................................................................. 56 
Individual load sum check ..................................................................................................... 57 
Annual Usage ............................................................................................................................. 59 
Overall Usage ........................................................................................................................ 60 
HVAC Outside ........................................................................................................................ 62 
HVAC Inside ........................................................................................................................... 63 
Water Heater ......................................................................................................................... 65 
Large Appliances ................................................................................................................... 66 
Miscellaneous ........................................................................................................................ 68 
Monthly Usage........................................................................................................................... 69 
Overall Usage ........................................................................................................................ 69 
HVAC Outside ........................................................................................................................ 72 
HVAC Inside ........................................................................................................................... 74 
Water Heater ......................................................................................................................... 77 
Large Appliances ................................................................................................................... 79 
Miscellaneous Loads ............................................................................................................. 81 
Temporal Load Profiles .............................................................................................................. 83 
Overall Usage ........................................................................................................................ 83 
vi 
 
HVAC Outside ........................................................................................................................ 91 
HVAC Inside ........................................................................................................................... 98 
Water Heater ....................................................................................................................... 107 
Large Appliances ................................................................................................................. 115 
Miscellaneous Loads ........................................................................................................... 122 
Coefficient of Variation Root Mean Square Error (CV(RMSE)) ................................................ 131 
Monthly CV(RMSE) .............................................................................................................. 131 
Hourly CV(RMSE) ................................................................................................................. 131 
HVAC Calibration ..................................................................................................................... 132 
Auxiliary Heating ...................................................................................................................... 139 
Chapter Eight: Conclusions ............................................................................................. 144 
Annual Usage ........................................................................................................................... 144 
Monthly Usage......................................................................................................................... 147 
Temporal Load Profiles ............................................................................................................ 151 
Confidence Limit Load Profile Methodology ........................................................................... 154 
Chapter Nine: Future Work............................................................................................. 156 
Appendix A – Equipment Budget .................................................................................... 157 
Appendix B – Current Transformer Diagram .................................................................. 159 
Appendix C – Equipment Characteristics ........................................................................ 160 
References ...................................................................................................................... 161 





LIST OF FIGURES 
Figure 1: Location of houses used in the study (top photo) ................................ 25 
Figure 2: Satellite view during construction (bottom photo).  .............................. 26 
Figure 3: As-Built Floorplan for 1,232 ft2 Design ................................................. 27 
Figure 4: As-Built Floorplan for 1,584 ft2 Design ................................................. 28 
Figure 5: ASHRAE Climate Zones (U.S. Department of Energy, 2017) ............. 29 
Figure 6: Plot map of research homes  ............................................................... 29 
Figure 7: Circuit CTs (a) and Main CTs (b) ......................................................... 30 
Figure 8: Overall data acquisition board set-up for house with cell modem ........ 32 
Figure 9: Installed data acquisition board ........................................................... 32 
Figure 10: Data Acquisition Riser Diagram ......................................................... 33 
Figure 11: Onsite weather station ....................................................................... 46 
Figure 12: Overall Average Load Profile with 95% Confidence Interval ............. 51 
Figure 13: Weather Conditions by Month ........................................................... 54 
Figure 14: Annual Total Measured Energy Usage and Simulated Energy Usage 
(kWh) for Samples 1-9 ........................................................................................ 61 
Figure 15: Annual HVAC Outside End-Use Percent Relative Difference ............ 63 
Figure 16: HVAC Inside Annual Usage .............................................................. 64 
Figure 17: Water Heater Annual Usage .............................................................. 66 
Figure 18: Large Appliances Annual Usage ....................................................... 67 
Figure 19: Miscellaneous End-Uses Annual Usage ............................................ 68 
Figure 20: Percent Relative Difference Box and Whisker for Overall Usage ...... 71 
Figure 21: Percent Relative Difference Box and Whisker for HVAC Outside End-
Use ..................................................................................................................... 74 
Figure 22: Percent Relative Difference Box and Whisker for HVAC Inside End-
Use ..................................................................................................................... 76 
Figure 23: Monthly Percent Relative Difference Box and Whisker Plot for Water 
Heater End-Use .................................................................................................. 78 
Figure 24: Monthly Percent Relative Difference Box and Whisker Plot for Large 
Appliance End-Uses ........................................................................................... 80 
viii 
 
Figure 25: Monthly Percent Relative Difference Box and Whisker Plot for 
Miscellaneous End-Uses .................................................................................... 82 
Figure 26: Overall Usage – Hourly Average Measured Annual Load Profiles .... 84 
Figure 27: Overall Usage – Hourly Average Measured Seasonal Load Profiles 84 
Figure 28: Overall Usage – Hourly Annual Average Load Profiles ..................... 85 
Figure 29: Overall Usage – Hourly Annual Weekday Average Load Profiles ..... 86 
Figure 30: Overall Usage – Hourly Annual Weekend Average Load Profiles ..... 86 
Figure 31: Overall Usage – Hourly Winter Load Profiles .................................... 87 
Figure 32: Overall Usage – Hourly Spring Load Profiles .................................... 87 
Figure 33: Overall Usage - Summer Hourly Load Profiles .................................. 88 
Figure 34: Overall Usage - Fall Hourly Load Profiles .......................................... 88 
Figure 35: HVAC Outside - Average Measured Annual Load Profiles ................ 92 
Figure 36: HVAC Outside - Average Measured Seasonal Load Profiles ............ 92 
Figure 37: HVAC Outside - Annual Average Load Profiles ................................. 93 
Figure 38: HVAC Outside – Annual Weekday Average Load Profiles ................ 94 
Figure 39: HVAC Outside - Annual Weekend Average Load Profiles ................. 94 
Figure 40: HVAC Outside – Winter Average Load Profiles ................................. 95 
Figure 41: HVAC Outside - Spring Hourly Load Profiles .................................... 95 
Figure 42: HVAC Outside - Summer Hourly Load Profiles ................................. 96 
Figure 43: HVAC Outside - Fall Hourly Load Profiles ......................................... 96 
Figure 44: HVAC Inside - Measured Annual Load Profiles ............................... 100 
Figure 45: HVAC Inside - Measured Seasonal Load Profiles ........................... 100 
Figure 46: HVAC Inside - Annual Average Load Profiles ................................. 101 
Figure 47: HVAC Inside - Annual Weekday Average Load Profiles .................. 102 
Figure 48: HVAC Inside - Annual Weekend Average Load Profiles ................. 102 
Figure 49: HVAC Inside - Winter Hourly Load Profiles ..................................... 103 
Figure 50: HVAC Inside - Spring Hourly Load Profiles ..................................... 103 
Figure 51: HVAC Inside - Summer Hourly Load Profiles .................................. 104 
Figure 52: HVAC Inside - Fall Hourly Load Profiles .......................................... 104 
Figure 53: Water Heater - Measured Annual Load Profiles .............................. 108 
Figure 54: Water Heater – Measured Seasonal Load Profiles ......................... 108 
ix 
 
Figure 55: Water Heater - Annual Average Load Profiles ................................. 109 
Figure 56: Water Heater - Annual Weekday Average Load Profiles ................. 110 
Figure 57: Water Heater - Annual Weekend Average Load Profiles ................. 110 
Figure 58: Water Heater - Winter Hourly Load Profiles .................................... 111 
Figure 59: Water Heater - Spring Hourly Load Profiles .................................... 111 
Figure 60: Water Heater - Summer Hourly Load Profiles ................................. 112 
Figure 61: Water Heater - Fall Hourly Load Profiles ......................................... 112 
Figure 62: Large Appliances - Hourly Measured Annual Load Profiles ............ 116 
Figure 63: Large Appliances - Hourly Measured Seasonal Load Profiles ......... 116 
Figure 64: Large Appliances - Annual Average Load Profiles .......................... 117 
Figure 65: Large Appliances - Annual Weekday Average Load Profiles .......... 118 
Figure 66: Large Appliances - Annual Weekend Average Load Profiles .......... 118 
Figure 67: Large Appliances - Winter Hourly Load Profiles .............................. 119 
Figure 68: Large Appliances - Spring Hourly Load Profiles .............................. 119 
Figure 69: Large Appliances - Summer Hourly Load Profiles ........................... 120 
Figure 70 Large Appliances - Fall Hourly Load Profiles .................................... 120 
Figure 71: Miscellaneous End Uses - Hourly Measured Annual Load Profiles . 124 
Figure 72: Miscellaneous End Uses - Measured Seasonal Load Profiles ........ 124 
Figure 73: Miscellaneous End Uses - Annual Average Load Profiles ............... 125 
Figure 74: Miscellaneous End Uses - Annual Weekday Average Load Profiles126 
Figure 75: Miscellaneous End Uses - Annual Weekend Average Load Profiles
 ......................................................................................................................... 126 
Figure 76: Miscellaneous End Uses - Winter Hourly Load Profiles................... 127 
Figure 77: Miscellaneous End Uses - Spring Hourly Load Profiles................... 127 
Figure 78: Miscellaneous End Uses - Summer Hourly Load Profiles ............... 128 
Figure 79: Miscellaneous End Uses - Fall Hourly Load Profiles ....................... 128 
Figure 80: Sample 3 Thermostat Calibration Monthly Results .......................... 135 
Figure 81: Sample 3 HVAC Inside Usage at Different Thermostat Setpoints ... 135 
Figure 82: Sample 4 Total HVAC Usage Calibration Monthly Results .............. 137 
Figure 83: Sample HVAC Inside Calibrated Monthly Usage Summary ............ 137 
Figure 84: Sample 3 - Calibrated HVAC Monthly Usage .................................. 138 
x 
 
Figure 85: Sample 4 - Calibrated HVAC Monthly Usage .................................. 139 
Figure 86: Auxiliary Heating Measured Usage ................................................. 140 
Figure 87: Measured Annual Energy Usage with Standard Deviation .............. 146 





LIST OF TABLES 
Table 1: Summary of direct metering datasets ..................................................... 5 
Table 2: Summary of CT placement ................................................................... 35 
Table 3: Summary of output variables ................................................................ 36 
Table 4: Data Source Timestamp Structures ...................................................... 37 
Table 5: Current transformer range .................................................................... 38 
Table 6: External building characteristics ........................................................... 41 
Table 7: Building equipment characteristics ....................................................... 42 
Table 8: Differences in building characteristics................................................... 44 
Table 9: Analysis Methods and Timescales ....................................................... 52 
Table 10: Monthly Weather Conditions ............................................................... 54 
Table 11: Data Validation Load Source Results ................................................. 55 
Table 12: Revenue Meter Percent Difference for All Samples ........................... 56 
Table 13: Boundary Condition Data Validation Results ...................................... 57 
Table 14: Count of Individual Timestamp Sum Check Failures for Sample 1-8 .. 57 
Table 15: Sum Check Percent Failure for Sample 1-8 ....................................... 58 
Table 16: Annual Results Summary for all End-Uses ......................................... 60 
Table 17: Overall Usage Annual Percent Relative Difference for Samples 1-9 .. 62 
Table 18: HVAC Outside Annual PRD ................................................................ 63 
Table 19: HVAC Inside Annual PRD .................................................................. 65 
Table 20: Water Heater Annual PRD .................................................................. 66 
Table 21: Lage Appliances Annual PRD ............................................................ 68 
Table 22: Miscellaneous End-Uses Annual PRD ................................................ 69 
Table 23: Monthly Percent Relative Difference and t-test Results for Overall 
Usage ................................................................................................................. 70 
Table 24: Overall Usage – Monthly Aggregate PRD, Sample Average PRD, 
Sample IQR, and Standard Deviation ................................................................. 71 
Table 25: Monthly Percent Relative Difference and t-test Results for HVAC 
Outside End-Use ................................................................................................ 72 
Table 26: Monthly Aggregate PRD, Sample Average PRD, Sample IQR, and 
Standard Deviation for HVAC Outside End-Use ................................................. 73 
xii 
 
Table 27: Monthly Percent Relative Difference and t-test Results for HVAC Inside 
End-Use ............................................................................................................. 75 
Table 28: Monthly Aggregate PRD, Sample Average PRD, Sample IQR, and 
Standard Deviation for HVAC Inside End-Use.................................................... 76 
Table 29: Monthly Percent Relative Difference and t-test Results for Water 
Heater End-Use .................................................................................................. 77 
Table 30: Monthly Aggregate PRD, Sample Average PRD, Sample IQR, and 
Standard Deviation for Water Heater End-Use ................................................... 78 
Table 31: Monthly Percent Relative Difference and t-test Results for Large 
Appliance End-Uses ........................................................................................... 79 
Table 32: Monthly Aggregate PRD, Sample Average PRD, Sample IQR, and 
Standard Deviation for Large Appliance End-Uses ............................................ 80 
Table 33: Monthly Percent Relative Difference and t-test Results for 
Miscellaneous End-Uses .................................................................................... 81 
Table 34: Monthly Aggregate PRD, Sample Average PRD, Sample IQR, and 
Standard Deviation for Miscellaneous End-Uses................................................ 82 
Table 35: Overall Usage – Hourly Measured Load Profiles ................................ 83 
Table 36: Overall Usage – Hourly Significant Difference Summary .................... 90 
Table 37: HVAC Outside – Hourly Measured Load Profile ................................. 91 
Table 38: HVAC Outside - Significant Difference Hourly Summary .................... 98 
Table 39: HVAC Inside – Measured Hourly Load Profiles .................................. 99 
Table 40: HVAC Inside – Significant Difference Hourly Summary .................... 106 
Table 41: Water Heater – Measured Hourly Load Profiles ............................... 107 
Table 42: Water Heater Significant Hours ........................................................ 114 
Table 43: Large Appliances – Measured Hourly Load Profiles ......................... 115 
Table 44: Large Appliances – Hourly Significant Difference Summary ............. 122 
Table 45: Miscellaneous End-Uses – Measured Hourly Load Profiles ............. 123 
Table 46: Miscellaneous End Uses Significant Hours ...................................... 130 
Table 47: Monthly CV(RMSE) for all End-Uses ................................................ 131 
Table 48: Hourly CV(RMSE) for all End-Uses .................................................. 132 
Table 49: HVAC Annual Measured and Simulated Load Differences ............... 133 
xiii 
 
Table 50: Heating and Cooling Degree Day Summary ..................................... 133 
Table 51: Sample 3 Monthly Thermostat Calibration Results ........................... 134 
Table 52: Sample 4 Monthly Thermostat Calibration Results ........................... 136 
Table 53: Auxiliary Heating Energy Usage (kWh) for OAT Ranges .................. 141 
Table 54: Average Measured vs Simulated OAT Auxiliary Heating Energy Usage
 ......................................................................................................................... 142 
Table 55: Measured Auxiliary Heating Energy – Time of Use .......................... 143 
Table 56: Annual Usage PARD, P-value, and Variation ................................... 145 
Table 57: Measured Annual Usage, Standard Deviation, and Range by End-Use
 ......................................................................................................................... 146 
Table 58: Monthly Aggregate PRD by End-Use ............................................... 149 
Table 59: Monthly Usage P-Values by End-Use............................................... 149 
Table 60: PRD Standard Deviation by End-Use ............................................... 150 
Table 61: Annual Load Profiles - Significant Hours by End Use ....................... 153 




Chapter One: Introduction 
Residential electricity usage accounts for a large portion of the total usage 
in the United States. Limited research has been conducted to understand 
residential electricity demand patterns, and the results of previous studies have 
reached differing conclusions. The hourly end-use electricity profiles generated 
from previous studies are used to generate occupancy profiles used in various 
building simulation programs. These models aim to predict the measured 
performance of new and existing residential dwellings in order to optimize new 
construction and retrofit designs. Inaccurate modeling of buildings has financial 
consequences for the building owners and occupants. In the following sections, 
we will explore each of these topics in order to give a background of residential 
energy usage, end-use metering methods, and building simulation programs.  
Residential Energy Use 
In 2015 the residential sector accounted for 37.5% of all electricity 
consumption in the United States, making it the largest electricity-consuming 
sector in the country (U.S. Department of Energy, 2015). While it is the largest 
contributor to electricity consumption, a relatively small amount of research other 
than HVAC usage that has been conducted to characterize how homes consume 
energy. This lack of research may be resulting in uncertain characterization of 
how and when electricity is being used within the residential sector.  
Electricity usage is typically characterized by overall energy usage and 
temporal power variations. Overall energy usage is described as energy used for 
a day, month, or year and is expressed in units of kilowatt-hours (kWh). 
Temporal variations are described as changes in power demand over shorter 
time scales, expressed in units of average kilowatt (kW) over a given time scale. 
For power demand, this is typically expressed on a time scale of 15-minute or 1-
hour intervals.  
Overall energy usage in the residential sector is largely estimated by the 
Residential Energy Consumption Survey (RECS), which is then used to inform 
the Annual Energy Outlook for the Energy Information Administration (EIA) (U.S. 
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Department of Energy, 2009). This information is used for proper resource 
allocation and load forecasting by Public Service Commissions (PSCs), local 
utilities, and electricity producers. It is also used in determining which appliances 
or end-uses are effecting the overall energy usage the most. By understanding 
each load individually energy consumers, policymakers, and manufacturers are 
able to take more effective action to reduce the overall energy usage of the 
residential sector (Glasgo et al. 2017b).  
Understanding temporal power variations is necessary for accurate utility 
load forecasting and demand side management (DSM) programs. Temporal 
variations are heavily impacted by occupant behavior such as appliance usage, 
lighting schedules, entertainment schedules, etc. making them especially difficult 
to predict and model (Rhodes et al. 2014). As of now, there is still a lack of 
quality temporal data to describe the residential population (Glasgo et al. 2017b).   
End Use Metering Methods 
To most accurately predict long term and short-term electricity usage in 
the residential sector, both overall demand and temporal variations must be 
understood. To do so, end-use or circuit level energy metering must be utilized. 
There are three types of end-use metering methods: direct, indirect, and 
statistical methods. In the past, most of the research in the residential sector 
used statistical metering methods (Davis & Larson, 2014). These methods 
measure overall electricity usage at the main meter level, and estimate the 
contribution of energy usage for all end-users based on energy audits or surveys 
completed by the building occupants.  
The RECS program is an example of one such statistical metering 
method. Using surveys completed by the residents, along with monthly energy 
bills, the RECS program estimates the contribution of each end-use to the overall 
electricity usage by using a multivariable non-linear expressions based on 
household demographics, appliance stock, electronics present, occupant 
behavioral information, and local weather climate data. The RECS program is the 
3 
 
largest statistical metering method currently being used (U.S. Department of 
Energy, 2009).  
Inaccurate statistical metering methods can lead to inaccurate energy 
forecasts and resource allocation by energy producers and distributers. 
Additionally, if an end-use is over estimated or underestimated, there is the risk 
of failed energy-efficient incentives if policy is to target said end-use. Given such 
a large impact on policy and electricity utilities, direct metering methods are 
preferred for increased accuracy.  
Direct metering involves measuring electricity usage on all circuits in a 
home. Direct metering was cost-prohibitive in the late 20th century due to the 
large amount of instrumentation involved to monitor every circuit. For instance, 
the End-Use Load and Consumer Assessment Program (ELCAP) study reported 
a budget of $20,000,000 to monitor 288 base houses in the Pacific Northwest. 
Additionally, data storage capabilities were more limited in the late 20th century 
than it is today. As costs for the direct metering instrumentation have declined in 
recent decades and data storage capabilities have increased, it has become 
more viable for researchers to use direct metering.  
Multiple direct metering studies have been conducted since ELCAP in 
1989. Since then, there have been numerous studies related to residential end-
use energy consumption, including over 40 studies within the last ten years (End 
Use Load Research Working Group, 2016). However, many of these studies 
have had large inconsistencies in their methodology, including: the metering 
techniques used (direct vs. statistical methods), sample size, building typology, 
location, climate, occupancy, and the overall time interval studied. These 
differences have ultimately led to differing results, a lack of protocol for future 
researchers, and potential inaccuracies in current building energy modeling 
programs. A description of some of the larger direct metering studies is 
presented in Table 1.  
An additional concern of many past studies is the Hawthorne Effect, or the 
observer effect. That is, when a resident knows that their energy usage is being 
measured, it alters their behavior and typically results in the resident using less 
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energy than they typically would (Schwartz et al. 2013). This could be the reason 
that the Pecan Street dataset in Austin, TX uses approximately 13% less than 
other residential customers in that area and 33% less than the RECS estimates 
for similar houses (Glasgo et al. 2017b). That is one of the main advantages to 
this research study: the instrumentation was installed prior to the occupants 
moving in. While the occupants agreed to a study taking place on the homes, 
they haven’t been given the details of what is being measured. Additionally, they 
do not currently have access to the data flow from the homes. This has identified 
a possible area of research in the future for this project: Comparing the energy 





Table 1: Summary of direct metering datasets 
Study Description Results/Findings 
Pratt et 
al. 1989 
The ELCAP study was the 
first large direct end-use 
metering study. The $20 
million project was conducted 
by Bonneville Power 
Administration in the Pacific 
Northwest, and included 288 
base homes for which all 
end-uses were metered. 
The results defined time-of-day 
residential end-use profiles, and is 
the current profiles used for end-
use profiles in the 2014 House 
Building Simulation Protocols 
Parker et 
al. 2003 
204 residences in Central 
Florida that deployed energy 
meters to measure total 
electric power, space heating 
and cooling, clothes dryers, 
range appliances and pool 
energy usage.  
The project identified key 
influences on overall electricity 





The Residential Building 
Stock Assessment (RBSA) 
study attempted to update 
load shapes. The study 
included 101 homes that 
were metered on most end-
uses.  
Load profiles were updated from 
the ELCAP study, and suggestions 
for future studies were made. An 
analysis of the load profiles 
developed in the RBSA study 
indicated significant differences 
between domestic hot water 







A high resolution end-use 
metering study in Austin, TX. 
The dataset included over 
700 homes in 2017, and 40 
homes in 2018.  
The dataset is available for free for 
non-commercial use for research. 
The research is used in many 
studies including Glasgo et al. 
2017a, Glasgo et al. 2017b, 







Building Energy Simulation 
Building energy simulation programs are used to predict overall and 
temporal energy usage for buildings. The predicted energy performance can be 
used to inform designers, architects, and engineers of the optimal design to 
reduce life-cycle costs for the building owners and occupants. If the building 
simulation overestimates energy savings of some proposed design alternative, 
there is the risk of financial losses for the building owner. Conversely, if the 
building simulation underestimates energy savings, energy-efficient designs may 
be neglected, also leading to long-term financial losses for the building owner.   
Building simulation was initially used to inform designers, engineers, and 
code developers, but has quickly grown to a number of different applications. 
Building simulation is now being used in areas such as building optimization 
(Augenbroe, 2002), system sizing, energy-efficient engineering, occupant 
comfort and occupant health factors (Crawley, 2001), code development (Taylor 
et al. 2012), performance verification of energy efficient programs such as the 
Leader in Energy Efficient Design (LEED) (Turner & Frankel, 2008) and 
compliance verification for programs such as the Residential Energy Service 
Network’s Home Energy Rating System (HERS) (Department of Energy Office of 
Energy Efficiency and Renewable Energy, 2016). With a growing number of 
applications for building simulation, it is imperative that the building simulation is 
as accurate as possible to avoid costly mistakes.  
There are challenges in modeling any building. There are indoor 
environmental conditions such as temperature, humidity, air velocity, lighting 
levels, and acoustics that are preferred or necessitated by the occupants that 
must be considered. The external conditions such as wind velocity, temperature, 
humidity, and insolation levels are used for weather related loads. Internal loads 
such as people, appliances, and equipment must also be incorporated into the 
heat transfer models, and end-use electricity usage. On top of all of these 
considerations, it is now expected that building models be able to model all of 
these conditions over time to predict power demand in order to forecast demand 
for local utilities. Recent research in this area has indicated that building 
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simulations are not yet able to model time-varying loads accurately (Rhodes et 
al. 2014). 
End-use schedules of how the occupants control the building and 
equipment have been developed using previous end-use research. A popular 
end-use profile source is the 2014 Building America House Simulation Protocols 
(Wilson et al. 2014). The protocol aims to create a standard methodology for 
comparing designs for single-family and multi-family residential buildings. The 
standardized methods include code compliance standards and end-use 
equipment profiles. Most of the end-use profiles used in the protocol are based 
on the 1989 End-Use Load and Consumer Assessment Program (ELCAP) 
profiles. The only loads that do not use the ELCAP study for end-use hourly 
profiles are ceiling fans and miscellaneous electric loads (MELs), which 
references “other MELs” load profiles from Mills et al. 2008. The MELs include all 
loads (including the microwave) except the large appliances (range, dishwasher, 
refrigerator, clothes dryer, and clothes washer), heating and cooling equipment, 
lighting systems, and domestic hot water equipment. The overall usage of the 
MELs circuits are estimated as function of the total square footage of the home 
and the number of bedrooms in the home (Wilson et al. 2014).  
 There is a risk is that energy usage patterns have changed since the 
ELCAP study in 1989. In fact, the Residential Building Stock Assessment 
(RBSA), a follow up study in the same region as the ELCAP study, indicated that 
there are significant differences in the way that energy is being used. The 
regional End Use Load Research Steering Committee and the Northwest Energy 
Efficiency Alliance (NEEA, 2016) reported that the ELCAP study overestimates 
water heating alone by 300 MW for the Pacific NW when comparing ELCAP to 
the RBSA study (End Use Load Research Working Group, 2016). Furthermore, 
the U.S Energy Information Agencies’ Residential Energy Consumption Survey 
(RECS) found that appliance loads have increased from 24% of a home’s total 
load in 1993 to 34.6% of the total usage in 2009, indicating significant changes 
during the past decades in occupant dependent end-uses (U.S. Energy 
Information Administration, Residential Energy Consumption Survey, 2013).   
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 There have been other studies that have highlighted differences between 
measured electricity energy usage and simulated energy usage (Yang et al. 
2015; Mustafaraj et al. 2014; Yang et al. 2016; Yang & Becerik-Gerber et al. 
2015; Pan & Garmston 2011; Royapoor & Roskilly, 2015; Karlsson et al. 2007; 
Loutzenhiser et al. 2007; Caskey et al. 2016). More discussion on these 
discrepancies can be found in the Chapter Two: Literature Review section. Such 
discrepancies in usage are likely the result of increased use of electronics and 
efficiencies of equipment and the building envelope in the United States. The 
Building America Simulation Protocols reports load profiles based on the average 
decimal fractional usage for a day. Since the profiles are a fractional usage, 
overall energy usage should not be affected by the increases in overall usage or 
efficiency of these appliances so long as they are accounted for in the 
simulations annual energy usage (kWh). For that reason, load profiles will be 
analyzed in this study, along with measured energy usage and predicted 
simulated usage. 
Inaccurate building modeling is typically accounted for by the user doing 
calibration exercises. Calibration exercises are broken up into three main 
methods: manual calibration, graphical and statistical calibration, and automated 
calibration (Reddy, 2006). Currently, there does not exist a standard calibration 
procedure, leaving the calibration methods largely to the user’s preference. While 
the calibration procedures do improve the accuracy of the building model, they 
typically do so by adjusting sensitive parameters such as the thermostat setpoint, 
MELs multiplier, and water heater usage after the building has already been built. 
Since the building is already constructed, this accuracy in building simulation is 
only useful for retrofit design. The inaccuracies that existed in the pre-calibration 
simulation could have led to construction and design decisions that could not 
economically be altered after the building is constructed (insulation, equipment, 
etc.), thus leading to financial consequences for the building owner. For this 
reason, it is important that the initial building design assumptions are as accurate 
as possible, and all occupancy information for the building be constructed should 
be utilized.   
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Building Energy Optimization Software (BEopt) 
The Building Energy Optimization Software (BEopt) is the software used in 
this study. It was developed by the Department of Energy, and has assumptions 
based on the 2014 Building America House Simulation Protocols making it an 
appropriate simulation software for analyzing the assumptions and electricity 
profiles in the protocol. The main objective of the BEopt software is to analyze 
new construction and retrofit cases for residential dwellings in order to find the 
most efficient and cost-effective design. The program also allows the user to 
analyze different near-optimal discrete design options along the optimization path 
to allow building preferences to be considered. The BEopt program is a front-end 
and graphical output user-interface for the Department of Energy’s EnergyPlus 
simulation engine (Christensen et al. 2005).  
The EnergyPlus simulation engine was developed using BLAST and DOE-
2 simulation engines. The major difference between EnergyPlus and DOE-2 and 
BLAST is that EnergyPlus has an integrated solution technique that uses a 
sequential simulation calculation that accounts for any loads not met in the 
previous time-step, and adjusts the building temperature of the building if loads 
are not met by the HVAC system. Since occupant health, occupant comfort, and 
HVAC system sizing are all largely dependent on the measured space 
temperature, this seemingly small advancement in building simulation solved a 
large issue that was present in BLAST and DOE-2, which do not have this 
feedback capabilities. Other differences between EnergyPlus and DOE-2 and 
BLAST is that EnergyPlus allows for inter-zonal airflow, allowing for heat transfer 
between zones to better reflect a true building system. The drawback to these 
advancements for EnergyPlus was that the simulations took much longer to run 





Chapter Two: Literature Review 
The literature review is broken up into two main sections: End-use studies 
and building simulation studies. The end-use studies section highlights the main 
studies that have taken place in the residential sector in the past thirty years. The 
building simulation studies gives a background into BEopt and EnergyPlus 
development, building simulation validation studies, residential building 
simulation validation studies, and building energy modeling calibration methods.  
End-Use Studies 
Residential end-use energy metering largely began in the late 1980s with 
the End-Use Load and Consumer Assessment Program (ELCAP), a $20 million 
project conducted by Bonneville Power Administration that took place from 1988 
– 1992. Since ELCAP, a number of end-use and circuit level studies have been 
conducted in the residential sector. These studies, however, have had different 
sample sizes, climates, metering methods, and housing types. 
Direct metering studies have historically been the most expensive 
metering technique, so most of the research prior to 2010 used statistical 
metering methods in order to reduce the cost by limiting the number of sensors 
required for each house, thus allowing researchers to increase the sample size of 
the studies. Most commonly this called for the use of the conditional demand 
analysis technique (CDA), which is a modeling strategy that uses direct metering 
and advanced modeling based on behavioral and building characteristics to 
predict end-use energy consumption of loads that are not directly metered. This 
technique was seen in Bartels & Fiebig 1996, Tiedemann 2007, Bartels & Fiebig 
2000.  
Other modeling techniques have been attempted to improve the accuracy 
of energy modeling beyond the methodology of the CDA. Rebman & Yu, 2008 
attempted to improve the accuracy of end-use modeling by estimating annual 
energy consumption using the Statistical Analysis Software (SAS) program that 
relied on four categorical variables and many co-variates. Abreu et al. 2016 
utilized a Facebook questionnaire to determine behavioral characteristics of 
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homes, and then used a cluster algorithm with three main groups of behavioral 
attributes combined with direct household energy monitoring to quantify the effect 
of each attribute. Kavousian et al. 2012 used a factor analysis to determine the 
effect of various behavioral determinants on daily maximum and daily minimum 
energy usage models. The U.S. Energy Information Agency, 2013 (EIA) relies on 
a multivariable non-linear technique for the Residential Energy Consumption 
Survey (RECS) program, which disaggregates energy use using household 
demographic variables, appliance and electronics present, behavioral 
information, and weather to determine how energy is used in the residential 
sector. The RECS program was by far the largest indirect metering study still 
being used in 2018. A follow up study to better understand which appliances 
have the greatest contribution to the total usage which building characteristics or 
occupant characteristics have the greatest impact on the total usage for any end-
use was conducted by Carlson, 2013 and it was determined that eight appliances 
accounted for 80% of the electricity consumption for a home. These appliances 
included water heating, space heating, space cooling, clothes dryer, refrigerators, 
lighting, electric range, and the dishwasher.    
The modeling studies described above all attempted to use a statistical 
model to accurately represent measured energy usage in a home. The main 
reason for this type of disaggregation of data was cost-reduction. Direct end-use 
metering is expensive, thus statistical models solved the problem and enabled 
researchers to increase sample size of studies or reduce the overall cost of 
projects. In one instance, in Bartels and Fiebig, 1996 the CDA combined with 
eight direct end-use monitors per home in New South Wales was said to save 
$400,000 in the direct metering for the 250 household sample size.  
What all of the statistical modeling studies have in common is that there 
are inherent uncertainty of the results since energy is not directly measured. For 
instance, the Kavaousian, 2012 factor analysis technique was only able to 
explain 55-65% of the variability in electricity consumption in a case study that 
used the developed model. All of these studies have some degree of uncertainty, 
especially due to occupancy schedules. For a more accurate representation of 
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end-use energy consumption and temporal energy usage patterns, one must turn 
to direct metering studies.  
The ELCAP was the first major direct metering study. The project included 
over 250 single-family houses in the Pacific Northwest, and concluded: space 
conditioning loads are the largest use of electricity; heating load far exceeds that 
of cooling; all end uses show seasonal variation, size of end-use variations can 
be eclipsed by large seasonal space conditioning loads; annual energy 
consumption varies between households; end-use variability is strongly 
influenced by family size, size of residence, income level, occupant behavior, and 
other demographic variables; and light and convenience loads increase the with 
number of occupants (Pratt et al. 1989).  
However, results from several follow up studies indicate the energy usage 
patterns and overall energy usage have changed since the ELCAP study in 
1989. For instance, the Residential Building Stock Assessment (RBSA) program 
directly monitored 100 households in the same region as ELCAP, and found the 
following key differences: water heating has declined; water heating has a 
different daily variation pattern; refrigeration loads are 40% of what ELCAP 
observed two decades before, and lighting varies seasonally (Davis & Larson, 
2014). In fact, the Regional End Use Load Research Steering Committee and the 
Northwest Energy Efficiency Alliance (NEEA) recently reported that the ELCAP 
study overestimates water heating’s regional load by 300 MW when compared to 
the follow up study presented by RBSA program (End Use Load Research 
Working Group, 2016).  
This would suggest that since the ELCAP studies were concluded, end-
use consumption has changed. This claim is further supported by the U.S. 
Energy Information Agency’s Residential Energy Consumption Survey (RECS) in 
2009 which found that appliance loads have increased from 24% of a home’s 
total load, to 34.6% of the total load, likely due to the increase in computer and 
television ownership. Results also indicate that space conditioning loads are no 
longer greater than 50% of the total household load, and that overall heating 
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consumption has increased as a result home size increasing in the past decades 
(U.S. Energy Information Agency, 2013).  
An increase in MEL and appliance uses is also highlighted in other 
studies. For instance, Isaacs et al. 2010 examined energy usage changes in New 
Zealand for the Household Energy End-use Project (HEEP). The HEEP project 
noted that between 1971-1972 and 2005 MELs and appliances had grown from 
28% to 47% of electricity consumption. MELs importance is also highlighted in 
Nelson et al. 2014, where the study found that MELs were on average 44% of 
the base standby load for 12 homes in British Columbia, Canada. When MELs 
were combined with laundry, cooking, dishwasher, and general loads, the 
percentage of the standby load increased to 56%. Parker et al. 2003 saw a 
significant increase in MELs and appliances in one years’ data for 2003 when 
personal computers and cellular phone chargers were growing rapidly in 
residential settings. The study showed that the “other” daily appliance energy 
usage increased 18% for a one year study period.   
Nelson et al. 2014 points out the research objectives of end-use studies 
have been different. This makes the comparison of each study more difficult, 
since results are rarely presented in comparison with each other. For instance, 
the HEEP that took place in New Zealand studied 400 homes to understand how 
energy was used. The study focused more on annual consumption patterns, 
appliances, and standby loads. The research rarely was used for time-of-day 
energy usage patterns (Isaac et al. 2010). The Parker et al. 2003 study focused 
more on heating and cooling equipment,  water heating, range, clothes drying, 
and swimming pools end-use energy consumption in a hot and humid climate. 
This variation in scope has made studies like the RBSA (Davis & Larson, 2014) 
follow up study to ELCAP (Pratt et al. 1989) and the HEEP (Isaac et al. 2010) 
dataset all the more valuable to researchers for investigating changes in energy 
usage patterns over time.  
 There have been some studies to compare the results of larger studies. 
Glasgo et al. 2017b compared the RECS program to a more current direct 
metering study taking place in Austin, TX known as the Pecan Street dataset. 
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The Pecan Street study is metering 722 homes and apartments on one and 
fifteen minute intervals, and making the data available for research purposes for 
free. Glasgo 2017b found that the Pecan Street dataset is using 33% less 
electricity on average when compared to RECS homes, and 13% less than the 
average customer in the region. However, despite these differences, only water 
heaters and refrigerator end uses for the Pecan Street dataset have inner 
quartile ranges outside of the RECS data. Torres et al. 2015 does a similar 
analysis of RECS, but using two households in the Pecan Street dataset as a 
case study. The cooling circuits are directly metered for the chosen houses and 
compared to an estimated RECS sample estimate. The results of the study 
indicated significant differences between the RECS estimate and the measured 
data, showing that the RECS may be underestimating cooling energy usage. The 
authors offer recommendations for improving the accuracy of the RECS 
statistical model.  
While these studies highlight differences between RECS and measured 
case studies, it’s also notable that the Pecan Street homes are certainly not 
representative of the entire United States, therefore it cannot determine that the 
RECS program is inaccurate. In fact, once the loads were normalized to a 
fractional energy usage of the total usage of the homes in the Pecan Street 
homes, the water heaters and refrigerators were not statistically different than the 
RECS fractional profiles. Additionally, Glasgo et al. 2017b points out that since 
the homes use 13% less electricity than the average consumer in the region, 
there exists the possibility that the occupants changed their usage characteristics 
after knowing they are part of the study, also known as the Hawthorne effect or 
the observer effect.  
  Up until this point, all of the studies discussed have only analyzed annual 
energy consumption. Even fewer studies have included a discussion on energy 
load profiles. To the research team’s knowledge, only one study has been 
conducted to analyze the energy load profiles of ELCAP, and that was Cetin et 
al. 2014. The study analyzed 40 homes in the Pecan Street dataset and found 
that the average appliance load profiles have similar distributions to that of the 
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ELCAP distributions. Notably, of the 40 homes in the study, 87.5% of the 
occupants recorded an education level of greater than a graduate degree, and 
40% of the homes stated that the occupants work from home for more than 
greater than 20% of the week. The results of the study showed that refrigerators 
had the least amount of variability, while the three occupant dependent 
appliances (clothes washers, dish washers, and clothes dryer) were less 
consistently following the ELCAP profiles. The study also found that more 
discrepancies occurred on weekend periods than weekday periods, and that 
work-at-home occupants had a significant impact on the energy profiles of the 
appliances.  
 Another study that looked at temporal energy usage patterns is Saldanha 
& Beausoleil-Morrison, 2012. The research focused on taking high resolution 
data of 12 homes in Canada. The study found that annual consumption patterns 
had a high amount of variation between houses, and found a correlation between 
number of occupants and non-HVAC usage (appliances, MELs, lighting, etc.), 
but with a large amount of scatter for the same number of occupants. 
Additionally, house size and non-HVAC usage were not considered statistically 
significant dependent variables for predicting a homes’ overall usage. It was 
made clear by the author that the occupancy habits are significant determinants 
for non-HVAC electricity usage, as some houses with similar size, age, and 
similar appliance stocks had nearly double the overall appliance usage compared 
to the other.   
Building Simulation 
One way to study end-use profiles is to use default end-use profiles in 
building simulation. Building simulation engine studies have focused on 
simulation validation, simulation differences compared to measured energy 
performance of case-studies, and on building energy model calibration. In this 
section each of these areas are study are investigated, and BEopt and 
EnergyPlus developments are presented.  
BEopt and EnergyPlus Developments 
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Building Energy Optimization (BEopt) software is a front-end user interface for 
running residential building models using the EnergyPlus building simulation 
engine.  Crawley, 2001 describes the EnergyPlus building simulation engine. The 
program was necessitated by differences between two of the previous simulation 
programs developed by the Department of Energy (DOE), BLAST and DOE-2 
(Lawrence Berkeley National Laboratory, 2004). The major difference was that 
the DOE-2 engine used a room weighting factor as opposed to the heat balance 
approach used by BLAST software. These differences in simulation approaches 
caused the results of the simulation to be different, with one program being more 
accurate for specific subroutines than the other. In order to correct these 
differences, a simulator had to have extensive knowledge of the simulation 
engine he/she was using (DOE-2 or BLAST), for they had to work directly with 
the coding of each simulation engine. This led the U.S. government to be faced 
with deciding, why support two separate simulation engines? In 1996, it was 
decided that the U.S. government would develop a new program to incorporate 
both DOE-2 and BLAST simulation capabilities. This program was called 
EnergyPlus.   
Five beta versions of EnergyPlus were released from 1999 – 2001, and 
the first 
version of the program (EnergyPlus Version 1.0) was released in April of 2001.   
Through further development, EnergyPlus became more a more versatile 
simulation engine than both BLAST and DOE-2. DOE-2 and BLAST were unable 
to perform integrated simultaneous solutions that couple loads and HVAC 
systems, while EnergyPlus was developed to handle such calculations. Coupled 
with the fact that EnergyPlus can also run smaller timesteps, down to the minute 
for interactions between zones, the HVAC system, and external environment, the 
program becomes a much more powerful tool. The advantage to these 
capabilities is that any loads not being met in a previous calculation are 
accounted for by the simulation engine increasing or decreasing the internal 
environmental conditions for the next time step. DOE Office of Energy Efficiency 
and Renewable Energy, 2016 points out that this allows for modeling interactions 
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of time-varying weather, occupancy, and HVAC system operation. This increase 
in simulation capabilities enables the program to broaden its applications. For 
instance, Crawley, 2001 points out that since zone conditions that are not met 
are considered, occupant comfort conditions, system controls, and radiant 
heating and cooling can all be modeled much more accurately.  
Christensen et al. 2005 describes the optimization process that the BEopt 
program runs to find the most cost-effect energy efficient design, and the 
simulation algorithm that is used to find the path to net-zero energy for a 
residential building. BEopt calls on EnergyPlus and TRNSYS building simulation 
engines for calculating energy usage of different designs, and uses a sequential 
search technique. The BEopt program user interface allows the building 
simulator to set up the building geometry and building components to be used by 
EnergyPlus. Christensen et al. 2005 details how the simulation software finds the 
optimal solution using a sequential search method. The advantage to this method 
is that the program simulation run-time is much faster since it doesn’t have to run 
every possible case. In Christensen, 2006 the sequential search methodology is 
further improved, leading to up to 71% fewer simulations required compared to 
the previous sequential search methodology, thus the run-time of the program 
was improved.   
BEopt has been used in new-construction projects, retrofit projects, and 
energy conservation measure analyses. In DOE National Renewable Energy 
Laboratory, 2015 a ductless heat pump is implemented in a high-performance 
home in Tacoma, Washington following a simulation using BEopt. The study 
concludes that based on the BEopt simulation that the model meets the Building 
America energy reduction goal by 30%-50%. In Northeast Sustainable Energy 
Association, 2018 the design of the HELIOS Passive & Active Solar Home is 
described to be modeled by Energy 10, and later heat pumps and solar systems 
were modeled using BEopt. The home is a 2,751 square foot single-family 
residence located in Lafayette, New Jersey that was built to be net zero energy. 
The constructed building was said to have used more energy than the energy 
models predicted, but the author believes it was due to increased air leakage 
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compared to the original commissioning value claiming 0.90 ACH50. In Norton & 
Christensen, 2007 an affordable zero energy home was designed and 
constructed, featuring BEopt and DOE2 building simulation. In Osser R. & 
Kerrigan P., 2012 nineteen homes were built in New Orleans, Louisiana using 
BEopt and EnergyGauge USA models. Measured energy usage ranged from 
95% - 208% compared to BEopt predictions. MELs appeared to be the cause of 
high energy usage in the homes, and the author highlights the importance of 
owner education of the high performance building.  
In Marinello et al. 2014, BEopt was used to optimize a retrofit project on a 
1920s house in Lafayette, Indiana. The work aimed to make the home net-zero. 
Caskey et al. 2016 does a follow up study with the home post-retrofit and found 
that BEopt under-predicted energy usage of the new HVAC system by 7,000 
kWh, where the measured building used 19,000 kWh.  However, infiltration rates 
recommended by BEopt were not completely implemented, so one would expect 
the heating requirements to increase as well. While the BEopt simulation 
predicted the home would be net zero in Marinello et al. 2014, the follow up study 
(Caskey et al. 2016) indicated that the home did not reach net-zero energy 
usage.   
Building simulation validation studies 
A plethora of validation studies have been conducted in order to test the 
accuracy of EnergyPlus compared to other simulation engines. Crawley, 2001 
explains how EnergyPlus has been tested using ASHRAE Standard 140P tests, 
and indicated that the simulation engine had similar results when compared to 
other simulation engines at the time (2001). National Renewable Energy 
Laboratory, 2018b details each specific validation test done for each successive 
version of EnergyPlus. EnergyPlus Version 1.0.1 was tested to validate node 
connections for the HVAC systems.  In Version 4.0.0, IEA BESTest testing was 
perform to validate group coupled heat transfer through slab-on-grade 
construction, as well as multi-zonal non-airflow cases. Version 5.0.0 validated 
mechanical equipment and controls for chilled and hot water systems using IEA 
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BESTest. A follow up report in Crawley, 2008 indicated again that EnergyPlus 
compares well with DOE-2.1E, BLAST, and ESP.  
Other testing has focused on measured metering studies with EnergyPlus 
for a variety of specific end-uses and applications, showcasing the capabilities of 
the program to model highly complex systems. Zhou, 2008 investigated variable 
air volume (VAV) air conditions by modeling them using EnergyPlus and 
comparing the results to measured metered usage of a VAV system. Zhou found 
cooling energy usage was off by 25%, while total power usage was off by 28%. 
The EnergyPlus model uses a fine-difference (CondFD) for PCM models that are 
similar to ASHRAE Standard 140. The results showed that EnergyPlus was able 
to model PCMs and the CondFD and PCM models, showcasing the versatility of 
the program to model complex energy-efficient systems. Fang et al. 2011 
modeled humidity levels of a 1990s reference home, a 2006 International Energy 
Conservation Code home, and an energy-efficient home all in a hot and humid 
climate and found high indoor humidity levels, even in high performance homes. 
Results from such studies are used to inform designers, occupants, and code 
developers of the risks presented in high performance homes, and how to deal 
with the indoor environmental challenges.  
Residential building simulation case-studies 
Few studies have focused specifically on residential building EnergyPlus 
simulation accuracy. Rhodes et al. 2017 tested 54 homes that were part of the 
Pecan Street dataset versus measured energy performance of the homes. All of 
the homes were modeled in BEopt using energy audits and occupant surveys. 
Five of the 54 homes were tested for temporal accuracy on specific days. The 
results indicated that the aggregate error was 1% for overall energy usage, with 
absolute error for individual large and small electricity consuming homes having 
relative error up to 28%. Additionally, it was seen that the model was not able to 
model occupant schedules because of their dependency on occupant behavior. 
The author concluded that the energy model does well for the average home, but 
could have large errors due to occupancy habits. Additionally, the author warned 
against using the models for predicting daily electricity demand profiles. Karlsson 
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et al. 2007 simulated three low-energy homes in Sweden using three separate 
building simulation engines. The study found that while the simulation engines 
were all within 2% error of one another, the average simulation deviated from the 
measured usage by 50%.  
Glasgo et al. 2017b compared the Pecan Street dataset to the RECS 
dataset and found that the Pecan Street dataset used approximately 67% of the 
RECS average annual energy usage. Compared to the average resident in the 
area, the Pecan Street dataset used on average 13% less. This seems to 
indicate that the homes used in the Pecan Street dataset may not be 
representative compared to the average American home.  
Building energy model calibration  
Given the discrepancies in building modeling, many studies have directed 
their efforts on model calibration. Reddy, 2006 categorized the main methods as 
manual iterative calibration, graphical and statistical calibration, and automated 
calibration methods. Manual calibration methods are the simplest, and consists 
of adjusting sensitive input parameters on a trail-and-error basis until the model 
matches measured usage data. Manual calibration methods were used by 
Mustafaraj et al. 2014 and Royapoor & Roskilly, 2015. Graphical and statistical 
calibration methods involve adjusting parameters based on the most influential 
parameters in statistical models such as Analysis of Variance (ANOVA) or by 
using comparative graphical displays in order to match measured usage and 
simulated usage. Statistical calibration methods were used in Li et al. 2015, Yang 
et al. 2015, and Pan et al. 2006. Automated calibration relies on unique tests and 
analytical procedures that use measured data to calibrate a model. An example 
of automated calibration methods were used in Yang et al. 2016. All of the 
calibration studies used commercial buildings as their case-buildings.   
Coakley et al. 2014 conducted a large literature review regarding the 
accuracy of building energy simulation to predicting measured energy usage. 
The paper reviews over 70 pieces of literature and sorts the papers based on the 
calibration technique. The papers are grouped into characterization techniques, 
advanced graphical methods, model simplification techniques, and procedural 
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extensions. The authors do not find a preferred calibration methodology. 
However, given the large amount of literature currently available, it is possible 
that standard modeling calibration procedures become available in the future. 
The preferred calibration framework now is shifting from manual calibration to 
automated calibration methods in order to rely less on user-input in the 
calibration process. Sun et al. 2015 and Yang et al. 2016 both describe examples 
of automated calibration procedures.  
Fewer studies have conducted that are specific to calibrating residential 
building simulations. Robertson et al. 2013 created a presentation describing 
comparative tests that BEopt performs for simulations using the BEopt 
Automated Residential Simulation Test Suite (BARTS). BARTS is described in 
detail in Tabares-Velasco et al. 2014. The goal of the testing procedure is to 
compare the output of different simulation engines using the same BEopt input 
file. Tabares-Velasco et al. 2014 tests BARTS on two anonymous simulation 
engines and the results and the results indicate the BEopt comparative tests can 
identify potential inaccuracies, and the paper details some resolutions to the 
discrepancies that were identified for whole slab insulation, air leakage, 




Chapter Three: Objectives 
The goal of this research is to establish end-use energy consumption 
profiles using circuit level energy metering for small, energy efficient, affordable 
homes in Climate Zone 4A (Southern Kentucky). The end-use profiles will then 
be compared to building simulation outputs from BEopt (EnergyPlus). There are 
four main objectives:  
1. compare pre-calibrated BEopt simulation results with measured energy 
usage of the houses, on an annual, monthly, and hourly time-scale,  
2. develop normalized fractional energy profiles for all circuits and weather 
independent output variables (overall usage, water heating, appliances, 
and miscellaneous electric loads (MELs), 
3. compare the normalized fractional energy profiles that are developed to 
standard residential profiles using the BEopt output assuming default 
schedules, and  
4. check for temporal accuracy of BEopt. 
The results obtained from this study will give insight into how well the default 
assumptions in BEopt and other building simulation engines that use standard 
residential profiles (House Building Simulation Protocols 2014) do at reflecting 
the measured energy performance of a small energy efficient home. The results 
will show how well energy-modeling programs are able to reflect measured 
energy usage with well-defined building characteristics. The implications of 
accurate building modeling effects building design, code analysis, and 
compliance verification in the residential sector.  
Lastly, the results are important for policy developers to understand the 
energy performance of modern energy-efficient and low-cost residential dwellings 
in Climate Zone 4A (Southern Kentucky). Such results are valuable for 
determining the efficacy and cost effectiveness of efficient buildings practices for 
future residences. The implications of accurate building modeling effects building 
design, code analysis, and compliance verification in the residential sector 




Chapter Four: Hypotheses 
The first research hypothesis addresses objective one and is: there will be 
a significant difference between measured and simulated energy usage on an 
annual, monthly, and hourly time-scale for several output variables. The null 
hypothesis is: there is no significant difference between measured home energy 
usage and BEopt predicted energy usage using standard residential profiles. The 
alternative hypothesis is: there is a significant difference between measured 
home energy usage and BEopt predicted energy usage using standard 
residential profiles. The following loads will be compared for the first research 
hypothesis: total load, heating and cooling, supplemental heating, water heating, 
photovoltaic generation, large appliances, and miscellaneous electric loads 
(MELs).  
The second hypothesis addresses objective three, and is: there will be a 
significant difference between the averages of measured fractional energy 
profiles when compared to BEopt’s output profiles using standard residential 
profiles. The hourly fractional energy profile is an average hourly fractional 
energy usage for each hour, and the summation of the fractional energy usage 
over a 24-hour period will always be 1.0. Fractional energy usage profiles are 
used in order to show load “shape” rather than absolute usage of a building so 
that the load characteristics are normalized to the same scale. The null 
hypothesis associated with the second hypothesis is: there is no significant 
difference between average measured hourly fractional profiles and BEopt 
fractional output profiles. The alternative hypothesis is: there is a significant 
difference between the average measured hourly fractional profile and BEopt’s 
default average output fractional profile for the neighborhood. The following loads 
will be compared for the second research hypothesis: total load, water heating, 
large appliances, and miscellaneous electric loads (MELs). 
To test the first hypothesis, a) a paired sample t-test will be conducted for 
the overall dataset on an annual basis. Then, b) for each month there will be a 
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paired sample t-test to determine which months the simulation and measured 
energy usage are significantly different. Additionally, to determine overall monthly 
calibration of the pre-calibrated default simulation, a coefficient of variance root 
mean squared error (CV(RMSE)) value will be calculated for all homes, as well 
as the average of all homes and simulation results. If the CV(RMSE) value is less 
than or equal to 15%, as specified by ASHRAE Guideline 14, then the model is 
determined to be calibrated on a monthly basis. Alternatively, if the CV(RMSE) 
value is greater than 15%, then the model is not considered calibrated, and 
therefore does not reflect the measured performance of the homes based on the 
measured values.  For the hourly analysis, c) a CV(RMSE) value will be 
determined for all homes and for the average of all of the homes and simulations, 
and compared to the ASHRAE Guideline 14 limit for hourly tests of 30%. If the 
CV(RMSE) value is less than or equal to 30%, then the model is considered to 
be calibrated on an hourly basis. Alternatively, if the CV(RMSE) value is greater 
than 30%, then the model is not considered calibrated, and therefore does not 
reflect the measured performance of the homes based on the measured values.  
To test the second hypothesis, CV(RMSE) values will be determined for 
the average fractional energy profile for all homes as well as the average of all 
homes, and compared to the corresponding simulation fractional energy profiles. 
The ASHRAE Guideline 14 limit for hourly tests of 30% will be used to test if the 
fractional profiles are considered calibrated. If the CV(RMSE) value is less than 
or equal to 30%, then the fractional energy profiles are considered calibrated. 
Alternatively, if the CV(RMSE) value is greater than 30%, then the model 
average fractional energy profiles are not considered calibrated, and the model 
does not reflect the measured performance of the homes based on the measured 
values.   
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Chapter Five: Methodology  
The following discussion outlines the research methodology used in this 
study. First, the housing characteristics of the neighborhood being studied are 
described. Second, the circuit level metering methodology for measuring the 
energy performance of the homes is discussed. Then, the building simulation 
characteristics and assumptions are presented. Lastly, the methods for data 
validation and data analysis techniques are described.   
Housing Characteristics 
Direct energy-metering is measured on up to 36 circuits for each of 12 
homes in the study. The homes were all constructed from 2014 to 2016 in Emlyn, 
Kentucky, 40769 (Figure 1). Each house was built as a part of the Houseboat to 
Energy Efficient Residences (HBEER) project. For the HBEER project, the 
University of Kentucky Biosystems and Agricultural Engineering Department, the 
University of Kentucky College of Design, UK Center for Applied Energy 
Research, the Kentucky Highlands Investment Corporation, and the Kentucky 
Housing Corporation all collaborated to design and build energy-efficient and 
affordable houses (The Lane Report, 2014).  
 
Figure 1: Location of houses used in the study (top photo) 





Figure 2: Satellite view during construction (bottom photo).  
No scale shown. Source: Google Earth 
The goal of the HBEER project was for the houses to use a net of less 
than $1 of electricity a day, or $365 a year. For the electricity rates of the 
neighborhood, this translates to a net energy usage of 4,134 kWh per year. The 
homes were all constructed to be affordable single-family homes, and cost less 
than $120,000 per home. The homes had Home Energy Rating System (HERS) 
score range of 12 to 20.   
Each house in the study was built by Southern Tier Housing, and is 
designed with similar building characteristics. This includes: insulation levels, 
fenestration elements, building materials, heating and cooling equipment, water 
heating equipment, kitchen appliances, thermostats, installed lighting, 
refrigerators, clothes washing and drying appliances, and building massing and 
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orientation. The structures are all considered single-family detached homes, and 
were built using two similar floorplans: 1,584 ft2 and 1,232 ft2, respectively. Each 
floorplan is presented below in Figure 3 and Figure 4.  
 
Figure 3: As-Built Floorplan for 1,232 ft2 Design 




Figure 4: As-Built Floorplan for 1,584 ft2 Design 
Source: As-Built Construction Documents. Architect: James C Burris 
All of the homes included in the study are in climate zone 4A as classified 
by ASHRAE 169-2013 (U.S. Department of Energy, 2017, Figure 5). The homes 
were all oriented within 5 degrees of south (Figure 6). Each home in this study 
has 5 kW of solar generation capacity on the roof.  Additional details about the 
homes used in the study can be found in the Building Modeling: Building 




Figure 5: ASHRAE Climate Zones (U.S. Department of Energy, 2017) 
 




To monitor the energy usage for each home, data were collected using 
current transformers (CT), a type of current sensor that collects current flow 
readings from every circuit in the homes. Specifically, Accu-CT ACTL-0750 
(Continental Control Systems, 1995) and Dent CTHSC-U/B (Dent Instruments, 
1988) mini-split CTs were used. The Accu-CT sensors were placed on the mains 
going into each house, while the Dent Instruments CT were placed on all circuits 
in the house breaker box (Figure 7). The CTs were connected to the data loggers 
with twisted pair 23 gauge copper wire (CAT6) and had a maximum length of 
less than 30 meters. A double-pole circuit breaker was installed within the 
breaker box to provide access and measurement of the voltages between the 
two split-phase leads and between each lead and neutral. Voltage 
measurements was taken on each lead to allow for an overall power calculation 
on each circuit using the power law equation.  
 
(a)            (b) 





Power was calculated and stored using eGauge 3000 and eGauge 3010 
dataloggers (eGauge, 2016). Three dataloggers units were used for each house. 
Since 12 circuits are available on each datalogger unit, a total of 36 circuits could 
be monitored for each house. Two eGauge 3000s are used and one eGauge 
3010 is used for each home. The eGauge controllers read the supply L1 and L2 
phase voltages (120 and -120 V, 240V between the two) and all of the current 
data from each CT sensor and calculate instantaneous power based on the two. 
This data was stored within each datalogger.  
A wireless network was set up in the subdivision to connect all the 
dataloggers. Each datalogger had an unique IP address. Wi-Fi connections 
between all the units were made with TP-Link CPE210 outdoor units (TP-Link, 
2017). A single MultiConnect rCell modem (Multitech, 2017) was used for 
remotely accessing the data from the loggers connected to the wireless network. 
The data were typically downloaded at least every month. 
An example data acquisition board before it was inserted into a 
weatherproof enclosure located on the exterior of each house next to the 
revenue meter are presented in Figure 8. A final installation with CTs attached 






Figure 8: Overall data acquisition board set-up for house with cell modem 
 




Figure 10: Data Acquisition Riser Diagram 
The circuits that the CTs were placed on are summarized in Table 1. 
Some circuits were labeled slightly differently by the electrician. For instance, 
some circuits were labeled Kit Bar, while others were labeled Kit 3. It is our 
suspicion that these are the same circuit, but in order to keep detailed records we 
have kept them separate. This will not affect the final analysis of the data, as 
each of the circuits that were labeled similarly are summed together in the 
miscellaneous electric load circuits.  
 During the installation of the power meters, some circuits were mislabeled 
or not labeled at all. This includes both house samples 10 and 11. Since the 
research team cannot guarantee which circuit is which, end-use analysis of these 
homes will not be included in this study. Instead, only overall usage and overall 
solar generation data is collected from these homes. Additionally, one home was 
vacated and remained unoccupied during the research period, therefore it is not 
included in the study. This means that for overall usage and overall solar 
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generation the final sample size is 11. For all other circuits included in the 
metering study, only 9 samples are available for analyses.  
The recorded power data are stored on the dataloggers in 1-minute 
intervals. These data are then uploaded via the cell-modem in 1-minute, 15-
minute, and 60-minute intervals. The 60-minute (average of 1 hour of 60 one-
minute measurements) data are used for the final analysis for comparing the 
BEopt simulated energy usage to the measured energy usage of the homes. The 
data logger outputs data such that each measurement period is the average 
power measurement including the output timestamp until one measurement 
before the next timestamp. For instance, if 15-minute data is being downloaded, 
the 00:00 data point is the average of the one minute power readings from 00:00 
to 00:14. The following 15-minute data point then starts at 00:15. The same holds 




Table 2: Summary of CT placement 
  Sample 
Circuit  1 2 3 4 5 6 7 8 9 10 11 12 
L1 X X X X X X X X X X X X 
L2 X X X X X X X X X X X X 
Solar L1 X X X X X X X X X X X X 
Solar L2 X X X X X X X X X X X X 
HVAC Out B X X X X X X X X X     X 
HVAC In B X X X X X X X X X     X 
WH B X X X X X X X X X     X 
Dryer B X X X X X X X X X     X 
Range B X X X X X X X X X     X 
Refrigerator X X X X X X X X X     X 
Microwave X X X X X X X X X     X 
Washer X X X X X X X X X     X 
Dishwasher X X X X X X X X X     X 
Kit Outlet 1 X X X X X X X X X     X 
Kit Outlet 2 X X X X X X X X       X 
Master BR X X X X X X X X X     X 
Front BR X X X X X X X X X     X 
Back BR X X X X X X X X X     X 
Hall X X X   X X X X X       
Kit lights X X X   X X X   X     X 
Bath lights X X X X X X X X X     X 
Living X X X   X X X X X     X 
Comm X X X X X X X X X       
Outside plugs X X X   X X X X X       
HVAC Out R X X X X X X X X X     X 
HVAC In R X X X X X X X X X     X 
WH R X X X X X X X X X     X 
Range R X X X X X X X X X     X 
Dryer R X X X X X X X X X     X 
Bath outlet X X X X X X X X         
Kit Bar X X X     X   X X     X 
Dining X X X X   X X X X     X 
Dryer Attic     X X   X   X         
Pulse out     X     X   X         
Kit 3 X X       X             
Closet   X                     
Sitting       X                 
Smoke Detector       X               X 
WH Out X                       
Note: B – Black lead on 240V circuit (L1), R – Red lead on 240V circuit (L2), WH 
- Water Heater, BR – Bedroom, Kit – Kitchen 
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The output variables from the simulation will be grouped into five 
variables: heating and cooling, supplemental heating, water heating, large 
appliances, and miscellaneous electric loads (MELs). This is done to ensure that 
the metered values will match the BEopt model outputs. Large appliances 
include the refrigerator, range, washer, dryer, and dishwasher. Miscellaneous 
electric loads include the microwave, all home receptacles, kitchen lights, 
bathroom lights, communication systems, outside outlets, and smoke detectors. 
A summary of these output variables can be found in Table 3. 
Table 3: Summary of output variables 
BEopt output variable HBEER active circuits 
Overall usage All 
Cooling HVAC heat pump outside unit 
Heating HVAC heat pump outside unit 
Supplemental heating HVAC heat pump inside unit  
HVAC Fan  HVAC heat pump inside unit 
Hot Water Water heater 
Large Appliances Washer, dryer, range, refrigerator, 
dishwasher 
Miscellaneous electric loads (MELs) Microwave, all outlets, kitchen lights, 
bathroom lights, communication 
systems, outside outlet, and smoke 
detectors 
The supplemental heating load is calculated using the power draw 
specification of the fan in the inside HVAC unit. The fan operates at 200W, or 0.2 
kW at full load, thus if the load is greater than 0.2 kW the additional load is 
assumed to be the supplemental heating coil. Supplemental heating is therefore 
defined as the inside HVAC unit, less the 0.2kW fan power draw, when the inside 
HVAC unit is greater than 0.2kW. This process was automated, and checked for 





Data Quality Assurance 
The methodology for validating the dataset is described in the following 
sections. The results of all of the analyses are detailed in the Results section.  
Weather & Measured Data Timestamp Alignment 
The data timestamps were offset between the weather station, measured 
eGauge data, and BEopt output. For instance, Table 4 describes the timestamp 
1:00PM, and the differences between the three input/output source timestamps. 
To account for these differences, the research team took the minimum 
CV(RMSE) between photovoltaic production between the BEopt simulation and 
the measured solar energy production to indicate that the solar values and 
measured values were aligned to the weather data.  
Table 4: Data Source Timestamp Structures 
Source Timeframe for 1:00PM Timestamp 
Weather Station 12:01PM – 1:00PM 
eGauge Measurements 1:00PM – 2:00PM 
BEopt Output 13.5  
Revenue Meter Data Validation 
Visual observation readings of the utility’s revenue meter (electric meters) 
were taken from each home during the research period. The revenue meter 
readings were then compared to the study’s energy usage measurements from 
the main leads (L1 and L2) into the house. The revenue meter percent difference 
(RMPD) is then reported using the following equation.  
𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑀𝑒𝑡𝑒𝑟 𝑃𝑒𝑟𝑐𝑒𝑛𝑡 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =
𝐶𝑇𝑘𝑊ℎ − 𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑀𝑒𝑡𝑒𝑟𝑘𝑊ℎ
𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑀𝑒𝑡𝑒𝑟𝑘𝑊ℎ
× 100% 
Four revenue meter readings were taken during the study period, resulting 
in three periods for which revenue meters were compared measured usage on 
L1 and L2. The first period was from 9/17/17 – 2/18/18; the second period was 
from 2/18/18 – 3/18/18; the third period was from 3/18/18 – 4/18/18. If the RMPD 





The dataset was validated based on “reasonable” boundary conditions. 
Reasonable boundary conditions were determined by looking at the maximum 
load allowed on any given circuit based on the circuit break protection current 
rating. For instance, if the microwave load goes above 2,400 Watts, this indicates 
that over 20 Amps would be flowing to the unit, which would trip the breaker, thus 
the data is not valid. A boundary condition was specified based on the amperage 
of the circuit breaker for each end-use.  
Individual Load Sum Check 
The dataset was sorted using MATLAB and Excel, and was validated 
using a sum check on both leads into the home, the same method used in Pratt 
et al. 1989. A sum check is a procedure that adds all of the individual end-uses, 
and compares this value to the measured usage on the main service feeds (L1 
and L2). Theoretically, the usage of the summed values and the measured lead 
value should be the same. However, because of instrument error and instrument 
range limits, it is expected that some small amount of error be present in the sum 
check due to sensor error and round off errors. The range and accuracy of the 
CTs on each circuit are described in Table 5 (Continental Control Systems LLC., 
1995). 




Accuracy Range  
(% Amps) 
Measurement 
Accuracy in Range 
0 - 100  L1 and L2 (building mains) 1%-120% 0.75% 
0 - 50  Solar (L1&L2), Outside HVAC Unit 
(L1&L2), Inside HVAC Unit (L1&L2), 
Water Heater (L1&L2), Dryer (L1&L2), 
Range (L1&L2) 
10%-130% 1% 
0 - 20  All other circuits (see  
Table 2) 
10%-130% 1% 
Thresholds were set for hourly sum check differences based on the overall 
house load and the typical accuracy for the sensors being used in those load 
conditions. As presented above, the accuracy is best from 10%-100% load for 
each current transformer. For smaller load periods, this indicates that percent 
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error may be higher. As such, during higher load periods all hourly sum check 
differences greater than 5% when the overall house load is greater than 10% of 
the annual maximum load will be excluded from the final hourly analysis. When 
the overall load is less than 10% of the annual maximum load, a 10% error was 
allowed in order to account for increased instrumentation error within the low 
range limits of the CTs. The 5% and 10% setpoints were arbitrarily set based on 
the estimated accuracy of the current transformers during those conditions 
considering some may be at low load conditions while other are in more accurate 
load conditions. 
Data Adjustments 
In the case that a circuit’s CT came unplugged from our data loggers, or 
isn’t connected correctly at the beginning of the study period, adjustments are 
made by the research team. Once the problem is solved and the home passes a 
sum check test (using measured data with no adjustments), then the research 
team can adjust the past data to reflect that adjustment. For instance, it was 
found that for one of the samples the inside HVAC units CTs were not correctly 
connected to the power meters from July 2017 – March 2018. Once the CT was 
correctly connected in March 2018, the measured vs. revenue meter error 
dropped from -3.1% to -1.0% for that home. Additionally, a 15-minute sum check 
indicated that the average error rate dropped from over 20% of the 
measurements from July 2017 – March 2018, to 0% in March. Therefore, it was 
determined that the CT was the only error, and any missing load between July 
2017 – March 2018 was due to the inside HVAC unit that had the disconnect CT, 
thus the inside HVAC unit during this period was estimated using the other 120V 
line that served the 240V HVAC unit. While this load shall be estimated to 
contribute to the overall load, the inside HVAC unit shall not be used in the final 
end-use profiles presented for the “HVAC inside heat pump” load. All data 





 Each building in the study was built on a similar floorplan, with 3 bedrooms 
and either 1 or 1.5 baths. While the homes were all built by the same contactor 
and with the same floorplan and overall design in mind, some differences still 
exist. These differences include infiltration rates, building square footage, rooftop 
design, and equipment efficiencies. The follow sections provide the reader an 
understanding of the similarities between the homes, and describes the small 
differences between the homes. See Figure 3and Figure 4 for a detailed as-built 
floorplan for both house configurations.  
Building Characteristics 
Building characteristics used for the building modeling are well defined based on 
Home Energy Rating System (HERS) reports and as-built construction 
documentation provided to the research group. The construction assemblies 
allowed the research team to describe the external building characteristics and 
insulation levels in great detail, while the commissioning reports included 
information related to measured air tightness, duct leakage, and appliance stock. 
External building characteristics are summarized in 
Table 6, and the building equipment characteristics are summarized in Table 7. 





Table 6: External building characteristics 
Building element Characteristic 
Walls   
Type 2 x 6, 24 in. on center 
Wall insulation R-21 closed cell spray foam 
Wall sheathing Oriented strand board (OBS, default) 
Exterior finish Vinyl, light color 
Windows 
 
Window areas (F,B,L,R, ft2) 37, 28, 25, 25 
Type Low-E, double glazed, insulated, argon filled, vinyl 
frame 
U-value (Btu/h-ft2) 0.27 or 0.28  
SHGC 0.25 or 0.39 
Doors 
 
Area (ft2) 44 
Type Steel 
U-value (Btu/h-ft2) 0.227 
Roof 
 
Attic Unfinished, vented 
Insulation R-50, closed cell spray foam, ceiling 
Roof material Asphalt shingles, medium color 
Radiant barrier None 
Slope 
Eave overhang (ft) 
6:12 
1.5  
Foundation and thermal mass 
Crawlspace type Unvented, conditioned 
Crawlspace insulation 
Crawlspace height 
Wall, R-11.1, closed cell spray foam 
varies 
Floor type Wood, plus vinyl/carpet? 
Exterior wall thermal mass 1/2 in. drywall 
Partition wall thermal mass 1/2 in. drywall 





Table 7: Building equipment characteristics 
Equipment Characteristics 
Refrigerator 540 or 604 kWh / year 
Dishwasher 275 kWh / year 
Clothes washer   
MEF 1.26 
LEF 177 
Capacity (ft3) 3.8 
Clothes dryer   
Energy factor 3.73 or 3.93  
Moisture sensing?  Yes 
Water heater   
Type Heat pump 
Location Closet (confined space) 
Efficiency 3.25 or 2.40  
Size 50 gallons 
Lighting  
Interior CFL (%) 90% 
Interior pin based (%) 10% 
Exterior CFL (%) 100% 
HVAC System  
Type Heat Pump 
SEER 15 
HSPF 8.5 
Supplemental heating rating1 5 kW 
Photovoltaic System  
Model LG 265 
Number of modules 20 
Number of strings 2 
Peak power per module 265 W 
Array Watts at STC 5300 W 
Inverter Yaskawa Solectria PVI  
 
1. Supplemental heating rating is 5 kW, but BEopt program only has discrete 
inputs of 5 kBtu/Hr. 5 kW is equivalent to 17.06 kBtu/hr. In all building 
simulations this value is rounded up to 20 kBtu/hr.  
2. Note: Model numbers for equipment are presented in Appendix C – 
Equipment . Equipment information sourced from all equipment 





The major difference between the two types of houses included in the 
study are that there are two different floor plans. Two of the homes have a 3-
bedrooms and 1 bath layout, with 1,232 ft2, 10% of wall area is glazing elements, 
and an overall heat transfer value (UA) of 159 Btu/h°F. The remaining 10 homes 
have a 3-bedroom 2-bath floor plan, with 1,584 ft2, 8% of wall area is glazing 
elements, and a UA value of 177 Btu/h°F. Despite having different amounts of 
percent glazing area, both homes have the same amount of glazing area.  
There are differences in the crawlspace volume for each home. Since the 
crawlspaces are conditioned, the overall air volume in them must be accounted 
for in infiltration and heating and cooling calculations within the building 
simulation. The blower door test done during the commissioning process gave a 
value in cubic feet of air per hour at 50 Pascals. Since the building model input is 
air changes per hour at 50 Pascals, the crawlspace total conditioned volume was 
accounted for in the conversion.   
Other differences between the homes include efficiencies of equipment 
including the HERS water heater energy factor, refrigerator energy rating, dryer 
energy factor, and exhaust system rated wattage. Some of the homes also had 
ductwork going through unconditioned space, which results in some of the 
homes having duct air leakage to the outside environment values. When the duct 
was all in conditioned space, the duct leakage to the outside environment was 
set to 0 CFM25.  
The major differences are summarized in   
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Table 8. All of the values in the table were taken as inputs to the 
simulation, or were involved in calculating necessary input values. Additionally, 
the differences between each House Energy Rating System (HERS) ratings, 
which range from 12-20 for the home, is in large part due to the differences 
presented in Table 8. 
Table 8: Differences in building characteristics 
House 1 2 3 4 5 6 7 8 9 10 11 12 
Building envelope 
characteristics 
                        
Front orientation S S S S S S S S S S N N 
Number of baths 1.5 1.5 1.5 1.0 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.0 
House floor area (ft2) 1,584 1,584 1,584 1,232 1,584 1,584 1,584 1,584 1,584 1,584 1,584 1,232 
Crawlspace volume (ft3) 5,544 5,280 6,864 4,312 6,600 6,180 6,814 5,016 6,336 166 7,656 407 
First floor conditioned volume 
(ft3) 
12,672 12,672 12,672 9,856 12,672 12,672 12,672 12,672 12,672 12,672 12,672 9,856 
Conditioned volume (ft3) 18,216 17,952 19,536 14,168 19,272 18,852 19,486 17,688 19,008 12,838 20,328 10,263 
Windows                         
Window U-value 0.27 0.27 0.27 0.28 0.27 0.27 0.27 0.27 0.27 0.27 0.27 0.28 
Window SHGC 0.25 0.25 0.25 0.39 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.39 
Air Leakage                         
CFM50 667 660 550 663 540 540 897 850 645 697 654 748 
ACH50 2.197 2.206 1.687 2.638 1.681 1.719 2.762 2.883 2.036 3.258 1.930 4.373 
Duct leakage to outside (CFM25) 42 44 0 0 0 40 11 21 38 11 37 0 
Equipment                         
Water heater energy factor (EF) 3.25 2.4 2.4 3.25 2.4 3.25 2.4 3.25 3.25 3.25 3.25 3.25 
Refrigerator energy rating 
(kWh/year) 
540 540 604 604 540 604 604 604 604 604 604 604 
Dryer energy factor (EF) 3.73 3.73 3.73 3.93 3.73 3.73 2.00 3.73 2.00 3.01 2.00 3.93 
Exhaust system wattage (50 
CFM) 
6.0 9.0 3.6 9.0 9.0 9.0 9.0 9.0 9.0 9.0 9.0 9.0 
HERS Rating 16 17 16 12 20 15 18 14 17 12 17 14 
Building Model Assumptions 
 Despite the large amount of building characteristic information available to 
the research team, some assumptions had to be made for the building models. 
First, the Building America Simulation Protocols were used for the standard plug, 
refrigerator, cooking, and clothes washing schedules. These schedules are the 
standard for BEopt and many other simulation engines. Next, it was assumed 
that that plug loads will consume the national average benchmark for plug loads 
with a multiplier of 1.0. The plug load annual electricity usage is then calculated 
based on the number of bedrooms and finished floor area. The hot water fixtures 
are assumed to have a 1.0 multiplier in BEopt. The simulation default water 
usage for sinks, showers, and bath hot water usage is based on the number of 
bedrooms in the house. The hot water temperature setpoint is assumed to be 
125F. Delivered hot water temperature is set at 110F, and it is assumed that hot 
water pipes are uninsulated copper pipes. MEL plug loads are assumed to 
consume 2,090 kWh per house per year. It will be assumed that the water heater 
is able keep up without supplemental heating. The dedicated exhaust fan for the 
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hybrid water heater specifications were taken from the HERS report for all 
buildings. Fan wattage ranged from six to nine watts, while the total rated flow 
rate of the fans was 50 CFM.     
 The thermostat set-points are set based on the optimum seasonal 
temperature for human comfort in ASHRAE Standard 55-2010 (ASHRAE, 2010). 
These setpoints are defined as 76F for cooling with no setup period, and 71F for 
heating with no setback period. This assumption had to be made because the 
houses did not have temperature logging, and the thermostat values were not 
available. In order to account for the inaccuracies of these setpoints, all load 
categories (Table 3) are analyzed independent of the HVAC loads. A thermostat 
calibration exercise was undertaken to discuss the impact of the thermostat 
assumptions.  
Weather Station 
All of the homes used in the research study were modeled independently of each 
other. For each model, the onsite weather station inputs were used. The weather 
station are presented in Figure 11. The weather station collects variables 
including temperature, relative humidity, dew point, pressure, global horizontal 
radiation, wind direction, and wind speed. The weather date was recorded every 
minute and reported hourly using HOBO sensors. The .csv weather file output 
was converted to a usable data form via the EnergyPlus Weather File Converter 





Figure 11: Onsite weather station 
Data Analysis 
The measured and simulated data were analyzed to determine the degree 
of accuracy the BEopt (EnergyPlus) model had at predicting the measured 
energy usage for each home. To do so, building modeling statistical measures 
are presented so that the reader may understand how well the model, given the 
default assumptions, predicted annual, monthly, and hourly time varying energy 
usage. In this section, the methods and statistics used to determine the accuracy 
of the building model are described. The test measurements used to analyze the 
simulation accuracy at predicting the energy usage include: (1) relative 
difference, (2) aggregate relative difference, (3) a sample t-test assuming 
unequal variance, (4) 95% confidence intervals, and (5) coefficient of variance 
root mean square error (CM(RMSE)).  
Relative Difference 
Relative difference was calculated in the study to show the measured 
difference between the simulation and the measured usage for all load 
categories for various timescales. The relative difference calculation was 
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calculated for overall (kWh) energy usage on monthly, seasonal, annual, and 
average annual hourly load for all houses. The relative difference observations 
are the total energy (kWh) over the given time period (t=hour, month, year, etc.) 
for which the simulation and measured values differ for a given sample, denoted i 
in future equations (i = Sample 1, Sample 2, etc.). The equation for relative 
difference (RD), are presented below. 
𝑅𝐷𝑖,𝑡 = 𝐸𝐵𝐸𝑜𝑝𝑡,𝑖,𝑡 − 𝐸𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑖,𝑡 
Where, EBEopt is the simulated energy usage and Emeasured is the measured 
energy usage, both measured in kWh. In addition to calculating the relative 
difference for each home, the study also shows the average aggregate difference 
between the simulation and measured energy usage for monthly, seasonal, 
annual, and average annual hourly load for all houses. The aggregate relative 
difference calculation was used for all load categories included in the study. 
Aggregate relative difference was also used to analyze average load profiles and 
time varying error. Aggregate relative difference (ARD) was defined by the 
following equation, where n is the number of valid samples. 










Percent relative difference was also analyzed in order to normalize the 
values to the measured load. Percent relative difference (PRD) defines the 
percent difference of the BEopt simulation when compared to the measured 
usage of a house for a given timescale. Percent aggregate relative difference 
(PARD) is the defined similarly, but for the entire neighborhood load compared to 
the entire neighborhood simulated load for all valid samples. PRD and PARD are 















For annual energy usage (kWh), the simulated relative difference is analyzed for 
each of the homes, as well as for the aggregate of the homes. The monthly 
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overall energy usage (kWh) relative difference will also be analyzed for each of 
the homes, and for the aggregate of all of the homes.  
Sample t-test 
The sample t-test was taken for each houses’ measured energy usage 
compared to the simulated energy usage for all load categories. The t-test used 
an alpha value of 0.05 and was a two tailed test. The results were considered 
significant when the t-test indicated a P-value of less than or equal to 0.05. This 
is to say, there is a statistically significant difference between the simulation and 
the measured energy usage. If the P-value is greater than 0.05, then the results 
indicate that the study fails to reject the null hypothesis presented in chapter four. 
The sample t-test is used to test the statistical significance between each sample 
and the samples’ respective BEopt simulation on an annual and monthly basis. 
The sample t-test assumed that the BEopt dataset and the measured usage 
have unequal variance, and the test was conducted as a two tailed test.  
Coefficient of Variation Root Mean-Square Error 
Lastly, the CV(RMSE) was used as a statistical measure to show the 
degree of accuracy the simulations default assumptions are considered 
calibrated based on ASHRAE Guideline 14 (ASHRAE, 2014) standards for 









Where, the subscript z is the measurement for a given interval analyzed 
(t), Nz is the number of total measurements for a given interval t (month = 12; 
hourly = 8,760), and Xi,t is the mean value for sample I for a given interval t. The 
CV(RMSE) limits defined by ASHRAE Guideline 14-2014 are 15% for monthly 
measured energy usage and 30% for hourly measured energy usage. Any 
CV(RMSE) value above those respective values indicate a model that is not 
calibrated. For this study, this measure is used to showcase the degree for which 
each load category is simulated well on a temporal basis. High values indicate 
that default assumptions did poorly at predicting the measured usage of the 
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homes for a given timescale. Low values indicate that the default assumptions do 
well to predict a given load category for a given timescale. CV(RMSE) was used 
for hourly and monthly simulation analysis. Results will also be analyzed for all 
days, weekdays, and weekend profiles. CV(RMSE) values will be calculated for 
the two average normalized profiles (measured versus simulated) and will be 
evaluated based on the ASHRAE Guideline 14 limit of 30% for hourly 
measurements. The closer the CV(RMSE) value is to zero, the more accurate 
the profile is.   
Normalized Percent Usage Profiles 
For the normalized percent usage profiles, a method similar to the energy data 
processing methods described in Cetin et al. 2014 are used. For this method, two 
steps are involved:  
a) Normalized hourly profiles are developed for individual homes.  
b) The average normal hourly profiles of all homes are averaged together to 
create an average normalized load profile for the dataset, with 95% 
confidence intervals shown.  
Normalized load profile is the method used in this study to determine the 
load shape for a given time period. This methodology was used in the ELCAP 
study (Pratt et al 1989), which are the load profiles used in for the Building 
America House Simulation Protocols usage profiles in order to account for 
different efficiencies and overall usage of different end-uses (Hendron & 
Engebrecht, 2010). The load shape characterizes how power is demanded 
throughout the day. A daily percent load profile for a given hour for a given day of 







Where d is the day index for a given timescale, h is the hour being analyzed, and 
Ed,h,t is the total energy usage for a given day d for a time period t being 
analyzed. This results in a value for the DPLh,d,t which represents the percentage 
of energy usage for a given hour h on day d for time period t being analyzed. 
This is used for each individual sample, as well as the aggregate energy usage 
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across all samples. The average load profile for a given time period is then 









Where ALPh,t represents the average percent load profile for a given timescale t, 
and Nd is the number of days in the load profile being analyzed (365 for the entire 
year). These load profiles are developed for annual, weekday, weekend, fall, 
winter, spring, and summer time periods t.   
Confidence Limit Intervals 
 Confidence limit intervals with an alpha value of 0.05 (95% confidence) 
were used to describe the variability of a given hours ALP across all samples. 
This allowed the team to see graphically the statistical limits given the variation 
and average for measured and simulated values for a given time period. The 
confidence interval was calculated using the following formula.  




Where X is the mean, Z = 1.960 for 95% confidence interval, s is the standard 
deviation and n is the number of validated observations. If the simulation 95% 
confidence interval has any overlap with the measured 95% confidence interval, 
the two are not statistically significantly difference, thus the research fails to 
reject the null hypothesis presented in chapter four. If the simulation 95% 
confidence interval and measured 95% confidence interval do not overlap, there 
is a significant difference between the samples for that given measurement. An 
example is shown in Figure 12, with the red area indicating no significant 






Figure 12: Overall Average Load Profile with 95% Confidence Interval 
Confidence limits were used for all temporal analyses in the study. All 
temporal data is analyzed on an hourly timescale. Hourly data is compared to the 
energy simulation hourly prediction to determine the accuracy of the pre-
calibrated default assumptions in the building modeling software at predicting 
measured temporal energy usage of the homes. For temporal accuracy, the data 
was visually and statistically analyzed (using confidence limits) for all four 
seasons. Additionally, weekday and weekend temporal variation were analyzed 
using hourly confidence limits. 
Timescales Analyzed 
 Different analyses are used for different timescales analyzed. A summary 
































Table 9: Analysis Methods and Timescales 
Data Analysis Methods Timescale 
Relative Difference Annual and Monthly 
Aggregate Relative Difference Annual and Monthly 
Sample t-test Annual and Monthly 
Coefficient of Variation, Mean Square Root 
Error 
Monthly and Hourly 
Average Normalized Load Profile with 95% 
Confidence Interval 
Annual, Seasonal, Weekday, Weekend 
From these results, the research team aims to understand the loads and 
time periods for which building simulation does and does not accurately 




Chapter Six: Results 
 Three samples of the initial 12 were removed from the sample set. One 
home was vacant for the entire research period, while the other two homes had 
CTs incorrectly installed or wired. Since the research team was unable to correct 
for these errors, this left the team with only 9 samples.  
The results of the 9 samples that were available in the research period 
were analyzed for four main time periods: annual usage, monthly usage, hourly 
usage, and fractional hourly profiles. For each time period, temporal load profiles 
accuracy and overall energy usage accuracy are examined. The following 
sections explores the results of these analyses. 
The results section is broken into four main subsections: data validation 
results, annual results, monthly results, and finally the load profile results. For the 
data validation results, the results of the revenue meter data validation tests, 
boundary conditions, and sum check testing were presented. For the annual 
results, relative difference, aggregate relative difference, and sample t-test 
results were presented. For the monthly results, the relative difference, 
aggregate relative difference, sample t-test, and CV(RMSE) results were 
presented. Lastly, for load profile results, each end use was analyzed on an 
annual profile, monthly profile, and weekday vs. weekend profile to determine 
significant differences between profiles for different periods. 
Weather Data 
The weather data was analyzed using heating degree days (HDD) and 
cooling degree days (CDD). The base temperature setpoint for both HDD and 
CDD was set at 65°F. From July 2017 – June 2018, there were 1,007 CDD and 
4,149 HDD. A monthly summary by month is presented in Table 10. The 
average, sample standard deviation, and the maximum and minimum hourly 


















Jul-17 76 55 96 9 0 330 
Aug-17 73 55 93 9 0 234 
Sep-17 66 46 91 10 53 97 
Oct-17 58 27 88 14 255 36 
Nov-17 48 21 78 14 524 3 
Dec-17 38 10 68 12 845 0 
Jan-18 32 -1 67 17 1,015 0 
Feb-18 49 14 81 14 459 11 
Mar-18 46 20 78 12 582 0 
Apr-18 52 24 83 13 392 5 
May-18 71 39 92 10 6 180 
Jun-18 68 43 86 8 18 112 
Annual 56 -1 96 N/A 4,149 1,007 
 






























As a result of the sum check failures and the revenue meter data 
validation, sample 1, 3, 4, 5, 6, and 8 are the only samples considered valid for 
the final end-use analyses for all loads. Thus, of the original 12 samples, only 6 
samples were able to be proven valid for all end-use analyses. The data 
validation results for all end use profiles used in the final analysis are reported in 
Table 11. A valid sample indicates it passed the revenue meter check, the 
boundary conditions test, and the individual load sum check test. Each of these 
test results are described in detail in the following subsections.  
 
Table 11: Data Validation Load Source Results 
Load Source Valid samples Sample size 
Overall Usage 1-9 9 
Cooling 1-6,8 7 
Heating 1,3-6,8 6 
HVAC Fan and Supplemental Heating 1,3-6,8 6 
Hot Water 1-6,8 7 
Large Appliances 2-6,8 6 
Miscellaneous 1,3-6,8 6 
 
Revenue Meter Data Validation 
 All of the homes overall usage was compared to the revenue meter 
readings throughout the research period. The revenue periods were not checked 
on the beginning of the study period and the end of the study period, so a 
measurement within the study period was taken from June 2017 – April 2018. 
The results are presented in  
Table 12. The revenue meter percent difference (RMPD) equation is provided 
below.  
𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑀𝑒𝑡𝑒𝑟 𝑃𝑒𝑟𝑐𝑒𝑛𝑡 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =






Table 12: Revenue Meter Percent Difference for All Samples 
Sample 9/17-2/18 2/18 - 3/18 3/18 - 4/18 
1 -0.5% -0.5% -0.5% 
2 -0.5% -0.5% -0.7% 
3 -0.3% -0.3% -0.3% 
4 -0.5% -0.6% -0.6% 
5 -0.2% -0.2% -0.3% 
6 -0.7% -0.6% -0.6% 
7 -0.7% -0.6% -0.7% 
8 -0.6% -0.5% -0.6% 
9 -0.3% 0.4% -0.7% 
10 Vacant Vacant Vacant 
11 -32.4% 124.6% -9.1% 
12 -36.5% 96.8% -0.7% 
 
Sample 10 was removed from the final analysis because the home 
remained vacant during the study period. Samples 11 and 12 were removed from 
the final analysis because the RMPD exceeded 1% for at least one of the 
revenue meter periods. As a result of the revenue meter data validation, samples 
1-9 overall usage value were considered valid over the entire study period.   
Boundary Conditions 
The boundary conditions were any erroneous measured hourly energy 
usage value that was not possible given the circuit size. Boundary conditions 
were specified based on the amperage of the circuit breaker for each end-use, 
and all circuits were analyzed to ensure no amperages beyond the circuit 
amperages were observed. No boundary condition errors were present in the 
remaining 9 samples that had passed the revenue meter data validation. The 




Table 13: Boundary Condition Data Validation Results 











Individual load sum check 
As a reminder, when the sum of a sample’s individual circuits was more 
than 5% different than the sum of the main circuits, then that was considered a 
failure for that sample for that hour. A count of these failures was taken for all 
samples for each month of the analysis period, and the total number of failures 
over the total number of possible failures indicated the percent of the failures for 
each month. The count of hourly sum check failures is presented in Table 14.  
Table 14: Count of Individual Timestamp Sum Check Failures for Sample 1-8 
Sample 1 2 3 4 5 6 7 8 
Jan 7 471 0 0 0 0 66 0 
Feb 12 110 0 0 0 0 138 0 
Mar 9 3 0 0 0 0 32 0 
Apr 9 0 0 0 2 0 34 2 
May 8 0 0 0 0 0 61 0 
Jun 16 0 0 0 0 0 25 0 
Jul 36 229 0 0 1 0 50 0 
Aug 43 150 0 0 0 0 57 0 
Sep 15 58 0 0 0 0 7 0 
Oct 20 34 0 0 0 0 16 0 
Nov 11 75 0 0 0 0 38 0 





Table 15: Sum Check Percent Failure for Sample 1-8 
Sample 1 2 3 4 5 6 7 8 
Jan 1% 63% 0% 0% 0% 0% 9% 0% 
Feb 2% 16% 0% 0% 0% 0% 21% 0% 
Mar 1% 0% 0% 0% 0% 0% 4% 0% 
Apr 1% 0% 0% 0% 0% 0% 5% 0% 
May 1% 0% 0% 0% 0% 0% 8% 0% 
Jun 2% 0% 0% 0% 0% 0% 3% 0% 
Jul 2% 15% 0% 0% 0% 0% 3% 0% 
Aug 3% 10% 0% 0% 0% 0% 4% 0% 
Sep 2% 8% 0% 0% 0% 0% 1% 0% 
Oct 3% 5% 0% 0% 0% 0% 2% 0% 
Nov 2% 10% 0% 0% 0% 0% 5% 0% 
Dec 2% 38% 0% 0% 0% 0% 8% 0% 
Sample 9 had only overall data available, so only the overall usage will be 
considered valid for analysis. All other end uses for these houses will not be 
included in the final analyses. Sample 7 consistently had sum check failures as a 
result of an apparent missing load, as the sum of all circuits frequently was less 
than the measured usage on the main L1 and L2 circuits. However, sample 7 did 
pass the revenue meter data validation test, and for this reason only the overall 
usage shall be considered valid for the analysis, and all other end-uses shall not 
be considered for the research analysis.  
Sample 2 consistently had errors that were discovered later in the project. 
On March 3, 2018, it was discovered that the “HVAC Inside” circuit for sample 2 
was not properly connected to the power meter. On April 4, 2018 it was 
discovered that the “Sitting” circuit for sample 2 was not connected to the power 
meter. Once these loads were properly connected sum check errors dropped to 
0%. Since this circuit was corrected, water heater loads, the overall house load, 
and outdoor HVAC unit shall be considered valid in the final analysis. The inside 





 The percent aggregate relative difference (PARD), t-test results, and 
standard deviation are presented in Table 16. The PARD was closest to zero for 
the Large Appliances, indicating the annual aggregate energy usage for the large 
appliance end-uses were most accurately simulated for the Large Appliance end-
use. The Miscellaneous end-uses and the HVAC Outside end-use had the 
highest absolute PARD, both of which being negative. This indicated that the 
measured usage was greater than the simulated energy usage for those end-
uses. These loads largely contributed to the samples having a higher measured 
energy usage than the simulated energy usage, as indicated by the Overall 
PARD of -16%.  
 The greatest annual standard deviation was for the HVAC Inside end use. 
This indicated that between the valid HVAC Inside samples, there exists the 
largest variation. The smallest measured annual energy usage standard 
deviation was 14% for the valid HVAC Outside samples. The small measured 
energy usage standard deviation, paired with the large difference between the 
measured and simulated energy usage for the HVAC Outside end-use, resulted 
in a p-value that indicated that the null hypothesis can be rejected. Thus the 
alternative hypothesis is accepted, and it is concluded that there is a significant 
difference between the measured and simulated HVAC Outside end-use annual 
energy usage.  
 The Overall, HVAC Inside, Water Heater, Large Appliances, and 
Miscellaneous end-uses all had p-values that resulted in tests that failed to reject 
the null hypothesis. As such, the study did not find a significant difference 
between the measured and simulated annual energy usage for those respective 




Table 16: Annual Results Summary for all End-Uses 
End-Use PARD p-Value Standard Deviation 
Overall -16% 0.179 22% 
HVAC Outside -17% 0.0301 14% 
HVAC Inside 2% 0.402 61% 
Water Heater 4% 0.287 47% 
Large Appliances 2% 0.410 42% 
Miscellaneous -13% 0.792 54% 
1 Indicates a significant difference between the measured and simulated energy 
usage based on an alpha value of 0.05.   
In the following section, all end-uses shown in Table 16 are discussed in 
greater detail. This includes a presentation of each end-uses measured annual 
energy usage (kWh) versus the simulated annual energy usage, and the PRD for 
all individual samples.  
Overall Usage 
The annual overall measured energy usage and simulated estimated 
usage for samples 1-9 are presented in Figure 14. Eight of the nine samples 
used more energy than was predicted by the energy model, with only Sample 6 




Figure 14: Annual Total Measured Energy Usage and Simulated Energy Usage 
(kWh) for Samples 1-9 
The PRD for all sample sets and the t-test results are presented in Table 
17. The annual energy usage percent aggregate relative difference (PARD) was -
16%, which indicated that the annual energy usage of the nine samples was 
greater than the simulated annual energy usage. The p-value resulting from the t-
test was 0.179, therefore the test failed to reject the null hypothesis that there is a 
significant difference between the annual measured and simulated total energy 
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Table 17: Overall Usage Annual Percent Relative Difference for Samples 1-9 










Aggregate Relative Error -16% 
P-value 0.179 
Standard Deviation 22% 
HVAC Outside 
The measured and simulated annual energy usage for the HVAC Outside 
end-use for the seven validated samples are presented in Figure 15. Sample 4 
was the only sample to use less energy than predicted by the simulation. The 
aggregate measured usage for all seven samples was greater than the 
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Figure 15: Annual HVAC Outside End-Use Percent Relative Difference  
The PRD for all sample sets and the t-test results are presented in Table 
18. The percent aggregate relative difference (PARD) for the HVAC Outside end-
use was -17%. The P-value resulting from the t-test was 0.030, thus the null 
hypothesis is rejected. This indicates that there was a statistically significant 
difference between the annual measured and simulated energy usage for the 
HVAC Outside end-use for the seven validated samples included in the study.  
Table 18: HVAC Outside Annual PRD 








Aggregate Usage -17% 
P-Value 0.0301 
Standard Deviation 14% 
1 Indicates a significant difference between the measured and simulated energy 
usage based on an alpha value of 0.05 for the percent relative difference 
compared to an expected PRD = 0% for each sample as the control  value.   
HVAC Inside 
The measured and simulated annual HVAC Inside end-use energy usage 
for the validated six samples are presented in Figure 16. Three of the six 
samples had measured energy usage that was greater than the simulated energy 
usage, while the other three samples used less than the simulated energy usage. 
The measured annual energy usage for the HVAC inside load had a very large 
range, and the HVAC Inside end-use had the largest standard deviation of all 




Figure 16: HVAC Inside Annual Usage 
The PRD for all sample sets and the t-test results are presented in Table 
19. Despite the large variation in the measured HVAC Inside annual energy 
usage, the percent aggregate relative difference (PARD) was 2%, which 
indicated that the aggregate measured annual usage of the six samples was 
slightly greater than the total simulated annual usage for the samples. The P-
value resulting from the sample t-test was 0.402, therefore the test failed to reject 
the null hypothesis. This indicates that there was no significant difference 
between the annual measure and simulated energy usage for the HVAC Inside 
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Table 19: HVAC Inside Annual PRD 







Aggregate Relative Error 2% 
p-value 0.402 
Standard Deviation 61% 
 
Water Heater 
The annual Water Heater measured and simulated energy usage for 
seven samples are presented in Figure 17. There was a large range between the 
measured water heater energy usage for the seven samples. This was thought to 
be because of the different operating modes that the hybrid water heaters have 
(electric resistance versus heat pump mode) as well as the variable occupancy 
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Figure 17: Water Heater Annual Usage 
The PRD for all sample sets and the t-test annual Water Heater results 
are presented in Table 20. The percent aggregate relative difference (PARD) 
was 4%, which indicated that the measured annual usage of the seven samples 
was slightly less than the simulated annual usage. The P-value resulting from the 
t-test was 0.287, therefore the test failed to reject the null hypothesis. This 
indicates that there was no significant difference between the annual water 
heater electrical usage and the simulated annual water heater electrical usage 
for the seven samples.  
Table 20: Water Heater Annual PRD 








Aggregate Relative Error 4% 
p-value 0.287 
Standard Deviation 47% 
Large Appliances 
The Large Appliances end-uses measured and simulated annual energy 
usage for six samples are presented in Figure 18. Three of the six samples used 
more energy annually than was predicted by the energy simulation for the Large 
Appliance end-uses. The three samples used less energy annually than was 




Figure 18: Large Appliances Annual Usage 
The PRD for all sample sets and the t-test results are presented in Table 
21. The percent aggregate relative difference (PARD) for the Large Appliance 
End-Uses was 2%, which indicated that the measured annual usage of the seven 
samples was slightly less than the simulated annual usage. The P-value resulting 
from the t-test was 0.410, therefore the test failed to reject the null hypothesis. 
This indicates that there was no significant difference between the annual 
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Table 21: Lage Appliances Annual PRD  







Aggregate Relative Error 2% 
p-value 0.410 
Standard Deviation 42% 
Miscellaneous 
The miscellaneous end-uses measured and simulated annual energy for 
six samples are presented in Figure 19. Three of the samples had higher 
Miscellaneous measured annual energy usage than the simulated energy usage, 
while the other half of the samples had lower measured energy usage than the 
simulation.  
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The PRD for all sample sets and the t-test results are presented in Table 
22. The percent aggregate relative difference (PARD) was -13%, which indicates 
that the aggregate measured Miscellaneous usage of the six samples was 
greater than the aggregate simulated annual usage for the same samples. The 
P-value resulting from the t-test was 0.792, therefore the test failed to reject the 
null hypothesis. This indicates that there was no significant difference between 
the annual measured and simulated energy usage for the Miscellaneous end-
uses. 
Table 22: Miscellaneous End-Uses Annual PRD 







Aggregate Relative Error -13% 
P-value 0.792 
Standard Deviation 54% 
Monthly Usage 
Overall Usage  
The sample t-test was completed using the percent relative difference 
between measured and simulated monthly overall energy. The PRD for all 
samples by month and the resulting P-value for each month is presented in Table 
23. Only December 2017 indicated a significant different between the monthly 
measured and simulated energy usage, thus the null hypothesis is rejected for 
that month. All other months indicated no significant difference between the 





Table 23: Monthly Percent Relative Difference and t-test Results for Overall 
Usage 
  Sample   
Month 1 2 3 4 5 6 7 8 9 P-value 
17-Jul -9% -5% 1% -19% -39% 53% 5% -4% -47% 0.479 
17-Aug -27% -14% -11% -31% -35% 62% -13% -14% -59% 0.195 
17-Sep -13% -12% -1% -21% -36% 102% -9% -12% -49% 0.703 
17-Oct -13% -10% -12% -11% -18% 123% -15% -18% -43% 0.912 
17-Nov -18% -31% -25% -30% -17% 43% -13% -27% -49% 0.061 
17-Dec -14% -46% -28% -29% -15% -1% -16% -17% -51% 0.0021 
18-Jan -3% -8% -20% 3% 26% 12% 5% -7% -27% 0.693 
18-Feb 5% 14% -12% -8% 2% 20% -3% -16% -32% 0.551 
18-Mar -2% 20% -13% 1% 6% 25% -4% -13% -36% 0.772 
18-Apr 3% 31% -12% -2% 3% 53% -5% -20% -40% 0.886 
18-May -5% 9% -16% -3% -47% 117% -25% -25% -63% 0.721 
18-Jun 29% -3% -10% 10% -48% 62% -27% 28% -66% 0.847 
1 Indicates a significant difference between the measured and simulated energy 
usage based on an alpha value of 0.05 for the percent relative difference 
compared to an expected PRD = 0% for each sample as the control value.   
The inner quartile range (IQR), sample average  percent relative 
difference (PRD), standard deviation, and aggregate PRD are all presented in 
Table 24 and Figure 20. The aggregate PRD ranged from -28% to -5% during the 
entire study period, indicating that the aggregate measured monthly usage was 




Table 24: Overall Usage – Monthly Aggregate PRD, Sample Average PRD, 









17-Jul 20% -7% -16% 29% 
17-Aug 18% -16% -26% 33% 
17-Sep 12% -6% -18% 43% 
17-Oct 7% -2% -14% 48% 
17-Nov 13% -18% -24% 25% 
17-Dec 14% -24% -28% 16% 
18-Jan 13% -2% -5% 16% 
18-Feb 16% -3% -6% 16% 
18-Mar 19% -2% -6% 18% 
18-Apr 16% 1% -6% 27% 
18-May 22% -6% -25% 51% 
18-Jun 55% -3% -22% 40% 
 
 
Figure 20: Percent Relative Difference Box and Whisker for Overall Usage 
Note: The box and whisker boxes indicate the 25% (Q1), 50% (Q2), and 75% (Q3) 
quartiles. The whisker extents show the maximum and minimum values that are 
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not considered outliers. Outliers are defined as points outside of the limits of 1.5 
times the length of the inner quartile ranges Q3-Q2 for the upper limit, Q2-Q1 for 
the lower limits. The median Q2 is inclusive  of the median.  The X denotes the 
average PRD of the sample set.  
HVAC Outside 
 For the HVAC Outside load (the heat pump), the t-test results indicated 
that there were significant differences between the simulation versus the 
measured usage of the unit from July 2017 – September 2017 and in May 2018 
and June 2018. For all of the samples, the measured energy usage was greater 
than the simulated energy usage for all significant months. This led to a P-value 
that indicated that there was a significant difference between the measure and 
simulated energy usage for the HVAC Outside end-use for those months, and 
the null hypothesis can be rejected. For all other months, the test failed to reject 
the null hypothesis, indicating that there is not a significant difference between 
the measured and simulated monthly energy usage.  
Table 25: Monthly Percent Relative Difference and t-test Results for HVAC 
Outside End-Use 
  Sample   
Month 1 2 3 4 5 6 8 P-value 
17-Jul -16% -62% -15% -34% -59% -46% -24% 0.0031 
17-Aug -36% -64% -17% -38% -59% -48% -32% 0.0011 
17-Sep -24% -60% -21% -28% -70% -61% -19% 0.0031 
17-Oct -40% -37% -40% 10% -41% -27% -6% 0.015 
17-Nov -44% 67% -43% 14% 19% -35% 46% 0.848 
17-Dec -21% -13% -38% 17% 50% 19% -7% 0.940 
18-Jan -1% -17% -15% 24% 40% 5% 6% 0.452 
18-Feb 14% -31% -24% 58% 89% 25% 68% 0.153 
18-Mar 13% -18% -26% 11% 84% 16% 39% 0.272 
18-Apr 15% -4% -26% 10% 93% -19% 31% 0.377 
18-May -65% -75% -65% -56% -86% -74% -58% 0.0001 
18-Jun -18% -64% -51% -18% -75% -60% -13% 0.0051 
1 Indicates a significant difference between the measured and simulated energy 
usage based on an alpha value of 0.05 for the percent relative difference 
compared to an expected PRD = 0% for each sample as the control value.   
The inner quartile range (IQR), average monthly percent relative 
difference (PRD), standard deviation, and aggregate PRD are all presented in 
Table 26. The aggregate PRD ranged from -72% to 15%. From January to April 
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the aggregate PRD was positive, indicating the measured HVAC Outside energy 
usage was less than the simulated estimated energy usage. For all other months, 
the aggregate measured energy usage was greater than the aggregate simulated 
energy usage.  
Table 26: Monthly Aggregate PRD, Sample Average PRD, Sample IQR, and 










17-Jul 33% -37% -42% 20% 
17-Aug 20% -42% -46% 16% 
17-Sep 38% -40% -48% 22% 
17-Oct 23% -26% -29% 20% 
17-Nov 72% 3% -15% 45% 
17-Dec 35% 1% -6% 30% 
18-Jan 23% 6% 4% 20% 
18-Feb 68% 28% 15% 46% 
18-Mar 31% 17% 8% 37% 
18-Apr 35% 14% 5% 40% 
18-May 13% -69% -72% 10% 






Figure 21: Percent Relative Difference Box and Whisker for HVAC Outside End-
Use 
HVAC Inside 
The sample t-test was conducted using the percent relative difference for 
each sample for the HVAC Inside end-use. The HVAC Inside loads include the 
HVAC fan and the electric resistance coil for the HVAC unit. The results indicated 
that there were significant differences between the percent relative difference of 
the simulation compared to the measured usage for the months of August 2017 – 
October 2017 and in May 2018, thus the null hypothesis is rejected for those 
months. All other months indicated no significant difference between the percent 




Table 27: Monthly Percent Relative Difference and t-test Results for HVAC Inside 
End-Use 
  Sample   
Month 1 3 4 5 6 8 P-value 
17-Jul -3% -27% -30% -52% -43% 26% 0.122 
17-Aug -24% -30% -34% -53% -55% 7% 0.0201 
17-Sep -6% -39% -23% -66% -59% 1% 0.0351 
17-Oct -58% -45% 0% -36% -21% -21% 0.0151 
17-Nov -49% -57% 50% 37% -28% -54% 0.430 
17-Dec -46% -50% 88% 196% 109% -6% 0.282 
18-Jan -8% -30% 250% 304% 160% 28% 0.097 
18-Feb -18% -42% 143% 241% 45% -59% 0.333 
18-Mar -62% -30% 74% 194% 44% -66% 0.559 
18-Apr -58% -22% 43% 45% -4% -11% 0.948 
18-May -60% -69% -56% -84% -71% -42% 0.0001 
18-Jun -6% -59% -16% -71% -58% 24% 0.099 
1 Indicates a significant difference between the measured and simulated energy 
usage based on an alpha value of 0.05.  
The inner quartile range (IQR), average monthly percent relative 
difference (PRD), standard deviation, and aggregate PRD are all presented in 
Table 28 and Figure 22. The aggregate PRD ranged from -52% to 126%. The 
large variance in January 2018 and February 2018 seems to indicate that there 
were large variations in how much each house in the study used electric 
resistance heating compared to the simulated auxiliary energy usage. A detailed 





Table 28: Monthly Aggregate PRD, Sample Average PRD, Sample IQR, and 
Standard Deviation for HVAC Inside End-Use 
Month 






17-Jul 31% -22% 8% 28% 
17-Aug 23% -32% -3% 23% 
17-Sep 43% -32% -10% 27% 
17-Oct 22% -30% -4% 20% 
17-Nov 74% -17% 3% 48% 
17-Dec 139% 48% 49% 98% 
18-Jan 226% 117% 126% 141% 
18-Feb 155% 52% 48% 118% 
18-Mar 121% 26% 11% 100% 
18-Apr 51% -1% 23% 40% 
18-May 14% -64% -52% 14% 
18-Jun 50% -31% -15% 37% 
 
 






The sample t-test was conducted using the percent relative difference for 
each sample for the Water Heater end-use. The P-Value results are presented in 
Table 29. The t-test results indicated that there were no significant differences 
between the percent relative difference of the simulation compared to the 
measured usage for all months, thus the null hypothesis is rejected for all 
months.  
Table 29: Monthly Percent Relative Difference and t-test Results for Water 
Heater End-Use 
  Sample 
Month 1 2 3 4 5 6 8 P-value 
17-Jul 20% 216% 37% 20% 47% 42% -46% 0.166 
17-Aug -20% 93% -17% -35% 16% 12% -69% 0.879 
17-Sep 26% 78% 27% 2% 70% 63% -51% 0.125 
17-Oct -5% 70% 9% 23% 14% 59% -48% 0.289 
17-Nov -12% 92% 15% 16% -4% 50% -54% 0.435 
17-Dec -9% 51% 4% 22% -1% -2% -46% 0.808 
18-Jan -18% 52% -30% 93% 2% 18% -51% 0.632 
18-Feb -10% 153% -5% 103% -10% -1% -46% 0.374 
18-Mar 31% 194% 23% 107% 1% 53% -26% 0.098 
18-Apr 17% 170% 20% 125% 4% 90% -50% 0.114 
18-May 5% 121% -4% 62% -13% 67% -54% 0.282 
18-Jun 69% 120% 38% 91% -26% 26% -5% 0.064 
 The inner quartile range (IQR), average monthly percent relative 
difference (PRD), standard deviation, and aggregate PRD are all presented in 
Table 30 and Figure 23. The aggregate PRD ranged from -26% to 30%, with 
some monthly usage being over-estimated and some under-estimated by the 
building simulation. The result was that the aggregate annual Water Heater 




Table 30: Monthly Aggregate PRD, Sample Average PRD, Sample IQR, and 
Standard Deviation for Water Heater End-Use 
Month 






17-Jul 24% 48% 16% 80% 
17-Aug 42% -3% -26% 51% 
17-Sep 53% 31% 10% 45% 
17-Oct 39% 17% 3% 40% 
17-Nov 41% 15% -4% 46% 
17-Dec 19% 3% -6% 30% 
18-Jan 59% 10% -9% 50% 
18-Feb 62% 26% -1% 73% 
18-Mar 68% 55% 30% 74% 
18-Apr 97% 54% 17% 77% 
18-May 73% 27% 1% 59% 
18-Jun 69% 45% 27% 52% 
 
 






The sample t-test was conducted using the percent relative difference for 
each sample for the Large Appliances end-use. The P-Value results are 
presented in Table 31. The t-test results failed to reject the null hypothesis for all 
months in the study period, indicating that there was no monthly significant 
difference between the simulation estimated energy usage and the measured 
energy usage. Sample 6 was an outlier during the August 2017 – October 2017 
and May 2018 months due to unusually low measured Large Appliance energy 
usage.  
Table 31: Monthly Percent Relative Difference and t-test Results for Large 
Appliance End-Uses 
  Sample   
Month 2 3 4 5 6 8 P-value 
17-Jul 69% -26% -2% -20% 134% 70% 0.209 
17-Aug 20% -39% -23% -13% 135% 45% 0.456 
17-Sep -18% -28% -9% -8% 213% 55% 0.405 
17-Oct -18% -33% 3% -8% 147% 50% 0.423 
17-Nov -35% -33% 11% -4% 94% 46% 0.544 
17-Dec -45% -43% -2% -13% 8% 72% 0.836 
18-Jan -32% -37% 42% -9% 9% 2% 0.746 
18-Feb -12% -27% 46% 14% 24% 44% 0.267 
18-Mar -5% -32% 35% 1% 51% 54% 0.277 
18-Apr -7% -31% 39% 3% 49% 53% 0.261 
18-May 7% -34% 3% 35% 202% 48% 0.256 
18-Jun 37% -20% 34% -11% 169% 127% 0.131 
The inner quartile range (IQR), average monthly percent relative 
difference (PRD), standard deviation, and aggregate PRD are all presented in 
Table 32. The aggregate PRD ranged from -30% to 14%. The largest standard 
deviation for the PRD occurred during September 2017, May 2018, and June 
2018, although standard deviation was relatively consistent across all months 
due to the variability in measured energy usage for the occupant dependent 




Table 32: Monthly Aggregate PRD, Sample Average PRD, Sample IQR, and 
Standard Deviation for Large Appliance End-Uses 
Month 






17-Jul 85% 38% -4% 64% 
17-Aug 60% 21% -17% 64% 
17-Sep 55% 34% -10% 92% 
17-Oct 54% 24% -13% 67% 
17-Nov 63% 13% -17% 50% 
17-Dec 41% -4% -30% 43% 
18-Jan 34% -4% -25% 29% 
18-Feb 44% 15% -10% 30% 
18-Mar 50% 17% -9% 35% 
18-Apr 51% 18% -8% 34% 
18-May 41% 43% -2% 83% 
18-Jun 104% 56% 14% 76% 
 
 






The sample t-test was conducted using the percent relative difference for 
each sample for the Miscellaneous end-use. The monthly P-Value results are 
presented in Table 33. The t-test results failed to reject the null hypothesis for all 
months in the study period, indicating that there was not a significant difference 
between the simulation estimated energy usage and the measured energy usage 
for Miscellaneous end-uses. Sample 6 consistently had a very high PRD, 
indicating unusually low measured energy usage when compared to all other 
samples from July 2017 – November 2017 and from April 2018 – June 2018. 
Table 33: Monthly Percent Relative Difference and t-test Results for 
Miscellaneous End-Uses 
  Sample   
Month 1 3 4 5 6 8 P-value 
17-Jul -18% 58% -23% -40% 899% 20% 0.367 
17-Aug -30% 49% -27% -28% 1019% 28% 0.369 
17-Sep -29% 44% -30% -43% 958% -5% 0.400 
17-Oct 1% 29% -28% -20% 872% -22% 0.389 
17-Nov 23% -2% -62% -42% 446% -37% 0.524 
17-Dec 39% 8% -66% -54% -28% -25% 0.246 
18-Jan 44% 20% -65% -35% -27% -7% 0.501 
18-Feb 33% 47% -56% -38% 23% -26% 0.880 
18-Mar 30% 27% -41% -36% 8% -27% 0.651 
18-Apr 25% 16% -42% -27% 451% -32% 0.443 
18-May 12% 37% 2% -49% 996% -10% 0.369 
18-Jun 33% 41% 1% -41% 885% 45% 0.320 
 
The inner quartile range (IQR), average monthly percent relative 
difference (PRD), standard deviation, and aggregate PRD are all presented in 
Table 34 and Figure 25. The aggregate PRD ranged from -37% to 21%. Sample 
6’s relatively large PRD for most months caused the difference between average 
of the PRD and the aggregate PRD to be larger than usual. The high PRD for 
Sample 6 during July 2017 – November 2017 and from April 2018 – June 2018 
led to a very high standard deviation and average during those months. The 
aggregate PRD, however, remained consistently low, indicating that the 
simulation did well to predict energy usage across the sample set.   
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Table 34: Monthly Aggregate PRD, Sample Average PRD, Sample IQR, and 
Standard Deviation for Miscellaneous End-Uses 
Month 






17-Jul 71% 149% 4% 369% 
17-Aug 71% 168% 4% 418% 
17-Sep 62% 149% -7% 398% 
17-Oct 43% 139% 4% 360% 
17-Nov 57% 54% -24% 194% 
17-Dec 47% -21% -37% 39% 
18-Jan 47% -12% -28% 39% 
18-Feb 66% -3% -20% 42% 
18-Mar 56% -6% -15% 32% 
18-Apr 53% 65% -6% 191% 
18-May 37% 165% 4% 408% 
18-Jun 35% 160% 21% 356% 
 
 




Temporal Load Profiles 
Overall Usage 
A summary of the average measured Overall energy usage for all 
temporal load profiles analysis periods are presented in Table 35. The annual 
measured load profiles are presented in Figure 26. The seasonal measured load 
profiles are presented in Figure 27.  






Winter Spring Summer Fall 
0:00 4.5% 4.5% 4.4% 4.5% 4.4% 4.4% 4.6% 
1:00 3.6% 3.6% 3.7% 3.9% 3.5% 3.3% 3.7% 
2:00 3.0% 3.0% 3.1% 3.5% 3.0% 2.7% 2.9% 
3:00 2.7% 2.7% 2.6% 3.2% 2.7% 2.3% 2.5% 
4:00 2.7% 2.7% 2.5% 3.3% 2.8% 2.2% 2.6% 
5:00 3.3% 3.4% 3.0% 3.9% 3.3% 2.7% 3.3% 
6:00 3.7% 4.2% 2.6% 4.3% 4.5% 2.4% 3.6% 
7:00 3.4% 3.6% 2.8% 3.9% 3.8% 2.4% 3.3% 
8:00 3.3% 3.3% 3.2% 3.9% 3.5% 2.2% 3.5% 
9:00 3.4% 3.4% 3.5% 4.2% 3.6% 2.5% 3.5% 
10:00 3.6% 3.5% 4.0% 4.0% 3.8% 3.1% 3.6% 
11:00 3.8% 3.6% 4.2% 3.9% 3.7% 3.8% 3.7% 
12:00 4.0% 3.8% 4.4% 3.8% 4.0% 4.3% 3.7% 
13:00 4.0% 3.8% 4.6% 3.7% 3.8% 4.9% 3.8% 
14:00 4.0% 3.8% 4.7% 3.5% 3.7% 5.0% 4.0% 
15:00 4.0% 3.8% 4.4% 3.4% 3.6% 5.0% 3.8% 
16:00 4.2% 4.1% 4.4% 3.5% 3.9% 5.3% 4.0% 
17:00 4.6% 4.5% 4.8% 3.8% 4.4% 5.6% 4.4% 
18:00 4.7% 4.7% 5.0% 4.4% 4.2% 5.9% 4.5% 
19:00 5.1% 5.0% 5.3% 4.9% 4.8% 5.7% 5.0% 
20:00 5.7% 5.8% 5.5% 5.4% 5.6% 5.7% 6.0% 
21:00 6.4% 6.6% 6.0% 5.8% 6.8% 6.0% 7.1% 
22:00 6.7% 6.8% 6.3% 6.0% 6.9% 6.7% 7.0% 
23:00 5.7% 5.8% 5.3% 5.4% 5.6% 5.9% 5.8% 
 
Note: Data for a given hour is for the 59 minutes after the hour listed. For 




Figure 26: Overall Usage – Hourly Average Measured Annual Load Profiles 
 


















































Overall Usage - Measured Seasonal Load Profiles
Winter Spring Summer Fall
85 
 
The measured load profiles compared to the BEopt load profiles for all 
annual and seasonal load profiles with 95% confidence limits are then presented 
in Figure 28 through Figure 34. Where there is overlap between the 95% 
confidence limits, it is noted that there is no significant difference for the hourly 
percent daily load for the measured and simulated energy usage, thus the test 
fails to reject the null hypothesis. Conversely, where there is no overlap between 
the confidence limits, it is noted that there is a significant difference between the 
hourly percent daily usage and the null hypothesis is rejected.  
 
































Figure 29: Overall Usage – Hourly Annual Weekday Average Load Profiles 
 




























































Figure 31: Overall Usage – Hourly Winter Load Profiles  
 


























































Figure 33: Overall Usage - Summer Hourly Load Profiles 
 

























































A summary of the hours in which there is a significant difference based on 
the 95% confidence limits are presented in Table 36. The empty (white) cells 
indicate that there is no significant difference between the measured and 
simulated hourly percent load profile, thus the test fails to reject the null 
hypothesis for that given hour for a given load profile. Al other cells that do have 
values indicated that there was a significant difference between the measured 
and simulated hourly percent load profiles, thus the test rejects the null 
hypothesis for that hour for a given load profile. The values in the cells are the 
distance between the confidence limit ranges for the measured load profile and 
simulated load profile, indicating the magnitude of the difference between the 
two. Positive values (shown in blue) are presented for periods where the 
measured load profile was greater than simulated load profile, while negative 
values (shown in red) are for periods when the measured load profile was less 
than the simulated load profile.  
 The measured and simulated temporal load profiles were significantly 
different for all periods for the hours 0:00, 8:00, 9:00, 10:00, 22:00, and 23:00. 
The measured load profile was consistently higher at night and overnight with the 
peak difference between the measured load profile and simulated load profile 
from 22:00 – 23:00. Conversely, the measured load profile was significantly lower 
from 7:00 – 12:00, with the greatest difference occurring from 8:00 – 10:00. 
Seasonally the greatest number of significant hours occurred in the fall, while the 
rest of the seasons had a similar occurrence of significantly different hours. The 





Table 36: Overall Usage – Hourly Significant Difference Summary 
Hour Annual Weekday Weekend Winter Spring Summer Fall 
0:00 0.5% 0.5% 0.4% 0.3% 0.7% 0.4% 0.2% 
1:00 0.3% 0.3% 0.2% 0.1% 0.2% 0.5% 0.1% 
2:00 0.2% 0.2% 0.0% 0.0% 0.0% 0.4% 0.2% 
3:00 0.0% 0.1% 0.0% 0.0% 0.0% 0.3% 0.1% 
4:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.2% 0.1% 
5:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.1% 0.0% 
6:00 0.0% 0.0% -0.6% -0.2% 0.0% 0.1% 0.0% 
7:00 -0.3% 0.0% -1.1% -0.8% -0.5% 0.0% -0.2% 
8:00 -1.0% -1.1% -0.9% -1.2% -1.3% -0.7% -0.6% 
9:00 -1.3% -1.6% -0.4% -0.8% -1.7% -0.9% -1.5% 
10:00 -1.3% -1.6% -0.5% -2.2% -1.0% -0.8% -1.1% 
11:00 -0.4% -0.7% 0.0% -0.5% -0.8% 0.0% -0.4% 
12:00 0.0% -0.2% 0.0% 0.0% -0.1% 0.0% -0.2% 
13:00 0.0% 0.0% 0.0% 0.0% -0.3% 0.0% 0.0% 
14:00 0.0% 0.0% 0.3% 0.0% 0.0% 0.0% 0.0% 
15:00 0.0% 0.0% 0.1% 0.0% 0.0% 0.0% 0.0% 
16:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
17:00 -0.1% -0.2% 0.0% -1.0% 0.0% 0.0% -0.1% 
18:00 -0.6% -0.6% -0.5% 0.0% -0.6% -0.6% -0.9% 
19:00 -0.2% -0.1% 0.0% 0.0% 0.0% -0.9% -0.2% 
20:00 0.0% 0.0% 0.0% 0.1% 0.0% -0.3% 0.0% 
21:00 0.1% 0.3% 0.0% 0.6% 0.1% 0.0% 0.2% 
22:00 0.8% 0.9% 0.3% 1.2% 0.8% 0.0% 1.1% 
23:00 0.9% 1.1% 0.4% 1.1% 0.9% 0.3% 0.9% 
Significant 17 17 13 14 13 14 18 






A summary of the average measured HVAC Outside energy usage for all 
temporal load profiles analysis periods are presented in Table 37. The annual 
measured load profiles are presented in Figure 35. The seasonal measured load 
profiles are presented in Figure 36.  






Winter Spring Summer Fall 
0:00 3.6% 3.6% 3.6% 3.9% 3.9% 3.2% 3.5% 
1:00 3.4% 3.4% 3.4% 4.4% 3.7% 2.3% 3.3% 
2:00 3.3% 3.3% 3.4% 4.7% 3.7% 1.9% 3.2% 
3:00 3.3% 3.3% 3.2% 4.5% 3.7% 1.6% 3.2% 
4:00 3.4% 3.5% 3.3% 4.9% 4.0% 1.2% 3.7% 
5:00 3.6% 3.7% 3.4% 5.1% 3.9% 1.3% 4.1% 
6:00 3.8% 4.0% 3.4% 5.0% 5.1% 1.5% 3.7% 
7:00 4.0% 3.9% 4.0% 5.3% 5.3% 1.3% 4.0% 
8:00 4.6% 4.6% 4.5% 5.6% 5.7% 1.4% 5.6% 
9:00 4.2% 4.4% 3.8% 5.6% 5.0% 1.8% 4.4% 
10:00 4.0% 4.1% 3.7% 5.0% 4.6% 2.6% 3.8% 
11:00 3.9% 3.9% 3.9% 4.2% 4.2% 3.9% 3.3% 
12:00 4.0% 3.9% 4.2% 3.7% 3.8% 5.2% 3.3% 
13:00 4.3% 4.2% 4.5% 3.5% 3.7% 6.3% 3.7% 
14:00 4.5% 4.3% 5.1% 3.0% 3.8% 6.9% 4.5% 
15:00 4.7% 4.5% 5.2% 3.0% 4.1% 6.9% 4.7% 
16:00 5.2% 5.2% 5.4% 3.2% 4.4% 7.9% 5.4% 
17:00 5.7% 5.7% 5.6% 3.3% 4.6% 8.8% 5.9% 
18:00 5.2% 5.1% 5.4% 3.2% 4.1% 8.4% 5.1% 
19:00 4.9% 4.7% 5.3% 3.4% 4.1% 7.2% 4.8% 
20:00 4.3% 4.2% 4.3% 3.5% 4.0% 5.4% 4.2% 
21:00 3.8% 3.8% 3.8% 4.0% 3.6% 3.8% 3.9% 
22:00 4.0% 4.1% 3.8% 4.1% 3.5% 4.5% 4.0% 





Figure 35: HVAC Outside - Average Measured Annual Load Profiles 
 


















































HVAC Outside Usage - Average Measured Seasonal Load 
Profiles
Winter Spring Summer Fall
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The measured load profiles compared to the BEopt load profiles for all 
annual and seasonal load profiles with 95% confidence limits are then presented 
in Figure 37 through Figure 43. Where there is overlap between the 95% 
confidence limits, it is noted that there is no significant difference for the hourly 
percent daily load for the measured and simulated energy usage, thus the test 
fails to reject the null hypothesis. Conversely, where there is no overlap between 
the confidence limits, it is noted that there is a significant difference between the 
hourly percent daily usage and the null hypothesis is rejected.  
 





































Figure 38: HVAC Outside – Annual Weekday Average Load Profiles
 
































































Figure 40: HVAC Outside – Winter Average Load Profiles 
 


































































Figure 42: HVAC Outside - Summer Hourly Load Profiles 
 

































































A summary of the hours in which there is a significant difference based on 
the 95% confidence limits for the HVAC Outside end-use are presented in Table 
38. The empty (white) cells indicate that there is no significant difference 
between the measured and simulated hourly percent load profile, thus the test 
fails to reject the null hypothesis for that given hour for a given load profile. Al 
other cells that do have values indicated that there was a significant difference 
between the measured and simulated hourly percent load profiles, thus the test 
rejects the null hypothesis for that hour for a given load profile. The values in the 
cells are the distance between the confidence limit ranges for the measured load 
profile and simulated load profile, indicating the magnitude of the difference 
between the two. Positive values (shown in blue) are presented for periods 
where the measured load profile was greater than simulated load profile, while 
negative values (shown in red) are for periods when the measured load profile 
was less than the simulated load profile. 
 Seasonally, the most significant hours occurred during the summer during 
the peak cooling season (June, July, and August). The weekday and weekend 
periods had similar hours in which a significant difference was observed. Only 
the 13:00 and 18:00 had a significant difference between the HVAC Outside 
measured and simulated energy usage load profile for all time periods analyzed. 
The measured load profile was significantly lower than the simulated load profile 
from 12:00 – 16:00. From 18:00 – 22:00 the measured load profile was 
significantly lower. It is suspected that occupant thermostat setpoints and 
schedules resulted in different load profiles for the HVAC system usage than 




Table 38: HVAC Outside - Significant Difference Hourly Summary 
Hour All Weekday Weekend Winter Spring Summer Fall 
0:00 0.0% 0.0% 0.0% -0.3% 0.0% 0.0% -0.6% 
1:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
2:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
3:00 0.0% 0.0% 0.0% -0.3% 0.0% 0.1% 0.0% 
4:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.1% 
5:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.3% 0.3% 
6:00 0.0% 0.0% 0.0% -0.7% 0.0% 0.3% 0.0% 
7:00 -0.3% -0.5% 0.0% 0.0% -1.8% 0.5% -0.4% 
8:00 0.1% 0.0% 0.6% 0.0% 0.0% 0.0% 0.0% 
9:00 0.2% 0.0% 0.3% 0.6% 0.0% 0.2% 0.0% 
10:00 0.0% 0.0% 0.0% -0.4% 0.0% 0.8% 0.0% 
11:00 0.1% 0.2% 0.0% 0.0% 0.0% 0.9% 0.0% 
12:00 1.1% 1.0% 1.1% 0.0% 0.9% 1.4% 0.9% 
13:00 1.2% 1.0% 1.5% 0.0% 0.9% 1.6% 1.2% 
14:00 1.3% 1.1% 1.3% 0.0% 1.2% 1.1% 1.6% 
15:00 0.9% 0.8% 0.8% 0.0% 0.9% 0.4% 1.1% 
16:00 0.9% 0.9% 0.5% 0.3% 1.1% 0.1% 0.9% 
17:00 0.0% 0.1% 0.0% -0.4% 0.3% 0.0% 0.0% 
18:00 -2.0% -1.5% -2.6% 0.1% -2.3% -2.7% -1.8% 
19:00 -2.0% -1.9% -1.9% 0.0% -0.6% -3.7% -2.2% 
20:00 -1.8% -1.7% -1.8% 0.0% -0.6% -4.3% -1.4% 
21:00 -1.0% -0.7% -1.2% 0.0% 0.0% -3.4% -0.4% 
22:00 0.0% 0.0% -0.3% 0.0% 0.0% -0.6% 0.0% 
23:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
Significant  13 13 13 10 11 17 13 
Insignificant  11 11 11 14 13 7 11 
HVAC Inside 
A summary of the average measured HVAC Inside energy usage for all 
temporal load profiles analysis periods are presented in Table 39. The annual 
measured load profiles are presented in Figure 44. The seasonal measured load 










Winter Spring Summer Fall 
0:00 3.7% 3.7% 3.8% 3.8% 3.7% 3.8% 3.6% 
1:00 3.5% 3.5% 3.6% 4.2% 3.7% 2.6% 3.6% 
2:00 3.5% 3.4% 3.6% 4.6% 3.7% 2.0% 3.5% 
3:00 3.4% 3.4% 3.3% 4.5% 3.5% 1.9% 3.5% 
4:00 3.6% 3.6% 3.5% 5.0% 4.0% 1.3% 4.1% 
5:00 4.1% 4.1% 3.9% 5.5% 4.6% 1.4% 4.7% 
6:00 4.9% 5.4% 3.7% 6.4% 6.9% 1.7% 4.6% 
7:00 4.7% 4.9% 4.5% 6.6% 5.9% 1.5% 5.0% 
8:00 4.9% 4.7% 5.3% 6.5% 6.1% 1.7% 5.3% 
9:00 4.4% 4.6% 4.1% 6.4% 4.8% 2.0% 4.4% 
10:00 3.9% 3.9% 3.9% 5.2% 4.1% 2.6% 3.7% 
11:00 3.5% 3.4% 3.7% 3.6% 3.8% 3.6% 3.0% 
12:00 3.5% 3.4% 3.6% 2.8% 3.5% 4.6% 2.9% 
13:00 3.6% 3.5% 3.9% 2.6% 3.2% 5.6% 3.1% 
14:00 4.0% 3.8% 4.3% 2.5% 3.3% 6.2% 3.9% 
15:00 4.2% 4.1% 4.5% 2.8% 3.6% 6.4% 4.1% 
16:00 4.7% 4.6% 5.1% 2.6% 4.1% 7.2% 4.9% 
17:00 5.1% 5.1% 5.2% 2.5% 4.4% 8.0% 5.6% 
18:00 5.0% 4.8% 5.3% 2.9% 3.9% 7.9% 5.2% 
19:00 5.0% 4.9% 5.3% 3.3% 4.3% 7.3% 5.1% 
20:00 4.3% 4.3% 4.3% 3.5% 3.8% 5.8% 4.2% 
21:00 4.0% 4.0% 3.8% 3.8% 3.8% 4.4% 3.9% 
22:00 4.3% 4.4% 3.9% 4.3% 3.7% 5.2% 3.9% 





Figure 44: HVAC Inside - Measured Annual Load Profiles 
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The measured load profiles compared to the BEopt load profiles for all 
annual and seasonal load profiles with 95% confidence limits are then presented 
in Figure 46 through Figure 52. Where there is overlap between the 95% 
confidence limits, it is noted that there is no significant difference for the hourly 
percent daily load for the measured and simulated energy usage, thus the test 
fails to reject the null hypothesis. Conversely, where there is no overlap between 
the confidence limits, it is noted that there is a significant difference between the 
hourly percent daily usage and the null hypothesis is rejected.  
 






































Figure 47: HVAC Inside - Annual Weekday Average Load Profiles  
 






































































Figure 49: HVAC Inside - Winter Hourly Load Profiles 
 




































































Figure 51: HVAC Inside - Summer Hourly Load Profiles 
 



































































A summary of the hours in which there is a significant difference based on 
the 95% confidence limits are presented in Table 40. The empty (white) cells 
indicate that there is no significant difference between the measured and 
simulated hourly percent load profile, thus the test fails to reject the null 
hypothesis for that given hour for a given load profile. Al other cells that do have 
values indicated that there was a significant difference between the measured 
and simulated hourly percent load profiles, thus the test rejects the null 
hypothesis for that hour for a given load profile. The values in the cells are the 
distance between the confidence limit ranges for the measured load profile and 
simulated load profile, indicating the magnitude of the difference between the 
two. Positive values (shown in blue) are presented for periods where the 
measured load profile was greater than simulated load profile, while negative 
values (shown in red) are for periods when the measured load profile was less 
than the simulated load profile. 
Seasonally, the most significantly different hours for the measured and 
simulated load profiles for the HVAC Inside load occurred during the summer 
during the cooling season (June, July, and August). Only the 15:00, 16:00, and 
18:00. The measured load profile was consistently significantly lower than the 
simulated load profile from 12:00 – 16:00, and it was consistently significantly 
lower from 18:00 – 22:00. It is suspected that occupant schedules resulted in 
different load profiles for the HVAC system usage than predicted by a static 24/7 
heating and cooling thermostat setpoint. Seasonally the greatest number of 
significant hours occurred in the summer, while the lowest number of significant 
hours occurred in the winter. The weekday and weekend periods had similar 




Table 40: HVAC Inside – Significant Difference Hourly Summary 
Hour All Weekday Weekend Winter Spring Summer Fall 
0:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% -0.3% 
1:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.4% 
2:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.1% 
3:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.1% 0.3% 
4:00 0.2% 0.2% 0.0% 0.0% 0.0% 0.3% 1.0% 
5:00 0.3% 0.3% 0.1% 0.0% 0.0% 0.5% 1.3% 
6:00 0.0% 0.0% -0.6% -1.1% 0.0% 0.5% -0.1% 
7:00 0.0% 0.0% 0.0% 0.0% -2.3% 0.7% 0.0% 
8:00 0.0% 0.0% 0.5% 0.0% 0.0% 0.3% 0.0% 
9:00 0.1% 0.0% 0.5% 0.4% 0.0% 0.4% 0.0% 
10:00 -0.1% -0.2% 0.0% -2.6% 0.0% 0.7% 0.0% 
11:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.7% 0.0% 
12:00 0.8% 0.8% 0.8% 0.0% 0.7% 1.2% 1.0% 
13:00 1.0% 0.7% 1.4% 0.0% 0.7% 1.4% 1.1% 
14:00 1.2% 1.0% 1.5% 0.0% 0.9% 1.1% 1.3% 
15:00 0.9% 0.8% 0.9% 0.4% 0.8% 0.6% 0.8% 
16:00 0.9% 0.7% 1.1% 0.4% 1.2% 0.1% 0.9% 
17:00 0.0% 0.0% 0.0% -1.5% 0.8% 0.0% 0.0% 
18:00 -1.8% -1.4% -2.1% 0.1% -2.3% -2.2% -1.7% 
19:00 -1.7% -1.5% -2.0% 0.0% -0.1% -3.6% -3.1% 
20:00 -1.9% -1.7% -2.0% 0.0% -0.7% -4.1% -2.4% 
21:00 -0.9% -0.6% -1.6% 0.0% 0.0% -3.4% -1.1% 
22:00 0.0% 0.0% -0.4% 0.0% 0.0% -0.6% -0.2% 
23:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
Significant 13 13 14 7 10 19 17 






A summary of the average measured Water Heater energy usage for all 
temporal load profiles analysis periods are presented in Table 41. The annual 
measured load profiles are presented in Figure 53. The seasonal measured load 
profiles are presented in Figure 54. 
Table 41: Water Heater – Measured Hourly Load Profiles 
Hour Annual Annual Weekday Annual Weekend Winter Spring Summer Fall 
0:00 5.3% 5.6% 4.4% 5.8% 5.1% 5.5% 5.2% 
1:00 3.0% 2.9% 3.3% 3.3% 2.8% 3.0% 3.1% 
2:00 2.1% 2.0% 2.4% 2.0% 2.2% 2.3% 1.9% 
3:00 1.6% 1.6% 1.6% 1.6% 1.3% 2.0% 1.5% 
4:00 1.6% 1.6% 1.5% 1.5% 1.3% 2.0% 1.5% 
5:00 1.3% 1.2% 1.5% 1.0% 1.2% 2.0% 1.0% 
6:00 2.0% 2.3% 1.4% 2.0% 2.7% 1.7% 1.8% 
7:00 2.7% 3.1% 1.7% 2.5% 2.8% 2.4% 3.1% 
8:00 3.0% 3.4% 2.1% 3.0% 2.8% 2.7% 3.6% 
9:00 3.5% 3.4% 3.7% 3.8% 3.9% 2.3% 4.0% 
10:00 4.1% 4.0% 4.4% 3.9% 4.4% 4.2% 4.0% 
11:00 5.2% 5.0% 5.5% 4.0% 5.3% 5.9% 5.4% 
12:00 5.1% 4.7% 6.1% 4.5% 5.5% 5.1% 5.4% 
13:00 4.7% 4.3% 5.7% 4.3% 4.1% 6.2% 4.2% 
14:00 4.2% 3.6% 5.7% 4.1% 3.5% 4.5% 4.7% 
15:00 3.5% 3.3% 3.9% 3.6% 2.9% 3.9% 3.4% 
16:00 3.3% 3.1% 3.8% 3.5% 3.0% 3.9% 2.8% 
17:00 3.6% 3.3% 4.2% 4.1% 3.9% 3.8% 2.5% 
18:00 3.6% 3.7% 3.5% 4.4% 3.4% 3.8% 3.0% 
19:00 5.0% 5.0% 5.0% 5.8% 4.5% 4.7% 5.1% 
20:00 6.5% 6.6% 6.3% 7.8% 6.3% 4.6% 7.4% 
21:00 8.2% 8.7% 7.2% 8.3% 9.7% 6.1% 8.9% 
22:00 9.1% 9.3% 8.7% 8.2% 9.8% 8.9% 9.5% 






Figure 53: Water Heater - Measured Annual Load Profiles 
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The measured load profiles compared to the BEopt load profiles for all 
annual and seasonal load profiles with 95% confidence limits are then presented 
in Figure 55 through Figure 61. Where there is overlap between the 95% 
confidence limits, it is noted that there is no significant difference for the hourly 
percent daily load for the measured and simulated energy usage, thus the test 
fails to reject the null hypothesis. Conversely, where there is no overlap between 
the confidence limits, it is noted that there is a significant difference between the 
hourly percent daily usage and the null hypothesis is rejected.  
 






































Figure 56: Water Heater - Annual Weekday Average Load Profiles 
 








































































Figure 58: Water Heater - Winter Hourly Load Profiles 
 






































































Figure 60: Water Heater - Summer Hourly Load Profiles 
 





































































A summary of the hours in which there is a significant difference based on 
the 95% confidence limits are presented in Table 42. The empty (white) cells 
indicate that there is no significant difference between the measured and 
simulated hourly percent load profile, thus the test fails to reject the null 
hypothesis for that given hour for a given load profile. Al other cells that do have 
values indicated that there was a significant difference between the measured 
and simulated hourly percent load profiles, thus the test rejects the null 
hypothesis for that hour for a given load profile. The values in the cells are the 
distance between the confidence limit ranges for the measured load profile and 
simulated load profile, indicating the magnitude of the difference between the 
two. Positive values (shown in blue) are presented for periods where the 
measured load profile was greater than simulated load profile, while negative 
values (shown in red) are for periods when the measured load profile was less 
than the simulated load profile. 
 There was only one hour that was significantly different for all of the 
temporal time scales analyzed for the HVAC Inside unit, and that was for 8:00. 
For all other hours, there was at least one time scale that did not indicate a 
significant difference between the measured and simulated HVAC Inside unit 
load profile. For all time scales analyzed the measured Water Heater load profile 
was less than the simulated load profile in the mornings from 5:00 – 10:00 
(across all timescales). Conversely, the measured load profile was greater than 
the simulated load profile from 22:00 – 23:00. Seasonally the greatest number of 
significant hours occurred in the fall, while the lowest number of significant hours 
occurred in the winter, spring, and summer periods. There was little difference 
between the weekday and weekend significant hours, although the time in which 
significant differences were observed were different. The weekday significant 
differences occurred from 8:00 – 10:00 and from 22:00 – 23:00 while the 





Table 42: Water Heater Significant Hours 
Hour Annual Annual Weekday Annual Weekend Winter Spring Summer Fall 
0:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.1% 0.0% 
1:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
2:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
3:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
4:00 0.0% 0.0% 0.0% 0.0% -0.1% 0.0% 0.0% 
5:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% -0.5% 
6:00 -0.1% 0.0% -2.5% -1.1% 0.0% 0.0% -1.1% 
7:00 -0.9% 0.0% -3.1% -2.7% -0.3% 0.0% 0.0% 
8:00 -1.9% -1.4% -2.8% -2.4% -2.6% -0.9% -0.4% 
9:00 -2.7% -3.6% 0.0% -2.3% -2.3% -2.7% -2.0% 
10:00 -2.0% -2.3% -0.3% -3.3% 0.0% -1.9% -0.4% 
11:00 0.0% 0.0% 0.0% -1.2% 0.0% 0.0% 0.2% 
12:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
13:00 0.0% 0.0% 0.0% 0.0% -0.1% 0.2% 0.0% 
14:00 0.0% 0.0% 0.4% 0.0% 0.0% 0.0% 0.1% 
15:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
16:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
17:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% -0.7% 
18:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% -0.1% 
19:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
20:00 0.0% 0.0% 0.0% 0.0% 0.0% -0.5% 0.0% 
21:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
22:00 0.9% 1.1% 0.0% 1.0% 0.5% 0.0% 1.9% 
23:00 0.8% 0.9% 0.0% 0.0% 0.3% 0.1% 0.4% 
Significant 7 5 6 7 7 7 11 






A summary of the average measured Large Appliances End Uses energy 
usage for all temporal load profiles analysis periods are presented in Table 43. 
The annual measured load profiles are presented in Figure 62. The seasonal 
measured load profiles are presented in Figure 63.  
Table 43: Large Appliances – Measured Hourly Load Profiles 
Hour Annual Weekday Weekend Winter Spring Summer Fall 
0:00 5.1% 5.1% 4.9% 5.3% 4.9% 5.2% 5.0% 
1:00 3.5% 3.6% 3.1% 3.4% 3.1% 3.8% 3.6% 
2:00 2.7% 2.7% 2.7% 2.5% 2.5% 3.0% 2.8% 
3:00 2.1% 2.2% 2.0% 2.0% 2.2% 2.3% 2.0% 
4:00 2.1% 2.1% 1.9% 2.0% 2.2% 2.3% 1.9% 
5:00 2.5% 2.7% 1.8% 2.1% 2.4% 3.0% 2.3% 
6:00 2.6% 2.9% 1.7% 2.4% 3.1% 2.4% 2.4% 
7:00 2.6% 3.0% 1.7% 2.5% 2.6% 2.6% 2.8% 
8:00 2.6% 2.6% 2.7% 2.6% 2.4% 2.6% 2.8% 
9:00 2.7% 2.7% 2.9% 2.8% 2.7% 2.7% 2.7% 
10:00 3.4% 3.2% 3.8% 2.8% 3.5% 3.8% 3.4% 
11:00 3.7% 3.4% 4.2% 3.2% 3.6% 4.3% 3.5% 
12:00 4.5% 4.2% 5.2% 4.7% 4.8% 4.3% 3.9% 
13:00 4.7% 4.3% 5.5% 4.9% 4.8% 4.3% 4.6% 
14:00 4.3% 4.1% 4.9% 4.1% 4.4% 4.2% 4.5% 
15:00 4.3% 4.2% 4.5% 4.0% 4.2% 4.5% 4.5% 
16:00 4.6% 4.7% 4.5% 4.4% 4.3% 4.9% 4.8% 
17:00 5.3% 5.1% 5.8% 4.5% 5.9% 5.3% 5.4% 
18:00 5.6% 5.4% 6.0% 5.9% 5.2% 5.6% 5.6% 
19:00 6.0% 5.7% 6.9% 6.6% 6.1% 5.0% 6.2% 
20:00 5.9% 6.1% 5.5% 6.1% 5.7% 5.6% 6.4% 
21:00 6.7% 7.1% 5.6% 7.1% 6.4% 6.5% 6.8% 
22:00 6.5% 6.7% 6.0% 7.3% 6.5% 5.9% 6.3% 






Figure 62: Large Appliances - Hourly Measured Annual Load Profiles 
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The measured load profiles compared to the BEopt load profiles for all 
annual and seasonal load profiles with 95% confidence limits are then presented 
in Figure 64 through Figure 70. Where there is overlap between the 95% 
confidence limits, it is noted that there is no significant difference for the hourly 
percent daily load for the measured and simulated energy usage, thus the test 
fails to reject the null hypothesis. Conversely, where there is no overlap between 
the confidence limits, it is noted that there is a significant difference between the 
hourly percent daily usage and the null hypothesis is rejected.  
 
































Figure 65: Large Appliances - Annual Weekday Average Load Profiles 
 




























































Figure 67: Large Appliances - Winter Hourly Load Profiles 
 


























































Figure 69: Large Appliances - Summer Hourly Load Profiles 
 

























































A summary of the hours in which there is a significant difference based on 
the 95% confidence limits are presented in Table 44. The empty (white) cells 
indicate that there is no significant difference between the measured and 
simulated hourly percent load profile, thus the test fails to reject the null 
hypothesis for that given hour for a given load profile. Al other cells that do have 
values indicated that there was a significant difference between the measured 
and simulated hourly percent load profiles, thus the test rejects the null 
hypothesis for that hour for a given load profile. The values in the cells are the 
distance between the confidence limit ranges for the measured load profile and 
simulated load profile, indicating the magnitude of the difference between the 
two. Positive values (shown in blue) are presented for periods where the 
measured load profile was greater than simulated load profile, while negative 
values (shown in red) are for periods when the measured load profile was less 
than the simulated load profile. 
 The Large Appliances load profile was significantly different across all time 
scales analyzed from 0:00 – 3:00, 9:00, 11:00, and 22:00 – 23:00. This was a 
result of the measured energy usage load profile being higher later in the evening 
and overnight than the simulated energy usage. This resulted in a lower load 
during the middle of the day than was predicted by the simulated energy usage 
profile. Seasonally the greatest number of significant hours occurred in the 
winter, while the lowest number of significant hours occurred in the fall. The 





Table 44: Large Appliances – Hourly Significant Difference Summary 
Hour All Weekday Weekend Winter Spring Summer Fall 
0:00 1.3% 1.6% 0.4% 2.0% 0.9% 1.1% 0.9% 
1:00 0.9% 1.2% 0.2% 1.2% 0.6% 0.9% 0.7% 
2:00 0.7% 0.8% 0.3% 0.8% 0.5% 0.6% 0.4% 
3:00 0.5% 0.6% 0.2% 0.6% 0.4% 0.3% 0.3% 
4:00 0.2% 0.3% 0.0% 0.2% 0.2% 0.2% 0.0% 
5:00 0.0% 0.0% 0.0% 0.1% 0.2% 0.0% 0.0% 
6:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
7:00 0.0% 0.0% -0.6% -0.6% 0.0% 0.0% 0.0% 
8:00 -0.8% -1.0% 0.0% -1.6% -0.8% -0.1% -0.1% 
9:00 -1.7% -1.9% -1.1% -2.1% -1.5% -1.2% -1.5% 
10:00 -1.3% -1.7% 0.0% -2.5% -1.3% 0.0% -1.2% 
11:00 -1.4% -1.8% -0.2% -1.8% -1.5% -0.3% -1.6% 
12:00 -0.8% -1.3% 0.0% -0.1% -0.3% -0.6% -1.5% 
13:00 -0.6% -0.7% 0.0% 0.0% -0.4% -0.5% -0.3% 
14:00 -0.2% -0.6% 0.0% -0.3% -0.4% 0.0% 0.0% 
15:00 -0.3% -0.4% 0.0% 0.0% -0.2% 0.0% 0.0% 
16:00 0.0% 0.0% 0.0% -0.8% 0.0% 0.0% 0.0% 
17:00 0.0% 0.0% 0.0% -2.4% 0.0% 0.0% 0.0% 
18:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
19:00 0.0% 0.0% 0.0% 0.5% 0.0% -1.0% 0.0% 
20:00 0.0% 0.0% 0.0% 0.6% 0.0% 0.0% 0.0% 
21:00 0.8% 0.6% 0.0% 1.0% 0.1% 0.8% 0.4% 
22:00 1.4% 1.4% 0.5% 1.9% 0.5% 0.7% 1.1% 
23:00 1.4% 1.4% 0.8% 2.3% 1.0% 1.0% 0.8% 
Significant 16 16 10 20 17 14 13 
Insignificant 8 8 14 4 7 10 11 
 
Miscellaneous Loads 
A summary of the average measured Miscellaneous Loads energy usage 
for all temporal load profiles analysis periods are presented in Table 45. The 
annual measured load profiles are presented in Figure 71. The seasonal 




Table 45: Miscellaneous End-Uses – Measured Hourly Load Profiles 
Hour Annual Weekday Weekend Winter Spring Summer Fall 
0:00 5.1% 5.2% 5.1% 4.5% 5.0% 5.6% 5.6% 
1:00 4.5% 4.4% 4.7% 4.1% 4.4% 4.8% 4.7% 
2:00 4.0% 3.9% 4.0% 3.8% 4.0% 4.2% 3.9% 
3:00 3.6% 3.6% 3.5% 3.4% 3.6% 3.8% 3.4% 
4:00 3.5% 3.5% 3.5% 3.2% 3.4% 4.0% 3.3% 
5:00 3.4% 3.5% 3.1% 3.4% 3.5% 3.3% 3.2% 
6:00 3.9% 4.2% 3.2% 3.9% 4.1% 3.6% 3.9% 
7:00 3.7% 3.9% 3.2% 3.8% 3.8% 3.6% 3.7% 
8:00 3.4% 3.4% 3.4% 3.5% 3.4% 3.2% 3.3% 
9:00 3.4% 3.2% 3.7% 3.5% 3.6% 3.2% 3.1% 
10:00 3.4% 3.3% 3.6% 3.6% 3.5% 3.4% 3.2% 
11:00 3.5% 3.4% 3.8% 3.7% 3.6% 3.4% 3.3% 
12:00 3.7% 3.6% 3.9% 3.7% 3.7% 3.6% 3.7% 
13:00 3.7% 3.6% 4.1% 3.8% 3.7% 3.7% 3.6% 
14:00 3.7% 3.4% 4.2% 3.8% 3.6% 3.7% 3.5% 
15:00 3.6% 3.4% 3.9% 3.7% 3.4% 3.7% 3.4% 
16:00 3.6% 3.5% 3.9% 3.8% 3.6% 3.7% 3.4% 
17:00 4.0% 3.9% 4.1% 4.3% 4.0% 3.8% 3.7% 
18:00 4.2% 4.3% 4.1% 4.9% 4.1% 3.8% 4.1% 
19:00 4.6% 4.6% 4.6% 5.3% 4.5% 4.1% 4.6% 
20:00 5.4% 5.5% 5.1% 5.7% 5.2% 4.7% 5.8% 
21:00 6.2% 6.4% 5.7% 5.9% 6.2% 5.9% 6.6% 
22:00 6.4% 6.5% 6.0% 5.7% 6.5% 6.5% 6.8% 





Figure 71: Miscellaneous End Uses - Hourly Measured Annual Load Profiles 
  

















































Miscellaneous End Uses - Measured Seasonal Load Profiles
Winter Spring Summer Fall
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The measured load profiles compared to the BEopt load profiles for all 
annual and seasonal load profiles with 95% confidence limits are then presented 
in Figure 73 through Figure 79. Where there is overlap between the 95% 
confidence limits, it is noted that there is no significant difference for the hourly 
percent daily load for the measured and simulated energy usage, thus the test 
fails to reject the null hypothesis. Conversely, where there is no overlap between 
the confidence limits, it is noted that there is a significant difference between the 
hourly percent daily usage and the null hypothesis is rejected.  
 































Figure 74: Miscellaneous End Uses - Annual Weekday Average Load Profiles 
 

























Miscellaneous Loads - Annual Weekday Average Load Profile 


























Miscellaneous Loads - Annual Weekend Average Load Profile 





Figure 76: Miscellaneous End Uses - Winter Hourly Load Profiles 
 
























































Figure 78: Miscellaneous End Uses - Summer Hourly Load Profiles 
 
























Miscellaneous Loads - Summer Hourly Load Profile 






























A summary of the hours in which there is a significant difference based on 
the 95% confidence limits are presented in Table 46. The empty (white) cells 
indicate that there is no significant difference between the measured and 
simulated hourly percent load profile, thus the test fails to reject the null 
hypothesis for that given hour for a given load profile. Al other cells that do have 
values indicated that there was a significant difference between the measured 
and simulated hourly percent load profiles, thus the test rejects the null 
hypothesis for that hour for a given load profile. The values in the cells are the 
distance between the confidence limit ranges for the measured load profile and 
simulated load profile, indicating the magnitude of the difference between the 
two. Positive values (shown in blue) are presented for periods where the 
measured load profile was greater than simulated load profile, while negative 
values (shown in red) are for periods when the measured load profile was less 
than the simulated load profile. 
 The Miscellaneous end uses load profile indicated a significant difference 
for all time scales analyzed from 0:00 – 4:00, 8:00, 11:00, 16:00 – 19:00, and 
23:00. This was a result of higher measured energy usage at night and overnight, 
which resulted in a lower load profile during the day when compared to the 
simulated energy usage profile. This finding was similar to the Large Appliances 
end-uses load profiles, which also had a higher usage overnight. The 
Miscellaneous end uses weekday profile had a greater number of significantly 
different hours than the weekend profile. Seasonally the spring and summer had 






Table 46: Miscellaneous End Uses Significant Hours 
Hour Annual Annual Weekday Annual Weekend Winter Spring Summer Fall 
0:00 1.1% 1.2% 0.8% 1.3% 1.1% 1.0% 1.3% 
1:00 1.2% 1.1% 1.0% 1.2% 1.0% 1.1% 1.2% 
2:00 0.9% 0.8% 0.9% 0.9% 0.8% 0.9% 0.8% 
3:00 0.5% 0.5% 0.4% 0.5% 0.5% 0.6% 0.2% 
4:00 0.2% 0.3% 0.1% 0.1% 0.3% 0.2% 0.0% 
5:00 0.1% 0.1% 0.0% 0.0% 0.3% 0.1% 0.0% 
6:00 0.0% 0.0% 0.0% 0.0% 0.3% 0.0% 0.0% 
7:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
8:00 -0.4% -0.5% -0.1% -0.1% -0.4% -0.5% -0.3% 
9:00 -0.4% -0.6% 0.0% -0.2% -0.3% -0.4% -0.4% 
10:00 -0.4% -0.5% 0.0% -0.3% -0.4% -0.2% -0.1% 
11:00 -0.3% -0.4% 0.0% -0.3% -0.3% -0.3% -0.1% 
12:00 -0.2% -0.3% 0.0% -0.1% -0.3% -0.3% 0.0% 
13:00 -0.1% -0.2% 0.0% -0.1% -0.3% -0.2% 0.0% 
14:00 -0.1% -0.2% 0.0% 0.0% -0.3% -0.1% 0.0% 
15:00 -0.3% -0.3% 0.0% -0.3% -0.4% -0.1% -0.1% 
16:00 -0.4% -0.4% -0.3% -0.5% -0.3% -0.3% -0.4% 
17:00 -0.7% -0.7% -0.6% -0.9% -0.3% -0.5% -0.7% 
18:00 -1.1% -1.0% -0.9% -0.8% -0.8% -1.1% -1.2% 
19:00 -0.6% -0.7% -0.3% -0.4% -0.5% -0.7% -0.7% 
20:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
21:00 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
22:00 0.0% 0.0% 0.0% 0.4% 0.0% 0.0% 0.0% 
23:00 0.5% 0.6% 0.3% 1.2% 0.1% 0.1% 0.5% 
Significant 19 20 13 18 20 20 15 





Coefficient of Variation Root Mean Square Error (CV(RMSE))  
The CV(RMSE) values were calculated for monthly and hourly usage for 
all valid end uses. The results are described in the following sections.  
Monthly CV(RMSE) 
The CV(RMSE) monthly tests were conducted for all end uses for each 
sample to identify individual sample accuracy. The CV(RMSE) hourly tests 
results are presented in Table 47. For the overall house usage, one Sample 1 
and Sample 7 had a CV(RMSE) that was less than 15%. For all other end-uses, 
only Sample 5 for the Large Appliances loads had a CV(RMSE) value below 
15%. All other samples and end-uses had CV(RMSE) greater than 15%, thus 
they were considered uncalibrated based on ASHRAE Guideline 14 standards 
for calibration (ASHRAE, 2014).  
Table 47: Monthly CV(RMSE) for all End-Uses 
 
Sample Overall HVAC Outside HVAC Inside Water Heater Large Appliances Miscellaneous 
1 12.6% 107.7% 48.4% 19.1%  28.5% 
2 32.1% 95.2%  111.6% 32.0%  
3 20.3% 113.7% 57.1% 23.1% 33.4% 30.8% 
4 20.6% 100.3% 259.5% 61.3% 22.4% 62.0% 
5 30.7% 87.6% 252.1% 15.7% 13.3% 42.8% 
6 40.5% 99.9% 149.9% 43.0% 87.3% 140.7% 
7 13.4%      
8 17.2% 92.7% 64.7% 51.4% 54.5% 26.9% 
9 48.9%      
Passed 2 0 0 0 1 0 
Aggregate 18.7% 96.3% 60.1% 104.2% 40.5% 55.3% 
 
Hourly CV(RMSE) 
The CV(RMSE) hourly tests results are presented in Table 48. All samples 
and end-uses had CV(RMSE) greater than 30%, thus they were considered 





Table 48: Hourly CV(RMSE) for all End-Uses 
Sample Overall HVAC Outside HVAC Inside Water Heater Large Appliances Miscellaneous 
1 111.3% 100.1% 339.5% 473.9%  67.9% 
2 101.4% 132.8%  771.7% 228.1%  
3 96.3% 79.8% 217.7% 441.0% 180.2% 102.4% 
4 77.2% 126.8% 587.5% 550.9% 213.0% 86.8% 
5 90.2% 130.1% 579.1% 460.1% 231.6% 57.2% 
6 133.5% 132.5% 502.6% 528.5% 329.2% 212.7% 
7 107.3%      
8 106.5% 142.6% 436.5% 322.7% 247.8% 48.4% 
9 94.3%      
Passed 0 0 0 0 0 0 
Aggregate 61.3% 61.4% 254.6% 365.9% 107.9% 41.3% 
 
HVAC Calibration 
The greatest unknown in the study was the thermostat setpoints for each 
house. In an attempt to measure the effect that the thermostat setpoint had on 
the simulation results, a thermostat calibration was conducted and reviewed for 
the samples that had the largest difference between the product of the measured 
and simulated HVAC Outside and HVAC Inside loads.  
Sample 2, Sample 7, and Sample 9 had either HVAC Inside or HVAC 
Outside end-use invalid data, thus it was not considered for the thermostat 
calibration exercise. The valid samples for both HVAC Outside and HVAC Inside 
end-uses and the respect HVAC total annual loads are presented in Table 49. 
Sample 3 had the lowest negative PRD, thus it was chosen as a calibration 





Table 49: HVAC Annual Measured and Simulated Load Differences 
Sample Measured BEopt PRD 
1 4,655 3,711 -20% 
3 4,516 3,089 -32% 
4 3,104 3,809 23% 
5 3,618 3,646 1% 
6 3,229 3,030 -6% 
8 3,207 3,011 -6% 
 The calibrated thermostat setpoints were determined analyzing the total 
HVAC simulated usage compared to the measured HVAC usage for the peak 
heating and cooling months, which were July-August and January-February. 
During those periods there were only heating degree-days or cooling degree 
days, respectively. The heating degree days and cooling degree days are 
summarized in Table 50.  
Table 50: Heating and Cooling Degree Day Summary 
Month HDD65 CDD65 
Jul-171 0 330 
Aug-171 0 234 
Sep-17 53 97 
Oct-17 255 36 
Nov-17 524 3 
Dec-172 845 0 
Jan-182 1015 0 
Feb-18 459 11 
Mar-18 582 0 
Apr-18 392 5 
May-18 6 180 
Jun-18 18 112 
Total 4,149 1,007 
1 Months used for the cooling setpoint calibration. 
2 Months used for the heating setpoint calibration.   
 The Sample 3 thermostat calibration setpoints were determined to be 75F 
for the cooling season, and 76F for the heating season. See Table 51 and Figure 
80 for the monthly thermostat calibration results. The heating setpoint relative 
difference was largely affected by the HVAC Inside Usage, as shown in Figure 
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81. Overall, the measured HVAC Inside Usage during the heating season was 
greater than the simulated HVAC Inside Usage for Sample 3.  




69 70 71 72 73 74 75 76 
Jul-17 192 345 321 296 271 246 220 194 167 
Aug-17 149 290 268 245 222 199 175 151 126 
Sep-17 80 194 175 155 135 116 97 80 64 
Oct-17 152 188 183 181 179 181 183 188 196 
Nov-17 392 165 185 207 230 255 283 310 339 
Dec-17 745 367 399 429 465 504 538 575 611 
Jan-18 1,139 764 814 869 920 977 1,031 1,092 1,154 
Feb-18 494 286 312 340 367 396 426 458 493 
Mar-18 544 324 355 383 415 445 479 513 549 
Apr-18 336 220 237 257 280 303 327 352 378 
May-18 104 189 173 159 148 139 132 129 128 
Jun-18 189 267 244 222 197 173 149 125 102 
Cooling 341 634 589 541 493 445 395 345 294 






Figure 80: Sample 3 Thermostat Calibration Monthly Results 
 




















Sample 3 - Total HVAC Usage at Different Thermostat 
Setpoints



















Sample 3 - HVAC Inside Usage at Different Thermostat 
Setpoints
Measured HVAC Inside 69 70 71 72 73 74 75 76
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The Sample 4 thermostat calibration setpoints were determined to be 73F 
for the cooling season, and 68F for the heating season. See Table 52 and Figure 
82 for the monthly thermostat calibration results. The heating setpoint relative 
difference was largely affected by the HVAC Inside Usage, as shown in Figure 
83. Overall, the measured HVAC Inside Usage during the heating season was 
less than the simulated HVAC Inside Usage for Sample 4, which was contrary to 
the results of Sample 3.  
Table 52: Sample 4 Monthly Thermostat Calibration Results 
Month Measured HVAC 68 69 70 71 72 73 74 75 76 
Jul-17 303 427 402 378 352 325 298 270 242 213 
Aug-17 240 358 335 312 287 262 236 210 184 158 
Sep-17 98 240 219 198 176 155 134 113 94 76 
Oct-17 99 222 217 214 211 211 213 217 224 234 
Nov-17 213 187 211 236 261 289 320 351 383 417 
Dec-17 409 427 459 499 533 577 618 661 707 751 
Jan-18 629 936 1,003 1,072 1,143 1,214 1,291 1,369 1,449 1,532 
Feb-18 239 306 334 366 401 435 467 505 545 585 
Mar-18 378 337 373 407 442 475 514 553 597 639 
Apr-18 236 227 248 265 284 312 337 366 392 422 
May-18 108 252 232 213 194 179 166 154 148 144 
Jun-18 152 346 322 297 273 247 220 194 168 142 
Cooling 543 785 737 691 638 586 534 480 426 371 





Figure 82: Sample 4 Total HVAC Usage Calibration Monthly Results  
 






















Sample 4 - Total HVAC Usage at Different Thermostat 
Setpoints






















Sample 4 - HVAC Inside Usage at Different Thermostat 
Setpoints
Measured HVAC Inside 68 69 70 71 72 73 74 75 76
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 The Sample 3 calibration resulted in annual percent relative difference of -
2.8%. The Sample 3 calibrated HVAC monthly usage is presented in Figure 84. 
The Sample 4 calibration resulted in annual percent relative difference of 12.8%. 
The Sample 4 calibrated HVAC monthly load is presented in Figure 85. The low 
heating HVAC usage for Sample 4 largely contributed to the model over-
estimation of the HVAC usage during January through February period.  
 
























Sample 3 - Calibrated HVAC Monthly Usage
76F Heating, 75F Cooling




Figure 85: Sample 4 - Calibrated HVAC Monthly Usage 
 The thermostat calibration results highlight the need to better understand 
the auxiliary heating of air source heat pump systems. While Sample 3 and 
Sample 4 had largely the same construction and mechanical systems, the 
measured HVAC Inside Usage was very different, likely resulting from operating 
times during extreme cold periods. Sample 3 measured HVAC Inside load during 
January and February was 669 kWh, while Sample 4 measured HVAC Inside 
load during that same period was 215 kWh. To truly understand thermostat 
setpoints to be used in building energy modeling, thermostat setpoints and their 
respective scheduling would have to be better understood. 
Auxiliary Heating 
 As discussed in the previous HVAC Calibration section, the measured 
HVAC total usage was highly dependent on the HVAC Inside unit energy usage. 
The highest energy usage for the HVAC Inside unit occurred in the winter when 
























Sample 4 - Calibrated HVAC Monthly Usage
68F Heating, 73F Cooling
Measured HVAC Calbirated HVAC
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measured HVAC Inside energy usage was determined to be a result of the 
variation in auxiliary heating energy usage, which is described in this section.  
 The fan horsepower for all HVAC units was 0.5 HP, which equates to 0.37 
kWh if the unit ran for an entire hour at the rated HP. Thus, it could be inferred 
that if the auxiliary heating is operational, then any usage above 0.37 kWh is the 
auxiliary heating energy usage. With this assumption, the research team 
calculated the estimated measured auxiliary heating usage for all of the validated 
HVAC Inside samples, and the results are presented in Figure 86.   
 
Figure 86: Auxiliary Heating Measured Usage 
 There was a large amount of variation in the auxiliary heating energy 
usage. The weather dependence on the auxiliary heating was investigated in 
greater detail. It was determined that some units operated at higher temperatures 





















Auxiliary Heating Measured Usage
Sample 1 Sample 3 Sample 4 Sample 5 Sample 6 Sample 8
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OAT Temp Range (°F) Sample 1 Sample 3 Sample 4 Sample 5 Sample 6 Sample 8 Average 
-10 to -5 0 0 0 0 0 0 0 
-5 to 0 20 24 7 9 5 15 13 
0 to 5 53 80 16 18 13 43 37 
5 to 10 116 113 24 17 20 47 56 
10 to 15 143 140 29 20 17 61 68 
15 to 20 148 117 28 8 7 38 58 
20 to 25 132 115 28 14 21 42 58 
25 to 30 168 128 35 29 29 90 80 
30 to 35 183 82 23 15 22 103 71 
35 to 40 170 37 18 25 12 62 54 
40 to 45 70 10 6 2 5 105 33 
45 to 50 54 9 3 3 4 38 18 
50 to 55 20 3 0 0 9 32 11 
55 to 60 22 1 0 0 0 13 6 
60 to 65 6 1 0 0 0 1 1 
65 to 70 0 0 0 0 7 0 1 
Total Usage 1,304 861 219 160 173 688  
Table 53: Auxiliary Heating Energy Usage (kWh) for OAT Ranges 
 The measured and simulated average supplemental heating is shown in 
Table 54. When compared to the simulated BEopt supplemental heating, the 
measured average supplemental heating was greater than the simulated 
supplemental heating for all temperatures above 25F. The results indicated that 
the supplemental heating occurred at higher temperatures than predicted by the 
simulation, which may be a result of local temperature variations (not captured by 
the onsite weather station), or due to space temperature setpoint and thermostat 
schedule variations which could have caused auxiliary heating during large 
warmup periods (morning warmup). This discrepancy highlights the need to 
investigate auxiliary heating in air-source heat pump applications in building 
modeling, and the assumptions made for auxiliary heating during higher outside 














-10 to -5 0 0 0 
-5 to 0 13 27 14 
0 to 5 37 59 21 
5 to 10 56 60 4 
10 to 15 68 77 9 
15 to 20 58 82 24 
20 to 25 58 60 2 
25 to 30 80 62 -18 
30 to 35 71 35 -36 
35 to 40 54 19 -35 
40 to 45 33 1 -32 
45 to 50 18 0 -18 
50 to 55 11 0 -11 
55 to 60 6 0 -6 
60 to 65 1 0 -1 
65 to 70 0 0 0 
Total 566 484 -83 
Table 54: Average Measured vs Simulated OAT Auxiliary Heating Energy Usage 
 The final analysis for the auxiliary heating was centered around the time of 
use of the auxiliary heating. The time of use for the measured auxiliary heating 
was highest in the mornings, and lowest during the afternoon, presumably after 
the morning warmup was complete and temperature increased mid-day. For the 
samples that had high annual energy usage attributed to the auxiliary heating, 
there tended to have a night peak as well. This variability between sample sets 
highlights the challenge of predicting occupancy dependent thermal loads without 
a thorough understanding of space temperature setpoints and occupancy 




Table 55: Measured Auxiliary Heating Energy – Time of Use 
Time Sample 1 Sample 3 Sample 4 Sample 5 Sample 6 Sample 8 
0:00 47 41 5 3 10 14 
1:00 25 47 10 4 3 42 
2:00 25 51 9 3 25 44 
3:00 38 56 12 4 10 36 
4:00 46 61 9 10 9 41 
5:00 50 65 16 16 13 54 
6:00 161 72 16 16 25 48 
7:00 95 71 27 37 17 76 
8:00 95 65 30 26 22 56 
9:00 103 54 19 19 12 66 
10:00 58 36 10 6 5 37 
11:00 42 27 4 2 8 13 
12:00 21 18 4 0 1 10 
13:00 20 12 3 0 0 11 
14:00 11 13 5 0 0 8 
15:00 20 13 6 0 1 6 
16:00 29 12 4 0 1 8 
17:00 32 10 4 3 0 7 
18:00 28 10 6 4 2 21 
19:00 79 23 2 4 1 9 
20:00 66 24 5 1 1 21 
21:00 81 23 4 1 2 14 
22:00 82 25 6 1 3 21 





Chapter Eight: Conclusions 
Annual Usage 
The key findings for the annual usage analyses are presented below:  
• The P-value indicated a significant difference between the measured and 
simulated annual energy usage for the HVAC Outside end-use. All other 
end-uses had no significant difference.  
• Sample 6 was the only sample that had an overall measured usage that 
was less than the simulated energy usage. All of the other eight samples 
had simulated energy usage that was greater than the measured energy 
usage.  
• The HVAC Inside, Water Heater, and Large Appliances had the smallest 
annual percent aggregate relative difference with the simulation energy 
usage being larger than the measured energy usage, while the HVAC 
Outside and Miscellaneous end-uses had the largest PARD, with the 
measured energy usage being greater than the simulated energy usage.  
• The largest standard deviation for the percent relative difference end-uses 
was observed for the HVAC Inside unit, indicating large annual energy 
usage variability across the sample sets for the inside HVAC unit.  The 
HVAC Inside unit had a PRD range from -38% to 102%. It is thought that 
this variation occurred because of different operating modes that the 
hybrid water heaters have (electric resistance versus heat pump mode) as 
well as the variable occupancy between each sample.  
• For the Miscellaneous end-uses, the PRD ranged from -46% to 100%, 
highlighting the challenge of simulating these loads without understanding 
end-uses present and occupancy habits.  
The aggregate relative difference, P-value, and measured standard 
deviation are presented in Table 53. HVAC Outside and the Miscellaneous end-
uses largely contributed to the overall measured energy usage being greater 
than the simulated energy usage, while the other end-uses were accurate on the 
aggregate. While HVAC Inside, Water Heater, and Large Appliance loads had a 
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large measured standard deviation, the Percent Aggregate Relative Difference 
(PARD) was less than 4% for the three end-uses. This suggests that the 
simulation does well on the aggregate, but it can be expected that for each 
sample there will be large variations. Conversely, the HVAC Outside had a large 
absolute PARD and a small measured standard deviation, indicating that the 
annual measured energy usage was consistently greater than the simulated 
energy usage for the end-use. For this reason, HVAC Outside was found to have 
a significant p-value, thus the null hypothesis was rejected and a statistically 
significant difference was four for the HVAC Outside end-use.  
Table 56: Annual Usage PARD, P-value, and Variation 
End-Use PARD p-Value Standard Deviation 
Overall -16% 0.179 22% 
HVAC Outside -17% 0.0301 14% 
HVAC Inside 2% 0.402 61% 
Water Heater 4% 0.287 47% 
Large Appliances 2% 0.410 42% 
Miscellaneous -13% 0.792 54% 
1 Indicates a significant difference between the measured and simulated energy 
usage based on an alpha value of 0.05 for the percent relative difference 
compared to an expected PRD = 0% for each sample as the control value.    
The standard deviation and range for each valid sample for each end-use 
is presented in Table 54 and Figure 86. The smallest standard deviation and 
range between each sample occurred for the non-HVAC end-uses, which leads 
to the conclusion that the largest contribution to the total annual energy usage 
variation is a result of the differences in occupant dependent loads, and less as a 
result of thermostat setpoints and HVAC variation. The measured annual usage 
load contributions are presented in Figure 87. The Miscellaneous loads 
contributed most to the variation in the total usage since it had the highest 




Table 57: Measured Annual Usage, Standard Deviation, and Range by End-Use 
End-Use Average Usage Standard Deviation Range 
HVAC Outside 2,872 398 1,125 
HVAC Inside 940 457 1,122 
Water Heater 1,451 695 2,165 
Large Appliances 2,066 817 2,298 
Miscellaneous 3,823 1,758 4,573 
 
 
Figure 87: Measured Annual Energy Usage with Standard Deviation 
 The average measured annual usage load contributions are presented in 
Figure 88. The variation in load source energy usage is put into perspective, 
especially with variations in the water heater, large appliances, and 
miscellaneous usage. With such high variation between samples, it highlights the 
importance of understanding the number of occupants in a building, the 
miscellaneous end-uses existing in a sample, and the method for water heating 





























Figure 88: Measured Annual Usage Load Contributions 
Monthly Usage 
The key findings for the monthly usage analyses are presented below:  
• The Overall usage aggregate PRD ranged from -28% to -5% during the 
entire study period, indicating that the aggregate measured monthly usage 
was consistently larger than the aggregate simulated monthly usage.  
• From January to April the aggregate PRD was positive, indicating the 
measured HVAC Outside energy usage was less than the simulated 
estimated energy usage. For all other months, the aggregate measured 
energy usage was greater than the aggregate simulated energy usage.  
• The aggregate PRD ranged from -26% to 30% for the Water Heater, with 
some months being over-estimated and some under-estimated by the 
building simulation. The net effect was that the aggregate annual Water 



























Measured Annual Usage Load Contributions
HVAC Outside HVAC Inside Water Heater Large Appliances Miscellaneous
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• For the Large Appliances end-uses the largest standard deviation for the 
PRD occurred during September 2017, May 2018, and June 2018, 
although standard deviation was relatively consistent across all months 
due to the variability in measured energy usage for the occupant 
dependent Large Appliance loads. 
• For the Miscellaneous end-uses, the high PRD for Sample 6 during July 
2017 – November 2017 and from April 2018 – June 2018 led to a very 
high standard deviation and average during those months. This large 
standard deviation strongly influenced the t-test results, which all failed to 
reject the null hypothesis for all months. The aggregate PRD, remained 
consistently low for the Miscellaneous end-uses, indicating that the 
simulation did well to predict energy usage across the sample set.  
 The monthly aggregate PRD by End-Use is presented in Table 58. The 
highest aggregate PRD occurred during January 2018 for the HVAC Inside load, 
with the simulated energy usage being higher than the measured HVAC Inside 
energy usage. Conversely, the lowest aggregated PRD occurred for the HVAC 
loads during May 2018. These findings highlight the challenge of estimating 
HVAC energy usage without occupant scheduling and thermostat setpoints.  
 All non-HVAC loads had positive and negative monthly aggregate PRD 
values, indicating that the measured energy usage was higher than the simulated 
energy usage and vice-versa throughout the year. For no month were all of the 
end-uses that were monitored positive or negative, indicating that the simulation 
never over-estimated or under-estimated all of the end-uses for any given month. 
The Overall Usage average PRD, however, was consistently negative indicating 
that the aggregated simulated energy usage was consistently lower than the 
aggregated measured energy usage. During the cooling season, the HVAC loads 
were under-estimated and during the heating season the HVAC loads were over-
estimated by the simulation. During the heating season the aggregate measured 




Table 58: Monthly Aggregate PRD by End-Use 
Month Overall Usage HVAC Outside HVAC Inside Water Heater Large Appliances Misc. End-Uses 
17-Jul -16% -42% -28% 16% 12% 4% 
17-Aug -26% -46% -35% -26% -2% 4% 
17-Sep -18% -48% -40% 10% 3% -7% 
17-Oct -14% -29% -36% 3% 2% 4% 
17-Nov -24% -15% -31% -4% -4% -24% 
17-Dec -28% -6% -1% -6% -18% -37% 
18-Jan -5% 4% 50% -9% -11% -28% 
18-Feb -6% 15% -2% -1% 7% -20% 
18-Mar -6% 8% -27% 30% 7% -15% 
18-Apr -6% 5% -17% 17% 7% -6% 
18-May -25% -72% -68% 1% 14% 4% 
18-Jun -22% -52% -43% 27% 27% 21% 
Average -16% -23% -23% 5% 4% -8% 
 
The t-test showed that there were only significant differences for the 
HVAC loads and once for the Overall Usage. The Water Heater, Large 
Appliances, and Miscellaneous Loads failed to reject the null hypothesis for all 
months, thus there was no significant difference found between the measured 
and simulated energy usage for those loads for the monthly PRD.  
Table 59: Monthly Usage P-Values by End-Use 
Month Overall Usage HVAC Outside HVAC Inside Water Heater Large Appliances Miscellaneous Loads 
17-Jul 0.479 0.003 0.122 0.166 0.209 0.367 
17-Aug 0.195 0.001 0.020 0.879 0.456 0.369 
17-Sep 0.703 0.003 0.035 0.125 0.405 0.400 
17-Oct 0.912 0.015 0.015 0.289 0.423 0.389 
17-Nov 0.061 0.848 0.430 0.435 0.544 0.524 
17-Dec 0.002 0.940 0.282 0.808 0.836 0.246 
18-Jan 0.693 0.452 0.097 0.632 0.746 0.501 
18-Feb 0.551 0.153 0.333 0.374 0.267 0.880 
18-Mar 0.772 0.272 0.559 0.098 0.277 0.651 
18-Apr 0.886 0.377 0.948 0.114 0.261 0.443 
18-May 0.721 0.000 0.000 0.282 0.256 0.369 
18-Jun 0.847 0.005 0.099 0.064 0.131 0.320 
 
 The standard deviation for the percent relative difference is shown in 
Table 59. The largest variation in PRD was for the Miscellaneous End-Uses, 
which was largely a result of the low Miscellaneous energy usage for Sample 6. 
The HVAC Outside load had the lowest standard deviation for the PRD, which 
indicated that the occupancy schedules and setpoints had less of an effect on the 
variability of the HVAC Outside unit, especially when compared to the HVAC 
Inside unit. The inside unit had a large amount of variability in the winter months 
due to the variation in auxiliary heating usage, and had far less variability when 
auxiliary heating was not present.  
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The effect of the variation from each end-use appeared to be balanced, as 
the Overall Usage had a lower average monthly standard deviation than all loads 
other than the HVAC Outside load. The lowest Overall Usage standard deviation 
occurred from December 2017 – March 2018, or the heating season, and the 
highest Overall Usage standard deviation occurred in September 2017, October 
2017, and May 2018; indicating that the largest Overall Usage variation occurred 
during the shoulder months when there was less HVAC usage, thus the effect of 
the variability from occupant dependent loads such as the water heater, large 
appliances, and miscellaneous loads were more pronounced.   
Table 60: PRD Standard Deviation by End-Use 
Month Overall Usage HVAC Outside HVAC Inside Water Heater Large Appliances Misc. End-Uses 
17-Jul 29% 20% 28% 80% 64% 369% 
17-Aug 33% 16% 23% 51% 64% 418% 
17-Sep 43% 22% 27% 45% 92% 398% 
17-Oct 48% 20% 20% 40% 67% 360% 
17-Nov 25% 45% 48% 46% 50% 194% 
17-Dec 16% 30% 98% 30% 43% 39% 
18-Jan 16% 20% 141% 50% 29% 39% 
18-Feb 16% 46% 118% 73% 30% 42% 
18-Mar 18% 37% 100% 74% 35% 32% 
18-Apr 27% 40% 40% 77% 34% 191% 
18-May 51% 10% 14% 59% 83% 408% 
18-Jun 40% 26% 37% 52% 76% 356% 





Temporal Load Profiles 
The key findings for the monthly usage analyses are presented below:  
• The Overall Usage measured load profile was consistently higher at night 
and overnight with the peak difference between the measured load profile 
and simulated load profile from 22:00 – 23:00. Conversely, the measured 
load profile was significantly lower from 7:00 – 12:00, with the greatest 
difference occurring from 8:00 – 10:00. 
• The Overall annual load profiles had the greatest number of hours in 
which there was a significant difference in the load profiles in the fall.  
• The Overall annual load profiles weekday load profile had more hours in 
which there was a significant difference when compared to the annual 
weekend temporal load profiles.  
• The HVAC Outside and HVAC Inside end-use measured load profiles 
were both significantly greater than the simulated load profile from 12:00 – 
16:00. From 18:00 – 21:00 the measured load profile was significantly 
lower than the simulated load profiles. It is suspected that occupant 
thermostat setpoints and schedules resulted in different load profiles for 
the HVAC system usage than predicted by a static 24/7 thermostat 
setpoint. 
• The HVAC Outside and HVAC-Inside end-use load profile had the most 
hourly significantly different hours occurring occurred during the summer 
during the peak cooling season (June, July, and August). 
• The Water Heater annual measured load profiles were significantly greater 
than the simulated load profiles from 22:00 – 23:00, while the measured 
load profile was significantly less than the simulated load profile from 6:00 
– 10:00, indicating that more hot water is consumed in the later hours of 
the evening than predicted by the simulation.   
• The Large Appliances measured load profiles were higher later in the 
evening and overnight than the simulated energy usage. This resulted in a 
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lower load during the middle of the day than was predicted by the 
simulated energy usage profile. 
• The Miscellaneous end-use load profiles had higher measured energy 
usage at night and overnight, which resulted in a lower load profile during 
the day when compared to the simulated energy usage profile. This was 
consistent to the occupant dependent Large Appliance load profile results.  
The annual load profile significant hours for each end use are presented in 
Table 61. 8:00 – 15:00 for the Large Appliances and from 8:00 – 19:00 for the 
Miscellaneous end uses. Despite this significant difference for those end-uses, 
the Overall Usage was only significantly different from 8:00 – 12:00 and 17:00 – 
19:00 during that period, largely because the HVAC Outside and HVAC Inside 
loads had significantly higher measured load profiles than the simulated load 
profiles during that period which offset the higher simulated load profiles for the 
Large Appliances and Miscellaneous loads.  
 
Table 61 The Overall Usage measured load profile showed was 
significantly mostly overnight from 0:00 – 4:00 and 22:00 – 23:00, which was 
caused by higher measured energy usage from the occupant dependent loads, 
including the Water Heater, Large Appliances, and Miscellaneous loads.  
From 22:00 – 23:00 the measured load profile for the Water Heater and 
Large Appliances had the largest difference with the measured load profile being 
greater than the simulated load profile. For the Large Appliances there are two 
end-uses that consume hot water, the washer and the dishwasher. Thus, the 
peak of both the Large Appliances and Water Heater during that period suggests 
that one of those two appliances likely contributed to the measured load profile 
being greater than the simulated load profile during that period.  Overnight, from 
0:00 – 4:00, the measured load profile was significantly greater than the 
simulated load profile mostly because of the Large Appliances and 
Miscellaneous loads, but during that period the measured and simulated Water 
Heater load profile was not significantly different. 
153 
 
The peak in Water Heater, Large Appliances, and Misc. measured load 
profile overnight caused the measured load profile to be less than the simulated 
load profile from 8:00 – 15:00 for the Large Appliances and from 8:00 – 19:00 for 
the Miscellaneous end uses. Despite this significant difference for those end-
uses, the Overall Usage was only significantly different from 8:00 – 12:00 and 
17:00 – 19:00 during that period, largely because the HVAC Outside and HVAC 
Inside loads had significantly higher measured load profiles than the simulated 
load profiles during that period which offset the higher simulated load profiles for 
the Large Appliances and Miscellaneous loads.  
 
Table 61: Annual Load Profiles - Significant Hours by End Use 
Hour Overall Usage HVAC Outside HVAC Inside Water Heater Large Appliances Misc. Loads 
0:00 0.5% 0.0% 0.0% 0.0% 1.3% 1.1% 
1:00 0.3% 0.0% 0.0% 0.0% 0.9% 1.2% 
2:00 0.2% 0.0% 0.0% 0.0% 0.7% 0.9% 
3:00 0.0% 0.0% 0.0% 0.0% 0.5% 0.5% 
4:00 0.0% 0.0% 0.2% 0.0% 0.2% 0.2% 
5:00 0.0% 0.0% 0.3% 0.0% 0.0% 0.1% 
6:00 0.0% 0.0% 0.0% -0.1% 0.0% 0.0% 
7:00 -0.3% -0.3% 0.0% -0.9% 0.0% 0.0% 
8:00 -1.0% 0.1% 0.0% -1.9% -0.8% -0.4% 
9:00 -1.3% 0.2% 0.1% -2.7% -1.7% -0.4% 
10:00 -1.3% 0.0% -0.1% -2.0% -1.3% -0.4% 
11:00 -0.4% 0.1% 0.0% 0.0% -1.4% -0.3% 
12:00 0.0% 1.1% 0.8% 0.0% -0.8% -0.2% 
13:00 0.0% 1.2% 1.0% 0.0% -0.6% -0.1% 
14:00 0.0% 1.3% 1.2% 0.0% -0.2% -0.1% 
15:00 0.0% 0.9% 0.9% 0.0% -0.3% -0.3% 
16:00 0.0% 0.9% 0.9% 0.0% 0.0% -0.4% 
17:00 -0.1% 0.0% 0.0% 0.0% 0.0% -0.7% 
18:00 -0.6% -2.0% -1.8% 0.0% 0.0% -1.1% 
19:00 -0.2% -2.0% -1.7% 0.0% 0.0% -0.6% 
20:00 0.0% -1.8% -1.9% 0.0% 0.0% 0.0% 
21:00 0.1% -1.0% -0.9% 0.0% 0.8% 0.0% 
22:00 0.8% 0.0% 0.0% 0.9% 1.4% 0.0% 
23:00 0.9% 0.0% 0.0% 0.8% 1.4% 0.5% 
Significant 17 13 13 7 16 19 





The significant number of hours (out of all 24 hours analyzed) for each 
end-use is presented in Table 62. The Water Heater load profile consistently 
proved to be the more accurate of the load profiles for each timescale analyzed. 
Conversely, the Miscellaneous loads had the highest number of significantly 
different hours. Despite the unknown thermostat setpoints and occupancy 
schedules, the HVAC end-uses had less significantly different hours. Despite 
this, because the HVAC loads are significantly larger than other end-uses (other 
than Miscellaneous end-uses), they still have a large impact on the Overall 
energy usage, thus they are important factors in building energy simulations. The 
large number of hourly significant differences for the load profiles for the Large 
Appliances and Miscellaneous loads suggests that these are the load sources 
that require greater attention in building simulations.  
Table 62: Temporal Load Profiles – Significantly Different Hours by End Use  





Winter Spring Summer Fall 
Overall 17 17 13 14 13 14 18 
HVAC Outside 13 13 13 10 11 17 13 
HVAC Inside 13 13 14 7 10 19 17 
Water Heater 7 5 6 7 7 7 11 
Large Appliances 16 16 10 20 17 14 13 
Miscellaneous Loads 19 20 13 18 20 20 15 
 
Confidence Limit Load Profile Methodology 
 This research used confidence limits in analyzing the significance of all the 
differences for hourly load profiles. This a new methodology suggested by this 
research, because it offers insights into the statistical distribution of the 
measured and simulated energy usage beyond a simple average difference 
between two load profiles. It offers insights into where the largest errors are 
occurring in a given sample set for any building simulation. Additionally, 
confidence limits are well understood in research as they are based on the 
standard bell curve distribution of a sample set, and the only variables used are 
155 
 
mean, standard deviation, and number of observations, all of which are 
frequently used statistical measures.  
 In addition to offering a simple statistical methodology for analyzing 
distribution around a mean, the confidence limits approach allows for flexibility for 
the confidence in which we desire for a given dataset since different confidence 
interval factors can be used. While this research presented a 95% confidence 
interval, future research could use higher or lower confidence interval factors 
given the known values in the sample set. For instance, if occupant schedules 
and HVAC setpoints were better known, then we would expect a higher degree 
of confidence in that simulation, or we could use a confidence interval greater 
than 95%. Alternatively, if less equipment information or building elements are 
known for a given sample set, a lower confidence interval could be used.  
This methodology can be used in both future research and in calibration 
efforts to inform where load schedules are significantly different for a given 
sample set. This allows teams to adjust simulation schedules to become more 
accurate with time varying load profiles. This will be especially important as solar 
and other renewable technologies are increasing the complexity of the time 




Chapter Nine: Future Work 
This research highlights the challenge of simulating residential buildings 
without details regarding the occupancy usage patterns and the HVAC setpoints. 
Since this study aimed to avoid the Hawthorne effect, occupancy schedules and 
HVAC setpoints were not requested. With limited studies to investigate the 
results of building energy simulations, there exists the risk of inaccuracies in 
using the end-use profiles and total energy usage assumptions for all end-uses. 
Future research should be focused on increasing the sample sizes of direct 
metering studies, establishing an accepted methodology to measure the 
differences between sample sets and simulations (beyond calibration standards), 
and investigating the load sources that most significantly affect the load profile 
differences in a given sample set. 
While understanding the end-uses that are leading to simulation load 
profile inaccuracies is important, so too is understanding which occupant 
characteristics invoke different load profiles across samples. Determining which 
occupancy habits and characteristics are most influential in building energy 
modeling should be a focus of studies moving forward. Ideally, these studies 
should begin with determining the occupancy load profiles through a direct 
metering study followed by occupancy questionnaires and continued energy 
monitoring. This would eliminate the risk of the Hawthorne effect, while also 
providing valuable insight into how the occupant characteristics contributed to the 
variation among sample sets. As such, with this research it is recommended that 
an occupant questionnaire and a direct metering follow up study be undertaken 
in order to further the findings of this research and determine which occupancy 




Appendix A – Equipment Budget 
 
Item Equipment Type  Units Rate   Total 
1 Equipment Total       $32,755 
1.1 Data Logging -12 houses       $0  
1.1.1 Webserver data logger 12 $349.00    $4,188  
1.1.2 
Webserver data logger 
EG3010 
24 $299.00    $7,176  
1.1.3 
RS-485 to Ethernet converter 
BF-430 
12 $85.00    $1,020  
1.1.4 12 V power supply 12 $10.00    $120  
1.1.5 TP Link Homeplug AV 12 $35.00    $420  
1.1.6 MeanWell 709 APV 12-12 12 $12.00    $144  
1.2 Communication - 12 houses       $0  
1.2.1 
WiFi Access Point (TL-
WA801ND) 




12 $10.00    $120  
1.2.3 
Wireless Bridge (Edimax CV-
7428NS) 
12 $30.00    $360  
1.2.4 
Super Power Supply 2 x 12 
dBi 2.4 GHz 5GHz Dual Band 
WiFi RP-SMA Antennas 
12 $13.00    $156  
1.3 Communication - Base House       $0  
1.3.1 
Multitech cellular router - 
CR100MT 
1 $325.00    $325  
1.3.2 
TP-Link-TL-WR841HP 
300MBPS High power rireless 
N Router 
1 $57.00    $57  
1.3.3 
AD14EX Amped Wireless 
High Power Outdoor (TP-Link 
TL-ANT2409A) 
1 $58.00    $58  
1.4 
Current and Voltage - 12 
houses 




384 $45.00    $17,280  
1.4.2 Connector Tips (1/CT) 384 $1.50    $576  
1.5 Materials       $240  
1.5.1 Connecting Wires - estimate 12 $7.97    $96  






Budget Justification  
 
Equipment – All equipment costs based on their purchase cost unless otherwise 
specified (see table below).   
 
1.1 Data Logging  
1.1.1 Webserver data logger EG3000 
1.1.2 Webserver data logger EG 3010 
1.2 Communication – 12 houses 
1.2.1 WiFi Access Point – (Amazon.com). 
1.2.2 TP-Link-5-port switch – (Amazon.com). 
1.3 Communication – Base House 
1.4 Current and Voltage – 12 Houses 
1.4.1 32 per house, 12 houses total, $45 each per Test Equipment 
Depot pricing. 
1.4.2 $1.50 per CT, 384 total CT sensors. 
1.5 Material  
1.5.1 10 and 12 gauge wires – home-depot pricing $7.97/per 
house, 12 houses.  











Appendix C – Equipment Characteristics 
Equipment/Appliance Manufacturer Information 
Refrigerator  
Manufacturer GE Appliances 
Model GSH22JGDWW 
Dishwasher   
Manufacturer GE Appliances 
Model GDF10PGD4WW 
Microwave  
Manufacturer GE Appliances 
Model JVM3160DF2WW 
Range  
Manufacturer GE Appliances 
Model JB250DF4WW 
Clothes Dryer   
Manufacturer GE Appliances 
Model GTDP490ED7WS 
Clothes Washer   
Manufacturer GE Appliances 
Model GTWN4250D2WS 
Windows   
Manufacturer Roger Windows, Inc.  
Model 9000/90002 Double Hung 
CPD # ROG-K-2-00035-00003 
HVAC System - Outdoor Unit  
Manufacturer American Standard 
Model 4A6H5018G1 
HVAC System - Indoor Unit  
Manufacturer American Standard 
Model GAM5B0A18M11 
Water Heater  
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