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Abstract  
Changes in prey composition or availability in response to 
environmental fluctuations are likely to force marine predators to expend more 
energy diving longer to capture more widely dispersed prey. Such changes will 
also impact the energy available to marine predators and potentially alter their 
overall foraging success and individual survival. This thesis assessed foraging 
success in diving otariids by quantifying energetic gain in Australian fur seals 
(Arctocephalus pusillus doriferus) and energetic expenditure in Steller sea 
lions (Eumetopias jubatus).  
In contrast to previous research that relied on indirect inferences of 
foraging dives and prey captures, this thesis used animal-borne video cameras 
to directly validate estimates of energetic gain from time-depth recorders 
(TDRs) or head-mounted accelerometers on free-ranging Australian fur seals. 
Head-mounted accelerometers detected individual attempted prey captures 
(APC), but were unable to distinguish among prey types or between successful 
captures and unsuccessful capture attempts. Mean detection rate ranged from 
82-97%, and mean false positive rate ranged from 26-59%. These results 
indicate that head-mounted accelerometers provide a complementary tool for 
investigating foraging behaviour in pinnipeds, but that detection and error 
correction factors need to be applied for accurate field application. 
Dive characteristics from TDRs were able to distinguish successful 
foraging from unsuccessful foraging. Descent rate was the primary predictor of 
general foraging success (i.e. prey presence), but bottom duration and ascent 
rate were the best predictors of foraging intensity, measured as total APC per 
dive or total successful APC per dive. Seals exhibited greater foraging intensity 
on dives with longer bottom duration and faster ascent rates. The majority 
(94%) of APC were successful, and the majority of the dives (68%) contained 
at least 1 successful APC. Accuracy in predicting foraging behaviour was 54% 
for predicting total APC and 52% for predicting only successful APC. Results 
from this study linking verified foraging dives to dive characteristics 
potentially opens the door to re-analysis of decades of historical TDR datasets 
across several otariid species. 
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The costs associated with foraging represent major components of 
marine mammal energy budgets, and must be balanced with sufficient 
energetic gain in order for animals to meet their nutritional needs and 
reproduce. Using trained Steller sea lions as a model species for otariid seals, 
this thesis demonstrated that overall dynamic body acceleration (ODBA) was 
an unreliable predictor of oxygen consumption (VO2 an accepted measure of 
energetic expenditure) in freely-diving Steller sea lions, and accounting for 
dive type or dive phase did not improve the predictive ability of ODBA. 
ODBA could statistically predict VO2 over a dive cycle in animals executing 
single dive cycles or dive bouts to 40m, but results on the significance of dive 
type were inconclusive. Furthermore, this relationship had substantial errors in 
predicting VO2 (4-32% standard error of the estimate). 
The present study next investigated a potential source of the weak 
predictive power of ODBA by partitioning the ODBA:VO2 relationship into 
dive phases (transiting to depth, bottom, surface). Partitioning single dives by 
dive phase showed differing patterns in the ODBA:VO2 relationship among 
dive phases, but no significant linear relationships were observed within any 
dive phase. Hence, the apparent inability of ODBA to reliably predict VO2 is a 
result of differences in behavior, specifically divergent patterns in ODBA and 
VO2 during transiting, and not an underlying physiological relationship. 
Overall, the extensive range of dive behaviours and physiological conditions 
tested indicated that ODBA was not suitable for estimating VO2 in the field 
due to considerable error, the inconclusive effects of dive type, and divergent 
patterns in VO2 and ODBA during transiting.  
Considering all core data chapters together, this thesis increased the 
knowledge of estimating foraging success in otariids by validating two 
methods of estimating energetic gain through dive characteristics or 
acceleration. Additionally, this thesis refined the understanding of foraging 
success by revealing that overall dynamic body acceleration is not a reliable 
estimator of energetic expenditure in freely diving otariids. Together this study 
provides more accurate and activity-specific estimates of energetic gain and 
energetic expenditure that can be incorporated to estimate foraging success in 
current and future bioenergetic and ecosystem level models.  
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Preface 
All work for Chapters 2 and 3 were carried with approval of the Deakin 
University Animal Welfare Committee (A16/2008, A14/2011) and under the 
Department of Sustainability and Environment (Victoria, Australia) wildlife 
research permits (10005362, 10005484). All animal work for Chapters 4 and 5 
was conducted voluntarily under Vancouver Aquarium trainer control, and 
authorized under University of British Columbia Animal Care Permit #A11-
0397. Beth Volpov completed animal ethics and research integrity training at 
Deakin University and animal care training at the University of British 
Columbia (#2658-07). 
Chapter 1 provides an introduction into the core data chapters. I am the 
primary author and performed all data collection, analysis and writing of 
manuscripts for Chapters 2,3,4 and 5. John P.Y. Arnould is co-author on 
Chapters 2-5 submitted for publication. John P.Y. Arnould acted as primary 
thesis supervisor, provided logistics for fieldwork, provided equipment for 
Chapters 2-3, and edited all manuscripts. 
Chapter 2 was published in PLOSONE, and Chapter 3 was in press at 
Biology Open at the time of thesis submission. I deployed dataloggers, and 
recaptured animals for all Australian fur seals in Chapter 2 and 3 with the 
exception of the animals in Chapter 3 that were deployed prior to 2011. Those 
7 animals were deployed and recaptured by John Arnould, Kathryn Wheatley, 
Andrew Hoskins and team of field volunteers managed by John Arnould, but 
all data analysis was performed by myself. Video identification of prey capture 
attempts in video data was performed by Alastair Baylis, Holly Lourie, Nicole 
Dorville, and Jayson Semmens as listed in the acknowledgements of Chapter 2 
and as co-authors in Chapter 3. Andrew Hoskins and Kathryn Wheatley are 
also co-authors on Chapter 2 and 3 for assisting with field deployments and for 
editorial advice on the manuscript. Brain Battaile is a co-author on Chapter 2 
for R code collaboration and editing the manuscript. Morgan Viviant also 
collaborated with R code on Chapter 2. Greg Marshal and Kyler Abernathy 
provided use of the video cameras in Chapters 2 and 3 as well as edits on the 
manuscript. David Rosen is co-author on Chapter 3 for data analysis 
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collaboration and editing of the manuscript. Mark Hindell assisted in securing 
funding and provided manuscript edits on Chapter 3. 
Chapter 4 has been published in the Journal of Comparative Physiology 
B, and Chapter 5 will be submitted for journal publication after thesis 
examination. I conducted all trials with the trained Steller sea lions with the 
assistance of Vancouver Aquarium and UBC animal trainers for Chapters 4 
and 5, with the exception of ~ 9 trials in Chapter 5 collected by Elizabeth 
Goundie. Andrew Trites and David Rosen are co-authors on Chapter 4 and 5 
for providing access to Vancouver Aquarium, animal training and technician 
staff, access to trained Steller sea lions at the University of British Columbia’s 
Open Water Research Station, metabolic rate sampling equipment, mentoring, 
and editing Chapter 4 and 5 manuscripts. Elizabeth Goundie assisted with data 
collection, provided data processing assistance, and manuscript editing for 
Chapter 5 as well. Chapter 6 discusses the main results of the thesis within the 
context of foraging behaviour and energetics of pinnipeds.  
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Australia fur seals hauled-out on Kanowna Island in 2012. Photo by B.Volpov 
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The importance of understanding foraging success of marine predators 
Biologists are increasingly being asked to predict how predators and 
prey populations will respond to environmental variability, and how climate 
change will alter habitat assemblages and species distributions (Learmonth et 
al., 2006). Species with restricted geographic distributions in areas of climatic 
extremes (e.g., poles, tropics) may be particularly vulnerable to environmental 
change because they are already pushed to their geographical and physiological 
limits (Moore and Huntington, 2008; Parmesan, 2006; Walther et al., 2002). 
Changes in the distribution and composition of prey are likely to force 
predators to expend more energy travelling longer distances in search of prey, 
change foraging areas, or switch prey types. Such changes in individual 
foraging behaviour can have consequences at the population level by reducing 
reproductive success in such species as Antarctic fur seals (Boyd, 1996), 
Galapagos fur seals (Learmonth et al., 2006) and a range of terrestrial 
carnivores including bears, lynx, and foxes (Fuller and Sievert, 2001). There is 
thus a need to better understand the physiological and behavioural factors that 
influence foraging success and ultimately the health and status of populations.  
Foraging success is the food energy gained per energy expended 
(Austin et al., 2006a; Austin et al., 2006b; Lesage et al., 1999), and is one of 
the main determinants of individual survival (e.g. Pistorius et al., 2004). 
Biological factors that can influence foraging success include the quality and 
quantity of available prey, and competition for habitat and food (Bowen et al., 
2002a; Boyd et al., 1994a; Croll et al., 1998). Foraging success, in turn, affects 
reproductive success, population growth, and ultimately the survival of a 
species, as has been documented in a number of marine mammal species 
(Arnould et al., 1996; Austin et al., 2006b; Boyd, 1999; Lunn et al., 1994) and 
diving birds (Green et al., 2007; Hennicke and Culik, 2005; Weimerskirch et 
al., 2005). 
Determining foraging success in marine species is inherently difficult 
due to their inaccessible populations, harsh environmental conditions and the 
inability to easily monitor their natural behaviour underwater. Consequently, 
researchers have increasingly relied upon recording devices (dataloggers) 

 
 

carried by animals to record indirect observations about individual animals as 
they forage. Such devices have included stomach temperature pills that 
transmit data to determine prey ingestion and infer foraging in pinnipeds 
(Andrews, 1998; Horsburgh et al., 2008; Kuhn and Costa, 2006; Lesage et al., 
1999; Wilson et al., 1995), —and time-depth recorders (TDRs) that can be 
used to infer feeding behaviour based on the depths and shapes of dives in a 
wide range of pinnipeds and sea birds (e.g., Austin et al., 2006b; Bengtson and 
Stewart, 1992; Hindell et al., 1991; Le Boeuf et al., 1988; Lesage et al., 1999; 
Schreer et al., 2001; Schreer and Testa, 1996). Attempts have also been made 
using head mounted 3-dimensional accelerometers to record head strikes at 
prey on pinnipeds and sea birds (Carroll et al., 2014b; Gallon et al., 2013; 
Skinner et al., 2009; Suzuki et al., 2009; Viviant et al., 2014; Viviant et al., 
2009; Watanabe and Takahashi, 2013; Ydesen et al., 2014), and, 
accelerometers have been used to reconstruct the fine scale 3-dimension search 
patterns (Battaile et al., 2015; Shepard et al., 2008; Skinner et al., 2009). 
Unfortunately, each of these methods to infer foraging success has limitations, 
and none of the methods have been directly validated on free-ranging animals. 
TDRs provide relatively inexpensive data about dive depths and dive 
shapes that can be transmitted through satellites in the case of satellite linked 
TDRs without having to recapture animals (e.g., Arnould and Hindell, 2001; 
Austin et al., 2006b; Bengtson and Stewart, 1992; Hindell et al., 1991; Le 
Boeuf et al., 1988; Lesage et al., 1999; Schreer et al., 2001; Schreer and Testa, 
1996). Square or U-shaped dives with longer bottom phase durations are often 
inferred to indicate foraging behaviour (e.g., Gallon et al., 2013), and have 
been supported by correlations with stomach sensor pills for otariids and 
seabirds (Horsburgh et al., 2008; Kuhn and Costa, 2006; Lesage et al., 1999; 
Wilson et al., 1995). More recently body condition has been used as a proxy 
for successful foraging through changes in passive drift rate on ascent (Dragon 
et al., 2012). However, some benthic foraging species, such as the Australian 
fur seal (Arctocephalus pusillus doriferus) do not have enough variability in 
their dive shapes to use this method (Arnould and Hindell, 2001; Arnould and 
Kirkwood, 2007; Hoskins et al., 2015), and stomach temperature sensor pills 
have proven challenging to deploy and have relatively short retention times of 
~7-10 days, (Bekkby and Bjørge, 1998; Boyd et al., 2010; Hedd et al., 1996; 
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Horsburgh et al., 2008; Kuhn and Costa, 2006; Lesage et al., 1999; Littnan et 
al., 2004). Changes in stomach temperature are also often negligible after the 
first bulk meal, preventing quantification of the total amount of prey 
consumed. Thus, there are few TDR or stomach transmitter-related studies that 
have linked dive characteristics to confirmed foraging success, none that have 
been able to link dive characteristics to prey type or prey abundance.  
More recently, animal-borne imaging devices (still or video cameras) 
have been used to directly observe foraging behaviour in free-ranging pinniped 
and marine turtles species (Bowen et al., 2002b; Davis et al., 1999; Hooker et 
al., 2002; Hooker et al., 2008; Iwata et al., 2012; Naito et al., 2010; Parrish et 
al., 2005b; Thomson et al., 2011). However, these dataloggers are expensive 
and relatively few have been deployed. The large size of animal-borne cameras 
also introduces potential bias towards species and age-classes that are big 
enough to carry them without adverse effects. However, animal-borne video 
cameras are a valuable tool to validate the ability of other types of data loggers 
to detect foraging success, thereby eliminating the necessity of cameras for 
future deployments. They are particularly well suited for deployment on 
pinnipeds (seals, fur seals and sea lions), which form the greatest predator 
biomass of many marine ecosystems.  
With a current population size of approximately 120,000, Australian fur 
seals represents the greatest biomass of marine predator in southeastern 
Australia (Kirkwood et al., 2010). Within fur seals, Australian fur seals are the 
only seal to exclusively forage along the ocean bottom (Arnould and Hindell, 
2001), and research suggests that the dive characteristics of Australian fur seals 
are more similar to sea lions than to other fur seals (Costa and Gales, 2003; 
Costa et al., 2001). Similarly, Steller sea lions (Eumetopias jubatus) are the 
largest otariid species worldwide and represent a substantial predator biomass 
within the Bering Sea and Gulf of Alaska ecosystems (Maniscalco, 2015; 
Maniscalco et al., 2014; Merrick, 1997; Perrin et al., 2009; Trites and Larkin, 
1996). Despite the trophic importance of Australian fur seals and Steller sea 
lions, there is little information on the factors influencing their foraging 
success or the roles of these apex predators in their respective ecosystems.  
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The importance of energetics in ecological studies  
Animals must acquire enough energy to meet their nutritional needs 
and offset their costs of foraging. Prey species, nutrient content, quantity, and 
availability all contribute to how much energy an animal consumes and can use 
to support foraging activities (Boyd et al., 1994b; Costa et al., 1989; Fuller and 
Sievert, 2001; Mitani et al., 2004; Rosen and Trites, 2000; Weimerskirch et al., 
2005). Prey composition has been shown to vary seasonally and spatially in 
otariid species including Australian fur seals (Arnould et al., 2011; Deagle et 
al., 2009; Gales et al., 1993; Hume et al., 2004; Kirkwood et al., 2008; Littnan 
et al., 2007). Reductions in prey quality have also been implicated as possible 
explanations for the Steller sea lion population decline (Andrews, 2004; 
Merrick et al., 1997; Rosen and Trites, 2000; Trites and Donnelly, 2003). 
Accurate estimates of energetic gain and energetic expenditure that incorporate 
potential differences in prey composition are vital for developing population 
and ecosystem level bioenergtic models (Winship et al., 2002). 
The scientific standard for measuring energy expenditure in mammals 
is to calculate oxygen consumption1 with open-circuit gas respirometry. 
However, measuring energetic expenditure in marine mammals is complicated 
by the paradox of breath-hold divers that expend energy without being able to 
uptake oxygen2. The time a marine mammal can spend foraging while holding 
its breath is constrained by management of oxygen and CO2 stores (Butler and 
Jones, 1997; Castellini, 1992; Fahlman et al., 2008a; Hochachka, 2000; 
Ponganis et al., 1993; Richmond et al., 2006; Schmidt-Nielsen, 1997). Marine 
mammals evoke a dive response that uses a myriad of physiological factors to 
regulate energy expenditure and dive duration (Butler, 1982, 1988; Butler and 
Jones, 1997; Davis et al., 2004).  
It is not possible to measure VO2 directly in wild pinnipeds with the 
exception of the Weddell seal, that will reliably surface in ice holes (e.g., 
Bengtson and Stewart, 1992; Castellini, 1992). Energetic expenditure in free-
ranging pinnipeds has thus been measured indirectly using the doubly-labelled 

1 The generic term “oxygen consumption” or VO2 was used in Chapter 1 for simplicity. Please 
see Chapters 4 and 5 for precise definitions of total oxygen consumption ( ), whole animal 
rate of oxygen consumption ( ), and mass-corrected rate of oxygen consumption ( ).

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water (DLW) or heart rate methods (for a review see Butler et al., 2004). The 
DLW method provides only a mean metabolic estimate (i.e. combining 
activities on land, swimming, and diving) that must be taken over a finite time 
interval due to the biological half-life of the chemicals used. Heart rate has 
been used to measure activity-specific metabolic rate in the field (Boyd et al., 
1999; Butler et al., 2004; Fahlman, 2003; Ponganis, 2007), but requires 
laboratory calibrations under a controlled conditions prior to field use (Young, 
2010; Young et al., 2011). A challenge with using this method is positioning 
the surface or subcutaneous electrodes to obtain a clear heart rate signal while 
still providing secure and long-term attachment. Nevertheless, heart rate has 
been successfully used to predict the metabolism of several aquatic vertebrates 
including Steller sea lions, penguins, seals, and California sea lions (Fahlman, 
2003; Froget et al., 2002; McPhee, 2003; Williams et al., 1991; Young et al., 
2010; Young et al., 2011).  
New advances in datalogger technology used to estimate energetics 
In addition to recording foraging behaviour, body acceleration metrics 
(measures of physical activity) such as 3-dimensional movement (overall 
dynamic body acceleration, ODBA, Wilson et al., 2006) or partial dynamic 
body acceleration (e.g. PDBA, Dalton et al., 2014) have emerged as potential 
tools for studying the energetics of marine mammals (for reviews see, Boyd et 
al., 2010; Halsey et al., 2011b; Ydesen et al., 2014). In contrast to using head-
mounted accelerometers to measure prey captures, ODBA predicts activity-
specific energy expenditure based on the entire body movement of an animal in 
3D rather than focusing on individual head movements during feeding. Data 
are obtained from accelerometry tags that measure instantaneous changes in 
speed for 3 body axes: sway (side to side movement), surge (forward and 
backward movement), and heave (vertical up and down movement). The use of 
accelerometers as a proxy for energetic expenditure is based on the Newtonian 
principle that energy is the potential to do work (Gleiss et al., 2011; King et al., 
2004). In theory, the more body movement, the higher the rate of energy 
expenditure. However, recent empirical studies have indicated that the 
potential relationship between ODBA and energy expenditure could be 
influenced by several additional factors including body mass, environment, 
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buoyancy, locomotion type, and behaviour (Gleiss et al., 2011; Halsey et al., 
2011b; Halsey et al., 2011c; King et al., 2004).  
Several studies have used body-mounted accelerometers to calculate 
ODBA and estimate field metabolic rate in a range of vertebrates (Green et al., 
2009; Halsey et al., 2008; Halsey et al., 2011c; Payne et al., 2011; Wilson et 
al., 2006). However, the use of ODBA to estimate energy expenditure requires 
calibration studies to determine the strength and specific nature of the 
relationship between body movement and VO2 in each species. The 
relationship between ODBA and VO2 has been reported to be linear in 
submerged swimming sea turtles (Enstipp et al., 2011) and diving Steller sea 
lions, Eumetopias jubatus (Fahlman et al., 2013; Fahlman et al., 2008b). In 
contrast, other studies of diving cormorants (Halsey et al., 2011c) and sea 
turtles (Halsey et al., 2011a) have failed to find linear relationships between 
ODBA and VO2. However, shallow tank depths and single dive durations 
limited many of these calibration studies.  
The most realistic calibrations of the ODBA:VO2  relationship in 
pinnipeds have been performed on captive Steller sea lions that were trained to 
dive un-tethered in the open ocean (Fahlman et al., 2013; Fahlman et al., 
2008b). However, these studies were limited by the numbers and durations of 
dive bouts, and only included minimal movement at depth, which potentially 
limited the range of physiological responses. There are also concerns that 
ODBA may not be able to predict VO2 in air-breathing divers given the 
temporal disconnect between activity and gas exchange, and the inherent 
physiological changes associated with diving (Halsey et al., 2011a; Halsey et 
al., 2011c).Previous research has only calibrated the ODBA:VO2 relationship 
over either the dive only or over the dive cycle, but not over each dive phase 
(descent, ascent, bottom, post-dive surface interval) individually. Research has 
demonstrated that VO2 was greater while Steller sea lions were transiting to 
40m depth compared to VO2 swimming at depth (Goundie et al., 2015a). It is 
possible that partitioning ODBA over each dive phases could potentially yield 
different ODBA:VO2 relationships compared to over the dive cycle (i.e. 
combining all dive phases) if ODBA values differ among dive phases.  
For applications in field settings, future ODBA:VO2 calibrations should 
include dive depths and durations similar to those of wild individuals, multiple 
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dive bouts, and allow for realistic and unrestrained movement at depth. Future 
research should also investigate the ODBA: VO2 relationship both over the 
dive cycle and within each dive phase to see if potential relationships change 
across multiple time scales and specific behaviours. Future calibration studies 
should also examine ODBA: VO2 across a wider range of physiological states 
to determine if ODBA can account for physiological processes that can affect 
metabolism, but are not associated with body movement such as progressive 
oxygen depletion, digestion or thermoregulation (e.g. Rosen and Trites, 1997, 
2003).  
Accelerometers can measure the head movements of marine mammals 
(acceleration) to record individual prey capture events. Accelerometers are 
currently less than approximately 20-100 g and cause minimal drag and impact 
when glued to a seal’s head due to their small size. The tags also have enough 
memory to measure 3D movement at extremely high sampling rates (e.g. 20 
Hz) for up to 8-10 days, which can encompass complete foraging trips. Head-
mounted accelerometers have been used to detect foraging activity through jaw 
and head movements in trained seals and sea lions (Skinner et al., 2009; Suzuki 
et al., 2009; Viviant et al., 2014; Viviant et al., 2009). However, one study was 
unable to distinguish successful prey captures from prey misses (Viviant et al. 
(2009), and another was able to identify the presence or absence of live fish, 
but was unable to quantify individual prey captures or distinguish between 
successful prey captures and attempted prey captures (Skinner et al. (2009). 
These studies were also unable to distinguish prey type, which is vital because 
prey species differ in nutritional value and thus their impact on energetics. 
Accelerometers mounted to the lower jaw have been used to infer foraging in 
free-ranging Antarctic fur seals (Viviant et al. (2014) based on the assumption 
that detection and error rates were similar to those on Steller sea lions (Viviant 
et al., 2009). All mouth openings were also assumed to represent prey captures, 
but direct validation of this assumption remains to be done. One means of 
validating the accelerometer prey capture data is with video cameras. Using 
animal-borne cameras would allow prey captures detected by accelerometers to 
be validated, and more importantly would allow prey species to be identified 
and possibly even sized.  
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Research objectives and thesis structure 
The overall aim of my thesis was to quantify and directly validate 
measures of energetic gain and energetic expenditure in two species of diving 
otariids. Chapter 1 highlights existing knowledge and gaps in the ability to 
predict energetic expenditure and energy gain on free-ranging pinnipeds. The 
core data chapters investigate the factors influencing foraging success in otariid 
seals by quantifying and validating estimates of energy gain (Chapters 2 and 3) 
and energy expenditure (Chapter 4 and 5). The core data chapters assess 
foraging success at both the level of the dive, as well as the level of individual 
attempted prey captures (APC). Individual foraging decisions and the 
corresponding factors that influence such decisions can vary temporally as 
reported in Australian fur seals (Hoskins and Arnould, 2013), Australian sea 
lions (Costa and Gales, 2003), subantarctic fur seals (Georges et al., 2000), and 
Galapagos fur seals (Horning and Trillmich, 1999). Therefore, the core data 
chapters aimed to assess foraging efficiency at 3 data resolution levels: low 
resolution (presence or absence of prey), medium resolution (total APC per 
dive), and high resolution (matching individual APC within a dive).  
My specific objectives were as follows: 
1. Assess the methods in which head-mounted accelerometers can be used 
to identify foraging dives and individual attempted prey captures (APC) 
to quantify foraging success and energetic gain of free-ranging 
Australian fur seals (Chapter 2). Quantify the error of this method 
compared to actual prey observed on animal-borne video cameras.  
2. Determine whether common TDR dive characteristics can be used to 
predict energetic gain measured as the presence of prey and total prey 
captured per dive. Quantify the error of these predictions by validating 
with actual prey observed on animal-borne video (Chapter 3). 
3. Determine if 3-dimensional body movement (ODBA) can be used to 
reliably predict energy expenditure in trained otariids diving in the open 
ocean while quantifying the physiological factors that influence 
foraging success (Chapter 4). 
4. Assess if partitioning ODBA and energy expenditure by specific 
behaviours and dive phases alters the potential relationship between 
ODBA and VO2 (Chapter 5). 
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Foraging success, defined as energetic gain (i.e. number of prey consumed) 
per unit of energetic expenditure (e.g. per dive) is the common thread that links 
all four data chapters (Fig. 1.1). My research focused on predicting aspects of 
foraging success that could be measured on free-ranging pinnipeds with 
commercially available TDRs and accelerometers. In contrast to previous 
research that relied on inferences of foraging dives and prey captures, Chapters 
2 and 3 aimed to directly validate methods of estimating energy gain by using 
animal-borne video cameras, which also provided new information about prey 
types.  
Currently, trained Steller sea lions are the only otariid for which 
measurements of energy expenditure can be obtained for animals diving in the 
open ocean with dive characteristics and environment conditions comparable to 
their wild counterparts (e.g., Hastie et al., 2006). Research with trained animals 
provides a bridge to help answer questions about foraging success that are 
logistically impossible to answer on free-ranging otariids. Although Steller sea 
lions and Australian fur seals differ in size and geographic range, research 
suggests that the diving behaviour of Australian fur seals more closely 
resembles the dive characteristics of sea lions rather than fur seals (Costa et al., 
2001). My study therefore used Steller sea lions as model species to investigate 
the physiological aspects that influence foraging success by measuring energy 
expenditure and 3D movement (Chapter 4,5).  
The final chapter (Chapter 6) synthesizes the major results of the core data 
chapters within the context of pinniped foraging behaviour and energetics. 
Chapter 6 also highlights questions that remain unanswered and suggests 
directions for future research on quantifying the foraging success of pinnipeds. 
By combining new technologies, such as higher resolution accelerometry and 
animal-borne cameras, with the unique ability to measure energetics on a freely 
diving pinniped, my thesis aims to improve current understanding of foraging 
behaviour, energetics, and ultimate foraging success in pinnipeds.  
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Figure 1.1: Schematic diagram illustrating the research objectives and thesis 
structure. The core data chapters investigate the factors influencing foraging success 
in otariid seals by quantifying and validating estimates of energy gained (Chapters 2 
and 3) and energy expended (Chapter 4,5). APC = attempted prey captures; ODBA = 
overall dynamic body acceleration, VO2 = oxygen consumption 
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Chapter 2:  Identification of prey captures in Australian fur seals 
(Arctocephalus pusillus doriferus) using head-mounted 
accelerometers: Field validation with animal-borne video 
cameras 
 
 
A version of this chapter has been published as: Volpov, B. L., Hoskins, A. J.,  
Battaile, B., Viviant, M., Wheatley, K. E., Marshall, G. J., Abernathy, K. and Arnould, 
J. P. (2015). Identification of prey captures in Australian fur seals (Arctocephalus 
pusillus doriferus) using head-mounted accelerometers: Field validation with animal-
borne video cameras. PLoS One e0128789 
. 
Female Australian fur seal outfitted with dataloggers on Kanowna Island in 2012. Photo 
by B. Volpov. 
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Abstract 
This study investigated prey captures in free-ranging adult female 
Australian fur seals (Arctocephalus pusillus doriferus) using head-mounted 3-
axis accelerometers and animal-borne video cameras. Acceleration data was 
used to identify individual attempted prey captures (APC), and video data were 
used to independently verify APC and prey types. Results demonstrated that 
head-mounted accelerometers could detect individual APC but were unable to 
distinguish among prey types (fish, cephalopod, stingray) or between 
successful captures and unsuccessful capture attempts. Mean detection rate 
(true positive rate) on individual animals in the testing subset ranged from 67-
100%, and mean detection on the testing subset averaged across 4 animals 
ranged from 82-97%. Mean false positive (FP) rate ranged from 15-67% 
individually in the testing subset, and 26-59% averaged across 4 animals. 
Surge and sway had significantly greater detection rates, but also conversely 
greater FP rates compared to heave. Video data also indicated that some head 
movements recorded by the accelerometers were unrelated to APC and that a 
peak in acceleration variance did not always equate to an individual prey item. 
The results of the present study indicate that head-mounted accelerometers 
provide a complementary tool for investigating foraging behaviour in 
pinnipeds, but that detection and FP correction factors need to be applied for 
reliable field application. 

  
			

 
 

Abbreviations 
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  
Term Definition 
Attempted prey capture (APC) Seal attempts to capture 1 potential prey item (excludes chases only, but includes captures and capture attempts) 
Accelerometer APC APC identified by accelerometer. Each peak of variance of acceleration > variance threshold value and > minimum 
duration between successive peaks threshold  
Video APC APC identified by video from start of chase to end of chase and/or consumption 
Unsuccessful APC Prey not consumed, “chase and missed capture attempt”  
Successful APC All combinations of chase, capture, and handling where prey was consumed  
APC without prey No APC was present on video (TN or FP) 
Accelerometer error metric Detection, precision, FP rate 
Detection (%, TP rate) Proportion of captures or capture attempts on video that were correctly identified as true positives TP/(TP+FN), i.e. 
sensitivity or recall rate 
FP rate (%) Proportion of false positives that were correctly identified as false positive FP/(FP+TP) 
Precision (%) Proportion actual true positives classified as true positive within all potential true or false positives TP/TP+FP (inverse 
of FP rate). 
Function 1 Function used to identify peaks in accelerometer variance as APC. Variable parameters were variance threshold (g2) and 
minimum time between 2 successive peaks (sec) 
Generic parameters Variable parameters of Function 1 were the same for all animals (0.1, 5 s) 
Animal-specific parameters Variable parameters of Function 1 that yielded the greatest detection for each animal 
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Introduction  
Foraging success is one of the main determinants of individual survival 
(e.g. Pistorius et al., 2004). Factors that influence foraging success can impact 
reproductive success, population growth, and ultimately the survival of a 
species, as documented in both marine mammals (Arnould et al., 1996; Austin 
et al., 2006b; Boyd, 1999; Lunn et al., 1994; Pistorius et al., 2004) and diving 
birds (Green et al., 2007; Hennicke and Culik, 2005; Weimerskirch et al., 
2005). Direct observation of foraging behaviour is not possible for most marine 
mammals and, consequently, alternate methods using animal-borne data 
loggers have attempted to provide this type of information.  
Dive characteristics obtained from time-depth recorders (TDR) have 
been used over the last two decades to obtain information on diving behaviour 
as an indirect measure of foraging success (e.g. Arnould and Hindell, 2001), 
typically by classifying dives into “foraging” and “non-foraging” events 
(Austin et al., 2006b; Bengtson and Stewart, 1992; Hindell et al., 1991; Le 
Boeuf et al., 1988; Lesage et al., 1999; Schreer et al., 2001). However, there is 
uncertainty as to whether data from TDRs alone can differentiate between 
successful foraging, searching dives, unsuccessful attempted prey captures, or 
prey quantity or species (Austin et al., 2006b; Bengtson and Stewart, 1992; 
Hindell et al., 1991; Le Boeuf et al., 1988; Lesage et al., 1999; Schreer et al., 
2001).  Researchers have also used changes in stomach temperature to estimate 
prey ingestion in marine mammals (Andrews, 1998), but tests of this method’s 
accuracy remain inconclusive (Bekkby and Bjørge, 1998; Boyd et al., 2010; 
Hedd et al., 1996; Kuhn and Costa, 2006). Stomach temperature dataloggers 
are also limited by their size and typically short retention times, which varies 
among and within species (Horsburgh et al., 2008; Lesage et al., 1999). 
Although stomach sensor dataloggers can be used to complement inferred 
foraging from dive depth profiles, these dataloggers are not able to quantify 
feeding events or distinguish prey type (Bekkby and Bjørge, 1998; Hedd et al., 
1996; Kuhn and Costa, 2006). 
Animal-borne video cameras have been used for direct observation of 
foraging behaviour in several free-ranging pinnipeds including Weddell seals 
(Davis et al., 1999; Naito et al., 2010), harbor seals (Bowen et al., 2002b), 
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Antarctic fur seals (Iwata et al., 2012), and Hawaiian monk seals (Parrish et al., 
2005a).. The size of the camera limits battery and memory capacity and, 
therefore, these instruments can rarely record continuously and dives must be 
subsampled. The high expense of the video cameras also often limits the 
number of animals that video cameras can be deployed on. Furthermore, 
manual analysis of video or still photo data can be labor intensive and time 
consuming. However, animal-borne video cameras are valuable as a tool to 
validate the ability of other types of data loggers to detect foraging success 
eliminating the necessity of cameras for future deployments (Watanabe and 
Takahashi, 2013).  
Head-mounted accelerometers can identify specific patterns in head and 
jaw movements during prey capture and prey handling events in diving 
pinnipeds and penguins (Carroll et al., 2014a; Skinner et al., 2009; Suzuki et 
al., 2009; Viviant et al., 2010; Ydesen et al., 2014). Recent advances in 
datalogger technology have greatly reduced the size of dataloggers making it 
possible to glue dataloggers on animal’s heads with less drag and behavioural 
impacts (Bowen et al., 2002b; Heaslip and Hooker, 2008; Littnan et al., 2004). 
However, adequate, species-specific validation is required under realistic 
conditions to develop the detection algorithms and test the effectiveness of the 
method. Previous validations have been undertaken on captive Steller sea lions 
in aquaria (Skinner et al., 2009; Viviant et al., 2010), but these did not mimic 
realistic prey intake patterns, nor did they investigate the role of multiple prey 
types. More importantly, as they only examined the ability to detect known 
prey captures, the results cannot be used to calculate meaningful measures of 
detection success.  
The present study examined the efficacy of head-mounted 
accelerometers to accurately detect attempted prey captures (APC) and identify 
prey type in free-ranging Australian fur seals (Arctocephalus pusillus 
doriferus) using animal-borne video data loggers to provide visual validation 
of prey capture success/misses and prey species identification. The overall 
research objective was to quantify APC using head mounted 3-axis 
accelerometers, and determine the error (FP, false positive rate) of 
accelerometers relative to known foraging behavior determined from animal-
borne video. Specifically, this study determined if head-mounted 
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accelerometers could distinguish dives with APC present dives without prey 
present, successful from unsuccessful APC, and the possible effect of prey 
type. I hypothesized that the successful APC would have longer durations, 
greater integral area and more peaks per APC due to handling of the prey. I 
also hypothesized that larger prey items, such as cephalopods, would increase 
the same metrics compared to smaller prey due to increase prey handling.  
Finally, this study strived to present a transparent and repeatable method of 
quantifying APC that was relevant to field application.  
Materials and methods 
Ethics statement 
All work was conducted with approval of the Deakin University 
Animal Ethics Committee (A14/2011) and under the Department of 
Sustainability and Environment (Victoria, Australia)  wildlife Research Permits 
(10005484). Kanowna Island is within the Wilsons Promontory Marine 
National Park and was accessed under permit from Parks Victoria.  
Data were collected on adult females provisioning pups from May to 
July (fall and winter) in 2011-2012 at Kanowna Island, northern Bass Strait 
(39° 9.1’S, 146° 18.5 ‘E) in southeastern Australia. Animal capture and 
anaesthesia methods have previously been detailed (same procedures without 
restraint board, Hoskins and Arnould, 2013). Once captured, individuals were 
instrumented with a 3-axis accelerometer that measured surge (x, anterior-
posterior), sway (y, lateral) and heave (z,dorsal-ventral) at 20 Hz (± 3g, G6A, 
40 X 28 X 16.3 mm, Cefas Technology Limited, Suffolk, United Kingdom), a 
GPS datalogger (5 min sample rate, Fastlock 2 GPS datalogger, 69 X 28 X 21 
mm, Sirtrack, NZ), a time-depth recorder (1 Hz, TDR, MK9-TDR, 68 X 17 X 
17 mm, Wildlife Computers, Redmond, WA, USA) and an animal-borne video 
camera (Crittercam, 25 cm length X 5.7 cm diameter, National Geographic 
Society, Fig. 2.1). Maximum recording time for the accelerometers was 8 days. 
The Crittercams were programmed to record video when submerged > 40 m on 
a duty cycle of 1 hour on: 3 hour off. TDR, head accelerometers and video data 
were successfully recovered on 8 animals with full sets of overlapping useable 
data available for 4 animals (Table 2.1).  
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Data processing 
The raw time and depth data were zero-offset corrected and processed 
using the statistical software program R 3.0.1 (R Core Development Team, 
2015). Maximum dive depth, and dive descent, ascent, and bottom durations 
were identified using changes in depth slopes (minimum dive depth threshold 
15 m). Australian fur seals are predominately benthic foragers, and the 
maximum depth of Bass Strait on the shallow continental shelf is < 100 m 
(Arnould and Hindell, 2001; Arnould and Kirkwood, 2007). Preliminary 
analysis showed that maximum dive depths of dives study ranged from 61-86 
m.  Therefore, the 40 m threshold for the video cameras allowed capture of all 
dives of interest. Depth and time data from the TDR were linearly interpolated 
from 1 Hz to 20 Hz to match the 20 Hz sampling frequency of the 
accelerometer. 
 
Table 2.1: Summary of useable dives. Total useable dives (n = 193) with 
overlapping depth, video, and 3-axis accelerometer data per Australian fur seal. For 
cross-validation, each dive was randomly assigned to the training or testing subset 
(approximately 50 % each). Dives with prey visible in video were classified as “prey 
present”, and dives with no prey visible on video were classified as “prey absent”.  
Prey chases without capture attempts on video were classified as “prey absent”. 
 
  
   Random Training Subset   Random Testing Subset  
Animal 
Mass 
(kg) 
Useable 
dives 
Prey 
Present 
Prey 
Absent 
Proportion 
of dives  
 Prey 
Present 
Prey 
Absent 
W1855 50.5  48 16 8 50%  15 9 
W1859 54.5 32 14 3 53%  14 1 
W1873 88.0 77 29 8 48%  26 14 
W1881 88.5 36 15 3 50%  17 1 
         
Total  193 74 22   72 25 
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Figure 2.1: Photo of dataloggers deployed on Australian fur seals.Seals were 
instrumented with (A) accelerometer measuring surge (anterior-posterior), sway 
(lateral), and heave (dorsal-ventral) (B) National Geographic Crittercam measuring 
video, and (C) time-depth recorder. 
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Figure 2.2: Diagram of accelerometer data processing method. Example of 
accelerometer identification of attempted prey captures (APC) with variance of 
acceleration on the surge axis. Dive depth (A) was synchronized with raw 
acceleration (g, B) as evident by the bottom phase of the dive matching on A and B. 
Head movements were isolated from body movements with a 3 Hz high-pass filter 
(C) and variance of acceleration (g2) was calculated for each individual dive 
(excluding surface ≥ 2 m). Peaks in variance of acceleration above a variance 
threshold (----) and within a minimum time interval (i) were used to estimate APC 
(APC, D). Consecutive peaks greater than the minimum interval apart were counted 
as separate APC, and events less than the interval were counted as single APC. 
Duration of individual APC (indicated by brackets), integral area under the peak of 
variance (g2, inset, cumulative integral of individual peaks in APC group), time of 
the first peak in each APC (−), and number of peaks per APC were also calculated.  
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Figure 2.3: Still captures from the Crittercam video on Australian fur seals. 
Examples of prey and potential outcomes included a successful fish capture (A), 
successful stingray capture (B), unsuccessful fish capture (fish left of seal’s head, C), 
and successful octopus capture. A 3-dimensional accelerometer mounted on the fur 
seal’s head was used to measure acceleration during foraging. 

Additional data processing was required to remove artifacts in clock 
alignment among the TDR, video camera, and accelerometer. The time stamps 
of the TDR, accelerometer, and video data were aligned visually to within ± 1 s 
using the raw surge acceleration with Eonfusion software (Eonfusion, v.1.2, 
www.myriax.com) and customized functions in R for each individual dive. 
Dives that did not have complete video coverage and dives not aligned within 
± 1 s due to extensive clock drifts or malfunctions were excluded. Head 
movements were isolated from body movements and swimming movements 
using a 3 Hz high-pass filter on each axis which also accentuated the peaks in 
variance (signal package in R, Fig. 2.2 C, Shepard et al., 2008).  
 
Identification of APC from the accelerometry data was performed using 
a custom-written function comprised of several custom routines in R modified 
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from Viviant et al.(referred to as Function 1, available on request from authors, 
Viviant et al., 2010). Function 1 calculated the variance of acceleration signal 
along a moving 1.5 s window of each dive to identify and count the peaks in 
head movement indicative of APCs (Fig. 2.2 D,). This Function performed 6 
general tasks: i) calculated the variance of acceleration, ii) defined the peaks in 
variance of acceleration using the variance threshold and minimum time 
between 2 successive peaks, iii) calculated the cumulative integral area under 
the peak of variance for each APC (g2), iv) estimated the duration of the APC, 
v) counted the number of peaks within an APC, and vi) counted the number of 
total APC per dive. This data was determined for each of the three axes (surge, 
sway, and heave) individually on all dives for each animal. In addition, the 
values chosen for variance thresholds and minimum intervals were selected by 
a model optimization procedure (see Selection of variance threshold and 
minimum interval). 
Categorization of APC on video  
Video identification was performed independent of acceleration 
analysis as part of a concurrent project (Dorville, 2013). Prey type (fish, 
stingray, octopus and squid combined, or unknown) and location at which the 
prey was consumed (benthic or during ascent) were recorded (Fig. 3, Dorville, 
2013). APC occurred when seals attempted to capture 1 potential prey item, 
and included both captures and capture attempts. Video clips that contained an 
APC were identified and categorized into the following behavioural categories: 
chase and missed capture attempt, chase and capture with handling, chase and 
capture without handling, capture without chase. Chases followed by an 
unsuccessful capture attempt (head lunge towards prey, but no prey visible in 
mouth or no jaw movements) were identified as “chase and missed capture 
attempt”. Chases that were followed by resuming of search swimming (without 
capture attempt lunge towards prey) were excluded. Potential APC were 
classified as either unsuccessful (“chase and missed capture attempt”) or 
successful (all other combinations of chase, capture, handling). Chases were 
considered unsuccessful unless there was visual confirmation of the prey being 
captured (jaw movements during handling and/or prey visible in mouth). The 
depth and acceleration datasets were synchronized at 20 Hz and subset to have 
the same start time. The APC identified by the accelerometer were matched to 
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events identified on video data using custom matching functions in R based on 
a common time vector synced to both datasets. Accuracy of matching functions 
were verified by plotting Figure 2.2 for each dive.  
Each individual APC was classified as true positive (TP), true negative 
(TN), false positive (FP), and false negative (FN) relative to the true values 
ascertained via the video to create a contingency table (i.e. confusion matrix, 
Table 2.2, Stehman, 1997). A match between the accelerometer and video 
occurred when the prey capture time from the accelerometer occurred between 
the true start of the chase and the end of handling for successful events on the 
video (true positive) or between the start and end of chase if unsuccessful (also 
true positive). If the APC on the accelerometer fell outside the video start and 
end times of the specific event on video for that dive, then it was counted as a 
FP. FP also occurred when the accelerometer matched 2 or more separate APC 
to the same capture event on video. For example, if the accelerometer 
incorrectly identified 2 APC that were associated with only 1 APC on video, 
one event was categorized as TP, and the other matches (the extra or “multiple 
matches”) were categorized at FP. These were counted as a FP because the 
accelerometer incorrectly counted more than 1 APC when there was actually 1 
APC on video, thus overestimating APC. Multiple matches occurred 
moderately relative to the total APC per axis (surge = 34%, sway = 42%, heave 
= 23% APC on testing subset of dives relative to total APC in Table 2.3, 
generic parameters). Accounting for multiple matches as FP means that the FP 
rate estimates are conservative.   
Post hoc analysis suggested that multiple matches occurred more 
frequently for APC with longer durations or for cephalopods and rays. If the 
accelerometer missed an event that occurred on video, it was counted as a FN. 
TN occurred when both the accelerometer and the video indicated no APC for 
an entire dive (i.e. no APC on video, but potentially prey chases without 
capture attempts). Only 1 TN could be possibly categorized for a single dive 
and TN vales were therefore highly affected by sample size of prey absent 
dives. Identifying the absence of animals foraging in the wild is not 
straightforward, and there are multiple interpretations of how to define the 
duration and behavioural criteria for a TN. All types of APC (TN, FP, FN, TP) 
were used for model optimization on the training subset, but due to the issues 
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with defining TN,  raw TN values that may be misapplied out of context were 
not reported. This study also did  not report “accuracy” or “specificity” which 
rely on this parameter (as defined in, Viviant et al., 2010).The matching 
function was repeated for each APC within each dive to determine which 
specific APC the accelerometer correctly identified, missed, or incorrectly 
classified relative to the correct classification from video (see below). This was 
repeated on all 3 axes for each animal. 
Identification of APC from the accelerometry data was performed using 
a custom-written function in R modified from Viviant et al. (2010) to include 
integration of the area under the peak of variance, differences in species 
foraging behaviour and variation among a greater number of animals (referred 
to as Function 1, Fig. 2.2, available on request from authors, also described as 
S1 Text in published manuscript). Function 1 was comprised of a suite of 
several custom-written functions and routines nested within each other in R. 
Each peak in variance of acceleration that crossed the variance threshold value 
was counted as an individual APC (Fig. 2.2 D). If two such consecutive peaks 
were greater than the minimum interval threshold apart, then the peaks were 
counted as separate APCs (2 separate prey, Fig. 2.2 C). If two consecutive 
peaks were separated by less than the minimum duration threshold, then the 
peaks were grouped into a single APC. I interpreted this as multiple head 
movements during an attempt to capture the same prey or potential prey 
handling. This assumption was verified independently from video for 
individual APCs on a random subsample of dives from all animals 
(approximately 10% of training dives). The exact time of the APC was 
considered to be at the apex of the first peak of the accelerometer data 
(measured at 20 Hz). The actual consumption of prey theoretically occurred a 
fraction of a second to a couple of seconds after the head movement was 
detected by the accelerometer. However, the detection values were the same or 
lower from post hoc testing of using the last peak or halfway point peak. 
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Table 2.2: Categorization of attempted prey captures (APC). Each APC was classified as true positive (TP), true negative (TN), false 
positive (FP), and false negative (FN) relative to the actual values on the animal-borne video. 
 



 Video counted prey Accelerometer counted prey Description 
 (Truth) (Estimate)  
True Positive (TP) yes yes Accelerometer and video both identified APC 
True Negative (TN) no no APC not present on video or accelerometer 
False Positive (FP) no yes Accelerometer identified a prey that was not present on video 
False Negative (FN) yes no Accelerometer missed a true prey that was present on video 
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Table 2.3: Summary of accelerometer error metrics relative to video data calculated on Australian fur seals. Error metrics included detection, 
false positive rate (FP rate), and precision as defined in the abbreviations. Animal-specific parameters were the parameters of minimum 
interval and variance threshold that yielded the greatest detection per animal per acceleration axis (Fig. 2.4). Generic parameters (same for 
all animal) were set at 0.1variance threshold with 5 second minimum interval for all animals and acceleration axis. Data are from the 
Random Testing subset (n = 97 dives). 
 
 
 
 
 
 
  
  Function 1   Averaged over all animals (%) Total 
Acceleration Parameters   Detection (± SD) FP rate (± SD) Precision (± SD)   APC 
X Surge Generic   96.3 (3.2) 48.1 (15.3) 51.9 (15.3)   327 
Animal-specific 93.9 (3.0) 42.1 (15.0) 57.9 (15.0) 306 
Y Sway Generic 96.8 (3.2) 58.6 (5.8) 41.4 (5.8) 402 
Animal-specific 91.3 (7.1) 45.1 (18.5) 54.9 (18.5) 361 
Z Heave Generic 82.3 (10.8) 32.8 (13.9) 67.2 (13.9) 262 
  Animal-specific   81.7 (9.4) 26.1 (16.1) 73.9 (16.1)   252 
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Table 2.4: Summary of accelerometer error metrics relative to video data for individual Australian fur seals on the testing subset. Summary 
of accelerometer error metrics relative to video data calculated for each animal illustrating inter and intra-animal variability in accelerometer 
metrics on the surge axis. Generic parameters were set at 0.1variance threshold with 5 second minimum interval for all animals and 
acceleration axis. Animal-specific parameters were those that yielded the greatest detection rate for each animal. Function 1 was first 
optimized on the training subset and statistics were executed on testing subset. Data are from the Random Testing subset. This was table S1 
in the published manuscript.  
 
    Function 1  Variance Minimum  Total Total Averaged over all dives per animal (%) 
Animal Acceleration Parameters Threshold Interval (sec) Dives APC Detection FP rate Precision 
W1855 X Surge Animal-specific 0.1 10 24 45 90.5 47.2 52.8 
W1855 Generic 0.1 5 24 59 100.0 59.6 40.4 
W1859 Animal-specific 0.1 10 15 38 92.3 31.4 68.6 
W1859 Generic 0.1 5 15 45 92.3 42.9 57.1 
W1873 Animal-specific=Generic 0.1 5 40 108 97.1 28.7 71.3 
W1881 Animal-specific=Generic 0.1 5 18 115 95.7 61.1 38.9 
W1855 Y Sway Animal-specific 0.2 10 24 38 85.7 33.3 66.7 
W1855 Generic 0.1 5 24 55 100.0 56.3 43.8 
W1859 Animal-specific 0.2 10 15 35 84.6 26.7 73.3 
W1859 Generic 0.1 5 15 59 92.3 57.9 42.1 
W1873 Animal-specific=Generic 0.1 5 40 151 97.1 53.5 46.5 
W1881 Animal-specific=Generic 0.1 5 18 137 97.8 66.9 33.1 
W1855 Z Heave Animal-specific 0.1 10 24 34 81.0 15.0 85.0 
W1855 Generic 0.1 5 24 42 85.7 37.9 62.1 
W1859 Animal-specific 0.1 10 15 31 69.2 18.2 81.8 
W1859 Generic 0.1 5 15 33 66.7 21.7 78.3 
W1873 Animal-specific=Generic 0.1 5 40 98 85.5 21.3 78.7 
W1881   Animal-specific=Generic 0.1 5 18 89 91.3 50.0 50.0 
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The variance signal (the cumulative area below the variance peak, g2) 
was calculated  for each prey capture, as a measure of the cumulative 
amplitude or strength of each APC. If there were multiple peaks in an APC, the 
sum of all integrals was calculated to provide a cumulative integral of that 
event. The start and end point of the integral was matched to a corresponding 
time vector, which also provided a measure of the duration of each APC. The 
duration of the APC estimated from the integral duration was an underestimate 
of the actual APC duration because the integral duration only included the 
durations of peaks occurring above the variance threshold.  
Additional data processing was required to remove artifacts in clock 
alignment among the TDR, video camera, and accelerometer. The time stamps 
of the TDR, accelerometer, and video data were aligned visually to within ± 1 s 
using the raw surge acceleration with Eonfusion software (Eonfusion, v.1.2, 
www.myriax.com) and customized functions in R for each individual dive 
before running Function 1. The APC identified by the accelerometer were 
matched to events identified on video data using custom matching functions 
and nested loops in R. Accuracy of automating this process was verified by 
plotting Figure 2.2 with the video APC times overlaid for each individual dive 
on the surge axis at 0.1 variance threshold and 5 s minimum interval 
parameters. All dives in both the training and testing subset were plotted and 
verified that matching was accurate. First, the video windows for each specific 
APC (start of chase to end of handling if successful or end of chase if 
unsuccessful) were matched with each dive from the TDR and the 
corresponding variance of acceleration. Next, the matching function searched 
within a spreadsheet database of the enumerated video clips for that specific 
dive to find the specific APC on video that included the estimated time of the 
APC on the accelerometer. Dataloggers were aligned to within ± 1 s (see 
above), but to further mitigate this a ± 5 s buffer was added to either side of the 
video window.   
Calculation of acceleration error metrics  
The total counts of TP, TN, FP, and FN were used to calculate error 
metrics of detection, FP rate, and precision across all prey captures for each 
animal. The error metrics for each axis were averaged over all of the dives and 
individual APC for each animal (each data point equaled the mean per animal). 
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All error metrics described below included both successful captures and 
unsuccessful capture attempts combined unless noted differently. Detection 
rate (true positive rate) was calculated as the proportion of true positives that 
were correctly identified as true positives out of all potential events with 
feeding (TP/(TP+FN), i.e.. sensitivity or recall rate). FP rate, was calculated as 
the proportion of true positives that “misclassified” or incorrectly classified as 
a TP when there was no prey on video (FP/(FP+TP)). Precision was calculated 
as the proportion of actual positives in the number of APC that were classified 
as either true positive or false negative (TP/TP+FP)). Precision and false rate 
are inverses of each other (FP rate + precision = 100%). The current study 
focused on FP rate because it was more intuitive to understand. Precision 
values are provided in tables and where appropriate with literature 
comparisons. 
Selection of variance threshold and minimum interval 
The two parameters of Function 1 that were changed during 
optimization were variance threshold and minimum duration between two 
consecutive peaks above a threshold (minimum interval threshold, Fig. 2.2 D). 
The purpose of model optimization was to test different combinations of these 
parameters with the goal of maximizing the matches between “estimated” 
individual APCs identified by the accelerometer to the “actual” APCs observed 
from the video, including matching the exact timing of each APC.  
Function 1 that identified each APC on the accelerometer was 
optimized without watching the video (independent optimization for a blind 
validation). Two-fold cross validation was used to partition the total dives with 
video for each animal into 50% training and 50% testing subsets (holdout 
method, Arlot and Celisse, 2010; Zar, 2010). To account for potential 
temporal, spatial, and prey distribution variation during a foraging trip, each 
dive with video was randomly assigned to either the training or testing subset. 
Each dive was only used once in the cross-validation process. Some dives were 
removed during the re-alignment of the datalogger clocks (see above), such 
that the actual proportion of dives in each subset ranged from 48-53% in the 
training subset (Table 2.1). Additionally, as the video camera only recorded for 
1 hour every 4 hours when submerged > 40 m, video data was considered a 
random subsample of all dives. Overall, there were more dives that had prey 
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present on video (74, 72 in each training or testing subset) compared to dives 
without potential prey present on video (22, 25 in each subset, Table 2.1).  
Function 1 was optimized on the training subset of dives, (Table 2.1) 
using a range of variance thresholds and minimum interval thresholds. The 
variance threshold and minimum interval values selected on the training 
subsets were used to identify APCs within the testing subset for each animal 
(Gallon et al., 2013). The variance threshold values were selected based on: 1) 
visual examination of the raw acceleration on each axis; and 2) the dominant 
variance values in frequency histograms of the variance. The variance 
threshold values examined for sway and surge included 0.1, 0.2, 0.4, and 0.8. 
The heave axis had lower amplitude raw acceleration and lower variance of 
acceleration overall. Therefore, the variance thresholds tested were also lower 
(0.1, 0.2, and 0.4). A concurrent study on Australian fur seals outfitted with 
animal-borne video cameras determined that the mean APC duration was 18.7 
± 1.42 s (1653 APC, n = 18 animals, Dorville, 2013). Therefore,5, 10, and 20 
seconds were tested as potential minimum intervals. 
The goal of optimizing Function1 using the training subset was to 
maximize detection and select the best parameters without prior knowledge of 
the video camera data. If multiple combinations of parameters subsequently 
resulted in similar detection within 2% (i.e. 95 vs. 97%), the combination with 
the highest precision (i.e. lowest FP rate) was used as the animal-specific 
parameters (indicated by * Fig. 2.4). This was repeated for each axis and all 
animals. There was not a single set of variance threshold and minimum interval 
values that produced the greatest detection for all four animals.  
Since it would not be feasible to parameterize Function 1 for every 
animal in a population, a preferred variance threshold and minimum interval is 
required to apply Function 1 to accelerometer data collected on other free-
ranging Australian fur seals. Therefore, analysis was continued using two types 
of parameters: “animal-specific” parameters that yielded the greatest detection 
on each specific animal (parameters different for each animal), and “generic” 
parameters (same for all animals) that were selected based on preliminary 
analysis. The generic variance threshold of 0.1 was selected because all 
animals had the same animal-specific thresholds on surge and heave (i.e. 0.1 
was the greatest detection on all animals heave and surge). The generic 
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variance threshold was also set at 0.1 for sway because 2 of the 4 animals had 
the greatest detection at this threshold (also for consistency with the surge and 
heave). The generic minimum interval threshold of 5 s was selected because 
detection rates did not differ greatly between at 0.1 and 5 s vs. 0.2 and 5 s 
among the animal-specific parameters on each animal (Fig. 2.4). Comparing 
detection and statistical results of the generic versus animal-specific parameters 
(using mixed-effects models described below) allowed us to determine if it was 
worth the additional data processing time and effort to optimize Function 1 for 
each animal or if the generic parameters gave similar results (i.e. minimal error 
in using the simple and faster “one-size-fits-all” generic parameters). 
Statistical Analysis  
Statistical analysis was performed on the testing subset of data using 
the results of the optimization of Function 1 on the training dataset. To clarify, 
the training subset was used to select the animal-specific parameters by 
choosing the parameters with the greatest detection rate, followed by greatest 
precision. Next, the 50% testing subset was run on the animal-specific and 
generic parameters. All statistics and results below are reported for the 50% 
testing subset only, which was run on both generic and animal-specific 
parameters. Data from the testing subset were analysed within a repeated 
measures framework using mixed-effects models in R 2.6.1 (nlme package, 
Pinheiro and Bates, 2000; R Core Development Team, 2015). Mixed-effects 
models (LME) utilize individual animal variation relative to the mean of the 
population while correcting for repeated measurements within and among 
animals. Animal ID was treated as a random effect that allowed inferences 
beyond the sampled population. When the dependent variable is categorical, 
this is analogous to performing repeated measures ANOVA with the important 
addition of accounting for random effects.
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Figure 2.4: Selection of model parameters on training subset. Detection rate of 
Function 1 used to identify attempted prey captures (APC) during 
optimization on the training subset of data. Parameters with the greatest 
detection rate (*) on the training subset were used to test Function 1 on the 
other approximately 50% of the dives in the testing subset (termed animal-
specific parameters). Each data point represents the mean detection over all 
APC per animal within the training subset for each parameter combination. 
Variance thresholds tested included 0.1 (  open diamond), 0.2 (  black 
circle), 0.4 (  grey square), 0.8 (  grey triangle; sway and heave only). 
Variance thresholds tested for the heave axis were lower than the surge and 
sway because heave acceleration had lower amplitude peaks.  
  
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Statistical significance was set at α = 0.05. The significance of the fixed factor 
was determined using a conditional ANOVA F-Test, which also accounts for 
repeated measures and random effects. Model comparisons were performed 
using a likelihood ratio test (LRT) on two hierarchically nested models (the 
fixed effect model nested within the null model without a fixed effect). Tukey 
post hoc tests with Bonferroni adjusted p-values were used to compare the 
means between multiple levels within significant fixed factors (mvtnorm and 
multcomp R libraries). 
The current study focused LME analysis of the testing subset on 4 
specific questions that could be directly applied to predicting prey capture 
success and prey type with accelerometers on free-ranging animals (without 
cameras). First, LME models tested if error metrics (detection, precision, FP 
rate) varied between a fixed factor called function type (generic or animal-
specific parameters) to determine if it was efficient to optimize a function for 
each animal. LME models were used to compare the generic versus animal-
specific parameters across all prey types combined because Function 1 was 
optimized with all prey types combined (no a priori assumption of differences 
among prey). Second, LME models tested if there was a difference in error 
metrics among surge, sway, or heave to determine if one axis of acceleration 
was more useful for field application than the others. These two analyses 
assessed if the error of the accelerometer differed by parameters used or among 
axes of acceleration. The third question investigated if quantitative acceleration 
variables could be used to predict prey capture success. Fourth, LME models 
tested if quantitative acceleration variables could predict prey type on the 
testing subset. LME models were used to test if there were statistical 
differences in the number of peaks, integral area under the peaks, and duration 
of APC between successful events and unsuccessful events or among prey 
types.  
Results 
Analysis of error metrics on testing subset 
Optimizing Function 1 with animal-specific parameters did not yield 
significantly different error metrics (detection, precision, FP rate) compared to 
the error metrics of the generic parameters on any axis (Table 2.3). There was 
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overall greater detection, but conversely greater error (FP rate) for the generic 
parameters relative to the animal-specific parameters. However this difference 
was not significant on any metric or any axis of acceleration. On the surge axis 
for example, detection was similar for generic parameters and animal-specific 
parameters (Table 2.3, LRT = 1.4, P = 0.233).  FP rate was also similar for the 
generic parameters relative to the animal-specific parameters (Table 2.3, LRT 
= 2.8, P = 0.096). Results were similar for detection and FP rate between 
generic and animal-specific comparisons on the sway and heave axis (Table 
2.3).  
Surge and sway had greater detection rates, but also greater error 
compared to heave (Table 2.3). Detection significantly varied among surge, 
sway, and heave on the generic parameters (LRT = 12.5, P = 0.002). Detection 
was similar for surge and sway (Tukey, P = 1.0), but both surge and sway were 
significantly greater than heave detection rate (Tukey, P = 0.001 on all 
comparisons, generic parameters). FP rate was significantly greater for surge 
and sway compared to heave (LRT = 13.8, P = 0.001; Tukey, P = 0.05 for 
surge vs. sway, and P < 0.01 for comparisons vs. heave, generic parameters). 
Results were the same for detection and FP rate using the animal-specific 
parameters. Considering that there was no statistical difference between the 
mean error metrics calculated from the animal-specific or generic parameters 
(2 of the 4 animals had identical generic and animal-specific parameters), 
analysis focused on the results from the generic parameters to maximize the 
applicability of this method in the field. Unless noted otherwise, all of the data 
described subsequently are the testing subset of data using the generic 
parameters.  
Each error metric was calculated across all dives for each animal, and 
then these numbers were averaged per each axis of acceleration for each 
animal (Table 2.3). The surge axis identified 327 APC total (total includes prey 
present and prey absent APC, Table 2.3, generic parameters). Based on video 
observations and post hoc comparison of video to accelerometer data, peaks in 
surge acceleration represented more than one specific behavioural category on 
the video including when the animal increased speed to chase prey (start of 
chase), the initial thrust when the animal first grabbed at the prey item (capture 
attempt), or prey handling. The surge axis detected 96.3% of the events with 
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prey present (detection or TP rate). The surge axis misclassified 48.1% of the 
events as TP when there was no prey present on video (FP Rate, Table 2.3).  
Overall, the sway axis showed similar trends and error metrics as surge 
(Table 2.3). The sway axis identified a greater number of APC than the surge 
axis with 402 events total. Video observations indicated that peaks in the sway 
acceleration occurred during prey handling and when the animal changed 
swimming patterns to chase prey. The sway axis detected 96.8% of the events 
with prey present, but misclassified 58.6% of the events as TP when there was 
no prey present on video (FP Rate). The heave axis detection (82.3%) was 
significantly lower than surge or sway, but heave misclassified proportionally 
less of the events (32.8 % FP rate). Detection also did not differ by maximum 
APC per dive (LRT = 1.7, P = 0.19) or by mean APC per dive (LRT = 0.24, P 
= 0.62) on any acceleration axis (i.e. detection did not improve when there 
were less prey per dive when all prey types were included). Video and raw data 
observations showed that peaks in heave acceleration were lower in amplitude 
and less pronounced compared to the sway and surge. These peaks in heave 
acceleration represented either flipper strokes, or minor head movements 
during capture and handling.  
Accelerometer unable to differentiate successful from unsuccessful prey 
capture events  
Video analysis of the testing subset showed greater predicted success 
rates on surge (92.3 ± 8.0%), sway (92.5 ± 8.5%), and heave (93.8 ± 4.7%, 
mean on all axis = 93%) than previous video analysis on the same species 
(64%, Dorville, 2013). On all three axes, successful events were generally 
longer in duration with greater amount of head movement than unsuccessful 
events, but these differences were only marginally significant on the surge axis 
and all ranges overlapped for each variable tested (Fig. 2.5, each data point 
equals 1 individual APC). For example, on the surge axis, mean duration of 
successful APC (4.1 ± 2.7 s, n = 229) was not different than mean duration of 
unsuccessful APC (2.7 ± 1.2 s, n = 22, LRT = 2.25, P = 0.13). Mean integral 
area under the peak of variance did not differ between successful or 
unsuccessful APC (25.9 ± 20.3 vs. 17.4± 12.7 g2, LRT = 2.08, P = 0.15). Mean 
number of peaks per APC was marginally greater for successful APC, but the 
ranges of successful and unsuccessful APC overlapped thus preventing use of 
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this variable to identify successful APC in the field (1.7 ± 1.1 vs. 1.3 ± 0.6, 
LRT = 3.86, P = 0.049). APC that included handling were also not 
significantly longer in duration (LRT = 0.47, P = 0.49), and did not have 
greater integral area under the peak compared to events without prey handling 
(LRT = 0.33, P = 0.57). On the sway and heave axis, neither mean duration of 
APC, mean peaks per APC, or mean integral area under the peak significantly 
varied between successful and unsuccessful events (Fig. 2.5 D-I) This analysis 
was performed only on APC with prey present on the surge axis generic 
parameters. 
On the surge axis, detection was similar for successful events (95.8 ± 
3.6%) compared to unsuccessful events (100 ± 0%, ANOVA, F = 5.2, P = 
0.12, each data point equals average per animal). Mean FP rate was greater for 
unsuccessful events (73.8 ± 23.2%) than for successful events (49.3 ± 15.0%), 
but this difference was not significant on the surge axis (LRT = 3.84, P = 
0.050). The similar detection rates indicate that the surge axis has equal ability 
to identify for both successful and unsuccessful events when there is a capture 
attempt. The error metrics also did not differ significantly between successful 
and unsuccessful events on sway or surge.    
Accelerometer unable to differentiate among prey types  
The prey composition data analysis included potential prey of both 
successful and unsuccessful attempts (Fig. 2.6). The majority of potential prey 
identified by the accelerometer were fish (80.5%, 82.3%, 80.4% surge, sway, 
heave). Video analysis for a larger dataset showed that benthic gurnard fish 
were the predominant taxonomic family (n=18 seals, 1653 APC,Dorville, 
2013). Unknown prey comprised 15.9%, 15.4%, and 0% of the prey identified 
on the surge (n = 251 total), sway (n = 305 total), and heave (n = 189 total) 
axes respectively. Octopus (Octopus sp) and squid (Squid sp.) represented only 
a small proportion of prey (0.5-3,2%), and therefore it is not surprising that 
subsequent analyses (using either mean APC duration, integral area under the 
peak of variance of acceleration, or number of peaks per APC, Fig. 2.6) were 
unable to discriminate among prey types on any of the 3 acceleration axes.  
Across surge (72.3%), sway (68.9%), and heave (74.3%) the majority 
of fish were consumed on the sea floor, but all squid, octopus, and stingrays 
were consumed on ascent or consumed at the surface. Video analysis showed 
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that fish consumed on ascent were usually either relatively larger fish species 
or they were captured at the end of a dive after several other APC. Within the 
fish only on the surge axis, the accelerometer was still unable to differentiate 
between successful or unsuccessful APC using event duration (LRT = 1.61, P 
= 0.20), integral area under the peak (LRT = 1.54, P = 0.22), or number of 
peaks (LRT = 3.64, P = 0.056, similar results on sway and heave).  
Discussion  
Direct observation of foraging behaviour is not possible for most 
marine mammals. Direct observation of foraging through animal-borne video 
cameras has recently been possible, but this is limited by battery life, memory 
capacity, and the size of the camera. There has been much development in the 
use of accelerometers to predict foraging behaviour because of their relatively 
small size and lower cost compared to animal-borne video. Accelerometers are 
also subject to battery and memory limits, although this could potentially be 
mitigated by only sampling one axis of acceleration. Results demonstrated that 
head-mounted accelerometers could identify APC, but were unable to 
distinguish among prey types or between successful captures and unsuccessful 
capture attempts. 
There was a significant difference in the ability of each axis to detect APC 
with surge and sway being equivalent and better than heave. Most notable for 
field application (and similar to, Iwata et al., 2012), not all head movements at 
depth were related to actual APC on video as previously assumed with other 
studies (Gallon et al., 2013; Naito et al., 2010; Viviant et al., 2010). This 
indicates that FP rate correction factors should be applied during field 
application of this method. 
Factors influencing detection and false positive rate 
FP occurred when the accelerometer indicated a prey capture event that 
did not exist on video. Each animal had FP that occurred because head 
movements were not related to feeding behaviour on video and because the 
accelerometer matched multiple APC to a single video APC. Video 
observations showed that the seals slowly move their head from side to side 
(sway) when searching for prey.
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Figure 2.5: Analysis of successful prey captures by accelerometers. The 
accelerometer was not able to distinguish between successful and unsuccessful 
attempted prey captures (APC) on any axis of acceleration. Successful events 
included video where prey was captured, and unsuccessful events included events 
where the fur seal chased and missed an attempted capture attempt of the prey on 
video. Neither mean event duration (A, D, G), or integral area under the APC (B, E, 
H) significantly varied between successful or unsuccessful APC. The number of 
peaks in surge marginally differed between types of APC (C), but not for sway (F) or 
heave (I). Results are from Function 1 optimized with generic parameters (0.1 
variance and 5 s). Each data point represents an individual APC. 
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Figure 2.6: Analysis of prey types by accelerometers. The accelerometer was not 
able to distinguish among prey types. Neither mean APC duration (A, D, G), integral 
area under the APC (B, E, G), or number of variance peaks per APC (C, F, I) varied 
among prey types on any axis of acceleration. Results are from Function 1 optimized 
with generic parameters (all same per animal). Each data point represents an 
individual APC.  
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This motion appeared much slower and more consistent than the faster sway 
movement observed on the video during handling. The current study measured 
variance in sway acceleration rather than absolute sway acceleration.  It is 
possible that the increased sway during normal searching behaviour could 
increase the acceleration “noise” and, thus, decreased the acceleration variance 
when a greater peak in acceleration occurred during handling. It is probable 
that movements in the sway axis during searching influenced the greater 
number of FP for sway relative to heave (Table 2.3). It is also possible that the 
gain or “clipping” settings of ± 3g set during manufacturing of the datalogger 
influenced the detection or FP rates (Fig. S2 in,  Ydesen et al., 2014). Although 
a lower gain of ± 3g could have reduced the maximum-recorded amplitude of 
some of the larger peaks, the methods used in the current study appear robust 
enough to still yield detection rates 82-97% (Table 2.3).  
Video also showed “head bobs” in the heave axis during searching 
behaviour that were potentially linked to flipper strokes, although the heave 
axis did not show an increased FP rate. The rates of FP observed in the present 
study are greater than those obtained on southern elephant seals when 
accelerometers were compared to assumed foraging via dive shapes (0-21%, 
Gallon et al., 2013), and also greater than the FP rate on captive Steller sea 
lions in the surge axis (13.3%, Viviant et al., 2010). While validations on 
captive animals such as Viviant et al. (Viviant et al., 2010) provide valuable 
data they can potentially result artificially lower FPs due to decreased 
variability in head movement caused by the animals consuming dead prey in a 
controlled pool environment, with 1 prey per dive. 
FP rates are also influenced by the total number of potential events with 
prey present (TP+FP). If there are fewer total events with potential prey, then 
there will be a lower rate of FP because there are less total positives to be 
classified as FP or TP. On the surge axis, the present study had a greater FP 
rate (48.1%) and also a greater proportional number of APC with prey present 
(Table 2.1) compared to a similar study on Steller sea lions (FP rate 13.3%, 
37% of 51 total APC had prey present, Viviant et al., 2010) likely contributing 
to a higher FP rate in the current study. The lower FP rates observed in captive 
and wild penguins feeding on fish (0.09-9.8%, Carroll et al., 2014a) could be 
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due to the lack of live prey as well as differences in study species foraging 
movements and accelerometer position. 
FP rate for presence or absence of prey is distinct from FP rate for 
identification of each individual APC. Previous research on a single trained 
Steller sea lion reported < 1% FP rates (Skinner et al., 2009), although this was 
based on only the presence or absence of prey (not individual APC) and was 
relative to the first animal’s predictive model tested on a second animal, not 
relative to video.  Recalculating FP rate from the events where prey was 
present (FP rate = 100- precision), yields  FP rates of 53.4% and 56.5% for 
Skinner et al. (Skinner et al., 2009) which are comparable to those observed in 
this study (Table 2.3). 
Maximum mean detection rate on surge was 96.3%, and the maximum 
on sway was 96.8% (Table 2.3). These are greater than the detection calculated 
using a similar function on a single captive Steller sea lion (Viviant et al., 
2010).Notably, the mean detection for dives with only 1 fish APC per dive in 
the present study (72 ± 28%) was greater than the detection for 1 dead fish per 
dive (68.4%, Viviant et al., 2010). However, the Viviant et al. study differed 
from the present study in three key aspects: the state of prey (alive or dead); 
visibility of prey, and number of prey per dive. A major difference between the 
current study and previous validation studies is the presence of multiple prey 
items. (range 1-7, mean = 2.6 ± 1.6). Even examining on the events with fish 
prey, 78% of all APC identified by the surge axis had more than 1 prey per 
dive. Mean detection was highly variable for dives with 1 fish PCE per dive 
(72 ± 28%, 33-100% range), but was constant at 100% for dives with 2-7 fish 
per dive. FP rate oscillated with the number of prey per dive, indicating the 
number of prey per dive only impacts the detection when there is 1 APC per 
dive, but has little effect on FP rate. Hence, the greater range of prey items 
could potentially explain the greater detection rates in the current study 
compared to other studies (Skinner et al., 2009; Viviant et al., 2010).  
Ultimately, differences among studies (primarily number of prey per 
dive, live or dead fish, and wild versus captive settings) likely combined with 
inter and intra-animal variation to influence the FP rate and detection when 
using head-accelerometers to predict APC. The comparable detection ranges 
for individual animals (67-100%, Table 2.4 ) compared to the mean across all 
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animals (82-97%, Table 2.3) indicates that head accelerometers are able to 
account for the inter-animal variation that occurs in free-ranging populations 
on multiple animals. Inter-animal variation plays a key role in accurately 
modeling foraging behaviour of wild populations, but studies that only have 1 
animal are unable to account for this random variation due to differences 
among animals. Including multiple animals as random effects within mixed-
effect models allowed us to account for this inter-animal variation and also 
make inferences beyond the study sample. In order for the accelerometer to 
correctly detect APC on video, there needs to be a consistent pattern in head 
movements not only within a single animal, but also among several animals, 
which was observed in the current study. Adding the additional error from 
inter-animal variation produced error rates that are likely more realistic when 
applying this method to the larger wild population.  
This study endeavored to select the parameters of Function 1 using a 
quantitative and objective cross-validation method so that parameter selection 
could be repeated on animals without accompanying video data. No single 
function is error free, due to the great variability of circumstances and 
behaviours it needs to quantify simultaneously. The current study chose to 
maximize detection primarily, followed by precision (i.e. minimizing FP rate), 
but future studies could choose to optimize the function using other metrics. 
The specific metric used to optimize a function would vary based on predator 
and prey behaviour, as well as the specific research question and types of error 
researchers are willing to assume. This study focused analysis on using surge, 
sway, or heave individually to predict APC, but future research could explore 
if a single index of movement improves detection or FP rate. It’s possible that 
combining all 3 axis into a single index such as overall-dynamic body 
acceleration (ODBA), or Euclidean distances could improve the detection and 
FP rate for future research. 
Identification of successful prey captures 
I hypothesized that the successful APC would have longer durations, 
greater integral areas under the peak of variance, and more peaks per event due 
to handling of the prey, but only peaks per APC marginally varied among 
successful or unsuccessful events on any axis.  Because the range of peaks per 
APC overlapped, it was not possible to distinguish successful peaks apart using 
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only this variable. These results agree with a recent study that was also unable 
to distinguish successful from unsuccessful APC using lower jaw acceleration 
on Antarctic fur seals, Arctocephalus gazella, although this study was unable to 
validate their method due to poor quality camera images (Iwata et al., 2012). 
Based on video observations, individual peaks per each APC likely represented 
the multiple head movements in a side-to-side motion while the seal was 
handling the prey. Examining the successful APC of fish on the sway axis (axis 
that showed the most handling on video) revealed that 90% of the successful 
APC included prey handling. The remaining 10% of successful events were 
classified as “chase and capture” with no handling present on video. On the 
sway axis within the successful APC, the range of peaks per APC was greater 
for events with handling (1-8 peaks) compared to successful events without 
handling (1-5 peaks), but the mean values did not differ enough for this to be 
statistically significant (handling mean = 1.8 ± 1.2 peaks; no handling mean = 
1.6 ± 1.1 peaks, LRT = 0.55, P = 0.46).  APC that included handling were not 
longer in duration and did not have greater integral areas under the peak 
compared to events without prey handling. This suggests that differences in 
APC duration, number of peaks per APC, or integral areas with handling did 
not mask potential differences between successful and unsuccessful APC. 
Future research could partition the APC into more detailed behavioural phases 
(chase, capture, handling) and test if the duration or presence of each phase 
could be used to distinguish successful APC.   
Field application 
Practically, the generic parameters of Function 1 are more relevant in 
field application because they would allow future researchers to know in 
advance which specific variance threshold and minimum duration interval to 
use for this species, rather than having to deploy video cameras and determine 
a new set of animal-specific values. Future studies validating head-mounted 
accelerometers could reduce data analysis time without significantly increasing 
error by using a single set of generic parameters on all animals, but only if the 
parameters are selected quantitatively from among all animals. Future research 
could potentially add on-board processing of acceleration data with Function 1 
to manufactured tags to reduce memory required for archival dataloggers or to 
condense data that can be relayed via telemetry. 
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Surge and sway had similar detection and FP rates, and were 
significantly better than heave for maximizing detection and total APC. 
However, each axis likely identified different parts of the APC. Based on video 
analysis, surge identified the initial head strike and sway identified the prey 
handling. Previous studies have found that surge is the most useful in 
identifying prey captures in Steller sea lions (Viviant et al., 2010) and hooded 
seals (Suzuki et al., 2009), but no difference between surge and sway was 
found in Weddell seals (Naito et al., 2010). Considering that 90% of all 
successful APC included prey handling, future field applications could use 
either surge or sway depending on the prey and predator species and which 
phase of the APC is of interest. Accelerometers were unable to distinguish 
among prey types due to low prey diversity. Most of the APC analysed were 
fish (80-82%), which is consistent with research indicating that fish dominate 
Australian fur seal diets in the winter and cephalopods dominate in the summer 
(Gales et al., 1993). I hypothesize that a greater diversity in prey consumed 
would permit us to differentiate among prey with different handling 
characteristics.  
Estimation of foraging dives 
Using accelerometers to identify foraging dives and multiplying by the 
mean number of APC per dive is an alternate approach that could be used to 
estimate the total number of APC without the analysis to identify each 
individual APC. However, this method is only possible if the foraging dive 
identification error and average APC per dive are previously known from 
concurrent acceleration and video analysis. Foraging dives included all dives 
with at least 1 APC incorporating both successful and unsuccessful APC and 
dives with multiple APC. Non-foraging dives were dives that had no attempted 
captures during the entire dive on video, although they included searching 
behaviour and prey chases without capture attempts. All prey types and 
categories of success (unsuccessful or successful) were re-examined at the 
level of the dive for this separate analysis (i.e. same dataset but organized 
across each dive rather than each individual APC like above). On all animals, 
video identified 71 foraging dives and 26 non-foraging dives (n = 97 dives total 
in testing subset, Table 2.1). The surge axis identified 70 foraging dives and 27 
non-foraging dives (n = 97 dives total with generic parameters). At the level of 
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the dive head-mounted accelerometers underestimated the number of foraging 
dives by 1.4% on the surge axis (foraging dive identification error).  
Conclusion 
Results demonstrated that it was possible to identify individual APC on 
free-ranging pinnipeds with a head-mounted accelerometer using an automated 
and quantitative parameter selection process. Head-mounted accelerometers 
can be used to estimate the number of APCs in free-ranging Australian fur 
seals, but this method required post processing to correct clock misalignment 
errors. Appropriate detection correction factors can be applied whether at the 
scale of each individual APC or the scale of each dive to offset the detection 
(82-97%) and FP rates (26-59%, Table 2.3) of this method. The current study 
strived to provide transparent data analysis details so that future research can 
expand on the quantitative approach of parameter selections and cross-
validation to hopefully improve the reliability and detection rates of this 
method for field use. Accelerometers were unable differentiate among prey 
types or between successful or unsuccessful APCs using the methods tested. 
The number of prey successfully captured (out of attempted captures) could be 
estimated using the mean success rate of 64% from video analysis (Dorville, 
2013) or the axis specific success rates of the present study (92,93,94% for 
surge, sway, heave). The number of prey identified varied depending on both 
the function parameters set and the axis of acceleration used with the surge and 
sway axis being most useful for field application. Furthermore, results 
demonstrated that a single peak in acceleration variance did not equal an 
individual prey item and not all mouth openings were feeding activity. This 
highlights the importance of using a quantitative and repeatable parameter 
selection method for functions used to identify foraging behaviour in the 
future.  
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Abstract 
Dive characteristics and dive shape are often used to infer foraging success in 
pinnipeds. However, these inferences have not been directly validated in the field 
with video, and it remains unclear if this method can be applied to benthic 
foraging animals. This study assessed the ability of dive characteristics from time-
depth recorders (TDR) to predict attempted prey capture events (APC) that were 
directly observed on animal-borne video in Australian fur seals (Arctocephalus 
pusillus doriferus, n = 11).  The most parsimonious model predicting the 
probability of a dive with ≥ 1APC on video included only descent rate as a 
predictor variable. The majority  (94%) of the 389 total APC were successful, and 
the majority of the dives (68%) contained at least 1 successful APC. The best 
model predicting these successful dives included descent rate as a predictor. 
Comparisons of the TDR model predictions to video yielded a maximum accuracy 
of 77.5% in classifying dives as either APC or non-APC or 77.1% in classifying 
dives as successful verses unsuccessful. Foraging intensity, measured as either 
total APC per dive or total successful APC per dive, was best predicted by bottom 
duration and ascent rate. The accuracy in predicting total APC per dive varied 
based on the number of APC per dive with maximum accuracy occurring at 1 APC 
for both total (54%) and only successful APC (52%). Results from this study 
linking verified foraging dives to dive characteristics potentially opens the door to 
decades of historical TDR datasets across several otariid species. 
  
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
Term Definition 
TDR Time-depth recorders. Records time, temperature, depth at 1 Hz 
Attempted prey capture (APC) Seal attempts to capture 1 potential prey item (excludes chases only, but includes captures and 
capture attempts) 
Unsuccessful APC Prey not consumed, “chase and missed capture attempt”  
Successful APC All combinations of chase, capture, and handling where prey was consumed  
Video APC APC identified by video from start of chase to end of chase and/or consumption 
APC dive Dive has ≥ 1 APC present on video. Range for all dives was 1-7 APC per dive. Includes both 
successful and unsuccessful APC 
Non-APC dive No prey were present on entire dive on video 
Successful dive Dive included ≥ 1 successful APC 
Unsuccessful dive Dive did not include any successful APC. Includes both missed APC and dives without prey 
present 
GAMM Generalized Additive Mixed Models 
GLMM Generalized Linear Mixed Models 
R2m Marginal R2 to assess goodness of fit for fixed effects of GLMM (within animal explained 
variance) 
R2c Conditional R2 to assess goodness of fit for random effects of GLMM (among animal explained 
variance) 
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Introduction 
Successful foraging is one of the most basic determinants of individual 
survival and drives the dynamics of populations (e.g., Pistorius et al., 2004). 
Accordingly, ecologists have long been interested in quantifying foraging 
success (Austin et al., 2006a; Austin et al., 2006b; Dragon et al., 2012; Lesage 
et al., 1999; Robinson et al., 2010). However, for marine predators, 
determining foraging success is inherently difficult due to the limited ability to 
directly observe them underwater. Consequently, researchers rely upon 
biologging tags attached to the animals to to collect information from which 
prey encounters or capture events can be inferred. 
One of the most commonly used biologging devices on marine 
mammals is the time-depth recorder (TDR), which can provide relatively 
inexpensive, easily interpretable data. In addition, given that TDRs have been 
used to describe characteristics of the diving behaviour of marine mammals for 
over 50 years (Kooyman, 1965), there is a wealth of “historical” TDR data that 
is available on a wide range of pinniped species for re-analysis using new 
methodologies. Data from TDRs have been employed as indirect measures of 
foraging behaviour, primarily focusing on 2D dive profiles or “dive shapes” in 
a wide range of pinnipeds and seabirds (Austin et al., 2006b; Bengtson and 
Stewart, 1992; Hindell et al., 1991; Le Boeuf et al., 1988; Lesage et al., 1999; 
Schreer et al., 2001; Schreer and Testa, 1996). Although dive shape analysis 
has been widely implemented in the last ~30 years, dive classification 
protocols vary widely ranging from subjective manual analysis to rigorous 
statistical analysis (for a review see Schreer et al., 2001). 
In the absence of direct evidence of foraging success, dives with longer 
bottom phase durations that are U-shaped are often inferred to indicate 
foraging success (e.g., Gallon et al., 2013). Inferences from dive shape analysis 
are supported by correlations with stomach sensor pills (which are inferences 
themselves) on several species of pinnipeds (Horsburgh et al., 2008; Kuhn and 
Costa, 2006; Lesage et al., 1999), but few studies have directly linked dive 
characteristics to confirmed foraging success in free-ranging animals (e.g., 
Madden et al., 2008). Without direct validation, it remains unclear if dive 
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shape or other dive characteristics can be used to differentiate successful 
foraging from unsuccessful foraging in diving pinnipeds.  
For benthic foraging species, such as the Australian fur seal 
(Arctocephalus pusillus doriferus), 2D dive shape is not an appropriate metric 
to predict successful foraging due to the lack of dive shape variability. Unique 
among fur seals (although similar to sea lions), Australian fur seals are 
predominately benthic foragers with the majority (78-85%) of dives classified 
as U-shaped and at maximum depth (< 100 m) corresponding to bathymetry of 
Bass Strait (Arnould and Hindell, 2001; Arnould and Kirkwood, 2007; Hoskins 
et al., 2015). While temporal and spatial changes in foraging intensity have 
been observed in this species and used to infer important foraging zones 
(Hoskins et al., 2015), it is still not known whether these regions correspond to 
areas of foraging success. Additional information, therefore, is needed to use 
dive characteristics in predicting foraging success and distinguishing 
successful foraging attempts in Australian fur seals and other benthic foragers, 
which may lack diversity in dive shape. 
Animal-borne imaging devices (still or video cameras) have been used 
for direct observation of foraging success in free-ranging pinnipeds, seabirds, 
and marine turtles (Bowen et al., 2002b; Davis et al., 1999; Hooker et al., 
2002; Hooker et al., 2008; Iwata et al., 2012; Naito et al., 2010; Parrish et al., 
2005a; Thomson et al., 2011; Watanabe and Takahashi, 2013). In the absence 
of direct evidence of foraging from video, stomach sensor pills or 
accelerometers have been used to infer foraging success. For example, drops in 
stomach temperature have been used to estimate prey ingestion in pinnipeds 
(Andrews, 1998), but this method is limited by the large size of the pill animals 
must ingest, short retention times (Horsburgh et al., 2008; Lesage et al., 1999), 
and inconclusive accuracy estimates (Bekkby and Bjørge, 1998; Boyd et al., 
2010; Hedd et al., 1996; Kuhn and Costa, 2006).  
Back-mounted accelerometers have been used to provide general 
measures of activity (Wilson et al., 2006) or reconstruct fine-scale underwater 
movements (e.g., Shepard et al., 2008) that may indicate general foraging 
activity but not necessarily specific prey captures. Head-mounted 
accelerometers have been used to estimate attempted prey captures (APC) in 
diving vertebrates (Carroll et al., 2014b; Skinner et al., 2009; Suzuki et al., 
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2009; Viviant et al., 2014; Viviant et al., 2010; Volpov et al., 2015a; Watanabe 
and Takahashi, 2013; Ydesen et al., 2014). However, only two of these studies  
directly validated this method on free-ranging animals consuming multiple 
prey types (Volpov et al., 2015a; Watanabe and Takahashi, 2013), and the 
ability of this method to accurately  distinguish between successful prey 
captures or missed attempts remains unclear. 
This study examined the relationships between dive characteristics and 
known APC (determined via animal-borne video) in Australian fur seals to 
determine if TDR data alone can reliably predict foraging behaviour or 
foraging success. Specifically, this study determined 1) if dive characteristics 
can reliably predict the probability of prey presence in APC vs. non-APC 
dives, 2) if dive characteristics can reliably predict the probability of a dive 
with at least 1 successful APC present, 3) whether dive characteristics can 
predict total APC per dive, and 4) if dive characteristics could predict total 
successful APC per dive. This was the first study to verify inferences of 
foraging from TDRs with simultaneous animal-borne video in a benthic 
forager that lacks variability in dive shape.  
Materials and Methods 
Data collection  
Data were collected on 11 lactating female Australian fur seals 
provisioning pups from May-July 2009-2011 at Kanowna Island, Bass Strait, 
Australia. Kanowna Island is within the Wilsons Promontory Marine National 
Park and was accessed under permit from Parks Victoria. All work was 
conducted with approval of the Deakin University Animal Ethics Committee 
(A16/2008, A14/2011) and under the Department of Sustainability and 
Environment (Victoria, Australia) Wildlife Research Permits (10005362, 
10005484). Seals ranged in mass from 50.5-90.5 kg (mean = 73.1 ± 13.9 kg, 3. 
1). Animals were captured using a hoop net (Fuhrman Diversified Seabrook, 
Texas, U.S.A.) and instrumented with dataloggers while under gas anesthesia 
(Hoskins and Arnould, 2013). Seals were anesthetized using isoflurane 
administered with a portable gas vaporizer (StingerTM, Advanced Anaesthesia 
Specialists, Gladesville, NSW, Australia) and dataloggers were attached to the 
seal’s back along the dorsal midline below the scapula using quick-setting 
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epoxy (Accumix 268, Huntsman Advanced Materials Pty Ltd, Deer Park, Vic, 
Australia).  The fur seals were instrumented with a time-depth recorder (1 Hz, 
TDR, MK9 or MK10-V, Wildlife Computers, Redmond, WA, USA), an 
animal-borne video camera (Crittercam, National Geographic Society, 
Marshall et al., 2007; Marshall, 1998), and a VHF transmitter (Sirtrak Ltd, 
Havelock North, New Zealand) to assist in relocating the animal for recapture. 
The Crittercams were programmed to record video when submerged > 40 m on 
a duty cycle of 1 hour on and 3 hour off. Seals W1873, W1881, W1855, and 
W1859 were also outfitted with a head-mounted accelerometer (G6A, Cefas 
Technology Limited, Suffolk, United Kingdom) and a GPS datalogger 
(FastLocTM1 or FastLocTM2, Sirtrack, NZ) for a concurrent study (Volpov et 
al., 2015a). After full recovery from anesthesia, seals were released into the 
colony and then recaptured after ≥ 1 foraging trip using the methods described 
above. Deployment durations ranged from 3 to 42 days (mean = 14 ± 14.6 
days), but useable dives for analysis were limited by the duration of concurrent 
video data (Table 3.1).  
Data processing 
Video identification of individual attempted APC was performed 
manually for use in the present study as well as concurrent studies (Volpov et 
al., 2015a). Only dives that had complete descent, bottom, and ascent phases 
were analysed. An APC was defined as when a seal attempted to capture one 
potential prey item visible within the video frame. APCs included both 
successful (visual confirmation of prey consumption) and unsuccessful capture 
attempts (prey missed), but similar behaviours that did not include a distinct 
lunge forward toward prey were excluded. For each individual APC, prey type 
(fish, stingray, shark, squid, octopus), location of prey consumption 
(benthically or on ascent), and total prey per dive were classified.  
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Table 3.1: Summary of dive characteristics, total dives with time-depth recorder (TDR), total useable dives with overlapping TDR and video 
data per female Australian fur seal. Dives with ≥ 1 attempted prey capture (APC) visible in video were classified as APC dives (prey 
present). Dives with no APC observed on video were classified as non-APC dives (prey absent). Non-APC dives had no prey capture 
attempts on video for the entire dive. For cross-validation on the dives with TDR and video data, each dive was randomly assigned to the 
training or testing subset  approximately 50 % each per animal, n = 247 training, n = 236 testing).  
 
       Random Training Subset  Random Testing Subset 
Animal Year Month 
Mass 
(kg) 
Dives with 
TDR 
Dives with 
TDR+Video  
APC 
dive 
Non-APC 
dive 
Proportion of APC 
dives in Training  
APC 
dive 
Non-APC 
dive 
W1825 2009 Jun 81.5 233 46  12 11 50%  13 10 
W1819 2009 Jun 63.5 106 32  8 8 50%  8 8 
W1817 2009 Jun 80.0 282 42  10 12 52%  9 11 
W1881 2010 Jun 88.5 222 35  16 2 51%  16 1 
W1851 2010 Jul 75.5 230 24  11 2 54%  10 1 
W1843 2010 Jul 63.5 323 48  19 6 52%  19 4 
W1855 2011 May 50.5 390 44  13 9 50%  14 8 
W1859 2011 May 54.5 324 31  14 2 52%  13 2 
W1873 2011 May 88.0 513 72  26 11 51%  24 11 
W1879 2011 Jun 68.5 469 47  21 3 51%  19 4 
W1861 2011 May 90.5 260 62  22 9 50%  21 10 
             
Total    3,352 483  172 75   166 70 
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After enumeration at the level of individual APC, data were 
consolidated at the level of each dive two different ways. First, dives that had 
at least 1 APC on video were classified as an APC dive; hence individual APC 
dives could include multiple APC events. Dives that had no APCs on the video 
for the entire dive were classified as a non-APC dive. The number of APC 
dives varied among animals, with 70% of the total dives classified as an APC 
dive over all animals (Table 3.1). Second, dives could be classified as either 
successful or unsuccessful. Successful APC dives were those that had at least 1 
successful APC event (i.e., ingestion of prey), although successful APC dives 
could include a combination of both successful captures and unsuccessful 
capture attempts. APC dives that did not have any successful APC were 
classified as unsuccessful. Unsuccessful dives included both those containing 
exclusively missed capture attempts within an APC dive and those where no 
prey were present (i.e., a non-APC dive). The following metrics were 
calculated: total APC per dive, whether the dive had APC present (i.e., APC or 
non-APC dive), prey type,  if APC was successful or unsuccessful, and 
location of consumption when applicable (benthic or on ascent). The total APC 
per dive (both successful and unsuccessful capture attempts) was used as a 
proxy for foraging intensity. Foraging success refers to analysis of only 
successful dives or only total successful APC.    
The TDR data were zero-offset corrected and then processed with a 40 
m minimum dive depth threshold using customized functions in R 3.0.1 (R 
Core Development Team, 2015) as described in (Volpov et al., 2015a). Video 
and TDR datasets were synchronized to the nearest second using Eon Fusion 
software (Eonfusion, v.1.2, www.myriax.com) and customized functions in R. 
The 40 m dive threshold was selected based on the depth of the species’ 
foraging area within Bass Strait being generally 60-90 m and the fact that 
Australian fur seals are a predominately benthic foraging species (Arnould and 
Hindell, 2001; Arnould and Kirkwood, 2007). The analysis focused on 
individual dives rather than dive bouts because video cameras did not sample 
all consecutive dives for each animal due to the video subsampling schedule 
and removal of incomplete videos.  Previous research also indicates that 
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Australian fur seals might not exhibit distinct dive bouts (Arnould and Hindell, 
2001; Arnould and Kirkwood, 2007; Pemberton and Kirkwood, 1994). 
 Ascent, descent, and bottom portions of the dive were identified using 
changes in depth slopes. This permitted calculation of the total dive duration, 
duration of descent, ascent, and bottom phases, ascent rate (m.s-1), descent rate 
(m.s-1), and max dive depth. The proportion of the dive spent in the bottom 
phase was also calculated. If the proportion of the dive duration in the bottom 
phase was ≥ 5% and the dive had no changes in depth during the bottom phase 
(i.e., wiggles), the dive was defined as “U-shaped” (Arnould and Hindell, 
2001). Preliminary analysis on the testing and training subset combined 
showed that the post-dive surface intervals were heavily skewed right (mean = 
4.5 min ± 30.0 s.d., range = 0.8 – 408.5 min, n = 510 dives total before 
threshold applied). Visualization of the frequency distribution of this dive 
characteristic showed a significant break in durations at approximately 10 min 
with 96% of the post-dive surface intervals ≤ 10 min as also observed in 
Arnould and Hindel (2001). Consequently, post-dive surface intervals that 
were > 10 min were considered outliers, and likely representative of non-
foraging behaviours, and removed from the analyses.  
Statistical analysis 
Two-fold cross validation was used to partition the total dives with 
video for each animal into approximate 50% training and 50% testing subsets 
(Table 3.1).  Randomly assigning each dive with video to either the training or 
testing subset accounted for potential temporal, spatial, and prey distribution 
variation during a foraging trip. Each dive was only used once in the cross-
validation process. As the video camera only recorded for 1 hour every 4 hours 
when submerged > 40 m, video data were considered a random subsample of 
all dives. These subsampling treatments also mitigated potential 
autocorrelation during statistical analysis. The training subset was used for 
selection of which dive characteristics to use as predictor variables on the 
testing subset. The test subset was used to subsequently validate the model 
created on the training subset. 
Statistical analysis was performed using Generalized Linear Mixed 
Models (GLMM) and Generalized Additive Mixed Models (GAMM) in R 
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3.1.2(lme4 or mgcv packages, Pinheiro and Bates, 2000; R Core Development 
Team, 2015; Wood, 2006). Extension to GLMMs and GAMMs from Linear 
Mixed Effect Models (LMEs) was selected in order to model the binomial 
error distribution and because a non-linear response was expected based on the 
data. Therefore, GAMMs were initially fitted followed by GLMMs where 
appropriate. Both GLMM and GAMM utilize individual animal variation 
relative to the mean of the population while correcting for repeated 
measurements within and among animals (Zuur et al., 2009). GAMMs are an 
extension of a GLMMs, but GAMMs do not assume a linear relationship and 
use smoothing on predictive variables (i.e., a GAMM without smoothing is a 
GLMM; Zuur et al., 2009). Animal ID was treated as a random effect that 
allowed inferences beyond the sampled population. The most parsimonious 
model for each research question was fit using a stepwise backwards model 
selection based on AIC values corrected for smaller sample sizes (AICc). 
Model validation involved plotting Pearson residuals against fitted values for 
all covariates in the model and all covariates not used in the model (Zuur et al., 
2009).  
First, this study determined the probability that a dive had APCs 
present given a set of potential dive characteristics (i.e., predictor variables) 
compared with known dive types (APC vs. non-APC dive as determined by 
video) using GLMMs. Second, GLMMs determined the probability that a dive 
was successful using dive characteristics (i.e., that the dive contained at least 1 
successful APC event). Predictor variable selection for all models was carried 
out on the training subset (n = 247 dives). Both of the GLMMs used a binomial 
error distribution with a logistic link for the response variable of dive type. 
Predictor variables tested included dive duration, bottom phase duration, post-
dive surface interval duration, ascent rate, and descent rate. Given that ascent 
and descent rates and bottom and dive duration were strongly colinear, these 
variables were not tested on the same models. There is no direct equivalent of a 
traditional R2 for GLMMs because GLMMs have variance associated with 
both the random factor (variation between-animals) and residual variance of 
the fixed factors (within-animal variance). Consequently, model fits were 
assessed by partitioning variance into the fixed effects (marginal R2 = R2m) and 
random effects (conditional R2 = R2c) using the MuMIn package (Wood, 2006) 
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following the methods of Nakagawa and Schielzeth (2013). Additionally, R2 
values were only reported for GLMMs because this goodness of fit metric was 
not relevant for GAMMs.   
Accuracy assessment on the testing subset  
In order to assess accuracy of using TDR data to reliably predict 
foraging behaviour on dives without video available, the most parsimonious 
models created on the training subsets were applied to predict the appropriate 
response variables on the testing subset using only TDR data (i.e., without 
looking at actual dive type or total APC per dive from video).  
For the analysis with dive type as a response variable, each dive was 
classified as either “predicted APC dive” or “predicted non-APC dive” based 
on a probability threshold from the GLMM (0.20, 0.40, 0.50, 0.60, 0.65, 0.70, 
0.75, 0.90). For example, if a dive had a probability ≥ 0.50 it was classified as 
“predicted APC dive” by the TDR data, but if it was < 0.50 probability, then it 
was classified as “predicted non-APC dive”.  Accuracy was measured as the 
proportion of dives correctly assigned by the predicted models to either dive 
type of APC or non-APC (matches = 1 point each, incorrect matches = 0). The 
accuracy formula for dive type (APC vs. non-APC or successful vs. 
unsuccessful calculated separately) for the GLMM was calculated using Eq. 1 
and repeated at each probability threshold. 
 (Eq. 1)  
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For the analysis with total APC per dive as a response variable, the 
GAMM created on the training subset was used to predict the total number of 
APC per dive on the testing subset to yield “predicted total APC per dive”.  
The predicted APC per dive values were rounded down to the lower integer 
because the video values were integers. For example, predicted APC rates of 
1.0 to 1.9 were rounded down to 1 before being compared to the actual total 
APC on video. Consequently, rounding down yields predictions that are slight 
underestimates, as opposed to the alternative of rounding up which would yield 
overestimates. In order to explore if the number of APC per dive influenced 
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accuracy, the predictions were grouped into categories based on each integer 
value in the dependent variable’s range (0-7, eight potential categories). This 
allowed determination of the proportion of dives correctly predicted (i.e., 
accuracy) when the model predicted a range of APC per dive. 
For each individual dive, the total APC per dive predicted by the TDR 
data were compared to the total known APC per dive from video separately for 
each category, using a similar approach as described above. A category was 
defined according to the predicted total APC per dive on the TDR with 8 
distinct categories (noted by n) corresponding to 0-7 APC per dive (i.e., all of 
the dives with 1 APC per dive are noted by category n = 1). We categorized 
accuracy by the total number of APC per dive because it is likely that the 
accuracy would be greater at the mean values compared to the tails due to the 
distribution of data that the model was built upon (i.e., lower accuracy for less 
common dives with 5-7 APC per dive). The accuracy in predicting the number 
of APC per dive was calculated using Eq. 2 for each category (n) for the total 
APC per dive as well as for only the total successful APC per dive.   
(Eq. 2) 
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Second, we used GAMMs to investigate the relationship between total 
APC per dive (successful and unsuccessful) versus each dive characteristic on 
both APC and non-APC dives. Histograms of the total APC per dive were 
skewed right and zero-inflated (31% of the 247 APC in the training subset 
were 0). Consequently, GAMMs were fit with a log link using quasipoisson 
error distribution to account for the over dispersion in the response variable. 
This analysis included all dives with a range of 0-7 APC per dive. Third, we 
used GAMMs to assess the relationship between total number of successful 
APC per dive and dive characteristics using the same distribution and link 
function as for total APC per dive.  Statistical significance was set at α = 0.05. 
Comparison of mean values for descriptive statistics (i.e., not for GAMM or 
GLMM modeling) were performed using a mixed effects linear model (LME, 
nlme package, Pinheiro and Bates, 2000; R Core Development Team, 
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2015)and likelihood ration test (LRT) on two hierarchically nested models. 
When the dependent variable is categorical (i.e., APC-dive or non-APC dive), 
this is analogous to performing repeated measures ANOVA with the important 
addition of accounting for random effects. 
Results 
Summary of dive characteristics  
The ranges and distributions of dive characteristics for APC and non-
APC dives were similar (Table 3.2). The majority of dives occurred at night 
(77%). Within all of the training dives, 68.4% of the dives had at least 1 
successful APC, 30.4% were unsuccessful because it was a non-APC dive, and 
3.8% were unsuccessful because they only contained missed capture attempts. 
All dives analysed were classified as U-shaped without wiggles present using 
the scheme of Arnould and Hindell (2001) and were divided into the phases of 
pre-dive surface interval, descent, bottom, ascent, and post-dive surface 
interval to permit calculation of the selected focus variables.  
Within the APC dives, 74% of the dives exclusively targeted fish (i.e., 
seals attempted to capture only fish on entire dive). The remaining 26% of the 
APC dives had mixed prey items, including various combinations of fish, 
cephalopods, stingrays, small sharks, and unknown prey. All dives that had one 
or more octopuses (2.6%), squids (0.6%), stingrays (0.8%), sharks (1.4%), or 
unknown prey (20.6%) also had at least 1 fish observed on video. Due to the 
low diversity in prey type, inclusion of prey type either as a predictor variable 
in the GLMMs and GAMMs was not possible. 
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Table 3.2: Summary of dive characteristics from both the training and testing subsets (n = 483 dives). Means are presented ± standard 
deviations (s.d.) for attempted prey capture dives (APC) compared to dives without prey present on video (Non-APC dive). Data was collected 
on female Australian fur seals (n = 11 animals).  Maximum depth, dive duration, post-dive surface interval duration, descent rate, and ascent 
rate were measured on time-depth recorders (TDR), and total APC per dive was directly observed on animal-borne video cameras.   















APC dives Non-APC dives 
Dive characteristic Mean (s.d.) Range Mean (s.d.) Range 
Max depth (m) 81.8 (3.6) 67.5-85.8 81.4 (3.6) 59.4-85.8 
Dive duration (min) 3.9 (0.7) 2.3-7.1 4.0 (0.6) 3.0-5.9 
Bottom phase duration (min) 2.2 (0.7) 0.3-5.5 2.1 (0.5) 1.0-4.1 
Total APC per dive on video 2.3 (1.4) 1-7 0 0 0 
Descent rate (m.s-1) 1.6 (0.2) 0.8-2.0 1.4 (0.3) 0.8-2.0 
Ascent rate (m.s-1) 1.6 (0.2) 1.0-2.0 1.4 (0.2) 0.9-2.0 
Post-dive surface interval duration (min) 1.7 (0.9) 0.8-7.5 2.3 (1.7) 0.8-8.8 
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Table 3.3: Summary results of the Generalized Linear Mixed Effects Models (GLMM) used to predict either the probability of a dive 
with ≥ 1 attempted prey captures (APC dive) or the probability of only a successful dive in foraging Australian fur seals.Successful 
dives included ≥ 1 successful APC. Model descriptions refer to sets of potential variables that were examined on separate model 
pathways due to relatedness; specifically, dive and bottom durations, ascent and descent rates. The predictor variables for the most 
parsimonious models included only descent rate (indicated by bold *, training subset of 247 dives). Models for each response variable 
are arranged in increasing order of AICc. Est: estimated parameter coefficient. SE: estimated standard error of parametric coefficient. 
AICc: corrected AIC value. R2 calculated as detailed in Nakagawa and Schielzeth (2013) 
 
     Parameter Coefficients   
Response Variable Model Descripton Predictor Variables AICc Weight Est. (s.e.) Z R2m fixed effects 
R2c random 
effects 
*APC dive Dive duration Intercept 261.4 0.41 -5.89 (1.20) -4.90 0.26 0.32 
 with Descent rate Descent rate   4.60 (0.82) 5.61   
          
APC dive Bottom duration  Intercept 263.3 0.15 -5.34 (1.39) -3.84 0.26 0.30 
 with Descent rate Bottom duration   0.23 (0.25) 0.94   
  Post-dive SI   -0.17 (0.13) -1.29   
  Descent rate   4.11 (0.84) 4.87   
          
APC dive Dive duration Intercept 263.5 0.14 -6.05 (1.85) -3.26 0.26 0.30 
 with Descent rate Dive duration   0.22 (0.27) 0.82   
  Post-dive SI   -0.17 (0.13) -1.29   
  Descent rate   4.33 (0.86) 5.03   
          
APC dive Dive duration Intercept 278.9 0.58 -3.17 (1.21) -2.62 0.17 0.20 
 with Ascent rate Ascent rate   3.02 (0.76) 3.97   
  Post-dive SI   -0.27 (0.13) -2.18   
          
APC dive Bottom duration Intercept 280.8 0.23 -3.26 (1.23) -2.65 0.18 0.20 
 with Ascent rate Bottom duration   0.11 (0.24) 0.47   
  Post-dive SI   -0.28 (0.13) -2.24   
  Ascent rate   2.93 (0.78) 3.74   
          
APC dive  Dive duration Intercept 280.9 0.22 -2.83 (1.53) -1.85 0.18 0.20 
 with Ascent rate Dive duration   -0.10 (0.24) -0.37   
  Post-dive SI   -0.26 (0.13) -2.1   
  Ascent rate   3.01 (0.80) 3.96   
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Table 3.3: Summary results of the Generalized Linear Mixed Effects Models (GLMM) continued Est: estimated parameter coefficient. 
SE: estimated standard error of parametric coefficient. AICc: corrected AIC value. R2 calculated as in Nakagawa and Schielzeth 
(2013). 
 
 
 
 
 
 
 
 
 
  
     Parameter Coefficients   
Response Variable Model Descripton Predictor Variables AICc Weight Est. (s.e.) Z R2m fixed effects 
R2c random 
effects 
*Successful dive Dive duration Intercept 265.6 0.40 -6.06 (1.23) -4.94 0.26 0.33 
 with Descent rate Descent rate   4.67 (0.83) 5.62   
          
Successful dive Bottom duration  Intercept 267.5 0.15 -5.47 (1.42) -3.86 0.26 0.31 
 with Descent rate Bottom duration   0.23 (0.25) 0.90   
  Post-dive SI   -0.18 (0.14) -1.30   
  Descent rate   4.16 (0.86) 4.83   
          
Successful dive Dive duration Intercept 267.7 0.14 -6.19 (1.86) -3.32 0.26 0.31 
 with Descent rate Dive duration   0.22 (0.26) 0.83   
  Post-dive SI   -0.18 (0.14) -1.30   
  Descent rate   4.39 (0.88) 5.01   
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Figure 3.1: Probability of a dive with ≥ 1 attempted prey captures (APC) in response to (A) descent rate and (B), accuracy of the 
GLMM relative to animal-borne video.The most parsimonious model on the training subset included descent rate as predictive 
variable (A, Table 3.3). Distribution of descent rate is indicated with a rug plot. Accuracy was calculated as the percent of dives 
correctly predicted as either APC or non-APC on the testing subset of dives (B, Table 3.4).  
. 
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Comparison of dive characteristics between APC vs. non-APC dives 
As previously mentioned, models could not be tested that contained 
both dive duration and bottom duration due to co-linearity. The GLMM results 
for predicting APC or non-APC dive type were similar when the full model 
was constructed with either dive duration or bottom duration on the training 
subset (Table 3.3). Subsequent data analysis for predicting dive type focused 
on dive duration because it is more easily obtained from raw TDR records. 
Models including maximum dive depth would not converge due to large 
eigenvalue ratios and, therefore, maximum dive depth was excluded from 
further analysis. This result was likely due to the low variability in maximum 
depth (Table 3.2) attributable to the predominately benthic foraging behaviour 
and the low variation in seafloor depth in Bass Strait (Arnould and Hindell, 
2001; Arnould and Kirkwood, 2007; Hoskins et al., 2015). The maximum dive 
depths observed in this study corresponded to maximum depths reported for 
Bass Strait (Murray and Parslow, 1999), and video data confirmed that the 
seals dived to the seafloor on all dives analysed.  
The most parsimonious model predicting the probability of an APC 
dive included only descent rate as a predictor variable (Table 3.3, Fig. 3.1A). 
Neither dive duration nor post-dive surface interval significantly improved the 
model’s ability to reliably predict whether the dive included an APC (Table 
3.3). Ascent rate improved the full model, but descent rate remained the best 
predictor variable on the training subset as indicated by lower AICc and greater 
R2m and R2c values (Table 3.3).  
In order to assess accuracy of using TDR data to predict foraging 
behaviour on dives without video available, the most parsimonious model with 
descent rate generated from the training subset was used to predict the 
probability of an APC dive on the testing subset, and then compared it to 
known APC dive classification determined via video (Fig. 3.1B). Accuracy 
was defined as the percentage of dives correctly predicted by the model as 
APC or non-APC dives relative to video classification (Eq. 1, range = 39.0 to 
77.5%). As the probability threshold used to predict dive type from TDR 
increased, the accuracy increased slightly, hit an inflection point at 0.50, and 
then decreased sharply. The inflection point at the 0.50 probability threshold 
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represented the maximum accuracy in predicting APC dives from descent rate 
(77.5%, Fig. 3.1B, Table 3.4). 
Comparison of dive characteristics between successful vs. unsuccessful dives 
The GLMM results for predicting successful or unsuccessful dive type 
had lower AICc values when the full model included decent rate (all AICc < 
268) compared to ascent rate (all AICc > 284, Table 3.3). Consequently, only 
the models with descent rate are presented for successful dives (Table 3.3). The 
most parsimonious model predicting the probability of a successful dive from 
within all of the dives (APC and non-APC combined) included descent rate 
(Table 3.3, Fig. 3.2A). As descent rate increased, the probability of a 
successful dive increased (Fig. 3.2A). Similar to the GLMM on APC dives, 
AICc values were similar when the full model was constructed with either dive 
duration or bottom duration in predicting successful dives (Table 3.3). 
Accuracy in predicting successful or unsuccessful dives ranged from 40.7 to 
77.1% (Table 3.5, Fig. 3.2B), and accuracy trends were nearly identical to 
those in predicting APC dives (Fig. 3.1B). Maximum accuracy for predicting 
successful or unsuccessful dives occurred at the 0.50 probability threshold 
(77.5%, Fig. 3.2B, Table 3.5). 
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Table 3.4: The percent of dives correctly predicted by the GLMM relative to animal-
borne video as either attempted prey capture dive (APC dive, ≥ 1 prey present), or 
non-APC dive (prey absent, Fig. 3.1A) in Australian fur seals. The GLMM included 
descent rate as the most useful predictor. Accuracy was calculated as the percent of 
dives correctly predicted as either APC or Non-APC on the testing subset of dives (n 
= 236 dives, n = 11 animals). Highest accuracy was at 0.5 threshold (bold). 
 
 
 
 
 
 
 
 
 
 
 
 
GLMM Probability threshold Accuracy in predicting 
used for TDR prediction APC or non-APC dive (%) 
0.20 70.8% 
0.40 74.2% 
0.50 77.5% 
0.60 77.2% 
0.65 74.2% 
0.68 73.7% 
0.70 72.5% 
0.80 59.3% 
0.90 39.0% 
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Figure 3.2: Probability of a successful dive in response to dive characteristics (A) and accuracy of the GLMM relative to animal-borne video 
(B).The most parsimonious model included descent rate (A) as a predictor variable on the training subset (Table 3.3). Successful dives had at 
least 1 successful attempted prey capture (APC) per dive. Distributions are indicated with a rug plots. Accuracy was calculated as the percent 
of dives correctly predicted as either successful or unsuccessful on the testing subset of dives (B, Table 3.5). 
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Table 3.5: The percent of dives correctly predicted by the GLMM relative to animal-
borne video as either a successful or unsuccessful dive in Australian fur seals (Fig 
2C).Successful dives had at least 1 successful attempted prey capture (APC) per 
dive, although dives had multiple APC per dive. Unsuccessful dives included either 
exclusively missed capture attempts on an APC dive or there was no prey present on 
a Non-APC dive. The GLMM included descent rate as a predictor. Accuracy was 
calculated as the percent of dives correctly predicted as either successful or 
unsuccessful on the testing subset of dives (n = 236 dives, n = 11 animals). Highest 
accuracy was at 0.5 threshold (bold). 
 
 
 
 
 
 
 
 
 
 
 
  
GLMM Probability threshold Accuracy in predicting 
used for TDR prediction Successful or unsuccessful dive (%) 
0.20 68.6% 
0.40 72.5% 
0.50 77.1% 
0.60 74.6% 
0.65 72.9% 
0.68 73.3% 
0.70 72.5% 
0.80 57.2% 
0.90 40.7% 
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Analysis of total APC per dive as an estimate of foraging intensity  
Mean total APC per dive was 2.3 ± 1.4 for the APC dives and 1.5 ± 1.5 
with APC and non-APC dives combined (Table 3.2). Models predicting total 
APC per dive that included maximum dive depth all had greater AICc values 
than the counterparts without depth included; therefore maximum dive depth 
was not included in the presented results. GAMM results showed that the most 
parsimonious model predicting the total APC per dive included bottom 
duration and ascent rate as significant predictor variables (Table 3.6 Fig. 
3.3A,B, n = 247 dives). As bottom phase duration and ascent rate increased, 
the expected APC per dive increased (Fig. 3.3A,B). The greatest number of 
APC per dive occurred on dives with approximately  > 4 min duration and > 
1.8 m.s-1 ascent rate.  The model including smoothed descent rate and linear 
bottom duration was also useful in predicting total APC per dive, but had a 
higher AICc than the corresponding model with linear ascent rate and bottom 
duration (656.8 vs. 649.8, Table 3.6).  The full model including smoothed 
terms of bottom duration, post-dive surface interval, and ascent rate (AICc = 
655.9) was slightly lower than the corresponding model including dive 
duration (AICc = 656.9,Table 3.6). This indicated that bottom duration was a 
better predictor of total APC per dive than dive duration. Neither post-dive 
surface interval, descent rate, nor dive duration improved the model’s ability to 
predict total APC per dive compared to the final model with bottom duration 
and ascent rate (both not smoothed, Table 3.6).  
Results showed that the majority of the individual APC events were 
successful (93.5% of 389 total APC in the training subset). GAMM results 
showed that the most parsimonious model predicting total successful APC per 
dive included ascent rate and bottom duration as non-smoothed terms (AICc = 
664.4, data included all training dives with 0-7 APC per dive, Table 3.6, Fig. 
3.3A,B). The model with ascent rate and bottom duration as smoothed terms 
did not improve the ability to predict total successful APC (AICc = 668.7). The 
accuracy in predicting the total number of APC per dive with bottom duration 
and ascent rate varied depending on the number of predicted APC per dive 
(Fig. 3.3C, Table 3.7). The accuracy values and trends in predicting the total 
successful APC per dive were slightly greater than that of predicting total APC 
(Fig. 3.3C). The maximum accuracy was observed within dives that had only 1 
Chapter 3: Using dive characteristics to identify foraging patterns
 
APC on video for both the total APC (54.1%) and only the successful APC 
(52.0%, Fig. 3.3C). The accuracy across all categories (0-7 APC) was similar 
for total successful APC (13.7 ± 19.6%) compared for total APC (14.9  ± 19.2). 
Mean values across multiple categories were impacted by the 0% accuracy for 
the less common 4-7 APC. The salient point is that for the most common 
number of APC per dive across all dives (1 APC per dive), the GAMM models 
had 54.1% accuracy in predicting total APC per dive and 52.0% in predicting 
only the successful APC (Table 3.7, Fig. 3.3C).  
Discussion   
Foraging success is a key measure of individual bioenergetics and 
influences reproductive success and population growth. This study used video 
validation to assess the ability of TDR data alone to reliably predict foraging 
behaviour and success. This included the ability of TDR data to determine 
whether individual dives contained APCs, whether individual foraging dives 
were successful, and the total number of successful APC.  
Comparisons among APC, non-APC, and successful dives 
Neither dive duration nor bottom duration improved the prediction of 
APC dives (Table 3.3). Models of optimal dive theory predict that a seal should 
terminate a dive earlier when there are no prey present (i.e., shorter dive 
durations for absence of prey, Thompson and Fedak, 2001). This suggests that 
dives with greater prey density should be longer in duration than dives without 
prey present. 
		
	 results demonstrated that dive duration was not 
a significant predictor of APC dives. This is likely because Australian fur seals 
are benthic foragers and optimal foraging models indicate the benefit of 
terminating a dive early is reduced for deeper dives and benthic foragers 
(Thompson and Fedak, 2001). For example, elephant seals (Mirounga leonina) 
have been reported to have similar dive durations when prey was present or 
absent (Gallon et al., 2013), likely because all of their foraging are associated 
with long, deep dives. However, in Weddell seals (Leptonychotes weddellii), 
dive duration, depth, and speed are all significant predictors of foraging 
success (Davis et al., 2003). 
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Table 3.6: Summary results of the Generalized Additive Mixed Effects Models (GAMM) used to predict total attempted prey captures 
(APC) per dive in foraging Australian fur seals. Model descriptions refer to sets of potential variables that were examined on separate model 
pathways due to relatedness of predictor variables. The predictor variable for the most parsimonious model included ascent rate and bottom 
duration (indicated by bold *) and was selected based on AICc on the training subset of dives (n = 253 dives).  
  
    Parameter Coefficients Approximate significance of smoot
Response Variable Model Description Predictor Variables AICc Est. (s.e.) t    Edf F P-value
*Total APC per dive Bottom duration Intercept 649.8 -3.04 (0.46) -6.60   < 0.001 
 with Ascent rate Bottom duration  0.20 (0.08) 2.35   0.02 
  Ascent rate  1.91 (0.28) 6.95   < 0.001 
          
Total APC per dive Dive duration  Intercept 653.4 -2.77 (0.45) -6.15   < 0.001 
 with Ascent rate Ascent rate  2.03 (0.28) 7.32   < 0.001 
          
Total APC per dive Bottom duration Intercept 655.9 0.28 (0.08) 3.48   < 0.001 
 with Ascent rate s(Bottom duration)     1.00 12.17 < 0.001 
  s(Post-dive SI)     1.00 15.55 < 0.001 
  s(Ascent rate)     1.00 30.89 < 0.001 
          
Total APC per dive Bottom duration Intercept 656.8 -0.37 (0.22) -1.70   0.090 
 with Descent rate Bottom duration  0.28 (0.08) 3.40   < 0.001 
  s(Descent rate)     2.55 26.8 < 0.001 
          
Total APC per dive Dive duration  Intercept 656.9 0.29 (0.08) 3.73   < 0.001 
 with Ascent rate s(Dive duration)     1.00 7.38 0.007 
  s(Post-dive SI)     1.00 14.81 < 0.001 
  s(Ascent rate)     1.00 43.98 < 0.001 
          
Total APC per dive Dive duration  Intercept 658.1 -0.83 (0.37) -2.27   0.023 
 with Descent rate Dive duration  0.27 (0.09) 3.12   0.002 
  s(Descent rate)     2.58 29.52 < 0 .001
          
Total APC per dive Bottom duration Intercept 665.3 0.19 (0.11) 1.71   0.09 
 with Descent rate s(Bottom duration)     1.00 17.0 < 0.001 
  s(Post-dive SI)     1.00 8.6 0.004 
  s(Descent rate)     2.56 18.7 < 0.001 
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Table. 3.6: Summary results of the Generalized Additive Mixed Effects Models (GAMM) continued. Est: estimated parameter coefficient. 
SE: estimated standard error of parametric coefficient. AICc: corrected AIC value. Predictor variables with edf ≤ 1.5 were compared with 
linear and smoothed terms (indicated by “s”), and the model with lowest AICc was selected. Models for each response variable are arranged 
in increasing order of AICc.. 
 
 
 
 
 
 
 
 
 
  
    Parameter Coefficients Approximate significance of smooth terms 
Response Variable Model Description Predictor Variables AICc Est. (s.e.) t    Edf F P-value 
*Total successful APC per dive Bottom duration Intercept 664.4 -3.0 (0.48) -6.42   < 0.001 
 with Ascent rate Bottom duration  0.16 (0.09) 1.83   0.069 
  Ascent rate  1.93 (0.28) 6.78   < 0.001 
          
Total successful APC per dive Bottom duration Intercept 672.4 0.21 (0.09) 2.29   0.02 
 with Ascent rate s(Bottom duration)     1.00 8.52 < 0.001 
  s(Ascent rate)     1.00 14.95 < 0.001 
  s(Post-dive SI)     1.00 28.78 < 0.001 
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Figure 3.3: Total expected attempted prey captures (APC) per dive in response to bottom duration (A) and ascent rate (m.s-1,B) and accuracy 
of the GAMM relative to animal-borne video (C). The most parsimonious model included bottom duration (A) and ascent rate (B) as 
predictors on the training subset of dives (Table 3.6). Distributions of bottom duration and ascent rate are indicated with a rug plots, and grey 
bands represent 95% confidence intervals around the predicted response. Accuracy was calculated as the percent of either total APC or only 
successful APC predicted correctly out of the total APC on the testing subset (Table 3.7). 
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Table 3.7: The percent of events correctly predicted by the GAMM relative to 
animal-borne video for total attempted prey captures (APC, black circles, Fig. 3.3C) 
and for only the successful APC (grey circles, Fig. 3.3C) in Australian fur seals.The 
GAMM included ascent rate and bottom duration as predictors. Successful APC 
included consumption of prey. Accuracy was calculated as the percent of either total 
APC or only successful APC predicted correctly out of the total APC on the testing 
subset (n= 243 dives, n= 347 total APC). Highest accuracy is indicated in bold. 
 
 
 
 
 
 
 
 
 
  
Total APC per dive Accuracy in predicting total APC per dive (%) 
predicted by TDR Total APC Total Successful APC only 
0 24.3% 34.7% 
1 54.1% 52.0% 
2 20.0% 9.3% 
3 20.1% 13.6% 
4 0% 0% 
5 0% 0% 
6 0% 0% 
7 0% 0% 
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Therefore, the low predictive power of dive duration in the current study was 
likely influenced by the moderate probability of success (68.4% of all training 
dives had at least 1 successful APC present) as noted in Thompson and Fedak 
(2001). Optimal foraging theory also suggests that bottom duration should 
change with depth. However, there was almost no variation in maximum depth 
and, not surprisingly, this was not useful in distinguishing between APC and 
non-APC dives.  
Descent rate alone was the best predictor of a dive that involved an 
APC (Fig. 3.1, Table 3.3) and also of successful dives where at least 1 prey 
was consumed. The results from the GLMMs suggested seals were modifying 
descent rate based on real-time evaluation of the success of the previous dives. 
This implies that seals were anticipating success on the next dive based on a 
coarse presence or absence evaluation of the previous dives and, thus, 
increasing descent rate to get back down to the profitable prey patch. This 
hypothesis is supported by recent spatial-temporal analysis of Australian fur 
seal diving behaviour in Bass Strait (Hoskins and Arnould, 2013). Using first 
passage time analysis that predicts areas of foraging intensity, Hoskins et al. 
(2015) reported faster ascent and descent rates with reduced post-dive surface 
intervals for dives with increased foraging intensity. The results concurred, 
with increased transit rates for models predicting both prey presence and 
successful dives, but post-dive surface interval duration was not an important 
predictor in the current study. Additionally, animals could have been 
modifying other dive characteristics such as angle of descent rather than 
descent rate as observed in penguins (Ropert-Coudert et al., 2006). 
Analysis of total APC per dive as an estimate of foraging intensity  
While descent rate was the primary predictor of prey presence in a dive, 
the most useful predictors of foraging success were different within a dive after 
the seals reached the foraging zone. GAMM results suggested that the seals in 
the current study were modifying bottom duration and ascent rate based on 
assessments of the current success of a given dive (i.e., real-time evaluation). 
Within a dive, the seals continued to alter behaviour to maximize success (total 
APC consumed) based on prey encounter rate or possibly a total prey per dive 
“cut-off”.  Optimal diving theory predicts that total prey encountered will 
increase linearly as time in the foraging zone increases (Hooker et al., 2002; 
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Kramer, 1988). Indeed, as predicted seals in this study made more total APCs 
on dives with longer bottom durations (Fig. 3.3A). Real-time evaluation and 
changes in dive behaviour in response to increased prey density has also been 
demonstrated in trained Steller sea lions (Goundie et al., 2015b) and in wild 
Antarctic fur seals in response to inferred foraging rate (Iwata et al., 2015).  
Dives with faster ascent rates had more predicted total APC per dive 
(Fig. 3.3B). Transit rates (descent and ascent) were also found to be the best 
predictor of APC in free-ranging Antarctic fur seals at multiple time-scales 
ranging from a single dive, over several hours, or over a complete night 
(Viviant et al., 2014). It should be noted, that the APCs of the Antarctic fur 
seals (Arctocephalus gazella) were estimated from a technique calibrated on 
trained Steller sea lions. For this study, it is not likely that larger prey brought 
to the surface by the seals substantially influenced the ability of ascent rate to 
reliably predict total APC per dive. While 37% of the dives within the training 
subset had at least 1 prey item consumed on ascent or at the surface, mean 
ascent rates for these dives were similar (1.60 ± 0.24) to dives when all prey 
was consumed during the bottom phase (1.50 ± 0.22, LRT = 2.80, P = 0.09).  
Although rare, all cephalopods were consumed at the surface, and their 
consumption immediately ended a dive in all observed instances. The current 
study lacked the prey diversity to fully assess the potential influence of prey 
type on ascent rate and total APC per dive. Future research could explore this 
by analyzing a wider range of prey types across multiple seasons. 
The majority (94%) of APC in the training subset were successful; therefore, 
the analysis of successful APC followed similar trends to that of total APC (n = 
389 total APC). As bottom duration increased, the total successful APC also 
increased. This is in contrast to other studies which have predicted that dives 
with successful APC would be shorter in duration based on increased energetic 
requirements to capture, handle, and potentially digest prey (Williams et al., 
2004). These predictions partially assume that animals digest while foraging 
but the extent that digestion occurs while otariids are diving remains unclear 
(Rosen et al., 2015; Sparling et al., 2007). 
Field applications 
This study compared the predicted dive type or total APC from the 
models to the actual values on video to assess the model accuracy on the 
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testing subset of dives (Figs. 3.1B, 3.2C, 3.3C, Tables 3.4, 3.5, 3.7). The goal 
was to validate a classification method that could be easily applied to future 
and historical TDR datasets to assess the accuracy of using TDR data to 
reliably predict foraging success in Australian fur seals. Overall the “best” 
models were achieved using descent rate for predicting APC dives or bottom 
duration and ascent rate to predict total and successful APC. Descent rate can 
reliably predict APC dives reasonably well depending on the probability 
threshold selected with a maximum accuracy of 77.5% at 0.50 probability 
threshold (Fig. 3.1B,Table 3.4). 
To illustrate how this technique can be applied to novel data and what 
new information might be obtained from larger datasets with only TDR data, 
the GLMMs and GAMMs were applied to a larger database of dives collected 
on the same animals. Given that 68% of the total test subset dives were 
successful, and that both GLMMs had the same maximum accuracy at 0.50 
probabilities, the model with APC dive type was used to predict onto the larger 
TDR dataset. The GLMM used descent rate as a predictor variable (as 
determined from dives with video and TDR) to estimate how many of the total 
dives were APC dives within the total dives with TDR data (i.e., not limited by 
video, n = 3,352 dives with TDR). This larger database also included the 
previous 483 dives from the training and testing subset. The proportion of total 
dives that were predicted as an APC dive using descent rate varied among 
animals and was influenced by the total dives per animal (24.8-100% mean = 
77.5  ± 23.3%, Table 3.8). Across all animals combined, 79.6% of the 3,352 
total dives were predicted as APC dives.  
The maximum accuracy in predicting the total number of APC per dive 
from the GAMM (54.1%) or total successful APC per dive (52.0%, Fig. 
3.3C,Table 3.7) was less than the maximum accuracy for predicting APC dives 
from the GLMM (77.5%, Fig. 3.3.1B). It is reasonable that the more detailed 
the response variable being predicted, the greater the error in that prediction 
because there are more potential or more complicated outcomes. Therefore it is 
logical that the error in predicting APC dives (less detail with only 2 
categories) is greater than the error in predicting more detailed total APC per 
dive (up to 7 categories).  
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Given that 68.4% of the total APC were successful within the training 
dives, and that the total APC model had 2.1% greater accuracy compared to 
only the successful APC, the total APC model was used to predict the larger 
TDR dataset instead of the successful APC model. The GAMM that included 
bottom duration and ascent rate predicted a total of 4,919 APC in 3,352 dives 
across all animals (Table 3.8). We adjusted the sum of the predicted total APC 
by the total dives with TDR per animal to yield a “mean predicted APC per 
dive” per animal.  The mean predicted APC per dive ranged from 1.0 to 2.2 
and corresponded to the mean APC per dive directly observed on video (2.3, 
Table 3.2).  Caution should be used when interpreting the predictions on all the 
larger TDR datasets because the model carries a wide range of accuracy 
estimates depending on the total number of APC per dive (Fig. 3.3C, Table 
3.7). 
Conclusion 
The present study used concurrent video and TDR data to identify 
characteristics in the TDR data that could reliably predict the presence or 
absence of APC, successful dives, total APC, and total successful APC with 
quantified accuracy estimates. However, similar dive shapes did not indicate 
similar dive function or behaviours as all of the non-APC dives with prey 
absent were U-shaped. Results demonstrated that most useful predictor 
variables differed depending on the data resolution of the response variable 
(APC dive type verses total APC per dive), as also indicated in previous 
research (Austin et al., 2006b; Viviant et al., 2014). Despite the lack of 
variation in dive shape and maximum dive depth, TDRs were able to 
distinguish between APC and non-APC dives using descent rate with a 
reasonable accuracy of up to 77.5%.  Dive characteristics were also able to 
identify dives that had at least 1 successful APC with accuracy up to 77.1%. 
Seals had greater foraging intensity and captured more total prey on dives with 
longer bottom duration and faster ascent rates. However, the accuracy in 
predicting the total APC per dive (0-52%) was variable depending on the 
number of APC per dive (0-7). Future research including greater prey diversity 
is also needed to clarify if prey type influences the ability of TDRs to reliably 
predict foraging. Results from this study linking verified foraging dives to 
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common dive characteristics potentially opens the door to decades of historical 
TDR datasets across several otariid species. 

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Table 3.8:Application of the predictive GLMM and GAMM on all dives with time-depth recorder (TDR) data present. This includes 483 dives in the training 
and testing subset with video data and also 2,869 dives without video data available. The dives with attempted prey captures (APC) present were predicted 
from the GLMM including descent rate as a significant predictor (Table 3.3, Fig. 3.1). The total APC per dive summed for each animal were predicted from 
the GAMM with bottom phase duration and ascent rate as significant predictors (both non-smoothed terms, Table 3.8, Fig. 3). Predictions on the total TDR 
dataset include accuracy estimates calculated on the testing subset of dives with video (Fig. 3.1B, 3C). 



   APC Dive   Total APC per dive  
Animal 
Total  
Dives with TDR 
 Predicted Dives  
with APC 
Dives Predicted as APC 
Dive (%)  
 Sum of Predicted total 
APC  
Mean Predicted APC 
per Dive 
W1825 233  178 76.4%  308.1 1.3 
W1819 106  49 46.2%  120.5 1.1 
W1817 282  70 24.8%  282.8 1.0 
W1881 222  196 88.3%  316.7 1.4 
W1851 230  208 90.4%  253.3 1.1 
W1843 323  321 99.4%  444.4 1.4 
W1855 390  307 78.7%  400.2 1.0 
W1859 324  324 100%  435.5 1.3 
W1873 513  355 69.2%  1,100.6 2.1 
W1879 469  436 93.0%  813.7 1.7 
W1861 260  224 86.2%  443.2 1.7 
        
Total 3,352  2,668   4,919.0  
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Chapter 4:  Validating the relationship between 3-dimensional 
body acceleration and oxygen consumption in trained Steller 
sea lions with increased oxygen depletion 












A version of this chapter has been published as: Volpov, B. L., Rosen, D. A., Trites, 
A. W. and Arnould, J. P. (2015). Validating the relationship between 3-dimensional 
body acceleration and oxygen consumption in trained Steller sea lions. Journal of 
Comparative Physiology B 185, 695-708. 

Trained Steller sea lion outfitted with dataloggers on a harness diving at the 
University of British Columbia’s Open water Research Station. Photo by 
B.Russel 
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Abstract 
I tested the ability of overall dynamic body acceleration (ODBA) to predict the 
rate of oxygen consumption ( ) in freely diving Steller sea lions 
(Eumetopias jubatus) while resting at the surface and diving. The trained sea 
lions executed three dive types―single dives, bouts of multiple long dives with 
4-6 dives per bout, or bouts of multiple short dives with 10-12 dives per bout—
to depths of 40 m, resulting in a range of activity and oxygen consumption 
levels. Average metabolic rate (AMR) over the dive cycle or dive bout 
calculated was calculated from . I found that ODBA could statistically 
predict AMR when data from all dive types were combined, but that dive type 
was a significant model factor. However, there were no significant linear 
relationships between AMR and ODBA when data for each dive type was 
analysed separately. The potential relationships between AMR and ODBA 
were not improved by including dive duration, food consumed, proportion of 
dive cycle spent submerged or number of dives per bout. It is not clear whether 
the lack of predictive power within dive type was due to low statistical power, 
or whether it reflected a true absence of a relationship between ODBA and 
AMR. The average percent error for predicting AMR from ODBA was 7-11%, 
and standard error of the estimated AMR was 5-32%. Overall, the extensive 
range of dive behaviours and physiological conditions I tested indicated that 
ODBA was not suitable for estimating AMR in the field due to considerable 
error and the inconclusive effects of dive type. 
 
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Abbreviations 






  
Term Definition 
Mb Body mass (kg) 
ODBA Overall dynamic body acceleration averaged over dive cycle or dive bout (g, 1 g = 9.81 m s2). 
 Total oxygen consumption 
Whole animal rate of oxygen consumption rate (ml O2 min-1) 
 Mass-corrected rate of oxygen consumption rate (ml O2 min
-1 kg -0.75) 
MRs Surface metabolic rate ~ 2 min prior to diving (ml O2 min-1kg -0.75) 
AMR Average metabolic rate over dive cycle or dive bout calculated from  (ml 
O2 min-1 kg -0.75) 
DLW Doubly labelled water 
cADL Calculated aerobic dive limit 
Dive cycle Single dive+1 surface interval until  within 5% of pre-dive MRs 
Dive bout Series of dives +surface intervals until final  within 5% of pre-dive MRs.  
Surface intervals within a dive bout do not return to within 5% of MRs. 
Bout of short dives 10 or 12 dives per dive bout; goal of 1-2 min per dive 
Bout of long dives 4-6 dives per dive bout; goal of 4-6 min per dive 
Single dives 1 dive cycle with a dive duration goal of 4-6 minutes 
VO2
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Introduction 
Accurate measures of energy expenditure for marine mammals are vital 
for developing population and ecosystem-level bioenergetic models 
(e.g.Winship et al., 2002). The costs associated with foraging and diving 
behaviour represent major components of marine mammal energy budgets 
(reviewed in Boyd et al., 2010). In addition, accurate estimates of the costs of 
diving (Castellini, 1992; Costa and Gales, 2000; Costa and Gales, 2003; 
Sparling and Fedak, 2004; Trillmich and Kooyman, 2001; Williams et al., 
2004) permit energetic assessments of foraging strategies or patterns (e.g. 
Shepard et al., 2009; Staniland et al., 2007). 
While accurate means have been developed for characterizing dive 
behavior in free-ranging pinnipeds (Boyd et al., 2010), methods to quantify the 
associated energetic expenditure are limited. Traditionally, field metabolic 
rates have been measured using the doubly labelled water (DLW) turnover 
technique, but this only yields a mean metabolic estimate over a limited time 
interval (Speakman, 1997). Heart rate has also been used to estimate activity-
specific energy expenditure in several marine mammals (McPhee et al., 2003; 
Williams et al., 1991; Young et al., 2010; Young et al., 2011), but the technical 
constraints for applying this technique are considerable. 
Body acceleration metrics (measures of physical activity) such as 3-
dimensional movement (overall dynamic body acceleration, ODBA; Wilson et 
al., 2006) or partial dynamic body acceleration (e.g., PDBA; Dalton et al., 
2014) have emerged as potential tools for studying the foraging behavior and 
energetics of marine mammals (see Boyd et al., 2010; Halsey et al., 2011b). 
Data are obtained from biologging tags that measure accelerometry via 
instantaneous changes in speed in 3 axes: sway (side to side movement), surge 
(forward and backward movement), and heave (vertical up and down 
movement). In theory, there should be a positive relationship between this 
measure of fine-scale body movement and energy expenditure that is activity-
specific (Gleiss et al., 2011).  
Several studies have used body-mounted accelerometers to calculate 
ODBA and estimate field metabolic rate in a range of vertebrates (Green et al., 
2009; Halsey et al., 2008; Halsey et al., 2011c; Payne et al., 2011; Wilson et 
al., 2006). However, there is growing evidence that the (potential) relationship 
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between ODBA and energy expenditure could be influenced by several factors 
including body mass, the environment (water vs. air vs. land), drag, buoyancy, 
locomotion type, and behavior (Gleiss et al., 2011; Halsey et al., 2011b; Halsey 
et al., 2011c; King et al., 2004). It is also unclear if the predictive power of 
ODBA (a physical measurement) is diminished by concurrent physiological 
processes that can affect metabolism but are not associated with body 
movement, such as digestion, thermoregulation, or diurnal changes in resting 
metabolism (e.g. Dalton et al., 2014; Rosen and Trites, 1997, 2003).  
The potential effect of physical and physiological processes on using 
body acceleration as a proxy for energy expenditure requires calibration studies 
to determine the strength and specific nature of the relationship between body 
movement and rates of oxygen consumption ( ; a recognized measure of 
energy expenditure) under specific conditions. The relationship between 
ODBA and  has been reported to be linear in submerged swimming sea 
turtles, Chelonia mydas or Caretta caretta (Enstipp et al., 2011; Halsey et al., 
2011a) and diving Steller sea lions, Eumetopias jubatus (Fahlman et al., 2013; 
Fahlman et al., 2008b). In contrast, other studies of cormorants, Phalacrocorax 
auritus, and northern fur seals, Callorhinus ursinus have failed to find linear 
relationships between acceleration and  (Dalton et al., 2014; Halsey et al., 
2011c), and questions have been raised regarding the strength of some of the 
previously reported relationships (Halsey et al., 2011a; Halsey et al., 2011b; 
Halsey et al., 2011c). 
There are particular concerns that ODBA may not be able to predict 
 in air-breathing divers given the temporal disconnect between activity and 
gas exchange, and the inherent physiological changes associated with diving 
(Halsey et al., 2011a; Halsey et al., 2011c). Many of the previous calibration 
studies of air-breathing diving vertebrates have been limited by tank depth or 
dive duration, or have not included realistic foraging bouts (Fahlman et al., 
2008b; Halsey et al., 2011a; Halsey et al., 2011c). To be appropriately applied 
to field studies, calibrations of the relationship between ODBA and  should 
encompass behaviors that are similar to wild animals of that species, which 
include foraging with comparable depths, dive patterns, and dive durations for 
VO2
VO2
VO2
VO2
VO2
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marine mammals. In the wild, 92-98% of the dives by adult female Steller sea 
lions are < 4.0 minutes, and most dives are to depths of 21-53 m (Gerlinsky et 
al., 2013; Merrick and Loughlin, 1997). While past calibration studies with 
captive Steller sea lions have used animals trained to dive in the open ocean 
(Fahlman et al., 2013; Fahlman et al., 2008b), these studies did not incorporate 
realistic dive bouts or durations, likely incorporated minimal movement at 
depth, all of which potentially limited the range of physiological responses.   
Testing under a range of realistic behaviors is particularly important 
given the hypothesis that physiological changes that occur in diving mammals 
can affect the relationship between and ODBA. For example, while single 
dives and bouts of multiple dives may appear superficially similar to each other 
in terms of behavior, bouts of long dives are known to incur cumulative 
physiological effects—most notably progressive oxygen depletion (Fahlman et 
al., 2008a; Gerlinsky et al., 2013; Kooyman et al., 1973; Ponganis et al., 1993). 
The oxygen consumed while diving is partially replenished during surface 
intervals within a dive bout, but is often not fully replaced until the animal 
completes an extended surface time typically seen at the end of a dive bout 
(Enstipp et al., 2011; Fahlman et al., 2008a; Kooyman et al., 1973; Ponganis et 
al., 1993). Similarly, complete off-loading of metabolic byproducts such as 
CO2 and lactate may only occur during this extended post-dive surface interval. 
Consequently, the dive bout represents a distinct physiological unit that should 
not be separated into individual dives (Fedak et al., 1988; Kooyman and 
Ponganis, 1998). ODBA is a physical measure that may not be able to account 
for such physiological changes that occur during prolonged diving in bouts.   
I investigated the ability of ODBA to predict rates of oxygen 
consumption across a range of behavioral and physiological conditions. I 
investigated the relationship across a broad range of natural foraging behaviors 
by having trained Steller sea lions swim between 2 feeding stations at depth for 
longer dive durations and more dives per bout than previous studies that have 
been undertaken on this species (Fahlman et al., 2013; Fahlman et al., 2008b). 
The specific objectives were to determine the relationship between ODBA and 
rates of oxygen consumption in diving sea lions, and to investigate whether this 
relationship differed between single dives and dive bouts. I also examined the 
VO2

	


	
 
effects of dive duration—and the resulting level of oxygen depletion—on the 
relationship between ODBA and oxygen consumption.  
Materials and methods 
Data were collected between October and May in 2011-2013 on 4 
trained female Steller sea lions housed at the University of British Columbia’s 
Open Water Research Station (Port Moody, BC, Canada, Table 4.1). The 
animals were previously trained to dive freely in the open ocean and were 
familiar with all experimental procedures (Hastie et al., 2006). All animal work 
was conducted voluntarily under trainer control, and authorized under UBC 
Animal Care Permit #A11-0397.  
 
Table 4.1: Summary of data collected and trials per animal. Age and body mass at 
start of trials, mass deviation over the course of the trials (± s.d.), and number of 
repetitions of each trial type per Steller sea lion (n = 122 trials). Trial types included 
resting at the surface prior to diving, single dives, bouts of short dives (10-12 dives 
per bout) and bouts of long dives (4-6 dives per bout). 

 
Body movement was measured by a 3-dimensional accelerometer that sampled 
surge, heave, and sway at 20 Hz (± 6 g, 1 g = 9.81 m s2, 7 x 3 x 2 cm, 12-bit 
resolution, USB-Accelerometer 3-axis Self Recording Accelerometer X6-
2mini, Gulf Coast Data Concepts, Waveland, MS, USA).  I also measured dive 
behavior (dive and surface durations and depth) and water temperature via a 
time-depth recorder (2.5 x 3.3 x 4.4 cm, TDR, SU-05272, ReefNet Inc., 
Mississauga, ON, Canada, sampling frequency 1 Hz,). Both instruments were 
mounted between the shoulders, on a tight-fitting, custom-made harness worn 
by the sea lions.  
 
Animal Age Mass  Trial Type 
ID (yr) (kg) (± s.d.)  Surface Single dive Bout of short dives Bout of long dives 
F97SI 14 168.0 (13.9)  16 6 4 8 
F97HA 14 164.0 (4.2)  12 7 4 5 
F00BO 11 143.0 (6.0)  14 7 5 9 
F97YA 11 201.5 (22.5)  10 6 2 7 
Total     52 26 15 29 
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Open-circuit gas respirometry was used to measure rates of oxygen 
consumption and carbon dioxide production in a 100 L respirometry dome 
floating at the water surface (for details see Hastie et al., 2006; Young et al., 
2011). Air was drawn through the respirometry dome at a constant rate of 475 
L min-1. A dried subsample of the excurrent airstream was analysed for oxygen 
and carbon dioxide concentrations (Sable FC-1B and CA-1B analyzers, Sable 
Systems, Las Vegas, NV, USA) and average concentrations were recorded 
every 0.5 sec on a laptop computer. Oxygen consumption rates were calculated 
from changes in O2 and CO2 concentrations from ambient baselines (Eq. 3b in 
Withers, 1977) using Warthog Systems Lab Analyst (M. Chappell, U.C. 
Riverside, CA, USA).  Unfortunately, there is not a consensus on whether 
metabolic rate scales intra-specifically with body mass, and no consensus about 
which specific exponent to employ (Packard and Boardman, 1999; Savage et 
al., 2007; Schmidt-Nielsen, 1975; West and Brown, 2005; White and Seymour, 
2005). Given the range of body masses among and within animals (Table 4.1), 
coupled with the long duration of the study (3 years), I chose to calculate a 
mass-corrected rate of oxygen consumption using a 0.75 exponent ( ).  
Dive trial protocol   
The sea lions and metabolic measurement equipment were transported 
to the dive site in separate boats. The sea lions were previously trained to dive 
between the respirometry dome floating at the surface and 2 feeding tubes 
placed at 40 m depth, ~ 9 m apart. Gas concentrations in the dome were 
continuously monitored throughout the trials, whether or not the sea lion was at 
the surface. Mean water temperature measured on the TDR was 7.7 ± 1.3 s.d. 
and ranged from 2.4 to 20.5 °C during dive trials (70% of the trial days had 
water temperatures > 6 °C). Pre-dive rates of  were measured for 8-15 
minutes as the animal rested calmly at the surface.   
Metabolic rate at the surface (MRs) was calculated as the average  
during the last 2.0-2.5 minutes before the animal was instructed to commence 
diving. If the animals were not calm, I extended the pre-dive sampling time for 
MRs until steady were achieved. A cage hanging below the respiratory 
dome (~1.5 x 1.5 x 2.6 m) with a trapdoor at the bottom ensured that the sea 
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lion did not surface outside the dome prematurely during measurements of 
MRs, but the trapdoor was not closed during dive bouts. After a single dive 
cycle or dive bout (see below), post-dive oxygen consumption rate was 
measured until returned to within 5% of pre-dive levels (MRs).  
Animals were fasted overnight before each trial. The feeding tubes 
delivered 20 g pieces of Pacific herring (Culpea pallasii) at depth, at a rate 
sufficient to ensure required dive times. The sea lions were also given pieces of 
herring inside the respirometry dome through a sealed PVC pipe delivery 
system to reinforce their behavior. The length of the Y-joint feeding tube 
(approximately 3 feet with 2 inch diameter) coupled with the negative pressure 
created by the high flow rate of 475 L min-1 most likely prevented expired gas 
from escaping. This was verified during calibrations prior to data collection. 
Animals were fed < 0.5 kg herring during transport to the dive site, which took 
15-20 min. In total, the sea lions consumed 6.1-14.5 kg of herring from loading 
onto the boat until the end of the dive trial (45-60 min total trial duration, mean 
= 10.6 ± 3.2 kg s.d.), which represents approximately twice their average daily 
food intake.  
Rates of oxygen consumption and ODBA (detailed below) were 
measured concurrently during 3 trial types: single dives, bouts of long duration 
dives, or bouts of short duration dives (“long” or “short” refers to durations of 
individual dives within a bout). Each sea lion completed multiple trials of each 
trial type on separate days (Table 4.1). For bouts of long dives, animals 
executed 4-6 dives in a series with a goal of 4-6 min duration per dive. For 
bouts of short dives animals executed 10 or 12 dives in a bout with a goal of 1-
2 min duration per dive. Single dives had a dive duration goal of 4-6 min 
(similar to each dive within the long duration dive bouts). Unlike with dive 
bouts trials, 1-4 trials of single dives were completed in the same session. 
However, complete recovery of  to MRs plus an additional 5 minute 
buffer was ensured between individual trials. 
The trial types were designed so that the bouts of short durations and 
bouts of long durations had similar cumulative dive durations (15-25 min 
cumulative dive durations per bout) with differing number of ascents and 
descents. The bout of long duration dives was designed to incur greater levels 
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of oxygen depletion by encouraging animals to dive past their calculated 
aerobic dive limit (cADL) of 3.0 min (Gerlinsky et al., 2013). Specific dive 
durations were controlled by varying the feeding rate at depth and by using a 
light cue at depth to signal a return to the surface.  
Surface intervals between dives within a bout was controlled by the 
trainer and determined by visual examination of the raw O2 and CO2 data as it 
was collected. The goal was to have the animals remain at the surface within a 
dive bout for only as long as they needed to replenish sufficient O2 to reliably 
dive again (without surfacing outside the dome), but not long enough to return 
fully to pre-dive  (MRs, i.e. animals had not fully recovered  to pre-
dive levels). In practice, I instructed the sea lion to dive a few minutes before 
the raw O2 and CO2 approached MRs. It took at least a minute for trainers to 
feed the sea lion a final piece of fish in the dome and for the sea lion to exit the 
dome. After each trial, I examined the raw O2 and CO2 data to confirm that 
 during the surface intervals within a dive bout did not return to within 
5% of MRs.  
The dive trials were designed to keep the dives per bout, dive durations, 
and cumulative dive time per bout as consistent as logistically possible. 
However, variation in animal behavior resulted in controlled changes in the 
number of dives per bout, in order to maintain consistent cumulative dive 
duration. As a result, bouts of short dives all comprised 12 dives except for 1 
trial of 10 dives. The bouts of long dives all consisted of 4 dives, except for 5 
instances of 5 dives in a bout and 1 trial with 6 dives. Preliminary data analysis 
showed that removing the 10-dive trial from the dataset of bouts of short dives 
or removing the trials with more than 4 dives from the bouts of long dives 
dataset did not change the results. Therefore, all of the trials were included to 
increase variability and sample size. The majority of dives were to the trial 
depth of 40 m (80%). However, maximum dive depth was up to 53 m due to 
the sea lions occasionally briefly diving below the feeding tubes at the start of 
dives. 
Variable calculation 
For the purposes of calculating AMR and ODBA, a dive cycle for a 
single dive trial was defined to commence with the start of the dive and 
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continued through the post-dive surface interval until  returned to within 
5% of pre-dive MRs. A dive bout consisted of a series of dives, the brief post-
dive surface intervals between dives, and the longer post-diving surface 
interval until the returned to within 5% of pre-dive MRs. . was 
calculated across the entire dive bout and divided by total dive bout duration to 
yield average metabolic rate (AMR). Previous research has shown that the 
relationship between heart rate and is linear over a complete single dive 
cyle or dive bout (i.e., AMR), but not over the dive portion only (i.e., DMR as 
per Young et al., 2011). Therefore I chose to use AMR calculated over the 
single dive cycle or dive bout in the analyses.  
To calculate ODBA, I first smoothed each axis of acceleration with a 3 
second running mean to calculate the static acceleration (Shepard et al., 2008; 
Wilson et al., 2006). The static acceleration (smoothed data) was subtracted 
from the unsmoothed acceleration, resulting in dynamic acceleration. The 
absolute value of dynamic acceleration was then summed across surge, sway, 
and heave axes to yield instantaneous ODBA at 20 Hz over the entire dive trial. 
Exact dive start time and dive end time were extracted from the TDR, and 
instantaneous ODBA was averaged over each single dive cycle or dive bout 
and matched to the corresponding AMR measurement.  
Statistical analysis 
Data was analysed within a repeated measures framework using linear 
mixed-effects models  (LME) in R 2.3.0 (Gałecki and Burzykowski, 2013; 
Pinheiro and Bates, 2000; Zuur et al., 2009). LME models utilize individual 
animal variation relative to the mean of the population while correcting for 
repeated measurements within and among animals. Animal was treated as a 
random effect that controlled for repeated measures and allowed inferences 
from the sample population to the wild population. LME comparisons of linear 
models require that any models being compared are significantly linear (i.e., 
intercept and slope significantly different from zero). First, the significance of 
the slope and intercept was determined using a conditional ANOVA F-Test for 
both the null model (i.e., ODBA vs. AMR with no fixed factors) and models 
that included a fixed effect (e.g., ODBA vs. AMR with trial type as a potential 
fixed factor). The intercepts were significantly different from zero for all of the 
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models tested; therefore I only report results from the ANOVA tests in 
reference to the significance of the slope. Likelihood ratio tests  (LRT) with the 
fixed effect model hierarchically nested within the null model without fixed 
effects were used in a stepwise approach to compare models and determine if 
inclusion of combinations of potential fixed factors were significantly better 
than models with fewer fixed effects (including the null model).  
Within LME analysis on linear models, additive fixed factors can only 
change the intercepts, but multiplicative factors (which indicate an interaction 
between the factor and ODBA) change both intercept and slope. The simpler 
additive model (+ dive type) is accepted unless the multiplied factor ( dive 
type) is significantly better as determined using a LRT test.  None of the 
models had significant interactions between the fixed factor and ODBA; 
therefore only the intercepts are different on the same model. Tukey post hoc 
tests with Bonferroni adjusted p-values were used to compare the means 
between multiple levels within significant fixed factors (mvtnorm and 
multcomp; R libraries).  
  Fixed effects that were tested as potential significant model factors to 
explain variation in the relationship between ODBA and AMR included dive 
type (single dive, bout of short dives, bout of long dives), cumulative food fed, 
and maximum dive depth (< or > 50 m). For both bouts of short dives and 
bouts of long dives, I also tested the number of dives in a bout as a fixed factor. 
I also tested cumulative dive duration (< 10 min, 11-20 min, 21-30 min) and 
single dive cycle duration or dive bout duration (< 10 min, 11-20 min, 21-30 
min, 31-40 min, > 40 min). However, cumulative dive duration depended upon 
trial type since all single dives had shorter dive durations than cumulative bout 
dive durations. Therefore, I converted cumulative dive duration into percent of 
dive cycle spent submerged (total dive duration/total dive cycle duration 
100). For dive bouts, this was calculated as the cumulative dive duration 
divided by the cumulative dive bout duration until within 5% of MRs. I tested 
the percent of the dive cycle spent submerged (< 50% or > 50%) as a fixed 
factor for the relationship between ODBA and AMR.  
I also tested the potential effect of anaerobic metabolism on the 
relationship between ODBA and AMR. The only way to directly determine if a 
dive uses anaerobic or aerobic metabolism is to measure post-dive plasma 
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lactate levels, which is extremely difficult to do on freely diving animals 
(Ponganis et al., 1993; Shaffer et al., 1997). Therefore, I inferred whether the 
dives were anaerobic or aerobic based on comparisons between observed dive 
durations and the 3.0 min cADL of Steller sea lions (Gerlinsky et al., 2013). 
Specifically, I separated all dives into categories of "≤ 3.0 min cADL" or " > 
3.0 min cADL" to create a fixed factor termed "cADL type". The minimum 
dive time for a single dive was 3.5 min; therefore all single dives were 
categorized as “> cADL”.  While the individual dive durations within a dive 
bout varied, I used average dive duration within each dive bout ("mean dive 
duration") to provide a single reference value versus cADL for dive bouts. 
Mean dive duration was only used for this comparison to cADL type; all other 
calculations and analysis were done on the actual observed individual dive 
durations within each bout.  
I also investigated the relationship between cumulative dive duration, 
AMR, ODBA, and cumulative recovery duration to examine the effect of 
submergence duration on recovery duration (i.e. post-dive surface interval 
duration). Cumulative recovery duration included the final post-dive surface 
interval (i.e., final SI in Table 4.2) and any surface intervals within a dive bout 
(i.e., individual SI, Table 4.2). The potential relatedness between dive duration 
and dive type excluded testing dive type as a fixed factor when dive duration 
was the dependent variable. When the dependent variable was categorical (i.e., 
comparing mean ODBA among dive types without testing a linear 
relationship), LME model comparison was analogous to performing repeated 
measures ANOVA with the important addition of accounting for random 
effects. 
The main goal of the analyses was to derive statistically significant 
predictive equations of AMR from ODBA for different dive behaviors. 
However, it was also important to understand the associated error with those 
predictions. The error of predictive equations is not constant, with a minimum 
value at the mean ODBA and increasing towards both tails. The error of LME 
models is infrequently reported and varies widely in the manner of its 
calculation. For this study, I calculated the average percent error based on the 
model residuals (as described in Young et al., 2011) for comparisons with 
other studies. I calculated the average percent error by dividing the mean 
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absolute fixed residual by the median predicted AMR value. I then multiplied 
this by 100 to calculate a percent error. This calculation of error takes into 
account the inclusion of individual sea lion as a random factor, as well as the 
repeated measures framework of the models. Standard error of the estimated 
AMR (s.e.e.calibration) was calculated using the minimum, mean, and maximum 
ODBA for each model (Eq. 10 in Green et al., 2001; Lyons et al., 2013; Eq. A2 
in Young et al., 2011; Zar, 2010). The s.e.e. incorporates residual error as well 
as additional error terms for the error associated with random effects and fixed 
factors. Relative s.e.e  (s.e.e.calibration %) was also calculated as a percentage of 
the estimated AMR for the minimum, mean, or maximum ODBA value. 
I conducted post-hoc power analysis in R using the Prwr function 
within the nlmeU package (Gałecki and Burzykowski, 2013). Ideally, power 
analysis should be conducted a priori. Realistically, logistics and available 
animals, especially with marine mammals, often limit sample size and time 
available to collect data. Caution should be used in interpreting observed post-
hoc power values because post-hoc observed power is a re-expression of a p-
value and therefore does not add new information to the statistical analysis 
(Gałecki and Burzykowski, 2013; Hoenig and Heisey, 2001; Thomas, 1997). 
However, post hoc power analysis can still provide insight into interpretation 
and more importantly refining experimental designs for future studies.  
Results 
Differences in dive characteristics 
The main purpose of the analysis was to determine the ability of ODBA 
to predict AMR, while taking into account the potential effect of differences in 
dive behavior. The characteristics of the different dive types resulted in a range 
of dive durations (per dive and cumulative over a bout), inter-dive surface 
intervals, and post-dive recovery periods (summarized in Table 4.2). As 
previously noted (and illustrated in Fig. 4.1a), cumulative dive duration was 
confounded with dive type. Mean cumulative dive duration was 18.7 ± 1.7 min 
for bouts of short dives and 19.5 ± 3.4 min for bouts of long dives. 
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Table 4.2: Dive characteristics summary. Summary of dive characteristics for single dives, bouts of short dives, and bouts of long dives in 
trained Steller sea lions, including number of dives per trial type.  Mean values are presented  (± s.d) for individual dive durations, 
cumulative dive durations (submergence time only) for dive bouts, and duration of complete dive bouts (cumulative dive duration plus 
multiple surface intervals and final SI), or single dive cycles (1 dive followed by final surface interval). Average individual surface intervals 
between dives in dive bouts (Individual SI), the final post-dive recovery periods (Final SI), and cumulative SI for dive bouts (sum of 
individual and final SI) are also detailed.  
 
 
 
 
 
  Dive Duration (min), Mean (± s.d)  Surface Interval Duration (SI,min) , Mean (± s.d) 
Dive Type 
No. 
dives 
Individual 
dive 
Cumulative 
dive 
Dive Bout  (dives+SIs) 
or Single dive cycles 
 Individual 
SI 
Final  
SI 
Cumulative  
SI 
Single dive 1 4.3 ± 0.8 NA 10.2 ± 1.4  NA 6.0 ± 1.0 NA 
Bout of short dives 10, 12 1.6 ± 0.3 18.7 ± 1.7 30.3 ± 2.4  0.6 ± 0.10 4.7 ± 1.0 11.7 ± 1.2 
Bout of long dives 4-6 4.6 ± 1.1 19.5 ± 3.4 33.3 ± 5.9  2.6 ± 0.8 5.5 ± 0.9 13.9 ± 2.9 
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Durations for single dives (mean = 4.3 ± 0.8 min) were always shorter than for 
dive bouts (Table 4.2). Hence, when I tested the effect of cumulative dive 
duration on the predictive ODBA relationship, I did not also include dive type 
as a factor (Fig. 4.1c). 
Cumulative recovery duration (i.e., cumulative surface interval 
duration) differed among dive types in a similar fashion. Cumulative recovery 
was shorter for single dives (6.0 ± 1.0 min) than for bouts of either short dives 
(11.7 ± 1.2 min) or long dives (13.9 ± 2.9 min, LRT = 112.86, P < 0. 0001, 
Table 4.2). Mean percent of cycle spent submerged also differed among dive 
types (LRT = 135.39, P < 0.0001). The mean percent of dive cycle spent 
submerged was similar for bouts of short dives  (61.6  ± 2.7%) and bouts of 
long dives (58.4  ± 3.6%, Tukey, P = 1.0), but was significantly shorter for 
single dives (41.7 ± 4.6%, Tukey, P = 0.001).  
Relationship between ODBA and rates of oxygen consumption 
Pre-dive metabolic rate at the surface (MRs) ranged from 28.1 to 50.3 
ml O2 min-1 kg -0.75 and the corresponding surface ODBA ranged from 0.08 to 
0.36 g (mean = 0.16 ± 0.06 g). The relationship between ODBA and MRs was 
not linear (ANOVA, P = 0.09, Fig. 4.2a), apparently due to changes in ODBA 
that were not reflected by similar changes in MRs. Mean AMR of all dives 
types combined (47.6 ± 7.4 ml O2 min-1 kg -0.75, 70 data points,) was 23% 
greater than mean MRs (36.7 ± 4.1 ml O2 min-1 kg -0.75, 52 data points, LRT = 
68.35, P< 0.0001). Mean ODBA for all dives combined was 0.316 ± 0.05 g, 
double the mean ODBA when at the surface. Therefore, I analysed the 
relationship between ODBA and AMR while diving separately from when the 
animals were resting at the surface prior to diving.  
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Figure 4.1:Relationships between cumulative dive duration and AMR, ODBA, and 
surface interval duration. Changes in a) Average metabolic rate (AMR i.e., rate of 
oxygen consumption over the complete dive bout), b) overall dynamic body 
acceleration (ODBA), and c) cumulative surface interval duration in relation to 
cumulative dive duration in Steller sea lions. The sea lions executed single dives, 
bouts of long duration dives (4-6 dives per bout), or bouts of short duration dives (10 
or 12 dives per bout). ODBA and AMR were averaged over the complete single dive 
cycle or dive bout. 
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Figure 4.2: Relationship between ODBA and AMR in diving Steller sea lions. The 
relationship between overall dynamic body acceleration (ODBA) and average 
metabolic rate while Steller sea lions were a) measured as MRs while resting on the 
surface or b, c) as AMR while diving to 40 m. The relationship between ODBA and 
metabolic rate was not linear when the sea lions were resting on the surface (a), but was significant when they were diving (b, c). The relationship between ODBA and 
AMR was linear when data from all dives were combined (b solid line) but the inclusion of dive type as a significant model factor indicated that the relationship 
varied among bouts of short dives, bouts of long dives, and single dives (c dashed 
lines). 
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I first calculated the model for predicting AMR from ODBA alone 
(without dive type as a fixed factor). This “generic” model (that combined all 
dive types into a single model) was significantly linear (slope ANOVA, F 
=10.77, P = 0.0017, Eq. 1, Table 4.3, Fig. 4.2b). The “generic” model (Eq. 1, 
Fig. 2b) is the null model counterpart to Eqs. 2a-c (Fig. 4.2c, Table 4.2). 
However, there was a significant difference in AMR among dive types (LRT = 
90.37, P < 0.0001). Mean AMR was highest for bouts of short dives (58.18 ± 
5.6 ml O2 min-1 kg -0.75) compared to bouts of long dives (47.44 ± 3.5 ml O2 
min-1 kg -0.75) and single dives (41.4 ± 3.9 ml O2 min-1 kg -0.75). Mean ODBA 
also varied significantly by dive type (LRT = 33.65, P < 0.0001). Mean ODBA 
was similar over bouts of long dives (0.34 ± 0.04 g) and bouts of short dives 
(0.33 ± 0.03 g, Tukey, P = 1.0), but significantly lower over single dives (0.28 
± 0.05 g, Tukey, P = 0.001). 
Cumulative dive duration also had an effect on both AMR and ODBA. 
Across all dive types, both AMR and ODBA were higher in dive trials with 
longer cumulative dive durations (Fig. 4.1a, LRT= 42.69, P < 0.0001; Fig. 
4.1b, LRT = 30.03, P < 0.001, cumulative dive duration tested as a binned 
fixed factor). However, this result could have been driven by the inclusion of 
single dives, which had shorter dive durations across a narrower range that did 
not overlap with the other dive types. However, for a given cumulative dive 
duration, AMR was greater for bouts of short dives compared to bouts of long 
dives, while mean ODBA did not differ by bout type (Fig. 4.1a, b).  
These observed differences in the differences in AMR and ODBA 
between dive types was reflected by the fact that the best statistical model for 
predicting AMR from ODBA included dive type as a fixed factor (LRT = 
104.07, P < 0.0001, Fig. 4.2c, Table 4.3 Eq. 2a-c, n = 70 data points). This 
indicates that the relationship between AMR and ODBA differed between 
when animals executed single dives, bouts of long dives, or bouts of short 
dives. However, when each dive type was analysed separately, the slopes were 
not significantly linear for the bouts of short dives (ANOVA, P = 0.59, n =15 
data points, Eq. 3), the bouts of long dives (ANOVA, P = 0.09, n = 29 data 
points, Eq. 4, Table 4.3), or single dives (ANOVA, P = 0.09, n = 26 data 
points, Eq. 5, Table 4.3). 
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Table 4.3: Summary of mixed-effect linear model equations relating ODBA to AMR. Equations for mixed-effects linear models relating 
ODBA (overall dynamic body acceleration) to average metabolic rate (AMR) for Steller sea lions undertaking different set diving behaviors 
in the form (AMR = a • ODBA + b). The “generic” model included data from all dives, but no fixed factors (Eq. 1). When dive type was 
included as a fixed factor the relationship differed significantly among dive types (Eq. 2a-c, Fig. 4.2c) and from Equation 1, but the 
relationships were not significantly linear when each dive type was analysed separately (Eqs. 3-5). Model slopes and intercepts (± s.e.m) are 
presented along with number of dives per bout (* indicates significantly linear slope and intercept). Average percent error of the each model 
was calculated with Eq. A2 from Young et. al. 2011. Standard error of the estimated AMR (s.e.e. calibration %) at the minimum ODBA was 
calculated with Eq. 10 from Green et al 2001. Equations 2a-c are from a single model with a significant fixed factor for each dive type, thus 
having identical slopes, but significantly different intercepts. Eqs. 3-5 are from separate models that do not include any fixed factors 
 
 
 
 
 
 
 
 
 
 
 
  
   Slope  Intercept Avg. % s.e.e. calibration % 
Eq. Model Description Fixed Factor  a (± s.e.m)  b (± s.e.m) Error min ODBA 
1 All dives (generic)  None  60.3* (18.4)  28.5 (5.8) 10.6 4.8% 
2a All dives (specific) Dive type (short) 31.3* (12.4)  48.3 (6.3) 6.8% 23.1% 
2b  Dive type (long) 
 
31.3* (12.4) 
 
36.2 (5.2) 
6.8% 29.6% 
2c  Dive type (single) 31.3* (12.4)  32.7 (7.3) 6.8% 32.3% 
3 Bout of short dives only None -34.0 (61.5)  69.4 (18.8) Not linear Not linear 
4 Bout of long dives only None 41.2 (23.3)  33.5 (6.9) Not linear Not linear 
5 Single dives only None 27.2 (15.3)  33.7 (4.4) Not linear Not linear 
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Table 4.4:Error estimates for mixed-effect linear model equations relating ODBA to AMR. Relative standard error of the estimated AMR 
(s.e.e.calibration%) was calculated using the minimum (0.200), mean (0.316), and maximum (0.406) ODBA over the single dive cycle or 
dive bout using Eq. 10 in Green et al., 2001. S.e.e. calibration% was expressed as a percentage of the estimated for each model as in 
Eq. A2 in Young et al., 2011.  
 
 
 
 
 
   
At minimum 
ODBA=0.200 
 At mean 
ODBA=0.316 
 At max 
ODBA=0.406 
Eq. Model Description Fixed Factor s.e.e.calibration%  s.e.e.calibration%  s.e.e.calibration% 
1 All dives (generic) None 5%  4%  4% 
2a All dives (specific) Dive type (short) 23%  22%  21% 
2b  Dive type (long) 30%  27%  26% 
2c  Dive type (single) 32%  30%  28% 
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I examined additional potential fixed factors in a stepwise modeling 
approach on the relationships between ODBA and AMR. I focused the model 
selection on the fixed factors that were most pertinent to the research 
objectives and were experimentally manipulated (dive type, number of dives 
per bout, dive duration, dive cycle or dive bout duration). Next, I tested 
secondary factors that were not intentionally manipulated, but potentially 
varied among trial types (cumulative food fed, maximum depth). While 
cumulative dive duration and number of dives per bout significantly improved 
the null model (i.e., no fixed factor), these models were not significantly better 
than those that included only dive type as a fixed factor. None of the other 
potential fixed factors significantly improved the null model or the model with 
dive type as a fixed factor.  As previously noted, cumulative dive duration was 
inter-related with dive type because all single dives were shorter in duration 
than the cumulative dive duration of both types of dive bouts. However, 
cumulative dive duration still did not improve the model that included dive 
type when dive bout data were examined without single dives.  
Overall, the model with dive type as a fixed factor was statistically the 
best model at predicting AMR (Eq. 2a-c, Table 4.3). Additionally, the average 
percent residual error was less for the model that separated dive types (Eq. 2a-
c, 7%, Table 4.3) than for the generic null model (Eq. 1, 11%). A single 
average percent residual error could only be calculated for the model that 
included dive types as a factor because the predictive equations for individual 
dive types (Eq. 2a-c, Table 4.3) are all derived from the same statistical model, 
with different predictive equations for each level (i.e., dive type) of the fixed 
factor. The standard error of the estimated AMR (s.e.e.calibration%) at the 
minimum ODBA of 0.200 was greatest for single dives (32%) and bouts of 
long dives (30%) compared to the bouts of short dives (23%) or generic dive 
model (5%, Table 4.3;  as calculated in  Eq. 10 in Green et al., 2001; Table S1 
in Young et al., 2011; Zar, 2010). Values of s.e.e. calibration % at the mean and 
maximum ODBA values decreased slightly as ODBA increased (Fig. 4.3, 
Table 4.4), but did not vary greatly within the same model due to the narrow 
range of ODBA.  
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Figure 4.3: Standard error estimates calculated from a range of ODBA values per 
dive type. Relative standard error of the estimated AMR from ODBA 
(s.e.e.calibration%) was calculated using the minimum (0.200), mean (0.316), and 
maximum (0.406) ODBA over the single dive cycle or dive bout using Eq. 10 in 
Green et al., 2001. S.e.e.calibration% was expressed as a percentage of the estimated 
AMR for each model as in Eq. A2 in Young et al., 2011. S.e.e. calibration % values 
decreased slightly as ODBA increased, but did not vary greatly within the same 
model due to the narrow range of ODBA.  
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Oxygen depletion and recovery duration 
I also tested whether physiologically significant levels of oxygen 
depletion were being incurred, as demonstrated by differences in recovery 
durations and individual dive durations in relation to cADL. As previously 
noted, the mean cumulative recovery duration for bouts of long dives was 
greater than for bouts of short dives or for single dives (Table 4.2, Fig. 4.1c). 
Bouts of short dives and bouts of long dives had similar final post-dive surface 
intervals at the end of a bout, and the difference in cumulative recovery 
durations between bouts was mostly due to differences in the duration of 
individual surface intervals within a dive bout (Table 4.2). The longer mean 
cumulative recovery duration indicates that the bouts of long dives incurred 
greater levels of oxygen depletion. 
I also tested “cADL type” as a fixed factor within the LME models to 
explore the potential effects of aerobic vs. anaerobic metabolism. All of the 
single dive durations were > 3.0 min, the estimated cADL (Gerlinsky et al., 
2013), and all 15 bouts of short dives had mean dive durations within a bout 
that were < cADL. For the bouts of long dives, 28 bouts were classified as 
having the mean dive duration within a dive bout > 3.0 min (> cADL), but 1 
bout was marginally classified as < cADL (mean dive duration for 6 dives 
=2.91 min). Including cADL type as a fixed factor did improve the null model 
(Eq. 1, LRT = 74.36, P < 0.0001), but was not better than the model that 
included dive type (Eq. 2a-c, LRT = 26.67, P = 0.0001). Further, adding dive 
type and cADL type as fixed factors simultaneously was not significantly 
better than adding only dive type as a fixed factor (LRT = 6.3, P = 0.39).  
Discussion  
While rates of oxygen consumption are considered the “gold standard” 
for estimating energy consumption of marine mammals, it is not possible to 
directly measure oxygen consumption in the field with the exception of the few 
pinniped species that reliably surface in ice holes (e.g., Bengtson and Stewart, 
1992; Castellini, 1992). Therefore, additional methods are needed that can 
predict energy consumption of free-ranging animals. Previous research has 
yielded mixed results on the ability of ODBA to predict rates of oxygen 
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consumption, especially in diving air-breathing vertebrates. Compared to 
previous validation experiments, the study examined the relationship between 
ODBA and  with Steller sea lions diving in the open ocean under 
conditions of increased movement at depth, increased number of dives per 
bout, and potentially increased oxygen depletion.  
The relationship between ODBA and MRs   
The results showed that ODBA was unable to predict MRs at the 
surface prior to diving. The lack of relationship was certainly not due to a lack 
of variability in the ODBA data, but may have been due to the source of that 
variation. While all of the animals appeared to be resting at the surface (~2 
minutes) prior to diving (as evident by steady ), this did not necessarily 
translate into minimal instantaneous ODBA. For example, occasional rapid and 
brief headshakes or other similar apparently minor movements at the surface 
caused substantial peaks in instantaneous ODBA without corresponding 
increases in instantaneous . This occasional but substantial disassociation 
between ODBA and likely resulted in the collapse of any (potential) 
predictive relationship while sea lions were at the surface.  
The conclusions of past studies of the ability of ODBA to predict 
metabolic rate at the surface and whether this relationship differs from that 
while diving are mixed, even among studies conducted on the same animals. 
Fahlman et al. (2008b) reported that the relationship between ODBA and MRs 
was linear, and not different from the relationship between ODBA and AMR 
over single dive cycles. A subsequent, larger study (which incorporated the 
2008 data) also found a linear relationship between ODBA and MRs, but 
determined that it was distinct from the relationship between ODBA and AMR 
during single dives (Fahlman et al., 2013). It is difficult to discern whether the 
differences between the results of these previous studies were due to either a 
larger data set or differences in statistical approach and interpretation of 
results. In contrast to both of these earlier studies, the data in the current study 
failed to find a linear relationship between ODBA and MRs despite the 
increased statistical power from adding a greater number of data points and, 
more importantly, adding a fourth animal (Zar, 2010; Zuur et al., 2009). The 
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fact that the potential relationship between ODBA and MRs is inconsistent, 
even when applied to controlled experiments under similar conditions, casts 
doubt on its predictive capacity when applied to free-ranging animals at the 
surface that exhibit an even wider range of surface behaviors.  
Predicting rates of diving oxygen consumption from ODBA 
The different dive types performed by the sea lions in this study 
provided a range of values for both ODBA and AMR. Both mean AMR and 
ODBA differed significantly among dive types, with dive bouts having greater 
mean ODBA and higher mean AMR than single dives. Bouts of short dives 
had a much higher AMR at a given ODBA than bouts of long dives. However, 
while the bouts of short dives had approximately twice as many ascent and 
descents as the bouts of long dives, the number of dives per bout was not the 
source of the observed differences in the relationship between ODBA and 
AMR by dive type. Alternately, the difference was potentially due to greater 
metabolic depression influenced by extended dive durations within the bouts of 
long dives. 
This range in ODBA and AMR allowed us to formulate predictive 
linear models. The generic statistical model revealed a linear relationship 
between ODBA and AMR when data from all dives were combined (Eq. 1, 
Fig. 4.2b). However, including dive type provided a stronger predictive model, 
indicating a statistical difference in the nature of the relationship among dive 
types (Eq. 2a-c, Fig. 4.2c). Yet, while the predictive relationship that 
incorporated dive type was statistically significant, there were no significantly 
linear relationships between ODBA and AMR for any dive type when analysed 
separately (Eq. 3-5, Table 4.3). 
This apparent inconsistency could reflect that there is are separate 
underlying relationships between ODBA and AMR for each dive type, but I 
lacked enough statistical power to detect it after separating dive types (type II 
error). Alternately, concurrent changes in the physiology of the sea lions (such 
as thermoregulation and digestion) could have reduced the predictive capacity 
within dive types. Finally, the statistical significance of the generic predictive 
model may have been a spurious consequence of differences in mean ODBA 
and AMR between dive types. In this case, the lack of predictive power within 
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dive types is a natural consequence of the inherent disconnect between physical 
activity and gas exchange in diving vertebrates.  
Quantitatively, incorporating dive type into the predictive model 
resulted in reduced statistical power. While sample sizes were smaller within 
each dive type (15-29 points per dive type) compared to the data that combines 
all dives (n=70 points, Table 4.1), post-hoc power analysis showed that I had 
medium observed power of 0.39 to detect observed differences in dive type 
(Eq. 2a-c). Within each dive type, the post-hoc observed power to detect a 
significant slope was 0.08 for bouts of short dives (Eq. 3), 0.42 for bouts of 
long dives (Eq. 4), and 0.42 for single dives (Eq. 5).  It is therefore possible 
that the nonsignificant slopes in Eqs. 3-5 were due to a lack of power, 
especially for bouts of short dives. However, caution should be used in 
interpreting these post hoc power values because power was collected from the 
sample data (Gałecki and Burzykowski, 2013; Hoenig and Heisey, 2001; 
Thomas, 1997). Rather, these power values are primarily valuable as a guide 
for future research. While additional research with more animals and larger 
sample sizes within each dive type would help to clarify whether a linear 
relationship exists within each isolate dive type, one has to be careful not to fall 
into the trap of collecting so much data that significant correlations are 
inevitable regardless of the weak effect size. 
Concurrent physiological changes that alter  independent of 
activity would serve to weaken any potential relationship between ODBA and 
AMR. For example, sea lions that are outside their thermoneutral zone would 
be expected to change their  without a corresponding increase in ODBA. 
While the thermal neutral zone (TNZ) has not been directly measured for 
Steller sea lions, the water temperatures (mean = 7.7 ± 1.3 s.d., 70% > 6 °C) 
were similar to TNZ estimates for California sea lions (6.4 to 22.4°C, Liwanag 
et al., 2009)—suggesting that the animals in this study were unlikely to be 
outside their TNZ zone for prolonged periods during the diving trials. 
Similarly, the heat increment of feeding (HIF) has been shown to substantially 
increase  of Steller sea lions while resting on land, starting at ≥ 1 hr 
(estimated from Fig. 4.1) and peaking at approximately 4 hr after a 4 kg meal 
(Rosen and Trites, 1997). Although the trials were much shorter than this 4-hr 
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peak time (≤ 60 min), there is the still the possibility of a smaller digestive 
effect. However, recent research conducted at the same facility as the current 
study found evidence that Steller sea lions partially defer digestion during 
diving (Rosen et al., 2015). Therefore, the fact that the trial durations were 
short, that animals were fed 20 g increments instead of a bulk meal, and that 
cumulative food fed was not a significant factor in the LME models, suggest 
that HIF’s potential effect on the relationship between ODBA and  was 
minimal.  
There are also a number of reasons to expect that the lack of 
relationship between ODBA and AMR when dive types were analysed 
individually reflect a biological reality. First, despite the changes in study 
design to better mimic natural foraging patterns, the ODBA range in the 
current study (0.20-0.41 g) was surprisingly similar to that reported in previous 
studies with these same sea lions executing a combination of single dives and 
dive bouts (estimated from graphs, ~0.11-0.45 g, Fig. 2B, Fahlman et al., 2013; 
~0.15-0.40, Fig. 2, Fahlman et al., 2008b);—even with the addition of a second 
feeding tube at depth to increase physical movement. While it is possible that 
the second feeding tube did not substantially increase the activity of the sea 
lions in this study, it is also possible that the mathematical averaging of ODBA 
masked changes in behavior. Similarly, averaging over the complete dive cycle 
or dive bout—including the surface interval with lower associated ODBA— 
effectively reduced the range of mean ODBA. Unfortunately, this averaging 
was necessary so that the time periods for ODBA and AMR would match. 
Previous work demonstrated that the linear relationship between AMR and 
heart rate was only present over a single dive cycle or dive bout with post-dive 
surface intervals included (Young et al., 2011). This supports the theory that 
single dive cycles or dive bouts are complete physiological units that should 
not be divided into surface and submerged phases (Fedak et al., 1988; 
Kooyman and Ponganis, 1998). 
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Figure 4.4: Changes in instantaneous ODBA verses dive depth per trial type. Changes in instantaneous ODBA and dive depth for 
representative single dives (a, b), bouts of short dives (c, d), and bouts of long dives (e, f) on animal F97SI. Mean OBDA was averaged over 
the single dive cycle or dive bout (as indicated by dashed lines), starting with the first dive and continuing through the final surface interval 
until  returned to within 5% of pre-dive metabolism.. Although instantaneous ODBA patterns varied among dive types, mean ODBA 
was similar among the dive types of the representative trials (b, d, f). 
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To explore the possible suppressing role of using mean ODBA, I 
plotted instantaneous ODBA verses dive depth for each dive type on 
representative trials from animal F97SI and found that instantaneous ODBA 
while diving was greater than instantaneous ODBA at the surface (Fig. 4.4). 
While patterns in instantaneous ODBA differed between dive types, mean 
ODBA was similar among the dive types of the representative trials (0.32-0.35 
g, Fig. 4.4 b, d, f). I note, however, that this analysis should only be interpreted 
as a representative example because instantaneous ODBA varied greatly within 
and among trials and animals. 
Further evidence that ODBA may not accurately reflect levels of 
physical activity in a diving mammal is the lack of differences in ODBA 
observed between bouts of long dives and bouts of short dives, The bouts of 
short dives did not have greater mean ODBA values than the bouts of long 
dives despite the fact that bouts of short dives included more ascents and 
descents for similar cumulative dive durations. In contrast, AMR was greater 
for bouts of short dives, likely caused by this greater physical diving effort. 
The fact that changes in transiting effort did not affect ODBA might reflect the 
fact that the maximum range of ODBA in diving Steller sea lions is finite and 
less flexible than —an attribute that would depress its predictive power. 
This ties into the hypothesis that the physical movements of diving vertebrates 
are tempered while submerged (i.e., ODBA values reduced) compared to the 
physical movements at the surface (Halsey et al., 2011a; Halsey et al., 2011c). 
Future studies could potentially increase the ODBA range by using 
experimental setups or trained behaviors that increased underwater activity, 
partition ODBA over different phases of the dive cycle, and explore other 
metrics of ODBA (such as an integral or total value).    
Finally, the unavoidable temporal disconnect between physical activity 
while diving, tissue oxygen consumption (and associated circulatory 
adjustments), and gas exchange may preclude the ability of ODBA to predict 
AMR in air-breathing vertebrates as suggested in previous studies (Halsey et 
al., 2011a; Halsey et al., 2011c). This would likely be apparent in dives that 
exceeded and animal’s aerobic dive limit, given the required additional post-
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dive biochemical processes required for full physiological recovery. All of the 
single dives had dive durations > 3.5 min, substantially longer in duration than 
the 3.0 min cADL for this species (with some dive durations as much as twice 
the cADL).  For the bouts of long dives, 97% of the bouts had mean individual 
dive durations greater than the cADL. In comparison, the individual dive 
durations within the bouts of short dives were all shorter than the cADL. 
Therefore, all of the sea lions ended their bouts of long dives and single dives 
with greater total O2 depletion than during the bouts of short dives (although 
potentially to a greater extent with the bouts of long dives), and were possibly 
relying partly on anaerobic metabolism. This contention is supported by the 
differences seen in cumulative recovery durations. Cumulative recovery 
duration was greater following a bout of long dives compared to a bout of short 
dives of a similar cumulative dive duration (Fig. 4.1c). This potential increase 
in the degree of anaerobic metabolism and level of oxygen depletion among 
dive types likely contributed to the segregation of the relationship by dive type.  
Assessing the error of using ODBA to predict and its field application 
Unfortunately, there are no definitive means to quantify the error of 
LME predictive equations. The two methods I used to assess error of the 
calibration showed contrasting trends, but I encourage consideration of both 
error metrics in a complementary rather than competing manner. I focused on 
comparing error at the minimum ODBA because there were not large 
differences among the errors at the minimum, mean, or maximum ODBA 
values (Table 4.4). The calculation of average percent residual error of the 
model with dive type as a fixed factor (7%) was lower than that of the generic 
dive model that combined all dives (11%; Table 4.3). In contrast, the 
s.e.e.calibration% metric for the generic dive model was much lower (5%) than the 
model that segregated dive types (23-32%). This was partially because the 
s.e.e. calculation for the model that included dive type incorporated 3 
additional error terms for each level of the fixed factor The contrast between 
the error metric trends highlights the importance of transparent and multiple 
error comparison. 
Overall, both of the predictive models had substantial error in 
predicting AMR from ODBA in diving Steller sea lions. The average percent 
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residual errors were similar to the ~7% error reported for the same animals 
executing single dives (Fahlman et al., 2008b). It was also similar to the 
average percent error for equations predicting AMR from heart rate over dive 
bouts (9%), but lower than the error for single dive cycles (17%, Young et al., 
2011). The estimates of s.e.e also showed a similar wide range and variability 
of error by model type for equations predicting AMR from heart rate in diving 
Steller sea lions (4-22%, Young et al., 2011). Considered together, the error 
estimates (5-32% range of both methods) were similar to the error estimates 
derived with different calculations from the doubly labeled water method in 
northern fur seals, Callorhinus ursinus (+13 to -29%, Dalton et al., 2014), 
swimming California sea lions, Zalophus californianus (+ 36 to 46%, Boyd et 
al., 1995), or diving grey seals, Halichoerus grypus (-39 to + 44%, Sparling et 
al., 2008). 
Overall, the results of this study provide evidence that both supports and 
casts doubt on an underlying biological linear relationship between ODBA and 
AMR in diving sea lions. The generic model (excluding dive type) found an 
underlying statistical relationship between AMR and ODBA across dive types, 
as has been found in other studies. However, the importance of dive type as an 
explanatory factor, the considerable error associated with the predictive 
equation, and the lack of statistical relationships within each dive type indicate 
that ODBA is not suitable for estimating AMR in diving otariids under the 
conditions I tested. Continued research incorporating more dives per dive type, 
larger sample sizes, and a greater range of diving behaviors over longer times 
is needed to clarify whether there is a biologically relevant relationship 
between ODBA and AMR in diving otariids. 

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Chapter 5:  Transiting to depth disrupts the relationship between 
overall dynamic body acceleration and oxygen consumption in 
freely diving Steller sea lions 
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A version of this chapter will be submitted for publication as: Volpov, B. L., Goundie, 
E. T., Rosen, D. A. S., Arnould, J. P. Y.,and Trites, A. W (in prep). Transiting to 
depth disrupts the relationship between overall dynamic body acceleration and oxygen 
consumption in freely diving Steller sea lions  
Trained Steller sea lion resting on the barge that holds the metabolic 
sampling equipment. Photo was taken at the University of British 
Columbia’s Open water Research Station by by B.Russel 
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Abstract 
Previous research has presented contradictory evidence on the ability of overall 
dynamic body acceleration (ODBA) to predict rates of oxygen consumption (
) in air breathing diving vertebrates. This study investigated a potential 
source of these discrepancies by partitioning the ODBA:  relationship 
over 3 phases of the dive cycle (transiting to and from depth, bottom time, and 
post-dive surface interval) and testing the potential effect of the proportion of 
the dive cycle in each dive as a source of variation in the relationship. Trained 
Steller sea lions (Eumetopias jubatus) executed 4 types of dives to 40 m (single 
dives, long bouts of 4-6 dives, short bouts of 10 or 12 dives, and transit dives). 
The proportion of the dive cycle spent in each dive phase significantly differed 
among dive types. Partitioning single dives by dive phase showed differing 
patterns in the ODBA: relationship among dive phases, but no significant 
linear relationships were observed within any dive phase. This study found that 
the proportion of the dive cycle spent transiting was a significant predictive 
factor in the ODBA: relationship over a dive cycle, while bottom duration 
or post-dive surface interval had no effect. ODBA could only accurately 
predict  for dives when the proportion of time spent transiting was small. 
Partitioning the ODBA:  relationship by dive phases did not improve the 
predictive ability of ODBA. The apparent inability of ODBA to reliably predict 
 across different dive types is due to differences in the inherent 
relationships between ODBA and during different phases of the dive. The 
results support the growing body of evidence that ODBA on its own is not 
reliable field predictor of energy expenditure in air breathing diving vertebrates 
because ODBA (a physical measure) cannot account for physiological changes 
in  that occur during the different phases of a dive.  
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Abbreviations 
 
 
 
 
 
Term Definition 
ODBA Overall dynamic body acceleration averaged over dive cycle or dive bout (g, 1 g = 9.81 m s2). 
 Total oxygen consumption 
 
Whole animal rate of oxygen consumption rate (ml O2 min-1) 
 Mass-corrected rate of oxygen consumption rate (ml O2 min
-1 kg -0.75) 
MRs Surface metabolic rate ~ 2 min prior to diving (ml O2 min-1kg -0.75) 
SI Post-dive surface interval 
Dive cycle Single dive+1 surface interval until  within 5% of pre-dive MRs 
Dive bout Series of dives +SI until final  within 5% of MRs. SI within a dive bout do not return to 
within 5% of MRs. 
Bout of short dives 10 or 12 dives per dive bout; goal of 1-2 min per dive 
Bout of long dives 4-6 dives per dive bout; goal of 4-6 min per dive 
Single stationary dive 1 dive to 1 feeding station for ~ 3 minutes bottom duration 
Single active dive 1 dive to 2 feeding stations for ~ 3-5 minutes bottom duration 
Transit dive Single dive to 1 feeding station with goal of zero bottom duration (actual was < 9 sec) 
Transit ODBA Instantaneous ODBA averaged over the descent and ascent dive phases only 
Transit MR 
Metabolic rate over a transit dive ascent and descent only, calculated from  (ml O2 min-1 kg
0.75) 
AMR Average metabolic rate over dive cycle or dive bout calculated from  (ml O2 min-1 kg -0.75) 
AMR ODBA Instantaneous ODBA averaged over the single dive cycle or dive bout (dives+all SI) 
Bottom MR Metabolic rate over the bottom phase of a single dive calculated from  (ml O2 min-1 kg -0.75)
Bottom ODBA Instantaneous ODBA averaged over the bottom phase only 
VO2
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Introduction 
Animals must acquire sufficient energy to meet their nutritional needs 
and offset their costs of foraging in order to be successful. The amount of prey 
required by marine mammals is a central concern for considerations of species 
conservation and resource competition with humans. Consequently, 
bioenergetic and ecological models require reliable estimates of energy 
expenditure during different activities such as diving or resting (for details see, 
Winship et al., 2002). 
The scientific standard for measuring energy expenditure in mammals 
is to calculate oxygen consumption ( ) from gas respirometry. 
Unfortunately, it is not possible to measure  directly in most wild pinnipeds 
with the exception of phocids that surface in ice holes (e.g., Castellini, 1992). 
Consequently energetic expenditure in free-ranging pinnipeds has traditionally 
been measured indirectly using the doubly-labelled water (DLW) or heart rate 
methods (for a review see Butler et al., 2004). A disadvantage of the DLW 
method is that it only provides a mean metabolic estimate (i.e., combining 
activities on land, swimming, and diving) that must be taken over a finite time 
interval due to the biological half-life of the chemicals used (Butler et al., 
2004; Costa and Gales, 2003; Sparling et al., 2008). Heart rate has been used to 
measure activity-specific metabolic rate in the field with reliable success (Boyd 
et al., 1999; Butler et al., 2004; Fahlman, 2003; Ponganis, 2007). However, this 
method requires laboratory calibrations prior to field use, and presents 
numerous technical challenges—and the relationship between energy 
expenditure and oxygen consumption may be affected by specific behaviours, 
or be sensitive to physiological and digestive states (McPhee, 2001; Williams 
et al., 1991; Young, 2010; Young et al., 2011).  
More recently, 3-dimensional body acceleration has emerged as a 
potential physical proxy to estimate energetic expenditure in marine mammals 
(Boyd et al., 2010; Dalton et al., 2014; Halsey et al., 2011b; Ydesen et al., 
2014). Common indices of 3-dimensional body acceleration include overall 
dynamic body acceleration (ODBA, Wilson et al., 2006) and flipper stroke 
frequency (Hays et al., 2004; Maresh et al., 2015; Williams et al., 2004). The 
use of accelerometers as a proxy for energetic expenditure is based on the 
VO2
VO2
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Newtonian principle that energy is the potential to do work (Gleiss et al., 2011; 
King et al., 2004). In theory, more body movement should result in higher rates 
of energy expenditure, but the exact mechanisms of how muscular tissue is 
linked to metabolic energy and mechanical work are still unclear (Gleiss et al., 
2011). An advantage of using data from accelerometers is that the datalogger is 
relatively small, inexpensive, and can be integrated into other electronic tags, 
such as time-depth recorders. Another advantage of using accelerometers is the 
potential to measure 3 variables simultaneously from one datalogger including 
ODBA, prey capture attempts (Viviant et al., 2010; Volpov et al., 2015a; 
Watanabe and Takahashi, 2013), and flipper stroke rate (Hays et al., 2004; 
Maresh et al., 2015; Williams et al., 2004). 
The ODBA method requires calibration studies to determine the 
strength and specific nature of the relationship between ODBA and  in each 
species and circumstance. Previous calibration studies have shown mixed 
results that casts doubt on the ability of ODBA to predict  in air breathing 
vertebrates. ODBA has been shown to be a good predictor of  in diving 
Steller sea lions (Fahlman et al., 2013; Fahlman et al., 2008b) and sea turtles 
(Halsey et al., 2011a), but not in cormorants (Halsey et al., 2011c) or in 
northern fur seals (Dalton et al., 2014). ODBA has also been shown to be a 
predictor of DLW in free-ranging northern fur seals when activity is accounted 
for, but the large individual error range around DLW estimates (± 40%) 
reduces the accuracy and reliability of this relationship on individual animals 
(Jeanniard du-Dot, 2015).  
The most extensive calibrations of the ODBA:  relationship in 
pinnipeds have been performed on captive Steller sea lions that were trained to 
dive un-tethered in the open ocean (Fahlman et al., 2013; Fahlman et al., 
2008b; Volpov et al., 2015b). However, the results of these sets of studies were 
somewhat contradictory. Fahlman et al. (2013, 2008b) found a relatively 
strong, distinct ODBA: relationship for sea lions while diving and while at 
the water surface. These studies did not explicitly test for differences among 
dive types. A subsequent study (Volpov et al., 2015b) directly tested for 
differences in the ODBA:  relationship among single dives and two types of 
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dive bouts. As with the previous study, the follow-up by Volpov et al. (2015b) 
also found that ODBA could predict  in diving Steller sea lions over a 
complete dive cycle (dives and surface intervals) when data from all dives 
were combined. However, there were no relationships between  and ODBA 
when data for each dive type were analysed separately. The reason for the 
discrepancy between study results, and the reason for the lack of a strong 
ODBA: relationship within dive types was potentially related to averaging 
over the dive cycle or a low ODBA range, but remained largely unclear. 
Part of the explanation for the inconclusive results on dive type or the 
unreliable ODBA: relationship may rest with the fact that both ODBA and 
 were averaged over the complete dive cycle. Dives consist of different 
“phases” that can be generally categorized into time spent at the surface, at 
depth, and transiting to and from depth. It is, therefore, possible that the 
ODBA: relationship may differ between these phases—and that partitioning 
ODBA over each dive phase could potentially yield different or more robust 
ODBA: relationships compared to over the dive cycle (i.e., combining all 
dive phases) because instantaneous ODBA during different phases of the dive 
are substantially different than the mean ODBA values over the dive.  
A few recent studies suggest that a single measure of ODBA applied 
over a single dive cycle or bout of dives may be a poor predictor of energy 
expenditure. For example, instantaneous ODBA of Steller sea lions diving to 
40m was generally greater than while resting at the surface, but mean ODBA 
values did not differ substantially (Fig. 4 in Volpov et al., 2015b). Another 
study also found that  was greater while Steller sea lions were transiting to 
and from 40 m compared to while swimming at depth (Goundie et al., 
2015b) Together, these studies suggest that partitioning ODBA and  over 
the dive phases may increase the range of both variables, thus increasing the 
predictive power of ODBA. However, it is also possible that the observed 
differences in instantaneous ODBA and  within a dive phase may have 
caused the mean values to differ within a dive type, despite there being no 
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underlying mechano-physiological relationship. Such differences in mean 
values among dive types would create an apparent ODBA: relationship 
when all dives are considered together, but would provide no predictive 
relationship within a dive type. Further research is thus needed to explicitly test 
the influence of dive phase on the full ODBA: relationship. 
The overall aim of this study, therefore, was to investigate whether the 
ability of ODBA to predict  in diving Steller sea lions could be improved 
by partitioning the data over different dive phases. It was hypothesized that 
underlying behavioural differences due to the proportion of time spent in each 
dive phase create differences in mean ODBA and  between dive types, 
leading to an apparent overall statistical relationship where no underlying 
physio-mechanical relationship exists. This hypothesis would be supported if 
dive types (short bout, long bout, single dive) differ in the proportion of time 
spent in each dive phase and if there is no clear ODBA: relationship within 
each dive phase. Finding both to be true would mean that previous ODBA:
relationships “overall” (i.e., over dive cycle without separating by dive type) 
were likely due to differences in behaviour among different dive types, and not 
to any intrinsic relationship between ODBA and . As a consequence, the 
proportion of time in each dive phase should be a predictive factor in the 
ODBA: relationship over the dive cycle—and should be examined within 
each dive type individually. The first research objective determined whether 
the proportion of time in each dive phase (surface, transiting to and from depth, 
bottom time) varies among different dive types. Second, this study determined 
whether there is a different ODBA: relationship (and/or strength of 
relationship) when a single dive is partitioned into individual dive phases. 
Third, this study tested whether the proportion of time in each dive phase could 
explain the ODBA: relationship better than dive type alone. 
Materials and Methods 
Data were collected in 2011-2013 on four trained female Steller sea 
lions housed at the University of British Columbia’s Open Water Research 
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Station (Port Moody, BC, Canada, Table 1). Animals were previously trained 
to freely dive in the open ocean for between 3 and 8 years. All animal work 
was conducted voluntarily under trainer control and authorized under UBC 
Animal Care Permit #A11-0397.  
Dive behaviour and water temperature were measured with a time-
depth recorder attached to a tight fitting harness worn by the sea lions (TDR, 1 
Hz, 0.5 × 3.3 × 4.4 cm, SU-05272, ReefNet Inc., Mississauga, ON, Canada). 
Water temperature was measured to assess if thermoregulation potentially 
impacted  and if animals were within their thermal neutral zone (TNZ). 
Three-dimensional body movement was measured with an accelerometer 
mounted between the shoulders on the harness (20 Hz, ± 6 g, 1 g = 9.81 ms2, 
7×3×2cm, 12-bit resolution, USB-Accelerometer 3-axis Self Recording 
Accelerometer X6-2mini, Gulf Coast Data Concepts, Waveland, MS, USA). 
Static acceleration was calculated by smoothing each axis of acceleration with 
a 3-second running mean (Shepard et al., 2008; Wilson et al., 2006). Next, 
static acceleration was subtracted from the unsmoothed acceleration to estimate 
the dynamic acceleration for each axis. Finally, the absolute value of dynamic 
acceleration was summed across surge, sway, and heave axes to yield 
instantaneous ODBA at 20 Hz over the entire dive trial (Shepard et al., 2008; 
Wilson et al., 2006). 
Rates of oxygen consumption ( ) were measured using open-circuit 
gas respirometry in a 100 l dome floating at the surface of the water, as 
previously detailed elsewhere (Hastie et al., 2006). Air was drawn through the 
dome at a rate of 475 l min-1 (500H mass flow generator and controller, Sable 
Systems Inc., Las Vegas, NV, USA). Oxygen and carbon dioxide 
concentrations were measured from a dried subsample of the excurrent 
airstream (Sable FC-1B and CA-1B analyzers), averaged every 0.5 s and 
recorded onto a laptop computer. Oxygen consumption rates were calculated 
from O2 and CO2 concentrations as described in Withers (Eq. 3b, 1977) using 
Warthog Systems Lab Analyst (M. Chappell, U.C. Riverside, CA, USA). There 
is not a consensus among studies whether metabolic rate scales intra-
specifically with body mass, and if so which exponent to employ (Savage et 
al., 2007; Schmidt-Nielsen, 1975; West and Brown, 2005; White and Seymour, 
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2005). Given the range of body mass within and among animals over the 3-
year study (Table 5.1), mass-corrected oxygen consumption using a 0.75 
exponent was employed ( ).  
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Table 5.1: Animal ID, age and body mass at the start of trials, mass deviation during trials (± s.d.), and number of dives per trial type (n = 90 
dives total, n = 57 MRs total) for 4 adult female Steller sea lions.  Trial types included resting at the surface prior to diving (MRs), single 
dives with 1 feeding station (stationary), single dives with 2 feeding stations (active), transit dives with minimal bottom duration (i.e. ascent 
and descent only), bouts of short dives (10-12 dives per bout) and bouts of long dives (4-6 dives per bout). 
 
 
  Mass  Trial Type 
Animal ID Age (yr) (kg) (± s.d.)  
Resting at surface 
(MRs) 
Single dive 
(stationary) 
Single dive 
(active) 
Transit 
single dive 
Bout of 10,12 
short dives 
Bout of 4-6 
long dives 
F97SI 14 220 (14.2)  17 3 7 3 4 8 
F97HA 14 168 (3.7)  13 3 7 3 4 5 
F00BO 11 148 (5.4)  15 3 7 0 5 9 
F97YA 11 207 (5.4)  12 3 6 1 2 7 
Total     57 12 27 7 15 29 
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Animals were fasted overnight prior to a trial. During diving trials, 
animals were fed 20 g pieces of Pacific herring (Clupea pallasii) within the 
respiratory dome at the surface and also through 1 or 2 PVC pipe feeding 
stations at 40 m, depending on trial requirements. Animals were fed 2.9 to 14.5 
kg total of herring during the entire dive trial, which took approximately 45-60 
minutes, including time spent travelling to the dive site. 
Trial protocols and objectives 
The current study used data collected for previously published research 
(Goundie et al., 2015a) to test 1) whether the proportion of time spent in each 
dive phase (post-dive surface interval, transiting to and from depth, bottom 
phase) out of the total dive cycle varied among dive types; 2) determine the 
specific relationship between ODBA and  in each phase of the dive; and 
3) investigate whether accounting for the proportion of time spent in each dive 
phase creates a linear ODBA: relationship over the dive cycle for 
combined data from all dive types. 
First, the study tested whether the proportion of time spent in each dive 
phase varied among 4 dive types—single dives (4-6 min duration), bouts of 
short dives (10 or 12 dives per bout, 1-2 min duration per dive; Fig 5.1D), and 
bouts of long dives (4-6 dives in a bout, 4-6 min duration per dive (Fig 5.1E) 
originally presented in Volpov et al. (2015b). Long versus short dive bouts 
refers to the duration of individual dives within a dive bout, and not to the 
duration of a dive bout.  Both long and short dive bouts were designed to have 
similar cumulative dive durations (18-20 min). The sea lions always dove 
between the respirometry dome and the end of 2 feeding stations placed at 40 
m depth. Each animal completed multiple replicates of each dive type (Table 
1). Dive type (single dive, bouts of short dives, or bouts of long dives) was 
tested as a fixed factor for each dive phase (surface time, transit time, bottom 
time) to test for differences in the proportion of time spent in each phase. 
Second, the current study determined the relationship between ODBA 
and  within each phase of single dives. This dataset included the 
previously described single dives, as well as additional dives previously 
published in Goundie et al. (2015a). The Goundie et al. (2015a) data included 
single dives to 40 m to either a single feeding tube (designed to limit 
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movement at depth; “stationary”; Fig 5.1B), or between two feeding tubes ~9 
m apart (“active”; Fig 5.1C) that were designed to increase physical movement 
at depth and simulate more natural foraging behaviour. Both of these single 
dives had 3 to 5-minute bottom durations. This dataset also included a “transit 
dive” where the sea lions went directly to and from the target depth, with a 
goal of no bottom time (Fig 5.1A). 
The metabolic cost of being at the surface after a dive (independent of 
the increase in oxygen consumption due to dives; MRs) was calculated from 
the measured rate of oxygen consumption while animals were resting at the 
surface during the last 2.0 ± 0.5 minutes prior to the first dive of a trial. These 
transit dives provided estimates of the cost of transiting to or from depth 
(Transit MR), and were calculated as the increase in oxygen consumption 
above MRs divided by submergence duration (Fig. 5.1A). For all dive types, 
post-dive  was measured until  returned to within 5% of pre-dive 
levels (MRs). Bottom MR was calculated by subtracting the mean cost of 
transit per animal for all trials from the total cost of a single dive (Eq. 1 in 
Goundie et al., 2015a). This allowed calculation of the separate cost of the 
bottom portion of the dive for all of the single dives (Fig. 5.1B). Average 
metabolic rate (AMR) over a dive cycle was also calculated which combined 
all dive phases for comparison to each individual dive phase. AMR for single 
dives was calculated as the increase in oxygen consumption above MRs 
divided by the duration of the dive cycle from start of dive until within 5% 
MRs (i.e., over a dive cycle with all dive cycles combined; Fig. 5.1B). AMR 
for bouts of short dives or bouts of long dives was calculated as the increase in 
oxygen consumption above MRs divided by the cumulative dives, inter-dive 
surface intervals, and final post-dive surface interval until recovery (i.e., all 
dives + all surface intervals; Fig. 5.1C,D). 
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Figure 5.1: Schematic of trial types executed by trained Steller sea lions diving to 40 
m depth.  Trial types included resting at the surface prior to diving (MRs), single 
dives with 1 feeding station (stationary), single dives with 2 feeding stations (active), 
transit dives with minimal bottom duration (i.e. ascent and descent only), bouts of 
short dives (10-12 dives per bout) and bouts of long dives (4-6 dives per bout). 
Transit dives (i.e. bounce dives) included primarily only ascent and descent with 
minimal (< 10 s) bottom duration. Active dives included 2 feeding stations, and 
stationary dives included 1 feeding station. Metabolic rate resting at the surface 
(MRs) was measured before each trial. ODBA and  were averaged over 
corresponding dive phases as indicated by dashed (----) lines.  
 
 
 
  
A) Transit single dive (1 station) B) Stationary or active single dive (1 or 2 stations) 
Bottom MR 
MRs 
MRs 
1 10,12 
C) Bout of short dives (2 stations) 
AMR 
1 4-6 
D) Bout of long dives (2 stations) 
AMR 
MRs MRs 
AMR ODBA 
Bottom ODBA Transit MR 
Transit ODBA 
AMR ODBA 
AMR ODBA 
AMR 
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Matching mean ODBA measures for each dive phase were obtained 
directly from all single dives, by partitioning the instantaneous ODBA 
accordingly with the aid of TDR data. The precise start and end times for the 
dive descent, bottom phase, and ascent were extracted from the TDR, and the 
post-dive surface interval duration was defined to match that used for the 
metabolic analysis. Graphs of the raw surge (forward) acceleration verses 
depth verified alignment of dataloggers for all trials. There were no transit 
dives from animal F00BO and only 1 transit dive for F97YA in this analysis 
because the accelerometer malfunctioned on these dives. Instantaneous ODBA 
was averaged over each dive phase for each individual dive and matched to the 
corresponding  measurement (i.e., ODBA and  were always 
calculated over the same dive phase; Fig. 5.1). For example, instantaneous 
ODBA for a transit dive was averaged from the start of the dive until the 
animal reached the surface (i.e., submergence only; Fig. 5.1A). Alternately, 
instantaneous ODBA for a single dive was averaged over the bottom phase to 
yield bottom ODBA, or was averaged over the dive cycle to obtain AMR 
ODBA. The linear relationship between ODBA and  was determined 
separately within each dive phase (see below). Activity level (stationary vs. 
active) was tested as an additional fixed factor for the relationship over the 
bottom phase and over the dive cycle. 
Third, this study investigated whether the proportion of time spent in 
each dive phase could explain the poor ODBA: relationship over the dive 
cycle in previous research by re-analysing data from Volpov et al. (2015b) that 
showed dive type was a significant factor in the model predicting  from 
ODBA. However, this new analysis tested the proportion of the dive cycle in 
each dive phase as a fixed factor with all dive types combined. Unfortunately, 
it was not possible to directly compare the predictive strengths of dive type 
versus dive phase proportion as fixed factors because preliminary analysis 
revealed that time in each dive phase differed significantly among dive types 
(therefore the two factors were confounded). For this analysis the fixed factor 
of the proportion of time in each dive phase was grouped into 3 categorical 
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levels using the minimum value, lower quartile (Q1), upper quartile (Q3), and 
maximum value as divisors (i.e., the 3 levels: minimum value to <Q1, ≥ Q1 to 
< Q3, ≥ Q3 to maximum value, Table 2). For example, the fixed factor of the 
proportion of the dive cycle spent transiting had 3 levels defined as 4.6 to < 
7.4%, ≥ 7.4 to < 15.7%, and ≥ 15.7 to 34.5% transit, Table 2). Cumulative food 
consumed per trial (from start of boat loading until end of dive trial) was also 
tested as a categorical factor on all models with food grouped by quartiles 
(Table 2).  
 
Table 5.2: Summary of the quartiles used to group the food consumed and the 
percent of time spent by the Steller sea lions in each dive phase. Percent of time in 
each dive phase (transit, post-dive surface, or bottom) were grouped into categorical 
fixed factors based on the range, lower (Q1), and upper quartiles (Q3) of each 
variable. For each fixed factor tested, the groups were set at < Q1, ≥ Q1 to < Q3, and 
≥ Q3. The cumulative food consumed per trial was also tested as a fixed factor 
grouped by quartiles. 
 
 
 
 
 
Fig. 
Dive Phase tested as Fixed factor 
(%) Min Q1 Q3 Max 
Fig. 5.4A Transit (%) 4.6 7.4 15.7 34.5 
Fig. 5.4B Post-dive surface interval (%) 34.0 39.5 55.4 68.1 
Fig. 5.4C Bottom (%) 31.7 31.7 48.0 55.6 
Fig. 5.3 Cumulative food consumed (kg) 2.9 5.5 7.0 13.5 
Figs. 5.2,5.4 Cumulative food consumed (kg) 5.0 6.3 7.6 13.5 
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Table 5.3:Summary of dive characteristics for dives executed by Steller sea lions diving in the open ocean to 40 m.
 Trial type, number of feeding stations, number of dives per trial type, dive durations, bottom phase durations, and surface durations are 
presented as mean values (± s.d.). Dive durations are submergence time only and were cumulative over bouts. Surface intervals for single 
dives and dive bouts are also described. Dive types are described in Fig. 5.1. 
  
1:Trials were collected as part of Volpov et al., 2015; 2: Trials were collected as part of Goundie et al. (2015a); Indv. Dive = mean dive 
duration for dives within a dive bout or single dive durations as appropriate, Indv. SI = mean surface intervals within a dive bout, Final SI = 
the final post-dive recovery period only, Cumulative SI = sum of individual SI and final SI for a dive bout 
 
   Mean Dive Duration (min)  Mean Surface Duration (SI, min)  
Trial Type 
Feeding 
Stations 
No. 
dives Indv. dive 
Cumulative 
dive 
Cumulative 
Bottom 
Dive Bout or 
Single dive cycles  Indv. SI 
Final 
SI 
Cumulative 
SI Source 
Resting at surface (MRs) NA NA NA NA NA NA  2.1 ± (0.5) NA NA 1,2 
Transit single dive 1 1 0.8 ± (0.1) NA 0.10 ± (0.1) 6.0 ± (1.9)  NA 5.1 ± (1.9) NA 2 
Single dive (stationary) 1 1 3.8 ± (0.1) NA 2.9 ± (0.1) 10.3 ± (1.6)  NA 6.4 ± (1.6) NA 2 
Single dive (active) 2 1 4.2 ± (0.8) NA 3.5 ± (0.7) 10.2 ± (1.4)  NA 6.0 ± (1.0) NA 1,2 
Bout of short dives 2 10, 12 1.6 ± (0.3) 18.7 ± (1.7) 9.5 ± (1.6) 30.3 ± (2.4)  0.6 ± (0.10) 4.7± (1.0) 11.7 ± (1.2) 1 
Bout of long dives 2 4-6 
4.6  ± 
(1.1) 19.5 ± (3.4) 15.7 ± (4.4) 33.3 ± (5.9)  2.6 ± (0.8) 5.5 ± (0.9) 13.9 ± (2.9) 1 
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This analysis estimated the cost of diving over the entire dive cycle, for 
both single dives and dive bouts as average metabolic rate (AMR, Volpov et 
al., 2015b). A dive cycle started with the beginning of the first dive and 
continued until the post-dive surface interval until  returned to within 5% 
of pre-dive MRs. AMR was calculated as the total volume of oxygen 
consumed for the entire dive bout divided by the total bout duration (Fig.5.1D, 
E).  
Statistical analysis 
Data were analysed with linear mixed-effects models (LME, Zuur et al., 
2009), which accounted for repeated measures within and among animals in R. 
2.6.1 and R 3.1.2 (Gałecki and Burzykowski, 2013; R Core Development 
Team, 2015). Animal ID was treated as a random effect, which allowed 
inferences from the sample population to be applied to the wild population. 
Hierarchically nested LME models were compared using Likelihood Ratio 
Tests (LRT) with the fixed effect model nested within the model without any 
fixed effects (null model). A stepwise model comparison approach was 
employed to select if inclusion of specific predictive factors were better than 
the null model. Tukey post hoc tests with Bonferroni adjusted p-values 
compared the means between multiple levels within significant fixed factors 
(mvtnorm and multcomp; R libraries). To compare the means among groups 
without testing for a linear relationship, LMEs with a categorical dependent 
variable were used (i.e., analogous to a repeated measures ANOVA with a 
random factor added). All means are reported ± s.d. and significance was set at 
0.05.  
Results 
Dive characteristics  
Dive characteristics of the dive types used in this study—transit dives, 
stationary and active single dives, short and long dive — are presented in Table 
3. Mean dive duration did not significantly differ between active single dives 
(2 feeding stations) and stationary single dives (1 feeding station; 4.2 ± 0.77 vs. 
3.8 ± 0.12 min, LRT = 1.89, P = 0.17). In contrast, mean bottom duration 
significantly differed between active and stationary dives (3.5 ± 0.73 vs. 2.9 ± 
0.11 min, LRT = 6.60, P = 0.01). Post-dive surface interval duration was also 
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similar between active and stationary single dives (6.0 vs. 6.4 min, LRT = 0.02, 
P = 0.87). Transit dives were experimentally designed to have minimal bottom 
duration, and results showed that all transit dives had < 9 sec bottom duration 
(mean = 0.10 ± 0.1 min, Table 3), and thus had significantly lower bottom 
duration than single stationary dives (LRT =100.47, P < 0.0001) or single 
active dives (LRT = 60.16, P < 0.0001). As previously noted (Volpov et al., 
2015b), the bouts of short dives and bouts of long dives differed in the number 
of dives per bout and individual dive durations, but intentionally had similar 
cumulative dive durations (19-20 min) and cycle durations (30-33 min, Table 
3). However, the bouts of long dives had significantly greater cumulative 
bottom duration (15.7 ± 4.4 min) compared to the bouts of short dives (9.5 ± 
1.6 min, LRT = 25.0, P < 0.0001), which was a result of the difference in 
individual dive durations.  
Mean water temperature at depth was 7.9 ± 1.8 °C and ranged from 6.0 
to 16.4 °C. The thermal neutral zone (TNZ), has not been measured on Steller 
sea lions, but the TNZ for sympatric California sea lions has been shown to be 
6.4-22.4 °C resting or swimming in a pool (Liwanag et al., 2009). Additionally, 
93% of all mean temperatures per dive trial were greater than 6.4 °C. 
Consequently, it is unlikely that water temperature affected the current study’s 
results.   
Cumulative food fed per trial ranged from 2.9 to 13.5 kg. The wide 
range of food was a result of the positive reinforcement and trainer control 
used to elicit the 4 different dive types, and the varying duration of dives 
themselves. However, cumulative food fed was not a significant factor on any 
of the models presented below. Additionally, the short duration of the trials 
coupled with the fact that animals did not consume bulk meals, and that sea 
lions can potentially defer digestion (Rosen et al., 2015) all suggest that heat 
increment of feeding (HIF, Rosen and Trites, 1997) did not confound this 
study’s results.  
Mean proportion of time in each dive phase for single dives and dive bouts  
This study investigated if the proportion of time spent in each dive 
phase varied among single dives, bouts of short dives, or bouts of long dives by 
comparing the mean proportions (i.e., not linear relationships) within each dive 
type. Overall, the proportion of time spent in each dive phase significantly 

	



	
 
differed among single dives, bouts of long dives, and bouts of short dives for 
the transit phase (Fig.5. 2A, LRT = 182.85, P < 0.0001), bottom phase (Fig.5. 
2B, LRT = 49.35, P < 0.0001), and post-dive surface phase (Fig. 5.2C, LRT = 
129.89, P < 0.0001). Post-hoc Tukey tests showed that the mean proportion of 
the dive cycle spent in the transit phase significantly varied among all 3 dive 
types (Tukey, P < 0.001 for all comparisons), such that bouts of short dives had 
the greatest proportion of the dive cycle spent transiting (29.0 ± 2.9%), 
followed by bouts of long dives (10.5 ± 3.2 %) and single dives (7.5 ± 1.6%, 
Fig. 5.2A). The proportion of the dive cycle spent in the bottom phase was 
significantly greater for bouts of long dives (47.0 ± 4.7% Tukey, P < 0.001) 
than for single dives or bouts of short dives (31.3 ± 4.7%, 34.3 ± 4.3% 
respectively, Tukey, P = 0.53, Fig. 5.2B). The proportion of the dive cycle 
spent at the surface during the post-dive surface interval differed significantly 
among all 3 dive types (Tukey, short vs. long: P < 0.03, single vs. long: P < 
0.001, single vs. short: P < 0.001, Fig. 5.2C). The proportion was greatest for 
single dives (58.3 ± 4.6%), followed by long bouts (41.6 ± 3.6%), and then 
short bouts (38.4 ± 2.7%). Overall, the significant differences in the proportion 
of time spent each in dive phase provided evidence that dive phase may impact 
the overall ODBA:  relationship over the dive cycle, and thus provided 
justification to move forward investigating the relationship in more detail.  
Partitioning ODBA:  into dive phases for single dives 
Mean ODBA significantly differed among MRs, transit, and bottom 
dive phases for single dives (LRT = 66.59, P < 0.001, Table 5.4, Fig. 5.3). 
Mean  also differed among these 3 dive phases (LRT = 60.52, P < 0.0001, 
Table 5.4). Mean ODBA and  across the entire dive cycle also 
significantly differed from any of its component dive phases (i.e. compared 
with 4 levels MRs, transit, bottom, dive cycle, ODBA: LRT = 85.46, P < 
0.0001; LRT = 60.52, P < 0.0001). 
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Figure 5.2:The mean proportion of time spent by the Steller sea lions in each dive 
phase for single dives and dive bouts. The proportion of the dive cycle spent in each 
dive phase significantly differed among single dives, bouts of short dives, and bouts 
of long dives for transit (A), bottom (B), and post-dive surface interval (C) phases.  
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For single dives, there were no significant linear relationships between ODBA 
and for the transit phase (Fig. 5.3A), bottom phase (Fig. 5.3B), post-dive 
surface phase (Fig. 5.3C), or over the complete single dive cycle (Fig. 5.3D) all 
due to non-significant slopes. Level of activity - active or stationary dives – 
was not a significant factor in the analyses for either the bottom phase or 
complete dive cycle (LRT = 2.13, P = 0.71), so that data for single dives with 1 
feeding station (stationary) were combined with single dives with 2 feeding 
stations (active) for all subsequent analyses.  
Although there were no significant linear relationships, partitioning 
single dives by dive phase clearly showed differing patterns in the ODBA:
 trends among dive phases (Fig. 5.3). Notably, the pattern during the post-
dive surface phase  displayed small changes (28-50 ml O2 min-1 kg -0.75), 
while the range in ODBA was large (0.08-0.35 g, Table 5.4, Fig. 5.3, Table 
5.4). In contrast, the transit phase of the dive was characterized by large  
changes (22-148 ml O2 min-1 kg -0.75), but small changes in ODBA (0.24-0.32 
g). The large changes in transit MR were not clustered by animal, and were 
also not likely influenced by date-specific environmental variables as all transit 
dives per animal were collected on the same date.  
The resulting ODBA:  trends were also unaffected by whether the dives 
were aerobic or anaerobic in nature. Although blood lactate levels were not 
measured directly (Ponganis et al., 1993), all of the transit dives had dive 
durations (40-51 sec) that were substantially less than the 3.0 min cADL for 
Steller sea lions (Gerlinsky et al., 2013).  In contrast, all of the single dives 
were longer than the cADL (3.2 -5.9 min, Table 3). The pattern of ODBA over 
the bottom phase of single dives showed an apparent bimodal split at ~0.2-0.3 
g ODBA, but adding bottom duration grouped as a factor did not yield a linear 
relationship over the bottom phase (LRT = 0.31, P = 0.98, Fig. 5.3). 
Additionally, the bimodal pattern could not be attributed to individual animal 
or active vs. stationary dive types.  
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Table 5.4: Summary of mean (± s.d.) of oxygen consumption ( , ml O2 min-1 kg 
-0.75) and overall dynamic body acceleration (ODBA, g) across dive phases for single 
dives executed by 4 Steller sea lions. Single dives with 1 feeding station (stationary) 
were combined with single dives with 2 feeding stations (active) because they were 
not statistically different.  
 
 
 
 
  
     ODBA 
Fig. Dive Phase Dive Type mean (± s.d.)  mean (± s.d.) 
Fig. 5.3A Resting at surface (MRs) NA 36.4 4.6  0.15 0.06 
Fig. 5.3B Transit  single 73.1 40.8  0.29 0.03 
Fig. 5.3C Bottom (active+stationary) single 46.9 13.8  0.34 0.14 
Fig. 5.3D Dive cycle (active+stationary) single 41.8 3.5  0.28 0.07 
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Figure 5.3: The relationship between overall dynamic body acceleration (ODBA) 
and metabolic rates calculated for each dive phase of a single dive for Steller sea 
lions resting on the surface (A), transiting to depth (B), over the bottom phase of the 
dive (C), and over the dive cycle (D). Partitioning the ODBA: relationship into 
dive phases for single dives showed no significant linear relationships for any dive 
phase, and active dives did not differ from stationary dives (C, D). See Fig. 5.1 for 
description of different metabolic rates. 
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Proportion of time in each dive phase as a fixed factor for single dives and dive 
bouts   
The data shown in Figs. 5.2 and 5.3 provide evidence that dive phase 
disrupts the potential relationship between ODBA and . Stemming from 
these results, the current study investigated whether the proportion of time 
spent in each dive phase could explain the ODBA: relationship across a 
dive cycle differently than dive type alone on single dives, bouts of long dives, 
and bouts of short dives (as per Volpov et al., 2015b). In other words, the 
current study tested whether separating all dive types by the proportion of time 
spent in a given dive phase (separately for transit, bottom, post-dive surface 
phases) would result in significant predictive ODBA and relationships 
relative to when all dives were separated only by dive type.  
As previously noted, the proportions of time in each dive phase were 
grouped into categorical fixed factors based on quartiles (Table 2). Hence, each 
panel in Fig. 5.4 shows the same data points (1 data point from each of the 70 
dives) with different fixed effects tested within LME models. For comparison, 
Panel 4D of Fig. 5.4 illustrates dive type as a fixed factor (Volpov et al., 
2015b). Consequently, the null model (i.e., generic model of all data points 
with no fixed factors) was the same for all panels in Fig. 5.4 and was 
significantly linear (ANOVA, slope: P = 0.0013, intercept: P < 0.001). 
Only the proportion of time in the transit phase was a significant 
predictive factor in the overall ODBA: relationship over a dive cycle; 
neither post-dive surface interval nor bottom phase proportion significantly 
impacted the relationship as fixed factors. When the data was examined for 
each level of %transit separately, the ODBA:  relationship was 
significantly linear only within the < 7% transit category (slope P = 0.004). 
The relationship was not significantly linear for dives with ≥ 7 to < 16% transit 
(slope P = 0.08) or for dives with ≥ 16% transit (slope P = 0.08, Fig. 5.4A). 
Each level for post-dive surface intervals or bottom phase were not examined 
separately because the fixed factor was not significant for these variables.  
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Figure 5.4: The relationship between overall dynamic body acceleration (ODBA) 
and average metabolic rate (AMR) while Steller sea lions were executing single 
dives, bouts of short dives, or bouts of long dives. The percent of time in each dive 
phase (transit, post-dive surface, or bottom) were grouped into categorical fixed 
factors based on quartiles (Table 5.2). The proportion of time in the transit phase (A) 
was a significant predictive factor (*), but neither post-dive surface interval (B) nor 
bottom phase proportion (C) significantly impacted AMR. Each panel shows the 
same data points with different fixed effects tested within LME models. Panel 5.4D 
with dive type as a significant fixed factor was plotted from Volpov et al 2015 for 
comparison.  
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Discussion   
Measuring the level of physical activity (e.g., ODBA) has been 
proposed as a means of estimating energy expenditure in pinnipeds, which is 
vital for creating reliable bioenergetic and ecological models (Winship et al., 
2002). Any such indirect measure requires calibration to establish the nature of 
its relationship to more direct measures of energy expenditure, such as rate of 
oxygen consumption ( ). These calibration tests should be undertaken under 
a wide variety of behavioural, physiological, and environmental conditions that 
encompass those experienced by animals in the wild. This will allow proper 
evaluation of the limits and strengths of the measure and will help to refine its 
application to specific circumstances. 
Previous ODBA:  calibration experiments on Steller sea lions freely 
diving in the open ocean investigated the relationship over the entire dive or 
dive cycle with mixed results (Fahlman et al., 2013; Fahlman et al., 2008b; 
Volpov et al., 2015b). It is likely that part of the discrepancy in results is a 
reflection of the different testing regimes, primarily rooted in the types of dives 
undertaken. A previous study found that the ODBA:  relationship differed 
by experimental “dive type” (Volpov et al., 2015b). To determine which 
aspects of the dive created these apparent differences in the relationship 
between ODBA and  between dive types, Volpov et al. (2015b) examined 
the potential influences of gross dive characteristics, such as individual dive 
durations, number of dives per dive bout, and cumulative dive durations within 
bouts, but these gross dive characteristics did not explain or improve the poor 
relationships (Volpov et al., 2015b). 
This study investigated whether the inability of ODBA to reliably 
predict  and the apparent effect of “dive type” was due to different inherent 
relationships between dive type and dive phases of a dive cycle (transiting, 
bottom duration, and surface duration).  This hypothesis was based on the 
observation that the mechanical movement and physiological demands during 
each dive phase are quite distinct, and the prediction that different dive types 
differ in the relative amount of time sea lions spent in each phase. Furthermore, 
this study tested whether the amount of time spent in each dive phases could 
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explain the previous finding that the ODBA:  relationship differed by  “dive 
type” (Volpov et al., 2015b).  
This study’s results demonstrate that the relationship between ODBA 
and  differed dramatically across different dive phases of Steller sea lions 
diving in the open ocean, although the relationship was not statistically linear 
in any individual phase (Fig. 5.3). Results also showed that the amount of time 
spent in different phases differed between experimental dive types (Fig. 5.2). 
More importantly, the amount of time spent in each phase significantly 
impacted the ODBA:  relationship over the dive cycle (Fig. 5.4). 
Specifically, the proportion of time spent transiting to depth significantly 
impacted the ODBA:  relationship over the dive cycle, such that the ability 
of ODBA to predict  held only for dives with minimal time spent transiting. 
Proportion of time spent per dive phase differs among dive types 
The hypothesis that the previously reported differences in the ODBA:
 relationship among dive types was due to differences in the characteristics 
of these dives was dependent on the supposition that the experimental dive 
types did, in fact, differ in such behaviours. This study’s results show that the 
dive types differed in a key metric that was not previously accounted for—
namely in the proportion of time spent in each dive phase. Notably, each dive 
type stood out from the other two dive types on the amount of time spent in 
one of the three defined dive phases (Fig.5. 2). This provides evidence that 
dive phase could potentially impact the overall ODBA:  relationship over a 
dive cycle. Such findings warrant further investigation into the ODBA:  
relationship within individual phases of a complete dive cycle to examine its 
potential effect on the overall predictive relationship.     
Partitioning ODBA:  by dive phase shows divergent patterns 
It is possible that ODBA was a poor  predictor of  because the range 
of ODBA values used in this study’s regression model was too narrow. 
Previous research suggests that calculating an averaging ODBA over a dive 
cycle reduces the range of ODBA values (Volpov et al., 2015b). However, the 
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range of this study’s values of average ODBA for sea lions diving to 1 or 2 
feeding stations (0.07-0.55 g, all dive types) were wider than in previous 
studies for the same animals that used one feeding station (~0.11–0.45 g, 
Fahlman et al., 2013; ~0.15– 0.40, Fahlman et al., 2008b) or two feeding 
stations (0.20-0.41,  Volpov et al., 2015b). The wide range in ODBA values 
was also apparent when calculated over the dive cycle for single dives (range = 
0.090-0.055, Fig. 5.3C). Thus, it seems unlikely that the range of measured 
ODBA values was too narrow to predict if a relationship actually existed 
between the two. 
Feeding stations were added or removed to increase physical movement 
of the sea lions and increase the range of ODBA during the bottom phase of 
their dives. However, sea lions unexpectedly had lower ODBA values when 
foraging between two feeding stations than while feeding at a single station 
(Fig. 5.3). Anecdotal evidence from a video camera mounted at depth showed 
the sea lions occasionally made tight circles around a single feeding station, 
which would have potentially increased activity and energetic costs for dives 
that were designed to be mostly stationary (Wilson et al., 2013). However, the 
number of feeding tubes was not a significant factor in the LME models, 
indicating that potential differences between active and stationary dives did not 
impact this study’s results.  
ODBA was unable to predict during the bottom portion of the dive 
despite the increased range of ODBA values recorded during the bottom phase. 
This was due in large part to the sea lions producing a wide range of ODBA 
values during the bottom phase of the dive that were associated with only a 
small range of  values. There was also a similar disconnect between ODBA 
and when the sea lions were resting at the surface. 
The wide range of ODBA values associated with a narrow range of 
measurements during the surface and bottom phases of the different dives were 
opposite to the values calculated for the transit phases of the dives when 
ODBA changed little, but estimated varied considerably. None of the sea 
lions appeared to exert themselves during the transit portions of the dives (i.e., 
transit dives were “easier” for the animals). Their times to descend and ascend 
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were consistent among all dive types (range ~20-35 s each) and varied little 
(descent mean = 21 ± 4s, ascent mean = 24 ± 5 s). Mean speeds of ascent (1.67 
m s-1) and descent (1.90 m s-1) in this study were all within the range of mean 
transit speeds observed in wild New Zealand sea lions (Phocarctos hookeri) 
and Galapagos sea lions (Zalophus wollebaeki, 1.24-1.99 m s-1, Crocker et al., 
2001; Villegas-Amtmann et al., 2008), indicating that the physical activity 
pattern for transiting in the current study was likely comparable to wild Steller 
sea lions. The stereotypical physical movement of the sea lions in the current 
study during transiting likely led to their ODBA values consistently falling 
within a narrow range (Fig. 5.3B). 
While stereotypic movement may explain the consistent ODBA values 
during the transit phases of all dives, it does not explain the wide range of 
associated  values. Instead, the vertical pattern of  that occurred while 
transiting most likely reflects differences in the degree of metabolic 
suppression the sea lions experienced among dive types. Specifically, levels of 
oxygen depletion at the end of each individual dive within a dive type 
potentially impacted  without corresponding changes in ODBA, serving to 
weaken any potential ODBA: relationship. For example, all of the transit 
dives had dive durations that were substantially less than the 3.0 min cADL, 
but all of the other single dives were greater than the cADL. This indicates that 
sea lions ended single dives with greater levels of oxygen depletion than the 
transit dives. As a response, the sea lions may have exhibited greater, more 
consistent metabolic suppression (i.e. reduced range) for single dives than 
transit dives. In fact, the observation that ODBA remains mostly constant 
during extreme changes in  during transit dives further highlights how 
ODBA may be unable to account for physiological changes that occur during 
diving. 
Although there were not any linear relationships within each dive phase 
(Fig. 5.3), the differing patterns in ODBA and  among dive phases 
provides valuable clues into why ODBA is a poor predictor of energetic 
expenditure over a complete dive cycle. A complete dive cycle is made up of 
three phases — each which has divergent patterns in the and ODBA 
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relationship, as well as different mean values for both ODBA and . 
Calculating ODBA over a complete dive cycle essentially “averages” these 
different relationships, which potentially explains the absence of any overall 
ODBA: relationship over the course of a dive cycle.  
Proportion of time spent transiting disrupts ODBA:  over dive cycle  
The lack of an overall relationship between ODBA and  due to there 
being different relationships between ODBA and  for each phase of a dive 
does not explain why the relationship differed between the 4 experimental dive 
types (Figs. 5.2 and 5.3). A secondary factor might be the proportion of time 
spent in each phase of the dive for the different dive type. I tested this by re-
examining all dive types together and setting the proportion of dive phase as a 
categorical factor — and found that the proportion of time spent transiting was 
an important factor when all experimental dive types were considered together 
(Fig. 5.4A). However, examining each category of transiting (i.e., < 7%, ≥ 7-
16%, or ≥ 16%) separately revealed only one statistically linear relationship for 
dives that have < 7% of the dive cycle spend transiting, but none for dives with 
a greater transiting proportion (Fig. 5.4A). This is important because it 
suggests that dive types that have proportionally more transiting such as bouts 
of short dives (29.0 %) would be less likely to have ODBA: linear 
relationships compared to bouts of long dives (10.5 %) or single dives (7.5%, 
Fig. 5.2). This is especially relevant when free-ranging populations are 
considered given that the experimental dives with poorest predictive power due 
to higher proportion of time spent transiting are most similar to those dive 
durations observed in free-ranging populations (Merrick and Loughlin, 1997). 
Physiological explanations for why ODBA is a poor predictor of   
The potential link between physical activity and energy expenditure in 
marine mammals is complicated by the paradox of breath-hold divers that 
expend energy and physically move without being able to simultaneously 
resupply oxygen stores. Marine mammals evoke a dive response that uses a 
suite of physiological factors to regulate energy expenditure and dive duration 
(Butler, 1982, 1988; Butler and Jones, 1997; Davis et al., 2004). The results 
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from this study add to a large body of evidence suggesting plausible reasons 
for why ODBA on its own would be a poor predictor in air breathing 
vertebrates including the influence of environment, thermoregulation, digestion 
increasing , metabolic suppression, and a temporal disconnect between 
gas exchange and physical activity (Gleiss et al., 2011; Halsey et al., 2011a; 
Halsey et al., 2011b; Halsey et al., 2011c; King et al., 2004). 
Additional physiological factors that alter without changing 
physical activity, such as thermoregulation or digestion could also disrupt the 
potential ODBA: relationship. The heat increment of feeding (HIF) in 
Steller sea lions resting on land onsets at approximately ≥ 1 hour peaking at ~ 4 
hours following a 4 kg meal (Rosen and Trites, 1997; Secor, 2009). However, 
animals in this study were consuming smaller 20 g pieces of food over less 
than 60 min while diving instead of ingesting bulk meals on land as in Rosen 
and Trites (1997). The short duration of the trials coupled with the fact that 
animals did not consume bulk meals, food was not a significant fixed factor, 
and that sea lions could potentially defer digestion (Rosen et al., 2015) all 
suggest that HIF did not confound the current study’s results. Additionally, the 
majority of water temperatures during the trials were within the TNZ for 
related California sea lions, which suggest that thermoregulation did not 
substantially impact this study’s results. 
Conclusion 
This study indicates that ODBA on its own may not be able to predict 
 in air-breathing divers because of the temporal disconnect between activity 
and gas exchange, and the inherent physiological changes associated with 
diving (Halsey et al., 2011a; Halsey et al., 2011c). These results support the 
hypothesis that behaviour (measured as dive phase or dive type) does indeed 
impact the predictive ability of ODBA.  
The apparent role of dive type in altering the relationship between 
ODBA and  was due to differences in the time spent in different dive 
phases, and divergent relationships between ODBA and  within each of 
these phases. The proportion of the dive cycle spent transiting had the strongest 
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effect on the potential ODBA:  relationship. A relationship between ODBA 
and  was only apparent in dives that had low levels of transiting (< 7% of 
total dive cycle). For sea lions that spent a higher proportion of time transiting 
to depth (such as bouts of short dives typical of wild Steller sea lions), ODBA 
on its own failed to accurately predict their . Partitioning the ODBA:  
relationship by dive phases also did not improve the ability of ODBA to predict 
energy expended by diving sea lions despite the increased range of ODBA 
values used in the current study. Overall, this study’s results support the 
growing body of evidence that ODBA on its own is a poor predictor of energy 
expenditure in air breathing diving vertebrates because ODBA (a physical 
measure) cannot account for physiological changes in  that occur as part of 
the dive response.
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Chapter 6:  General discussion  
 
 
Steller sea lions hauled out in northern British Columbia. Photo by A.Trites 
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Summary of findings   
Potential changes in prey composition or distribution associated with 
environmental fluctuations are likely to force marine predators to expend 
greater energy diving for longer durations, and will also likely impact the 
energy available to marine predators if prey availability and nutritional content 
change. This will potentially alter a predator’s overall foraging success, which 
is a primary determinant of individual and population survival. Consequently, 
calculating accurate estimates of foraging success is vital to informing 
bioenergetics and ecosystem models. 
The overarching theme of this thesis was to estimate how much energy 
otariid seals expend and gain while foraging. By combining new technologies 
in dataloggers, with the unique ability to measure energetics on freely diving 
pinnipeds, this study improved the current understanding of foraging 
behaviour, energetics, and foraging success in a group of top marine predators. 
Foraging success, defined as energetic gain (i.e. number of prey consumed) per 
unit of energetic expenditure (e.g. per dive) is the common thread that links all 
four data chapters (Fig. 6.1). My research focused on predicting aspects of 
foraging success that could be measured on free-ranging pinnipeds with 
commercially available TDRs and accelerometers. Foraging success in diving 
otariids was assessed by quantifying energetic expenditure and energetic gain 
in Australian fur seals (Arctocephalus pusillus doriferus), and Steller sea lions 
(Eumetopias jubatus). The main conclusions of this thesis are illustrated in a 
schematic diagram (Fig. 6.1) in relation to the research objectives proposed in 
Chapter 1 (Fig. 1.1). The preceding core data chapters are interrelated through 
the common thread of investigating the main components of foraging success: 
energetic gain (Chapter 2, 3) and energetic expenditure (Chapter 4, 5).  
A primary aim of this thesis was to derive and validate methods of 
predicting energy expenditure and energy gain that could be directly applied in 
the field on any otariid species. A secondary aim was to quantify the error 
surrounding these predictions with robust statistics utilizing mixed-effect 
models and cross-validated experimental designs. Chapters 2 and 3 fulfilled 
those aims, and were the first studies to directly validate time-depth recorders 
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(TDRs) and accelerometer predictions of energetic gain with animal-borne 
video in free-ranging otariids. Chapters 2 and 3 demonstrated that head-
mounted accelerometers and dive characteristics from TDRs could reliably 
identify and predict foraging dives and individual attempted prey captures 
(APC, i.e. energetic gain) of Australian fur seals. As defined previously, 
foraging dives included all dives with at least 1 APC (incorporating both 
successful and unsuccessful APC and dives with multiple APC). It was not 
possible to identify successful APC or prey types using head-mounted 
accelerometers, but TDR models were able to predict the total successful APC 
with known error estimates. Dive characteristics were also able to predict the 
probability of a foraging dive and the total APC per dive. 
Chapters 4 and 5 assessed the ability of 3-dimensional movement 
(measured by overall dynamic body acceleration, ODBA) to predict energetic 
expenditure of a diving otariid. Using trained Steller sea lions as a model 
species for otariids, this thesis demonstrated that ODBA could statistically 
predict energetic expenditure measured as oxygen consumption (VO2) in 
diving sea lions, but that this relationship had substantial errors preventing 
reliable field application (Chapter 4). Notably, Chapter 4 investigated the 
relationship between ODBA and VO2 for longer dive durations, more dives per 
bout, and greater oxygen depletion levels than previously tested on animals 
that were diving freely in the open ocean. This was also the first study to 
explicitly examine the influence of dive type (single vs. dive bouts) on 
predicting energetic expenditure from 3-dimensional movement in animals 
with increased oxygen depletion. 
Chapter 5 investigated a potential explanation of why ODBA was a 
poor predictor of energetic expenditure in Chapter 4 by partitioning the 
ODBA:VO2 relationship over 3 phases of the dive cycle (transiting to and from 
depth, bottom time, and post-dive surface interval) and testing the potential 
effect of the proportion of the dive cycle in each dive as a source of variation in 
the relationship. Partitioning the ODBA: VO2 relationship by dive phases did 

 The generic term “oxygen consumption” or VO2 was used in Chapter 6 Discussion for 
simplicity. Please see Chapters 4 and 5 for precise definitions of total oxygen consumption (
), whole animal rate of oxygen consumption ( ), and mass-corrected rate of oxygen 
consumption ( ).  
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not improve the predictive ability of ODBA. The proportion of the dive cycle 
spent transiting to and from depth had the strongest effect on the potential 
ODBA:VO2 relationship. The apparent role of dive type in altering the 
relationship between ODBA and VO2 seems to be due to differences in the 
time spent in different dive phases, and divergent relationships between ODBA 
and VO2 within each of these phases. A relationship between ODBA and VO2 
was only apparent in dives that had low levels of transiting. 
Compared to previous studies on pinnipeds which only investigated the 
potential ODBA:VO2 relationship over the dive only or dive cycle, Chapter 5 
evaluated the predictive ability of ODBA across each dive phase and over a 
wider ODBA range, but this did not improve ODBA’s predictive power. The 
current chapter synthesizes preceding chapters, discusses the implications of 
the results in the broad context of predicting pinniped energetics and foraging 
behaviour, and suggests directions for future research avenues. 
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Figure 6.1:Schematic diagram illustrating the thesis conclusions in relation to the 
research objectives in the Introduction (Chapter 1).  Both head-mounted 
accelerometers (Chapter 2) and dive characteristics (Chapter 3) could reliably 
identify the presence of forage dives as well as total attempted prey captures (APC) 
per dive, but only dive characteristics were able to distinguish successful APC. It 
was not possible to reliably distinguish among prey types with either method. 
Results demonstrated that 3-dimensional movement (overall dynamic body 
acceleration, ODBA) could predict energetic expenditure in trained diving Steller 
sea lions, but that this relationship had substantial errors preventing reliable field 
application (Chapter 4). 
 
 
 
 
 
 
  
 3.  ODBA can statistically predict energy expended 
over single dives and dive bouts with increased 
oxygen depletion, but this method had substantial 
errors preventing reliable field application (Ch. 4) 
 
4. ODBA: VO2 patterns differ among dive phases, and 
no linear relationships were observed within each dive 
phase seperately. Transiting to depth disrupts the 
ODBA:VO2 relationship and potentially explains why 
ODBA was a poor predictor in Ch. 4 (Ch. 5). 
 
1.  Head-accelerometers can predict dives with attempted prey 
captures (APC) and number of APC per dive with reliable 
detection rates, but  are unable to distinguish successful 
APC or prey type (Ch. 2) 
2.  TDR dive characteristics can predict the probability that a 
dive has prey present, the total APC per dive, and also the 
total successful APC per dive, but were unable to 
distinguish prey type (Ch. 3) 
energy gained (number of prey) 
energy expended 
Foraging success  
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Dive behaviour and 3-dimensional movement can predict energetic 
gain in diving otariids 
This thesis assessed the ability of TDRs and accelerometers to predict 
foraging success at 3 data resolution levels: low resolution (presence or 
absence of prey), medium resolution (total APC per dive), and high resolution 
(matching individual APC within a dive). Individual foraging decisions and the 
corresponding factors that influence such decisions have been reported to vary 
temporally in a range of otariid species (Costa and Gales, 2003; Georges et al., 
2000; Horning and Trillmich, 1999; Hoskins and Arnould, 2013), but less is 
known about temporal variation in benthic species of pinnipeds (Costa and 
Gales, 2003; Hoskins and Arnould, 2013). As detailed below, both the head-
mounted accelerometer and TDR were able to predict foraging behaviour at 
multiple data resolution levels, but the most useful predictors of energetic gain 
varied depending on the temporal scale.  
This study demonstrated that head-mounted accelerometers were 
accurate in predicting energetic gain on freely diving wild pinnipeds 
consuming multiple types of live prey in a variable environment. Head-
mounted accelerometers were able to detect individual APC within a dive, total 
APC per dive, and the presence of forage dives (Chapter 2). The number of 
APC identified varied depending on which direction of acceleration was used 
(surge = anterior-posterior, sway = lateral, heave = dorsal-ventral), with surge 
standing out as the most useful for Australian fur seals. The greater range of 
prey items and use of live prey on wild animals in this study likely explains the 
greater detection (82-97%) and error rates (48%) in the current study compared 
to a previous captive study (Viviant et al., 2010). 
Most notable for field application, not all head movements at depth 
were related to actual APC on video as previously assumed with other studies 
(Gallon et al., 2013; Naito et al., 2010; Plötz et al., 2001; Viviant et al., 2014; 
Viviant et al., 2010). Appropriate correction factors from Chapter 2 should be 
applied whether at the scale of each individual APC or the scale of each dive to 
offset the detection and false positive rates. Results indicate that previous work 
assuming a one-to-one ratio for acceleration peaks to number of prey, or 100% 
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detection rate, overestimated the number of dives with prey present, the total 
APC per dive, and consequently overestimated the energy gained from prey 
(Gallon et al., 2013; Viviant et al., 2014). Overestimating the energy gained 
from prey is problematic because it can lead to inaccurate estimates of foraging 
success and unreliable bioenergetic population models.  
Dive characteristics from TDRs were able to predict forage dives with 
descent rate and were also able to predict total APC per dive using bottom 
duration and ascent rate (Chapter 3). TDRs have been used to describe 
characteristics of the diving behaviour and make inferences on foraging 
behaviour of marine mammals for over 50 years (Kooyman, 1965). Previous 
studies have used indirect evidence or correlations from dive characteristics 
(e.g., Bengtson and Stewart, 1992; Hindell et al., 1991; Le Boeuf et al., 1988; 
Schreer et al., 2001; Schreer and Testa, 1996) to infer the presence or absence 
of foraging behaviour. Traditional dive shape analysis was not useful in 
identifying the presence of prey in benthic divers as not all U-shaped dives 
included prey captures. Results demonstrated that descent rate was the primary 
predictor of general foraging success (i.e. prey presence), but that bottom 
duration and ascent rate were the best predictors of higher resolution prey data 
measured as total APC per dive. Results indicate that Australian fur seals were 
likely modifying their behaviour in real-time to maximize prey consumption at 
multiple temporal scales. Results also suggest that seals first modified descent 
rate in response to the success of the previous dive. Next, within a dive after 
reaching the foraging zone, seals continued to alter bottom duration and ascent 
rate based on prey encounter rate or possibly a total prey per dive “cut-off”. 
Evidence of real-time modification of behavior in response to prey has 
implications beyond pinnipeds, and results from this study could spur similar 
investigations in other predators. Results from Chapter 3 are novel and exciting 
because quantitatively linking verified foraging dives to dive characteristics 
opens the door to re-analysis of decades of historical TDR datasets across 
several otariid species.  
The energy expended diving to the foraging zone, searching for prey, 
and chasing prey is only offset when the seals are successful in capturing and 
consuming prey. Therefore it’s crucial to identify successful APC because 
those are the only APC that offset energetic expenditure. Previous studies 
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either did not explicitly test differences between successful and unsuccessful 
captures (Skinner et al., 2009; Ydesen et al., 2014), or results indicated that the 
method could not reliably identify successful captures and prey ingestion 
(Viviant et al., 2010). This thesis explicitly tested if head-mounted 
accelerometers could distinguish successful APC. Dive characteristics from 
TDRs were able to predict the probability of successful APC using ascent rate 
and bottom duration, but head-mounted accelerometers were not.  
The inability of the accelerometer to reliably identify successful APC 
could potentially be due to the definition of APCs used in this study, 
differences in the resolution of the response variable, or variability of head 
movements. Based on previous studies indicating surge (forward) as the most 
useful acceleration direction (Suzuki et al., 2009; Viviant et al., 2010), I chose 
to exclude chases without capture attempts (i.e. head lunge forward in surge 
direction). Exclusion of these events without lunges forward to capture prey 
has the potential to increase both false positive and false negative error rates. 
Future studies, therefore, including larger sample size comparing multiple APC 
definitions would help further elucidate this question of how to define an APC. 
Precise identification of successful APCs is necessary if individual APC are to 
be matched in exact space and time with other metrics such as prey abundance, 
prey type, habitat use, or marine reserve mapping. 
The maximum level of data resolution in the response variable for the 
accelerometer (high resolution 25 Hz) compared to the TDR (medium 
resolution 1 Hz) may have also influenced the ability to identify successful 
APC with accelerometers. The TDR data in this study could only be used to 
predict total APC per dive, not match individual APC in time. In contrast, only 
the head-mounted accelerometers could match individual APC within a dive to 
specific APC on video (higher resolution response variable). The 
accelerometer had a stricter and more detailed “matching protocol” than the 
TDR due to the higher resolution response (individual APC within a dive 
verses total APC per dive). Consequently it is reasonable that the likelihood of 
matching successful APC would be reduced for the accelerometer.  
In order for the accelerometer to detect a difference between successful 
and unsuccessful events, there needs to be a consistent pattern differentiation 
within and among all animals. If there is too much inter or intra-variation (i.e. 
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inconsistency) in the pattern of head movements, the head accelerometer would 
not be able to separate the two types of events (Gleiss et al., 2011; Halsey et 
al., 2008). The ranges for APC durations, integrals, and number of peaks per 
event overlapped for each variable tested thus preventing reliable identification 
of successful APC. Successful APC included prey handling which was absent 
in unsuccessful APC, but the variation in head movement in both APC 
categories was large enough that they were indistinguishable across all of the 
animals. Ultimately, I hypothesize that it was a combination of differences in 
matching protocol and data resolution combined with high variability in head 
movements that prevented distinguishing successful APC from unsuccessful 
APC using head-mounted accelerometers.  
Head-mounted accelerometers and TDRs both have disadvantages and 
advantages in their ability and ease of use in predicting energetic gain in a 
diving otariid. Given the current technology I would recommend using TDRs 
to predict energetic gain over head-mounted accelerometers given the 
following reasons: only the TDR was able to predict successful APC, TDRs are 
more often integrated into commercially available dataloggers, TDRs use less 
memory and battery so researchers can collect more data, and the data 
processing and analysis is much simpler in TDRs. Ultimately, each researcher 
should choose to use either the accelerometer or TDR method that fits their 
research question.  
Predicting energetic gain in the field 
Chapter 2 provides a repeatable, transparent way to predict the foraging 
behaviour from head accelerometers that can be directly applied to Australian 
fur seals with known error rates or easily re-parameterized for other species 
and taxa in the field on freely available software. Wavelet transformation with 
behavioural analysis on specialized software (Iwata et al., 2012; Naito et al., 
2010), and support vector machines (SVM, i.e. supervised machine learning, 
Carroll et al., 2014b),  have been used to process and interpret acceleration data 
with cost of software, interpretation, and ease of use varying widely. A key 
aspect of using the methods in Chapter 2 to detect APC is determining the 
correct initial parameters of the function, which are specific to each species or 
at the very least specific to benthic foragers. Rather than rely on qualitative or 
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subjective methods of function parameterization that were not easily repeatable 
(e.g., Viviant et al., 2010), I used a quantitative and objective cross-validation 
method to test combinations of function parameters (Chapter 2). The function 
created in Chapter 2 can directly be applied on new data from wild Australian 
fur seals to estimate APC rates. Similar functions have been created on Steller 
sea lions (Viviant et al., 2010), and applied to Antarctic fur seals (Viviant et al., 
2014) or southern elephant seals (Génin et al., 2015). However, caution should 
be used in this method across different species without full validation as it is 
likely that error rates and the specific values of the function’s parameters vary 
among species and among different foraging strategies. Alternately, the method 
of function optimization with cross-validation can also be modified using for 
other taxa using the quantitative methods of parameter selection detailed in 
Chapter 2.  
Results from Chapter 3 also provide a transparent method of predicting 
foraging behaviour from dive characteristics on Australian fur seals with 
known error rates that can be modified for other otariids. I was able to use 
cross-validation and direct comparison with video to calculate robust accuracy 
estimates in using GLMM or GAMM models to predict multiple levels of 
foraging behaviour (presence of prey, total prey, and successful prey). The 
GLMM with descent rate as a predictor variable could predict the total number 
of forage dives (i.e. with at least 1 APC present) with an estimated accuracy of 
77.4% relative to video. Alternately, the GAMM with bottom duration and 
ascent rate as predictors can be used to predict with the total APC per dive or 
total successful APC per dive with 52% and 49% accuracy respectively. As 
described previously in Chapter 3, the GLMMs or GAMMs only requires that 
researchers input a range of descent rates, ascent rates, or bottom duration that 
are commonly available on commercial TDRs to predict foraging behaviour 
using R software and packages that are freely available. Rather than a 
theoretical approach, both Chapters 2 and 3 provide models with specific 
predictive variables and accuracy rates that can be used to predict forage dives, 
total prey per dive, and successful APC per dive on current and future datasets. 
Application of the models from Chapter 3 on novel datasets opens the door to 
re-analysis of decades of historical TDR datasets as well as future datasets 
across several otariid species. 
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Linking trained to wild studies 
Research with animals in the laboratory (Chapter 4,5) acted as a bridge 
to studies on free-ranging animals (Chapters 2, 3), and enabled this thesis to 
investigate and answer physiological questions that were logistically 
impossible in the field. For example it is not possible to directly measure VO2 
in the field with the exception of the few seals species that reliably surface in 
ice holes (e.g., Castellini, 1992). Thereofore, laboratory calibrations of the 
relationship between ODBA and VO2 on trained animals are required to 
generate predictive equations for field application on wild conspecifics. 
Furthermore, research has demonstrated that diving physiology differs 
substantially between phocids (true seals) and otariids (fur seals and sea lions, 
e.g., Hochachka, 2000). Consequently, applying equations calibrated on 
phocids to predicting energetics of otariids raises concerns.  Currently, trained 
Steller sea lions are the only otariid for which measurements of energy 
expenditure can be obtained for animals diving in the open ocean with dive 
characteristics and environment conditions comparable to their wild 
counterparts (e.g., Hastie et al., 2006). Although Steller sea lions and 
Australian fur seals differ in body size and geographic range, research suggests 
that the diving behaviour of Australian fur seals more closely resembles the 
dive characteristics of sea lions rather than fur seals (Costa et al., 2001). Given 
the inability to collect energetic expenditure data on free-ranging Australian fur 
seals directly, it was reasonable to use mass-corrected relationships with Steller 
sea lions as model species for otariids.  
By combining controlled experimental data from trained animals with 
the natural variability in free-ranging animals, this thesis was able to examine 
foraging success in a comprehensive and holistic approach. It is not likely that 
training strongly altered physiological (VO2) or physical (ODBA) responses of 
the Steller sea lions during diving. Positive reinforcement training requires 
psychological (i.e. behavioural) control of the animals, but not physiological or 
physical control. For the past 10 years, the Steller sea lions regularly dive 10-
40 m 3-6 days a week for husbandry, training, and other research projects. 
Therefore their physical fitness, physical activity levels, and physiological 
responses are more similar to wild Steller sea lions than previous studies 
conducted on trained animals in shallow pools.  
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3-dimensional movement is a poor predictor of energetic 
expenditure in diving otariids  
This thesis increased the understanding of foraging success in marine 
predators by demonstrating that ODBA, a commonly used metric of energy 
expenditure in the field, was not a reliable predictor. ODBA on its own was not 
able to reliably predict energy expenditure in diving sea lions, whether the 
potential relationship was tested across multiple dive types or different dive 
phases (Chapters 4,5). Compared to previous validation studies, this thesis 
examined the relationship between ODBA and VO2 under conditions of 
increased movement at depth, increased number of dives per bout, and 
increased oxygen depletion, but did not yield robust ODBA:VO2 relationships.  
Initially, the narrow range of ODBA or averaging over a dive cycle 
appeared to limit the ability to detect a potential ODBA:VO2 relationship 
(Chapter 4). However, subsequent analysis partitioning the relationship over 
each dive phase revealed that that ODBA’s low range was not a primary factor 
driving the weak ODBA:VO2 relationship (Chapter 5). Chapter 4 assumed that 
single dives, bouts of short dives, and bouts of long dives primarily differed 
only in individual dive durations and number of dives per dive bout, but 
Chapter 5 showed that dive types also differed in the proportion of time spent 
in each dive phase. Ultimately, divergent patterns in VO2 and ODBA among 
dive phases, specifically transiting and time at the surface, most likely 
explained the absence of any ODBA:VO2 relationships in this study.  
There are several reasons to not expect a relationship between ODBA 
and VO2 in diving air-breathing animals including physiological changes that 
alter VO2 or environmental and physical factors that change ODBA, but not 
VO2 (Halsey et al., 2011a; Halsey et al., 2011c). The potential link between 
physical activity and energy expenditure is complicated in marine mammals by 
the paradox of breath-hold divers that expend energy and exercise without 
being able to uptake oxygen while diving (Butler and Jones, 1997; Hochachka, 
2000). This creates an unavoidable temporal disconnect between physical 
activity while diving and physiological variables such as tissue oxygen 
consumption, associated circulatory adjustments, and gas exchange. My results 
indicated that these concurrent physiological changes in VO2 do not 
correspond to similar changes in ODBA during diving in air-breathing 
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vertebrates, especially during transiting or dives that are beyond an animals 
aerobic dive limit 
Results indicate that ODBA on its own should not be used to predict 
field metabolic rate on diving otariids. However, ODBA and heart rate 
methods are currently the only methods available to estimate activity-specific 
metabolic rate on wild pinnipeds as DLW can only be used to estimate mean 
metabolic rate. Therefore, I recommend that researchers should select either 
the heart rate or ODBA method that fits their research question while still 
keeping the error rates in mind.  
Strengths and limitations of the study 
This thesis had several challenges that were accompanied by 
corresponding strengths and limitations. Although the sample size of 4 trained 
Steller sea lions is not considered large for fieldwork, it is comparatively large 
relative to captive marine mammal studies which often include only 1-2 
animals (e.g., Skinner et al., 2009; Viviant et al., 2009). It would be beneficial 
for future studies to include more data points similar to bouts of short dives as 
these are most comparable to wild animals (Merrick and Loughlin, 1997). It 
would also be useful for future work to explore other metrics of ODBA such as 
integral of ODBA, and total ODBA. Additionally, treating animal as a random 
factor within mixed-effects model analysis for all of the core data chapters was 
a strength of this thesis because this approach increased statistical power, 
allowing inferences from the sample dataset to be applied to the larger 
population (Gałecki and Burzykowski, 2013; Pinheiro and Bates, 2000; Zuur et 
al., 2009).  
A primary strength of this thesis was the use of cross-validation and 
multiple methods of transparently assessing errors of the predictive models 
presented. Unfortunately, there are no definitive means to quantify the error of 
LME, GLM or GAMM predictive equations, and consequently errors are often 
underreported or reported without clear detail on the calculations. Cross-
validation further strengthened Chapters 2 and 3 by providing future 
researchers thorough assessments of the error of applying these methods to 
new data sets. Cross-validation was not applicable to Chapter 4 or 5 in 
predicting VO2 from ODBA, but these chapters were strengthened by mixed-
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model statistical analysis, which also included two types of error assessment 
(residual error and standard error of the estimate). Cross-validation methods 
are rare in ecological studies, perhaps because splitting the dataset into training 
and testing subsets reduces the sample sizes while doubling the time required 
for data analysis (in the case of hold-out cross validation). This is especially 
true for studies with large marine predators such as marine mammals due to the 
smaller sample sizes available. However, I contend that the benefits of a 
thorough cross-validation far outweigh these perceived disadvantages of 
increased data analysis and reduced power by providing readers with a better 
estimate of the errors of these complex models.  
Low prey diversity limited the ability of both the TDR and the head-
mounted accelerometer to predict prey type or to assess the influence of prey 
type on these methods. Low prey diversity was influenced by the lack of 
seasonality with all of the data being collected in the Austral winter (May to 
July). Most of the prey analysed were fish, which is consistent with research 
indicating that fish dominate Australian fur seal diets in the winter and 
cephalopods dominate in the summer (Gales et al., 1993). I hypothesize, based 
on experience watching the videos, that a greater diversity in prey (i.e. greater 
seasonality) would permit TDR or accelerometer differentiation among prey 
with different handling characteristics. Future research could test this 
hypothesis by collecting TDR and accelerometry data across multiple seasons 
and wider prey diversity. However, sampling year-round on pinnipeds presents 
several logistical challenges, notably the difficulty of recapturing animals that 
do not reliably return to the same geographic location. I focused deployments 
in a specific season and demographic group (i.e. females during the winter 
lactation period) because females are more likely to return to the same location 
for recapture during lactation than other times of the year. Additionally, I 
focused on this demographic because lactating females impact population 
trajectories more than males in a resource defense polygyny breeding system 
where males mate with multiple females (Arnould et al., 2003; Boness, 1991; 
Warneke and Shaughnessy, 1985). 
Despite the low prey diversity, this thesis provides valuable insights 
into the influence of prey type on dive characteristics, 3-dimensional 
movement and predicting energetic gain. The majority of prey observed were 
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fish in Chapter 2 (80-82%) and Chapter 3 (74%), but valuable insights can still 
be gleaned from the prey data available. For example, although cephalopods 
were rare, they potentially still impacted head-movements, dive characteristics, 
and energetic gain of Australian fur seals. Seals often captured cephalopods on 
shorter duration dives, indicating that longer dives or greater total number of 
prey per dive may not necessarily represent greater energetic gain in animals 
that forage benthically. Cephalopods may be missed on head accelerometers 
because cephalopods were often captured at the seafloor without substantial 
head movements for capture or handling until at the surface. Therefore, future 
head-mounted accelerometer deployments should measure acceleration on 
ascent and at the surface in order to detect these and other larger prey items.   
Future research directions and suggested practices with 
dataloggers 
Results of this thesis contribute to future directions for biologging by 
providing validated functions and models that can be directly applied to on-
board data processing of acceleration or TDR data. The function derived to 
detect peaks in acceleration variance, could be added to on-board software of 
accelerometers using the generic parameters of 0.1 variance threshold and 20 
sec that were derived and validated in Chapter 2 for surge acceleration. This 
would reduce the sample rate of data to store or transmit to a single count of 
total APC per dive. Battery life could further be extended by only sampling 
surge or sway as they had greater detection than heave thus reducing sample 
data volume by 1/3rd. Using the function from Chapter 2 to process 
acceleration data on-board helps potentially increase prey diversity by 
increasing deployment length to span multiple seasons because animals do not 
need to be recaptured while nursing pups. This would reduce logistical field 
costs, reduce stress on the animal from recapture, and increase the likelihood of 
researchers obtaining complete datasets on each animal.  
TDR battery life could be reduced by only archiving or transmitting 
descent rate (not ascent rate) to predict prey presence. Alternately, researchers 
could focus on-board processing on bottom duration and ascent rate to predict 
total APC or total successful APC per dive (i.e. exclude descent rate). 
Ultimately, advanced on-board processing of TDR and accelerometry data 
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appears very promising and realistically possible in the near future, but for 
these methods to work to their full potential, species-specific calibrations such 
as Chapters 2 and 3 are required.  
 Future researchers should also consider the advantages and drawbacks 
of using a multi-datalogger approach compared to using a single datalogger 
approach. An advantage of the multi-datalogger approach is that it minimizes 
the risk of zero data return and allows simultaneous data collection of 
concurrent research projects. For Chapter 2 the recovery rate of overlapping 
accelerometers, TDR, and video camera data was 19% of the total animals 
deployed, and for Chapter 2, which only required TDR and video, the recovery 
rate was greater (50%). The recovery rates of useable data in this thesis were 
similar to those observed on Weddell seals (20%, Plötz et al., 2001) and grey 
seals (50-60%, Austin et al., 2006a), which underscores the difficulty in 
recovering overlapping dataloggers on free-ranging animals.  
Datalogger loss and errors occur in the field for various reasons 
including extreme changes in temperature, unforeseen software bugs, or 
hardware malfunctions, but are unfortunately often underreported or reported 
without any detail on how the error was fixed. The multi-datalogger approach 
for Chapters 2 and 3 required substantial post-processing to correct clock 
misalignment error among the accelerometer, TDR, and video camera. I 
included a transparent description on misalignment correction in Chapter 2 and 
Chapter 3 in an effort to increase awareness of datalogger sample error and 
also to give future researchers an example of one potential method of 
correction. Future advancements in datalogger technology will hopefully 
improve datalogger clock accuracy and greatly reduce the post-processing 
required to accurately synchronize multiple dataloggers. In the meantime, it 
would be beneficial if future research sampled a single channel at a consistent 
sample rate on all of the dataloggers when using the multi-datalogger approach 
(e.g. depth). This would provide a common time vector to automatically align 
multiple dataloggers. 
An alternate approach would be to use a single tag that samples time, 
depth, acceleration, and other metrics simultaneously such as the daily diary 
tag (Battaile et al., 2015; Shepard et al., 2008; Walker et al., 2015; Wilson et 
al., 2008). The single tag approach eliminates time synchronization challenges, 
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but this approach has higher risk of leaving the researcher without any data if 
the datalogger falls off or is corrupt. Another disadvantage of this approach is 
that multi-function tags are often too large to be head-mounted to detect prey 
captures. Logistically, it is not generally possible to mitigate tag loss due to 
animals not returning, corruption, or dataloggers being shed by the animal. 
However, publishing the details on tag loss and datalogger errors as done in 
this thesis and other studies (Austin et al., 2006b; Plötz et al., 2001) would 
allow future researchers to select the appropriate tag for their study design and 
account for an average tag loss rate in their experimental design and budget.  
Conclusion 
The over-arching theme of this thesis was to increase the knowledge of 
foraging success in a marine predator by investigating how much energy diving 
vertebrates expend and gain, and what factors influence these predictions 
(Fig.6.1). Chapters 2 and 3 demonstrated that TDRs or accelerometers were 
reliable predictors of energetic gain. Predictions of energetic gain were 
influenced by biological factors (i.e. number of prey per dive) as well as 
behavioral factors such as bottom phase duration and ascent rate. Chapters 3 
and 4 showed that 3-dimensional movement on its own, was not a reliable 
predictor of energetic expenditure. Increasing oxygen depletion, physical 
activity at depth, or partitioning the dive into phases did not improve or worsen 
the ability of ODBA to predict energetic expenditure. These results are relevant 
to the field of foraging ecology overall because it highlights that metric of 
energetic expenditure that is currently used in the field (ODBA), may not be as 
accurate as previously thought on its own. 
Predicting how predator and prey populations will respond to 
environmental variability, and how climate change will alter habitat 
assemblages is vital to managing the long term success of marine species and 
ecosystems (Learmonth et al., 2006). Changes in prey composition or 
availability are likely to force marine predators, such as Australian fur seals or 
Steller sea lions, to expend more energy travelling longer distances in search of 
prey or diving longer to capture more widely dispersed prey. Changes in prey 
quality, quantity, and availability are also likely to impact the energy available 
to marine predators, thus compounding adverse effects of increased energetic 
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expenditure and altering their overall foraging success. Foraging success, the 
food energy gained per energy expended, is one of the primary determinants of 
individual and population survival (e.g. Pistorius et al., 2004). Consequently, 
calculating accurate estimates of the components that make up foraging 
success is vital to informing population and ecosystem level bioenergetic 
models (Winship et al., 2002).  

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