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Abstract
Let f(z) belong to the well-known class S of functions univalent in the unit disk. It is shown that, in a
classical result of Spencer (Trans. Amer. Math. Soc. 48 (1940) 418), this lim-inf condition cannot be replaced
by a lim-sup condition. There is a function f in S for which the set for which the lim-sup is positive is
uncountably dense in every interval and its complement is of Baire Category I. Such a function cannot be
close-to-convex.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
We consider the class S of functions
f(z) = z +
∞∑
n=2
anzn (1.1)
univalent in =={z : |z|¡ 1} and denote by I(f) the set of those radii {rei
 : 06 r ¡ 1} for which
(
; f) = (
) = lim inf
r→1−
log |f (rei
) |
log 1=1− r ¿ 0: (1.2)
The following theorem is due to Spencer.
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Theorem A ([7]; see also [3, Theorem 2.5, p. 42]). The set I(f) is countable and∑

∈I(f)
(
)6 2: (1.3)
In fact, Spencer’s result is more general. In (1.2) the radius may be replaced by a path (
) ending
at ei
. Further, Theorem A extends to functions mean p-valent in =, in which case the right-hand
side of (1.3) has to be replaced by 2p.
The question was raised by N. Makarov in a letter to the Hrst author dated 12 February 1986 of
whether the analogue of (1.3) remains valid if lim inf is replaced by lim sup in (1.2), i.e. if (
) is
replaced by
I(
) = lim sup
r→1−
log |f (rei
) |
log 1=1− r : (1.4)
2. Results
We Hrst discuss some cases where a positive answer to Makarov’s question can be given. Suppose
that f(z), given by (1.1), is starlike. Then we have the following representation:
f(z) = z exp
[
−2
∫ 2
0
log(1− e−i
z) d(
)
]
: (2.1)
(see [6, Theorem 3.18 p. 66]). Here (
) increases with 
 and (2)−(0)=1. Evidently, the limit
(
) = lim
r→1−
log |f (rei
) |
log 1=1− r = 2 {(
+ 0)− (
− 0)}
exists for 06 
¡ 2. Thus, for all 
, (
) = I(
) = (
) so that the desired extension holds.
The same conclusion holds for close-to-convex functions. We recall that f is close-to-convex if
Re
{
z
f′(z)
g(z)
}
¿ 0; z ∈=
for some g that is starlike and has g(0) = 1 [6, p. 68].
Theorem 1. Suppose that f is close-to-convex. Then∣∣∣∣f(z)g(z)
∣∣∣∣6 (1 + r)
2
2r
log
1 + r
1− r ; z = re
i
 ∈=: (2.2)
Equality holds in (2.2) at some real and positive z if and only if
f(z) = 12 log
1 + z
1− z ; g(z) =
z
(1 + z)2
:
It follows from Theorem 1 that I(
; f)6 I(
; g) so that∑
I(
; f)6
∑
I(
; g)6 2:
However, for close-to-convex functions it is no longer true in general that (
) = I(
).
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Theorem 2. There exists a function f, close-to-convex in =, in fact convex in the direction of the
imaginary axis, such that (0; f) = (; f) = 0 and I(0; f) = I(; f) = 1.
We recall that a function which is convex in one direction is close-to-convex [5, p. 52].
There is one other case when we can achieve a positive result.
Theorem B ([3, Chapter 1], [4]): If f∈S and M (r; f) = sup {|f(z)| : |z|= r} then the limit
lim
r→1−(1− r)
2M (r; f) = 0 (2.3)
exists. If 0 ¿ 0 then there exists a unique 
0 such that 06 
0 ¡ 2 and
lim
r→1−(1− r)
2
∣∣∣f(rei
)
∣∣∣= 0:
Furthermore, we have the sharp estimate
log+
∣∣∣f(rei
)
∣∣∣= o {log 1=(1− r)}1=2 ; r → 1−
whenever
∣∣ei
 − ei
0∣∣¿ ¿ 0. In particular, (
0) = I(
0) = 2, while (
) = 0, 
 = 
0.
Thus in considering Makarov’s question we may assume that 0 = 0 in (2.3).
Notation. Throughout the paper  (r) will denote a continuous increasing function deHned for
06 r ¡ 1 and such that
 (r)→∞ as r → 1−; (2.4)
lim inf
r→1− (1− r)
2 (r) = 0: (2.5)
For example, we may take  (r)=(1−r)−, where 0¡¡ 2, or  (r)=[(1−r)2 log[2=(1−r)]]−1.
For  (r) satisfying (2.4) and (2.5) and for f∈S we deHne
S(f;  ) =
{

 : lim sup
r→1−
|f(rei
)|
 (r)
¿ 0; 06 
¡ 2
}
:
Our main result is a negative answer to Makarov’s question.
Theorem 3. Given  satisfying (2.4) and (2.5) there exists f in S such that S(f;  ) is residual,
i.e. the complement of S(f;  ) is of Baire Category I. In particular S(f;  ) is uncountably dense
in every interval.
Taking  (r) =
{
(1− r)2 log[2=(1− r)]}−1 we see that I(
; f) = 2 for a set of 
’s which is
uncountably dense in every interval. Thus, if (
) is replaced by I(
), then (1.3) fails in a very
strong way.
Beurling proved ([1]; see also [5, Theorem 11.5 p. 341]) that if f∈S then
f(ei
) = lim
r→1−f(re
i
)
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exists as a Hnite limit outside a set E0 of logarithmic capacity zero. Since  satisHes (2.4) it follows
that S(f;  ) ⊂ E0 so that S(f;  ) has logarithmic capacity zero. On the other hand, in [6, p. 211] it
is proved that, given an F set E0 of zero logarithmic capacity, there exists a starlike f such that
|f(rei
)| → ∞; r → 1−; 
∈E0;
though no estimate is given of the rate of growth of |f(rei
)|.
We note that, if  (r) = (1− r)− where ¿ 0, then if f is starlike, or more generally close-to-
convex, it follows from Theorem 1 that S(f;  ) is Hnite and, more precisely, contains at most 2−1
elements.
In contrast to this we have
Theorem 4. There exists a starlike function f such that S(f;  ) satis:es the conclusion of Theorem
3 for all functions  for which
lim inf
r→1−
log  (r)
log 1=(1− r) = 0:
A number of open questions remain. We hope to return to two of them later (a) How does the
size of S(f;  ) depend on  in terms of some generalized capacity, HausdorL measure or Hyllengren
span in Theorems 3 and 4? (b) Is every Borel set, or at least every F set, of logarithmic capacity
zero contained in some S(f;  )?
3. Proof of Theorem 1
Suppose that f is a close-to-convex function in S so that, [6, p. 68], there is a starlike function
g with g′(0) = 1 and such that
Re
{
zf′(z)
g(z)
}
¿ 0; z ∈=: (3.1)
For z = x¿ 0 we have
x
d
dx
∣∣∣∣f(x)g(x)
∣∣∣∣=
∣∣∣∣f(x)g(x)
∣∣∣∣Re
{
x
f′(x)
f(x)
− xg
′(x)
g(x)
}
:
Since g is starlike, Re {z(g′(z)=g(z))} is a positive harmonic function [5, Theorem 2.5, p. 42]. Now
Poisson’s formula shows that
Re
{
x
g′(x)
g(x)
}
¿
1− x
1 + x
; (3.2)
so that
d
dx
∣∣∣∣f(x)g(x)
∣∣∣∣6
∣∣∣∣f
′(x)
g(x)
∣∣∣∣−
∣∣∣∣f(x)g(x)
∣∣∣∣ 1− xx(1 + x) : (3.3)
We now write
v(x) =
∣∣∣∣f(x)g(x)
∣∣∣∣ :
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Since f′(0) = g′(0) = 1 we deduce from (3.1) and (3.2) that
v′(x)6
1 + x
x(1− x) − v(x)
1− x
x(1 + x)
;
so that
d
dx
{
x
(1 + x)2
v(x)
}
=
x
(1 + x)2
v′(x) +
1− x
(1 + x)3
v(x)6
1
1− x2 : (3.4)
An integration from 0 to x yields
x
(1 + x)2
v(x)6 12 log
1 + x
1− x ; (3.5)
which is (2.2).
To obtain equality in (3.5) for some x we must have equality in (3.4) and hence in (3.2) and
(3.3) for 06 x6 x0. Thus,
g(x) =
x
(1 + x)2
;
f(x) = v(x)g(x) = 12 log
1 + x
1− x :
This implies thatf(z) = 12 log (1 + z)=(1− z). It is trivial that these functions f and g yield equality
in (2.2). It follows from (2.2) that
log
∣∣∣f(rei
)
∣∣∣6 log
∣∣∣ g(rei
)
∣∣∣+ o
(
log
1
1− r
)
; r → 1−;
which yields I(
; f)6 I(
; g).
4. Proof of Theorem 2
Although the function we construct will intuitively have the desired properties, we give a formal
proof.
Suppose that {un}∞−∞ is a real sequence satisfying
0¡u1 ¡u2 ¡: : : un : : : ; u−n =−un;
and un →∞ as n→∞. Let D be the domain in the w-plane, where w = u+ iv, given by
|v|¡ 12 if |u2n−1|6 |u|6 |u2n| ; n= 1; 2; 3 : : :
and −∞¡v¡∞ otherwise. Let
w = f(z) (4.1)
give a conformal map of = onto D such that f(0)=0 and f′(0)=0. The numbers un will be chosen
inductively. We note that, by symmetry, the real axes in the z and w planes correspond. Also, since
the complement of D consists of a disjoint union of vertical half lines, f is convex in the direction
of the imaginary axis and hence close-to-convex [5, pp. 52–53].
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We assume that, for, n¿ 1, un+1¿ un + 4 and, for n¿ 1, deHne new sequences {u′2n} and {u′′2n}
by
u′2n = u2n + 1; (4.2)
u′′2n =
1
2 (u2n + u2n+1) : (4.3)
Lemma 1. In the above conformal map suppose that w = u corresponds to z = x, 0¡x¡ 1 and
that z = x′2n, x′′2n correspond to w = u′2n; u′′2n, respectively. Then the following inequalities are valid:
u¿ log
1 + x
1− x ; 06 x¡ 1; (4.4)
u′2n ¡u2n−1 + 4 log
1 + x′2n
1− x′2n
; n= 1; 2; 3; : : : ; (4.5)
u′′2n ¿
{
6(1− x′′2n)
}−1 exp(−u2n); n= 1; 2; 3; : : : : (4.6)
These inequalities can all be derived by subordination, or equivalently, by Schwarz’s Lemma and
the Koebe 14 -Theorem [3, p. 3]. To prove (4.4) we note that D contains the domain
D0 =
{
w : |v|¡ 12; −∞¡u¡∞
}
:
The function
w = log
1 + z
1− z
maps = onto D0 and so the inverse map
z = tanh
w
2
maps D0 onto =. Moreover, the function
w(z) = f−1
{
log
1 + z
1− z
}
satisHes the conditions of Schwarz’s Lemma and thus, for 06 x¡ 1,
w(x)6 x;
f (w(x))6f(x) = u;
log
1 + x
1− x 6 u;
which is (4.4).
To prove (4.5) we note that if 0¡x0 ¡ 1 the function
F(z) = f
(
x0 + z
1 + x0z
)
is univalent and maps = onto D. We assume that, if w0 = f(x0), then
u2n−16w0 ¡u′2n:
We deduce that there exists W outside D such that
|W − w0|6
[
1 +
(
2
)2]1=2
¡ 2:
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In fact, we may choose
W = w0 + i

2
if u2n−16w06 u2n
W = u2n + i

2
if u2n ¡w06 u′2n = u2n + 1:
The Koebe 14 -Theorem [3, p. 3] now yields
F ′(0) = (1− x20)f′(x0)6 4|W − w0|¡ 8
and hence
f′(x)¡
8
1− x2 ; x2n−1 ¡x¡x
′
2n:
Integrating this we obtain
u′2n − u2n−1 =f(x′2n)− f(x2n−1)¡ 4
[
log
1 + x′2n
1− x′2n
− log 1 + x2n−1
1− x2n−1
]
¡ 4 log
(
1 + x′2n
1− x′2n
)
;
and this is (4.5).
Finally, to prove (4.6) we note that, if
!(z) = f
(
x′′2n + z
1 + zx′′2n
)
;
then w = !(z) maps = onto D so that !(0) = u′′2n. We deHne
h= hn = 12 (u2n+1 − u2n)
and deduce from (4.2) and (4.3) that
u′′2n = u2n + h= u2n+1 − h; u′2n = u′′2n − h+ 1: (4.7)
Thus the function
 (w) = !−1(u′′2n + hw)
maps |w|¡ 1 into = with  (0) = 0. Thus the function
z =  (w)
satisHes the conditions of Schwarz’s Lemma and hence
| (w)|6 |w| :
We choose w so that
u′′2n + hw = u
′
2n
i.e.
w =−1
h
[
u′′2n − u′2n
]
=−
(
1− 1
h
)
;
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by (4.7). Now u′2n = !(z), where
x′′2n + z
1 + zx′′2n
= x′2n:
Thus
 (w) = !−1(u′′n ) = z =−
x′′2n − x′2n
1− x′2nx′′2n
:
We deduce that
1− |z|=
(
1− x′′2n
) (
1 + x′2n
)
1− x′2nx′′2n
¿ 1− |w|= h−1;
so that
h¿
1− x′2nx′′2n(
1 + x′2n
) (
1− x′′2n
)¿ 1− x′2n
2(1− x′′2n)
and hence, by (4.4),
u′′2n¿ u2n +
1− x′2n
2(1− x′′2n)
¿
exp(−u′2n)
2(1− x′′2n)
=
exp(−u2n)
2e(1− x′′2n)
:
The proof of Theorem 2 now follows readily. We consider the function f(z) given by (4.1). The
quantities un, n¿ 1, are at our disposal, subject only to un+1 ¿un + 4. We deHne these quantities
inductively. The function u = f(x) maps (0,1) onto (0;∞). We deHne u1 = 5. Suppose that u2n−1
has already been deHned. We now choose u2n = 2u2n−1 so that
u′2n ¿u2n¿ 2u2n−1:
Now (4.5) yields
1
2u
′
2n ¡ 4 log
(
1 + x′2n
1− x′2n
)
and hence
f(x′2n)¡ 8 log
(
1 + x′2n
1− x′2n
)
:
Thus
(0) = lim inf
x→1−
log+f(x)
log [1=(1− x)] = 0:
Next we deHne u2n+1 by
u2n+1 = (12 exp u2n)n:
Then, by (4.3),
u′′2n ¿
1
2u2n+1 ¿ (6 exp u2n)
n :
so that (4.6) yields
u′′2n ¿
(u′′2n)(−1=n)
1− x′′2n
;
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or
f(x′′2n)¿ (1− x′′2n)−n=(n+1):
Hence
I(0) = lim sup
x→1−
logf(x)
log[1=(1− x)]¿ 1:
By reOection, we also have that
() = 0; I()¿ 1:
Since f is close-to-convex, it follows from Theorem 1 that I() = I(0) = 1 as required.
5. Proof of Theorems 3 and 4
The following topological lemma lies at the basis of Theorems 3 and 4.
Lemma 2. Suppose that u(z) is lower semi-continuous in = and that
lim sup
z→$
u(z)¿ 0
whenever |$|= 1. Then
S1 =
{

 : lim sup
r→1−
u(rei
)¿ 0
}
is residual.
Proof. By hypothesis there exists a sequence zn = rnei
n n = 1; 2; : : : such that the 
n are dense in
[0; 2) and 0¡rn ¡ 1, rn → 1 as n→∞, and such that u(zn)¿ 0. Since u is lower semi-continuous
we can then choose n with 0¡n ¡ 1− rn and such that
u(rnei
)¿ 0 for |
− 
n|¡n:
Clearly, the set
GN =
∞⋃
n=N
{
 : |
− 
n|¡n}
is dense in [0; 2) and open. Hence
S =
∞⋂
N=1
∞⋃
n=N
{
 : |
− 
n|¡n}
is a dense G set on |z|= 1. Thus S is residual. Also S1 ⊃ S so that S1 is also residual.
To complete the proof of Theorem 3 we use the following result of the third author [5, Theorem
5.8 p. 142] which sharpens an earlier result of Brannan and Kirwan [2].
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Lemma 3. If  (r) satis:es (2.4) and (2.5) then there exists a function f in S such that the limit
points of the set
{z : z ∈=; |f(z)|¿ 2 (|z|)}
include the whole of |$|= 1.
In [5] the result is stated in a slightly weaker form, but the argument at the bottom of p. 143
yields Lemma 3 as stated.
Given the function f of Lemma 3 we now apply Lemma 2 to
u(z) = |f(z)| [ (|z|)]−1 − 1
and deduce that the set of 
, such that
lim sup
r→1−
∣∣f(rei
)∣∣
 (r)
¿ 1;
is residual. This proves Theorem 3.
Finally we prove Theorem 4. We deHne a starlike function by (2.1). We choose (
) to have positive
jumps at a dense set of points 
n in [0; 2). To do this we arrange the rational numbers in [0,1] in
a sequence {x'}∞'=1 and arrange for 2(
) to have a jump of 2−' at 2x'. More precisely,
2(
) =
∑
2−'; 2x'6 
; 0¡
6 2:
Then, by (2.1), f(z) has positive order 2−' at the points 
' = 2x'; i.e., for each ',
log
∣∣∣f(rei
')
∣∣∣ ∼ 2−' log 1
1− r ; r → 1− :
Suppose now that
lim inf
r→1−
log  (r)
log 1=(1− r) = 0:
We set
u(z) = log+ |f(z)| − log  (|z|)
and deduce that for each '
lim sup
r→1−
u(rei
') = +∞:
Given $= ei
 and a positive  we may therefore choose 
' so that |
' − 
|¡ 12 and then r so that
0¡ 1−r ¡ 12 and u(rei
')¿ 1. Then
∣∣rei
' − ei
∣∣¡ and so the function u satisHes the hypotheses
of Lemma 2. It follows from Lemma 2 that
lim sup
r→1−
u(rei
)¿ 0;
i.e.
lim sup
r→1−
∣∣f(rei
)∣∣
 (r)
¿ 1
on a residual set of 
’s.
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