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ON THE NUMBER OF MONOTONE SEQUENCES
WOJCIECH SAMOTIJ AND BENNY SUDAKOV
Abstract. One of the most classical results in Ramsey theory is the theorem of Erdo˝s and Szekeres
from 1935, which says that every sequence of more than k2 numbers contains a monotone subsequence
of length k + 1. We address the following natural question motivated by this result: Given integers
k and n with n > k2 + 1, how many monotone subsequences of length k + 1 must every sequence
of n numbers contain? We answer this question precisely for all sufficiently large k and n 6 k2 +
ck3/2/ log k, where c is some absolute positive constant.
1. Introduction
A typical problem in extremal combinatorics has the following form: What is the largest size
of a structure which does not contain any forbidden configurations? Once this extremal value is
known, it is very natural to ask how many forbidden configurations one is guaranteed to find in
every structure of a certain size which is larger than the extremal value. There are many results
of this kind. Most notably, there is a very large body of work on the problem of determining the
smallest number of k-vertex cliques in a graph with n vertices and m edges, attributed to Erdo˝s
and Rademacher; see [10, 11, 13, 20, 23, 24, 25]. In extremal set theory there, is an extension of
the celebrated Sperner’s theorem, where one asks for the minimum number of chains in a family of
subsets of {1, . . . , n} with more than ( n⌊n/2⌋) members; see [6, 8, 12, 18]. Another example is a recent
work in [5], motivated by the classical theorem of Erdo˝s, Ko, and Rado. It studies how many disjoint
pairs must appear in a k-uniform set system of certain size.
One can ask analogous questions in Ramsey theory. Once we know the maximum size of a structure
which does not contain some unavoidable pattern, we may ask how many such patterns are bound
to appear in every structure whose size exceeds this maximum. This direction of research has also
been explored in the past. For example, a well-known problem of Erdo˝s is to determine the minimum
number of monochromatic k-vertex cliques in a 2-coloring of the edges of Kn; see, e.g., [3, 15, 28].
This may be viewed as a natural extension of Ramsey’s theorem.
In this paper, we consider a similar generalization of another classical result in Ramsey theory, the
famous theorem of Erdo˝s and Szekeres [14], which states that for every positive integer k, any sequence
of more than k2 numbers contains a monotone (that is, monotonically increasing or monotonically
decreasing) subsequence of length k + 1. To be more precise, we shall be interested in the following
very natural problem.
Problem 1.1. For every k and n, determine the minimum number of monotone subsequences of
length k + 1 in a sequence of n numbers.
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It is not clear when Problem 1.1 was originally posed. It appears first in print in a paper of
Myers [22], who attributes it to Albert, Atkinson, and Holton. It follows from the aforementioned
theorem of Erdo˝s and Szekere´s that every sequence of n numbers contains at least n− k2 monotone
subsequences of length k + 1. When n 6 k2 + k, this is easily seen to be sharp by considering a
sequence built from k increasing sequences of lengths k or k+1 by concatenating them in decreasing
order, such as the sequence τk,n defined below. Without loss of generality, we may restrict our
attention to sequences that are permutations of the set {1, . . . , n}, which we shall from now on
abbreviate by [n].
Let us denote by Sn the set of all permutations of [n]. Following [22], given a permutation σ ∈ Sn,
we let mk(σ) denote the number of monotone subsequences of length k + 1 in σ and let
mk(n) = min{mk(σ) : σ ∈ Sn}.
In order to give an upper bound on mk(n), consider the permutation τk,n described by
⌊(k − 1)n/k⌋+ 1, ⌊(k − 1)n/k⌋ + 2, . . . , n
⌊(k − 2)n/k⌋+ 1, ⌊(k − 2)n/k⌋ + 2, . . . , ⌊(k − 1)n/k⌋
...
...
...
1, 2, . . . , ⌊n/k⌋.
Let rk,n be the unique number r ∈ {0, . . . , k − 1} satisfying r ≡ n (mod k). Since τk,n contains no
decreasing subsequences of length k + 1, it is easy to see that
mk(τk,n) = rk,n
(⌈n/k⌉
k + 1
)
+ (k − rk,n)
(⌊n/k⌋
k + 1
)
. (1)
It seems quite natural to guess that mk(n) = mk(τk,n) for all k and n, that is, that τk,n contains
the minimum number of monotone subsequences of length k + 1 among all permutations of [n].
This was conjectured by Myers [22], who noticed that Goodman’s formula [16], indeed proves that
m2(n) = m2(τ2,n) for all n and yields a characterisation of all permutations achieving equality.
Conjecture 1.2 (Myers [22]). Let n and k be positive integers. In any permutation of [n], there are
at least mk(τk,n) monotone subsequences of length k + 1.
Very recently, Balogh et al. [1] proved this conjecture for k = 3 and sufficiently large n and
described all extremal permutations. Their proof uses computer assistance and is based on the
framework of flag algebras.
1.1. Our results. In this paper, we provide first evidence supporting Conjecture 1.2 for large k. Our
main result is that the conjecture holds for all sufficiently large k, as long as n is not much larger than
k2. This provides a good understanding of how the minimum number of monotone subsequences of
length k+ 1 grows in a short interval above the extremal threshold. Our results are similar in spirit
to the ones of [10, 20], which determine the minimum number of cliques in graphs whose number of
edges is slightly supercritical (larger than the Tura´n number for the clique).
Theorem 1.3. There exist an integer k0 and a positive real c such that mk(n) = mk(τk,n) for all k
and n satisfying k > k0 and n 6 k
2 + ck3/2/ log k. Moreover, if n 6= k2 + k + 1 and mk(σ) = mk(n)
for some σ ∈ Sn, then σ contains monotone subsequences of length k+1 of only one type (increasing
or decreasing).
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Figure 1. Permutations τ3,13, σ
1
3, and σ
2
3.
Somewhat surprisingly, if n = k2 + k + 1, then there are σ ∈ Sn with mk(σ) = mk(n) = 2k + 1
which contain both increasing and decreasing subsequences of length k+ 1. Two such permutations
are σ1k and σ
2
k, where σ
i
k is described by
k2 + 1, k2 − k, k2 + 2, k2 + 3, . . . , k2 + k + 1,
k2 − 2k − 1, k2 − k + 1, k2 − k + 2, . . . , k2,
...
...
...
...
k + 3, 2k + 5, 2k + 6, . . . , 3k + 4,
1 + i, k + 4, k + 5, . . . , 2k + 3,
1, 4− i, 4, . . . , k + 2.
One can check that σik contains 2k + 1− i increasing subsequences of length k + 1 and i decreasing
subsequences of length k+1, see Figure 1. However, no permutation σ with mk(σ) = mk(n) = 2k+1
can have more monotone subsequences of length k+ 1 of the ‘odd’ type than σ2k. It will follow from
our proof of Theorem 1.3 that for each extremal permutation, at least 2k − 1 out of its 2k + 1
monotone subsequences of length k + 1 are of the same type. For details, we refer the reader to
Theorem 1.6 and Example 1.7.
1.2. Chains and antichains in posets. Every permutation admits a natural representation as a
poset (partially ordered set) in which its increasing and decreasing subsequences are mapped to chains
and antichains, respectively. Indeed, given a permutation σ of [n], one may define a binary relation
6σ on [n] by letting i 6σ j if and only if i 6 j and σ(i) 6 σ(j). It is not hard to see that Pσ = ([n],6σ)
is a poset whose chains and antichains are in a one-to-one length-preserving1 correspondence with
increasing and decreasing subsequences in σ, respectively. Via this correspondence, one may easily
deduce the theorem of Erdo˝s and Szekeres from the famous theorem of Dilworth [7], which says that
every poset containing no antichain with k+1 elements admits a partition into k chains, or its much
easier to prove dual version (due to Mirsky [21]), which says that every poset containing no chain
with k + 1 elements can be partitioned into k antichains, see Section 2.
Let us call a set A of elements of a poset homogenous if A is a chain or an antichain. A natural
generalization of Problem 1.1 to posets would be the following.
Problem 1.4. For every k and n, determine the minimum number of homogenous (k + 1)-element
sets in a poset with n elements.
1By ‘length’ of a chain or an antichain we mean the number of its elements.
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Given a poset P , we let hk(P ) denote the number of homogenous sets of cardinality k + 1 in P
and
hk(n) = min{hk(P ) : P is a poset with n elements}.
It follows from the above discussion that hk(n) 6 mk(n) and we think that it is natural to ask the
following.
Question 1.5. Is it true that hk(n) = mk(n) for all n and k?
Clearly, not every poset is isomorphic to Pσ for some permutation σ. In fact, this is the case
precisely for posets of order dimension at most two, that is, posets that are the intersection of
two linear orders. Nevertheless, more for the sake of convenience rather than generality, we shall
present our arguments using the language of posets. We remark here that several times in the proof,
we will use the fact that we can ‘flip’ our poset P , exchanging the roles of chains and antichains.
That is, we will assume that there is a dual poset P ∗ defined on the same set as P such that every
pair of elements is comparable in either P or P ∗ but not both of them. This is possible only for
posets of order dimension at most two, that is, ones that represent permutations. Indeed, for every
permutation σ ∈ Sn, we have P ∗σ = Pσ∗ , where σ∗(i) = n + 1 − σ(i). The converse statement was
proved by Dushnik and Miller [9]. Let us now rephrase Theorem 1.3 in the language of posets.
Theorem 1.6. There exist an integer k0 and a positive real c such that the following is true. Let k
and n be integers satisfying k > k0 and n 6 k
2 + ck3/2/ log k. If P is an n-element poset of order
dimension at most two, then
hk(P ) > mk(τk,n). (2)
Moreover, if equality holds in (2), then P can be decomposed into k chains or k antichains of length
⌊n/k⌋ or ⌈n/k⌉ each, unless n = k2+k+1 and P (or P ∗) is one of the posets described in Example 1.7
below.
Example 1.7. Suppose that n = k2 + k + 1 and observe that mk(τk,n) = 2k + 1. We describe two
families of n-element posets with exactly 2k + 1 homogenous (k + 1)-sets that contain both chains
and antichains with k+1 elements. Each of these posets has precisely k+1 minimal elements; denote
the set of these minimal elements by A1. Moreover, P \A1 can be decomposed into k chains as well
as into k antichains. In particular, each chain and each antichain in every such decomposition has
precisely k elements. Furthermore, P \ A1 contains only k chains of length k. Let A2 be the set of
minimal elements of P \ A1 and note that |A2| = k. The comparability graph of the subposet of P
induced by A1 ∪A2 is either (i) a path with 2k + 1 vertices or (ii) the disjoint union of a path with
2k − 1 vertices and an edge. Moreover, if (ii) holds, then one of the elements of A1 belonging to the
path of length 2k − 1 is smaller than the second smallest element of the unique k-element chain in
P \ A1 whose smallest element is the unique element of A2 that does not belong to the path. One
can check that if (i) holds, then P has precisely 2k chains and one antichain with k+1 elements and
that if (ii) holds, then P has precisely 2k− 1 chains and 2 antichains with k+1 elements. Finally, in
both cases, there exist posets of order dimension at most two fitting the description. Two examples
of such posets are Pσ1k
and Pσ2k
, where σ1k and σ
2
k are the permutations defined below Theorem 1.3;
see Figure 2.
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10 6 2 1
11 7 3
12 8 4
13 9 5
10 6 3 1
11 7 2
12 8 4
13 9 5
Figure 2. Hasse diagrams of posets Pσ13 and Pσ23 . The edges of the comparability
graph induced by A1 ∪A2 are thickened.
1.3. Outline of the paper. The remainder of the paper is organized as follows. In Section 2, we
describe a canonical decomposition of an arbitrary poset into antichains and introduce several pieces
of notation used in the proof of Theorem 1.6 and in Section 3, we collect several auxiliary lemmas.
In Section 4, we present a brief outline of the proof of Theorem 1.6. Section 5 is devoted to the
proof of one of our main lemmas, which provides a lower bound on the number of homogenous sets
in posets with large ‘surplus’ (this notion will be defined in Section 4). Finally, Section 6 contains
the proof of Theorem 1.6. We close the paper with several concluding remarks.
2. Decomposition into antichains
In our arguments, we shall rely on the following canonical decomposition of an arbitrary poset
into antichains, cf. Mirsky’s theorem [21]. Fix an arbitrary poset P . Recall that the height and the
width of P , which we shall denote by h(P ) and w(P ), are the cardinalities of the largest chain and
the largest antichain in P , respectively. For each positive integer i, let
Ai = {x ∈ P : the longest chain L with maxL = x has i elements}.
In other words, A1 is the set of minimal elements of P and for every i > 1, Ai+1 is the set of minimal
elements in P \ (A1 ∪ . . . ∪Ai). For each i, the set Ai is an antichain and thus |Ai| 6 w(P ), and
P =
h(P )⋃
i=1
Ai.
For each i with 1 6 i < h(P ), let Gi be the bipartite graph on the vertex set Ai ∪ Ai+1 whose
edges are all pairs xy with x ∈ Ai and y ∈ Ai+1 such that x 6 y. In other words, Gi is the Hasse
diagram of the subposet of P induced by Ai∪Ai+1. Observe that each vertex in Ai+1 has at least one
Gi-neighbor in Ai (as otherwise it would belong to A1 ∪ . . . ∪Ai). On the other hand, it is possible
that some vertices in Ai have degree zero in Gi (as clearly not all elements of P have to belong to
some chain of maximum length).
Let h = h(P ). For every i ∈ [h] and x ∈ Ai, we let ui(x) be the number of chains L ⊆ P of length
h− i+ 1 with minL = x. Observe that uh(x) = 1 for every x ∈ Ah and that for all i ∈ [h − 1] and
x ∈ Ai,
ui(x) = |{(xi+1, . . . , xh) ∈ Ai+1 × . . . ×Ah : x 6 xi+1 6 . . . 6 xh}|.
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Upon making this definition, one easily verifies that the number of chains of length h in P is∑
x∈A1 u1(x) and that for each i ∈ [h− 1] and x ∈ Ai,
ui(x) =
∑
xy∈Gi
ui+1(y). (3)
Since no element x ∈ Ai with ui(x) = 0 will be contributing anything to the total count of chains of
length h, we shall often be focusing our attention on the set A′i ⊆ Ai defined by
A′i = {x ∈ Ai : ui(x) > 1}.
Let us note here for future reference that (3) implies that there are no edges of Gi between A
′
i+1 and
Ai \A′i. As we shall often estimate the sum of ui(x) over all x ∈ Ai, let us abbreviate it by Σi. That
is, for each i ∈ [h], let
Σi =
∑
x∈Ai
ui(x).
Since each y ∈ Ai+1 has at least one Gi-neighbor in Ai, it follows from (3) that
Σi > Σi+1. (4)
Clearly, (4) holds with equality if and only if each y ∈ A′i+1 has exactly one Gi-neighbor in Ai. This
naturally leads to the final definition of this section. Namely, for each i ∈ [h− 1], we let
Bi+1 = {y ∈ A′i+1 : degGi(y) = 1}.
3. Auxiliary lemmas
In this section, we collect a few auxiliary lemmas that will be repeatedly used in the proof of
Theorem 1.6. Our first lemma is a straightforward corollary of the Kruskal–Katona theorem [17, 19].
Lemma 3.1. Suppose that a > b > 0, let F be an arbitrary family of a-element sets, and define
∂bF = {B : |B| = b and B ⊆ A for some A ∈ F}.
Then
|∂bF| > min{|F|/2, 2b}.
Proof. If F = ∅, a = b, or a > 2b, then the assertion of the lemma is trivial as(
2b
b
)
> 2b. (5)
Otherwise, let m be the smallest integer such that
(m
a
)
> |F|. By the Kruskal–Katona theorem [17,
19], |∂bF| >
(m−1
b
)
. If m − 1 > 2b, then the conclusion follows from (5). Otherwise, since b < a 6
m 6 2b, then
(m
a
)
6
( m
b+1
)
and consequently,
|∂bF| >
(
m− 1
b
)
>
(
m− 1
b
) |F|(m
a
) >
(
m−1
b
)( m
b+1
) |F| = b+ 1
m
|F| > |F|
2
. 
Our second lemma will be essential in proving a lower bound on the number of chains of length
k + 1 in a poset of height larger than k + 1 in terms of the number of chains of maximum length.
The lemma is somewhat abstract, but it is immediately followed by a much more concrete corollary.
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Lemma 3.2. Suppose that M is a positive integer, X and Y are arbitrary sets, and f1, . . . , fM : X →
Y are pairwise different functions. There exist sets X1, . . . ,XM ⊆ X with |Xi| 6 log2M for all
i ∈ [M ] such that
fi|Xi∪Xj 6= fj|Xi∪Xj for all i 6= j. (6)
Proof. We prove the lemma by induction onM . The statement is trivial ifM = 1 (one takes I1 = ∅),
so we may assume that M > 2. Since f1, . . . , fM are pairwise different, there is an x ∈ X such that
not all fi take the same value at x. For each y ∈ Y , let
I(x, y) = {i ∈ [M ] : fi(x) = y}
and let y ∈ Y be a value that maximizes |I(x, y)|. Note that |I(x, y)| < M by our choice of x
and that |I(x, z)| 6 M/2 for each z ∈ Y \ {y}. We apply the inductive assumption separately
to {fi : i ∈ I(x, z)} for each z ∈ Y with I(x, z) 6= ∅ to obtain sets X ′1, . . . ,X ′M ⊆ X such that
|X ′i| < log2M for every i, |X ′i| 6 log2(M/2) for every i /∈ I(x, y), and (6) holds for each pair
{i, j} which is fully contained in one of the sets I(x, z). It is straightforward to check that the sets
X1, . . . ,XM defined by
Xi =
{
X ′i if i ∈ I(x, y),
X ′i ∪ {x} if i /∈ I(x, y),
satisfy the assertion of the lemma. 
Corollary 3.3. Let k, ℓ, and M be positive integers, let P be a poset of height k + ℓ, and suppose
that m := log2M + 1 6 k/4.
(i) If P contains at least M chains of length k + ℓ, then it contains at least
exp
(
−2(ℓ− 1)m
k
)
·M
(
k + ℓ
k + 1
)
chains of length k + 1.
(ii) Given any y ∈ P , (i) still holds if we replace ‘chains’ with ‘chains containing y’.
Proof. We prove (i) and (ii) simultaneously. Suppose that L1, . . . , LM are pairwise distinct chains of
length k+ ℓ. For (ii), assume moreover that each Li contains y. Viewing each chain Li as a function
from [k+ ℓ] to P , we invoke Lemma 3.2 to obtain sets X1, . . . ,XM ⊆ [k+ ℓ] such that |Xi| 6 log2M
for each i and Li(Xi ∪Xj) 6= Lj(Xi ∪Xj) whenever i 6= j. For (ii), add to each Xi the unique index
x such that Li(x) = y. By the definition of m, we have that |Xi| 6 m for each i.
Let N denote the number of chains of length k + 1 that are obtained by fixing an i ∈ [M ] and an
arbitrary (k+1)-set Ci ⊆ [k+ℓ] such that Xi ⊆ Ci and considering the set Li(Ci). Note crucially that
for any i 6= j and any choice of Ci and Cj as above, the sets Li(Ci) and Lj(Cj) are different chains
(containing y). Indeed, since Li and Lj are chains of maximum length, then for every z ∈ Li ∩ Lj ,
there is a unique x ∈ [k + ℓ] such that Li(x) = z = Lj(x). Hence,
N =
M∑
i=1
( |Li| − |Xi|
k + 1− |Xi|
)
=
M∑
i=1
(
k + ℓ− |Xi|
ℓ− 1
)
>M
(
k + ℓ−m
ℓ− 1
)
>
(
1− 1
k −m
)(ℓ−1)m
·M
(
k + ℓ
ℓ− 1
)
> exp
(
−2(ℓ− 1)m
k
)
·M
(
k + ℓ
k + 1
)
.
Above, we used the fact that
(a
b
)
>
(
1− 1a−b
)b (a+1
b
)
and that 1− x > e−3x/2 if x 6 1/3. 
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We close this section with a simple lower bound on the number of connected sets in trees. We
shall use this bound in the analysis of one of the almost extremal cases in the proof of Theorem 1.6.
Lemma 3.4. If 1 6 c 6 t, then every tree with t vertices contains at least t− c+1 connected subsets
with c elements.
Proof. We prove the statement by induction on t − c. It is certainly true if t = c. Assume that
t > c+ 1 and let T be a tree with t vertices. Let v be an arbitrary leaf of T and set T ′ = T − v. By
the inductive assumption, T ′ contains at least t− c connected subsets with c elements. On the other
hand, it is easy to check that v is contained in at least one connected subset of T of any given size
between 1 and t. 
4. Outline of the proof
Roughly speaking, our proof of Theorem 1.6 is a combination of a stability-type argument and
an induction on n. More precisely, given an n-element poset P , we either find an element x ∈ P
which belongs to at least mk(τk,n) − mk(τk,n−1) homogenous (k + 1)-sets, in which case we may
simply appeal to the inductive assumption on P \{x}, or we show more ‘directly’ that P contains at
least mk(τk,n) homogenous (k+1)-sets. Some extra work is needed to deduce the claimed structural
description of P when hk(P ) = mk(τk,n). At all times, we rely heavily on the assumption that the
order dimension of P is at most two and hence P , as well as each of its induced subposets, has a dual
poset P ∗. This assumption allows us to focus on counting chains, since we may always replace P
with P ∗, exchanging the roles of chains and antichains. We shall tacitly assume that h(P ) > w(P ),
as h(P ∗) = w(P ), and that h(P ) < ⌈n/k⌉, as otherwise each element of a longest chain in P belongs
to at least mk(τk,n)−mk(τk,n−1) chains of length k + 1.
We first show that if P is ‘far’ from being a union of k chains (or k antichains), then the number
of homogenous (k+1)-sets is much greater than mk(τk,n). To this end, we define a simple parameter
termed surplus which measures the distance between a poset and a union of k chains. Let P be an
arbitrary poset of height h and let k be an integer. The k-surplus of P , denoted by sk(P ), is defined
by sk(P ) = n− hk. Observe that
sk(P ) =
h∑
i=1
(|Ai| − k), (7)
where (Ai)
h
i=1 is the canonical decomposition of P into antichains. In Section 5, we show that if
sk(P ) = Ω(k), then hk(P ) = 2
Ω(
√
k) ≫ mk(τk,n). On the other hand, sk(P ) = o(k) together with
h(P ) < ⌈n/k⌉ imply that h(P ) = ⌈n/k⌉ − 1.
In the remainder of the proof, we prove a sequence of lower bounds on Σ1, the number of chains of
maximum length. The proof of each of these bounds relies on the analysis of the graphs Gi for various
indices i such that Ai ∪Ai+1 contains an antichain with k+1 elements. Roughly speaking, we show
that for each such i, either Σi−Σi+1 is large or Ai ∪Ai+1 contains many (k+1)-element antichains.
Each of these bounds gives some sufficient conditions on P which imply that hk(P ) > mk(τk,n); here,
we use Corollary 3.3 to translate a lower bound on the number of chains of length h(P ) into a lower
bound on the number of chains of length k + 1. If P does not satisfy any of these conditions, then
the canonical decomposition of P into antichains becomes greatly restricted. In particular, there are
very few indices i with |Ai| > k and |A′i| ≈ |Ai| for all i. Finally, some careful case analysis, which
involves counting both chains and antichains with k + 1 elements, shows that hk(P ) > mk(τk,n)
ON THE NUMBER OF MONOTONE SEQUENCES 9
and this inequality is strict unless n = k2 + k + 1 and P (or P ∗) is one of the posets described in
Example 1.7.
5. Posets with large surplus
In this section, we prove one of our key lemmas. It says that posets with large k-surplus and no
‘bottlenecks’ (small sets whose deletion reduces the height) contain many chains of maximum length
or many (k + 1)-element antichains.
Lemma 5.1. Let d, k, and s be integers satisfying 1 6 d 6 k and suppose that P is a poset such
that sk(P ) > s and deletion of no s/2 elements reduces the height of P . Then P contains either at
least 2d antichains with k + 1 elements or at least 2⌊s/(2d)⌋ chains of length h(P ).
Proof. We fix d and k with 1 6 d 6 k and prove the statement by induction on s. If 0 6 s < 2d,
then the assertion of the lemma holds vacuously. Suppose now that s > 2d and that P satisfies the
assumptions of the lemma. Let (Aj)
h(P )
j=1 be the canonical decomposition of P into antichains and
let i be the smallest index such that |Ai| > k; such i exists since sk(P ) > 0, see (7). Since Ai is
an antichain, we may assume that |Ai| 6 k + d since otherwise the number N of (k + 1)-element
antichains in Ai alone satisfies
N >
(
k + d+ 1
k + 1
)
=
(
k + d+ 1
d
)
=
d∏
j=1
k + j + 1
j
> 2d,
where the last inequality follows from our assumption that d 6 k. Recall the definition of Gi and let
Bi+1 be the set of all y ∈ Ai+1 with at most (exactly) one Gi-neighbor in Ai. For every Y ⊆ Bi+1, the
set (Ai \NGi(Y ))∪Y is an antichain with at least |Ai| elements and therefore we may further assume
that |Bi+1| < d as otherwise Ai∪Bi+1 contains at least 2d antichains of size k+1. To see this, for every
Y ⊆ Bi+1 with |Y | 6 d, consider an arbitrary (k+1)-element set L with Y ⊆ L ⊆ (Ai \NGi(Y ))∪Y ).
By (3) and (4),∑
x∈A1
u1(x) >
∑
x∈Ai
ui(x) =
∑
y∈Ai+1
degGi(y)ui+1(y) > 2
∑
y∈Ai+1\Bi+1
ui+1(y). (8)
Let h = h(P ) and observe that the sum in the right-hand side of (8) is precisely the number of
chains of length h− i in the poset P ′ obtained from P by deleting A1 ∪ . . . ∪Ai ∪Bi+1. In order to
estimate this sum, we shall apply the inductive assumption to P ′. First, note that h(P ′) 6 h− i, as
Ai+1 \Bi+1, Ai+1, . . . , Ah partition P ′ into h− i antichains. Moreover, if h(P ′ \X) < h− i for some
X ⊆ P ′, then h(P \ (Bi+1 ∪X)) < h as every chain in P contains at most one element from each
of A1, . . . , Ai. Therefore, not only h(P
′) = h − i, as |Bi+1| < d ≤ s/2, but also the deletion of no
s/2− d elements reduces the height of P ′. Furthermore,
sk(P
′) = |P ′| − k(h− i) = |P | −
i∑
j=1
(|Aj | − k)− |Bi+1| − hk
> sk(P )− (|Ai| − k)− |Bi+1| > s− 2d.
The first inequality above follows from the minimality of i and the second inequality from the
assumptions that |Ai| 6 k+d and |Bi+1| < d. Hence, P ′ satisfies the assumptions of the lemma with
s replaced by s− 2d. This means that either P ′ contains at least 2d antichains of size k + 1 or∑
y∈Ai+1\Bi+1
ui+1(y) > 2
⌊s/(2d)⌋−1.
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By (8), this completes the proof of the lemma. 
Corollary 5.2. Let k and t be integers satisfying 0 < t 6 k/2 and suppose that P is a poset of order
dimension at most two such that h(P ) > w(P ) and sk(P ) > 3t. Then P contains at least 2
√
t−1
homogenous (k + 1)-sets.
Proof. We first ‘prune’ P by repeatedly performing the following two-step procedure:
(1) If P contains a set S of at most t elements whose deletion reduces the height of P , then remove
the smallest such S from P .
(2) If h(P ) < w(P ), then replace P with P ∗, exchanging the roles of chains and antichains.
Let us list several properties of the ‘pruning’ procedure. First, performing (1) decreases the height
of P by exactly one at the cost of deleting at most t elements. Thus, each time (1) is executed,
the k-surplus of P increases by at least k − t. Second, since in the beginning and after (2) is
performed, h(P ) > w(P ), step (2) can be executed only in conjunction with (1). Third, each time
(2) is performed, it increases the height of P by exactly one, thus reducing the k-surplus of P by
k. Moreover, this cannot happen in two consecutive rounds, since immediately after (2) is triggered,
h(P ) > w(P ).
Therefore, letting P ′ denote the final outcome of the ‘pruning’ procedure and r the number of
rounds, we have (recall that k > 2t)
sk(P
′) > sk(P ) + r(k − t)− ⌈r/2⌉k > 3t+ ⌊r/2⌋k − rt
> 3t+ (r − 1)t− rt = 2t > 0.
In particular,
h(P ′) > w(P ′) > k +
sk(P
′)
h(P ′)
> k.
Since P ′ clearly does not contain a set of t elements whose deletion reduces the height of P ′,
Lemma 5.1 with d = ⌊√t⌋ and s = 2t implies that P ′ contains either at least 2
√
t−1 antichains
of size k + 1 or at least 2
√
t chains of length h(P ′) and consequently, by Lemma 3.1, also at least
2
√
t−1 chains of length k + 1. Finally, since P contains either P ′ or (P ′)∗, every homogenous set in
P ′ is also homogenous in P . 
6. Proof of Theorem 1.6
Let k be a sufficiently large integer. We prove the theorem by induction on n. The assertion is
trivial when n 6 k2 as then mk(τk,n) = 0 and every poset with no chain of length k+1 can be covered
by k antichains, see Section 2. Therefore, suppose that k2 < n 6 k2ck3/2/ log2 k, where c = 1/300,
and let P be an arbitrary n-element poset of order dimension at most two. Without loss of generality,
we may assume that h(P ) > w(P ) as otherwise we may replace P by P ∗, exchanging the roles of
chains and antichains. Let ℓ and q be the unique nonnegative integers satisfying 0 < q 6 k and
n = q · (k + ℓ+ 1) + (k − q) · (k + ℓ). (9)
In other words, we let ℓ = ⌈n/k⌉ − k − 1 and q = n− k(k + ℓ). Our upper bound on n implies that
ℓ 6 c
√
k/ log2 k, which we note here for future reference.
Observe that mk(τk,n) is precisely the number of chains of length k + 1 in the poset which is the
disjoint union of k pairwise incomparable chains: q chains of length k + ℓ + 1 and k − q chains of
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length k + ℓ, cf. (1). In particular,
mk(τk,n)−mk(τk,n−1) =
(
k + ℓ
k
)
. (10)
With the view of (10), we may and shall assume that P contains no element x that belongs to more
than
(k+ℓ
k
)
homogenous (k + 1)-sets. Indeed, otherwise we could apply the inductive assumption to
the poset P \ {x} and conclude that hk(P ) > mk(τk,n).
6.1. Posets of height larger than k + ℓ. Our inductive assumption allows us to easily deal with
the case h(P ) > k + ℓ+ 1. Indeed, every element of each longest chain in P lies in at least
(h(P )−1
k
)
chains of length k + 1 and hence by (10), for any such element x,
hk(P ) > hk(P \ {x}) +
(
h(P )− 1
k
)
> mk(τk,n−1) +
(
k + ℓ
k
)
= mk(τk,n). (11)
Since we have promised to characterize all posets satisfying hk(P ) = mk(τk,n), we still need to
analyze the case when all inequalities in (11) are actually equalities. This means, in particular, that
h(P ) = k + ℓ+ 1 and that no longest chain intersects a (k + 1)-element antichain. We claim that P
may be partitioned into k chains.
Let x be the top element of some longest chain L in P . By the inductive assumption, P \ {x} can
be partitioned into k chains or k antichains. Let us argue that P \ {x} can actually be partitioned
into k chains. When n − 1 = k2, this follows from Dilworth’s theorem (or its dual version applied
to (P \ {x})∗) as hk(P \ {x}) = mk(τk,n−1) = 0. Otherwise, when n − 1 > k2, if P \ {x} could be
partitioned into k antichains, then each of them would have to intersect the chain L \{x}, which has
at least k elements, and one of them would have at least k+1 elements, contradicting our assumption
above.
Suppose that the k chains decomposing P \{x} are L1, . . . , Lk. It suffices to show that x > maxLi
for some Li, since then L1, . . . , Li−1, Li∪{x}, Li+1, . . . , Lk form a partition of P into k chains. Let y
be the second largest element of L. Clearly, y ∈ Li for some i. If y = maxLi, then there is nothing
left to prove, so suppose that z = maxLi > y and consider the set L ∪ {z} ⊆ P . It is easy to see
that y belongs to at least
(k+ℓ
k
)
+
(k+ℓ−1
k−1
)
chains of length k + 1, contradicting our assumption.
6.2. Posets of height smaller than k + ℓ. The case h(P ) 6 k + ℓ− 1 can be easily resolved with
the use of Corollary 5.2. Indeed, if h(P ) 6 k + ℓ− 1, then
sk(P ) > n− k(k + ℓ− 1) = k + q > k.
Since h(P ) > w(P ), Corollary 5.2 implies that hk(P ) > 2
√
k/3−1. On the other hand, our assumption
that n 6 k2 + ck3/2/ log2 k and (1) yield
mk(τk,n) 6 k
(⌈n/k⌉
k + 1
)
6 k
(
k + c
√
k/ log2 k + 1
k + 1
)
6 k
(
2k
c
√
k/ log2 k
)
6
(
2e
√
k log2 k
c
) c√k
log2 k
< 2
√
k/4.
(12)
The fourth inequality above is
(a
b
)
6 (ea/b)b and the last inequality follows since c < 1/2 and k is
sufficiently large.
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6.3. Posets of height k + ℓ. In view of the above considerations, for the remainder of the proof,
we may assume that
h(P ) = k + ℓ > w(P ). (13)
Since n 6 h(P )w(P ), this means, in particular, that n > k2 + k, as otherwise ℓ = 0 and we have
assumed above that n > k2. As n > k(k + ℓ), see (9), assumption (13) implies that P cannot
be decomposed into k chains or k antichains. Thus, we shall show that hk(P ) > mk(τk,n), unless
n = k2 + k + 1 and P is one of the posets described in Example 1.7. Observe that
mk(τk,n) = k
(
k + ℓ
k + 1
)
+ q
(
k + ℓ
k
)
=
(
q +
kℓ
k + 1
)(
k + ℓ
k
)
,
cf. (1) and (9). In particular, since ℓ, q 6 k and k is sufficiently large,
mk(τk,n) 6 (q + ℓ)
(
k + ℓ
ℓ
)
6 (k + ℓ)
(
k + ℓ
ℓ
)
< k2ℓ. (14)
6.3.1. The key lemma. Let (Ai)
k+ℓ
i=1 be the canonical decomposition of P into antichains and recall the
definition of Gi from Section 2. We shall provide various lower bounds on the number of homogenous
sets by analyzing the graphs Gi for various indices i such that Ai ∪Ai+1 contains an antichain with
k + 1 elements. First and foremost, we shall be looking at i ∈ F , where
F = {i ∈ [k + ℓ] : |Ai| > k + 1}. (15)
We start by establishing a lower bound on the size of F .
Observation 6.1. For every I ⊆ [k + ℓ],
|F | > q +
∑
i∈I(k − |Ai|)
ℓ
.
Proof. Recall that the sets (Ai)
k+ℓ
i=1 form a partition of P into antichains and that |Ai| 6 w(P ) 6 k+ℓ
for all i. Hence,
n−
∑
i∈I
|Ai| =
∑
i 6∈I∪F
|Ai|+
∑
i∈F\I
|Ai| 6 (k + ℓ− |I ∪ F |) · k + |F \ I| · (k + ℓ)
= (k + ℓ− |I|) · k + |F \ I| · ℓ 6 n− q − |I| · k + |F | · ℓ. 
Recall the definitions of ui, Σi, A
′
i, and Bi from Section 2. The following lemma is key
Lemma 6.2. If i ∈ F ∩ [k + ℓ − 1], then Ai ∪ Bi+1 contains at least 2min{k,|Bi+1|} antichains with
k + 1 elements and
Σi > Σi+1 +
∑
y∈A′i+1\Bi+1
ui+1(y) > Σi+1 + |A′i+1| − |Bi+1|.
Proof. Note that for any Y ⊆ Bi+1, the set Y ∪ (Ai \ NGi(Y )) is an antichain with at least |Ai|
elements. Since |Ai| > k+1, each of these antichains that additionally satisfies |Y | 6 k+1 contains
a (k + 1)-element subset L such that L ∩ Bi+1 = Y . This proves the first assertion of the lemma.
The second assertion holds since
Σi =
∑
xy∈Gi
ui+1(y) =
∑
y∈A′i+1
ui+1(y) degGi(y) >
∑
y∈A′i+1
ui+1(y) +
∑
i∈A′i+1\Bi+1
ui+1(y). 
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6.3.2. The first lower bound on mini |A′i|. In view of Lemma 6.2, we shall aim at proving a lower
bound on the minimum size of A′i+1. We first derive a somewhat weak bound on mini |A′i| from
Corollary 5.2.
Claim 6.3. Either hk(P ) > mk(τk,n) or |A′i| > k/3 for all i ∈ [k + ℓ], possibly after substituting P ∗
for P .
Proof. Suppose that |A′i| < k/3 for some i. If w(P ) < h(P ), then we let P ′ = P \ A′i and note that
h(P ′) = h(P ) − 1 = k + ℓ − 1 as every chain of maximum length in P contains one element of A′i.
Thus
sk(P
′) = |P ′| − k · h(P ′) > k(k + ℓ)− |A′i| − k(k + ℓ− 1) > 2k/3.
Since w(P ′) 6 w(P ) 6 h(P ) − 1 = h(P ′), we may apply Corollary 5.2 with t = 2k/9 to P ′ and
conclude that, recalling (12),
hk(P ) > hk(P
′) > 2
√
2k/3−1 > mk(τk,n).
If w(P ) = h(P ), then we let (A∗i )
k+ℓ
i=1 be the canonical decomposition of P
∗ into antichains. Now, if
|(A∗j )′| > k/3 for all j, then we work with P ∗ instead of P . Otherwise, if |(A∗j )′| < k/3 for some j,
then we let P ′ = P \ (A′i ∪ (A∗j )′) and note that h(P ′) < h(P ) and w(P ′) < w(P ). Consequently,
letting P ′′ = P ′ or P ′′ = (P ′)∗ so that w(P ′′) 6 h(P ′′), we have
sk(P
′′) = |P ′′| − k · h(P ′′) > k(k + ℓ)− |A′i| − |(A∗j )′| − k(k + ℓ− 1) > k/3.
Now, we may again apply Corollary 5.2 with t = k/9 to P ′′ to conclude that, again recalling (12),
hk(P ) > hk(P
′′) > 2
√
k/3−1 > mk(τk,n). 
6.3.3. Posets with large F . For the remainder of the proof, we may and shall assume that |A′i| > k/3
for all i ∈ [k + ℓ]. Together with Lemma 6.2, this bound already allows us to deal with the case
|F | > 40 log2 k. The crucial observation here is the following.
Observation 6.4. If some element of P belongs to more than 2k/ℓ chains of length k + ℓ, then
hk(P ) > mk(τk,n).
Proof. Let M = 2k/ℓ and suppose that some y ∈ P is contained in M different chains of length
k + ℓ. We shall show that this implies that y belongs to more than
(k+ℓ
k
)
chains of length k + 1,
which, by the inductive assumption, implies that hk(P ) > mk(τk,n), see (10). This follows easily
from Corollary 3.3 (ii) as, letting m = log2M + 1, since ℓ,m≪
√
k, we have that
exp
(
−2(ℓ− 1)m
k
)
M
(
k + ℓ
k + 1
)
>
3k
2ℓ
(
k + ℓ
k + 1
)
=
3k
2(k + 1)
(
k + ℓ
k
)
. 
Claim 6.5. If |F | > 40 log2 k, then hk(P ) > mk(τk,n).
Proof. We may assume that |Bi+1| < 2ℓ log2 k for every i ∈ F as otherwise Lemma 6.2 implies that
hk(P ) > k
2ℓ > mk(τk,n). We have also assumed that |A′i| > k/3 for every k and hence, again by
Lemma 6.2,
Σi+1 − Σi > k/4 for every i ∈ F ∩ [k + ℓ− 1].
Partition F∩[k+ℓ−1] into I1 and I2 with |I1| > 32 log2 k and |I2| > 4 log2 k such that min I1 > max I2.
By (4),
Σmin I1 = Σk+ℓ +
k+ℓ−1∑
i=min I1
(Σi − Σi+1) > |I1| · k/4 > 8k log2
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Now, consider an arbitrary i ∈ I2. In accordance with Observation 6.4, we may assume that ui+1(y) 6
2k/ℓ for every y ∈ Ai+1. As i+ 1 6 min I1 and |Bi+1| 6 2ℓ log2 k,∑
y∈Bi+1
ui+1(y) 6 |Bi+1| · 2k/ℓ 6 4k log2 k 6 Σmin I1/2 6 Σi+1/2,
where the final inequality follows from (4). Hence, by Lemma 6.2,
Σi > Σi+1 +
∑
y∈A′i+1\Bi+1
ui+1(y) > 3Σi+1/2.
It follows that
Σ1 > (3/2)
|I2| · Σmin I1 > k3,
implying that there is an x ∈ A1 which belongs to more than 2k/ℓ (actually more than k2/2) chains
of length k + ℓ. Consequently Observation 6.4 implies that hk(P ) > mk(τk,n). 
6.3.4. A sufficient condition on Σ1. For the remainder of the proof, we shall therefore assume that
|F | 6 40 log2 k and, as a consequence of Observation 6.1, that q 6 40ℓ log2 k. In view of Corol-
lary 3.3 (i), in order to conclude that hk(P ) > mk(τk,n), it is enough to provide a sufficiently strong
lower bound on Σ1, the number of chains of length k + ℓ in P . To this end, define
S =
(
1 +
q
ℓ
)
k + 50
√
k log2 k (16)
and note that our assumption on q implies that S 6 42k log2 k.
Observation 6.6. If Σ1 > S, then hk(P ) > mk(τk,n).
Proof. Since we have assumed that q 6 40ℓ log2 k, then
S >
(
1 +
1√
k
)(
1 +
q
ℓ
)
(k + 1).
As
(k+ℓ
k+1
)
= ℓk+1
(k+ℓ
k
)
, it now follows from Corollary 3.3 (i) that
hk(P ) > exp
(
−3ℓ log2 k
k
)(
1 +
1√
k
)(
1 +
q
ℓ
)
(k + 1)
(
k + ℓ
k + 1
)
>
(
1− 1
2
√
k
)(
1 +
1√
k
)
(ℓ+ q)
(
k + ℓ
k
)
> (ℓ+ q)
(
k + ℓ
k
)
> mk(τk,n),
where the second inequality holds since ℓ 6
√
k/(300 log2 k) and the last inequality is (14). 
6.3.5. The second lower bound on mini |A′i|. We shall now focus on proving the following strong lower
bound on mini |A′i|.
Claim 6.7. Either hk(P ) > mk(τk,n) or |A′i| > k − 240ℓ log2 k for all i ∈ [k + ℓ].
Recall from Section 2 that for each i ∈ [k + ℓ − 1], the set (Ai \ A′i) ∪ A′i+1 is an antichain and
consequently,
|Ai| − |A′i|+ |A′i+1| 6 w(P ) 6 k + ℓ. (17)
With foresight, define
F ′ = {i ∈ [k + ℓ− 1] : |Ai| − |A′i|+ |A′i+1| > k + 1}. (18)
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Let J be an arbitrary subset of [k + ℓ]. By (17) and (18),∑
i∈J
(|A′i+1| − |A′i|) 6
∑
i∈J∩F ′
(k + ℓ− |Ai|) +
∑
j∈J\F ′
(k − |Ai|) 6
∑
i∈J
(k − |Ai|) + |F ′| · ℓ. (19)
Now, fix a j ∈ [k + ℓ] and let J = {j, . . . , k + ℓ− 1}. It follows from (19) and Observation 6.1 with
I = J ∪ {k + ℓ} that (recalling that A′k+ℓ = Ak+ℓ)
k − |A′j | = k − |A′k+ℓ|+
∑
i∈J
(|A′i+1| − |A′i|) 6
∑
i∈J∪{k+ℓ}
(k − |Ai|) + |F ′| · ℓ 6 (|F |+ |F ′|) · ℓ.
Therefore, in order to establish Claim 6.7, it suffices to prove that |F ′| > 200 log2 k implies that
hk(P ) > mk(τk,n). This fact is a fairly straightforward consequence of the following lemma, which
one may consider as the ‘dual’ version of Lemma 6.2.
Lemma 6.8. Either hk(P ) > mk(τk,n) or Σi > Σi+1 + k/4 for all i ∈ F ′.
Proof. Fix some i ∈ F ′ and let
Ci = {x ∈ A′i : degGi(x,A′i+1) 6 1}.
Observe that for every X ⊆ Ci, the set (Ai \ A′i) ∪ X ∪ (A′i+1 \ NGi(X)) is an antichain with at
least |Ai| − |A′i| + |A′i+1| elements. Each of these antichains that additionally satisfies |X| 6 k + 1
contains a (k + 1)-element subset L such that L ∩ A′i = X. Therefore, if |Ci| > 2ℓ log2 k, then
hk(P ) > k
2ℓ > mk(τk,n). On the other hand, if |Ci| < 2ℓ log2 k, then
Σi =
∑
xy∈Gi
ui+1(y) =
∑
y∈A′i+1
ui+1(y) degGi(y) > Σi+1 + eGi(A
′
i, A
′
i+1)− |A′i+1|
> Σi+1 + 2|A′i| − |Ci| − |A′i+1| > Σi+1 + |A′i| − (|A′i+1| − |A′i|)− 2ℓ log2 k.
By Observation 6.1 with I = {i}, we have k − |Ai| 6 |F |ℓ. Therefore, by (17) and our assumption
on |F |,
|A′i+1| − |A′i| 6 k + ℓ− |Ai| 6 (|F |+ 1) · ℓ≪ k.
Consequently, as we have assumed that |A′i| > k/3, we have Σi > Σi+1 + k/4. 
Proof of Claim 6.7. Observe first that Lemma 6.8 yields Σ1 > |F ′| · k/4. Indeed, similarly as in the
proof of Claim 6.5,
Σ1 = Σk+ℓ +
k+ℓ−1∑
i=1
(Σi − Σi+1) > |F ′| · k/4.
As q 6 40ℓ log2 k by our assumption, if |F ′| > 200 log2 k, then Σ1 > 50k log2 k > S, see (16), and
consequently hk(P ) > mk(τk,n) by Observation 6.6. 
6.3.6. Strengthening Lemmas 6.2 and 6.8. For the remainder of the proof, we shall assume that
|A′i| > k− 240ℓ log2 k for every i. This assumption will allow us to prove the following strengthening
of Lemmas 6.2 and 6.8. Recall the definitions of F from (15) and F ′ from (18).
Lemma 6.9. Either hk(P ) > mk(τk,n) or
(i) Σi > Σi+1 + k −
√
k for all i ∈ F ∪ F ′ and
(ii) Σi > Σi+1 + 2k − 3
√
k for all i ∈ F such that i < maxF ′.
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Proof. Suppose first that i ∈ F . We may assume that |Bi+1| 6 2ℓ log2 k, as otherwise hk(P ) > k2ℓ >
mk(τk,n) by Lemma 6.2. Consequently,
Σi − Σi+1 > |A′i+1| − |Bi+1| > k − 242ℓ log2 k > k −
√
k,
as ℓ 6
√
k/(300 log2 k) and we have assumed that |A′i+1| > k − 240ℓ log2 k.
Suppose now that i ∈ F ′. As in the proof of Lemma 6.8, let
Ci = {x ∈ A′i : degGi(x,A′i+1) 6 1}
and recall that either |Ci| < 2ℓ log2 k or hk(P ) > k2ℓ > mk(τk,n) and that
Σi > Σi+1 + |A′i| − (|F |+ 1) · ℓ− |Ci| > Σi+1 + k −
√
k, (20)
as ℓ 6
√
k/(300 log2 k) and we have assumed that |F | 6 40 log2 k and that |A′i| > k − 240ℓ log2 k.
We now turn to proving (ii). First, for each i ∈ [k + ℓ], define
A′′i = {x ∈ Ai : ui(x) > 2}
and observe that A′′i ⊇ A′i \ Ci. Indeed, if x ∈ A′i \ Ci, then by (3),
ui(x) =
∑
xy∈Gi
ui+1(y) > degGi(x,A
′
i+1) > 2.
Consequently, if i ∈ F ′ and hk(P ) 6 mk(τk,n), then |A′′i | > |A′i| − |Ci| > k −
√
k, see (20).
Assume now that F ′ 6= ∅ and let f ′ = maxF ′. We claim that either hk(P ) > mk(τk,n) or
|A′′i+1| > k − 2
√
k for each i < f ′. To this end, observe first that for each i ∈ [k + ℓ − 1], the set
(Ai \ A′′i ) ∪ A′′i+1 is an antichain and therefore |Ai| − |A′′i | + |A′′i+1| 6 k + ℓ. Indeed, if x ∈ Ai and
y ∈ Ai+1 satisfy ui(x) < ui+1(y), then (3) implies that xy 6∈ Gi. With foresight, let
F ′′ = {i ∈ [f ′ − 1] : |A′′i+1| − |A′′i |+ |Ai| > k + 1}.
Assume that mini6f ′ |A′′i | < k − 2
√
k and let i ∈ [f ′] be the largest index such that |A′′i | < k − 2
√
k.
Since, as we have shown above, |A′′f ′ | > k −
√
k, then
√
k < |A′′f ′ | − |A′′i | =
f ′−1∑
j=i
(|A′′i+1| − |A′′i |) 6
f ′−1∑
j=i
(k − |Ai|) + |F ′′ ∩ {i, . . . , f ′ − 1}| · ℓ
6 |F | · ℓ+ |F ′′ ∩ {i+ 1, . . . , f ′ − 1}| · ℓ+ ℓ,
(21)
where the last inequality follows from Observation 6.1. Since ℓ 6
√
k/(300 log2 k) and we have
assumed that |F | 6 40 log2 k, it follows from (21) that |F ′′∩{i+1, . . . , f ′−1}| > 50 log2 k. We claim
that this implies that hk(P ) > mk(τk,n). To this end, consider some j ∈ F ′′, let
C ′j = {x ∈ A′′j : deg(x,A′′j+1) 6 1},
and note that for every X ⊆ C ′j , the set (Aj \A′′j )∪X ∪ (A′′j+1 \NGj (X)) is an antichain with at least
k + 1 elements. Therefore, if |C ′′j | > 2ℓ log2 k, then hk(P ) > k2ℓ > mk(τk,n). On the other hand, if
|Cj | < 2ℓ log2 k, then
Σj − Σj+1 > eGj (A′′j +A′′j+1)− |A′′j+1| > 2|A′′j | − (k + ℓ)− 2ℓ log2 k.
Therefore, if j > i and j ∈ F ′′, then Σj − Σj+1 > k − o(k) and consequently, recalling (16),
Σ1 > |F ′′ ∩ {i+ 1, . . . , f ′ − 1}| · (k − o(k)) > (1− o(1)) · 50k log2 k > S,
which, by Observation 6.6, yields hk(P ) > mk(τk,n).
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Finally, suppose that i ∈ F and i < maxF ′. We may now assume that |A′′i+1| > k − 2
√
k and
therefore, by Lemma 6.2,
Σi − Σi+1 >
∑
y∈A′i+1\Bi+1
ui+1(y) > |A′′i+1|+ |A′i+1| − |Bi+1| > 2k − 3
√
k. 
6.3.7. Narrowing down to almost extremal posets. The following observation will further narrow
down our search for P with hk(P ) 6 mk(τk,n).
Observation 6.10. If |(F ∪ F ′) ∩ [k + ℓ− 1]| > q+1ℓ , then hk(P ) > mk(τk,n).
Proof. Recall that Σk+ℓ = |Ak+ℓ| = |A′k+ℓ| > k − 240ℓ log2 k > k −
√
k. By Lemma 6.9 (i) and (4),
Σ1 > Σk+ℓ +
∑
i∈(F∪F ′)∩[k+ℓ−1]
(Σi − Σi+1) >
(
1 +
q + 1
ℓ
)(
k −
√
k
)
.
Now, since q 6 40ℓ log2 k and ℓ 6
√
k/(300 log2 k), then Σ1 > S and the conclusion follows from
Observation 6.6. 
Recall the definition of F from (15). We shall now split into cases depending on whether or not
k + ℓ ∈ F , that is, whether or not |Ak+ℓ| > k + 1.
Case 1. k + ℓ /∈ F .
The assumption that k + ℓ 6∈ F and Observation 6.1 imply that
|F ∩ [k + ℓ− 1]| = |F | >
⌈
q + |{i ∈ [k + ℓ] : |Ai| < k}|
ℓ
⌉
.
By Observation 6.10, we may assume that |Ai| > k for all i, ℓ divides q, and |F | = q/ℓ, as otherwise
hk(P ) > mk(τk,n). This implies that |Ai| = k + ℓ for each i ∈ F and |Ai| = k otherwise.
Case 1A. F ′ 6= ∅ and maxF ′ > minF .
Let j = maxF ′ and let i be the largest element of F that is smaller than j. By Lemma 6.9 (ii),
Σi − Σi+1 > 2k − 3
√
k.
Consequently, using Lemma 6.9 as in the proof of Observation 6.10,
Σ1 > Σk+ℓ +
∑
j∈F\{i}
(Σj − Σj+1) + Σi − Σi+1 >
(
1 +
q
ℓ
)(
k −
√
k
)
+ k − 2
√
k > S,
which yields hk(P ) > mk(τk,n).
Case 1B. F ′ = ∅ or maxF ′ 6 minF .
If F ′ 6= ∅, then we may also assume that minF ′ > minF . Indeed, otherwise
|(F ∪ F ′) ∩ [k + ℓ− 1]| > |F |+ 1 > q
ℓ
+ 1
and hence hk(P ) > mk(τk,n) by Observation 6.10. Hence minF
′ = maxF ′ = minF .
We first claim that |A′i| > k for every i. Suppose not and let i be the largest index for which
|A′i| < k and note that i < k + ℓ as A′k+ℓ = Ak+ℓ and we have assumed that |Aj | > k for each
j ∈ [k + ℓ]. Consequently,
|Ai|+ |A′i+1| − |A′i| > |Ai|+ k − |A′i| > |Ai| > k,
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implying that i ∈ F ′ and thus i = minF . But this is impossible as |Ai| = k + ℓ and hence
(Ai \ A′i) ∪A′i+1 would be an antichain with more than k + ℓ elements.
We now claim that maxF 6 minF+1, that is, that |F | = 1 or F = {f, f+1} for some f ∈ [k+ℓ−1].
To see this, note that if maxF ∈ F ′, then our assumption implies that maxF = minF , that is,
|F | = 1. Otherwise, if maxF 6∈ F ′, then
|AmaxF | − |A′maxF |+ |A′maxF+1| 6 k
and hence, as |A′maxF+1| > k, we have |A′maxF | = |AmaxF | = k + ℓ. Consequently, either maxF = 1
or maxF − 1 ∈ F ′ and therefore maxF − 1 = minF by our assumption.
Finally, let f = minF . If f > 1 and |A′f | > k, then f − 1 ∈ F ′, contradicting our assumption.
We may thus assume that f = 1 or |A′f | = k. Consequently, if |F | > 1, then F = {1, 2}. Indeed, if
|F | > 1, then F = {f, f + 1} and |A′f+1| = k + ℓ. Moreover, since A′f+1 ∪ (Af \ A′f ) is an antichain
and w(P ) 6 k + ℓ, then |A′f | = |Af | = k + ℓ. Finally, we have shown above that if f > 1, then
|A′f | = k.
Case 2. k + ℓ ∈ F .
Consider the poset Pˆ obtained from P by reversing the 6 relation, that is, by letting x 6 y in Pˆ
if and only if y 6 x in P . Clearly, the same sets form chains and antichains in both P and Pˆ . Let
(Aˆi)
k+ℓ
i=1 be the canonical decomposition of Pˆ into antichains and observe that Aˆk+ℓ = A
′
1. Indeed,
Aˆk+ℓ = {x ∈ Pˆ : there is a chain L ⊆ Pˆ of length k + ℓ with x = maxL}
= {x ∈ P : there is a chain L ⊆ P of length k + ℓ with x = minL} = A′1.
Thus, we may assume that |A′1| > k as otherwise Pˆ falls into Case 1. Thus 1 ∈ F . We show that
this implies that Σ1 > S and consequently, by Observation 6.6, that hk(P ) > mk(τk,n).
Since |A′k+ℓ| = |Ak+ℓ| > k, then k + ℓ − 1 ∈ F ′ and hence, by Lemma 6.9, we may assume that
Σk+ℓ−1 > Σk+ℓ+ k−
√
k > 2k−√k and Σi > Σi+1+2k− 3
√
k for all i ∈ F ∩ [k+ ℓ− 2]. This yields
Σ1 >
(
2 + 2|F ∩ [k + ℓ− 2]|+ |(F ′ \ F ) ∩ [k + ℓ− 2]|)(k − 2√k). (22)
By our assumption that 1 ∈ F and Observation 6.1,
|F ∩ [k + ℓ− 2]| > max{1, ⌈q/ℓ⌉ − 2}. (23)
It follows that either q = 3ℓ and we have equality in (23) or
Σ1 >
(
1 +
q + 1
ℓ
)
(k − 2
√
k) =
(
1 +
q
ℓ
)
k +
k
ℓ
− 2
√
k
(
1 +
q + 1
ℓ
)
> S;
to see the last inequality, recall that ℓ 6
√
k/(300 log2 k). The former (i.e., q = 3ℓ and equality
in (23)) implies that F = {1, k + ℓ − 1, k + ℓ}, Ai = k + ℓ for all i ∈ F , and |Ai| = k for all
i 6∈ F . Since A′k+ℓ ∪ (Ak+ℓ−1 \ A′k+ℓ−1) is an antichain and w(P ) 6 k + ℓ = |A′k+ℓ|, we must
have |A′k+ℓ−1| = |Ak+ℓ−1| = k + ℓ and consequently, k + ℓ − 2 ∈ F ′. Now, (22) again yields
Σ1 > 5(k − 2
√
k) > S.
6.4. Almost extremal posets. Summarizing the above discussion, if hk(P ) 6 mk(τk,n), then
h(P ) = k + ℓ and either P or Pˆ (the poset obtained from P by reversing the 6 relation) satisfy one
of the following two lists of conditions:
(1) F = {1, 2}, |A′1| = |A′2| = k + ℓ, and |A′i| = k for every i > 3,
(2) F = {f} for some f ∈ [k + ℓ− 1] and |A′i| > k for all i; if f > 1, then |A′f | = k.
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From now on, we shall have to count homogenous sets somewhat more carefully, as there are posets
of either of these two types that contain fewer than mk(τk,n) chains of length k + 1 and fewer than
mk(τk,n) antichains with k + 1 elements. (So far, we have always managed to show that our poset
contains more than mk(τk,n) homogenous sets of one of the two types.)
6.4.1. Bounding the number of antichains. We first derive a lower bound for the number of (k + 1)-
element antichains which we shall use in both (1) and (2). To this end, for each i ∈ [k + ℓ − 1],
let
Di+1 = {x ∈ A′i+1 : degGi(x) = 2} ⊆ A′i+1 \Bi+1.
Note for future reference that it follows from (the proof of) Lemma 6.2 that for each i ∈ F ,
Σi − Σi+1 =
∑
y∈A′i+1
ui+1(y)(degGi(y)− 1) > 2|A′i+1| − |Di+1| − 2|Bi+1|, (24)
which improves the lower bound of |A′i+1|− |Bi+1| for Σi−Σi+1 stated in Lemma 6.2 whenever Di+1
is smaller than A′i+1 \Bi+1. On the other hand, if Di+1 is large, then there are many (k+1)-element
antichains in Ai ∪Di+1, as the following lemma shows.
Lemma 6.11. Let i ∈ [k+ ℓ− 1] and suppose that |Ai| = k+ ℓ and |A′i+1| = k. If |Di+1| > k− k2/3,
then Ai ∪Di+1 contains at least 20(ℓ− 1)
(k+ℓ
k+1
)
antichains with k + 1 elements that intersect Di+1.
Proof. For each z ∈ Ai, let Hz be an arbitrary tree with vertex set NGi(z) ∩Di+1 and let H be the
multigraph with vertex set Di+1 which is the union of all Hz as z ranges over Ai. Clearly,
e(H) >
∑
z∈Ai
(degGi(z,Di+1)− 1) > 2|Di+1| − |Ai| > k − 3k2/3,
as |Ai| = k + ℓ and ℓ≪ k2/3. Note crucially that:
(i) For every X ⊆ Di+1, the set X ∪ (Ai \NGi(X)) is an antichain.
(ii) For every X ⊆ Di+1, we have |NGi(X)| 6 2|X| − eH(X).
To see (ii), recall that each Hz is a tree and therefore
|NGi(X)| = 2|X| −
∑
z∈Ai
max{degGi(z,X) − 1, 0} 6 2|X| −
∑
z∈Ai
eHz(X) = 2|X| − eH(X).
We first show that we may assume that H contains fewer than
√
k cycles (we consider two parallel
edges to be a cycle). Since w(P ) 6 k + ℓ 6 |Ai|, (i) implies that |NGi(X)| > |X| for each X ⊆ Di+1
and hence each component T of H has at most one cycle as otherwise |NGi(T )| < |T | by (ii). Suppose
now that X1, . . . ,Xm are cycles in H. They belong to different components of H, so in particular
they are vertex-disjoint. By (ii), for any J ⊆ [m], the set X = ⋃j∈J Xj satisfies |NGi(X)| = |X|.
By (i), Ai∪Di+1 contains at least 2m antichains with k+ℓ elements and thus, by Lemma 3.1, at least
2m−1 antichains with k + 1 elements. Finally, as ℓ <
√
k/(300 log2 k), then 2
√
k ≫ ℓ(k+ℓk+1), cf. (12).
Assume that H has fewer than
√
k cycles and delete from H one edge in each of its cycles to
obtain a forest H ′ with e(H ′) > e(H) − √k > k − 4k2/3. Let N ′ be the number of sets X ⊆ Di+1
with |X| 6 41 which are connected in H ′. As H ′ ⊆ H, it follows from (ii) that |NGi(X)| 6 |X| + 1
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for each such X. Thus by (i), the number N of antichains in Ai ∪Di+1 satisfies
N >
∑
X⊆Di+1
(
k + ℓ− |NGi(X)|
k + 1− |X|
)
> N ′
(
k + ℓ− 42
k − 40
)
> N ′ ·
(
k − 40
k + ℓ
)41
·
(
k + ℓ− 1
k + 1
)
>
N ′
2
· ℓ− 1
k
(
k + ℓ
k + 1
)
,
where we have used the assumption that ℓ = o(k). Finally, let t1, . . . , tm be the orders of the trees
constituting H ′. Since m = k − e(H ′) 6 4k2/3, it follows from Lemma 3.4 that
N ′ >
41∑
c=1
m∑
j=1
(tj − c) >
41∑
c=1
(k − cm) > 41k −O(k2/3) > 40k. 
6.4.2. Almost extremal posets of type (1). Recall that P is of type (1) if and only if |Ai| = |A′i| = k+ℓ
for i ∈ {1, 2} and |Ai| = |A′i| = k otherwise. In particular, q = 2ℓ and hence S = 3k + 50
√
k log2 k.
We first show that hk(P ) > mk(τk,n) for each such P . Let b2 = |B2| and b3 = |B3|. By Lemma 6.2
and (24),
Σ1 > Σ3 + 2|A′3| − |D3| − 2b3 + |A′2| − b2 > 4k + ℓ− |D3| − b2 − 2b3.
We may assume that b2, b3 6 2ℓ log2 k as otherwise Lemma 6.2 implies that hk(P ) > mk(τk,n). If
|D3| < k − k2/3, then Σ1 > S and, by Observation 6.6, hk(P ) > mk(τk,n). Thus, we may assume
that |D3| > k − k2/3.
Let us carefully count homogenous (k + 1)-sets in P . First, consider the collection of all chains
of length k + 1 obtained by taking a triple (x1, x2, x3) ∈ A′1 × A′2 × A′3 with x1 6 x2 6 x3 and an
arbitrary set of k−2 elements from some chain of length k+ℓ that contains {x1, x2, x3}. The number
of such chains containing a fixed triple is(
k + ℓ− 3
k − 2
)
=
(k + 1)k(k − 1)
(k + ℓ)(k + ℓ− 1)(k + ℓ− 2)
(
k + ℓ
k + 1
)
>
(
1− ℓ− 1
k − 1
)3(k + ℓ
k + 1
)
and all chains constructed in this way are distinct. Let Nt be the number of such triples. Since
neither G1 nor G2 contain any isolated vertices, A2 = A
′
2, A3 = A
′
3, e(G1) > 2|A′2| − b2, and
e(G2) > 2|A′3| − b3, then
Nt =
∑
x∈A′2
degG1(x) degG2(x) >
∑
x∈A′2
(degG1(x) + degG2(x)− 1) > 2|A′3|+ |A′2| − b2 − b3.
Therefore, the number Nc of chains of length k + 1 satisfies
Nc > (2|A′3|+ |A′2| − b2 − b3)
(
k + ℓ− 3
k + 1
)
>
(
1− ℓ− 1
k − 1
)3
(3k + ℓ− b2 − b3)
(
k + ℓ
k + 1
)
.
To estimate the number of antichains, note that for any i ∈ {1, 2} and any Y ⊆ Bi+1, the set
Y ∪ (Ai \NGi(Y )) is an antichain with k + ℓ elements. Hence, the number Na,1 of (k + 1)-element
antichains that are contained in either A1 ∪B2 or A2 ∪B3 satisfies
Na >
3∑
i=2
∑
Y⊆Bi
(
k + ℓ− |Y |
k + 1− |Y |
)
>
3∑
i=2
2bi
(
k + ℓ− bi
k + 1− bi
)
>
3∑
i=2
2bi
(
1− ℓ− 1
k + ℓ− bi
)bi (k + ℓ
k + 1
)
>
[(
7
4
)b2
+
(
7
4
)b3](k + ℓ
k + 1
)
,
ON THE NUMBER OF MONOTONE SEQUENCES 21
where the last inequality follows since ℓ, bi ≪ k. Moreover, by Lemma 6.11, there are additionally at
least 20(ℓ − 1)(k+ℓk+1) antichains with k + 1 elements that contain an element of D3. Thus, using the
inequality
(
1− ℓ−1k−1
)3
> 1− 3 ℓ−1k−1 ,
hk(P )
(
k + ℓ
k + 1
)−1
>
(
1− ℓ− 1
k − 1
)3
(3k + ℓ− b2 − b3) +
(
7
4
)b2
+
(
7
4
)b3
+ 20(ℓ − 1)
> 3k + ℓ− b2 − b3 + 10(ℓ − 1) +
(
7
4
)b2
+
(
7
4
)b3
> 3k + 1 +
(
7
4
)b2
− b2 +
(
7
4
)b3
− b3.
(25)
Finally, using the fact that (7/4)b − b > 3/4 for every integer b, we see that the right hand side
of (25) is strictly greater than 3k + 2. This completes the analysis as mk(τk,n) = (3k + 2)
(k+ℓ
k+1
)
.
6.4.3. Almost extremal posets of type (2). Recall that P is of type (2) if and only if there is some
f ∈ [k+ ℓ− 1] such that |Ai| = |A′i| = k for all i 6= f , |Af | = k+ ℓ, and |A′f | > k. Moreover, |A′f | = k
if f 6= 1. In particular, q = ℓ and hence S = 2k + 50√k log2 k. We now show that hk(P ) > mk(τk,n)
for each such P , unless ℓ = 1. Let b = |Bf+1|. By (24),
Σf > Σf+1 + 2|A′f+1| − |Df+1| − 2|Bf+1| > 3k − |Df+1| − 2b.
As before, by Lemma 6.2, we may assume that b 6 2ℓ log2 k since otherwise hk(P ) > mk(τk,n). If
|Df+1| < k − k2/3, then Σ1 > Σf > S, and, by Observation 6.6, hk(P ) > mk(τk,n). Thus, we may
assume that |Df+1| > k − k2/3.
Let us now carefully count homogenous (k+1)-sets in P . First, consider the collection of all chains
of length k + 1 obtained by taking an edge xy of Gf and an arbitrary set of k − 1 elements from
some chain of length k+ ℓ that contains both x and y (such a chain exists as A′f = Af . The number
of such chains containing a fixed edge is(
k + ℓ− 2
k − 1
)
=
(k + 1)k
(k + ℓ)(k + ℓ− 1)
(
k + ℓ
k + 1
)
>
(
1− ℓ− 1
k
)2(k + ℓ
k + 1
)
and all chains constructed this way are distinct. Therefore, the number Nc of chains of length k+ 1
satisfies
Nc > e(Gf ) ·
(
k + ℓ− 2
k − 1
)
>
(
1− ℓ− 1
k
)2
(2k − b)
(
k + ℓ
k + 1
)
.
To estimate the number of antichains, note that for any Y ⊆ Bf+1, the set Y ∪ (Af \ NGf (Y )) is
an antichain with k + ℓ elements. Hence, the number Na,1 of (k + 1)-element antichains that are
contained in Af ∪Bf+1 satisfies
Na,1 > 2
b
(
k + ℓ− b
k + 1− b
)
> 2b
(
1− ℓ− 1
k + ℓ− b
)b(k + ℓ
k + 1
)
>
(
7
4
)b(k + ℓ
k + 1
)
,
where the last inequality holds since ℓ, b ≪ k. Moreover, by Lemma 6.11, there are additionally at
least 20(ℓ− 1)(k+ℓk+1) antichains with k+1 elements that contain an element of Df+1. It follows that,
using the inequality
(
1− ℓ−1k
)2
> 1− 2 ℓ−1k ,
hk(P )
(
k + ℓ
k + 1
)−1
> 2k − b− 4(ℓ− 1) +
(
7
4
)b
+ 20(ℓ − 1). (26)
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As mk(τk,n) = (2k + 1)
(
k+ℓ
k+1
)
, we conclude that hk(P ) > mk(τk,n) unless ℓ = 1 and b 6 1.
6.4.4. Almost extremal posets of type (2) when ℓ = 1. We finally show that hk(P ) > mk(τk,n) for
each poset P of type (2) and provide a rough structural characterization of such posets which contain
precisely mk(τk,n) homogeneous (k+1)-sets. Since we may assume that ℓ = 1, then mk(τk,n) = 2k+1
and Σ1 is the number of chains of length k + 1 in P . Let b = |Bf+1| and recall that b 6 1. By (24),
Σ1 > Σf+1 + 2k − |Df+1| − 2b > 2k − b.
Moreover, Af ∪ Bf+1 contains at least 2b antichains with k + 1 elements. It follows that hk(P ) >
2k − b+ 2b > mk(τk,n). Moreover, either hk(P ) > mk(τk,n) or Σf+1 = k, Df+1 = Af+1 \Bf+1 (i.e.,
each x ∈ Af+1 \ Bf+1 has degree two in Gf ), and there are only 2b antichains with k + 1 elements
(plus, they are both contained in Af ∪Bf+1). This means that for every X ⊆ Af+1 such that X 6= ∅
and X 6= Bf+1, we have |NGf (X)| > |X|+1, as otherwise X∪ (Af \NGf (X)) would be an additional
antichain with k + 1 elements (other than Af and Bf+1 ∪ (Af \ NGf (Bf+1)), which were already
counted above in the 2b term). In particular, f = 1 and A′1 = A1, as otherwise |A′f | = |A′f+1| = k
and consequently |NGf (A′f+1)| = |A′f+1|. We now show that these conditions uniquely determine the
graph G1.
Claim 6.12. Suppose that hk(P ) = mk(τk,n).
(i) If b = 0, then G1 is a path with 2k + 1 vertices.
(ii) If b = 1, then G1 is the disjoint union of a path with 2k − 1 vertices and en edge.
Proof. Let H be the auxiliary multigraph on A1 where the multiplicity of each pair xy is the number
of common G1-neighbors of x and y in A2. As we have assumed that D2 = A2 \ B2, it follows that
e(H) = |A2 \ B2| = k − b. Moreover, the condition |NG1(X)| > |X| + 1 implies that H is a forest.
(Here again we consider two parallel edges to be a cycle.) We claim that each tree in H is a path. If
this is not the case, then H would have a vertex of degree at least 3 and thus G1 would contain the
1-subdivision of K1,3 as an induced subgraph. But this is not possible as both G1 and its complement
are comparability graphs (since P is a poset of order dimension at most two) and one can check that
the 1-subdivision of K1,3 does not have this property.
Now, (i) follows since b = 0 implies that H is a path with k + 1 vertices and hence G1 is a path
with 2k+1 vertices. To see (ii), note first that b = 1 implies that H has two connected components.
The unique vertex z ∈ B2 has a G1-neighbor in one of these components. Denote it by C and let
X = NG1(C). One easily checks that |X| = |NG1(X)| = |C| and hence X = {z} and |C| = 1, as we
have assumed that X = ∅ and X = B2 are the only subsets of A2 with |X| 6 |NG1(X)|. It follows
that H is the union of a path with k vertices and an isolated vertex and hence G1 is the union of a
path with 2k − 1 vertices and an edge. 
Finally, the following lemma (where we take i = 2 and j = k + 1) shows that P \ A1 may be
partitioned into k chains, as otherwise Σ2 > k.
Lemma 6.13. Suppose that i, j ∈ [k + ℓ] with i 6 j are such that |A′i| = . . . = |A′j | = k. There is
some d > 0 such that:
(i) There are pairwise disjoint chains L1, . . . , Lk−d of length j − i + 1 with minLp ∈ A′i and
maxLp ∈ A′j for each p ∈ [k − d] and
(ii) Σi > Σj + d.
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Proof. We prove the claim by reverse induction on i. The statement is vacuously true for i = j as
|A′j | = k. Suppose now that i < j and, appealing to the inductive assumption, let L′1, . . . , L′k−d′ be
a collection of pairwise disjoint chains of length j − i with minLp ∈ A′i+1 and maxLp ∈ A′j for each
p ∈ [k − d′]. Let
X = {minLp : p ∈ [k − d′]} ⊆ A′i+1
and let k−d be the size of the largest Gi-matching between X and A′i. Since this matching naturally
extends some k − d chains in {L′1, . . . , L′k−d′} to pairwise disjoint chains L1, . . . , Lk−d satisfying
assertion (i) of the lemma, it is enough to show that Σi > Σi+1+ d− d′. By Hall’s theorem, there is
a Y ⊆ X such that |NGi(Y )| 6 |Y | − (d− d′). Since Gi[A′i, A′i+1] has no isolated vertices, it follows
that
eGi(A
′
i, A
′
i+1) > eGi(A
′
i, Y ) + eGi(A
′
i \NGi(Y ), A′i+1) > |Y |+ |A′i| − |NGi(Y )| > k + d− d′.
Consequently,
Σi =
∑
x∈A′i+1
ui+1(x) > Σi+1 + eGi(A
′
i, A
′
i+1)− |A′i+1| > Σi+1 + d− d′. 
This completes the proof of Theorem 1.6.
7. Concluding remarks
In this paper, we have determined the minimum number of monotone subsequences of length k+1
in a sequence of n 6 k2+ k3/2/(300 log2 k) numbers for all sufficiently large k. This minimum, which
we denoted by mk(n), is achieved by taking k increasing (decreasing) sequences of lengths ⌊n/k⌋
or ⌈n/k⌉ in such a way that there is no decreasing (increasing) subsequence of length k + 1. One
such sequence is τk,n, defined in Section 1. Moreover, we have shown that if n 6= k2 + k + 1, then
no extremal sequence contains both increasing and decreasing subsequences of length k + 1. Our
results provide strong evidence supporting Conjecture 1.2, which asserts that the above statements
remain true for all pairs of k and n. It is also worth mentioning that, although we have not stated
it explicitly, our proof establishes a stability statement of the following form: If a sequence of n
numbers is not ‘close’ to a union of k increasing (decreasing) sequences of almost equal lengths, then
it contains ‘many’ more than mk(n) monotone subsequences of length k + 1.
Since we are still far from proving Conjecture 1.2, one may ask to determine at least the asymptotic
behavior of the function mk(n). Let µk(n) = mk(n)
( n
k+1
)−1
. Then Conjecture 1.2 suggests that
µk(n) = (1 + o(1))k
−k. Standard averaging arguments can be used to show that µk(n) is non-
decreasing in n. Therefore, the theorem of Erdo˝s and Szekeres implies that
µk(n) > µk(k
2 + 1) =
(
k2 + 1
k + 1
)−1
∼
√
2πe
k
· (ek)−k. (27)
Our main theorem yields an improvement of (27) by a factor of (only) 2Θ(
√
k) and it would be
interesting to improve this lower bound further.
We find very promising the prospect of studying Erdo˝s–Rademacher-type problems in other set-
tings. In principle, one can investigate such extensions for any extremal or Ramsey-type result. Some
motivation for studying these problems comes from the recently renewed interest in ‘supersaturation’
results, which have been used in conjunction with the ‘transference’ theorems of Conlon and Gow-
ers [4] and of Schacht [27] as well as the ‘hypergraph containers’ theorems of Balogh, Morris, and
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the first author [2] and of Saxton and Thomason [26] to prove numerous ‘sparse random analogues’
of classical extremal and Ramsey-type results.
References
1. J. Balogh, P. Hu, B. Lidicky´, O. Pikhurko, B. Udvari, and J. Volec, Minimum number of monotone subsequences
of length 4 in permutations, Combin. Probab. Comput., to appear.
2. J. Balogh, R. Morris, and W. Samotij, Independent sets in hypergraphs, to appear in J. Amer. Math. Soc.
3. D. Conlon, On the Ramsey multiplicity of complete graphs, Combinatorica 32 (2012), 171–186.
4. D. Conlon and W.T. Gowers, Combinatorial theorems in sparse random sets, submitted.
5. S. Das, W. Gan, and B. Sudakov, The minimum number of disjoint pairs in set systems and related problems,
Combinatorica, to appear.
6. , Sperner’s theorem and a problem of Erdo˝s–Katona–Kleitman, Combin. Probab. Comput., to appear.
7. R. P. Dilworth, A decomposition theorem for partially ordered sets, Ann. of Math. (2) 51 (1950), 161–166.
8. A. P. Dove, J. R. Griggs, R. J. Kang, and J.-S. Sereni, Supersaturation in the Boolean lattice, Integers, to appear.
9. B. Dushnik and E. W. Miller, Partially ordered sets, Amer. J. Math. 63 (1941), 600–610.
10. P. Erdo˝s, On a theorem of Rademacher-Tura´n, Illinois J. Math. 6 (1962), 122–127.
11. , On the number of complete subgraphs and circuits contained in graphs., Cˇasopis Peˇst. Mat. 94 (1969),
290–296.
12. P. Erdo˝s and D. J. Kleitman, Extremal problems among subsets of a set, Discrete Math. 8 (1974), 281–294.
13. P. Erdo˝s and M. Simonovits, Supersaturated graphs and hypergraphs, Combinatorica 3 (1983), 181–192.
14. P. Erdo˝s and G. Szekeres, A combinatorial problem in geometry, Compositio Math. 2 (1935), 463–470.
15. F. Franek and V. Ro¨dl, 2-colorings of complete graphs with a small number of monochromatic K4 subgraphs,
Discrete Math. 114 (1993), 199–203, Combinatorics and algorithms (Jerusalem, 1988).
16. A. W. Goodman, On sets of acquaintances and strangers at any party, Amer. Math. Monthly 66 (1959), 778–783.
17. G. Katona, A theorem of finite sets, Theory of graphs (Proc. Colloq., Tihany, 1966), Academic Press, New York,
1968, pp. 187–207.
18. D. J. Kleitman, A conjecture of Erdo˝s-Katona on commensurable pairs among subsets of an n-set, Theory of Graphs
(Proc. Colloq., Tihany, 1966), Academic Press, New York, 1968, pp. 215–218.
19. Joseph B. Kruskal, The number of simplices in a complex, Mathematical optimization techniques, Univ. of California
Press, Berkeley, Calif., 1963, pp. 251–278.
20. L. Lova´sz and M. Simonovits, On the number of complete subgraphs of a graph. II, Studies in pure mathematics,
Birkha¨user, Basel, 1983, pp. 459–495.
21. L. Mirsky, A dual of Dilworth’s decomposition theorem, Amer. Math. Monthly 78 (1971), 876–877.
22. J. S. Myers, The minimum number of monotone subsequences, Electron. J. Combin. 9 (2002/03), no. 2, Research
paper 4, 17 pp. (electronic), Permutation patterns (Otago, 2003).
23. V. Nikiforov, The number of cliques in graphs of given order and size, Trans. Amer. Math. Soc. 363 (2011),
1599–1618.
24. A. A. Razborov, On the minimal density of triangles in graphs, Combin. Probab. Comput. 17 (2008), 603–618.
25. C. Reiher, The clique density theorem, arXiv:1212.2454v1 [math.CO].
26. D. Saxton and A. Thomason, Hypergraph containers, submitted.
27. M. Schacht, Extremal results for random discrete structures, submitted.
28. A. Thomason, A disproof of a conjecture of Erdo˝s in Ramsey theory, J. London Math. Soc. (2) 39 (1989), 246–255.
School of Mathematical Sciences, Tel Aviv University, Tel Aviv 69978, Israel; and Trinity College,
Cambridge CB2 1TQ, UK
E-mail address: samotij@post.tau.ac.il
Department of Mathematics, ETH, 8092 Zurich, Switzerland
E-mail address: benjamin.sudakov@math.ethz.ch
