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ABSTRACT

Process control languages are generally complex and
machine-oriented.

Their use requires a high degree of

skill, not only in process control knowledge, but also in
the programming.

On one extreme, control programs are

written in assembler language.

This is a time-consuming

process and the high investment is tailored to a specific
application.

The resulting programs are difficult to

communicate between the programmer and the user.

On the

other extreme, recent attempts have used high-level
languages, i.e., FORTRAN, but these still require
assembly-level supplements.

In general, only the

programmers know what the program does.

Thus, a void exists

between the programmer and the user.
This paper presents a segment of the user-oriented,
high-level language, DIPSTK, which has the following design
features: .
di~ital

•

Can control both

and analog signals,

•

Is easy to learn and communicate,

•

Provides the necessary user-operating support,

•

Integrates a graphical data display, and

'

•

Is easily modified f-or additional control
structures.

The remainder of this language was developed by a
co-investigator.

This contribution included the fundamental

syntax digital data handling.
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CHAPTER I
INTRODUCTION TO PROCESS CONTROL

History
Process control is as old as mankind itself.

It is

the response made to feedback signals for improving the
process.

Processes were controlled by man's innate senses

which were programmed by earlier experiences.

This

mechanical, mental process continued undergoing improvements
and expansion until the advent of the electronic analog
circuit.
Analog circuits permitted electronic gathering of
information and subsequent electronically induced corrective
action.

However, when more than one circuit was used to

collect data, the typical case, an operator was required to
monitor or supervise the data and make the decisions for
corrective action.

These analog circuits were found to be a

profitable investment in process control applications.
During the 1940s, an electronic digital computer was
developed to calculate artillery data.

Subsequently, after

World War II, a number of these devices were made for
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special purpose applications.

The first commercial computer

entered the market circa 1952.
In November, 1952, Long and Holzmann of Shell
Development Company described the function of a digital
computer in process control to:
•

Collect feedback data from the process,

•

Calculate any set point corrections, and

•

Make adjustments to the set points.

Their concern for the future was the reliability of the
computer operating continuously and the need for educated
personnel to operate the equipment (1953).
About the same time, A. J. Young of Imperial
Chemical Industries

(ICI) was making similar predictions of

eventual applications of computers to the process control
task

(1955).
During the early and mid-1950s, computers continued

to be used for calculations and analysis of measurements.
The primary users were the chemical, petroleum, and nuclear
industries.
The period 1957-1961 was one of educating industry
and industry educating itself.

Naturally, industry was

concerned about the high capital investment in control
1

equipment, but it slowly began responding.

Computers were

used to control some individual operations, but no
full-scale plant was under direct digital control.
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The first serious proposal for a full-scale
installation was made by Ferranti, a German computer
manufacturer, to ICI for their ammonia-soda plant at
Fleetwood, England (1961).

Approved in March, 1960, the

Ferranti Argus 200 was operating on-line by November, 1962
(Thompson 1965).
The news of the Ferranti proposal prompted others,
who were using computers for some control, to take the
matter more seriously.

One such company was the Monsanto

Company which had a year's experience with the RW300
computer at their ammonia plant at Luling, Louisiana
(Eisenhardt and Williams 1960). In 1961, Monsanto entered
into a joint study project with TRW Computer Company.

This

project culminated in March, 1962, with the installation of
a RW300 computer to control the ethylene unit of Monsanto's
plant in Texas City, Texas.

The installation was

successful, but it was dismantled after three months of'
operation.
From these and other installations, the computer
demonstrated its reliability under continuous operation.
The decade also provided time to educate and train the
necessary personnel to operate and maintain the equipment.
The 1960s continued to be a period of exploration
and expansion.

Virtually every process industry was touched

in one way or another.
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The 1970s ushered in the micro-computer and a major
reduction in price.

This opened the doors for computer

control to even the smallest manufacturer.

Why Use Computers for Process Control?
The question of economic justification of computers
for process control is a valid one.

There is a considerable

additional capital investment over a manually controlled
system.

The earlier users found, however, that there was

considerable improvement in process operations which
typically reduced cost.
Griem reported improved stability and consistency of
the process which resulted in a more uniform product (1965).
This was due to the measurement frequency and control action
based upon statistical analysis of the measurements.

The

control was superior to the analog computers because:
•

Computer set-points and control functions do not
drift with time,

•

All input signals are compared to the same reference
voltage, and

•

A high-quality reference voltage is used by the
computer ~

Bay showed improvement from dynamic control of a
cement process by:
•

Reducing fuel usage in the kiln,
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•

Improved quality control of the product, and

•

Improved uniformity of both composition and quality
of the product (Bay, Ross, Andrews, and Gilliland
1967).
Kendall and Howard reported the following results

from a batch process under sequential control:
•

Increased production by improved scheduling to
reduce equipment downtime,

•

Provided more uniform product quality because of the
precise and repeated controls available,

•

Lowered operating costs,

•

Increased plant safety due to periodic · monitoring
and immmediate control action, and

•

Reduced product change-over expense

(1967).

From these early reports, improved control action
was recognized as the key to economic justification.
However, this needed some additional support such as:
•

Improved data collection due to precise and
repeatable controls, and

•

Improved data analysis due to the computer's
statistical analysis capabilities.
These

ad~antages

were then used to improve the

response of the controls to allow:
•

Reduced process resource usage, and

•

Improved quality and uniformity of the product.
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In summary, tighter control tolerances can be
maintained to minimize resources, thereby reducing operating
costs and improving performance.
Another area of potential savings is capital
expenditure.

Electronic control systems are less expensive

than the conventional pneumatic controls.

This is

true for

both the initial cost and operating cost.
Thus, processes which are controlled by a computer
can offer lower operating costs, improved performance
characteristics, and can potentially offset the higher
equipment cost.

Existing Computer Languages
There are three general types of languages used in
process control.

They are assembler languages,

general-purpose languages, and process control languages.
Assembler languages are the most expensive and
time-consuming to program.

They are machine-oriented and

make communication difficult between the engineer and the
programmer.
The second type is the general-purpose language.
These include PASCAL, FORTRAN, and PLl

(Hertrich 1981).

They are all high-level languages but are not user-oriented.
They are designed to handle business and/or mathematical
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applications.

They are not designed to handle control

problems.
To be utilized effectively, these languages require
the process control engineer to develop a significant degree
of skill in both programming and process control.

The

engineer with expertise in only process control requires
programming capabilities usually from another organizational
division.

Thus, communication problems develop between the

engineer and the programmer.
Another problem exists with management.

These

program languages require extensive expertise to interpret.
This usually results in only the programmer understanding
the code.
Control signals, analog and digital, are the heart
of the control process.

With these languages the programmer

must resort to the assembler language to communicate with
the signals.

This costs additional time and money.

Process control languages such as PEARL (Martin
1980) and ADA (Gordon and Robinson 1980, Vaughn 1982) do
exist.

They are complex and beautiful only to the eyes of

the programmer.

Of these, ADA appears to be the only one

which will survive.

This will be due to the Department of

Defense's push to have one uniform language for all
applications of process control and not due to economically
justified rationale.

8

Why Develop A New Language
Although some of the languages used are high-level,
none are easily communicable among the engineer, programmer,
and management.

To a limited degree some of these are

communicable, but their added control specification
statements vary and they are machine-oriented.

They are not

user-oriented languages which flow in an English-language
manner.

Thus, there is a need for a high-level,

user-oriented language for process control.
An additional need existed in the Computer
Engineering Department for a process control language in the
laboratory.

In this environment, a PDP-11/34 was available

with digital input and output controls along with an
LPSAD-12 which provided analog to digital data.

It was

equipped with two floppy disk drives.

What Is the Language Supposed to Do?
The name, DIPSTK, implies a simple measure of a
process for control.
Thus, a user-oriented, high-level language is
required and should have the following objectives:
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•

Easy to learn and communicate.

A language, which is

well-known by all parties, should be chosen to
reduce the communication problems and its associated
expense.
•

Can interpret both analog and digital signals and
can set digital signals with English-like
statements.

•

Provides the necessary user-operating support.

In

the event of syntax errors, the user should be
notified of both the violation and the statement
where the error occurred.

In addition, a simple

editor should be included to create new or change
existing user programs.

Storage and retrieval of

user programs on/from some storage media such as
floppy disks should be included.

A simple program

should be included to display the status of the
various sensory devices.

•

Integrates a graphical data display .

Graphical data

is an integral part of process control.

The minimum

requirement should be the re-creation in time the
value of one variable ·.

Eventually, this could be

1

expanded to sophisticated real-time display with
appropriate hardware assistance.
•

Easily modified for additional control statements.
New equipment and new keywords will be needed with

10
time.

It is beyond the scope of this work to

identify all of the possibilities. The purpose is to
direct the reader's thoughts in a unique direction.

Organization of the Work
The initial work was a

joint venture by Mr. Richard

Erlandson and this author for the Computer Engineering
Department, University of Central Florida.

This team's

objective was to develop the essential syntax for the
language.

Mr. Erlandson was assigned the fundamental syntax

of the language and the digital data handling to develop and
code.

His work is on file in the Computer Engineering

Department's office.
This

author's work was to concentrate on disk

storage of programs and data, analog to digital conversion,
and graphical display of data.
and syntax.

This included both concepts

CHAPTER II
DESCRIPTION OF DIPSTK

The syntax of this language is similar to BASIC, a
very common, cut-your-first-teeth-on language.
usually understood by most people.

It is

Thus, only deviations

from simple BASIC syntax will be noted.

Flow charts are

shown in Appendix A.

Initial Program
The initial program initializes certain key flags
and then identifies, on the screen, . the program name,
"DIPSTK."

Upon depressing the instructed key, the program

requests the current time of day for a 24-hour clock.

Upon

entry of the time, the program actuates a real-time,
60-Hertz clock.

The clock counter then keeps track of the

current time.
The smallest time period of record is the second
although time is logged in one-sixtieth of a second.

This

record period is sufficient for most processes which one
would desire to control.
11
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Once a new second or period has been reached, the
program polls certain functions t o s e e i f
during this time period.

they are desired

These automatic functions include

the following:
•

Analog and digital data collection.

Data may be

collected either from the analog to digital input
ports, from digital input ports, or from digital
output ports.

When the storage buffer is full,

the

data is written to a disk at the next free time
period.
•

Plot data on the screen.

Once the initial request

has been acknowledged and the initial graph frame
has been drawn upon the screen, this function
continues processing the data until all the data has
been processed or the process is interrupted.
•

Read additional data.

Actuated by the plot data

routine, this function gets a block of data stored
on a floppy disk and loads i t into an alternate
buffer.
Upon completion of these tasks, the program returns
from interrupt and continues processing the user's program
during the remaining portion of the period.
Monitor
This section starts by initializing all buffers and
variables.

This is followed by a screen menu of available
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options for the user's selection.

The user enters the

one-key selection which is then processed.

Each option is

executed as a subroutine which permits continuous loop
control.

If an incorrect entry is made, the program treats

this as an error and re-displays the menu.

The following

are included:
R

Run the user's program

L

List the user's program

E

Edit the user's program

G

Get the user's program from a floppy disk

s

Save the user's program on a floppy disk

p

Plot user's data stored on a floppy disk

T

Test the digital and analog device status

x

Exit the program

R

Run the User's Program

This mode executes the user's program.

Its first

task is to initialize the buffer areas and variables.

Then

it goes to an update section where one line of code is
parsed and executed.

If there are no errors to abort the

program, the program loops back to the start of the update
section.

If there are errors, the program aborts.
The following keywords are used in this language.
Prints a comment line.
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PAUSE

Prints a message and awaits input from the
keyboard.

Upon receipt of the keystrok e , the

program returns to update the next line.
SAVE

Initializes the save data routine for a
specified variable.

After storing the first

value, i t returns to update the next line.

When

the buffer is full, the program automatically
stores the data on a floppy disk.
format is shown in Appendix B.

The data

The syntax is:

SAVE quantity location,
where quantity <= 99999.
and location

=

INxx, OUTxx, or ADCO.

This keyword is not available at this time.
SET

Sets a variable to the specified value of a
specified argument.
Set variable

=

where argument
DELAY

argument~

= constant or a variable.

Delays execution of the program "n" seconds.

A

message is printed notifying of the delay.
After the delay, the program executes the next
statement.
DELAY n, where n <= 100 seconds.
DISPLY

Displays a specific input, output, or ADC
variable or ALL variables onto the screen.

Once
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the variable is displayed, the program e xec ute s
the next user statement.
DISPLY INxx
DISPLY OUTxx, where 0 <= xx <= 15
DISPLY ADCy, where 0 <=

y <=

7

DISPLY ALL
ABORT

Aborts the user program.

Before aborting, the

digital output signals are knocked down and any
stored data is written to the floppy disk.

The

program then returns to the program's MONITOR
section.
END

Indicates the end of the user's program.

An end

of program message is printed on the screen.
The program then returns to the MONITOR section.
GOTO

Indicates an unconditional branch to a specified
line number.

The program branches to that line

number and starts execution there.
GOTO xxxx, where xxxx
IF

= destination line number.

Executes an IF ... GOTO ... statement.

If argument

condition is true, then the GOTO statement is
executed next.

If the argument condition is

false, then the next statement following the IF
statement is executed.
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IF

(argument #1)

(operator)

(argument #2) GOTO

(statement number).
The operator symbols are <, =, and >.
CALL

Calls a user-provided program as a subroutine.
Upon completion of the subroutine, the program
updates to the next program line.

Multiple-user

provided programs may be linked, but this
execution goes to a specific user program where
i t may branch to other user programs.
CALL USRPGM user argument list
CLEAR

Clears a variable in the variable table.
CLEAR variable

ZAP

Knocks down all digital output signals.

L

List the User's Program

Lists the user's program on .the screen in a
twenty-line segment.

Upon completion, the program returns

to the program MONITOR.

E

Edit the User's Program

A simple editor is provided to edit or create a new
program.
follows.

Four basic commands are provided.

They are as
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"xxxx program
statement"

A new line is being added.

"L"

List the current program in
residence.

"K xxxx"

Kill or delete statement number
xxxx from the program.
Exit the editor and return to the

"E"

program MONITOR.

G

Get the User's Program from a Floppy Disk

This function prompts the user to enter:
•

The user's device number selection, and

e

The user's program name.

The program name may be from one to six characters
long and may be alphabetical or numerical.

The program

automatically adds an extension to the program name.

It

appears in the directory as PGMNAM.PGM.

S

Save the User's Program on a Floppy Disk
The function to save a program is the same as to

"Get" a program from a

P

disk except in reverse.

Plot the User's Data Stored on a Floppy Disk
The function to plot user data first sets up the

grid and plots the first twenty-one data points for one

18

floppy disk.

The format for this is shown in Appendix B.

The remainder of the data is plotted automatically at the
rate of one frame per second.
This function is not available at this time.

T

Test the Digital and Analog Device Values
This function displays all the digital input and

output signal values along with the analog to digital
channel values.

Upon completion, the program returns to the

MONITOR.

X

Exit the Program

This function exits the program, DIPSTK.

General Syntax
•

Variables are limited to six characters.

•

Four digit statement numbers must precede each
statement body.

•

Only one statement body per statement number.

•

Maximum statement length is sixty-four characters.

•

Maximum number of statements per user program is
120.

CHAPTER III
EXAMPLE OF USE

Several models have been tested.
analog and digital signals.

Each involved both

Each has demonstrated the same

successful results not only in control but also in ease of
coding.
The model, which is presented here, demonstrates the
use of all the control functions, Appendix C.

Although

simple in structure, i t illustrates control of a main-line
conveyor and a crane which unloads the conveyor and deposits
the load onto one of three bays, platforms, or conveyors.
The color of the box, or a small patch on the box, is the
key to where the box is transferred.

In this application

red, white, and blue boxes are to be transferred to the
middle, right, and left platforms, respectively.
When the box arrives at the end of the conveyor, a
photo-electric sensor detects that there is something there.
The color detector detects which box i t is.

Using an analog

of the color, voltage, i t has been determined that each
color can be detected in a distinct range.

White is 0.96

volts, blue is 0.76 volts, and red is 0.84 volts.
19

Since the

20

choice of bays is a function of the voltage, it becomes a
simple matter of setting a variable "PATH" to save the
assignment -

0, 1, or 2 for middle, right, or left path.

The hoist is then lowered and the box is grasped by a magnet
in this case.
height.

The loaded hoist is raised to its traveling

The lateral movement commences depending upon the

color of the box.

Once the box is on the correct path,

the

crane moves to its final destination, lowers its loaded
hoist, and releases the box.

Once the box is released, the

crane reverses itself to return to its home position where
it awaits the arrival of another box.
A DIPSTK program for the above controls is shown in
Appendix C.

CHAPTER IV
EXTENSIONS OF THE LANGUAGE

Only fundamental keywords from the BASIC language
were selected to start this language.
keywords which may be added.
statement.

Thus, there are many

One of these is the GOSUB

Then, the case construct would be a natural

extension.
The IF ... GOTO statement should be broadened to an
IF ... THEN ... ELSE construct.

Although the sample program did

not illustrate the need for this, the need does exist in
most applications.
A DO ••• WHILE

construct is needed to simplify

polling while waiting for some action to occur.

An example

of this would be waiting for a box to arrive on the
conveyor.

While waiting, the program could be polling other

areas or doing other work.
Built-in functions are another area for additional
I

work.

This can be done with the DEFine FuNction and

FuNction statements as the first priority.
the function library can be expanded.

21

Subsequently,
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A facility should be added for "CHAINing" to another
program which is stored on a floppy disk.

This feature

would be very useful when changing from one product to
another.

With care, i t could overlay into a specified

program area.
Some capability to handle strings of ASCII
characters is needed.

This problem has presented itself in

the work to date with DIPSTK.

However, the problem was

circumvented with additional statements.
The use of BASIC statements and keywords in making
improvements to this language should not be so rigid that
readability and communication become difficult.
BASIC was chosen in the first place.

This is why

Variations from BASIC

are welcome when the change improves the English-like
structure.
The time period of one second .was chosen because
most app.lications require control within a two- or
three-second range.
in the future,

If a finer period division is required

this can easily be handled as a modification,

as long as the frequency is less than 60 Hertz.
There are many other statements and structures which
could be added.
exhaustive.

The intent here is to be directive and not

CHAPTER V
CONCLUSIONS

Sections of the syntax were implemented in
operational modules.

The syntax has been thoroughly tested

and implemented except the saving and graphing of data.

The

code is complete but hardware problems on the computer
prevented testing.
DIPSTK works well as described in Chapter 3.

It is

easy to use, can interpret both analog and digital signals,
and can set digital signal values.

It supports the user

with error messages and location, saves programs on a disk,
and provides testing of the devices.

It is easily modified.

Chapter 4 covers possible future extensions which
might be added to this work.

These extensions should

continue to be user-oriented.
DIPSTK is a user-oriented, high-level language.
is simple and easy ,to learn and quick to apply.

It

DIPSTK can

reduce the cost of process control.
Copies of the source code are available from the
author through the Department of Computer Engineering at the
University of Central Florida.
23

APPENDIX A

FLOW CHARTS
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BEGIN

MSGl
Print
Opening
Message

SETT IM
Set Real
Time Clock

Set
Real Time
CLOCK
Interrupt

START
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CLOCK

INCTIM
Increment
time

DATA
Get
I
->----t1ai1 period
data

GRAPH
Update
Graph

RDDDX
Read graph
'------"!data from
disk

27

START

INIT
Initialize
buffers &
variables

MONTOR
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MONT OR

MSG2A

Print
option
list

TTY IN
Enter
option
selection

RUN

Run

>--~.- ,. User's

program

LIST
List
User's
Program

>-----~

EDIT
Edit
User's
program
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GETPGM
Get
User's
>---------~,
program
from disk

'>----L----.... 1

SAVPGM
Save User'
program
on disk

PLOT
Plot data
from disk

TEST
Digital &
analog
devices
_

l

MSGLl
Pr int " ••.
, only ••.
·. options"

EXIT

30

RUN

DXFSO
Enter disk
selection
open file

31

UPDATE

Point to
first
letter of
keyword

IF
Execute IF
Statement

GOTO
Prepare
to find
stmt nmbr

FIRDIG
Find stmt
_ __... nmbr
&

.__

branch

SAVE
Initialize
SAVE data
function

SET
SET value
>--------....-. and/ or add
var to tbl

E

Pg.
34

32

. > - - - -.....

CALL
User
program

CLEAR
CLEAR
VARIABLE

......

./"---

~_..;:._----•ti

DELAY
DELAY
program
execution

DISPLY
Dis p 1 a y
specified
variables

CL ZAP
Clear all
relays

33

LNCMMT
Print the
comment
line

" ."

~~

'

_,,.///

F

Pg.
34

No

PRINT
"Invalid
keyword"

'--~--~--~--~

END
End of
run

c

RETURN

Pg.
34

34

NXTSMT
Point to
next stme

UPDATE

Yes

PAUSE
Display
I
error on
screen

ABORT
Abort run,
clr relays
save data

APPENDIX B

FLOPPY DISK RECORD FORMATS
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Data Record:
Word
No.
0 - 249
250
251
252
253
254
255

Contents
Data
250 words )
Data count on this record
Hour started ( Binary
Minute data started ( Binary
Second data started ( Binary
Record number
File continuation flag
0
end of data
1
another record

Program Record:
Word
No.
0 41
83
42 84 - 125
126 - 167
168 - 209
210 - 251
252
253
254 - 255

Contents
Program line
Program lin.e
Program line
Program line
Program line
Program line
Block number
Number lines
Unused

#1
#2
#3
#4
#5
#6
this record

APPENDIX C

SAMPLE PROCESS CONTROL APPLICATION
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Problem Description

CRANE -............

....

RAILS~

IN06

u

IN07

v"'

?I
I
I

J

I

NOO

"
0

6

H~

I.

PATH
#1

I

~H

OUT 03

..

i

HOIST:~ --,

..,

CONVEYOR

5 v

i

~A

~
--

PATH
#2

~A

I

j
'\

~

PATH
#0

~

....._

I
OUTOO ....

.0

OUT04

.....,

IN03
IN02
INOl

~

-

~

.......

PLAN VIEW

!NOS

OUTOl
OUT05
OUT02
OUT06

IN04

OUT07
Detail A-A
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Wiring Legends

Relays

OUT xx

Code
xx
00
01
02
03

04

05
06
07

Signals
Code
xx
00
01
02
03

04

05
06
07

Control Action
Crane drive motor, forward
Crane lateral motor, right
Crane hoist motor, down
Conveyor motor
Crane drive motor, reverse
Crane lateral motor, left
Crane hoist motor, up
Magnet

INxx

Signal Source
5-Volt photo sensor
Crane lateral movement limit switch, right path
Crane lateral movement limit switch, center path
Crane lateral movement limit switch, left path
Crane hoist limit switch, up
Crane hoist limit switch, down
Crane direction limit switch, reverse
Crane direction limit switch, forward
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Application Program Coded in DIPSTK
0010
0020
0030
0040
0050
0060
0070
0080
0090
0100
0110
0120
0130
0140
0150
0160
0170
0180
0190
0200
0210
0220
0230
0240
0250
0260
0270
0280
0290
0300
0310
0320
0330
0340
0350
0360
0370
0380
0390
0400
0410
0420
0430
0440
0450
0460
0470

Conveyor Transfer Program
SET OUT03 = 1
IF INOO = 0 GOTO 0030
;
IF ADCO < 0.82 GOTO 0100
IF ADCO > 0.86 GOTO 0080
PATH = 0
GOTO 0110
SET PATH = 1
GOTO 0110
SET PATH = 2
;
SET OUT02
1
;
IF INOS = 0 GOTO 0120
SET OUT02 = 0
SET OUT07
1
SET OUT06 = 1
;
IF IN04 = 0 GOTO 0160
SET OUT06 = 0
IF PATH = 0 GOTO 0270
IF PATH = 1 GOTO 0240
SET OUTOS = 1
IF IN03 = 0 goto 0210
SET OUTOS
0
GOTO 0270
SET OUTOl = 1
;
IF INOl = 0 GOTO 0250
SET OUTOl = 0
SET OUTOO = 1
;
IF IN07 = 0 GOTO 0280
SET OUTOO = 0
SET OUT02 = 1
IF INOS = 0 GOTO 0310
SET OUT02 = 0
SET OUT07 = 0
;
;
SET OUT06 = 1
IF IN04 = 0 GOTO 0350
SET OUT06 = 0
SET OUT04 = 1
IF PATH = 0 GOTO 0030
IF PATH = 1 GOTO 0440
;
SET OUTOl = 1
IF IN02 = 0 GOTO 0410
SET OUTOl = 0
GOTO 0030
SET OUT OS
1
IF IN02 = 0 GOTO 0450
SET OUT05 = 0
GOTO 0030

TURN-ON CONVEYOR
WAIT FOR ARRIVAL
LEFT PATH
RIGHT PATH
CENTER PATH
RIGHT PATH
LEFT PATH
HOIST DOWN
GRASP OBJECT
HOIST UP
CENTER PATH
RIGHT PATH
LEFT PATH

RIGHT PATH
DRIVE FORWARD
HOIST DOWN
RELEASE OBJECT
HOIST UP
HOME CRANE
CENT'ER FROM LEFT PATH
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