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Abstract
Inspired by the numerical immersed boundary method, we introduce regularized Stokes
immersed boundary problems in two dimensions to describe regularized motion of a 1-D closed
elastic string in a 2-D Stokes flow, in which a regularized δ-function is used to mollify the
flow field and singular forcing. We establish global well-posedness of the regularized problems,
and prove that as the regularization parameter diminishes, string dynamics in the regularized
problems converge to that in the Stokes immersed boundary problem with no regularization.
Viewing the un-regularized problem as a benchmark, we derive error estimates under various
norms for the string dynamics. Our rigorous analysis shows that the regularized problems
achieve improved accuracy if the regularized δ-function is suitably chosen. This may imply
potential improvement in the numerical method, which is worth further investigation.
Keywords. Immersed boundary problem, Stokes flow, regularized δ-function, error estimate.
AMS subject classifications. 35Q35, 35Q74, 35R37, 74F10, 76D07.
1 Introduction
The immersed boundary problem models elastic structures moving and interacting with a sur-
rounding fluid: the structures apply elastic force to the fluid and alter the flow field, while in turn the
flow moves and deforms the structures [1, 2]. Mathematically, it features hydrodynamics equations
with time-varying forcing supported on possibly lower-dimensional moving objects, whose motion is
governed by the flow. Numerical methods for solving the immersed boundary problem, known as
the immersed boundary method [1, 3, 4], has proven to be a powerful computational tool to study
such coupled motion in physics, biology, and medical sciences [5, 6, 7, 8, 9, 10].
Inspired by the numerical method, in this paper, we propose a regularized version of the two-
dimensional Stokes immersed boundary problem in the continuous setting [2, 11]. It is a PDE
system describing motion of a 1-D closed elastic string immersed in Stokes flow in R2, yet with
forcing and string motion being mollified on a small spatial scale, which formally approximates the
Stokes immersed boundary problem without regularization. Its precise formulation will be provided
in Section 1.2. We shall study global well-posedness of the regularized problem, and rigorously justify
its convergence to the un-regularized problem in the string dynamics as the regularization parameter
diminishes. Viewing their difference as error, we show that the error bounds depend not only on
the regularization parameter and regularity of the solution, but also on the mollifier in a crucial
way. This work can be an important step towards the error estimates for the numerical immersed
boundary method in a fully discrete case. Beyond that, it also suggests possible improvements of
the numerical method, which is worth further investigation.
1
1.1 The 2-D Stokes immersed boundary problem
Let us first introduce the two-dimensional Stokes immersed boundary problem without regular-
ization, which we shall call the un-regularized or the original problem in the rest of the paper. It
describes a 1-D closed elastic string moving in 2-D Stokes flow [2]. We parameterize the moving
string by X(s, t), where s ∈ T , R\2πZ = [−π, π) is the Lagrangian coordinate and where t is the
time variable. Note that s is not the arc-length parameter. Then the un-regularized problem is
formally given by
−∆u+∇p = f(x, t), (1)
div u = 0, |u|, |p| → 0 as |x| → ∞, (2)
f(x, t) =
∫
T
FX(s, t)δ(x−X(s, t)) ds, (3)
∂X
∂t
(s, t) = u(X(s, t), t) , UX(s, t), X(s, 0) = X0(s). (4)
(1) and (2) describe the Stokes flow in R2 with decay condition at infinity: x is the spatial (Eulerian)
coordinate; u represents the divergence-free velocity field; and p is the pressure. Here we implicitly
assumed that the fluid viscosity is normalized; indeed, we can always achieve this by properly
redefining u, p and t. In physics, the stationary Stokes equation is suitable for describing the fluid
motion that is far from being turbulent, i.e., the Reynolds number is close to zero, which is the case
when spatial scale of the fluid motion is small, or when the fluid moves slowly, or when the fluid
is highly viscous. f denotes the elastic force exerted on the fluid, defined by (3). FX is the elastic
force density in the Lagrangian coordinate associated with the string configuration X . In general,
it is given by [1]
FX(s, t) = ∂s
(
T (|X ′(s, t)|, s, t)
X ′(s, t)
|X ′(s, t)|
)
, (5)
where X ′(s, t) denotes ∂sX(s, t). T is the tension in the string. In the simple case of Hookean
elasticity, for instance, T (|X ′(s, t)|, s, t) = k0|X
′(s, t)|, with k0 > 0 being the Hooke’s constant, and
thus FX(s, t) = k0Xss(s, t). We may assume k0 = 1 by properly redefining u, p, and t. In (3), we
formally use the Dirac δ-measure to bridge the Lagrangian and Eulerian coordinates. This implies
that f is a singular force only supported on the moving string. Finally, (4) specifies the initial string
configuration, and requires that the string to move with flow, where UX denotes the string velocity.
The equations (1)-(4) readily admit an autonomous dynamics and there is no need to specify initial
flow field, since u is instantaneously determined by f .
The 2-D Stokes immersed boundary problem has received increasing attention recently from the
analysis community. In recent works by Lin and the author [2, 11], we study its well-posedness with
FX = Xss. By virtue of the stationary Stokes equation, u, p, and UX are completely determined
by the present string configuration X . Thus, the system (1)-(4) can be reformulated into a contour
dynamic equation,
∂tX(s, t) = UX(s, t) =
1
4π
p.v.
∫
T
−∂s′ [G(X(s, t)−X(s
′, t))]X ′(s′, t) ds′, X(s, 0) = X0(s), (6)
where
G(x) =
1
4π
(
− ln |x|Id+
x⊗ x
|x|2
)
(7)
is the fundamental solution of the velocity field for 2-D stationary Stokes equation [12]. Here Id
denotes the 2× 2-identity matrix. Once (6) is solved, u and p can be recovered by (1)-(3).
We prove local well-posedness of (6) by utilizing its intrinsic dissipation.
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Proposition 1.1 ([2, 11]). Suppose X0(s) ∈ H
5/2(T), and assume there exists λ > 0, such that
|X0(s1)−X0(s2)| ≥ λ|s1 − s2|, ∀ s1, s2 ∈ T. (8)
Then there exists T0 = T0(λ, ‖X0‖H˙5/2) ∈ (0,+∞] and a unique solution X(s, t) ∈ C[0,T0]H
5/2 ∩
L2T0H
3(T) of (6), satisfying that
‖X‖C[0,T0]H˙5/2∩L
2
T0
H˙3(T) ≤ 4‖X0‖H˙5/2(T), ‖Xt‖L2T0H˙
2(T) ≤ ‖X0‖H˙5/2(T), (9)
and that for ∀ s1, s2 ∈ T and t ∈ [0, T0],
|X(s1, t)−X(s2, t)| ≥
λ
2
|s1 − s2|. (10)
Moreover, the solution depends continuously on the initial data.
Here (8) is called the well-stretched condition, and
C[0,T0]H
5/2(T) = C([0, T0];H
5/2(T)), L2T0H
3(T) = L2([0, T0];H
3(T)). (11)
We also prove global well-posedness of (6) when X0 is sufficiently close to an equilibrium, which is
an evenly parameterized circular configuration. Moreover, such solution converges exponentially to
an equilibrium. Regularity of u recovered from X(s, t) is carefully studied in [11]. In a parallel work,
Mori et al. [13] establish similar local and global well-posedness results for (6) in C1,α-spaces. They
also show improved regularity of X(s, t) for positive time and a blowup criterion. When there is no
blowup, they characterize global behavior of the solution. Rodenberg [14] proves local well-posedness
of (1)-(4) with elastic force FX of general form.
In the general immersed boundary problem, the stationary Stokes equation needs to be replaced
by the Navier-Stokes equations. To the best of our knowledge, its well-posedness is still open.
1.2 The ε-regularized 2-D Stokes immersed boundary problem
Now we introduce the ε-regularized 2-D Stokes immersed boundary problem as follows:
−∆uε +∇pε = f ε(x, t), (12)
div uε = 0, |uε|, |pε| → 0 as |x| → ∞, (13)
f ε(x, t) =
∫
T
FXε(s, t)δε(x−X
ε(s, t)) ds, (14)
∂Xε
∂t
(s, t) =
∫
R2
uε(x, t)δε(X
ε(s, t)− x) dx , UεXε(s, t), X
ε(s, 0) = X0(s). (15)
Apart from the minor difference in notation, compared to (1)-(4), the singular δ-measure is now
replaced by δε, a regularized approximation of the Dirac δ-measure defined by
δε(x) =
1
ε2
φ
(x
ε
)
. (16)
Here φ is sufficiently regular and compactly supported; more assumptions on φ will be specified
later. With δε, the elastic force along the string is mollified to become regular and it is spread to
a small neighborhood of the string. Besides that, the string velocity in (15) is now determined by
averaging the ambient flow field in a small neighborhood of the string using the same function δε,
as opposed to setting the string velocity to be exactly equal to the fluid velocity at that point in
(4). As in the un-regularized case, uε, pε, and UεXε are fully determined by X
ε at the present time.
Formally, the ε-regularized problem approximates the un-regularized one.
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The ε-regularized problem is motivated by the numerical immersed boundary method. The
numerical method involves spatial discretization of the flow field using Eulerian grid, and param-
eterization of the immersed elastic structures using Lagrangian coordinates. Flow field is solved
on the Eulerian grid, while elastic force and velocity of the elastic object are evaluated only on
the Lagrangian marker points. However, these two sets of coordinates do not agree in general. In
order to let them communicate, before the flow field is computed in each time step, the elastic force
needs to be spread from the Lagrangian marker points to adjacent Eulerian grid points in a suitable
way, while after the flow field is solved on the Eulerian grid, motion of the immersed structure, or
the velocity at the Lagrangian points, needs to be determined via interpolation. In practice, such
spreading and interpolation are realized by a smoothed approximation of the Dirac δ-function. See
e.g. [1, 15] for more details. Therefore, it is natural to introduce a similar regularization to the
PDE problem, which can be heuristically viewed as the continuous system discretized and computed
by the numerical method. It is would be interesting to rigorously study the regularized problem
and figure out whether and how it approximates the original problem, as this can shed light on the
analysis and justification of the numerical immersed boundary method in the fully discrete setting.
Regularization of singular physical quantities or singular integral kernels is also seen in other
numerical methods, such as the vortex methods [16] and the method of regularized Stokeslet [17, 18].
1.3 Main results
Unless otherwise stated (for example in Section 3), we shall focus on the case where the string
has Hookean elasticity with normalized Hooke’s constant, i.e., FY = Yss. We first prove global
well-posedness of the ε-regularized problem (12)-(15).
Theorem 1.1 (Global well-posedness). Assume φ, the profile of the regularized δ-function in (16),
is compactly supported in a ball Bc0(0) ⊂ R
2 centered at the origin with radius c0, satisfying that
φ(x) = φ(−x) for all x ∈ R2. Fix ε > 0.
1. If X0 ∈ H
1(T) and φ ∈ W 2,1(R2), (12)-(15) admits a unique global solution, such that Xε ∈
C1[0,+∞)H
1(T), and ∇uε ∈ Lip([0,+∞);L2(R2)).
2. For any β > 1, if X0 ∈ H
β(T) and φ ∈ C⌈β⌉,1(R2), (12)-(15) admits a unique global solution,
such that Xε ∈ C1[0,+∞),locH
β(T), and ∇uε ∈ Lip([0,+∞);L2(R2)).
Remark 1.1. Here the smoothness assumptions on φ may not be the sharpest. Yet, it is noteworthy
that the 4-point regularized δ-function commonly used in the numerical immersed boundary method
[1] admits W 2,1-regularity.
In [11], we prove Theorem 1.1 in special cases β = 1 and β = 5/2. In fact, we also show global
well-posedness for the regularized problem with full Navier-Stokes equation. The proof of Theorem
1.1 for other β is a straightforward generalization. We shall present the whole proof in Section 2 for
completeness.
Since δε approximates the Dirac δ-function in distribution, it is natural to believe that as ε→ 0,
Xε(s, t) determined by (12)-(15) should converges in certain sense to the solution X(s, t) of (6),
provided that they start from identical (or converging) initial data. In fact, we can show that
Theorem 1.2 (Convergence and error estimates of the ε-regularized problem). Assume φ ∈ C∞0 (R
2)
satisfies that
• φ is radially symmetric;
• φ is normalized, i.e.,
∫
R2
φ(x) dx = 1.
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Define
m1 =
∫
R2
|x| · φ ∗ φ(x) dx, (17)
and
m2 =
∫
R2
|x|2 · φ ∗ φ(x) dx. (18)
Fix θ ∈ [ 14 , 1). Suppose X0 ∈ H
2+θ(T) satisfies the well-stretched condition (8) with λ > 0.
Suppose X ∈ C[0,T ]H
2+θ(T) is a (local) solution of the contour dynamic equation (6) of the original
problem for some T > 0. Let Xε ∈ C[0,T ]H
2+θ(T) be the unique solution of the string motion in the
ε-regularized problem (12)-(15). Assume that for all ε≪ λ and t ∈ [0, T ],
(i) ‖Xε(·, t)‖H˙2+θ(T) ≤M , and ‖X(·, t)‖H˙2+θ(T) ≤M ;
(ii) Xε(·, t) and X(·, t) satisfy the well-stretched condition (8) with constant λ/2.
Then as ε→ 0,
Xε ⇀ X weak-* in C[0,T ]H
2+θ(T), (19)
and
Xε → X in C[0,T ]H
γ(T). (20)
for all γ < 2 + θ. More precisely, define ε˜ = ε/λ to be the normalized regularization parameter.
Then for ε˜≪ 1, with C = C(θ, λ−1M,T ),
‖Xε −X‖C[0,T ]H1/2(T) ≤ C
(
m1ε˜+ ε˜
1+θ| ln ε˜|θ
)
M, (21)
‖Xε −X‖C[0,T ]H˙1(T) ≤ C| ln ε˜|
1
2
(
m1ε˜+ ε˜
1+θ| ln ε˜|θ
)
M, (22)
‖Xε −X‖C[0,T ]H˙2(T) ≤ C| ln ε˜|
1
2 ε˜θM, (23)
and ‖Xε −X‖C[0,T ]H˙2+θ(T) ≤ CM . Estimates in intermediate H
γ-spaces can be derived by interpo-
lation.
If m2 = 0, the logarithmic factors | ln ε˜|
θ in (21) and (22) can be removed.
Remark 1.2. The smoothness assumption on φ may be weaken. The radial symmetry of φ is not
essential, but it simplifies the analysis significantly (see Section 3.2). Note that in the numerical im-
mersed boundary method, the regularized δ-functions are in the form of product of one-dimensional
profiles [1], which are not radially symmetric unless they are of Gaussian-type.
Remark 1.3. The assumptions (i) and (ii) are crucial and they can not be removed. Unfortunately,
in this work, we are not able to rigorously prove them or construct an example in which either of
them fails. We claim that this stems from an essential difference between the regularized and the un-
regularized problems, which we heuristically explain as follows. In the un-regularized problem, it has
been shown that the string velocity can effectively damp high frequencies in the string configuration
[2]. In the ε-regularized problem, however, the string velocity UεXε is obtained by first mollifying the
flow field and then making restriction onto the string. In this process, high-frequency information
of Xε that is encoded in the flow field gets almost eliminated, especially for those frequencies higher
than O(ε˜−1). As a result, although UεXε may approximate UXε pretty well over low frequencies
with wave numbers up to O(ε˜−1), it is not clear if the former one can damp higher frequencies in
Xε as the latter one does. It is then possible that high frequencies in Xε may grow without being
well-controlled. In this work, instead of dealing with this subtle issue, we made assumptions (i) and
(ii) to simplify our analysis.
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Remark 1.4. Theorem 1.2 indicates that in general, over the time interval [0, T ], ‖Xε −X‖H1(T) is
of order ε˜ up to logarithmic factors. This roughly agrees with the well-known fact that the original
numerical immersed boundary method can only achieve first-order accuracy in the vicinity of a truly
lower-dimensional deformable object [19], although higher accuracy may be attained in smoother
problems [20, 21] or via sophisticated extension techniques [22, 23]. However, our analysis also shows
that when m1 = 0, the error bounds get improved: in this case, for γ ∈ [1, 2 + θ], ‖X
ε −X‖Hγ(T) is
bounded by ε˜2+θ−γ up to logarithmic factors over the time interval [0, T ]. The power of ε˜ seems very
natural given the intuition that Xε should agree with X very well over frequencies up to O(ε˜−1)
while they are both bounded in H˙2+θ-semi-norm. Similar improvement is also seen in Theorem 1.3
below. Both of them arise from the key estimate in Proposition 1.2 or Proposition 3.1 which we will
present later. Since m1 is a constant only depending on φ, it suggests a possible way of improving
accuracy of the ε-regularized problem by suitably choosing φ. It potential numerical implication is
worth further investigation. See discussions on this in Section 5.
Our last result aims at establishing convergence and error estimates of a regularized problem
as ε → 0, without extra assumptions like (i) and (ii). To state the result, we introduce a further
adaptation of the ε-regularized problem. With FX = Xss and N ∈ Z+ to be chosen, we consider
−∆uε,N +∇pε,N = f ε,N(x, t), (24)
div uε,N = 0, |uε,N |, |pε,N | → 0 as |x| → ∞, (25)
f ε,N (x, t) =
∫
T
PNX
ε,N
ss (s, t)δε(x −X
ε,N(s, t)) ds, (26)
∂Xε,N
∂t
= PN
[∫
R2
uε,N (x, t)δε(X
ε,N(s, t)− x) dx
]
, Uε,N
Xε,N
(s, t), (27)
Xε,N (s, 0) = PNX0(s). (28)
Here PN is the linear projection operator to the space of functions containing Fourier modes with
wave numbers no greater than N . To be more precise, define Fourier transform in L2(T) and its
inverse to be
gˆk =
∫
T
g(s)e−iks ds, g(s) =
1
2π
∑
k∈Z
gˆke
iks. (29)
Then for g ∈ L2(T), PN is defined by
PNg(s) ,
1
2π
∑
|k|≤N
gˆke
iks, s ∈ T. (30)
We call (24)-(28) (ε,N)-regularized 2-D Stokes immersed boundary problem. Compared with (12)-
(15), the new system only allows the string configuration as well as the elastic force in the Lagrangian
coordinate to have frequencies no higher than N . In fact, the projection in (26) may be omitted.
We remark that this adaptation mimics the numerical scenario where N Lagrangian marker
points are used to represent the string configuration, although projection to low frequencies is not
what gets implemented in the numerical method. On the other hand, by properly choosing N , we
can get rid of potential growth of Fourier coefficients in high frequencies, which is the main reason
the extra assumptions are needed in Theorem 1.2. Indeed, for the (ε,N)-regularized problem, we
can prove the following theorem.
Theorem 1.3 (Well-posedness, convergence, and error estimates of the (ε,N)-regularized problem).
Suppose φ satisfies the assumptions in Theorem 1.2. Let θ ∈ [ 14 , 1). Assume X0 ∈ H
2+θ(T) satisfies
the well-stretched condition (8) with λ > 0, and ‖X0‖H˙2+θ(T) = M0. Define ε˜ = ε/λ to be the
normalized regularization parameter. Then
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1. For all ε,N > 0, (24)-(28) admits a unique global solution Xε,N(s, t), such that Xε,N ∈
C1[0,+∞),locH
2+θ(T).
2. Suppose that (6) admits a solution X(s, t) ∈ C[0,T∗]H
2+θ(T) for some T∗ > 0, such that for all
t ∈ [0, T∗],
‖X(·, t)‖H˙2+θ(T) ≤ C∗M0, (31)
and
X(·, t) satisfies the well-stretched condition with constant λ/2. (32)
Then there exists c∗ > 0 and N∗ > 0, which depend on λ, M0, and X0, such that
(a) For all ε˜≪ 1 and N ∈ [N∗, c∗ε˜
−1], we have for all t ∈ [0, T∗],
‖Xε,N(·, t)‖H˙2+θ(T) ≤ 2C∗M0, (33)
and
Xε,N(·, t) satisfies the well-stretched condition with constant λ/4. (34)
(b) For any sequence (ε,N)→ (0,+∞) such that ε˜N ≤ c∗,
Xε,N ⇀ X weak-* in C[0,T∗]H
2+θ(T), (35)
and for all γ < 2 + θ,
Xε,N → X in C[0,T∗]H
γ(T). (36)
More precisely, for all t ∈ [0, T∗],
• For β satisfying
0 < β < min
{
θ,
1
2
}
, (37)
we have
‖(Xε,N −X)(t)‖H1/2(T)
≤ C(e−tN/4N−
3
2−θ +N−
5
2 )M0
+ C(N−
3
2−θ−β +m1ε˜+ ε˜
1+θ| ln ε˜|θ)M0,
(38)
and
‖(Xε,N −X)(t)‖H˙1(T)
≤ C(e−tN/4N−1−θ +N−2)M0
+ C(lnN)
1
2 (N−
3
2−θ−β +m1ε˜+ ε˜
1+θ| ln ε˜|θ)M0,
(39)
where C = C(β, θ, λ−1M,T∗). If, in addition, m2 = 0, the logarithmic factors | ln ε˜|
θ
in (38) and (39) can be removed.
• For β satisfying
0 < β ≤ min
{
θ,
1
2
}
, and β 6=
1
2
when θ =
1
2
, (40)
we have
‖(Xε,N −X)(t)‖H˙2(T)
≤ C(e−tN/4N−θ +N−1)M0 + C(lnN)
1
2 (N−
1
2−θ−β + ε˜θ)M0,
(41)
where C = C(β, θ, λ−1M,T∗), and
‖(Xε,N −X)(t)‖H˙2+θ(T) ≤ C(e
−tN/4 +N−1+θ + (ε˜N)θ)M0, (42)
where C = C(θ, λ−1M,T∗).
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• Estimates in intermediate Hγ-spaces can be derived by interpolation.
Remark 1.5. Compared to Theorem 1.2, extra terms involving N show up in the error estimates
due to the projection. From a numerical point of view, the most natural choice of N would be
N ∼ O(ε˜−1), although N does not exactly correspond to the number of Lagrangian markers in the
discrete setting. If we do take N = cε˜−1, the error estimates here reduce to
‖Xε,N −X‖C[0,T∗]H1/2(T) ≤ C
(
m1ε˜+ ε˜
1+θ| ln ε˜|θ
)
M0, (43)
‖Xε,N −X‖C[0,T∗]H˙1(T)
≤ C| ln ε˜|
1
2
(
m1ε˜+ ε˜
1+θ| ln ε˜|θ
)
M0, (44)
‖Xε,N −X‖C[0,T∗]H˙2(T)
≤ C| ln ε˜|
1
2 ε˜θM0, (45)
‖Xε,N −X‖C[0,T∗]H˙2+θ(T)
≤ CM0, (46)
with C = C(θ, λ−1M,T∗), which coincide with those in Theorem 1.2. However, it is a bit surprising
that, if we are allowed to ignore those exponentially-decaying terms in (38), (39), (41), and (42),
which will become negligible even when t is small, we may take N much smaller than O(ε˜−1)
without worsening the error bounds. This suggests that in order to track the string dynamics in the
regularized problem as accurately as possible, we may need much fewer Fourier modes than O(ε˜−1)
to represent the string. Numerical implication of this result is worth further investigation.
Remark 1.6. The uniquenss of Xε,N together with (35) implies that the solution X assumed in
Theorem 1.3 should be unique.
1.4 Scheme of the proofs and organization of the paper
Let us take the ε-regularized problem as an example to sketch the idea of proving convergence
and error estimates.
Recall that in the analysis of the original problem with the Hookean elasticity [2, 13], (1)-(4) is
first reduced (under some assumptions) to the contour dynamic equation (6), and it is then rewritten
as ∂tX = LX + gX . Here LX = −
1
4 (−∆)
1/2X captures the principal singular part in UX that is
derived by linearizing the integrand of (6) around s′ = s, while gX is a nonlinear nonlocal term
collecting all the remaining terms. It is observed that L is a dissipative operator and gX turns out
to be sufficiently regular, which enables us to prove well-posedness of (6).
We shall take a similar path for the ε-regularized problem by focusing on the string motion and
using the original problem as a benchmark. By (4) and (15), we derive that
∂tX
ε = UXε + (U
ε
Xε − UXε) = LX
ε + gXε + (U
ε
Xε − UXε), (47)
and
∂t(X
ε −X) = L(Xε −X) + (gXε − gX) + (U
ε
Xε − UXε). (48)
In order to bound Xε − X , thanks to the dissipative nature of the operator ∂t − L, it suffices to
study gXε − gX and U
ε
Xε −UXε . In particular, it would be ideal to show that the mapping X 7→ gX
is (locally) Lipschitz in suitable function spaces, and UεXε − UXε can be treated as a small error.
We shall implement this idea to prove Theorem 1.2 in Section 4.1. The proof of Theorem 1.3 uses
a similar approach, with the estimates for UεXε − UXε handled more carefully.
Now it is clear that a key ingredient to prove convergence and error estimates is to establish
estimates for UεY − UY for a given string configuration Y . We call such estimates static estimates
for the regularization error in the string velocity, as UεY − UY only depends on Y at a single time
but not on its history or future evolution. We can show that
Proposition 1.2 (Static estimates for UεY − UY , Hookean case). Let φ, m1, and m2 be defined in
Theorem 1.2. Suppose Y ∈ H2+θ(T) with θ ∈ [1/4, 1), satisfying the well-stretched condition (8)
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with λ > 0, and FY = Yss. Given ε > 0, let UY and U
ε
Y be the string velocities corresponding to Y
in the original and the ε-regularized problems, defined in (6) and (15), respectively. Provided that
ε≪ λ,
‖UεY − UY ‖L2(T) ≤
m1ε
πλ
∥∥∥∥FY (s) · Y ′(s)|Y ′(s)|
∥∥∥∥
L2(T)
+
Cε1+θ lnθ(λ/ε)
λ1+θ
‖Y ‖H˙2+θ(T)
+
Cε2 ln(λ/ε)
λ5
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T),
(49)
where C’s are universal constants depending on θ. Moreover,
‖UεY − UY ‖H˙1(T) ≤
Cεθ
λθ
‖Y ‖H˙2+θ(T) +
Cε
λ4
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T). (50)
If, in addition, m2 = 0, the logarithmic factors in (49) can be removed.
Similar static estimates for the regularization error have been derived in fully discrete settings
for the velocity field u and pressure p in the Stokes immersed boundary problem [24, 25, 26], and
more generally, for solutions of differential equations with singular source terms (see e.g., [27] and
references therein). Since static error estimates are of independent interest, we shall study them in
Section 3 with greater generality, by considering elastic force F of general form.
The rest of the paper is organized as follows. In Section 2, we prove Theorem 1.1. Section 3
will be devoted to establishing static estimates for the regularization error in the string velocity. We
will first formulate the problem with greater generality in Sections 3.1-3.2. For clarity, we collect
statements of the static estimates in Section 3.3, of which Proposition 1.2 is a special case. We will
prepare some preliminary estimates for them in Section 3.4, and show detailed proofs in Sections
3.5-3.6. First-time readers may skip these sections, so as to not get distracted by the technicality
there. We then prove Theorem 1.2 in Section 4.1 and Theorem 1.3 in Section 4.2. We conclude the
paper with discussions in Section 5 on the improvement of the regularized δ-function as well as future
problems. In Appendix A, we will prove some auxiliary lemmas from Section 3. In Appendix B, we
show a priori estimates involving the operator L = − 14 (−∆)
1/2. Finally, some estimates involving
the nonlinear term gX in the contour dynamic equation are proved in Appendix C.
2 Global Well-posedness of the ε-Regularized Problem
2.1 Well-posedness for H1-initial data
For completness, we first prove Theorem 1.1 with β = 1 by recasting the proof in [11]. The idea
of establishing local well-posedness is to view (15) as an ODE of X in the Banach space H1(T) —
this is the case thanks to the regularization. Then local well-posedness can be proved by applying
the classic Picard Theorem in Banach spaces [28, Theorem 3.1]. Global well-posedness for H1-
initial data should follow from a continuation argument [28, Theorem 3.3] combined with an energy
estimate, which shows that ‖X‖H˙1(T) is uniformly bounded for all time.
Proof of Theorem 1.1 with β = 1. With M > 1 to be determined, we define
OM = {Z ∈ H
1(T) : ‖Z‖H˙1(T) < M}.
It is non-empty and open in H1(T). We take M suitably large such that X0 ∈ OM . It suffices to
show that for all Y ∈ OM , U
ε
Y ∈ H
1(T), and the mapping Y 7→ UεY is (locally) Lipschitz in OM .
Here UεY is defined in (15). With abuse of notations, we still use f
ε and uε to denote the quantities
in (12)-(14) corresponding to Y . We also take arbitrary Yi (i = 1, 2) in OM , and let f
ε
i , u
ε
i and U
ε
Yi
be the quantities in (12)-(15) corresponding to Yi.
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Step 1 (From the string configuration to the forcing). Since Y ∈ H1(T), Yss ∈ H
−1(T) in (14). By
a density argument,
f ε(x) =
∫
T
Ys(s) · ∇δε(x− Y (s))Ys(s) ds
= divx
[∫
T
δε(x− Y (s))Ys(s)⊗ Ys(s) ds
]
.
(51)
It is then easy to show
‖f ε‖L2(R2) ≤ ‖∇δε‖L2(R2)M
2 ≤ C(M, ε), (52)
‖f ε‖H−1(R2) ≤ ‖δε‖L2(R2)M
2 ≤ C(M, ε), (53)
and
‖f ε1 − f
ε
2‖H−1(R2)
≤
∫
T
‖δε‖L2(R2)|Y1,s − Y2,s||Y1,s| ds+
∫
T
‖δε‖L2(R2)|Y2,s||Y1,s − Y2,s| ds
+
∫
T
|Y1 − Y2|‖∇δε‖L2(R2)|Y2,s|
2 ds
≤ C(M, ε)‖Y1 − Y2‖H1(T).
(54)
In the last line, we used Sobolev embedding H1(T) →֒ C(T).
By Sobolev embedding, Y (T) is contained in the BR(Y¯ ) with radius R = CM , and
Y¯ =
1
2π
∫
T
Y (s) ds. (55)
Since δε is supported on Bc0ε(0), f
ε is supported in BRε(Y¯ ) where Rε = R + c0ε. Moreover,∫
R2
f ε(x) dx = 0 thanks to (51).
Step 2 (From the forcing to the velocity field). By classic estimates of the stationary Stokes equation
in R2 and the fact that f ε has integral zero on R2, the mapping f ε 7→ ∇uε is well-defined and
Lipschitz continuous from H−1(R2) to L2(R2). Namely,
‖∇uε‖L2(R2) ≤ C‖f
ε‖H−1(R2), (56)
‖∇uε1 −∇u
ε
2‖L2(R2) ≤ C‖f
ε
1 − f
ε
2‖H−1(R2), (57)
for some universal constant C.
We also would like to derive an L∞-estimate of uε for the next step. Since f ε has integral zero,
we may represent uε by using fundamental solution of the stationary Stokes equation, i.e.
uε(x) =
∫
R2
G(x − y)f ε(y) dy, (58)
where G is the fundamental solution of the velocity field defined in (7). By Minkowski inequality,
(52), and the fact that f ε is compactly supported,
‖uε‖L∞(B2Rε (Y¯ )) ≤ C‖G‖L2(B3Rε (0))‖f
ε‖L2(BRε (Y¯ )) ≤ C(Rε)‖f
ε‖L2(R2) ≤ C(M, ε). (59)
On the other hand,
‖uε‖L∞(Bc2Rε (Y¯ ))
≤ C‖∇G‖L∞(BcRε (0))
∥∥∥∥
∫
T
δε(x− Y (s))Ys(s)⊗ Ys(s) ds
∥∥∥∥
L1(BRε (Y¯ ))
≤ C(Rε)M
2 ≤ C(M, ε).
(60)
Combining the above two estimates, we obtain
‖uε‖L∞(R2) ≤ C(M, ε). (61)
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Step 3 (From the velocity field to the string motion). By (15) and (61),
|UεY (s)| ≤
∫
R2
|uε(x)||δε(Y (s)− x)| dx ≤ C‖u
ε(x)‖L∞(R2) ≤ C(M, ε), (62)
and
|∂sU
ε
Y (s)| =
∣∣∣∣Ys(s)
∫
R2
uε(x)∇δε(Y (s)− x) dx
∣∣∣∣ ≤ C(M, ε)|Ys(s)|. (63)
Combining (53), (56), (62) and (63), we find that
‖UεY ‖H1(T) ≤ C(M, ε). (64)
Now we turn to show that the map Y 7→ UεY is Lipschitz continuous in OM . We shall derive
an H1-estimate for UεY1 − U
ε
Y2
. First we assume Y1 and Y2 both have zero mean on T; this implies
Yi(T) ⊂ BR(0) and thus BRε(0) covers the supports of u
ε
1(·)δε(Yi(s)− ·). Hence,
|UεY1 − U
ε
Y2 |
=
∣∣∣∣∣
∫
BRε (0)
uε1(x)δε(Y1(s)− x) dx −
∫
BRε (0)
uε2(x)δε(Y2(s)− x) dx
∣∣∣∣∣
≤
∫
BRε (0)
|uε1 − u
ε
2||δε(Y1(s)− x)|+ |u
ε
2||δε(Y1(s)− x) − δε(Y2(s)− x)| dx
≤ C(ε)
(
‖uε1 − u
ε
2‖L2(BRε (0)) + ‖u
ε
2‖L∞(R2)|Y1 − Y2|
)
,
(65)
and
|∂sU
ε
Y1 − ∂sU
ε
Y2 |
=
∣∣∣∣∣∂s
∫
BRε (0)
uε1(x)δε(Y1(s)− x) dx− ∂s
∫
BRε (0)
uε2(x)δε(Y2(s)− x) dx
∣∣∣∣∣
≤ |Y1,s(s)|
∫
BRε (0)
|uε1 − u
ε
2||∇δε(Y1(s)− x)| dx
+ |Y1,s(s)− Y2,s(s)|
∫
BRε (0)
|uε2||∇δε(Y1(s)− x)| dx
+ |Y2,s(s)|
∣∣∣∣∣
∫
BRε (0)
uε2(x)(∇δε(Y1(s)− x) −∇δε(Y2(s)− x)) dx
∣∣∣∣∣
≤ C(ε)
(
|Y1,s|‖u
ε
1 − u
ε
2‖L2(BRε (0)) + ‖u
ε
2‖L2(BRε (0))|Y1,s − Y2,s|
+|Y2,s|‖∇u
ε
2‖L2(BRε (0))|Y1 − Y2|
)
.
(66)
We need to bound ‖uε1 − u
ε
2‖L2(BRε (0)). By Young’s inequality,
‖uε1 − u
ε
2‖L2(BRε (0)) ≤ ‖G‖L2(B2Rε (0))‖f
ε
1 − f
ε
2‖L1(BRε (0)). (67)
We argue as in (54) to obtain that
‖f ε1 − f
ε
2‖L1(R2) ≤ C(M, ε)‖Y1 − Y2‖H1(T). (68)
Here we need the assumption ∇2φ ∈ L1(R2); recall that φ is the profile of the regularized δ-function
in (16). Hence,
‖uε1 − u
ε
2‖L2(BRε (0)) ≤ C(M, ε)‖Y1 − Y2‖H1(T). (69)
Combining this with (65) and (66), we conclude that
‖UεY1 − U
ε
Y2‖H1(T) ≤ C(M, ε)‖Y1 − Y2‖H1(T). (70)
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For general Y1 and Y2, since U
ε
Yi
= Uε
Yi−Yi
, the same estimate still holds. Therefore, we prove that
the map Y 7→ UεY is Lipschitz continuous in OM . By Picard Theorem in Banach space [28, Theorem
3.1], there exists T > 0 and a unique local solution Xε ∈ C1[0,T ](OM ) describing the string dynamics,
which depends continuously on the initial data. By the derivation above, ∇uε ∈ Lip([0, T ];L2(T)).
Step 4 (Energy law and global well-posedness). We shall derive an energy estimate to prove the
global well-posedness. We take s-derivative of (15)
∂Xεs
∂t
(s, t) =
∫
R2
Xεs (s, t) · ∇δε(X
ε(s, t)− x)uε(x, t) dx. (71)
It is valid to do so since Xε ∈ C1[0,T ]H
1(T). Taking inner product with Xεs on T, we find by (51)
and energy estimate of the stationary Stokes equation that,
1
2
d
dt
‖Xεs‖
2
L2(T) = −
∫
T
ds
∫
R2
Xεs (s, t) · ∇δε(x−X
ε(s, t))uε(x, t) ·Xεs (s, t) dx
= −
∫
R2
f ε(x, t) · uε(x, t) dx
= − ‖∇uε‖2L2(R2).
(72)
In the first line, we used the assumption φ(x) = φ(−x). This implies that for ∀ t ∈ [0, T ],
‖Xε‖H˙1(T)(t) ≤ ‖X0‖H˙1(T) < M . Then global well-posedness follows from a continuation argu-
ment [28, Theorem 3.3].
This proves well-posedness for H1-initial data in Theorem 1.1.
2.2 Well-posedness for smoother initial data
Proof of Theorem 1.1 with β > 1. Again, we shall use the Picard Theorem in Banach spaces. Let
OM,M ′ = {Z ∈ H
β(T) : ‖Z‖H˙1(T) < M, ‖Z‖Hβ(T) < M
′}, (73)
with M ′ ≥ M ≥ 1 suitably large such that X0 ∈ OM,M ′ . All the estimates derived in the previous
part of the proof still hold for ∀Y, Yi ∈ OM,M ′ , with estimates only depending on M and ε, but not
on M ′ or β.
By (15), thanks to φ being compactly supported and sufficiently smooth, by taking [β]-th deriva-
tive of δε(Y (s)− x) with respective to s and collecting all possible terms,
‖UεY ‖Hβ(T)
≤
∫
BRε
|uε(x)|
(
‖δε(Y (s)− x)‖L2(T) + ‖δε(Y (s)− x)‖H˙β(T)
)
dx
≤ C(M, ε) +
∫
Rε
dx |uε(x)| · C(β)
∑
1≤k≤[β]
1≤n1≤···≤nk
n1+···+nk=[β]
‖Y (n1) ⊗ · · · ⊗ Y (nk) : ∇kδε(Y (s)− x)‖H˙β−[β](T).
(74)
Here we abused the notation H˙0(T) when β is an integer; we simply understand it as L2(T). When
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β − [β] ∈ (0, 1), since ni ≥ 1,
‖Y (n1) ⊗ · · · ⊗ Y (nk) : ∇kδε(Y (s)− x)‖H˙β−[β](T)
≤ C(β)‖Y (n1)‖H1(T) · · · ‖Y
(nk−1)‖H1(T)‖Y
(nk)‖Hβ−[β](T)‖∇
kδε(Y (s)− x)‖H1(T)
≤ C(β)‖Ys‖H˙n1(T) · · · ‖Ys‖H˙nk−1 (T)‖Ys‖H˙β−[β]+nk−1(T)
· (‖∇kδε(Y (s)− x)‖L2(T) + ‖Ys‖L2(T)‖∇
k+1δε(Y (s)− x)‖L∞(T))
≤ C(ε, β)‖Ys‖
k−1
L2(T)‖Ys‖H˙β−1(T)(1 + ‖Ys‖L2(T))
≤ C(M, ε, β)M ′.
(75)
In the second last line, we used interpolation inequality among Hs-seminorms, as well as the as-
sumption that φ ∈ C [β]+1(R2). When β − [β] = 0, i.e., when β is an integer, we may replace
‖∇kδε(Y (s)− x)‖H1(T) in (75) by ‖∇
kδε(Y (s)− x)‖L∞(T). In this way, we can derive an estimate of
the same form, yet only assuming φ ∈ Cβ(R2). Combining (75) with (74), we conclude that
‖UεY ‖Hβ(T) ≤ C(M, ε, β)M
′. (76)
Using a similar argument as in (66), (74), and (75), but with more complicated derivation, we may
also prove that the map Y 7→ UεY is Lipschitz continuous in OM,M ′ ,
‖UεY1 − U
ε
Y2‖Hβ(T) ≤ C(M
′, ε, β)‖Y1 − Y2‖Hβ(T), ∀Y1, Y2 ∈ OM,M ′ . (77)
Here we will need the assumption that φ ∈ C⌈β⌉,1(R2). We omit the details. Then the local
well-posedness immediately follows from the Picard Theorem in OM,M ′ ⊂ H
β(T).
In order to show global well-posedness, we use the energy estimate (72) as well as (76) to derive
that,
d
dt
‖Xε‖Hβ(T) ≤ C
(
‖X0‖H˙1(T), ε, β
)
‖Xε‖Hβ(T).
This implies an a priori bound for the local solution
‖Xε‖C[0,T ]Hβ(T) ≤ exp
[
C
(
‖X0‖H˙1(T), ε, β
)
T
]
‖X0‖Hβ(T).
Then the global well-posedness follows from a continuation argument.
Remark 2.1. In spite of the global well-posedness, ‖X(t)‖Hβ(T) only admits an exponentially growing
bound. As ε → 0+, its growth rate deteriorates (i.e., increases) very quickly and diverges to +∞,
which is not helpful for proving any convergence of Xε.
Remark 2.2. As opposed to Proposition 1.1, Theorem 1.1 does not assume the well-stretched con-
dition (8) for X0. However, for given ε, if we do impose that with the stretching constant λ for
sufficiently smooth initial data, say X0 ∈ H
β(T) with β > 3/2, the solution Xε should satisfy the
well-stretched condition with stretching constant λ/2 in short time, which may depend on ε. In fact,
this can be derived from the facts that Xε(t) is (locally) continuous in Hβ(T), and Hβ(T) →֒ Lip(T)
for β > 3/2.
3 Static Error Estimates for the String Velocity
In this section, we shall establish static estimates for UεY − UY for a given string configuration
Y . Its motivation has been briefly discussed in Section 1.4. We will first set up the analysis in
Sections 3.1-3.2. Main results of this section, of which Proposition 1.2 is a special case, are collected
in Section 3.3. Their proofs are left to Sections 3.4-3.6; first-time readers may skip them so as not
to get distracted from the bigger picture of the paper.
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3.1 Assumptions on the elastic force of general form
Static estimates for the regularization error are of independent interest, and we shall discuss
them with greater generality. In this section, we introduce assumptions on the elastic force of more
general form that will be used throughout this section.
Given a string configuration Y , the elastic force in the Lagrangian coordinate is generally given
by
FY (s) = ∂s
(
T (|Y ′(s)|, s)
Y ′(s)
|Y ′(s)|
)
. (78)
Here T : R+ × T → [0,+∞) is the tension in the string, which depends on the position and the
way the string is locally stretched, characterized by p = |Y ′(s)| with abuse of notations. In physics,
T = T (p, s) is determined by the local constitutive law of elasticity of the string material: assuming
the string material has a local elastic energy density E = E(p, s), which is allowed to be spatially
inhomogeneous, then T (p, s) = ∂pE(p, s). For instance, Hookean elasticity admits E(p) = k0p
2/2
and T (p) = k0p, with k0 being the Hooke’s constant.
Define
S(p, s) =
T (p, s)
p
(79)
to be the generalized stiffness coefficient. In the Hookean elasticity case, S(p) ≡ k0, which exactly
characterizes stiffness of the string. With this notation,
FY (s) = ∂s[S(|Y
′(s)|, s)Y ′(s)]. (80)
In the rest of this section, we will study elastic force in this general form, where S = S(p, s) satisfies
the following assumption.
(a) S = S(p, s) ∈ C1,1loc (R+ × T). To be more precise, for ∀ 0 < m < M , ∃µ(m,M) > 0, such that
for all (p, s) ∈ [m,M ]× T,
|S(p, s)|+ |∂sS(p, s)|+M |∂pS(p, s)| ≤ µ(m,M), (81)
and for all p1, p2 ∈ [m,M ] and s1, s2 ∈ T,
|∂sS(p1, s1)− ∂sS(p2, s2)|+M |∂pS(p1, s1)− ∂pS(p2, s2)|
≤ µ(m,M)(|s1 − s2|+M
−1|p1 − p2|).
(82)
Having homogeneous polynomials of p in mind as prototypical examples of S, we purposefully add
extra powers of M above in order not to break homogeneity of the estimates.
Although the assumption is not intended to be the weakest or the most comprehensive, it is gen-
eral enough to include a broad family of elasticity models. For instance, any spatially homogeneous
elasticity model with T = T (p) for T ∈ C3loc(0,∞) satisfies the assumptions. In particular, linear
elasticity model, with T (p) = k(p − p0) and S(p) = k − kp0/p, is admissible. Here p0 ≥ 0 is the
natural length of fully relaxed string material; when p0 = 0, it characterizes the Hookean elasticity.
An example that does not fulfill the assumption is the finitely extensible nonlinear elastic (FENE)
model [29], given by, e.g.,
T (p) =
kp
1− (p/pmax)2
, S(p) =
k
1− (p/pmax)2
, p ∈ [0, pmax), (83)
and T (p) = S(p) =∞ otherwise. Even though the arguments in this section may also work for this
case up to some adaptation, we simply avoid that technicality.
In practice, elasticity laws may be time-varying. For example, for a parametrically-forced string
that models active biological tissues, S(p, t) = a + b sin(ωt) with |b| < a [30]. For such models,
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it suffices to freeze the elasticity law and validate the assumption for each time slice. We may
additionally require the bounds to be uniform in time, so that error estimates apply to all time. We
leave the technical discussion to interested readers.
To this end, we state a useful lemma that roughly claims that FY behaves like Yss in regularity.
This can be viewed as a generalization of the obvious fact in the Hookean elasticity case where
FY = k0Yss.
Lemma 3.1 (Estimates for F ). Assume Y ∈ H2+θ(T) satisfies the well-stretched condition (8) with
constant λ. Let FY (s) be defined by (80). For θ ∈ [0, 1), under the Assumption (a) on S,
|FY (s)| ≤ Cµ(|Y
′(s)|+ |Y ′′(s)|), (84)
‖FY ‖H˙θ(T) ≤ Cθµ‖Y ‖H˙2+θ(T), (85)
where
µ = µ(λ, c‖Y ′′‖L2(T)) (86)
is defined by (81) and (82). Here c ≥ 1 is a universal constant such that ‖Y ′‖L∞ ≤ c‖Y
′′‖L2. With
abuse of notations, we understand H˙0(T) as L2(T).
Its proof is a straightforward calculation. We leave it to Appendix A.1.
3.2 The Contour Dynamic Formulations
Assume φ, the profile of the regularized δ-function in (16), satisfies the conditions in Theorem
1.2. We also assume that Y at least has H2-regularity, and satisfies the well-stretched condition (8)
with constant λ.
We first recall the contour dynamic formulation of the original Stokes immersed boundary prob-
lem (1)-(4) [2]. Given a string configuration Y , thanks to the stationary Stokes equation, the flow
field is instantaneously determined by the force exerted on the fluid. Combining (1)-(3), we formally
derive that
u(x) =
∫
R2
G(x − y)f(y) dy
=
∫
R2
G(x − y)
∫
T
FY (s)δ(y − Y (s
′)) ds′
=
∫
T
G(x− Y (s′))FY (s
′) ds′,
(87)
where G is the fundamental solution defined in (7). Take x = Y (s). By (80) and integration by
parts,
UY (s) = u(Y (s)) = p.v.
∫
T
−∂s′ [G(Y (s)− Y (s
′))]SY ′(s′) ds′. (88)
Here S = S(|Y ′(s)|, s).
It is shown in [2] that if S ≡ 1 and Y ∈ H2(T) satisfying the well-stretched condition (8), the
above derivation can be made rigourous. We claim that, following an almost identical argument,
(88) can be justified for general S that satisfies the Assumptions (a) and for all Y ∈ H2(T) satisfying
(8). See [2, Section 2] for more details.
Remark 3.1. In (88), we treat the restriction of u on Y (T) as the string velocity, which is not
obviously valid. In fact, it is noted in [11, Proposition 1.1 and Lemma 2.2] that higher space-time
regularity of Y is needed in order to uniquely define transport of a lower dimensional object Y (T)
as well as the restriction of u on it. Since in this section we only focus on static error estimates, we
shall avoid this subtlety, but simply assume (88) is a valid formula for the string velocity.
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In the ε-regularized problem, for Y ∈ H2(T), it is not difficult to show that f ε defined as in (14)
is as regular as δε; u
ε is even more regular locally. Hence, we can rigorously perform a derivation
similar to (87) and (88), and justify that (12)-(15) gives
UεY (s) =
∫
T
Gε(Y (s)− Y (s′))FY (s
′) ds′ =
∫
T
−∂s′ [G
ε(Y (s)− Y (s′))]SY ′(s′) ds′. (89)
Here
Gε(x) =
∫
R2
∫
R2
δε(x − y)G(y − z)δε(z) dydz = [(δε ∗ δε) ∗G](x) (90)
is the regularized fundamental solution. Define
ϕ(x) = φ ∗ φ(x), ϕε(x) ,
1
ε2
ϕ
(x
ε
)
. (91)
Obviously, ϕ is compactly supported, radially symmetric, and smooth; in addition, ϕε = δε ∗ δε.
Hence, we may write Gε = ϕε ∗G, and (89) becomes
(UεY )j(s) =
∫
T
−∂s′ [G
ε
jk(Y (s)− Y (s
′))] · SY ′k(s
′) ds′
=
∫
T
SY ′l (s
′)Y ′k(s
′)[∂lϕε ∗Gjk](Y (s)− Y (s
′)) ds′.
(92)
Here Gjk is the (j, k)-entry of G. Define the Fourier transform in R
d and its inverse as follows
fˆ(ξ) =
∫
Rd
f(x)e−ix·ξ dx, f(x) =
1
(2π)d
∫
Rd
fˆ(ξ)eix·ξ dξ. (93)
With this definition,
f̂ ∗ g = fˆ gˆ. (94)
Since ∂iϕε ∗G is sufficiently regular, we rewrite it in (92) using its Fourier transform
(UεY )j(s) =
1
(2π)2
∫
T
ds′ SY ′l (s
′)Y ′k(s
′)
∫
R2
ei(Y (s)−Y (s
′))·ξ(∂lϕε ∗Gjk )ˆ (ξ) dξ
=
1
4π2
∫
T
ds′ S
∫
R2
ei(Y (s)−Y (s
′))·ξ · iξ · Y ′(s′)
ϕˆε(ξ)
|ξ|2
(
Y ′j (s
′)−
Y ′(s′) · ξ
|ξ|2
ξj
)
dξ.
(95)
In the last line, we used the fact that
[∂lϕε ∗G]ˆ (ξ) =
iξlϕˆε(ξ)
|ξ|2
(
Id−
ξ ⊗ ξ
|ξ|2
)
. (96)
In order to simplify (95), we introduce a new variable η , (η1, η2) ∈ R
2 to replace ξ, such that
ξ =
Y (s)− Y (s′)
|Y (s)− Y (s′)|
· η1 +
(
Y (s)− Y (s′)
|Y (s)− Y (s′)|
)⊥
· η2. (97)
Note that when s′ 6= s, |Y (s′) − Y (s)| 6= 0 due to (8). Here ⊥ means rotating a vector in R2
counter-clockwise by π/2. We also denote
A(s, s′) = Y ′(s′) · (Y (s′)− Y (s)), (98)
B(s, s′) = Y ′(s′) · (Y (s′)− Y (s))⊥, (99)
D(s, s′) = |Y (s′)− Y (s)|. (100)
Hence,
Y ′(s′) =
1
D2
[
A(Y (s′)− Y (s)) +B(Y (s′)− Y (s))⊥
]
, (101)
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and
Y ′(s′) · ξ = −
Aη1 +Bη2
D
. (102)
Then (95) becomes
UεY (s) =
1
4π2
∫
T
ds′ S
∫
R2
dη eiDη1 ·
−i(Aη1 +Bη2)
D
·
ϕˆε(η)
η21 + η
2
2
·
(
1
D2
[
A(Y (s′)− Y (s)) +B(Y (s′)− Y (s))⊥
]
−
Aη1 +Bη2
(η21 + η
2
2)D
2
[(Y (s′)− Y (s))η1 + (Y (s
′)− Y (s))⊥η2]
)
.
(103)
Here we used ϕˆε(ξ) = ϕˆε(η) thanks to the radial symmetry of ϕˆε. We further simplify this using
the fact that ϕˆε(η1, η2) is even in η2.
UεY (s)
= −
1
4π2
∫
T
ds′
S
D3
(Y (s′)− Y (s))
∫
R2
dη eiDη1 · i(Aη1 +Bη2)(Aη2 −Bη1)η2
ϕˆε(η)
(η21 + η
2
2)
2
+
1
4π2
∫
T
ds′
S
D3
(Y (s′)− Y (s))⊥
∫
R2
dη eiDη1 · i(Aη1 +Bη2)(Aη2 −Bη1)η1
ϕˆε(η)
(η21 + η
2
2)
2
=
1
4π
∫
T
ds′
S(A2 − B2)
D3
(Y (s′)− Y (s)) ·
1
π
∫
R2
dη eiDη1
−iη1η
2
2
(η21 + η
2
2)
2
ϕˆε(η)
+
1
4π
∫
T
ds′
SAB
D3
(Y (s′)− Y (s))⊥ ·
1
π
∫
R2
dη eiDη1
−i(η21 − η
2
2)η1
(η21 + η
2
2)
2
ϕˆε(η).
(104)
Here the inner integral is absolutely integrable so that Fubini’s theorem can be applied to omit terms
that are odd in η2. For x ∈ R, define
f1(x) =
x
π
∫
R2
eixη1
−iη1η
2
2
(η21 + η
2
2)
2
ϕˆ(η) dη, (105)
f2(x) =
x
π
∫
R2
eixη1
−iη1(η
2
1 − η
2
2)
(η21 + η
2
2)
2
ϕˆ(η) dη. (106)
Since ϕˆε(η) = ϕˆ(εη), (104) becomes
UεY (s) =
1
4π
∫
T
ds′
S(A2 −B2)
D4
(Y (s′)− Y (s)) · f1
(
D
ε
)
+
1
4π
∫
T
ds′
SAB
D4
(Y (s′)− Y (s))⊥ · f2
(
D
ε
)
.
(107)
On the other hand, we rewrite UY in (88) as
UY (s) = p.v.
∫
T
−∂s′ [G(Y (s)− Y (s
′))]SY ′(s′) ds′
=
1
4π
p.v.
∫
T
S ·
[
−
|Y ′(s′)|2
|Y (s′)− Y (s)|2
+
2[(Y (s′)− Y (s)) · Y ′(s′)]2
|Y (s′)− Y (s)|4
]
(Y (s′)− Y (s)) ds′
=
1
4π
p.v.
∫
T
S(A2 −B2)
D4
(Y (s′)− Y (s)) ds′.
(108)
Combining (107) and (108), we obtain a representation of the regularization error in the string
velocity
UεY (s)− UY (s) =
1
4π
p.v.
∫
T
S(A2 −B2)
D4
(Y (s′)− Y (s)) · f3
(
D
ε
)
ds′
+
1
4π
∫
T
SAB
D4
(Y (s′)− Y (s))⊥ · f2
(
D
ε
)
ds′,
(109)
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where
f3(x) , f1(x) − 1. (110)
Concerning f2 and f3, we can show that
Lemma 3.2 (Estimates for f2 and f3). Let f2 and f3 be defined by (105), (106), and (110). For
k = 0, 1, 2,
|f
(k)
2 (x)|+ |f
(k)
3 (x)| ≤
C
1 + |x|k+2
. (111)
Here f
(k)
2 and f
(k)
3 denote k-th derivatives of f2 and f3, respectively. Let m2 be defined in (18). If
in addition m2 = 0, then for k = 0, 1, 2,
|f
(k)
2 (x)|+ |f
(k)
3 (x)| ≤
C
1 + x4
. (112)
Lemma 3.3 (Integrals of f2 and f3). Let m1 be defined in (17). Then∫
R
f2(x) dx = 4m1,
∫
R
f3(x) dx = −4m1. (113)
Their proofs involve repeated integration by parts; we leave them to Appendix A.2.
For future use, define
f4 , f2 − f3, f5 , f2 − 2f3. (114)
Estimates for f4 and f5 follow from Lemma 3.2.
3.3 Statements of the static error estimates
For clarity, we present static error estimates for the string velocities as the main results of this
section. Their proofs are left to Sections 3.4-3.6.
On the L2-estimates for the regularization error, we have
Proposition 3.1 (Static L2-error estimate). Assume φ, the profile of the regularized δ-function,
satisfies the assumption in Theorem 1.2. Let m1 and m2 be defined in (17) and (18), respectively.
Suppose Y ∈ H2+θ(T) with θ ∈ [1/4, 1), satisfying the well-stretched condition (8) with λ > 0.
Let FY (s) be defined by (80), with S satisfying the Assumption (a). Given ε > 0, let U
ε
Y and UY
be the string velocities corresponding to Y in the ε-regularized problem and the original problem,
defined by (107) and (108), respectively. Provided that ε≪ λ,
‖UεY − UY ‖L2(T) ≤
m1ε
π
∥∥∥∥FY (s) · Y ′(s)|Y ′(s)|2
∥∥∥∥
L2(T)
+
Cµε1+θ lnθ(λ/ε)
λ1+θ
‖Y ‖H˙2+θ(T)
+
Cµε2 ln(λ/ε)
λ5
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T).
(115)
Here C is a universal constant depending on θ, and µ is defined in (86).
If, in addition, m2 = 0, the logarithmic factors above can be removed.
Note that we require θ ≥ 14 in Proposition 3.1 because the estimate involves ‖Y
′′‖L4 and
H2+
1
4 (T) →֒W 2,4(T).
Corollary 3.1 (Improved static L2-error estimate for the normal velocity). Under the assumptions
of Proposition 3.1, the regularization error of the string normal velocity satisfies∥∥∥∥(UεY (s)− UY (s)) · Y ′(s)⊥|Y ′(s)|
∥∥∥∥
L2(T)
≤
Cµε1+θ lnθ(λ/ε)
λ1+θ
‖Y ‖H˙2+θ(T) +
Cµε2 ln(λ/ε)
λ5
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T).
(116)
If, in addition, m2 = 0, the logarithmic factors above can be removed.
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We will prove Proposition 3.1 and Corollary 3.1 in Section 3.5.
Proposition 3.1 implies that in general, ‖UεY −UY ‖L2 is of order O(ε), while Corollary 3.1 shows
that such O(ε)-error arises only from the tangential component of the string velocity. Improved error
bounds may be achieved when (FY · Y
′)/|Y ′| ≡ 0 or m1 = 0. We should highlight that this has a
clear physical interpretation, which will be discussed in Section 5. At this point, we remark that the
former condition is true only when S(p, s) = kp−1, with k ≥ 0 being a constant. In such case, the
normal force in the Eulerian coordinate is proportional to the local curvature of the string, which
is the situation when describing moving interfaces with surface tension between two fluid domains
[31, 32, 33]. The latter condition m1 = 0 may be achieved by suitably choosing the regularized
δ-function. Find more discussions on this in Section 5 as well.
Our analysis also indicates that another moment-type condition m2 = 0 may only benefit the
error bound by a logarithmic factor in higher-order terms.
The next result is concerned with H1-estimates of UεY − UY , whose proof will be provided in
Section 3.6.
Proposition 3.2 (Static H1-error estimate). Under the assumptions of Proposition 3.1,
‖UεY − UY ‖H˙1(T) ≤
Cµεθ
λθ
‖Y ‖H˙2+θ(T) +
Cµε
λ4
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T). (117)
Proposition 1.2 follows from Proposition 3.1 and Proposition 3.2 by taking FY = Yss and µ = 1.
3.4 Preliminary estimates
In what follows, we shall write s′ = s+ τ . LetM be the Hardy-Littlewood maximal operator on
T. Define
Q = ‖Y ′‖L∞(T), R(s, τ) = |MY
′′(s+ τ)|+ |Y ′′(s+ τ)|. (118)
We shall omit the arguments of R whenever it is convenient. As before, SY ′(s) , S(|Y ′(s)|)Y ′(s).
Lemma 3.4. Suppose Y ∈ H2(T) and τ ∈ [−π, π]. Let A, B, D and S be defined in (98), (99),
(100) and (79), respectively. Then
1. We have
|Y (s+ τ) − Y (s)− τY ′(s)| ≤ Cτ2R, (119)
|Y (s+ τ)− Y (s)− τY ′(s+ τ)| ≤ Cτ2R. (120)
Hence,
|D(s, s+ τ)− |τ ||Y ′(s)|| ≤ Cτ2R, (121)
|D(s, s+ τ)− |τ ||Y ′(s+ τ)|| ≤ Cτ2R. (122)
2.
|B(s, s+ τ)| ≤ Cτ2QR. (123)
3. Under the Assumption (a) on S,
|SY ′(s+ τ)− SY ′(s)| ≤ Cµ|τ |(Q +R), (124)
with µ defined in (86).
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Proof. We simply calculate that
|Y (s+ τ)− Y (s)− τY ′(s)| =
∣∣∣∣
∫ τ
0
Y ′(s+ η)− Y ′(s) dη
∣∣∣∣
≤
∫ |τ |
0
|Y ′(s+ η)− Y ′(s+ τ)|+ |Y ′(s)− Y ′(s+ τ)| dη
≤ Cτ2|MY ′′(s+ τ)|.
(125)
(120) can be shown in a similar manner; then (121) and (122) follow immediately.
(123) can be proved by observing
B(s, s+ τ) = (Y (s+ τ) − Y (s)− τY ′(s+ τ)) · Y ′(s+ τ)⊥. (126)
Finally, by Assumption (a),
|SY ′(s+ τ) − SY ′(s)|
≤ |S(|Y ′(s+ τ)|, s+ τ)| · |Y ′(s+ τ)− Y ′(s)|
+ |S(|Y ′(s+ τ)|, s+ τ) − S(|Y ′(s)|, s)| · |Y ′(s)|
≤ |Y ′(s+ τ) − Y ′(s)| ·
(
µ+
µ|Y ′(s)|
‖Y ′‖L∞(T)
)
+ µ|τ ||Y ′(s)|
≤ Cµ|τ |(|MY ′′(s+ τ)|+ |Y ′(s)|).
(127)
This proves (124).
Lemma 3.5. Assume Y ∈ H2+θ(T) with θ ∈ (0, 1), and τ ∈ [−π, π]. Let A, B, and D be defined
in (98)-(100), respectively. Then
|∂sA(s, s+ τ)| ≤ C|τ |QR, (128)
|∂sB(s, s+ τ)| ≤ C|τ |QR, (129)
|∂sD(s, s+ τ)| ≤ C|τ |R. (130)
Moreover, for ∀β ∈ (0, θ],
|∂sB(s, s+ τ)| ≤ Cτ
2R2
+ C|τ |1+β |Y ′(s+ τ)|
(∫ |τ |
0
|Y ′′(s+ τ − η)− Y ′′(s+ τ)|2
|η|1+2β
dη
)1/2
.
(131)
Proof. We calculate that
∂sA(s, s+ τ) = Y
′′(s+ τ) · (Y (s+ τ) − Y (s)) + Y ′(s+ τ) · (Y ′(s+ τ) − Y ′(s)), (132)
∂sB(s, s+ τ) = Y
′′(s+ τ) · (Y (s+ τ) − Y (s))⊥ + Y ′(s+ τ) · (Y ′(s+ τ) − Y ′(s))⊥, (133)
∂sD(s, s+ τ) =
(Y ′(s+ τ)− Y ′(s)) · (Y (s+ τ)− Y (s))
|Y (s+ τ)− Y (s)|
. (134)
Then (128)-(130) follow immediately from |Y ′(s + τ) − Y ′(s)| ≤ |τ ||MY ′′(s + τ)|. To prove (131),
we rewrite
∂sB(s, s+ τ) = Y
′′(s+ τ) · (Y (s+ τ) − Y (s)− τY ′(s+ τ))⊥
+ Y ′(s+ τ) · (Y ′(s+ τ)− Y ′(s)− τY ′′(s+ τ))⊥.
(135)
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Hence, by Lemma 3.4,
|∂sB(s, s+ τ)|
≤ C|Y ′′(s+ τ)| · τ2R+ |Y ′(s+ τ)|
∣∣∣∣
∫ τ
0
Y ′′(s+ η)− Y ′′(s+ τ) dη
∣∣∣∣ . (136)
With β ∈ (0, θ],
|∂sB(s, s+ τ)|
≤ Cτ2R2
+ |Y ′(s+ τ)|
∣∣∣∣∣
∫ |τ |
0
|η − τ |1+2β dη
∣∣∣∣∣
1/2(∫ |τ |
0
|Y ′′(s+ η)− Y ′′(s+ τ)|2
|η − τ |1+2β
dη
)1/2
≤ Cτ2R2
+ C|τ |1+β |Y ′(s+ τ)|
(∫ |τ |
0
|Y ′′(s+ τ − η)− Y ′′(s+ τ)|2
|η|1+2β
dη
)1/2
.
(137)
3.5 Proof of the static L2-error estimate
Proof of Proposition 3.1.
Step 1 (Splitting the regularization error). We start from rewriting (109). By (101) and (114),
4π[UεY (s)− UY (s)]
= p.v.
∫
T
S ·
B2
D2
·
Y (s+ τ) − Y (s)
D2
·
[
f2
(
D
ε
)
− 2f3
(
D
ε
)]
dτ
+ p.v.
∫
T
S
[
A2
D4
(Y (s+ τ)− Y (s)) +
AB
D4
(Y (s+ τ)− Y (s))⊥
]
· f3
(
D
ε
)
dτ
+ p.v.
∫
T
S
[
AB
D4
(Y (s+ τ)− Y (s))⊥ −
B2
D4
(Y (s+ τ) − Y (s))
]
·
[
f2
(
D
ε
)
− f3
(
D
ε
)]
dτ
= p.v.
∫
T
S ·
B2
D2
·
Y (s+ τ) − Y (s)
D2
· f5
(
D
ε
)
dτ
+ p.v.
∫
T
A
D2
· SY ′(s+ τ) · f3
(
D
ε
)
dτ
+ p.v.
∫
T
SB
D2
· Y ′(s+ τ)⊥ · f4
(
D
ε
)
dτ
, E1(s) + E2(s) + E3(s).
(138)
Step 2 (Estimate for E1). By (81), Lemma 3.2 and Lemma 3.4,
|E1(s)| ≤ C
∫
T
µ ·
(
τ2QR
λ|τ |
)2
·
1
λ|τ |
·
1
1 +
(
λτ
ε
)2 dτ
≤
CµQ2
λ3
∫
T
R2 ·
|τ |
1 +
(
λτ
ε
)2 dτ.
(139)
By Minkowski inequality,
‖E1‖L2(T) ≤
CµQ2
λ3
∫
T
‖R2‖L2s(T) ·
|τ |
1 +
(
λτ
ε
)2 dτ
≤
Cµε2 ln(λ/ε)
λ5
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T).
(140)
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Step 3 (Partial estimate for E2). We further split E2(s).
E2(s) = SY
′(s) · p.v.
∫
T
A
D2
· f3
(
D
ε
)
dτ
+ p.v.
∫
T
[
A
D2
−
1
τ
]
· [SY ′(s+ τ) − SY ′(s)] · f3
(
D
ε
)
dτ
+ p.v.
∫
T
1
τ
· [SY ′(s+ τ)− SY ′(s)] ·
[
f3
(
D
ε
)
− f3
(
|Y ′(s)||τ |
ε
)]
dτ
+ p.v.
∫
T
SY ′(s+ τ) − SY ′(s)
τ
· f3
(
|Y ′(s)||τ |
ε
)
dτ
, E2,1(s) + E2,2(s) + E2,3(s) + E2,4(s).
(141)
It would be clear later that E2,4 accounts for the most singular part in E2.
We claim that E2,1 = 0. Indeed, since
dD
dτ =
A
D ,
E2,1(s) = SY
′(s) ·
[
lim
η→0+
∫ pi
η
A
D2
· f3
(
D
ε
)
dτ +
∫ −η
−pi
A
D2
· f3
(
D
ε
)
dτ
]
= SY ′(s) · lim
η→0+
[∫ D(s,s+pi)
D(s,s+η)
1
D
· f3
(
D
ε
)
dD −
∫ D(s,s−pi)
D(s,s−η)
1
D
· f3
(
D
ε
)
dD
]
= SY ′(s) ·
[∫ D(s,s+pi)
D(s,s−pi)
1
D
· f3
(
D
ε
)
dD − lim
η→0+
∫ D(s,s+η)
D(s,s−η)
1
D
· f3
(
D
ε
)
dD
]
.
(142)
The first term is zero since D(s, s+ π) = D(s, s− π). For the second term,
|D(s, s+ η)−D(s, s− η)|
≤ |(Y (s+ η)− Y (s)) − (Y (s)− Y (s− η))|
≤
∣∣∣∣
∫ η
0
Y ′(s+ ω)− Y ′(s+ ω − η) dω
∣∣∣∣
≤ C|η|3/2‖Y ′‖C1/2(T) ≤ C|η|
3/2‖Y ‖H˙2(T).
Since D(s, s± η) ≥ λ|η| by (8), and |f3| ≤ C by Lemma 3.2, we have that
|E2,1(s)| ≤ µ|Y
′(s)| · lim
η→0+
C|η|3/2‖Y ‖H˙2(T) ·
1
λ|η|
· 1 = 0. (143)
For E2,2, by Lemma 3.2 and Lemma 3.4,
|E2,2(s)| ≤ C
∫
T
|D2 − τA|
D2
·
|SY ′(s+ τ) − SY ′(s)|
|τ |
·
1
1 +
(
λτ
ε
)2 dτ
≤ C
∫
T
|D||Y (s+ τ)− Y (s)− τY ′(s+ τ)|
D2
· µ(Q +R) ·
1
1 +
(
λτ
ε
)2 dτ
≤
Cµ
λ
∫
T
|τ |R(Q +R)
1 +
(
λτ
ε
)2 dτ.
(144)
For E2,3, by Lemma 3.4 and the mean value theorem,
|E2,3(s)| ≤ C
∫
T
µ(Q+R) ·
∣∣∣∣f3
(
D(s, s+ τ)
ε
)
− f3
(
|Y ′(s)||τ |
ε
)∣∣∣∣ dτ
≤ Cµ
∫
T
(Q+R) ·
|D(s, s+ τ)− |τ ||Y ′(s)||
ε
∣∣∣∣f ′3
(
ξ(s, τ)
ε
)∣∣∣∣ dτ,
(145)
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where ξ(s, τ) ∈ R is between D(s, s + τ) and |τ ||Y ′(s)|. It is clear that |ξ(s, τ)| ≥ λ|τ |. Again by
Lemma 3.2 and Lemma 3.4,
|E2,3(s)| ≤ Cµ
∫
T
(Q+R) ·
τ2R
ε
·
1
1 +
(
λ|τ |
ε
)3 dτ ≤ Cµλ
∫
T
|τ |R2
1 +
(
λτ
ε
)2 dτ. (146)
Here we used the fact that
|x|n
1 + |x|n+2
≤
C
1 + x2
, ∀n ∈ N.
In order to bound E2,4, we recall that PK is defined in (30). For convenience, define QK =
Id− PK ; both PK and QK commute with differentiation. With K ∈ N+ to be chosen,∣∣∣∣E2,4(s)− PK [(SY ′)′](s)
∫
T
f3
(
|Y ′(s)||τ |
ε
)
dτ
∣∣∣∣
≤
∣∣∣∣p.v.
∫
T
(
PK [SY
′](s+ τ)− PK [SY
′](s)
τ
− PK [(SY
′)′](s)
)
· f3
(
|Y ′(s)||τ |
ε
)
dτ
∣∣∣∣
+
∣∣∣∣p.v.
∫
T
QK [SY
′](s+ τ)−QK [SY
′](s)
τ
· f3
(
|Y ′(s)||τ |
ε
)
dτ
∣∣∣∣
≤ C
∫
T
[|τ ||M(PK [SY
′]′′)(s)| + |M(QK [SY
′]′)(s)|] ·
1
1 +
(
λτ
ε
)2 dτ
≤
Cε2 ln(λ/ε)
λ2
|M(PKF
′
Y )(s)| +
Cε
λ
|M(QKFY )(s)|.
(147)
Combining (143), (144), (146) and (147), we apply Minkowski and Sobolev inequalities to find∥∥∥∥E2 − PKFY (s)
∫
T
f3
(
|Y ′(s)||τ |
ε
)
dτ
∥∥∥∥
L2(T)
≤
Cµ
λ
∫
T
‖R(Q+R)‖L2s(T) ·
|τ |
1 +
(
λτ
ε
)2 dτ + Cε2 ln(λ/ε)λ2 ‖PKF ′Y ‖L2(T) + Cελ ‖QKFY ‖L2(T)
≤
Cµε2 ln(λ/ε)
λ3
‖Y ′′‖2L4(T) +
(
Cε2 ln(λ/ε)
λ2
·K1−θ +
Cε
λ
·K−θ
)
‖FY ‖H˙θ(T).
(148)
By Lemma 3.1, and taking K ∼ λ
ε ln(λε )
,
∥∥∥∥E2 − PKFY
∫
T
f3
(
|Y ′(s)||τ |
ε
)
dτ
∥∥∥∥
L2(T)
≤
Cµε2 ln(λ/ε)
λ3
‖Y ′′‖2L4(T) +
Cµε1+θ lnθ(λ/ε)
λ1+θ
‖Y ‖H˙2+θ(T).
(149)
The extra term on the left hand side of (149) will be handled after we bound E3.
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Step 4 (Partial estimate for E3). Again we further split E3(s). Thanks to (126),
E3(s) = p.v.
∫
T
SB
D2
· (Y ′(s+ τ)− Y ′(s))⊥ · f4
(
D
ε
)
dτ
+ p.v.
∫
T
SB
D2
· Y ′(s)⊥
[
f4
(
D
ε
)
− f4
(
|Y ′(s)||τ |
ε
)]
dτ
+ p.v.
∫
T
SB ·
(
1
D2
−
1
τ2|Y ′(s)|2
)
· Y ′(s)⊥ · f4
(
|Y ′(s)||τ |
ε
)
dτ
+ p.v.
∫
T
S(|Y ′(s′)|, s′) · (Y (s′)− Y (s)− τY ′(s′))⊥ · (Y ′(s′)− Y ′(s))
·
Y ′(s)⊥
τ2|Y ′(s)|2
f4
(
|Y ′(s)||τ |
ε
)
dτ
+ p.v.
∫
T
[(∫ τ
0
S(|Y ′(s+ τ)|, s + τ)Y ′(s+ η)− SY ′(s+ η) dη
)⊥
· Y ′(s)
]
·
Y ′(s)⊥
τ2|Y ′(s)|2
f4
(
|Y ′(s)||τ |
ε
)
dτ
+ p.v.
∫
T
[(∫ τ
0
SY ′(s+ η)− SY ′(s+ τ) dη
)⊥
· Y ′(s)
]
·
Y ′(s)⊥
τ2|Y ′(s)|2
f4
(
|Y ′(s)||τ |
ε
)
dτ
,
6∑
i=1
E3,i(s).
(150)
In E3,5 and E3,6, we used the identity that
S(|Y ′(s′)|, s′) · [Y (s′)− Y (s)− τY ′(s′))]
=
∫ τ
0
[S(|Y ′(s′)|, s′)− S(|Y ′(s+ η)|, s+ η)]Y ′(s+ η) dη
+
∫ τ
0
SY ′(s+ η)− SY ′(s′) dη.
(151)
We bound E3,i one by one. By (81), Lemma 3.2 and Lemma 3.4, E3,1, E3,2, E3,3 and E3,4 can
be bounded as follows.
|E3,1(s)| ≤ Cµ
∫
T
τ2QR
λ2τ2
· |τ |R ·
1
1 +
(
λτ
ε
)2 dτ
≤
Cµ
λ2
∫
T
QR2 ·
|τ |
1 +
(
λτ
ε
)2 dτ.
(152)
|E3,2(s)| ≤ Cµ
∫
T
τ2QR
λ2τ2
·Q ·
τ2R
ε
·
1
1 +
(
λ|τ |
ε
)3 dτ
≤
Cµ
λ3
∫
T
Q2R2 ·
|τ |
1 +
(
λτ
ε
)2 dτ.
(153)
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|E3,3(s)| ≤ Cµ
∫
T
τ2QR ·
(|D|+ |τ ||Y ′(s)|)|D − |τ ||Y ′(s)||
|D|2τ2|Y ′(s)|
·
1
1 +
(
λτ
ε
)2 dτ
≤ Cµ
∫
T
τ2QR ·
τ2R
λ2|τ |3
·
1
1 +
(
λτ
ε
)2 dτ
≤
Cµ
λ2
∫
T
QR2 ·
|τ |
1 +
(
λτ
ε
)2 dτ.
(154)
|E3,4(s)| ≤ Cµ
∫
T
|τ |3R2 ·
1
τ2λ
·
1
1 +
(
λτ
ε
)2 dτ ≤ Cµλ
∫
T
R2 ·
|τ |
1 +
(
λτ
ε
)2 dτ. (155)
Note that for E3,2, we applied the mean value theorem and proceeded as in (145) and (146).
To handle E3,5, we purposefully put an extra Y
′(s) into the integral without changing its value,
i.e.,
E3,5(s)
= p.v.
∫
T
(∫ τ
0
[S(|Y ′(s+ τ)|, s+ τ) − S(|Y ′(s+ η)|, s+ η)] · (Y ′(s+ η)− Y ′(s)) dη
)⊥
· Y ′(s) ·
Y ′(s)⊥
τ2|Y ′(s)|2
· f4
(
|Y ′(s)||τ |
ε
)
dτ.
(156)
Since
|Y ′(s+ η)− Y ′(s)| ≤ |Y ′(s+ η)− Y ′(s+ τ)|+ |Y ′(s+ τ)− Y ′(s)| ≤ C|τ ||MY ′′(s+ τ)|, (157)
by Lemma 3.2 and Assumption (a),
|E3,5(s)|
≤ C
∫
T
[∫ |τ |
0
(
µ|τ | +
µ|τ ||MY ′′(s+ τ)|
‖Y ′‖L∞(T)
)
· |τ ||MY ′′(s+ τ)| dη
]
·
1
τ2
·
1
1 +
(
λτ
ε
)2 dτ
≤
Cµ
λ
∫
T
(Q+ R)R ·
|τ |
1 +
(
λτ
ε
)2 dτ.
(158)
Finally, for E3,6, we take the same strategy as in estimating E2,4, choosing the same K as before.
Indeed,
E3,6(s) = p.v.
∫
T
[(∫ τ
0
PK [SY
′](s+ η)− PK [SY
′](s+ τ) dη +
τ2
2
PK [(SY
′)′](s)
)⊥
· Y ′(s)
]
·
Y ′(s)⊥
τ2|Y ′(s)|2
f4
(
|Y ′(s)||τ |
ε
)
dτ
+
1
2
PK [(SY
′)′](s) · Y ′(s)⊥
Y ′(s)⊥
|Y ′(s)|2
∫
T
f4
(
|Y ′(s)||τ |
ε
)
dτ
+ p.v.
∫
T
[(∫ τ
0
QK [SY
′](s+ η)−QK [SY
′](s+ τ) dη
)⊥
· Y ′(s)
]
·
Y ′(s)⊥
τ2|Y ′(s)|2
f4
(
|Y ′(s)||τ |
ε
)
dτ.
(159)
We derive that ∣∣∣∣
∫ τ
0
PK [SY
′](s+ η)− PK [SY
′](s+ τ) dη +
τ2
2
PK [(SY
′)′](s)
∣∣∣∣
=
∣∣∣∣
∫ τ
0
∫ τ
η
PK [(SY
′)′](s)− PK [(SY
′)′](s+ ζ) dζdη
∣∣∣∣
≤ C|τ |3|M(PKF
′
Y )(s)|.
(160)
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Combine this with (159) and we find that∣∣∣∣E3,6(s)− 12PKFY (s) · Y ′(s)⊥ Y
′(s)⊥
|Y ′(s)|2
∫
T
f4
(
|Y ′(s)||τ |
ε
)
dτ
∣∣∣∣
≤ C
∫
T
|τ |3|M(PKF
′
Y )(s)| ·
1
τ2
·
1
1 +
(
λτ
ε
)2 dτ + C
∫
T
|τ |2|M(QKFY )(s)| ·
1
τ2
·
1
1 +
(
λτ
ε
)2 dτ
≤
Cε2 ln(λ/ε)
λ2
|M(PKF
′
Y )(s)|+
Cε
λ
|M(QKFY )(s)|.
(161)
Combining (152)-(155), (158), and (161), we argue as in (148) and (149) to obtain that∥∥∥∥E3(s)− 12PKFY (s) · Y ′(s)⊥ · Y
′(s)⊥
|Y ′(s)|2
∫
T
f4
(
|Y ′(s)||τ |
ε
)
dτ
∥∥∥∥
L2(T)
≤
Cµε2 ln(λ/ε)
λ5
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T) +
Cε2 ln(λ/ε)
λ2
K1−θ‖PKFY ‖H˙θ(T)
+
Cε
λ
K−θ‖QKFY ‖H˙θ(T)
≤
Cε2 ln(λ/ε)
λ5
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T) +
Cµε1+θ lnθ(λ/ε)
λ1+θ
‖Y ‖H˙2+θ(T).
(162)
Step 5 (Estimates of the extra terms). Combining (140), (149) and (162),∥∥∥∥4π[UεY (s)− UY (s)]− PKFY (s) ·
∫
T
f3
(
|Y ′(s)||τ |
ε
)
dτ
−
1
2
PKFY (s) · Y
′(s)⊥ ·
Y ′(s)⊥
|Y ′(s)|2
∫
T
[
f2
(
|Y ′(s)||τ |
ε
)
− f3
(
|Y ′(s)||τ |
ε
)]
dτ
∥∥∥∥
L2(T)
≤
Cµε2 ln(λ/ε)
λ5
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T) +
Cµε1+θ lnθ(λ/ε)
λ1+θ
‖Y ‖H˙2+θ(T)
(163)
To this end, we shall handle the extra terms on the left hand side. By Lemma 3.3,∫
T
f3
(
|Y ′(s)||τ |
ε
)
dτ =
ε
|Y ′(s)|
∫
R
f3(ω) dω −
ε
|Y ′(s)|
∫
|ω|>|Y ′(s)|pi/ε
f3(ω) dω
= −
4m1ε
|Y ′(s)|
−
ε
|Y ′(s)|
∫
|ω|>|Y ′(s)|pi/ε
f3(ω) dω,
(164)
where ∣∣∣∣∣ ε|Y ′(s)|
∫
|ω|>|Y ′(s)|pi/ε
f3(ω) dω
∣∣∣∣∣ ≤ Cε|Y ′(s)|
∫ ∞
|Y ′(s)|pi/ε
1
1 + ω2
dω ≤
Cε2
λ2
. (165)
Similarly, ∫
T
f4
(
|Y ′(s)||τ |
ε
)
dτ =
8m1ε
|Y ′(s)|
−
ε
|Y ′(s)|
∫
|ω|>|Y ′(s)|pi/ε
[f2(ω)− f3(ω)] dω. (166)
where the second term can be bounded as in (165). Hence, we combine (163)-(166) to obtain that∥∥∥∥4π[UεY (s)− UY (s)] +
(
PKFY (s) ·
4m1ε
|Y ′(s)|
−
1
2
PKFY (s) · Y
′(s)⊥ ·
Y ′(s)⊥
|Y ′(s)|2
·
8m1ε
|Y ′(s)|
)∥∥∥∥
L2(T)
≤
Cµε2 ln(λ/ε)
λ5
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T) +
Cµε1+θ lnθ(λ/ε)
λ1+θ
‖Y ‖H˙2+θ(T).
(167)
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Note that
PKFY (s) ·
4m1ε
|Y ′(s)|
−
1
2
PKFY (s) · Y
′(s)⊥ ·
Y ′(s)⊥
|Y ′(s)|2
·
8m1ε
|Y ′(s)|
=
4m1ε
|Y ′(s)|
·
PKFY (s) · Y
′(s)
|Y ′(s)|2
Y ′(s)
=
4m1ε
|Y ′(s)|
·
FY (s) · Y
′(s)
|Y ′(s)|2
Y ′(s)−
4m1ε
|Y ′(s)|
·
QKFY (s) · Y
′(s)
|Y ′(s)|2
Y ′(s).
(168)
By Lemma 3.1,∥∥∥∥ 4m1ε|Y ′(s)| · QKFY (s) · Y
′(s)
|Y ′(s)|2
Y ′(s)
∥∥∥∥
L2(T)
≤
Cε
λ
·K−θ‖FY ‖H˙θ(T) ≤
Cµε1+θ lnθ(λ/ε)
λ1+θ
‖Y ‖H˙2+θ(T).
(169)
Therefore, (167) implies that∥∥∥∥[UεY (s)− UY (s)] + m1επ|Y ′(s)| · FY (s) · Y
′(s)
|Y ′(s)|2
Y ′(s)
∥∥∥∥
L2(T)
≤
Cµε2 ln(λ/ε)
λ5
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T) +
Cµε1+θ lnθ(λ/ε)
λ1+θ
‖Y ‖H˙2+θ(T),
(170)
which proves the desired estimate in both Proposition 3.1 and Corollary 3.1.
Thanks to Lemma 3.2, if m2 = 0, f3, f4, f5, and their first derivatives will enjoy improved decay
at ∞. In this case, it is not difficult to verify that all the logarithmic factors in this proof can be
removed.
Remark 3.2. All the principal value integrals in the proof, except those for E2,1, may be replaced
by the usual integrals.
3.6 Proof of the static H1-error estimate
Proof of Proposition 3.2. Let E1(s), E2(s) and E3(s) be defined as in (138).
Step 1 (Estimate for E′1). Recall that
E1(s) =
∫
T
SB2 ·
Y (s+ τ)− Y (s)
D4
· f5
(
D
ε
)
dτ. (171)
As mentioned in Remark 3.2, we can get rid of the principal value integral. Denote its integrand to
be e1(s, τ).
We first give an estimate of
∫
T
|∂se1(s, τ)| dτ . For clarity, we start from some simpler estimates.
By Lemma 3.2 and Lemma 3.4,
|SB2| ≤ Cµ|τ |2QR · |D|Q, (172)
and ∣∣∣∣Y (s+ τ)− Y (s)D4 · f5
(
D
ε
)∣∣∣∣ ≤ C|D|3 · 11 + (λτε )2 . (173)
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Also by Lemma 3.5,
|∂s(SB
2)| ≤ |∂sS(|Y
′(s+ τ)|, s + τ)||B2|
+
∣∣∣∣∂pS(|Y ′(s+ τ)|, s + τ) · Y ′′ · Y ′(s+ τ)|Y ′(s+ τ)|
∣∣∣∣ |B2|
+ 2|S||B||∂sB|
≤ Cµ · (τ2QR)2 + C
µR
‖Y ′‖L∞(T)
· τ2QR · |τ |Q2 + Cµ · τ2QR · |τ |QR
≤ Cµ|τ |3Q2R2.
(174)
Lastly,
∂s
(
Y (s+ τ)− Y (s)
D4
· f5
(
D
ε
))
≤
Y ′(s+ τ)− Y ′(s)
D4
· f5
(
D
ε
)
+
Y (s+ τ) − Y (s)
D4
·
(
1
ε
f ′5
(
D
ε
)
−
4
D
f5
(
D
ε
))
∂sD.
(175)
Hence, ∣∣∣∣∂s
(
Y (s+ τ) − Y (s)
D4
· f5
(
D
ε
))∣∣∣∣
≤
C|τ |R
|D|4
·
1
1 +
(
λτ
ε
)2 + C|D|3

1
ε
·
1
1 +
(
λ|τ |
ε
)3 + 1|D| · 11 + (λτε )2

 |τ |R
≤
CR
λ|D|3
·
1
1 +
(
λτ
ε
)2 .
(176)
Combining (172)-(176), we find that∫
T
|∂se1(s, τ)| dτ
≤
∫
T
|∂s(SB
2)|
∣∣∣∣Y (s+ τ)− Y (s)D4 · f5
(
D
ε
)∣∣∣∣+ |SB2|
∣∣∣∣∂s
(
Y (s+ τ)− Y (s)
D4
· f5
(
D
ε
))∣∣∣∣ dτ
≤
Cµ
λ3
Q2
∫
T
R2
1 +
(
λτ
ε
)2 dτ.
(177)
By Minkowski inequality and Sobolev inequality,∥∥∥∥
∫
T
|∂se1(s, τ)| dτ
∥∥∥∥
L2(T)
≤
Cµε
λ4
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T). (178)
To this end, we claim that E′1(s) =
∫
T
∂se1(s, τ) dτ . Indeed, it is clear from the estimate (139)
of E1(s) that e1 ∈ L
1(T× T); so is ∂se1 by (178). Hence, if we take an arbitrary ψ(s) ∈ C
∞(T), by
Fubini’s Theorem and integration by parts,∫
T
dsψ′(s)E1(s) =
∫
T
dτ
∫
T
−ψ(s)∂se1(s, τ) ds =
∫
T
−ψ(s)
∫
T
∂se1(s, τ) dτds. (179)
This proves the claim, and hence (178) is also a bound for ‖E′1(s)‖L2(T).
Step 2 (Estimate for E′2). By the proof in Section 3.5,
E2(s) =
∫
T
SY ′(s+ τ)− SY ′(s)
τ
·
τA
D2
· f3
(
D
ε
)
dτ. (180)
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Denote its integrand to be e2(s, τ). We shall bound
∫
T
|∂se2| dτ first. Again, we derive some simple
estimates.
Aiming at a sharper estimate of the leading term (see (186) below), we purposefully split the
term
τA
D2
· f3
(
D
ε
)
=
[
τA
D2
· f3
(
D
ε
)
− f3
(
|Y ′(s)|τ
ε
)]
+ f3
(
|Y ′(s)|τ
ε
)
, (181)
where ∣∣∣∣τAD2 · f3
(
D
ε
)
− f3
(
|Y ′(s)|τ
ε
)∣∣∣∣
≤
∣∣∣∣τA −D2D2 · f3
(
D
ε
)∣∣∣∣+
∣∣∣∣f3
(
D
ε
)
− f3
(
|Y ′(s)|τ
ε
)∣∣∣∣
≤
CD|Y (s+ τ) − Y (s)− τY ′(s+ τ)|
D2
·
1
1 +
(
λτ
ε
)2
+
C|Y (s+ τ)− Y (s)− τY ′(s)|
ε
·
1
1 +
(
λ|τ |
ε
)3
≤
Cτ2R
λ|τ |
·
1
1 +
(
λτ
ε
)2 + Cτ2Rε · 1
1 +
(
λ|τ |
ε
)3
≤
C|τ |R
λ
·
1
1 +
(
λτ
ε
)2 .
(182)
By Lemma 3.1,∣∣∣∣∂s
(
SY ′(s+ τ) − SY ′(s)
τ
)∣∣∣∣ ≤ |F (s+ τ)|+ |F (s)|τ ≤ Cµ|τ | (Q+R+ |Y ′′(s)|). (183)
Lastly,
∂s
(
τA
D2
· f3
(
D
ε
))
=
τ∂sA
D2
· f3
(
D
ε
)
+
τA
D2
(
1
ε
f ′3
(
D
ε
)
−
2
D
f3
(
D
ε
))
∂sD.
(184)
By Lemma 3.2, Lemma 3.4, and Lemma 3.5,∣∣∣∣∂s
(
τA
D2
· f3
(
D
ε
))∣∣∣∣
≤
C|τ |2QR
λ2τ2
·
1
1 +
(
λτ
ε
)2 + C|D| · |τ |Q|D|2 ·

1
ε
·
1
1 +
(
λ|τ |
ε
)3 + 1λ|τ | · 11 + (λτε )2

 |τ |R
≤
CQR
λ2
·
1
1 +
(
λτ
ε
)2 .
(185)
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Combining (124) and (180)-(185), we find that∫
T
|∂se2| dτ
≤ C
∫
T
∣∣∣∣∂s
(
SY ′(s+ τ)− SY ′(s)
τ
)∣∣∣∣
∣∣∣∣f3
(
|Y ′(s)|τ
ε
)∣∣∣∣ dτ
+ C
∫
T
∣∣∣∣∂s
(
SY ′(s+ τ) − SY ′(s)
τ
)∣∣∣∣
∣∣∣∣τAD2 · f3
(
D
ε
)
− f3
(
|Y ′(s)|τ
ε
)∣∣∣∣ dτ
+ C
∫
T
∣∣∣∣SY ′(s+ τ)− SY ′(s)τ
∣∣∣∣
∣∣∣∣∂s
(
τA
D2
· f3
(
D
ε
))∣∣∣∣ dτ
≤ C
∫
T
|F (s+ τ)− F (s)|
|τ |
·
1
1 +
(
λτ
ε
)2 dτ
+
Cµ
λ2
∫
T
(Q+R + |Y ′′(s)|)QR ·
1
1 +
(
λτ
ε
)2 dτ.
(186)
By Cauchy-Schwarz inequality,∫
T
|F (s+ τ) − F (s)|
|τ |
·
1
1 +
(
λτ
ε
)2 dτ
≤
(∫
T
|F (s+ τ) − F (s)|2
|τ |1+2θ
dτ
)1/2∫
T
τ2θ−1
(
1 +
(
λτ
ε
)2)−2
dτ


1/2
≤
Cεθ
λθ
(∫
T
|F (s+ τ)− F (s)|2
|τ |1+2θ
dτ
)1/2
.
Therefore, by Minkowski inequality, Sobolev inequality, and Lemma 3.1,∥∥∥∥
∫
T
|∂se2| dτ
∥∥∥∥
L2(T)
≤
Cµε
λ3
‖Y ′‖L∞(T)‖Y
′′‖2L4(T) +
Cεθ
λθ
‖F‖H˙θ(T)
≤
Cµε
λ3
‖Y ′‖L∞(T)‖Y
′′‖2L4(T) +
Cµεθ
λθ
‖Y ‖H˙2+θ(T).
(187)
Then we argue as in (179) to show that E′2(s) =
∫
T
∂se2 dτ ; thus ‖E
′
2(s)‖L2(T) enjoys the bound in
(187).
Step 3 (Estimate for E′3). Recall
E3(s) =
∫
T
SY ′(s+ τ)⊥ ·
B
D2
· f4
(
D
ε
)
dτ. (188)
We denote its integrand to be e3(s, τ). By Lemma 3.2, Lemma 3.4 and Lemma 3.5, we calculate
that ∣∣∣∣ BD2 · f4
(
D
ε
)∣∣∣∣ ≤ CQRλ2 · 11 + (λτε )2 , (189)
30
and ∣∣∣∣∂s
(
B
D2
· f4
(
D
ε
))∣∣∣∣
≤
|∂sB|
D2
·
∣∣∣∣f4
(
D
ε
)∣∣∣∣ + |B|D2 ·
(
1
ε
∣∣∣∣f ′4
(
D
ε
)∣∣∣∣+ 2|D|
∣∣∣∣f4
(
D
ε
)∣∣∣∣
)
|∂sD|
≤
|∂sB|
τ2|Y ′(s+ τ)|2
·
∣∣∣∣f4
(
D
ε
)∣∣∣∣+
∣∣∣∣ 1D2 − 1τ2|Y ′(s+ τ)|2
∣∣∣∣ · |∂sB| ·
∣∣∣∣f4
(
D
ε
)∣∣∣∣
+
Cτ2QR
λ2τ2
·

1
ε
·
1
1 +
(
λ|τ |
ε
)3 + 2λ|τ | · 11 + (λτε )2

 |τ |R.
(190)
We apply (131) to the first term to bound ∂sB while apply (129) to the second term∣∣∣∣∂s
(
B
D2
· f4
(
D
ε
))∣∣∣∣
≤
Cτ2R2
τ2λ2
·
1
1 +
(
λτ
ε
)2
+
C|τ |1+θ |Y ′(s+ τ)|
τ2|Y ′(s+ τ)|2
(∫ pi
0
|Y ′′(s+ τ − η)− Y ′′(s+ τ)|2
|η|1+2θ
dη
)1/2
·
1
1 +
(
λτ
ε
)2
+
C(D + |τ ||Y ′(s+ τ)|)|Y (s+ τ) − Y (s)− τY ′(s+ τ)|
D2τ2|Y ′(s+ τ)|2
· |τ |QR ·
1
1 +
(
λτ
ε
)2
+
CQR2
λ3
·
1
1 +
(
λτ
ε
)2
≤ C|Y ′(s+ τ)|−1
(∫ pi
0
|Y ′′(s+ τ − η)− Y ′′(s+ τ)|2
|η|1+2θ
dη
)1/2
·
|τ |θ−1
1 +
(
λτ
ε
)2
+
CQR2
λ3
·
1
1 +
(
λτ
ε
)2 .
(191)
Hence, by Lemma 3.1,∫
T
|∂se3| dτ
≤
∫
T
|SY ′(s+ τ)|
∣∣∣∣∂s
(
B
D2
· f4
(
D
ε
))∣∣∣∣+ |F (s+ τ)|
∣∣∣∣ BD2 · f4
(
D
ε
)∣∣∣∣ dτ
≤ Cµ
∫
T
(∫ pi
0
|Y ′′(s+ τ − η)− Y ′′(s+ τ)|2
|η|1+2θ
dη
)1/2
·
|τ |θ−1
1 +
(
λτ
ε
)2 dτ
+
Cµ
λ3
∫
T
Q2R2 ·
1
1 +
(
λτ
ε
)2 dτ + Cµ
∫
T
(Q+R) ·
QR
λ2
·
1
1 +
(
λτ
ε
)2 dτ.
(192)
By Minkowski inequality and Sobolev inequality,∥∥∥∥
∫
T
|∂se3| dτ
∥∥∥∥
L2(T)
≤
Cµε
λ4
‖Y ′‖2L∞(T)‖Y
′′‖2L4(T) +
Cµεθ
λθ
‖Y ‖H˙2+θ(T). (193)
Then we argue as in (179) that E′3(s) =
∫
T
∂se3 dτ ; and ‖E
′
3(s)‖L2(T) enjoys the bound in (193).
Combining (178), (187) and (193), we complete the proof of Proposition 3.2.
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4 Singular Limit and Dynamic Error Estimates
In this section, we come back to the case of Hookean elasticity, and prove Theorem 1.2 and
Theorem 1.3.
4.1 Proof of Theorem 1.2
We will follow the blueprint sketched in Section 1.3 to prove Theorem 1.2. Recall that Xε −X
satisfies the equation
∂t(X
ε −X) = L(Xε −X) + (gXε − gX) + (U
ε
Xε − UXε), (X
ε −X)(0) = 0, (194)
where
gY = UY − LY = UY +
1
4
(−∆)1/2Y. (195)
In order to bound Xε −X , we will use estimates for gXε − gX and U
ε
Xε − UXε .
Although many estimates for gY have been established in [2, Section 3], we need improved ones
in the proofs of Theorem 1.2 and Theorem 1.3.
Lemma 4.1. Let Y ∈ H2+θ(T) satisfy (8), with θ ∈ [ 14 , 1). Then ‖gY ‖H˙2(T) ≤ Cλ
−3‖Y ‖4
H˙9/4(T)
.
Lemma 4.2. Let Y1, Y2 ∈ H
2+θ(T) both satisfy (8), with θ ∈ [ 14 , 1). For β satisfying (37),
‖gY1 − gY2‖L2(T) ≤ Cλ
−2(‖Y1‖H˙2+θ + ‖Y2‖H˙2+θ )
2‖δY ‖
H˙
1
2
−β(T)
. (196)
Lemma 4.3. Let Y1, Y2 ∈ H
2+θ(T) both satisfy (8), with θ ∈ [ 14 , 1). For β satisfying (40),
‖gY1 − gY2‖H˙1(T) ≤ Cλ
−3(‖Y1‖H˙2+θ + ‖Y2‖H˙2+θ )
3‖δY ‖
H˙
3
2
−β(T)
. (197)
We leave their lengthy proofs to Appendix C.
Proof of Theorem 1.2. Recall that ε˜ = ε/λ, and Xε and X satisfy assumptions (i) and (ii).
Step 1 (Error estimate in H2- or higher-order norms). Thanks to Proposition 1.2 and Lemma 4.3,
for all t ∈ [0, T ],
‖UεXε − UXε‖H˙1(T) ≤ Cε˜
θM + Cε˜λ−3M4, (198)
‖gXε − gX‖H˙1(T) ≤ Cλ
−3M3‖Xε −X‖H˙3/2(T). (199)
With T0 > 0 to be determined, we apply the energy estimate of (194) to obtain that
‖Xε −X‖C[0,T0]H˙3/2∩L
2
T0
H˙2(T)
≤ C0T
1/2
0 (λ
−3M3‖Xε −X‖L∞
[0,T0]
H˙3/2(T) + ε˜
θM + ε˜λ−3M4).
(200)
Taking T0 be sufficiently small such that C0T
1/2
0 λ
−3M3 ≤ 12 , we obtain that
‖Xε −X‖C[0,T0]H˙3/2∩L
2
T0
H˙2(T) ≤ Cε˜
θλ3M−2 + Cε˜M ≤ Cε˜θM. (201)
Here we used the assumption ε˜≪ 1 and the fact λ ≤ CM . If T ≥ T0, we may repeat this argument
for [T0, 2T0], [2T0, 3T0], · · · , until the time interval [0, T ] is fully covered. For instance, for [T0, 2T0],
the energy estimate of (194) writes
‖Xε −X‖C[T0,2T0]H˙3/2∩L
2
[T0,2T0]
H˙2(T)
≤ C‖(Xε −X)(T0)‖H˙3/2(T)
+ C0T
1/2
0 (λ
−3M3‖Xε −X‖L∞
[T0,2T0]
H˙3/2(T) + ε˜
θM + ε˜λ−3M4).
(202)
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With the same T0 chosen earlier,
‖Xε −X‖C[T0,2T0]H˙3/2∩L
2
[T0,2T0]
H˙2(T) ≤ C‖X
ε −X‖C[0,T0]H˙3/2(T)
+ Cε˜θM ≤ Cε˜θM. (203)
We conclude that
‖Xε −X‖C[0,T ]H˙3/2∩L2T H˙2(T)
≤ Cε˜θM. (204)
Here C = C(θ, λ−1M,T ) depends exponentially on T .
Now takeN ≫ 1 to be determined. In what follows, we shall bound PN(X
ε−X) andQN(X
ε−X)
separately. By assumption, for all t ∈ [0, T ],
‖QN (X
ε −X)‖H˙2(T) ≤ CN
−θ‖Xε −X‖H˙2+θ(T) ≤ CN
−θM. (205)
We apply PN to both sides of (194). By Lemma B.1, (198), (199), and (204),
‖PN(X
ε −X)‖C[0,T ]H˙2(T)
≤ C(lnN)1/2(λ−3M3‖Xε −X‖C[0,T ]H˙3/2(T) + ε˜
θM + ε˜λ−3M4)
≤ C(θ, λ−1M,T )(lnN)1/2ε˜θM.
(206)
Combining (205) and (206), and taking N ∼ ε˜−1, we finally obtain that
‖Xε −X‖C[0,T ]H˙2(T) ≤ C(θ, λ
−1M,T )| ln ε˜|
1
2 ε˜θM. (207)
By interpolation with ‖Xε −X‖C[0,T ]H˙2+θ ≤ CM , we prove (23).
Step 2 (Error estimate in the H1+γ-norms). Error estimates in lower-order norms can be derived as
in previous steps with minor adaptation. By Proposition 1.2 and Lemma 4.2, for all t ∈ [0, T ],
‖UεXε − UXε‖L2(T) ≤ Cm1ε˜M + Cε˜
1+θ| ln ε˜|θM + Cε˜2| ln ε˜|λ−3M4, (208)
‖gXε − gX‖L2(T) ≤ Cλ
−2M2‖Xε −X‖H˙1/2(T). (209)
If, in addition, m2 = 0, the logarithmic factors in (208) can be removed. By a similar argument as
in the previous step, we can show that
‖Xε −X‖C[0,T ]H˙1/2∩L2T H˙1(T)
≤ C(θ, λ−1M,T )(m1ε˜+ ε˜
1+θ| ln ε˜|θ)M. (210)
To this end, we take N ∼ ε˜−1, and derive that
‖QN (X
ε −X)‖H˙1(T) ≤ CN
−1−θ‖Xε −X‖H˙2+θ(T) ≤ Cε˜
1+θM. (211)
On the other hand, by (208)-(210) and Lemma B.1,
‖PN(X
ε −X)‖C[0,T ]H˙1(T)
≤ C(lnN)1/2λ−2M2‖Xε −X‖C[0,T ]H˙1/2(T)
+ C(θ, λ−1M)(lnN)1/2(m1ε˜+ ε˜
1+θ| ln ε˜|θ)M
≤ C(θ, λ−1M,T )(lnN)1/2(m1ε˜+ ε˜
1+θ| ln ε˜|θ)M.
(212)
Combining (211) and (212), we conclude that
‖Xε −X‖C[0,T ]H˙1(T) ≤ C(θ, λ
−1M,T )| ln ε˜|
1
2 (m1ε˜+ ε˜
1+θ| ln ε˜|θ)M. (213)
Interpolation between (207) and (213) gives (22).
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Step 3 (Error estimate in the Hγ-norms). By (208)-(210) and Lemma B.1,
‖Xε −X‖C[0,T ]L2(T)
≤ Cλ−2M2‖Xε −X‖L1T H˙1(T)
+ CTm1ε˜M + CT ε˜
1+θ| ln ε˜|θM + CT ε˜2| ln ε˜|λ−3M4
≤ C(θ, λ−1M,T )(m1ε˜+ ε˜
1+θ| ln ε˜|θ)M.
(214)
Then (21) follow from interpolation between (210), (213), and (214).
Step 4 (Weak-* convergence in the top regularity). In order to prove (19), it suffices to show that
the limiting point of the sequence {Xε − X}ε in the weak-* topology of C[0,T ]H
2+θ(T) is unique.
By (194), (198), (199), and (204), it is not difficult to show that ‖∂t(X
ε −X)‖L2T H˙1(T)
is uniformly
bounded. By Aubin-Lions Lemma [34], {Xε −X}ε is compact in L
2
TH
2(T). This implies that any
weak-* limiting point of {Xε−X}ε in C[0,T ]H
2+θ(T) must be a limiting point of {Xε−X}ε in the
strong topology of L2TH
2(T). However, it has been proved that the latter can only be zero. Hence,
(19) is proved.
This completes the proof of Theorem 1.2.
4.2 Proof of Theorem 1.3
We first remark on a nice property of the (ε,N)-regularized problem, which is of independent
interest.
Remark 4.1. The (ε,N)-regularized problem is volume-preserving, i.e., area of the domain enclosed
by the string is invariant in time. Note that in the un-regularized problem or the ε-regularized, the
volume conservation is a direct consequence of the flow field (or the regularized flow field) being
divergence-free.
We derive as follows. The area of the domain enclosed by the string is given by
V (t) =
1
2
∫
T
Xε,N (s, t)× (Xε,N )′(s, t) ds. (215)
Taking t-derivative and doing integration by parts,
V ′(t) =
∫
T
∂tX
ε,N(s, t)× (Xε,N )′(s, t) ds. (216)
This can be justified rigorously since we will show Xε,N (s, t) is sufficiently smooth. By (27),
V ′(t) =
∫
T
PN
[∫
R2
uε,N(x, t)δε(X
ε,N(s, t)− x) dx
]
× (Xε,N)′(s, t) ds
=
∫
T
[∫
R2
uε,N (x, t)δε(X
ε,N (s, t)− x) dx
]
× (Xε,N )′(s, t) ds
= 0.
(217)
In the second equation, we used the fact that (Xε,N)′ = PN(X
ε,N )′; in the last equation, we applied
the divergence theorem and noticed that
u˜ε,N(y, t) =
∫
R2
uε,N(x, t)δε(y − x) dx (218)
is divergence-free.
In the proof of Theorem 1.3, we will need estimates for QNX , the high-frequency portion of X ,
where QN = Id − PN as defined in the proof of Proposition 3.1. In fact, given the assumptions of
Theorem 1.3, a naive one would be ‖QNX‖H˙γ(T) ≤ CN
−2−θ+γ‖X‖H˙2+θ(T) for all γ ≤ 2 + θ and
N ≥ 1. Yet, we shall derive an improved one as follows.
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Lemma 4.4 (An improved estimate for QNX). Under the assumptions on X(s, t) in Theorem 1.3,
for all γ ≤ 2 + θ, and t ∈ [0, T∗],
‖QNX(t)‖H˙γ(T) ≤ Ce
−tN/4Nγ−2−θ‖QNX0‖H˙2+θ(T) + CN
γ−3λ−3‖X0‖
4
H˙2+θ(T)
. (219)
Here the constants C depend on θ and γ, but not on T∗ or N .
Proof. Consider the equation of QNX ,
∂tQNX = LQNX +QNgX , QNX(0) = QNX0. (220)
By Lemma 4.1 and Lemma B.2, for all γ ≤ 2 + θ,
‖QNX(t)‖H˙γ(T)
≤ e−tN/4Nγ−2−θ‖QNX0‖H˙2+θ(T) + CN
γ−3‖QNgX‖L∞T∗H˙
2
≤ e−tN/4Nγ−2−θ‖QNX0‖H˙2+θ(T) + CN
γ−3λ−3‖X0‖
4
H˙2+θ(T)
.
(221)
Proof of Theorem 1.3. Recall that ε˜ = ε/λ.
Step 1 (Well-posedness). The proof of the global well-posedness of the (ε,N)-regularized problem
is exactly the same as that in Section 2, as PN is a bounded linear operator in all H
γ(T)-spaces
and the energy estimate remains unchanged in spite of the presence of the projection. We omit the
details, but only note that Xε,N is continuous from [0,+∞) to H2+θ(T). Indeed, thanks to (76),
‖Uε,NXε,N‖H2+θ(T) ≤ C(‖X0‖H˙1(T), ε, θ)‖X
ε,N‖H˙2+θ(T). (222)
This implies the continuity.
Step 2 (Uniform estimates for Xε,N). Since PNX0 → X0 in H
2+θ(T) and X0 satisfies the well-
stretched condition with constant λ, whenever N ≫ 1, PNX0 satisfies the well-stretched condition
with constant λ/2. For given ε and N , by the continuity of Xε,N , there exists a maximal Tε,N > 0,
such that for all t ∈ [0, Tε,N ],
‖Xε,N(·, t)‖H˙2+θ(T) ≤ 2C∗M0, (223)
with C∗ and M0 defined in the statement of Theorem 1.3, and
Xε,N (·, t) satisfies the well-stretched condition with constant λ/4. (224)
By the maximality, we mean that for any T ′ > Tε,N , there exists t ∈ [0, T
′], such that at least one
of (223) and (224) is false.
We shall prove that there exists c∗ > 0 andN∗ > 0, such that for any ε˜≪ 1 andN∗ ≤ N ≤ c∗ε˜
−1,
we must have Tε,N ≥ T∗, with T∗ given in Theorem 1.3.
Assume otherwise. Fix c∗ small, which will be chosen latter, and we have Tε,N < T∗ when
1 ≪ N ≤ c∗ε˜
−1. We start with H1- and H2-estimates for Xε,N − PNX by following the proof of
Theorem 1.2. By (24)-(28),
∂t(X
ε,N − PNX) = PN (U
ε
Xε,N − UX)
= PN (UXε,N − UX) + PN (U
ε
Xε,N − UXε,N )
= L(Xε,N − PNX) + PN (gXε,N − gX) + PN (U
ε
Xε,N − UXε,N ).
(225)
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Consider arbitrary t ∈ [0, Tε,N ]. By (31), (32), (223), (224), and Lemma 4.3, for any β satisfying
(40),
‖PN(gXε,N − gX)‖H˙1(T)
≤ Cλ−3M30 ‖X
ε,N −X‖
H˙
3
2
−β(T)
≤ Cλ−3M30 (‖X
ε,N − PNX‖
H˙
3
2
−β(T)
+ ‖QNX‖
H˙
3
2
−β(T)
)
≤ C(‖Xε,N − PNX‖
H˙
3
2
−β(T)
+N−
1
2−θ−βM0),
(226)
where C = C(β, λ−1M0). Here we used the naive estimate ‖QNX‖
H˙
3
2
−β ≤ CN
− 12−θ−β‖X‖H˙2+θ .
Similarly, for any β′ satisfying (37),
‖PN(gXε,N − gX)‖L2(T) ≤ C(‖X
ε,N − PNX‖
H˙
1
2
−β′(T)
+N−
3
2−θ−β
′
M0). (227)
On the other hand, by Proposition 1.2,
‖PN(U
ε
Xε,N − UXε,N )‖H˙1(T) ≤ Cε˜
θM0 + Cε˜λ
−3M40 , (228)
‖PN(U
ε
Xε,N − UXε,N )‖L2(T) ≤ Cm1ε˜M0 + Cε˜
1+θ| ln ε˜|θM0 + Cε˜
2| ln ε˜|λ−3M40 . (229)
We argue as in the proof of Theorem 1.2 to obtain that
‖Xε,N − PNX‖C[0,Tε,N ]H˙2(T)
≤ C(lnN)
1
2 (N−
1
2−θ−β + ε˜θ)M0, (230)
‖Xε,N − PNX‖C[0,Tε,N ]H˙1(T)
≤ C(lnN)
1
2 (N−
3
2−θ−β
′
+m1ε˜+ ε˜
1+θ| ln ε˜|θ)M0, (231)
‖Xε,N − PNX‖C[0,Tε,N ]H1/2(T)
≤ C(N−
3
2−θ−β
′
+m1ε˜+ ε˜
1+θ| ln ε˜|θ)M0. (232)
By interpolation between (230) and (231),
‖Xε,N − PNX‖
C[0,Tε,N ]H˙
3
2
−β(T)
≤ C(lnN)
1
2 (N−
1
2−θ−β + ε˜θ)
1
2−β(N−
3
2−θ−β
′
+ ε˜)
1
2+βM0. (233)
To this end, consider the equation for Eε,N , ∂s(X
ε,N − PNX). By (225),
∂tEε,N = LEε,N + PN∂s(gXε,N − gX) + PN∂s(U
ε
Xε,N − UXε,N ), (234)
Eε,N (0) = 0. (235)
Let Eε,N = E
(1)
ε,N + E
(2)
ε,N , where E
(1)
ε,N and E
(2)
ε,N solve
∂tE
(1)
ε,N = LE
(1)
ε,N + PN∂s(gXε,N − gX), E
(1)
ε,N (0) = 0, (236)
∂tE
(2)
ε,N = LE
(2)
ε,N + PN∂s(U
ε
Xε,N − UXε,N ), E
(2)
ε,N (0) = 0, (237)
respectively.
First we derive an estimate for E
(2)
ε,N . By (228), for all 1 ≤ n ≤ N ≤ c∗ε˜
−1,
‖Pn∂s(U
ε
Xε,N − UXε,N )‖H˙θ(T) ≤ C(θ, λ
−1M0)M0 · ε˜
θnθ. (238)
Hence, by Lemma B.1 and (228),
‖E
(2)
ε,N‖C[0,Tε,N ]L
2(T) ≤ ‖PN∂s(U
ε
Xε,N − UXε,N )‖L1Tε,NL
2(T)
≤ C(θ, λ−1M0, T∗)M0 · ε˜
θ.
(239)
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and for all n ∈ Z+,
‖Pn,2nE
(2)
ε,N‖C[0,Tε,N ]H˙1+θ(T)
≤ ‖P2nPN∂s(U
ε
Xε,N − UXε,N )‖L∞Tε,N H˙
θ(T)
≤ C(θ, λ−1M0)M0 · ε˜
θnθ.
(240)
Suppose N ∈ (2k∗ , 2k∗+1] with some k∗ ≥ 1. Then by Parsevel’s identity,
‖E
(2)
ε,N‖
2
C[0,Tε,N ]H˙
1+θ(T)
≤ ‖E
(2)
ε,N‖
2
C[0,Tε,N ]L
2(T) +
k∗∑
k=0
‖P2k,2k+1E
(2)
ε,N‖
2
C[0,Tε,N ]H˙
1+θ(T)
≤ C(θ, λ−1M0, T∗)M
2
0
k∗∑
k=0
ε˜2θ22kθ
≤ C(θ, λ−1M0, T∗)M
2
0 · ε˜
2θ22k∗θ
k∗∑
k=0
2−2θ(k∗−k)
≤ C(θ, λ−1M0, T∗)M
2
0 · (ε˜N)
2θ.
(241)
Next we consider E
(1)
ε,N . Combining (226) and (233), for all t ∈ [0, Tε,N ],
‖PN∂s(gXε,N − gX)‖L2(T)
≤ C
[
(lnN)
1
2 (N−
1
2−θ−β + ε˜θ)
1
2−β(N−
3
2−θ−β
′
+ ε˜)
1
2+β +N−
1
2−θ−β
]
M0,
(242)
where C = C(β, θ, λ−1M0, T∗). Moreover, for all n ∈ Z+,
‖Pn∂s(gXε,N − gX)‖H˙θ(T) ≤ Cn
θ‖PN∂s(gXε,N − gX)‖L2(T).
Then we argue as above to derive that
‖E
(1)
ε,N‖C[0,Tε,N ]H˙1+θ(T)
≤ CNθ‖PN∂s(gXε,N − gX)‖L∞Tε,NL
2(T). (243)
Combining (241)-(243),
‖Xε,N − PNX‖C[0,Tε,N ]H˙2+θ(T)
≤ C
[
(lnN)
1
2 (N−
1
2−β + (ε˜N)θ)
1
2−β(N−
3
2−β
′
+ ε˜Nθ)
1
2+β +N−
1
2−β + (ε˜N)θ
]
M0
≤ C(N−
1
2−β + (ε˜N)θ)M0,
(244)
where C = C(β, θ, λ−1M0, T∗). Here we simplify the estimate by fixing β
′ to be any small number,
and using the assumption that ε˜ ≤ c∗N
−1.
By Lemma 4.4,
‖QNX(t)‖H˙γ (T) ≤ C(e
−tN/4‖QNX0‖H˙2+θ(T) +N
−1+θM0), (245)
which implies
lim
N→+∞
‖X − PNX‖C[0,T∗]H˙2+θ(T)
= 0. (246)
Combining (31), (32), (244), (246), we may take N suitably large, which depends on λ, M0, and
X0, and then assume c∗ to be suitably small, which also depends on λ and M0, such that ‖(X
ε,N −
X)(t)‖H˙2+θ is sufficiently small for all t ∈ [0, Tε,N ] and thus
‖Xε,N(·, t)‖H˙2+θ(T) ≤
3
2
C∗M0, (247)
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and
Xε,N (·, t) satisfies the well-stretched condition with constant λ/3. (248)
This contradicts with the maximality of Tε,N , because by the well-posedness this implies that the
solutionXε,N can be extended to a longer time interval without violating (223) and (224). Therefore,
we prove that there exists c∗ > 0 and N∗ > 0, such that for all N ∈ [N∗, c∗ε˜
−1], (223) and (224)
hold for all t ∈ [0, T∗]. As a result, (230), (231), and (244) become estimates on [0, T∗].
Step 3 (Convergence and error estimates). By Lemma 4.4, for γ = 12 , 1, 2, 2 + θ and t ∈ [0, T∗],
‖QNX(t)‖H˙γ(T) ≤ CN
γ−2−θ(e−tN/4 +N−1+θ)M0, (249)
where C = C(γ, θ, λ−1M0). Combining this with (230)-(232) and (244), we can prove (38)-(42) and
thus (36). The weak-* convergence (35) can be justified in the same way as in the proof of Theorem
1.2.
5 Discussion
5.1 Improved error estimates revisited
Proposition 3.1 proves improved L2-static error estimate when m1 = 0 or when the elastic force
has zero tangential component, which leads to improved error estimates in Theorem 1.2 and Theorem
1.3. Corollary 3.1 implies that the O(ε)-leading term in the L2-static error estimate occurs only in
the tangential direction. In the following, we shall explain that these results have a clear physical
interpretation.
Consider a model problem, in which the string is represented by Y (s). Assume that Y (0) = (0, 0)
and a local part of the elastic string coincides with the segment that connects (−1, 0) and (1, 0). The
rest part of the string is assumed to be far away from the origin. This is a simplification of general
cases. Indeed, if we zoom in to any local part of a string with sufficiently regular configuration, the
local string segment is always close to being a straight line segment. Suppose that in the Eulerian
coordinate, there is a constant force along that local string segment; in other words, we assume
FY (s)/|Y
′(s)| = (f1, f2)
⊺ in that local segment, where the factor |Y ′(s)|−1 is the Jacobian between
the Eulerian and Lagrangian coordinates. We consider the velocity field with no regularization
around the origin. The elastic force from the other part of the string always contributes to a smooth
velocity field ufar around the origin. The local string segment, however, generates a flow field uloc
that is not smooth. In a small neighborhood of the origin, the tangential component behaves like a
shear flow, with opposite shear rates on two sides of the horizontal axis. Indeed,
uloc(x1, x2) =
∫ 1
−1
G((x1, x2)− (x
′
1, 0)) · (f1, f2)
⊺ dx′1
=
1
4π
∫ 1
−1
−
(f1, f2)
⊺
2
ln((x1 − x
′
1)
2 + x22) dx
′
+
f1
4π
∫ 1
−1
((x1 − x
′
1)
2, (x1 − x
′
1)x2)
⊺
(x1 − x′1)
2 + x22
dx′
+
f2
4π
∫ 1
−1
((x1 − x
′
1)x2, x
2
2)
⊺
(x1 − x′1)
2 + x22
dx′
∼ f1
(
1
π
−
|x2|
2
, 0
)⊺
+ f2
(
0,
1
2π
)⊺
+ O(|f ||x|2)
(250)
for |x| = |(x1, x2)| ≪ 1. This has been characterized by the jump condition of the tangential
component of ∇nu across the immersed boundary when the elastic force has non-zero tangential
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component there [35]. In fact, [35] derives the jump condition for the immersed boundary problem
with Navier-Stokes equation, but the same argument applies to the stationary Stokes case as well.
Compare
UY (0) = u(0, 0) = uloc(0, 0) + ufar(0, 0) (251)
with UεY (0) in the regularized case. It is known that (see (88)-(91))
UεY (0) = [u ∗ ϕε](0, 0) = [(uloc + ufar) ∗ ϕε](0, 0). (252)
By (250), the smoothness of ufar, and the fact that ϕε is supported on a disc of radius Cε,
(UεY − UY )(0) =
[
−
|x2|
2
∗ ϕε
]∣∣∣∣
(0,0)
(f1, 0)
⊺ +O(|f |ε2)
=
[
−
ε
2
∫
R2
|x2|ϕ(x1, x2) dx1dx2
]
(f1, 0)
⊺ +O(|f |ε2)
= −
m1ε
π
(f1, 0)
⊺ +O(|f |ε2).
(253)
In the last equation, we used (303) which will be proved in the Appendix. We should highlight that
the leading term in (253) agrees with that in (115); see also (170).
The calculation (253) clearly shows where the O(ε)-error comes from. Given non-zero tangential
force at a point on the string, the local tangential flow in the un-regularized case has a velocity
profile like an absolute value function in the transversal direction. When mollifying such flow field
and restricting that onto the string, an O(ε)-error is produced pointwise in the tangential component,
unless the mollifier ϕ = φ ∗φ is L2(R2)-orthogonal to that absolute value function in the transversal
direction, which is |x2| in our case. By the radial symmetry of ϕ, this orthogonality condition is
equivalent to m1 = 0. Since the normal velocity field is smoother, O(ε)-error only occurs in the
tangential component.
With this insight, it is natural to believe that when φ and ϕ are not necessarily radially symmetric,
the right condition for the improved accuracy should be m˜1(v) = 0 for any unit vector v in R
2,
where
m˜1(v) ,
∫
R2
|v × (x1, x2)| · φ ∗ φ(x1, x2) dx1dx2. (254)
Here v should be understood as the tangential direction of the string. If φ is radially symmetric,
this condition reduces to m1 = 0. However, it is not clear if this condition can be fulfilled by some
φ that is not radially symmetric.
It is noteworthy that the condition m˜1(v) = 0 can be treated as a generalization of the one-sided
first moment condition in 1-D [19], which in the continuous setting requires∫
R
max{0, x}φ(x) dx = 0. (255)
Here with abuse of notations, we use φ to denote profile of a 1-D regularized δ-function. Note that
this is equivalent to ∫
R
|x|φ(x) dx = 0 (256)
if φ is orthogonal with x. However, in our work, we propose the orthogonality condition for φ ∗ φ
instead of φ.
5.2 Improved regularized δ-functions
To this end, we show that the condition m1 = 0 for the improved accuracy is indeed achievable.
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Take an arbitrary ρ ∈ C∞0 (R
2) such that ρ ≥ 0; ρ is radially symmetric; and ρ is normalized.
Define ρr(x) = r
−2ρ(x/r). We shall look for φ in the form of
φ(x) =
1
1− c
(ρr(x) − cρ(x)) (257)
with some r ∈ (0, 1) and c ∈ (0, 1) to be determined. Obviously, such φ satisfies all the assumptions
in Theorem 1.2.
Given the ansatz, the condition m1 = 0 for φ becomes∫
R2
|x| · (ρr − cρ) ∗ (ρr − cρ) dx = 0. (258)
We simplify the left hand side as follows.∫
R2
|x| · (ρr − cρ) ∗ (ρr − cρ) dx
=
∫
R2
|x| · ρr ∗ ρr dx − 2c
∫
R2
|x| · ρr ∗ ρ dx+ c
2
∫
R2
|x| · ρ ∗ ρ dx
= r
∫
R2
|x| · ρ ∗ ρ dx− 2c
∫
R2
|x| · ρr ∗ ρ dx+ c
2
∫
R2
|x| · ρ ∗ ρ dx
(259)
All the three integrals in the last line are positive due to the assumption ρ ≥ 0. Hence, (258) admits
a root c ∈ (0, 1) as long as r ∈ (0, 1) and
(∫
R2
|x| · ρr ∗ ρ dx
)2
> r
(∫
R2
|x| · ρ ∗ ρ dx
)2
. (260)
Observe that as r → 0, the right hand side converges to 0, while the left hand side
lim
r→0
(∫
R2
|x| · ρr ∗ ρ dx
)2
=
(∫
R2
|x|ρ dx
)2
> 0. (261)
This implies that there exists r ∈ (0, 1) such that (260) holds; in practice, such r does not have to
be extremely small. Then we can solve for desired c ∈ (0, 1) so that (258) holds, which completes
the construction of φ.
In the numerical immersed boundary method, choice of the regularized δ-function plays a crucial
role in many aspects. Lots of efforts have been made to design a good regularized δ-function, or
to better understand its effect in the accuracy of the immersed boundary method or some other
problems with singular source terms [1, 19, 24, 25, 27, 36, 37, 38, 39, 40, 41]. In the continuous
case, our analysis suggests that one can indeed attain improved accuracy by suitably choosing the
regularized δ-function. It is then worthwhile to investigate if the such improvement is possible in
the discrete case.
5.3 Future problems
In the paper, we introduce the regularized immersed boundary problem to mimic its discrete
counterpart in the numerical immersed boundary method. As the convergence and error estimates
have been obtained in the continuous case, it is natural to ask if it is possible to derive an error
bound in the discrete and dynamic setting for the immersed boundary method, at least for problems
with stationary Stokes equations. Some static error estimates for the velocity field and pressure
have been obtained in the discrete case by assuming regularity of the string and the force along it
[24, 25, 26]. [26] also studies a simplified dynamic model problem and obtains its time-dependent
error bound. An a posteriori analysis of the time-dependent error is performed in a recent work
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[42]. However, a complete theory of dynamic error estimate for the numerical immersed boundary
method is far from being established.
Besides the numerical issues, one question in analysis that has not been answered in this work is
whether or not there is convergence from Xε to X without extra assumptions (i) and (ii). According
to Remark 1.3, we may have to look more closely at high frequencies in the string configuration.
Justification of the convergence or a counterexample would be both very interesting.
In this work, we only focus on comparing the string dynamics in the regularized and the original
Stokes immersed boundary problems. It is also important to formulate convergence and error esti-
mates for other quantities such as velocity field and pressure. Such convergence should be expected
in the (ε,N)-regularized problem as the convergence in the string motion has been established. The
subtlety lies in the choice of function spaces in which convergence is established, because the veloc-
ity field and pressure in the un-regularized problem is not smooth around the immersed string even
though the string configuration and the string velocity are smooth. It is also noteworthy that the
condition m1 = 0 may not necessarily lead to improved accuracy in the velocity field and pressure,
as it only aims at representing the velocity accurately along the string, but not in its neighborhood.
Yet, if the string motion is tracked with higher accuracy, it is possible to come up with a separate
scheme to find out the velocity field and pressure more accurately, which may involve a different
regularization or other technicality.
Generalizing this work to the immersed boundary problem with Navier-Stokes equation might
be challenging. To the best of our knowledge, the well-posedness of the un-regularized problem in
the Navier-Stokes case is still open, although there have been many related results on the interface
dynamics of two-fluid system [31, 32, 33].
A Proofs of Auxiliary Results
A.1 Proof of Lemma 3.1
Proof of Lemma 3.1. In what follows, we use ∂sS(|Y
′|, ·) to denote the partial derivative with respect
to the second variable only, but we use S′ to denote total derivative in s.
We first show (84). By the definition of FY and the Assumption (a),
|(SY ′)′(s)|
≤ |SY ′′(s)|+ |∂sS(|Y
′(s)|, s)||Y ′(s)|+ |∂pS(|Y
′(s)|, s)||Y ′(s)| ·
|Y ′(s)||Y ′′(s)|
|Y ′(s)|
≤ Cµ(|Y ′(s)|+ |Y ′′(s)|).
(262)
(85) with θ = 0 follows immediately.
To show (85) with θ ∈ (0, 1), we calculate
FY (s+ τ)− FY (s)
= S(|Y ′(s+ τ)|, s+ τ)Y ′′(s+ τ)− S(|Y ′(s)|, s)Y ′′(s)
+ ∂sS(|Y
′(s+ τ)|, s+ τ)Y ′(s+ τ)− ∂sS(|Y
′(s)|, s)Y ′(s)
+ ∂pS(|Y
′(s+ τ)|, s+ τ)
Y ′(s+ τ) · Y ′′(s+ τ)
|Y ′(s+ τ)|
Y ′(s+ τ)
− ∂pS(|Y
′(s)|, s)
Y ′(s) · Y ′′(s)
|Y ′(s)|
Y ′(s).
(263)
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By the Assumption (a) and the choice of µ in (86), it is not difficult to derive that
|FY (s+ τ) − FY (s)|
≤ Cµ
(
|τ |+
|Y ′(s+ τ)− Y ′(s)|
c‖Y ′′‖L2
)
|Y ′′(s+ τ)|+ Cµ|Y ′′(s+ τ) − Y ′′(s)|
+ Cµ
(
|τ | +
|Y ′(s+ τ) − Y ′(s)|
c‖Y ′′‖L2
)
|Y ′(s+ τ)|+ Cµ|Y ′(s+ τ) − Y ′(s)|
≤ Cµ
(
|τ |+
‖Y ′(·+ τ)− Y ′(·)‖L∞
c‖Y ′′‖L2
)
|Y ′′(s+ τ)| + Cµ|Y ′′(s+ τ)− Y ′′(s)|
+ Cµ|τ ||Y ′(s+ τ)| + Cµ|Y ′(s+ τ)− Y ′(s)|.
(264)
Hence, by Sobolev embedding,
‖FY (·+ τ)− FY (·)‖L2s(T) ≤ Cµ|τ |‖Y
′′‖L2 + Cµ‖Y
′′(·+ τ) − Y ′′(·)‖L2 . (265)
By the equivalent definitions of the H˙θ(T)-semi-norm,
‖FY ‖
2
H˙θ(T)
≤ Cθ
∫ 1
−1
‖FY (·+ τ) − FY (·)‖
2
L2s
|τ |1+2θ
dτ ≤ Cθµ
2‖Y ‖2
H˙2+θ(T)
. (266)
This proves (85).
A.2 Properties of f2 and f3
In this section, we shall prove estimates for the auxiliary functions f2 and f3. For convenience,
we recall their definitions in Section 3.2.
f1(x) =
x
π
∫
R2
eixη1
−iη1η
2
2
(η21 + η
2
2)
2
ϕˆ(η) dη, (267)
f2(x) =
x
π
∫
R2
eixη1
−iη1(η
2
1 − η
2
2)
(η21 + η
2
2)
2
ϕˆ(η) dη, (268)
f3(x) = f1(x)− 1. (269)
Proof of Lemma 3.2. The proof involves repeated integration by parts in the formulas of f1, f2, and
f3.
Since ϕ is smooth and compactly supported, ϕˆ is smooth and decays sufficiently fast at ∞.
Hence, the integrals in (267) and (268) are absolutely integrable; in addition,∫
R
−iη1η
2
2
(η21 + η
2
2)
2
ϕˆ(η) dη2 and
∫
R
−iη1(η
2
1 − η
2
2)
(η21 + η
2
2)
2
ϕˆ(η) dη2
decays fast as η1 → ±∞. This implies that f1(0) = f2(0) = 0, and f1 and f2 are smooth functions
in x. Therefore, f3(0) = −1 and f3 is also smooth on R.
We start by considering
g1(x) =
f1(x)
x
=
1
π
∫
R2
eixη1
−iη1η
2
2
(η21 + η
2
2)
2
ϕˆ(η) dη. (270)
Since
η1η
2
2
(η21 + η
2
2)
2
=
∂
∂η2
(
1
2
arctan
η2
η1
−
η1η2
2(η21 + η
2
2)
)
(271)
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whenever η1 6= 0, by integration by parts first in η2 and then in η1, we derive that
g1(x) =
i
2π
∫
R2\{η1=0}
eixη1
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η2 ϕˆ(η) dη
= lim
M→+∞
1
2πx
∫
(BM\B1/M )∩{η1>0}
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η2 ϕˆ(η) de
ixη1dη2
+ lim
M→+∞
1
2πx
∫
(BM\B1/M )∩{η1<0}
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η2 ϕˆ(η) de
ixη1dη2
=
1
2πx
lim
M→+∞
∫
∂BM\{η1=0}
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η2 ϕˆ(η) ·
η1
M
dσ
−
1
2πx
lim
M→+∞
∫
∂B1/M\{η1=0}
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η2 ϕˆ(η) ·
η1
M−1
dσ
−
1
2πx
lim
M→+∞
∫
[−M,−1/M ]∪[1/M,M ]
π
2
sgn(η2) · ∂η2 ϕˆ(0, η2) dη2
+
1
2πx
lim
M→+∞
∫
[−M,−1/M ]∪[1/M,M ]
π
2
sgn(−η2) · ∂η2 ϕˆ(0, η2) dη2
− lim
M→+∞
1
2πx
∫
(BM\B1/M )\{η1=0}
eixη1 ·
∂
∂η1
[(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η2 ϕˆ(η)
]
dη1dη2.
(272)
Here we did integration by parts separately in the regions divided by {η1 = 0} because arctan
η2
η1
is
discontinuous across that line. Indeed,
lim
η1→0±
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
=
π
2
sgn(±η2), ∀ η2 6= 0.
By the fast decay of ∂η2 ϕˆ at∞, the first term is 0. The second term is also zero as the perimeter of
the circle shrinks to zero while the integrand stays bounded. Hence,
g1(x) = −
1
2x
∫
R
sgn(η2) · ∂η2 ϕˆ(0, η2) dη2
−
1
2πx
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η2 ϕˆ(η)
]
dη1dη2
=
1
x
−
1
2πx
∫
R2\{η1=0}
eixη1
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η1η2ϕˆ(η) dη1dη2
+
1
πx
∫
R2\{η1=0}
eixη1 ·
η32
(η21 + η
2
2)
2
· ∂η2 ϕˆ(η) dη1dη2.
(273)
Here we used the fact that∫
R
sgn(η2) · ∂η2 ϕˆ(0, η2) dη2 =
∫
R+
∂η2 ϕˆ(0, η2) dη2 −
∫
R−
∂η2 ϕˆ(0, η2) dη2 = −2ϕˆ(0) = −2. (274)
Observing that
η32
(η21 + η
2
2)
2
=
∂
∂η2
(
1
2
ln(η21 + η
2
2) +
1
2
η21
η21 + η
2
2
)
, (275)
whenever (η1, η2) 6= 0, we perform integration by parts in η2 to obtain that
f3(x) = xg1(x)− 1
= −
1
2π
∫
R2\{η1=0}
eixη1
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η1η2 ϕˆ(η) dη1dη2
−
1
2π
∫
R2\{η1=0}
eixη1
(
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂η2η2 ϕˆ(η) dη1dη2.
(276)
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Since ϕˆ is symmetric with respect to the axis {η1 = 0}, ∂η1η2 ϕˆ(η) = 0 when η1 = 0. This implies
that the integrand in (276) is continuous away from (0, 0). Hence, by integration by parts in η1,
f3(x) = −
i
2πx
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η1η2 ϕˆ(η)
]
dη1dη2
−
i
2πx
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂η2η2 ϕˆ(η)
]
dη1dη2
= −
i
2πx
∫
R2\{η1=0}
eixη1
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η1η1η2 ϕˆ(η) dη1dη2
−
i
2πx
∫
R2\{η1=0}
eixη1 ·
−2η32
(η21 + η
2
2)
2
· ∂η1η2ϕˆ(η) dη1dη2
−
i
2πx
∫
R2\{η1=0}
eixη1
(
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂η1η2η2 ϕˆ(η) dη1dη2
−
i
2πx
∫
R2\{η1=0}
eixη1 ·
2η31 + 4η1η
2
2
(η21 + η
2
2)
2
· ∂η2η2 ϕˆ(η) dη1dη2.
(277)
Thanks to (275), the second term coincides with the third term. Moreover,
2η31 + 4η1η
2
2
(η21 + η
2
2)
2
=
∂
∂η2
(
3 arctan
η2
η1
−
η1η2
η21 + η
2
2
)
.
Hence,
f3(x) = −
i
2πx
∫
R2\{η1=0}
eixη1
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η1η1η2ϕˆ(η) dη1dη2
−
i
πx
∫
R2\{η1=0}
eixη1
(
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂η1η2η2 ϕˆ(η) dη1dη2
+
i
2πx
∫
R2\{η1=0}
eixη1
(
3 arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η2η2η2 ϕˆ(η) dη1dη2.
(278)
Recall that m2 is defined in (18). Since ϕˆ is radially symmetric,
∂η1η1 ϕˆ(0) = ∂η2η2ϕˆ(0) = −
∫
R2
x21 · ϕ(x1, x2) dx1dx2 = −
1
2
m2. (279)
To this end, we perform further integration by parts to (278) and proceed as in (272) and (273) to
find that,
f3(x) = −
1
x2
∂η1η1 ϕˆ(0) +
3
x2
∂η2η2 ϕˆ(0)
+
1
2πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η1η1η2 ϕˆ(η)
]
dη1dη2
+
1
πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂η1η2η2 ϕˆ(η)
]
dη1dη2
−
1
2πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
3 arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η2η2η2 ϕˆ(η)
]
dη1dη2
, −m2x
−2 + (f3,1(x) + f3,2(x) + f3,3(x))x
−2.
(280)
Note that the term −m2x
−2 arises from the discontinuity of arctan η2η1 across {η1 = 0}. Since the
integrands in f3,i are all absolutely integrable, by the Riemann-Lebesgue Lemma,
f3,1(x) + f3,2(x) + f3,3(x)→ 0, as x→ ±∞. (281)
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This together with the smoothness of f3 implies that there exists a universal C > 0, such that
|f3(x)| ≤
C
1 + x2
. (282)
Next we prove estimates for f ′3 and f
′′
3 . It suffices to consider f
′
3,i and f
′′
3,i. We start with f3,1
and derive as in (273), (275), and (276),
f3,1(x) =
1
2π
∫
R2\{η1=0}
eixη1
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η1η1η1η2 ϕˆ(η) dη1dη2
+
1
2π
∫
R2\{η1=0}
eixη1
(
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂η1η1η2η2 ϕˆ(η) dη1dη2.
(283)
Notice that this is in a form similar to (276). We proceed as in (277), (278), and (280) to obtain
that
f3,1(x) =
1
x2
∂4η1 ϕˆ(0)−
3
x2
∂2η1∂
2
η2 ϕˆ(0)
−
1
2πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂4η1∂η2ϕˆ(η)
]
dη1dη2
−
1
πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂3η1∂
2
η2 ϕˆ(η)
]
dη1dη2
+
1
2πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
3 arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂2η1∂
3
η2 ϕˆ(η)
]
dη1dη2.
(284)
Hence, for k = 1, 2,
(x2f3,1)
(k)(x)
= −
1
2π
∫
R2\{η1=0}
eixη1(iη1)
k ∂
∂η1
[(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂4η1∂η2ϕˆ(η)
]
dη1dη2
−
1
π
∫
R2\{η1=0}
eixη1(iη1)
k ∂
∂η1
[(
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂3η1∂
2
η2 ϕˆ(η)
]
dη1dη2
+
1
2π
∫
R2\{η1=0}
eixη1(iη1)
k ∂
∂η1
[(
3 arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂2η1∂
3
η2 ϕˆ(η)
]
dη1dη2.
(285)
We apply the Riemann-Lebesgue Lemma as before to claim that (x2f3,1)
(k) stays bounded as x →
±∞ for k = 0, 1, 2. Similarly, we can rewrite f3,2 and f3,3 as
f3,2(x) = −
12
x2
∂2η1∂
2
η2 ϕˆ(0)
−
1
πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂3η1∂
2
η2 ϕˆ(η)
]
dη1dη2
+
2
πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
3 arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂2η1∂
3
η2ϕˆ(η)
]
dη1dη2
+
1
πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
2 ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂η1∂
4
η2 ϕˆ(η)
]
dη1dη2,
(286)
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and
f3,3(x) = −
3
x2
∂2η1∂
2
η2 ϕˆ(0) +
5
x2
∂4η2ϕˆ(0)
+
1
2πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
3 arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂2η1∂
3
η2 ϕˆ(η)
]
dη1dη2
+
1
πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
2 ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂η1∂
4
η2 ϕˆ(η)
]
dη1dη2
−
1
2πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
5 arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂5η2 ϕˆ(η)
]
dη1dη2.
(287)
They give similar estimates as those for f3,1 as x → ±∞. Combining them with (280) and by the
smoothness of f3 on R, we prove that for k = 0, 1, 2,
|f
(k)
3 (x)| ≤
C
1 + |x|k+2
.
If in addition, m2 = 0, f3 enjoys the following improved estimate for k = 0, 1, 2,
|f
(k)
3 (x)| ≤
C
1 + x4
.
We analyze f2(x) using the same approach. Noticing that
η1(η
2
1 − η
2
2)
(η21 + η
2
2)
2
=
∂
∂η2
(
η1η2
η21 + η
2
2
)
, (288)
we calculate in a similar manner,
f2(x) =
ix
π
∫
R2\{η1=0}
eixη1
η1η2
η21 + η
2
2
∂η2 ϕˆ(η) dη
= −
1
π
∫
R2\{η1=0}
eixη1
∂
∂η1
[
η1η2
η21 + η
2
2
∂η2ϕˆ(η)
]
dη1dη2
= −
1
π
∫
R2\{η1=0}
eixη1
(
η1η2
η21 + η
2
2
∂η1η2 ϕˆ(η) +
−η21η2 + η
3
2
(η21 + η
2
2)
2
∂η2 ϕˆ(η)
)
dη1dη2.
(289)
Since
−η21η2 + η
3
2
(η21 + η
2
2)
2
=
∂
∂η2
(
1
2
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
, (290)
by integration by parts,
f2(x)
=
i
πx
∫
R2\{η1=0}
eixη1
∂
∂η1
[
−
η1η2
η21 + η
2
2
∂η1η2ϕˆ(η) +
(
1
2
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂η2η2 ϕˆ(η)
]
dη1dη2
= −
i
πx
∫
R2\{η1=0}
eixη1 ·
η1η2
η21 + η
2
2
∂η1η1η2 ϕˆ(η) dη1dη2
+
2i
πx
∫
R2\{η1=0}
eixη1
(
1
2
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂η1η2η2 ϕˆ(η) dη1dη2
+
i
πx
∫
R2\{η1=0}
eixη1 ·
η31 + 3η1η
2
2
(η21 + η
2
2)
2
· ∂η2η2ϕˆ(η) dη1dη2.
(291)
Since
η31 + 3η1η
2
2
(η21 + η
2
2)
2
=
∂
∂η2
(
2 arctan
η2
η1
−
η1η2
η21 + η
2
2
)
, (292)
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we proceed as in (278) and (280) to obtain that
f2(x) = 2m2x
−2 +
1
πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[
η1η2
η21 + η
2
2
· ∂η1η1η2 ϕˆ(η)
]
dη1dη2
−
2
πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
1
2
ln(η21 + η
2
2) +
η21
η21 + η
2
2
)
∂η1η2η2 ϕˆ(η)
]
dη1dη2
+
1
πx2
∫
R2\{η1=0}
eixη1
∂
∂η1
[(
2 arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η2η2η2 ϕˆ(η)
]
dη1dη2.
(293)
Again by the Riemann-Lebesgue Lemma, the last three terms are o(x−2) as x → ±∞. Combining
this with the smoothness of f2, we conclude that there exists a universal C > 0, such that
|f2(x)| ≤
C
1 + x2
. (294)
Bounds for the derivatives of f2 and the improved estimates when m2 = 0 can be justified in the
same way as that for f3. We omit the details.
Proof of Lemma 3.3. We start from f2. By (289),∫
R
f2(x) dx = fˆ2(0) = lim
η1→0
−2
∫
R
η1η2
η21 + η
2
2
∂η1η2ϕˆ(η) dη2
+ lim
η1→0
−2
∫
|η2|>δ′
(
−η2
η21 + η
2
2
+
2η32
(η21 + η
2
2)
2
)
∂η2 ϕˆ(η) dη2
+ lim
η1→0
−2
∫
|η2|≤δ′
(
−η2
η21 + η
2
2
+
2η32
(η21 + η
2
2)
2
)
(∂η2 ϕˆ(η)− ∂η2 ϕˆ(η1, 0)) dη2
, I1 + I2 + I3,
(295)
where δ′ > 0 is arbitrary. Here in the last term, we used the fact that the first factor in the integrand
is odd in η2. By the dominated convergence theorem,
I1 + I2 = −2
∫
|η2|>δ′
1
η2
· ∂η2 ϕˆ(0, η2) dη2. (296)
For I3,
|I3| ≤ C‖∂η2η2 ϕˆ‖L∞(R2)
∫
|η2|≤δ′
|η2|
|η2|
dη2 ≤ Cδ
′, (297)
where C > 0 is a universal constant only depending on ϕ. Since δ′ > 0 is arbitrary,∫
R
f2(x) dx = −2 · p.v.
∫
R
1
η2
∂η2 ϕˆ(0, η2) dη2. (298)
In a similar fashion, thanks to (273), one can justify that∫
R
f3(x) dx = lim
η1→0
∫
R
−
(
arctan
η2
η1
−
η1η2
η21 + η
2
2
)
∂η1η2ϕˆ(η) + 2
η32
(η21 + η
2
2)
2
· ∂η2ϕˆ(η) dη2
= 2 · p.v.
∫
R
1
η2
∂η2 ϕˆ(0, η2) dη2.
(299)
We then calculate that
p.v.
∫
R
1
η2
∂η2 ϕˆ(0, η2) dη2 = lim
δ′→0
∫
|η2|≥δ′
dη2
1
η2
·
∂
∂η2
∫
R2
e−ix2η2ϕ(x1, x2) dx1dx2
= lim
δ′→0
∫
R2
[∫
|η2|≥δ′
1
η2
e−ix2η2 dη2
]
(−ix2)ϕ(x1, x2) dx1dx2.
(300)
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It is known that∫
|η2|≥δ′
1
η2
e−ix2η2 dη2 =
∫
|η2|≥δ′
−i sin(x2η2)
η2
dη2 = −i · sgn(x2)
∫
|η2|≥|x2|δ′
sin(η2)
η2
dη2 (301)
is uniformly bounded in x2 and δ
′, which converges to −iπ · sgn(x2) as δ
′ → 0+. Applying the
dominated convergence theorem to (300), we obtain that
p.v.
∫
R
1
η2
∂η2ϕˆ(0, η2) dη2 =
∫
R2
(−iπ · sgn(x2))(−ix2)ϕ(x1, x2) dx1dx2
= − π
∫
R2
|x2|ϕ(x1, x2) dx1dx2 = −2m1.
(302)
Indeed, by the radial symmetry of ϕ,∫
R2
|x2|ϕ(x1, x2) dx1dx2 =
∫ ∞
0
∫ 2pi
0
r2| sin θ| · ϕ(r) dθdr = 4
∫ ∞
0
r2ϕ(r) dr =
2m1
π
. (303)
This completes the proof.
B A Priori Estimates Involving L = −14(−∆)
1/2
Lemma B.1. Let PN be defined by (29) and (30) with N > 1. Assume Z0 ∈ H
l+1(T) with l ≥ 0,
and f ∈ L∞T H
l(T) for T > 0. The model equation
∂tZ(s, t) = LZ(s, t) + PNf(s, t), Z(s, 0) = Z0(s), s ∈ T, t ≥ 0 (304)
has a unique solution Z ∈ C[0,T ]H
l+1(T), satisfying that
‖Z‖C[0,T ]L2(T) ≤ ‖Z0‖L2(T) + ‖PNf‖L1TL2(T). (305)
‖Z‖C[0,T ]H˙l+1(T) ≤ ‖Z0‖H˙l+1(T) + C(lnN)
1/2‖PNf‖L∞T H˙l(T)
. (306)
With abuse of notations, H˙0(T) is understood as L2(T).
More generally, for arbitrary 1 ≤ n1 < n2 ≤ N , define Pn1,n2 = Pn2 − Pn1 . Then
‖Pn1,n2Z‖C[0,T ]H˙l+1(T) ≤ ‖Pn1,n2Z0‖H˙l+1(T) + C
(
1 + ln
n2
n1
)1/2
‖Pn1,n2f‖L∞T H˙l(T)
. (307)
Proof. Since {etL}t≥0 is a strongly continuous contraction semigroup on H
l+1(T) and L2(T), while
Z0 and PNf(·, t) ∈ H
l+1(T), we obtain
Z(s, t) = etLZ0(s) +
∫ t
0
e(t−t
′)LPNf(s, t
′) dt′, (308)
as a solution in C[0,T ]H
l+1(T). This also implies (305). The uniqueness in C[0,T ]H
l+1(T) follows
from that in L2TH
l+1(T); the latter can be proved by a classic energy estimate.
Now it suffices to show (307), since (306) follows from (305) and (307). Applying Pn1,n2 to (308),
we first find that
‖etLPn1,n2Z0‖H˙l+1(T) ≤ e
−n1t/4‖Pn1,n2Z0‖H˙l+1(T), ∀ t ≥ 0. (309)
Then consider the integral in (308). By Parseval’s identity,
∥∥∥∥
∫ t
0
e(t−t
′)LPn1,n2f(s, t
′) dt′
∥∥∥∥
2
H˙l+1(T)
= C
∑
|k|∈(n1,n2]
|k|2(l+1)
∣∣∣∣
∫ t
0
e−
1
4 |k|(t−t
′)fˆk(t
′) dt′
∣∣∣∣
2
. (310)
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By Cauchy-Schwarz inequality,
∑
|k|∈(n1,n2]
|k|2(l+1)
∣∣∣∣
∫ t
0
e−
1
4 |k|(t−t
′)fˆk(t
′) dt′
∣∣∣∣
2
≤
∑
|k|∈(n1,n2]
|k|2(l+1)
∫ t
0
e−
1
4 |k|(t−t
′) dt′
∫ t
0
e−
1
4 |k|(t−t
′)|fˆk(t
′)|2 dt′
≤
∑
|k|∈(n1,n2]
∫ t
0
|k|e−
1
4 |k|(t−t
′) · |k|2l|fˆk(t
′)|2 dt′.
(311)
Suppose t ≥ n−11 . Then
∑
|k|∈(n1,n2]
∫ t
0
|k|e−
1
4 |k|(t−t
′) · |k|2l|fˆk(t
′)|2 dt′
=
∑
|k|∈(n1,n2]
∫ t−n−11
0
+
∫ t
t−n−11
|k|e−
1
4 |k|(t−t
′) · |k|2l|fˆk(t
′)|2 dt′.
(312)
For t′ ≤ t− n−11 ,
|k|e−
1
4 |k|(t−t
′) ≤ Cn1e
− 14n1(t−t
′), ∀ |k| ≥ n1. (313)
For t′ ∈ [t− n−11 , t],
|k|e−
1
4 |k|(t−t
′) ≤ min
{
C
t− t′
, n2
}
, ∀ |k| ≤ n2. (314)
Hence, by Parseval’s identity,
∑
|k|∈(n1,n2]
∫ t
0
|k|e−
1
4 |k|(t−t
′) · |k|2l|fˆk(t
′)|2 dt′
≤ C
∫ t−n−11
0
n1e
− 14n1(t−t
′)
∑
|k|∈(n1,n2]
|k|2l|fˆk(t
′)|2 dt′
+
∫ t
t−n−11
min
{
C
t− t′
, n2
} ∑
|k|∈(n1,n2]
|k|2l|fˆk(t
′)|2 dt′
= C
(
C
∫ t−n−11
0
n1e
− 14n1(t−t
′) dt′ +
∫ t
t−n−11
min
{
C
t− t′
, n2
}
dt′
)
‖Pn1,n2f‖
2
L∞T H˙
l(T)
≤ C
(
1 + ln
n2
n1
)
‖Pn1,n2f‖
2
L∞T H˙
l(T)
.
(315)
The case of t ≤ n−11 can be justified in the same way.
Combining (308), (309), (310), and (315), we prove (307).
Lemma B.2. Let QN = Id − PN with N > 1. Assume Z0 ∈ H
l+γ(T) with l ≥ 0 and γ ∈ [0, 1),
and f ∈ L∞T H
l(T) for T > 0. The model equation
∂tZ(s, t) = LZ(s, t) +QNf(s, t), Z(s, 0) = QNZ0(s), s ∈ T, t ≥ 0 (316)
has a unique solution Z ∈ C[0,T ]H
l+γ(T), satisfying that Z = QNZ, and for all t ∈ [0, T ],
‖Z(t)‖H˙l+γ(T) ≤ e
−tN/4‖QNZ0‖H˙l+γ(T) + CN
γ−1‖QNf‖L∞T H˙l
. (317)
With abuse of notations, H˙0(T) is understood as L2(T).
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Proof. Once again,
Z(s, t) = etLQNZ0(s) +
∫ t
0
e(t−t
′)LQNf(s, t
′) dt′, (318)
gives a unique solution in C[0,T ]H
l+γ(T). Obviously, Z = QNZ.
It is known that
‖etLQNZ0‖H˙l+γ(T) ≤ e
−tN/4‖QNZ0‖H˙l+γ(T). (319)
For the second term in (318), by Parseval’s identity,
∥∥∥∥
∫ t
0
e(t−t
′)LQNf(s, t
′) dt′
∥∥∥∥
2
H˙l+γ(T)
= C
∑
|k|>N
|k|2(l+γ)
∣∣∣∣
∫ t
0
e−
1
4 |k|(t−t
′)fˆk(t
′) dt′
∣∣∣∣
2
≤ C
∑
|k|>N
|k|2(l+γ)
∫ t
0
e−
1
4 |k|(t−t
′) dt′
∫ t
0
e−
1
4 |k|(t−t
′)|fˆk(t
′)|2 dt′
≤ C
∑
|k|>N
∫ t
0
|k|2γ−1e−
1
4 |k|(t−t
′) · |k|2l|fˆk(t
′)|2 dt′
≤ C
∫ t
0
|t− t′|−(2γ−1)e−
1
8 |N |(t−t
′)
∑
|k|>N
|k|2l|fˆk(t
′)|2 dt′
≤ CN2γ−2‖QNf‖
2
L∞T H˙
l .
(320)
This completes the proof.
C A Priori Estimates involving gY
This section aims at proving estimates concerning gY in Section 4, which improves the results in
[2]. We first recall some previous results.
Let Y ∈ H2(T). Denote τ = s′ − s ∈ [−π, π). For s′ 6= s, with abuse of notations, define
L(s, s′) =
Y (s′)− Y (s)
τ
, M(s, s′) =
Y ′(s′)− Y ′(s)
τ
, N(s, s′) =
L(s, s′)− Y ′(s)
τ
. (321)
and
L(s, s) = Y ′(s), M(s, s) = Y ′′(s), N(s, s) =
1
2
Y ′′(s). (322)
Then L, M , and N enjoy the follows estimates.
Lemma C.1 ([2], Lemma 3.1). With the notations above,
1. For ∀ 1 < p ≤ q ≤ ∞ and any interval I ⊂ T satisfying 0 ∈ I
‖L(s, s′)‖Lqs(T)Lps′(s+I)
≤ C|I|1/q‖Y ′‖Lp(T), (323)
‖M(s, s′)‖Lqs(T)Lps′(s+I)
≤ C|I|1/q‖Y ′′‖Lp(T), (324)
‖N(s, s′)‖Lqs(T)Lps′(s+I)
≤ C|I|1/q‖Y ′′‖Lp(T), (325)
where the constants C > 0 only depend on p and q. Here
‖f(s, s′)‖Lqs(T)Lps′(s+I)
,
∥∥∥‖f(s, s′)‖Lp
s′
(s+I)
∥∥∥
Lqs(T)
.
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2. For ∀ s, s′ ∈ T,
|L(s, s′)| ≤ 2MY ′(s), |M(s, s′)| ≤ 2MY ′′(s), |N(s, s′)| ≤ 2MY ′′(s). (326)
In particular,
|L(s, s′)| ≤ C‖Y ′‖L∞(T). (327)
Lemma C.2 ([2], Remark 2.1, Lemma 3.5, Lemma 3.6, and Lemma C.1). We have
gY (s) =
1
4π
p.v.
∫
T
(
−
|Y ′(s′)|2
|L|2
+
2(L · Y ′(s′))2
|L|4
− 1
)
L
τ
+
(
1
τ
−
τ
4 sin2( τ2 )
)
Lds′, (328)
and
g′Y (s) =
∫
T
Γ1(s, s
′) ds′, (329)
where for s 6= s′,
4πΓ1(s, s
′)
=
(Y ′(s)− L) ·N
|L|2
M −
2(N · L)(Y ′(s) · L)
|L|4
M −
(
τ2 − 4 sin2( τ2 )
4τ sin2( τ2 )
)
M
+
(M − 2N) ·M
|L|2
Y ′(s) +
2(N · L)(L ·M)
|L|4
Y ′(s)
+
2(L ·M)(L · (M −N))(L · Y ′(s))
|L|6
L+
2((N −M) ·M)(L · Y ′(s))
|L|4
L
+
2(L ·M)(L · Y ′(s′))
|L|4
N +
2(N ·M)(L · Y ′(s′))
|L|4
L
+
2(L ·M)(N · Y ′(s′))
|L|4
L−
6(L ·M)(L · Y ′(s′))(L ·N)
|L|6
L.
(330)
Moreover,
g′′Y (s) =
∫
T
∂sΓ1(s, s
′) ds′. (331)
We first prove Lemma 4.1.
Proof of Lemma 4.1. With τ = s′ − s, we calculate
∂sL(s, s
′) = N(s, s′), (332)
∂sM(s, s
′) =
Y ′(s′)− Y ′(s)− τY ′′(s)
τ2
=
M(s, s′)− Y ′′(s)
τ
, (333)
∂sN(s, s
′) =
Y (s′)− Y (s)− τY ′(s)− τ
2
2 Y
′′(s)
τ3
. (334)
We claim that, by taking s-derivative in (330),
|∂sΓ1(s, s
′)|
≤ Cλ−2‖Y ′‖L∞(T)(|∂sM ||M |+ |∂sM ||N |+ |∂sN ||M |)
+ Cλ−3‖Y ′‖L∞(T)|M ||N |(|M |+ |N |)
+ Cλ−2|Y ′′(s)||M |(|M |+ |N |) + C|M |+ C|τ ||∂sM |.
(335)
In fact, on the right hand side, the first term bounds all the terms in ∂sΓ1(s, s
′) whenever the s-
derivative falls on M or N in (330); the second term comes from the terms when the derivative falls
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on L, including those in the denominators; the third term shows up because the derivative may hit
Y ′(s); and the last two terms come from the s-derivative of the third term in (330).
By Lemma C.2, it suffices to bound∥∥∥∥
∫
T
|∂sΓ1(s, s+ τ)| dτ
∥∥∥∥
L2s(T)
. (336)
It is not difficult to show that by Lemma C.1 and (333),∥∥∥∥
∫
T
λ−3‖Y ′‖L∞(T)|M ||N |(|M |+ |N |)
+ λ−2|Y ′′(s)||M |(|M |+ |N |) + |M |+ |τ ||∂sM | dτ
∥∥∥∥
L2s(T)
≤ Cλ−3‖Y ′‖L∞(T)‖M‖L∞s L2s′(T)
‖N‖L∞s L2s′(T)
‖MY ′′‖L2(T)
+ Cλ−2‖Y ′′‖L2(T)‖M‖L∞s L2s′(T)
(‖M‖L∞s L2s′(T)
+ ‖N‖L∞s L2s′(T)
)
+ C‖Y ′′‖L2(T)
≤ Cλ−3‖Y ′′‖4L2(T).
(337)
We still need to show∥∥∥∥
∫
T
|∂sM ||M |+ |∂sM ||N |+ |∂sN ||M | dτ
∥∥∥∥
L2s(T)
≤ C‖Y ‖2
H˙9/4(T)
. (338)
Notice that
N(s, s′) =
1
τ2
∫ τ
0
Y ′(s+ η)− Y ′(s) dη, (339)
∂sM(s, s
′) =
1
τ2
∫ τ
0
Y ′′(s+ η)− Y ′′(s) dη, (340)
∂sN(s, s
′) =
1
τ3
∫ τ
0
∫ η
0
Y ′′(s+ ζ)− Y ′′(s) dζdη. (341)
For all p ∈ [1,∞],
‖N(s, s+ τ)‖Lps(T) ≤
1
τ2
∣∣∣∣
∫ τ
0
‖Y ′(s+ η)− Y ′(s)‖Lps(T)
∣∣∣∣ dη
≤
C
|τ |
sup
|η|≤|τ |
‖Y ′(s+ η)− Y ′(s)‖Lps(T),
(342)
and similarly,
‖∂sM(s, s+ τ)‖Lps(T) ≤
C
|τ |
sup
|η|≤|τ |
‖Y ′′(s+ η)− Y ′′(s)‖Lps(T), (343)
‖∂sN(s, s+ τ)‖Lps(T) ≤
C
|τ |
sup
|η|≤|τ |
‖Y ′′(s+ η)− Y ′′(s)‖Lps(T). (344)
52
Hence, ∥∥∥∥
∫
T
|∂sM ||M |+ |∂sM ||N |+ |∂sN ||M | dτ
∥∥∥∥
L2s(T)
≤
∫
T
(‖∂sM‖L3s(T) + ‖∂sN‖L3s(T))(‖M‖L6s(T) + ‖N‖L6s(T)) dτ
≤ C
∫
T
1
|τ |7/12
sup
|η|≤|τ |
‖Y ′′(s+ η)− Y ′′(s)‖L3s(T)
·
1
|τ |17/12
sup
|η|≤|τ |
‖Y ′(s+ η)− Y ′(s)‖L6s(T) dτ
≤ C
(∫
T
1
|τ |7/6
sup
|η|≤|τ |
‖Y ′′(s+ η)− Y ′′(s)‖2L3s(T) dτ
)1/2
·
(∫
T
1
|τ |17/6
sup
|η|≤|τ |
‖Y ′(s+ η)− Y ′(s)‖2L6s(T) dτ
)1/2
≤ C‖Y ′′‖
B˙
1/12
3,2 (T)
‖Y ′‖
B˙
11/12
6,2 (T)
≤ C‖Y ‖2
B˙
2+1/4
2,2 (T)
.
(345)
In the last two inequalities, we used equivalent norms of Besov spaces and embedding theorems
between them [43, § 2.5.12 and § 2.7.1]. This proves (338).
Combining (335), (337), and (338), we complete the proof of Lemma 4.1.
Next, we prove Lemma 4.2 and Lemma 4.3.
Proof of Lemma 4.2. Let Li, Mi, and Ni be defined as in (321) and (322) with Y replaced by Yi
(i = 1, 2). Denote δY = Y1 − Y2, and let δL, δM and δN be defined in a similar manner. Define
V = ‖Y ′1‖L∞(T) + ‖Y
′
2‖L∞(T). By Lemma C.2,
4π(gY1 − gY2)
= p.v.
∫
T
(
−
δY ′(s′) · (Y ′1(s
′) + Y ′2(s
′))
|L1|2
+
|Y ′2(s
′)|2(L1 + L2) · δL
|L1|2|L2|2
)
L1
τ
ds′
− p.v.
∫
T
2(L1 · Y
′
1(s
′))2(L1 + L2) · δL
|L1|4|L2|2
·
L1
τ
ds′
+ p.v.
∫
T
2(L1 · Y
′
1(s
′) + L2 · Y
′
2(s
′)) · (δL · Y ′1(s
′) + L2 · δY
′(s′))
|L1|2|L2|2
·
L1
τ
ds′
− p.v.
∫
T
2(L2 · Y
′
2(s
′))2(L1 + L2) · δL
|L1|2|L2|4
·
L1
τ
ds′
+ p.v.
∫
T
(
−
|Y ′2(s
′)|2
|L2|2
+
2(L2 · Y
′
2(s
′))2
|L2|4
− 1
)
δL
τ
+
(
1
τ
−
τ
4 sin2( τ2 )
)
δL ds′.
(346)
We shall do integration by parts to remove the derivative from the δY ′(s′) terms in the integrand.
Notice that
δY ′(s′) = ∂s′(δY (s
′)− δY (s)) = ∂s′(τδL). (347)
Thanks to the regularity of Yi, it is not difficult to justify the integration by parts in spite of the
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singularity in the integrand. Indeed, we obtain
4π(gY1 − gY2)
= p.v.
∫
T
δL
τ
·
(
−
(Y ′1(s
′) + Y ′2(s
′))⊗ L1
|L1|2
+
|Y ′2(s
′)|2(L1 + L2)⊗ L1
|L1|2|L2|2
)
ds′
+ p.v.
∫
T
δL · ∂s′
(
Y ′1(s
′) + Y ′2(s
′)
|L1|2
⊗ L1
)
ds′
− p.v.
∫
T
δL
τ
·
2(L1 · Y
′
1(s
′))2(L1 + L2)⊗ L1
|L1|4|L2|2
ds′
+ p.v.
∫
T
δL
τ
·
2(L1 · Y
′
1(s
′) + L2 · Y
′
2(s
′))(Y ′1 (s
′) + L2)⊗ L1
|L1|2|L2|2
ds′
− p.v.
∫
T
δL · ∂s′
(
2(L1 · Y
′
1(s
′) + L2 · Y
′
2(s
′)) · L2 ⊗ L1
|L1|2|L2|2
)
ds′
− p.v.
∫
T
δL
τ
·
2(L2 · Y
′
2(s
′))2(L1 + L2)⊗ L1
|L1|2|L2|4
ds′
+ p.v.
∫
T
δL
τ
·
(
−
|Y ′2(s
′)|2
|L2|2
+
2(L2 · Y
′
2(s
′))2
|L2|4
− 1
)
ds′
+ p.v.
∫
T
δL
(
1
τ
−
τ
4 sin2( τ2 )
)
ds′
,
8∑
i=1
Ji.
(348)
Take β′ > β such that it also satisfies (37). Since Yi ∈ H
2+θ(T), |Y ′i (s
′)−Li| ≤ C|τ |
1
2+β
′
‖Yi‖H˙2+θ .
In J1, we have∣∣∣∣− (Y ′1(s′) + Y ′2(s′))⊗ L1|L1|2 +
|Y ′2(s
′)|2(L1 + L2)⊗ L1
|L1|2|L2|2
∣∣∣∣
=
∣∣∣∣ (Y ′2(s′) + L2) · (Y ′2(s′)− L2)(L1 + L2)⊗ L1|L1|2|L2|2 +
(L1 + L2 − Y
′
1(s
′)− Y ′2(s
′))⊗ L1
|L1|2
∣∣∣∣
≤ Cλ−2V |τ |
1
2+β
′
(‖Y1‖H˙2+θ + ‖Y2‖H˙2+θ ).
Hence, by Cauchy-Schwarz inequality and β′ > β,
|J1| ≤ Cλ
−2V (‖Y1‖H˙2+θ + ‖Y2‖H˙2+θ )
∫
T
|δY (s+ τ) − δY (s)|
|τ |
3
2−β
′
dτ
≤ Cλ−2V (‖Y1‖H˙2+θ + ‖Y2‖H˙2+θ )
(∫
T
|δY (s+ τ)− δY (s)|2
|τ |2−2β
dτ
)1/2
.
(349)
Similarly,
|J3 + J4 + J6|+ |J7| ≤ Cλ
−2V (‖Y1‖H˙2+θ + ‖Y2‖H˙2+θ )
(∫
T
|δY (s+ τ) − δY (s)|2
|τ |2−2β
dτ
)1/2
. (350)
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Since ∂s′Li =Mi −Ni, by Lemma C.1 and Sobolev embedding,
|J2|+ |J5|
≤ Cλ−2V
∫
T
|δL| · (|Y ′′1 (s
′)|+ |Y ′′2 (s
′)|+ |M1|+ |M2|+ |N1|+ |N2|) dτ
≤ Cλ−2V
(∫
T
|δY (s+ τ)− δY (s)|2
|τ |2−2β
dτ
)1/2 ∥∥|τ |−β∥∥
L1/β′
· ‖|Y ′′1 (s
′)|+ |Y ′′2 (s
′)|+ |M1|+ |M2|+ |N1|+ |N2|‖
L
1/( 1
2
−β′)
s′
≤ Cλ−2V (‖Y1‖H˙2+θ + ‖Y2‖H˙2+θ )
(∫
T
|δY (s+ τ)− δY (s)|2
|τ |2−2β
dτ
)1/2
.
(351)
Finally,
|J8| ≤ C
∫
T
|δY (s+ τ) − δY (s)| dτ. (352)
Combining (348)-(352) and taking L2-norm in s, we prove the desired estimate (196).
Proof of Lemma 4.3. To prove (197), let Γ1,i (i = 1, 2) be defined by (329) and (330) with Y replaced
by Yi. By Lemma C.2, it suffices to bound∥∥∥∥
∫
T
Γ1,1(s, s
′)− Γ1,2(s, s
′) ds′
∥∥∥∥
L2s(T)
. (353)
For conciseness, we only show how to bound the part of the difference arising from the last term of
(330). We write
(L1 ·M1)(L1 · Y
′
1(s
′))(L1 ·N1)
|L1|6
L1 −
(L2 ·M2)(L2 · Y
′
2(s
′))(L2 ·N2)
|L2|6
L2
=
(L1 · δM)(L1 · Y
′
1(s
′))(L1 ·N1)
|L1|6
L1 +
(L1 ·M2)(L1 · Y
′
1(s
′))(L1 · δN)
|L1|6
L1
+
(δL ·M2)(L1 · Y
′
1(s
′))(L1 ·N2)
|L1|6
L1
+
(L2 ·M2)(L1 · Y
′
1(s
′))(L1 ·N2)
|L1|4
L1 ·
|L2|
2 − |L1|
2
|L1|2|L2|2
+
(L2 ·M2)(δL · Y
′
1(s
′))(L1 ·N2)
|L1|4|L2|2
L1 +
(L2 ·M2)(L2 · δY
′(s′))(L1 ·N2)
|L1|4|L2|2
L1
+
(L2 ·M2)(L2 · Y
′
2(s
′))(L1 ·N2)
|L1|2|L2|2
L1 ·
|L2|
2 − |L1|
2
|L1|2|L2|2
+
(L2 ·M2)(L2 · Y
′
2(s
′))(δL ·N2)
|L1|2|L2|4
L1
+
(L2 ·M2)(L2 · Y
′
2(s
′))(L2 ·N2)
|L2|4
L1 ·
|L2|
2 − |L1|
2
|L1|2|L2|2
+
(L2 ·M2)(L2 · Y
′
2(s
′))(L2 ·N2)
|L2|6
δL.
(354)
If θ ∈ [ 14 ,
1
2 ], we bound it as follows.∣∣∣∣ (L1 ·M1)(L1 · Y ′1(s′))(L1 ·N1)|L1|6 L1 −
(L2 ·M2)(L2 · Y
′
2(s
′))(L2 ·N2)
|L2|6
L2
∣∣∣∣
≤ Cλ−3[V 2|δM ||N1|+ V
2|M2||δN |+ V (|δL|+ |δY
′(s′)|)|M2||N2|].
(355)
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Then we proceed as in (345). By Lemma C.1 and (342), for β satisfying (40),∥∥∥∥
∫
T
∣∣∣∣ (L1 ·M1)(L1 · Y ′1(s′))(L1 ·N1)|L1|6 L1 −
(L2 ·M2)(L2 · Y
′
2(s
′))(L2 ·N2)
|L2|6
L2
∣∣∣∣ ds′
∥∥∥∥
L2(T)
≤ Cλ−3V 2
∥∥∥∥
∫
T
|δY ′(s+ τ)− δY ′(s)|
|τ |
|N1|+
|Y ′2(s+ τ) − Y
′
2(s)|
|τ |
||δN | dτ
∥∥∥∥
L2(T)
+ Cλ−3V (‖δL‖L∞s L2s′
+ ‖δY ′‖L2)‖M2‖L2sL∞s′ ‖N2‖L∞s L
2
s′
≤ Cλ−3V 2
∥∥∥∥‖δY ′(s+ τ)− δY ′(s)‖L2s|τ |1−β
∥∥∥∥
L2τ
∥∥∥∥‖N1‖L∞s|τ |β
∥∥∥∥
L2τ
+ Cλ−3V 2
∥∥∥∥‖Y ′2(s+ τ)− Y ′2(s)‖L∞s|τ |1+β
∥∥∥∥
L2τ
∥∥‖δN‖L2s |τ |β∥∥L2τ
+ Cλ−3V ‖δY ‖H˙1(T)‖MY
′′
2 ‖L2‖Y
′′
2 ‖L2
≤ Cλ−3V 2‖δY ′‖
B˙
1
2
−β
2,2
∥∥∥∥∥ 1|τ |1+β sup|η|≤|τ |‖Y ′1(s+ η)− Y ′1(s)‖L∞s (T)
∥∥∥∥∥
L2τ
+ Cλ−3V 2‖Y ′2‖
B˙
1
2
+β
∞,2
∥∥∥∥∥ 1|τ |1−β sup|η|≤|τ | ‖δY ′(s+ η)− δY ′(s)‖L2s(T)
∥∥∥∥∥
L2τ
+ Cλ−3‖Y ′′2 ‖
3
L2‖δY ‖H˙1
≤ Cλ−3V 2(‖δY ′‖
H˙
1
2
−β‖Y
′
1‖
B
1
2
+β
∞,2
+ ‖Y ′2‖
B˙
1
2
+β
∞,2
‖δY ′‖
B˙
1
2
−β
2,2
) + Cλ−3‖Y ′′2 ‖
3
L2‖δY ‖H˙1
≤ Cλ−3(‖Y ′′1 ‖H˙β(T) + ‖Y
′′
2 ‖H˙β(T))
3‖δY ‖
H˙
3
2
−β(T)
.
(356)
Here we used equivalent norms and embedding theorems of Besov spaces again [43, § 2.5.12 and
§ 2.7.1]. The other terms in (353) can be handled in a similar manner. This proves (197) when
θ ∈ [ 14 ,
1
2 ].
In the case of θ ∈ (12 , 1), we need to take special care of the first two terms in (354). Denote
them as
(L1 · δM)(L1 · Y
′
1(s
′))(L1 ·N1)
|L1|6
L1 +
(L1 ·M2)(L1 · Y
′
1(s
′))(L1 · δN)
|L1|6
L1
= A1(s, s
′)δM(s, s′) +A2(s, s
′)δN(s, s′),
(357)
where
A1(s, s
′) =
(L1(s, s
′)⊗ L1(s, s
′))(L1(s, s
′) · Y ′1(s
′))(L1(s, s
′) ·N1(s, s
′))
|L1(s, s′)|6
, (358)
A2(s, s
′) =
(L1(s, s
′)⊗ L1(s, s
′))(L1(s, s
′) · Y ′1(s
′))(L1(s, s
′) ·M2(s, s
′))
|L1(s, s′)|6
. (359)
In particular, by definition,
A1(s, s) =
(Y ′1 (s)⊗ Y
′
1(s))(Y
′
1 (s) · Y
′
1(s))(Y
′
1 (s) ·
1
2Y
′′
1 (s))
|Y ′1(s)|
6
, (360)
A2(s, s) =
(Y ′1 (s)⊗ Y
′
1(s))(Y
′
1 (s) · Y
′
1(s))(Y
′
1 (s) · Y
′′
2 (s))
|Y ′1(s)|
6
. (361)
It is then not difficult to derive that
|A1(s, s
′)−A1(s, s)|
≤ Cλ−2|Y ′1(s
′)− Y ′1(s)||N1|+ Cλ
−2|L1 − Y
′
1(s)||N1|+ Cλ
−1
∣∣∣∣N1 − 12Y ′′1 (s)
∣∣∣∣
≤ C|τ |(λ−2|M1||N1|+ λ
−2|N1|
2 + λ−1|∂sN1|).
(362)
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By (339), (341), and the fact that H2+θ(T) →֒ C2,θ−
1
2 (T),
|A1(s, s
′)−A1(s, s)| ≤ C|τ |(λ
−2‖Y ′′1 ‖
2
H˙θ
+ λ−1|τ |θ−
3
2 ‖Y ′′1 ‖H˙θ ) ≤ C|τ |
θ− 12 λ−2‖Y ′′1 ‖
2
H˙θ
. (363)
Similarly,
|A2(s, s
′)−A2(s, s)| ≤ C|τ |
θ− 12λ−2‖Y ′′1 ‖H˙θ‖Y
′′
2 ‖H˙θ . (364)
Hence, ∥∥∥∥
∫
T
A1(s, s
′)δM(s, s′) +A2(s, s
′)δN(s, s′) ds′
∥∥∥∥
L2s
≤
∥∥∥∥
∫
T
(A1(s, s
′)−A1(s, s)) · τ
−1(δY ′(s′)− δY ′(s)) ds′
∥∥∥∥
L2s
+
∥∥∥∥
∫
T
(A2(s, s
′)−A2(s, s)) · τ
−1(δL(s, s′)− δY ′(s)) ds′
∥∥∥∥
L2s
+ ‖A1(s, s)‖L∞s
∥∥∥∥p.v.
∫
T
δY ′(s+ τ)
τ
dτ
∥∥∥∥
L2s
+ ‖A2(s, s)‖L∞s
∥∥∥∥p.v.
∫
T
δL(s, s+ τ)
τ
dτ
∥∥∥∥
L2s
≤ Cλ−2‖Y ′′1 ‖
2
H˙θ
∫
T
|τ |θ−
3
2 (‖δY ′(s+ τ)‖L2s + ‖δY
′‖L2) dτ
+ Cλ−2‖Y ′′1 ‖H˙θ‖Y
′′
2 ‖H˙θ
∫
T
|τ |θ−
3
2 (‖δL(s, s+ τ)‖L2s + ‖δY
′‖L2) dτ
+ Cλ−1‖Y ′′1 ‖H˙θ
·
∥∥∥∥p.v.
∫
T
δY ′(s+ τ)
2 tan τ2
+ δY ′(s+ τ)
(
1
τ
−
1
2 tan τ2
)
dτ
∥∥∥∥
L2s
+ Cλ−1‖Y ′′1 ‖H˙θ
·
∥∥∥∥∥p.v.
∫
T
δY (s+ τ)− δY (s)
4 sin2 τ2
+ τδL ·
(
1
τ2
−
1
4 sin2 τ2
)
dτ
∥∥∥∥∥
L2s
≤ Cλ−2(‖Y ′′1 ‖H˙θ + ‖Y
′′
2 ‖H˙θ )
2‖δY ′‖L2
+ Cλ−1‖Y ′′1 ‖H˙θ
∥∥∥∥|HδY ′|+
∫
T
|δY ′(s+ τ)| dτ
∥∥∥∥
L2s
+ Cλ−1‖Y ′′1 ‖H˙θ
∥∥∥∥|HδY ′|+
∫
T
|δL(s, s+ τ)| dτ
∥∥∥∥
L2s
≤ Cλ−2(‖Y ′′1 ‖H˙θ + ‖Y
′′
2 ‖H˙θ )
2‖δY ′‖L2.
(365)
This bounds the L2(T)-norm of the first two terms in (354). For the other terms, we argue as in
(355) and (356) to bound them by Cλ−3(‖Y ′′1 ‖H˙θ + ‖Y
′′
2 ‖H˙θ )
3‖δY ′‖L2. The other terms in (353)
can be handled in a similar manner. This completes the proof of (197) when θ ∈ (12 , 1).
Remark C.1. A weaker estimate than (197) can be proved more easily, which reads
‖gY1 − gY2‖H˙1(T) ≤ Cλ
−3(‖Y1‖H˙2+θ + ‖Y2‖H˙2+θ )
3‖δY ‖H˙3/2(T). (366)
In fact, this is sufficient for proving Theorem 1.2 and Theorem 1.3. However, we pursue a more
refined estimate in order to obtain better error estimates in Theorem 1.3.
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