Abstract. In modern industrial process, a lot of data about the process can be obtained, and data-driven soft sensor has been widely applied. One of them is deep neural networks (DNN) based soft sensor. Due to the large number of layers in DNN, the parameters of the networks are difficult to converge to a good value by back-propagation directly. This paper presented a novel mutual information (MI) weighted stacked denoising autoencoder (SDAE) method to find initial values of DNN. Compared with the traditional pre-training method like SDAE, the proposed method can obtain the parameters of DNN that can get features which have more MI with outputs. This method was applied to build soft sensor of debutanizer column. Experiment results indicate that when the dimension of deep features is selected properly, DNN pre-trained by MI weighted SDAE is more accurate than DNN pre-trained by SDAE and DNN without pre-training in terms of RMSE and r, thus verifying the feasibility and effectiveness of the proposed method.
Introduction
In many industrial processes, there are some variables that are closely related to product quality. Sometimes, due to the limit of detection technique or cost, there is no appropriate instrument to measure these variables directly. Soft sensor technology provides an effective way to realize real-time monitoring of process variables. For some processes whose internal laws are simple or have been understood by researchers, the mechanism models can be employed [1] . But in modern industrial processes, the chemical reactions involved are often vary complex and it is often difficult to obtain the mechanism. At the same time, with the widespread use of computer systems in modern industrial processes, more and more process data is available. Using these data for data-driven soft sensor has gradually become a hot topic in recent years [2] .
For linear or less nonlinear objects, principal component regression (PCR) [3] or partial least squares regression(PLSR) [4] can be used to build a soft sensor model. PCR model uses the principal components of the input variables sample to construct a regression model. PLSR model extracts the principal components of the input variables and output variables simultaneously to build a model and maximizes their covariance to ensure that the model can maximize the correlation between input variables and output variables. However, for objects with strong nonlinearities, soft sensor models based on these methods cannot work effectively.
For nonlinear objects, soft sensor models can be built using support vector regression(SVR) [5] or artificial neural networks(ANN) [6] . SVR adopts the strategy of minimizing structural risk, and it works well when the number of sample data is small. However, when the number of data is large, the advantage of SVR cannot be reflected. In recent years, ANN has been rapidly developed. However, ANN usually have a small number of layers, which limits the ability of the model to express complex systems.
In order to increase the nonlinear fitting ability of ANN, the deep neural networks (DNN) with many hidden layers has been proposed. However, as the number of network layers increases, the gradient will disappear or explode in the back propagation, which makes it very difficult to effectively iterate the parameters of the DNN. Hinton proposed a method of pre-training the deep neural network layer-by-layer by using restricted Boltzmann machines (RBM) to determine the initial value of the parameters, and fine-tuning the network globally at last [7] . This initialization method allows the parameters to be iterated from a relatively good value, making the gradient descent algorithm easier to work than adjusting the parameters directly from the random value. However, although each RBM can find features that can reconstruct the input data well, these features are not necessarily helpful for prediction. In addition, since the input data may contain noise, the RBM may learn the noise in the input data, which affects the quality of the pre-training.
In order to solve these two problems, this study proposes a novel mutual information (MI) weighted stacked denoising autoencoder (SDAE) pre-training method. Compared with original unsupervised pre-training, the network initial value generated by this pre-training method is more helpful for prediction, and the fine-tuned network can achieve better prediction results.
The remaining part of this paper is organized in the following manner. Section II introduces related theories and techniques briefly. Section III presents the offline training and online prediction steps of the proposed model in detail. Section IV provides an experimental verification and a discussion of the results obtained through the experiment. Section V summarizes the full text and indicates the direction for continued improvement.
Related Concepts
AE, DAE, and SDAE. The AE is one of the most commonly used forms of constructing multi-layer deep learning structures. It ensures that the information contained in a given sample is captured with maximum probability while minimizing sample reconstruction errors.
We assume that the input sample is v with a dimension of m , and the feature is h with a dimension of n . The th j value of feature j h obtained from the encoder is as follows: is the activation function of the decoder and was also adopted as the sigmoid function in this study.
The minimization objective function in the parameter optimization of the AE model can be written as follows: 
MI Weighted SDAE Pre-training Method for DNN
The proposed method uses DAEs as the pre-trainer to learn the true representation of each layer of input data. At the same time, the MI of each input variable and the quality variable is calculated, and the loss function of DAE is applied with different weights for each feature according to the value of the MI. Therefore, this makes the pre-training process become a supervised process, and each DAE tends to reconstruct those input variables that are more dependent on the quality variable.
Data Preprocessing Stage
(1) Normalize the feature of each dimension of input and output in the interval of [0-1]. This gives a uniform scale for the data for each dimension, which improving the stability of the model.
(2) Divide data set into training set, validation set and test set with the ratio of 60%, 20%, and 20% respectively. 
Offline Modeling Stage
The iterative strategy of parameters can use the Adam algorithm. When the loss function on the validation set no longer drops, the training will be stopped early. This helps prevent the model from getting over-fitting.
(5) Train several MI weighted DAEs after the first MI weighted DAE, and the input of each MI weighted DAE is the feature extracted from the hidden layer of the previous MI weighted DAE. The number of hidden layer nodes of each MI weighted DAE is
,..., , 2 1 hidden layer nodes respectively. The parameters of the network are initialized according to the parameters of the encoder of the corresponding MI weighted DAE. Then add a neural network with only one output node after last layer.
(7) Fine-tune of network parameters globally to obtain the final prediction network.
Online Prediction Stage
(8) The test set data is used as the input layer of the final prediction network, and the output values need to be inversely normalized to obtain online prediction results.
Experimental Study on the Soft Sensor for Debutanizer Column
The debutanizer column is used for naphtha split and desulfuration. If the butane content in the bottom can be measured in real time, it is very helpful to improve the quality of the product. This experiment constructed a soft sensor model for measuring butane content in the bottom. All seven variables that can be measured by physical sensors were selected as input variables, they were top pressure, top temperature, reflux flow, flow to next process, temperature of sixth stay, bottom temperature A, and temperature B. A total of 2394 samples were collected as experiment data. The off-line analysis values of the butane content were used as true labels of the samples.
First, the collected data were normalized. Then randomly selected 60% of them as the training set, 20% of them as the validation set, and 20% remained as the test set. In the next step, two DAE were trained, and the number of hidden layer nodes for each DAE was 5 and 3 respectively. According to experience, the standard deviation of Gaussian noises added in the input layer of the DAEs was set to 0.05. The MIs between the input nodes and the quality variable for each MI weighted DAE was shown in Figure 1 . As could be seen from Fig. 1 , the dependence of each input feature with output was different. MI-weighted SDAE tended to reconstruct those variables that were more dependent on quality variables, which made the initial value of the DNN set by this initialization method more conducive to modeling a soft sensor. The next step was to construct a DNN with a structure of 7-5-3-1, and set the parameters of the first layer and the second layer to the parameters of the encoder of the corresponding DAE. Finally, the network was fine-tuned globally to obtain the final DNN soft sensor model.
For comparison, the DNN model pre-trained by SDAE and DNN model without pre-training were also built in the experiment, and the structure of each DNN also maintained as 7-5-3-1. When the models were fine-tuned, the loss function curves of three models were shown in Figure 2 . As can be seen from Figure 2 , the loss function of the pre-trained DNN could be quickly reduced compared to the uninitialized DNN. The learning curve of the MI weighted SDAE pre-trained DNN was more rapid than the learning curve of the SDAE pre-trained DNN, and the value of the loss function when the iteration stopped was also smaller. The prediction results of the three methods were shown in Figure 3 . To better measure the accuracy of the prediction results, the RMSE and r between the prediction results and the offline analysis values were also calculated and recorded in Table 1 . From Table 1 , we could conclude that the MI weighted SDAE pre-trained method achieved the best performance on both the RMSE and r indicators. This illustrated the effectiveness of the initialization method for DNN proposed in this paper.
Summary
A novel MI weighted pre-training method for DNN is proposed for soft sensor model. The main contributions are introducing the output variables during pre-training and using DAE to avoid learning the noise from the input data. This method can find suitable parameters for DNN to build prediction model. The soft sensor model applied in the debutanizer column demonstrates the effectiveness of the method in practice.
