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ESTIMATES AND EXISTENCE RESULTS FOR A FULLY
NONLINEAR YAMABE PROBLEM ON MANIFOLDS WITH
BOUNDARY
Qinian Jin ∗ , Aobing Li † and YanYan Li ‡
1. Introduction
Let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 3.
The Yamabe problem is to find metrics conformal to g with constant scalar
curvature. The problem has been solved through the work of Yamabe [48],
Trudinger [40], Aubin [2] and Schoen [36]. See [25] for a survey. The Yamabe
and related problems have attracted much attention in the last 30 years or
so, see, e.g., [38], [3] and the references therein. Analogues of the Yamabe
problem on compact manifolds (M, g) with boundary have been studied by
Cherrier [9], Escobar [11, 12, 13], Han and Li [23, 24], Ambrosetti, Li and
Malchiodi [1] and others.
In recent years, fully nonlinear versions of the Yamabe problem have re-
ceived much attention since the work of Viaclovsky [46]. Let (Mn, g) be a
smooth compact Riemannian manifold of dimension n ≥ 3. The Schouten
tensor is defined as
Ag :=
1
n− 2
(
Ricg − 1
2(n− 1)Rgg
)
,
where Ricg and Rg are the Ricci tensor and the scalar curvature of g respec-
tively. Let λ(Ag) = (λ1(Ag), · · · , λn(Ag)) denote the eigenvalues of Ag with
respect to g. One interesting problem is to find conformal metrics on (M, g)
with a prescribed symmetric function of the eigenvalues of the Schouten ten-
sors.
To be more precise, let
Γ1 :=
{
λ = (λ1, · · · , λn) ∈ Rn :
∑
λi > 0
}
and
Γn := {λ = (λ1, · · ·λn) ∈ Rn : λi > 0 for 1 ≤ i ≤ n} .
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2We assume that
(1.1) Γ ⊂ Rn is an open convex symmetric cone with vertex at the origin
satisfying
(1.2) Γn ⊂ Γ ⊂ Γ1
and assume that
(1.3) f ∈ C∞(Γ) ∩ C0(Γ) is a symmetric function, f > 0 in Γ
verifying some of the following properties which will be specified in each
situation:
(1.4) f is homogeneous of degree one on Γ,
(1.5) fi :=
∂f
∂λi
> 0 on Γ,
and
(1.6) f is concave on Γ.
Conditions (1.4), (1.5) and (1.6) imply that (see [43, Lemma 3.2])
(1.7) T :=
∑
i
fi(λ) ≥ c0 > 0, ∀λ ∈ Γ
for some positive number c0 > 0.
The fully nonlinear Yamabe problem on a closed manifold (M, g) is to find
a metric g˜ conformal to g such that
(1.8) F (Ag˜) := f(λ(Ag˜)) = 1 and λ(Ag˜) ∈ Γ on M.
When (f,Γ) = (σ
1/k
k ,Γk), this problem is known as the σk-Yamabe problem
in the literature, where, for each 1 ≤ k ≤ n, σk is the k-th elementary
symmetric function defined by
σk(λ) :=
∑
i1<···<ik
λi1 · · ·λik for all λ = (λ1, · · · , λn) ∈ Rn
and
Γk := {λ ∈ Rn : σl(λ) > 0, 1 ≤ l ≤ k}
which is an open convex symmetric cone with vertex at the origin.
For problem (1.8) a number of existence results have been available in the
literature. In [45] Viaclovsky established the existence result for (1.8) with
(f,Γ) = (σ
1/n
n ,Γn) for a class of manifolds. In [5, 6], Chang, Gursky and
Yang obtained the existence result on 4-manifolds for (1.8) with (f,Γ) =
(σ
1/2
2 ,Γ2). For (f,Γ) = (σ
1/k
k ,Γk) with k = 3, 4 on 4-manifolds and with
k = 2, 3 on 3-manifolds that are not simply connected, the existence result
was established by Gursky and Viaclovsky in [21]. When (M, g) is locally
conformally flat and (f,Γ) = (σ
1/k
k ,Γk) for 1 ≤ k ≤ n, Guan-Wang [18]
3and Li-Li [26] independently proved the existence of solutions of (1.8). Li-Li
[26, 29] also established a general result that (1.8) is still solvable if (M, g) is
locally conformally flat and if (f,Γ) satisfies (1.1)–(1.6) with f |∂Γ = 0. In [19]
Guan and Wang proved local interior C1 and C2 estimates for solutions of
(1.8) with (f,Γ) = (σ
1/k
k ,Γk), such estimates were also studied in [26, 20, 39]
and was extended to a general class of (f,Γ) in [7]. Using such local estimates
and the algebraic fact found in [17] that λ(Ag) ∈ Γk for k > n2 implies the
positivity of the Ricci tensor, Gursky and Viaclovsky [22] solved (1.8) on
general manifolds if (f,Γ) satisfies (1.1)–(1.6) with f |∂Γ = 0 and if Γ ⊂ Γk
for some k > n
2
. In [42] Trudinger and Wang proved a Harnack inequality for
the set of metrics g˜ conformal to g with λ(Ag˜) ∈ Γk for some k > n2 and gave
a different proof of the existence result in [22]. For (f,Γ) = (σ
1/k
k ,Γk) with
k ≤ n
2
on general manifolds, Sheng, Trudinger and Wang [39] established the
existence result under a variational structure condition which includes the
case k = 2 and n ≥ 4, while Ge and Wang [14] independently obtained a
proof for k = 2 and n > 8.
In the rest of this paper we will assume that (Mn, g), n ≥ 3, is a smooth
compact Riemannian manifold with nonempty smooth boundary ∂M. For a
given constant c ∈ R, we are interested in finding a metric g˜ conformal to g
such that
(1.9)
 F (Ag˜) := f(λ(Ag˜)) = 1, λ(Ag˜) ∈ Γ on M,
hg˜ = c on ∂M,
where hg˜ denotes the mean curvature of ∂M with respect to the outer normal
(A Euclidean ball has positive boundary mean curvature). Note that when
(f,Γ) = (σ1,Γ1), this is the Yamabe problem on a compact manifold with
boundary. Therefore (1.9) is a fully nonlinear version of the Yamabe problem
with boundary.
This problem was proposed by Li and Li in [28, 30] in which they considered
the corresponding blow-up problem of (1.9) and obtained some Liouville type
theorems and a Harnack type inequality. These results indicate positively
that it should be possible to establish some existence results for (1.9) under
suitable conditions.
Writing g˜ = e−2ug for some smooth function u on M. Using the transfor-
mation laws for the Schouten tensor and mean curvature, (1.9) is equivalent
to the fully nonlinear elliptic equations
(1.10)
 F (U) := f(λg(U)) = e
−2u, λg(U) ∈ Γ on M,
∂u
∂ν
= ce−u − hg on ∂M
with
(1.11) U = ∇2u+ du⊗ du− 1
2
|∇u|2gg + Ag,
4where λg(U) denotes the eigenvalues of U with respect to g, ν is the unit
inward normal vector field to ∂M in (M, g) and ∇ denotes the Levi-Civita
connection with respect to g.
Recall that the second fundamental form Π of ∂M with respect to g is
defined as
Π(X, Y ) := −g(∇Xν, Y ), for any X, Y ∈ T (∂M),
where T (∂M) denotes the tangent bundle over ∂M. A point x ∈ ∂M is
called an umbilic point in (M, g) if
Π(X, Y ) = hg(x)g(X, Y ) for all X, Y ∈ Tx(∂M).
The boundary ∂M is called umbilic if every point of ∂M is an umbilic point.
The notion of umbilic point is conformally invariant, i.e. a point is umbilic
with respect to g is still umbilic with respect to the metric g˜ := e−2ug for
any function u ∈ C2(M) (see [12]).
Our first existence result is for locally conformally flat manifolds with
umbilic boundary.
Theorem 1.1. Assume that (f,Γ) satisfies (1.1)–(1.6) with f |∂Γ = 0 and
that (M, g) is a smooth compact locally conformally flat Riemannian mani-
fold with smooth umbilic boundary ∂M. Suppose that λ(Ag) ∈ Γ on M and
hg ≥ 0 on ∂M. Then problem (1.10) with c = 0 has a solution u ∈ C∞(M).
The existence of solutions of (1.8) with (f,Γ) satisfying (1.1)–(1.6) and
f |∂Γ = 0 has been proved in [27, 29] on compact locally conformally flat
manifolds without boundary. The proof of Theorem 1.1 is based on [27, 29].
By making use of the double of a compact manifold, the problem in Theo-
rem 1.1 reduces to a corresponding problem on compact locally conformally
flat manifold without boundary. In order to establish C0 estimates, via the
Harnack inequality obtained in [27], we need to assume hg ≥ 0 on ∂M.
Recall that the Yamabe problem on compact manifolds (M, g) with bound-
ary ∂M is to find a conformally related metric g˜ of constant scalar curvature
on M and constant mean curvature on ∂M. By writing g˜ = u 4n−2 g for
some positive smooth function onM, this problem is equivalent to finding a
smooth positive solution u to the boundary value problem
(1.12)
 −
4(n−1)
n−2
∆gu+Rgu = au
n+2
n−2 on M,
− 2
n−2
∂u
∂ν
+ hgu = cu
n
n−2 on ∂M,
where a and c are constants. For any a > 0 and any c, the existence of
a solution of (1.12) has been proved in [23, 24] under the assumption that
(M, g) is of positive type and satisfies one of the following assumptions:
(i) (Mn, g), n ≥ 3, is locally conformally flat with umbilic boundary;
(ii) n ≥ 5 and M is not umbilical.
5For any a > 0, it was proved earlier in [12, 13] that (1.12) is solvable for
c = 0 and for at least one c+(a) > 0 and one c−(a) < 0 under the same
assumptions. Here we call a manifold (M, g) of positive type if
λ1(M) := min
ϕ∈H1(M)\{0}
∫
M
(|∇ϕ|2g + c(n)Rgϕ2)+ n−22 ∫∂M hgϕ2∫
M
ϕ2
> 0,
where c(n) = n−2
4(n−1)
.
An interesting question for (1.9) is to identify good conditions which guar-
antee the existence of a solution. Theorem 1.1 is such an attempt, and it
shows that hg ≥ 0 on ∂M is a sufficient condition. Unlike the Yamabe prob-
lem with boundary, we tend to believe that the hypothesis “hg ≥ 0 on ∂M”
in Theorem 1.1 can not be replaced by “λ1(M) > 0”.
Our next result concerns (1.10) with c > 0. We consider more general
equation
(1.13)
 F (U) := f(λg(U)) = ϕ0e
−2u, λg(U) ∈ Γ on M,
∂u
∂ν
= h0e
−u − hg on ∂M,
where ϕ0 ∈ C∞(M) and h0 ∈ C∞(∂M) are positive functions. This problem
is equivalent to finding a metric g˜ conformal to g such that f(λ(Ag˜) = ϕ0 on
M and hg˜ = h0 on ∂M.
Theorem 1.2. Assume that (f,Γ) satisfies (1.1)–(1.6) with f |∂Γ = 0 and
Γ ⊂ Γk for some k > n2 . Let (M, g) be a smooth compact Riemannian
manifold with smooth boundary ∂M. Suppose that λ(Ag) ∈ Γ on M, hg ≥ 0
on ∂M, ∂M is umbilic, and (M, g) is locally conformally flat near ∂M.
Then for any positive functions ϕ0 ∈ C∞(M) and h0 ∈ C∞(∂M) problem
(1.13) has a solution u ∈ C∞(M).
In [22, 42] more general equations than (1.8) on general closed manifolds
have been solved when Γ ⊂ Γk for some k < n2 . By using the double of
a manifold we adapt the Harnack inequality of Trudinger-Wang [42] to our
situation. This, together with the C1 and C2 estimates in sections 2-4, allows
us to obtain the existence result by modifying the degree argument in [42].
In sections 2-3 we establish under suitable conditions on (f,Γ) some local
C1 and C2 estimates for solutions of the following more general equation
(1.14)
 F (U) := f(λg(U)) = ψ(x, u), λg(U) ∈ Γ on O1,∂u
∂ν
= η(x, u)− hg on O1 ∩ ∂M,
where O1 is an open set of M, U is defined by (1.11), ψ ∈ C2(O1 × R)
and η ∈ C2((O1 ∩ ∂M) × R). By extension we can always assume that
η ∈ C2(O1 × R).
C1 and C2 estimates have been studied extensively on closed manifolds,
see [19, 26, 20, 39, 7] for local interior estimates and [45] for global estimates.
6Global estimates have also been studied in [16] on compact manifolds under
Dirichlet boundary condition.
The first result on gradient estimates is the following.
Theorem 1.3. Assume that (f,Γ) satisfies (1.1)–(1.5), (1.7) and that (M, g)
is a smooth compact Riemannian manifold with smooth boundary ∂M. Let
O1 be an open set of M and let u ∈ C3(O1) be a solution of (1.14). If
(1.15) a ≤ u ≤ b on O1
for some constants a and b, then, for any open set O2 of M satisfying O2 ⊂
O1,
|∇u|g ≤ C on O2
for some positive constant C depending only on n (f,Γ), g, ψ, η, a, b, O1
and O2.
Note that the gradient estimate given in Theorem 1.3 depends on the
bound of |u| on O1. If we only know u ≥ −C0 on O1, the next result gives
the gradient estimates for solutions of the equation
(1.16)
 F (U) := f(λg(U)) = e
−2u, λg(U) ∈ Γ on O1,
∂u
∂ν
= ce−u − hg on O1 ∩ ∂M,
where O1 is an open set of M, if (f,Γ) further satisfies the condition (Hα)
introduced in [26], see Definition 2.1 in section 2,
Theorem 1.4. Assume that (f,Γ) satisfies (1.1)–(1.5), (1.7) and the condi-
tion (H1), and that (M, g) is a smooth compact Riemannian manifold with
smooth boundary ∂M. Let O1 be an open set of M and let u ∈ C3(O1) be a
solution of (1.16). If
u ≥ −C0 on O1
for some constant C0, then, for any open set O2 of M satisfying O2 ⊂ O1,
|∇u|g ≤ C on O2
for some positive constant C depending only on n, c, (f,Γ), g, C0, O1 and
O2.
By assuming that ∂M is umbilic and that (M, g) is locally conformally
flat near ∂M, we derive in section 3 we derive the following C2 estimates for
solutions of (1.14) under suitable conditions on ψ and η.
Theorem 1.5. Assume that (f,Γ) satisfies (1.1)–(1.6) and that (M, g) is a
smooth compact Riemannian manifold with smooth boundary ∂M. Suppose
that ∂M is umbilic and (M, g) is locally conformally flat near ∂M. Let O1
be an open set of M and let u ∈ C4(O1) be a solution of (1.14). Assume
that ψ and η satisfy one of the following conditions:
(i) η ≡ 0, ∂ψ
∂ν
≡ 0 on (O1 ∩ ∂M)× R and ψ ∈ C3(O1 × R);
7(ii) η is positive on (O1 × ∂M)× R and ψ is any function on O1 × R.
If
(1.17) |u| ≤ C0 and |∇u|g ≤ C0 on O1
for some constant C0, then, for any open set O2 of M satisfying O2 ⊂ O1,
|∇2u|g ≤ C on O2
for some constant C depending only on n, C0, g, (f,Γ), ψ, η, O1 and O2.
Both Theorem 1.3 and Theorem 1.5 are used in the proof of Theorem 1.2.
In section 4 we establish C2 estimates on general manifolds with umbilic
boundary, without any locally conformally flat assumption, for the following
Monge-Ampe´re type problem
(1.18)
 det(g
−1 · U) = e−2nu, λg(U) ∈ Γn on O1,
∂u
∂ν
= ce−u − hg on O1 ∩ ∂M.
where U is defined by (1.11).
Theorem 1.6. Assume that (M, g) is a smooth compact Riemannian man-
ifold with smooth umbilic boundary ∂M. Let O1 be an open set of M and
let u ∈ C4(O1) be a solution of (1.18) with c > 0. If
(1.19) |u| ≤ C0 and |∇u|g ≤ C0 on O1
for some constant C0, then, for any open set O2 of M satisfying O2 ⊂ O1,
|∇2u|g ≤ C on O2
for some positive constant C depending only on n, c, g, C0, O1 and O2.
The Dirichlet problem for equation (1.8) has been studied in [16] for
(f,Γ) = (σ
1/k
k ,Γk) and the existence of solutions is established whenever there
exists an admissible supersolution. A similar problem for (f,Γ) = (σ
1/n
n ,Γn)
was studied in [34]. The Neumann problem for Hessian equations has been
studied in [33, 41, 44, 10, 35], most of the works are for Monge-Ampere
equations. The results in [41] and [44] concern, respectively, general Hessian
equations on Euclidean balls and on general domains in dimension two.
We draw readers’ attention to some closely related independent work of
Sophie Chen in [8].
2. Gradient estimates
In this section we will prove Theorem 1.3 and Theorem 1.4 concerning
gradient estimates for solutions of (1.14) and (1.16). We use the distance
8function dg(x, ∂M) in (M, g) to the boundary ∂M. Clearly there is a suit-
able small constant δ0 > 0 such that dg(x, ∂M) is smooth in {x ∈ M :
dg(x, ∂M) ≤ 2δ0}. Moreover
∂
∂ν
dg(x, ∂M) = 1 on ∂M.
We will fix a positive constant C1 such that
(2.1) Π(X,X) ≥ −C1g(X,X) for X ∈ T (∂M).
It is well-known that we can always find a metric conformal to g with
vanishing mean curvature on ∂M. Since a conformal change of metrics does
not affect our C1 and C2 estimates, without loss of generality, in sections 2–4
we always assume that hg = 0 on ∂M in the arguments.
Proof of Theorem 1.3. By shrinking O2 if necessary, we can always choose a
cut-off function ρ ∈ C∞0 (O1) such that
(2.2) 0 ≤ ρ ≤ 1 in O1, |∇ρ| ≤ C√ρ in O1, ρ = 1 on O2
and
(2.3)
∂ρ
∂ν
= 0 on O1 ∩ ∂M if O1 ∩ ∂M 6= ∅,
where C is a universal constant.
Let
γ(t) :=
1
Λ
(1 + t− a)−Λ, t ∈ [a, b],
where the number Λ is large enough so that Λ/(1+b−a) ≥ 8. Then we choose
a function ϕ ∈ C∞(M) such that ϕ(x) = dg(x, ∂M) when dg(x, ∂M) ≤ ε0,
where 0 < ε0 ≤ δ0 is sufficiently small. Since u satisfies (1.15), we may
further assume that ϕ is chosen in a way so that
(2.4) |ηuϕ| ≤ 1
2
and |ηuuϕ| ≤ 1
2
on M× [a, b].
We now consider the function
G :=
1
2
ρeα|∇u− β∇ϕ|2g on O1,
where
α(x) := λϕ(x) + γ(u− η(x, u)ϕ), β(x) := η(x, u)
and λ is a large number to be determined later. In order to derive the desired
bound on |∇u|g over O2, it suffices to show that G can be bounded in O1 by
some universal constant C depending only on n, (f,Γ), g, ψ, η, a, b, O1 and
O2. Suppose the maximum of G over O1 is attained at some point x0 ∈ O1.
In the following we will always assume that G(x0) ≥ 1; otherwise we are
done.
We first claim that x0 must be an interior point of O1, i.e. x0 ∈ O1\∂M.
To this end, suppose x0 ∈ ∂M and choose an orthonormal frame field
9{e1, · · · , en} around x0 such that en = ν on ∂M. In the following for any
smooth function φ we use φi, φij, · · · to denote the covariant derivatives of φ
of all orders. It is easy to see that on ∂M there hold
ϕn = 1, ϕl = 0 and ϕln = ϕnl = 0 for 1 ≤ l ≤ n− 1.
By using the boundary condition un = η(x, u) we thus have on ∂M that
un − βϕn = 0 and G = 1
2
ρeγ(u)|∇u− β∇ϕ|2g =
1
2
ρeγ(u)
n−1∑
l=1
u2l .
Therefore, since ρn = 0 on O1 ∩ ∂M,
Gn = ρe
γ(u)
n∑
l=1
(ul − βϕl) (uln − βnϕl − βϕln) +Gαn
= ρeγ(u)
n−1∑
l=1
ulunl + λG.
By using again the boundary condition un = η(x, u) on ∂M we have
unl = el(un)− du (∇elen) = el(η)−
n−1∑
k=1
〈∇elen, ek〉guk
= ηl + ηuul +
n−1∑
k=1
Π(ek, el)uk.
Consequently, by using (2.1), (1.15) and the fact G(x0) ≥ 1 we can choose a
large universal number λ such that
Gn(x0) = ρe
γ(u)
n−1∑
k,l=1
Π(ek, el)ukul + ρe
γ(u)
n−1∑
l=1
(ηl + ηuul)ul + λG
≥ (λ− 2C1 − 2|ηu|)G+ ρeγ(u)
n−1∑
l=1
ηlul
> 0.
However, by the maximality of G(x0) we have Gn(x0) ≤ 0. We thus derive a
contradiction.
Therefore x0 ∈ O1\∂M. Choose normal coordinates around x0 such that
(2.5) (Uij) =
(
uij + uiuj − 1
2
|∇u|2ggij + (Ag)ij
)
is diagonal at x0. Then, by setting ξl = ul − βϕl, we have at x0 that
(2.6) 0 = Gi = ρe
α
∑
l
(uli − βiϕl − βϕli)) ξl + αiG+ ρi
ρ
G
10
and
0 ≥ (Gij) =
(
(αij − αiαj)G+ ρρij − 2ρiρj
ρ2
G− αiρj + αjρi
ρ
G
+ ρeα
∑
l
(ulij − βijϕl − βiϕlj − βjϕli − βϕlij) ξl
+ ρeα
∑
l
(uli − βiϕl − βϕli) (ulj − βjϕl − βϕlj)
)
.(2.7)
Let F ij := ∂F
∂Uij
(U). It is well-known that (F ij) is positive definite and F ij =
fiδij at x0 (see [4]). It then follows from (2.7) that
0 ≥ e−αF ijGij
= e−αG
∑
i
fi(αii − α2i ) + e−αG
∑
i
fi
ρρii − 2ρ2i
ρ2
− 2e−αG
∑
i
fiαi
ρi
ρ
+ ρ
∑
i,l
fi (ulii − βiiϕl − 2βiϕli − βϕlii) ξl
+ ρ
∑
i,l
fi (uli − βiϕl − βϕli)2
≥ 1
2
ρ|ξ|2
∑
i
fi(αii − α2i )− |ξ|2
∑
i
fiαiρi − CT |ξ|2 + E ,(2.8)
where
E := ρ
∑
i,l
fi (ulii − βiiϕl − 2βiϕli − βϕlii) ξl.
Since G(x0) ≥ 1, we have |∇u| ≤ C|ξ| for some universal constant C. Note
that
βi = ηi + ηuui and βii = ηii + 2ηiuui + ηuuu
2
i + ηuuii.
By using Ricci identity ulii = uiil+Rriliur, where Rijkl denotes the Riemann
curvature tensor of g, we have
E ≥ ρ
∑
i,l
fiuiilξl − ρηu
∑
i,l
fiuiiϕlξl − CρT |ξ|3.
By the degree one homogeneity of f and (2.5) we have
−ρηu
∑
i,l
fiuiiϕlξl ≥ −CρT |ξ|3.
11
Therefore by using (1.14), (2.6) and the fact |∇ρ| ≤ C√ρ we have
E ≥ ρ
∑
i,l
fiuiilξl − CρT |ξ|3
= ρ
∑
i,l
fi
(
Uii − u2i +
1
2
|∇u|2gii − (Ag)ii
)
l
ξl − CρT |ξ|3
≥ −2ρ
∑
i,l
fiuiluiξl + ρT
∑
k,l
uklukξl − CρT |ξ|3
≥ −2ρ
∑
i,l
fi (uli − βiϕl − βϕil) ξlui
+ ρT
∑
k,l
(ulk − βkϕl − βϕlk) ξluk − CρT |ξ|3
= |ξ|2
∑
i
fiui(ραi + ρi)− 1
2
T |ξ|2
∑
k
uk(ραk + ρk)− CρT |ξ|3
≥ ρ|ξ|2
∑
i
fiuiαi − 1
2
ρT |ξ|2
∑
k
ukαk − C√ρT |ξ|3.
Plugging this estimate into (2.8) we have
0 ≥ 1
2
ρ|ξ|2
∑
i
fi(αii − α2i ) + ρ|ξ|2
∑
i
fiuiαi − |ξ|2
∑
i
fiαiρi
− 1
2
ρ|ξ|2T
∑
k
ukαk − C√ρT |ξ|3.
Note that
αi = λϕi + γ
′ ((1− ηuϕ)ui − ηiϕ− ηϕi)
and
αii = λϕii + γ
′′ ((1− ηuϕ)ui − ηiϕ− ηϕi)2
+ γ′
(
(1− ηuϕ)uii − ηuuϕu2i − 2ηiuuiϕ− 2ηuuiϕi − ηiiϕ− 2ηiϕi − ηϕii
)
.
It follows that
0 ≥ 1
2
ρ|ξ|2
∑
i
fiu
2
i
{(
γ′′ − (γ′)2) (1− ηuϕ)2 + 2γ′(1− ηuϕ)− γ′ηuuϕ}
+
1
2
ρ|ξ|2γ′(1− ηuϕ)
∑
i
fiuii − 1
2
ργ′T |ξ|2|∇u|2(1− ηuϕ)− C√ρT |ξ|3
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Note that uii = Uii−u2i+ 12 |∇u|2gii−(Ag)ii. Using the degree one homogeneity
of f we obtain
0 ≥ 1
2
ρ|ξ|2
∑
i
fiu
2
i
{(
γ′′ − (γ′)2) (1− ηuϕ)2 + γ′(1− ηuϕ)− γ′ηuuϕ}
− 1
4
ργ′T |ξ|2|∇u|2(1− ηuϕ)− C√ρT |ξ|3
From the definition of γ and (2.4) one can verify that(
γ′′ − (γ′)2) (1− ηuϕ)2 + γ′(1− ηuϕ)− γ′ηuuϕ ≥ 0 and γ′ ≤ −c0 < 0.
Thus
0 ≥ c0ρT |ξ|2|∇u|2 − C√ρT |ξ|3 ≥ c0ρT |ξ|4 − C√ρT |ξ|3.
This gives the desired estimate. 
Before giving the proof of Theorem 1.4, let us recall the condition (Hα) on
(f,Γ) introduced in [26].
Definition 2.1. We say (f,Γ) satisfies condition (Hα) for some α > 0 if there
exists some positive constants ε1 and c1 such that for any (λ, ξ) ∈ Γ × Rn
satisfying
f(λ) ≤ α, |ξ| ≥ ε−11 and
∣∣∣∣ξi(λi − 12 |ξ|2
)∣∣∣∣ ≤ ε1|ξ|3 for 1 ≤ i ≤ n,
there holds∑
i
fi(λ)
{(
λi +
1
2
|ξ|2 − ξ2i
)2
+ ξ2i (|ξ|2 − ξ2i )
}
≥ c1|ξ|4
∑
i
fi(λ).
Some discussions have been given in [26] on the condition (Hα) for (f,Γ).
Here are two remarks.
Remark 2.1. (i) It is easy to check that if f is homogeneous on Γ, then
(f,Γ) satisfies the condition (H1) if and only if (f,Γ) satisfies the condition
(Hα) for each α > 0.
(ii) From the proof of [19, Lemma 2.4] and [20, Theorem 3], one can see
that the following two classes of (f,Γ) satisfy the condition (Hα):
(f,Γ) = (σ
1/k
k ,Γk) with 1 ≤ k ≤ n
and
(f,Γ) =
(
(σk/σl)
1/(k−l),Γk
)
with 0 ≤ l < k ≤ n and (n− k + 1)(n− l + 1) > 2(n+ 1).
Proof of Theorem 1.4. Consider the function
G :=
1
2
ρeλϕ|∇u− ce−u∇ϕ|2g on O1,
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where ϕ and ρ are as in the proof of Theorem 1.3, and λ is a fixed positive
constant satisfying
λ > 2C1 + 2|c|eC0 .
We need to show that G can be bounded by some universal constant C
depending only on n, c, (f,Γ), g, C0, O1 and O2. Suppose the maximum of
G over O1 is attained at some point x0 ∈ O1. In the following we will always
assume that G(x0) ≥ 1.
Similar to the proof of Theorem 1.3 we have x0 ∈ O1\∂M. As before we
choose normal coordinates around x0 such that (Uij) is diagonal at x0. Then,
by setting ξl = ul − ce−uϕl, we have at x0 that
(2.9) 0 = Gi = ρe
λϕ
∑
l
(
uli − ce−u(ϕli − ϕlui)
)
ξl + λGϕi +
ρi
ρ
G
and
0 ≥ (Gij) =
(
(λϕij − λ2ϕiϕj)G+ ρρij − 2ρiρj
ρ2
G− ρiϕj + ρjϕi
ρ
λG
+ ρeλϕ
∑
l
(
ulij − ce−u(ϕlij − ϕliuj − ϕljui − ϕluij + ϕluiuj)
)
ξl
+ ρeλϕ
∑
l
(
uli − ce−u(ϕli − ϕlui)
) (
ulj − ce−u(ϕlj − ϕluj)
) )
.(2.10)
It then follows from (2.10) that
(2.11) 0 ≥ e−λϕF ijGij = I + II − C
ρ
T G.
where
I := ρ
∑
i,l
fi
(
ulii − ce−u(ϕlii − 2ϕliui − ϕluii + ϕlu2i )
)
ξl,
II := ρ
∑
i,l
fi
(
uli − ce−u(ϕli − ϕlui)
)2
,
Similar to the estimate for E in the proof of Theorem 1.3, we have by (2.9)
that
I ≥ ρ
∑
i,l
fiuiilξl − C√
ρ
T G 32 ≥ − C√
ρ
T G 32 .(2.12)
For the term II, by using the elementary inequality
(2.13) (a+ b)2 ≥ 1
2
a2 − b2 for any a, b ∈ R
14
we have
II ≥ 1
2
ρ
∑
i,l
fi(uli + (Ag)li)
2 − ρ
∑
i,l
fi
(
(Ag)il + ce
−u(ϕli − ϕlui)
)2
≥ 1
2
ρ
∑
i,l
fi(uli + (Ag)li)
2 − CT G.
Using (2.5) we then obtain
II =
1
2
ρ
∑
i,l
fi
(
Uli +
1
2
|∇u|2ggli − ului
)2
− CT G
=
1
2
ρ
∑
i
fi
{(
Uii +
1
2
|∇u|2g − u2i
)2
+ u2i
(|∇u|2g − u2i )
}
− CT G.(2.14)
Let ξ = (ξ1, · · · , ξn). By using the elementary inequality (2.13) once again,
we have∑
i
fi
{(
Uii +
1
2
|∇u|2g − u2i
)2
+ u2i (|∇u|2g − u2i )
}
≥ 1
2
∑
i
fi
{(
Uii +
1
2
|ξ|2 − ξ2i
)2
+ ξ2i (|ξ|2 − ξ2i )
}
−
∑
i
fi
(
1
2
|∇u|2g −
1
2
|ξ|2 − u2i + ξ2i
)2
+
∑
i
fi
(
u2i (|∇u|2g − u2i )− ξ2i (|ξ|2 − ξ2i )
)
It is easy to see that∣∣∣∣12 |∇u|2g − 12 |ξ|2 − u2i + ξ2i
∣∣∣∣ ≤ C(1 + |∇u|g) ≤ C|ξ|
and ∣∣u2i (|∇u|2g − u2i )− ξ2i (|ξ|2 − ξ2i )∣∣ ≤ C(1 + |∇u|3g) ≤ C|ξ|3.
Consequently∑
i
fi
{(
Uii +
1
2
|∇u|2g − u2i
)2
+ u2i (|∇u|2g − u2i )
}
≥ 1
2
∑
i
fi
{(
Uii +
1
2
|ξ|2 − ξ2i
)2
+ ξ2i (|ξ|2 − ξ2i )
}
− CT |ξ|3.
This together with (2.14) implies that
(2.15) II ≥ 1
4
ρ
∑
i
fi
{(
Uii +
1
2
|ξ|2 − ξ2i
)2
+ ξ2i (|ξ|2 − ξ2i )
}
− C√
ρ
T G 32 .
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Combining (2.11), (2.12) and (2.15) yields
(2.16) ρ
∑
i
fi
{(
Uii +
1
2
|ξ|2 − ξ2i
)2
+ ξ2i (|ξ|2 − ξ2i )
}
≤ C√
ρ
T G 32 + C
ρ
T G.
In order to apply the (Hα) condition on (f,Γ) with λi = Uii and ξi = ui −
ce−uϕi, we need to check
(2.17)
∣∣∣∣ξi(Uii − 12 |ξ|2
)∣∣∣∣ ≤ ε1|ξ|3.
To see this, recall that (Uij) is diagonal, one has
ξi
(
Uii − 1
2
|ξ|2
)
=
∑
l
ξlUil − 1
2
ξi|ξ|2
=
∑
l
ξl
(
uil + uiul − 1
2
|∇u|2δil + (Ag)il
)
− 1
2
ξi|ξ|2
By using (2.9) we have∣∣∣∣∣∑
l
ξluil
∣∣∣∣∣ ≤
∣∣∣∣∣∑
l
ξl
(
uli − ce−u(ϕli − ϕlui)
)∣∣∣∣∣+ C|ξ|2 ≤ C√ρ |ξ|2.
Moreover, by direct calculation one can see that∣∣∣∣∣∑
l
ξl
(
uiul − 1
2
|∇u|2gδil
)
− 1
2
ξi|ξ|2
∣∣∣∣∣ ≤ C(1 + |∇u|2g) ≤ C|ξ|2.
Consequently we have∣∣∣∣ξi(Uii − 12 |ξ|2
)∣∣∣∣ ≤ C√ρ |ξ|2 ≤ C√G |ξ|3 ≤ ε1|ξ|3.
if we further assume that G(x0) ≥ C2/ε21. Therefore we may apply the (Hα)
condition on (f,Γ) to (2.16) to get
c1ρT |ξ|4 ≤ C√
ρ
T G 32 + C
ρ
T G ≤ C
ρ
T
(
G
3
2 +G
)
.
Consequently G2 ≤ C(G 32 +G) which implies G(x0) ≤ C for some universal
constant C. 
3. C2 estimates: general equations
The aim of this section is to show Theorem 1.5. We may assume O1 ∩
∂M 6= ∅ since otherwise the results follow from the well-known local interior
estimates (see [19, 26]). Without loss of generality, we may also assume that
g is conformally flat on O1, i.e. there exists a function ϕ ∈ C∞(O1) such that
e2ϕg is a flat metric on O1. Since O1∩∂M is umbilic in g, it is also umbilic in
the flat metric. Therefore O1∩∂M is either a part of a hyperplane or a part
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of a sphere in Rn. By shrinking O1 and using the conformal diffeomorphism
in Rn if necessary we may assume that
O1 = B+4 := {x = (x1, · · · , xn) ∈ Rn : |x| < 4 and xn ≥ 0}
and
O1 ∩ ∂M := ∂B+4 ∩ {xn = 0}.
Observe that e2(u+ϕ)g˜ is also a flat metric, By using the conformal invariance
the function v := u+ ϕ satisfies the following problem
(3.1)
 F (V ) := f(λ(V )) = ψ˜(x, v), λ(V ) ∈ Γ in B
+
4 ,
vn = η˜(x, v) on ∂B
+
4 ∩ {xn = 0},
where ψ˜(x, v) = ψ(x, v − ϕ)e−2ϕ, η˜(x, v) = η(x, v − ϕ)e−2ϕ, V denotes the
matrix function
V := D2v + dv ⊗ dv − 1
2
|Dv|2I,
I is the n× n identity matrix, D is the standard connection on Rn, Dv and
D2v denote the gradient and Hessian of v respectively, and λ(V ) denote the
eigenvalues of V .
Recall that we can assume hg = 0 on ∂M. So ϕn = 0 on ∂B+4 ∩ {xn = 0}.
Therefore when η ≡ 0 and ∂ψ
∂ν
≡ 0 on ∂M× R, we have η˜ ≡ 0 and ψ˜n ≡ 0
on ∂B+4 ∩ {xn = 0}. Thus, in order to show Theorem 1.5, it suffices to prove
the following result.
Theorem 3.1. Assume that (f,Γ) satisfies (1.1)–(1.6) and that ψ˜, η˜ satisfy
one of the following conditions:
(i) η˜ ≡ 0 and ψ˜n ≡ 0 on (∂B+4 ∩ {xn = 0})× R and ψ˜ ∈ C3(B+4 × R);
(ii) η˜ is positive and ψ˜ is any function.
If v ∈ C4(B+4 ) is a solution of (3.1) satisfying
(3.2) |v| ≤ C0 and |Dv| ≤ C0 in B+4
for some positive constant C0, then
(3.3) |D2v| ≤ C in B+1
for some positive constant C depending only on n, C0, (f,Γ), ψ˜ and η˜.
Proof of Theorem 3.1 under condition (i). This case can be reduced to the
local interior estimates. To this end, we define
(3.4) v¯(x′, xn) =
 v(x
′, xn), when xn ≥ 0,
v(x′,−xn), when xn ≤ 0
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and
ψ¯((x′, xn), t) =
 ψ˜((x
′, xn), t), when xn ≥ 0, t ∈ R,
ψ˜((x′,−xn), t), when xn ≤ 0, t ∈ R.
Since vn(x
′, 0) = 0 and ψ˜n((x
′, 0), t) = 0, it is easy to see v˜ ∈ C2(B4) and
ψ¯ ∈ C2,1(B4 × R). Let
V := D2v¯ + dv¯ ⊗ dv¯ − 1
2
|Dv¯|2I.
By direct calculation one can see that
V (x′, xn) =
 V (x
′, xn), when xn ≥ 0,
QtV (x′,−xn)Q, when xn ≤ 0,
where Q is the orthogonal matrix Q := diag[1, · · · , 1,−1]. Therefore
(3.5) F (V ) := f(λ(V )) = ψ¯(x, v¯), λ(V ) ∈ Γ in B4.
It then follows from [15, Lemma 17.16] that v¯ ∈ C4,α(B2) for any α ∈ (0, 1).
Now the local interior estimates in [26] can be applied to obtain |D2v¯| ≤ C
in B1 for some constant C depending only on n, C0, (f,Γ) and ψ˜. This in
particular implies (3.3). 
Remark 3.1. Note that the function v¯ defined by (3.4) satisfies (3.5) and
has uniform C2 estimates. Since f is concave, by Evans-Krylov theory and
Schauder theory we can obtain uniform estimates on ‖v¯‖C4,α(B1/2) for any
α ∈ (0, 1). Therefore, for a solution u ∈ C2(M) of (1.14) with ψ and η
satisfying (i) in Theorem 1.5, if (1.17) holds then
‖u‖C4,α(O2) ≤ C
for some constant C depending only on n, C0, α, (f,Γ), ψ, O1 and O2.
Next we will prove Theorem 3.1 under condition (ii). We will use {e1, · · · , en}
to denote the standard orthonormal basis in Rn, i.e. ei = (0, · · · , 1, · · · , 0),
where 1 is in the ith spot and 0 elsewhere. The following result gives the
double tangential derivative estimates without any restrictions on ψ˜ and η˜.
Lemma 3.1. Assume that (f,Γ) satisfies (1.1)–(1.6). If v ∈ C4(B+4 ) is a
solution of (3.1) satisfying
(3.6) |v| ≤ C0 and |Dv| ≤ C0 in B+4
for some positive constant C0, then there exists a positive constant C1 de-
pending only on n, C0, (f,Γ), ψ˜ and η˜ such that
(3.7) vττ ≤ C1 in B+3
for any vector τ ∈ span{e1, · · · , en−1} with |τ | = 1.
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Proof. By rotation it suffices to establish (3.7) for τ = e1. Let ρ ∈ C∞0 (B4)
be a radial cut-off function such that 0 ≤ ρ ≤ 1 in Rn, ρ = 1 in B3, and
|Dρ| ≤ Cρ 12 in B4. Consider the function
H = ρeβxn
(
v11 + v
2
1
)
on B+4 ,
where β is a large positive constant to be determined later. Suppose the
maximum of H over B+4 is attained at some point x0, then either x0 ∈
B+4 ∩{xn > 0} or x0 ∈ B4∩{xn = 0}. In the following we will always assume
that H(x0) ≥ 1 and v11(x0) ≥ 1; otherwise we are done.
Let us first calculateHn on B4∩{xn = 0}. Since ρ is radially symmetric, we
have ρn = 0 on xn = 0. Thus, by using the boundary condition vn = η˜(x, v),
it is easy to see that
Hn = ρ
(
v11n + 2v1v1n + β(v11 + v
2
1)
)
= ρ
(
(β + η˜v)v11 + (β + η˜vv + 2η˜v)v
2
1 + (2η˜1 + 2η˜1v)v1 + η˜11
)
.
If x0 ∈ B4 ∩ {xn = 0}, then, using (3.6) and v11(x0) ≥ 1, we have Hn(x0) >
0 by choosing β large enough. But by the maximality of H(x0) we have
Hn(x0) ≤ 0. We thus derive a contradiction. Therefore x0 ∈ B+4 ∩ {xn > 0}.
Now at x0 we have
(3.8) 0 = Hi =
(
ρi
ρ
+ βδin
)
H + ρeβxn (v11i + 2v1v1i) , 1 ≤ i ≤ n
and
0 ≥ (Hij) =
(ρρij − 2ρiρj
ρ2
H − β2δinδjnH − ρiδjn + ρjδin
ρ
βH
+ ρeβxn(v11ij + 2v1v1ij + 2v1iv1j)
)
.
Let F ij := ∂F
∂Vij
(V ) and T :=∑i F ii. We know that (F ij) is positive definite
and T ≥ f(1, · · · , 1) > 0, Thus we have at x0 that
0 ≥ e−βxnF ijHij
= e−βxnHF ij
ρρij − 2ρiρj
ρ2
− β2e−βxnHF nn − 2βe−βxnHF inρi
ρ
+ ρF ij (v11ij + 2v1v1ij + 2v1iv1j)
≥ −C
ρ
T H + ρF ij (v11ij + 2v1v1ij + 2v1iv1j)(3.9)
By differentiating the equation (3.1) twice and using the concavity of F we
have
F ij
(
vijk + 2vikvj −
∑
l
vlvlkδij
)
= ψ˜k + ψ˜vvk, 1 ≤ k ≤ n
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and
F ij
(
vij11 + 2vi11vj + 2vi1vj1 −
∑
l
(vlvl11 + v
2
l1)δij
)
≥ ψ˜11 + 2ψ˜1vv1 + ψ˜vvv21 + ψ˜vv11.
Therefore, by using (3.8) and (3.6),
ρF ijvij11 ≥ −2ρF ij (vi11vj + vi1vj1) + ρT
∑
l
(
vlvl11 + v
2
l1
)− C
ρ
T H
≥ 4ρv1F ijv1ivj − 2ρT v1
∑
l
vlvl1 − 2ρF ijvi1vj1
+ ρT
∑
l
v2l1 −
C
ρ
T H.(3.10)
By using (3.1) and (3.6) we have
2ρF ijv1v1ij = 2ρv1F
ij
(
Vij − vivj + 1
2
|Dv|2δij
)
1
= 2ρv1(ψ˜1 + ψ˜vv1)− 4ρv1F ijvi1vj + 2ρv1T
∑
l
vl1vl
≥ −4ρv1F ijvi1vj + 2ρv1T
∑
l
vl1vl − C
ρ
T H.(3.11)
Combining (3.9)–(3.11) yields
0 ≥ −C
ρ
T H + ρT
∑
l
v2l1 ≥ −
C
ρ
T H + ρT v211 ≥ −
C
ρ
T H + 1
ρ
T H2.
Consequently, we have H(x0) ≤ C, and the proof is complete. 
Lemma 3.2. Under the hypotheses of Theorem 3.1 with (ii) satisfied, there
exists a positive constant C depending only on n, C0, (f,Γ), ψ˜ and η˜ such
that
(3.12) |vnn(x′, 0)| ≤ C whenever |x′| ≤ 2.
Proof. It is convenient to consider the function w := ev. By direct calculation
and the degree one homogeneity of F it follows from (3.1) that w satisfies
(3.13)
 F (W ) := f(λ(W )) = ψˆ(x, w), λ(W ) ∈ Γ in B
+
4
wn = ηˆ(x, w) on ∂B
+
4 ∩ {xn = 0}.
where ψˆ(x, w) = wψ˜(x, logw), ηˆ(x, w) = wη˜(x, logw) and
W := D2w − 1
2w
|Dw|2I.
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Moreover, by using (3.2) one can see that there is a positive constant C2
depending only on C0 such that
(3.14)
1
C2
≤ w ≤ C2 and |Dw| ≤ C2 in B+4 .
We now introduce a linear elliptic differential operator L on B+4 by
Lφ = F ijφij − w−1T
∑
l
wlφl, ∀φ ∈ C2(B+4 ).
where F ij := ∂F
∂Wij
(W ) and T :=∑i F ii. Recall that (F ij) is positive definite
and T ≥ f(1, · · · , 1) > 0. By differentiating the equation (3.13) with respect
to xn we obtain
F ij
(
wijn − w−1wlwlnδij + 1
2
w−2wn|Dw|2δij
)
= ψˆn + ψˆwwn.
Thus
Lwn = ψˆn + ψˆwwn − 1
2
w−2wnT |Dw|2.
By using (3.14) and the degree one homogeneity of f we have
|Lηˆ| ≤ |ηˆwF ijwij|+ CT ≤ CT in B+4 .
Consequently
(3.15) |L (wn − ηˆ(x, w))| ≤ CT in B+4 .
Next we consider the function wn. Since λ(W ) ∈ Γ ⊂ Γ1, we have ∆w ≥ 0
in B+4 . Therefore from Lemma 3.1 it follows that
wnn ≥ −
n−1∑
i=1
wii ≥ −(n− 1)C1 in B+3 .
Since ηˆ is positive, we have ηˆ ≥ 2α0 on ∂B+4 ∩ {xn = 0} for some universal
constant α0 > 0. Therefore
wn(x
′, xn) + (n− 1)C1xn ≥ wn(x′, 0) ≥ 2α0 for (x′, xn) ∈ B+3 .
Thus there exists a universal constant 0 < ε0 ≤ 1 such that
(3.16) wn(x
′, xn) ≥ α0 > 0 for (x′, xn) ∈ B+3 ∩ {xn ≤ ε0}.
In order to establish (3.12), it suffices to show that |wnn(0)| ≤ C for some
universal constant C. Consider the function
φ = Axn +B|x|2 ± (wn − ηˆ(x, w)) on B+ε0,
where A and B are sufficiently large positive constants to be chosen below.
Clearly on ∂B+ε0 ∩ {xn = 0} we have φ ≥ 0 since wn − ηˆ(x, w) = 0 there.
Also, by using (3.14) we may choose B large enough so that φ ≥ 0 on
∂B+ε0 ∩ {xn > 0}. Thus
(3.17) φ ≥ 0 on ∂B+ε0 .
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With the number B chosen above, by using (3.14), (3.15) and (3.16) we have
Lφ = −Aw−1wnT +BL(|x|2)± L (wn − ηˆ(x, w))
≤ −AC−11 α0T + CT
< 0(3.18)
in B+ε0 if we choose A large enough.
By the maximum principle, it follows from (3.17) and (3.18) that φ ≥ 0 in
B+ε0. Since φ(0) = 0, we therefore have φn(0) ≥ 0. consequently |wnn(0)| ≤ C
for some universal constant C. 
Proof of Theorem 3.1 under condition (ii). Consider the function
G˜(x, ξ) = ρ(x)
(
vξξ(x) + 〈Dv(x), ξ〉2
)
, ∀x ∈ B+2 and ξ ∈ Sn,
where ρ ∈ C∞0 (B2) is a radial cut-off function such that 0 ≤ ρ ≤ 1 in Rn,
ρ = 1 on B1, and |Dρ| ≤ Cρ 12 in B2. Suppose the maximum of G˜ over B+2 ×Sn
is attained at (x¯, ξ¯), then either x¯ ∈ B+2 ∩ {xn > 0} or x¯ ∈ B2 ∩ {xn = 0}.
If x¯ ∈ B+2 ∩ {xn > 0}, then similar to the proof of [26, Theorem 1.20] one
can show that G˜(x¯, ξ¯) ≤ C for some universal constant C. If x¯ ∈ B2 ∩{xn =
0}, we may write ξ¯ = αen+βτ , where τ is a unit vector in span{e1, · · · , en−1},
and α and β are two numbers satisfying α2 + β2 = 1. Then
vξ¯ξ¯ = α
2vnn + β
2vττ + 2αβvnτ .
Since vn = η˜(x, v) on xn = 0, we have vnτ = η˜τ + η˜vvτ which is bounded.
Therefore it follows from Lemma 3.1 and Lemma 3.2 that vξ¯ξ¯ ≤ C at x¯ and
hence G˜(x¯, ξ¯) ≤ C for some universal constant C.
The above argument shows that vξξ ≤ C in B+1 for any unit vector ξ ∈ Sn.
Since ∆v ≥ 0, we also have vξξ ≥ −C in B+1 for any ξ ∈ Sn. Therefore
|D2v| ≤ C in B+1 . 
4. C2 estimates: Monge-Ampere type equations
In this section we prove Theorem 1.6. We first have the following double
normal derivative estimates.
Lemma 4.1. Under the hypotheses of Theorem 1.6, there holds
|∇2u(ν, ν)| ≤ C on ∂O2 ∩M
for some positive constant C depending only on n, c, g, C0, O1 and O2.
Proof. Recall that we assume hg = 0 on ∂M and that dg(x, ∂M) is smooth
in Mδ0 := {x ∈ M : dg(x, ∂M) ≤ δ0}. We may extend the unit inward
normal vector field ν to a smooth vector field in Mδ0 , still denoted it as ν,
by parallel translating along the unit-speed geodesics perpendicular to ∂M.
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Clearly ∇νν = 0 in Mδ0. Thus along any such geodesic γ starting from a
point γ(0) ∈ O1 ∩ ∂M we have
d
dt
(uν(γ(t))) = ν(uν) = ∇2u(ν, ν) + du(∇νν) = ∇2u(ν, ν).
Since λg(U) ∈ Γn, we have
∇2u(ν, ν) + u2ν −
1
2
|∇u|2g + Ag(ν, ν) > 0.
Therefore it follows from (1.19) that there is a universal constant C1 such
that d
dt
(uν(γ(t))) ≥ −C1 as long as γ is in O1. Consequently
uν(γ(t)) ≥ uν(γ(0))− C1dg(γ(t), ∂M) = ce−u(γ(0)) − C1dg(γ(t), ∂M)
as along as γ is in O1. Fix an open set O3 of M such that O2 ⊂ O3 and
O3 ⊂ O1. Since c > 0 and u ≤ C0 in O1, there exist universal constants
0 < δ1 ≤ δ0 and α0 > 0 such that
(4.1) uν ≥ α0 in O3 ∩Mδ1 .
Now we are going to introduce a linear elliptic differential operator Lu on
M. Since λg(U) ∈ Γn, we can define a tensor U−1 on M, which in local
frame has the representation U−1 = {U ij}, where U ijUjk = δik and {Uij}
denotes the local representation of U . We define
Luψ := U ijψij − trg(U−1)〈∇u,∇ψ〉g, ∀ψ ∈ C2(M).
At the end of the proof we will show that for the local function uν − ce−u
there holds
(4.2) |Lu(uν − ce−u)| ≤ C
(
1 + trg(U
−1)
)
in Mδ1 ∩ O1
for some universal constant C.
We now fix a point x0 ∈ O2 ∩ ∂M and consider the function
ψ = Aϕ+Bη ± (uν − ce−u) ,
where A and B are two large positive constants to be chosen below, ϕ(x) =
dg(x, ∂M), and η := dg(x, x0)2. We can choose a universal constant 0 <
δ2 ≤ δ1 such that Oδ2(x0) := {x ∈ M : dg(x, x0) < δ2} ⊂ O3 ∩Mδ1 and η is
smooth in Oδ2(x0) with
|η|C2(Oδ2 (x0)) ≤ C
for some universal constant C independent of x0.
Let us do some calculation first on ϕ. Choose a local orthonormal frame
field {e1, · · · , en} around x0 such that en = ν in Mδ2 . Then ρn = 1 in Mδ2 .
Since ρ satisfies the Hamilton-Jacobi equation |∇ρ| = 1 in Mδ2 we have
ρi = 0 in Mδ2 for 1 ≤ i ≤ n− 1. Therefore in Mδ2 there hold
ϕn = 1 and ϕi = 0 for 1 ≤ i ≤ n− 1.
23
This together with (4.1) implies that
(4.3) 〈∇u,∇ϕ〉g = un ≥ α0 in O3 ∩Mδ2 .
By direct calculation we can see that on ∂M there holds
ϕij =
 −Π(ei, ej), 1 ≤ i, j ≤ n− 1,−hg, i = j = n,
0, otherwise.
Since ∂M is totally geodesic in (M, g), we have ∇2ϕ = 0 on ∂M. Therefore,
one may choose a universal constant 0 < δ3 ≤ δ2 such that
(4.4) ∇2ϕ ≤ 1
2
α0g in Mδ3 .
Returning to the function ψ. Since uν − ce−u = 0 on ∂M, we have ψ ≥ 0
on ∂M ∩ Oδ3(x0). Since η ≥ δ23 on ∂Oδ3(x0) ∩ (M\∂M) and since u and
|∇u| are bounded, we also have ψ ≥ 0 on ∂Oδ3(x0) ∩ (M\∂M) by choosing
B large enough. Therefore
(4.5) ψ ≥ 0 on ∂Oδ3(x0).
In the following we will show that
(4.6) Luψ ≤ 0 in Oδ3(x0)
if A is chosen large enough. It is clear that Lu(η) ≤ C (1 + trg(U−1)). This
together with (4.2) gives
Luψ = ALuϕ +BLuη ± Lu(uν − ce−u)
≤ ALuϕ+ C
(
1 + trg(U
−1)
)
.
But from (4.3) and (4.4) it follows that
Luϕ = U ijϕij − trg(U−1)〈∇u,∇ϕ〉g
≤ 1
2
α0trg(U
−1)− α0trg(U−1)
≤ −1
2
α0trg(U
−1).
Therefore
Luψ ≤ −1
2
Aα0trg(U
−1) + C
(
1 + trg(U
−1)
)
in Oδ3(x0).
Note that
trg(U
−1) ≥ n det(g · U−1) 1n = n det(g−1 · U)− 1n = ne2u ≥ β0 > 0
for some universal constant β0 > 0. Thus
Luψ ≤ −1
2
Aα0trg(U
−1) + Ctrg(U
−1) ≤ 0 in Oδ3(x0)
if we choose A large enough.
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By the maximum principle it follows from (4.5) and (4.6) that ψ ≥ 0 in
Oδ3(x0). Since ψ(x0) = 0, we therefore have ψν(x0) ≥ 0. Consequently
|∇2u(ν, ν)|(x0) ≤ C for some universal constant C.
In order to complete the proof, we still need to prove claim (4.2). Fix a
local orthonormal frame field {e1, · · · , en} with en = ν. For the local function
uν it is easy to check
(uν)ij − unij = Γkinukj + Γkjnuki + bkijuk,
where
Γkij = 〈∇eiej , ek〉g and bkij = ej(Γkin) + ΓkjlΓlin − ΓljiΓkln,
they are all bounded functions. Recall the commutation formula unij−uijn =
Rikjnuk, we therefore have
(uν)ij − uijn = Γkinukj + Γkjnuki + (bkij +Rikjn)uk
Noting that (uν)l = uln + Γ
k
lnuk, we thus have
Lu(uν) =
(
U ijuijn − trg(U−1)ululn
)
+ 2ΓkinU
ijukj
+
(
bkij +Rikjn
)
U ijuk − trg(U−1)Γklnuluk.
By taking logarithm on equation (1.18) and then taking covariant differenti-
ation, we have
U ij (uijn + 2uinuj − ululngij + (Ag)ij,n) = −2nun
Consequently
Lu(uν) = −2nun + U ij
(
2Γkinukj − 2uinuj − (Ag)ij,n
)
+
(
bkij +Rikjn
)
U ijuk − trg(U−1)Γklnuluk.
Since (U ij) is positive definite, we have |U ij | ≤ Ctrg(U−1). Using the fact
U ijUjk = δ
i
k, the relation between Uij and uij and the boundedness of |∇u|g,
one can see that
|U ijukj|+ |U ijuin| ≤ C
(
1 + trg(U
−1)
)
Therefore
|Lu(uν)| ≤ C
(
1 + trg(U
−1)
)
in Mδ1 ∩ O1.
By direct calculation we also have
Lu(e−u) = −e−uU ijuij + e−uU ijuiuj + e−utrg(U−1)|∇u|2
Hence
|Lu(e−u)| ≤ C
(
1 + trg(U
−1)
)
in Mδ1 ∩ O1.
Putting the above two estimates together, we therefore obtain (4.2). 
Theorem 1.6 now follows from the combination of Lemma 4.1 and the
following result which provides more information than what we really need
to complete the proof of Theorem 1.6.
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Lemma 4.2. Assume that (f,Γ) satisfies (1.1)–(1.6) and that (M, g) is a
smooth compact Riemannian manifold with smooth umbilic boundary ∂M.
Let O1 be an open set of M and let u ∈ C4(O1) be a solution of (1.16). If
(4.7) |u| ≤ C0 and |∇u|g ≤ C0 in O1
and
(4.8) ∇2u(ν, ν) ≤ C0 on O1 ∩ ∂M
for some constant C0, then, for any open set O2 of M satisfying O2 ⊂ O1,
|∇2u|g ≤ C in O2
for some constant C depending only on n, c, C0, g, (f,Γ), O1 and O2.
Proof. Consider the function w := eu. Recall that hg = 0 on ∂M, from
(1.16) it is easy to check that
(4.9)
 F (W ) := f(λg(W )) = w
−1, λg(W ) ∈ Γ in O1,
∂w
∂ν
= c on O1 ∩ ∂M,
where
W := ∇2w − 1
2w
|∇w|2gg + wAg.
Moreover, it follows from (4.7) and (4.8) that
(4.10) C−11 ≤ w ≤ C1 and |∇w|g ≤ C1 in O1
and
(4.11) ∇2w(ν, ν) ≤ C1 on O1 ∩ ∂M
for some positive constant C1 depending only on C0. Note that ∂M is totally
geodesic in (M, g). Thus ∇τν = 0 on ∂M for any τ ∈ T (∂M). Since wν = c
on ∂M, for any τ ∈ T (∂M) there holds
∇2w(ν, τ) = τ(wν)− dw(∇τν) = 0.
Now let U(M) denote the unit tangent bundle over M and consider the
function
Q(ξ) := ρeβϕ◦pi(ξ)∇2w(ξ, ξ), ξ ∈ U(M),
where pi : TM → M is the canonical projection, β > 0 is a positive
constant to be chosen below, ϕ ∈ C∞(M) is a fixed function satisfying
ϕ(x) = dg(x, ∂M) in Mδ0 := {x ∈ M : dg(x, ∂M) ≤ δ0}, and ρ ∈ C∞0 (O1)
is a cut-off function satisfying (2.2) and (2.3). Suppose the maximum of Q
over U(M) is attained at ξ¯ ∈ Tx¯M for some x¯ ∈ O1. In the following we will
assume that ∇2w(ξ¯, ξ¯) ≥ 1 since otherwise we are done. We have to consider
two cases: either x¯ ∈ O1 ∩ ∂M or x¯ ∈ O1\∂M.
Case 1. x¯ ∈ O1 ∩ ∂M. We write ξ¯ = αν + βτ , where τ is a unit vector
in Tx¯(∂M) and α and β are two numbers satisfying α2 + β2 = 1. Then by
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using the maximality of ∇2w(ξ¯, ξ¯) and the fact ∇2w(ν, τ) = 0 one can see
that at x¯ there holds
∇2w(ξ¯, ξ¯) = α2∇2w(ν, ν) + β2∇2w(τ, τ) + 2αβ∇2w(ν, τ)
≤ (α2 + β2)∇2w(ξ¯, ξ¯)
= ∇2w(ξ¯, ξ¯).
This implies that we can take ξ¯ so that either ξ¯ = ν or ξ¯ ∈ T (∂M).
If ξ¯ = ν, then (4.11) implies that Q(ξ¯) ≤ C for some universal constant
C. So we may assume that ξ¯ is a unit vector in Tx¯(∂M). Choose a local
orthonormal frame field {e1, · · · , en} around x¯ so that en = ν on ∂M, and
write ξ¯ = ξ¯iei at x¯. We then define a vector field ξ near x¯ by ξ = ξ
iei, where
ξi(x) = ξ¯ for x near x¯. Note that ξn = 0 near x¯. It is clear that ξ is a smooth
local section of U(M). Thus Q := Q(ξ) has a local maximum at x¯. This
implies that
Qn ≤ 0 at x¯.
Set E = ∇2w(ξ, ξ). Then, since ρn = 0 and ϕn = 1 on O1 ∩ ∂M, we have
(4.12) En + βE ≤ 0 at x¯.
Observe that
En = ∇n(ξiξjwij) = ξiξjwijn + 2ξi∇nξjwij
= ξiξj (wnij +Rkijnwk) + 2ξ
i∇nξjwij.
As calculated in the proof of Lemma 4.1, with the same notations as there
we have for 1 ≤ i, j ≤ n− 1
wnij = (wν)ij + Γ
k
inwkj + Γ
k
jnwki + b
k
ijwk
= Γkinwkj + Γ
k
jnwki + b
k
ijwk.
By the maximality of Q(ξ¯) we have wii ≤ CE at x¯ for 1 ≤ i ≤ n. Since
∆w ≥ 0 in M, we further have |∇2w| ≤ CE at x¯. Thus En ≥ −C3 − C4E
for some universal constants C3 and C4. This together with (4.12) implies
that
(β − C4)E ≤ C3 at x¯.
Therefore E ≤ C if we choose β > C4. Consequently Q(ξ¯) ≤ C.
Case 2. x¯ ∈ O1\∂M. Choose normal coordinates x1, · · · , xn around x¯
such that
gij = δij and
∂gij
∂xk
= 0 at x¯.
Moreover, such normal coordinates can be chosen so that {wij} is diagonal
at x¯ and w11 = ∇2w(ξ¯, ξ¯).
Consider the local function Z := w11/g11. By direct calculation we have
Zi = w11i and Zij = w11ij at x¯.
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It is clear that the function
Q˜ := ρeβϕZ
has a local maximum at x¯. Thus at x¯ we have
(4.13) 0 = Q˜i = ρe
βϕw11i +
(
βϕi +
ρi
ρ
)
Q˜
and
0 ≥ (Q˜ij)
=
(
(βϕij − β2ϕiϕj)Q˜+ ρρij − 2ρiρj
ρ2
Q˜− ρiϕj + ρjϕi
ρ
βQ˜+ ρeβϕw11ij
)
Let F ij := ∂F
∂Wij
(W ) and T := trg(F ij). Then using |∇ρ| ≤ C√ρ and the
inequality
|w11ij − wij11| ≤ C|∇2w| ≤ Cw11 ≤ C
ρ
Q˜.
we have
(4.14) 0 ≥ e−βϕF ijQ˜ij ≥ ρF ijw11ij − C
ρ
T Q˜ ≥ ρF ijwij11 − C
ρ
T Q˜
By differentiating (4.9) twice and using the concavity of F we get
F ijwij11 − T
(
w−1
∑
l
wlwl11 + w
−1
∑
l
w2l1 − 2w−2
∑
l
wlwl1w1
+ w−3w21|∇w|2 −
1
2
w−2|∇w|2w11
)
+ F ij (w11Aij + 2w1Aij,1 + wAij,11)
≥ −w−2w11 + 2w−3w21.
This together with commutation formula and (4.13) implies that
ρF ijwij11 ≥ −CρT w11 + ρw−1T
∑
l
wlwl11 + ρw
−1T w211
≥ −CρT w11 + ρw−1T
∑
l
wlw11l + ρw
−1T w211
≥ − C√
ρ
T Q˜+ ρw−1T w211.
Thus, it follows from (4.14) that Q˜2 ≤ CQ˜. Consequently Q(ξ¯) = Q˜(x¯) ≤ C.
The proof is complete. 
5. Some existence results
Let M be a smooth compact manifold with smooth boundary ∂M. We
make use of the double M̂ of M which is obtained by gluing two copies of
M along the boundary ∂M. There is a canonical way to make M̂ into a
28
smooth compact manifold without boundary [47]. Given a smooth Riemann-
ian metric g on M, there is a standard metric gˆ on M̂ induced from g. In
general gˆ is only continuous on M̂. However, if ∂M is totally geodesic in
(M, g), then gˆ is C2,1 on M̂, see [12, Appendix] for instance.
5.1. Proof of Theorem 1.1. We may assume that (M, g) is not confor-
mally equivalent to the standard half sphere Sn+ since otherwise the existence
result is obvious.
First note that we may assume λ(Ag) ∈ Γ on M and hg > 0 on ∂M in
the following argument. To see this, consider the metric gε := (1− εϕ) 4n−2g,
where ε > 0 is a small number, and ϕ ∈ C∞(M) is a function such that
ϕ(x) = dg(x, ∂M) when dg(x, ∂M) ≤ δ0. Since λ(Ag) ∈ Γ on M, we can fix
an ε > 0 small enough so that λ(Agε) ∈ Γ on M. Then noting that ϕ = 0,
∂ϕ
∂ν
= 1 and hg ≥ 0 on ∂M we have
hgε = −
2
n− 2
∂
∂ν
(1− εϕ) + hg = 2ε
n− 2 + hg > 0 on ∂M,
Since Rg > 0 onM and hg > 0 on ∂M, one can find a metric g0 conformal
to g such that Rg0 > 0 on M and hg0 = 0 on ∂M, see [23, Theorem 0.1] for
instance. Write g = e−2ϕg0 for some function ϕ ∈ C∞(M). Let u ∈ C∞(M)
be a solution of (1.10) with c = 0 and let g˜ := e−2ug. Then g˜ = e−2vg0 with
v = u + ϕ and hg˜ = 0 on ∂M. Let M̂ denote the double of M, and let gˆ0
and ˆ˜g denote the standard metrics on M̂ induced from g0 and g˜ respectively.
Since ∂M is totally geodesic in both (M, g0) and (M, g˜), gˆ0 and ˆ˜g are in
C2,1(M̂). Moreover, ˆ˜g is still conformal to gˆ0 with ˆ˜g = e−2vˆgˆ0 for some
function vˆ ∈ C2,1(M̂), and
f(λ(Ae−2vˆ gˆ0)) = 1, λ(Ae−2vˆ gˆ0) ∈ Γ on M̂.
Since (M, g0) is locally conformally flat, so is (M̂, gˆ0). Note that Rgˆ0 > 0
on M̂ and (M̂, gˆ0) is not conformally equivalent to Sn. Therefore, it follows
from the proof of [27, Theorem 1] that
|∇vˆ| ≤ C and vˆ ≥ −C on M̂
for some universal constant C. However, an upper bound for vˆ is not yet
available since we do not have λ(Agˆ0) ∈ Γ. Since vˆ = v and v = u+ϕ onM,
we have
(5.1) |∇u| ≤ C0 and u ≥ −C0 on M.
for some universal constant C0.
Returning to problem (1.10) with c = 0. Suppose the minimum of u
over M is attained at some point x0 ∈ M. Since hg > 0 on ∂M, we
have x0 ∈ M\∂M. Thus ∇u = 0 and ∇2u ≥ 0 at x0. Since λ(Ag) ∈ Γ,
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we therefore have e−2u ≥ f(λ(Ag)) > 0. Consequently there is a universal
constant C such that
(5.2) min
M
u ≤ C
Combining (5.1) and (5.2) gives
−C ≤ u ≤ C and |∇u| ≤ C on M.
Therefore it follows from Remark 3.1 that
‖u‖C4,α(M) ≤ C
for some universal constant C.
Now we will use the degree theory argument to prove the existence. To
this end, as in [26], for each 0 ≤ t ≤ 1 let
ft(λ) := f(tλ+ (1− t)σ1(λ)e)
which is defined on
Γt := {λ ∈ Rn : tλ+ (1− t)σ1(λ)e ∈ Γ} ,
where e = (1, 1, · · · , 1).
We now consider the problem ft(λ(Agu)) = 1, λ(Agu) ∈ Γt on M,
hgu = 0 on M,
where gu = e
−2ug for some smooth function u on M. From the above argu-
ment we have already obtained ‖u‖C4,α(M) ≤ C for some universal constant
independent of t. Now we set
O∗t =
{
u ∈ C4,α(M) : λ(Agu) ∈ Γt, ‖u‖C4,α(M) < 2C,
1
2
< ft(λ(Agu)) < 2 on M and
∂u
∂ν
= 0 on ∂M
}
.
Define Ft : O∗t → C2,α(M) by Ft[u] := ft(λ(Agu)) − 1. It follows from
[31] that deg(Ft,O∗t , 0) is well-defined and is independent of t. But when
t = 0 the corresponding problem is the Yamabe problem with boundary.
Based on [37] it was shown in [23] that deg(F0,O∗0, 0) = −1. Therefore
deg(F1,O∗1, 0) = −1 6= 0. The proof is thus complete.
5.2. Proof of Theorem 1.2. The proof of Theorem 1.2 is based on some
lemmas in the following.
Lemma 5.1. Let (f,Γ) satisfy (1.1)–(1.6) and let (M, g) be a smooth com-
pact Riemannian manifold with smooth boundary ∂M. Suppose ∂M is um-
bilic and (M, g) is locally conformally flat near ∂M. Let u ∈ C4(M) be a
solution of (1.14) with η being positive. If |u| ≤ C0 on M, then
|∇u|+ |∇2u| ≤ C on M
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for some constant C depending only on n, C0, g, ψ, η, and (f,Γ).
Proof. This is the combination of Theorem 1.3 and Theorem 1.5. 
Lemma 5.2. Let (f,Γ) and (M, g) be as in Lemma 5.1 with λ(Ag) ∈ Γ on
M and hg ≥ 0 on ∂M. Then problem (1.14) with ψ(x, z) = ψ0(x)eaz and
η(x, z) = η0(x)e
bz has a unique solution, where a and b are positive constants,
and ψ0 ∈ C2(M) and η0 ∈ C2(∂M) are positive functions.
Proof. By perturbing g as in the proof of Theorem 1.1, we may assume
that λ(Ag) ∈ Γ on M and hg > 0 on ∂M. From the maximum principle,
it is easy to check that there is a positive universal constant C such that
−C ≤ u ≤ C on M for any solution u of (1.14) with ψ(x, z) = ψ0(x)eaz
and η(x, z) = η0(x)e
bz . Therefore, it follows from Lemma 5.1 and the result
of Lieberman-Trudinger [32] that we have uniform C2,α(M) estimates on u.
Since a > 0, b > 0, ψ0 and η0 are positive, the linearized problem is uniquely
solvable. Therefore, the method of continuity concludes the existence and
uniqueness. 
Next we will use the recent results of Trudinger-Wang in [42] to establish
a Harnack type inequality.
Lemma 5.3. Let (M, g) be a smooth compact Riemannian manifold with
smooth boundary ∂M. Suppose ∂M is umbilic and (M, g) is locally confor-
mally flat near ∂M. For k > n
2
, let [g]+k denote the set of C
∞ metrics g˜
conformal to g such that λ(Ag˜) ∈ Γk on M and hg˜ ≥ 0 on ∂M. If (M, g)
is not conformally equivalent to the standard half sphere Sn+, then there is a
positive constant C depending only on k and (M, g) such that for any metric
g˜ := χg ∈ [g]+k there holds
(5.3) max
M
χ ≤ Cmin
M
χ.
Proof. Let [g]∗k denote the set of metrics g˜ conformal to g such that λ(Ag˜) ∈ Γ
onM and hg˜ > 0 on ∂M. We remark that it suffices to establish the Harnack
inequality (5.3) for g˜ = χg ∈ [g]∗k. Indeed, for any metric g˜ = χg ∈ [g]+k , as in
the proof of Theorem 1.1 we can find a function ϕ ∈ C∞(M) with 1
2
≤ ϕ ≤ 1
on M such that ϕg˜ = (ϕχ)g ∈ [g]∗k. Thus we have
1
2
max
M
χ ≤ max
M
(ϕχ) ≤ Cmax
M
(ϕχ) ≤ Cmin
M
χ,
which gives the desired inequality.
By a conformal deformation of g without loss of generality we may assume
that hg = 0 on ∂M. Since ∂M is umbilic, it must be totally geodesic in
(M, g). Let M̂ be the double of M. For any metric g˜ on M, there is a
standard metric ˆ˜g on M̂ induced by g˜. In general ˆ˜g is only continuous on
M̂. However, since ∂M is totally geodesic in (M, g), it follows from [12,
Appendix] that gˆ is C2,1 on M̂.
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For any metric g˜ ∈ [g]∗k, note that ˆ˜g is conformal to gˆ, we may write
ˆ˜g = e−2wˆgˆ for some function wˆ ∈ C0(M̂) which is C∞ in M̂\∂M. Let
w1 := wˆ|M and w2 := w|M̂\(M\∂M). Since hg˜ > 0 on ∂M, we have ∂w1∂ν1 > 0
and ∂w2
∂ν2
> 0 on ∂M, where ν1 and ν2 denote the inward unit normal vector
fields to ∂M in (M, g) and (M̂\(M\∂M), gˆ) respectively. Thus we may
smoothly extend w1 and w2 to a neighborhood U of ∂M in M̂ so that
wi ≤ w and λ(Agˆwi ) ∈ Γk on U for i = 1, 2, where gˆwi := e−2wi gˆ. Therefore,
noting that our background metric gˆ is C2,1 on M̂ and wˆ = max{w1, w2} on
U , we can apply [42, Lemma 3.7] to conclude that ˆ˜g = e−2wˆgˆ is k-admissible
in the sense of Trudinger-Wang (This will be simply called k-admissible in
the sequel).
In the following we will follow the idea in [42] to give the proof of Lemma
5.3. Suppose the Harnack inequality (5.3) does not hold. Then there is a
sequence of smooth metrics gj := e
−2wjg ∈ [g]∗k such that
max
M
wj −min
M
wj ≥ j, j = 1, 2, · · · .
By subtracting a constant if necessary, we may assume maxM wj = 0. Then
minM wj → −∞ as j →∞. Consider the function wˆj on M̂ induced by wj
through gˆj = e
−2wˆj gˆ. From the above argument we know gˆj is k-admissible.
Thus [42, Lemma 3.1] shows that for uˆj := e
wˆj there holds the Ho¨lder estimate
|uˆj(x)− uˆj(y)|
dgˆ(x, y)α
≤ C
∫
M̂
uˆjdµgˆ
for some 0 < α ≤ 2 − n
k
, where α and C are independent of j. Note that
0 < uˆj ≤ 1. By Arzela-Ascoli theorem we may assume that uˆj → uˆ uniformly
on M̂ for some function uˆ ∈ Cα(M̂) with 0 ≤ uˆ ≤ 1. Since maxM uˆj = 1,
we have uˆ 6= 0. Define wˆ := log uˆ, and let
Swˆ :=
⋂
β<0
{
x ∈ M̂ : wˆ(x) < −β
}
which is called the set of singularity points of wˆ. Since minM uˆj → −∞ as
j → ∞, we know Swˆ 6= ∅. Moreover, since each gˆj is k-admissible, as the
limit gˆwˆ := e
−2wˆgˆ is also k-admissible on M̂.
Since gˆ is smooth away from ∂M and is locally conformally flat near
∂M, by the k-admissibility of gˆwˆ, the argument in [42] shows that near any
singularity point x0 of wˆ there holds
(5.4) wˆ(x) = 2 log |x− x0|+ o(1)
in a normal neighborhood of x0; moreover, the singularity points are isolated.
For a fixed point y ∈ M̂\Swˆ, by using the Bishop volume comparison theorem
and an approximation argument it was shown in [42, Lemma 3.4] that the
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ratio
Q(r) :=
Volgˆwˆ (By,r[gˆwˆ])
rn
≤ ωn, 0 < r <∞,
where By,r[gˆwˆ] denotes the geodesic ball in M of radius r with center at y,
and ωn is the volume of the unit ball in R
n. But by (5.4) it was shown in
[42, Lemma 3.4] that each singularity point of wˆ contributes a factor ωn to
the ratio Q(r). Therefore Swˆ must consists of a single point, say Swˆ = {x0},
and Q(r) ≡ ωn. Moreover, noting that the symmetry of wˆ with respect to
∂M, we must have x0 ∈ ∂M.
Next we are going to show that wˆ is C2,1 away from x0. Since gˆ is smooth
in M̂\∂M, the argument of [42, Lemma 3.5] can be applied directly to show
that wˆ ∈ C1,1(M̂\∂M). However, since gˆ is only C2,1 across ∂M, when we
consider the regularity at a point y0 ∈ ∂M\{x0}, we need to check carefully
the proof of [42, Lemma 3.5] when using the existence result on a Dirichlet
problem in [16]. We may choose a neighborhood O1 of y0 in M̂\{x0} on
which gˆ is conformally flat, i.e. gˆ = e−2η gˆ0 for some function η ∈ C2,1(O1),
where gˆ0 is the flat metric. Then gˆwˆ = e
−2vˆgˆ0 with vˆ = wˆ + η. Since gˆwˆ is
k-admissible, there is a sequence of k-admissible metrics gˆj := e
−2vˆj gˆ0 with
vˆj smooth on O1 and vˆj → vˆ uniformly on O2 for some neighborhood O2 of
y0 satisfying O2 ⊂ O1. Let {εj} be a sequence of positive numbers such that
εj ց 0 and
0 < εj < σk
(
λgˆ0
(
∇20vˆj + dvˆj ⊗ dvˆj −
1
2
|∇0vˆj |2gˆ0
))
.
where ∇0 denotes the Levi-Civita connection of gˆ0. Consider the problem σk
(
λgˆ0
(∇20ϕˆj + dϕˆj ⊗ dϕˆj − 12 |∇0ϕˆj|2gˆ0)) = εj on O2
ϕˆj = vˆj on ∂O2.
It follows from [16] that such ϕˆj exists, ‖ϕˆj‖C2(O2) ≤ C and {ϕˆj} is monotone
increasing. Define ϕˆ := limj→∞ ϕˆj , then ϕˆ ∈ C1,1(O2). As shown in [42,
Lemma 3.5] ϕˆ = vˆ on O2. Therefore wˆ = vˆ − η ∈ C1,1(O2). Combining the
above we obtain wˆ ∈ C1,1(M̂\{x0}). By the symmetry of wˆ with respect to
∂M we have ∂wˆ
∂ν
= 0 on ∂M\{x0}. Moreover the argument in [42, Lemma
3.5] gives Rgˆwˆ = 0 a.e. on M̂, where Rgˆwˆ denotes the scalar curvature of gˆwˆ.
Thus by the Yamabe equation we know vˆ := e−
n−2
2
wˆ satisfies
−∆g vˆ + n−24(n−1)Rgˆvˆ = 0 in M\{x0},
∂vˆ
∂ν
= 0 on ∂M\{x0}.
Note that gˆ and Rgˆ are smooth on M, it follows from the regularity theory
theory for uniformly elliptic equation with Neumann boundary condition that
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vˆ ∈ C∞(M\{x0}). Thus wˆ ∈ C∞(M\{x0}). By symmetry we correspond-
ingly have wˆ ∈ C∞((M̂\(M\∂M))\{x0}). Therefore wˆ ∈ C2,1(M̂\{x0}).
By the k-admissibility of gˆwˆ and the result in [17] we know gˆwˆ has nonnega-
tive Ricci curvature. The asymptotic formula (5.4) implies that (M̂\{x0}, gˆwˆ)
is a complete manifold with Q(r) = ωn. Hence (M̂\{x0}, gˆwˆ) is isometric to
the Euclidean space. Consequently (M̂, gˆ) is conformally equivalent to Sn.
This contradicts the assumption that (M, g) is not conformally equivalent
to Sn+. 
Proof of Theorem 1.2. Without loss of generality, we may assume that (M, g)
is not conformally equivalent to Sn+. As indicated in the proof of Theorem
1.2, we may assume λ(Ag) ∈ Γ on M and hg > 0 on ∂M. We will adapt the
idea in the proof of [42, Theorem C] to complete the argument.
For a positive function v ∈ C2(M) we will use the notation
(5.5) V [v] = −∇2v + n
n− 2
∇v ⊗∇v
v
− 1
n− 2
|∇v|2
v
g +
n− 2
2
vAg.
Note that for the metric gv := v
4
n−2 g we have
Agv =
2
n− 2v
−1V [v] on M and hgv = v−
n
n−2
(
− 2
n− 2
∂v
∂ν
+ hgv
)
on ∂M.
Thus, if we can prove the existence of a positive function v ∈ C2(M) such
that
(5.6)
 f(λ(V [v])) =
n−2
2
ϕ0v
p, λ(V [v]) ∈ Γ on M,
∂v
∂ν
− n−2
2
hgv = −n−22 h0vq on ∂M,
where p = n+2
n−2
, q = n
n−2
, and λ(V [v]) denote the eigenvalues of V [v] with
respect to g, then u = − 2
n−2
log v is a solution of (1.13).
Since λ(Ag) ∈ Γ on M, hg > 0 on ∂M, p > 1 and q > 1, it is always
possible to find positive numbers α0 and ε0 such that
(5.7)
 f(λ(V [α0])) >
n−2
2
ϕ0 (α
2
0 + ε
2
0)
p/2
on M,
−hgα0 < −h0(α20 + ε20)q/2 on ∂M.
Let ε ∈ (0, ε0] be any number. We consider the auxiliary problem (Pt,ε) as
follows  f(λ(V [v])) =
n−2
2
tϕ0 (v
2 + ε2)
p/2
, λ(V [v]) ∈ Γ on M,
∂v
∂ν
− n−2
2
hgv = −n−22 th0 (v2 + ε2)
q/2
on ∂M,
where t > 0 is a parameter.
Claim 1. For any t0 > 0 there exists a positive constant C independent of
ε such that any solution v of (Pt,ε) with t ≥ t0 and 0 < ε ≤ ε0 satisfies v ≤ C
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on M. Moreover, for each 0 < ε ≤ ε0 there exists t¯ > 1 such that (Pt,ε) has
no solution for t ≥ t¯.
Indeed, suppose there exist two sequences {tj} and {εj} satisfying tj ≥ t0
and 0 < εj ≤ ε0 and a solution vj of (Ptj ,εj) such that supM vj → ∞. Then
by Lemma 5.3 we have mj := infM vj → ∞. Note that for the function
v˜j := vj/mj
f(λ(V [v˜j ])) ≥ n−22 t0ϕ0mp−1j →∞ on M,
∂v˜j
∂ν
− n−2
2
hg v˜j ≤ −n−22 t0h0mq−1j → −∞ on ∂M.
By Lemma 6.1 we have infM v˜j →∞. This is a contradiction since infM v˜j =
1. For the second assertion, let t > 1 and let v be a solution of (Pt,ε). Then f(λ(V [v])) ≥
n−2
2
tϕ0ε
p on M,
∂v
∂ν
− n−2
2
hgv ≤ −n−22 th0εq on ∂M.
By Lemma 6.1 again this implies that v ≥ c0t for some positive constant c0
independent of t. Thus (Pt,ε) has no solution if t is large enough since vt is
uniformly bounded from above.
It is important to note that the constant C in Claim 1 does not depend on
ε. Unless stated otherwise, constants appeared below allow ε-dependence.
From now on we denote (Pt,ε) simply by (Pt).
We now define the mapping Tt : C
2(M) → C2(M) so that for any v1 ∈
C2(M), Tt(v1) is the solution of f(λ(V [v])) =
n−2
2
tϕ0 (v
2
1 + ε
2)
p/2
λ(V [v]) ∈ Γ on M,
∂v
∂ν
− n−2
2
hgv = −n−22 th0 (v21 + ε2)
q/2
on ∂M.
From Lemma 5.2 it follows that Tt is well-defined. Moreover Tt(v1) is a
positive function. By a priori estimates one can see that Tt is a compact
operator for each t > 0. Note that Tt = tT1 for t > 0, we may continuously
extend Tt to t = 0 by setting T0 = 0.
For the number α0 > 0 satisfying (5.7) we set
Φ :=
{
v ∈ C2(M) : |v| < α0 on M
}
.
Claim 2. There exists a large number R0 independent of t such that for
any R ≥ R0
(I − Tt)−1(0) ∩ ∂(Φ ∩ BR) = ∅
for 0 ≤ t ≤ 1, where BR := {ϕ ∈ C2(M) : ‖ϕ‖C2(M) < R}.
To see this, let v ∈ (I − Tt)−1(0) ∩ ∂(Φ ∩ BR) for some 0 < t ≤ 1. This
implies that v is a solution of (Pt) and 0 < v ≤ α0 on M. By using (5.7) we
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have f(λ(V [v])) ≤
n−2
2
ϕ0 (α
2
0 + ε
2)
p/2
< f(λ(V [α0])) on M,
∂v
∂ν
− n−2
2
hgv ≥ −n−22 h0 (α20 + ε2)
q/2
> ∂α0
∂ν
− n−2
2
hgα0 on ∂M.
Therefore Lemma 6.1 implies that 0 < v < α0. Consequently v ∈ ∂BR, i.e.
(5.8) ‖v‖C2(M) = R.
However, note that the function v˜ := t−1v satisfies
n−2
2
ϕ0ε
p ≤ f(λ(V [v˜])) = n−2
2
ϕ0 (t
2v˜2 + ε2)
p/2 ≤ C0 on M,
−C1 ≤ ∂v˜∂ν − n−22 hgv˜ = −n−22 h0 (t2v˜2 + ε2)
q/2 ≤ −n−2
2
h0ε
q on ∂M,
for some positive constants C0 and C1. By Lemma 6.1 we have 1/C ≤ v˜ ≤ C
and hence Lemma 5.1 gives ‖v˜‖C2(M) < R0 for some number R0 independent
of t. Hence ‖v‖C2(M) < R0. Thus, in view of (5.8), Claim 2 holds with this
R0.
From Claim 2 it follows that the Leray-Schauder degree deg(I − Tt,Φ ∩
BR0 , 0) is well-defined for 0 ≤ t ≤ 1 and is independent of t. Since T0 = 0 we
have
deg(I − T1,Φ ∩ BR0 , 0) = deg(I,Φ ∩ BR0 , 0) = 1
On the other hand, from Claim 1, Lemma 6.1, and Lemma 5.1 it follows
that there exists R′ ≥ R0 such that ‖v‖C2(M) < R′ for any solution v of (Pt)
with 1 ≤ t ≤ t¯. Therefore deg(I − Tt, BR′ , 0) is well-defined for t ∈ [1, t¯] and
is independent of t. Since (Pt¯) has no solution, we therefore have
deg(I − T1, BR′ , 0) = deg(I − Tt¯, BR′ , 0) = 0.
Let K := B¯R′\Φ which is closed in C2(M). If 0 6∈ (I − T1)(K), then the
excision property of Leray-Schauder degree implies that
0 = deg(I − T1, BR′ , 0) = deg(I − T1,Φ ∩ BR′ , 0) = 1.
which is absurd. Therefore T1 has a fixed point vε in K, which is also a
solution of (P1). Moreover, the definition of Φ implies that supM vε ≥ α0 > 0.
It then follows from Claim 1, Lemma 5.3, Lemma 5.1, and the result in [32]
that
1
C
≤ vε ≤ C and ‖vε‖C2,α(M) ≤ C
for some positive constant C independent of ε, where α ∈ (0, 1). This implies
that there is a sequence εj ց 0 such that vεj converges in C2(M) to a solution
v of (5.6). 
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6. Appendix
We include here a comparison principle which is repeatedly used in the
proof of Theorem 1.2. For a positive function v ∈ C2(M) we still use the
notation V [v] defined by (5.5).
Lemma 6.1. Assume that (f,Γ) satisfies (1.3) and (1.5) and that (M, g)
is a smooth compact Riemannian manifold with smooth boundary ∂M. Let
a ∈ C0(∂M) and let v, ξ ∈ C2(M) be two positive functions satisfying
(6.1)
 f(λ(V [v])) ≥ f(λ(V [ξ])), λ(V [v]), λ(V [ξ]) ∈ Γ on M,( ∂
∂ν
− a) v ≤ min{( ∂
∂ν
− a) ξ, 0} on ∂M.
Then either v ≡ ξ on M or v > ξ on M.
Proof. We first prove that v ≥ ξ onM. Suppose it is not true then by using
the positivity of v, we find a number β > 1 such that βv ≥ ξ on M and
βv(x¯) = ξ(x¯) for some x¯ ∈ M. If x¯ ∈M\∂M, then
βv = ξ, ∇(βv) = ∇ξ and ∇2(βv) ≥ ∇2ξ at x¯
and therefore
λ(V [βv]) ≤ λ(V [ξ]) at x¯.
It follows, using (1.5) and β > 1, that
f(λ(V [ξ]) ≥ f(λ(V [βv])) = f(βλ(V [v])) > f(λ(V [v])) at x¯
which is a contradiction.
If x¯ ∈ ∂M, then
βv = ξ and
∂
∂ν
(βv − ξ) ≥ 0 at x¯.
One the other hand, using hypothesis in the lemma, the fact β > 1, and the
fact ( ∂
∂ν
− a)v ≤ 0 on ∂M, we have(
∂
∂ν
− a
)
(βv) ≤
(
∂
∂ν
− a
)
v ≤
(
∂
∂ν
− a
)
ξ on ∂M.
Since (βv − ξ)(x¯) = 0, we have ∂
∂ν
(βv − ξ) ≤ 0 at x¯. Therefore
∂
∂ν
(βv − ξ)(x¯) = 0.
Using the Hopf Lemma, and the strong maximum principle, we must have
βv − ξ ≡ 0. This implies f(λ(V [ξ])) > f(λ(V [v])) on M as before. We get
a contradiction again.
Therefore v ≥ ξ on M. If v > ξ on M, we are done. Otherwise, there
exists x¯ ∈ M such that v(x¯) = ξ(x¯). It then follows from the boundary
condition in (6.1) that ∂
∂ν
(v − ξ) ≤ 0 at x¯. The Hopf Lemma implies that
this can not occur unless v ≡ ξ on M. If x¯ ∈M\∂M, the strong maximum
principle implies v ≡ ξ on ∂M. The proof is thus complete. 
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