We study the classical dynamics of mechanical model obtained from the lightcone version of SU (2) Yang-Mills field theory under the supposition of gauge potential dependence only on "time" along the light-cone direction. The computer algebra system Maple was used strongly to compute and separate the complete set of constraints. In contrast to the instant form of Yang-Mills mechanics the constraints here represent a mixed form of first and second-class constraints and reduce the number of the physical degrees of freedom up to four canonical one.
Introduction
Notion of the evolution of observables is the key element in analyzing of the physical properties of any relativistic field theory. After Dirac's famous work entitled "Forms of Relativistic Dynamics" [1] it has been recognized that the different choices of the time evolution parameter can drastically change the content and interpretation of the theory. The simplest and well-known example illustrated this observation is the light-cone dynamics of free scalar field. In contrast to the corresponding instant time model, in this case, owing to the choice of time evolution parameter along the light-cone characteristics, theory becomes degenerate, the corresponding Hessian is zero [2] . Dealing with gauge theories on the light-cone we encounter much more complicated description than for the ordinary instant form dynamics (see e.g. recent reviews [3] - [7] ).
In the present talk we would like to state some results concerning the light-cone description of simple mechanical model originated from the SU(2) Yang-Mills theory under assumption of spatial homogeneity of the fields on the light-cone. This means that we shall consider the light-cone action for SU(2) Yang-Mills model with the gauge potential only light-cone time depending. The dynamical system, obtained under such a supposition contain finite number of degrees of freedom and possesses gauge invariance. Our aim is to study its Generalized Hamiltonian dynamics [2, 8, 9] and to compare it with the corresponding instant form of the Yang-Mills mechanics, intensively studied during the last decades (see e.g [11] - [17] and references therein).
Using the Generalized Hamiltonian formalism for degenerate systems [2, 8, 9] and exploiting the Maple package [10] implementing algorithm Dirac-Gröbner for computation and separation of constraints we found the complete set of constraints and performed their separation into sets of first and second-class constraints.
Our calculations demonstrate that the light-cone version of Yang-Mills mechanics differs from its instant form counterpart in the character of the local gauge invariance and therefore the corresponding unconstrained Hamiltonian systems describe different canonically non-equivalent models.
Description of the model
Let us start with a general formulation of the Yang-Mills theory on four-dimensional Minkowski space M 4 , endowed with some metric g, tensor field of type (0, 2),
At every point point P ∈ M 4 we use a basis {ω µ , µ = 0, 1, 2, 3} of 1-forms in the cotangent space T * P (M 4 ). The metric g defines an inner product between two vectors in the tangent space T P (M 4 ) and if one fixes a basis e µ in T P (M 4 ), dual to the basis of 1-forms ω µ , the components of the metric tensor are given as
Using these geometrical settings, the action of the Yang-Mills field theory can be represented in coordinate free form
Here the SU(2) algebra valued curvature 2-form
is constructed from the connection 1-form A = A µ ω µ . The connection and the curvature as Lie algebra valued quantities are expressed in terms of the Pauli matrices σ a , a = 1, 2, 3
1 The Pauli matrices satisfy
The metric g enters the action through the dual field strength tensor defined in accordance to the Hodge star operation
If one fixes Lorentzian coordinates in Minkowski space M 4 x µ = (x 0 , x 1 , x 2 , x 3 ) and choose a coordinate basis for the tangent vectors e µ = ∂ ∂x µ , we have the conventional Minkowskian metric η = 1, −1, −1, −1 and the corresponding action (3) will provide Yang-Mills equations in the instant form with a time variable t = x 0 . To formulate the light-cone version of the theory let us introduce basis vectors in the tangent space T P (M 4 )
The first two vectors are tangent to the light-cone and the corresponding coordinates are referred usually as the light-cone coordinates
⊥ with
The light-cone basis vectors (e ± , e k ) 2 determine, according to (1), the so-called light-cone metric, whose non-zero elements are
and thus the connection 1-form in the light-cone formulation is given as
Now we are ready to define the Lagrangian corresponding to the light-cone YangMills mechanics. By definition the Lagrangian of Yang-Mills mechanics follows from the Lagrangian of Yang-Mills theory if one suppose that connection 1-form A depends only on light-cone "time variable"
Using the definition (3) and (10) we find the Lagrangian of the Yang-Mills light-cone mechanics
where the field-strength tensor light-cone components are
3
Hamiltonian formulation of SU (2) Yang-Mills mechanics on the light-cone
In this section we present the main results of this paper. The underlying computations were done with the Maple package implementing algorithm Dirac-Gröbner [10] for computation and separation of constraints for Lagrangian dynamical systems of polynomial type. Some computational details are described in the next section. The choice of the light-cone time variable
as the evolution parameter prescribes a Legendre transformation of the dynamical vari-
For this set of equations the designed in [10] Dirac-Gröbner algorithm leads to the primary constraints
Then, the canonical Hamiltonian is given by
with a potential term in (18)
The nonvanishing Poisson brackets are
With respect to these fundamental Poisson brackets the primary constraints ϕ
obey the algebra
According to Dirac's prescription, the dynamics for degenerate theories is governed by total Hamiltonian, which differs from the canonical one by linear combination of the primary constraints. In case of the light-cone Yang-Mills mechanics the total Hamiltonian has the form
where U(τ ) and V k (τ ) are arbitrary SU(2) valued functions of the light-cone time τ = x + . Using this Hamiltonian it is necessary to check the dynamical self-consistence of the primary constraints. The requirement of conservation in time of the primary constraints ϕ 
Therefore there are three secondary constraints ϕ
which obey the SO(3, R) algebra
c .
The same procedure for the primary constraints χ
Because the matrix ǫ abc A c − is degenerate, its rank is
one can determine among the Lagrange multipliers V k b only four ones. Using the unit vector
which is the null vector of the matrix ε abc A c − , one can decompose the six primary constraints χ a k
Constraints χ a k⊥ are functionally dependent due to the conditions
and choosing among them any four independent constraints we are able to determine four Lagrange multipliers V k b⊥ . The two constraints ψ k satisfy the Abelian algebra
One can verify that the Poisson brackets of ψ k and ϕ (2) a with the total Hamiltonian on the constraint surface (CS) are zero
and thus there are no ternary constraints. To summarize: we arrive at the set of constraints ϕ
a , χ b k⊥
with Poisson bracket relations between the constraints
a } = 0 .
The remaining constraints χ b k⊥ obey the relations {χ
and the Poisson brackets between these two sets of constraints are
From this algebra of constraints we conclude that we have eight first-class constraints ϕ
and four second-class constraints χ a k⊥ . According to counting of the degrees of freedom eliminated by all these constraints, after reduction to the unconstrained phase space, instead of 24 degrees of freedom possessing the Yang-Mills mechanics on the light-cone we arrive at 24 − 4 − 2(3 + 3 + 2) = 4 unconstrained degrees of freedom.
Thus one can conclude that in contrast to the instant form of the Yang-Mills mechanics, where the number of the unconstrained canonical pairs is 12, in the light-cone version we have only 4 physical canonical variables. It is important to note that such a decreasing of the numbers of the physical coordinates has two reasons: as well as the presence of the second-class constraints as the additional first-class constraints. As it is well-known the presence of the first-class constraints in the theory means the existence of a certain gauge symmetry. Our analysis shows that in the light-cone Yang-Mills mechanics the original SU(2) gauge symmetry of the field theory, after supposition of the gauge fields homogeneity, transforms into SU(2) × U(1) × U(1) symmetry.
4
Computational aspects
In the paper [10] a general algorithm for computing and separating constraints for polynomial Lagrangians was devised. The algorithm combines the constructive ideas of Dirac [8] with the Gröbner bases techniques and called Dirac-Gröbner algorithm. Its implementation was done in Maple and in this section we characterize briefly the main computational steps one needs to obtain the results of the previous section as they were done by the Maple code. In so doing the below described computational steps is nothing else than concretization of the Dirac-Gröbner algorithm to our model described in Sect.2. Denote by q m andq m (1 ≤ m ≤ 12), respectively, the generalized Lagrangian coordinates in (12) listed as
and their velocities (time derivatives). Then momenta are
To compute the primary constraints it suffices to eliminate the velocitiesq m from the system (46) polynomial inq m , q m , p m . The elimination are performed by computing a Gröbner basis [18, 19] for the generating polynomial set
for an ordering (in Maplelexdeg) eliminating velocitiesq m . In the obtained set all algebraically dependent constraints [18] are ruled out. Thus (16)- (17) is the algebraically independent set. The canonical Hamiltonian (18) is determined as reduction of
modulo the Gröbner basis computed. Then the computation of the Poisson brackets between the Hamiltonian variables (generalized coordinates and momenta) as well as the computation of the total Hamiltonian (25) is straightforward. The next step is construction of the secondary constraints (27)-(29). It is done by reduction of the Poisson brackets of the primary constraints with the total Hamiltonian modulo the set of primary constraints. Again the Gröbner basis technique provides the right algorithmic tool for doing such computations. Thus, the complete set of algebraically independent constraints consists of twelve elements
where from the six constraints χ b k⊥ only four algebraically independent are included in (49) in accordance with the two relations (34).
Next, to separate the complete set of constraints into first and second classes one computes the 12 × 12 Poisson bracket matrix on the constraint surface
where f m , f n ∈ F . Since rank M = 4 the complete constraint set F can be separated in four second-class constraints and eight first-class ones. To select the first-class constraints it suffices to compute a basis
of the null space for the matrix M and then construct the first-class constraints as
To extract the second-class constraints from F one constructs 8 × 12 matrix (a s ) m from the components of the vectors in A and finds a basis
of the null space of the constructed matrix. Then every vector b ∈ B yields a second-class constraint:
As a result, the eight first-class constraints are ϕ
, whereas four algebraically independent constraints from χ a k⊥ are of the second-class. Relations (38)-(41), revealing the structure of the gauge group generated by the first class constraints, can also be computed fully algorithmically. To do this we extended of Maple package [10] with a general procedure that computes the Poisson bracket of any two first-class constraints φ r and φ s as linear combination of elements in the set of first-class constraints:
With that end in view and in order to cope the most general case we implemented the extended Gröbner basis algorithm [19] . Given a set of polynomials Q = {q 1 , . . . , q m } generating the polynomial ideal < Q >, this algorithm outputs the explicit representation
of elements in a Gröbner basis G = {g 1 . . . , g n } of this ideal in terms of the polynomials in Q. Having computed a Gröbner basis G for the ideal generated by the first-class constraints and the corresponding polynomial coefficients h nm for the elements in G as given in (56), the local group coefficients c q rs (which may depend on the generalized coordinates and momenta) in (55) are easily computed by reduction [18, 19] of the Poisson brackets modulo Gröbner basis expressed in terms of the first-class constraints.
However, the use of this universal approach may be very expensive from the computational point of view. For this reason our Maple package tries first to apply the multivariate polynomial division algorithm [18] modulo the set of first-class constraints. Due to the special structure of the primary first-class constraints that usually include those linear in momenta as in (16) , this algorithm often produces the right representation (56); but unlike the extended Gröbner basis algorithm does it very fast. Correctness of the output is easily verified by computing of the reminder. If the latter vanishes, then the output of the division algorithm is correct. Otherwise the extended Gröbner basis algorithm is applied.
In our case the division algorithm just produces the correct formulas (38)-(41) for the Poisson brackets of the first-class constraints ϕ 
