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Bismuth crystal is known for its remarkable properties resulting from particular electronic states, e. g., the Shubnikov-
de Haas effect and the de Haas-van Alphen effect. Above all, the large diamagnetism of bismuth had been a long-standing
puzzle soon after the establishment of quantum mechanics, which had been resolved eventually in 1970 based on the
effective Hamiltonian derived by Wolff as due to the interband effects of a magnetic field in the presence of a large
spin-orbit interaction. This Hamiltonian is essentially the same as the Dirac Hamiltonian, but with spatial anisotropy
and an effective velocity much smaller than the light velocity. This paper reviews recent progress in the theoretical
understanding of transport and optical properties, such as the weak-field Hall effect together with the spin Hall effect,
and ac conductivity, of a system described by the Wolff Hamiltonian and its isotropic version with a special interest of
exploring possible relationship with orbital magnetism. It is shown that there exist a fundamental relationship between
spin Hall conductivity and orbital susceptibility in the insulating state on one hand, and the possibility of fully spin-
polarized electric current in magneto-optics. Experimental tests of these interesting features have been proposed.
1. Introduction
Bismuth has played an important role in solid state
physics.1–3) Many key phenomena are discovered firstly in
bismuth (Table I). These discoveries have elucidated by the
remarkable properties of bismuth, such as low carrier densi-
ties, small effective masses, high mobilities, long mean free
path and large g-factor (Table II).
The anomalously large diamagnetism4, 5) and highly effi-
cient thermoelectricity6, 7) have been realized in the 19 th cen-
tury. Its electrical transport phenomena were examined re-
peatedly; the highest Hall coefficient8) and the highest mag-
netoresistance9) were reported in bismuth early in the 20 th
century. The discoveries that deserve special attention are the
Schubnikov-de Haas10) and the de Haas-van Alphen11) effects
in 1930. At that time both quantum oscillations were quite
mysterious. It was Peierls who first gave a quantitative the-
ory of this oscillations based on the Landau’s quantum the-
ory of diamagnetism.12) With rapid growth of semiconduc-
tor physics, bismuth was studied more intensively by newly
developed experimental and theoretical techniques. Various
experimental methods, such as the cyclotron resonance,13–15)
the electron spin resonance,16, 17) and the magneto-infrared
reflection,18, 19) which are all developed for the semiconduc-
tor physics, were applied also to bismuth. For the analysis
of these experimental results, the effective model Hamilto-
nian was introduced.20–22) It was shown by Wolff22) that the
effective Hamiltonian for bismuth, the Wolff Hamiltonian, is
essentially equivalent to the Dirac Hamiltonian, but with spa-
tial anisotropy of effective velocity. Hence, electrons in bis-
muth began to be called “Dirac electrons”. Up to the 1970s,
the electronic structure of bismuth has been clarified in de-
tail; bismuth is one of the best understood materials similar
to silicon and germanium.23–28) Then the subjects of inter-
est gradually shifted from the electronic structure toward the
anomalous properties of bismuth. The topics are rich in vari-
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Table I. List of phenomena discovered first in bismuth.
Year Discovery
1778 diamagnetism (Brugmans; named by Faraday in 1845)
1821 Seebeck effect
1886 Nernst effect (Ettingshausen & Nernst)
1928 Kapitza’s law of magnetoresistance
1930 Shubnikov-de Haas effect
1930 de Haas-van Alphe´n effect
1955 cyclotron resonance in metals (Galt)
1963 oscillatory magnetostriction (Green & Chandrasekhar)
Table II. List of specific properties of bismuth mainly for electrons at L-
points. (ne and nh are the electron and hole carrier densities, respectively. m
being the bare electron mass.)
low carrier densities ne = nh ∼ 1017cm−3
small effective masses m∗c ∼ 10−3m
high mobilities µ ∼ 108cm2V−1s−1
long mean free path ` ∼ 0.3mm
large diamagnetism χ ∼ −10−5emu
large g-factor g ∼ 1000
ety: the diamagnetism,29–31) the magneto-optics in the quan-
tum limit,32–36) the thermoelectricity,37–42) the excitonic insu-
lator,43–52) etc.
Among these, the diamagnetism is one of the most im-
portant phenomena in bismuth. The extremely large diamag-
netism of bismuth cannot be explained based on the Landau-
Peierls formula,53) which is the standard theory of diamag-
netism. The Landau-Peierls formula is derived by an approxi-
mation for a particular Bloch band and by neglecting the inter-
band matrix elements of a magnetic field. It predicts that the
orbital susceptibility is proportional to the density of state.
On the other hand, even early experiments of diamagnetism
on bismuth and its alloys in 1930’s indicate that the diamag-
netism takes its maximum value when the chemical potential
is located in the band gap,2, 54–56) i.e., the insulating state as is
shown more clearly in the experiment of Wehrli in 196857) as
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Fig. 1. Magnetic susceptibility per gram of Bi1−xSbx at different tempera-
tures for the field perpendicular to the trigonal axis. The chemical potential
locates in the band gap for 7% . x . 20%. Taken from Ref. 57.
shown in Fig. 1. This was a long-standing problem that many
physicist tried to understand. The mystery was finally solved
when the following points are taken into account:30) (i) the in-
terband effect of a magnetic field, (ii) the large spin-orbit in-
teraction, and (iii) the specific band structure of bismuth based
on the Wolff Hamiltonian.
The transport phenomena are more complex. The ordinary
transport phenomena, such as the longitudinal electric con-
ductivity, are basically dissipative, whereas the diamagnetic
current is dissipationless. By contrast, the Hall effect, which
is commonly believed to be also dissipative, is quite special,
since the dissipationless diamagnetic current should also play
some roles in the presence of a magnetic field. It was proposed
that the Hall conductivity and the orbital magnetism should be
related to each other in some way through the interband effect
of a magnetic field,58) although the details of the relation had
been unknown.
Recently, the interband effects on the transport phenom-
ena has been investigated in detail for Dirac electrons in
solids.59–65) It has been revealed that the interband effect of
a magnetic field gives rise to an unconventional contribution
to the Hall conductivity, which is remarkable at the band-
edge and almost independent from the impurity scatterings;
these properties are common features with that of the diamag-
netism. Furthermore, it has been shown that the finite spin
Hall conductivity, which is realized by the interband contri-
butions, exists even in the insulating states, and is related to
the orbital susceptibility by a simple formula only with the
physical constants.63, 65) The interband effect can also induce
the fully spin-polarized electric current by using the circularly
polarized light.62) These recent progresses have been made
through the study based on the Dirac Hamiltonian in solids.
In this paper, we shall give a review of the recent progress on
the transport phenomena and its relation to the diamagnetism
of Dirac electrons in solids, especially in bismuth.
We shall first describe the general properties of bismuth.
The crystal structure and the electron energy spectrum are
given in §2. After the brief explanation of the k · p theory,
the effective Hamiltonian of bismuth, the Wolff Hamiltonian,
Fig. 2. (Color online) (a) Crystal structure of group V semimetals. This
structure is obtained from the simple cubic lattice by stretching the lattice
along the body diagonal direction, and by shifting the atoms in one sublattice
(indicated by green) along the body diagonal direction. (b) Brillouine zone
of group V semimetals. It is similar to the Brillouine zone of fcc lattice, but
slightly shrinked due to the lattice distortion; T -point and L-point are not
equivalent.
is introduced in §3, where some general properties of Dirac
electrons in solids are given. Also, some general properties
under a magnetic field are given in §4. The second part of
this review deals the specific properties of Dirac electrons in
solids. The diamagnetism, which is one of the most distinctive
property of Dirac electrons, are reviewed in §5, paying spe-
cial attention to the interband effect of a magnetic field. The
interband effect on the dc transport phenomena is discussed
for the Hall effect in §6. Another interesting phenomena, the
spin Hall effect, is argued in §7 for the Dirac Hamiltonian in
solids. The spin Hall effect is further studied for the Wolff
Hamiltonian and the quantitative evaluation of the spin Hall
conductivity for bismuth are given in §8. In §9, a 100% spin-
polarized electric current is proposed. Section 10 is devoted
for the summary.
2. Crystal Structure and Electron Energy Spectrum
Bismuth, antimony and arsenic are the group V semimet-
als. Their electron energy spectrum share many properties in
common, and is responsible for interesting similarities be-
tween them. The narrow band gap located in the vicinity of
the Fermi level dominates the physical properties, such as the
small effective mass, high mobilities, and non-parabolic dis-
persion. This energy spectrum can be controlled by alloying
with another element or applying pressure.
2.1 Crystal structure
The energy spectrum mentioned above is the reflection of
the crystal structure of group V elements. The group V ele-
ments crystallize in the rhombohedral structure (the so-called
arsenic or A7 structure) as shown in Fig. 2 (a). Basic fea-
tures of the rhombohedral structure can be understood as fol-
lows (see Fig. 3). The group V elements have odd-number
(s2 p3) electrons, so that they should be metallic. However,
they lower the energy by forming the dimarization, i.e., the
Peierls distortion.3) There are two atoms in the unit cell by
this distortion and there are even-number (10 valence) elec-
trons, so that the system can be insulating. As a matter of fact,
since this lattice distortion is very weak and then the gap is
very small, the energy spectrum can be either a narrow-gap
semiconductor or a semimetal. Pure As, Sb and Bi crystals
favor the semimetallic energy spectrum, while Bi with 7-20
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T
Fig. 3. (Color online) Schematic picture of the energy spectrum of bismuth
(group V elements). For the single atom, the p-band is half-filled. By the
dimerization, an energy gap opens, which lowers the total energy: the system
becomes insulator. With a small lattice distortion, the conduction and valence
bands are hybridized in order to gain the kinetic energy of carriers and lower
the total energy further.
Table III. Crystal structure parameters of the group V semimetals and
some IV-VI compounds.66) Note that PbS, PbSe and PbTe are all semicon-
ductors.
α u
As 54◦10′ 0.226
Sb 57◦6.5′ 0.233
Bi 57◦14.2′ 0.237
PbS 60◦ 0.25
PbSe 60◦ 0.25
PbTe 60◦ 0.25
% Sb tends to be a narrow-gap semiconductor. Note that for
the IV-VI compounds, where there are ten valence electrons
in the unit cell of the rock-salt structure, the dimerization is
stronger than group V elements due to the stronger ionization,
so that the system favors the insulating state.
The followings are the details of the crystal structure of
group V elements. It originates from the two interpenetrat-
ing fcc lattices like the rock-salt structure. If the origin of one
sublattice is taken at (0, 0, 0), that of the other sublattice is
taken at (2u, 2u, 2u). For the undistorted rock-salt structure,
u = 1/4, and the rhombohedral angle α, which is the angle
between the unit vectors, is α = 60◦. The rhombohedral struc-
ture is obtained by the following two kind of distortions:
• shift the location of atoms in one sublattice relative to
the other along the body diagonal (111) direction,
• stretch the both sublattice along the (111) direction.
The former modifies u from 1/4, and the latter changes α from
60◦. (The initial length of the unit vectors are kept.) The rhom-
bohedral structure so obtained loses many symmetries from
the simple cubic. The parameters for the group V semimetals
and some IV-VI compounds are summarized in Table. III.
The Brilouin zone for the group V semimetals is shown
in Fig. 2 (b). It is given by squeezing the Brillouin zone of
fcc lattice, the truncated octahedron, along the trigonal direc-
tion. The high symmetry points are labeled similarly to that
for the fcc lattice. The exception is the L-points. The origi-
nal L-points of the fcc lattice change their symmetry: the two
points of higher symmetry are labeled by T , and the remain-
ing six equivalent points with lower symmetry are labeled by
L.
There are one trigonal axis along ΓT direction, three bi-
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Fig. 4. (Color online) Band structure of bismuth by the tight-binding cal-
culation.67)
nary axes along TW, three bisectrix axes along TU. Usually,
binary, bisectrix and trigonal axes are denoted by x, y and z or
1, 2 and 3, respectively.
2.2 Electron energy spectrum of bismuth
Various first principle calculations for bismuth have been
carried out so far (e.g., the pseudo potential approach,23) the
APW method24, 25) and the pseudo potential DFT68)), but the
accuracy is not enough. (The required accuracy is the energy
scale of the band gap ∼ 15meV.) The energy dispersion ob-
tained by Liu and Allen with the tight-binding calculation67)
is shown in Fig. 4. This is one of the most reliable band calcu-
lation for bismuth. Liu and Allen considered up to the third-
neighbor bonding with the on-site spin-orbit interaction, and
adjust the parameters in order to fit with the experimental re-
sults. They determined the parameters in order to reproduce
(i) the overlap between the highest valence and lowest con-
duction bands, (ii) the Fermi energy, (iii) the effective masses,
(iv) the shapes of the Fermi surfaces, and (v) the band gaps
near the Fermi level. Their results give good agreements with
experimental results.
Recently, the angle-resolved Landau spectrum measure-
ments with high accuracy have carried out,69–72) and the elec-
tronic energy spectrum have been determined in more great
detail.73, 74) The “extended” Wolff Hamiltonian, which takes
into account the contributions from higher energy bands in
addition to the two band near the Fermi level (considered
by the Wolff Hamiltonian, cf. §3), was newly devised based
on the k · p theory in order to fit the recent experimental
progress;71, 72) this gives the best fitting for the recent experi-
mental results including the spin splittings.
The effective mass of bismuth so obtained is quite small.
For example, the cyclotron mass of the electron at L-point
of bismuth is m∗c = 0.00189 for H || bisectrix axis.71) The
small cyclotron mass leads to the large g-factor, (g∗ = 1060
for m∗c = 0.00189), since the g-factor of the Dirac electron
3
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is given by the inverse of the cyclotron mass. The large spin
magnetic-moment accompanied by the large g-factor can gen-
erates large spin-responses, such as the spin Hall effect or the
spin-polarized electric current, which are the main topics of
this review.
3. Effective Hamiltonian
3.1 k · p theory in the Luttinger-Kohn representation
Here we introduce the method of Luttinger and Kohn,75)
which clearly represents the essence of the k · p theory. Let
H be the Hamiltonian of the electron in a periodic potential
with spin-orbit interaction as
H =
p2
2m
+ V(r) +
~
4m2c2
σ · ∇V(r) × p, (1)
where m is the bare electron mass, c the velocity of light, σ
the Pauli spin matrix vector, V(r) being the periodic poten-
tial arising from the crystal, and p is the momentum operator
−i~∇. Since V(r) is periodic and p is invariant under trans-
lations, the eigenfunction of the above Hamiltonian will have
the form of Bloch functions as
ψnk(r) = eik·runk(r). (2)
The unk are spin-dependent periodic functions. Of course, the
unk form a complete set of functions, in which any wave func-
tion can be expanded. Now we consider the set of functions
χnk(r) = eik·runk0 (r), (3)
where we assume that there is an extremum of the energy band
at k0. The functions χnk also form a complete orthogonal set,
so that any wave function can be expanded rigorously in terms
of χnk. The orthogonality of χnk also holds:
〈χnk|χn′k′〉 = δ(k′ − k)δnn′ . (4)
The unk can be expanded in terms of unk0 as
unk(r) =
∑
n
bnn′ (k)un′k0 (r). (5)
The eigenfunction of Schro¨dinger equation ψ is expanded in
terms of χnk as
ψ(r) =
∑
n
∫
dk cn(k)χnk, (6)
which gives the equation∑
n′
∫
dk′ 〈nk|H |n′k′〉cn′ (k′) = cn(k). (7)
Here the matrix elements with respect to χnk are evaluated as
〈nk|H |n′k′〉 =
∫
dr ei(k
′−k)·ru∗nk0
(
n′k0 +
~k′ · p
m
+
~2k′2
2m
)
un′k0 ,
(8)
where nk0 is the energy at the extremum of the n-th band.
Considering the orthonormality of χnk, we have
〈nk|H |n′k′〉 = δ(k − k′)
[(
nk0 +
~2k2
2m
)
δnn′ +
~k · pnn′
m
]
,
(9)
where
pnn′ =
(2pi)3
Ω
∫
cell
dr u∗nk0
{
p+
~
4mc2
σ × ∇V(r)
}
unk0 , (10)
with Ω the volume of the unit cell. Then we obtain the eigen-
value equation of k · p theory from eq. (7) in the form∑
n′
[(
nk0 +
~2k2
2m
)
δnn′ +
~k · pnn′
m
]
cn′ (k) = cn(k). (11)
The matrix elements of the momentum operator should satisfy
pnn/m = 0, since we assume that the band has an extremum
at k0.
3.2 Wolff Hamiltonian
The k · p theory is rigorous as long as we consider the com-
plete set of χnk. In semimetals and semiconductors, the phys-
ical properties are dominated by the narrow region in the k-
space around the extremum. In such a situation, just a few χnk
can give a quantitatively good approximation. For example,
in the case of bismuth, it has been shown that only two bands
are enough for understanding the experimental results.26)
Cohen and Blount applied the k · p theory to the two band
model with the spin-orbit interaction in order to express the
low energy properties of electrons at L-points in bismuth.20)
In this case, the eigenfunction ψ is expanded by four χnk’s
(conduction and valence bands with up and down spins), so
that eq. (11) becomes
∆ 0 ~k · t ~k · u
0 ∆ −~k · u∗ ~k · t∗
~k · t∗ −~k · u −∆ 0
~k · u∗ ~k · t 0 −∆


c1
c2
c3
c4
 = E

c1
c2
c3
c4
 .
(12)
Here, 1k0 = 2k0 = ∆ and 3k0 = 4k0 = −∆, i.e., the band
gap is 2∆, and k is measured from k0. Since the quadratic
term ~2k2/2m in eq. (11) is relatively very small in bismuth,
so that it is discarded in E hereafter. The matrix elements of
the velocity operator is given by vnn′ = pnn′/m. Both v11 and
v22 are zero, and also v12,21 = v34,43 = 0 due to the symme-
try of the wave function for the crystal with a center of in-
version.76, 77) From the time-reversal and parity symmetry, we
also have20, 78)
v13 = v42 ≡ t, (13)
v14 = −v32 ≡ u. (14)
The Hamiltonian given by eq. (12) includes the case with-
out the spin-orbit interaction, where only Re(t) is finite and
Im(t) = 0, u = 0. (Orbital magnetism in the two-band model
without the spin-orbit interaction is studied in Ref. 79.) In the
following, we discuss the case with a large spin-orbit interac-
tion as |u| ' |t|.
The four vectors, Re(t), Im(t), Re(u) and Im(u), are re-
quired to specify the two band model. However, one of these
vectors can be eliminated by a suitable choice of the basis
functions. Wolff chose these functions in such a way that
Re(t) = 0. Then he found that the effective Hamiltonian of
Cohen-Blount can be written in a very simple form as
H = ∆β + i~k ·
 3∑
µ=1
W(µ)βαµ
 , (15)
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where the vectors W(µ) are given by
W(1) = Im(u), (16)
W(2) = Re(u), (17)
W(3) = Im(t), (18)
and the 4 × 4 matrices αµ and β are
αµ =
(
0 σµ
σµ 0
)
, β =
(
I 0
0 −I
)
. (19)
Equation (15) may be called Wolff Hamiltonian. The eigenen-
ergy of this Hamiltonian is obtained as
E = ±
√√
∆2 +
3∑
µ=1
[
~k ·W(µ)]2. (20)
It should be emphasized here that the Wolff Hamiltonian
(15) is quite general. No particular properties of bismuth has
been considered except the assumption |u| ' |t|. In other
words, all the system that satisfies the following conditions
can be expressed generally in terms of the Wolff Hamiltonian:
(1) Time-reversal and parity symmetries are kept.
(2) Pair of conduction and valence bands are isolated from
the other bands.
(3) Band gap is much smaller than the other energy scales.
(4) Spin-orbit interaction is strong.
The characteristics of each material are reflected by ∆ and
W(µ), which are related to the inverse mass-tensor αi j by the
form
αi j =
1
∆
∑
µ
Wi(µ)W j(µ). (21)
Thus the third condition corresponds to the situation, where
the effective mass is much smaller than the bare electron mass.
When we assume the velocity vectors in the form
W(1) = (γ, 0, 0), (22)
W(2) = (0, γ, 0), (23)
W(3) = (0, 0, γ), (24)
we have the isotropic Wolff Hamiltonian61–63)
Hiso =
(
∆ i~γk · σ
−i~γk · σ −∆
)
, (25)
which is essentially equivalent to the Dirac Hamiltonian,80)
HD =
(
mc2 cp · σ
cp · σ −mc2
)
, (26)
though the velocity in solids γ is much smaller than the ve-
locity of light c. The isotropic Wolff Hamiltonian keeps the
essence of the original Wolff Hamiltonian, although the ap-
proximation eqs. (22)-(24) may seem to be quite radical.
Wolff was the first to point out the correspondence of the ef-
fective Hamiltonian in solids to the Dirac Hamiltonian.81) In
this review, we define “Wolff Hamiltonian” by eq. (15) in-
cluding the anisotropy, and “isotropic Wolff Hamiltonian (or
shortly “Dirac Hamiltonian in solids”), we mean eq. (25). The
relation between Wolff and Dirac Hamiltonian is summarized
in Fig. 5.
(             )isotropic Wolff H.
Wolff H. (anisotropic)
Bismuth Vacuum
Dirac H. Weyl H.Schrödinger Eq.with strong SO
k.p theory for 2 bands
Cohen-Blount H. unitarytrans.
massless
Dirac H. in solidswith velocity     c
Fig. 5. (Color online) Relationship between the Wolff and Dirac Hamilto-
nian. (Here “H.” is an abbreviation for Hamiltonian.) The application of the
k · p theory to the Schro¨dinger equation with the strong spin-orbit (SO) in-
teraction for two bands leads to the Cohen-Blount Hamiltonian and then, by
a suitable choice of the basis, to the Wolff Hamiltonian, where the velocity
is anisotropic in general. When the velocity of the Wolff Hamiltonian is as-
sumed to be isotropic, we obtain the Hamiltonian that is equivalent to the
Dirac Hamiltonian but with the effective velocity γ much less than the light
velocity c. This may be called the Dirac Hamiltonian in solids. If the mass
of Dirac Hamiltonian, which is written in terms of 4 × 4 matrix, is zero, we
obtain the Weyl Hamiltoinian, which is written in terms of 2 × 2 matrix.
3.3 Dirac Hamiltonians of bismuth and graphene
Here we compare the above Dirac Hamiltonian of solids
(25), to the effective Hamiltonian of graphene given by:82, 83)
Hgr =
(
0 γ(kx − iky)
γ(kx + iky) 0
)
. (27)
This Hamiltonian is two-dimensional Weyl Hamiltonian of
massless particles. The effective Hamiltonian of α-ET2I3 also
belongs to this type.84) The above Hamiltonian often ex-
pressed by using the Pauli matrix as H = γk · σ, which
seems to be similar to eq. (25). However, they are essentially
different in the following points. First, the Dirac Hamiltonian
of bismuth is written in terms of 4 × 4 matrix, while that of
graphene is in 2 × 2. Second, σ for bismuth expresses the
degrees of freedom of real spins, while, in case of graphene,
it expresses the degrees of freedom of the sublattice of the
honeycomb lattice, namely, it has nothing to do with the real
spins. The real-spin physics emerge in the Dirac Hamiltonian
of bismuth, while the pseudo-spin physics appear in that of
graphene.85, 86)
4. Dirac electrons under a magnetic field
4.1 k · p theory under a magnetic field
The result obtained by the k · p theory, eq. (11), is equiva-
lent to the result obtained by the Bloch representation, since
they are related with each other by the unitary transformation
eq. (5). However, a significant difference appears in the cal-
culation of physical quantities under a magnetic field. Since
the uniform magnetic field is incompatible with the periodic
function unk, its treatment is extremely complex if based on
the Bloch band. That is why the problem of the orbital suscep-
tibility in a periodic potential was quite difficult to solve. On
the other hand, in the k · p theory, there is no k-dependence in
the periodic function unk0 , which drastically reduces the com-
plexity of the formulation. The applicability to the crystals
under magnetic fields is one of the many successes of the k · p
theory.
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We consider the Hamiltonian (1) under a magnetic field H:
H =
{p+ (e/c)A}2
2m
+ V(r) +
~
4m2c2
σ · ∇V(r) × {p+ (e/c)A} ,
(28)
where A is a vector potential satisfying H = ∇×A. We expand
the eigenfunction in terms of unk0 (r) as (cf. eq. (6))
ψ(r) =
∑
n
∫
dkcn(k)eik·runk0 (r) =
∑
n
Fn(r)unk0 (r). (29)
Since the coefficients Fn(r) vary slowly in the scale of the lat-
tice constant and they modulate the quickly oscillating lattice-
periodic part unk0 (r), they are called envelope functions. We
obtain the eigenvalue equation by substituting eq. (29) into eq.
(11) with a replacement ~k→ pi ≡ −i∇ + (e/c)A as75, 87, 88)∑
n′
[(
nk0 +
pi2
2m
)
δnn′ +
pi · pnn′
m
]
Fn′ (r) = Fn(r). (30)
It is straightforward to solve this equation, since all the infor-
mation of k0 and pnn′ are the same as that without magnetic
field; only the difference appears in the commutation relation
pi×pi = −i(~e/c)H. Furthermore, in the Luttinger-Kohn repre-
sentation, it is clear how to keep the gauge invariance,79) while
it is very difficult (actually it is impossible in most cases) in
the Bloch representation. This strong point of the k · p theory
for the gauge invariance is crucial for the trustworthy theory
of transport and orbital magnetism.
4.2 Wolff Hamiltonian under a magnetic field
The Wolff Hamiltonian introduced in §3 is the result of the
k · p theory, so that the effect of the magnetic field is taken into
account only by the replacement ~k with pi as
H ψ =
(
∆ ipi · Λ
−ipi · Λ −∆
)
ψ = Eψ, (31)
where
Λ =
3∑
µ=1
W(µ)σµ. (32)
In order to obtain the eigenvalues of this equation, we first
consider the squared equation
H 2ψ =
(
∆2 + (pi · Λ)2 0
0 ∆2 + (pi · Λ)2
)
ψ
=
(
∆2 + 2∆H ∗ 0
0 ∆2 + 2∆H ∗
)
= E2ψ, (33)
H ∗ =
pi · αˆ · pi
2
+ µ∗s · H. (34)
Here µ∗s is the spin magnetic-moment near the extremum of
band given by
µ∗s =
~eΩ
2c∆
∑
µ
Q(µ)σµ, (35)
Q(λ) =
W(µ) ×W(ν)
Ω
, (λ, µ, ν cyclic) (36)
Ω = W(1) ×W(2) ·W(3). (37)
The second term of eq. (34), the Zeeman term, is not the orig-
inal Zeeman term for the bare electrons, but is the effective
Zeeman term resulting from the orbital motion of electrons,
through the spin-orbit interaction.
Since the first term of eq. (34), the orbital term, is the con-
ventional form for the free electrons with an anisotropic ef-
fective mass, its eigenvalues are simply obtained as89, 90)
~ω∗c
(
n +
1
2
)
+
~2k2h
2mh
, (38)
where kh is the wave vector along the magnetic field, the cy-
clotron frequency is given by
ω∗c =
eH
m∗cc
, (39)
and the cyclotron effective mass m∗c is
m∗c =
√
det mˆ
mh
(40)
in which the longitudinal effective mass mh is
mh = h · mˆ · h, (41)
with a unit vector along the magnetic field h and the mass
tensor mˆ = αˆ−1. The eigenvalues of the second term of eq.
(34), the Zeeman term, are obtained by considering its square
(
µ∗s · H
)2
=
(
~eΩ
2c∆
)2
H · Aˆ · H, (42)
Ai j =
∑
µ
Qi(µ)Q j(µ) =
∆2
Ω2
mˆi j
det mˆ
. (43)
Thus the eigenvalues of the Zeeman term are also written in
terms of ω∗c as
±~eH
2c
√
mh
det mˆ
= ±1
2
~ω∗c. (44)
The effective g-factor is determined from the effective Zee-
man splitting E∗Z through g
∗µBH = E∗Z,
76) so that we obtain
the effective g-factor
g∗ =
2m
m∗c
, (45)
where µB = ~e/2mc is the Bohr magneton. The eigenvalues
ofH ∗ are then given as
E∗ = ~ω∗c
(
n +
1
2
± 1
2
)
+
~2k2h
2mh
. (46)
Finally, the eigenvalues of the Wolff Hamiltonian under a
magnetic field are given by
E = ±
√
∆2 + 2∆
~ω∗c
(
n +
1
2
± 1
2
)
+
~2k2h
2mh
. (47)
For free electrons, the Landau level splitting, ~ωc, is the
same as the Zeeman splitting EZ, and the quantized energy
levels are labeled in terms of the orbital and the spin quantum
numbers, which are independent quantum numbers. For elec-
trons of the Wolff Hamiltonian, the Landau level splitting ~ω∗c
is also the same as E∗Z. However, the quantized energy levels
are no more labeled in terms of the orbital and the spin quan-
tum numbers, but are labeled in terms of the quantum number
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(a) without SO (b) with SO
(Dirac)
n = 4
3
2
1
0
j = 4
3
2
1
0
Fig. 6. (Color online) Illustration of the energy levels under a magnetic
field (a) without spin-orbit (SO) interaction, and (b) with SO interaction, i.e.,
Dirac electrons. The horizontal lines indicate the position of energy levels
with opposite spins. We illustrate the k·p theory for a two-band model without
SO for (a),21) where the energy level splitting is not constant.
of total angular momentum:
j = n +
1
2
± 1
2
= 0, 1, 2, . . . , (48)
which is the only good quantum number. This is due to
the strong spin-orbit interaction, which completely mixes the
orbital- and spin-angular momenta.
The lowest energy level ( j = 0) is exceptional, since its spin
state is uniquely determined; only the down spin of n = 0 can
occupy the lowest energy level. The j = 0 level is fixed at
the band-edge even in a strong magnetic field (Fig. 6). This
unique j = 0 level enables the spin-polarized electric current
discussed in §9.
4.3 Anomalous diamagnetism
We note here that the anomalous diamagnetism is already
indicated by the form of the energy level of eq. (47), although
detailed discussions will be given in the next section.
For free electrons, the eigenvalues under a magnetic field is
given by eq. (46) with the bare electron mass. The orbital term
and the Zeeman term are quantized independently, and give
rise to the Landau diamagnetism and Pauli paramagnetism,
respectively. By the orbital term, the electrons in the states
~ωcn ≤ ~
2k2⊥
2mc
≤ ~ωc(n + 1) (49)
for the zero field limit (H → 0) shrinks into the level of
~ωc(n + 1/2) as is shown in the left panel of Fig. 7 (a). Since
the density of states is uniform as a function of k2⊥ in the k-
plane perpendicular to the field, the averaged energy in the
interval (49) for H → 0 (denoted by the horizontal dashed
lines in Fig. 7 (a)) is equal to ~ωc(n + 1/2). Namely, the en-
ergy gain by introducing the magnetic field is equal to that of
the energy loss in each energy interval. Only the highest Lan-
tau level below the Fermi level is related to the variation of
the total energy. This gives rise to the Landau diamagnetism.
Similar cancellation happens also for the Zeeman term (the
right panel of Fig. 7 (a)), giving rise to the Pauli paramag-
netism coming only from the vicinity of the Fermi level.
For Dirac electrons, on the other hand, the orbital and the
spin are completely mixed due to the strong spin-orbit inter-
actions, so that the quantization is given only in terms of the
total angular momentum j. The energy level splitting varies
with respect to j, as is shown in Fig. 7 (b). The averaged en-
E
k2
E
k2
(a) free electron
(b) Dirac electron
E
k2
Orbital Zeeman
2
1
0
j = 3
1
0
2
0
1
2
3
n
Fig. 7. (Color online) Landau levels under the finite field, H , 0, and the
energy for zero field limit, H → 0, as a function of k2⊥, where k⊥ is the wave
vector perpendicular to the field. (a) In the case of free electrons, the Landau
level spacing is uniform with respect to the orbital quantum number n. The
averaged energy for H , 0 is equal to that for H → 0, which is denoted by
the horizontal dashed lines, so that the total energy for electrons deeply below
the Fermi level is unchanged by introducing the field. Only the highest level
below the Fermi level contribute to the total energy change, which gives rise
to the Landau diamagnetism. (b) In the case of Dirac electrons, the energy
level spacing is not uniform with respect to the total angular momentum j.
The averaged energy for H , 0 is not equal to that for H → 0, so that the
energy gain and energy loss are not cancelled for whole energy region. (The
horizontal dashed lines are approximate values of the averaged energy for
H → 0. The blue (red) lines denotes the up (down) spins.) Therefore, all
energy levels below the Fermi level contribute to the increase of energy by
magnetic field, i.e., diamagnetism, which is the largest when the Fermi level
is in the gap.
ergy in the states
~ω∗c j ≤
~2k2⊥
2m∗c
≤ ~ω∗c( j + 1) (50)
for H → 0 does not agree with the averaged energy for H , 0.
The disagreement, which is shown by the shaded area in Fig.
7 (b), exists in each energy interval, so that all energy levels
below the Fermi level contribute the total energy. For elec-
trons in the valence band, average energy for H , 0 is al-
ways higher than the average energy for H = 0 in each en-
ergy interval. The energy gain of the valence electrons by
the magnetic field is always positive, resulting in the diamag-
netism. The disagreement is the largest when the valence band
is filled. This explains the fact that the diamagnetism becomes
the largest when the Fermi level locates in the gap.
4.4 Anomalous magnetic-moment
Another important characteristics of Dirac electron in
solids is the anomalous spin magnetic-moment. The electro-
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magnetic properties of the Dirac electron are best exhibited
by the transformation introduced by Foldy and Wouthuysen
(FW).91, 92) By their canonical transformation, the 4 × 4 Dirac
Hamiltonian can be decoupled into the 2 × 2 Hamiltonians
for positive and negative energy. If we apply the FW trans-
formation to the 4 × 4 Dirac Hamiltonian up to the order of
~/mc, we obtain two decoupled 2 × 2 Pauli Hamiltonians,
HP = pi2/2m + µBσ · H. If we apply the FW transformation
to the Wolff Hamiltonian up to the order of |γ|/∆, we obtain
HFW =
(
∆ +H ∗ 0
0 −∆ −H ∗
)
, (51)
where H ∗ is the same as eq. (34). For the conduction band,
the term linear in magnetic field is (+µs ·H), while, for the va-
lence band, it is (−µs ·H). Therefore, the signs of g∗, eq. (45),
are opposite between conduction and valence electrons. Cor-
respondingly, the spin magnetic-moment of the Wolff Hamil-
tonian is defined in the form
µs =
(−µ∗s 0
0 µ∗s
)
. (52)
Since g∗ is quite large in bismuth,20, 71) the spin magnetic-
moment is also quite large, µs ∼ 103µB. This large spin
magnetic-moment can generate large spin responses such as
in spin Hall effect and spin-polarized electric current.
5. Diamagnetism
The effect of a magnetic field in solids is very intricate due
to the matrix elements between different Bloch bands (off-
diagonal elements), referred to the interband effect, of a mag-
netic field. As long as the off-diagonal terms are neglected,
one can show that the energy of electrons under the magnetic
field is given by changing the argument of the Bloch band
as En(k) → En(k + (e/c)A). (Hereafter we take the unit of
~ = kB = 1.) When we apply this approximation to the orbital
susceptibility, we obtain the Landau-Peierls formula:3, 53, 93)
χLP =
e2
6pi3c2
∑
n,k
∂2En∂k2x ∂
2En
∂k2y
−
(
∂2En
∂kx∂ky
)2 ∂ f (En)∂En , (53)
where the magnetic field is applied along z-direction and
f (ε) = [1 + exp{(ε− µ)/T }]−1 the Fermi distribution function.
χLP is proportional to ∂ f (En)/∂En, so that χLP vanishes for in-
sulators. As described in §1, the Landau-Peierls formula com-
pletely fails to explain the anomalously large diamagnetism of
bismuth and its alloys (Fig. 1). After various efforts by many
theorists,29, 30, 56, 79, 94–102) it was finally derived that the exact
and gauge independent formula of diamagnetism can be given
by a very simple one line formula as93, 103)
χ =
e2
2c2
T
∑
σz
∑
n,k
Tr
[
G vxG vyG vxG vx
]
, (54)
where n represents the index of Matsubara frequency, G is the
thermal Green’s function G (k, iεn) of the matrix form, and vi
is the velocity operator along the i-direction. Equation (54)
was originally derived based on the Luttinger-Kohn represen-
tation, but can be considered to be that besed on the Bloch
representation because of the trace-invariance of the repre-
sentation. Surprisingly, this simple formula is proved to be
equivalent to the previous exact but terribly complicated for-
mulas.96–99, 101, 102) This formula (54) has been applied to the
practical models of solids, e.g., graphene,59) α-ET2I3,60) and
bismuth.61, 63, 65)
5.1 Diamagnetism of Dirac electrons
Here, we shall give the formulation for the orbital suscep-
tibility of Dirac electrons in solids by the use of eq. (54).
We consider the Dirac Hamiltonian, eq. (25), so that the
Green’s function, G = (iε˜n − H )−1, and the velocity oper-
ator, v = ∂H /∂k, are given as
G (k, iεn) =
1
(iε˜n)2 − E2
(
iε˜n + ∆ iγk · σ
−iγk · σ iε˜n − ∆
)
, (55)
v =
(
0 iγσ
−iγσ 0
)
, (56)
where E2 = ∆2 + γ2k2. We have introduced a finite damping,
Γ, for electrons to represent the effects of impurity scattering
as ε˜n = εn + Γsgn(εn). We assume Γ to be constant in order
to make our argument as simple and transparent as possible,
although Shon and Ando have indicated that Γ somewhat de-
pends on energy and momentum in case of graphene.104)
The calculation of the trace of the eight 4 × 4 matrices in
eq. (54) is rather lengthy but straightforward. It becomes
Tr
[
G vxG vyG vxG vy
]
= −4γ4 {(iε˜n)
2 − E2}2 − 8γ4k2xk2y
{(iε˜n)2 − E2}4 . (57)
The summation and integration with respect to εn and k re-
sults in
χ =
e2|γ|
12pi2c2
∫ ∞
−∞
dε f (ε)
 1√
ε2+ − ∆2
− 1√
ε2− − ∆2
 , (58)
where ε± = ε ± iΓ. (Here the branch cut of the square root is
taken along the positive real axis. The details of the calcula-
tion is given in Ref. 65.) The chemical potential dependence
of χ is shown in Fig. 9 (d). In the clean limit of Γ → 0 and at
zero temperature, we have
χ =

−2χ0 ln
 Ec|µ| + √µ2 − ∆2
 , (|µ| > ∆)
−2χ0 ln
(
2Ec
∆
)
, (|µ| < ∆)
(59)
where χ0 = e2|γ|/12pi2c2 and Ec is the energy cutoff for the in-
tegration. The result is essentially equivalent to that obtained
in Ref. 30, which is derived based on the Wigner representa-
tion.
As is shown in Fig. 9 (d), χ takes the largest value for
|µ| < ∆, all of which originates from the interband effect of
the magnetic field. (The interband effect on χ appears more
remarkably for the case of the two-dimensional Weyl Hamil-
tonian (valid for grahene) as shown in Fig. 13 (a).)
6. Interband Effects on the Hall Effect
In this section, we discuss the transport phenomena of
Dirac electrons in solids. In order to keep the theoretical con-
sistency with the results of the orbital susceptibility, we calcu-
late the conductivities in the Luttinger-Kohn representation,
and carefully analyze the interband effects resulting from a
magnetic field.
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(a) transport (b) thermodynamic
Fig. 8. Contours of integration in z-plane.
6.1 Conductivities calculated by the Kubo formula
The diagonal conductivity σxx based on the Kubo for-
mula105–107) is given for the Dirac Hamiltonian in solids, eq.
(25), by
σxx(ω) =
e2
iω
[Φxx(ω + iδ) − Φxx(0 + iδ)] , (60)
where
Φxx(iωλ) = −4e
2γ2
iω
T
∑
n
∑
k
iε˜n(iε˜n − iωλ) − 13γ2k2 − ∆2{
(iε˜n)2 − E2} {(iε˜n − iωλ)2 − E2} .
(61)
Then we obtain the final expression in the form
σxx = − e
2
pi3γ
∫ ∞
−∞
dε f ′(ε)
×
∫ ∞
0
dX
[
X2(ε2 + Γ2 − 13 X2 − ∆2)(
ε2+ − X2 − ∆2
) (
ε2− − X2 − ∆2
)
−
X
2
(
ε2+ − 13 X2 − ∆2
)
2
(
ε2+ − X2 − ∆2
)2 + c.c.

]
. (62)
The Hall conductivity σxy based on the Kubo for-
mula61, 106, 107) is also given by
σxy =
1
iω
8e3γ4
2c
(−iH)T
∑
n
∑
k
iωλ(2iε˜n − iωλ){
(iε˜n)2 − E2}2
× iε˜n(iε˜n − iωλ) + γ
2(k2x − k2y − k2z ) − ∆2{
(iε˜n − iωλ)2 − E2}2 . (63)
With the same procedure as in σxx, we obtain
σxy =
e3γH
12pi2c
∫ ∞
−∞
dε
[
KIyx(ε) f
′(ε) + KIIyx(ε) f (ε)
]
sgn(ε).
(64)
KIyx(ε) =
−2Γ4 − Γ2∆2 + (∆2 − ε2)2 + 2iΓ3ε − iΓε(∆2 − ε2)
2Γ2ε2
√
ε2+ − ∆2
+ c.c. (65)
KIIyx(ε) =
ε+
(ε2+ − ∆2)3/2
+ c.c. (66)
(Here, the branch cut of the square root is taken along the
negative real axis.)
For the derivation of eqs. (62) and (64), we note the stan-
dard technique of the analytic continuation. We take the four
contours C1∼4 in the complex z plane as shown in Fig. 8 (a). C1
(C2) is the contour from −∞ to∞ (∞ to −∞) along just above
(below) the horizontal line Im z = ωλ. C3 (C4) is the contour
from −∞ to ∞ (∞ to −∞) along just above (below) the hori-
zontal line Im z = 0. Basically, the f ′-term (e.g., the first term
of eq. (64)) originates from the contribution of C2 +C3, which
has a functional form of
− 1
2pii
∫ ∞
−∞
dε f (ε)
[
GR(ε)GA(ε − ω) −GR(ε + ω)GA(ε)
]
,
(67)
where GR(A) is the retarded (advanced) Green’s function. We
only need the ω-linear term for the static response, and it is
obtained by shifting the variable ε→ ε−ω in the second term
of eq. (67) as
iω
2pi
∫ ∞
−∞
dε
(
∂ f (ε)
∂ε
)
GR(ε)GA(ε). (68)
It is proportional to f ′(ε) = ∂ f (ε)/∂ε, so that the states only
in the vicinity of the Fermi level contribute to this term.
The f -term (e.g., the second term of eq. (64)) originates
from the contribution from the contours C1 + C4, which has a
functional form of
ω f (ε)
[
GR(ε)GR(ε) −GA(ε)GA(ε)
]
, (69)
for the term linear in ω. This term is similar to the contribu-
tion in the thermodynamical quantities. This similarity can be
understood if we consider the way to take the limit. For the
transport quantities, we first take the q → 0 limit, and then
take the ω → 0 limit, so that we have to consider the four
contours C1 ∼ C4 due to the finite ωλ. For the thermodynam-
ical quantities, on the other hand, we first take the ω → 0
limit, and then take the q → 0 limit, so that we need only the
two contours Ca and Cb in Fig. 8 (b). We can clearly see from
Fig. 8 that contribution from C1 + C4 has the same analytic
property as Ca + Cb. The relationship between the contribu-
tion from C1 + C4 and that from Ca + Cb will be discussed
again for the relationship between the spin Hall effect and the
diamagnetism in §7.
Note that, in eq. (62), the contribution from C1 + C4, which
is originally proportional to f (ε), is rewritten only by the term
that is proportional to f ′(ε) using the integration by parts in
σxx. Thus in eq. (62), the total contribution is expressed as
f ′-term, though it includes both C2 + C3 and C1 + C4 contri-
butions. On the other hand, σxy cannot be expressed only in
terms of f ′-term, even if we use the integration by parts.
The chemical potential dependence of σxx and σyx at zero
temperature are shown in Fig. 9 (a) and (b), respectively. In
the case of bismuth, we can control µ by substituting other
elements, e.g., Sn, Pb for hole doping, and Te, Se for elec-
tron doping. In the metallic region, |µ|  ∆, σxx ∝ µ2 and
σyx ∝ µ. In the insulating region, |µ| < ∆, both conductivities
are vanishingly small. (Strictly speaking, they take small val-
ues, which is due to the finite Γ.) Our results (Fig. 9 (a) and
(b)) seem to agree quite well with the results obtained by the
Boltzmann (intraband) approximation, σxx ∝ µ2 and σxy ∝ µ,
at first sight. Also, the results exhibit the strong Γ-dependence
both in σxx and σxy, which are quite natural as the transport
phenomena. However, interesting properties are found, if we
look carefully into the interband effect on σxy.
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Fig. 9. (Color online) Theoretical results of the chemical potential depen-
dences for (a) the conductivity σxx, (b) the Hall conductivity σyx, (c) the
interband contribution to σyx, and (d) the orbital susceptibility. For normal-
ization, we used σ0 = e2∆/γ, ω˜∗c = ω∗c/∆ and χ0 = e2 |γ|/12pi2c2.
6.2 Interband effects on the Hall conductivity
Now we look into the interband effects of a magnetic field
on σxy in detail. The Hall conductivity formula obtained by
eq. (64) is exact, which includes both intra- and inter-band
contributions. The interband contribution, σinterxy , can be de-
fined by subtracting the intraband contribution, σintraxy , from
eq. (64):
σinterxy = σxy − σintraxy . (70)
The intraband contribution is calculated by the Bloch band
H
E
(a) insulating ( |μ| < Δ ) (b) band-edge ( |μ| ~ Δ )
Fig. 10. (Color online) Schematic motion of electrons in a solid for (a) the
insulating (|µ| < ∆), (b) the band-edge (|µ| ∼ ∆).
picture, which is usually given by (Γ = 1/2τ)
σBoltzmannxy = −
2e3Hτ2
c
∑
n,k
∂2En∂k2x ∂
2En
∂k2y
−
(
∂2En
∂kx∂ky
)2 ∂ f (En)∂En ,
(71)
when the magnetic field is along z-direction. In the present
case of Dirac Hamiltonian in solids, we have61)
σintraxy = −
e3vH
6pi3c
∑
n=±
∫ ∞
−∞
dε f ′(ε)
∫ ∞
0
dX
X4
[En(X)]3
× 4Γ
3
3
[
(ε − En(X))2 + Γ2]3 , (72)
where E±(X) = ±
√
X2 + ∆2. The expression of eq. (72) is
quite different from that of Eq. (64). Nevertheless, they agree
with each other except for the band-edge region, showing the
validity of the Bloch band approximation for the metallic re-
gion. Near the band-edge region, on the other hand, the inter-
band contribution σinterxy is remarkable.
The obtained σinterxy is shown in Fig. 9 (c). The properties of
σinterxy are found to be as follows:
(1) σinterxy takes the maximum value near the band-edge,
(2) decreases away from the band-edge as σinterxy ∝ −µ−1,
(3) weakly depends on Γ,
(4) magnitude of σinterxy is much smaller than that of σ
intra
xy .
The properties (1)-(3) are completely different from that of
σintraxy . (The properties of σ
intra
xy is roughly the same as σxy
shown in Fig. 9 (b), since the σinterxy is much smaller than
σintraxy .) These differences reveal that σ
inter
xy is not generated by
the normal conduction electrons. By contrast, the properties
of σinterxy is quite similar to the orbital susceptibility shown in
Fig. 9 (e). These similarities strongly suggest that σinterxy has a
common origin with the diamagnetic current.
Their relationship is interpreted as follows. In the insulat-
ing region, electrons in a magnetic field make a local orbital
motion, and generate the diamagnetic current, which is per-
sistent and dissipationless (Fig. 10 (a)). There are no elec-
trons going through the crystal, so that they do not contribute
to the Hall conductivity. In the band-edge region, the elec-
trons belong to the local diamagnetic orbital start to transfer
to the neighboring orbitals via hybridization with the conduc-
tion electrons (Fig. 10 (b)). This time electrons go through the
crystal by this transfer between local diamagnetic orbitals and
can contribute to the Hall conductivity as σinterxy . The local dia-
magnetic current has largest values for |µ| ≤ ∆ and decreases
away from the band-edge. Correspondingly, |σinterxy | actually
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tion, we used RH0 = ω˜∗c/σ0H.
decreases away from the band-edge. With this picture, σinterxy
slightly contains the conduction electron current, but the main
contribution comes from the diamagnetic current, so that the
dissipation of σinterxy will be vanishingly small.
The Γ-dependence of σxy is shown in Fig. 11. For the band-
edge (µ = 1.2) and the metallic (µ = 2.0) region, σinterxy does
not depend on Γ, while σintraxy ∝ Γ−2 for Γ < ∆. This means
that σinterxy is not affected by the impurity scatterings, suggest-
ing that the dissipation of σinterxy is much smaller than the ordi-
nal current. From these facts, we can conclude that we would
have a current that hardly generate Joule heat, if we could
have σinterxy only. Unfortunately, however, σ
inter
xy always flows
with σintraxy , and σ
inter
xy  σintraxy , so that we cannot obtain σinterxy
only at least for dc current. On the contrary, in the ac conduc-
tivity, we can take out σinterxy selectively by tuning a frequency.
This will be discussed in §9.
6.3 Hall coefficient near the band-edge
We also give another non-trivial property that appears near
the band-edge region. The Hall coefficient defined by RH =
σxy/σ
2
xxH with eqs. (62) and (63) is shown in Fig. 12. RH
gives a good measure of carrier density in the metallic region.
However, at the band-edge |µ| ' ∆, RH strongly deviates from
1/nec implying that one can not estimate carrier density from
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Fig. 13. Theoretical results of (a) orbital diamagnetism, (b) the conductiv-
ity and (c) the Hall conductivity in two-dimensional Weyl Hamiltonian (valid
for graphene) as a function of X = µ/Γ. Taken from Ref. 59
)b()a(
Fig. 14. (Color online) (a) Temperature dependence of σxy for different
samples (denoted as #1 and #7). (b) Chemical potential dependence of σxy
for sample #1 and #7. Solid lines and dashed lines are the theoretical results
with and without the interband contributions by Kobayashi et al..60) Taken
from Ref. 108.
RH. Especially, RH is vanishingly small and changes its sign
at µ = 0 indicating that “the effective carrier density” is di-
verging. Therefore, RH is nothing to do with n for |µ| . ∆.
These sign reversal in RH or σxy appears dramatically in the
zero-gap case, such as the graphene and α-ET2I3; σxy changes
the sign when the chemical potential varies through the cross-
ing points (Fig. 13 (c)). This sign reversal of σxy is actually
observed in α-ET2I3108–110) (Fig. 14).
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Fig. 15. (Color online) Illustration of the directions of the electric field
(wide arrow), the spin current (narrow arrows) and the spin magnetic-moment
(three-dimensional arrows).
7. Spin Hall Effect
In the previous section, we saw there is a certain relation-
ship between the diamagnetism and the interband Hall con-
ductivity. In addition to this, it has been found recently that
there is a surprising relationship between the spin Hall effect
(SHE) and diamagnetism.63, 65)
The SHE is an effect that the spin magnetic-moment of
electrons experience a transverse force in the presence of
a longitudinal electric field111) (Fig. 15). The essential idea
was first introduced by Dyakonov and Perel:112, 113) a spa-
tial separation of electrons with different spins is generated
due to the spin-orbit interaction via the scattering of unpo-
larized electrons by an unpolarized target. This can lead to
spin-accumulation at the edge of a thin layer. The idea was
introduced as a counterpart of the anomalous Hall effect.
A renaissance of interest in this subject was revived by
Hirsch, who named this effect “spin Hall effect”.111) He
proposed the practical way for the experimental detection
of SHE. Soon later, Zhang extended the idea of SHE to
the diffusive transport regime, and suggested another ex-
periment.114) These proposals activated the research in this
field. The SHE was observed by the magneto-optical Kerr
effect measurements,115–118) the circularly polarized electro-
luminescence,119) and the non-local electrical measurement
in nanoscale H-shaped structure.120) Also, the inverse SHE,
where polarized electron current generates a transverse volt-
age, was observed by injecting a spin current from a ferro-
magnetic electrode into a non-magnetic metal.121, 122) It was
experimentally confirmed that both the direct and inverse
SHE are equivalent, demonstrating the Onsager reciprocal re-
lations.123)
The suggested mechanisms by Dyakonov-Perel and Hirsch
are basically the effect driven by the scattering due to impu-
rities, the so-called extrinsic mechanism. On the other hand,
the possibility of an intrinsic mechanism of SHE was put for-
ward by Murakami et al.124) and Sinova et al.125) Unlike the
extrinsic mechanism, where the scattering plays a dominant
role, the intrinsic SHE is the effect which originates purely
from the electronic structure of solids; the scattering contri-
butions are less dominant. It is closely related to the intrinsic
mechanism of the anomalous Hall effect. The intrinsic SHE
is possible not only for metals, but also for semiconductors or
insulators. These proposals of intrinsic SHE triggered inten-
sive studies of theory and experiment, which is summarized
in several review articles.126–131) In this section, we discuss
the intrinsic SHE for Dirac electrons.
7.1 SHE of Dirac electrons
It is naively expected that the materials composed of ele-
ments with a large spin-orbit interaction will exhibit a large
SHE. In this context, bismuth will be one of the best candi-
dates since the spin-orbit interaction of bismuth atom is the
largest (∼ 1.5 eV) among the non-radioactive elements.132)
However, the effect of the spin-orbit interaction in crystals
does not directly correspond to the magnitude of the spin-orbit
interaction of isolated atoms. It is nontrivial whether the crys-
talline bismuth exhibits a large SHE or not. Here we show the
results of SHE on the crystalline bismuth.
We consider the simplest situation: apply a longitudinal
electric field, and measure the difference in magnetization
between the edges perpendicular to the field, e.g. by the
magneto-optical Kerr effect.115–118) The difference of mag-
netization is caused by the imbalance of the spin magnetic-
moment perpendicular to the field, which is generated by the
flow of the spin magnetic-moment. Based on this considera-
tion, we calculate the current of the spin magnetic-moment,
jzi = {µsz, vi} /2. Although this is basically the same as the
definition jzi = {sz, vi} /2 for the spin current, we stress that
we pay attention not to the spin, but to the spin magnetic-
moment, since the observable physical quantity is the magne-
tization. The definition of spin current and the relationship to
the continuation equation are discussed in detail in Appendix.
We start from the Dirac Hamiltonian of eq. (25).63) The
spin magnetic-moment of this Hamiltonian is given by (cf.
eq. (52))
µs =
g∗µB
2
(−σ 0
0 σ
)
, (73)
where the sign of the magnetic moment is opposite between
the conduction and valence band. (The g-factor is given by
eq. (45) with m∗c = ∆/γ2 for the present Hamiltonian.) Cor-
respondingly, we introduce the velocity operator of the spin
magnetic-moment as
vsi =
µszvi
µB
= −ig
∗γ
2
(
0 σzσi
σzσi 0
)
, (74)
where i = x, y. (We normalized by µB in order to fit its dimen-
sion to the ordinary dimension of the velocity.) In the present
case, this is an Hermitian operator. Hereafter we call this ve-
locity operator of the spin magnetic-moment as the spin cur-
rent.
The spin Hall conductivity (SHC) is given as a linear re-
sponse of the transverse spin current to the electric field on
the basis of the Kubo formula:
σsyx =
1
iω
[
Φsyx(ω + iδ) − Φsyx(0 + iδ)
]
, (75)
Φsyx(iωλ) = −eT
∑
nk
Tr
[
G (iε˜n)vsyG (iε˜n−)vx
]
(76)
= eT
∑
nk
4imγ4(iε˜n − iε˜n−)
{(iε˜n)2 − E2}{(iε˜n−)2 − E2} . (77)
where εn− = εn − ωλ. After the n-summation by the analytic
continuation (see §6), and the k-integration, we obtain
σsyx = −em|γ|4pi2 (K
I
syx + K
II
syx), (78)
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Fig. 16. (Color online) Chemical potential dependence of the SHC (KI,IIsyx)
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KIsyx =
∫ ∞
−∞
dε
(
∂ f (ε)
∂ε
)  √ε2+ − ∆2ε −
√
ε2− − ∆2
ε
 , (79)
KIIsyx =
∫ ∞
−∞
dε f (ε)
 1√
ε2+ − ∆2
− 1√
ε2+ − ∆2
,
 (80)
where ε± = ε ± iΓ. (Here the branch cut of the square root is
taken along the positive real axis.) Similarly, we can calculate
the diagonal spin conductivity σsxx, but it is exactly zero. For
the clean limit, Γ/∆ → 0, at zero temperature, eqs. (79) and
(80) are given by the following simple forms:
−KIsyx =

2
√
µ2 − ∆2
|µ| (|µ| > ∆)
0 (|µ| < ∆)
, (81)
−KIIsyx =

2 ln
∣∣∣∣∣∣∣ 2Ec|µ| + √µ2 − ∆2
∣∣∣∣∣∣∣ (|µ| > ∆)
2 ln
∣∣∣∣∣2Ec∆
∣∣∣∣∣ (|µ| < ∆)
, (82)
where Ec is the energy cutoff for the integration, and we dis-
carded O(∆2/E2c )-term.
The chemical-potential dependences of KI,IIsyx are shown in
Fig. 16. We see that the SHE takes maximum in the insulating
region, and it decreases as the carrier density increases; this
result recalls the property of the diamagnetism of Dirac elec-
trons. Actually, the form of KIIsyx, eq. (80) is exactly the same
as that of orbital susceptibility, eq. (58), except for their coeffi-
cients. Their starting points, eqs. (57) and (77), are completely
different, but their final results are equivalent — an amazing
fact. Therefore, we obtain a very simple formula that relates
the SHC to the orbital susceptibility in the insulating region:
σsxy =
3mc2
e
χ. (83)
In the insulating region, σxx is suppressed, so that there are
no dissipative current. Only in such a case, the SHE is dis-
sipationless and becomes exactly parallel to the diamagnetic
susceptibility. The SHE is generated by the external electric
field, while the diamagnetism is by the external magnetic
field. They are completely different phenomena, but are re-
lated with each other through eq. (83).
The relationship between the SHC and the spin density
has been argued in the context of the two-dimensional quan-
tum SHE.133) They considered “spin conserved” part of the
SHC in the insulating case is given by a Strˇeda-like formula,
σII,(c)syx = −∂S z/∂H, where S z is the z-component of the spin
density. This is consistent with eq. (83). However, S z is not
an observable physical quantity, so that their relation in terms
of S z cannot be checked experimentally. In contrast, eq. (83)
connects the SHC with the observable magnetic susceptibility.
We also note that the Strˇeda-like formula used in Ref. 133 is
valid only for the insulating case, while the calculation based
on the Kubo formula, eq. (75), is valid both for insulating and
metallic case.
We can divide Φsyx(iωλ) into the contributions from the
intra- and inter-band effects as follows.
Φsyx(iωλ) =
∑
αβ
Φ
αβ
syx(iωλ) (84)
Φ
αβ
syx(iωλ) = −eT
∑
nk
〈ψα|vsy|ψβ〉〈ψβ|vx|ψα〉Gα(iε˜n)Gβ(iε˜n−),
(85)
where α, β = ± denotes the conduction (+) and or valence (−)
bands, ψ± are their eigen functions, and G±(iεn) = (iεn ∓ E)−1.
This form is identical to eq. (76). Then we find
σintrasyx = σ
++
syx + σ
−−
syx = 0, (86)
σintersyx = σ
+−
syx + σ
−+
syx = −
em|γ|
4pi2
(KIsyx + K
II
syx). (87)
The SHC only comes from the interband contribution, σintersyx ,
and intraband contribution, σintrasyx , is completely zero. Conse-
quently, at least for the Dirac electrons, the SHE is generated
only by the interband effect, which is hardly affected by the
impurity scattering. In previous sections, we have argued the
interband effects of a magnetic field on the diamagnetism and
the Hall conductivity. However, the present interband effect
on the SHC is not due to the magnetic field. Only the inter-
band matrix elements originates from the spin-orbit interac-
tion give rise to the interband effects on the SHE.
7.2 Implications for experiments on Bi1−xSbx
Here we discuss implications of the present theoretical re-
sults based on the isotropic velocity for the experiments by
taking into account the band structure of bismuth and and its
alloy with antimony, in order to see the overall trends. By sub-
stituting bismuth with antimony (Bi1−xSbx), the band struc-
ture is changed as depicted in Fig. 17 (b). The valence band at
T -point (not shown in Fig. 17) is lowered by this substitution,
resulting in the decrease of µ. The doping dependences of ∆
and µ can be simulated by63)
±∆(x) = 1 − x/0.04, (88)
µ(x) = 4.6 − 4.6x/0.09. (89)
Substituting these doping dependence into eqs. (81) and (82),
the doping dependence of σsyx(x) and χ(x) are obtained as in
Fig. 17 (a).
The properties of χ(x) (the logarithmically increase and the
kink structure at around x ' 0.07) agree quite well with the
experimental results as is shown in Fig. 1.57, 134) The doping
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T -point is not shown. The approximation function of ∆(x) and µ(x) are given
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dependence of σsyx is expected to exhibit a similar behavior
to χ(x), though σsyx will be slightly increased by the contri-
bution from KIsyx. There is no anomaly at x ' 0.04, where
the conduction and valence bands at L-points are inverted and
the topology of the band is believed to change from trivial to
non-trivial.135, 136) Note that there should be finite contribution
from the holes at T -point, but its magnitude would be much
smaller than that from electrons at L-points, since the gap is
much larger at T -point than that at L-points.
8. SHE and Diamagnetism for the Wolff Hamiltonian
So far we have given the results of the Dirac Hamiltonian,
eq. (25), with isotropic effective velocity. But in actual materi-
als, the electronic structure is anisotropic, which is not taken
into account in the Dirac Hamiltonian. Especially, the elec-
tronic structure of bismuth is known to be highly anisotropic.
Therefore, it is important to take into account the anisotropy
of materials, when we were to compare the theoretical results
to the experiments. Furthermore, it is crucially important to
see whether the exact relationship between the SHC and or-
bital susceptibility, eq. (83), still holds even for the anisotropic
case. Here we give results of the SHE and orbital magnetism
for the Wolff Hamiltonian.65)
8.1 SHE for the Wolff Hamiltonian
The spin magnetic moment of the Wolff Hamiltonian is de-
fined by eq. (52). The velocity of the spin magnetic-moment
(spin current) is then defined as
vis j =
µsiv j + v jµsi
2µB
=
1
µB
~eΩ
2c∆
∑
λµν
λµν
(
0 Qi(λ)W j(µ)σν
Qi(λ)W j(µ)σν 0
)
,
(90)
where v = ~−1∂H /∂k is the velocity operator. The operator
vis j is a tensor operator with respect to the direction of the spin
magnetic-moment i and that of the spin current j.
The spin Hall conductivity can be obtained in the same
manner as in the preceding section:
Φis jk(iωλ) = −eT
∑
n,k
Tr
[
G (iε˜n)vis jG (iε˜n−)vk
]
= −eT
∑
n,k
4imΩ(iε˜n − iε˜n−)
{(iε˜n)2 − E2}{(iε˜n−)2 − E2}
×
∑
λµν
λµνQi(λ)W j(µ)Wk(ν)
 ,
= −ek ji
∆2
(
α2jk − α j jαkk
)
√
∆3 detα
× T
∑
n,k˜µ
4im(iε˜n − iε˜n−)
{(iε˜n)2 − E2}{(iε˜n−)2 − E2} , (91)
Here we used the relation∑
λµν
λµνQi(λ)W j(µ)Wk(ν) =
∆2
Ω
k ji
(
α2jk − α j jαkk
)
, (92)
where α2jk − α j jαkk corresponds to the Gaussian curvature of
the energy dispersion. The factor
∑
λµν λµνQi(λ)W j(µ)Wk(ν)
gives finite contributions only when i, j, k are perpendicular to
each other. Figure 15 shows the direction of the electric field,
the spin current and the spin magnetic-moment. This config-
uration agrees with the phenomenological discussion given
by Hirsch.111) The contributions of
∑
λµν Qi(λ)W j(µ)Wk(ν) for
the other combinations, say, i || k will vanish if we take into
account total contributions from the whole Brillouin zone.65)
When we compare eq. (91) with eq. (77), it is clear
that the anisotropy is expressed only by the term k ji(α2jk −
α j jαkk)/
√
∆3 det αˆ. Finally, we obtain the spin Hall conduc-
tivity for the Wolff Hamiltonian:
σis jk =
me
4pi2~2
k ji
(
α2jk − α j jαkk
)
√
det αˆ/∆
[
KIsyx + K
II
syx
]
, (93)
where KIsyx and K
II
syx are the same functions as eqs. (79) and
(80). Consequently, the properties of the SHE for the Wolff
Hamiltonian are essentially the same as that for the Dirac
Hamiltonian shown in Fig. 16.
8.2 Relationship between SHE and diamagnetism
The orbital susceptibility for the Wolff model can be also
calculated by eq. (54) in the same manner as that for the Dirac
Hamiltonian. The calculations are more complicated than that
for the SHE, but we obtain the following results after lengthy
calculations:65)
χi = − e
2
12pi2~c2
α2jk − α j jαkk√
det αˆ/∆
KIIsyx, (94)
where the direction of the magnetic field is along i-direction,
and j and k are perpendicular to the magnetic field. Here the
orbital susceptibility is also given in terms of KIIsyx, the same
function as the isotropic case, and the anisotropy is expressed
in terms of the Gaussian curvature. Now, we obtain an exact
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Fig. 18. (Color online) Illustration of three electron ellipsoids at L-points
of bismuth.
relationship between σis jk and χ
i in the insulating region of
the Wolff Hamiltonian in the form:
σis jk =
3mc2
~e
i jkχ
i. (95)
Surprisingly, the relationship for the isotropic case is also
valid for the anisotropic case. The Wolff Hamiltonian is an ef-
fective Hamiltonian common to the Dirac electrons in solids,
so that eq. (95) is a quite general relationship for Dirac elec-
tron systems whose Fermi level is located in the band gap.
8.3 Evaluation for bismuth
Here we give quantitative evaluations of the orbital suscep-
tibility and the spin Hall conductivity for bismuth. The three
electron ellipsoids at L-points of bismuth are displayed in Fig.
18. We label the ellipsoid along the bisectrix axis as “e1”,
and the other (obtained by ±120◦ rotation about the trigonal
axis) as “e2” and “e3”. The inverse mass-tensor of e1 is given
by26, 28, 71, 137)
αˆe1 =
α1 0 00 α2 α40 α4 α3
 . (96)
For e2 and e3, we have
αˆe2,e3 =
1
4

α1 + 3α2 ±
√
3(α1 − α2) ±2
√
3α4
±√3(α1 − α2) 3α1 + α2 −2α4
±2√3α4 −2α4 4α3
 .
(97)
The total contribution from three electron ellipsoids is given
by the summation of the each Gaussian curvature:(
α2xy − αxxαyy
)
total
= −3α1α2 ≡ κ‖, (98)(
α2yz − αyyαzz
)
total
=
3
2
α24 −
3
2
(α1 + α2)α3 ≡ κ⊥, (99)(
α2zx − αzzαxx
)
total
=
3
2
α24 −
3
2
(α1 + α2)α3 = κ⊥, (100)
where x-, y- and z-axis are taken to be binary-, bisectrix- and
trigonal-axis. The Gaussian curvature for the binary plane is
the same as that for the bisectrix plane.
The values of α1 ∼ α4 have been experimentally deter-
mined,71, 137) which are listed in Table IV. Using these values,
we can evaluate the total Gaussian curvature as follows:
κ‖m2 = −1.92 × 104, (101)
κ⊥m2 = −4.24 × 105. (102)
Table IV. Parameters for the mass tensor mˆ71) (in the unit of the bare elec-
tron mass m) and the inverse mass tensor αˆ (in the unit of m−1).
i 1 2 3 4
mass (mi) 0.00124 0.257 0.00585 -0.0277
inverse mass (αi) 806 7.95 349 37.6
The total Gaussian curvature is quite anisotropic. For H ⊥ z,
the contribution of electron is much larger than that of holes,
so that χ⊥ ' χ(e)⊥ .30) For H ‖ z, on the other hand, the con-
tribution of electrons is smaller than that of holes, so that we
need to evaluate the hole contribution for this direction. Un-
fortunately, however, it is rather difficult to give an accurate
estimation of hole contribution, since the magnitude of the en-
ergy gap at T -point is still unclear. (It is estimated to be at least
larger than 200 meV.23, 138, 139)) Hence, we shall give the esti-
mation only for H ⊥ z below. The contribution of electrons to
the orbital susceptibility at zero temperature is evaluated as
(103)
χ(e)⊥ = −
e2κ⊥
12pi2~c2
√
∆e
det αˆ
KIIsyx(µe)
=
(
9.27 − 6.11 × ln Ec
∆e
)
× 10−6 emu, (104)
with the band gap ∆e = 7.65 meV and the chemical potential
µe = 35.3 meV for pure Bi.71, 137) The magnitude of χ
(e)
⊥ is
of the order of 10−5emu. If we choose Ec/∆ = 100, we have
χ⊥ = −1.89× 10−5emu. This agrees well with the experimen-
tal results χ⊥ = −1.94 × 10−5emu obtained by Otake et al.31)
The spin Hall conductivity at zero temperature is evaluated
as
eσ(e)s⊥ =
me2κ⊥
4pi2~2
√
∆e
det αˆ
[
KI(µe) + KII(µe)
]
=
(
−0.855 + 1.58 × ln Ec
∆e
)
× 104 Ω−1cm−1 (105)
The magnitude of eσ(e)s⊥ is of the order of 104 Ω−1cm−1. For
Ec/∆ = 100, we have e|σ(e)s⊥| = 6.44 × 104 Ω−1cm−1.
Also, we can estimate eσsxy directly from the experimen-
tal value of the orbital susceptibility by using the formula eq.
(95):
eσsxy = (2.59 × 109)χΩ−1cm−1, (106)
since 3mc2/~ = 2.59× 109 Ω−1cm−1. The contribution of KIsyx
is neglected in this formula, so that it is valid only in the in-
sulating region. However, the general situation will not vary
from the results obtained by eq. (106), since KIsyx gives almost
uniform contribution with respect to µ, and it is smaller than
KIIsyx.
The magnetic susceptibility of pure bismuth at room tem-
perature is χ(rt)⊥ = 1.43 × 10−5emu, so that we obtain e|σ(rt)s⊥ | =
3.70 × 104 Ω−1cm−1 at room temperature. The spin Hall con-
ductivity of Pt is estimated as e|σ(rt)s⊥ | ' 2.4 × 102 Ω−1cm−1,
which is about 104 times larger than the value reported in n-
type semiconductors.123, 140, 141) Therefore, the obtained value
for bismuth of the order of 104 Ω−1cm−1 is quite large com-
pared to the SHC of conventional systems. The spin Hall con-
ductivity of bismuth would be further enhanced by alloying
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Fig. 19. (Color online) Energy levels under a magnetic field and possible
transitions for σxx and σ+− in the metallic region (µ/∆ = 2.5; (a), (b)) and for
the insulating region (µ/∆ = 0; (c), (d)), respectively. The numbers denotes
the total angular momentum j.
with Sb, since the increase of the diamagnetism has been ob-
served.57)
9. Spin-Polarized Electric Current
It is important that the wave function of the Dirac elec-
tron systems under a magnetic field is explicitly given and
then the transport phenomena of Dirac electrons under a mag-
netic field can be studied in a rigorous manner. The pioneer-
ing work of the magneto-optical properties of Dirac electrons
was established by Wolff in 1964.22) Wolff pointed out that
the unique feature of bismuth is that the spin transition by an
external electric filed is possible due to the spin-orbit interac-
tion in addition to the ordinary orbital transition. The prob-
lem is that we cannot control the spin transition only, since
the orbital and spin quantum number are completely mixed
as is discussed in §4. However, it it possible to generate a
spin-polarized electric current by using the circularly polar-
ized light.62) The key of this possibility is due to the lowest
energy level, where the spin state is uniquely specified.
9.1 Magneto-optical conductivities
First we briefly explain the general properties of the
magneto-optical conductivities. The diagonal conductivity
and the Hall conductivity for the Dirac Hamiltonian, eq. (25),
under finite magnetic field are obtained by the same way as
§6 and §7 in the forms:
σxx(ω) =
e2NL(Hz)
iω
∞∑
j=0
∑
kz,±
γ2
2E jE j+1
×
[
(E jE j+1 − ∆2 − γ2k2z )F+(±E j,±E j+1)
+ (E jE j+1 + ∆2 + γ2k2z )F+(±E j,∓E j+1)
]
, (107)
σyx(ω) =
e2NL(Hz)
iω
∞∑
j=0
∑
kz,±
iγ2
2E jE j+1
×
[
(E jE j+1 − ∆2 − γ2k2z )F−(±E j,±E j+1)
+ (E jE j+1 + ∆2 + γ2k2z )F−(±E j,∓E j+1)
]
, (108)
where E j is given by eq. (47) with j = n + 1/2 ± 1/2, and
NL(H) = eH/2pic is the degeneracy of a Landau level per the
unit area perpendicular to the field. The contribution from the
Green’s function is expressed by the function
F(Eα, Eβ) =
1
2pii
∫ ∞
−∞
dε f (ε)
[
1
ε + ω − Eβ + iΓ
1
ε − Eα + iΓ
− 1
ε + ω − Eβ + iΓ
1
ε − Eα − iΓ +
1
ε − Eβ + iΓ
1
ε − ω − Eα − iΓ
− 1
ε − Eβ − iΓ
1
ε − ω − Eα − iΓ
]
, (109)
and F±(Eα, Eβ) = F(Eα, Eβ) ± F(Eβ, Eα). The chemical po-
tential µ is included in f (ε).
From these results we see the selection rule of both σxx
and σxy: The transition with ∆ j = ±1 is allowed and the final
state (Eβ) must locate at the opposite side of µ from the initial
state (Eα), wherever µ is, e.g., Eα < µ < Eβ. (Here we only
consider the case with ω > 0.) The possible transitions for
σxx(ω) is illustrated in the left panels of Fig. 19 (a) and (c).
The frequency dependences of σxx(ω) and σxy(ω) are shown
in Fig. 20, where the magnetic field is set to ω∗c/∆ = 1.0, i.e.,
the energy level splitting is comparable to the band gap. In
order to obtain such a wide energy level splitting, we need
B & 600T for ordinary semiconductors (e.g., ∆ = 103meV
and m∗c/m=0.07). On the other hand, in the case of bismuth
(∆ = 7meV and m∗c/m = 0.01), we only need B = 0.60T,
which can be easily achieved.
For the metallic case, |µ|  ∆, the sharp peak in ω <
∆ originates from the intraband transition, while the saw-
toothed structure in ω > 2∆ originates from the interband
transitions. The interband contributions are clearly separated
in the frequency space, whereas they are completely mixed
for dc conductivities. Therefore, by tuning the frequency, we
can selectively take out σinterxy , which is discussed in §6. More-
over, the magnitude of the interband contribution σinterµν can
be comparable to the intraband one σintraµν for finite frequency,
though σinterµν  σintraµν for dc conductivities as is shown in Fig.
9. The impurity scattering Γ dependences of σxx and σxy are
shown in Fig. 21. The intraband part is strongly reduced by Γ,
whereas the interband part is not affected so much, which is
consistent with the discussion in §6.
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Fig. 20. (Color online) Frequency dependence of (a) Re σxx(µ/∆ = 2.0),
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ω∗c/∆ = 1.0.
9.2 100% Spin-Polarized Electric Current (SPEC)
Now we explain a new mechanism to generate a fully spin-
polarized electric current (SPEC) by the use of the circularly
polarized light.62) This mechanism utilizes the specific prop-
erty of the lowest energy level (the j = 0 level).
For σxx(ω) in the metallic state, |µ|  ∆, it is prohibited by
the selection rules to excite electrons into the j = 0 level (Fig.
19 (a)). In the insulating state, there are two processes for the
smallest excitation energy involving j = 0 state (Fig. 19 (c)).
In this case, we do not have net spin polarization, since the
process includes j = 1 state, where spin up and down states
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Fig. 21. (Color online) Impurity scattering dependence of (a) σxx(ω) and
(b) σxy(ω) for ω∗c/∆ = 1.0 and µ/∆ = 2.0. σinterxx is amplified in order to make
the comparison clear.
are degenerate. However, the situation completely changes if
we see the response to the circularly polarized light.
The response to the circularly polarized light is calculated
in terms of v± ≡ (vx ± ivy)/
√
2. Then the conductivity for the
circularly polarized light is given by
σ+−(ω) = σxx(ω) + iσyx(ω)
=
e2NL(Hz)
iω
∞∑
j=0
∑
kz,±
γ2
2E jE j+1
×
[
(E jE j+1 − ∆2 − γ2k2z )F(±E j+1,±E j)
+ (E jE j+1 + ∆2 + γ2k2z )F(∓E j+1,±E j)
]
. (110)
In this case, the possible transition is restricted to ∆ j = −1.
(On the contrary, the transition only with ∆ j = +1 is possible
for σ−+(ω).) Therefore, in the insulating state, only the transi-
tion shown in Fig. 19 (d) is allowed for the smallest excitation
energy, which leads to the net spin polarization. Its frequency
dependences are shown in Fig. 22 for (a) metallic (µ/∆ = 2.5)
and (b) insulating (µ/∆ = 0) region. At first sight, there is no
essential difference between σxx(ω) and σ+−(ω), though the
intraband transition is impossible for σ+−(ω) when µ > ∆.
However, their spin structures are completely different. This
is confirmed by calculating the response of the spin-velocity
operator (spin current) to the circularly polarized light, which
is shown in Fig. 23 for µ/∆ = 0 and ω∗c/∆ = 1.0. Here, the
definition of the spin current is the same as that is discussed in
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§7. We see that the spin current is actually realized for σ+−,
whereas there is no spin current for σxx. The spin polariza-
tion is evaluated by |σsµν(ω)|/σµν. Figures 22 and 23 indicate
that σ+−(ω) in the insulating region is highly spin-polarized,
whileσxx(ω) is not. Especially, at the lowest excitation energy
ω1, |σs+−(ω1)|/σ+−(ω1) = 1, i.e., we have 100% spin polar-
ization. One may think that the spin relaxation is very fast in
cases with a strong spin-orbit interactions, thereby destroy-
ing the spin-polarization. However, this is not the case for the
present mechanism. The energy levels under consideration are
the exact eigenstates of the Wolff Hamiltonian, which already
includes the spin-orbit interaction, so that different energy lev-
els are not mixed with each other. Furthermore, the present
SPEC uses the j = 0 level, whose spin is unique and is not
mixed, so that the spin-polarization is kept.
This SPEC flows through the bulk, not the surface as in the
topological insulators, and then is much easier to detect. In
fact, the magneto-optical measurements on bismuth already
exhibit clear peak structures.26, 32–34) The present proposal of
SPEC will be confirmed experimentally, e.g., by the ordinary
magneto-optical measurements with the use of the Kerr ef-
fect.115)
When we compare the theoretical results for bismuth with
the experiments, we need to consider the contribution from
the holes at T -point in general. For the dc responses, ω → 0,
the hole contribution is always mixed with the electron con-
tributions, so it is necessary to take into account the hole con-
tribution. For the ac responses, on the other hand, the peak
structures due to holes will appear in much higher ω than
that due to electrons, since the band gap at T -point (& 200
meV23, 138, 139)) is much larger than that at L-point (' 15 meV).
Thus we can discard the hole contribution for the present sub-
ject.
10. Summary
In this paper, a review is given of recent progress on the
transport phenomena, such as the weak-field Hall effect, spin
Hall effect and ac conductivity, of Dirac electrons in bismuth.
The interband effect is the key behind these recent topics.
The long-standing mystery of the large diamagnetism of
bismuth had been solved by a careful analysis of the inter-
band effect of a magnetic field in the presence of large spin-
orbit interaction based on the Wolff Hamiltonian; the effective
Hamiltonian of bismuth, which is essentially equivalent to the
Dirac Hamiltonian, except for the anisotropic effective veloc-
ity. The Wolff Hamiltonian is a general effective Hamiltonian
not only for bismuth, but also for various materials with a
small band gap (i.e., a small effective mass) and a strong spin-
orbit interaction. The interband effect of a magnetic field can
generates large diamagnetic current, which is dissipationless,
even in insulators. Although there has been some suggestions
that this interband effect may also affect the transport phe-
nomena, it has not been examined in detail for a long time.
Recently, these interband effects and possibilities of the dissi-
pationless transport phenomena have attracted much attention
in various context, such as the Berry phase, spin current, and
topological insulators. In this review, we have investigated the
following transport phenomena, (i) weak-field Hall effect, (ii)
spin Hall effect, and (iii) ac conductivity, based on the Wolff
Hamiltonian, paying a special attention to the interband effect
and the relationship between the transport phenomena and the
diamagnetism.
(i) The interband effect of a magnetic field on the weak-
field Hall effect is studied based on the Dirac Hamiltonian
in solids, which is isotropic version of the Wolff Hamilto-
nian. The interband contribution to the Hall conductivityσinterxy
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takes its maximum value when the chemical potential µ lo-
cates at around the band-edge, and decreases as carrier in-
creases. Also, σinterxy is hardly affected by the impurity scatter-
ings. These properties are quite different from those of ordi-
nary transport coefficients. Instead, they share common fea-
tures with the properties of orbital susceptibility χ, which fact
strongly suggests that the interband contribution to the Hall
conductivity has a common origin with the diamagnetic cur-
rent.
(ii) The spin Hall effect is also investigated based on the
Wolff Hamiltonian. It is found that the spin Hall conductivity
is related to the orbital susceptibility by a simple and clear
formula only with physical constants, σis jk = (3mc
2/~e)i jkχi,
when µ locates in the band gap. (σis jk is the conductivity ten-
sor for the response of the velocity operator ( j-direction) of
the spin magnetic-moment (i-direction) to the electric field
(k-direction), and χi is the orbital susceptibility under a mag-
netic field in i-direction.) There, the spin Hall current flows
even in the insulating states without electric current, i.e., the
dissipationless spin Hall insulator is achieved. We see the spin
Hall effect is generated only by the interband matrix element
of spin currents.
Based on this theoretical finding, the magnitude of spin
Hall conductivity is estimated for bismuth and its alloys with
antimony in terms of experimental value of diamagnetism.
The magnitude of spin Hall conductivity of bismuth turns out
to be as large as eσsxy ∼ 104 Ω−1cm−1, which is about 100
times larger than that of Pt. Its magnitude will be further in-
creased by alloying with antimony toward insulating state.
(iii) A possible mechanism of spin-polarized electric cur-
rent is proposed under a magnetic field. By using the circu-
larly polarized light and tuning its frequency in insulating
states, we can excite valence band electrons into the lowest
energy level of conduction band, where spins of a particular
direction can occupy. Hence 100% spin-polarized magneto-
optical current is achieved.
The authors would like to thank the following people
for fruitful discussions and comments: Y. Ando, K. Behnia,
A. Collaudin, B. Fauque´, T. Goto, H. Harima, J. Inoue,
A. Kobayashi, H. Kohno, K. Miyake, E. Shikoh, M. Shi-
raishi, Y. Suzumura and Z. Zhu. This work is supported by
Grants-in-Aid for Scientific Research on “Dirac electrons in
Solids” (No. 24244053), and by JSPS Bilateral Programs (No.
13428660). Y. F. is also supported by Young Scientests B (No.
25870231).
Appendix: Definition of spin current
When we calculate the spin Hall conductivity based on the
linear response theory (Kubo formula),105) we need to define
the spin current operator. Basically, the spin current should
be defined by the product of the spin operator and the veloc-
ity operator as jµν ≡
{
vν, sµ
}
/2. For example, for the intrin-
sic SHE proposed for the n-type semiconductors with Rashba
spin-orbit coupling, Sinova et al. assumed that the spin cur-
rent operator is given as jzi = ~{σz, vi}/4.125, 142) For the in-
trinsic SHE proposed Luttinger Hamiltonian,124) which is an
effective Hamiltonian for the the p-type semiconductors of Si,
Ge143) or GaAs,144) Murakami et al. assumed the spin current
operator is given as j`i = (1/6){vi, S `}, where S ` is the spin-3/2
matrix.145) However, there are some problems with the spin
current. First, the spin current is not conserved. Second, there
does not exist a direct measurement of the spin current at the
moment. In case of the charge-current, there is a conservation
law between the charge density ρc and the charge current jc:
∂ρc
∂t
+ ∇ · jc = 0, (A·1)
i.e., the continuity equation. In case of the spin current, on the
other hand, the spin density ρs and the spin current js satisfy
the non-conserved equation:
∂ραs
∂t
+ ∇ · jαs = T α, (A·2)
where α = x, y, z is the direction of the spin polarization, and
T expresses the non-conservation processes, i.e., the source
and sink of the spin due to the spin relaxation. In order to over-
come these problems, there has been a extensive debate. For
example, the definition was adjusted by separating the spin
current into conserved and non-conserved parts.145) With this
definition, at least for the spin current for the conserved part
can be uniquely defined, but still the non-conserved part re-
mains.
Another approach is to introduce the torque dipole den-
sity. Shi et al. consider the T term in eq. (A·2) to be the
torque density Tz(r) = Reψ†(r)τˆψ(r), where τˆ ≡ dsz/dt =
−i~−1[sz,H ].146) For the systems that the average spin torque
density vanishes in the bulk, since the torque density can be
expressed in terms of a divergence of a torque dipole density
as Tz(r) = −∇ · Pτ(r), one can write the continuity equation
for the spin density and spin current in the form
∂ρzs
∂t
+ ∇ · { jzs + Pτ(r)} = 0. (A·3)
This means that the spin density is conserved on average, and
the corresponding transport current is
Js = js + Pτ. (A·4)
Based on this definition of spin current, the spin Hall conduc-
tivities are dramatically different from the conventional spin
Hall conductivites.146, 147)
The key of this difficult problem is the spin-orbit interac-
tion, which is a relativistic effect. However, most of the dis-
cussions on this issue is based on a non-relativistic theory.
Vernes et al. gave a fully relativistic theory of spin current and
spin-transfer torque.148) They proposed that the problem of
the non-conserved spin current can be resolved by the choice
of a convenient and covariant description of the spin polariza-
tion instead of the usual spin operators in the non-relativistic
theory. They used the four component polarization operator
Tµ ≡ (T,T4) introduced by Bargmann and Wigner149, 150) to
describe the spin polarization of moving electrons. Tµ com-
mutes with the field-free Dirac Hamiltonian, so that the cor-
responding vector density satisfies a continuity equation.151)
The relativistic definition with Tµ seems to be the satisfac-
tory one at the present moment in the sense that the spin-orbit
coupling is treated in a fully relativistic way and the conserved
spin current is defined from the continuity equation. However,
there is an alternative to the polarization operator in the rel-
ativistic form.150) The different polarization operators lead to
different results of spin Hall conductivity. The spin current
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cannot be evaluated uniquely even if we introduce the rela-
tivistic four component polarization operator after all.
To summarize the present understanding of the spin cur-
rent, there is no general and appropriate definition, even
though we have several options for the conserved spin cur-
rent. And even if we have the one, there still remains a prob-
lem whether the spin current actually corresponds to the ob-
servable physical quantity or not.146, 152, 153) The most concrete
and reliable way is to capture the experimental situation ap-
propriately, and then calculate the corresponding observable
physical quantities, such as the magnetization or the elec-
tric voltage. Nevertheless, the natural and simple definition
as jµν ≡ 12
{
vν, sµ
}
will give a first brief idea for the SHE.
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