Abstract-Named entity recognition involves processing of texts to identify and classify entities such as names of person, place, organization, etc. In this study, a system for a named entity recognizer for Filipino texts using support vector machine was developed, and its performance was evaluated and compared to an existing named entity recognizer intended for the same language, but uses a rule-based approach. Based from the results, the named entity recognizer using support vector machine performed best in tagging named entity class date with 95.52% f-measure, achieving 84.97% overall f-measure.
I. INTRODUCTION
Named entity recognition (NER) involves processing texts to recognize and classify named entities. NER is often performed using a statistical tagger which learns patterns for the recognition of names from manually-annotated document [1] . They are commonly used to train statistical machine learners but are limited in scope due to the cost of manual annotation [2] .
Named entities (NE) are words or phrases that can be classified as a name of person, organization, location, etc. NEs are valuable in natural language processing fields such as automatic text summarization systems, information retrieval, information extraction, question answering, and machine translation [3] .
Capitalization in Filipino language indicates a proper noun, yet NE Recognition cannot be done by considering the case of the first letter of each word alone [4] . For example, "Juan dela Cruz" contains lower case words. On the other hand, providing a list of NEs and let the system search for these entities in the document can address the problem. This approach is error-prone because keeping an up-to-date list of the NEs can be a very time-consuming task. Given that the list is up-to-date, there is still the problem of ambiguity of some NE, for example "Quezon" can either refer to a name of a person or a place. Thus, a statistical approach is needed to achieve desirable results. This study intends to create a named-entity recognition system for Filipino texts that will utilize one of the learning based approaches, the Support Vector Machines (SVM) [5] . SVM is a supervised machine learning algorithm for binary classification, which has been successfully applied to a number of particle problems [6] , [7] .
II. SYSTEM ARCHITECTURE The input of the system is text documents utilizing the Filipino language and should be grammatically correct. It will first go through sentence chunking. The process simply separates the text by sentences. End punctuation marks like periods, question marks and exclamation points usually mark the end of a sentence but period may also denote that the word before it is abbreviated. Having a list of abbreviated words was used as a solution to the problem.
The sentences will then proceed to tokenization. The tokens produced will be sent to the Support vector machine module. The module starts by identifying the feature set of every token. To predict the classification of the NE, the module will then separate the features into positive and negative features. The result as to what classification of the NE is depends on the margin created by the positive and negative features. Once identified, the module will then tag the NE according to its classification. The tagged text will be the output of the system. 
A. Training the System
Training the system is required in a statistical approach. It allows the system to learn how to properly identify and classify NEs. Training is done by procuring available texts. One-by-one, NEs in these texts are manually tagged according to their respective classes, namely: person, place, organization, date, and etc.
The training data were gathered from the internet, which mainly consists of political speeches.
B. System testing
System testing is also done by gathering texts from the internet. These texts must be different from the ones used as training data to avoid biased results.
The results are classified into CT, T, and/or NT. Named entities that are tagged by the system with the correct classification, i.e., person, place, org, date, or etc, are considered as CT. Those considered as T are the named entities tagged by the system. NTs are named entities present in the document, whether it is recognized by the system or not.
C. Evaluation
A common way to measure the performance of a named entity recognizer is by using F-measure. According to [8] , F-measure is the harmonic mean of precision (P) and recall (R). To compute F-Measure, use the formula:
Precision is the percentage of tagged entities that are correct. To acquire precision, we used:
On the other hand, Recall is the percentage of correct entities that are tagged with the formula:
IV. RESULTS Using (1)- (3), the performance of the system was identified with the following results and was compared to an existing system called NERF [9] : Table I illustrates that the system performed best in tagging class DATE with an f-measure of 95.52% and worst in tagging names of organizations with an f-measure of 78.75%, possibly because of few feature sets used for determining class ORG. The overall performance of the system is less than that of NERF, however, the performance in tagging different classes such as PLACE and DATE is higher compared than the performance of NERF.
V. CONCLUSION
In this study, a named entity recognizer using support vector machine is evaluated in its performance in the Filipino language. Based on the results, the F-measure or the performance of the system is 84.97%. The system performed best in tagging dates with an F-measure of 95.52% on the other hand, performed worst in tagging names of organizations with an F-measure of 78.85%.
VI. RECOMMENDATION
The following recommendations may further improve the performance of the system:
1) The use of regular expressions to improve system performance [10] . 2) Adding more feature sets to aid in feature detection.
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