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SUPERCRITICAL DEFORMED HERMITIAN-YANG-MILLS EQUATION
GAO CHEN
Abstract. In this paper, we provide a necessary and sufficient condition for the solvability
of the supercritical deformed Hermitian-Yang-Mills equation using integrals on subvarieties.
This result confirms the mirror version of the Thomas-Yau conjecture about special La-
grangian submanifolds on Calabi-Yau manifolds.
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1. Introduction
In this paper, we study the deformed Hermitian-Yang-Mills equation using integrals on
subvarieties. The main motivation for studying deformed Hermitian-Yang-Mills equation
is to study special Lagrangian submanifolds on Calabi-Yau manifolds. Special Lagrangian
submanifolds were introduced by Harvey-Lawson [HL82] and play an important role in sym-
plectic geometry, mathematical physics and the study of minimal surfaces. On the Euclidean
space, Harvey-Lawson [HL82] proved that the special Lagrangian equation can be written
as
Im(e−
√−1θˆ det(I +
√−1HessF )) = 0
for a constant θˆ and a function F . On a Ka¨hler manifold M (not necessarily Calabi-Yau)
with a Ka¨hler class χ and a real closed (1,1)-form ω0, a natural analogy of this equation is
the deformed Hermitian-Yang-Mills equation
Im(e−
√−1θˆ(χ+
√−1ωϕ)n) = 0,
where ωϕ = ω0+
√−1∂∂¯ϕ. In fact, the deformed Hermitian-Yang-Mills equation was derived
by Marin˜o, Minasian, Moore, and Strominger [MnMMS00] and Leung-Yau-Zaslow [LYZ00]
as the mirror equation of the special Lagrangian equation.
At each point p, there exist local coordinates such that ωϕ =
∑n
i=1
√−1λidzi ∧ dz¯i and
χ =
∑n
i=1
√−1dzi ∧ dz¯i at p. Then the deformed Hermitian-Yang-Mills equation can be
Support for this research was provided by the Office of the Vice Chancellor for Research and Gradu-
ate Education at the University of Wisconsin-Madison with funding from the Wisconsin Alumni Research
Foundation.
1
2 GAO CHEN
written as
n∑
i=1
arccot(λi) = θ0,
where arccot is the inverse function of cot with range (0, π) and θ0 is a real number such that
θ0 ≡ nπ2 − θˆ mod π. When 0 < θ0 < π, it is called supercritical. The lower bound cot(θ0)χ
for ωϕ exists if and only if the solution to the deformed Hermitian-Yang-Mills equation is
supercritical. Therefore, the supercritical case is much more important than other cases.
A celebrated conjecture by Thomas-Yau [Tho01, TY02] is that the existence of special
Lagrangian submanifolds is equivalent to stability. On the mirror side, the stability condition
was studied in a series of works [CJY15, CY18, CCL20]. See also [CS20] for a survey.
The stability condition for deformed Hermitian-Yang-Mills equation can be understood as a
condition on integrals on subvarieties. In this paper, we prove the equivalence of the stability
with the solvability of deformed Hermitian-Yang-Mills equation in the supercritical case. It
confirms the mirror version of Thomas-Yau conjecture.
Theorem 1.1. (Main Theorem) Fix a Ka¨hler manifold Mn with a Ka¨hler metric χ and a
real closed (1,1)-form ω0. Assume that there exists a constant θ0 ∈ (0, π) such that∫
M
(Re(ωϕ +
√−1χ)n − cot(θ0)Im(ωϕ +
√−1χ)n) = 0,
then the followings are equivalent:
(1) There exists a smooth function ϕ such that the corresponding eigenvalues λi satisfy
the deformed-Hermitian-Yang-Mills equation
n∑
i=1
arccot(λi) = θ0.
(2) For any smooth test family ωt,0, there exists a constant ǫ1 > 0 independent of t, V such
that for any t ≥ 0 and any p-dimensional subvariety V ,∫
V
(Re(ωt,0 +
√−1χ)p − cot(θ0)Im(ωt,0 +
√−1χ)p) ≥ (n− p)ǫ1
∫
V
χp.
(3) There exist a test family ωt,0 and a constant ǫ1 > 0 independent of t, V such that for
any t ≥ 0 and any p-dimensional subvariety V ,∫
V
(Re(ωt,0 +
√−1χ)p − cot(θ0)Im(ωt,0 +
√−1χ)p) ≥ (n− p)ǫ1
∫
V
χp.
Here, we call a smooth family ωt,0, t ∈ [0,∞) of real closed (1,1)-forms as a test family if
and only if all of the following conditions hold:
(A) When t = 0, ωt,0 = ω0.
(B) For all s > t, ωs − ωt is positive definite.
(C) There exists T ≥ 0 such that for all t ≥ T , ωt,0 − cot( θ0n )χ is positive definite.
Remark 1.2. The main reason for introducing the test family is to correctly choose the
branch of the cot function. In the special case when ω0 > 0, an important choice of the test
family is ωt,0 = tω0. In general cases, ωt,0 = ω0 + tχ is always a test family. However, more
choices of test families are allowed.
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The main strategy to prove the main theorem is the same as the article [Che19]. In fact,
the θ0 ∈ (0, π4 ) case of the main theorem has already been proved in [Che19]. The main reason
for the restriction of the range of θ0 in that paper was because the function
∑n
i=1 arccot(λi)
is no longer convex for θ0 >
π
2
and is not convex enough for θ0 ∈ [π4 , π2 ]. The key observation
of this paper is that the function − cot(∑ni=1 arccot(λi)) instead is convex on the whole range
θ0 ∈ (0, π). See also [HL20] and [Tak20] for slightly different observations.
For simplicity, we define the following notations:
Definition 1.3. Define P : Rn → (0, (n− 1)π) and Q : Rn → (0, nπ) by
P (λ1, ...λn) =
n
max
i=1
(
∑
k 6=i
arccot(λk)),
and
Q(λ1, ...λn) =
n∑
k=1
arccot(λk).
Let 0 < θ0 < Θ0 < π be any constants. Define Γθ0,Θ0 be the subset of R
n such that P is
smaller than θ0 and Q is smaller than Θ0. Its closure is denoted by Γ¯θ0,Θ0 .
Let A,B be Hermitian matrices. Assume that A is positive definite. Then PA(B) is defined
as P (λ1, ...λn), where λi are the eigenvalues of the matrix A
−1B. The function QA(B) is
defined as Q(λ1, ...λn). The set ΓA,θ0,Θ0 is defined as the set of all matrices B such that
(λ1, ..., λn) ∈ Γθ0,Θ0. Its closure is denoted by Γ¯A,θ0,Θ0.
The more suitable version for induction is the following:
Proposition 1.4. Fix a Ka¨hler manifold Mn with a Ka¨hler metric χ and a real closed (1,1)-
form ω0. Let θ0 ∈ (0, π) be a constant and let Θ0 ∈ (θ0, π) be another constant. Then there
exists a constant ǫ2 > 0 only depending on n, θ0,Θ0 such that the following holds:
Assume that (1) When n ≥ 4, f > −ǫ2 is a smooth function satisfying∫
M
fχn =
∫
M
(Re(ωϕ +
√−1χ)n − cot(θ0)Im(ωϕ +
√−1χ)n) ≥ 0;
(2) When n = 1, 2, 3, f ≥ 0 is a constant satisfying∫
M
fχn =
∫
M
(Re(ωϕ +
√−1χ)n − cot(θ0)Im(ωϕ +
√−1χ)n) ≥ 0;
(3) There exists a test family ωt,0 and a constant ǫ1 > 0 independent of t, V such that for
any t ≥ 0 and any p-dimensional subvariety V ,∫
V
(Re(ωt,0 +
√−1χ)p − cot(θ0)Im(ωt,0 +
√−1χ)p) ≥ (n− p)ǫ1
∫
V
χp.
Then there exists a smooth function ϕ satisfying
Re(ωϕ +
√−1χ)n − cot(θ0)Im(ωϕ +
√−1χ)n − fχn = 0,
and ωϕ = ω0 +
√−1∂∂¯ϕ ∈ Γχ,θ0,Θ0.
Remark 1.5. Proposition 1.4 is similar to Theorem 5.1 of [Che19] and the results in [Pin19].
In Step 1, we need to prove the following proposition:
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Proposition 1.6. Fix a Ka¨hler manifold Mn with a Ka¨hler metric χ and a real closed (1,1)-
form ω0. Let θ0 ∈ (0, π) be a constant and let Θ0 ∈ (θ0, π) be another constant. Then there
exists a constant ǫ2 > 0 only depending on n, θ0,Θ0 such that the following holds:
Assume that (1) When n ≥ 4, f > −ǫ2 is a smooth function satisfying∫
M
fχn =
∫
M
(Re(ωϕ +
√−1χ)n − cot(θ0)Im(ωϕ +
√−1χ)n) ≥ 0;
(2) When n = 1, 2, 3, f ≥ 0 is a constant satisfying∫
M
fχn =
∫
M
(Re(ωϕ +
√−1χ)n − cot(θ0)Im(ωϕ +
√−1χ)n) ≥ 0;
(3) ω0 ∈ Γχ,θ0,Θ0.
Then there exists a smooth function ϕ satisfying
Re(ωϕ +
√−1χ)n − cot(θ0)Im(ωϕ +
√−1χ)n − fχn = 0,
and ωϕ = ω0 +
√−1∂∂¯ϕ ∈ Γχ,θ0,Θ0.
Remark 1.7. Proposition 1.6 is similar to Theorem 5.2 of [Che19] and the results in [CJY15].
In Step 2, we need to prove the following:
Proposition 1.8. Fix a Ka¨hler manifold Mn with a Ka¨hler metric χ and a test family ωt,0
of real closed (1,1)-forms. Suppose that for all t > 0, there exist a constant ct > 0 and a
smooth function ϕt such that ωt = ωt,0 +
√−1∂∂¯ϕt satisfies
Re(ωt +
√−1χ)n − cot(θ0)Im(ωt +
√−1χ)n − ctχn = 0,
and ωt ∈ Γχ,θ0,Θ0. Then there exist a constant ǫ3 > 0 and a current ω4 ∈ [ω0− ǫ3χ] such that
ω4 ∈ Γ¯χ,θ0,Θ0 in the sense of Definition 3.3.
Remark 1.9. Proposition 1.8 is similar to Theorem 5.4 of [Che19].
In Step 3, we need to do the regularization similar to Section 4 of [Che19].
In Section 2, we will prove Proposition 1.6 by proving the preliminary conditions to apply
the results in [Sze´18]. In Section 3, we will provide Definition 3.3 and prove Proposition 1.8.
In Section 4, we finish the proof of Proposition 1.4 and Theorem 1.1.
2. The analysis part
In this section, we prove Proposition 1.6 by proving the preliminary conditions to apply
the results in [Sze´18]. The key lemma is the following:
Lemma 2.1. For any 0 < θ0 < Θ0 < π, there exist a constant ǫ2 > 0 only depending on
n, θ0,Θ0 and constants ǫ5 > 0, C6 > 0 only depending on n,Θ0 such that the following holds:
Assume that f is a parameter such that f ≥ 0 when n = 1, 2, 3, and f ≥ −ǫ2 when n ≥ 4.
Then the function F : Γ¯θ0,Θ0 → R defined by
F (λ1, ...λn) =
Re
∏n
k=1(λk +
√−1)
Im
∏n
k=1(λk +
√−1) −
f
Im
∏n
k=1(λk +
√−1) − cot(θ0)
satisfies the following properties:
(1) 1
Im
∏n
k=1(λk+
√−1) ≤ 1C6 ;
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(2)
| ∂
∂λi
1
Im
∏n
k=1(λk +
√−1) | ≤
1√
C6
√ ∏n
k=1(1 + λ
2
k)
(Im
∏n
k=1(λk +
√−1))3
1√
1 + λ2i
;
(3) ∂F
∂λi
> 0;
(4) When n ≥ 4, for any real numbers ui,
n∑
i,j=1
∂2F
∂λi∂λj
uiuj ≤ −ǫ5
∏n
k=1(1 + λ
2
k)
(Im
∏n
k=1(λk +
√−1))3
n∑
i=1
u2i
1 + λ2i
;
When n = 1, 2, 3, for any real numbers ui,
∑n
i,j=1
∂2F
∂λi∂λj
uiuj ≤ 0;
(5) If λ ∈ Γ¯θ0,Θ0, and F (λ) = 0, then λ ∈ Γθ0,Θ0;
(6) For any λ ∈ Γθ0,Θ0, the set
{λ′ ∈ Γθ0,Θ0 : F (λ′) = 0, λ′i ≥ λi, for all i = 1, 2, 3, ..., n}
is bounded, where the bound depends on n, θ0,Θ0, λ, |f |;
(7) Γ¯θ0,Θ0 is convex;
(8) ∂
∂λi
F (λ) ≤ ∂
∂λj
F (λ) if λi ≥ λj;
(9) For any positive definite Hermitian matrix A, the function FA : Γ¯A,θ0,Θ0 → Rn is
concave, where FA(B) = F (λ1, ...λn) if λi are the eigenvalues of A
−1B;
(10) For any positive definite Hermitian matrix A, the set Γ¯A,θ0,Θ0 is convex.
Proof. When n = 1, F (λ1) = λ1−f−cot(θ0). So all the properties are trivial. So we assume
that n ≥ 2.
For simplicity, define θi = arccot(λi). Then it is easy to see that
sin(θi) =
1√
1 + λ2i
, cos(θi) =
λi√
1 + λ2i
,
Re
n∏
k=1
(λk +
√−1) = cos(
n∑
k=1
θk)
n∏
k=1
√
1 + λ2k,
and
Im
n∏
k=1
(λk +
√−1) = sin(
n∑
k=1
θk)
n∏
k=1
√
1 + λ2k.
(1) First of all, there exists C7 > 0 only depending on Θ0 such that sin(x) ≥ C7 as long as
π > Θ0 ≥ x ≥ Θ02 > 0. Moreover, it is easy to see that there exist constants C8 > 0, C9 > 0
only depending on Θ0 such that sin(x) ≥ C8x for all x ∈ (0,Θ0) and tan(x) ≤ C9x for all
x ∈ (0, Θ0
2
).
Now we study two cases. If
∑n
k=1 θk ≥ Θ02 , then
Im
n∏
k=1
(λk +
√−1) = sin(
n∑
k=1
θk)
n∏
k=1
√
1 + λ2k ≥ C7.
If
∑n
k=1 θk ≤ Θ02 , then λi ≥ cot(Θ02 ) > 0 for all i = 1, 2, 3, ..., n. So
Im
n∏
k=1
(λk +
√−1) ≥ C8(
n∑
k=1
θk)
n∏
k=1
λk ≥ C8
C9
(
n∑
k=1
1
λk
)
n∏
k=1
λk ≥ nC8
C9
cotn−1(
Θ0
2
)
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So we can choose C6 as min{nC8C9 cotn−1(Θ02 ), C7}.
(2)
| ∂
∂λi
1
Im
∏n
k=1(λk +
√−1) | =
Im
∏
k 6=i(λk +
√−1)
(Im
∏n
k=1(λk +
√−1))2 ≤
√∏
k 6=i(1 + λ
2
k)
(Im
∏n
k=1(λk +
√−1))2
=
√∏
k=1(1 + λ
2
k)
(Im
∏n
k=1(λk +
√−1))2
1√
1 + λ2i
≤ 1√
C6
√ ∏n
k=1(1 + λ
2
k)
(Im
∏n
k=1(λk +
√−1))3
1√
1 + λ2i
.
(3)
∂F
∂λi
=
1
sin2(
∑n
k=1 θk)
1
1 + λ2i
+
f Im
∏
k 6=i(λk +
√−1)
(Im
∏n
k=1(λk +
√−1))2
=
1
sin2(
∑n
k=1 θk)
1
1 + λ2i
+
1
sin2(
∑n
k=1 θk)
1
1 + λ2i
f sin(
∑
k 6=i θk)∏
k 6=i
√
1 + λ2k
.
Therefore, if ǫ2 < 1, then
∂F
∂λi
> 0.
(4)
∂2F
∂λ2i
=
2 cos(
∑n
k=1 θk)
sin3(
∑n
k=1 θk)
1
(1 + λ2i )
2
+
1
sin2(
∑n
k=1 θk)
−2λi
(1 + λ2i )
2
− 2f(Im
∏
k 6=i(λk +
√−1))2
(Im
∏n
k=1(λk +
√−1))3
=
2 cot(
∑n
k=1 θk)− 2λi
sin2(
∑n
k=1 θk)(1 + λ
2
i )
2
− f
∏n
k=1(1 + λ
2
k)
(1 + λ2i )(Im
∏n
k=1(λk +
√−1))3 · 2 sin
2(
∑
k 6=i
θk).
When i 6= j, then
∂2F
∂λi∂λj
=
2 cot(
∑n
k=1 θk)
sin2(
∑n
k=1 θk)
1
(1 + λ2i )(1 + λ
2
j )
+
f(Im
∏
k 6=i,j(λk +
√−1))(Im∏nk=1(λk +√−1))
(Im
∏n
k=1(λk +
√−1))3
− 2f(Im
∏
k 6=i(λk +
√−1))(Im∏k 6=j(λk +√−1))
(Im
∏n
k=1(λk +
√−1))3 .
Using
Im
∏
k 6=j
(λk +
√−1) = λiIm
∏
k 6=i,j
(λk +
√−1) + Re
∏
k 6=i,j
(λk +
√−1),
Im
∏
k 6=i
(λk +
√−1) = λjIm
∏
k 6=i,j
(λk +
√−1) + Re
∏
k 6=i,j
(λk +
√−1),
Im
n∏
k=1
(λk +
√−1) = (λiλj − 1)Im
∏
k 6=i,j
(λk +
√−1) + (λi + λj)Re
∏
k 6=i,j
(λk +
√−1),
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it is easy to see that
(Im
∏
k 6=i,j
(λk +
√−1))(Im
n∏
k=1
(λk +
√−1))− (Im
∏
k 6=i
(λk +
√−1))(Im
∏
k 6=j
(λk +
√−1))
= −(Im
∏
k 6=i,j
(λk +
√−1))2 − (Re
∏
k 6=i,j
(λk +
√−1))2
= −
∏n
k=1(1 + λ
2
k)
(1 + λ2i )(1 + λ
2
j)
= −
n∏
k=1
(1 + λ2k)
sin(θi)√
1 + λ2i
sin(θj)√
1 + λ2j
.
Thus,
n∑
i,j=1
∂2F
∂λi∂λj
uiuj =
−2
sin2(
∑n
k=1 θk)
(− cot(
n∑
k=1
θk)
n∑
i,j=1
uiuj
(1 + λ2i )(1 + λ
2
j)
+
n∑
i=1
λiu
2
i
(1 + λ2i )
2
)
− f
∏n
k=1(1 + λ
2
k)
(Im
∏n
k=1(λk +
√−1))3 · (
n∑
i,j=1
sin(
∑
k 6=i
θk) sin(
∑
k 6=j
θk)
ui√
1 + λ2i
uj√
1 + λ2j
+
n∑
i=1
sin2(
∑
k 6=i
θk)
u2i
1 + λ2i
+
n∑
i=1
∑
j 6=i
sin(θi) sin(θj)
ui√
1 + λ2i
uj√
1 + λ2j
).
Without loss of generality, assume that λ1 ≥ λ2... ≥ λn. When n ≥ 4, we first claim that
there exists a constant ǫ10 only depending on n,Θ0 such that
−2
sin2(
∑n
k=1 θk)
(− cot(
n∑
k=1
θk)
n∑
i,j=1
uiuj
(1 + λ2i )(1 + λ
2
j )
+
n∑
i=1
λiu
2
i
(1 + λ2i )
2
)
≤ −ǫ10
∏n
k=1(1 + λ
2
k)
(Im
∏n
k=1(λk +
√−1))3
n∑
i=1
u2i
1 + λ2i
.
The first claim is equivalent to
− cot(
n∑
k=1
θk)(
n∑
i=1
ui
1 + λ2i
)2 +
n∑
i=1
λiu
2
i
(1 + λ2i )
2
≥ ǫ10
2Im
∏n
k=1(λk +
√−1)
n∑
i=1
u2i
1 + λ2i
.
We divide it into several cases.
In the first case, θ1 ≤ ... ≤ θn ≤ Θ02 < π2 and cot(
∑n
k=1 θk) ≤ 12n cot(Θ02 ), then
− cot(
n∑
k=1
θk)(
n∑
i=1
ui
1 + λ2i
)2 ≥ − 1
2n
cot(
Θ0
2
)
n∑
i=1
λiu
2
i
(1 + λ2i )
2
n∑
i=1
1
λi
≥ −1
2
n∑
i=1
λiu
2
i
(1 + λ2i )
2
.
Since sin(
∑n
k=1 θk) ≥ C7,
1
2Im
∏n
k=1(λk +
√−1)
n∑
i=1
u2i
1 + λ2i
≤ 1
2C7
∏n
k=1
√
1 + λ2k
n∑
i=1
u2i
1 + λ2i
≤ 1
2C7
n∑
i=1
λiu
2
i
λ2i (1 + λ
2
i )
≤ cot
2(Θ0
2
) + 1
2C7 cot
2(Θ0
2
)
n∑
i=1
λiu
2
i
(1 + λ2i )
2
.
So we get the required estimate if ǫ10 <
C7 cot2(
Θ0
2
)
cot2(
Θ0
2
)+1
.
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In the second case, θ1 ≤ ... ≤ θn ≤ Θ02 < π2 and cot(
∑n
k=1 θk) >
1
2n
cot(Θ0
2
), then
n∑
k=1
θk < arccot(
1
2n
cot(
Θ0
2
)) <
π
2
.
So
− cot(
n∑
k=1
θk)(
n∑
i=1
ui
1 + λ2i
)2 ≥ − cot(
n∑
k=1
θk)
n∑
i=1
λiu
2
i
(1 + λ2i )
2
n∑
i=1
1
λi
.
If α, β > 0 and α + β < π
2
, then
tan(α + β) =
tan(α) + tan(β)
1− tan(α) tan(β) ≥ tan(α) + tan(β).
So
1− cot(
n∑
k=1
θk)
n∑
i=1
1
λi
= 1− cot(
n∑
k=1
θk)
n∑
i=1
tan(θi)
≥ 1− cot(
n∑
k=1
θk)(tan(θn) + tan(
n−1∑
i=1
θi)) = tan(θn) tan(
n−1∑
i=1
θi)
≥ tan(θn)
n−1∑
i=1
tan(θi) =
1
λn
n−1∑
i=1
1
λi
≥ 1
λnλn−1
.
As in (1), we know that
Im
∏n
k=1(λk +
√−1)∏n
k=1
√
1 + λ2k
= sin(
n∑
k=1
θk) ≥ C8
n∑
k=1
θk ≥ C8
C9
n∑
k=1
1
λk
≥ C8
C9λn
.
So
Im
n∏
k=1
(λk +
√−1) ≥ C8
C9λn
n∏
k=1
√
1 + λ2k ≥
C8
C9
n−1∏
k=1
√
1 + λ2k ≥
C8
C9
λ1λn−2λn−1 ≥ C8
C9
λ1λn−1λn.
So
1
2Im
∏n
k=1(λk +
√−1)
n∑
i=1
u2i
1 + λ2i
≤ C9
2C8
1
λnλn−1
n∑
i=1
λiu
2
i
λ2i (1 + λ
2
i )
≤ C9(cot
2(Θ0
2
) + 1)
2C8 cot
2(Θ0
2
)λnλn−1
n∑
i=1
λiu
2
i
(1 + λ2i )
2
.
So we get the required estimate if
C9ǫ10(cot2(
Θ0
2
)+1)
2C8 cot2(
Θ0
2
)
≤ 1.
In the third case, θn >
Θ0
2
. So
∑n−1
k=1 θk <
Θ0
2
< π
2
. Similar to the second case,
− cot(
n−1∑
k=1
θk)(
n−1∑
i=1
ui
1 + λ2i
)2 +
n−1∑
i=1
λiu
2
i
(1 + λ2i )
2
≥ 1
λn−1λn−2
n−1∑
i=1
λiu
2
i
(1 + λ2i )
2
.
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We already know that sin(
∑n
k=1 θk) ≥ C7, so
1
2Im
∏n
k=1(λk +
√−1)
n−1∑
i=1
u2i
1 + λ2i
≤ 1
2C7
∏n
k=1
√
1 + λ2k
n−1∑
i=1
u2i
1 + λ2i
≤ 1
2C7λn−1λn−2λ1
n−1∑
i=1
u2i
1 + λ2i
≤ 1
2C7λn−1λn−2
n−1∑
i=1
λiu
2
i
λ2i (1 + λ
2
i )
≤ cot
2(Θ0
2
) + 1
2C7 cot
2(Θ0
2
)λn−1λn−2
n−1∑
i=1
λiu
2
i
(1 + λ2i )
2
.
On the other hands,
− cot(
n∑
k=1
θk)(
n∑
i=1
ui
1 + λ2i
)2 + cot(
n−1∑
k=1
θk)(
n−1∑
i=1
ui
1 + λ2i
)2 +
λnu
2
n
(1 + λ2n)
2
= −2 cot(
n∑
k=1
θk)(
n−1∑
i=1
ui
1 + λ2i
)
un
1 + λ2n
+ (cot(
n−1∑
k=1
θk)− cot(
n∑
k=1
θk))(
n−1∑
i=1
ui
1 + λ2i
)2
+
(λn − cot(
∑n
k=1 θk))u
2
n
(1 + λ2n)
2
≥ (λn − cot(
n∑
k=1
θk)− cot
2(
∑n
k=1 θk)
cot(
∑n−1
k=1 θk)− cot(
∑n
k=1 θk)
)
u2n
(1 + λ2n)
2
=
λn + cot(
∑n−1
k=1 θk)
cot2(
∑n−1
k=1 θk) + 1
u2n
(1 + λ2n)
2
= sin2(
n−1∑
k=1
θk)(
cos(θn)
sin(θn)
+ cot(
n−1∑
k=1
θk))
u2n
(1 + λ2n)
2
=
sin(
∑n−1
k=1 θk) sin(
∑n
k=1 θk)
sin(θn)
u2n
(1 + λ2n)
2
≥ C8
C9λn−1
C7
u2n
1 + λ2n
1√
1 + λ2n
.
It is easy to see that
1
2Im
∏n
k=1(λk +
√−1)
u2n
1 + λ2n
≤ 1
2C7
∏n
k=1
√
1 + λ2k
u2n
1 + λ2n
≤ 1
2C7λn−1
u2n
1 + λ2n
1√
1 + λ2n
.
Therefore, as long as
ǫ10(cot2(
Θ0
2
)+1)
2C7 cot2(
Θ0
2
)
< 1 and ǫ10
2C7
< C8
C9
C7, we get the required estimate.
Thus, when n ≥ 4, we have proved that
−2
sin2(
∑n
k=1 θk)
(− cot(
n∑
k=1
θk)
n∑
i,j=1
uiuj
(1 + λ2i )(1 + λ
2
j )
+
n∑
i=1
λiu
2
i
(1 + λ2i )
2
)
≤ −ǫ10
∏n
k=1(1 + λ
2
k)
(Im
∏n
k=1(λk +
√−1))3
n∑
i=1
u2i
1 + λ2i
When n = 2, 3, a similar argument implies that
−2
sin2(
∑n
k=1 θk)
(− cot(
n∑
k=1
θk)
n∑
i,j=1
uiuj
(1 + λ2i )(1 + λ
2
j)
+
n∑
i=1
λiu
2
i
(1 + λ2i )
2
) ≤ 0.
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Compared to Theorem 1.1 of [Tak20], the main improvement is that we choose the
variable Θˆ in Theorem 1.1 of [Tak20] as (n − 1)π
2
and we also have a better estimate
−ǫ10
∏n
k=1(1+λ
2
k
)
(Im
∏n
k=1(λk+
√−1))3
∑n
i=1
u2i
1+λ2i
which will be used to deal with terms involving f when
n ≥ 4.
The next goal is to prove that when n ≥ 3, the matrix corresponding to
n∑
i=1
sin2(
∑
k 6=i
θk)v
2
i +
n∑
i=1
∑
j 6=i
sin(θi) sin(θj)vivj
is positive definite. When θ1 = θ2 = ... = θn and it is sufficiently small, it is easy to see that
sin2(
∑
k 6=i θk) > sin
2(θi). So the matrix is indeed positive definite. Since the space Γ¯θ0,Θ0 is
path connected, it suffices to show that the determinant of the matrix is positive on Γ¯θ0,Θ0.
Without loss of generality, assume that θn ≥ θn−1... ≥ θ1. When i 6= n,
θi ≤ θn <
∑
k 6=i
θk ≤ Θ0 − θi < π − θi,
so sin(θi) < sin(
∑
k 6=i θk). When sin
2(
∑n−1
k=1 θk) 6= sin2(θn), let A be the complex diagonal
matrix such that
Aii =
√
sin2(
∑
k 6=i
θk)− sin2(θi),
defined
B = (
sin(θ1)
A11
, ...,
sin(θn)
Ann
).
Then we need to compute detAT (I +BTB)A. By elementary linear algebra,
detAT (I +BTB)A = (detA)2(1 +BBT )
=
n∏
i=1
(sin2(
∑
k 6=i
θk)− sin2(θi))(1 +
n∑
i=1
sin2(θi)
sin2(
∑
k 6=i θk)− sin2(θi)
)
=
n∏
i=1
(sin2(
∑
k 6=i
θk)− sin2(θi)) +
n∑
i=1
sin2(θi)
∏
j 6=i
(sin2(
∑
k 6=j
θk)− sin2(θj)).
By continuity, this equation also holds when sin2(
∑n−1
k=1 θk) = sin
2(θn).
Therefore, when sin2(
∑n−1
k=1 θk) ≥ sin2(θn), we already get the required inequality. We only
need to prove that
n∑
i=1
sin2(θi)
sin2(
∑
k 6=i θk)− sin2(θi)
< −1
when sin2(
∑n−1
k=1 θk) < sin
2(θn). In this case,
∑n−1
k=1 θk < θn.
Now we want to study the function
G(α, β) =
sin2(β)
sin2(α− β)− sin2(β) =
−2 sin2(β)
cos(2α− 2β)− cos(2β) =
sin2(β)
sin(α) sin(α− 2β)
for any 0 < β < α
2
< π
2
. Then
SUPERCRITICAL DEFORMED HERMITIAN-YANG-MILLS EQUATION 11
∂G
∂β
=
2 sin(β) cos(β) sin(α− 2β) + 2 sin2(β) cos(α− 2β)
sin(α) sin2(α− 2β) =
2 sin(β) sin(α− β)
sin(α) sin2(α− 2β) > 0,
so
∂
∂β
log(
∂G
∂β
) = cot(β)− cot(α− β) + 4 cot(α− 2β)
= cot(β)− cot(α− β) + 4cot(β) cot(α− β) + 1
cot(β)− cot(α− β)
=
(cot(β) + cot(α− β))2 + 4
cot(β)− cot(α− β) .
Since 0 < β < α − β < π, we know that cot(β)− cot(α − β) > 0, so ∂2G
∂β2
> 0. Therefore,
when we replace θ1 by 0 and replace θn−1 by θn−1 + θ1, we see that
∑n
i=1
sin2(θi)
sin2(
∑
k 6=i θk)−sin2(θi)
strictly increase. We can repeat the process to prove that
n∑
i=1
sin2(θi)
sin2(
∑
k 6=i θk)− sin2(θi)
<
sin2(θn)
sin2(
∑n−1
k=1 θk)− sin2(θn)
+
sin2(
∑n−1
k=1 θk)
sin2(θn)− sin2(
∑n−1
k=1 θk)
= −1.
This is the required inequality.
Thus, when n ≥ 3, we have proved that
n∑
i,j=1
∂2
∂λi∂λj
(
1
Im
∏n
k=1(λk +
√−1))uiuj ≥ 0.
When n = 2, it is also true because
n∑
i=1
sin2(
∑
k 6=i
θk)v
2
i +
n∑
i=1
∑
j 6=i
sin(θi) sin(θj)vivj ≥ 0
by Cauchy-Schwarz inequality.
Therefore, when f ≥ 0, we get (4) as long as ǫ5 < ǫ10. When −ǫ2 ≤ f < 0 and n ≥ 4,
using the bound that | sin(θi)| ≤ 1 and | sin(
∑
k 6=i θk)| ≤ 1, it is easy to see that
− f
∏n
k=1(1 + λ
2
k)
(Im
∏n
k=1(λk +
√−1))3 · (
n∑
i,j=1
sin(
∑
k 6=i
θk) sin(
∑
k 6=j
θk)
ui√
1 + λ2i
uj√
1 + λ2j
+
n∑
i=1
sin2(
∑
k 6=i
θk)
u2i
1 + λ2i
+
n∑
i=1
∑
j 6=i
sin(θi) sin(θj)
ui√
1 + λ2i
uj√
1 + λ2j
)
≤ 3nǫ2
∏n
k=1(1 + λ
2
k)
(Im
∏n
k=1(λk +
√−1))3
n∑
i=1
u2i
1 + λ2i
.
Therefore, as long as ǫ2 <
ǫ10
6n
and ǫ5 <
ǫ10
2
, we get the required estimate.
(5) Suppose that λ ∈ Γ¯θ0,Θ0, and F (λ) = 0. For any i = 1, 2, 3, ...n, using (3), we see that
F (λ) is strictly smaller than the limit of F when we fix λk for k 6= i and let λi go to infinity.
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Using a similar argument as (1), we see that
Im
n∏
k=1
(λk +
√−1) ≥ min{C7, (n− 1)C8
C9
cotn−2(
Θ0
2
)}λi.
So the limit of F is cot(
∑
k 6=i arccot(λk))− cot(θ0). So
∑
k 6=i arccot(λk) < θ0.
Moreover, using the fact that
0 = cot(
n∑
k=1
arccot(λk))− f
Im
∏n
k=1(λk +
√−1)−cot(θ0) ≤ cot(
n∑
k=1
arccot(λk))−cot(θ0)+ ǫ2
C6
,
we see that
∑n
k=1 arccot(λk) < Θ0 as long as ǫ2 < C6(cot(θ0)− cot(Θ0)).
Thus, λ ∈ Γθ0,Θ0.
(6) Let λ be any element in Γθ0,Θ0. Let λ
′ be any element in Γθ0,Θ0 such that F (λ
′) = 0
and λ′k ≥ λk for all k = 1, 2, 3, ..., n.
Then for any i = 1, 2, 3, ...n,
∑
k 6=i arccot(λk) < θ0. If
λ′i > cot(
θ0 −
∑
k 6=i arccot(λk)
2
)
and
min{C7, (n− 1)C8
C9
cotn−2(
Θ0
2
)}λ′i >
|f |
cot(
θ0+
∑
k 6=i arccot(λk)
2
)− cot(θ0)
,
we get a direct contradiction to the estimate that
0 ≥ cot(
n∑
k=1
arccot(λ′k))− cot(θ0)−
|f |
min{C7, (n−1)C8C9 cotn−2(Θ02 )}λ′i
.
(7) Fix any λ ∈ Γ¯θ0,Θ0. Consider the set C of λ′ ∈ Γ¯θ0,Θ0 such that tλ+(1−t)λ′ ∈ Γ¯θ0,Θ0 for
all t ∈ [0, 1]. It is easy to see that C is a closed set in the relative topology on Γ¯θ0,Θ0. Now if
λ′ is in this set. For any λ′′ ∈ Γ¯θ0,Θ0 sufficiently close to λ′, there exist π > Θ′0 > Θ0 > θ′0 > θ0
such that tλ + (1 − t)λ′ ∈ Γ¯θ′
0
,Θ′
0
. By (4) applied to the set Γ¯θ′
0
,Θ′
0
and the case f = 0, we
see that cot(
∑n
k=1 arccot(tλk + (1 − t)λ′k)) is a concave function. So it is at least Θ0. The
similar arguments can be applied to cot(
∑
k 6=i arccot(tλk+(1−t)λ′k)) for any i = 1, 2, 3, ..., n.
So we see that λ′′ is in C. In other words, C is also open in the relative topology. Since
Γ¯θ0,Θ0 is connected, and λ ∈ C, we see that Γ¯θ0,Θ0 = C. So Γ¯θ0,Θ0 is convex because for any
λ, λ′ ∈ Γ¯θ0,Θ0, tλ+ (1− t)λ′ ∈ Γ¯θ0,Θ0.
(8) This follows from the concaveness of
F (λ1, ...λi−1, tλi + (1− t)λj , λi+1, ..., λj−1, tλj + (1− t)λi, λj+1, ..., λn)
= F (λ1, ...λi−1, tλj + (1− t)λi, λi+1, ..., λj−1, tλi + (1− t)λj, λj+1, ..., λn)
for t ∈ [0, 1].
(9) This follows from (4), (8) and the result in [Spr05] which was also used as Equation
(66) in [Sze´18].
(10) It is similar to (7).

As a corollary, we get the following a priori estimate:
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Corollary 2.2. Let Mn be a Ka¨hler manifold with a Ka¨hler metric χ and a real closed
(1,1)-form ω0. Let θ0 ∈ (0, π) be a constant and let Θ0 ∈ (θ0, π) be another constant. Then
there exists a constant ǫ2 > 0 only depending on n, θ0,Θ0 such that the following holds:
Assume that (1) When n ≥ 4, f > −ǫ2 is a smooth function;
(2) When n = 1, 2, 3, f ≥ 0 is a constant;
(3) ω0 ∈ Γχ,θ0,Θ0.
Assume that ϕ is a smooth function satisfying supM ϕ = 0, ωϕ = ω0+
√−1∂∂¯ϕ ∈ Γχ,θ0,Θ0,
and
Re(ωϕ +
√−1χ)n − cot(θ0)Im(ωϕ +
√−1χ)n − fχn = 0.
Then for any k ∈ N, any α ∈ (0, 1), there exists a constant C11 only depending on M , n,
χ, ||ω0||C∞(χ), θ0, Θ0, ||f ||C∞(χ), k, α, maxx∈M(θ0 − Pχ(ω0)(x)), maxx∈M(Θ0 − Qχ(ω0)(x))
such that
||ϕ||Ck,α(χ) ≤ C11.
Proof. The C0 estimate is similar to Proposition 10 of [Sze´18]. Then we get the relationship
between the C2 bound and the C1 bound similar to Theorem 4.1 of [Sze´18] with the adjust-
ments given in page 34-35 of [Che19]. Then we get the C2 estimate by Proposition 5.1 of
[CJY15]. The C2,α estimate is given by Evans-Krylov theory [Eva82, Kry82]. The higher
order estimates are given by standard Schauder estimates. In all of above, the key properties
used are all provided in Lemma 2.1. 
Then we can use the continuity method to prove Proposition 1.6. We first choose the path
ω1,s = s(ω0 − cot(θ0)χ) + cot( θ0
2n
)χ
and f1,s as the constant satisfying∫
M
f1,sχ
n =
∫
M
(Re(ω1,s +
√−1χ)n − cot(θ0)Im(ω1,s +
√−1χ)n)
for s ∈ [0, 1]. Then since ω1,s ≥ cot( θ02n)χ, we see that Pχ(ω1,s) ≤ Qχ(ω1,s) ≤ θ02 and
f1,s ≥ 0. Let I1 be the set of s such that there exists a smooth function ϕs satisfying
ω1,ϕs,s = ω1,s +
√−1∂∂¯ϕs ∈ Γχ,θ0,Θ0 and
Re(ω1,ϕs,s +
√−1χ)n − cot(θ0)Im(ω1,ϕs,s +
√−1χ)n − f1,sχn = 0.
Then 0 ∈ I1. The openness of I1 follows the integrability condition, implicit function theorem
and standard elliptic estimates. The closedness of I1 follows from Corollary 2.2 and Lemma
2.1 (5). So 1 ∈ I1.
Then we choose the path
ω2,s = ω0 + sχ
and f2,s as the constant satisfying∫
M
f2,sχ
n =
∫
M
(Re(ω2,s +
√−1χ)n − cot(θ0)Im(ω2,s +
√−1χ)n)
for s ∈ [0, cot( θ0
2n
) − cot(θ0)]. Then we see that Pχ(ω2,s) ≤ Pχ(ω0) and Qχ(ω2,s) ≤ Qχ(ω0).
Moreover,
∂f2,s
∂s
∫
M
χn =
∫
M
n(Re(ω2,s +
√−1χ)n−1 − cot(θ0)Im(ω2,s +
√−1χ)n−1) ∧ χ ≥ 0
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by Lemma 8.2 of [CJY15]. So f2,s ≥ 0. Finally, we fix ω0 and choose the path that
f3,s = sf + (1− s)
∫
M
fχn∫
M
χn
for s ∈ [0, 1]. We omit the arguments for the second path and the third path because they
are similar to the first path. This finishes the proof of Proposition 1.6.
3. Current as a subsolution
In this section, we prove Proposition 1.8.
First of all, we make sense of the statement ω ∈ Γ¯χ,θ0,Θ0, when ω is the sum of a real closed
(1,1)-form and a closed positive (1,1)-current.
The definition of smoothing is the same as Definition 3.1 of [Che19]:
Definition 3.1. Fix a smooth non-negative function ρ supported in [0,1] such that∫ 1
0
ρ(t)t2n−1Vol(∂B1(0))dt = 1.
For any δ > 0, the smoothing ϕδ is defined by
ϕδ(x) =
∫
Cn
ϕ(x− y)δ−2nρ(|y
δ
|)dVoly.
We can define the smoothing of a current using the similar formula. It is easy to see that
the smoothing commutes with derivatives. So (
√−1∂∂¯ϕ)δ =
√−1∂∂¯(ϕδ).
Then we define ω ∈ Γ¯χ0,θ0,Θ0 when χ0 is a Ka¨hler form with constant coefficients on an
open set O ⊂ Cn:
Definition 3.2. Suppose that χ0 is a Ka¨hler form with constant coefficients on an open
set O ⊂ Cn and ω is the sum of a real closed (1,1)-form and a closed positive (1,1)-current.
Then we say that ω ∈ Γ¯χ0,θ0,Θ0 on O if for any δ > 0, the smoothing ωδ satisfies ωδ ∈ Γ¯χ0,θ0,Θ0
on the set Oδ = {x : Bδ(x) ⊂ O}.
For general χ, we make the following definition:
Definition 3.3. We say that ω ∈ Γ¯χ,θ0,Θ0 if for any ǫ12 > 0 and ǫ13 > 0 satisfying
(1 + ǫ13)(cot(θ0) + ǫ12) > cot(θ0),
on any coordinate chart, for any open subset O, if (1 + ǫ13)χ0 ≥ χ ≥ χ0 on O for a Ka¨hler
form χ0 with constant coefficients, then ω + ǫ12χ ∈ Γ¯χ0,θ0,Θ0.
Remark 3.4. By Lemma 2.1 (10), when ω is smooth, it is easy to see that ω ∈ Γ¯χ,θ0,Θ0 in
the sense of Definition 3.3 if and only if ω ∈ Γ¯χ,θ0,Θ0 in the usual sense. Another key property
is that the condition ω ∈ Γ¯χ,θ0,Θ0 in the sense of Definition 3.3 is preserved under weak limit
in the sense of current.
Then we need the following lemma which is similar to Lemma 5.5 of [Che19]:
Lemma 3.5. Suppose that A is a p× p Hermitian matrix, B is a diagonal q × q Hermitian
matrix with Bii = λi, C is a p× q complex matrix, D is another diagonal q × q matrix such
that
Dii =
Im
∏
k 6=i(λk +
√−1)
Im
∏q
k=1(λk +
√−1) .
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Suppose that
QI(
[
A C
C¯T B
]
) < π.
Then D is well defined. Moreover,
QI(A− CDC¯T ) +QI(B) ≤ QI(
[
A C
C¯T B
]
)
and
PI(A− CDC¯T ) +QI(B) ≤ PI(
[
A C
C¯T B
]
).
Proof. Define E, F be diagonal q × q matrices such that
Eii =
λi
1 + λ2i
, Fii =
1
1 + λ2i
.
We first claim that
QI+CFC¯T (A− CEC¯T ) +QI(B) = QI(
[
A C
C¯T B
]
).
In fact, it is easy to see that
det
[
A+
√−1I C
C¯T B +
√−1I
]
= det
[
A− C(B +√−1I)−1C¯T +√−1I O
O B +
√−1I
]
.
Since
A− C(B +√−1I)−1C¯T +√−1I = A− CEC¯T +√−1(I + CFC¯T ),
it is easy to see that
QI+CFC¯T (A− CEC¯T ) +QI(B) ≡ QI(
[
A C
C¯T B
]
) mod 2π.
This is also true when we replace A by A+ tI and replace B by B + tI for t ≥ 0. However,
when t is large enough, all the quantities are close to 0. So there is no multiple of 2π there.
By continuity, there is also no multiple of 2π when t = 0.
As a corollary of the claim, we see that QI(B) < π. This implies that
Im
q∏
k=1
(λk +
√−1) > 0.
So D is well-defined.
Moreover,
Dii − Eii = −Re
∏q
k=1(λk +
√−1)
(1 + λ2i )(Im
∏q
k=1(λk +
√−1)) = − cot(QI(B))Fii.
Now we write A− CEC¯T as aij , and write CFC¯T as bij . Define
a =
√−1
q∑
i,j=1
aijdz
i ∧ dz¯j , b = √−1
q∑
i,j=1
bijdz
i ∧ dz¯j , c = √−1
q∑
i=1
dzi ∧ dz¯i.
Then Qc+b(a) < π −QI(B) < π. Now we define
I = {t ∈ [0, 1] such that Qcs(as) ≤ Qc+b(a) for all s ∈ [0, t]},
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where as = a + s cot(QI(B))b and cs = c+ b− sb. If b = 0, then it is trivial that I = [0, 1].
So we only need to consider the case when b 6= 0. It is also trivial that 0 ∈ I and I is closed.
Now we assume that t ∈ I. Then
d
ds
|s=t cot(Qcs(as)) =
d
ds
|s=tRe(as +
√−1cs)n
Im(as +
√−1cs)n
=
n(Re(as +
√−1cs)n−1 ∧ cot(QI(B))b+ Im(as +
√−1cs)n−1 ∧ b)
Im(as +
√−1cs)n
− Re(as +
√−1cs)n
Im(as +
√−1cs)n
n(−Re(as +
√−1cs)n−1 ∧ b+ Im(as +
√−1cs)n−1 ∧ cot(QI(B))b)
Im(as +
√−1cs)n
= n(cot(QI(B)) + cot(Qcs(as)))·
(Re(as +
√−1cs)n−1 − cot(QI(B) +Qcs(as))Im(as +
√−1cs)n−1) ∧ b
Im(as +
√−1cs)n
> 0
by Lemma 8.2 of [CJY15]. So I is open. It must be [0, 1]. So 1 ∈ I. It follows that
QI(A− CDC¯T ) = Qc1(a1) ≤ Qc+b(a) = QI+CFC¯T (A− CEC¯T ).
Thus, we have proved that
QI(A− CDC¯T ) +QI(B) ≤ QI(
[
A C
C¯T B
]
).
As a special case, if p = 1, then A is a number and A− CDC¯T ≤ A. So
QI(B) ≤ QI(
[
A C
C¯T B
]
)−QI(A− CDC¯T ) ≤ QI(
[
A C
C¯T B
]
)−QI(A).
It is easy to see that
QI(B) ≤ QI(
[
A C
C¯T B
]
)−QI(A) = QI(
[
A C
C¯T B
]
)− arccot(A)
also holds if B is only an Hermitian matrix which may be non-diagonal. It follows that
Pχ(ω) = max
V is a hyperplane
Qχ|V (ω|V ),
for any χ > 0 and any ω satisfying Qχ(ω) < π. This is a generalization of the celebrated
CourantFischerWeyl min-max principle. As a corollary, we get the required estimate for P
by taking restrictions on hyperplanes. 
Now we need to prove the following:
Proposition 3.6. Let χM×M = π∗1χ+ π
∗
2χ be a Ka¨hler form on M ×M . Let C14, θ15, Θ16,
Θ17, Θ18 be constants depending only on n, θ0, Θ0 such that
θ15 = θ0 + narccot(C14) < Θ16 = Θ17 + narccot(C14) < Θ18 = Θ0 + narccot(C14) < π.
Suppose that
ω19 = π
∗
1ω0 + C14π
∗
2χ+
√−1∂∂¯ϕ19
is a real closed (1,1)-form on M ×M such that ω19 ∈ ΓχM×M ,θ15,Θ16. Define ω20 by
ω20 =
∑⌊n−1
2
⌋
k=0 (−1)k n!(n−2k)!(2k+1)! (π1)∗(ωn−2k19 ∧ π∗2χ2k+1)∫
M
Im(C14χ +
√−1χ)n ,
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then ω20 ∈ Γχ,θ0,Θ0.
Remark 3.7. Proposition 3.6 also holds when Θ16 = Θ18. However, we require Θ16 < Θ18
instead to make sure that if ω ∈ Γχ,θ15,Θ16 , then 1cot(Qχ(ω))−cot(Θ18) only changes a little bit
when do the truncation in Section 3 of [Che19].
Proof. As in Section 5 of [Che19], at each p = (p1, p2) ∈ M × M , let z(1)i be the local
coordinates on M × {p2} and z(2)i be the local coordinates on {p1} ×M . Then
ω19 = ω
(1) + ω(2) + ω(1,2) + ω(2,1),
where
ω(1) =
n∑
i,j=1
√−1ω(1)
ij¯
dz
(1)
i ∧ dz¯(1)j , ω(2) =
n∑
i,j=1
√−1ω(2)
ij¯
dz
(2)
i ∧ dz¯(2)j ,
ω(1,2) =
n∑
i,j=1
√−1ω(1,2)
ij¯
dz
(1)
i ∧ dz¯(2)j , ω(2,1) = ω(1,2).
After changing the definition of z
(2)
i if necessary, we can assume that
π∗2χ =
√−1
n∑
i=1
dz
(2)
i ∧ dz¯(2)i
and
ω(2) =
√−1
n∑
i=1
λidz
(2)
i ∧ dz¯(2)i
at p. Then by the calculation in Section 5, ω20 = (π1)∗ω21, where
ω21 =
Im(ω(2) +
√−1π∗2χ)n∫
{p1}×M Im(ω
(2) +
√−1π∗2χ)n
∧
n∑
i,j,l=1
(ω
(1)
ij¯
−ω(1,2)
il¯
Im
∏
k 6=l(λk +
√−1)
Im
∏n
k=1(λk +
√−1)ω
(1,2)
jl¯
)dz
(1)
i ∧dz¯(1)j .
By Lemma 3.5,
Qπ∗
1
χ(
n∑
i,j,l=1
(ω
(1)
ij¯
− ω(1,2)
il¯
Im
∏
k 6=l(λk +
√−1)
Im
∏n
k=1(λk +
√−1)ω
(1,2)
jl¯
)dz
(1)
i ∧ dz¯(1)j ) < Θ16 −Qπ∗2χ(ω(2)).
Now we consider the function 1
cot(Qχ(ω))−cot(Θ18) for ω ∈ Γχ,θ15,Θ16 . Since
D2(
1
cot(Qχ(ω))− cot(Θ18)) =
−D2 cot(Qχ(ω))
(cot(Qχ(ω))− cot(Θ18))2 +
2D cot(Qχ(ω))⊗D cot(Qχ(ω))
(cot(Qχ(ω))− cot(Θ18))3
and cot(Qχ(ω)) is concave by Lemma 2.1 (9), we see that
1
cot(Qχ(ω))−cot(Θ18) is convex on
Γχ,θ15,Θ16 .
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So
1
cot(Qχ(ω20))− cot(Θ18)
<
∫
{p1}×M
1
cot(Θ18 −Qπ∗
2
χ(ω(2)))− cot(Θ18)
Im(ω(2) +
√−1π∗2χ)n∫
{p1}×M Im(ω
(2) +
√−1π∗2χ)n
=
∫
{p1}×M(Re(ω
(2) +
√−1π∗2χ)n − cot(Θ18)Im(ω(2) +
√−1π∗2χ)n)
(1 + cot2(Θ18))
∫
{p1}×M Im(ω
(2) +
√−1π∗2χ)n
=
Re(C14 +
√−1)n − cot(Θ18)Im(C14 +
√−1)n
(1 + cot2(Θ18))Im(C14 +
√−1)n
=
1
cot(Θ0)− cot(Θ18) .
By a similar calculation, 1
cot(Pχ(ω20))−cot(Θ18) <
1
cot(θ0)−cot(Θ18) . By the convexity of the set
Γχ,θ15,Θ16 we also know that ω20 ∈ Γχ,θ15,Θ16 . It follows that ω20 ∈ Γχ,θ0,Θ0. 
It is easy to see that there exist constants C21 > 0, C22 > 0 depending only on n, θ0,Θ0
such that
Re
n∏
k=1
(λk +
√−1)− cot(θ0)Im
n∏
k=1
(λk +
√−1) ≤ C21
n∏
k=1
(λk − cot(Θ18))
for all λ ∈ Γ¯θ15,Θ16 . We also know that ω − cot(Θ18)χ is a Ka¨hler form for all ω ∈ Γχ,θ15,Θ16 .
Combining these facts with Proposition 1.6, Remark 3.4, Proposition 3.6 and Remark 3.7,
we can prove Proposition 1.8 using a similar method as Section 3 of [Che19].
4. Finish of proof
In this section, we finish the proof of Theorem 1.1. If (1) of Theorem 1.1 holds, then
for any smooth test family ωt,0, we can define another family ωt,ϕ = ωt,0 +
√−1∂∂¯ϕ. Then
Pχ(ωt,ϕ) < Pχ(ωϕ) ≤ θ0. So by Lemma 8.2 of [CJY15],
d
dt
∫
V
(Re(ωt,ϕ +
√−1χ)p − cot(θ0)Im(ωt,ϕ +
√−1χ)p)
=
∫
V
p(Re(ωt,ϕ +
√−1χ)p−1 − cot(θ0)Im(ωt,ϕ +
√−1χ)p−1) ∧ d
dt
ωt,ϕ ≥ 0.
By Lemma 8.2 of [CJY15], we also know that there exists a constant ǫ1 > 0 such that for
any point x ∈M and any p-dimensional vector space Vx ⊂ TxM , the restriction of the form
Re(ωt,0 +
√−1χ)p − cot(θ0)Im(ωt,0 +
√−1χ)p − (n− p)ǫ1χp
on Vx is positive. Then we get (2) of Theorem 1.1 of using the fact that∫
V
(Re(ωt,0 +
√−1χ)p − cot(θ0)Im(ωt,0 +
√−1χ)p)
=
∫
V
(Re(ωt,ϕ +
√−1χ)p − cot(θ0)Im(ωt,ϕ +
√−1χ)p).
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It is trivial that (2) of Theorem 1.1 implies (3) of Theorem 1.1. On the other hands,
as long as Proposition 1.4 holds, then (3) of Theorem 1.1 implies (1) of Theorem 1.1 by
choosing f = 0 and choosing arbitrary Θ0 ∈ (θ0, π).
Therefore, it suffices to prove Proposition 1.4. We prove it by induction on the dimension
n of M . When n = 1, it is trivial. So we assume that it has been proved for all smaller
dimensions and then try to prove it. Define I be the set of t ∈ [0,∞) such that there exists
a smooth function ϕt and a constant ct ≥ 0 satisfying ωt,ϕt = ωt,0+
√−1∂∂¯ϕt ∈ Γχ,θ0,Θ0 and
Re(ωt,ϕt +
√−1χ)n − cot(θ0)Im(ωt,ϕt +
√−1χ)n − ctχn = 0.
By (C) of the definition of test family and Proposition 1.6, I is non-empty. We also know
that I is open by Proposition 1.6. To show the closeness, assume that tk ∈ I is a sequence
converging to t∞. Then by monotonicity of Pχ and Proposition 1.6, we know that t ∈ I for
all t > t∞. We need to show that t∞ ∈ I. Without loss of generality, assume that t∞ = 0.
By Proposition 1.8, there exist a constant ǫ3 > 0 and a current ω4 = ω0 − ǫ3χ +
√−1∂∂¯ϕ4
such that ω4 ∈ Γ¯χ,θ0,Θ0 in the sense of Definition 3.3. By Proposition 1.6, it suffices to find
ω23 = ω0 +
√−1∂∂¯ϕ23 ∈ Γχ,θ0,Θ0. We essentially follow the works in [Che19], with minor
adjustments to deal with the problem that ω0 is no longer Ka¨hler.
Let ǫ12 = min{ ǫ33 , 1100}, then we get the corresponding ǫ13. By choosing ǫ13 small enough, we
can also assume that as long as (1+ǫ13)χ0 ≥ χ ≥ χ0 and ω ∈ Γ¯χ0,θ0,Θ0, then ω+ǫ12χ ∈ Γχ,θ0,Θ0.
We can also assume that ǫ13 <
1
100
. Then similar to Section 4 of [Che19], there exists a finite
number of coordinate balls B2r(xi) such that Br(xi) is a cover of M . Moreover,let ϕ
i
ω0
, ϕiχ
be potentials such that
√−1∂∂¯ϕiω0 = ω0 and
√−1∂∂¯ϕiχ = χ on B2r(xi), then we can also
required that
|ϕiχ − |z|2| ≤
ǫ12r
2
100(1 + | cot(θ0)|)
and √−1∂∂¯|z|2 ≤ χ ≤ (1 + ǫ13)
√−1∂∂¯|z|2
onB2r(xi). By the uniform continuity of ϕ
i
ω0
there exists ǫ24 <
r
5
such that |ϕiω0(x)−ϕiω0(y)| ≤
ǫ12r
2
100
for all x ∈ B 9r
5
(xi) such that |x− y| ≤ ǫ24.
As in [Che19], we take δ < ǫ24ǫ12
100(1+| cot(θ0)|) and let ϕ
i
δ be the smoothing of ϕ
i
ω0
−2ǫ12ϕiχ+ϕ4,
and let ϕi25 = ϕ
i
δ − ϕiω0 + ǫ12ϕiχ, then we know that ω0 +
√−1∂∂¯ϕi25 ∈ Γχ,θ0,Θ0 on B 9r
5
(xi).
We also know that ω0 − 3ǫ12χ+ ϕ4 − cot(θ0)χ is a positive current.
Similar to [Che19], we pick a small enough number
ǫ26 =
ǫ12r
2
100(
∫ 1
0
log(1
t
)Vol(∂B1(0))t2n−1ρ(t)dt+ log 2 + 3
2n−1
22n−3
log 2)
,
where ρ is function in Definition 3.1. Then we consider the set Y where the Lelong number
of ϕ4 is at least ǫ26. By Siu’s work [Siu74], Y is a subvariety.
If we can find a smooth function ϕ27 near Y such that ω0 +
√−1∂∂¯ϕ27 ∈ Γχ,θ0,Θ0 , then
using the methods in [Che19], as long as δ is small enough, the regularized maximum of
ϕ27 + 3ǫ26 log δ with ϕ
i
25 provides the required smooth function ϕ23 on M .
Therefore, we only need to find ϕ27. By Hironaka’s desingularization theorem, there exists
a blow-up M˜ of M obtained by a sequence of blow-ups with smooth centers such that the
proper transform Y˜ of Y is smooth. Without loss of generality, assume that we only need
to blow up once because otherwise we just repeat the process. Let π be the projection from
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M˜ to M . Let E be the exceptional divisor. Let s be the defining section of E. Let h be any
smooth metric on the line bundle [E], then
√−1
2π
∂∂¯ log |s|2h = [E]+ω28 by the Poincare´-Lelong
equation. Then there exists a constant C29 such that the ω30 = ω28 + C29π
∗χ > 0.
Let ω2,0 be ωt,0 when t = 2 and ω1,0 be ωt,0 when t = 1. Then there exists a constant
ǫ31 > 0 such that ω2,0 − ω1,0 ≥ ǫ31χ. There exists a smooth function ϕ32 on M such that
ω1,0 +
√−1∂∂¯ϕ32 ∈ Γχ,θ0,Θ0 on M . It implies that∫
V
(Re(ωt,0 − ǫ31χ+
√−1χ)p − cot(θ0)Im(ωt,0 − ǫ31χ+
√−1χ)p)
≥
∫
V
(Re(ω1,0 +
√−1χ)p − cot(θ0)Im(ω1,0 +
√−1χ)p) ≥ (n− p)ǫ1
∫
V
χp.
for all t ≥ 2 and all p-dimensional subvariety V of M . By choosing ǫ31 small enough, using
the fact that ωt,0 is bounded with respect to χ for all t ∈ [0, 2], we can also assume that∫
V
(Re(ωt,0 − ǫ31χ+
√−1χ)p − cot(θ0)Im(ωt,0 − ǫ31χ +
√−1χ)p) ≥ (n− p)ǫ1
2
∫
V
χp.
for all t ≥ 0 and all p-dimensional subvariety V of M .
Now we want to find constants 0 < ǫ33 < 1 and C34 independent of t and consider the
Ka¨hler form π∗χ + ǫ33ω30 on M˜ and the test family
π∗ωt,0 − ǫ31π∗χ+ (t+ C34)ǫ33ω30
on M˜ . We know that π(E) is smooth. So by induction hypothesis, as in [Che19], we
can find a smooth function ϕ35 on M such ω35 = ω0 +
√−1∂∂¯ϕ35 satisfies ω35 ∈ Γχ,θ0,Θ0
on a neighborhood U36 of π(E). By shrinking U36 and replacing ǫ31 if necessary, we can
assume that there exists a constant ǫ37 > 0 such that ω35 − ǫ31χ ∈ Γχ,θ0−ǫ37,Θ0 on U36. By
compactness, there exists a constant ǫ38 > 0 such that ω1,0+
√−1∂∂¯ϕ32 ∈ Γχ,θ0−ǫ38,Θ0 on M .
Then we required that C34 > cot(
ǫ37
n
) and C34 > cot(
ǫ38
n
). By Lemma 8.2 of [CJY15],
when t ≥ 2,
Im(e−
√−1θ0(π∗ωt,32 + (t+ C34)ǫ33ω30 +
√−1(π∗χ+ ǫ33ω30))q)
−Im(e−
√−1θ0(π∗ωt,32 +
√−1π∗χ)q)
=Im(e−
√−1θ0
q−1∑
k=0
q!
k!(q − k)!(π
∗ωt,32 +
√−1π∗χ)k ∧ ((t+ C34 +
√−1)ǫ33ω30)q−k)
≤Im(e−
√−1θ0(t+ C34 +
√−1)qǫq33ωq30),
where ωt,32 = ωt,0 − ǫ31χ+
√−1∂∂¯ϕ32. So∫
V
Im(e−
√−1θ0(π∗ωt,0 − ǫ31π∗χ+ (t+ C34)ǫ33ω30 +
√−1(π∗χ+ ǫ33ω30))q)
≤
∫
V
Im(e−
√−1θ0(π∗ωt,0 − ǫ31π∗χ+
√−1π∗χ)q) +
∫
V
Im(e−
√−1θ0(t+ C34 +
√−1)qǫq33ωq30)
≤− sin(θ0)(n− q)ǫ1
2
∫
V
π∗χq + Im(e−
√−1θ0(t+ C34 +
√−1)q)
∫
V
(ǫ33ω30)
q
≤− ǫ39
∫
V
(π∗χ+ ǫ33ω30)q,
SUPERCRITICAL DEFORMED HERMITIAN-YANG-MILLS EQUATION 21
for any q-dimensional subvariety V of M˜ and a constant ǫ39 independent of t and V .
On the other hands, for t ∈ [0, 2], we get a similar estimate within U36. As for the
set M˜ \ π−1(U36), we know that all the forms π∗ω35, π∗χ, ω28 are all bounded using the
norm defined by π∗χ+ ǫ33ω30 and moreover, π∗χ is also bounded below by positive constant
multiple of π∗χ + ǫ33ω30. So if ǫ33 is small enough, then the Ka¨hler form π∗χ + ǫ33ω30 and
the test family π∗ωt,0− ǫ31π∗χ+(t+C34)ǫ33ω30 on M˜ satisfies the assumption of Proposition
1.4. Since E is smooth there, by induction hypothesis and the arguments in [Che19], there
exists a smooth function ϕ40 on M˜ such that
π∗ω0 − ǫ31π∗χ+ C34ǫ33ω30 +
√−1∂∂¯ϕ40 ∈ Γπ∗χ+ǫ33ω30,θ0,Θ0
on a neighborhood U41 of π
−1(Y ). By a similar argument as in the proof of Lemma 3.5, it
implies that
π∗ω0 − ǫ31π∗χ+ (C34 − cot(θ0))ǫ33ω30 +
√−1∂∂¯ϕ40 ∈ Γπ∗χ,θ0,Θ0
on U41 \ π−1(E). So by choosing (C34 − cot(θ0))ǫ33C29 < ǫ31, we see that
π∗ω0 +
√−1∂∂¯(ϕ40 + (C34 − cot(θ0))ǫ33
√−1
2π
log |s|2h) ∈ Γπ∗χ,θ0,Θ0
on U41 \ π−1(E). Finally, we choose a large enough constant C42 and define ϕ27 as the
regularized maximum of π∗(ϕ40 + (C34 − cot(θ0))ǫ33
√−1
2π
log |s|2h) with ϕ35 − C42.
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