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We show that carbon nanotubes (CNT) can be driven through a topological phase transition using
either strain or a magnetic field. This can naturally lead to Jackiw-Rebbi soliton states carrying
fractionalized charges, similar to those found in a domain wall in the Su-Schrieffer-Heeger model, in
a setup with a spatially inhomogeneous strain and an axial field. Two types of fractionalized states
can be formed at the interface between regions with different strain: a spin-charge separated state
with integer charge and spin zero (or zero charge and spin ±~/2), and a state with charge ±e/2 and
spin ±~/4. The latter state requires spin-orbit coupling in the CNT. We show that in our setup,
the precise quantization of the fractionalized interface charges is a consequence of the symmetry of
the CNT under a combination of a spatial rotation by pi and time reversal.
Introduction.– Charge fractionalization is one of the
most fascinating manifestation of emergent behavior in
condensed matter physics. This phenomenon results
from a subtle interplay of quantum many-body physics
and topology. Although fractional charges were theo-
retically predicted to arise in different settings, only a
handful of confirmed experimental realizations exist, the
most prominent being fractional charges in quantum Hall
states [1–4].
The earliest theoretical prediction of charge fraction-
alization was given by Jackiw and Rebbi [5] in the con-
text of relativistic field theory. They showed that a one-
dimensional (1D) Dirac equation with a spatially vary-
ing mass has a zero-energy eigenstate whenever the mass
changes sign. This is a “half fermion” state, which carries
a fermion charge of e/2 relative to the background filled
Dirac sea. The solid state equivalent was suggested by
Su, Schrieffer and Heeger (SSH) [6, 7] who, motivated by
the structure of polyacetylene, considered a 1D dimerized
chain of electrons (see also Refs. [8, 9]). In their model,
a Jakiw-Rebbi soliton carrying sharply defined fraction-
alized quantum numbers [10] emerges at a domain wall
between the two dimerization states. The Jakiw-Rebbi
soliton state plays also an important role in the the-
ory of topological insulators [11, 12]. Jakiw-Rebbi zero
modes, and the geometric Zak phase [13] of the underly-
ing Bloch wavefunctions, were observed in photonic and
cold atomic systems [14–16]. However, a direct observa-
tion of a Jackiw-Rebbi soliton state and its associated
fractional charge in solid state systems is still lacking.
In this work, we propose a simple, robust experiment
for realizing Jackiw-Rebbi fractionally charged states in
carbon nanotubes (CNT). The suggested experimental
setup (Fig. 1a) consists of a metallic CNT suspended be-
tween two contacts and touching a wedge-shaped pillar
near its middle. In a metallic CNT the quantization of
the perpendicular momentum is such that the line of al-
FIG. 1. a) The proposed system. A suspended CNT is placed
on a wedge-shaped pillar, causing the strain of the CNT at
the left side(red) to be different then at the right side(blue).
An axial magnetic field is applied. At a certain range of field,
a Jackiw-Rebbi soliton state with a fractionalized charge is
formed in the middle region. b) The energy dispersion of the
CNT can be understood as a 1D cut through the dispersion
of the honeycomb lattice. The position of the cut depends
on strain and magnetic field. Thus, as the field is varied, one
of the CNT sub-bands may cross through the Dirac point,
changing the sign of its mass term. c) Predicted charge in
the middle third of the CNT, as a function of magnetic field,
B, and chemical potential, µ. (See text for details of the
simulation.) In a range of fields and chemical potentials, the
charge is ±e/2; at higher fields, a spin-charge separated state
with charge ±e and spin zero is formed.
lowed momenta cuts through the Dirac point, leading to a
1D Dirac electronic dispersion [17]. However, real CNTs
always have intrinsic tension that shifts the quantization
condition away from the Dirac point, opening a small gap
(∼ 1 − 100meV) [18, 19]. By applying a magnetic field
parallel to the CNT axis it is possible to shift the quan-
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2tization condition such that the gap closes and reopens
after crossing the Dirac point [20–22]. Since the strain on
both sides of the wedge is not necessarily equal, the gap
in these two regions generically closes at different fields.
Thus, there is a range of magnetic fields where the Dirac
masses in the two regions have an opposite sign (Fig. 1b).
We will show that in this range, a robust SSH-like soli-
ton state carrying a fractionalized charge emerges at the
interface.
Fig. 1c shows the predicted charge stability diagram
for the system, that carries fingerprints of the fraction-
ally charged soliton states. The colormap represents the
charge integrated over a spatial region around the wedge,
as a function of the axial magnetic field, B, and chemical
potential, µ. For µ near the middle of the semiconducting
gap of the CNT, three distinct regions of B are shown:
B < Bc↓, where the charge is zero (Bc↓ is the field of
the topological transition for spin ↓ electrons, see Eq. (3)
below); Bc↓ < B < Bc↑, where the charge is ±e/2; and
Bc↑ < B, where the system exhibits “spin-charge sepa-
ration:” the charge in this region is ±e, while the spin
of the soliton is zero. Bc↓ and Bc↑ are different due to
spin-orbit coupling in the CNT; this effect is crucial for
realizing the ±e/2 state.
As we will show below, the precise quantization of the
charge localized in the middle region of the CNT in units
of e/2 is a consequence of the symmetry of the CNT
under a rotation by pi followed by time reversal. This
symmetry is present in both chiral and non-chiral CNTs.
For a magnetic field in the range Bc↓ < B < Bc↑,
a precisely quantized fractional charge appears also at
the edge of the CNT (see [23]). In-gap edge states may
appear, as well [24, 25]. Our setup has the practical
advantage that the fractional charge is realized near the
middle of the CNT; the edges tend to be less clean and
well-controlled compared to the bulk. Moreover, in our
setup the soliton is far from any metallic contacts that
can bend the CNT’s bands due to the difference in work
function, masking the fractional charge.
Carbon nanotunbe model.–The low-energy effective
Hamiltonian of a CNT is given by h(k) = ~vF (ξσxkx +
σyky). Here, vF is the velocity of the Dirac point, σx, σy
are Pauli matrices acting in the sublattice (A-B) space,
and ξ = +1(−1) corresponds to the K ′ (K) valley, re-
spectively.
The CNT is specified by the chiral vector, c = n1a1 +
n2a2, denoted by c = (n1, n2), which connects two car-
bon atoms of the parent graphene sheet [26]. The per-
pendicular momentum to the tube is quantized due to its
finite diameter. In an ideal metallic CNT (n1−n2 ∈ 3Z),
the lines of allowed momenta cross the K, K ′ points. An
axial magnetic field B and curvature effects in CNTs shift
the allowed momenta lines away from K, K ′ [18, 27]. The
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FIG. 2. a,b) Quantization lines of the perpendicular mo-
mentum around the K point for a zigzag CNT, shown in
the honeycomb lattice Brillouin zone. The allowed values of
k⊥ depend on the strain δt on the flux φ, and on the spin
[see Eq. (1)]. The blue (red) lines correspond to x‖ < 0
(x‖ > 0), respectively. One of the quantized momenta can
sweep through the Dirac point in one spatial region of the
system (panel a) but not in the other (panel b). This results
in a Jackiw-Rebbi soliton state and a fractional charge at the
interface. c) Evolution of the spectrum as a function of axial
magnetic field. White regions correspond to a gap, while filled
regions represent the bulk spectrum. Solid (dashed) lines cor-
respond to the gaps of states at the K (K′) valley. The gap
closes, and the Dirac mass changes sign, at B = Bc↑,↓ for the
K valley bands with spin up and down, respectively.
low-energy Hamiltonian takes the form [19]:
h(k‖) = ~vF (ξσx
2piφ
|c|φ0 + σyk‖)
+ δtσx − (∆SOo σx + ∆SOz )ξSz. (1)
Here, φ = Ba2(|c|/2pi)2 is the flux through the cross
section of the CNT (where a is the lattice spacing), φ0 =
h/e is the flux quantum, k‖ is the momentum parallel to
the CNT, Sz is the spin along the CNT axis, ∆
SO
o ,∆
SO
z
are the strengths of the orbital and Zeeman-type spin-
orbit couplings, respectively [19], and the δt term is due
to strain along the axis of the CNT. The ∆SOo , ∆
SO
z , and
δt terms are induced by curvature [19, 28–31]. δt can be
modified by applying external strain to the CNT [27]. We
have neglected Zeeman coupling, which is smaller than
the terms in Eq. (1).
Soliton states and fractional charges.–We now consider
the system shown in Fig. 1a. Here, we focus on the case
3of a zigzag CNT with chiral vector (N, 0). Similar consid-
erations hold for other types of CNTs (see below). The
tensile strain of the CNT is spatially inhomogeneous, and
hence the δt term in Eq. (1) is x‖ dependent (where x‖ is
the coordinate along the CNT). The wedge is at x‖ = 0.
Across the wedge, δt varies; we assume for simplicity that
δt(x‖) is piecewise constant, and denote the values of δt
at x‖ < 0 (x‖ > 0) by δt− (δt+), respectively.
Under these assumptions, the low-energy effective
Hamiltonian is written as
H =
∫
dx‖
[
m(ξ, Sz, x‖)σx + ~vFσy
(
−i ∂
∂x‖
)]
,
+ ∆SOz ξSz, (2)
where m(ξ, Sz, x‖) = ~vF 2piφ|c|φ0 ξ − ∆SOo ξSz + δt(x‖).
Eq. (2) is equivalent to the Jackiw-Rebbi problem [5].
For φ = 0, m is generically non-zero for both valleys,
ξ = ±1, and in either side of the wedge. As the magnetic
field increases, there is a sequence of topological phase
transitions where m goes through zero. For a certain
range of magnetic field, the masses in the two spatial re-
gion have an opposite sign for either one or both spin
flavors (See Fig. 2a,b). Whenever the mass of one of
the spin/valley bands has an opposite sign in the two re-
gions, there is a localized state at the interface with an
associated charge of ± e2 [5].
Fig. 2c shows the evolution of the spectrum as a func-
tion of magnetic field. Here, we have assumed that
δt− > δt+ > ∆SOo > ∆
SO
z > 0. Then, the first two gap
closing points occur for the spin up and down bands of
valley K at x‖ > 0. The corresponding critical magnetic
fields for spin Sz =↑, ↓ are given by
Bc,Sz =
2piφ0
|c|~vF (δt+ + ∆
SO
o Sz). (3)
For Bc↓ < B < Bc↑, there is a single Jackiw-Rebbi soli-
ton state localized around the interface. The localization
length of this state is ` ∼ vF /m(x‖), where m(x‖) is
the mass corresponding to valley K and spin ↓ at either
x‖ > 0 or x‖ < 0. Note that there is a different de-
cay length to the left and to the right of the wedge. If
the chemical potential is in the bulk gap, there is a well-
defined charge of ±e/2 distributed around the interface.
The existence of a gap in the spectrum forBc↓ < B < Bc↑
requires that ∆SOo > ∆
SO
z . The ratio of ∆
SO
o and ∆
SO
z
depends on the chiral vector of the CNT (see below).
For B > Bc↑, but still below the field in which the first
topological phase transition occurs at x‖ > 0, there are
two soliton states bound to the interface, one for each
spin. The charge at the interface can be either −e, 0, or
e, depending on the chemical potential. Just as in the
SSH chain [32], the state of the interface exhibits “spin-
charge separation:” the charge ±e state has spin zero,
while the zero charge state has spin ±~2 . In the latter
state, the spin degeneracy is lifted by the ∆SOz term.
The equivalence of our system to the SSH model can
be understood at the microscopic level; see [23].
Fractional charge from geometric phases.–The pres-
ence of a fractional charge at the domain wall can be
understood as a consequence of a topological invariant:
the Zak phase [13]. The Zak phase is related to the charge
polarization density. Upon changing δt from δt− to δt+,
the total change in the polarization, ∆P , is [33]:
∆P =
e
2pi
∑
n∈occ.
∫ δt+
δt−
d(δt)
∫
dk‖ Im〈∂k‖u(n)k‖,δt|∂δtu
(n)
k‖,δt
〉.
(4)
Here, the k‖ integral is over the first Brillouin zone (BZ),
|u(n)k‖,δt〉 is the Bloch wavefunction in band n, and the
summation is over the occupied bands.
We can replace Eq. (4) by a 2D integral over the Berry
curvature, F(k) in the BZ of the honeycomb lattice, with
(kx, ky) replaced with (k‖, k⊥), where k⊥ = δt~vF − ξ
2piφ
|c|φ0
[see Eq. (1)]. F(k) is non-zero only at the Dirac points:
F(k) = piδ(k−K)− piδ(k−K′). Therefore, ∆P is non-
zero if during the change of δt, the dispersion of the
CNT crosses one or more Dirac points. In this case,
the change in polarization density is e/2 per Dirac point
crossed. The change in the bound charge at the interface
is ∆q =
∫ x2
x1
dx∂∆P∂x = ∆P (x2) − ∆P (x1). Hence, it is
also quantized in units of e/2.
The precise quantization of the polarization us due to a
spatial symmetry of the CNT. A CNT with an axial mag-
netic field is invariant under a rotation by 180◦ around
an axis perpendicular to the CNT axis, followed by a
time reversal operation [23]. We denote this symmetry
operation by Rpi. Under Rpi, P → −P ; however, since P
in a crystal is only defined modulo e, P mod e = −P
mod e. Hence, the possible distinct values for P are ei-
ther 0 or e/2, and the charge at the interface is quantized
in units of e/2. If the interface charge is e/2, an extra
charge of e/2 appears at the end of the CNT.
Note that the system is symmetric under Rpi for any
chiral vector. In armchair CNTs, however, both Dirac
points are always crossed together, and therefore the
charge at the interface is an integer multiple of e.
In the above discussion, we have assumed that there
is no term in the Hamiltonian that breaks the symmetry
between the A and B sublattices [a σz term in Eq. (1)].
If such a term exists, then the Rpi operation is not a
symmetry. Then, the charge at the interface can take
any value [34]. Such a term may arise in CNTs if the A-
B symmetry is spontaneously broken due to many-body
interactions [21, 35, 36].
Finally, we note that the e/2 interface charge is robust
in the presence of disorder, as long as the bulk remains
insulating and the symmetry underRpi is still maintained
on average.
Numerical simulations.–In order to demonstrate the
phenomena described above, we simulated a tight-
4(4,1)(5,2)(6,0)(6,3)(7,1)
(n1, n2)
0
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FIG. 3. Charge density vs. position along the CNT, x‖, for
a c = (6, 0) (zigzag) CNT [23]. The tight-binding parameters
used are t˜ = 3eV, δ˜t− = 14meV, δ˜t+ =84meV, ∆˜o =4meV,
∆˜z = 0.4meV, δ˜tnnn =30meV. For these parameters, ` =
~vF /∆˜o ∼ 0.2µm. Inset: the interface charge, ∆Q for CNTs
with different chiral vectors.
binding model of a CNT [23]. The model includes
nearest-neighbor and next-nearest-neighbor hopping [37],
as well as Zeeman and orbital-type spin-orbit coupling.
The effect of strain is modelled by increasing the hop-
ping on each bond by δ˜t cos2(α), where α is the angle
between the direction of the bond and the chiral vector,
c. δ˜t is taken to have the following spatial dependence:
δ˜t(x||) = δ˜t− + (δ˜t+ − δ˜t−)/(1 + ex||/d), Where L is the
CNT length. We used d = 10a, where a is the lattice
spacing [38].
Fig. 1c shows the excess charge in the interface re-
gion, as a function of magnetic field and chemical po-
tential, µ. The excess charge is summed over a region of
length L3 centered around the interface. For the given pa-
rameters this length corresponds to about 6`(B = B0),
where `(B) = ~vF /Egap(B) is the length scale associ-
ated with the gap Egap(B) between the conduction and
valence bands at x‖ > 0. The field B0 was tuned such
that Bc↓ < B0 < Bc↑. In this simulation, we set ∆˜SOz = 0
for clarity; it is included in the following.
In Fig. 3 we show the excess charge density as a func-
tion of position, for a magnetic field Bc↓ < B0 < Bc↑, in
a (6, 0) zigzag CNT. Near the interface, there is a charge
of e/2, localized over a region whose length is of the or-
der of `(B = B0); another charge of e/2 is localized near
the right end of the CNT. The inset shows the interface
charge for CNTs with different chiral vectors; the charge
is always e/2, independent of the chiral vector.
Discussion.–We now discuss considerations for an ex-
perimental realization of our proposed setup. Refs. [20,
39–41] demonstrated that it is possible to close and re-
open semiconducting gap in metallic CNTs using mag-
netic fields of a few Tesla. Realizing an interface charge
of e/2 requires to drive only one spin species through the
topological transition. In this case, the maximum gap is
determined by the strength of the spin-orbit coupling in
the CNT, which has been estimated to be of the order of
∆SOo,z ∼ 0.08 − 1.7meV [20, 40–42]. Using vF ≈ 106 m/s,
we get that the interface charge is localized in a region of
length ` ∼ ~vF /∆SOo ∼ 0.35 − 7.5µm. Thus, our pro-
posal requires a CNT whose length is a few microns.
The possibility of fabricating long, pristine CNTs, and
detection of localized charges, have been demonstrated
in Refs. [43, 44].
To estimate the strain-induced gap in the CNT, we
note that the tension at the contact with the wedge is
expected to be ∼ 10nN [45]. Using the Young modulus
of CNT, 0.1−1TPa [46], and the derivative of the energy
gap with respect to strain, 100meV0.01 [18], the difference
in the gap between the two regions is of the order of
δt+ − δt− ∼ 1− 10meV.
The existence of an interface charge of e/2 depends on
the type of spin-orbit coupling in the CNT. Keeping the
system insulating in the range of magnetic field where
only one spin species has an inverted mass requires that
the orbital-type spin orbit coupling, ∆SOo , is larger in
magnitude than the Zeeman type term, ∆SOz . Theoreti-
cal considerations suggest that ∆SOz ∼ cos(3θ), where θ
is the chiral angle of the CNT [47], while ∆SOo does not
dependent on θ [30]. In particular, ∆SOz vanishes for an
armchair CNT. Thus, the optimal chiral angle for realiz-
ing a charge of e/2 is close to θ = pi/6. This way, ∆SOz
is small, while the K and K ′ points are still crossed at
different magnetic fields.
An important practical challenge in observing the soli-
ton state in our proposed setup is the need to maintain
the chemical potential in the gap throughout the CNT.
This can be done by using an array of metallic gates [43].
If the wedge is made of a metal covered by an oxide in-
sulting barrier, it can be used as an additional gate that
can tune the JR state to the Fermi level [23].
Finally, we comment on the effect of Coulomb interac-
tions. As long as the interactions are not strong enough
to drive the system through a phase transition, the value
of the interface charge is fixed to an integer multiple of
e/2. The length scale ` over which the localized charge
decays becomes longer in the presence of interactions.
However, a rough estimate shows that this effect is small
for realistic interaction strengths [23]. In the presence
of interactions, the induced charge density decays away
from the wedge as ρi ' `−1(x||/`)−3 [23], rather than
exponentially.
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I. TIGHT BINDING HAMILTONIAN
A. Setup of the model
Here, we describe the tight-binding Hamiltonian used in
our numerical simulations. In the following, we denote the
tight binding model parameters with an upper tilde symbol,
to distinguish them from the corresponding parameters of the
low energy effective Hamiltonian [Eq. (1-2) in the main text].
The Hamiltonian is written as
H = H0 +HAnis +HSO. (S1)
H0 includes nearest-neighbour and next-nearest-neighbour
hopping matrix elements:
H0 = −
∑
ij
tijc
†
i cj + h.c., (S2)
where tij = t˜eiAij for nearest neighbor sites, tij = t˜nnneiAij
for next-nearest neighbors, and tij = 0 otherwise. Aij =
2piφ
φ0
(ri−rj)·c
|c|2 (where c is the chiral vector, and ri is the po-
sition of site i on the two-dimensional plane formed by open-
ing the CNT and flattening it). This phase factor to a flux φ
threaded through the CNT. c†i creates an electron on size i of
the lattice.
HAnis describes the hopping anisotropy introduced by
strain:
HAnis = −
∑
〈i,j〉
δtijc
†
i cj + h.c. (S3)
The anisotropic part of the hopping, δtij , depends on the di-
rection of the bond between the sites i, j relative to the CNT
axis. It is given by:
δtij = δ˜t
(
(ri − rj) · c
|ri − rj ||c|
)2
. (S4)
Here, δ˜t is proportional to the strain along the CNT axis. The
anisotropy term was taken to be non-zero for nearest-neighbor
sites only.
The Zeeman and orbital-type spin orbit coupling terms are
included in HSO, which is given by
HSO =
∑
〈i,j〉
i∆SOo,ijc
†
iSzcj +
∑
〈〈i,j〉〉
i∆SOz,ijc
†
iSzcj + h.c. (S5)
aixiy aix+1iy
bixiybix 1iy
bixiy 1 bix+1iy 1
t?ei'
tk
xk
x?
FIG. S1. Site labelling in a zigzag CNT. The t⊥ hopping amplitudes
have a phase ϕ = piφ/Nφ0, where φ is the flux through the CNT. t||
and t⊥ are defined in Eq. (S11).
Here, Sz is the spin component along the CNT axis. 〈·〉 and
〈〈·〉〉 represent a summation over nearest- and second-nearest
neighbor sites, respectively. The nearest-neighbor term leads
to the ∆SOo term in the low-energy theory [see Eq. (2) of the
main text], while the next-nearest neighbor term leads to the
∆SOz term. The amplitudes for these couplings depends on
the bond direction as:
∆SOz/o,ij = ∆˜
SO
z/o
(
(ri − rj) · c
|ri − rj ||c|
)2
sign[(ri − rj) · c]. (S6)
The tight-binding model parameters are related to those of
the effective low-energy Hamiltonian [Eq. (1) in the main
text]. The relation can be derived by expanding the tight-
binding Hamiltonian in momentum space around the K and
K ′ points. We quote the result below:
δt =
3
4
cos(3θ)δ˜t, (S7)
∆o =
1
4
(3
√
3 cos(θ)− 4 sin(θ)3)∆˜o, (S8)
∆z =
√
3
2
cos(3θ)∆˜z. (S9)
B. Relation to the SSH model
We now specialize to the case of a zigzag CNT, and show
that the Hamiltonian is directly related to the SSH model of a
dimerized chain. The dimerization is determined by the hop-
ping anisotropy δt and by the magnetic field. Let us consider a
tight-binding model (S1) of a zigzag CNT with a chiral vector
(N, 0). For simplicity, we focus on one spin species only, and
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2neglect the spin-orbit coupling and the next-nearest neighbor
hopping. We label the sites of the zigzag CNT as shown in
Fig. S1, and denote the creation operators on the A, B sublat-
tices by aixiy and bixiy , respectively, where (ix, iy) label the
unit cells. The Hamiltonian is of the form:
H = −
∑
ix,iy
t‖b
†
ixiy
aixiy+1 + h.c. (S10)
−
∑
ix,iy
t⊥e−iϕ(a
†
ixiy
bixiy + b
†
ixiy
aix+1iy ) + h.c.
= −
∑
k⊥,iy
(
t‖b
†
k⊥iyak⊥iy+1 + tk⊥(φ)a
†
k⊥iybk⊥iy
)
+ h.c.
Here, ϕ ≡ piφNφ0 . In the third line, we have Fourier transformed
perpendicular to the CNT axis, and introduced tk⊥(φ) ≡
2t⊥ cos
(
k⊥(φ)
2
)
. The tunneling matrix elements parallel and
perpendicular to the CNT are given by t‖ = t + δt and
t⊥ = t + δt4 , respectively [see (Eq. S4)]. The perpendicular
momentum is quantized according to k⊥(φ) = 2piN (n +
φ
φ0
)
where n ∈ {0, ..N − 1}. The problem is equivalent to a set
ofN decoupled 1D Hamiltonians, labelled by k⊥, where each
Hamiltonian describes a 1D dimerized chain, similar to the
SSH-model.
If the hopping of the dimerized chain varies spatially, such
that sign[t‖ − tk⊥(φ)] changes between two regions, a Jakiw-
Rebbi soliton carrying a charge±e/2 emerges at the boundary
between the regions. By applying a spatially varying strain,
one can drive such a change. To see this, we assume that N =
3m where m is an integer (corresponding to a metallic CNT).
Then, to leading order in δt and φ, the sign of the dimerization
of the two sub-bands with transverse momentum closest to the
Dirac points, corresponding to ±K⊥ = ± 2pimN , is given by
t‖ − t±K⊥(φ) ≈
3
4
δt±
√
3piφ
Nφ0
t. (S11)
Thus, changing δt spatially can change the sign of the dimer-
ization of one of the sub-band at k⊥ = ±K⊥, driving it
through a topological transition, while all the other sub-bands
remain gapped.
II. Rpi SYMMETRY OF CNT
Any CNT (both chiral or a-chiral) is symmetric under a
180◦ rotation around a perpendicular direction to the CNT
axis that passes through a center of a hexagon or through the
center of a bond. This can be most easily seen by noting that
the inversion operation for the two-dimensional honeycomb
lattice is equivalent to a 180◦ rotation in the case of a CNT.
In the honeycomb lattice, inversion applies the transformation
x → −x, y → −y, while for a CNT, a 180◦ rotation applies
the transformation x‖ → −x‖, x⊥ → −x⊥ (see Fig. S2).
Both transformations interchange the A and B sublattices.
In the presence of an axial magnetic field through the CNT,
a 180◦ rotation also changes B → −B. The system is sym-
metric under a 180◦ rotation followed by time reversal. This
operation is denoted byRpi in the main text.
x
x⟂
x
x⟂
FIG. S2. c = (4, 1) chiral CNT. The black rectangle marks the unit
cell. The CNT is invariant under the Rpi operation, which amounts
to a pi rotation around the center of a hexagon. This operation inter-
changes the A and B sub-lattices (red and blue disks, respectively).
III. FRACTIONAL CHARGE AT THE EDGES
We have shown that in our system, a domain wall between
spatial regions with different strain can carry a Jackiw-Rebbi
soliton with a fractional charge. It is natural to ask whether
a another fractional charge can also appear at the edge. One
would natively expect this to be the case, since overall, the
total charge of an isolated CNT must be an integer multiple of
e. Moreover, one can consider a setup in which the strain of
the CNT is spatially uniform, and ask whether a well-defined
fractional charge can appear at the edges.
The existence of edge charges is subtle, however, since it
may depend on details of the edge. Consider, for example, a
dimerized SSH chain. In this case, an edge state carrying a
charge of e/2 may or may not appear at the edge, depending
on how the chain is terminated. One can eliminate the edge
state, as well as its associated charge, by adding a single site
to the chain. This may seem surprising, since the charge at
the edge is related to the bulk polarization; however, the lat-
ter quantity quantity depends on the definition of the unit cell.
In the SSH chain, the bulk polarization can either be 0 or e/2
(and, correspondingly, the Zak phase can be either 0 or pi), de-
pending on how the unit cell is defined. Thus, the appearance
of a fractional charge at an edge of a spinless SSH chain, and
by analogy in our proposed system, is in general not a robust
bulk property.
However, if the magnetic field is tuned such that a single
spin species crosses the topological transition, while the other
remains in the trivial phase (which is possible thanks to the
presence of spin-orbit coupling), then the e/2 edge charge is
robust, and is completely independent of the structure of the
edge. In order to understand this, let us consider the case of
two SSH chains (which represents the two spin flavors). If
the two SSH chains are in different topological phases (i.e.,
the dimerization of the hopping has an opposite sign in the
two chains), then at the edge, one of the two SSH chains nec-
essarily has an edge state carrying an e/2 charge, while the
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FIG. S3. (a) The total charge(ρi + ρe) and external charge(ρe), ver-
sus real space distance scaled by `, z/`. The calculation was done
by using α = e2/~vF = 3, rc = 0.001,` = 1.(b) Log-Log plot
of the induced charge versus real space distance scaled by `, z/`,
and linear fit to the tail of the function. The linear fit is of the form
ln (ρi) = −a1 ln (z) + a0. The values extracted from the fit are
a1 = 3.006, a0 = −7.73. The decay character decays with a power
law of 3.
charge at the end of the other chain must be an integer times
e. This is independent of the particular edge termination. The
appearance of an e/2 charge follows from the fact that the
bulk polarization is e/2, independently of how the unit cell is
defined.
In contrast, in the situation where both spin flavors have the
same polarization, a spin-charge separated state may either
appear at the edge or not, depending on the way the system is
terminated. At a domain wall between the two states with an
opposite dimerization, a spin-charge separated state appears
independently of details.
IV. EFFECT OF COULOMB INTERACTIONS
In the main text, we have shown that the existence of the
e/2 charge is protected by the Rpi symmetry. As long as
the Coulomb interaction does not drive the system through
a phase transition, theRpi symmetry is still present. Thus, the
value of the interface charge is fixed to an integer multiple of
e/2 even in the presence of interactions. However, as we now
discuss, the charge distribution around the interface depends
on the interactions.
We consider a massive 1D Dirac Hamiltonian:
H =
∫
dk (~vF kσx +mσy) . (S12)
The charge susceptibility as a function of the wavevector q can
be expressed as:
χ(q, ω) = −
∫
dk
2pi
dω
2pi
Tr [G(k, ω)G(k + q, ω)] , (S13)
where the Matsubara Green’s function is given by G(k, ω) =
(iω − ~vFσx −mσy)−1. The ω integral can be performed to
give
χ(q) =
`
4pi~vF
∫
dk
|1− ei(tan−1 1`k+`q−tan−1 1`k )|2√
(`k)2 + 1 +
√
(`k + `q)2 + 1
,
(S14)
where ` = ~vF /m. We add an external test charge repre-
senting the interface e/2 charge between the two topologi-
cal phases. In the absence of interactions, the distribution of
the interface charge is given by ρe(x) = 14`e
−|x|/`. We now
compute the correction to this distribution in the presence of
Coulomb interactions. The effective Coulomb potential as a
function of separation, v(x), is the electrostatic interaction be-
tween two rings of charge. We model it by the function:
v(x) = e2
[
1√
x2 + r2c
− e
−|x|/rc
rc
log(|x|/rc)
]
, (S15)
where rc is of the order of the CNT radius (i.e., rc  `). At
small distances, v(x  rc) ∼ − log(|x|/rc)), while at large
distances v(x  rc) ∼ 1/x, which is the expected asymp-
totics of the Coulomb interaction between rings.
Treating the problem within the random phase approxi-
mation (RPA), and assuming that linear response holds, the
Fourier transform of the induced charge, ρi(q), satisfies:
ρi(q) = − v(q)χ(q)
1 + v(q)χ(q)
ρe(q) (S16)
By taking the inverse Fourier transform we can evaluate the
form of the total charge ρ(x) = F−1[ρe(q) + ρe(q)](x). The
total charge as a function of position, calculated numerically
using Eqs. (S14,S16) with realistic parameters, is shown in
Fig. S3a. We find the Coulomb interactions make the charge
distribution broader, due to the induced screening charges in
the CNT. However, as seen in the figure, this effect is found to
be quantitatively small.
The long-distance behavior of the distribution is qualita-
tively modified in the presence of interactions. We can ex-
tract this behavior by examining Eq. (S16) at small q. We find
that ρi(q → 0) ∝ −α(`q)2 log(|q|)ρe(0), with α = e2/~vF .
This leads to ρi(x → ∞) ∝ α`−1(x/`)−3. This behavior is
verified in Fig. S3b.
V. MAINTAINING THE CHEMICAL POTENTIAL IN THE
GAP OF THE CNT
A major challenge in realizing the proposed setup experi-
mentally is the need to maintain the chemical potential within
the topological gap throughout the CNT. To achieve that, the
chemical potential needs to be controlled with high precision,
both around the wedge and in the bulk of the CNT. Here, we
briefly discuss a possible design of an experimental setup that
can achieve this.
The potential landscape can be controlled by using an array
of metallic gates underneath the nanotube. A similar setup has
been used, for example, in Ref. [1]. Controlling the voltage of
each gate individually allows to “flatten” the potential along
the nanotube.
The wedge at the middle of the nanotube is expected to
act as an electrostatic perturbation, distorting the electric field
lines around it. This is due to the fact that the wedge’s dielec-
tric constant is different from that of its surrounding. More-
over, the work function of the wedge is different from that of
4Band	gap
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FIG. S4. a) Energy diagram for the two bands of the nanotube as
a function of position, in a setup where the potential of the wedge
is uncontrolled. In the bulk of the nanotube, the chemical potential
is within the gap. However, the wedge distorts the potential around
it, pushing the Jackiw-Rebbi soliton down in energy into the valence
band, where it can mix with bulk states. b) If the wedge is metallic
(but electrically insulated from the nanotube by a thin oxide layer),
it can be voltage biased with respect to the nanotube, bringing the
JR soliton state back into the energy gap. c) Schematic design of the
proposed system. In addition to the metallic gates used to flatten the
potential landscape in the nanotube, the wedge (made of aluminum
covered by a thin oxide layer) is used as an additional gate, bringing
the JR state near the middle of the gap.
the nanotube, bending the bands of the nanotube near it and
causing charge to transfer from the wedge to the nanotube.
As a result, the potential near the wedge can be very different
from the that of the bulk of the nanotube, and the Jackiw-
Rebbi state bound to the soliton could sink below the gap or
rise above it - see Fig. S4a. In that case, the JR bound state
mixes with the bulk states at the same energy, making it dif-
ficult to observe. [Note that the charge bound to the wedge
region is still (n + 1/2)e, regardless of the potential near the
wedge, as long as the chemical potential is within the gap in a
sufficiently large region away from the wedge.]
In order to be able to tune the Jackiw-Rebbi state back to the
Fermi level and to tune the interface charge to precisely e/2,
the wedge itself can be made from a metal that can be volt-
age biased relative to the nanotube, covered by a thin oxide
that insulates it from the nanotube. Such a setup is illustrated
in Fig. S4c: the wedge is made of aluminum, covered by a
thin layer of aluminum oxide. As explained above, an array
of metallic gates is used to flatten the potential along the nan-
otube, while the voltage of the wedge is tuned such that the
Jackiw-Rebbi state is near the middle of the bulk band gap (as
illustrated in Fig. S4b). This setup allows for enough control
to pin the Fermi energy to the gap throughout the device.
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