I. INTRODUCTION
The virtually unlimited bandwidth of optical fiber has caused a tremendous increase in data transmission speed over the past decade and, hence, stimulated high-demand multimedia services such as distance learning and videoconferencing, which undoubtedly will be part of our lives in the new century. The Internet, with its robust and reliable IP, is widely considered the most reachable platform for next generation information infrastructure. Current broadband access technologies, such as digital subscriber lines (DSL) and cable television (CATV), are providing affordable broadband connection solutions to the Internet from home. Furthermore, with gigabit Ethernet access over dark fiber to the enterprise on its way, the access speeds are expected to largely increase. It is clear that the deployment of these broadband access technologies will result in a high demand for large Internet bandwidth.
To keep pace with the Internet traffic growth, researchers are continually exploring transmission and switching technologies. The advent of optical transmission technologies, such as dense wave division multiplexing (DWDM), optical add-drop multiplexers, ultralong-haul lasers, and optical amplifiers, have a large impact in lowering costs of digital transmission. For instance, 300 channels of 11.6 Gb/s can be wavelength-division multiplexed (WDM) on a single fiber and transmitted over 7000 km [1] . In addition, a 1296 1296 optical cross-connect (OXC) switching system using micro-electro-mechanical systems (MEMS) has been demonstrated with a total switching capacity of 2.07 petabit/s [2] .
As prices of optical transport and optical switching sharply decrease, some network designers believe that the future network will consist of many mid-size IP routers multiprotocol label switching (MPLS) switches at the network edge that are connected to OXCs, which are then interconnected by DWDM transmission equipment. The problem for this approach is that connections to the OXC are usually high bit rates, e.g., 10 Gb/s for now and 40 Gb/s in the near future. When the edge routers want to communicate with all other routers, they either need to have direct connections to those routers or connect through multiple logical hops (i.e., routed by other routers). The former case results in low link utilization while the latter results in larger latency. Therefore, some network designers believe it is better to build very large IP routers or MPLS switches at points of presence (POPs). They aggregate traffic from edge routers onto high-speed links that are then directly connected to other large routers at different POPs through DWDM transmission equipment. This approach achieves higher link utilization and fewer hops (thus lower latency). As a result, the need for an OXC is mainly for provisioning and restoring purposes but not for dynamic switching to achieve higher link utilization. Current router technologies available in the market cannot provide large switching capacities to satisfy current and future bandwidth demands. As a result, a number of mid-size core routers are interconnected with numerous links and use many expensive line cards that are used to carry intracluster traffic rather than revenue-generating users' or wide-areanetwork (WAN) traffic. Fig. 1 shows how a router cluster is replaced by a large-capacity scalable router, saving the cost of numerous line cards and links, and real estate. It provides a cost-effective solution that can satisfy Internet traffic growth without having to replace routers in two to three years. Furthermore, there are fewer individual routers that need to be configured and managed, resulting in a more efficient and reliable system.
The question is, can we cost-effectively build a very large IP router, with a capacity of a few petabit/s? Obviously, the complexity and cost of building a large-capacity router is much higher than building an OXC. This is because for packet switching there is a requirement to process packets (such as classification, table lookup, and packet header modification), store them, schedule them, and perform buffer management. As the line rate increases, the processing and scheduling times associated with each packet are proportionally reduced. Also, as the router capacity increases, the time for resolving output contention becomes more constrained. Memory and interconnection technologies are the most demanding when designing a large-capacity packet switch. The former very often becomes a bottleneck of a large-capacity packet switch while the latter significantly effects a system's power consumption and cost. As a result, designing a good switch architecture that is scalable to a very large capacity and is cost-effective remains a challenge today. Several design issues are discussed below.
• Memory speed. As optical and electronic devices operate at 10 Gb/s (OC-192) today, the technology and the demand for each optical channel operating at 40 Gb/s (OC-768) are emerging. The port speed to a switch fabric is usually twice that of the line speed. This is to overcome some performance degradation that otherwise arises due to imperfect arbitration for output port contention and the overhead used to carry routing, flow control, and Quality-of-Service (QoS) information in the packet/cell header. As a result, the aggregated I/O bandwidth of the memory at the switch port can be 120 Gb/s. Considering 40-byte packets, the cycle time of the buffer memory at each port is required to be less than 2.66 ns. This is still very challenging with today's memory technology, especially when the required memory size is very large and cannot be integrated into the application specific integrated circuit (ASIC), such as for the traffic manager or other switch interface chips. In addition, the pin count for the buffer memory can be several hundreds, limiting the number of external memories that can be attached to the ASIC. • Packet arbitration. An arbitrator is used to resolve output port contention among the input ports. Considering a 40-Gb/s switch port with 40-byte packets and a speedup of two, the arbitrator has only about 4 ns to resolve the contention. As the number of input ports increases, the time to resolve the contention reduces. Packet arbitration can be either implemented in a centralized way, where the interconnection between the arbitrator and all input line (or port) cards can be prohibitively complex and expensive. On the other hand, in a distributed way, the line cards and switch cards are involved in the arbitration. The latter may degrade throughput and delay performance due to lack of the availability of the state information of all inputs and outputs. As a result, a speedup is required in the switch fabric to improve performance.
• QoS control. Similar to the above packet arbitration problem, as the line (port) speed increases, the execution of policing/shaping at the input ports and packet scheduling and buffer management (discarding packet policies) at the output port (to meet each flow's or each class' QoS requirements) can be very difficult and challenging. The buffer size at each line card is usually required to hold up to 100 ms worth of packets. For a 40-Gb/s line, the buffer can be as large as 500 Mbytes, which can store hundreds of thousands of packets. Choosing a packet to depart or to discard within 4-8 ns is not trivial. In addition, the number of states that need to be maintained to do per-flow control can be prohibitively expensive. An alternative is to do class-based scheduling and buffer management, which is more sensible at the core network, because the number of flows and the link speed is too high. Several shaping and scheduling schemes require time stamping arriving packets and scheduling their departure based on the time stamp values. Choosing a packet with the smallest time stamp in 4-8 ns can cause a bottleneck.
• Optical interconnection. A large-capacity router usually needs multiple racks to house all the line cards, port cards (optional), switch fabric cards, and controller cards, such as route controller, management controller, and clock distribution cards. Each rack may accommodate 0.5-1 Tb/s capacity depending on the density of the line and switch fabric cards. It also needs to communicate with another rack (e.g., the switch fabric rack) with a bandwidth of, for example, 0.5-1.0 Tb/s in each direction. With today's vertical-cavity surfaceemitting laser (VCSEL) technology, an optical transceiver can transmit up to 300 m with 12 serializer/deserializer (SERDES) channels, each running at 2.5 or 3.125 Gb/s [3] . They have been widely used for backplane interconnections. However, the size and power consumption of these optical devices could limit the number of interconnections on each circuit board, resulting in more circuit boards and thus higher implementation costs. Furthermore, a large number of optical fibers is required to interconnect multiple racks. This increases installation costs and makes fiber reconfiguration and maintenance difficult. The layout of fiber needs to be carefully designed to reduce potential interruption caused by human error. Installing new fibers to scale the router's capacity can be mistake-prone and disrupt the existing service.
• Power consumption. As SERDES technology allows more than a hundred bidirectional channels, each operating at 2.5 or 3.125 Gb/s, on a CMOS chip [4] , [5] , its power dissipation can be as high as 20 W. With VCSEL technology, each bidirectional connection can consume 250 mW. If we assume that 1 Tb/s bandwidth is required for interconnection between the racks, it would need 400 optical bidirectional channels (each 2.5 Gb/s), resulting in a total of 1 000 W/rack for optical interconnections. Each rack may dissipate up to several thousand watts due to the heat dissipation limitation, which in turn limits the number of components that can be put on each card and limits the number of cards on each rack. The large power dissipation also increases the cost of air-conditioning the room. This paper is organized as follows. Section II presents a general router architecture and its building blocks. Section III discusses the architectures of the network processors (NPs). Section IV gives a survey of proposed algorithms for IP route lookup. 1 Section V presents several proposed algorithms for packet classification. Section VI presents different algorithms and architectures to implement a very large capacity switch. It also includes a survey of different switch architectures of commercial router and switch chip set vendors. Section VII gives the conclusions and points out some challenging issues for further research. interfaces send packet headers to the forwarding engines through the switch fabric. The forwarding engines, in turn, determine which outgoing interface the packet should be sent to. This information is sent back to the inbound interface, which forwards the packet to the outbound interface. The only task of a forwarding engine is to process packet headers. All other tasks such as participating in routing protocols, reserving resource, handling packets that need extra attention, and other administrative and maintenance operations, are handled by the RC and the MC. The multigigabit router implemented by BBN [6] is an example of this design.
The difference between Fig. 2 (a) and (b) is that the functions of the forwarding engines are integrated into the interface cards in the distributed mode. Most high-performance routers use this architecture. A forwarding table is downloaded from the RC, where a routing table is maintained and updated according to routing protocols, such as open shortest path first (OSPF) and border gateway protocol (BGP).
It is not necessary to download a new forwarding table for every route update. Route updates can be frequent, but routing protocols need time in the order of minutes to converge. The RC needs a dynamic routing table designed for fast updates and fast generation of forwarding tables, while the forwarding tables can be optimized for lookup speed and need not be dynamic. Fig. 3 shows a typical router structure, where multiple line cards, an RC, and an MC are interconnected with a switch fabric. The line cards are the entry and exit points of data to and from a router. They provide the interface from physical and higher layers to the switch fabric. The tasks provided by line cards are becoming more complex as new applications develop and protocols evolve.
Each line card supports at least one full-duplex fiber connection on the network side, and at least one ingress and one egress connection to the switch fabric backplane. Generally speaking, for high-bandwidth applications, such as OC-48 and above, the network connections support channelization for aggregation of lower-speed lines into a large pipe, and the switch fabric connections provide flow-control mechanisms for several thousand input and output queues to regulate the ingress and egress traffic to and from the switch fabric.
A line card usually includes components such as a transponder, framer, NP, traffic manager (TM), and central processing unit (CPU).
A. Transponder/Transceiver
This component performs optical-to-electrical and electrical-to-optical signal conversions and serial-to-parallel and parallel-to-serial conversions [7] , [8] .
B. Framer
A framer performs synchronization, frame overhead processing, and cell or packet delineation. For instance, on the transmit side, a synchronous optical network (SONET) framer generates section, line, and path overhead. It performs framing pattern insertion (A1, A2) and scrambling. It generates section, line, and path bit interleaved parity (B1/B2/B3) for far-end performance monitoring. On the receive side, it processes section, line, and path overhead. It performs frame delineation, descrambling, alarm detection, pointer interpretation, bit interleaved parity monitoring (B1/B2/B3), and error count accumulation for performance monitoring [9] .
C. NP
The NP mainly performs table lookup, packet classification, and packet modification. Various algorithms to implement the first two functions are presented in Sections IV and V, respectively. The NP can perform those two functions at the line rate using external memory, such as static RAMs (SRAMs) or DRAMS, but it may require external content addressable memory (CAMs) or specialized coprocessors to perform deep packet classification at higher layers. Various architectures for the NP are discussed in Section III.
D. Traffic Manager
To meet each connection's and service class' requirements, the TM performs various control functions to cell/packet streams, including traffic access control, buffer management, and cell/packet scheduling. Traffic access control consists of a collection of specification techniques and mechanisms to: 1) specify the expected traffic characteristics and service requirements (e.g., peak rate, required delay bound, loss tolerance) of a data stream; 2) shape (i.e., delay) data streams (e.g., reducing their rates and/or burstiness); and 3) police data streams and take corrective actions (e.g., discard, delay, or mark packets) when traffic deviates from its specification. The usage parameter control (UPC) in asynchronous transfer mode (ATM) and differentiated service (DiffServ) in IP performs similar access control functions at the network edge. Buffer management performs cell/packet discarding, according to loss requirements and priority levels, when the buffer exceeds a certain threshold. Proposed schemes include random early packet discard (RED) [10] , weighted RED [11] , early packet discard (EPD) [12] , and partial packet discard (PPD) [13] . Packet scheduling ensures that packets are transmitted to meet each connection's allocated bandwidth/delay requirements. Proposed schemes include deficit round-robin, weighted fair queuing (WFQ) and its variants, such as shaped virtual clock [14] and worst-case fairness WFQ ( ) [15] . The last two algorithms achieve the worst-case fairness properties. Many QoS control techniques, algorithms, and implementation architectures can be found in [16] . The TM may also manage many queues to resolve contention among the inputs of a switch fabric, e.g., hundreds or thousands of virtual output queues (VOQs). Details are discussed in Section VI.
E. CPU
The CPU performs control plane functions including connection setup/tear-down, table updates, register/buffer management, and exception handling. The CPU is usually not in-line with the fast-path on which maximum-bandwidth network traffic moves between the interfaces and the switch fabric.
The architecture in Fig. 3 can be realized in a multirack system as shown in Fig. 4 . In this example, a half rack, equipped with a switch fabric, a duplicated RC, a duplicated MC, a duplicated system clock (CLK), and a duplicated fabric shelf controller (FSC), is connected to all other line card (LC) shelves, each of which has a duplicated line card shelf controller (LSC). Both the FSC and the LSC provide local operation and maintenance for the switch fabric and line card shelves, respectively. They also provide the communication channels between the switch/line cards with the RC and the MC. The duplicated cards are for reliability concerns. The figure also shows how the system can grow by adding more LC shelves.
III. NPS
It is widely believed that the NP is the most effective solution to the challenges facing the communication industry regarding its ability to meet the time-to-market need with products at increasingly higher speed, while supporting the con- vergence and globalization trends of IP traffic. NPs are considered as fundamental a part of switches/routers and other network equipment as a microprocessor is for personal computers (PCs). However, different router features and switch fabric specifications require a suitable NP with a high degree of flexibility to handle a wide variety of functions and algorithms. For instance, it is desirable for an NP to be universally applicable across a wide range of interfaces, protocols, and product types. This requires programmability at all levels of the protocol stack, from Layer 2 through Layer 7. However, this flexibility is a tradeoff with performance, such as speed and capacity.
Currently, a wide variety of the NPs on the market offer different functions and features [17]- [28] . The way to select the proper NP depends on the applications, features, flexibility in protocols and algorithms, and scalability in the number of routes and flows. In general, NPs are classified by the achievable port speed, function list capability and programmability, hardware assisting functions, e.g., hashing, tree structure, filtering, classifier for security, check sum or cyclic redundancy check (CRC) data, and operation speed (i.e., clock frequency of embedded processors).
With current router requirements, a single-processor system may not be able to meet router processing demands due to the growing gap between link and processor speeds. With increasing port speeds, packets arrive faster than a single processor can process them. However, since packet streams have dependencies only among packets of the same flow and not across different flows, the processing of these packets can be easily distributed over several processors working in parallel [29] . The current state of integrated circuit technology enables multiple processors to be built on a single silicon die. To support high performance, flexibility, and scalability, the NP architecture must effectively address efficient handling of I/O events (memory access and interrupts), scheduling process management, and providing a different set of instructions to each processor [29] .
Several parallel processing schemes can be considered as prospective architectures for the NP. They are briefly discussed below. With multiple instruction multiple data (MIMD) processing, multiple processors may perform different functions in parallel. The processors in this architecture can be of the reduced instruction set computing (RISC) type and are interconnected to a shared memory and I/O through a switch fabric. When packets of the same flow are processed in different processors, inter-processor communication is required [30] . This causes memory dependencies and may limit the flexibility of partitioning the function across multiple processors.
Very long instruction word (VLIW) processing has a structure similar to MIMD processing, except that it uses multiple special-purpose co-processors that can simultaneously perform different tasks. They are specifically designed for certain functions and thus can achieve high data rates. Since these coprocessors are function-specific, adaptation of new functions and protocols is restricted.
According to the implementation style and the type of embedded processors, NPs can be classified into the following two broad groups [31] - [33] :
• Configurable. This kind of NP consists of multiple special-purpose coprocessors interconnected by a configurable network, and a manager handling the interconnect configuration, the memory access, and the set of instructions used by the coprocessors. Fig. 5 shows an example of a configurable NP. A coprocessor can perform a predefined set of functions (e.g., longest or exact prefix match instructions for table lookup or classification). The manager instructs the coprocessors what functions can be performed from the available set and selects a path along which packets flow among the coprocessors. When a packet arrives at the NP, the manager routes the packet to a classification and table lookup coprocessor. After the packet is processed by the coprocessor, the packet is passed to the next one (the packet analysis and modification unit) in the pipeline. After the packet has been modified, it is passed to the next coprocessor (switch fabric forwarding), where the packet may be segmented into cells and wait to be transmitted to the switch fabric (assuming no TM follows the NP). When the packet processing is completed, the manager schedules the time the packet exits the NP. This NP is designed with a narrow set of function choices to optimize the chip area and speed. The advantage of this NP is that the embedded coprocessors can be designed for high performance. The disadvantage is that this approach limits the NP adopting new applications and protocols and may make the NP obsolete in a short time. Configurable NPs are considered to be one of the VLIW processing architectures.
• Programmable. This kind of NP has a main controller and multiple task units that are interconnected by a central switch fabric (e.g., a crossbar network). A task unit can be a cluster of (one or more) RISC processors or a special-purpose coprocessor. The controller handles the downloading of the instruction set to each RISC processor, the access of a RISC processor to special-purpose coprocessors and memory, and the configuration of the switch fabric. Fig. 6 depicts a simple general architecture for a programmable NP. When a packet arrives at the NP, the controller assigns an idle RISC processor to handle the processing of the packet. The RISC processor may perform the classification function by itself or forward the packet to the classification coprocessor. The latter approach allows a new function to be performed by the RISC processor and a specific function to be performed by a coprocessor. If coprocessor access is required, the RISC processor sends the request to the controller. It schedules the time when the request will be granted. After the packet is classified, the RISC processor may perform the packet modification or forward the packet to a modification coprocessor.
The processing of the packet continues until it is done. Then the task unit informs the controller, which schedules the departure time for the processed packet. This approach offers great flexibility because the executed functions and their processing order can be programmed. The disadvantage is that because of the flexibility, the design of the interconnection fabric, RISC processors, and co-processors cannot be optimized for all functions. As a result, the processing of some functions takes more time and cannot meet the wire-speed requirement. This NP category is considered one of the MIMD processing architectures.
Because there may be up to 16 processors (either special-purpose coprocessors or general-purpose RISC processors) in the NP (there may be more in the future), how to effectively program the NP to support different applications at line rate is very challenging. Some companies specialize in creating machine codes based on the NP structure [34] . The user just needs to build applications using a user interface based on state-machine definitions and never needs to look at the code. This also allows the applications created by the development environment to be completely portable from the old to the new generation NP as the NP technology evolves. In general, the processing capacity of a programmable NP is a function of the following parameters [29] : number of RISC processors, size of on-chip caches, and number of I/O channels. A potential research topic is the study of multi-threading processing on the multiple on-chip processors.
IV. IP ROUTE LOOKUP

A. Introduction
One major function in packet forwarding is to look up the destination address of an incoming packet in the forwarding table. The next-hop information is obtained and the forwarding engine knows to which output port the packet is forwarded. The Internet began with a simpler form of hierarchy in which 32-b addresses were divided into a network address and a host number, so that routers would only store entries for network addresses. The network addresses came in variable sizes: Class A (8 b), Class B (16 b), and Class C (24 b). Thus, many standard techniques for exact matching, such as perfect hashing, binary search, and standard CAMs were used for Internet address lookups. However, this class-based addressing scheme proved inflexible and wasteful of address space. To make better use of this scarce resource, especially the class B addresses, bundles of class C network addresses were given out instead of class B addresses. This resulted in a massive growth of routing table entries.
To reduce routing table entries, classless interdomain routing (CIDR) was deployed to allow for arbitrary aggregation of network addresses. A network that has the identical routing information for all subnets except a single one requires only two entries in the routing Obviously, the longest prefix match is harder than the exact match used for class-based addressing because the destination address of an arriving packet does not carry with it the information to determine the length of the longest matching prefix. Hence, we need to search among the space of all prefix lengths, as well as the space of all prefixes of a given length. Many algorithms have been proposed in recent years regarding the longest prefix match. This section provides a survey of these techniques. But before that, we introduce some performance metrics [35] for the comparison of these lookup algorithms. Table Example to avoid routing instabilities. These updates should interfere little with normal lookup operations. 4) Scalability-It is expected that the size of forwarding tables will increase at a speed of 25 k entries per year. Hence there will be around 250 k entries for the next five years. The ability of an algorithm to handle large forwarding tables is required. 5) Flexibility in implementation-Most current lookup algorithms can be implemented in either software or hardware. Some of them have the flexibility of being implemented in different ways, such as an ASIC, a network processor, or a generic processor.
B. Survey of IP Route Lookup Schemes
1) Caching Address:
One possible IP route lookup approach is for a cache to store the most recently used destination addresses and their next-hop information. This scheme can only work if there is sufficient locality in the packet stream, which will then yield high cache hit ratios and amortize the cost of one route lookup over multiple packets. However, as in today's Internet, as more and more user data is multiplexed onto high-speed links, it decreases the locality in the packet stream and makes this scheme impractical.
2) Trie-Based Schemes: Standard Trie Structure: A trie structure is a multiway tree dedicated for handling strings in which each node contains zero or more pointers to its child nodes. In the 1-b trie structure [36] , each node contains two pointers, the 0-pointer (left pointer) and the 1-pointer (right pointer). The 1-b trie is also referred as the binary trie. A node X at the level represents the set of all route prefixes that have the same first bits. Depending on the value of the ( )th bit, 0 or 1, each pointer of node X points to the corresponding subtrie (if it exists), which represents the set of all route prefixes that have the same first ( ) bits. Each IP lookup starts at the root node of the trie. Based on the value of each bit of the destination address of the packet, the lookup algorithm determines the next node to be visited. The next hop of the longest matching prefix found along the path is maintained while the trie is traversed.
Table1 shows an example of a forwarding table with five entries. Each entry consists of a route prefix and the corresponding next-hop information. This example is used to illustrate most of the schemes in this section. Fig. 7 depicts the 1-b trie structure of Table 1 for IP route lookups. It also shows a node structure consisting of next-hop pointer (Next-hop-ptr), left pointer (Left-ptr), and right pointer (Right-ptr) 2 . Besides the left pointer and right pointer used to link subtries, there is another field used to store the next-hop pointer pointing to the next-hop information if the prefix for which the node stands exists in the forwarding table. All shadowed nodes in Fig. 7 are of this type. Let be the address to be searched in Table 1 . We traverse the 1-b trie from the root node and inspect A one bit at a time from the left to decide the next node to be visited. The bold line in Fig. 7 shows the traversing path. The lookup stops at the fourth node on the path because the fourth bit of A is '0' and no node is available to be accessed next. The most recently recorded pointer P2 is returned as the result.
For the 1-b trie structure with the maximum of -bit long prefixes, the worst case time complexity for lookup is , the storage requirement is , and the time for update is . ( denotes the number of entries in the forwarding table.) While the structure is simple and extensible to a wider field for its low storage requirement, the worst-case lookup time is proportional to , which can be large. For example, is 128 for IPv6 addresses.
Path-Compressed Trie:
The path-compressed trie is an improved version of the 1-b trie structure. It is based on the observation that some internal nodes of the 1-b trie may have a single descendant. The number of such nodes can be large when the trie is sparse, which causes the trie to have a high space complexity and large lookup time. Actually, no branching decision needs to be made when such a one-way node is visited. The only operation that cannot be omitted is the next-hop information recording if the node corresponds to a prefix in the forwarding table. To decrease the storage requirement and shorten the trie depth (lookup time), the path-compressed trie removes all these single descendant internal nodes, except those that have prefixes so that every internal node (i.e., the one without prefix) records the true branches. Every leaf node of the path-compressed trie contains a route prefix and a pointer of the next-hop information. Thus, there are at most leaf nodes corresponding to the entries in the forwarding table and the number of internal nodes is at most . A path-compressed trie for Table 1 is shown in Fig. 8 . Because some internal nodes are removed from the 1-b trie, which means some bits are skipped when traversing the trie, each internal node of the path-compressed trie should record which bit will be inspected to decide which branch to take when this node is accessed. The bit position field in the node structure records such information. Besides the bit position, each node of the path-compressed trie stores a variable-length bit string corresponding to the path from the root of the trie to itself and a next-hop information pointer if the bit string is a route prefix in the forwarding table. When we traverse the path-compressed trie to look up an address, we compare the bit string with the address at each node accessed. If the bit string is a prefix of the address, we store the next-hop information pointer (if present) and proceed to the next node. The lookup terminates when a comparison fails at a node or a leaf node is reached. Then, the most recently recorded next-hop information pointer is returned as the result. In fact, the variable bit string is not necessary for nonprefix internal nodes in the path-compressed trie, but adding such information helps to terminate the lookup as early as possible, which in turn improves the average lookup performance.
The bold line in Fig. 8 indicates the path traversed when we look up an address . At the node containing P2, we find that the bit string "10" is a prefix of A, so P2 is recorded as the temporary result. The bit position, which is 4 here, directs us to use the fourth bit of A to make the branching decision and we proceed to the next node containing P4. The lookup terminates then because the bit string "1011" stored in this node is not a prefix of A. So P2 is returned as the result.
The worst case lookup time and storage complexity of the path-compressed trie is and , respectively, which is the same as the 1-b trie structure. Thus, it does not asymptotically improve the performance of the 1-b trie. As a matter of fact, the path-compressed trie performs well only when the 1-b trie is sparsely populated. So when the number of prefixes increases and the 1-b trie becomes much denser, the improvement of using the path-compressed trie is diminished.
Multibit Trie: Using the 1-b trie structure for the IP route lookups has a drawback in that the number of memory accesses in the worst case could be 32 for IPv4. The performance of lookups can be substantially improved by using a multibit trie structure. In the multibit, say -bit, trie structure, each node contains 2 pointers. If a route prefix in a forwarding table whose length is not a multiple of , it needs to be expanded to one or several new ones, as shown by the example in Table 2 .
The 2-b trie structure for Table 2 is shown in Fig. 9 . Compared with the 1-b trie mentioned above, a maximum of three memory accesses are required for any lookup, instead of five in the 1-b trie structure. If an address presents to be searched, only one step is required as shown by the bold line in Fig. 9 . Generally speaking, we could improve the lookup performance from of the 1-b trie to by using -bit trie structure, while the storage complexity increases from to at the same time.
Besides the above -bit trie, we could generalize the multi-bit trie to have different strides at different trie levels. For example, the IPv4 address can be split as 16-8-8 , which means the multibit trie has three levels with 16 b in the first level and 8 b in the second and third levels. Obviously, there are such enormous splits and each one of them consumes different amounts of memory. For a given forwarding table and a desired number of memory accesses in the worst case, which means the maximum trie depth , a split pattern with minimum memory requirement can be found. Srinivasan et al. proposed a dynamic programming algorithm [37] called controlled prefix expansion to compute the optimal Table 3 Performance Results of the Controlled Prefix Expansion Scheme sequence of strides that minimizes the storage requirement. This preprocessing algorithm runs in time to have an optimal expanded trie with a fixed stride at each level. A further degree of optimization was also introduced in [37] to make the stride size variable for each trie node. The root node has, of course, a fixed starting stride size, but each child of the root node may have a different stride size that is encoded along with the node itself. By doing so, the optimization of a single, large trie is converted to that of a set of small tries based on their local information. With a dynamic programming algorithm, a given forwarding table is pre-processed to obtain an optimal expanded trie with variable strides. This algorithm runs in time. The performances of these two algorithms are compared in Table 3 . These results are obtained by running the algorithms on a Pentium II 300-MHz machine over a routing database that has around 38 000 prefixes. We see that the variable stride algorithm achieves a fairly small memory consumption, 1.6 Mbytes, with only two levels [37] .
The controlled prefix expansion scheme has been applied to many practical systems. However, any update to the forwarding table may lead the current split into a suboptimal one unless it is recomputed. This makes it difficult to be implemented in hardware.
Level Compression Trie: As mentioned above, the path-compressed trie is an effective way to compress a trie when nodes are sparsely populated. Nilsson et al. [38] proposed a technique to compress the trie where nodes are densely populated. The technique, called level compression trie in [38] , is abbreviated as LC-trie.
The LC-trie combines the path-compression and multibit trie concepts to optimize a given 1-b trie structure. After improving the basic 1-b trie into a more "compact" path-compressed trie, the largest full binary subtrie with multilevels is transformed into a corresponding one-level multibit subtrie. This process starts from the root node and repeats recursively on each child node of the obtained multibit subtrie. One assumption behind the LC-trie structure is that all bit strings that are proper prefixes of other ones are removed from the LC-trie, which means only leaf nodes contain prefixes. Given a forwarding table, Fig. 10 compares the three representations of the table by using: (a) 1-b trie, (b) path-compressed trie, and (c) LC-trie. The LC-trie needs only three levels instead of the six required in the path-compressed trie. Furthermore, Fig. 10 shows the straight-forward transformation from path-compressed trie to LC-trie. For example, the first three levels of the path-compressed trie that form a full subtrie are converted to a single-level 3-b subtrie in the LC-trie. The "skip" expression associated with some nodes of the path-compressed trie indicates how many bits need to be skipped during the search operation, which has the same function as that of the bit position field in Fig. 8 .
To save memory space, all the nodes in the LC-trie are stored in a single node array: first the root, then all nodes at the second level, then all the nodes at the third level, and so on. The node array built by this order has a nice property that all the descendants of an internal node are stored in consecutive memory locations. Thus, the internal node only needs to keep the pointer to its first descendant. Table 4 shows the array storing the LC-trie in Fig. 10 . In each node, three types of information are kept: 1) Branching factor-the number of descendants of the node. This number is always a power of two. For a given value , it means the node has 2 descendants. 2) Skip number-the number of bits to be skipped as mentioned above. 3) Pointer-if the node is an internal node (branching factor 0), it points to the first descendant and the value is expressed as the array index of its first child node. For a leaf node (branching factor ), it points to one entry of another base vector table, where the real prefix value and next-hop information are stored. For example, node[0], the root node, has a branching factor of 3, which means it has 2 descendants and the first one is stored in node [1] indicated by the value (1) in the pointer field. For all leaf nodes in Table 4 (branching factor ), the numbers in the pointer field are the same as the numbers marked with the leaf nodes in Fig. 10 . Table 4 Array Representation of the LC-Trie So far, we can traverse the LC-trie stored in the node array for a given IP address until a leaf node is reached. We use the pointer kept in the leaf node to access the base vector table, each entry of which includes the complete string of the prefix, the next-hop information, and a special prefix vector. The prefix vector contains information about strings that are proper prefixes of other strings. This is necessary because internal nodes of the LC-trie do not contain pointers to the base vector table entry. By using this information, we can determine if there exists a longest prefix matching with the given IP address and obtain the next-hop information if there is a match.
Instead of only transforming the strictly full subtries in the path-compressed trie, we could transform the nearly full subtries as well. An optimization proposed in [38] suggests this improvement under the control of a fill factor , where . When a -level subtrie has more than 2 leaf nodes available, the transformation could be performed on this subtrie. In particular, based on many experiments [38] , the root node always has a large fixed branching factor independent of the fill factor.
For a forwarding table with around 38 000 entries, when the LC-trie is built with fill factor 0.50 and using 16 b for branching at the root, less than 1-Mbyte memory is required and 2 Mp/s (assuming average packet size of 250 bytes) search speed is achieved if running on a SUN Sparc Ultra II workstation [38] . However, using a node array to store the LC-trie makes incremental updates very difficult.
Lulea Algorithm: Degermark et al. [39] proposed a data structure that can represent large forwarding tables in a very compact form, which is small enough to fit entirely in the L1/L2 cache. This provides an advantage in that the fast IP route-lookup algorithm can be implemented in software running on general-purpose microprocessors at high speeds.
The Lulea algorithm requires the prefix trie to be complete, i.e., each node in the trie has either two or no children. A node with a single child must be expanded to have two children; the children added this way are always leaf nodes, and their next-hop information is the same as the next hop of the closest ancestor with next-hop information, or the "undefined" next hop if no such ancestor exists. Fig. 11 shows an example of such expanding. Note that P3, P4, and P5 in the right-side trie have the same next-hop information as P1 in the left. Actually, the complete trie expanded in this way doesn't have internal prefix nodes, which allows the Lulea algorithm to build a small data structure.
In the Lulea algorithm, the expanded 1-b prefix trie denoting the IP forwarding table is split into three levels in a 16-8-8 pattern. The first level consists of a single trie with a depth of 16. The second and the third levels consist of a set of subtries with a maximum depth of 8. A compact data structure is applied to the trie in the first level and the subtries that have more than 8 prefixes in the second and third levels. To explain how this data structure is constructed, we use a small trie in the example shown in Fig. 12 .
The complete 1-b trie in Fig. 12 has been expanded to a full trie and the expanded part is shown in dotted lines and nodes. Every black node denotes a prefix in the forwarding table and each gray node denotes an internal node. We label every leaf node with number 0 or 1. A leaf node is labeled with 1 if, and only if, it is a: 1) black node; 2) gray node; or 3) dotted node that is the first one of its group expanded from the same black node (e.g., the first four leaf nodes form a group, so the first one is labeled with 1). Now we have a bit vector with length of 16 and each "1" in the bit-vector associates itself with a pointer pointing to either the next-hop information (if the "1" associates with a black node or a dotted node) or a subtrie in the next level (if the "1" associates with a gray node). Each group of dotted nodes associates with one pointer because they are expanded from one black node. All the pointers are stored in a pointer array ordered as they appear in the bit vector. To locate the corresponding pointer in the array when given the position (or address) of a leaf node (or a bit in the bit-vector), the Lulea algorithm uses another two arrays, code word array and base index array, as shown in Fig. 13 , to calculate the index of the pointer array.
On the top of Fig. 13 , there are 8-b bit masks divided from the bit vector mentioned above. A code word is generated from each bit mask and all code words form the code word array. Every four code words form a group that matches one element in the base index array. There are two fields in the code word. The first field, r1, r2, etc., is an index to another small constant table (called maptable in [39] ) storing all possible bit mask patterns. Because the 8-b bit mask is extracted from a prefix trie, not all 8-b binary code combinations are possible. Actually, the number of possible patterns is much less than 2
. So the index is kept in the code word instead of the entire bit mask to save space. The second field stores the offset inside a code word group, which indicates how many pointers need to be skipped in order to position the first pointer associated with its bit mask, e.g., the value in the second code word is three because there are three 1's in the first bitmask. Each element in the base index array stores the group-level offset, which denotes the number of pointers needed to be skipped to position the first pointer of its group. Given an address (bit position) of a bit in the bit vector, which may be part of an IP address, we could calculate the index of the corresponding pointer by adding up the group-level offset, the offset inside a group and the offset within a bit mask, which can be calculated from the maptable. Assuming that the data structure shown in Fig. 13 is constructed from an eight-level complete 1-b trie, now given an 8-b address , which refers to the fifth "0" in the fifth bit mask, the pointer array index could be calculated as follows. The first three bits of A, "001," are the base array index, thus we know the group-level offset, off , is 13. The first five bits of A, "00 100", are the code word array index and we obtain the offset inside a group, off . Then we use r5 recorded in the code word and the last three bits of A, "110" to access the maptable and get the offset inside the fifth bit mask, off . Finally, the sum of off , off and off , which is 15, tells us to fetch the 15th pointer in the pointer array. In fact, the pointer is associated with the second "1" in the fifth bit mask, but this "1" and all following 0's in this bit mask belong to the same group, so they share this pointer.
The Lulea algorithm provides a very compact data structure and fast lookups. As stated in [39] , only 160 k bytes are needed for a forwarding table with 33 k entries and the average lookup performance is 2 Mp/s when running on a Pentium Pro. Because of its reliance on cache performance, it may not be scalable to a large table size. In addition, the algorithm does not support incremental updates well.
Binary Search on Trie Levels: The longest prefix matching operation can be decomposed into exact matching operations, each performed on the prefixes with the same length. This decomposition can be viewed as a linear search of the space of prefix lengths (equivalent to the 1-b trie levels). An algorithm that performs binary searches on this space has been proposed by Waldvogel et al. [40] . This algorithm uses hashing for the exact matching operation among prefixes of the same length.
Given a destination address, a linear search on the space of prefix lengths requires probing each of the hash tables, , which requires hash operations and hashed memory accesses. The binary search algorithm [40] stores in not only the prefixes of length but also the internal trie nodes (called markers) at level . The algorithm first probes
. If a node is found in this hash table, there is no need to probe tables . If no node is found, hash tables need not be probed. The remaining hash tables are probed again in a binary search manner. This requires hashed memory accesses for one lookup operation. This data structure has storage complexity since there could be up to markers for a prefix-each internal node in the trie on the path from the root node to the prefix is a marker. Reference [40] indicates that not all markers need to be kept. Only the markers that would be probed by the binary search algorithm need be stored in the corresponding hash tables. For instance, an IPv4 prefix of length 22 needs markers only for prefix lengths 16 and 20. This decreases the storage complexity to . is a marker because it is not a prefix in the forwarding table but an internal node. Given an IP address 90.1.20.3 , we start the lookup from and find a match at the entry 90.1 . Then we process to and another match is found at the entry 90.1.20 . The lookup terminates here because no more hash tables are available to be searched. The prefix 90.1.20 is returned as the result.
A problem with the current structure is observed when an IP address 90.2.20.5 presents to be searched. We begin with and the marker 90.2 tells us to search next. But we fail to find a match in . The correct result should be 90 in , while the marker misled us to search in this case. One solution is backtracking, which means the search should turn to the other side of the marker after a failure. But this will make the worst-case time complexity up to and greatly degrade the average lookup performance. Another scheme is to associate each marker with a variable , which is the best matching prefix of the marker [40] . can be precomputed when the marker is inserted into its hash table. Now when we find a match at a marker entry of a hash table, we still continue to search the lower half tables, but we also record the as the current best matching prefix. Thus, if we fail to find a match at a hash table, there is no need to backtrack, just return the recorded as the result. In the above example, we should associate 90.2 with 90 as its best matching prefix and then 90 is recorded and returned if we look up 90.2.20.5 in the data structure.
The idea of binary search on trie levels can be combined with prefix expansion. For example, binary search on the levels of a -bit trie can be performed in time and in storage . Binary search on trie levels is very efficient. Its lookup scales logarithmically with prefix lengths and is therefore suitable for IPv6 that has 128-b addresses. Measurement on IPv4 forwarding tables [40] , however, does not show significant performance improvements over other algorithms, such as trie expansion or the Lulea algorithm. Incremental insertion and deletion operations are very difficult because several optimization methods are adopted by the algorithm to minimize the storage requirements.
Multiway Range Search: Lampson et al. [41] showed how to apply a binary search to do best matching prefixes by using two routing entries per prefix and with some precomputations. They also proposed a way to use an initial array indexed by the first X bits of the address, together with taking advantage of cache line size to do a multiway search with six-way branching.
To use the binary search, the forwarding table needs to be modified as follows. Assuming that there are three prefixes 1 (P1), 101 (P2), and 1101 (P3), two bit strings are generated for each prefix by padding 0's and 1's, respectively. The table then consists of six entries as shown in Fig. 15 . Another two fields are created for each table entry to indicate which prefix the destination address should match when performing binary search on the table. In fact, each prefix in the original table has been expanded to a range , as shown by a line in Fig. 15 , with two end points defined by the two bit strings generated for itself. Any address A falling in range matches with prefix , but the best (longest) matching prefix corresponds to the smallest one among all such ranges. Another observation is that all intervals are defined as the region between any two consecutive entries in the modified table. We have five such intervals in Fig. 15 . Each interval is associated with a unique prefix that is the best matching prefix for all addresses falling in . The unique prefix here is determined by the smallest range containing . Such smallest range always exists because the relationship between any two ranges expanded from prefixes must be either disjointed or fully contained. Actually, the ' ' field of each entry is used to mark the interval between and the next entry with the prefix the interval should associate. The binary search only provides an efficient algorithm to determine which entry or interval the destination address A falls into. Then it is straightforward to determine the best matching prefix for .
The approach proposed in [41] to perform the IP lookup is shown in Fig. 16 . The first 16 b of the IP address are used as the index to a table with 64 k entries. Either a next-hop information pointer is returned, when a longest prefix already exists, or a pointer pointing to a second level table consisting of all prefixes with the same first 16 bits is returned. There are many such second level tables and each of them is organized in the way mentioned above. To take the advantage of the cache line size of modern processors and the burst access property of modern memory techniques, such as SDRAM (Synchronous Dynamic Random Access Memory), a six-way search is adopted to improve the lookup performance instead of the two-way (binary) search. The algorithm performance reported from [41] shows that by using a 200-MHz Pentium Pro-based machine and a practical forwarding table with over 32 000 route entries, the worst-case time of 490 ns and an average time of 100 ns for IP route lookups are obtained. Only 0.7-Mbyte memory is used. A drawback to this algorithm is that the incremental update to the data structure is slow. It could be up to in the worst case.
Two-Trie Structure: A -bit two-trie structure consists of two -bit tries, the front trie and the rear trie, joining leaf nodes together in the middle. A node is called a front (rear) node if it is on the front (rear) trie. Both tries are allowed to traverse in both directions. The direction outgoing from the root node of each trie to its own children nodes is called the forward direction while the opposite one is called the backward direction.
The original two-trie structure was proposed by Aoe et al. [42] . Their algorithms can be applied to various applications as long as searching is done in the exact match manner. Kijkanjanarat and Chao [43] , [44] proposed a new version of the two-trie structure and its associated algorithms for IP route lookup. The lookup algorithm does the longest prefix match, while the updating algorithms maintain the next-hop information of the longest prefixes in the structure when the prefix addition or deletion is performed.
It is common that a route prefix (or IP address) of length bits is represented in the dotted decimal form of , where is a -bit wide integer of the prefix , , is a special symbol "#," and . For example, given , a prefix of length b would be represented as 128.238.# . A "#" special symbol indicates the end of the prefix and is used to distinguish, for example, between 128.238.# and 128.238.3.# so that a prefix is not allowed in any other prefixes. If is not a multiple of bits, for example, given , and , then would be transformed to a set of prefixes 128. 238.j.# , where . Fig. 17 shows an example of the two-trie structure when . The nodes of both tries are represented by the node numbers, where each root node is represented by the node number 0. Since we use the same node numbers on both tries, the node numbers of the rear trie are distinguished by an underline. The forward direction is illustrated by a solid line while the backward one is illustrated by a dashed line. Each leaf node on the front trie, the last node on the front trie in each path when traversing the front trie in the forward direction, is called a separate node. The separate nodes are the nodes that differentiate a prefix from any other prefixes. The next hop of each prefix is stored at each separate node. In Fig. 17, separate nodes (nodes 2, 5, 7, 8, 9, 10, 11, 12, 13 ) are represented by rectangles, while other front nodes (nodes 0, 1, 3, 4, 6) are represented by circles. Rear nodes (nodes 0, 1, 2, 3, 4, 5, 6, 7) are represented by triangles.
The following text illustrates how to do IP lookups by using the IPLookup( ) algorithm shown below. The input of the function is the IP destination address X of an incoming packet, which is in the dotted decimal form. The function returns the next hop of the longest matching prefix found in the two-trie structure.
Algorithm IPLookup(X) 1 . Let be the variable that stores the next hop of the longest matching prefix. Initially, is the default next hop. 2. Start to do an IP lookup from the root node of the front trie by matching each -bit part of the destination address X of the packet with prefixes in the two-trie structure. 3. If there is a match, the traversal is moved to the child node at the next level of the front trie. 4. Whenever a new front node is reached, the algorithm first looks for its child node corresponding to the "#" symbol. If the node is found, it means that the two-trie structure contains the longer matching prefix so the variable is updated with the next-hop value of this prefix retrieved from the separate node. 5. When the separate node is reached, matching continues to the rear trie by using a pointer at the separate node (shown as a dotted line in Fig. 17) . Matching on the rear trie is done in the backward direction. 6. The algorithm stops whenever (a) a mismatch is detected somewhere in the structure. In such a case, the current value of is returned as the next hop, or (b) the traversal reaches the root node of the rear trie (no mismatch is detected). This means that the destination address X of the packet is actually stored as a prefix in the structure. The variable is updated with the next-hop value of the prefix stored at the separate node previously visited and returned as the output of the function.
Suppose we want to look up the destination address from the two-trie structure shown in Fig. 17 . The lookup starts from the root node of the front trie and proceeds along the front trie by moving to the next Table 5 Number of Memory Accesses for the Lookup Operation Table 6 Memory Requirements for the Structures After Creating the Forwarding 38 000 Routing Entries nodes 6 and 12. Then, the traversal is transferred to the rear trie and continues through the rear nodes 7, 6, and 1until the root node of the rear trie is reached. The algorithm stops and the next hop stored at the separate node 12 is assigned to the variable and returned as the output. Now let us change the destination address X to be 130.44.64.72.# and do the lookup again. When the traversal is at the rear node 6, there is no match with '72'. The algorithm stops and returns the current value , which is the default next hop as the output.
The lookup and storage performance of the two-trie structure is shown in Tables 5 and 6 , respectively, with comparison to the standard multibit trie. The experiment was carried out on a forwarding table with over 38 000 entries. We see that the two-trie structure has no obvious improvement on the lookup performance, but it does reduce the memory requirement because the rear trie makes node-sharing possible from the other end of the prefixes. Theoretically, the lookup complexity for the -bit two-trie is and the storage complexity is , in the worst case.
3) Hardware-Based Schemes:
DIR-24-8-BASIC Scheme: Gupta et al. [45] proposed a route lookup mechanism that, when implemented in a pipeline fashion in hardware, can achieve one route lookup every memory access. It is called the DIR-24-8-BASIC scheme. With the current 10-ns SDRAM technology, this corresponds to approximately 100 Mp/s (omitting the refresh overhead for DRAM).
The DIR-24-8-BASIC scheme uses the two tables shown in Fig. 18 , both stored in DRAMs. The first table (called TBL24) stores all possible route prefixes that are up to, and including, 24 b long. This table has 2 entries, addressed from 0.0.0 to 255.255.255. Each entry in TBL24 has the format shown in Fig. 19 . The second table (TBLlong) stores all route prefixes in the forwarding table that are longer than 24 b. This 24-8 split of IP address is reasonable in that: 1) the density of current memory techniques can easily afford the size of these two tables and 2) the examining results of some backbone forwarding tables show that over 99 percent of the prefixes are 24 b long or less.
When a destination IP address is presented to be searched, the first 24 b are extracted and used to index TBL24. If a next-hop pointer is returned (indicated by a zero in the first bit), the search stops. Otherwise, the returned second table index is combined with the last 8 b of the IP address to form the address for the TBLlong. The contents of TBLlong are returned as the result. The accesses to these two tables could be pipelined to improve performance because of their independence.
From the above description, we see that the DIR-24-8-BASIC scheme is quite simple and efficient. It can also be easily implemented in hardware. However, this scheme requires large amounts of memory and is difficult to scale to IPv6 with 128-b IP addresses.
SRAM-Based Pipeline Scheme: Huang et al. [46] proposed a route lookup scheme that needs only SRAMs and can be implemented with a pipeline in hardware. Using SRAM avoids the memory refresh overhead of DRAM as in the DIR-24-8-BASIC scheme and simplifies the control circuits design.
In this scheme, each IP address is split into two 16-b parts: (a) segment and (b) offset as shown in Fig. 20 . The segmentation table has 64 k entries and each entry records either the next-hop information (port number, value 256) or a pointer (value 255) to one of the second-level tables, which are called the next hop array (NHA) in [46] . Each NHA contains the next-hop information of a set of prefixes that have the same first 16 bits. Let denote the maximum length among this set of prefixes and . The size of this NHA is thus 2 bytes. Fig. 20 shows that each NHA has its own value determined by the longest prefix it has and this is kept in the last four bits of the segmentation entry if the entry points to an NHA. Using variable here greatly reduces the memory requirement compared to if were fixed at 16 and each NHA had 64 k entries. Given a 32-b IP address to be searched, the first 16 bits are extracted to access the segmentation table. If the entry stores the next-hop information, it implies that the longest prefix has been found and the lookup operation terminates. Otherwise, the recorded in the last four bits of the entries is used to extract of the IP address to index the corresponding NHA. The next-hop information in the NHA is returned as the result.
To obtain a more compact form of NHAS, a bit-map compression technique is adopted in [46] and one more memory access is required when searching the NHAs. Due to the independence between segmentation tables and NHAS, this scheme could be implemented in a pipeline fashion in hardware and one memory access per lookup is achieved. With the current 10-ns SRAM technology, this mechanism furnishes approximately 100 million route lookups per second. However, similar to the DIR-24-8-BASIC scheme, this algorithm also depends on the prefix distribution and is difficult to scale up to 128-b IPv6 addresses.
Ternary CAM (TCAM): CAM is a matching specialized memory that performs parallel comparison internally. When presenting a bit string to the input, the CAM outputs the location (or address) where a match is found. Traditional CAMs can only perform exact matching and cannot be applied to the IP route lookups. A ternary CAM (TCAM) stores each -bit field as a (val, mask) pair, where val and mask are both -bit numbers. For example, if , a prefix 110 is stored as the pair (110000, 111 000). Each TCAM element matches a given input key by checking if those bits of val for which the mask bit is 1 match those in the key.
The internal structure of the TCAM is shown in Fig. 21 . Since there may be multiple matches found at the same time, a priority encoder is used to select a match with the highest priority as the output. Priority here is determined by the memory location; the lower the location, the higher the priority. Therefore, the forwarding table is stored in the TCAM in decreasing order of prefix lengths, so that the longest prefix is selected by the priority encoder. The output from the TCAM is then used to extract the next-hop information from the RAM in which the next-hop information is stored in the same location as the prefix in the TCAM.
There is an issue when updating the forwarding table in the TCAM, especially for incremental updates. When inserting a new entry, a vacant location needs to be found or created without violating the decreasing order of prefix lengths. It means blocks of data may need to be moved instead of just a write operation. Furthermore, deletions of route entries leave "holes" in the table, which also complicates the management of the vacant locations. Shah et al. [47] proposed several efficient algorithms to solve the above problem of updating the TCAM.
The commercially available TCAMs [48] , [49] can integrate 9 M bits (configurable to 128 k 72-b entries) into a single chip and perform up to 100 million lookups per second. However, the TCAM scheme has the disadvantages of high price and large power consumption.
C. Comparison and Analysis
Table7 summarizes several IP route lookup schemes with the asymptotic complexity for worst case lookup, storage, and update [50] . They are categorized into five classes, class I -V, based on data structure and lookup mechanism.
Class I includes the basic 1-b trie and the path-compressed trie structures. The latter improves the average lookup performance and storage complexity. But its worst-case lookup performance is still , because there may be some paths from the root to the leaves that are bit long. The path-compressed trie has the property of keeping the total number of nodes, both leaf nodes and internal nodes, below , resulting in the storage complexity of . The schemes in class II are based on the multibit trie, which is a very powerful and generalized structure. Besides the four schemes listed in Table 7 , the DIR-24-8-BASIC and SRAM-based pipeline schemes also belong to this class. The worst case lookup is in because a chunk of bits of the destination address is inspected at a time, as opposed to one bit at a time in Class I. Note the '-' in the update column for the LC-trie and Lulea algorithms. This is because they employ special data structures and compression techniques, which make the calculation of update complexity almost impossible. The Lulea algorithm has the same order of storage complexity as others, but with a smaller constant factor, making it attractive in implementation.
The schemes in Classes I and II perform the lookup by linearly traversing the trie levels from the top to the bottom. The algorithm in Class III deploys a binary search over trie levels and performs hash operations at each level. Although the algorithm in Class III seems to have small lookup complexity, it is based on the assumption of perfect hashing (one hash operation at each level). In reality, the time complexities of searches and updates over the hash tables are nondeterministic and can be quite large.
The algorithm in Class IV solves the IP lookup problem by treating each prefix as a range of the address space. The ranges split the entire address space into multiple intervals, each of which is associated with a unique prefix. Then a two-way (binary) or -way search is deployed to determine which interval, thus the prefix, the IP address belongs to. Its lookup performance is in the worst case. TCAM is specialized hardware that completes the lookup in a constant time by simultaneously comparing the IP address with all prefixes in the table. We left "-" in the update complexity column due to its dependence on the data management schemes used for the TCAM.
Making a choice among these IP lookup schemes depends on the speed and storage requirements. For instance, in a low-end or a medium-end router, where packet processing and forwarding are usually handled by generic processors, the trie-based schemes, such as LC-trie, Lulea algorithm, and binary search on trie levels, are good candidates since they can be easily implemented in software. However, for a core/backbone router, where the link speed is high and the forwarding table is large, the lookup time becomes more stringent. Assuming 40-byte packets are back-to-back at a 10-Gb/s (OC-192) link, the lookup time is only 32 ns. In this case, the hardware-based algorithms, such as DIR-24-8-BASIC, SRAM-based pipeline, and TCAM, become more feasible. With the advent of NPs, some of the above schemes can be implemented by the NP at the wire speed. 
V. PACKET CLASSIFICATION
A. Introduction
Traditionally, Internet routers only provide best effort service by processing each incoming packet in the same manner. With the emergence of new applications, Internet service providers (ISPs) would like routers to provide different QoS levels to different applications. To meet these QoS requirements, new mechanisms, such as admission control, resource reservation, per-flow queueing, and fair scheduling, need to be implemented in routers. However, a prerequisite to deploying these mechanisms is that the router be able to distinguish and classify the incoming traffic into different flows. We call such routers flow-aware routers. A flow-aware router is distinguished from a traditional router in that it is capable of keeping track of flows passing by and applying different classes of service to each flow.
Flows are specified by rules and each rule consists of operations comparing packet fields with certain values. We call a set of rules a classifier, which is formed based on the criteria to be applied to classify packets with respect to a given network application. Given a classifier defining packet attributes or content, packet classification is the process of identifying the rule or rules within this set to which a packet conforms or matches [51] . To illustrate the kinds of services that could be provided by a flow-aware router with packet classification capability, we use an example classifier in Table 8 . It is assumed that this classifier is stored in the router in the example network in Fig. 22 .
With only four rules in the example classifier, the router provides the following services:
1) Packet filtering-Rule R1 blocks all telnet connections from outside into Net A, which may be a private research network. 2) Policy routing-Rule R2 enables the router to forward all real-time traffic using real-time transport protocol (rtp) in the application layer from Net B to Net D through the ATM network at the bottom of Fig. 22.  3 ) Traffic policing-Rule R3 limits the total transmission control protocol (tcp) traffic rate from Net C to Net B to 10 Mb/s. A formal description of the rule, classifier, and packet classification is given in [35] . We will use these symbols and terminologies throughout this section.
1) A classifier consists of rules, , , where is composed of three entities: a) a regular expression , , on each of the header fields; b) a number, , indicating the priority of the rule in the classifier; c) an action, referred to as .
2
-dimensional packet classification problem is to find the rule with the highest priority among all the rules matching the -tuple. In the example classifier shown in Table 8 , each rule has five regular expressions on five packet-header fields from network layer to application layer. Each expression could be a simple prefix/length or operator/number specification. The prefix/length specification has the same definition as in IP lookups, while the operator/number could be more general, such as equal 23, range 256-1023, and greater than 1023. Furthermore, a wildcard is allowed to be inserted to match any value. Note that in Table 8 matches with any incoming packet due to its all-wildcards specification, which means the priority of rules takes effect when a packet matches both and the other rules. Several performance metrics [52] are used to compare and analyze packet classification algorithms. depends on the applications. For a metro/edge router performing microflow recognition, the number of flows is between 128 k and 1 million. Obviously, this number increases as the link speed increases. 4) Scalability in the number of header fields-As more complex services are provided, more header fields need to be included. 5) Update time-When the classifier changes, such as entry deletion or insertion, the data structure needs to be updated. Some applications such as flow-recognition require the updating time to be short. Otherwise, the performance of classification is degraded. 6) Flexibility in specification-The ability of an algorithm to handle a wide range of rule specifications, such as prefix/length, operator/number, and wildcards, enables it to be applied to various circumstances.
B. Survey of Packet Classification Schemes 1) Basic Data Structure:
Linear Search: The simplest data structure is to organize the rules of a classifier as an array or a linked list in order of decreasing priorities. Given an incoming packet header, the rules are examined one by one until a match is found. Obviously, the search time and storage complexity are both , making this scheme infeasible for a large classifier. Hierarchical Trie: An example classifier [53] with seven rules, each with two fields, is shown in Table 9 . The Table 9 Classifier two fields F1 and F2 are specified in a prefix format. The seven rules are listed in order of decreasing priorities, i.e., has the highest priority. This classifier will be used to explain some of the schemes described in the following.
Given a classifier with fields, F1 … (assuming all fields are specified by prefixes), a -dimensional hierarchical trie is constructed by building 1-b trie(s) on each field (dimension) recursively. A 1-b trie, named the F1-trie, is constructed on all prefixes in the F1 field of . In each node of the F1-trie denoting a valid prefix , there is a pointer, named next-field pointer, pointing to an F2-trie containing prefixes in the F2 fields of all rules whose first field is exactly . After obtaining such a set of F2-tries, another set of F3-tries could be constructed from the nodes of F2-tries in the same manner. This process is repeated until the set of -tries is constructed. An example of the two-dimensional (2-D) hierarchical trie denoting classifier is shown in Fig. 23 . The ellipse nodes belong to the F1-trie and round nodes belong to F2-tries. The bold curve arrow denotes the next-field pointer. Note that there are four F2-tries because we have four distinct prefixes in the F1 field of . Each gray node is labeled with a rule , which means if this node is reached during a search, is matched. For instance, given a 2-tuple (001, 110), the search process starts from the F1-trie to find the best matching prefix of "001." After node "D" in the F1-trie is reached, the next-field pointer is used to guide the search into F2-trie to find all matching prefixes of "110." Apparently, both node and node are reached; however, only is recorded due to its higher priority. Now the search process backtracks to node "B," which is the lowest ancestor of node 'D' in the F1-trie. Again, we use the next-level pointer here to search the F2-trie. This procedure is repeated until no ancestor node of node "D" is available to be searched. In this example, the search process ends up at node and the entire traversing path is depicted by the dashed line in Fig. 23 . During this traversal, three matches are found, , , and . is returned as the highest priority rule matched. The backtracking process is necessary since "001" may match several prefixes in the first field and we have no knowledge in advance which F2-trie contains prefix(es) that match "110." Furthermore, all matches must be found to ensure that the highest priority one is returned.
In a hierarchical trie denoting classifier , each rule is stored only once. Thus, the storage complexity is (assuming that the maximum prefix length of each field is ). The query (search) time complexity is due to backtracking. Incremental updates could be carried out in time since each field of the updated rule is stored in exactly one location at maximum depth .
Set-Pruning Trie:
The set-pruning trie is a modified version of the hierarchical trie [44] , [54] . Backtracking is avoided during the query process in a set-pruning trie. Given a -tuple, the search process consists of consecutive longest prefix matching on each dimension of the set-pruning trie. Thus, the query time complexity is only . In the above example of the 2-D hierarchical trie, the rule sets associated with the F1-trie nodes are disjointed with each other, which causes the backtracking. However, in the set-pruning trie, each trie node (with a valid prefix) duplicates all rules in the rule sets of its ancestors into its own rule set and then constructs the next dimension trie based on the new rule set. An example of the 2-D set-pruning trie denoting classifier is shown in Fig. 24 . Note that in Fig. 23 Given a 2-tuple (001 110), the query path is depicted by the dashed line in Fig. 24 . Multiple rules may be encountered along the path and the one with the highest priority is recorded. The node on the path is supposed to include rules and , but only is kept due to its higher priority. The set-pruning trie improves the query speed at the cost of increased storage complexity, , since a rule may need to be duplicated up to times. The update complexity is also . Grid of Tries: Srinivansan et al. [53] proposed the grid-of-tries data structure for 2-D classification, which reduces the storage complexity to , as in the hierarchical trie, while still keeping the query time complexity at by pre-computing and storing the so-called switching pointers in some F2-trie nodes. It is mentioned above that the F1-trie node of the set-pruning trie duplicates rules belonging to its ancestors. This procedure could also be interpreted that the F1-trie node merges the F2-tries of its ancestors into its own F2-trie. Assuming that the F2-trie belonging to node B is denoted as F2-B-trie, the only difference between the two F2-B-tries in Figs. 23 and 24 is that node is duplicated in the set-pruning trie. Now instead of node duplication, a switching pointer labeled with "0" is incorporated at node and points to node in the F2-A-trie as shown in Fig. 25 . The switching pointers are depicted by the dashed curved arrows. In fact, the switching pointer labeled "0" at node replaces the 0-pointer in the set-pruning trie.
If the hierarchical trie and set-pruning trie have been built for a classifier , the grid-of-tries structure of could be constructed by adding switching pointers to the F2-tries of the hierarchical trie with comparison to that of the set-pruning trie. A switching pointer, , labeled with "0"/"1" is inserted at node whenever its counterpart in the set-pruning trie contains a 0/1-pointer to another node while doesn't. Node may have several counterparts in the hierarchical trie, but points to the one contained in the F2-trie that is "closest" to the F2-trie containing node . For instance, node and node in Fig. 25 are both counterparts of node in Fig. 24 . However, the switching Table 9 .
pointer at node points to node since node B is closer to node D than node A. If the switching pointers are viewed the same as 0/1-pointers, the query procedure is identical as in the set-pruning trie.
The grid-of-tries structure performs well on both query time and storage complexity, but incremental updates are complex since several pointers may point to a single node.
2) Geometric Algorithms: Background: As mentioned before, each field of a classifier can be specified in either a prefix/length pair or an operator/number form. From a geometric point of view, both specifications could be interpreted by a range (or interval) on a number line. Thus, a rule with two fields represents a rectangle in the 2-D Euclidean space and a rule with fields represents a -dimensional hyper-rectangle. The classifier is a set of such hyper-rectangles with priorities associated. Given a packet header ( -tuple), it represents a point P in the -dimensional space. The packet classification problem is to find the highest priority hyper-rectangle that encloses P. Fig. 26 gives the geometric representation of the classifier in Table 9 with rectangles overlapped according to their priorities. Given the point P(001, 110), it is straightforward to figure out the highest priority matching rule .
There are several standard problems in the field of computational geometry that resemble packet classification [55] . One is the point location problem that is defined as finding the enclosing region of a point, given a set of nonoverlapping regions. Theoretical bounds for point location in (hyper-)rectangular regions and dimensions are time with space or time with space. Packet classification is at least as hard as point location since (hyper-)rectangles are allowed to overlap. This conclusion implies that the packet classification is extremely complex in the worst case.
Packet classification algorithms of this category always involve the range interpretation on certain fields of the classifier. The following text clarifies some terminology. If the prefixes or ranges in one field of a classifier are projected on the number line [ ], a set of disjoint elementary ranges (or intervals) is obtained and the concatenation of these elementary ranges forms the whole number line. Given a number on the number line, the range lookup problem is defined as locating the elementary range (or interval) containing . For simplicity, we use range (or interval) instead of elementary range (or interval) unless explicitly specified. It's clear that a prefix represents a range on the number line. On the other hand, an arbitrary range may need up to prefixes for representation [52] . This is a useful conclusion for analyzing the increased storage complexity of some classification algorithms that only support prefix specification well. The process of transforming an arbitrary range into one or several prefixes is called range splitting.
Cross-Producting: Srinivansan et al. [53] proposed a cross-producting scheme that is suitable for an arbitrary number of fields and either type of field specification. The cross-producting scheme works by performing range lookup operations on each field and composing these results to index a precomputed table that returns the highest priority rule matched.
Refer to classifier of Table 9 as an example. For the first step, the rule specifications in the F1 and F2 fields are projected on two number lines vertical to each other and two sets of ranges, { } and { }, are obtained as shown in Fig. 27 . Each pair of ranges ( ), corresponds to a small rectangle with a precomputed best matching rule written inside ("-" means no matching rule exists). The entire precomputed table is shown in Fig. 27 if we organize the table in a 2-D matrix format. Thus, given a 2-tuple ( ), two range lookups are performed on each range set and the two matching ranges returned are composed to index the precomputed table. For instance, if and , the two returned ranges ( ), tell us that R1 is the best matching rule. Regarding the generic -dimensional classifier, sets of ranges are obtained by projecting the rule specification on each dimension and each item in the -dimensional cross-product table could be precomputed in the same way as the above example.
The cross-producting scheme has a good query time complexity of , where is the time complexity of finding a range in one dimension. However, it suffers from a memory explosion problem; in the worst case, the cross-product table can have entries. Thus, an on-demand cross-producting scheme together with rule caching are proposed [53] for classifiers bigger than 50 rules in 5 dimensions. Incremental updates require reconstruction of the cross-product table, so it cannot support dynamic classifiers well.
2-D Classification Scheme:
Lakshman et al. [56] proposed a 2-D classification algorithm where one dimension, say F1, is restricted to having prefix specifications, while the second dimension, F2, is allowed to have arbitrary range specifications. The data structure first builds an F1-trie on the prefixes of dimension F1 and then associates a set of nonoverlapping ranges to each trie node, , that represents prefix . These ranges are created by the end-points of possibly overlapping projections on dimension F2 of those filters, , that specify exactly in dimension F1. A range lookup data structure (e.g., an array or a binary search tree) is then constructed on and associated with trie node . The data structure for the filter database of Table 9 is shown in Fig. 28 . The dashed line shows the path traversed when searching for packet (011, 101).
Given a point , the query algorithm proceeds downward from the root of the trie according to the bits of in the usual manner. At every trie node encountered during this traversal, a range lookup is performed on the associated data structure . The range lookup operation returns the range in containing , and the least-cost matching filter, say , within the set that matches point P. The least-cost matching filter among the filters for all trie nodes encountered during the traversal is the desired least-cost matching filter in the filter database.
The query algorithm takes time because a range lookup needs to be performed (in time) at every trie node in the path from the root to a null node in the F1 trie. This can be improved to using a technique called fractional cascading borrowed from computational geometry [57] . This technique augments the data structure such that the problem of searching for the same point in several sorted lists is reduced to searching in only one sorted list plus accessing a constant number of elements in the remaining lists. The storage complexity is because each filter is stored only once in the data structure. However, the use of fractional cascading renders the data structure static.
Area-Based Quadtree: Buddhikot et al. [58] proposed the area-based quadtree (AQT) structure for 2-D classification with prefix specification in both fields. Compared with a binary tree, the node of quadtree may have up to four children and four pointers labeled with 00, 01, 10, and 11 as shown in Fig. 29(b) . Each node in the AQT represents a 2-D space that is evenly decomposed into four quadrants corresponding to its four children. For example, the root node of Fig. 29(b) denotes the entire square in Fig. 29(a) and thus the four children represent the four quadrants, SW (southwest), NW (northwest), SE (southeast), and NE (northeast), respectively. If the 2-D space represented by the root node is expressed as a prefix pair ( ), the four quadrants are therefore (0 0 ), (0 1 ), (1 0 ), and (1 1 ) with each prefix denoting a range in one dimension.
For a certain classifier , the AQT is constructed as follows. A rule set containing all rules of is associated with the root node . is expanded with four children (decomposing space ( )) each associated with a rule set , where . contains the rules that are fully contained in the quadrant represented by . However, there are some rules in that are not fully contained in any of the four quadrants. Such rules are stored in another so-called crossing filter (rule) set (CFS) associated with node . Each rule in the CFS is said to be crossing node because it completely spans at least one dimension of the 2-D space represented by . For instance, rule denoted by a bold rectangle in Fig. 29(a) is said to cross space ( ) since the rectangle completely spans -dimension of space ( ). Thus, is stored in the CFS of the root node in Fig. 29(c) . Each child node of is expanded in the same way unless is empty. This procedure is carried out recursively and the construction terminates until the rule set of each leaf node is empty. Note that only the CFS is indeed stored at each node after the construction. Therefore, the storage complexity of AQT tree is since each rule is only stored once at a certain node where the rule crosses the 2-D space of .
Given the 2-tuple, , query of the AQT involves traversing the quadtree from root node to a leaf node. The branching decision at each node is made by two bits each taken from and . is compared with the rules in the CFS of each node encountered along the traversing path to find matches. The best matching rule is returned after traversing to the leaf node. The CFS at each node could be split into two sets, -CFS and -CFS.
-CFS contains rules completely spanning in dimension. Because of this spanning, only the dimension (field) of each rule in -CFS needs to be stored. Now finding matches of in the CFS of a node is transformed into two range lookups in -CFS and -CFS. Fig. 29(c) shows the AQT for the classifier in Table 9 with the geometric interpretation shown in Fig. 29(a) .
completely spans the space ( ) in dimension so it belongs to the -CFS of the root node. In fact, only "00 ," which is the field of , is kept and used for the range lookup at the root node. The dashed line in Fig. 29(a) ) is searched in the AQT.
An efficient update algorithm for the AQT is proposed in [58] . It has space complexity, search time, and update time, where is a tunable integer parameter.
Fat Inverted Segment Tree: Feldmann et al. [59] proposed the fat inverted segment tree (FIS-tree) data structure for solving the packet classification problem that allows the tradeoffs between access time and memory requirement. It reduces the multidimensional packet classification problem to solving a few instances of the one-dimensional (1-D) range lookup problem.
We illustrate the FIS-tree data structure and its query procedure below by using the example classifier in Table 9 . A rule specification in the F1 field is regarded as a segment in the -dimension and all such segments form a set . If is projected on the -dimension number line, four ranges (intervals), (000, 001), (010, 011), (100, 101), and (110, 111), are derived as shown in Fig. 30 . These intervals form a set named -set. Each interval has a pointer to a leaf node of the FIS-tree shown in the lower part of Fig. 30 . Each node except the root has a pointer to its parent, so it is an inverted segment tree. Generally speaking, the internal node may have up to incoming arcs, in the example, and the number of levels of the FIS-tree can be expressed in the equation, , where is the number of leaf nodes. If is limited to be small, which makes the query fast, could be large, making the inverted segment tree "fat." We have seen that each leaf node of FIS-tree is associated with an elementary interval in order. For each internal node , is the union of its children's intervals. The interval for each node of the FIS-tree has been depicted in Fig. 30 . A segment in is stored at node if but is not. The set of segments stored with a node is called its x-canonical set. For instance, the segment (100, 101) derived from contains the interval (100, 101), associated with leaf node , but does not contain interval (100, 111) of 's parent node. Thus, is stored in the -canonical set of shown by inside in Fig. 30 . The F2 field specification of the rules contained in the -canonical set of a node also forms a segment set, . If the segments of are projected on the -dimension number line, another set of intervals is derived and stored in a set called -set associated with . The construction of the FIS-tree is finished after the -canonical set and -set are calculated for each node in the FIS-tree.
Given a 2-tuple, , the query starts by lookup in the -set to determine the interval containing and thus the leaf node associated with the interval. The FIS-tree is traversed from to the root node guided by the parent pointer at each node along the path. The F1 field specification of each rule contained in the -canonical set of each node along the path must match with , which can be derived from the above-described FIS-tree construction directly. Therefore, at each node encountered during the traversing, is used to look up in the -set of . There may be multiple matches found in these -sets and the highest priority one is returned. The dashed line in Fig. 30 shows the path traversed if is searched in the FIS-tree. Queries on an -level FIS-tree have complexity with storage complexity , where is the time for a 1-D range lookup. Storage can be traded off with search time by varying . It is necessary to modify the FIS-tree to support incremental updates [59] . The FIS-tree can be extended to multiple dimensions by building hierarchical FIS-trees. Measurements on real-life 2-D classifiers using the FIS-tree data structure are reported in [59] . Queries took 15 or less memory operations with a two-level tree, 4 k to 60 k rules, and 100 Mbytes of storage.
3) Heuristics: As mentioned above, the theoretical bounds from computational geometry imply that the packet classification can be prohibitively expensive when considering the worst case. However, it is expected that classifiers in the real network have considerable redundancy that we might be able to take advantage of. That is the motivation behind the heuristic algorithms.
Recursive Flow Classification: Gupta et al. [52] , [55] proposed a heuristic scheme called recursive flow classification (RFC) applied to classification on multiple fields. Classifying a packet involves mapping the -bit packet header to a -bit action identifier, where , . A simple but impractical method could precompute the action for each of the 2 different packet headers, yielding the action in one step (one memory access). But this would require too much memory. The main aim of RFC is to perform the same mapping but over several stages (phases), as shown in Fig. 31 . The mapping is performed recursively; at each stage, the algorithm performs a reduction, mapping one set of values to a smaller set. In each phase, a set of memories returns a value shorter, i.e., expressed in fewer bits, than the index of the memory access. Fig. 32 illustrates the structure and packet flow of the RFC scheme.
The algorithm operates as follows:.
1) In the first phase, fields of the packet header are split into multiple chunks that are used to index mul- tiple memories in parallel. For example, the number of chunks equals 8 in Fig. 32 . Each of the parallel lookups yields an output value called . The contents of each memory are chosen so that the result of the lookup is narrower than the index. 2) In subsequent phases, the index into each memory is formed by combining the results of the lookups from earlier phases. For example, the results from the lookups may be concatenated. 3) In the final phase, the memory yields the action identifier. The algorithm requires the contents of each table (memory) be precomputed. Detailed table construction algorithms are described in [55] .
It is reported [55] that with real-life four-dimensional (4-D) classifiers of up to 1700 rules, RFC appears practical for 10-Gb/s line rates in hardware and 2.5-Gb/s rates in software. However, the storage space and preprocessing time grow rapidly for classifiers larger than about 6000 rules. An optimization described in [55] reduces the storage requirement of a 15 000 four-field classifier to below 4 Mbytes.
Hierarchical Intelligent Cuttings: Another heuristic scheme, hierarchical intelligent cuttings (HiCuts), proposed by Gupta et al. [60] , partitions the multidimensional search space guided by heuristics that exploit the structure of the classifier. The HiCuts algorithm builds a decision tree data structure by carefully preprocessing the classifier. Each time a packet arrives, the classification algorithm traverses the decision tree to find a leaf node, which stores a small number of rules. A linear search of these rules yields the desired matching. The characteristics of the decision tree (its depth, degree of each node, and the local branching decision to be made at each node) are chosen while preprocessing the classifier based on its characteristics.
Each internal node of the decision tree built on a -dimensional classifier is associated with:
, which is a -tuple of ranges or intervals: ( ). 2) A cut , defined by a dimension , and , the number of times is cut (partitioned) in dimension (that is, the number of cuts in the interval [ ]). The cut thus evenly divides into smaller boxes, which is associated with the children of .
3) A set of rules . The tree's root has all the rules associated with it. If is a child of , then is defined as the subset of that collides with . That is, every rule in that spans, cuts, or is contained in is also a member of . is called the colliding rule set of . As an example, Fig. 33(b) shows a possible decision tree for the classifier in Table 9 . Each ellipse denotes an internal node with a triplet ( , , ) and each square is a leaf node containing rules. The root node denotes the entire space with the box . is cut into four small boxes in dimension shown by the three bold dashed line in Fig. 33(a) . A child node of is further cut if the number of rules in its rule set is larger than a threshold called binth. In this example, binth equals 3.
Detailed information of the heuristics used for the preprocessing can be found in [60] . The characteristic parameters mentioned above can be tuned to trade off query time against storage requirements. For 40 real-life 4-D classifiers and some of them with up to 1700 rules, HiCuts requires less than 1 Mbyte of storage, has a worst case query time of 20 memory accesses, and supports fast updates.
Tuple Space Search: Srinivansan et al. [61] proposed a tuple space search scheme for multidimensional packet classification with prefix specification. The basic tuple space search algorithm decomposes a classification query into several exact match queries in hash tables. This algorithm is motivated by the observation that while classifiers contain many different prefixes, the number of distinct prefix lengths tends to be small. Thus, the number of distinct combinations of prefix lengths is also small. Each rule in a classifier can be mapped into a -tuple whose th component specifies the length of the prefix in the th field of . A tuple space is defined as the set of all such tuples of a classifier. For each tuple in the tuple space, a hash table is created storing all
Table 10
Example of the Tuple Space Search Scheme rules mapped in the tuple. Thus, given a packet header to be classified, we linearly search each hash table and return the best matching rule after all tables are searched. Table 10 shows the tuples and associated hash tables for the classifier in Table 9 . The query time complexity of the basic tuple space search scheme is , where is the number of tuples in the tuple space. Perfect hashing is assumed here.
is still large for many real cases. Thus, a simple but efficient optimization called tuple pruning is proposed in [61] to improve the query speed. When a packet header presents to be classified, longest prefix matching is first performed in each dimension. The best matching prefix in each dimension returns a tuple list that is precomputed and associated with the prefix. Each tuple in the tuple list from contains at least one rule whose th field equals or is a prefix of . Another tuple list, the intersection list, is derived from the intersection of all . For a given query, only the tuples contained in the intersection list need to be searched. Reference [61] reports that by having the tuple pruning only in two fields, e.g., the source and destination IP address, the number of tuples that needs to be searched is greatly reduced.
The storage complexity for tuple space search is since each rule is stored in exactly one hash table. Incremental updates are supported and require just one hash memory access to the hash table associated with the tuple of the modified rule. However, the use of hashing makes the time complexity of queries and updates nondeterministic. 
4) Hardware-Based Algorithms:
Bitmap Intersection: The bitmap-intersection scheme proposed by Lakshman et al. [56] applies to multidimensional packet classification with either type of specification in each field. This scheme is based on the observation that the set of rules that match a packet is the intersection of sets , where is the set of rules that match the packet in the th dimension alone. Fig. 34 contains an example to illustrate how the bitmapintersection scheme works. Four rules of a 2-D classifier are depicted as four rectangles in Fig. 34 and projected on the two number lines. Two sets of intervals { } and { } are derived in each dimension by the rule projections. Each interval is associated with a precomputed 4-b bitmap with each bit representing a rule. A "1" in the bitmap of denotes that the rule contains (matches) in the dimension. Given a packet , two range lookups are performed in each interval set and two intervals, and , which contain and , are determined. Then the resulting bitmap, obtained by the intersection (a simple bitwise AND operation) of the bitmaps of and , shows all matching rules for . If the rules are ordered in decreasing order of priority, the first "1" in the bitmap denotes the highest priority rule. It is straightforward to expand the scheme to apply to a multidimensional classification.
Since each bitmap is bits wide and there are ranges in each of the dimensions, the storage space consumed is . Query time is , where is the time to perform one range lookup and is the memory width. Time complexity can be reduced by a factor of by looking up each dimension independently in parallel. Incremental updates are not well-supported.
It is reported that the scheme can support up to 512 rules with a 33-MHz field-programmable gate array and five 1-Mbyte SRAMS, classifying 1 Mp/s [56] . The scheme works well for a small number of rules in multiple dimensions, but suffers from a quadratic increase in storage and linear increase in classification time with the size of the classifier.
Table 11
Comparison of Different Packet Classification Schemes This complexity is derived by applying grid-of-tries to multidimensional classifiers. Refer to [53] for detailed information.
Ternary CAMS: TCAMs have been widely used in IP route lookup for longest prefix matching, where rules are stored as (val, mask) pairs in decreasing order of prefix lengths. Assuming prefix specification for packet classification, the TCAM stores rules in decreasing order of priorities. Each entry of the TCAM stores a rule by concatenating the prefixes of all fields. With today's state-of-the-art TCAM products, 100 million queries per second can be achieved. Each chip can accommodate 128 k entries of 72 b wide or 64 k entries of 144 b wide [48] , [49] . However, when the range specification is used for the field, range splitting must be performed to convert the ranges into prefix formats. This increases the number of entries by a factor of in the worst case, and could make TCAMs infeasible for some classifiers that use the range specification. Table 11 summarizes the packet classification schemes described above. It shows the order of the worst case search times and the worst case storage requirements. The time required to update the date structures when rules change is not listed. This is because many schemes cannot efficiently handle incremental updates and others deploy various optimizations to their basic schemes, which make the calculation of the update complexity almost impossible. As stated by the theoretical bounds from computational geometry [55] , none of these schemes (except TCAMs) can minimize worst case time and storage complexities simultaneously. Even for TCAM, when the range specification applies, it suffers from a massive increase in the number of entries in the worst case. However, heuristic algorithms, when applied to real-life classifiers, can achieve acceptable performance on both query time and storage simultaneously, making them attractive in implementation.
C. Comparison and Analysis
Most of these classification algorithms could be implemented in software on generic processors, network processors, or dedicated co-processors. Software implementation has flexibility in choosing data structures and operation procedures to compromise storage efficiency and query time. In contrast, hardware implementations, such as RFC, bitmap insertion, and TCAM, have high throughput but less flexibility to adapt to the changes of classifiers, either in the size or field specification.
Compared with the 1-D IP route lookup, packet classification is a much more difficult and challenging task. Some researchers have designed specialized engines for packet classification to achieve high performance, such as the one in [51] . They could consist of multiple micro-engines, similar to the multiple RISCs in the network processor. Each query can be scheduled to a single micro-engine and multiple queries can be performed in parallel. The micro-engines can also be organized in a pipeline fashion and each query passes through multiple micro-engines. Packet classification at high speeds remains challenging, especially for very large classifiers (e.g., several millions of entries for micro-flow recognition) and multiple fields.
VI. SWITCH FABRICS
Many papers have been published attempting to build high-speed and large-capacity packet switches [62] - [67] . They are often categorized into different architectures based on the placement of buffers, e.g., input-buffered, output-buffered, crosspoint-buffered, internal buffered, and combined input/output buffered [68] . Reference [68] also addresses the basics, theories, architectures, and technologies to implement ATM switches, IP routers, and optical packet switches. This section describes several switch architectures that are currently considered potential candidates for large-capacity switches and routers.
A. Arbitration Algorithms for Single-Stage Switches
A crossbar switch is a single-stage switch fabric that has the three following attractive properties: internally nonblocking, a simple architecture, and high modularity. A crossbar switch can only grow up to a certain size because the number of its switching elements grows in a square proportion to the switch size. The switch performance is mainly determined by the adopted arbitration algorithm.
Output-buffered switches are known to lack scalability due to the memory speed constraints. Input-buffered switches with a virtual output queue (VOQ) structure have become the trend in building a high-performance switch as VOQ overcomes the head of line blocking problem. Fig. 35 shows the implementation of VOQs in a switch, where each VOQ stores cells destined for the corresponding output. In this architecture, the memory speed remains compatible with the line rate (or somewhat higher if speedup is needed). The challenge for such an architecture is to find a good matching scheme between inputs and outputs so that it can achieve high throughput and low latency. On the other hand, if the internal switch fabric operates a few times faster than the line rate, the throughput and delay performance becomes not too sensitive to the scheduling schemes. However, the memory speed requirement is then proportionally increased or the total switch capacity is proportionally reduced for a given memory technology. For an input-buffered switch with a VOQ structure, several maximum weight matching (MWM) algorithms [69] have been proposed to achieve 100% throughput at the expense of inhibitive high computation complexity in the order of [70] - [72] . Several submaximal size matching algorithms have thus been proposed, such as iterative round-robin with SLIP (iSLIP) [73] , [74] and iterative dual round-robin matching (iDRRM) [62] , [75] , [76] , as an alternative. Because of simplicity, they can be realized with today's technologies while providing 100% throughput under uniform traffic. This section presents an overview of some popular and effective schemes. [73] , [74] provides high throughput, is starvation-free, and, because of its simplicity, is able to operate at high speed. This scheme requires an input arbiter per input port and an output arbiter per output port. An output arbiter selects a VOQ request coming from the inputs, and an input arbiter selects a grant coming from an output arbiter. Each arbiter has a pointer to indicate the priority list order for each arbiter. The iSLIP can have any number of iterations. In this scheme, the grant pointers update their positions only if their grants are accepted, that is, if a match is completed, in the first iteration. In this scheme, starvation is avoided because a recently matched pair gets the lowest priority. The steps for this scheme are as follows.
1) iSLIP: iSLIP
1) Each unmatched input sends a request to every output for which it has a queued cell. 2) If an unmatched output receives multiple requests, it chooses the one that appears next in a fixed roundrobin schedule, starting from the highest priority element. The output notifies each input whether or not its request was granted. 3) If an input receives multiple grants, it accepts the one that appears next in a fixed, round-robin schedule starting from the highest priority element. The pointer is incremented (modulo N) to one location beyond the accepted output. The accept pointers are only updated in the first iteration. 4) The grant pointer is incremented (module N) to one location beyond the granted input if, and only if, the grant is accepted in step 3 of the first iteration. Because of the round-robin moving of the pointers, the algorithm provides a fair allocation of bandwidth among all flows. This scheme contains 2N arbiters, where each arbiter is implementable with low complexity. The throughput offered with this algorithm is 100% under traffic with uniform distribution for any number of iterations due to the desynchronization effect [72] .
2) iDRRM: The iDRRM scheme [62] , [75] , [76] works similarly to the iSLIP scheme but has less implementation complexity. It starts the round-robin selection at the inputs, while the iSLIP starts the round-robin selection at the outputs. An input arbiter is used to select a nonempty VOQ according to the round-robin service discipline. After the selection, each input sends a request, if any, to the destined output arbiter. An output arbiter may receive up to N requests. It chooses one of them based on the round-robin service discipline, and sends the grant to the winner input arbiter. The iDRRM arbitration has three steps in each cell slot. 3 They are as follows.
1) Each unmatched input selects a request in a roundrobin fashion among VOQs that have at least a cell. The input arbiter chooses the one that appears next in a fixed round-robin schedule starting from the highest priority element, pointed to by the request arbiter . The selected request is sent to the destined output port arbiter. 2) If an unmatched output receives multiple requests, it chooses the one that appears next in a fixed, roundrobin schedule starting from the highest priority element, pointed by the grant pointer . The output noti-fies each input whether or not its request was granted. The pointer is incremented (modulo N) to one location beyond the accepted output, in the first iteration.
3) The request pointers are incremented (module N) to one location beyond the granted input if and only if the request is granted in step 2 of the first iteration. Steps 1 and 2 are repeated for more iterations. Fig. 36 shows an example of the iDRRM arbitration algorithm. In a request phase, each input chooses a VOQ and sends a request to an output arbiter. Assume input 1 has cells destined for both outputs 1 and 2. Since its round-robin pointer, , is pointing to 1, input arbiter 1 sends a request to output 1 and updates its pointer to 2 after the match is completed. Let us consider output 3 in the grant phase. Since its round-robin pointer, , is pointing to 3, output arbiter 3 grants input 3 and updates its pointer to 4.
Similar to the iSLIP scheme, iDRRM also has a desynchronization effect. When the effect kicks in, the input arbiters granted in different time slots have different pointer values, and each of them requests a different output. These two schemes have comparable throughput and delay performance. However, the iDRRM scheme requires less time to do arbitration and is easier to implement. This is because less information is exchanged between input arbiters and output arbiters. In other words, iDRRM saves initial transmission time required to send requests from inputs to outputs in iSLIP.
3) Pipeline-Based Maximal-Sized Matching (PMM): The arbitration schemes presented above require the matching process be completed in a single cell slot. This may become a system bottleneck when the switch size or switch port speed increases. For instance, with 64-byte fixed-length cells at a port speed of 40 Gb/s, the cell time slot is only 12.8 ns. Furthermore, propagation delay between the switch modules, line cards, and the arbitrators (or schedulers), can easily exceed several cell slots. An example is if the distance between the racks is 20 meters, the round-trip delay between them is about 16 cell slots.
To extend the time for arbitration, an innovative pipeline-based maximal size matching (PMM) scheme for input-buffered switches is proposed [76] . The basic concept is to have multiple subschedulers operating in parallel and in a pipeline manner. They are allowed to take more than one time slot to complete the matching and take turns to provide the matching results. When building a large-capacity switch, the racks that hold line cards and switch cards can be separated for up to a few hundred meters and the propagation between the racks can easily be more than one time slot. PMM can be integrated with any matching algorithm, such as iSLIP and iDRRM, and preserve the properties of that algorithm.
The PMM scheme is able to relax the computation time for finding a match into more than one time slot. The PMM scheduler consists of request counters (RCs) and subschedulers, as shown in Fig. 37 . Each subscheduler has request flags (RFs) and their mirror flags are placed in the inputs as shown in the figure. Each subscheduler operates the maximal-sized matching in a pipeline manner, and takes time slots to complete the matching, as shown in Fig. 38 . Here, we assume that PMM adopts iDRRM in each subscheduler.
A request counter is associated with , as shown in Fig. 37 . The value of is denoted as , where . is the maximum VOQ occupancy.
expresses the number of accumulated requests associated with that have not been sent to any subschedulers. Each request flag is associated with and subscheduler , where . The value of is denoted as , where . means that input has a request to output in subscheduler . means that input has no request to output in subscheduler . At initialization time, and are set to zero. PMM operates as follows.
• Phase 1: When a new cell enters , the counter value of is increased: .
• Phase 2: At the beginning of every time slot , if and , where , and . Otherwise, and are not changed.
• Phase 3: At
, where is an integer, subscheduler operates the matching according to the adopted algorithm.
• Phase 4: By the end of every time slot , subscheduler , where , completes the matching. When input-output pair ( ) is matched, . In this case, the head-of-line (HOL) cell in is sent to output at the next time slot. When input-output pair ( ) is not matched, is not changed. Whenever a condition associated with any phase is satisfied, the phase is executed by the main scheduler.
To apply the iDRRM algorithm as a matching algorithm in subscheduler in PMM, we use instead of VOQ requests. Each subscheduler has its own round-robin pointers. The position of pointers in subscheduler is modified by the results only from subscheduler . The operation of iDRRM in subscheduler is the same as that of the nonpipeline iDRRM scheme.
Scheduling time does not significantly degrade delay performance, as shown in Fig. 39 . A Bernoulli arrival process is used for the input traffic. This evaluation includes the absolute delay caused by the scheduling time in the delay performance.
4) Exhaustive Service DRRM Algorithm:
The DRRM algorithm [62] , [77] , which is a special case of iDRRM with , has been proven to achieve 100% throughput under independent and identically distributed (i.i.d.) and uniform traffic with low implementation complexity. However, its throughput drops below 100% under nonuniform traffic. The exhaustive service DRRM (EDDRM) [78] algorithm attempts to increase the achievable throughput under nonuniform traffic patterns.
In EDRRM, the pointers of inputs and outputs are updated in a different way from DRRM. In each time slot, if an input is matched to an output, one cell in the corresponding VOQ will be transferred. After that, if the VOQ becomes empty, the input arbiter updates its pointer to the next location in a fixed order; otherwise, the pointer remains at the current VOQ so that a request is sent to the same output in the next time slot. This is called the exhaustive service policy [79] in polling systems. If an input sends a request to an output but gets no grant, the input will update its arbiter pointer to the next location in a fixed order, which is different from DRRM where the input pointer will remain where it is until it gets a grant. The reason for this modification is as follows. In EDRRM, if an input cannot get a grant from an output, it means that the output is most likely in a "stable marriage"
with another input for all the cells waiting in the VOQ. The unsuccessful input is likely to wait for a long time to get a grant from this output. It is better for the input to search for another free output than to wait for this busy one. Since an output has no idea if the currently served VOQ will become empty after this service, outputs do not update their arbiter pointers after cell transfer. A detailed description of the two steps of the EDRRM algorithm follows.
Step 1) Request. Each input moves its pointer to the first nonempty VOQ in a fixed round-robin order, starting from the current position of the pointer, and sends a request to the output corresponding to the VOQ. The pointer of the input arbiter is incremented by one location beyond the selected output if the request is not granted in Step 2, or if the request is granted and after one cell is served this VOQ becomes empty. Otherwise, the pointer remains at that (nonempty) VOQ.
Step 2) Grant. If an output receives one or more requests, it chooses the one that appears next in a fixed round-robin schedule starting from the current position of the pointer. The output notifies each requesting input whether or not its request was granted. The pointer of the output arbiter remains at the granted input. If there are no requests, the pointer remains where it is. Fig. 40 shows an example of the EDRRM arbitration algorithm. , , , and are arbiter pointers for inputs 1, 2, 3, and 4, and , , , and are arbiter pointers for outputs 1, 2, 3, and 4. At the beginning of the time slot, points to output 1 while points to input 2, which means that in the last time slot, input 1 was not matched to output 1. Similarly, requests output 3 for a new service. Since points to output 3 and points to input 3, it is possible that in the last time slot, input 3 was matched to output 3, and in this time slot, output 3 continues to transfer a cell from input 3 because the VOQ is not empty. Input 4 and output 2 have a similar situation with input 3 and output 3. In the grant phase, output 1 grants the only request it receives, from input 1, and updates to 1. Output 2 grants the request from input 4, and output 3 grants the request from input 3. The request from input 2 to output 3 is not granted, so moves to 4. By the end of this time slot, the first VOQ of input 1 and the third VOQ of input 3 are still nonempty so that and are not updated; is updated to 3 because the second VOQ of input 4 becomes empty.
EDRRM improves the throughput of DRRM under various nonuniform traffic patterns. The first nonuniform traffic pattern, called the hot-spot, is where many inputs send traffic to the same output (the hot-spot) at the same time [77] . This may lead to the output being loaded more than 100%. Such a condition may exist for a transient period of time. A fraction of input traffic is destined to one hot-spot and all other traffic is distributed to other outputs uniformly. Define as the fraction of cells destined to the hot-spot output. The input load on one input port can be expressed as . The second nonuniform traffic pattern considered is described as follows. The arrival rate for each input is 100%, while the loading for each output is also 100%. Each input has a hot output, with a fraction of cells from an input destined to its hot output, and other cells are uniformly destined to other outputs. Each input has a hot output that is different from any other input's hot output.
corresponds to the uniform case. When , all the arriving cells are destined to their respective hot outputs. In this case, since the hot output for each input is different from others, each input arbiter points to a different output in any time slot. It is only considered the interval . According to simulation results, the throughput of EDRRM under uniform and i.i.d. traffic is close to, but not quite, 100%. The throughput of EDRRM under hot-spot traffic is 100%. Fig. 41 compares the throughput of EDRRM, DRRM, and iSLIP under the second nonuniform traffic pattern. It shows that EDRRM has higher throughput than DRRM and iSLIP. The figure also shows that for the EDRRM switch, the throughput under uniform arrivals (when ) is comparable to the throughput under nonuniform arrivals (when ). In a DRRM switch, each VOQ gets uniform service. On the other hand, in an EDRRM switch, all the cells in a VOQ are served when the VOQ wins the service no matter what the arrival rate is for this VOQ. When the system is stable, the service rate for a VOQ is close to the arrival rate, which leads to a high throughput.
Note that another attractive feature of EDRRM is that it automatically adapts to changes in traffic flow through the switch, i.e., no parameter has to be set to optimize performance for a given nonuniform traffic flow. This is important since it simplifies switch traffic management as traffic flows change with time. To prevent the starvation problem, a timer can be set for each HOL cell. When the timer expires, the HOL cell has the highest priority to be served.
B. Arbitration Algorithms for Multiple-Stage Switches
Because the number of switching elements of single-stage switches is proportional to the square of the number of switch ports, they become unattractive for large switches. On the other hand, the multistage switch architecture, such as the Clos network, is considered more scalable, requires fewer switch elements and interconnections, and is thus more cost-effective. However, only a few researchers have so far attempted to find good matching schemes for the three-stage Clos-network switch. A random dispatching (RD) scheme has been proposed for cell dispatching from the first stage to the second stage [65] , [80] . This scheme is supposed to evenly distribute traffic to the second-stage modules. In [65] , a gigabit ATM switch using buffers in the second-stage has been implemented. Because the buffers in the second-stage modules cause an out-of-sequence problem, it requires a re-sequence function at the third-stage or latter modules. In [80] , an ATM switch does not use buffers in the second-stage modules and is thus more scalable and cost-effective. However, because the RD scheme does not achieve high throughput, it requires some expansion in the internal switch fabric. A novel dispatching scheme, concurrent round-robin dispatching (CRRD), has recently been proposed for the three-stage Clos-network switch [81] . This scheme achieves 100% throughput under uniform traffic without internal bandwidth expansion.
1) Clos-Network Switch Model: Fig. 42 . A has output links, each of which is denoted as , which are connected to OMS, each of which is . An has output ports, each of which is and has an output buffer. Each output buffer receives at most cells at one cell time slot, and each output port at the OM forward one cell in a first-in-first-out (FIFO) manner to the output line.
2) RD Scheme: The ATLANTA switch [80] uses random selection in its dispatching algorithm for a Clos-network architecture. Two phases are considered for dispatching from the first stage to the second stage. In phase 1, up to VOQs from each IM are selected as candidates and a selected VOQ is assigned to an IM output link. A request that is associated with this output link is sent from the IM to the CM. This matching between VOQs and output links is performed only within the IM. The number of VOQs that are chosen in this matching is always , where is the number of nonempty VOQs. In phase 2, each selected VOQ that is associated with each IM output link sends a request from the IM to the CM. CMs respond with the arbitration results to IMs so that the matching between IMs and CMs can be completed.
• Phase 1: Matching within IM
• Step 1: At each time slot, nonempty VOQs send requests for candidate selection. • Step 2:
selects up to requests out of nonempty VOQs. For example, a round-robin arbitration can be employed for this selection [80] . Then, proposes up to candidate cells to randomly selected CMs.
• Phase 2: Matching between IM and CM • Step 1: A request that is associated with is sent out to the corresponding . A has output links , each of which corresponds to an . An arbiter that is associated with selects one request among requests. A random-selection scheme is used for this arbitration.
sends up to grants, each of which is associated with one , to the corresponding IMs. • Step 2: If a VOQ at IM receives the grant from the CM, it sends the corresponding cell at next time slot. Otherwise, the VOQ will be a candidate again at step 2 in phase 1 at the next time slot. The maximum throughput by using RD under uniform traffic is as presented by (1) , shown at the bottom of the page.
The factor in (1) expresses the expansion ratio. When the expansion ratio is 1.0 (i.e., ), the maximum throughput is only a function of . As increases, the maximum throughput decreases. When , the maximum throughput tends to . In other words, to achieve 100% throughput by using RD, the expansion ratio has to be set to at least . 3) CRRD) Scheme: CRRD provides high switch throughput without expanding the internal bandwidth. Its implementation is very simple because only simple round-robin arbiters are employed. The basic idea of the CRRD scheme is to use the desynchronization effect [73] in the Clos-network switch. The desynchronization effect has been studied using such simple scheduling algorithms as iSLIP and iDRRM in input-queued crossbar switches.
is redefined as , where and . 4 Fig. 43 illustrates the detailed CRRD algorithm by showing an example. To determine the matching between a request from and the output link , CRRD uses an iterative matching in . In , there are output-link round-robin arbiters and VOQ round-robin arbiters. An output-link arbiter associated with has its own pointer . A VOQ arbiter associated with has its own pointer . In , there are round-robin arbiters, each of which corresponds to and has its own pointer . Two phases are also considered in CRRD. In phase 1, CRRD employs an iterative matching by using round-robin arbiters to assign a VOQ to an IM output link. The matching between VOQs and output links is performed within the IM. It is based on round-robin arbitration and is similar to the iSLIP request/grant/accept approach. A major difference is that in CRRD, a VOQ sends a request to every output-link arbiter; in iSLIP, a VOQ sends a request to only the destined output-link arbiter. In phase 2, each selected VOQ that is matched with an output link sends a request from the IM to the CM. CMs send the arbitration results to IMs to complete the matching between the IM and the CM.
• Phase 1: Matching within IM -First iteration * Step 1 : Each nonempty VOQ sends a request to every output-link arbiter. * Step 2 : Each output-link arbiter chooses one nonempty VOQ request in a round-robin fashion by searching from the position of . It then sends the grant to the selected VOQ. * Step 3 : The VOQ arbiter sends the accept to the granting output-link arbiter among all those received in a round-robin fashion by searching from the position of . -th iteration ( ) 5 * Step 1 : Each unmatched VOQ at the previous iterations sends another request to all unmatched output-link arbiters. * Steps 2 and 3 : The same procedure is performed as in the first iteration for matching between unmatched nonempty VOQs and unmatched output links. 4 The purpose of redefining the VOQs is to easily obtain the desynchronization effect. 5 The number of iterations is designed by considering the limitation of the arbitration time in advance. CRRD tries to choose as many nonempty VOQs in this matching as possible, but it does not always choose the maximum available nonempty VOQs if the number of iterations is not enough. On the other hand, RD can choose the maximum number of nonempty VOQs in phase 1.
(1) Fig. 43 . CRRD scheme.
• Phase 2: Matching between IM and CM -Step 1: After phase 1 is completed, sends the request to . Then, each roundrobin arbiter associated with chooses one request by searching from the position of , and sends the grant to of . -Step 2: If the IM receives the grant from the CM, it sends a corresponding cell from that VOQ at the next time slot. Otherwise, the IM cannot send the cell at the next time slot. The request from the CM that is not granted will be again attempted to be matched at the next time slot because the pointers that are related to the ungranted requests are not moved. As with iSLIP, the round-robin pointers and in and in are updated to one position after the granted position, only if the matching within the IM is achieved at the first iteration in phase 1 and the request is also granted by the CM in phase 2. Fig. 43 shows an example of , where CRRD operates at the first iteration in phase 1. At step 1, , , , and , which are nonempty VOQs, send requests to all the output-link arbiters. At step 2, output-link arbiters that are associated with , , and select , , and , respectively, according to their pointers' positions. At step 3, receives two grants from both output-link arbiters of and , and accepts by using its own VOQ arbiter. Since receives one grant from output-link arbiter , it accepts the grant. With one iteration, cannot be matched with any nonempty VOQs. At the next iteration, the matching between unmatched nonempty VOQs and will be performed.
4) Performance of RD and CRRD:
The performance of simulated models for CRRD and RD schemes under uniform traffic for Bernoulli and bursty arrivals is presented below. Fig. 44 shows that CRRD provides higher throughput than RD under uniform traffic. A Bernoulli arrival process is used for input traffic. Simulations show that CRRD can achieve 100% throughput for any number of iterations in IM. The delay performance is improved by the number of iterations in IM when the offered load is not heavy. Fig. 44 shows that when the number of iterations in IM increases to 4, the delay performances almost converge. Fig. 45 shows that, even when the input traffic is bursty, CRRD provides 100% throughput for any number of iterations, although the delay performance under bursty traffic becomes worse than that of nonbursty traffic at the heavy load condition. For bursty traffic, it was assumed the burst length is exponentially distributed with an average of 10 cells.
C. Survey of Commercial Switch Fabrics 1) Multiplane Single-Stage Bufferless Switches:
As the port speed increases to have a larger switch capacity, it is very common to use multiple switch planes to build the switch fabric. For instance, with today's high-speed interconnection technology for CMOS chips, SERDES, running at 2.5 Gb/s, if the line rate is 10 Gb/s and the switch fabric has a speedup of two, the switch port interface has 20 Gb/s and the number of the switch planes will be eight. Fig. 42 shows a three-stage Clos network switch. By redrawing the figure, the switch becomes a multiple-plane single-stage bufferless switch as shown in Fig. 46 . The difference between them is that in Fig. 42 the IM aggregates the bandwidth from multiple input lines while in Fig. 46 the input port interface (IPC) has only one input line. The more bandwidth the first-stage module (IM or IPC) can aggregate, the larger the switch capacity. However, the memory speed often limits the aggregated bandwidth. In some applications, each input line can carry multiple subchannels. For instance, a 10-Gb/s input line can carry four 2.5-Gb/s subchannels or 16 622-Mb/s subchannels. Some vendors can support 40-Gb/s port speed, where four 10-Gb/s lines (or a mix of other lower bit-rate subchannels) are multiplexed at the IM. With today's SERDES technology and a speedup of two, there will be 32 switch planes. If each switch plane consists of a 64 64 crossbar switch, the total system capacity becomes 2.56 Tb/s.
As shown in Fig. 46 , there are sets of VOQs (virtual output queues). Each set has m VOQs, each corresponding to each switch plane. Similarly, each output port interface (OPC) also has sets of VIQs (virtual input queues) and each set has VIQs. The VIQ is used to reassemble cells to packets. The challenging issues of such a switch architecture are: 1) to find the matching between the VOQs and the available output links of the IPC and 2) to find the matching between the IPC requests and the center crossbar switches (called CMs in Fig. 42 ). One matching algorithm that can achieve 100% throughput under uniform traffic distribution is described in Section VI-B3.
Each switch plane usually consists of a crossbar switch with a scheduler (or called arbitrator) that is used to resolve output port contention. Each scheduler often runs independently from others. Since there is no buffer in the switch fabric, maintaining cell/packet order can easily be achieved. For instance, we can use one VOQ to replace the VOQs in Fig. 46 . By using the PMM scheme described in Section VI-A3 , each IPC sends requests to the multiple schedulers and uses the returned grants, regardless from which switch planes, to sequentially transmit the cells in the VOQs.
Cisco's 12 000-series routers [82] use the switch structure described above. Its port interface can support up to 10 Gb/s (OC-192). The router has 16 ports with 15 of them carrying users' traffic and one carrying switch control and management information exchanged between the cards within the router. So, the maximum switch capacity is 150 Gb/s full duplex (150 Gb/s in and 150 Gb/s out).
The TT1 chip set from PMC Sierra 2) Multiplane Single-Stage Buffered Switches: Another way to implement large-capacity switches is to use a shared memory for each switch plane (instead of using the crossbar switch in Fig. 46 ). The advantage of using shared memory is there is no need for the scheduler to resolve output port contention. When a cell/packet enters the switch, it is written to the shared memory and its pointer is sent to the output queue, which stores all cells/packets destined for this output port. When the cell/packet is scheduled by the output queue to leave the switch, the output queue uses the pointer to retrieve the cell/packet from the shared memory. Since the shared memory needs to accommodate writes and reads in one cell time slot, it requires a very wide and high bandwidth bus. Usually, the shared memory and the logical output queues are custom-designed on the same chip. Since the shared memory has a size limitation, a back pressure mechanism is used to avoid shared-memory overflow. Whenever the output queue exceeds a certain threshold, it pushes back the data flow to the input port controller, as shown in Fig. 47 . The VOQs are used at the input ports to avoid HOL blocking.
It is a common practice to have several traffic priorities within a switch fabric. Back pressure signals are specific to the traffic priorities that are over using the memory space. There is a threshold for each priority in the output queue, as denoted by to in the figure. If the output queue occupancy exceeds the threshold for a given priority, the corresponding traffic at all input ports with that priority receives a back pressure signal and inhibits the forwarding. Fig. 47 shows a shared-memory switch with thresholds in the queues for activating the back pressure signals. In this figure, the dashed arrows depict the back pressure to the input port controllers.
One of the challenging issues of designing multi-plane buffered switches is to maintain cell/packet order. If cells/packets of the same flow traverse through different shared-memory switches, they are likely to experience different delays. Thus, a resequencing buffer at the output port to reorder the cells/packets is usually needed. However, if the delay variation is unbounded or very large, the resequencing buffer may be too large to be practical. Another way to maintain the cell/packet order is to force cells/packets that belong to the same flow to traverse through the same shared-memory switch. However, it may not be able to evenly distribute incoming traffic over the multiple switch planes.
IBM's packet switch uses this architecture [84] . Its switch chip set, called the IBM Power packet routing switch (PRS), consists of two basic devices, the common switch interface chip (C192) and the packet routing switch chip (Q-64G). The former provides VOQs and the latter represents a sharedmemory switch plane. Each Q-64G has 32 inputs and 32 outputs with each port at 2 Gb/s, delivering a total of 64 Gb/s switch capacity. Each C192 interfaces 10 Gb/s to the network and 16 Gb/s to the switch fabric (with a speedup of 1.6). The switch uses 8 Q-64G chips to achieve a maximum capacity of 320 Gb/s. Each 64-byte cell (it can be 72 or 80 bytes) is divided into 8 units (8, 9, or 10 bytes for each unit), 1 master unit and 7 slave units. Each unit is stored in each Q-64G. Only the master unit contains the destination address and priority information. The master Q-64G that handles the master units provides the addresses for accessing the units in the shared memory to the other 7 slave Q-64Gs. Each Q-64G has four shared-memory subswitches. Each stores up to 1,024 units. Each cell slot time, equal to 512 b/16 Gb/s, or 32 ns, is divided into 16 cycles, or 2 ns. With the four memory modules in the switch chip, there can be two memory writes and two memory reads in every cycle, resulting in 64 writes and 64 reads in each cell slot. As a result, the memory cycle time is 2 ns. By using the flow control between the Q-64G and C192 chips, the shared memory will not overflow.
Internet Machines' switch chip set also falls into this switch fabric category [23] . The chip set consists of two different devices, a traffic manager and a switch chip. The switch chip consists of 64 input and 64 output links. Each uses SERDES transceivers and runs at 3.125 Gb/s (delivering an actual data rate of 2.5 Gb/s with 8B/10B coding). Thus, each switch chip delivers 160 Gb/s of switching capacity. The switch can support up to 64 OC-192 c line interfaces and provides a switch capacity of 640 Gb/s. The switch can support an internal speedup of 2, resulting in an internal switch capacity of 1.2 Tb/s. The switch chip has an on-chip SRAM buffer for storing and scheduling packets during temporal congestion in the fabric, eliminating the need for external components in the fabric subsystem. 3) Multiplane Multistage Switches: Fig. 48 shows a typical multiplane multistage switch fabric, where each plane consists of a three-stage Clos network and each gray square represents a crossbar switch. Each output of the first-stage crossbar switch is connected to one of the crossbars in the second stage. Each first-stage switch module can reach any third-stage module through any second-stage crossbar. The Clos network facilitates the construction of large, scalable, and nonblocking switch fabrics using smaller switch modules as the fundamental building blocks. An example of such a switch architecture is Juniper Networks' T-series router [85] . Its switch module is a 16 16 crossbar switch chip.
The existence of multiple parallel paths through the Clos fabric to any egress port gives the switch fabric a nonblocking property. Technically, a Clos network is referred to as "rearrangeably nonblocking." An early proof states that if the Clos fabric is used in a circuit-switched network, and a new connection between an unused ingress and egress port needs to be set up, then there will always be a path to support the new connection by moving the existing connections to other paths. Thus, a circuit-switched Clos network is rearrangeably nonblocking. However, in a packet-or cell-switched Clos network, dividing packets into cells and then distributing them across the Clos switch fabric achieves the same effect as moving connections in a circuit-switched network because all of the paths are used simultaneously. Thus, a Clos fabric proves to be nonblocking for packet or cell traffic. This allows line cards to continue to send new traffic into the fabric and, as long as there are no inherent conflicts such as an over-committed output port, the switch fabric remains nonblocking. Another property of Juniper's Clos fabric is that each crossbar switch is totally independent of the other crossbar switches in the fabric. This means that the Clos fabric does not require a centralized scheduler to coordinate the crossbar switches.
Generally speaking, when designing a packet switch with the three-stage Clos network, there are two challenging issues. If switch modules have internal buffers, there is not much need for coordination among them. However, maintaining the packet and/or cell order could be very challenging because the internal buffers introduce different delays for the multiple paths between any pair of input/output ports. On the other hand, if the switch is completely bufferless (except for some alignment buffers to align cells/packets), finding a path for every incoming packet (or cell) in a distributed manner and obtaining a high overall throughput is very difficult. This is because the path computation to achieve high throughput (i.e., minimize the internal conflict) is very high. For high-speed and large-capacity switches, the computation time can be a bottleneck. If the computation results in sub-optimal throughput, a speedup for the switch fabric becomes necessary.
The Clos fabric provides the interconnection among the line cards in a multichassis T-series router as shown in Fig. 48 . Similar to the single-chassis system, the switch fabric is implemented using four operationally independent but identical switch planes (labeled A through D), which are simultaneously active and an identical fifth plane (labeled E), which acts as a hot spare to provide redundancy. Since the required input and output bandwidth of the switch fabric exceeds the I/O capabilities of a single plane, each switch plane provides a portion of the required bandwidth. To guarantee that cells are evenly load balanced across the active switch planes, each line card distributes cells equally across the four switch planes on a cell-by-cell basis rather than a packet-by-packet basis. The T640 is a single-chassis router that supports 32xOC-192/STM-64 or 128xOC-48/STM-16 interfaces (with 320 Gb/s full-duplex switch capacity) in half a rack and forward up to 640 Mp/s.
4) Direct Interconnection Network Switches:
The Avici terabit switching router (TSR) switching fabric uses a three-dimensional (3-D) torus topology [86] , a direct interconnection network, with each line card carrying one node of the torus. The fabric employs source routing with randomization to balance load across alternate paths. The buffers and channels in the fabric are allocated using virtual-channel flow control with a separate virtual channel for each network output port.
In a 3-D torus topology, as illustrated in Fig. 49 , each node is assigned a three-coordinate address ( ) and is connected by channels in both directions to six neighbors with addresses (
). The addition and subtraction are modular so that the nodes on one edge of the network are connected to the nodes on the opposite edge. The network may have a different radix (number of nodes in a dimension), , in each dimension, . The 4 3 2 network shown in Fig. 49 has , , and . The Avici TSR can be scaled to a maximum configuration of 14 8 5 (560 nodes) and each channel has a bandwidth of 10 Gb/s, in both directions.
Unlike the architectures of most other routers, where dedicated switching fabrics exist, the torus switching network distributes the switching task to each node in the network. This indicates that each line card (node) needs to handle both its own traffic and the traffic from other nodes that pass by it. As shown in Fig. 50 , the input traffic could arrive from the six channels and the ingress line of the line card. This input traffic is then distributed to the buffers of different outputs, both the channel outputs and the egress line, according to the routing and load balancing algorithms. There are separate queues, named virtual channel queue (VCQ), for each node in the buffer of a channel output. This queue structure guarantees that packets destined for output A never share a buffer with packets destined for output B (if different queues are allocated separate buffers). Thus, a packet destined for A cannot block a packet destined for B by holding a buffer it requires. The TSR provides separate sets of virtual channels for guaranteed-bit-rate (GBR) traffic and best effort (BE) traffic. For each output node, there are two queues, and , where , for the two types of traffic. Because the GBR traffic never competes with BE traffic for buffers or channel bandwidth, the TSR is able to deliver GBR traffic with a low-bounded delay.
VII. CONCLUSION
We have discussed the trends of next generation routers, the need for building high-speed large-capacity (e.g., multipetabit) scalable routers, the issues of building such routers, the architecture for next generation routers, the architecture of NPs, and the algorithms/architectures to implement IP route lookup, packet classification, and switch fabric. We now outline several challenging issues that remain to be researched for next generation routers.
As the number of flows and link speeds increase in the core network, packet classification and IP route lookup can potentially become a bottleneck due to complicated operations and high-speed and large memory requirements. As a result, when the MPLS protocol was proposed, an early objective was to eliminate from the core network the cumbersome functions of traffic engineering and virtual private network (VPN) applications. With MPLS, they are only performed at the edge routers, where the number of flows and the link speeds are smaller. Thus they can be implemented in a cost-effective way. Once a flow has been identified at the network edge and mapped into a label, there will be no more packet classification and route lookup along the path. However, since many good algorithms for both classification and lookup have been proposed and some of them can be implemented at wire speed, traffic engineering and VPN applications now become the main reason to migrate the IP/ATM network to the MPLS network. However, since it may take some time before the MPLS platform is ubiquitously adopted in the core network (if ever), packet classification and IP route lookup remain necessary and challenging for core routers, especially when the classifier table grows to a few million entries (for micro-flow applications) and classification fields increase to several.
Regardless if the future core network is IP-or MPLS-based, the issues of designing a multipetabit scalable switch with QoS provisioning still exist. Scalability is very important for network providers, because they can add racks that house line and switch cards as the core network traffic grows to a certain level. This way, they will not need to invest large capital in the early stage. In addition to scalability, network providers want the core router to meet carrier-class availability and reliability standards. How to achieve high availability without making every major component in the core router redundant is important for cost concerns. For example, switching vendors have widely adopted using multiple switching planes to route cells/packets in parallel. If one or more switching planes fails, the remaining planes can still carry live traffic without affecting the entire system except with some performance degradation. Detecting and locating the failure planes, isolating them, and reconfiguring the switch system during the failure and restoration modes can increase the complexity and cost of the router. Furthermore, keeping the packets of the same flow in order while they traverse through different switching planes can be very complex. A significant cost for the core router is attributed to optical interconnections. Industry has seen the need to provide better technology for backplane interconnections (higher speed, higher package density, and lower power consumption) and has advanced optical parallel transmitter/receiver technology. Another important technology that is necessary to build large-capacity routers is memory devices. How to make them wider (several hundred bits), deeper (several million), and faster (a few nanoseconds cycle time) remain challenging. Unfortunately, the memory speed does not grow along with Moore's law as the memory capacity does. As a result, a lot of parallelism is required, e.g., multiple switching planes and multiple network processors, to accommodate high-speed links. It would not be surprising to see a lot of the techniques that were used to build a supercomputer be used to build the multipetabit routers.
The parallelism can be further extended to the links connecting two adjacent routers (they could be separated by a few thousand miles). This is called link bundling, where traffic between two adjacent routers can be distributed among the parallel links that are bundled in a "trunk." This approach has several advantages.
1) It distributes traffic among the parallel links so the output links of the router are less congested. 2) When the traffic demand between two routers increases, a new link can be dynamically added to the trunk. Since the links in the same trunk share the same IP address, they can be added or removed dynamically without affecting the IP routing tables. This feature also greatly increases the scalability of the routing protocols.
3) The trunk concept provides the capability of doing network restoration at the data link layer. When a link in a trunk fails, its traffic can be easily distributed to other healthy links in the trunk. This redistribution can be done in a short time as compared to network layer restoration. This is because when a link fails, it doesn't involve link state flooding as in the network layer restoration and, therefore, doesn't need to wait for the convergence of all routing tables in the network.
There are three approaches to implement the parallel link concept. The first is to use a hashing function, in which a flow is assigned to one of the links in a trunk so that all the packets belonging to the same flow take the same link. The second is to segment the packets into fixed data units (i.e., cells) and distribute them among the multiple links of a trunk in a round-robin fashion. The third is to balance link utilization by distributing the variable-length packets evenly among the links. However, how to distribute the packets across the parallel links while achieving load balance among the link and maintaining packet order in the same flow remain challenging.
In conclusion, building a next generation IP router, with a switching capacity of petabits per second, meeting various QoS requirements, and achieving carrier-class availability and reliability, remains a challenge and requires much more research. Memory and optical interconnection technologies play an important role in cost-effectively implementing the petabit packet switch. As the optical technologies continue to advance, a hybrid router, combining electronic and photonic technologies, becomes an alternative. It uses electronic memory to store packets at the input and output ports while switching the packets in the optical domain through a bufferless photonic switch fabric. The challenge is to build a large dimension photonic switch fabric that has very fast switching speed (e.g., a few nanoseconds).
