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The existence of a Gaussian measure Won C([O, 112) with 
Edx(sl , tJ * x(s2 , td) = minGI ,4 * mink , tJ 
as its covariance function and an extension of Donsker’s theorem for C([O, l]*) 
are given. 
1. INTRODUCTION 
Let C, E C([O, l]p) be th e set of all real-valued continuous functions on 
[0, 119 for a finite integer p > 1, and let V, be the u-field generated by the open 
subsets of C, . We give C, the uniform topology by defining the distance between 
two points x andy as p(x, y) = suptE[,,rlP 1 x(t) - r(t)]. Forp = 1, the existence 
of Wiener measure Won (C, , WI) and Donsker’s invariance principle (see [2]) are 
well known. The object of this paper is to show that analogues of these theorems 
are also valid for p = 2. Of course, the existence of these results for the case 
that p is greater than 2 are now straightforward. 
A Gaussian measure W on (C, , %s), which we shall consider in this paper, 
satisfies the following properties; 
W(x; x(s, 0) = 0, or x(0, t) = 0 for some s, t in [0, l]} = 1, 
Gv[& 01 = /,,44 t> dW(x) = 0, 
Gv[& , h) x(s2 , &)I = min(s, ,s2) . mink , h). 
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The existence of the above Gaussian measure Won (C, , Va) is shown by Yeh [6] 
and Park [4] by making use of different techniques from this paper. 
Some comments on the problem related to our results are given in the last 
section. 
2. MAIN THEOREMS 
First we shall make no distinction between the Gaussian measure W on 
(Ca , ??a) and a Gaussian stochastic process (W(s, t); (s, t) E [0, l]“}, on some 
probability space (Q, s, P), whose sample functions are continuous a.s. and 
whose distribution is given by W. 
For any function Y on [0, 112 and for any partition of [0, 112 with 
0 = so < s1 < ” < s, = 1 and 0 = t, < t, < ..* < t, = 1, (2.1) 
let us denote 
A Y(Si-1 9 tj-1; Si ) tj) 
= Y(Si 7 tj) - Y(Si 3 tj-1) - Y(Si-1 9 tj) + Y(S,-1 ) tj-1). 
We note that, under the condition (l.l), (1.2) and (1.3) are equivalent to the 
following two conditions; 
and 
i = I,..., m 
j = l,..., It 
are independent, (2.2) 
dX(Si-1 ) tj-1; Si 9 tj) is normally distributed random variable 
with mean zero and variance (si - si-J(ti - tjel). (2.3) 
Let P, and P be probability measures on (C, , V2). We write P, =G- P if P, 
converges weakly to P. A sequence {X,} of stochastic processes is said to 
converge in distribution to a stochastic process X (write X, 2 X) if the 
distribution of X, converges weakly to the distribution of X. 
THEOREM 1. Let P, , P be probability measures on (C, , V2). If the finite 
dimensional distributions of P, converge weakly to those of P and ;f (Pn} is tight, 
then P, => P. [Recall that a probability measure p on g2 is tight if (i) p(B) = 
inf{p( U) : U ZJ B, open}, B E g2 , and (ii) sup{k(C) : C compact} = p(CJ = 1.1 
Since the proof of Theorem 1 is straightforward by using the same arguments 
as for CIO, 11, we omit them. 
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The modulus of continuity of an element x of C, is defined by 
LEMMA 1. A subset A of C, has compact closure if and only if 
sup I 40, O>l < * and 
XEA 
ljy stlt W&S) = 0. 
--f 
LEMMA 2. The sequence {P,} is tight if and only ;f  the following two conditions 
hold: 
(i) For each positive 7, there exists an a such that 
P,{x; I 40, O)l > 4 < ‘I, n > 1. 
or each positive E and 7, there exist a 6, with 0 < 6 < 1, and an n, 
such %zt F 
Pn{x; wa@) 2 4 G 7, 71 > no. 
LEMMA 3. The sequence {Pn} is tight ;f  the following two conditions are 
satisfied: 
(i) For each positive 7, there exists an a such that 
P&Y I 40,O)l > 4 < 7, n > 1. (2.4) 
(ii) For each positive E and 7, there exist a 6, with 0 < 6 < 1, and an 
integer n, such that 
for all (sl , tJ E [0, 112. 
The proofs of the above three Lemmas are omitted since they follow closely 
from the proofs of Arzela-Ascoli Theorem (Appendix I), Theorem 8.2, and 
Theorem 8.3 of Billingsley [l]. 
Let h be any %2-measurable functional on C, and let D, be the set of 
discontinuities of h. The following Lemma can be proved by the same method 
as the proof of Corollary 1 of Theorem 5.1 of Billingsley [l]. 
LEMMA 4. If X, 5 X and P{X E Dh} = 0, then h(X,) 5 h(X). 
Let {,$ii.j} i,j = 1, 2 ,... be independent identically distributed random 
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variables on some probability space (Q, 9, P) with E.& = 0 and E[[&Jz = ~2. 
Denote 
and 
for il < i2 and j, < j, . Then we shall construct a stochastic process X, as 
follows: 
x, f ,; = -$i,j ( 1 for ( 1 L, J- E [O, 112, n n (2.6) 
and 
w, t> = (~~s)Ci~t)x 1 2 
0 
7% 
(i-1, j-1) 
12 n - 
n 
+ 
( ‘-v)(tMt) 
12 
0 
xn(f, j- 1) 
n - 
n 
+c )i --s t- (j- 1) n 1 
0 -12 Xl 
i-l j 
( n n 1 -9- 
n 
s-(; t- (j- 1) 
+ 
( n I( n 1 
1 2 
0 
- 
n 
for (s, t) E [q , i) x [“,‘- , f). (2.7) 
With simple computations, we can express X, as 
I 
rnt1 
&(s, 9 = & %d.ht~ + (ns - bl) 1 Srd+~i 
j=l 
ha1 
+ (nt - WI) C St.rd+l + Cm - bdW - Wl)5hsl+I.[ntl+I . 
i=l 1 
(2.8) 
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THEOREM 2. Let {X,} be defined by (2.8), then the sequence {X,) is tight iffor 
each E > 0, there exist A, , A,, A, with Xi > 1, and integer n,, such that, if 
m, > n, and m2 3 n,, , then 
(2.11) 
for all k, , k, . 
THEOREM 3. There exists a probability measure W on (C, , 5fz) such that 
it is Gaussian and satisfies (l.l)-( 1.3). 
THEOREM 4. Suppose the random variable fij are independent and identically 
distributed with mean zero and f;nite, positive, variance oa. Then the stochastic 
process X, defined by (2.8) satisjes 
3. PROOF OF THEOREM 2 
We shall apply Lemma 3. Since X,(0,0) = 0, (2.4) is certainly satisfied. (2.5) 
is equivalent to the following: 
For each, E > 0 and 7 > 0, there exist 6 with 0 < 6 < 1 and n,, such that 
(3-l) 
for n 3 n, and (s, t) E [0, 112. 
By using the definition (2.8) we can translate (3.1) into a restriction on the 
fluctuation of the partial sum Sij . If s1 = k&z, t, = k,/n, s1 + ?I = iJn, and 
t, + 6 = j&z with k, , k, ,j, ,ja integers, then (3.1) reduces to 
for 0 < kI < n and 0 < k, < n. 
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NOW (3.2) holds if the following three expressions are satisfied; 
PCzvya I A&$ , k2; 4 + 4 , R2 + i2)l 3 ~4 < Sn, 
i,l2n8 
and 
Clearly (3.3) is equivalent to (2.9) if we set nu = m, , nS = ma , and h, 
Again (3.4) reduces (2.10), since, by letting nS = m, , 
(3.3) 
(3.4) 
(3.5) 
: q.3. 
for k, < n (here n = m,/S), and we set X, = ,/l/i. Similarly (3.5) is reduced 
to (2.11), and thus Lemma 3 implies the Theorem. 
4. PROOF OF THEOREM 3 
Let (&) be independent, normally distributed random variables with 
Efii = 0 and E[[J2 = 1. We define X, as in (2.8) with cr = 1. Then 
E[X,(s, t)] = 0, and 
E[X,(s, t)12 = f {[ns][nt] - (ns - [nij)2[nt] 
+ (nt - [nt])2[ns] + (ns - [ns])2(nt - [nt])2}. 
This variance differs from st, the variance of W(s, t), by at most, 
which tends to zero as n + cc. Therefore, XJs, t) 2 N(0, st), where N(p, u”) 
is a normally distributed random variable with the mean p and the variance u2. 
For any partition of [0, l] x [0, 11, same as (2.1), the family of random 
variables {OX,(s, , tj ; Q+~ , ti+l)} are independent and 
as n + co. This shows that the finite-dimensional distributions of X, converge 
weakly to those prescribed for W, as d f%‘(si , ti ; si+r , t,+l) is a normally 
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distributed random variable with mean zero and variance (Q+~ - Si)(tj+r - tj) 
and by (2.2) and (2.3) this family of finite-dimensional distributions characterizes 
the Gaussian process W. To show the tightness of {X,}, it is enough to show, 
according to Theorem 2, that for each E > 0 there exists h > 1 such that 
(4.1) 
for each k, and k, . Furthermore, the distribution of dS(k, , k, ; k, + i1 , k, + &) 
is equal to that of Sil,i, , and (4.1) is reduced to 
Let &(w) = maxlG,dn / Sij(w)l and define 
min(i; &(uJ) > 4X l/Z}, 
I(w) = I+ 
if (i; Zi 3 4h &} # 4, 
co, otherwise, 
- 
min{j; I SI,j(~>l 3 4h l/m>, 
-K(w) = [+co, 
if I(W) < co, 
if I(W) = 03, 
and 
B, = (w; I(w) = i, J(w) = j); 
then Bij are disjoint and 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
We also set A, = [w; 1 S,,(w)1 > h l/G], then 
PARK 
m-1 n-1 
+ C C P(Bij)P(I S*-i,n-j I 3 h d/(m -i)(n -j))* (4.7) 
i=l j-1 
Since Si, j/ vi . jo2, is normally distributed with mean 0 and variance I and 
hence has a finite third absolute moment 01 (independent of j), it follows by (4.7) 
and Chebyshev’s inequality that 
m-1n-1 
+ 1 C p(Bij) + G $ > m, n = 1, 2 ,... . (4.8) 
i=l j=l 
For any E > 0, choose X so that 4+ < E and h > I, then (4.8) implies 
This completes the proof. 
5. PROOF OF THEOREM 4 
We first show that the finite-dimensional distributions of X,, converge 
weakly to those of W. Consider first a single time point (sr , t,); we must prove 
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Since 
by Chebyshev’s inequality, (5.1) will follow by Theorem 4.1 of [I] if we prove 
(5.3) 
But this is a direct consequence of the central limit theorem and the fact that 
[m,] * [ntJ/n2 + s1 . t, . 
Consider now two time points (sI , r t ) and (s, , t2) with s1 < s2 and t, < t, . 
We are to prove 
(X&l > f,), &(~2 3 t2)) 3 (WI 7 a, Jv2 f t2>> 
which will follow by Lemma 4 if we prove 
(AX,(O, 0, $1 , q, A-L(s, , t,; s.L , t2)) 3 (AfqO, 0, Sl 7 41, Awl , t,; $2 , Q). 
Because of (5.2), it is enough to show 
(; Awl 0; [%I, wll), J$ ~~(hl, [%I; [%l, kl) 
s (AW, 0; $1 , Q, A W, , t,; $2 > ~4. (5.4) 
Since the components on the left are independent, (5.4) follows by the central 
limit theorem and Theorem 3.2 of [l]. A set of three or more time points can 
be treated in the same way, and hence the finite-dimensional distributions 
converge properly. 
To show the tightness of {X,}, we shall first show the following: 
P{rnnz 1 Si* 1 > AU &ii < 2P(I S,, 1 > (A - 5)U &ii}. (5.5) 
.2 3-.n 
Let Z(W) = maxlGiGn I Sii(w)l, and define, as before, 
min{i; Zi(w) > ho &G}, 
QJJ) = I+m, 
if (i; Zi > ha &A} # $, 
otherwise, 
lb) = 1 mW I %&)I 2 Aa 6, 
if I(uJ) < co, 
+ CO, otherwise, 
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and 
Bij = (20; I(W) = i, J(w) = j}. 
Then Bii are disjoint and 
< P{I S,, I 3 (A - 5)~ dmn} 
[I Sm,, I < (A - 5)” v”+ n 
(5.6) 
Since 
- 
;Smj 1 > ha l/Z, j Sin 1 3 AU dmn, and 1 s,, 1 < (A - 5)u z/G 
together imply that 
and 
it follows that the sum in (5.6) is at most 
la-1 
P{lS,,i >(h-$~Z/mn}+ C P{Bmjn[ISm,-Smji ~fiuz/Gi]) 
j=l 
m-1 
+ c pi&, n [I S,, - Sin I 2 ih u 61) 
i=l 
m-1n-1 
+ 1 c Vi, n [I S,, I < (A - 5)~ 61 
ix1 jcl 
- 
n [I s,, - Smj 1 < q\/z u Vmn] 
n [I Smn - Sin I < v5 u dmn]}. 
Since the last summation in (5.7) is at most 
(5.7) 
m-1n-1 
c c Wh n [I Wi, j; m,  n)l b ~'2 0 &;I>, 
61 j=l 
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independence of Bij and AS(i, j; m, n), and by Chebyshev’s inequality, the 
expression in (5.7) is at most 
P(I s,, I 2 (A - 5)u 6% 
n-l 
(m - i> + c WLJ & (n -8 
j-1 
m-1 la-1 
4 1 1 Wb) -$g (m - i)(n - j) i=l j=l 
- 
= P{l S,, I 3 (A - 5)~ 2/z} + +P{Y~z / S, I 3 ha dmn}. (5.8) 
,2 1-n 
Hence we get (5.5). For h 3 10, i.e., (A - 5) 3 X/2, (5.5) reduces to 
By the central limit theorem, 
where the random variable @ is distributed as N(0, 1). Therefore, if E > 0, then 
for sufficiently large A. The tightness now follows from Theorem 2. 
6. REMARKS 
Let W”(s, t) = W(s, t) - stW(1, l), th en the covariance function of W” is 
E[WO(s, , tl) W”(s, , tz) = min(s, , sJ min(t, , t.J - sit, , sat, . (6.1) 
It can also be shown that 
P, * W” as E tends to 0, (6.2) 
6831’14-7 
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where P, is the probability measure on C, defined by P,(A) = P(WE A / 0 < 
W(1, 1) < c>, A Eg2. It is of great interest to find the distribution of 
SU~(,,~)~[~,~]Z / WO(s, t)l, by using Lemma 4 and Theorem 4, because it gives the 
Kolmogorov and Smirnov theorems for the case of sampling from a multi- 
dimensional uniform distribution (see Doob [3] and Rosenblatt [5]). 
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