Calculo variacional : problemas classicos, aspectos teoricos e desdobramentos by Lima, Gabriel Loureiro de
Ca´lculo Variacional: problemas cla´ssicos, aspectos
teo´ricos e desdobramentos
Este exemplar corresponde a` redac¸a˜o
final da dissertac¸a˜o devidamente
corrigida e defendida por
Gabriel Loureiro de Lima
e aprovada pela comissa˜o julgadora.
Campinas, 14 de junho de 2004.
....................................................................
Profa. Dra.: Vera Lu´cia Xavier Figueiredo
Orientadora
...........................................................
Profa. Dra.: Sandra Augusta Santos
Co-orientadora
Banca Examinadora
1.Profa. Dra.: Vera Lu´cia Xavier Figueiredo
2.Profa. Dra.: Sueli Irene Rodrigues Costa
3.Profa. Dra.: Yuriko Yamamoto Baldin
Dissertac¸a˜o apresentada ao Instituto
de Matema´tica, Estat´ıstica e Computac¸a˜o
Cient´ıfica, UNICAMP, como requisito parcial
para obtenc¸a˜o do T´ıtulo de MESTRE
em Matema´tica.



Resumo
Este trabalho encaminha um estudo do ca´lculo variacional para com-
preender e situar seus problemas cla´ssicos, reinterpretando-os, quando
poss´ıvel, em outros contextos e buscando desdobramentos. Foram abor-
dados os problemas cla´ssicos, os problemas isoperime´tricos, as condic¸o˜es
necessa´rias e as condic¸o˜es suficientes para a existeˆncia de extremos, a mi-
nimizac¸a˜o de funcionais convexos e a teoria de Hamilton-Jacobi. Muitos
exemplos foram inclu´ıdos com a finalidade de compreender a matema´tica
envolvida e torna´-la mais atraente. Para finalizar, foram apresentadas
propostas de projetos, com as quais os professores podem abordar alguns
conceitos fundamentais do ca´lculo variacional com seus alunos.
Palavras-Chave: ca´lculo variacional, multiplicadores de Lagrange,
convexidade, Lagrangianas, Hamiltonianos, projetos.
Abstract
This work presents a study of the variational calculus, focusing on
the understanding and interpretation of its classical problems and related
developments. The isoperimetric problems, the necessary and sufficient
conditions for the existence of an extreme, an overview of the minimi-
zation of convex functionals, and aspects of the Hamilton-Jacobi theory
are approached as well. Examples are included, along the whole text, to
illustrate and provide better appreciation of the theoretical development.
Finally, suggestions of student research projects concerning fundamental
concepts of the variational calculus are presented.
Key-words: variational calculus, Lagrange multipliers, convexity,
Lagrangians, Hamiltonians, student research projects.
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Apresentac¸a˜o
Na busca das origens do Ca´lculo Variacional somos remetidos aos antigos gregos, que
ja´ conheciam as propriedades isoperime´tricas do c´ırculo e da esfera, tais como “entre
todas as curvas planas fechadas de mesmo comprimento, o c´ırculo encerra a maior
a´rea” e “entre todas as superf´ıcies fechadas de mesma a´rea, a esfera encerra o maior
volume”. No se´culo XVI, expoentes como Pierre de Fermat e Isaac Newton investi-
garam problemas de origem f´ısica. O primeiro estabeleceu o princ´ıpio minimizante
do raio da luz, e o segundo pesquisou a superf´ıcie de revoluc¸a˜o de menor resisteˆncia,
no contexto da bal´ıstica. O desenvolvimento do Ca´lculo Variacional como disciplina
matema´tica propriamente dita comec¸ou com os irma˜os Bernoulli (Jacob I e Johan-
nes I), inspirados pelo problema da braquisto´crona (curva de tempo mı´nimo). Foi
no se´culo XVIII, com as contribuic¸o˜es de Leonhard Euler e Joseph Louis Lagrange
que o Ca´lculo Variacional tornou-se uma ferramenta efetiva.
Naturalmente, a consolidac¸a˜o desta a´rea de estudo vem ocorrendo paralelamente ao
desenvolvimento da pro´pria Matema´tica, alimentando-o e sendo sustentada por ele.
Vale mencionar que treˆs dos vinte e treˆs problemas propostos por David Hilbert no
Congresso Internacional de Matema´tica (Paris, 1900) esta˜o relacionados ao Ca´lculo
Variacional [24].
Neste trabalho os problemas cla´ssicos do Ca´lculo Variacional servem como ponto
de partida para o desenvolvimento da teoria. Estes problemas sa˜o abordados sob
as perspectivas histo´rica, anal´ıtica, alge´brica, geome´trica e computacional. Neste
sentido, sa˜o inicialmente apresentados no Cap´ıtulo 1 e revisitados ao longo do texto,
a` medida que os ingredientes teo´ricos sa˜o explicitados. Por exemplo, o problema das
geode´sicas e´ apresentado no Cap´ıtulo 1, e e´ retomado no Cap´ıtulo 2, no contexto
dos problemas isoperime´tricos, e no Cap´ıtulo 5, sob a o´tica da convexidade. Ale´m
disso, no Cap´ıtulo 7 este problema e´ o tema de um dos projetos propostos.
Consideramos muito importante o professor apresentar exemplos pra´ticos e de vi-
sualizac¸a˜o aos alunos depois de formular uma teoria bem geral. Isso, em nossa
opinia˜o, facilita a compreensa˜o e serve tambe´m como motivac¸a˜o para que o aluno
ganhe autonomia para desenvolver, por conta pro´pria, outros estudos a respeito do
tema.
Procuramos incluir no texto diversos exemplos, tanto de aplicac¸a˜o direta quanto
mais sofisticados ale´m de ilustrac¸o˜es que auxiliam o encaminhamento e o acompa-
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nhamento da teoria. A maioria das figuras foi produzida com o programa Mathe-
matica. Outras foram escaneadas, conforme menc¸a˜o a` fonte na legenda.
Sem du´vida, o recurso computacional dispon´ıvel para a preparac¸a˜o deste trabalho
agregou-lhe um diferencial com relac¸a˜o a` dissertac¸a˜o [1], cujo objetivo foi fornecer,
de maneira sistema´tica, um estudo do Ca´lculo Variacional cla´ssico, aplicando-o a
problemas relevantes da F´ısica. A contribuic¸a˜o do presente texto e´ composta de
duas partes. Na primeira, faz-se a compilac¸a˜o dos ingredientes teo´ricos necessa´rios
para compreender, situar e, quando poss´ıvel, reinterpretar os problemas cla´ssicos do
Ca´lculo Variacional. Esta compilac¸a˜o esta´ entremeada por exemplos e ilustrac¸o˜es
para a teoria. Na segunda parte sa˜o encaminhadas propostas de projetos visando
resgatar o problema da geode´sica e o problema da braquisto´crona com os olhares
histo´rico, f´ısico, geome´trico, anal´ıtico e computacional. Este resgate procura engajar
o estudante em um trabalho autoˆnomo, na busca da compreensa˜o e apropriac¸a˜o da
matema´tica envolvida.
Este trabalho esta´ organizado da seguinte maneira: no Cap´ıtulo 1 sa˜o apresentados
os problemas cla´ssicos da geode´sica, da braquisto´crona e da superf´ıcie de revolu-
c¸a˜o de a´rea mı´nima, juntamente com uma introduc¸a˜o aos ingredientes ba´sicos do
Ca´lculo Variacional, com destaque a` equac¸a˜o de Euler-Lagrange. Os problemas iso-
perime´tricos sa˜o detalhados no Cap´ıtulo 2, em especial os problemas de Dido e Kel-
vin, e o caso mais geral. No Cap´ıtulo 3 sa˜o detalhadas as condic¸o˜es necessa´rias para
a existeˆncia de extremos (de Weierstrass, de Legendre, de Jacobi, de Weierstrass-
Erdmann, e a condic¸a˜o de diferenciabilidade de Hilbert). As condic¸o˜es suficientes
para a existeˆncia de extremos sa˜o apresentadas no Cap´ıtulo 4, incluindo-se os re-
sultados preliminares necessa´rios. O Cap´ıtulo 5 trata da minimizac¸a˜o de func¸o˜es
convexas, com as principais definic¸o˜es e resultados, e alguns exemplos aplicados.
O Cap´ıtulo 6 conte´m um resumo da teoria de Hamilton-Jacobi, que permite resol-
ver problemas variacionais mais complexos, e e´ utilizada em aplicac¸o˜es da F´ısica,
Qu´ımica e Engenharia. Finalmente, o Cap´ıtulo 7 e´ dedicado aos projetos. Apo´s
uma breve introduc¸a˜o a` filosofia do trabalho com projetos, e exerc´ıcios preliminares
envolvendo problemas de otimizac¸a˜o para func¸o˜es de va´rias varia´veis e multiplica-
dores de Lagrange, sa˜o encaminhadas duas propostas de projetos tendo como temas
‘Geode´sicas’ e o ‘problema da braquisto´crona’. Considerac¸o˜es finais e as refereˆncias
bibliogra´ficas consultadas concluem o texto.
Cap´ıtulo 1
Problemas Cla´ssicos
1.1 Introduc¸a˜o
Neste primeiro cap´ıtulo apresentaremos alguns problemas cla´ssicos do ca´lculo varia-
cional: geode´sicas, braquisto´crona e superf´ıcie de revoluc¸a˜o com a´rea mı´nima. Ale´m
disso, trataremos tambe´m de alguns conceitos teo´ricos ba´sicos do ca´lculo das va-
riac¸o˜es, com destaque para a famosa equac¸a˜o de Euler-Lagrange que sera´ a primeira
ferramenta que nos possibilitara´ determinar candidatos a extremos de funcionais.
Iniciaremos o cap´ıtulo apresentando uma nota histo´rica sobre os problemas de
ma´ximos e mı´nimos e sobre o ca´lculo variacional.
1.2 Um pouco da histo´ria do ca´lculo variacional
Os problemas que se referem a valores de ma´ximos e mı´nimos sa˜o bem mais atrativos
que outros problemas matema´ticos de dificuldades compara´veis. Isso ocorre devido
a uma raza˜o muito simples: estes problemas idealizam nossos problemas cotidianos.
Em va´rias situac¸o˜es queremos comprar um objeto com o menor prec¸o poss´ıvel, reali-
zar o ma´ximo de trabalho num determinado tempo, alcanc¸ar um objetivo realizando
o menor esforc¸o. Da mesma maneira, a natureza tambe´m e´ guiada por princ´ıpios
de ma´ximos e mı´nimos. Por esta raza˜o os f´ısicos teˆm estudado intensamente esses
problemas. Podemos citar va´rios exemplos neste sentido: caminho percorrido pela
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luz, movimento dos planetas, movimentos de l´ıquidos e gases, caminho percorrido
pelas ondas de ra´dio, e o pro´prio corpo humano, cujas traque´ias trabalham com o
mı´nimo esforc¸o e ma´ximo rendimento. Essas sa˜o as principais razo˜es para o estudo
desse to´pico e do desenvolvimento de va´rias teorias para sua resoluc¸a˜o.
Provavelmente, o problema de ma´ximo e mı´nimo mais antigo de que se tenha not´ıcia
seja o de Dido. Dido, filha de um rei fen´ıcio, refugiou-se no norte da A´frica depois
que seu marido foi assassinado. Foi-lhe prometida a extensa˜o de terra que ela pu-
desse cercar com o couro de um boi. Diz a lenda, que ela preparou com o couro uma
longa e fina correia e cercou um terreno semi-circular beirando o mar Mediterraˆneo.
Essa e´ a lenda´ria histo´ria da fundac¸a˜o de Cartago. A lenda de Dido e´ retratada na
Eneida de Virg´ılio [43, p.48]. De acordo com [25], os mapas das cidades medievais
europe´ias mostram que normalmente elas tambe´m tinham a forma de semi-c´ırculos.
Em uma liguagem mais atual, o problema de Dido consiste em encontrar dentre
todas as curvas planas de um dado comprimento, a que engloba a maior a´rea. Po-
demos perceber com isso que ma´ximos e mı´nimos teˆm despertado o interesse da
humanidade ja´ ha´ muito tempo, uma vez que o problema de Dido data de 850 a.C..
O problema de Dido deu origem aos chamados problemas isoperime´tricos, que estu-
daremos no cap´ıtulo 2. Problemas extremais aparecem ainda na geometria grega de
Euclides, Arquimedes (287-212 a.C.) e Apoloˆnio (262-190 a.C.) e em outras a´reas
da matema´tica, como a´lgebra e ana´lise.
Por um longo tempo, cada problema extremal era resolvido individualmente. A par-
tir do se´culo XVII comec¸am a ser desevolvidos me´todos gerais de resoluc¸a˜o destes
problemas. Matema´ticos como Pierre de Fermat (1601-1665), Isaac Newton (1642-
1727), Gottfried Wilhelm Leibniz (1646-1716), Leonhard Euler (1707-1783) e Joseph
Louis Lagrange (1736-1813) criaram me´todos que serviram de base para va´rios ra-
mos da teoria de problemas extremais como programac¸a˜o matema´tica e ca´lculo de
variac¸o˜es.
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Como neste trabalho vamos focar nossa atenc¸a˜o no ca´lculo variacional, daremos mais
alguns detalhes a respeito de seu surgimento e evoluc¸a˜o como ramo da matema´tica.
Os primeiros ind´ıcios de problemas t´ıpicos do ca´lculo variacional aparecem com os
gregos, que tinham o conhecimento de que o c´ırculo e´ a curva de um dado per´ımetro
que engloba maior a´rea. Como ja´ vimos anteriormente, esse problema e´ conhecido
como problema de Dido.
Em 1630, Galileu Galilei (1564-1643) formulou, parcialmente, o problema da
braquisto´crona quando comparou o tempo de descida por um segmento circular
com os tempos correspondentes a descidas por pol´ıgonos inscritos e por outros arcos
unindo os pontos dados.
Em 1686, Newton propoˆs o problema da superf´ıcie de revoluc¸a˜o com resisteˆncia
mı´nima: calcular a forma de uma superf´ıcie de revoluc¸a˜o que atravessa uma massa
de l´ıquido oferecendo resisteˆncia mı´nima, que e´ um problema t´ıpico do ca´lculo vari-
acional.
Pore´m, podemos dizer que o desenvolvimento do ca´lculo variacional comec¸ou, de
fato, em junho de 1696 quando Johann Bernoulli (1667-1748) publicou no jornal
cient´ıfico Acta Eruditorium uma nota com o seguinte t´ıtulo: “Um novo problema
que convido os matema´ticos a resolver”. Este problema e´ a versa˜o que conhece-
mos do problema da Braquisto´crona: Sejam A e B dois pontos dados em um
plano vertical. O problema da braquisto´crona consiste em encontrar a curva que
uma part´ıcula M precisa descrever para sair de A e chegar em B no menor tempo
poss´ıvel, somente sob a ac¸a˜o da forc¸a da gravidade. Johann Bernoulli propoˆs, em
1697, um me´todo para resolveˆ-lo que dependia de uma analogia com o problema
de determinar o caminho percorrido por um raio de luz em um meio com ı´ndice de
refrac¸a˜o varia´vel. Esse me´todo, no entanto, na˜o era fa´cil de ser aplicado a outras
situac¸o˜es.
Nesse mesmo ano, James Bernoulli (1654-1705), irma˜o de Johann, resolveu o proble-
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ma de uma outra maneira, que lhe permitiu tambe´m resolver, em 1701, um problema
isoperime´trico: os problemas isoperime´tricos sa˜o aqueles nos quais queremos mini-
mizar ou maximizar uma func¸a˜o impondo alguma restric¸a˜o, como por exemplo que
uma outra func¸a˜o se mantenha constante. Esse me´todo desenvolvido por James era
muito eficiente para a resoluc¸a˜o de uma grande variedade de problemas de ma´ximos
e mı´nimos. Foi enta˜o que Leonhard Euler, aluno de Johann que estava muito envol-
vido com o trabalho dos irma˜os Bernoulli, passou a estudar e a aperfeic¸oar o me´todo
de James, ate´ que em 1744 publicou A method for discovering curved lines having a
maximum or minimum property or the solution of the isoperimetric problem taken
in its widest sense. Uma das principais descobertas presentes neste trabalho e´ a
equac¸a˜o diferencial
d
dx
fy′ − fy = 0
que ganhou o nome de equac¸a˜o de Euler.
Com o passar do tempo, os matema´ticos comec¸aram a sugerir problemas de grande
dificuldade e o me´todo de Euler tornava-os ainda mais complicados. Enta˜o, em 1762
e 1770, Lagrange publicou um me´todo anal´ıtico que permitia deduzir, de fato, qual
a equac¸a˜o diferencial das curvas que minimizavam problemas mais gerais. Assim,
uma grande variedade de problemas f´ısicos e mecaˆnicos puderam ser resolvidos. Esse
me´todo de Lagrange trocava a func¸a˜o y(x), presente nas integrais a serem minimi-
zadas, pela func¸a˜o y(x) + δy(x). Euler prontamente adotou o me´todo e as notac¸o˜es
de Lagrange e chamou δy(x) de variac¸a˜o da func¸a˜o y(x) e δI de variac¸a˜o da inte-
gral. E´ por isso que esta nova teoria que estava sendo desenvolvida ganhou o nome
de ca´lculo das variac¸o˜es ou ca´lculo variacional. Lagrange tambe´m reformulou
o problema da braquisto´crona e aplicou sua ide´ia para problemas mais gerais com
fronteiras mo´veis e encontrou as condic¸o˜es de transversalidade.
Em 1786 Adrien-Marie Legendre (1752-1833) examinou a chamada
segunda variac¸a˜o δ2I de uma integral para encontrar um crite´rio com o qual
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pudesse distinguir se o candidato a extremo fornecia um ma´ximo ou um mı´nimo.
Com aux´ılio de uma transformac¸a˜o que na˜o explicou de maneira conclusiva, encon-
trou as condic¸o˜es fy′y′ ≥ 0 para mı´nimos e fy′y′ ≤ 0 para ma´ximos.
Em 1837 Carl Gustav Jacob Jacobi (1804-1851) reexaminou a transformac¸a˜o da se-
gunda variac¸a˜o com a qual Legendre trabalhou e descobriu uma maneira de saber
quando a condic¸a˜o de Legendre vai falhar ou ser satisfeita. A consequeˆncia mais
importante desses estudos de Jacobi foi a descoberta dos pontos conjugados e sua
importaˆncia na teoria do ca´lculo variacional.
Karl Theodor Wilhelm Weierstrass (1815-1897) tambe´m teve grande importaˆncia
no desenvolvimento do ca´lculo variacional. Ele encontrou uma condic¸a˜o necessa´ria
para extremos envolvendo sua func¸a˜o E(x, y, p, y′). Ale´m disso, foi o primeiro a
demonstrar uma condic¸a˜o suficiente com o aux´ılio da noc¸a˜o de campo.
O problema de encontrar curvas de comprimento mı´nimo (geode´sicas) em uma su-
perf´ıcie tambe´m pode ser formulado como um problema de ca´lculo variacional. Este
problema foi proposto pela primeira vez pelos irma˜os James e Johann Bernoulli.
Euler encontrou uma equac¸a˜o diferencial para geode´sicas. Continuando nesses estu-
dos Carl Friedrich Gauss (1777-1855) introduziu, em 1825, o conceito de curvatura
geode´sica e Pierre Ossian Bonnet (1819-1892) definiu, em 1848, uma geode´sica como
sendo uma curva que possui curvatura geode´sica nula. O problema das geode´sicas
tambe´m foi estudado detalhadamente por Gaston Darboux (1842-1917) em seu livro
The´orie des surfaces de 1894.
Temos tambe´m contribuic¸o˜es importantes de David Hilbert (1862-1943) como, por
exemplo, sua condic¸a˜o de diferenciabilidade para arcos extremais e sua mo-
dificac¸a˜o na demonstrac¸a˜o da condic¸a˜o suficiente de Weierstrass, introduzindo sua
integral invariante.
Tambe´m na˜o podemos deixar de citar as contribuic¸o˜es de Willian Rowan Hamil-
ton (1805-1865), que com seus estudos em sistemas dinaˆmicos desenvolveu a teoria
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hamiltoniana, extremamente u´til para a resoluc¸a˜o de problemas variacionais envol-
vendo situac¸o˜es f´ısicas e mecaˆnicas.
No se´culo XX destacamos os trabalhos de Oskar Bolza (1857-1942) e
Jacques Hadamard (1865-1963). Bolza, por exemplo, deduziu uma quinta condic¸a˜o
necessa´ria para ocorreˆncia de extremos.
Procuramos com esta sec¸a˜o dar uma ide´ia geral de como se desenvolveu o ca´lculo
variacional que passaremos a estudar a partir da pro´xima sec¸a˜o.
Para esta sec¸a˜o tomamos como refereˆncias os textos de [3], [13], [17], [33], [38] e [41].
1.3 Formulac¸a˜o de alguns problemas
Nesta sec¸a˜o formularemos alguns problemas cla´ssicos do ca´lculo variacional para que
o leitor possa comec¸ar a compreender o tipo de situac¸a˜o com que trabalharemos e
que tipo de ferramentas precisaremos ter.
1. Curva plana de comprimento mı´nimo
Qual a curva plana ligando dois pontos fixos que tem o menor comprimento
de arco?
Suponhamos dados os pontos (x1, y1) e (x2, y2), com x1 < x2 e consideremos
uma curva suave da forma
y = y(x), y(x1) = y1 e y(x2) = y2 (1.1)
ligando estes pontos. Sabemos que o comprimento do arco (1.1) e´ dado por
I =
∫ x2
x1
√
1 + (y′)2dx onde y′ = y′(x) =
dy
dx
. (1.2)
Enta˜o nosso problema se resume a encontrar uma func¸a˜o y(x) tal que (1.2)
assuma o menor valor poss´ıvel.
1.3. FORMULAC¸A˜O DE ALGUNS PROBLEMAS 7
2. Geode´sicas
Dados dois pontos na superf´ıcie de uma esfera, qual o arco, em sua superf´ıcie,
que liga os pontos dados e tem o menor comprimento poss´ıvel? Generali-
zando este problema temos: dados dois pontos na superf´ıcie
g(x, y, z) = 0, (1.3)
qual e´ a equac¸a˜o do arco pertencente a (1.3) e ligando esses pontos, que tem
o menor comprimento?
Para formular este problema de maneira geral escrevemos a equac¸a˜o (1.3) na
forma parame´trica, com paraˆmetros u e v. Isto e´ poss´ıvel se forem satisfeitas
as hipo´teses do teorema da func¸a˜o impl´ıcita 1, [29, p.?] um resultado de cara´ter
local. Temos enta˜o
x = x(u, v); y = y(u, v); z = z(u, v). (1.4)
Em termos das diferenciais de u e v, o quadrado da diferencial do comprimento
de arco pode ser escrito como
(ds)2 = (dx)2 + (dy)2 + (dz)2 =
= (
∂x
∂u
du+
∂x
∂v
dv)2 + (
∂y
∂u
du+
∂y
∂v
dv)2 + (
∂z
∂u
du+
∂z
∂v
dv)2 =
P (u, v)(du)2 + 2Q(u, v)dudv +R(u, v)(dv)2 (1.5)
onde
P (u, v) = (
∂x
∂u
)2 + (
∂y
∂u
)2 + (
∂z
∂u
)2, (1.6)
1Seja U um aberto em IRn e seja f : U → IR uma func¸a˜o de classe Cp em U . Seja (a, b) =
(a1, · · · , an−1, b) ∈ U e assuma que f(a, b) = 0 mas Dnf(a, b) 6= 0. Enta˜o, existe uma bola aberta
V em IRn−1 centrada em a e uma func¸a˜o g : V → IR, de classe Cp, tal que g(a) = b e f(x, g(x)) = 0
para todo x ∈ V .
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R(u, v) = (
∂x
∂v
)2 + (
∂y
∂v
)2 + (
∂z
∂v
)2, (1.7)
Q(u, v) =
∂x
∂u
∂x
∂v
+
∂y
∂u
∂y
∂v
+
∂z
∂u
∂z
∂v
. (1.8)
No caso em que as curvas u = cte sa˜o ortogonais a v = cte na superf´ıcie (1.3),
Q e´ identicamente nulo.
Vamos fixar nossos pontos na superf´ıcie como sendo ψ(u1, v1) e ψ(u2, v2) com
u2 > u1. Consideraremos arcos cujas equac¸o˜es sa˜o dadas por
v = v(u), v(u1) = v1, v(u2) = v2. (1.9)
O comprimento do arco sera´ dado, de acordo com (1.5) por
I =
∫ u2
u1
√
P (u, v) + 2Q(u, v)v′ +R(u, v)v′2 du, (1.10)
onde v′ = v′(u) denota a derivada dv
du
. Novamente, nosso problema e´ encontrar
uma func¸a˜o v(u) que minimize a integral (1.10).
3. Problema da Braquisto´crona
Sejam A e B dois pontos dados em um plano vertical. O problema da braquis-
to´crona consiste em encontrar a curva que uma part´ıcula M precisa descrever
para sair de A e chegar em B no menor tempo poss´ıvel, somente sob a ac¸a˜o
da forc¸a da gravidade.
Vamos supor que os pontos A e B estejam no plano xy, que y seja o eixo
vertical e x o eixo horizontal. Consideremos o caminho como sendo y = y(x).
Assumimos que a part´ıcula tenha uma velocidade inicial v1 e que as coorde-
nadas de A e B sa˜o, respectivamente, (x1, y1) e (x2, y2) com y(x1) = y1 e
y(x2) = y2.
Como a velocidade ao longo da curva e´ dada por v = ds
dt
, o tempo total de
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descida e´
I =
∫ x2
x1
ds
v
=
∫ x2
x1
√
1 + y′2
v
dx. (1.11)
Para calcular v como uma func¸a˜o das coordenadas dos pontos A e B, usamos
o fato de na˜o estarmos considerando a presenc¸a do atrito no problema. Assim,
o decre´scimo da energia potencial e´ acompanhado por um igual acre´scimo da
energia cine´tica, isto e´:
1
2
mv2 − 1
2
mv1
2 = mg(y − y1). (1.12)
Portanto, v =
√
2g(y − y0) onde y0 = y1 − (v122g ) e enta˜o, o tempo de descida
fica
I =
1√
2g
∫ x2
x1
√
1 + y′2
y − y0 dx. (1.13)
Nosso problema enta˜o e´ escolher a func¸a˜o y(x) que minimiza (1.13).
4. Superf´ıcie de revoluc¸a˜o de a´rea mı´nima
Dados dois pontos (x1, y1) e (x2, y2) buscamos passar de um para o outro
ao longo de um arco y = y(x) tal que a rotac¸a˜o desse arco sobre o eixo x gere
uma superf´ıcie de revoluc¸a˜o cuja a´rea inclu´ıda em x1 ≤ x ≤ x2 seja mı´nima.
Assumiremos que y1 > 0, y2 > 0 e y(x) ≥ 0 para todo x tal que x1 ≤ x ≤ x2.
Buscamos enta˜o minimizar a integral
I = 2pi
∫ x2
x1
y
√
1 + y′2 dx, (1.14)
que e´ a a´rea da superf´ıcie de revoluc¸a˜o, atrave´s da escolha apropriada da func¸a˜o
y = y(x) para a qual y(x1) = y1 e y(x2) = y2.
Percebemos que nestes quatro problemas citados sempre chegamos em um novo
problema que consiste em encontrar uma func¸a˜o que minimize uma integral. E´
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desse tipo de problema que trata o ca´lculo variacional, que comec¸aremos abordar
na sec¸a˜o seguinte.
A refereˆncia para esta sec¸a˜o foi [45].
1.4 Um lema ba´sico do ca´lculo variacional
O lema a seguir e´ ba´sico para o desenvolvimento da teoria do ca´lculo variacional.
Lema 1 Se x1 e x2, x2 > x1, sa˜o fixos e G(x) e´ uma func¸a˜o cont´ınua particular
para x1 ≤ x ≤ x2 e se ∫ x2
x1
η(x)G(x) dx = 0 (1.15)
para cada escolha da func¸a˜o diferencia´vel η(x) tal que
η(x1) = η(x2) = 0, (1.16)
concluimos que
G(x) = 0 ∀ x tal que x1 ≤ x ≤ x2. (1.17)
Demonstrac¸a˜o:
A prova desse lema baseia-se na contrapositiva: mostra-se a existeˆncia de pelo menos
uma func¸a˜o η(x) para a qual (1.15) na˜o e´ satisfeita quando G(x) e´ tal que (1.17)
na˜o vale.
Suponhamos enta˜o que (1.17) na˜o vale, isto e´, ∃ x′, x1 < x′ < x2 tal que G(x′) 6= 0.
Sem perda de generalidade vamos supor que G(x′) > 0. Pela continuidade de
G, existe necessariamente uma vizinhanc¸a de x′, digamos, x′1 ≤ x′ ≤ x′2 na qual
G(x) > 0 em toda vizinhanc¸a. Mas enta˜o (1.15) na˜o vale para toda escolha permitida
de η. Por exemplo, consideremos a func¸a˜o definida por
η(x) =

0 para x1 ≤ x ≤ x′1,
(x− x′1)2(x− x′2)2 para x′1 ≤ x ≤ x′2,
0 para x′2 ≤ x ≤ x2.
(1.18)
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Para esta func¸a˜o η particular (que e´ continuamente diferencia´vel e satisfaz (1.16)) a
integral (1.15) fica:∫ x2
x1
η(x)G(x) dx =
∫ x′2
x′1
(x− x′1)2(x− x′2)2G(x) dx. (1.19)
Como G(x) > 0, para x′1 ≤ x ≤ x′2, o lado direito de (1.19) e´ estritamente positivo,
contradizendo a h´ıpotese (1.15). O caso G(x′) < 0 e´ ana´logo e assim, o lema esta´
demonstrado. 
Esta demonstrac¸a˜o que fizemos pode ser adaptada caso precisemos pedir que η(x)
possua derivada cont´ınua de qualquer ordem. Neste caso, consideramos na demons-
trac¸a˜o η(x) = [(x− x′1)(x′2 − x)]k+1 no subintervalo x′1 ≤ x ≤ x′2 e zero para o
restante do intervalo x1 ≤ x ≤ x2 e da´ı procedemos de maneira ana´loga a` feita
acima.
O texto desta e das pro´ximas treˆs sec¸o˜es foi escrito inspirado em [45].
1.5 A equac¸a˜o de Euler-Lagrange
Nesta sec¸a˜o iremos obter um resultado extremamente importante do ca´lculo varia-
cional: a equac¸a˜o de Euler-Lagrange. Ela sera´ a chave para comec¸armos resolver os
problemas propostos na sec¸a˜o 3.
Assumiremos que existe uma func¸a˜o duas vezes diferencia´vel y = y(x) satisfazendo
as condic¸o˜es y(x1) = y1 e y(x2) = y2 e que fornec¸a um mı´nimo para a integral
I =
∫ x2
x1
f(x, y, y′) dx. (1.20)
Buscamos agora, responder a` seguinte questa˜o: Qual a equac¸a˜o diferencial satisfeita
por y(x)?
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Sejam x1, x2, y1, y2 dados, f uma func¸a˜o de x, y e y
′ duas vezes diferencia´vel com
respeito a essas varia´veis ou quaisquer combinac¸o˜es delas. Observe que cada integral
dos problemas apresentados na sec¸a˜o 3 e´ um caso particular de (1.20).
Constru´ıremos agora uma famı´lia de “func¸o˜es comparac¸a˜o”de um paraˆmetro. De-
notaremos essa famı´lia por Y (x) e a definimos por
Y (x) = y(x) + η(x), (1.21)
onde η(x) e´ uma func¸a˜o diferencia´vel arbitra´ria para a qual
η(x1) = η(x2) = 0 (1.22)
e  e´ paraˆmetro da famı´lia.
Note que o que fizemos foram variac¸o˜es na func¸a˜o y(x), isto e´, somamos a ela um
nu´mero  multiplicado por uma outra func¸a˜o η(x). Da´ı vem o nome ca´lculo das
variac¸o˜es .
Assim, para cada func¸a˜o η(x) temos uma famı´lia, da forma (1.21), com um u´nico
paraˆmetro. E, para cada η(x) dada, cada valor de  designa um u´nico membro dessa
famı´lia. A condic¸a˜o (1.22) nos garante que Y (x1) = y(x1) = y1 e Y (x2) = y(x2) = y2,
isto e´, todas as “func¸o˜es comparac¸a˜o”possuem o mesmo ponto inicial e final da
func¸a˜o y(x). A principal vantagem de escolher essa famı´lia de func¸o˜es da forma
(1.21) e´ que, escolhida a func¸a˜o η(x), a func¸a˜o y(x)(que estamos assumindo que
minimiza (1.20)) e´ um membro dessa famı´lia Y (x), quando escolhemos  = 0 como
paraˆmetro.
A separac¸a˜o de qualquer curva y = Y (x) com relac¸a˜o ao arco y(x) e´ dada por
η(x). Para cada escolha permitida de η(x) e´ poss´ıvel escolher uma vizinhanc¸a de
, digamos, −0 <  < 0 na qual o produto |η(x)| e´ arbitrariamente pequeno para
qualquer x entre x1 e x2.
Se em (1.20) trocarmos y e y′ por Y (x) e Y ′(x), respectivamente, obtemos:
I() =
∫ x2
x1
f(x, Y, Y ′) dx, (1.23)
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onde, para uma dada func¸a˜o η(x) essa integral e´ claramente uma func¸a˜o de . O
argumento Y ′ e´ dado, de acordo com (1.21), por:
Y ′ = Y ′(x) = y′(x) + η′(x). (1.24)
Dessa maneira, quando  = 0, podemos trocar Y e Y ′ por y e y′, respectivamente.
Enta˜o, a integral (1.23) e´ um mı´nimo com respeito a  para  = 0, o que esta´ de
acordo com o fato de y(x) ser o arco minimizador de (1.20). Isso mostra que a
escolha de η(x) na˜o importa.
Reduzimos enta˜o nosso problema inicial a um problema de minimizac¸a˜o ordina´ria
de ca´lculo diferencial com respeito a` u´nica varia´vel .
Do ca´lculo diferencial de uma varia´vel sabemos que uma condic¸a˜o necessa´ria para
 = 0 ser um mı´nimo de I e´ que a derivada primeira de I com relac¸a˜o a  se anule
em  = 0, ou seja,
I ′(0) = 0. (1.25)
Precisamos enta˜o calcular a derivada de (1.23) em  = 0. Para isto precisamos de
um resultado que nos permita derivar uma integral e enta˜o recorremos ao teorema
seguinte, apresentado em [22, p.312].
Teorema 1 Considere uma func¸a˜o f : [a, b]× [c, d] −→ IR e suponha que a derivada
parcial ∂f
∂p
(x, p) existe e e´ cont´ınua em [a, b]× [c, d]. Se a integral:
F (p) =
∫ b
a
f(x, p) dx (1.26)
existe para todo p ∈ [c, d], enta˜o F (p) e´ diferencia´vel e
F ′(p) =
∫ b
a
∂f
∂p
(x, p) dx. (1.27)
14 CAPI´TULO 1. PROBLEMAS CLA´SSICOS
Demonstrac¸a˜o:
Vamos considerar
F (p)− F (p0)
p− p0 =
∫ b
a
(
f(x, p)− f(x, p0)
p− p0
)
dx. (1.28)
Para o termo da direita aplicamos o Teorema do Valor Me´dio que nos da´ ∂f
∂p
(x, ξ) com
ξ dependendo de x. Subtraimos enta˜o
∫ b
a
∂f
∂p
(x, p0) dx de ambos os lados e usando o
fato de que para func¸o˜es integra´veis | ∫ b
a
f(x) dx| ≤ ∫ b
a
|f(x)| dx temos∣∣∣∣F (p)− F (p0)p− p0 −
∫ b
a
∂f
∂p
(x, p0) dx
∣∣∣∣ ≤ ∫ b
a
∣∣∣∣∂f∂p (x, ξ)− ∂f∂p (x, p0)
∣∣∣∣ dx. (1.29)
Como ∂f
∂p
e´ cont´ınua no compacto [a, b]× [c, d], ela e´ uniformemente cont´ınua, isto e´,
para p − p0 suficientemente pequeno a diferenc¸a do lado direito de (1.29) pode ser
majorada para todo x por um δ arbitrariamente pequeno. Isso mostra que (1.29)
esta´ pro´ximo de zero e que F e´ diferencia´vel, tendo (1.27) como derivada. 
Usando este resultado obtemos
dI
d
= I ′() =
∫ x2
x1
(
∂f
∂Y
∂Y
∂
+
∂f
∂Y ′
∂Y ′
∂
)
dx =
∫ x2
x1
(
∂f
∂Y
η +
∂f
∂Y ′
η′
)
dx (1.30)
de (1.23) com o aux´ılio de (1.21) e (1.24).
Como para  = 0 e´ equivalente trocarmos (Y, Y ′) por (y, y′) temos, de acordo com
(1.25) e (1.30), que I ′(0) =
∫ x2
x1
(∂f
∂y
η+ ∂f
∂y′η
′) dx = 0. Integrando por partes o segundo
termo desta integral obtemos
I ′(0) =
∫ x2
x1
[
∂f
∂y
− d
dx
(
∂f
∂y′
)]
ηdx = 0 (1.31)
devido a (1.22).
Como (1.31) precisa valer para toda η escolhida, usamos o Lema 1 e obtemos que
∂f
∂y
− d
dx
(
∂f
∂y′
)
= 0. (1.32)
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Essa equac¸a˜o e´ conhecida como Equac¸a˜o de Euler-Lagrange e e´ geralmente de
segunda ordem. Sua soluc¸a˜o, para qualquer problema do tipo dos enunciados na
sec¸a˜o 3, nos da´ uma func¸a˜o duas vezes diferencia´vel que fornece um mı´nimo (ou
ma´ximo) para a integral do problema. O integrando f(x, y, y′) de (1.20) e´ conhecido
como func¸a˜o lagrangiana ou, simplesmente, lagrangiana.
Devemos observar que a condic¸a˜o I ′(0) = 0 na˜o e´ suficiente para termos um mı´nimo
de I() quando  = 0. De fato, podemos ter tambe´m um ponto de ma´ximo ou ponto
de inflexa˜o. Existem va´rios problemas nos quais na˜o temos condic¸o˜es de saber se
I ′(0) = 0 indica um ma´ximo, mı´nimo ou ponto de inflexa˜o. Chamamos enta˜o de
extremo o valor de I(0) nestas treˆs situac¸o˜es. A func¸a˜o y(x) que fornece um ex-
tremo para a integral I e´ chamada de func¸a˜o extremal. Enta˜o, a func¸a˜o y(x) que
satisfaz a equac¸a˜o de Euler-Lagrange (1.32) e que satisfaz as condic¸o˜es iniciais e´,
por definic¸a˜o, uma func¸a˜o extremal para a integral.
Percebemos que a teoria desenvolvida ate´ aqui ainda e´ bastante limitada. Para
tentar contornar estas limitac¸o˜es foram desenvolvidas outras teorias ou teorias com-
plementares, que aparecera˜o no decorrer deste trabalho.
1.6 Alguns casos de integrabilidade da equac¸a˜o de
Euler-Lagrange
Com algumas hipo´teses adicionais, obtemos os seguintes casos mais simples em que
a equac¸a˜o de Euler-Lagrange e´ de fa´cil integrac¸a˜o:
1. Se f e´ explicitamente independente da varia´vel dependente y.
Se f e´ explicitamente independente da varia´vel dependente y, enta˜o ∂f
∂y
= 0 e
(1.32) se torna
d
dx
(
∂f
∂y′
) = 0 ou
∂f
∂y′
= C1 (1.33)
16 CAPI´TULO 1. PROBLEMAS CLA´SSICOS
onde C1 e´ uma constante arbitra´ria.
Enta˜o nossa busca por uma func¸a˜o extremal foi reduzida a` resoluc¸a˜o de uma
equac¸a˜o diferencial de primeira ordem envolvendo somente y′ e x.
Exemplo 1.1 Determinar as func¸o˜es que, ligando A = (1, 3) e B = (2, 5),
sa˜o lagrangianas do funcional
J [y(x)] =
∫ 2
1
y′(x)(1 + x2y′(x)) dx.
A equac¸a˜o de Euler-Lagrange para este funcional fica
− d
dx
[1 + 2x2y′] = 0
e, portanto, de (1.33) temos que
1 + 2x2y′ = C
o que, integrando, nos da´
y(x) =
C1
x
+ C2
com C1 =
1−C
2
. A fim de se escolher qual hipe´rbole desta famı´lia passa pelos
pontos dados, obtemos o sistema
3 = C1 + C2
5 =
C1
2
+ C2
o que nos fornece C1 = −4 e C2 = 7 e assim, a lagrangiana procurada e´
y(x) = 7− 4
x
.
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Agora, se ale´m de na˜o depender explicitamente de y, f for expli-
citamente independente da varia´vel independente x, a derivada parcial
∂f
∂y′ e´ uma func¸a˜o φ de y
′ somente e, da´ı,
d
dx
(
∂f
∂y′
)
=
d
dx
(φ(y′)) = φ′
(
dy
dx
)
d2y
dx2
= 0.
Para valer para qualquer φ,
d2y
dx2
= 0
e, portanto
dy
dx
= C2,
isto e´,
y(x) = C2x+ C1.
Deste modo, quando f depende explicitamente so´ de y′, as func¸o˜es extremais
sa˜o necessariamente func¸o˜es lineares de x. Isso mostra que a menor distaˆncia,
no plano, entre dois pontos, e´ a linha reta (item 1 da sec¸a˜o 3).
Exemplo 1.2 Encontrar as lagrangianas do funcional
J [y(x)] =
∫ b
a
√
1 + y′2(x) dx
sujeito a`s condic¸o˜es de fronteira y(a) = A, y(b) = B, que fornece o compri-
mento de qualquer curva y(x) ligando (a,A) e (b, B). E´ claro que o problema
equivale a determinar o caminho mais curto entre esses pontos.
A equac¸a˜o de Euler-Lagrange para este caso fica
y′′(x) = 0
e da´ı temos que
y(x) = C1x+ C2.
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Colocando as condic¸o˜es de fronteira, obtemos como soluc¸a˜o do problema a reta
y(x) =
B − A
b− a (x− a) + A.
2. Se y′ independe de x.
Supondo que y′ independe de x, temos a seguinte igualdade
d
dx
(
y′
∂f
∂y′
− f
)
= y′
d
dx
(
∂f
∂y′
)
− ∂f
∂x
− ∂f
∂y
y′ =
= −y′
[
∂f
∂y
− d
dx
(
∂f
∂y′
)
]
− ∂f
∂x
(1.34)
que sugere uma integral primeira o´bvia da equac¸a˜o de Euler-Lagrange no caso
em que f e´ explicitamente independente da varia´vel independente x. Da´ı, como
∂f
∂x
= 0 neste caso, vemos que a equac¸a˜o de Euler-Lagrange (1.32) implica que
o primeiro membro de (1.34) se anula e enta˜o
d
dx
(
y′
∂f
∂y′
− f
)
= 0 ou y′
∂f
∂y′
− f = C1, (1.35)
onde C1 e´ uma constante arbitra´ria. Assim, a func¸a˜o extremal pode ser obtida
com a resoluc¸a˜o de uma equac¸a˜o diferencial de primeira ordem envolvendo y
e y′ somente.
Exemplo 1.3 Determinar as lagrangianas do funcional
J [y(x)] =
∫ b
a
√
1 + y′2
y
dx
que ligam dois pontos dados (a,A) e (b, B) do semiplano superior.
O integrando deste funcional na˜o depende explicitamente de x, e da´ı a equac¸a˜o
de Euler-Lagrange se reduz a√
1 + y′2
y
− y′ y
′
y
√
1 + y′2
= C
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o que, simplificando, fica
y
√
1 + y′2 = C1,
onde C1 =
1
C
. Integrando a u´ltima equac¸a˜o temos
(x+ C2)
2 + y2 = C1
2,
isto e´, a famı´lia das circunfereˆncias com centro sobre o eixo Ox. Assim, o pro-
blema tera´ sempre uma soluc¸a˜o e esta sera´ u´nica, por qualquer par de pontos
(com abscissas distintas) do semiplano passando uma e so´ uma circunfereˆncia
da famı´lia mencionada.
Se forem dados dois pontos (a,A) e (b, B) obteremos, de acordo com o que foi
feito acima, o seguinte sistema de equac¸o˜es
(a+ C2)
2 + A2 = C1
2
(b+ C2)
2 +B2 = C1
2,
e enta˜o, podemos obter as constantes C1 e C2. Para que as expresso˜es para
C1 e C2 se tornem mais simples vamos chamar
α =
b2 − a2 +B2 − A2
a− b .
Enta˜o teremos:
C1 =
√
B2 + b2 + αb+
α2
4
e
C2 =
α
2
.
Agora, note que se a = b o funcional na˜o fara´ sentido se continuarmos pensando
em y como func¸a˜o de x. Pore´m, se fizermos x = x(t) e y = y(t) o funcional em
t fara´ sentido e poderemos obter a semi-reta perpendicular ao eixo Ox como
soluc¸a˜o. A figura 1.1 mostra a semi-circunfereˆncia soluc¸a˜o para um par de
pontos dados.
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Figura 1.1: Semi-circunfereˆncia soluc¸a˜o para o par de pontos (a,A) = (1, 1) e
(b, B) = (7, 3).
Observac¸a˜o: O exemplo 1.3 pode ser visto sob a seguinte perspectiva: dados
dois pontos (a,A) e (b, B) do semi-plano superior y > 0, definimos a distaˆncia
entre eles a partir da me´trica cuja expressa˜o para o elemento de comprimento
de arco e´
ds2 =
dx2 + dy2
y2
. (1.36)
Com esta noc¸a˜o de distaˆncia, a` func¸a˜o minimizante do funcional
J [y(x)] =
∫ b
a
√
1 + y′2
y
dx, (1.37)
ou, mais geralmente, do funcional
J [y] =
∫ t1
t0
√
x˙2 + y˙2
y
dt (1.38)
correspondera´ um arco de comprimento mı´nimo conectando os pontos dados.
De acordo com a ana´lise feita anteriormente, estas curvas sera˜o arcos de semi-
circunfereˆncias centradas na reta y = 0 quando a 6= b e segmentos de reta
contidos nas semi-retas x = cte quando a = b. O efeito do denominador no
elemento de comprimento de arco (1.36), ou equivalentemente, nos funcionais
(1.37) e (1.38) em comparac¸a˜o com o funcional do exemplo 1.2 e´ remover os
pontos da reta y = 0 e fazer com que a distaˆncia entre (a,A) fixo e (b, B)
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aumente arbitrariamente a` medida que B se aproxima de zero. Com a ter-
minologia geome´trica adequada, diz-se que os pontos sobre a reta y = 0 sa˜o
pontos no infinito. Ale´m disso, com a noc¸a˜o de distaˆncia introduzida por
(1.36) podemos interpretar as semi-circunfereˆncias centradas em y = 0 e as
semi-retas verticais x = cte como “retas”, com um modelo consistente para
a geometria plana denominado semi-plano de Poincare´, em homenagem a
Jules Henri Poincare´ (1860-1934), seu idealizador. Neste modelo, dada uma
‘reta’q e um ponto A fora dela, podem ser trac¸adas infinitas ‘retas’ passando
por A e que na˜o cruzam q em nenhum ponto.
I
q
A III
IV
II
q1
q2
y
0 x
Figura 1.2: Esquema mostrando retas e retas paralelas na geometria de Lobachevsky,
segundo o modelo de Poincare´.
Na figura 1.2, o ‘feixe de paralelas’ a` reta q, passando pelo ponto A, esta´ loca-
lizado na regia˜o delimitada pelas ‘retas’ q1 e q2 (chamadas paralelas-limite,
pois teˆm em comum com q apenas os pontos no infinito) e compreendida pelos
aˆngulos II e IV . O semi-plano de Poincare´ e´ um modelo para a geometria
na˜o euclidiana hiperbo´lica de Nicolai Ivanovitch Lobachevsky (1793-1856).
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3. Se f na˜o depende de y′.
Se f na˜o depende de y′, a equac¸a˜o de Euler-Lagrange se reduz a
∂f
∂y
(x, y) = 0,
que por na˜o depender de constantes indeterminadas, sera´ compat´ıvel com as
condic¸o˜es de fronteira y(a) = A e y(b) = B apenas em casos excepcionais.
Exemplo 1.4 Determinar as lagrangianas do funcional
J [y(x)] =
∫ pi/2
0
y(2x− y) dx
com as condic¸o˜es de fronteira y(0) = 0, y
(
pi
2
)
= pi
2
.
Neste caso, a equac¸a˜o de Euler-Lagrange se reduz a
2x− 2y = 0,
isto e´, a
y = x,
relac¸a˜o que satisfaz as condic¸o˜es de fronteira e neste caso, o funcional pode,
eventualmente, assumir um extremo. Agora, ao mudar as condic¸o˜es de fron-
teira, por exemplo, tomando y(0) = 0 e y
(
pi
2
)
= 1, o problema se tornara´
insolu´vel, ja´ que essas condic¸o˜es de fronteira sa˜o incompat´ıveis com y = x.
4. Se f e´ linear em relac¸a˜o a y′.
Suponha que f e´ linear em relac¸a˜o a y′, isto e´,
f(x, y, y′) =M(x, y) +N(x, y)y′.
Neste caso, a equac¸a˜o de Euler-Lagrange sera´
∂M
∂y
− ∂N
∂x
= 0,
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isto e´, uma equac¸a˜o diferencial fornecendo, como o caso anterior, uma relac¸a˜o
funcional que satisfara´ excepcionalmente as condic¸o˜es de fronteira. No caso
particular em que numa regia˜o D do plano xOy se cumprir
∂M
∂y
− ∂N
∂x
= 0,
a func¸a˜o
f(x, y, y′) =M(x, y)dx+N(x, y)dy
sera´ uma diferencial total e, logo, o valor do funcional
J [y(x)] =
∫ b
a
f(x, y, y′) dx =
∫ (b,B)
(a,A)
(Mdx+Ndy)
na˜o dependera´ do caminho de integrac¸a˜o. Em outras palavras, J [y(x)] assu-
mira´ o mesmo valor para qualquer y(x) admiss´ıvel e enta˜o o problema varia-
cional se torna sem sentido.
Exemplo 1.5 Considere o funcional
J [y(x)] =
∫ b
a
(y2 + 2xyy′) dx,
com as condic¸o˜es de fronteira y(a) = A e y(b) = B e com f linear em relac¸a˜o
a y′.
Como, para este funcional
∂M
∂y
= 2y
e
∂N
∂x
= 2y,
temos que
∂M
∂y
− ∂N
∂x
= 0
e, portanto, (y2+2xyy′)dx e´ uma diferencial total. Assim, a respectiva integral
na˜o depende do caminho de integrac¸a˜o y(x) ligando os pontos (a,A) e (b, B)
e assim, o problema variacional na˜o apresenta nenhum interesse.
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Para os cinco exemplos desta sec¸a˜o tomamos como refereˆncia a apresentac¸a˜o de [27].
1.7 Geode´sicas
Nesta sec¸a˜o focalizaremos o problema das geode´sicas, que ja´ foi introduzido na sec¸a˜o
3 e sera´ resolvido aqui de maneira bem detalhada.
1. Voltaremos agora ao problema apresentado no item 2 da sec¸a˜o 3: qual e´ o arco
de menor comprimento ligando dois pontos de uma dada superf´ıcie? Tal arco
e´ chamado geode´sica da superf´ıcie. O caso especial no plano, proposto no
item 1 da sec¸a˜o 3 ja´ foi resolvido na sec¸a˜o 6 (a soluc¸a˜o e´ a linha reta). De
acordo com (1.10) a func¸a˜o integrando para este problema e´
f =
√
P + 2Qv′ +Rv′2 (1.39)
onde P , Q e R sa˜o func¸o˜es dadas nas coordenadas u, v da superf´ıcie. De
(1.32) com u e v fazendo os pape´is de x e y respectivamente, a equac¸a˜o de
Euler-Lagrange para (1.39) fica
∂P
∂v
+ 2v′ ∂Q
∂v
+ v′2 ∂R
∂v
2
√
P + 2Qv′ +Rv′2
− d
du
(
Q+Rv′√
P + 2Qv′ +Rv′2
)
= 0. (1.40)
No caso especial onde P , Q e R dependem explicitamente so´ de u, (1.40) fica
Q+Rv′√
P + 2Qv′ +Rv′2
= C1 (1.41)
onde C1 e´ uma constante arbitra´ria. No caso Q = 0, que ocorre quando as
curvas u = cte na superf´ıcie sa˜o ortogonais a`s curvas v = cte, v pode ser
expresso diretamente, em termos de u, pela seguinte integral
v(u) = C1
∫ √
P√
R2 − C12R
du. (1.42)
Obtemos esta integral usando que v′ = dv
du
e que P e R sa˜o func¸o˜es de u so-
mente. A constante de integrac¸a˜o em (1.42) e a constante C1 sa˜o determinadas
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de acordo com as condic¸o˜es do problema, impondo-se que (1.42) passe pelos
pontos dados.
2. Ainda supondo que Q = 0, mas agora assumindo que P e R sa˜o func¸o˜es que
dependem explicitamente so´ de v, obtemos, de acordo com (1.35) e (1.39), que
Rv′2√
P +Rv′2
−
√
P +Rv′2 = C1, (1.43)
e como v′ = dv
du
, segue que
u(v) = C1
∫ √
R√
P 2 − C12P
dv. (1.44)
3. Iremos considerar agora um caso particular: a geode´sica ligando dois pontos
na superf´ıcie de uma esfera. Descreveremos a posic¸a˜o dos dois pontos na esfera
usando a colatitude v e a longitude u. Enta˜o
x = a sen v cosu; y = a sen v senu; z = a cos v, (1.45)
onde a e´ o raio da esfera e 0 ≤ u ≤ 2pi, 0 ≤ v ≤ pi.
De (1.6), (1.7), (1.8) temos que P = a2sen2v, R = a2 e Q = 0. Enta˜o, como
Q = 0 e P e R sa˜o func¸o˜es que dependem explicitamente so´ de v, usamos
(1.44) para obter
u = C1
∫
dv√
a2sen4v − C12sen2v
dv = − arcsen cot v√
(a/C1)
2 − 1
+ C2. (1.46)
Fazendo uma manipulac¸a˜o trigonome´trica neste u´ltimo resultado obtemos
a(senC2) sen v cosu− a(cosC2) sen v senu− a cos v√
(a/C1)
2 − 1
= 0, (1.47)
que e´ a equac¸a˜o da geode´sica definida implicitamente f(u, v) = 0.
Usando enta˜o (1.45) vemos que as geode´sicas da esfera esta˜o no plano
x senC2 − y cosC2 − z√
(a/C1)
2 − 1
= 0 (1.48)
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que passa no centro da esfera. Assim, o resultado e´ familiar: o arco de menor
comprimento ligando dois pontos na superf´ıcie de uma esfera e´ a intersecc¸a˜o da
esfera com o plano contendo os pontos dados e o centro da esfera, o chamado
arco do grande c´ırculo.
4. Iremos agora obter a geode´sica de uma superf´ıcie de revoluc¸a˜o qualquer. Para
isto, consideremos a superf´ıcie S
y2 + z2 = [g(x)]2 (1.49)
gerada pela rotac¸a˜o da curva y = g(x) com g ≥ 0 sobre o eixo x. Uma
parametrizac¸a˜o conveniente para esta superf´ıcie e´:
x = u, y = g(u) cos v, z = g(u) sen v (1.50)
com 0 < v < 2pi; a < u < b, ou seja, estamos considerando esta parametrizac¸a˜o
de um aberto U = {(u, v) ∈ IR2; 0 < v < 2pi, a < u < b} em S. Percebemos
tambe´m que (1.50) satisfaz (1.49). De (1.6), (1.7), (1.8) e (1.49) temos que
P = 1+[g′(u)]2; R = [g(u)]2, Q = 0, e portanto, as func¸o˜es P , Q, R dependem
so´ de u explicitamente. Aplicamos enta˜o o resultado (1.42) que nos da´:
v(u) = C1
∫ √
P√
R2 − C12R
du = C1
∫ √1 + [g′(u)]2
g(u)
√
[g(u)]2 − C12
du (1.51)
e temos agora uma expressa˜o que nos permite encontrar as geode´sicas de qual-
quer superf´ıcie gerada pela rotac¸a˜o de uma curva em torno do eixo x.
No u´ltimo cap´ıtulo deste texto iremos apresentar algumas sugesto˜es de proje-
tos que podem ser trabalhados com os alunos. Nestes projetos iremos comple-
mentar o estudo das geode´sicas atrave´s de visualizac¸o˜es e construc¸o˜es usando
o Mathematica.
A refereˆncia ba´sica para esta sec¸a˜o foi o texto de [45].
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1.8 O problema da braquisto´crona
Nesta sec¸a˜o iremos apresentar de maneira bem detalhada o problema mais famoso do
ca´lculo variacional. Apresentaremos tambe´m uma variac¸a˜o do problema envolvendo
atrito, ale´m de fazermos uso de recurso computacionais para o estudo do problema.
Ja´ vimos anteriormente que o problema da Braquisto´crona foi proposto por Johann
Bernoulli em 1696. Na sec¸a˜o 4, vimos que o problema consiste em: dados dois
pontos A e B em um plano vertical, encontrar a curva que uma part´ıcula M precisa
seguir para sair de A e chegar em B no menor tempo poss´ıvel. Supomos que a
part´ıcula esteja sujeita somente a` ac¸a˜o da forc¸a da gravidade.
1.8.1 O problema cla´ssico
Com os casos vistos na sec¸a˜o 1.6 temos condic¸o˜es de resolver este problema. Da
sec¸a˜o 1.4, sabemos que o integrando
f =
√
1 + y′2√
y − y0 (1.52)
da integral (1.13) e´ explicitamente independente da varia´vel independente x. Pode-
mos enta˜o usar o resultado apresentado no item 2 da sec¸a˜o 1.6 que fornece
y′
(
∂f
∂y′
)
− f = C1. (1.53)
De (1.52) obtemos:
y′2√
(y − y0)(1 + y′2)
−
√
1 + y′2√
y − y0 = C1. (1.54)
Resolvendo (1.54) para y′ = dy
dx
, integrando ambos os lados da expressa˜o resultante
e escrevendo C1 como uma constante arbitra´ria C1 =
1√
2a
temos:
x =
∫ √
y − y0√
2a− (y − y0)
dy. (1.55)
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Para resolver esta integral substituimos
y − y0 = 2asen2 θ
2
(1.56)
e com isso (1.55) fica
x = 2a
∫
sen2
θ
2
dθ = a(θ − sen θ) + x0, (1.57)
onde x0 e´ a constante de integrac¸a˜o.
Reescrevendo (1.56) e combinando com (1.57) temos
x = x0 + a(θ − sen θ), y = y0 + a(1− cos θ) (1.58)
para as equac¸o˜es parame´tricas da requerida curva que faz com que a part´ıcula desc¸a
mais ra´pido.
Reconhecemos estas equac¸o˜es como sendo as de uma ciclo´ide gerada pelo movimento
de um ponto fixo em uma circunfereˆncia de um c´ırculo de raio a que rola no lado
positivo de uma dada linha y = y0.
Essa resoluc¸a˜o do problema da Braquisto´crona mostrada acima foi feita utilizando a
teoria do ca´lculo das variac¸o˜es. Mas, como ja´ sabemos, na e´poca em que o problema
foi proposto muitas soluc¸o˜es foram apresentadas. A mais importante foi a de James
Bernoulli (1654-1705) que deu origem a um novo ramo de pesquisa na matema´tica:
o ca´lculo variacional. Mas, muitas dessas soluc¸o˜es eram extremamente interessantes
e geniais, como e´ o caso da proposta por Johann Bernoulli, que e´ uma mistura
de f´ısica e geometria. Apresentaremos agora, como curiosidade, um esquema dessa
soluc¸a˜o de Johann Bernoulli.
1. Desc¸a a part´ıcula por onde descer, quando ela tiver descido uma altura h, sua
velocidade sera´
√
2gh (Lei da Queda Livre). Na˜o sabemos, neste momento,
qual e´ a direc¸a˜o dessa velocidade.
2. Pelo Princ´ıpio de Fermat, sabemos que a luz viaja de um ponto para outro
no menor tempo poss´ıvel.
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3. Sabemos tambe´m, pelo fenoˆmeno da refrac¸a˜o, que a luz tem uma velocidade
diferente conforme o meio em que se propaga (veja figura 1.3). Se tivermos
dois meios distintos, nos quais a luz se propaga com velocidades v1, v2, a lei
de refrac¸a˜o nos da´
senµ1
v1
=
senµ2
v2
= cte = K. (1.59)
µ1
µ2
v1
v2
Figura 1.3: Esquema para o fenoˆmeno da refrac¸a˜o da luz.
4. Imaginemos um meio o´ptico formado por laˆminas l1, l2, · · · , ln horizontais e
finas tais que a velocidade da luz em cada laˆmina e´ v1, v2, · · · , vn conforme
mostra a figura 1.4 . Enta˜o, um raio de luz que parte de A e chegue a B,
seguira´ uma trajeto´ria como a indicada na figura 1.4 , de modo que
senµj
vj
= K. (1.60)
E esse caminho percorrido pelo raio de luz e´ o que fornece tempo mı´nimo para
ir de A a B com as velocidades indicadas.
5. Neste problema, sabemos que a velocidade, depois da part´ıcula descer uma
altura h e´
√
2gh. Enta˜o, o caminho que da´ o tempo mı´nimo sera´ o caminho
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l1
l2
l3
l4
...
ln
A
B
µ1
µ2 µ2
µ3 µ3
µ4 µ4
µ5 µn−1
µn
Figura 1.4: Meio o´ptico e a trajeto´ria descrita por um raio de luz partindo de A e
chegando em B.
seguido por um raio de luz num meio tal que a velocidade da luz varie conti-
nuamente com a descida h e seja precisamente
√
2gh. Mas, sabemos que, para
este caminho, teremos
senµ√
2gh
= K, (1.61)
sendo µ o aˆngulo que tal caminho faz com a vertical (veja figura 1.5).
h
µ
B
A
Figura 1.5: Aˆngulo que o caminho descrito pelo raio de luz faz com a vertical.
6. Assim, a curva que da´ o caminho de tempo mı´nimo compat´ıvel com a veloci-
dade indicada em cada altura , v =
√
2gh e´ a que satisfaz (1.61).
Vamos, agora, ver que a ciclo´ide e´ a curva que satisfaz esta condic¸a˜o. A
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equac¸a˜o da ciclo´ide e´ x = rα− r senα, y = r cosα− r. Logo,
dx
dα
= r − r cosα, dy
dα
= −r senα. (1.62)
Por outro lado,
tanµ =
dx
dy
=
1− cosα
− senα = −tan
α
2
e, portanto,
tanµ = − tan α
2
. (1.63)
Assim,
µ =
∣∣∣α
2
∣∣∣ . (1.64)
Tambe´m,
v =
√
2gr(1− cosα) = 2√gr sen α
2
. (1.65)
Assim, de fato,
senµ
v
=
sen α
2
2 sen α
2
√
gr
=
1
2
√
gr
= cte = K, (1.66)
onde K na˜o depende de α. Portanto, a ciclo´ide tem a propriedade que pro-
curamos e assim, ela e´ a soluc¸a˜o do problema da Braquisto´crona, como ja´
hav´ıamos obtido na resoluc¸a˜o variacional do problema.
Acreditamos que e´ de suma importaˆncia o professor apresentar aos alunos va´rias
formas de resolver um mesmo problema, mostrando maneiras alternativas e de que
formas um determinado problema era resolvido na e´poca em que foi proposto. As-
sim, os alunos podera˜o perceber o porqueˆ do desenvolvimento de novas teorias, novos
campos de pesquisa na matema´tica e quais as importaˆncias desse desenvolvimento.
No caso deste problema da Braquisto´crona, e´ interessante questionar tambe´m a ide´ia
intuitiva que a maioria das pessoas teˆm: o caminho que minimiza o tempo de descida
de uma part´ıcula a um ponto dado, num plano inclinado e´ a linha reta. E´ realmente
surpreendente que a resposta do problema seja um arco de ciclo´ide e na˜o uma reta
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como a intuic¸a˜o sugere. Levando em conta este fato, e´ interessante calcular o tempo
de descida pela ciclo´ide e pela reta, com a mesma velocidade, para validar a soluc¸a˜o
encontrada pelos me´todos apresentados nesta sec¸a˜o. E´ isto que faremos agora.
Vamos tomar os pontos A = (0, 0), B = (pi, 2), C = (2pi, 1) num plano inclinado e
considerar g = 10m/s2. Iremos calcular o tempo que uma part´ıcula leva para ir de
A a B por uma reta e por um arco de ciclo´ide. Em seguida, faremos o mesmo para
os pontos A e C. Para calcular os tempos precisaremos calcular a integral (1.13),
que pode tambe´m ser escrita como
t =
∫ √
1 + y′2√
2gy
dx. (1.67)
Primeiro Caso: avaliar o tempo que uma part´ıcula leva para ir de A a B num plano
inclinado pela reta y = 2
pi
x e pelo arco de ciclo´ide x = θ− sen θ, y = 1− cos θ. Para
a reta, a integral fica
t =
∫ pi
0
√
1 + 4
pi2√
40x
pi
dx = 1.17769, (1.68)
e para o arco de ciclo´ide
t = 0.993459. (1.69)
Segundo Caso: fazendo os mesmos ca´lculos so´ que agora para os pontos A e C, para
a reta y = x
2pi
e para o mesmo arco de ciclo´ide obtemos para a reta
t =
∫ 2pi
0
√
1 + 1
4pi2√
10x
pi
dx = 2.84529 (1.70)
e para o arco de ciclo´ide
t = 1.57859. (1.71)
Por (1.68), (1.69), (1.70) e (1.71) podemos perceber que, de fato, a descida e´ mais
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ra´pida pelo arco de ciclo´ide confirmando assim nossas respostas encontradas anteri-
ormente. Para estes ca´lculos consideramos g = 10m/s2.
1 2 3 4 5 6
-2
-1.5
-1
-0.5
Figura 1.6: Os dois segmentos de reta e os dois arcos de ciclo´ide considerados,
visualizados simultaneamente.
1.8.2 Braquisto´crona com atrito
E´ interessante tambe´m, apresentar uma aplicac¸a˜o pra´tica do problema estudado
e, neste caso da Braquisto´crona apresentado anteriormente, na˜o estamos em uma
situac¸a˜o cotidiana onde o atrito e a resisteˆncia do ar devem ser levados em conside-
rac¸a˜o. Vamos estudar enta˜o, o que acontece se tivermos o atrito sendo considerado.
(Na˜o consideraremos o atrito cine´tico porque seu efeito no problema e´ muito pe-
queno.)
Vamos tomar a origem como sendo o ponto inicial e orientar o eixo y como sendo po-
sitivo para baixo. Queremos encontrar a “curva de descida mais ra´pida”comec¸ando
em (0, 0) e chegando a um ponto arbitra´rio (a, b). Na figura 1.7 temos um esquema
das forc¸as agindo na part´ıcula.
Para um ponto (x, y) na curva, os vetores tangentes e normais podem ser escritos
em termos do comprimento de arco s como
T =
dx
ds
ıˆ +
dy
ds
ˆ (1.72)
e
N = −dy
ds
ıˆ +
dx
ds
ˆ. (1.73)
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(x, y)
N
φ
mg
T
(a, b)
Figura 1.7: Esquema das forc¸as agindo na part´ıcula.
As forc¸as de gravidade e de atrito sa˜o dadas por
Fg = mgˆ e Fatr = −µ(FgN)T = −µmgdx
ds
T (1.74)
onde µ e´ o coeficiente de atrito.
Enta˜o, as componentes na direc¸a˜o de T sa˜o
FgT = mg
dy
ds
e FatrT = −µmgdx
ds
. (1.75)
Escrevendo a Primeira Lei de Newton usando essas componentes temos
m
dv
dt
= mg
dy
ds
= −µmgdx
ds
(1.76)
e fazendo a substituic¸a˜o dv
dt
= v dv
ds
= 1
2
d(v2)
ds
em (1.76) e depois integrando com relac¸a˜o
a s temos:
1
2
v2 = g(y − µx) ou v =
√
2g(y − µx) (1.77)
e enta˜o aplicando a regra da cadeia para v = ds
dt
e usando a fo´rmula do comprimento
de arco para ds
dx
para resolver para dx
dt
como func¸a˜o de x, podemos obter o tempo
total
t(x, y, y′) =
∫ a
0
√
1 + (y′)2
2g(y − µx) dx. (1.78)
Escrevendo a equac¸a˜o de Euler-Lagrange para (1.78) obtemos
(1 + (y′)2)(1 + µy′) + 2(y − µx)y′′ = 0 (1.79)
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que atrave´s de duas substituic¸o˜es e uma integrac¸a˜o por frac¸o˜es parciais se reduz a
(1 + (y′)2)
(1 + µy′)2
=
C
y − µx (1.80)
para alguma constante C na˜o negativa.
Enta˜o, substituimos y′ por cot( θ
2
) em (1.80) e obtemos uma soluc¸a˜o parame´trica
para nossa curva. Denotando a parametrizac¸a˜o da ciclo´ide por xc(θ) = ρ(θ − sen θ)
e yc(θ) = ρ(1 − cos θ) a nova curva de descida mais ra´pida para o problema da
Braquisto´crona e´ dada por
x(θ) = xc(θ) + µρ(1− cos θ) e y(θ) = yc(θ) + µρ(θ + sen θ). (1.81)
2piρ 3piρ 4piρ
2ρ
piρ
y = µx curva 1
curva 2
Figura 1.8: Comparac¸a˜o entre a ciclo´ide (curva 1) e a curva soluc¸a˜o da Bra-
quisto´crona com atrito (curva 2).
As parametrizac¸o˜es em (1.81) e para a ciclo´ide em (1.56) sa˜o va´lidas para 0 ≤ θ ≤ θf
onde ρ e θf precisam ser tais que a curva passe pelo ponto final (a, b).
A figura 1.8 mostra uma comparac¸a˜o entre a ciclo´ide e a nova curva que obtemos
no caso em que consideramos o atrito.
Para constru´ırmos a figura 1.9 precisamos determinar ρ e θ para que a curva termine
no ponto desejado. Para isto, impomos que x(θ, ρ) = 3 e y(θ, ρ) = 0.3. Este e´ um
sistema na˜o-linear que na˜o e´ simples de ser resolvido diretamente. Uma forma efici-
ente de resolveˆ-lo e´ fazer uma estimativa gra´fica da soluc¸a˜o via intersec¸a˜o de curvas
de n´ıvel. Estas curvas de n´ıvel devem ser consideradas numa regia˜o [θ0, θf ]× [ρ0, ρf ]
que nos permita visualizar a intersec¸a˜o desejada e assim, obter uma estimativa inicial
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Figura 1.9: Comparac¸a˜o entre a ciclo´ide sem atrito e a curva soluc¸a˜o da Bra-
quisto´crona com coeficiente de atrito µ = 0.1.
para θ e ρ. Feita esta estimativa, usamos um me´todo nume´rico (como, por exemplo,
o me´todo de Newton, que e´ apresentado em [35] ) para refinar tal soluc¸a˜o. Desta
maneira, obtemos ρ e θ desejados. Da´ı, usando (1.81) no funcional (1.78) obtemos o
tempo de descida pela curva soluc¸a˜o do problema com coeficiente de atrito µ = 0.1.
Este tempo e´ t = 0.7654, o que significa que a descida por essa curva e´ 20.3% mais
lenta que pela ciclo´ide sem atrito, ja´ que o tempo de descida pela ciclo´ide sem atrito
e´ de t = 0.63623. Se substitu´ırmos xc(θ) e yc(θ) no funcional (1.78) obter´ıamos qual
seria o tempo de descida pela ciclo´ide, ainda considerando µ = 0.1. Esse tempo e´
0.77439, o que mostra que a descida pela ciclo´ide com atrito e´ 21.7% mais lenta que
pela ciclo´ide sem atrito. Essas comparac¸o˜es mostram que, de fato, ao levarmos em
considerac¸a˜o o atrito, a ciclo´ide deixa de ser a curva de descida mais ra´pida. Neste
caso, o mais ra´pido e´ descer pela curva (1.81).
Nesta figura 1.9 temos uma comparac¸a˜o melhor entre a curva mais ra´pida deste pro-
blema com coeficiente de atrito µ = 0.1 (curva 2) e a ciclo´ide sem atrito (curva 1).
Note que a ciclo´ide fica acima da nova curva soluc¸a˜o.
Embora este novo modelo leve em considerac¸a˜o o atrito, ele ainda na˜o descreve
o problema de maneira fiel a` realidade. Isto porque na˜o leva em considerac¸a˜o o
atrito de Coulomb2 [40]. Se considerarmos o atrito de Coulomb , e levarmos em
2As forc¸as de atrito de Coulomb resultam da interac¸a˜o entre corpos que esta˜o em contato. Teˆm
orientac¸o˜es opostas a`s forc¸as aplicadas na direc¸a˜o do poss´ıvel movimento. A expressa˜o para tais
forc¸as foi obtida por Coulomb como sendo F = µN , onde µ e´ o coeficiente de atrito e N e´ a forc¸a
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Figura 1.10: Ilustrac¸a˜o mostrando curvas soluc¸o˜es da Braquisto´crona com diferen-
tes coeficientes de atrito. A curva que esta´ abaixo de todas e´ a ciclo´ide (µ = 0)
(t = 0.855871), as que esta˜o acima da ciclo´ide representam as curvas mais ra´pidas
de descida considerando µ = 0.04 (t = 0.912734), µ = 0.08 (t = 0.992069), µ = 0.1
(t = 1.04977), µ = 0.12 (t = 1.13532), µ = 0.16 (t = 1.80516), nesta ordem,
da ciclo´ide para cima. Os valores de t entre pareˆnteses correspondem ao tempo de
descida pela curva considerada.
considerac¸a˜o que
cosφ =
dx
ds
,
teremos que a forc¸a normal para este caso e´
N = mg cosφ+mv
dφ
dt
.
Tambe´m e´ interessante notar que, neste caso com o atrito de Coulomb, quanto maior
o coeficiente de atrito, mais a curva de descida mais ra´pida se aproxima de uma reta.
Ale´m disso, a ciclo´ide fica sempre abaixo das curvas com atrito. E´ exatamente isto
que mostra a figura 1.10. Para a construc¸a˜o dessa figura, fizemos um racioc´ınio
ana´logo ao feito na construc¸a˜o da figura 1.9. Esta situac¸a˜o com o atrito de Coulomb
e´ tratada de maneira detalhada em [2]. Exploraremos um pouco mais desta situac¸a˜o
nos projetos apresentados no u´ltimo cap´ıtulo deste texto. Para os ca´lculos dos
tempos apresentados nesta subsec¸a˜o utilizamos g = 32.174ft/s2 = 9.8m/s2 para
podermos comparar com os resultados apresentados em [23].
de interac¸a˜o entre os corpos, que e´ normal ao plano definido pelo contato dos mesmos.
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Essa abordagem do problema da Braquisto´crona e suas variac¸o˜es utilizando ferra-
mentas computacionais e´ interessante porque possibilita que os alunos verifiquem
suas intuic¸o˜es matema´ticas e passem a explorar questo˜es sobre as quais nunca ha-
viam pensado anteriormente. Se houver tempo durante as aulas, o professor pode
fazer alguns ensaios com seus alunos utilizando esferas de metal e ciclo´ides de pa-
pela˜o para que o problema possa ser concretizado e os alunos possam visualizar
melhor a situac¸a˜o com a qual esta˜o trabalhando. Alguns exemplos destas ativida-
des podem ser encontrados em [21]. A ciclo´ide e´ uma curva muito especial, na˜o
e´ somente braquisto´crona. Tem outras propriedades muito interessantes. Vejamos
algumas delas:
1. A a´rea por baixo da ciclo´ide e´ exatamente treˆs vezes a a´rea do circulo que lhe
da´ origem;
2. O comprimento da ciclo´ide e´ 4 vezes o do diaˆmetro do c´ırculo que lhe da´
origem;
3. A ciclo´ide e´ tauto´crona, isto e´, e´ a curva de tempos iguais.
Essa propriedade, descoberta por Huygens explica que se conseguirmos cons-
truir um peˆndulo tal que o peso descreva um arco de ciclo´ide, enta˜o na˜o im-
porta que a amplitude seja maior ou menor. O seu per´ıodo sera´ sempre o
mesmo. Assim, se construirmos um relo´gio de peˆndulo com esta caracter´ıstica,
mesmo que a amplitude variar, o peˆndulo continuara´ marcando o tempo cor-
retamente.
Em [21], encontramos diversas atividades que podem ser feitas pelo professor com
seus alunos a fim de facilitar a visualizac¸a˜o dessas propriedades da ciclo´ide. Traba-
lharemos um pouco mais com essas propriedades da ciclo´ide nos projetos do u´ltimo
cap´ıtulo deste texto.
Nossas refereˆncias para esta sec¸a˜o foram os textos de [21], [23], [2] e [45].
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1.9 Superf´ıcie de revoluc¸a˜o de a´rea mı´nima
O objetivo desta sec¸a˜o e´ dar uma visa˜o geral do problema da superf´ıcie de revoluc¸a˜o
de a´rea mı´nima.
Ja´ vimos na sec¸a˜o 3 que o problema da superf´ıcie de revoluc¸a˜o de a´rea mı´nima con-
siste em: dados dois pontos (x1, y1), (x2, y2) buscamos passar de um para o outro
ao longo de um arco y = y(x), cuja rotac¸a˜o sobre o eixo x gera uma superf´ıcie de
revoluc¸a˜o cuja a´rea inclu´ıda em x1 ≤ x ≤ x2 seja mı´nima.
Assumimos que y1 > 0, y2 > 0 e que y(x) ≥ 0 para todo x1 ≤ x ≤ x2. Minimizare-
mos enta˜o a integral
I = 2pi
∫ x2
x1
y
√
1 + y′2 dx (1.82)
que e´ a a´rea da superf´ıcie de revoluc¸a˜o atrave´s da escolha apropriada de y = y(x)
para o qual y1 = y(x1) e y2 = y(x2).
O integrando de (1.82) e´ explicitamente independente de x e enta˜o podemos usar os
resultados da sec¸a˜o 6 para obter a integral primeira da equac¸a˜o de Euler-Lagrange.
Com (1.82) a equac¸a˜o (1.35) fica
yy′2√
1 + y′2
− y
√
1 + y′2 = C1 (1.83)
e da´ı obtemos diretamente que
x = −C1
∫
1√
y2 − C12
dy = −C1cosh−1 y
C1
+ C2 (1.84)
ou ainda, se escrevermos C1 = −b, C2 = a e b positivo, (1.84) fica
y = b cosh
x− a
b
. (1.85)
A equac¸a˜o (1.85) representa uma curva chamada catena´ria e a correspondente
superf´ıcie de revoluc¸a˜o sobre o eixo x e´ chamada cateno´ide de revoluc¸a˜o. Preci-
samos ajustar as constantes arbitra´rias a e b para que a catena´ria passe por (x1, y1),
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(x2, y2). Vamos ver agora quando isto e´ poss´ıvel.
Escolhemos uma famı´lia de catena´rias na qual cada membro passe pelo ponto (x1, y1).
Enta˜o, cada membro da famı´lia e´ dado por
y1 = b cosh
x1 − a
b
. (1.86)
O problema e´ enta˜o decidir, se existir, qual dessas catena´rias passa pelo segundo
ponto (x2, y2). Na figura 1.11 sa˜o mostradas va´rias catena´rias passando por (x1, y1).
Figura 1.11: Ilustrac¸a˜o extra´ıda de [45, p. 31] mostrando catena´rias passando por
(x1, y1).
Tomando esta figura como base faremos algumas afirmac¸o˜es sem provar:
1. cada membro da famı´lia definido por (1.85) e (1.86) e´ tangente a curva trace-
jada OE, a envolto´ria da famı´lia;
2. nenhum membro da famı´lia passa por um ponto B que e´ separado de (x1, y1)
pela envolto´ria;
3. um, e somente um, membro passa por um dado ponto F na envolto´ria do qual
e´ ponto de tangeˆncia;
4. atrave´s de qualquer ponto G na˜o separado de (x1, y1) pela envolto´ria passam
dois membros da famı´lia.
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Com essa discussa˜o, percebemos que a catena´ria nem sempre e´ soluc¸a˜o do problema.
Se, por exemplo, o ponto (x2, y2) esta´ em B, nenhum membro de (1.85) passara´ por
ele e conclu´ımos que a superf´ıcie de revoluc¸a˜o de a´rea mı´nima na˜o e´ gerada por
nenhuma curva da forma y = y(x), onde y(x) e´ duas vezes diferencia´vel. Pode-se
mostrar que, neste caso, a a´rea mı´nima e´ gerada por linhas quebradas cujos treˆs
segmentos sa˜o dados por x = x1 (0 ≤ y ≤ y1) y = 0 (x1 ≤ x ≤ x2) e x = x2 (0 ≤
y ≤ y2). Essa soluc¸a˜o e´ chamada soluc¸a˜o descont´ınua de Goldschmidt. Em [44]
e´ feito um estudo bem detalhado a respeito da existeˆncia ou na˜o da catena´ria como
soluc¸a˜o deste problema. Aqui, na˜o estudamos este problema com tantos detalhes
porque a teoria que temos ate´ este ponto e´ ainda bastante limitada para isto.
Para esta sec¸a˜o tomamos como refereˆncia principal a apresentac¸a˜o de [45].
No cap´ıtulo seguinte estudaremos uma outra situac¸a˜o do ca´lculo variacional: os
problemas isoperime´tricos.
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Cap´ıtulo 2
Problemas Isoperime´tricos
2.1 Introduc¸a˜o
Conforme ja´ citamos no cap´ıtulo 1,um dos problemas de otimizac¸a˜o mais antigo de
que se tem not´ıcia e´ o Problema de Dido (850 a.C.). Este problema pertence a`
classe dos chamados Problemas Isoperime´tricos. Os problemas isoperime´tricos
sa˜o aqueles nos quais queremos minimizar ou maximizar uma integral impondo al-
guma restric¸a˜o, como por exemplo que uma outra integral se mantenha constante.
Isto ficara´ mais claro nas pro´ximas sec¸o˜es deste cap´ıtulo.
Os problemas isoperime´tricos comec¸aram a ser estudados ja´ ha´ muito tempo. Na
inacabada obra de Descartes (1596-1650), Regulae ad Directionen Ingenii, encon-
tramos passos iniciais no estudo desse tipo de problema. E´ nesta obra que Descartes
comec¸a a pensar numa maneira de mostrar que o per´ımetro de um c´ırculo e´ maior
que o de qualquer outra figura de mesma a´rea, que e´ o dual de um dos proble-
mas isoperime´tricos cla´ssicos. Mas Descartes na˜o chegou a mostrar o que desejava.
Para ele, bastava provar o fato para algumas figuras particulares e da´ı concluir, por
induc¸a˜o que o mesmo vale para todas as demais figuras. E´ o chamado Pensamento
Indutivo. Mas, sabemos que na˜o podemos concluir nada apenas estudando algu-
mas figuras particulares. E´ preciso que seja feita uma demonstrac¸a˜o geral do fato.
Duzentos anos depois da morte de Descartes, o f´ısico Lord Rayleigh (1842-1919)
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investigou os tons das membranas. Os tambores sa˜o normalmente de forma circu-
lar, mas podem ser constru´ıdos com qualquer forma. Lord Rayleigh comparou os
tons principais de membranas de diferentes formas, pore´m de igual a´rea e sujeitas
a`s mesmas condic¸o˜es f´ısicas. De todas as membranas estudadas, a circular e´ a que
possui tom principal mais forte. Note que se trata de um problema isoperime´trico,
porque queremos obter um tom principal mais forte impondo que as membranas
tenham todas a mesma a´rea.
Estes sa˜o alguns exemplos que ilustram a importaˆncia desses problemas, que teˆm
merecido atenc¸a˜o dos matema´ticos ha´ muito tempo. Atualmente, existem ferramen-
tas mais avanc¸adas que permitem estuda´-los com maior rigor e precisa˜o. Veremos, a
partir da pro´xima sec¸a˜o, que o ca´lculo variacional e´ uma dessas ferramentas que au-
xiliam no estudo dos problemas isoperime´tricos. Este texto introduto´rio foi escrito
tendo como refereˆncias [33] e [41].
2.2 Problemas isoperime´tricos simples
O chamado problema isoperime´trico simples consiste na determinac¸a˜o dos ex-
tremos do funcional
I[y] =
∫ x2
x1
f(x, y, y′) dx (2.1)
no domı´nio das func¸o˜es y = y(x) ∈ C1[x1, x2] satisfazendo a`s condic¸o˜es
J [y] =
∫ x2
x1
g(x, y, y′) dx = l (2.2)
y(x1) = y1 e y(x2) = y2 (2.3)
onde l e´ um nu´mero dado.
Assumimos que as func¸o˜es f e g sa˜o continuamente diferencia´veis ate´ a segunda
ordem, inclusive, em relac¸a˜o a x, y, y′ para x1 ≤ x ≤ x2 e quaisquer y, y′.
Denotamos por y(x) a func¸a˜o extremal e introduzimos uma famı´lia Y (x) de “func¸o˜es
comparac¸a˜o”. Pore´m, aqui na˜o podemos expressar Y (x) como sendo simplesmente
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uma famı´lia de um paraˆmetro, porque qualquer mudanc¸a no valor desse paraˆmetro
alteraria o valor de J , que deve ser mantido constante, de acordo com (2.2). Assim,
introduzimos uma famı´lia com dois paraˆmetros
Y (x) = y(x) + 1η1(x) + 2η2(x) (2.4)
onde η1(x) e η2(x) sa˜o func¸o˜es diferencia´veis arbitra´rias tais que
η1(x1) = η1(x2) = 0 = η2(x1) = η2(x2). (2.5)
A condic¸a˜o (2.5) assegura que Y (x1) = y(x1) = y1 e Y (x2) = y(x2) = y2, como
desejamos, para todos os valores dos paraˆmetros 1 e 2.
Trocando y(x) por Y (x) em (2.1) e (2.2) obtemos
I(1, 2) =
∫ x2
x1
f(x, Y, Y ′) dx (2.6)
e
J(1, 2) =
∫ x2
x1
g(x, Y, Y ′) dx. (2.7)
E´ claro que 1 e 2 na˜o sa˜o independentes, ja´ que J e´ mantido constante. Enta˜o, de
(2.7), segue que ha´ uma relac¸a˜o funcional entre 1 e 2 dada por
J(1, 2) = cte. (2.8)
Sendo y(x) a atual func¸a˜o extremal temos, devido a (2.4), que (2.6) e´ um extremo
com respeito aos valores de 1, 2 que satisfaz (2.8) quando 1 = 2 = 0, para uma
escolha arbitra´ria, consistente com (2.5), das func¸o˜es η1 e η2.
O procedimento feito acima reduz nosso problema isoperime´trico simples ao ja´ co-
nhecido problema de encontrar as condic¸o˜es para as quais a func¸a˜o I(1, 2) possui
um extremo sobre a restric¸a˜o (2.8). Para resolver esse problema usamos o Me´todo
dos Multiplicadores de Lagrange que e´ adaptado ao caso dos funcionais pelo
teorema seguinte.
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Teorema 2 - Teorema de Euler Qualquer ponto cr´ıtico y = y(x) de
I[y] =
∫ x2
x1
f(x, y, y′) dx
no domı´nio das func¸o˜es sujeitas a`s condic¸o˜es
J [y] =
∫ x2
x1
g(x, y, y′) dx = l, y(x1) = y1 e y(x2) = y2
e que na˜o for ponto cr´ıtico do funcional J [y] sera´, ao se escolher convenientemente
o nu´mero λ (multiplicador de Lagrange), um ponto cr´ıtico para
I∗ =
∫ x2
x1
f ∗(x, y, y′) dx, y(x1) = y1, y(x2) = y2
e onde f ∗ = f + λg.
Assim, para resolver o problema isoperime´trico simples introduzimos a func¸a˜o de
1, 2
I∗ = I(1, 2) + λJ(1, 2) =
∫ x2
x1
f ∗(x, Y, Y ′) dx (2.9)
onde, de acordo com (2.1) e (2.2),
f ∗ = f + λg. (2.10)
A constante λ e´ chamada multiplicador de Lagrange. Seu valor e´ determinado
de acordo com com as condic¸o˜es de cada problema ao qual o me´todo e´ aplicado.
Segundo o Teorema de Euler e os resultados acima, quando 1 = 2 = 0, devemos
ter
∂I∗
∂1
=
∂I∗
∂2
= 0. (2.11)
De (2.9) e (2.4) segue que
∂I∗
∂j
=
∫ x2
x1
{
∂f ∗
∂Y
∂Y
∂j
+
∂f ∗
∂Y ′
∂Y ′
∂j
}
dx =
=
∫ x2
x1
{
∂f ∗
∂Y
ηj +
∂f ∗
∂Y ′
ηj
′
}
dx j = 1, 2. (2.12)
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Sabemos que quando 1 = 2 = 0 podemos trocar (Y, Y
′) por (y, y′) e temos enta˜o
que
∂I∗
∂j
=
∫ x2
x1
{
∂f ∗
∂y
ηj +
∂f ∗
∂y′
ηj
′
}
dx j = 1, 2 (2.13)
devido a (2.11). Integrando por partes o segundo termo do integrando de (2.13) e
usando (2.5) obtemos∫ x2
x1
ηj
{
∂f ∗
∂y
− d
dx
(
∂f ∗
∂y′
)
}
dx = 0 j = 1, 2. (2.14)
Devido ao lema 1 do cap´ıtulo 1, temos que estas relac¸o˜es de (2.14) se resumem a`
equac¸a˜o diferencial
∂f ∗
∂y
− d
dx
(
∂f ∗
∂y′
)
= 0, (2.15)
que e´ a equac¸a˜o de Euler-Lagrange, a ser satisfeita pela func¸a˜o y(x), que fornece um
extremo para (2.1) sob a condic¸a˜o de (2.2) ser mantido com um valor fixo.
A soluc¸a˜o da equac¸a˜o (2.15) e´ uma func¸a˜o que envolve treˆs quantidades indetermi-
nadas, duas constantes de integrac¸a˜o e o multiplicador de Lagrange λ. Se a soluc¸a˜o
de um dado problema isoperime´trico do tipo discutido acima existe, essas quanti-
dades podem ser determinadas usando as condic¸o˜es y(x1) = y1 , y(x2) = y2 e o fato
que a integral J de (2.2) e´ um valor constante. Para esta parte teo´rica nossas re-
fereˆncias ba´sicas sa˜o [27] e [45]. Resolveremos agora um dos mais famosos problemas
isoperime´tricos simples, o problema de Dido.
2.2.1 O problema de Dido
Ja´ falamos um pouco sobre o Problema de Dido anteriormente. Vamos agora re-
solveˆ-lo lembrando que o problema e´ o seguinte: Determinar a curva fechada de
comprimento 2l que delimita a regia˜o plana de a´rea ma´xima.
E´ claro que a curva que estamos procurando deve ser convexa, ja´ que, caso contra´rio,
poderia-se aumentar a a´rea da regia˜o delimitada sem modificar o per´ımetro fazendo
a substituic¸a˜o de qualquer arco coˆncavo BCD pelo seu sime´trico em relac¸a˜o a uma
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secante (veja figura 2.1). Assim, e´ conveniente abordar primeiro o problema de en-
contrar a linha y = y(x), y(−a) = y(a) = 0 de comprimento l, l > 2a, que delimita
junto com o segmento −a ≤ x ≤ a a regia˜o de a´rea ma´xima.
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Figura 2.1: Ilustrac¸a˜o mostrando que a curva soluc¸a˜o do problema deve ser convexa.
Assim, temos que encontrar o ma´ximo de
I[y(x)] =
∫ a
−a
y(x) dx (2.16)
no domı´nio das func¸o˜es para as quais y(−a) = y(a) = 0,
J [y(x)] =
∫ a
−a
√
1 + y′2 dx = l (l > 2a). (2.17)
Consideramos enta˜o a func¸a˜o f ∗ = f + λg = y(x) + λ
√
1 + y′2 e o funcional
I∗ =
∫ a
−a
f ∗(x) dx =
∫ a
−a
[
y(x) + λ
√
1 + y′2
]
dx. (2.18)
Escrevemos enta˜o sua equac¸a˜o de Euler-Lagrange
∂f ∗
∂y
− d
dx
(
∂f ∗
∂y′
)
= 0⇔ d
dx
(
λy′√
1 + y′2
)
= 1⇔ λy
′√
1 + y′2
= x+ C1 (2.19)
de onde vem que
dy
dx
=
x+ C1√
λ2 − (x+ C1)2
(2.20)
e integrando temos
(x+ C1)
2 + (y + C2)
2 = λ2. (2.21)
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Logo, a curva procurada e´ um arco de circunfereˆncia de centro (−C1,−C2) e raio λ.
Vamos enta˜o determinar essas constantes usando as condic¸o˜es de fronteira y(−a) =
y(a) = 0 e a restric¸a˜o J [y(x)] = l. Assim, de
C2
2 = λ2 − (C1 − a)2 (2.22)
e
C2
2 = λ2 − (C1 + a)2 (2.23)
vem que C1 = 0, C2 =
√
λ2 − a2 e enta˜o
y =
√
λ2 − x2 −
√
λ2 − a2 (2.24)
e
y′ =
−x√
λ2 − x2 . (2.25)
A condic¸a˜o J [y(x)] = l leva a
l =
∫ a
−a
λ√
λ2 − x2 dx = 2λarcsen
a
λ
⇔ a
λ
= sen
l
2λ
. (2.26)
A raiz λ = λ0 da equac¸a˜o (2.26) e´ o valor procurado de λ. Enta˜o, C2 =
√
λ0
2 − a2.
Precisamos agora ver se λ0 existe. De fato, tendo reduzido
a
λ
= sen l
2λ
(mediante a
substituic¸a˜o l
2λ
= t) a` forma sen t = 2a
l
t, bastara´ observar que, em virtude de 2a
l
< 1,
o gra´fico de y = sen t e a reta y = 2a
l
t se cortara˜o num ponto distinto da origem, ou
seja, λ0 existe.
Da´ı, concluimos facilmente que a soluc¸a˜o do problema inicial e´ o arco de circun-
fereˆncia com extremidades (−a, 0) e (a, 0), centro (0,
√
λ0
2 − a2) e raio λ0. De-
pendendo do comprimento l da curva, a soluc¸a˜o para o problema sera´ um arco de
circunfereˆncia menor ou um arco de circunfereˆncia maior. E´ exatamente isto que
mostra a figura 2.2. Se as extremidades forem livres, a curva soluc¸a˜o sera´ um semi-
c´ırculo. E´ nessa situac¸a˜o que o problema de Dido e´ retratado na Eneida de Virg´ılio
[43, p.48].
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Figura 2.2: Ilustrac¸a˜o mostrando que, dependendo do comprimento da curva, a
soluc¸a˜o do problema pode ser um arco de circunfereˆncia maior ou menor.
O problema de Dido esta´ relacionado a um fenoˆmeno que podemos observar facil-
mente. Se no interior de uma pel´ıcula de a´gua e saba˜o flutuar um fio preso pelas
suas extremidades a e b (figura 2.3), enta˜o este adquirira´, ao atingir sua posic¸a˜o de
equil´ıbrio esta´vel, a forma de um arco de circunfereˆncia. Isto ocorre, segundo [25],
porque na posic¸a˜o de equil´ıbrio a energia potencial tem que ser mı´nima. Mas a e-
nergia potencial da superf´ıcie l´ıquida e´ diretamente proporcional a sua a´rea. Assim,
no estado de equil´ıbrio esta´vel, a a´rea da pel´ıcula l´ıquida se torna a menor poss´ıvel
e, portanto, a a´rea sem l´ıquido se torna a maior poss´ıvel, adquirindo enta˜o a forma
de semi-c´ırculo (ver figura 2.4). Em [25] sa˜o abordados va´rios problemas envolvendo
pel´ıculas de saba˜o.
ba
Figura 2.3: Ilustrac¸a˜o mostrando um fio, preso por suas extremidades, flutuando no
interior de uma pel´ıcula de saba˜o.
Devemos destacar tambe´m que, para os problemas isoperime´tricos, vale a chamada
Lei da Reciprocidade que diz os pontos cr´ıticos de (2.1) no domı´nio das func¸o˜es
sujeitas a` condic¸a˜o (2.2) coincidem com os pontos cr´ıticos de J [y(x)] no domı´nio das
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ba
Figura 2.4: Ao atingir o equil´ıbrio, o fio procura tornar a a´rea l´ıquida da pel´ıcula a
menor poss´ıvel formando uma semi-circunfereˆncia.
func¸o˜es para as quais I[y(x)] = cte.
Pela Lei da Reciprocidade, decorre da soluc¸a˜o do problema de Dido, que de todos
os contornos delimitando uma regia˜o de a´rea dada, o de menor comprimento sera´
circular.
Esta abordagem do problema de Dido foi feita com base na refereˆncia [27]. A seguir
apresentaremos um pouco mais de resultados teo´ricos para que possamos resolver
outro exemplo de problema isoperime´trico simples.
2.2.2 Funcionais em forma parame´trica
Se o domı´nio de um funcional compreender curvas que na˜o podem ser dadas como
y = y(x), sera´ necessa´rio recorrer a` representac¸a˜o parame´trica destas, a saber
x = ϕ(t) y = ψ(t) para t0 ≤ t ≤ t1 (2.27)
com ϕ(t) e ψ(t) continuamente diferencia´veis e satisfazendo a` condic¸a˜o(
dϕ
dt
)2
+
(
dψ
dt
)2
6= 0. (2.28)
Nestas condic¸o˜es, um funcional de aspecto
Ic =
∫
c
f(t, x, y, x˙, y˙) dt =
∫ t1
t0
f(t, x, y, x˙, y˙) dt (2.29)
onde x˙ = dx
dt
, y˙ = dy
dt
, na˜o dependera´ da parametrizac¸a˜o adotada se, e somente se, o
integrando f na˜o depender explicitamente de t e for homogeˆneo de grau 1 em x˙, y˙,
isto e´, se
f(t, x, y, kx˙, ky˙) = kf(t, x, y, x˙, y˙), k > 0. (2.30)
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Se uma curva C˜, parametrizada por (2.27) for um extremal do funcional (2.29) na
classe das func¸o˜es suaves ligando dois pontos (x0, y0) e (x1, y1), enta˜o ϕ(t) e ψ(t)
obedecera˜o a`s equac¸o˜es de Euler-Lagrange
∂f
∂x
− d
dt
(
∂f
∂x˙
)
= 0 e
∂f
∂y
− d
dt
(
∂f
∂y˙
)
= 0. (2.31)
A fim de resolveˆ-las, deve-se caracterizar a parametrizac¸a˜o adotada impondo um
v´ınculo a x˙ e y˙. Por exemplo, se impusermos x˙2 + y˙2 = 1, significa que estamos
usando como paraˆmetro o comprimento de arco.
Como um recurso adicional, e´ interessante tambe´m apresentarmos a Equac¸a˜o de
Euler-Lagrange na forma de Weierstrass, que e´
1
r
=
fxy˙ − fyx˙
f1(x˙2 + y˙2)
3/2
(2.32)
onde r e´ o raio de curvatura da soluc¸a˜o e f1 a func¸a˜o
f1 =
fx˙x˙
y˙2
=
fy˙y˙
x˙2
=
fx˙y˙
−x˙y˙ . (2.33)
Para o desenvolvimento desta sec¸a˜o tomamos como refereˆncias ba´sicas os textos de
[27] e [45].
A seguir, usando esta teoria de funcionais na forma parame´trica, resolveremos o
Problema de Kelvin.
2.2.3 O problema de Kelvin
Admitindo que sobre o plano xy se distribui uma massa de densidade cont´ınua
µ(x, y) e dada uma curva suave por partes C com extremidades P1, P2, encontrar a
curva de comprimento fixo l que une P1 a P2 e delimita, junto com C, a regia˜o D
de maior massa poss´ıvel.
Definindo-se a func¸a˜o
V (x, y) =
∫
µ(x, y) dx, (2.34)
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usamos a fo´rmula de Green para escrever a massa como∫ ∫
D
µ(x, y) dxdy =
∫ ∫
D
∂V
∂x
dxdy =
∫
Γ
V dy (2.35)
onde Γ e´ o contorno constitu´ıdo por uma curva L de extremidades P1 e P2 e pela
curva dada C. Denotaremos porK o valor conhecido da integral curvil´ınea calculada
ao longo de C e adimitiremos que L esteja na forma parame´trica
x = x(t) y = y(t) para t0 ≤ t ≤ t1. (2.36)
Podemos escrever enta˜o∫ ∫
D
µ(x, y) dxdy =
∫ t1
t0
V (x, y)y˙ dt+ k. (2.37)
Assim, reduzimos nosso problema a determinar o ma´ximo do funcional
JL =
∫ t1
t0
V (x, y)y˙ dt (2.38)
no domı´nio das curvas sujeitas a` restric¸a˜o∫ t1
t0
√
x˙2 + y˙2 dt = l. (2.39)
Consideremos enta˜o a func¸a˜o F = V y˙ + λ
√
x˙2 + y˙2 e escrevemos sua equac¸a˜o de
Euler-Lagrange na forma de Weierstrass. Para isso calculamos Fxy˙ =
∂V
∂x
, Fyx˙ = 0,
Fx˙x˙ =
λy˙2
(x˙2+y˙2)3/2
e F1 =
λ
(x˙2+y˙2)3/2
e da´ı, a equac¸a˜o de Euler-Lagrange na forma de
Weierstrass fica
1
r
=
1
λ
∂V
∂x
. (2.40)
Se levarmos em conta a definic¸a˜o de V (x, y), esta equac¸a˜o tem a forma
1
r
=
µ(x, y)
λ
, (2.41)
onde r e´ o raio de curvatura do arco que maximiza o funcional (2.38).
No caso particular em que µ(x, y) = cte, a curvatura sera´ constante, isto e´, qualquer
arco que maximize (2.38) sera´ um arco de circunfereˆncia.
Para a resoluc¸a˜o deste problema tomamos como base a apresentac¸a˜o feita por [27].
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2.3 Problemas isoperime´tricos: caso geral
No caso mais geral, o problema isoperime´trico consiste em encontrar o extremo de
um funcional
J [y1, y2, . . . , yn] =
∫ x1
x0
f(x, y1, y2, . . . , yn, y
′
1, . . . , y
′
n) dx (2.42)
no domı´nio das func¸o˜es sujeitas a`s condic¸o˜es
yk(x0) = y
0
k yk(x1) = y
1
k, k = 1, 2, . . . , n (2.43)∫ x1
x0
gi(x, y1, y2, . . . , yn, y
′
1, . . . , y
′
n) dx = li i = 1, 2, . . . ,m, (2.44)
onde li sa˜o nu´meros dados.
Seguindo a ide´ia que usamos no caso do problema isoperime´trico simples, iremos
introduzir uma famı´lia de “func¸o˜es comparac¸a˜o”Y (x) comm+1 paraˆmetros e aplicar
o me´todo dos multiplicadores de Lagrange. Concluiremos da´ı que a func¸a˜o y(x) que
fornece um extremo para (2.42) precisa satisfazer o sistema de equac¸o˜es de Euler-
Lagrange
∂f ∗
∂yk
− d
dx
(
∂f ∗
∂y′k
)
= 0 k = 1, . . . , n (2.45)
onde
f ∗ = f +
m∑
i=1
λigi (2.46)
e as constantes λ1, λ2, . . . , λm sa˜o multiplicadores indeterminados cujos valores sa˜o
encontrados de acordo com as condic¸o˜es dadas em cada problema.
2.3.1 Uma outra abordagem para o problema das geode´sicas
Sabemos que a distaˆncia entre dois pontos dados no espac¸o, medida ao longo de um
arco suave x = x(t), y = y(t), z = z(t) ligando esses pontos, e´ dada pela integral
I =
∫ t2
t1
√
x˙2 + y˙2 + z˙2 dt, (2.47)
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onde t1, t2 sa˜o os valores de t que correspondem aos pontos dados. Se queremos que
o arco da menor distaˆncia entre esses pontos esteja na superf´ıcie
G(x, y, z) = 0, (2.48)
enta˜o analisamos as func¸o˜es que fornecem um extremo para a integral (2.47) com
respeito a`s func¸o˜es continuamente diferencia´veis x, y, z que satisfazem (2.48) e que
sa˜o determinadas em t = t1 e t = t2.
Definimos enta˜o a func¸a˜o
f ∗ =
√
x˙2 + y˙2 + z˙2 + µ(t)G(x, y, z). (2.49)
Assim, para (2.49) o sistema de equac¸o˜es de Euler-Lagrange fica:
µ
∂G
∂x
− d
dt
(
x˙
f
)
= 0, µ
∂G
∂y
− d
dt
(
y˙
f
)
= 0, µ
∂G
∂z
− d
dt
(
z˙
f
)
= 0 (2.50)
onde, para simplificar, estamos denotando f =
√
x˙2 + y˙2 + z˙2 = ds
dt
.
Isolando a func¸a˜o µ(t) em (2.50) temos o seguinte par de equac¸o˜es
d
dt
( x˙
f
)
∂G
∂x
=
d
dt
( y˙
f
)
∂G
∂y
=
d
dt
( z˙
f
)
∂G
∂z
, (2.51)
que, juntamente com a equac¸a˜o da superf´ıcie dada (2.48), determina as equac¸o˜es da
geode´sica.
Vamos aplicar (2.51) ao problema da geode´sica em uma esfera, ja´ resolvido no pri-
meiro cap´ıtulo utilizando outros meios. Escrevemos enta˜o
x2 + y2 + z2 − a2 = 0 (2.52)
para (2.48) (a e´ o raio da esfera). Temos enta˜o ∂G
∂x
= 2x, ∂G
∂y
= 2y, ∂G
∂z
= 2z e assim,
as equac¸o˜es (2.51) ficam
fx¨ − x˙f˙
2xf 2
=
fy¨ − y˙f˙
2yf 2
=
fz¨ − z˙f˙
2zf 2
. (2.53)
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Igualando os dois primeiros membros de (2.53) juntamente com os dois u´ltimos
temos o seguinte par de equac¸o˜es
yx¨− xy¨
yx˙− xy˙ =
f˙
f
=
zy¨ − yz¨
zy˙ − yz˙ (2.54)
ou, ignorando o membro central,
d
dt
(yx˙− xy˙)
yx˙− xy˙ =
d
dt
(zy˙ − yz˙)
zy˙ − yz˙ . (2.55)
E da´ı integrando obtemos
x˙+ C1z˙
x+ C1z
=
y˙
y
. (2.56)
Uma segunda integrac¸a˜o nos da´
x− C2y + C1z = 0 (2.57)
que e´ a equac¸a˜o de um plano passando pelo centro da esfera, cuja intersecc¸a˜o com
a esfera e´ o arco do grande c´ırculo que ja´ obtivemos como geode´sica da esfera no
cap´ıtulo 1.
Para esta sec¸a˜o tambe´m tomamos como refereˆncias ba´sicas os textos de [27] e [45].
Para essa abordagem das geode´sicas a refereˆncia utilizada foi [27].
Cap´ıtulo 3
Condic¸o˜es Necessa´rias para
Extremos
3.1 Introduc¸a˜o
Ate´ agora a u´nica condic¸a˜o que temos para estudar extremos de funcionais e´ a
Equac¸a˜o de Euler-Lagrange, que como ja´ vimos, e´ uma condic¸a˜o necessa´ria para a
ocorreˆncia de extremos. Neste cap´ıtulo apresentaremos outras condic¸o˜es necessa´rias
e daremos exemplos de como trabalhar com essas condic¸o˜es.
Estudaremos as condic¸o˜es necessa´rias de Weierstrass, de Legendre, de Jacobi e
a condic¸a˜o da diferenciabilidade de Hilbert. Ale´m disso definiremos pontos
conjugados e a equac¸a˜o de Jacobi.
A teoria apresentada neste cap´ıtulo sera´ fundamental para o estudo das condic¸o˜es
suficientes para a ocorreˆncia de extremos de funcionais, que sera´ feito no cap´ıtulo 4.
3.2 Algumas considerac¸o˜es preliminares
Antes de enunciarmos e demonstrarmos as condic¸o˜es necessa´rias daremos algumas
definic¸o˜es que sera˜o utilizadas durante o cap´ıtulo.
Primeiramente, definiremos a classe dos arcos admiss´ıveis da forma
y = y(x) x1 ≤ x ≤ x2 (3.1)
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para os quais a integral
I =
∫ x2
x1
f(x, y, y′) dx (3.2)
tem um valor bem definido. Da´ı enta˜o, nosso problema se convertera´ em encontrar,
dentre todos os arcos admiss´ıveis unindo os pontos (x1, y(x1)) e (x2, y(x2)), aquele
que minimiza a integral (3.2). Para definirmos esta classe dos arcos admiss´ıveis,
assumimos que existe uma regia˜o R formada pelos conjuntos de valores (x, y, y′)
para os quais o integrando de (3.2) e´ cont´ınuo e tem derivada cont´ınua de todas as
ordens. Estes conjuntos de (x, y, y′) no interior de R sa˜o chamados de conjuntos
admiss´ıveis. Um arco (3.1) e´ chamado de arco admiss´ıvel se ele e cont´ınuo e
tem uma curva tangente cont´ınua exceto, possivelmente, em um nu´mero finito de
“bicos”, e se o o conjunto de valores (x, y(x), y′(x)) sa˜o todos admiss´ıveis de acordo
com a definic¸a˜o dada acima. Para um arco admiss´ıvel, o intervalo x1 ≤ x ≤ x2 pode
sempre ser subdividido em um nu´mero finito de intervalos nos quais, em cada um,
y(x) e´ cont´ınua e tem derivada cont´ınua. Em um ponto x onde a curva tem um
“bico”a derivada y′(x) tem dois valores denotados por y′(x− 0) e y′(x+ 0)
Sabemos que se y(x) fornece um extremo para (3.2) enta˜o, a equac¸a˜o de Euler-
Lagrange e´ satisfeita. Consequentemente temos que
fy′ =
∫ x
x1
fy dx+ c (3.3)
onde c e´ uma constante.
Um extremal e´, por definic¸a˜o, um arco admiss´ıvel com derivadas primeira e se-
gunda cont´ınuas satisfazendo a equac¸a˜o de Euler-Lagrange e (3.3). Ao longo de um
extremal a equac¸a˜o de Euler-Lagrange pode ser escrita na forma
d
dx
fy′ − fy = fy′x + fy′yy′ + fy′y′y′′ − fy = 0 (3.4)
que e´ uma equac¸a˜o diferencial de segunda ordem.
A partir deste momento passaremos a usar a notac¸a˜o Eab que indica um arco E
ligando os pontos a e b. Se um arco E34 varia tal que seus pontos finais descrevem
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simultaneamente duas curvas C e D veja figura (3.1), enta˜o a diferencial do valor
da integral I ao longo deste arco e´
dI(E34) = f(x, y, p)dx+ (dy − pdx)fy′(x, y, p)|43 (3.5)
em cada posic¸a˜o na qual o arco e´ um extremal (p e´ a inclinac¸a˜o de E34).
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Figura 3.1: Ilustrac¸a˜o do arco E34 cuja variac¸a˜o faz com que seus pontos finais
descrevam as curvas C e D.
Para uma demonstrac¸a˜o desse fato veja [3]. Este resultado vale tambe´m em cada
posic¸a˜o onde as equac¸o˜es de Euler-Lagrange e (3.3) sa˜o satisfeitas. As diferenciais
dx, dy em (3.5) sa˜o aquelas das curvas C e D nos pontos 3 e 4 da figura acima e
os valores inseridos por p na diferenc¸a indicada sa˜o as inclinac¸o˜es de E34 nesses dois
pontos. Definiremos agora mı´nimo forte e mı´nimo fraco para um funcional. Uma
curva y = y(x) e´ um mı´nimo forte para o funcional I[y] se existe algum δ > 0 tal
que I[y] ≤ I[z] para todas as curvas z = z(x) tais que |z(t)− y(t)| ≤ δ, t1 ≤ t ≤ t2.
Uma curva y = y(x) e´ um mı´nimo fraco para o funcional I[y] se existem δ > 0 e
σ > 0 tal que I[y] ≤ I[z] para todas as curvas z = z(x) tais que |z(t) − y(t)| ≤ δ,
t1 ≤ t ≤ t2 e |z′(t) − y′(t)| ≤ σ, t1 ≤ t ≤ t2. Uma definic¸a˜o ana´loga vale para
ma´ximos.
Estamos assim em condic¸o˜es de enunciar e demonstrar as condic¸o˜es necessa´rias de
Weierstrass e de Legendre. E´ o que faremos na pro´xima sec¸a˜o.
Para o desenvolvimento desta sec¸a˜o tomamos como base os textos apresentados em
[3], [5] e [8].
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3.3 Condic¸o˜es de Weierstrass e de Legendre
Antes de enunciar a condic¸a˜o de Weierstrass precisamos definir a func¸a˜o excesso
de Weierstrass. Esta func¸a˜o e´ dada por
E(x, y, y′, Y ′) = f(x, y, Y ′)− f(x, y, y′)− (Y ′ − y′)fy′(x, y, y′), (3.6)
onde Y e´ uma func¸a˜o qualquer Y (x) diferencia´vel. Note que E(x, y, y′, Y ′) e´ a func¸a˜o
f(x, y, Y ′) menos os dois primeiros termos da expansa˜o de f(x, y, Y ′), pela Fo´rmula
de Taylor, em poteˆncias de (Y ′ − y′).
Teorema 3 - Condic¸a˜o Necessa´ria de Weierstrass Em todo elemento (x, y, y′)
do arco minimizador de (3.2), E12 := y = y(x), a condic¸a˜o
E(x, y, y′, Y ′) ≥ 0 (3.7)
precisa ser satisfeita para todo conjunto admiss´ıvel (x, y, Y ′) diferente de (x, y, y′).
Demonstrac¸a˜o:
Escolha um ponto 3 arbitra´rio no arco minimizador E12 e um segundo ponto 4 nesse
arco, ta˜o pro´ximo de 3 tal que na˜o haja nenhum “bico”de E12 entre eles (veja figura
3.2).
C
4
E
3
5
2
1
Figura 3.2: Ilustrac¸a˜o geome´trica da ide´ia usada na demonstrac¸a˜o.
Pelo ponto 3 passamos uma curva arbitra´ria C, de equac¸a˜o y = Y (x). O ponto 4
pode ser unido a um ponto mo´vel 5 em C por uma famı´lia a um-paraˆmetro de arcos
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E54 contendo o arco E34 como um membro quando o ponto 5 esta´ na posic¸a˜o do
ponto 3. Essa famı´lia pode ser facilmente constru´ıda. Considere, por exemplo,
y(x, a) = y(x) +
Y (a)− y(a)
x4 − a (x4 − x). (3.8)
Para x = x4 todos esses arcos passam pelo ponto 4, e para x = a eles interceptam a
curva C. Para a = x3, a famı´lia conte´m o arco extremal E34, ja´ que na intersecc¸a˜o
do ponto 3 de E34 e C temos Y (x3) − y(x3) = 0 e a equac¸a˜o da famı´lia se reduz a`
equac¸a˜o y = y(x) do arco E34. Se a integral I(E12) e´ um mı´nimo enta˜o e´ claro que,
como o ponto 5 se move ao longo de C para o ponto 3, a integral
I(C35 + E54) =
∫ x5
x3
f(x, Y, Y ′) dx+ I(E54) (3.9)
na˜o pode ter valor menor que o inicial I(E54), que ocorre quando 5 esta´ no ponto
3. Evidentemente, no ponto 3, a diferencial dessa integral com respeito a x5 precisa
ser na˜o negativa.
A diferencial de I(E54) em (3.9) na posic¸a˜o E34 e´ dada por (3.5) quando a curva D
da fo´rmula e´ trocada pelo ponto fixo 4, no qual dx4 = dy4 = 0.
Como a derivada da primeira integral da expressa˜o (3.9) com respeito ao seu limite
superior e´ o valor de seu integrando nesse limite, segue que quando 5 esta´ em 3,
temos para a diferencial de I(C35 + E54) o seguinte valor no ponto 3:
f(x, Y, Y ′)dx− f(x, y, y′)dx− (dy − y′dx)fy′(x, y, y′). (3.10)
As diferenciais nesta expressa˜o pertencem ao arco C e satisfazem a equac¸a˜o dy =
Y ′dx e no ponto 3, a ordenada de C e E sa˜o iguais e, portanto, a diferencial de (3.9)
e´ dada por
[f(x, y, Y ′)− f(x, y, y′)− (Y ′ − y′)fy′(x, y, y′)]dx (3.11)
no ponto 3. Como esta diferencial precisa ser positiva ou zero para um ponto 3 ar-
bitra´rio e o arco C passa por ele, isto e´, para todo (x, y, y′) em E12 e todo elemento
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admiss´ıvel (x, y, Y ′), temos demonstrada a condic¸a˜o necessa´ria de Weierstrass. 
Observac¸a˜o: Para um elemento (x, y, y′(x− 0)) em um “bico”do arco minimizador
a prova feita acima na˜o se aplica, pois da´ı, sempre havera´ um “bico”entre o elemento
e o ponto 4 a ser escolhido em E12. Mas, de acordo com [3], pode-se modificar a
prova para da´ı fazer uso de um ponto 4 precedendo o “bico”e conseguir o resultado
desejado para o elemento em questa˜o.
Corola´rio 3.1 - Condic¸a˜o Necessa´ria de Legendre Em todo elemento (x, y, y′)
para um arco minimizador E12 := y = y(x) a condic¸a˜o
fy′y′(x, y, y
′) ≥ 0 (3.12)
precisa ser satisfeita.
Demonstrac¸a˜o:
O coeficiente de dx na expressa˜o (3.11) e´ a func¸a˜o excesso de Weierstrass, que com
aux´ılio da fo´rmula de Taylor, pode ser expressa na forma
E(x, y, y′, Y ′) =
1
2
(Y ′ − y′)2fy′y′(x, y, y′ + θ(Y ′ − y′)) (3.13)
com 0 < θ < 1. Se considerarmos Y ′ ta˜o pro´ximo de y′ quanto poss´ıvel, obtemos
diretamente o resultado desejado e, portanto, a condic¸a˜o necessa´ria de Legendre esta´
demonstrada.
Para esta sec¸a˜o, nossa refereˆncia ba´sica foi [3].
3.4 Condic¸a˜o necessa´ria de Jacobi
Antes de enunciarmos a condic¸a˜o de Jacobi, precisaremos fazer algumas consi-
derac¸o˜es teo´ricas. Comec¸aremos definindo elemento regular e pontos conjugados.
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Definic¸a˜o 3.1 O elemento (x0, y0, y
′
0) e´ chamado um elemento regular se
fy′y′(x0, y0, y
′
0) 6= 0 e e´ chamado elemento singular se fy′y′(x0, y0, y′0) = 0. Um
extremal e´ chamado de extremal regular se ele consiste apenas de elementos re-
gulares.
Um ramo de pesquisa atual muito importante na matema´tica e´ a geometria rie-
manniana, na qual os conceitos de geode´sicas e curvaturas, diretamente relaciona-
dos, sa˜o fundamentais. Dada uma variedade M e um ponto p em M , considere o
subespac¸o, de dimensa˜o dois, σ do espac¸o tangente a M em p. A curvatura K da
variedade M em p, segundo σ, indica qua˜o rapidamente “se afastam”as geode´sicas
que saem de p e sa˜o tangentes a σ (para maiores detalhes consulte [7]). Para for-
malizar precisamente esta velocidade de afastamento das geode´sicas, a equac¸a˜o de
Jacobi e a teoria dos pontos conjugados sa˜o fundamentais. Assim, podemos perce-
ber a importaˆncia da teoria que estamos estudando em a´reas atuais de pesquisas na
matema´tica.
Definic¸a˜o 3.2 Dizemos que o ponto a∗ e´ um ponto conjugado de a se a equac¸a˜o
− d
dx
((fy′y′(x, y, y
′))v′) + [fyy(x, y, y′)− d
dx
(fyy′(x, y, y
′))]v = 0 (3.14)
tem soluc¸a˜o v > 0 no intervalo (a, a∗) com v(a) = v(a∗) = 0.
Para simplificar (3.14) escrevemos
Q(x) = fyy(x, y, y
′)− d
dx
fyy′(x, y, y
′) (3.15)
e
P (x) = fy′y′(x, y, y
′) (3.16)
e da´ı, (3.14) fica
d
dx
(P (x)v′) +Q(x)v = 0. (3.17)
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A equac¸a˜o (3.17) e´ chamada de Equac¸a˜o de Jacobi.
Para que esta definic¸a˜o fique mais clara, daremos dois exemplos nos quais determi-
naremos os pontos conjugados de um certo ponto a.
Exemplo 3.1 Determinar, se existir, um ponto conjugado para a = 0 no caso
em que P (x) = 1 e Q(x) = −1.
Se P (x) = 1 e Q(x) = −1 a equac¸a˜o (3.17) fica −v′′− v = 0. Uma soluc¸a˜o para esta
equac¸a˜o e´ v(x) = sen x, pois v′(x) = cosx, v′′(x) = − sen x e da´ı senx− sen x = 0.
Temos que v(0) = 0 e queremos achar um ponto a∗ no qual v(a∗) = 0, isto e´,
sen a∗ = 0. Isto ocorre em a∗ = pi e, portanto, pi e´ um ponto conjugado de 0. Fare-
mos uma interpretac¸a˜o geome´trica deste exemplo apo´s a apresentac¸a˜o da condic¸a˜o
necessa´ria de Jacobi.
Exemplo 3.2 Determinar, se existir, um ponto conjugado para a = 0 no caso
em que P (x) = 1 e Q(x) = 1.
Neste caso, a equac¸a˜o (3.17) fica
− v′′ + v = 0, (3.18)
cuja soluc¸a˜o e´ da forma v(x) = eλx. Substituindo esta soluc¸a˜o em (3.18) obtemos
λ = ±1 e, portanto, a soluc¸a˜o geral de (3.18) e´ v(x) = C1ex + C2e−x. Assim,
v(0) = 0⇒ C1 + C2 = 0⇒ C1 = −C2 e, portanto, v(x) = C1(ex − e−x). Queremos
achar um ponto a∗ tal que v(a∗) = 0, isto e´, C1(ea
∗ − e−a∗) = 0⇒ C1 = 0 ou a∗ = 0
e, assim, na˜o existe ponto conjugado para a = 0.
Daremos agora algumas definic¸o˜es e resultados que facilitara˜o a demonstrac¸a˜o da
condic¸a˜o necessa´ria de Jacobi.
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Assumiremos que o funcional I[y] e´ definido em um subconjunto aberto Y de um
espac¸o linear normado S. Se y0 ∈ Y , h ∈ S, enta˜o y0 + h ∈ Y para todo h tal que
||h|| < δ para algum δ > 0 e I[y0+ th] sera´ definido para todo t ∈ IR suficientemente
pequeno.
Definic¸a˜o 3.3 A func¸a˜o δI[h] e´ chamada de primeira variac¸a˜o de Gaˆteaux
para I[y] em y = y0 se, para t ∈ IR, existe
δI[h] =
d
dt
I[y0 + th]
∣∣∣∣
t=0
(3.19)
para todo h ∈ S.
Definic¸a˜o 3.4 A func¸a˜o δ2I[h] e´ chamada de segunda variac¸a˜o de Gaˆteaux
para I[y] em y = y0 se, para t ∈ IR, existe
δ2I[h] =
d2
dt2
I[y0 + th]
∣∣∣∣
t=0
(3.20)
para todo h ∈ S.
Definic¸a˜o 3.5 Para um dado espac¸o de func¸o˜es Σ ⊂ S, H ⊂ S e´ chamado espac¸o
de variac¸o˜es admiss´ıveis de Σ se, para todo y ∈ Σ e h ∈ H, y + h ∈ Σ.
Definic¸a˜o 3.6 O subconjunto H∗ ⊂ S e´ um espac¸o linear de variac¸o˜es ad-
miss´ıveis de Σ ⊂ S se:
1. para todo y ∈ Σ e todo h ∈ H∗, y + h ∈ Σ;
2. para todo h, k ∈ H∗ e λ, µ ∈ IR, λh+ µk ∈ H∗.
66 CAPI´TULO 3. CONDIC¸O˜ES NECESSA´RIAS PARA EXTREMOS
Teorema 4 Se I[y] assume um mı´nimo (ma´ximo) relativo em y = y0 em Σ, Σ
admite um espac¸o linear de variac¸o˜es admiss´ıveis H∗ e se d
2
dt2
I[y0+th] existe pro´ximo
de t = 0 e e´ cont´ınua em t = 0 para todo h ∈ S enta˜o, e´ necessa´rio que
δI[h] = 0 e δ2I[h] ≥ 0 (≤ 0) (3.21)
para todo h ∈ H∗.
Demonstrac¸a˜o: ver [36].
Lema 2 Se fy′y′(x, y0(x), y
′
0(x)) > 0 para todo x ∈ [a, b] e se (a, b) possui um ponto
conjugado de a, enta˜o, e´ poss´ıvel encontrar uma func¸a˜o h ∈ H∗ tal que
δ2I[h] < 0. (3.22)
Demonstrac¸a˜o: ver [36].
Teorema 5 - Condic¸a˜o necessa´ria de Jacobi Para um extremal regular y =
y0 ∈ C2[a, b] fornecer um mı´nimo para I[y], e´ necessa´rio que (a, b) na˜o possua
pontos conjugados de a.
Demonstrac¸a˜o:
Sabemos que se y = y0 fornece um mı´nimo para I[y], enta˜o, pelo teorema 4 e´ ne-
cessa´rio que δ2I[h] ≥ 0 para todo h ∈ H∗.
Pelo corola´rio 3.1, e´ necessa´rio que fy′y′(x, y0(x), y
′
0(x)) ≥ 0. Como y = y0 e´ um
extremal regular temos que fy′y′(x, y0(x), y
′
0(x)) > 0.
Agora, se (a, b) possui um ponto conjugado de a, enta˜o, pelo lema 2, e´ poss´ıvel
encontrar h ∈ H∗ tal que δ2I[h] < 0 o que e´ uma contradic¸a˜o. Assim, a condic¸a˜o
necessa´ria de Jacobi esta´ demonstrada. 
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Apresentaremos agora algumas definic¸o˜es que nos permitira˜o fazer uma interpretac¸a˜o
geome´trica do exemplo 3.1 e conecta´-lo ao problema da geode´sica na esfera.
Definic¸a˜o 3.7 Seja γ : [0, a]→ M uma geode´sica de M . Um campo de vetores1 J
ao longo de γ e´ um campo de Jacobi se satisfaz a equac¸a˜o de Jacobi para x ∈ [0, a].
Definic¸a˜o 3.8 Seja γ : [0, a] → M uma geode´sica de M . O ponto γ(x0) e´ conju-
gado de γ(0) ao longo de γ, com x0 ∈ [0, a], se existe um campo de Jacobi J ao
longo de γ, na˜o identicamente nulo, com J(0) = 0 = J(x0).
Consideremos enta˜o Sn = {(x1, · · · , xn+1) ∈ IRn+1; x12 + · · · + xn+12 = 1} a
esfera unita´ria de IRn+1. Seja γ : [0, pi] → Sn uma geode´sica de Sn, parametrizada
pelo comprimento de arco, ligando os pontos ant´ıpodas γ(0) e γ(pi). Seja w(x) um
campo paralelo ao longo de γ com 〈w(x), γ′(x)〉 = 0 e ‖w(x)‖ = 1. Enta˜o, o campo
J ao longo de γ dado por
J(x) = sen xw(x), x ∈ [0, pi]
e´ um campo de Jacobi, ja´ que satisfaz a equac¸a˜o de Jacobi como vimos no exem-
plo 3.1. Este campo satisfaz a condic¸a˜o J(0) = J(pi) = 0. Portanto, ao longo
de qualquer geode´sica γ de Sn, o ponto ant´ıpoda γ(pi) e´ conjugado de γ(0). As-
sim, a condic¸a˜o necessa´ria de Jacobi falha e, portanto, a geode´sica na˜o minimiza o
comprimento da curva passando pelos pontos ant´ıpodas. Essa e´ uma interpretac¸a˜o
geome´trica do exemplo 3.1 que mostra a importaˆncia da teoria dos pontos conjuga-
dos. A refereˆncia para esta interpretac¸a˜o geome´trica foi [7].
A teoria desta sec¸a˜o foi desenvolvida com base no texto [36] e os exemplos seguem
a apresentac¸a˜o de [44].
1Para maiores detalhes sobre campos de vetores veja o cap´ıtulo 4 deste texto.
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3.5 Mais duas condic¸o˜es necessa´rias
Nesta sec¸a˜o apresentaremos mais duas condic¸o˜es necessa´rias para a ocorreˆncia de
extremos de funcionais. Estas condic¸o˜es na˜o sa˜o ta˜o pra´ticas de serem aplicadas
como as apresentadas nas sec¸o˜es anteriores.
Sabemos que se y(x) fornece um mı´nimo para o funcional I[y] enta˜o a equac¸a˜o de
Euler-Lagrange precisa ser satisfeita, o que ja´ vimos que e´ equivalente a (3.3) valer
para alguma constante c. Observe que o segundo membro de (3.3) e´ uma func¸a˜o
cont´ınua de x em todo ponto do arco minimizador E12 := y = y(x). Assim, o pri-
meiro membro tambe´m precisa ser cont´ınuo e da´ı enta˜o, temos o seguinte resultado:
Corola´rio 3.2 - Condic¸a˜o necessa´ria de Weierstrass-Erdmann. Em um
“bico”(x, y) do arco minimizador E12 a condic¸a˜o
fy′(x, y, y
′(x− 0)) = fy′(x, y, y′(x+ 0)) (3.23)
precisa valer.
Ale´m disso, podemos demonstrar o seguinte resultado:
Corola´rio 3.3 - Condic¸a˜o da diferenciabilidade de Hilbert. Pro´ximo de
um ponto do arco minimizador E12 onde fy′y′ e´ diferente de zero, o arco sempre tem
uma segunda derivada cont´ınua y′′(x).
Demonstrac¸a˜o:
Seja (x, y, y′) um conjunto de valores em E12 nos quais fy′y′ e´ diferente de zero e
suponha que (x+∆x, y+∆y, y′+∆y′) tambe´m esta´ em E12 e que na˜o ha´ “bico”entre
eles. Se denotarmos os valores de fy′ correspondentes a estes dois conjuntos por fy′
e fy′ + ∆fy′ , enta˜o, com o aux´ılio da Fo´rmula de Taylor, com resto de Lagrange,
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obtemos que existe θ ∈ (0, 1) tal que
∆fy′
∆x
=
1
∆x
[fy′(x+∆x, y +∆y, y
′ +∆y′)− fy′(x, y, y′)] =
= fy′x(x+ θ∆x, y + θ∆y, y
′ + θ∆y′) + fy′y(x+ θ∆x, y + θ∆y, y′ + θ∆y′)
∆y
∆x
+
+ fy′y′(x+ θ∆x, y + θ∆y, y
′ + θ∆y′)
∆y′
∆x
. (3.24)
Nesta expressa˜o, o primeiro membro
∆fy′
∆x
tem o limite definido fy quando ∆x se
aproxima de zero, porque a integral de (3.3) tem fy como derivada e os primeiros
dois termos do segundo membro de (3.24) tem tambe´m limites bem definidos. Da´ı,
segue que o u´ltimo termo precisa ter um u´nico limite, e como fy′y′ 6= 0 isto e´
verdade somente se y′′ = lim ∆y
′
∆x
existe. A derivada fy′y′ e´ diferente de zero pro´ximo
do elemento (x, y, y′) no subarco de E12. Consequentemente, a equac¸a˜o de Euler-
Lagrange pode ser resolvida para y′′ e da´ı segue que y′′ precisa ser cont´ınua perto
de cada elemento (x, y, y′) do tipo descrito no corola´rio. 
Esta sec¸a˜o foi desenvolvida tendo como refereˆncia ba´sica [3].
3.6 Exemplos
Nesta sec¸a˜o faremos alguns exemplos de como aplicar as condic¸o˜es necessa´rias vistas
ao longo do cap´ıtulo. Um dos exemplos que apresentaremos servira´ para mostrar
que de fato essas condic¸o˜es sa˜o apenas necessa´rias.
Exemplo 3.3 Verificar, utilizando as condic¸o˜es de Weierstrass, Legendre e Jacobi,
se a func¸a˜o y dada pode ser func¸a˜o minimizadora do funcional dado:
I[y] =
∫ 1
0
[(y′)2 + (y′)3] dx (3.25)
com y(0) = 0, y(1) = k e a func¸a˜o y = kx .
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Para este problema a func¸a˜o de Weierstrass 3.6 com Y ′ = p fica
E(x, y, y′, p) = (p2+p3)− (k2+k3)− (p−k)k(2+3k) = (p− k)2(1+p+2k) (3.26)
e da´ı E < 0 para todo p < −(2k + 1). Assim, a condic¸a˜o de Weierstrass na˜o e´
satisfeita e y = kx na˜o pode ser um mı´nimo forte para o funcional (3.25).
Agora,
fy′y′ = 2 + 6y
′ = 2 + 6k (3.27)
para a func¸a˜o dada y = kx. Como, fy′y′ = 2 + 6k ≥ 0 ⇐⇒ k > −13 . Assim, a
condic¸a˜o de Legendre e´ satisfeita se k > −1
3
e y = kx e´ um candidato a mı´nimo
nesta regia˜o. Reciprocamente, a condic¸a˜o de Legendre fy′y′ ≥ 0 na˜o e´ satisfeita para
todo x ∈ [a, b] se k < −1
3
. Assim, y = kx na˜o minimiza I[y] para k < −1
3
.
Para y = kx temos
P = fy′y′(x, y, y
′) = 2 + 6k (3.28)
e
Q = fyy(x, y, y
′)− d
dx
fyy′(x, y, y
′) = 0. (3.29)
Neste caso, a soluc¸a˜o da Equac¸a˜o de Jacobi e´ h(x) = c1x + c0. Agora, h(0) = 0
requer que c0 = 0 e assim qualquer h(x) na˜o trivial na˜o tem pontos conjugados em
(a, b). Portanto a condic¸a˜o necessa´ria de Jacobi e´ satisfeita e enta˜o y = kx e´ um
candidato a mı´nimo de (3.25), o que conclui este exemplo.
Exemplo 3.4 Considere o funcional
I[y] =
∫ b
0
[(y′)2 − y2]
2
dx (3.30)
com y(0) = 0 e y(b) = 0.
Como fy′y′ = 1, a condic¸a˜o de Legendre e´ satisfeita para todo x ∈ [0, b]. Os extremais
para este problema sa˜o y = C1 cosx + C2 sen x, com C1 = 0 para que y(0) = 0. A
outra condic¸a˜o requer que C2 sen b = 0 e da´ı y = 0 e´ um extremal admiss´ıvel. Para
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b 6= npi, n = 1, 2, 3, · · · ele e´ u´nico. Nesse caso, I[y] = 0 para o u´nico extremal. Enta˜o,
a condic¸a˜o de Legendre nos diz que y = 0 e´ um candidato a mı´nimo do funcional
(3.30). Vamos verificar agora se, de fato, y = 0 fornece um mı´nimo para (3.30). Seja
h(x) = sen(pix
b
). Considerando o extremal y = 0, a diferenc¸a I[y + h] − I[y] sera´
dada por
I
[
 sen
(pix
b
)]
=
2
2
∫ b
0
[
pi2
b2
cos2
(pix
b
)
− sen2
(pix
b
)]
dx =
2
4b
(pi2 − b2). (3.31)
O lado direito e´ negativo para b > pi. Assim, o u´nico extremal admiss´ıvel y(x) = 0
que satisfaz a condic¸a˜o de Legendre na˜o fornece um mı´nimo para I[y]. Para o caso,
b = npi, n ≥ 2, os mesmos ca´lculos mostram que y = 0 ainda na˜o e´ um mı´nimo.
Este exemplo mostra que a condic¸a˜o de Legendre e´, de fato, apenas necessa´ria, pois
o funcional satisfaz a condic¸a˜o mas na˜o minimiza o funcional.
Exemplo 3.5 Vamos considerar agora o mesmo funcional (3.30) do exemplo an-
terior so´ que agora sob a o´tica das condic¸o˜es de Weierstrass-Erdmann e de diferen-
ciabilidade de Hilbert.
Para este funcional, temos fy′ = y
′ e, portanto, pela condic¸a˜o de Weierstrass-
Erdmann, a continuidade de fy′ em um “bico”de um extremal requer que y
′
+ = y
′
−.
Em outras palavras, y′ e´ cont´ınua em cada um dos “bicos”poss´ıveis e assim y(x)
precisa ser suave.
Observe tambe´m que, para este funcional, fy′y′ = 1 e da´ı, as condic¸o˜es de Weierstrass-
Erdmann e da Diferenciabilidade de Hilbert combinadas nos garantem que um ex-
tremal desse funcional e´ pelo menos de classe C2.
Exemplo 3.6Vamos voltar agora ao primeiro problema que analisamos no cap´ıtulo 1:
qual a curva plana, ligando dois pontos fixos, que tem o menor comprimento de arco?
Vejamos o que nos dizem as condic¸o˜es necessa´rias deste cap´ıtulo quando elas sa˜o
aplicadas a este problema.
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Vamos considerar os pontos A = (1, 0) e B = (3, 4) tais que y(1) = 0 e y(3) = 4. O
funcional a ser minimizado e´
I[y] =
∫ 3
1
√
1 + y′2 dx. (3.32)
Resolvendo a equac¸a˜o de Euler-Lagrange para este funcional obtemos a reta y =
2x − 2 como extremo do funcional (3.32) que satisfaz as condic¸o˜es y(1) = 0 e
y(3) = 4 dadas. Escrevendo a func¸a˜o de Weierstrass 1.6 com Y ′ = p para este
funcional temos
E(x, y, y′, p) =
√
1 + p2 −
√
1 + y′2 − (p− y′) y
′√
1 + y′2
(3.33)
e levando agora em considerac¸a˜o nosso extremo temos
E(x, y, y′, p) =
√
1 + p2 −
√
5− 2
√
5
5
(p− 2). (3.34)
Agora se impomos que E(x, y, y′, p) ≥ 0 obtemos, atrave´s de alguns ca´lculos simples,
que esta desigualdade vale para todo p e assim, para este extremal a Condic¸a˜o
Necessa´ria de Weierstrass e´ sempre va´lida e, portanto, a reta y = 2x − 2 e´ um
candidato a mı´nimo forte do funcional (3.32).
Temos tambe´m para este funcional
fy′y′ =
√
1 + y′2
1 + y′2
− y
′2
(1 + y′2)3/2
, (3.35)
que avaliada no extremal y = 2x − 2 fica fy′y′ =
√
5
25
> 0 e, portanto, a Condic¸a˜o
Necessa´ria de Legendre tambe´m e´ satisfeita.
Vamos ver agora o que nos diz a Condic¸a˜o de Jacobi. Temos aqui
P (x) = fy′y′ =
√
5
25
(3.36)
e
Q(x) = fyy − d
dx
fy′y′ = 0. (3.37)
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Assim, a equac¸a˜o de Jacobi fica
− d
dx
(P (x)v′)−Q(x)v = 0 ⇐⇒ d
dx
(√
5
25
v′
)
= 0⇐⇒ v(x) = c1x+ c0. (3.38)
Impondo a condic¸a˜o v(1) = 0 obtemos c1 = −c0 e, portanto, v(x) = −c0x+ c0. Seja
a∗ ponto conjugado de 1. Enta˜o v(a∗) = −c0a∗ + c0 = 0 ⇐⇒ a∗ = 1. Assim, na˜o
existe ponto conjugado para 1 e, portanto, a condic¸a˜o de Jacobi e´ satisfeita .
Logo, as condic¸o˜es necessa´rias vistas neste cap´ıtulo nos dizem que a reta y(x) =
2x− 2 e´ um candidato a mı´nimo forte de (3.32).
Os exemplos apresentados no decorrer desta sec¸a˜o foram desenvolvidos seguindo a
apresentac¸a˜o de [44].
3.7 Condic¸o˜es necessa´rias para problemas varia-
cionais com fronteiras mo´veis
Nesta sec¸a˜o, iremos deduzir condic¸o˜es necessa´rias para problemas variacionais cujas
fronteiras sa˜o mo´veis. Iremos estudar este problema para dois tipos de funcionais e
apresentar alguns exemplos.
Vamos continuar considerando o funcional
J(y) =
∫ b
a
f(x, y, y′) dx.
Procuraremos seus extremantes na classe das func¸o˜es reais diferencia´veis, definidas
no intervalo [a, b], com variac¸o˜es mais gerais que as consideradas anteriormente.
Para isso, vamos estudar a famil´ılia de curvas y = φ(x, λ) com λ ∈ [0, 1] em que
φ(x, 0) = y(x) ∈ D1[a, b] e x variando no intervalo [a(λ), b(λ)]. Estamos supondo
que as curvas φ(x, λ) sa˜o definidas em [a− , b+ ]× [0, 1], tendo derivadas cont´ınuas
ate´ segunda ordem.
Adotando a notac¸a˜o Aλ = (a(λ), φ(a(λ), λ) com Aλ = A para λ = 0 e Bλ =
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(b(λ), φ(b(λ), λ), com Bλ = B se λ = 0, vamos assumir que Aλ e Bλ descrevem
curvas γ1 e γ2 respectivamente, de classe C
1 tal que, para cada λ temos φ(x, λ) e γ1
transversais em Aλ e φ(x, λ) e γ2 transversais a Bλ (veja figura 3.3).
A
y(x)
γ1 γ2
a = a(0)a(λ) b = b(0) b(λ)
BλB
1
Aλ
φ(x, λ)
Figura 3.3: Ilustrac¸a˜o geome´trica da situac¸a˜o que estamos considerando.
Sendo mAλ e mBλ os coeficientes angulares das retas tangentes a γ1 e γ2, respecti-
vamente, temos
mA = lim
λ→0
φ(a(λ), λ)− φ(a(0), 0)
a(λ)− a(0) .
Mas
φ(a(λ), λ)− φ(a(0), 0) = (a(λ)− a(0))φx(a¯, λ¯) + λφλ(a¯, λ¯),
onde a¯ = a(λ¯), para algum λ¯ ∈ [0, 1]. Temos enta˜o
a(λ)− a(0)
λ
φ(a(λ), λ)− φ(a(0), 0)
a(λ)− a(0) =
a(λ)− a(0)
λ
φx(a¯, λ¯) + φλ(a¯, λ¯). (3.39)
Fazendo λ→ 0, vemos que
d
dλ
(a(λ))
∣∣∣∣
λ=0
existe e
d
dλ
(a(λ))
∣∣∣∣
λ=0
[φx(a, 0)−mA] + φλ(a, 0) = 0. (3.40)
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Analogamente,
d
dλ
(b(λ))
∣∣∣∣
λ=0
existe e
d
dλ
(b(λ))
∣∣∣∣
λ=0
[φx(b, 0)−mB] + φλ(b, 0) = 0. (3.41)
Vamos introduzir agora a seguinte notac¸a˜o
φλ(x, 0) = δy(x)
d(a(λ), λ)
dλ
∣∣∣∣
λ=0
= δyA
da(λ)
dλ
∣∣∣∣
λ=0
= δxA
ao longo de γ1 e, analogamente,
d(b(λ), λ)
dλ
∣∣∣∣
λ=0
= δyB
db(λ)
dλ
∣∣∣∣
λ=0
= δxB
ao longo de γ2.
Se em (3.39) fizermos λ→ 0 obtemos
δyA = δxAy
′(a) + δy(a) (3.42)
e, de maneira ana´loga,
δyB = δxBy
′(b) + δy(b). (3.43)
Estamos considerando o funcional J definido sobre os elementos da famı´lia φ(x, λ),
tomando λ como varia´vel, isto e´:
I(λ) = J(φ(x, y))
e, queremos calcular I ′(0) onde f = f(x, φ(x, λ), φx(x, λ)). Temos enta˜o, com o
aux´ılio da Regra de Leibniz e da Regra da Cadeia
I ′(0) =
∫ b(λ)
a(λ)
[
df
dλ
]
λ=0
dx+
db(λ)
dλ
∣∣∣∣
λ=0
f
∣∣∣∣
x=b
− da(λ)
dλ
∣∣∣∣
λ=0
f
∣∣∣∣
x=a
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=
∫ b
a
[
∂fδy(x)
∂y
+
∂f
∂y′
d
dx
δy(x)
]
dx+ δxBf(b, y(b), y
′(b))− δxAf(a, y(a), y′(a)).
(3.44)
Integrando por partes a expressa˜o∫ b
a
fy′
d
dx
δy(x) dx = fy′δy(x)
∣∣∣∣b
a
−
∫ b
a
δy(x)
d
dx
fy′ dx,
substituindo em (3.44) e, usando as igualdades (3.42) e (3.43) obtemos
I ′(0) =
∫ b
a
[
fy − d
dx
fy′
]
δy(x) dx+ (δx(f − y′fy′) + δyfy′)
∣∣∣∣b
a
(3.45)
que e´ chamada de Primeira Variac¸a˜o Geral de J.
Podemos observar que, no caso em que as extremidades sa˜o fixas, temos δxA =
δxB = δyA = δyB = 0 e, enta˜o obtemos um resultado ja´ conhecido
(δJ)y(0) = I
′(0) =
∫ b
a
[
fy − d
dx
fy′
]
δy(x) dx.
Se γ1 e γ2 sa˜o dadas pelas equac¸o˜es
γ1 : y = f(x)
γ2 : y = g(x)
enta˜o, δyA e δyB estara˜o relacionadas com δxA e δxB pelas equac¸o˜es
δyA = f
′(a)δxA
δyB = g
′(b)δxB
pois,
f ′(a) = lim
λ→0
φ(a(λ), λ)− φ(a(0), 0)
a(λ)− a(0) = limλ→0
[φ(a(λ), λ)− φ(a(0), 0)]/λ
[a(λ)− a(0)]/λ =
δyA
δxA
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e, analogamente
g′(b) =
δyB
δxB
.
Enta˜o, podemos escrever a primeira variac¸a˜o geral de J na forma
I ′(0) =
∫ b
a
[
fy − d
dx
fy′
]
δy(x) dx+
+δxB [fy′(g
′(x)− y′(x)) + f ]x=b + δxA [fy′(f ′(x)− y′(x)) + f ]x=a
e, supondo que y = y(x) e´ ponto estaciona´rio para J , devemos ter I ′(0) = 0.
A equac¸a˜o de Euler-Lagrange deve ser satisfeita e as quantidades δxA e δxB sa˜o
independentes e, portanto, obtemos as seguintes condic¸o˜es necessa´rias
[fy′(g
′(x)− y′(x)) + f ]x=b = 0 (3.46)
[fy′(f
′(x)− y′(x)) + f ]x=a = 0 (3.47)
chamadas Equac¸o˜es de Transversalidade.
Exemplo 3.7 Determinar a distaˆncia da para´bola y = x2 a` reta y = x− 5.
O problema consiste em minimizar o funcional “comprimento de arco”
J(y) =
∫ b
a
√
1 + y′2 dx
com a condic¸a˜o de que os pontos extremos estejam sobre as curvas dadas por
f(x) = x2 e g(x) = x − 5. Escrevendo as equac¸o˜es de transversalidade para
este caso temos [√
1 + y′2 + (2x− y′) y
′√
1 + y′2
]
x=a
= 0 (3.48)
[√
1 + y′2 + (1− y′) y
′√
1 + y′2
]
x=b
= 0. (3.49)
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Por outro lado, resolvendo a equac¸a˜o de Euler-Lagrange, obtemos extremantes da
forma y(x) = k1x + k2 e, como as condic¸o˜es de transversalidade y(a) = f(a) e
y(b) = g(b) devem ser satisfeitas, obtemos
k1a+ k2 = a
2 (3.50)
k1b+ k2 = b− 5. (3.51)
De (3.48) e (3.49) segue√
1 + k1
2 + (2a− k1) k1√
1 + k1
2
= 0 (3.52)
√
1 + k1
2 + (1− k1) k1√
1 + k1
2
= 0. (3.53)
Resolvendo o sistema formado pelas equac¸o˜es (3.50), (3.51), (3.52) e (3.53), obtemos
k1 = −1, k2 = 3/4, a = 1/2 e b = 23/8 fornecendo enta˜o o extremal y(x) = −x+3/4.
Assim, a distaˆncia sera´ dada por
d =
∫ 23
8
1
2
√
1 + y′2 dx =
19
√
2
8
.
Teorema 6 - Se o funcional J(y) tem a forma
J(y) =
∫ b
a
A(x, y)
√
1 + y′2 dx
onde A(x, y) 6= 0 nas extremidades, as condic¸o˜es de transversalidade sa˜o do tipo
y′(a) = − 1
f ′(a)
e y′(b) = − 1
g′(b)
,
isto e´, as condic¸o˜es de transversalidade se reduzem a condic¸o˜es de ortogonalidade.
Demonstrac¸a˜o:
Consideremos a equac¸a˜o para um dos extremos (para o outro a demonstrac¸a˜o e´
ana´loga)
[f + (f ′ − y′)fy′ ]x=a = 0.
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Para f = A(x, y)
√
1 + y′2, temos[
A(x, y)
√
1 + y′2 +
A(x, y)y′√
1 + y′2
(f ′ − y′)
]
x=a
= 0
ou ainda, [
A(x, y)(1 + f ′y′)√
1 + y′2
]
x=a
= 0.
Mas, A(x, y) 6= 0 para x = a, o que implica em
[1 + f ′y′]x=a = 0
ou seja,
y′(a) = − 1
f ′(a)
,
demonstrando assim o teorema. 
Exemplo 3.8 Voltando ao problema da Braquisto´crona, vamos considerar nova-
mente o funcional
J(y) =
∫ b
0
√
1 + y′2√
y
dx
tal que y0 = y(0) = 0 e (b, y1) esta´ sobre uma reta vertical x = b. Neste caso, na
equac¸a˜o
[δx(f − y′fy′)]ba + [δyfy′ ]ba = 0
temos δx = 0, δyA = 0 e, portanto, a equac¸a˜o fica[
y′
√
y
√
1 + y′2
]
x=b
= 0
e, da´ı
y′(b) = 0.
Por outro lado, os extremantes sa˜o ciclo´ides dadas pelas equac¸o˜es parame´tricas
x =
k1
2
(2t− sin 2t) + k2
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y =
k1
2
(1− cos 2t).
Levando em considerac¸a˜o que y(0) = 0, obtemos k2 = 0 e fazendo a mudanc¸a de
paraˆmetros 2t = τ , temos
x(τ) =
k1
2
(τ − sen τ)
y(τ) =
k1
2
(1− cos τ).
Usando, agora, a condic¸a˜o de transversalidade y′(b) = 0, vem
y′(b) =
[
dy
dx
]
x=b
=
[
dy
dτ
dτ
dx
]
x=b
=
k1
2
sen τ
k1
2
(1− cos τ) = 0
o que implica em
k1
2
sen τ = 0
com 0 ≤ τ ≤ 2pi e logo τ = pi, temos
b =
k1
2
pi e k1 =
2b
pi
.
Assim, um extremo para o funcional J sera´ tomado somente sobre a ciclo´ide dada
pelas equac¸o˜es
x(τ) =
2b
pi
(τ − sen τ)
y(τ) =
2b
pi
(1− cos τ)
com 0 ≤ τ ≤ 2pi.
Vamos agora estudar os problemas com fronteiras mo´veis para funcionais do tipo
J(y, z) =
∫ b
a
f(x, y, z, y′, z′) dx.
Estaremos interessados em determinar extremantes de J com extremidades mo´veis,
sobre duas superf´ıcies regulares S1 e S2. Suponhamos que a curva procurada seja
dada por
f(x) = (x, y(x), z(x))
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e consideremos a famı´lia de curvas definida por
G(x, λ) = (x, φ(x, λ), ψ(x, λ))
com λ ∈ [0, 1] e tal que
G(x, 0) = (x, φ(x, 0), ψ(x, 0)) = f(x).
Vamos supor tambe´m que, para cada λ, G(x, λ) tenha derivadas de segunda ordem
cont´ınuas e adotar a notac¸a˜o
Aλ = (a(λ), φ(a(λ), λ), ψ(a(λ), λ))
Bλ = (b(λ), φ(b(λ), λ), ψ(b(λ), λ))
A0 = A e B0 = 0.
Nestas condic¸o˜es, o funcional J , definido sobre os elementos G(x, λ) passa a ser
func¸a˜o apenas de λ, isto e´
I(λ) = J(G(x, λ)) =
∫ b(λ)
a(λ)
f(x, φ(x, λ), ψ(x, λ), φx(x, λ), ψx(x, λ)) dx
para o qual vamos calcular I ′(0) de maneira ana´loga a que fizemos no caso anterior
e usando a mesma notac¸a˜o. Feito isso, obtemos
I ′(0) =
∫ b
a
[
fy − d
dx
fy′
]
δy(x) dx+
∫ b
a
[
fz − d
dx
fz′
]
δz(x) dx+
+δx(f − y′fy′ − z′fz′)|ba + δyfy′|ba + δzfz′|ba
que e´ a Primeira Variac¸a˜o Geral de J.
Considerando que a curva dada pelas equac¸o˜es y = y(x) e z = z(x) e´ um extremante
de J , as integrais acima se anulam e enta˜o, obtemos a condic¸a˜o geral
δx(f − y′fy′ − z′fz′)|ba + δyfy′|ba + δzfz′|ba = 0.
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Observac¸a˜o: Se o ponto A = (a, y(a), z(a)) esta´ fixo e B varia sobre uma curva de
equac¸o˜es y = φ(x) e z = ψ(x), temos
δyB = φ
′(b)δxB
δzB = ψ
′(b)δxB
e, enta˜o a condic¸a˜o
δxB(f − y′fy′ − z′fz′)|x=b + δyBfy′|x=b + δzBfz′|x=b = 0 (3.54)
se tranforma em
[f + (ψ′ − y′)fy′ + (ψ′ − z′)fz′ ]x=b δxB = 0
e, pela arbitrariedade de δxB obtemos
|f + (φ′ − y′)fy′ + (ψ′ − z′)fz′|x=b = 0.
Observac¸a˜o - Suponhamos que A esteja fixo e que B move-se sobre uma superf´ıcie
de equac¸a˜o z = g(x, y). Enta˜o, δz = fxδx+ fyδy e a condic¸a˜o (3.54) se reduz a`
[f − y′fy′ − z′fz′ + gxfz′ ]x=b δxB + [fy′ + fz′gy]x=b δyB = 0
e, como δxB e δyB sa˜o independentes, obtemos
[f − y′fy′ − z′fz′ + gxfz′ ]x=b = 0
[fy′ + fz′gy]x=b = 0.
Exemplo 3.9 Achar a distaˆncia do ponto B = (1, 1, 1) a` esfera unita´ria de raio 1.
O problema consiste em minimizar o funcional
J(y(x), z(x)) =
∫ 1
a
√
1 + y′2 + z′2 dx
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com a condic¸a˜o do ponto A = (a, y(a), z(a)) estar sobre a esfera. Sabemos, pelas
equac¸o˜es de Euler-Lagrange, que os extremantes de J sa˜o do tipo
y = k1x+ k2 e z = k3x+ k4 (3.55)
e, como a reta em questa˜o deve passar por B, temos
k1 + k2 = 1 e k3 + k4 = 1. (3.56)
Pela observac¸a˜o anterior, as condic¸o˜es de transversalidade teˆm a forma[√
1 + y′2 + z′2 − y
′2√
1 + y′2 + z′2
+
[
−x√
1− x2 − y2 − z
′
]
z′√
1 + y′2 + z′2
]
x=a
= 0
(3.57)[
y′√
1 + y′2 + z′2
+
z′√
1 + y′2 + z′2
−y′√
1− x2 − y2
]
x=a
= 0. (3.58)
Substituindo (3.55) em (3.57) e (3.58) e notando que z(a) =
√
1− a2 − y(a) (ja´ que
A esta´ sobre a esfera), temos
z(a)− k3a = 0 e k1z(a)− k3y(a) = 0 (3.59)
e como
y(a) = k1a+ k2 e z(a) = k3a+ k4 (3.60)
obtemos de (3.56), (3.59) e (3.60) os valores k1 = k3 = 1 e k2 = k4 = 0 e enta˜o, o
extremante de J tera´ as equac¸o˜es
y = x
z = x.
Como A esta´ sobre a esfera, devemos ter
a2 + a2 + a2 = 1
ou seja,
a = ±
√
3
3
.
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Se
a =
√
3
3
enta˜o
J(y, z) =
∫ 1
√
3
3
√
3 dx =
√
3− 1.
Se
a = −
√
3
3
enta˜o
J(y, z) =
∫ 1
−
√
3
3
√
3 dx =
√
3 + 1
e, portanto, podemos concluir que a distaˆncia de B ate´ a esfera e´
√
3− 1.
A refereˆncia ba´sica para esta sec¸a˜o foi o texto de [1].
No pro´ximo cap´ıtulo apresentaremos as condic¸o˜es suficientes que nos permitira˜o
classificar com precisa˜o o tipo de extremo obtido.
Cap´ıtulo 4
Condic¸o˜es Suficientes para
Extremos
4.1 Introduc¸a˜o
Com a teoria desenvolvida ate´ aqui temos condic¸o˜es de encontrar extremos de um
funcional, mas na˜o conseguimos saber se este extremo e´ de fato um mı´nimo, ma´ximo
ou ponto de inflexa˜o. Isto ocorre porque as condic¸o˜es de ocorreˆncia de extremos que
temos ate´ agora sa˜o todas apenas necessa´rias.
Nos problemas que resolvemos ao longo dos cap´ıtulos 1, 2 e 3 foi relativamente
simples classificar os extremos mesmo tendo somente condic¸o˜es necessa´rias. Pore´m,
existem problemas em que pode se tornar complicado classificar um extremo usan-
do apenas essas condic¸o˜es. Neste cap´ıtulo apresentaremos elementos da teoria de
campos e da´ı partiremos para enunciar e demonstrar condic¸o˜es suficientes que nos
permitira˜o afirmar com toda seguranc¸a qual o tipo de extremo encontrado para
determinado problema. Procuramos incluir va´rios exemplos no decorrer do cap´ıtulo
para que a teoria possa ser ilustrada e melhor compreendida.
85
86 CAPI´TULO 4. CONDIC¸O˜ES SUFICIENTES PARA EXTREMOS
4.2 Extremos fortes e fracos
No in´ıcio do cap´ıtulo 3 ja´ definimos ma´ximos e mı´nimos fortes e fracos. Retomare-
mos estas definic¸o˜es, so´ que agora de maneira mais formal utilizando a linguagem
necessa´ria para o desenvolvimento do cap´ıtulo.
Notac¸a˜o - A partir desta sec¸a˜o adotaremos a seguinte notac¸a˜o:
Cn(x, y): espac¸o das func¸o˜es cont´ınuas no intervalo (x, y) que possuem derivadas
cont´ınuas, ate´ ordem n neste intervalo (n = 1, 2, · · ·);
Cn(U): espac¸o das func¸o˜es cont´ınuas no conjunto U que possuem derivadas cont´ınuas,
ate´ ordem n neste conjunto (n = 1, 2, · · ·);
C(U): espac¸o das func¸o˜es cont´ınuas no conjunto U .
Assumimos que o funcional I[y] esta´ definido em um subconjunto aberto de um
espac¸o linear normado S. Os funcionais com os quais estamos trabalhando no ca´lculo
variacional esta˜o normalmente em C1[a, b], que e´ um espac¸o de func¸o˜es que possui
uma norma bem definida. Dependendo do tipo de norma introduzida, diferentes
conceitos sa˜o obtidos. A aplicac¸a˜o
||f ||w = max
[a,b]
|f(x)| (4.1)
esta´ bem definida em C1[a, b] e satisfaz as condic¸o˜es necessa´rias para definir uma
norma. Essa norma definida em (4.1) e´ chamada norma fraca e denotaremos o
espac¸o linear fracamente normado C1[a, b] por C1w[a, b].
Tambe´m a aplicac¸a˜o
||f || = max
[a,b]
|f(x)|+ sup
[a,b]
|f ′(x)| (4.2)
esta´ bem definida em C1[a, b] e satisfaz as condic¸o˜es necessa´rias para definir uma
norma. Essa norma definida em (4.2) e´ chamada norma forte e denotaremos o
espac¸o linear fortemente normado C1[a, b] por C1s [a, b]. Definiremos a seguir vi-
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zinhanc¸as fracas e fortes.
Definic¸a˜o 4.1 Uma δ-vizinhanc¸a N δw(y0) de y = y0(x) ∈ C1w[a, b], isto e´, o con-
junto dos pontos {(x, y)| x ∈ [a, b], |y − y0(x)| < δ} e´ chamada de δ-vizinhanc¸a
fraca de y = y0(x).
Definic¸a˜o 4.2 Uma δ-vizinhanc¸a N δs (y0) de y = y0(x) ∈ C1s [a, b], isto e´, o con-
junto dos pontos {(x, y, y′)| x ∈ [a, b], |y − y0(x)| < δ, |y′ − y′0(x)| < δ} e´ chamada
de δ-vizinhanc¸a forte de y = y0(x).
Definic¸a˜o 4.3 A func¸a˜o y0 ∈ Σ fornece um mı´nimo relativo forte para I[y]
em Σ, onde Σ denota o espac¸o de func¸o˜es, se I[y]− I[y0] ≥ 0 para todas as func¸o˜es
y ∈ Σ para as quais y ∈ N δw(y0), para algum δ > 0.
Definic¸a˜o 4.4 A func¸a˜o y0 ∈ Σ fornece um mı´nimo relativo fraco para I[y]
em Σ, onde Σ denota o espac¸o de func¸o˜es, se I[y]− I[y0] ≥ 0 para todas as func¸o˜es
y ∈ Σ para as quais y ∈ N δs (y0), para algum δ > 0.
Na pro´xima sec¸a˜o introduziremos um estudo introduto´rio da teoria de campos.
Para estas definic¸o˜es tivemos como refereˆncia ba´sica o texto [36].
4.3 Campos
Iniciaremos agora um pequeno estudo sobre teoria de campos, no qual veremos resul-
tados fundamentais para a compreensa˜o e demonstrac¸a˜o das condic¸o˜es suficientes
para ocorreˆncia de extremos. Ja´ falamos um pouco sobre campos ao tratar, no
cap´ıtulo 3, dos campos de Jacobi.
Podemos definir campo da seguinte forma: considere uma famı´lia a 1-paraˆmetro
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de extremais, isto e´, soluc¸o˜es suaves da equac¸a˜o de Euler-Lagrange. Pedimos que
na˜o haja duas curvas correspondentes a diferentes valores do paraˆmetro passando
pelo mesmo ponto de um certo domı´nio simplesmente conexo A no plano xy e que
na˜o haja nenhum ponto de A pelo qual na˜o passe nenhuma curva dessa famı´lia de
soluc¸o˜es da equac¸a˜o. Enta˜o, essas curvas ira˜o associar a cada ponto (x, y) de A um
vetor (1, y′), onde y′ e´ a inclinac¸a˜o do extremal passando por (x, y). A colec¸a˜o de
todas essas direc¸o˜es associadas aos pontos de A e´ chamada de campo em A. De
maneira mais formal, esta definic¸a˜o fica:
Definic¸a˜o 4.5 Seja A um domı´nio limitado e simplesmente conexo no plano xy.
A func¸a˜o vetorial (1, φ(x, y)) define um campo F = {(1, φ(x, y))| (x, y) ∈ A} em A
para I[y] se φx, φy ∈ C(A) e se cada soluc¸a˜o de y′ = φ(x, y) em A e´ um extremal de
I[y]. A func¸a˜o φ(x, y) e´ a func¸a˜o inclinac¸a˜o do campo no ponto (x, y). Esta
func¸a˜o e´ tal que y′ = φ(x, y).
Definic¸a˜o 4.6 O extremal y = y0(x) ∈ C1[a, b], y(a) = ya, y(b) = yb de I[y]
esta´ inclu´ıdo em um campo F de I[y] se:
1. O campo F e´ definido em um domı´nio simplesmente conexo A que conte´m
N δw(y0) para algum δ > 0.
2. A func¸a˜o y = y0(x) e´ uma soluc¸a˜o em A de y
′ = φ(x, y).
Lema 3 Se y = Y (x, c) representa uma famı´lia a 1-paraˆmetro de soluc¸o˜es da
equac¸a˜o de Euler-Lagrange em S = {(x, c)| A < x < B, c1 < c < c2} tal que
Y (x, c0) = y0(x) para algum c0 ∈ (c1, c2), Y , Y ′′, Y ′c , Yc ∈ C(S) e Yc(x, c0) 6= 0 para
todo x ∈ [a, b] ⊂ (A,B), enta˜o y = y0(x), x ∈ [a, b] esta´ inclu´ıdo em um campo.
Demonstrac¸a˜o:
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Sejam η0 = y0(x0), x0 ∈ [a, b] e
S ′ = {(x, y, c)| A < x < B, c1 < c < c2,−∞ < y <∞}.
Enta˜o, y − Y (x, c) ∈ C1(S ′), η0 − Y (x0, c0) = 0 e Yc(x0, c0) 6= 0.
Assim, pelo teorema da func¸a˜o impl´ıcita, existe em S ′ um paralelep´ıpedo aberto
P = {(x, y, c)| |x − x0| < α0, |y − η0| < β0, |c − c0| < γ0} tal que em P0 =
{(x, y)| |x− x0| < α0, |y − η0| < β0} podemos resolver y − Y (x, c) = 0 unicamente
para c, isto e´, obter c como uma func¸a˜o c∗ de x e y, ou seja, c = c∗(x, y), (x, y) ∈ P0
e |c − c0| < γ0 para (x, y) ∈ P0, c∗(x, y) ∈ C1(P0). Enta˜o c∗(x, Y (x, c)) ≡ c. Re-
petimos enta˜o o mesmo argumento para cada x0 ∈ [a, b] e obtemos uma cobertura
aberta de y = y0(x) de [a, b] por retaˆngulos. Pelo Teorema de Heine-Borel
1, um
nu´mero finito desses retaˆngulos, digamos, P1, P2, · · · , Pn cobrira´ y = y0(x) em [a, b].
Seja P =
⋃n
k=1 Pk. Enta˜o, existe um N
δ
w(y0) ⊂ P . Escolhemos a enumerac¸a˜o destes
retaˆngulos Pk de tal maneira que os retaˆngulos com ı´ndices consecutivos se inter-
ceptam. Como c = c∗(x, y) e´ unicamente determinado em cada Pk, os valores de
c∗(x, y) tem que coincidir nas porc¸o˜es em que os retaˆngulos se interceptam (veja
figura 4.1) e segue que c = c∗(x, y) ∈ C1(N δw(y0)).
Mostremos agora que (1, φ(x, y)) define um campo em N δw(y0), onde
φ(x, y) = Y ′(x, c∗(x, y)).
Primeiramente
φ(x, y) = Y ′(x, c∗(x, y)) ∈ C1(N δw(y0)),
φx(x, y) = Y
′′(x, c∗(x, y)) + Y ′c (x, c
∗(x, y))c∗x(x, y) ∈ C1(N δw(y0)),
φy(x, y) = Y
′(x, c∗(x, y))c∗y(x, y) ∈ C1(N δw(y0)).
Agora
φ(x, Y (x, c) = Y ′(x, c∗(x, Y (x, c))) = Y ′(x, c)
1Se B ⊂ IRn e´ limitado e fechado e se U e´ uma cobertura aberta de B, enta˜o, existe uma
subcobertura finita de U para B.
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Figura 4.1: Ilustrac¸a˜o da ide´ia usada na demonstrac¸a˜o, extra´ıda de [36, p. 135]
ja´ que c∗(x, Y (x, c)) ≡ c. Assim, a famı´lia 1-parame´trica de extremais y = Y (x, c)
e´ uma famı´lia 1-parame´trica de soluc¸o˜es y′ = φ(x, y). Finalmente, y0(x) = Y (x, c0)
por hipo´tese. Enta˜o, φ(x, y) satisfaz todas as condic¸o˜es estabelecidas nas definic¸o˜es
4.5 e 4.6 e o resultado esta´ demonstrado. 
Para tornar o lema mais claro, vamos ilustra´-lo com um exemplo:
Exemplo 4.1 Considere o seguinte funcional
I[y] =
∫ 1
0
√
1 + y′2 dx (4.3)
com as condic¸o˜es y(0) = 0 e y(1) = 1.
Suponha que estamos querendo minimizar este funcional. O extremal para este pro-
blema e´ y = y0(x) ≡ x, e da´ı enta˜o, y = Y (x, c) = x+c e´ uma famı´lia a 1-paraˆmetro
de soluc¸o˜es da equac¸a˜o de Euler-Lagrange y′′ = 0.
Portanto, Y (x, 0) = x + 0 = x (c0 = 0 neste caso). Deste modo, Y (x, c) = x + c,
Y ′′(x, c) = 0, Yc(x, c) = 1, Y ′c (x, c) = 0 sa˜o cont´ınuas e Yc(x, c) = 1 6= 0. Assim,
y = x, x ∈ [0, 1] esta´ inclu´ıdo em um campo F = {(1, 1)} ja´ que φ(x, y) = 1.
y = Y (x, c) = cx+c−1 e´ outra famı´lia 1-paraˆmetro de soluc¸o˜es da equac¸a˜o de Euler-
Lagrange e Y (x, 1) = x (c0 = 1 neste caso). Como Y (x, c) = cx+c−1, Y ′′(x, c) = 0,
Yc(x, c) = x+ 1 e Y
′
c (x, c) = 1 sa˜o cont´ınuas e como Yc(x, c) = x+ 1 6= 0 para todo
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x > −1, vemos que y = x, x ∈ [0, 1] esta´ tambe´m inclu´ıdo em um campo defi-
nido por (1, (y + 1)/(x + 1)), x > −1 , ja´ que c∗(x, y) = (y + 1)/(x + 1), temos
φ(x, y) = Y ′(x, c∗(x, y)) = (y + 1)/(x+ 1) neste caso.
Este exemplo, ale´m de ilustrar o lema anterior, mostra que o extremo pode ser in-
clu´ıdo em um campo de va´rias maneiras. Ou seja, o campo na˜o e´ u´nico, ha´ pelo
menos um campo no qual o extremo esta´ inclu´ıdo. E´ isto que o lema 3 nos garante.
Seja y = y0(x) o extremo de um funcional, y = y1(x) ∈ C1[a, b], y1(a) = y(a),
y1(b) = y(b), assuma que ||y0 − y1||w < δ, isto e´, y1 ∈ N δw(y0) e considere a variac¸a˜o
total
∆I = I[y1]− I[y0] =
∫ b
a
[f(x, y1(x), y
′
1(x))− f(x, y0(x), y′0(x))] dx. (4.4)
Se estamos interessados em descobrir que tipo de extremo y0(x) fornece para I[y],
precisamos avaliar qual o sinal de ∆I em (4.4). Precisamos enta˜o, encontrar uma
maneira fa´cil de estudar este sinal. E´ isto que faremos a partir da pro´xima sec¸a˜o.
Neste estudo tivemos por base as refereˆncias [36] e [3].
4.4 Integral invariante de Hilbert
Nesta sec¸a˜o estaremos interessados em obter algum resultado que torne simples a
ana´lise do sinal de ∆I em (4.4).
Para o que faremos agora, assumimos que o extremal y = y0(x) esta´ inclu´ıdo em um
campo F , ou seja, uma func¸a˜o vetorial (1, φ(x, y)) esta´ definida em N δw(y0) e φ(x, y)
satisfaz as condic¸o˜es estabelecidas anteriormente.
Se y = y1(x) ∈ N δw(y0), enta˜o, em cada ponto (x, y1(x)) de y = y1(x) ha´ uma
inclinac¸a˜o associada y′(x) = φ(x, y′1(x)) que e´ a inclinac¸a˜o do campo e a inclinac¸a˜o
y′1(x) da curva y = y1(x) (veja figura 4.2).
Assim, a expressa˜o
h(x, y1, y
′
1) = f(x, y1, φ(x, y1))+
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Figura 4.2: Ilustrac¸a˜o extra´ıda de [36, p. 138] com as inclinac¸o˜es da curva e do
campo.
− φ(x, y1)fy′(x, y1, φ(x, y1)) + y′1fy′(x, y1, φ(x, y1) (4.5)
e´ definida para todo ponto da curva y = y1(x) ∈ N δw(y0)
Demonstraremos agora um resultado de David Hilbert (1862 - 1943), que sera´ a
chave para o estudo do sinal da variac¸a˜o total.
Teorema 7 Se o extremal y = y0(x) esta´ inclu´ıdo em um campo (1, φ(x, y)) que
cobre N δw(y0), enta˜o a integral
U [y1] =
∫ b
a
h(x, y1(x), y
′
1(x)) dx (4.6)
e´ independente de y = y1(x) ∈ C1[a, b] e depende somente de y1(a) e y1(b) ao longo
de y1(x) ∈ N δw(y0) e f ∈ C2(R), onde R denota o domı´nio
R = {(x, y, y′)| A < x < B, |y − y0(x)| < δ,−∞ < y′ <∞, [a, b] ⊂ (A,B)}.
A integral U [y1] em (4.6) e´ chamada de Integral invariante de Hilbert.
Demonstrac¸a˜o:
Devido ao que assumimos sobre φ, y1 e f , a integral U [y1] existe.
Sejam P (x, y) = f(x, y, φ(x, y))−φ(x, y)fy′(x, y, φ(x, y)) eQ(x, y) = fy′(x, y, φ(x, y)).
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Enta˜o, ao longo de qualquer curva suave y = y1(x) ∈ N δw(y0)∫ b
a
h(x, y1(x), y
′
1(x)) dx =
∫ b
a
[P (x, y1(x)) +Q(x, y1(x))y
′
1(x)] dx (4.7)
fica ∫ b
a
h(x, y1(x), y
′
1(x)) dx =
∫ (b,y1(b))
(a,y1(a))
(P (x, y)dx+Q(x, y)dy), (4.8)
essa integral sendo uma integral de linha.
Se mostrarmos que Py(x, y) − Qx(x, y) = 0 para todo (x, y) em N δw(y0) enta˜o a
invariaˆncia de U [y1] e´ estabelecida (devido ao que sabemos sobre campos conserva-
tivos).
Temos Py = fy + fy′φy − φyfy′ − φ[fy′y + fy′y′φy] e Qx = fy′x + fy′y′φx.
E assim, Py −Qx = fy − fy′x − fy′yφ− fy′y′ [φφy + φx].
Em cada ponto (x, y) em N δw(y0) ha´ uma inclinac¸a˜o y
′ = φ(x, y) associada, tal que
(x, y, φ(x, y)) e´ um elemento de um extremal unicamente determinado y = y(x) que
satisfaz y′(x) = φ(x, y(x)). Enta˜o
y′′(x) = φx(x, y(x)) + φy(x, y(x))y′(x) = φx(x, y(x)) + φy(x, y(x))φ(x, y(x)).
Como y = y(x) e´ tambe´m uma soluc¸a˜o da equac¸a˜o de Euler-Lagrange, isto e´
fy(x, y(x), y
′(x))−fy′x(x, y(x), y′(x))−fy′y(x, y(x), y′(x))y′(x)−fy′y′(x, y(x), y′(x))y′′(x) = 0
temos em cada ponto (x, y) em N δw(y0) que Py(x, y)−Qx(x, y) = 0.
Assim, existe uma func¸a˜o W = W (x, y) ∈ C1(N δw(y0)) tal que Wx(x, y) = P (x, y) e
Wy(x, y) = Q(x, y) e, consequ¨entemente∫ b
a
h(x, y1(x), y
′
1(x)) dx =
∫ (b,y1(b))
(a,y1(a))
dW (x, y1(x)) = W (b, y1(b))−W (a, y1(a)),
(4.9)
isto e´, U [y1] e´ independente do caminho e depende somente das coordenadas dos
pontos inicial e final, demonstrando assim o teorema. 
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Na sec¸a˜o seguinte, utilizaremos este teorema para fazer uma transformac¸a˜o na va-
riac¸a˜o total e finalmente obter uma maneira fa´cil de estudar o seu sinal. Continuamos
tendo como refereˆncia ba´sica para esta sec¸a˜o o texto [36].
4.5 Transformac¸a˜o da variac¸a˜o total
Vimos na sec¸a˜o anterior que U [y1] como definido no teorema 7 e´ independente de
y = y1(x) ao longo de y = y1(x) ∈ N δw(y0) e depende somente das coordenadas dos
pontos inicial e final. Em particular,
U [y1] = U [y0] se y1(a) = y0(a), y1(b) = y0(b). (4.10)
Tomemos agora U [y] para y = y0(x). Enta˜o, y
′
1(x) = y
′
0(x), φ(x, y0(x)) = y
′
0(x) e
obtemos
U [y0] =
∫ b
a
[f(x, y0, y
′
0)− y′0fy′(x, y0, y′0) + y′0fy′(x, y0, y′0)] dx. (4.11)
Portanto,
U [y0] =
∫ b
a
f(x, y0(x), y
′
0(x)) dx = I[y0] (4.12)
e enta˜o podemos escrever a variac¸a˜o total da seguinte forma
∆I = I[y1]− I[y0] = I[y1]− U [y0] = I[y1]− U [y1], (4.13)
logo∫ b
a
[f(x, y1, y
′
1)− f(x, y1, φ(x, y1)) + (φ(x, y1)− y′1)fy′(x, y1, φ(x, y1))] dx. (4.14)
Aqui, e´ assumido que y = y1(x) ∈ N δw(y0) e y1(a) = y0(a), y1(b) = y0(b).
Se introduzirmos a func¸a˜o E de Weierstrass, a variac¸a˜o total pode ser escrita da
seguinte forma
∆I =
∫ b
a
E(x, y1(x), φ(x, y1(x)), y
′
1(x)) dx (4.15)
e da´ı temos o resultado a seguir:
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Teorema 8 Se o extremal y = y0(x) esta´ inclu´ıdo em um campo F que cobre N
δ
w(y0)
e se
E(x, y1, φ(x, y1), y
′
1) ≥ 0 (4.16)
para todos (x, y1) ∈ N δw(y0) e todos −∞ < y′1 < ∞, enta˜o, y = y0(x) fornece
um mı´nimo relativo forte para I[y] (Para um ma´ximo relativo forte, a condic¸a˜o e´
E(x, y1, φ(x, y1), y
′
1) ≤ 0).
Demonstrac¸a˜o:
∆I =
∫ b
a
E(x, y1(x), φ(x, y1(x)), y
′
1(x)) dx = I[y1]− I[y0] ≥ 0, (4.17)
o que encerra a demonstrac¸a˜o.
4.6 Outros resultados preliminares
Nesta sec¸a˜o apresentaremos alguns resultados que necessitaremos para demonstrar
as condic¸o˜es suficientes. Demonstrados estes resultados, as condic¸o˜es suficientes
estara˜o automaticamente demonstradas.
Lema 4 Se (x0, y0, y
′
0) e´ um elemento regular e se f ∈ C2(R0) onde R0 e´ definido
como sendo o domı´nio tridimensional
R0 = {(x, y, p)| |x− x0| < α, |y − y0| < β, |y′ − y′0| < γ}, (4.18)
enta˜o, existe um paralelep´ıpedo aberto P0 definido por
P0 = {(x, y, p)| |x− x0| < α0, |y − y0| < β0, |p− p0| < δ0} (4.19)
tal que a equac¸a˜o de Euler-Lagrange pode ser transformada por meio de p = fy′(x, y, y
′)
no sistema de equac¸o˜es diferenciais ordina´rias
y′ = Φ(x, y, p), p′ = Ψ(x, y, p) (4.20)
onde Φ, Ψ ∈ C1(P0)
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Demonstrac¸a˜o:
Introduza p = fy′(x, y, y
′). Seja (x0, y0, y′0) um elemento regular e P0 o domı´nio
definido por (4.19). Seja S o seguinte domı´nio 4-dimensional
S = {(x, y, y′, p)| |x− x0| < α, |y − y0| < β, |y′ − y′0| < γ, |p− p0| < δ}
onde p0 = fy′(x0, y0, y
′
0).
Assumimos que f(x, y, y′) ∈ C2(R0). Enta˜o:
fy′(x, y, y
′)− p ∈ C1(S)
fy′(x0, y0, y
′
0)− p0 = 0
fy′y′(x0, y0, y
′
0) 6= 0.
Assim, pelo teorema da func¸a˜o impl´ıcita, existe em S um paralelep´ıpedo aberto
P = {(x, y, y′, p)| |x− x0| < α0, |y − y0| < β0, |y′ − y′0| < γ0, |p− p0| < δ0}
tal que, em P0, podemos resolver fy′(x, y, y
′)− p = 0 unicamente para y′
y′ = Φ(x, y, p) (4.21)
onde |y′ − y′0| < γ0 para (x, y, p) ∈ P0 e onde Φ ∈ C1(P0).
Assim, se definirmos
Ψ(x, y, p) = fy(x, y,Φ(x, y, p)) (4.22)
enta˜o, Ψ ∈ C1(R0), ja´ que f ∈ C2(R0) e Φ ∈ C1(P0).
Pela equac¸a˜o de Euler-Lagrange temos
dp
dx
=
d
dx
fy′|y′=Φ(x,y,p) = fy(x, y, y′)|y′=Φ(x,y,p) (4.23)
e obtemos enta˜o que a equac¸a˜o de Euler-Lagrange pode ser escrita como o seguinte
sistema de equac¸o˜es diferenciais ordina´rias
dy
dx
= Φ(x, y, p),
dp
dx
= Ψ(x, y, p) (4.24)
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com Φ, Ψ ∈ C1(P0), demonstrando assim o lema 4. 
Teorema 9 Seja A < a, B > b e assuma que o extremal y = y0(x) ∈ C1(A,B) e´
regular em (A,B). Se f ∈ C2(R) onde
R = {(x, y, y′)| A < x < B, |y − y0| < α1, |y′ − y′0| < β1}, (4.25)
existe um domı´nio
D = {(x, y, p)| a1 < x < b1, |y − y0| < δ, |p− p0| < δ}, (4.26)
para algum δ > 0, onde p0(x) = fy′(x, y0, y
′
0) e A < a1 < a, B > b1 > b tal que a
equac¸a˜o de Euler-Lagrange pode ser transformada por meio de p = fy′(x, y, y
′) no
sistema de equac¸o˜es diferenciais ordina´rias
y′ = Φ(x, y, p), p′ = Ψ(x, y, p) (4.27)
onde Φ, Ψ ∈ C1(D).
Demonstrac¸a˜o:
Por hipo´tese, para todo x0 ∈ (A,B), (x0, y0(x0), y′0(x0)) e´ um elemento regular.
Assim, pelo lema 4, existe um paralelep´ıpedo aberto, como definido em (4.19), tal
que vale (4.20) e Φ, Ψ ∈ C1(P0). Vamos agora aplicar o mesmo argumento para
cada ponto do intervalo [a, b] e seu correspondente elemento de y = y0(x) e obter,
desta maneira, uma cobertura aberta do conjunto compacto y = y0(x), p = p0(x),
x ∈ [a, b] por paralelep´ıpedos (veja figura 4.3).
Pelo teorema de Heine-Borel, um nu´mero finito desses paralelep´ıpedos, digamos,
P1, P2, · · · , Pn cobre este conjunto compacto. Seja P =
⋃n
k=1 Pk, e assuma sem
perda de generalidade que os Pk sa˜o enumerados de maneira que os paralelep´ıpedos
consecutivos se interceptam. Como temos um nu´mero finito de paralelep´ıpedos e
paralelep´ıpedos consecutivos se interceptam, existe um domı´nio D, como o definido
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Figura 4.3: Ilustrac¸a˜o extra´ıda de [36, p. 60] mostrando a ide´ia usada durante a
demonstrac¸a˜o.
por (4.26) tal que D ⊂ P . Como Φ, Ψ sa˜o unicamente definidos em cada paralele-
p´ıpedo da cobertura aberta, segue que Φ e Ψ precisam coincidir na porc¸a˜o comum
de Pk−1 e Pk. Assim, Φ, Ψ ∈ C1(D) e o teorema esta´ demonstrado. 
Teorema 10 Se (a, b] na˜o possui um ponto conjugado para a, enta˜o existe um ∆ > 0
tal que (a−∆, b] na˜o possui ponto conjugado para a−∆.
Demonstrac¸a˜o:
Suponha que na˜o exista um ∆ > 0 tal que (a − ∆, b] na˜o possua ponto conjugado
para a−∆. Enta˜o, denotando por x∗1 = ϕ(x1) o ponto conjugado de um ponto x1,
com ϕ cont´ınua numa vizinhanc¸a de x1, temos ϕ(a − ∆n) ≤ b para {∆n} → 0, e
assim, pela continuidade de ϕ na vizinhanc¸a de a−∆n, limn→∞ ϕ(a−∆n) = ϕ(a) ≤ b
e desse modo existiria um ponto conjugado a∗ de a, o que contradiz nossas hipo´teses
e, portanto, o teorema esta´ demonstrado. 
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Teorema 11 Se y = y0(x) ∈ C1(A,B) e´ um extremal regular em [a, b] ⊂ (A,B), se
f ∈ C3(R), onde
R = {(x, y, y′)| A < x < B, |y − y0(x)| < α1, |y′ − y′0(x)| < β1} (4.28)
e se na˜o ha´ ponto conjugado de a em [a, b], enta˜o y = y0(x), x ∈ [a, b] esta´ inclu´ıdo
em um campo F .
Demonstrac¸a˜o:
Seja p0(x) = fy′(x, y0(x), y
′
0(x)). De acordo com o teorema 9, existe um domı´nio
D = {(x, y, p)| a1 < x < b1, |y−y0| < δ, |p−p0| < δ} onde A < a1 < a < b < b1 < B,
δ > 0 e onde a equac¸a˜o de Euler-Lagrange pode ser trocada por
y′ = Φ(x, y, p), p′ = Ψ(x, y, p) (4.29)
tal que Φ, Ψ ∈ C1(D).
Seja (x0, λ, c) ∈ D. Enta˜o, (4.29) tem uma u´nica soluc¸a˜o y = y(x, λ, c), p = p(x, λ, c)
que satisfaz as condic¸o˜es iniciais y(x0, λ, c) = λ, p(x0, λ, c) = c e y
′, p′, yλ, yc, pλ e pc
sa˜o cont´ınuas ao longo da soluc¸a˜o em D (ver [9]).
Como (a, b] na˜o possui um ponto conjugado para a, existe um ∆ > 0, onde
0 < ∆ < a − a1 tal que a − ∆ na˜o tem ponto conjugado em (a − ∆, b] (de acordo
com o teorema 9).
Vamos agora determinar as soluc¸o˜es de (4.29) tais que
y(a−∆) = y0(a−∆)
p(a−∆) = c
com (a−∆, y0(a−∆), c) ∈ D, isto e´, |c− p0(a−∆)| < ∆.
Denotamos essas soluc¸o˜es por y = Y (x, c), p = P (x, c). Obtivemos enta˜o uma
famı´lia a 1-paraˆmetro de soluc¸o˜es da equac¸a˜o de Euler-Lagrange que passa pelo
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ponto (a−∆, y0(a−∆)) e conte´m o extremal y = y0(x) para c0 = p0(a−∆).
Como
Y (a−∆, c) = y0(a−∆)
para todo c, temos
Yc(x, c)x=a−∆ = 0
e, em particular
Yc(x, c− 0)x=a−∆ = 0.
Como η = Yc(x, c0) e´ uma soluc¸a˜o da equac¸a˜o de Jacobi, e como, por hipo´tese
(a−∆)∗ > b temos
Yc(x, c0) 6= 0 para a−∆ < x ≤ b (4.30)
e, em particular, para todo x ∈ [a, b].
Vamos agora demonstrar que y = Y (x, c) satisfaz as hipo´teses do lema 3 para
x ∈ (α, β) onde [a, b] ⊂ (α, β) e c1 < c < c2, onde α, β, c1, c2 sera˜o determinadas
posteriormente.
Como Φ, Ψ ∈ C1(D), as soluc¸o˜es y = Y (x, c), p = P (x, c) sa˜o func¸o˜es cont´ınuas de
c, ao longo de D, e, em particular
|Y (x, c)− y0(x)|+ |P (x, c)− P (x, c0)| ≤ |c− c0|ek(x−a+∆), (4.31)
onde y0(x) = Y (x, c0). Para a compreensa˜o de (4.31) veja [9]. Seja 0 < ∆1 < b1 − b
e seja
|c− c0| < δe−k(b1−∆1+∆−a). (4.32)
De (4.31) e (4.32) obtemos
|Y (x, c)− y0(x)| < δ
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para todo x ∈ (a−∆, b1 −∆1) e
|P (x, c)− P (x, c0)| < δ
para todo x ∈ (a−∆, b1 −∆1). Assim, se tomarmos
c1 = c0 − δe−k(b1−∆1−a+∆)
e
c2 = c0 + δe
−k(b1−∆1−a+∆)
enta˜o y = Y (x, c) ∈ D, p = P (x, c) ∈ D para todo a−∆ < x < b1−∆1 e c1 < c < c2.
Seja α0 = a−∆, β0 = b1 −∆1 e S = {(x, c)| α0 < x < β0, c1 < c < c2}. Enta˜o Y ,
Yc, P , Pc ∈ C(S) (veja [9]) e assim:
Y ′c =
∂
∂c
[Φ(x, Y (x, c), P (x, c))] = ΦyYc + ΦpPc ∈ C(S).
Y ′′ =
d
dx
[Φ(x, Y (x, c), P (x, c))] = Φx + ΦyY
′ + ΦpP ′ = Φx + ΦyΦ + ΦpΨ ∈ C(S).
Enta˜o, Y , Y ′′, Yc, Y ′c ∈ C(S).
Por (4.30), Yc(x, c0) 6= 0 para todo x ∈ [a, b] e assim, pelo lema 3, y = y0(x) esta´
inclu´ıdo em um campo F em [a, b], demonstrando assim o teorema. 
Nossa refereˆncia ba´sica para o texto desta sec¸a˜o foi [36].
4.7 Condic¸o˜es suficientes de Weierstrass
e de Legendre
Finalmente, nesta sec¸a˜o, ja´ estamos em condic¸o˜es de enunciar as condic¸o˜es suficientes
de Weierstrass e de Legendre que sa˜o, na verdade, um resumo dos resultados obtidos
nas sec¸o˜es anteriores.
Seja o funcional
I[y] =
∫ b
a
f(x, y, y′) dx (4.33)
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no domı´nio das func¸o˜es sujeitas a`s condic¸o˜es de fronteira
y(a) = ya, y(b) = yb. (4.34)
Teorema 12 - Condic¸a˜o suficiente de Weierstrass Para que uma curva Y seja
um extremante fraco do funcional (4.33) com as condic¸o˜es de fronteira (4.34)
basta que se cumpram as seguintes treˆs condic¸o˜es:
1. Y e´ uma soluc¸a˜o da equac¸a˜o de Euler-Lagrange para (4.33) satisfazendo as
condic¸o˜es de fronteira (4.34).
2. Pode-se incluir Y num campo, o que acontecera´, por exemplo, ao se cumprir
a condic¸a˜o necessa´ria de Jacobi.
3. A func¸a˜o E(x, y, φ(x, y), y′) conserva o mesmo sinal para as coordenadas x, y
de pontos suficientemente pro´ximos de Y e quaisquer valores de y′ pro´ximos
de φ(x, y).
Cumpridas estas treˆs condic¸o˜es, Y sera´ um maximante se E ≤ 0 e um mini-
mante se E ≥ 0.
Para que Y seja um extremante forte do funcional (4.33) bastara´ que se cumpram
as condic¸o˜es 1, 2 e
3’. A func¸a˜o E(x, y, φ(x, y), y′) conserva o mesmo sinal para as coordenadas x,
y de pontos de uma vizinhanc¸a de Y e para quaisquer valores atribu´ıdos a y′.
Cumpridas estas treˆs condic¸o˜es, Y sera´ um maximante se E ≤ 0 e um mi-
nimante se E ≥ 0.
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Demonstrac¸a˜o:
Decorre diretamente dos resultados demonstrados nas sec¸o˜es anteriores. 
Teorema 13 - Condic¸a˜o suficiente de Legendre Para que uma func¸a˜o y˜(x)
seja um extremante fraco do funcional (4.33) no domı´nio das func¸o˜es sujeitas a`s
condic¸o˜es (4.34), basta que ale´m das condic¸o˜es 1 e 2 de Weierstrass se cumpram
para qualquer x, a ≤ x ≤ b e y = y˜(x) a relac¸a˜o fy′y′(x, y, y′) ≥ 0, implicando que
y˜(x) e´ um minimante, ou, fy′y′(x, y, y
′) ≤ 0, implicando que y˜(x) e´ um maximante.
Para que y˜(x) seja um extremante forte de (4.33) com as condic¸o˜es (4.34) basta
que, em lugar da condic¸a˜o 3’ de Weierstrass, se cumpra para as coordenadas x,
y dos pontos de uma vizinhanc¸a de y˜(x) e para qualquer valor atribu´ıdo a y′, a
relac¸a˜o fy′y′(x, y, y
′) ≥ 0 significando que y˜(x) e´ um minimante, ou, a relac¸a˜o
fy′y′(x, y, y
′) ≤ 0 significando que y˜(x) e´ um maximante.
Demonstrac¸a˜o:
Decorre diretamente dos resultados demonstrados nas sec¸o˜es anteriores. 
Esta sec¸a˜o foi escrita inspirada no texto [36].
4.8 Aplicac¸o˜es das condic¸o˜es suficientes
Nesta sec¸a˜o faremos alguns exemplos de como aplicar as condic¸o˜es suficientes estu-
dadas.
Exemplo 4.2 - Qual a curva plana ligando dois pontos fixos A = (1, 0), B = (3, 4)
satisfazendo a`s condic¸o˜es y(1) = 0, y(3) = 4 que tem o menor comprimento de arco?
Este problema ja´ foi estudado de forma bem detalhada nos cap´ıtulos 1 e 3. Aqui
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iremos nos preocupar apenas em aplicar a condic¸a˜o suficiente de Legendre.
Ja´ sabemos que o extremal para este problema e´ y(x) = 2x− 2 e que fy′y′ =
√
1+y′2
(1+y′2) ,
ou seja fy′y′ > 0 para qualquer y
′. Isto significa que a condic¸a˜o necessa´ria de Legen-
dre e´ satisfeita para qualquer y′.
No cap´ıtulo 3 vimos que na˜o existe ponto conjugado para 1 em [1, 3] e, portanto, a
condic¸a˜o necessa´ria de Jacobi tambe´m e´ satisfeita, isto e´, y(x) = 2x−2 esta´ inclu´ıdo
em um campo.
Assim, y(x) = 2x − 2 satisfaz a`s treˆs condic¸o˜es da condic¸a˜o suficiente de Legendre
e enta˜o, y(x) = 2x− 2 e´ um mı´nimo forte para I[y].
Exemplo 4.3 - Problema da Braquisto´crona
Este problema ja´ foi considerado no cap´ıtulo 1. Sabemos que o funcional associ-
ado a ele e´
I[y] =
1√
2g
∫ x2
x1
√
1 + y′2
y − y0 dx. (4.35)
Suponha aqui que y0 = 0, x1 = 0, x2 = a e da´ı o funcional fica
I[y] =
1√
2g
∫ a
0
√
1 + y′2
y
dx, (4.36)
e enta˜o colocamos as condic¸o˜es de fronteira
y(0) = 0 e y(a) = y1. (4.37)
Vamos estudar agora o comportamento deste funcional.
Resolvendo a equac¸a˜o de Euler-Lagrange para este funcional (como ja´ fizemos no
cap´ıtulo 1) obtemos a seguinte famı´lia de ciclo´ides:
x = C(t− sen t) + C2
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y = C(1− cos t).
Impondo a condic¸a˜o de fronteira y(0) = 0 teremos C2 = 0 e portanto:
x = C(t− sen t)
y = C(1− cos t).
Pelo ponto B = (a, y1) passara´ uma certa ciclo´ide
x = R(t− sen t)
y = R(1− cos t)
com R determinado de modo u´nico ao se impor a restric¸a˜o a < 2piR.
Vejamos agora se ha´ algum ponto conjugado para 0 em (0, a). Se fizermos y(t) = 0,
obtemos t = 2pi e da´ı a∗ = x(2pi) = Rt − R sen t = 2piR e enta˜o, a∗ = 2piR
e´ ponto conjugado de 0. Mas, como impusemos que a < 2piR, temos que (0, a)
na˜o possui ponto conjugado e, portanto, para qualquer y1 > 0, existe uma regia˜o
compreendendo o arco OB na qual a famı´lia de ciclo´ides com centro na origem
formara´ um campo.
Ale´m disso,
fy′y′(x, y, y
′) =
1
√
y(1 + y′2)3/2
> 0
para qualquer valor atribu´ıdo a y′.
Enta˜o, pela condic¸a˜o suficiente de Legendre, a ciclo´ide
x = R(t− sen t)
y = R(1− cos t)
sera´ um minimante forte para o funcional (4.36). Isto prova que, de fato, a ciclo´ide
e´ soluc¸a˜o do problema da Braquisto´crona, validando o resultado encontrado e dis-
cutido no cap´ıtulo 1.
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Exemplo 4.4 - O problema de Euler - Determinar a forc¸a mı´nima P , que
aplicada a` extremidade de uma barra ela´stica vertical na direc¸a˜o longitudinal, pro-
voca a flexa˜o desta.
Vamos supor que a barra seja cil´ındrica e que seu comprimento seja l, E o mo´dulo
de Young 2 [40, p.267] para o seu material e I o momento de ine´rcia da sec¸a˜o trans-
versal em relac¸a˜o a uma reta passando pela sua linha me´dia.
E´ conveniente escolher um referencial com o eixo Ox vertical, orientado para cima
e de modo que o ponto de apoio da barra coincida com a origem.
Se ρ denotar o raio de curvatura da barra deformada e Φ o aˆngulo constitu´ıdo
pela tangente a` sua linha me´dia e o eixo Ox, enta˜o, em virtude da Lei de Euler-
Bernoulli o potencial da barra associado a`s forc¸as de flexa˜o sera´
U1 =
EI
2
∫ l
0
1
ρ2
dS. (4.38)
Por outro lado, a diminuic¸a˜o do potencial provocada pela deformac¸a˜o da barra sera´
U2 = Pl − P
∫ l
0
cosϕdS. (4.39)
Logo, se considerarmos nulo o potencial da barra na˜o deformada, esta adquirira´,
apo´s a deformac¸a˜o, o potencial
U = U1 − U2 =
∫ l
0
(
1
2
EI
1
ρ2
+ P cosϕ
)
dS − Pl. (4.40)
Levando em considerac¸a˜o que ρ = dS
dϕ
e que, ao se examinarem apenas pequenas
deformac¸o˜es,
cosϕ ≈ 1− ϕ
2
2
2A raza˜o entre a tensa˜o e a deformac¸a˜o e´ constante para qualquer material, no caso de a tensa˜o
na˜o ser muito grande. No caso de deformac¸a˜o de somente uma dimensa˜o devido a` tensa˜o, esta
raza˜o e´ denominada mo´dulo de Young.
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podemos escrever
U =
1
2
∫ l
0
[
EI
(
dϕ
dS
)2
− Pϕ2
]
dS ≈ 1
2
∫ l
0
[
EI
(
dϕ
dx
)2
− Pϕ2
]
dx.
Um sistema mecaˆnico adquirindo na posic¸a˜o de equil´ıbrio a menor energia potencial
poss´ıvel conduz o problema a` ana´lise do comportamento do funcional
J [ϕ] =
∫ l
0
[
EI
(
dϕ
dx
)2
− Pϕ2
]
dx =
∫ l
0
[EIϕ′2 − Pϕ2] dx. (4.41)
Vamos enta˜o escrever e resolver a equac¸a˜o de Euler-Lagrange associada a este fun-
cional. Temos f(x, ϕ, ϕ′) = EIϕ′2 − Pϕ2 e da´ı a equac¸a˜o de Euler-Lagrange fica
EIϕ′′ + Pϕ = 0
que pode ser escrita como
ϕ′′ + α2ϕ = 0 (4.42)
onde
α2 =
P
EI
.
Resolvendo (4.42) obtemos
ϕ(x) = C1 senαx+ C2 cosαx. (4.43)
Levando-se mais uma vez em considerac¸a˜o que se examinam pequenas deformac¸o˜es
se podera´ escrever tanϕ ≈ ϕ, donde, dado que tanϕ = y′ resulta
y′(x) = C1 senαx+ C2 cosαx
e, portanto,
y(x) = −C1 cosαx
α
+
C2 senαx
α
+ C. (4.44)
O fato da base da barra permanecer na origem das coordenadas e´ equivalente a`
condic¸a˜o de fronteira y(0) = 0 de onde vem que C1 = C = 0 e enta˜o
y(x) =
C2
α
senαx (4.45)
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e esta func¸a˜o y(x) e´ uma soluc¸a˜o da equac¸a˜o de Euler-Lagrange que satisfaz a`s
condic¸o˜es de fronteira.
Vejamos agora o que ocorre com fϕ′ϕ′(x, ϕ, ϕ
′). Temos
fϕ′ = 2EIϕ
′
e, portanto,
fϕ′ϕ′(x, ϕ, ϕ
′) = 2EI > 0 (4.46)
sempre e, assim, um arco do tipo
y(x) =
C2
α
senαx
deixara´ de ser um minimante apenas se na˜o satisfizer a` condic¸a˜o de Jacobi (porque
da´ı o arco na˜o estara´ inclu´ıdo em um campo). Em, particular, a linha me´dia da
barra na˜o deformada na˜o sera´ um minimante se a equac¸a˜o de Jacobi
EIz′′ + Pz = 0 ou z′′ + α2z = 0
admitir uma soluc¸a˜o na˜o trivial satisfazendo a` condic¸a˜o z(0) = 0 e se anulando no
intervalo (0, l). Como a soluc¸a˜o geral da equac¸a˜o de Jacobi para este caso e´
z = A senαx,
a fim de que uma soluc¸a˜o na˜o trivial se anule em (0, l) e´ necessa´rio que
l >
pi
a
.
Quer dizer, deve-se cumprir
P ≥ pi
2
l2
EI,
de onde a forc¸a cr´ıtica de Euler se da´ por
Pcr =
pi2
l2
EI (4.47)
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e a esta forc¸a corresponde a` flexa˜o da barra
y(x) =
lC2
pi
sen
pi
l
x. (4.48)
Estes exemplos foram desenvolvidos inspirados em [27].
No pro´ximo cap´ıtulo, desenvolveremos a teoria sobre minimizac¸a˜o de func¸o˜es con-
vexas, que consiste em outra importante ferramenta para a resoluc¸a˜o de problemas
variacionais.
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Cap´ıtulo 5
Minimizac¸a˜o de Func¸o˜es Convexas
5.1 Introduc¸a˜o
Neste cap´ıtulo veremos que e´ relativamente simples minimizar func¸o˜es convexas.
Utilizaremos as Variac¸o˜es de Gaˆteaux, definidas no cap´ıtulo 3, para caracterizar a
convexidade de uma func¸a˜o J em um subconjunto S de um espac¸o linear Y . Da´ı
enta˜o, a func¸a˜o convexa sera´ automaticamente minimizada por um y ∈ S no qual a
variac¸a˜o de Gaˆteux se anula. Apo´s desenvolvermos a teoria e darmos alguns exem-
plos diretos, que servira˜o apenas para nos familiarizarmos com os novos conceitos,
partiremos para os exemplos mais interessantes: exemplos de aplicac¸a˜o destes con-
ceitos em problemas f´ısicos (proje´til de revoluc¸a˜o com arrasto mı´nimo, problema da
catena´ria, minimizac¸a˜o do consumo de combust´ıvel de um foguete) e geome´tricos
(geode´sicas em um cilindro). Trabalharemos, tambe´m, com problemas com res-
tric¸o˜es convexas e aplicac¸o˜es destes problemas.
Para todo o desenvolvimento deste cap´ıtulo tomamos como refereˆncia ba´sica o texto
de [42].
5.2 Revisa˜o de algumas definic¸o˜es e resultados
Nesta sec¸a˜o faremos uma revisa˜o de algumas definic¸o˜es e resultados ja´ conhecidos
que sera˜o importantes no desenvolvimento do cap´ıtulo.
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Para d = 1, 2, 3, · · · , seja IRd denotando o espac¸o euclidiano real d-dimensional. Seja
f : D ⊂ IRd → IR.
Resultado 5.1 Quando D conte´m uma vizinhanc¸a de um ponto x0 extremal de
f , na qual f tem derivadas parciais fxj , j = 1, 2, · · · , d cont´ınuas , enta˜o para cada
vetor u ⊂ IRd unita´rio, a derivada direcional
∂uf(x0) = lim
→0
[
f(x0 + u)− f(x0)

]
=
∂f
∂
∣∣∣∣
=0
= 0.
Definic¸a˜o 5.1 O vetor gradiente ∇f e´ definido por
∇f = (fx1 , fx2 , · · · , fxd)
e, enta˜o ∂uf(x0) pode ser expresso por
∂uf(x0) = ∇f(x0).u,
onde o ponto denota o produto escalar.
Resultado 5.2 Em um ponto x0 extremal temos
∇f(x0) = 0.
Definic¸a˜o 5.2 A func¸a˜o f e´ dita convexa em D quando ela tem derivadas parciais
cont´ınuas em D e satisfaz a desigualdade
f(x) ≥ f(x0) +∇f(x0).(x− x0) ∀x, x0 ∈ D. (5.1)
Observe que (5.1) tambe´m pode ser expresso como: para cada x ∈ D
f(x+ v) ≥ f(x) +∇f(x).v, (5.2)
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com x+v ∈ D. Podemos dizer tambe´m que uma func¸a˜o escalar f(y) = f(y1, y2, · · · , yn)
e´ dita convexa se, para todo par de pontos z e w, temos
f(λw + (1− λ)z) ≤ λf(w) + (1− λ)f(z)
para todo λ ∈ [0, 1]. Em uma dimensa˜o, e´ fa´cil perceber a ide´ia geome´trica da
convexidade: o gra´fico, entre dois pontos z e w, de uma func¸a˜o convexa esta´ sempre
abaixo do segmento de reta unindo (z, f(z)) e (w, f(w)) (veja a figura 5.1).
λw + (1− λ)z
λf(w) + (1− λ)f(z)
z w
(z, f(z))
(w, f(w))
y
f(y)
Figura 5.1: Ide´ia geome´trica da convexidade em uma dimensa˜o.
Resultado 5.3 Quando f e´ uma func¸a˜o convexa em D, enta˜o ela assume um valor
mı´nimo em cada um de seus pontos extremais em D.
Observe que uma func¸a˜o convexa na˜o precisa ter um ponto extremal (estaciona´rio),
mas quando x0 e´ estaciona´rio e f e´ convexa, enta˜o, ∇f(x0) = 0 e, portanto,
f(x) ≥ f(x0), isto e´, x0 e´ um mı´nimo de f .
Resultado 5.4 Quando f e´ estritamente convexa em D, isto e´, (5.1) vale em
cada x0 ∈ D com a igualdade ocorrendo se, e somente se, x = x0, enta˜o f pode ter
no ma´ximo um ponto estaciona´rio e, portanto, pode ter no ma´ximo um ponto de
mı´nimo no interior de D.
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Definic¸a˜o 5.3 Dizemos que um espac¸o de func¸o˜es Y e´ um espac¸o linear se a
soma de func¸o˜es em Y e o produto dessas func¸o˜es por escalares ainda pertecem a
este espac¸o Y .
Seja agora J uma func¸a˜o de valores reais definida sobre um subconjunto S de um
espac¸o linear Y .
Proposic¸a˜o 5.1 Se as func¸o˜es J e G1, G2, · · · , Gn sa˜o definidas em S, e para cer-
tas constantes λ1, · · · , λn, y0 minimiza J˜ = J + λ1G1 + λ2G2 + · · · + λnGn em S
[unicamente], enta˜o y0 minimiza J em S [unicamente] quando colocamos a restric¸a˜o
Gy0 = {y ∈ S : Gj(y) = Gj(y0), j = 1, 2, · · · , n}.
Demonstrac¸a˜o:
Para cada y ∈ S:
J˜(y) = J(y) +
n∑
j=1
λjGj(y) ≥ J˜(y0) = J(y0) +
n∑
j=1
λjGj(y0);
mas quando y ∈ Gy0 , enta˜o J(y) ≥ J(y0), ja´ que os termos envolvidos em Gj teˆm
os mesmos valores em cada lado da desigualdade. [A unicidade e´ claramente preser-
vada].
Assim, o resultado esta´ demonstrado. 
A partir daqui usaremos a seguinte notac¸a˜o: quando f = f(x, y, z) ∈ C(([a, b])×IR2)
e y ∈ C1[a, b], enta˜o f [y(x)] = f(x, y(x), y′(x)).
Proposic¸a˜o 5.2 Se f = f(x, y, z) e g = g(x, y, z) sa˜o cont´ınuas e existe uma
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func¸a˜o λ ∈ C[a, b], para a qual y0 minimiza [unicamente]
F˜ (y) =
∫ b
a
f˜ [y(x)] dx
em D ⊂ C1[a, b], onde f˜ = f + λg, enta˜o y0 minimiza [unicamente]
F (y) =
∫ b
a
f [y(x)] dx
em D sobre a restric¸a˜o
λ(x)g[y(x)] ≤ λ(x)g[y0(x)], ∀x ∈ [a, b]. (5.3)
Demonstrac¸a˜o:
Se y ∈ D, enta˜o,
F˜ (y) = F (y) +
∫ b
a
λ(x)g[y(x)] dx ≥ F˜ (y0),
e enta˜o,
F (y)− F (y0) ≥
∫ b
a
λ(x)(g[y0(x)]− g[y(x)]) dx ≥ 0
quando (5.3) vale.
Tambe´m, se F (y) = F (y0) sobre as condic¸o˜es (5.3), enta˜o∫ b
a
λ(x)(g[y0(x)]− g[y(x)]) dx = 0
e F˜ (y) = F˜ (y0) [a unicidade e´ poss´ıvel se, e somente se, y = y0]
Portanto, a proposic¸a˜o esta´ demonstrada. 
5.3 Func¸o˜es convexas
Nesta sec¸a˜o introduziremos o conceito de func¸o˜es convexas via variac¸a˜o de Gaˆteaux.
Para isto comec¸aremos relembrando a definic¸a˜o de variac¸a˜o de Gaˆteaux.
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Definic¸a˜o 5.4 Seja J uma func¸a˜o de valores reais em um subconjunto de um espac¸o
linear Y . Para y, v ∈ Y , a variac¸a˜o de Gaˆteaux de J em y na direc¸a˜o v e´ dada
por :
δJ(y; v) = lim
→0
J(y + v)− J(y)

quando o limite existe.
Quando f ∈ C1(IR3) temos para A = (x, y, z), B = (u, v, w) ∈ IR3 que
δf(A,B) = ∇f(A).B,
onde δf e´ a primeira variac¸a˜o de Gaˆteaux de f . Ale´m disso, f e´ convexa se
f(A+B)− f(A) ≥ ∇f(A).B = δf(A,B) (5.4)
e estritamente convexa quando a igualdade vale se, e somente se, B = 0. Podemos
observar enta˜o, que a minimizac¸a˜o de uma func¸a˜o convexa f pode ser particular-
mente simples de ser estabelecida, ja´ que um ponto A no qual∇f(A) = 0 claramente
minimiza f . A desigualdade (5.4) sugere a seguinte definic¸a˜o:
Definic¸a˜o 5.5 Uma func¸a˜o de valores reais J definida em um conjunto S de um
espac¸o linear Y e´ dita [estritamente] convexa em S se quando y e y+v ∈ S enta˜o
δJ(y; v) e´ definida e
J(y + v)− J(y) ≥ δJ(y; v)
[com igualdade valendo se, e somente se, v = 0].
Proposic¸a˜o 5.3 Se J e J˜ sa˜o func¸o˜es convexas em um conjunto S, enta˜o, para
cada c ∈ IR, c2J e J + J˜ tambe´m sa˜o convexas. Ale´m disso, essas func¸o˜es podem
ser estritamente convexas se J for estritamente convexa (para c 6= 0).
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Demonstrac¸a˜o:
(c2J + J˜)(y + v)− (c2J + J˜)(y) = c2(J(y + v)− J(y)) + (J˜(y + v)− J˜(y)) ≥
c2δJ(y; v) + δJ˜(y; v) = δ(c2J + J˜)(y; v)
se y, y + v ∈ S. Isto estabelece a convexidade de J + J˜ (quando c2 = 1) e de c2J
(quando J˜ = 0). Ale´m disso, quando J e´ estritamente convexa e c 6= 0, enta˜o a
desigualdade precisa ser estrita, exceto no caso trivial v = 0. 
Proposic¸a˜o 5.4 Se J e´ [estritamente] convexa em S, enta˜o cada y0 ∈ D para o
qual δJ(y0; v) = 0 ∀ y0 + v ∈ S, minimiza [unicamente] J em D.
Demonstrac¸a˜o:
Se y ∈ D, enta˜o com v = y − y0
J(y)− J(y0) = J(y0 + v)− J(y0) ≥ δJ(y0; v) = 0
[com a igualdade se, e somente se v = 0].
Assim, J(y) ≥ J(y0) [com igualdade se, e somente se y = y0] e esse e´ o resultado
desejado. 
5.4 Func¸o˜es integrais convexas
Nesta sec¸a˜o daremos in´ıcio ao estudo de resultados que nos permitira˜o estabelecer a
convexidade de funcionais e, desta forma, comec¸ar a resolver problemas variacionais
sob a o´ptica da convexidade.
Se f = f(x, y, z) e suas derivadas parciais fy e fz sa˜o definidas e cont´ınuas em
[a, b]× IR2, enta˜o a func¸a˜o integral
F (y) =
∫ b
a
f(x, y(x), y′(x)) dx =
∫ b
a
f [y(x)] dx
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tem, para ∀y, v ∈ C1[a, b], a variac¸a˜o de Gaˆteaux
δF (y; v) =
∫ b
a
(fy[y(x)]v(x) + fz[y(x)]v
′(x)) dx (5.5)
onde usamos a abreviac¸a˜o gene´rica
f [y(x)] = f(x, y(x), y′(x)) (5.6)
e enta˜o fy[y(x)] = fy(x, y(x), y
′(x)) e fz[y(x)] = fz(x, y(x), y′(x)). Assim, a conve-
xidade de f requer que, ∀y, y + v ∈ C1[a, b],
f(y + v)− f(y) ≥ δf(y; v)
ou que∫ b
a
(f [y(x) + v(x)]− f [y(x)]) dx ≥
∫ b
a
(fy[y(x)]v(x) + fz[y(x)]v
′(x)) dx.
Da´ı segue a desigualdade entre os integrandos da u´ltima expressa˜o, isto e´, para cada
x ∈ (a, b)
f [y(x) + v(x)]− f [y(x)] ≥ fy[y(x)]v(x) + fz[y(x)]v′(x), (5.7)
ou de (5.6)
f(x, y + v, z + w)− f(x, y, z) ≥ fy(x, y, z)v + fz(x, y, z)w, (5.8)
∀(x, y, z), (x, y + v, z + w) ∈ (a, b) × IR2, onde temos incorporadas as abreviac¸o˜es
y = y(x), v = v(x), z = y′(x), w = v′(x). A desigualdade (5.8) diz que f e´ convexa
quando x e´ fixo, conforme ira´ estabecer a definic¸a˜o seguinte.
Definic¸a˜o 5.6 A func¸a˜o f = f(x, y, z) e´ [fortemente] convexa em S ⊂ IR3 se f e
suas derivadas parciais fy e fz sa˜o definidas e cont´ınuas nesse conjunto e se elas
satisfazem a desigualdade
f(x, y + v, z + w)− f(x, y, z) ≥ fy(x, y, z)v + fz(x, y, z)w, (5.9)
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∀(x, y, z) e (x, y + v, z + w) ∈ S [com a igualdade em (x, y, z) somente se v = 0 ou
w = 0].
Observe que a varia´vel x e´ fixada nessa definic¸a˜o de convexidade. So´ trabalhamos
com as derivadas parcias de f com relac¸a˜o a`s varia´veis y e z. E´ claro que se f e´
convexa em IR3 enta˜o tambe´m e´ convexa no sentido da definic¸a˜o (5.6). Devemos
observar que convexidade estrita implica convexidade forte, e que, em geral, con-
vexidade forte e´ mais fraca que convexidade estrita. O significado de convexidade
forte sera´ visto a seguir.
Teorema 14 Seja D um domı´nio em IR2 e para a1 e b1 dados, seja o conjunto S =
{y ∈ C1[a, b] : y(a) = a1, y(b) = b1; (y(x), y′(x)) ∈ D}. Se f(x, y, z) e´ [fortemente]
convexa em [a, b]×D, enta˜o,
F (y) =
∫ b
a
f(x, y(x), y′(x)) dx
e´ [estritamente] convexa em S. Assim, cada y ∈ S para o qual
d
dx
fz[y(x)] = fy[y(x)]
em (a, b), minimiza [unicamente] f em S.
Demonstrac¸a˜o:
Quando y, y + v ∈ S, a desigualdade (5.9) mostra que em cada x ∈ (a, b)
f [y(x) + v(x)]− f [y(x)] ≥ fy[y(x)]v(x) + fz[y(x)]v′(x) (5.10)
[com a igualdade somente se v(x) ou v′(x) = 0 pois enta˜o v(x)v′(x) = 0].
Integrando (5.10) temos∫ b
a
(f [y(x) + v(x)]− f [y(x)]) dx ≥
∫ b
a
(fy[y(x)]v(x) + fz[y(x)]v
′(x)) dx,
ou, com (5.5) e (5.6)
F (y + v)− F (y) ≥ δF (y; v),
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e, enta˜o, F e´ convexa.
Ale´m disso, na presenc¸a de (5.10), a igualdade entre as integrais, representada por
essa u´ltima func¸a˜o F e´ poss´ıvel somente quando a igualdade vale quase-sempre em
(5.10). Para maiores detalhes veja [42].[Se f(x, y, z) e´ fortemente convexa isso se
torna poss´ıvel somente se o produto
v(x)v′(x) =
1
2
(v2(x))′ ≡ 0;
enta˜o v2(x) = cte = v2(a) = 0 quando y e y + v ∈ S. Portanto, v = 0 e enta˜o F e´
estritamente convexa.] Finalmente de (5.5), cada y para o qual
d
dx
fz[y(x)] = fy[y(x)]
em (a, b), nos da´
δF (y; v) =
∫ b
a
d
dx
(fz[y(x)]v(x)) dx = fz[y(x)]v(x)
∣∣∣∣b
a
= 0
quando y, y + v ∈ S. Enta˜o, pela proposic¸a˜o (5.4), y minimiza [unicamente] F em
S. 
Quando y na˜o aparece explicitamente, isto e´, quando f = f(x, z) somente (ou
f = f(z)), enta˜o fy ≡ 0 e para um intervalo I, f(x, z) sera´ [fortemente] convexa em
[a, b]× I se, para cada x ∈ [a, b]
f(x, z + w)− f(x, z) ≥ fz(x,w)w ∀z, z + w ∈ I (5.11)
[com igualdade em z se, e somente se w = 0]. Com isso podemos enunciar o seguinte
teorema:
Teorema 15 Seja I um intervalo e seja S o conjunto S = {y ∈ C1[a, b] : y(a) =
a1, y(b) = b1; y
′(x) ∈ I}. Enta˜o, se f e´ [fortemente] convexa em [a, b] × I, cada
y ∈ S que fornec¸a fz(x, y′(x)) = cte em (a, b) minimiza [unicamente]
F (y) =
∫ b
a
f(x, y′(x)) dx
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em S.
Demonstrac¸a˜o:
Segue imediatamente de (5.11) considerando fy ≡ 0 no enunciado e na demonstrac¸a˜o
do teorema 14. 
Corola´rio 5.1 Se f = f(z) e´ [estritamente] convexa em I e
m =
b1 − a1
b− a ∈ I,
enta˜o y0(x) = m(x− a) + a1 minimiza [unicamente]
F (y) =
∫ b
a
f(x, y′(x)) dx
em S.
Demonstrac¸a˜o:
Se y′0(x) = m ∈ I, enta˜o y0 ∈ S e fz(y′0(x)) = fz(m) e´ constante em (a, b). Assim, o
teorema 15 e´ aplica´vel. 
5.5 Func¸o˜es [fortemente] convexas
Para podermos aplicar os resultados da sec¸a˜o anterior vamos precisar que as func¸o˜es
sejam [fortemente] convexas. Nesta sec¸a˜o, iremos estudar te´cnicas para identificar
tal convexidade.
Vamos comec¸ar com o caso simples f = f(x, z), onde como ja´ vimos, a desigual-
dade da definic¸a˜o de convexidade forte de f(x, z) em [a, b]× I e´ dada por (5.11). A
proposic¸a˜o seguinte ira´ relacionar a ocorreˆncia de (5.11) com uma condic¸a˜o simples
sobre fzz o que ira´ facilitar muito nosso trabalho.
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Proposic¸a˜o 5.5 Se f = f(x, z) e fzz sa˜o cont´ınuas em [a, b]×I e para cada x ∈ [a, b],
fzz(x, z) > 0 (exceto, possivelmente, em um conjunto finito de valores de I), enta˜o
f(x, z) e´ fortemente convexa em [a, b]× I.
Demonstrac¸a˜o:
Para x ∈ [a, b] fixo, seja g(z) = f(x, z) e assim, g′′(z) = fzz(x, z) > 0 em I exceto,
possivelmente em um conjunto finito de valores de I. Enta˜o, integrando por partes
para z, ξ ∈ I dados e distintos,
g(ξ)− g(z) =
∫ ξ
z
g′(t) dt = (ξ − z)g′(z) +
∫ ξ
z
g′′(t) dt > (ξ − z)g′(z),
onde a u´ltima integral e´ estritamente positiva por hipo´tese, independente se z < ξ
ou ξ < z.
Enta˜o, com w = ξ − z, retomando a definic¸a˜o de g, conclu´ımos que
f(x, z + w)− f(x, z) > fz(x, z)w,
quando w 6= 0 e isto estabelece a convexidade forte de f(x, z). 
Faremos agora alguns exemplos para percebermos como aplicar este u´ltimo resul-
tado.
Exemplo 5.1 A func¸a˜o
f(x, z) = sen3 x+ z2
e´ fortemente convexa em IR× IR ja´ que
fzz(x, z) = 2 > 0.
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Exemplo 5.2 Para r 6= 0,
f(x, z) =
√
r2 + z2
e´ fortemente convexa em IR× IR, pois ∀z ∈ IR
fz(x, z) =
z√
r2 + z2
e, portanto,
fzz(x, z) =
1√
r2 + z2
− z
2
√
r2 + z2
=
r2
(r2 + z2)3/2
> 0.
Exemplo 5.3 A func¸a˜o
f(x, z) = x2 + (senx)z2
com
fzz(x, z) = 2(senx)
torna-se convexa somente quando senx ≥ 0, isto e´, em [0, pi]× IR e fortemente con-
vexa somente quando sen x > 0, isto e´ em (0, pi)× IR.
Apresentaremos agora alguns fatos que podem ser u´teis na resoluc¸a˜o de proble-
mas utilizando convexidade. Deixaremos as demonstrac¸o˜es destes fatos a cargo do
leitor.
Fato 5.1 - A soma de uma func¸a˜o [fortemente] convexa com outra(s) func¸a˜o(o˜es)
convexa(s) e´ tambe´m [fortemente] convexa.
Fato 5.2 - O produto de uma func¸a˜o [fortemente] convexa f(x, y, z) por uma func¸a˜o
cont´ınua [p(x) > 0] p(x) ≥ 0 e´ tambe´m uma func¸a˜o [fortemente] convexa no mesmo
conjunto.
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Fato 5.3 - f(x, y, z) = α(x) + β(x)y + γ(x)z e´ (somente) convexa para quaisquer
func¸o˜es cont´ınuas α, β, γ.
Fato 5.4 - Cada func¸a˜o [fortemente] convexa f(x, z) (ou f(x, y)) e´ tambe´m [for-
temente] convexa quando considerada como uma func¸a˜o f˜(x, y, z) em um conjunto
apropriado.
Exemplo 5.4 A func¸a˜o
f(x, y, z) = −2(senx)y + z2
e´ a soma de uma func¸a˜o fortemente convexa z2 (fato 5.4) com a func¸a˜o convexa
−2(senx)y (fato 5.3) e, assim, f e´ fortemente convexa em IR× IR2 (fato 5.1).
Similarmente,
g(x, y, z) = −2(senx)y + z2 + x2
√
1 + y2
e´ a soma de uma func¸a˜o fortemente convexa f(x, y, z) com a func¸a˜o convexa x2
√
1 + y2
(fato 5.2) e, enta˜o g(x, y, z) e´ tambe´m fortemente convexa em IR× IR2.
5.6 Aplicac¸o˜es
Nesta sec¸a˜o resolveremos dois problemas pra´ticos usando a teoria de minimizac¸a˜o
de func¸o˜es convexas. O primeiro problema trata das geode´sicas em um cilindro e o
segundo e´ um problema f´ısico, que trata da minimizac¸a˜o do arrasto no caso de um
proje´til de revoluc¸a˜o.
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5.6.1 Geode´sicas em um cilindro
Para encontrar as geode´sicas na superf´ıcie de um cilindro circular de raio unita´rio,
usaremos naturalmente as coordenadas cil´ındricas (θ, z) mostradas na figura 5.2 para
denotar um ponto t´ıpico.
1
P2
θ
(θ, z(θ))
P1
y
x
z
Figura 5.2: Coordenadas cil´ındricas usadas no problema e a curva geode´sica.
E´ o´bvio que a geode´sica unindo os pontos P1 = (θ1, z1), P2 = (θ1, z2) e´ simplesmente
o segmento vertical conectando-os. Enta˜o, vamos considerar o caso em que P2 =
(θ2, z2) com θ2 6= θ1. Podemos supor que 0 < θ2− θ1 ≤ pi e considerar as curvas que
podem ser representadas como o gra´fico de uma func¸a˜o
z ∈ S = {z ∈ C1[θ1, θ2] : z(θj) = zj, j = 1, 2}.
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As coordenadas espaciais de uma tal curva sa˜o
(x(θ), y(θ), z(θ)) = (cos θ, sen θ, z(θ)),
e enta˜o, quando z ∈ S, a curva resultante tem comprimento
L(z) =
∫ θ2
θ1
√
x′(θ)2 + y′(θ)2 + z′(θ)2 dθ =
∫ θ2
θ1
√
1 + z′(θ)2 dθ. (5.12)
Com uma mudanc¸a de varia´vel trivial, o integrando de (5.12) corresponde a` func¸a˜o
do exemplo 5.2 da sec¸a˜o 5, que e´ fortemente convexa. Enta˜o, pelo corola´rio 5.1
conclu´ımos que:
Entre as curvas que admitem representac¸a˜o como o gra´fico de uma func¸a˜o z ∈ S, o
comprimento mı´nimo e´ dado unicamente 1 por aquela representada pela func¸a˜o
z0(θ) = z1 +m(θ − θ1)
para
m =
z1 − z2
θ1 − θ2
que descreve uma he´lice circular ligando os pontos dados.
5.6.2 Proje´til de revoluc¸a˜o com arrasto mı´nimo
Um dos primeiros problemas resolvidos via ide´ias variacionais foi proposto por New-
ton em seu Principia em 1686. Consistia em encontrar o modelo da parte dianteira
de um proje´til de revoluc¸a˜o que sofresse o mı´nimo de arrasto (resisteˆncia) quando ele
se movesse na a´gua, com uma velocidade unita´ria constante e na direc¸a˜o de seu eixo.
Iremos adotar as coordenadas e geometria mostradas na figura 5.3 e assumir que
a pressa˜o (resisteˆncia) em um ponto da superf´ıcie da parte dianteira do proje´til e´
1Dados dois pontos em um cilindro existem infinitas he´lices (geode´sicas) ligando-os, mas apenas
uma delas minimiza o comprimento de arco.
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aO
h
y
l − s
x1
s
ψ(s)
(x, y(x)) = (x(s), y(x))
Movimento
Figura 5.3: Ilustrac¸a˜o mostrando as coordenadas e a geometria adotadas no proble-
ma.
proporcional a` raiz quadrada da componente normal de sua velocidade. Enta˜o, se ψ
denota o aˆngulo entre o eixo x positivo e a tangente a um ponto da curva meridio-
nal de comprimento l cuja rotac¸a˜o determina a superf´ıcie da dianteira, desejamos
minimizar ∫ l
0
cos2(pi − ψ(s))2pix(s) cosψ(s) ds. (5.13)
Como cosψ(s) = x′(s) quando 1 + y′(x)2 = sec2 ψ(s), queremos minimizar
F (y) =
∫ 1
a
x(1 + y′(x)2)
−1
dx (5.14)
em S = {y ∈ C1[a, 1] : y(a) = h, y(1) = 0, y(x) ≥ 0}, onde supomos que as
constantes positivas a < 1 e h sa˜o dadas (a = 0 e´ exclu´ıdo por razo˜es que sera˜o
vistas adiante).
Agora, se
f(x, z) =
x
1 + z2
,
enta˜o
fz(x, z) =
−2zx
(1 + z2)2
e para x > 0
fzz(x, z) =
2x(3z2 − 1)
(1 + z2)3
> 0,
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quando |z| > 1√
3
.
De conhecimentos f´ısicos esperamos que y′ ≤ 0, e, pela proposic¸a˜o 5.5, f(x, z) e´
fortemente convexa em [a, 1] ×
(
−∞,− 1√
3
]
. Assim, pelo teorema 15, sabemos que
se
y0 ∈ S ′ = {y ∈ S : y′(x) ≤ −1/
√
3, x ∈ [a, 1]}
enta˜o
fz(x, y
′(x)) =
−2xy′(x)
(1 + y′2(x))2
= cte =
√
2
c
,
para uma constante positiva c, enta˜o y0 minimiza f em S
′. Fazendo u = 1 + y′2(x)
obtemos
u2 − 2c2x2u+ 2c2x2 = 0.
Resolvendo para u, temos
u = c2x2 ± cx(c2x2 − 2)1/2,
provando que c2a2 ≥ 2 (o que exclui a = 0). Enta˜o,
−
√
2cxy′(x) = u2 = 2c2x2(u− 1)
e assim,
y′(x) = −
√
2cx[(c2x2 − 1)∓ cx(c2x2 − 2)1/2]. (5.15)
Integrando (5.15) e incorporando a condic¸a˜o de fronteira y(1) = 0 temos
y(x) = 2−3/2c
{
c2(1− x4)− 2(1− x2)∓ 4c
∫ 1
x
t2(c2t2 − 2)1/2 dt
}
, (5.16)
onde c sera´ determinado, se poss´ıvel, para satisfazer y(a) = h quando y′(x) ≤ −1√
3
.
Dependendo das constantes particulares e´ poss´ıvel considerar somente um dos sinais
de (5.16). Na pra´tica, e´ mais fa´cil escolher c > 2 e enta˜o determinar os valores de
a e h = y(a), o que pode ser feito por integrac¸a˜o nume´rica de (5.16), mantendo
y′(x) ≤ −1√
3
.
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Cada soluc¸a˜o na˜o trivial obtida fornece um modelo de parte dianteira do proje´til de
revoluc¸a˜o que ocasionara´ arrasto mı´nimo, no conjunto admiss´ıvel S ′. Isso e´ usado
para torpedos e mı´sseis que se movem em um meio no qual a Lei de Newton para a
resisteˆncia possa ser assumida.
5.7 Func¸o˜es convexas com restric¸o˜es
A convexidade tambe´m pode ser uma vantagem para minimizar func¸o˜es J quando
estas sa˜o consideradas restritas a um outro conjunto de func¸o˜es G (como nos pro-
blemas isoperime´tricos). E´ isso que vamos estudar nesta sec¸a˜o atrave´s de resultados
teo´ricos e exemplos aplicados.
Levando em considerac¸a˜o o teorema dos Multiplicadores de Lagrange estabelecemos
o seguinte resultado:
Teorema 16 Se D e´ um domı´nio em IR2, tal que para alguma constante λj, j =
1, 2, · · · , N , f(x, y, z) e λjgj(x, y, z) sa˜o convexas em [a, b] × D [e pelo menos uma
dessas func¸o˜es e´ fortemente convexa neste conjunto], seja
f˜ = f +
N∑
j=1
λjgj. (5.17)
Enta˜o, cada soluc¸a˜o y0 da equac¸a˜o diferencial
d
dx
f˜z[y(x)] = f˜y[y(x)] (5.18)
em (a, b) minimiza [unicamente]
F (y) =
∫ b
a
f [y(x)] dx (5.19)
em
S = {y ∈ C1[a, b] : y(a) = y0(a), y(b) = y0(b); (y(x), y′(x)) ∈ D}
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considerando as restric¸o˜es
Gj(y) =
∫ b
a
gj[y(x)] dx = Gj(y0), j = 1, 2, · · · , N. (5.20)
Demonstrac¸a˜o:
Por construc¸a˜o e pelo fato 5.1, a func¸a˜o f˜(x, y, z) e´ [fortemente] convexa em [a, b]×D
e enta˜o, pelo teorema 14, y0 minimiza [unicamente]
F˜ (y) =
∫ b
a
f˜ [y(x)] dx = F (y) +
N∑
j=1
λjGj(y)
em S e da´ı e´ so´ aplicar a proposic¸a˜o 5.1 demonstrando o resultado desejado. 
Veremos agora exemplos de como trabalhar com este resultado. Comec¸aremos com
um exemplo mais simples e terminaremos o cap´ıtulo apresentando, na pro´xima sec¸a˜o,
dois exemplos aplicados.
Exemplo 5.5 - Minimizar
F (y) =
∫ b
a
(y′(x))2 dx
em S = {y ∈ C1[0, 1]; y(0) = 0, y(1) = 0}, quando y esta´ restrito ao conjunto{
y ∈ C1[0, 1] : G(y) =
∫ 1
0
y(x) dx = 1
}
.
Primeiramente observemos que f(x, y, z) = z2 e´ fortemente convexa, enquanto
g(x, y, z) = y e´ somente convexa em IR× IR2. Assim, fazemos
f˜(x, y, z) = z2 + λy
e queremos encontrar λ tal que λg(x, y, z) e´ convexa quando a equac¸a˜o diferencial
d
dx
f˜z[y(x)] = f˜y[y(x)] (5.21)
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tem soluc¸a˜o y0 ∈ S para a qual G(y0) = 1. Agora, como g e´ linear em y e z,
λg(x, y, z) = λy e´ convexa para cada λ real. Neste nosso exemplo, (5.21) fica
d
dx
(2y′(x)) = λ ou y′′(x) =
λ
2
(5.22)
e da´ı a soluc¸a˜o geral de (5.22) e´
y(x) = c1x+ c2 +
λx2
4
.
As condic¸o˜es de fronteira y(0) = 0 = c2 e y(1) = 0 = c1 +
λ
4
nos da˜o
y0(x) = −λ
4
x(1− x) (5.23)
que esta´ em S.
O teorema 16 nos garante que (5.23) minimiza F em S sobre as restric¸o˜es G(y) =
G(y0). Agora, precisamos escolher λ de maneira que G(y0) = 1. Enta˜o,
G(y0) = 1 = −λ
4
∫ 1
0
x(1− x) dx = − λ
24
e, portanto,
λ = −24.
Assim, a soluc¸a˜o do problema e´
y0(x) = 6x(x− 1).
5.8 Dois exemplos de aplicac¸o˜es
Nesta sec¸a˜o iremos apresentar duas aplicac¸o˜es f´ısicas desta teoria de minimizac¸a˜o
de func¸o˜es convexas sujeitas a restric¸o˜es.
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5.8.1 Cabo suspenso - o problema da catena´ria
Para determinar a forma que um longo cabo inestens´ıvel assume, devido ao seu peso,
quando ele esta´ suspenso por suas extremidades, em alturas iguais, como mostra a
figura 5.4, utilizamos o sistema de coordenadas mostrado e o Princ´ıpio de Bernoulli
que diz que a forma assumida pelo fio sera´ a que minimiza a energia potencial do
sistema.
(s, y(s))
H
x
s
y
Figura 5.4: Ilustrac¸a˜o da situac¸a˜o - problema considerada.
Supomos que o cabo tem comprimento L, peso por unidade de comprimento W
e que os suportes sa˜o separados por uma distaˆncia H < L. Enta˜o, utilizando o
comprimento de arco s, ao longo do cabo, como varia´vel independente, a forma do
cabo sera´ especificada por uma func¸a˜o y ∈ C1[0, 1] com y(0) = y(L) = 0, a qual tem
associada a ela a energia potencial dada por
F (y) =W
∫ L
0
y(s) ds.
Ale´m disso, para que a distaˆncia entre os dois suportes seja obedecida, a func¸a˜o y
precisa satisfazer a restric¸a˜o
G(y) =
∫ L
0
√
1− y′2(s) ds =
∫ L
0
dx(s) = H,
onde x(s) denota a posic¸a˜o horizontal de um ponto em uma distaˆncia s ao longo do
cabo e, assim, obtemos x′2(s) + y′2(s) = 1. Claro que |y′(s)| ≤ 1 e se |y′(s1)| = 1,
enta˜o o cabo precisa ter uma ponta (uma protumberaˆncia) em s1.
Agora f(s, y, z) = Wy e´ somente convexa em [0, L] × IR2, enquanto g(s, y, z) =
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−√1− z2 e´ fortemente convexa em [0, L] × IR × (−1, 1). Enta˜o, pelo fato 5.1, a
func¸a˜o f˜(s, y, z) =Wy−λ√1− z2 e´ fortemente convexa quando λ > 0. Assim, pelo
teorema 16, para λ > 0, buscamos uma soluc¸a˜o y para a equac¸a˜o diferencial
d
ds
f˜z[y(s)] = f˜y[y(s)]
em (0, L) que esteja em
S = {y ∈ C1[0, L] : y(0) = y(L) = 0, |y′(s)| < 1 ∀s ∈ (0, L)}.
Para este exemplo, a u´ltima equac¸a˜o diferencial fica
d
ds
(
λy′(s)√
1− y′2(s)
)
= W
ou
λy′(s)√
1− y′2(s) = s+ c, (5.24)
onde trocamos a constante λ porWλ e introduzimos uma nova constante c. Podemos
supor que y e´ sime´trico sobre L/2, o que esta´ de acordo com nossa intuic¸a˜o f´ısica
sobre a forma assumida pelo cabo. Se tomarmos
l =
L
2
segue que y′(l) = 0, e enta˜o, de (5.24), c = −l. Devemos lembrar tambe´m que
precisamos determinar somente y em [0, l], onde esperamos que y′ ≤ 0.
Enta˜o, de (5.24) temos que
y′2(s) =
(s− l)2
λ2 + (s− l)2
em [0, l] e da´ı, com y(0) = 0
y(s) =
∫ s
0
(t− l)√
λ2 + (t− l)2
dt =
√
λ2 + (t− l)2|s0
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ou
y(s) =
√
λ2 + (l − s)2 −
√
λ2 + l2 (5.25)
em [0, l]. Agora, podemos supor que λ > 0, pore´m, temos que satisfazer a relac¸a˜o
de restric¸a˜o ∫ L
0
√
1− y′2(s) ds = H
ou com a simetria assumida ∫ l
0
√
1− y′2(s) ds = H
2
. (5.26)
Substituindo (5.25), (5.26) fica
∫ l
0
√
1− (l − s)
2
λ2 + (l − s)2 ds =
∫ l
0
λ√
λ2 + (l − s)2 ds =
H
2
,
ou com a substituic¸a˜o trigonome´trica (l − s) = λ tan θ, pedimos que para α =
arctan l
λ
h(α) = cotα
∫ α
0
sec θ dθ =
H
2l
=
H
L
.
Agora,
h(α) =
(log(secα+ tanα))
tanα
e´ cont´ınua e positiva em (0, pi
2
) e, enta˜o, pela Regra de L’Hospital com α → 0 e
α→ pi/2, os limites da˜o
secα
sec2 α
= 0 e 1
respectivamente. Enta˜o, pelo Teorema do Valor Intermedia´rio, h assume cada valor
em (0, 1) pelo menos uma vez em (0, pi/2). Assim, existe α ∈ (0, pi/2) para o qual
h(α) =
H
L
e, para esse α,
λ = l cotα > 0,
5.8. DOIS EXEMPLOS DE APLICAC¸O˜ES 135
o que nos daria o y(s) procurado.
A curva resultante e´ definida parametricamente em [0, l] por
y(s) =
√
λ2 + (l − s)2 −
√
λ2 + l2
x(s) =
∫ s
0
√
1− y′2(t) dt = H
2
− λ senh−1
(
l − s
λ
)
o que corresponde a` bem conhecida catena´ria.
Dentre todas as curvas de comprimento L unindo os suportes, a catena´ria sera´ a
que dara´ energia potencial mı´nima e representara´ enta˜o a forma final do cabo.
5.8.2 Minimizando o consumo de combust´ıvel de um foguete
Um foguete de massa m e´ acelerado verticalmente para cima da superf´ıcie da Terra
(que assumimos estaciona´ria), a uma altura h em um tempo T , por uma forc¸amu de
seu motor, onde u e´ a acelerac¸a˜o do foguete. Se supusermos que h e´ bem pequeno,
m e g, onde g e´ a acelerac¸a˜o gravitacional, permanecem constantes durante o voˆo.
Desejamos, enta˜o, controlar o impulso para minimizar o consumo de combust´ıvel
medido por
F (u) =
∫ T
0
u2(t) dt (5.27)
para um dado tempo T de voˆo.
Ainda que T possa variar posteriormente, consideremos primeiro o problema no
qual T e´ fixo. Usamos a Segunda Lei de Movimento de Newton para concluir que
no tempo t, o foguete na altura y = y(t) tem obrigatoriamente a acelerac¸a˜o
y¨ = u− g. (5.28)
Impondo as condic¸o˜es iniciais y(0) = y˙(0) = 0 e y(T ) = h, enta˜o
y(T ) =
∫ T
0
y˙(t) dt,
e da´ı, integrando por partes obtemos
y(T ) =
∫ T
0
(T − t)y¨(t) dt− (T − t)y¨(t)
∣∣∣∣T
0
.
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De (5.28) e usando as condic¸o˜es iniciais segue que
h = y(T ) =
∫ T
0
(T − t)u(t) dt− gT
2
2
.
Assim,
G(u) =
∫ T
0
(T − t)u(t) dt = h+ gT
2
2
= K (5.29)
e enta˜o, minimizaremos F em S = {u ∈ C[0, T ], u ≥ 0} levando em considerac¸a˜o
a restric¸a˜o (5.29).
De acordo com o teorema 16, introduzimos uma constante λ e observamos que o
integrando modificado fica
f˜(t, u, z) = u2 + λ(T − t)u
que e´ fortemente convexo para todo λ, ja´ que o segundo termo e´ linear em u. Ale´m
disso, f˜z ≡ 0. Enta˜o, a equac¸a˜o de Euler-Lagrange para esta nova func¸a˜o fica
f˜u[u(t)] = 0 = 2u(t) + λ(T − t).
Um u0 ∈ S que satisfaz esta equac¸a˜o e´ da forma
u0(t) = −λ
2
(T − t),
onde λ ≤ 0 sera´ obtido de
K =
∫ T
0
(T − t)u0(t) dt = −λ
2
∫ T
0
(T − t)2 dt = −λT
3
6
ou
−λ = 6K
T 3
e enta˜o obtemos
u0(t) =
3K(T − t)
T 3
. (5.30)
Observe que de (5.29) e (5.30) segue que
F (u0) =
∫ T
0
u20(t) dt =
9K2
T 6
∫ T
0
(T − t)2 dt = 3K
2
T 3
=
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3(2h+ gT 2)2
4T 3
= 3
(
h2
T 3
+
gh
T
+
g2T
4
)
,
e podemos usar ca´lculos simples para minimizar esta expressa˜o com respeito a T e
enta˜o obter o tempo o´timo de voˆo
T0 =
(
6h
g
)1/2
.
138 CAPI´TULO 5. MINIMIZAC¸A˜O DE FUNC¸O˜ES CONVEXAS
Cap´ıtulo 6
Teoria de Hamilton Jacobi
6.1 Introduc¸a˜o
Neste cap´ıtulo estudaremos uma nova forma de resolver problemas variacionais: a
Teoria de Hamilton Jacobi. Esta teoria e´ de grande importaˆncia no ca´lculo va-
riacional, ja´ que possibilita a resoluc¸a˜o de problemas mais complexos de maneira
relativamente ra´pida e muito elegante. Ao longo do tempo, f´ısicos e qu´ımicos teˆm
utilizado amplamente esta teoria em problemas aplicados importantes, conforme ve-
remos no decorrer do cap´ıtulo.
Nosso estudo se iniciara´ com a forma canoˆnica da equac¸a˜o de Euler-Lagrange e os
sistemas Hamiltonianos. Em seguida estudaremos as transformac¸o˜es canoˆnicas, a
equac¸a˜o de Hamilton Jacobi, suas soluc¸o˜es, os princ´ıpios variacionais de mecaˆnica e
encerraremos o cap´ıtulo estudando um me´todo para resolver a equac¸a˜o de Jacobi.
Procuraremos durante o texto apresentar exemplos para que os conceitos vistos pos-
sam ficar mais claros para o leitor.
As refereˆncias ba´sicas para esse cap´ıtulo sa˜o os textos [27] e [44].
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6.2 Forma canoˆnica da equac¸a˜o de Euler-Lagrange
e sistemas Hamiltonianos
No cap´ıtulo 1 apresentamos a equac¸a˜o de Euler-Lagrange. Vamos agora estudar
uma outra maneira de escrever esta mesma equac¸a˜o.
Denotaremos, a partir deste momento, a derivada de f(x, y, y′) com respeito a y′
por p, isto e´
p = fy′(x, y, y
′). (6.1)
Trabalhando enta˜o com (x, y, p) ao inve´s de (x, y, y′), resolvemos (6.1) para y′ em
termos de p, x e y e escrevemos
y′ = v(x, y, p). (6.2)
Introduzimos, enta˜o, a func¸a˜o Hamiltoniana
H(x, y, p) = py′ − f(x, y, y′). (6.3)
Usando (6.1) e (6.2), podemos escrever (6.3) como
H(x, y, p) = py′ − f(x, y, y′) = pv(x, y, p)− f(x, y, v(x, y, p)). (6.4)
A relac¸a˜o (6.4) e´ chamada de transformada de Legendre.
Mais adiante, aparecera˜o as vantagens de trabalharmos com a quantidade p ao inve´s
de y′ e, assim, desenvolver o ca´lculo variacional em termos da Hamiltoniana (ao
inve´s da Lagrangiana) com o aux´ılio da transformada de Legendre. Primeiramente,
vamos escrever a equac¸a˜o de um funcional suave yˆ(x) em termos da Hamiltoniana.
Teorema 17 Em termos da Hamiltoniana H(x, y, p), o extremal suave yˆ(x) de La-
grangiana f(x, y, y′) e pˆ(x) = fy′(x, yˆ(x), yˆ′(x)) ≡ fˆ ′y(x) satisfaz o sistema Hamil-
toniano
yˆ′ = Hˆp e pˆ′ = Hˆy (6.5)
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onde fˆ(x) = f(x, yˆ(x), pˆ(x)).
Demonstrac¸a˜o:
Basta calcular Hˆp, Hˆy e da´ı
Hˆp = vˆ + pˆvˆp − fˆy′ vˆp = vˆ = yˆ′
Hˆy = pˆvˆy − fˆy − fˆy′vˆy = −fˆy = − d
dx
[fˆy′ ] = −pˆ′
e assim, o resultado esta´ demonstrado. 
O sistema Hamiltoniano (6.5) e´ conhecido como forma canoˆnica da equac¸a˜o de
Euler-Lagrange e as varia´veis {y, p} sa˜o chamadas de varia´veis canoˆnicas.
Devido ao teorema 17, a forma canoˆnica da equac¸a˜o de Euler-Lagrange tambe´m e´
um condic¸a˜o necessa´ria para a ocorreˆncia de extremos. Assim, para obtermos um
candidato a extremal podemos, ao inve´s de resolver a equac¸a˜o de Euler-Lagrange,
resolver o sistema Hamiltoniano (6.5). Veremos agora um exemplo de como traba-
lhar com o sistema hamiltoniano.
Exemplo 6.1 O problema do oscilador harmoˆnico envolve o seguinte funcional
a ser minimizado ∫
1
2
[m(y′)2 − ky2] dx,
isto e´, a Lagrangiana para este caso e´
1
2
[m(y′)2 − ky2].
Vamos escrever a equac¸a˜o de Euler-Lagrange e a equac¸a˜o na forma canoˆnica para
este problema e comparar os resultados obtidos.
A equac¸a˜o de Euler-Lagrange para este funcional fica
fy − d
dx
(my′) = 0⇔ my′′ + ky = 0. (6.6)
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Para este problema temos
fy′ = my
′ = p
e, portanto,
y′ =
p
m
= v(x, y, p).
Assim, a Hamiltoniana para este funcional fica
H(x, y, p) = pv(x, y, p)− f(x, y, v(x, y, p)) = 1
2
[
p2
m
+ ky2
]
e da´ı, pelo teorema 17,
Hp =
p
m
= y′ (6.7)
e
−Hy = −ky = p′ ⇔ −p′ = ky. (6.8)
Agora, usando (6.7) e (6.8) temos que
y′′ = −ky
m
e, portanto
my′′ + ky = 0. (6.9)
Vemos enta˜o que a equac¸a˜o (6.9) e´ exatamente igual a equac¸a˜o (6.6) obtida pela
equac¸a˜o de Euler-Lagrange na forma que ja´ esta´vamos habituados. Isso ira´ sempre
acontecer. Neste exemplo, p e´ o momento e H e´ a energia total da massa em mo-
vimento. Esse e´ o caso de uma lagrangiana associada a um sistema dinaˆmico de
part´ıculas.
Geralmente, sempre que a evoluc¸a˜o de um fenoˆmeno dinaˆmico e´ caracterizada por
duas varia´veis y(x) e p(x) e governada pelo sistema de equac¸o˜es diferenciais or-
dina´rias (6.5) para algum H = H(x, y, p), o sistema dinaˆmico e´ chamado de sis-
tema Hamiltoniano. Esses sistemas aparecem naturalmente na modelagem de
6.2. FORMA CANOˆNICA E SISTEMAS HAMILTONIANOS 143
fenoˆmenos dinaˆmicos na˜o necessariamente relacionados a mecaˆnica newtoniana ou
ao ca´lculo variacional. Assim, a teoria de sistemas hamiltonianos tambe´m pode en-
contrar aplicac¸o˜es em outras a´reas ale´m do ca´lculo das variac¸o˜es. Devido a uma
convenc¸a˜o em sistemas dinaˆmicos de part´ıculas, p e H sa˜o frequentemente relacio-
nados ao momento e a` energia do sistema que esta´ sendo modelado.
Definic¸a˜o 6.1 Quando a varia´vel independente x na˜o aparece explicitamente, um
sistema de equac¸o˜es diferenciais ordina´rias e´ chamado de sistema autoˆnomo.
Os sistemas dinaˆmicos autoˆnomos possuem algumas propriedades especiais. Temos,
por exemplo, a seguinte lei de conservac¸a˜o de energia:
Teorema 18 Se a hamiltoniana na˜o depende de x explicitamente, isto e´, H =
H(y, p), e se o par {y¯(x), p¯(x)} e´ uma soluc¸a˜o do sistema Hamiltoniano (6.5),
enta˜o, H¯(x) = H(y¯(x), p¯(x)) e´ uma constante, isto e´, H¯(x) = H0 para alguma
constante H0.
Demonstrac¸a˜o:
Este resultado segue diretamente de
dH¯
dx
= H¯yy¯
′ + H¯pp¯′ = H¯yH¯p + H¯p(−H¯y) = 0
e, portanto
H¯(x) = H0
para alguma constante H0, demonstrando assim o teorema. 
Como H se refere, geralmente, a` energia do sistema dinaˆmico, o teorema 18 implica
que a energia do sistema e´ conservada. Assim, um sistema dinaˆmico com hamilto-
niana na˜o dependendo explicitamente de x e´ chamado sistema conservativo.
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No exemplo 6.1 temos um sistema conservativo, pois
H(x, y, p) =
1
2
[
p2
m
+ ky2
]
.
6.3 Transformac¸o˜es canoˆnicas
Nesta sec¸a˜o iremos estudar um tipo de mudanc¸a de varia´veis, que chamaremos de
transformac¸a˜o canoˆnica e com isso, comec¸ar a desenvolver uma maneira de simpli-
ficar nossas resoluc¸o˜es dos problemas.
Pelo exemplo 6.1, a equac¸a˜o de movimento para o oscilador harmoˆnico simples pode
ser dada na forma do sistema Hamiltoniano
−p′ = ky = Hy′
y′ =
p
m
= Hp
com
H =
1
2
[
p2
m
+ ky2
]
.
Suponha, agora, que desejamos trabalhar com um novo conjunto de varia´veis Y e
P ao inve´s de y e p, onde
Y = h(x, y, p), P = g(x, y, p). (6.10)
Escrevemos, enta˜o, o sistema Hamiltoniano em termos de Y e P e obtemos assim
um novo sistema de equac¸o˜es diferenciais ordina´rias. Por exemplo, a mudanc¸a de
varia´veis
Y = p, P = −y (6.11)
transforma o sistema Hamiltoniano em
Y ′ = kP, −P ′ = Y
m
. (6.12)
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O sistema (6.12) e´ um sistema Hamiltoniano com uma nova Hamiltoniana
H∗ =
1
2
[
Y 2
m
+ kP 2
]
. (6.13)
Uma mudanc¸a de varia´veis da forma (6.10) nem sempre preserva a estrutura de um
sistema Hamiltoniano de equac¸o˜es diferenciais. Por exemplo, a mudanc¸a de varia´veis
Y = ey, P = p (6.14)
transforma o sistema Hamiltoniano em
Y ′ =
1
m
PY, −P ′ = KlnY (6.15)
que na˜o e´ um sistema Hamiltoniano, pois (6.15) na˜o deriva de
H(x, y, p) =
1
2
[
p2
m
+ ky2
]
=
1
2
[
P 2
m
+K(lnY )2
]
,
ja´ que se houvesse uma Hamiltoniana H∗ para a qual
H∗P =
PY
m
e
H∗Y = KlnY,
ter´ıamos
H∗ = KY (lnY − 1) + h(P )
para alguma func¸a˜o h da varia´vel P somente. Agora,
H∗P =
dh
dP
precisa ser uma func¸a˜o de P somente. A primeira relac¸a˜o de (6.15) requer enta˜o
H∗P =
PY
m
=
dh
dP
o que na˜o e´ poss´ıvel para qualquer func¸a˜o h(P ). Da´ı segue que (6.15) na˜o e´ um
sistema Hamiltoniano.
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Uma transformac¸a˜o do tipo de (6.10) e´ chamada transformac¸a˜o canoˆnica se ela
transforma um sistema Hamiltoniano (nas varia´veis y, p) em outro sistema Hamil-
toniano (nas novas varia´veis Y e P ). Em outras palavras, uma transformac¸a˜o
canoˆnica preserva a estrutura Hamiltoniana do sistema de equac¸o˜es dife-
renciais ordina´rias. Enta˜o, a transformac¸a˜o (6.11) e´ canoˆnica e a (6.14) na˜o.
Exemplo 6.2 Vamos considerar a seguinte mudanc¸a de varia´veis
Y =
1
2
[
ky2 +
p2
m
]
(6.16)
P = Q(y, p)
[√
mk sin−1
(
y
Q
)
− kx
]
(6.17)
para o oscilador harmoˆnico simples, onde
Q(y, p) =
√
y2 +
p2
mk
. (6.18)
Para reescrever o sistema Hamiltoniano em termos das novas varia´veis Y e P dife-
renciamos ambos os lados de (6.16) e (6.17) com respeito a x e obtemos
Y ′ = kyy′ +
1
m
pp′ = ky
( p
m
)
+
p
m
(−ky) = 0 (6.19)
P ′ = Q′
[√
mk sin−1
(
y
Q
)
− kx
]
+Q
−k +
√
mk
Q2
Qy′ − yQ′√
1− y
2
Q2
 . (6.20)
Com
Q′ =
yy′ +
pp′
mk
Q
= 0,
a expressa˜o para P ′ fica
P ′ = −kQ+
√
mkQy′√
Q2 − y2 = kQ
[
m
y′
p
− 1
]
= 0 (6.21)
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onde a expressa˜o do oscilador harmoˆnico simples foi utilizada em (6.21). Enta˜o, a
transformac¸a˜o dada por (6.16) e (6.17) na˜o so´ e´ canoˆnica, como o sistema transfor-
mado e´ ta˜o simples que a soluc¸a˜o e´ trivial
Y = Y0, P = P0. (6.22)
A soluc¸a˜o do sistema original segue enta˜o diretamente de (6.16), (6.17) e (6.22):
y2 +
p2
mk
=
2Y0
k
, P0 =
√
2Y0
k
√mk sin−1
 y√
2Y0
k
− kx

ou
y =
√
2Y0
k
sin
(√
k
m
x+ µ
)
, p =
√
2Y0m cos
(√
k
m
x+ µ
)
(6.23)
onde
µ =
P0√
2mY0
.
Esse exemplo e toda a discussa˜o feita nesta sec¸a˜o sugerem um me´todo diferente
e indireto para resolver a equac¸a˜o de Euler-Lagrange de um problema variacional
ou sistemas Hamiltonianos: encontrar uma transformac¸a˜o canoˆnica que transforma
um dado sistema Hamiltoniano em outro sistema Hamiltoniano de forma particular-
mente simples. Se o novo Hamiltoniano na˜o depende das varia´veis canoˆnicas novas
(e velhas), isto e´, H∗(x, Y, P ) ≡ H∗(x) enta˜o temos Y = Y0 e P = P0.
6.4 A equac¸a˜o de Hamilton-Jacobi
Nesta sec¸a˜o iremos apresentar a famosa equac¸a˜o de Hamilton-Jacobi e continuar
desenvolvendo o me´todo indireto, citado na sec¸a˜o anterior, de resolver os sistemas
Hamiltonianos.
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Para encontrarmos uma transformac¸a˜o canoˆnica especial que fornec¸a um novo sis-
tema Hamiltoniano Y ′ = P ′ = 0, iremos trabalhar com uma versa˜o variacional do
problema. O problema variacional aqui sera´ para as varia´veis y e p.
J [y, p] =
∫ b
a
[py′ −H(x, y, p)] dx =
∫ b
a
f¯(x, y, p, y′, p′) dx. (6.24)
O funcional J [y, p] e´ obtido de
J [y] =
∫ b
a
f(x, y, y′) dx
expressando f(x, y, y′) em termos de H(x, y, p) pela transformada de Legendre (6.4).
Temos enta˜o, a seguinte equac¸a˜o de Euler-Lagrange para J [y, p]
d
dx
[f¯y′ ] = f¯y,
d
dx
[f¯p′ ] = f¯p
ou
p′ = −Hy, 0 = y′ −Hp .
Isto demonstra o seguinte teorema
Teorema 19 As soluc¸o˜es do sistema Hamiltoniano (6.5) sa˜o os extremais de J [y, p]
em (6.24).
Similarmente, o sistema Hamiltoniano transformado
− P ′ = H∗y , Y ′ = H∗p (6.25)
sa˜o as equac¸o˜es de Euler-Lagrange de
J¯ [Y, P ] =
∫ b
a
[PY ′ −H∗(x, Y, P )] dx. (6.26)
Podemos usar (6.10) para expressar o integrando de (6.26) em termos de y e p para
obter
J¯ [Y, P ] =
∫ b
a
G(x, y, p, y′, p′) dx. (6.27)
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Na˜o e´ necessa´rio que G(x, y, p, y′, p′) e f¯(x, y, p, y′, p′) = py′ − H(x, y, p) sejam
ideˆnticos para o sistema (6.5) se transformar em (6.26) por meio de uma trans-
formac¸a˜o canoˆnica (6.10). E´ suficiente que (6.24) e (6.26) tenham os mesmos extre-
mais.
Definic¸a˜o 6.2 Os integrandos f(x, z, z′) e G(x, z, z′) de
JF [z] =
∫ b
a
f(x, z, z′) dx, JG[z] =
∫ b
a
G(x, z, z′) dx
sa˜o variacionalmente equivalentes se, para alguma func¸a˜o ϕ(x, z) ∈ C2 temos
f(x, z, v) = G(x, z, v) + ϕx(x, z) + ϕz(x, z).v
Com z = (z1, z2, · · · , zn) e v = (v1, v2, · · · , vn), o vetor ϕz = (ϕz1 , ϕz2 , · · · , ϕzn) e´ o
gradiente no espac¸o z e ϕz.v e´ o produto escalar de duas quantidades vetoriais.
Teorema 20 Se f e G sa˜o variacionalmente equivalentes enta˜o elas geram os mes-
mos extremais.
Demonstrac¸a˜o:
A conclusa˜o segue de
JF [z] =
∫ b
a
f(x, z, z′) dx =
∫ b
a
[G(x, z, z′) + ϕx(x, z) + ϕz(x, z)z′] dx =
= [ϕ(x, z(x))]|ba + JG[z] = [ϕ(b, B)− ϕ(a,A)] + JG[z].
O termo ϕ(b, B)−ϕ(a,A) na˜o afeta a forma da equac¸a˜o de Euler-Lagrange de JF [z].
Assim, JF e JG teˆm os mesmos extremais. 
Para a Lagrangiana f¯(x, y, p, y′, p′) = py′ − H(x, y, p) associada ao sistema Hamil-
toniano (6.5), temos z = (z1, z2) = (y, p). Suponha que G(x, y, p, y
′, p′) e´ a Lagran-
giana do sistema Hamiltoniano transformado (6.25) expresso em termos de (x, y, p)
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com a ajuda da transformac¸a˜o canoˆnica (6.10). Para G e f¯ terem o mesmo sistema
hamiltoniano (6.5) como equac¸o˜es de Euler-Lagrange, e´ suficiente que G e f¯ sejam
variacionalmente equivalentes, isto e´
f¯(x, y, p, y′, p′) = G(x, y, p, y′, p′) + ϕx(x, y, p) + y′ϕy(x, y, p) + p′ϕp(x, y, p)
para alguma func¸a˜o ϕ = ϕ(x, y, p) ∈ C2. Da expressa˜o f¯ = py′ − H(x, y, p) e
G(x, y, p, y′, p′) = PY ′ −H∗, a relac¸a˜o entre f¯ e G pode ser escrita como
py′ −H(x, y, p) = PY ′ −H∗(x, Y, P ) + ϕx + ϕyy′ + ϕpp′
ou
pdy −Hdx = PdY −H∗dx+ dϕ. (6.28)
A forma de (6.28) sugere que se tomarmos y e Y como as primeiras varia´veis (ao inve´s
de y e p) com (6.10) reescrito tal que p = g˜1(x, y, Y ) e P = g˜2(x, y, Y ), tomamos
dϕ = ϕxdx+ ϕydy + ϕY dY
tal que (6.28) se torna
(p− ϕy)dy − (P + ϕY )dY − (H −H∗ + ϕx)dx = 0. (6.29)
A equac¸a˜o (6.29) e´ satisfeita se
p = ϕy, (6.30)
− P = ϕY , (6.31)
H∗ = H + ϕx . (6.32)
Dado ϕ(x, y, Y ), (6.30) pode ser resolvida para um dado Y em termos de x, y e p. O
resultado pode ser usado para eliminar Y do lado direito de (6.31). Teremos enta˜o
Y e P em termos de x, y e p; eles determinam a forma de h e g em (6.10). Por esta
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raza˜o, ϕ e´ chamada de func¸a˜o geradora da transformac¸a˜o (6.10). Assumimos que
(6.10) possa ser invertida, isto e´, que podemos escrever
y = h¯(x, Y, P ), p = g¯(x, Y, P ). (6.33)
As relac¸o˜es inversas (6.33) servira˜o para eliminar y e p do lado direito de (6.32)
para uma dada H∗ como func¸a˜o de x, Y e P . A transformac¸a˜o (6.10) induzida pela
func¸a˜o geradora ϕ(x, y, Y ) e´ canoˆnica porque, por construc¸a˜o, JG associado com H
∗
tem os mesmos extremais que JG associado com uma dada Hamiltoniana H. Vamos
resumir esta discussa˜o com o seguinte teorema
Teorema 21 Se, com p = ϕy e P = −ϕY , a func¸a˜o ϕ(x, y, Y ) ∈ C2 induz uma
transformac¸a˜o (6.10) que pode ser invertida para y e p dados em termos de x, Y e
P , enta˜o a transformac¸a˜o e´ canoˆnica. Ela transforma o sistema Hamiltoniano (6.5)
em outro, com seu Hamiltoniano H∗ dado por H +ϕx (expresso em termos de x, Y
e P ).
Pedimos que a func¸a˜o ϕ seja de classe C2 para podemos inverter (6.30) e (6.31).
Se quisermos, podemos tomar y e P como as varia´veis prima´rias (ao inve´s de y e Y )
e escrever (6.28) como
pdy −Hdx = d(PY )− Y dP −H∗dx+ dϕ = dψ − Y dP −H∗dx,
onde ψ = PY + ϕ, ou
(p− ψy)dy + (Y − ψP )dP − (H −H∗ + ψx)dx = 0. (6.34)
A equac¸a˜o (6.34) e´ satisfeita por
p = ψy; (6.35)
Y = ψP ; (6.36)
H∗ = H + ψx . (6.37)
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As primeiras duas relac¸o˜es determinam P e Y em termos de y e p e fixam as formas
de h e g em (6.10). O Hamiltoniano H∗ e´ dado por (6.37) e pelas relac¸o˜es inversas
(6.33).
Para uma soluc¸a˜o simples do sistema transformado, gostar´ıamos de um novo Hamil-
toniano H∗ independente de Y e P . De fato, seria u´til que H∗ = 0, pois, da´ı, com
y e Y sendo as varia´veis prima´rias e H∗ = 0, (6.31) ficaria
H(x, y, p) + ϕx(x, y, Y ) = 0
ou com (6.30)
H(x, y, ϕy(x, y, Y )) + ϕx(x, y, Y ) = 0. (6.38)
A equac¸a˜o (6.38) e´ uma equac¸a˜o diferencial parcial na˜o linear de primeira ordem
para a func¸a˜o desconhecida ϕ(x, y, Y ). Note que Y na˜o aparece explicitamente em
(6.38) e a soluc¸a˜o ϕ e´ determinada somente como uma func¸a˜o de x e y pela equac¸a˜o
(6.38) com Y carregado como um paraˆmetro.
Para um dado Hamiltoniano H(x, y, p) a equac¸a˜o diferencial
H(x, y, ϕy) + ϕx = 0 (6.39)
e´ chamada equac¸a˜o de Hamilton-Jacobi para o correspondente sistema Hamil-
toniano.
Resumimos essa nossa discussa˜o atrave´s do resultado seguinte.
Teorema 22 A equac¸a˜o de Hamilton-Jacobi (6.39) determina a func¸a˜o geradora
ϕ(x, y, Y ) e, com isso, a transformac¸a˜o canoˆnica especial (6.30) e (6.31) para a
soluc¸a˜o do sistema Hamiltoniano (6.5). A soluc¸a˜o de (6.5) e´ obtida pela resoluc¸a˜o
de (6.31), isto e´, P = ϕY (x, y, Y ) para y obtendo y = yˆ(x, Y, P ) e enta˜o, usando
esse resultado em (6.30) obtemos p = pˆ(x, Y, P ) onde Y e P sa˜o duas constantes
arbitra´rias.
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Na˜o nos preocuparemos aqui com resultados teo´ricos que garantam a existeˆncia da
soluc¸a˜o da equac¸a˜o de Hamilton-Jacobi; discutiremos um pouco sobre a soluc¸a˜o da
equac¸a˜o e seu correspondente sistema Hamiltoniano.
6.5 Soluc¸o˜es da equac¸a˜o de Hamilton-Jacobi
Para a transformac¸a˜o (6.10) induzida por ϕ(x, y, Y ) ser invert´ıvel, a soluc¸a˜o da
equac¸a˜o de Hamilton-Jacobi precisa depender do paraˆmetro Y = (Y1, · · · , Yn). Note
que ϕ(x, y, Y ) e´ determinada para uma func¸a˜o arbitra´ria de Y .
Se H e´ independente de x tomamos ϕ = Φ(y, Y )−Ex, onde E e´ uma constante que
geralmente depende dos paraˆmetros Y1, Y2, · · · , Yn, isto e´, E = E(Y ). Em termos de
Φ(y, Y ) a equac¸a˜o de Hamilton-Jacobi se torna
H(y,Φy) = E. (6.40)
Para um escalar y, a equac¸a˜o de Hamilton-Jacobi (6.40) e´ uma equac¸a˜o diferencial
ordina´ria com E como paraˆmetro. Ela e´ muito mais simples de ser resolvida que a
equac¸a˜o de Hamilton-Jacobi original, que e´ uma equac¸a˜o diferencial parcial.
Exemplo 6.3 Voltemos a considerar o exemplo do oscilador harmoˆnico simples.
Ja´ vimos que a Hamiltoniana para este problema e´
H =
1
2
[
ky2 +
p2
m
]
.
Como H na˜o depende de x, podemos trabalhar com a forma reduzida (6.40) e obter
mky2 + Φ2y = 2mY (6.41)
onde temos E = Y (= Y1), pois y e´ um escalar (e, assim, Y tambe´m). A equac¸a˜o
diferencial ordina´ria separa´vel para Φ (6.41) pode ser escrita como
Φy =
√
2mY −mky2 ou Φ =
∫ y√
2mY −mky2 dy,
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isto e´,
ϕ(x, y, Y ) =
∫ y√
2mY −mky2 dy − Y x.
Segue de (6.30), (6.31) e (6.32) que
p = ϕy =
√
2mY −mky2, (6.42)
P = −ϕY = −m
∫ y 1√
2mY −mky2 dy + x = x−
√
m
k
sin−1
(√
k
2Y
y
)
(6.43)
e
−H∗ = Y −H(y,Φy) = Y − 1
2
(
ky2 +
p2
m
)
= 0. (6.44)
A relac¸a˜o (6.44) e´ simplesmente uma integral primeira da equac¸a˜o de movimento
(equac¸a˜o de Euler-Lagrange) para o problema
Y =
1
2
(
ky2 +
p2
m
)
. (6.45)
Para verificar que, de fato, temos os resultados desejados iremos calcular P ′ e Y ′.
Y ′ = kyy′ +
p
m
p′ = ky
( p
m
)
+
p
m
(−ky) = 0
P ′ = 1−
√
m
k
√
k
2Y
y′√
1−ky2
2Y
= 1−√m
p
m√
2Y − ky2 = 0,
onde usamos o sistema Hamiltoniano (6.7), (6.8), (6.9) para eliminar y′ e p′. A
soluc¸a˜o do problema original pode, enta˜o, ser obtida de (6.43) e do fato de P ser
uma constante arbitra´ria, isto e´,
y(x) =
√
2Y
k
sen
(√
k
m
[x− P ]
)
, (6.46)
onde Y tambe´m e´ uma constante arbitra´ria.
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6.6 Princ´ıpios variacionais de mecaˆnica
Uma das a´reas de aplicac¸a˜o mais importantes do ca´lculo variacional e´ a mecaˆnica
cla´ssica: o estudo da evoluc¸a˜o de fenoˆmenos dinaˆmicos envolvendo objetos que po-
dem ser idealizados como part´ıculas ou corpos r´ıgidos.
O estado de um fenoˆmeno e´ caracterizado por um nu´mero de varia´veis dinaˆmicas,
suas posic¸o˜es e velocidades. A evoluc¸a˜o de um fenoˆmeno e´ determinada por um
sistema de equac¸o˜es diferenciais ordina´rias governando essas varia´veis dinaˆmicas.
Essas equac¸o˜es diferenciais apropriadas podem ser deduzidas de leis f´ısicas (como,
por exemplo, as Leis de Newton) postuladas para o fenoˆmeno.
Nesta sec¸a˜o, estaremos interessados em umme´todo alternativo de obter essas equac¸o˜es
que governam o movimento usando algum princ´ıpio variacional para o fenoˆmeno.
Um desses princ´ıpios variacionais mais utilizados em mecaˆnica cla´ssica e´ o princ´ıpio
de Hamilton, que apresentaremos a seguir juntamente com outros princ´ıpios im-
portantes.
O princ´ıpio de Hamilton-Ostrogradsky
Suponha que sobre um sistema de n pontos Mk(xk, yk, zk) de massa
mk (k = 1, 2, · · · , n) sujeito a m ≤ n v´ınculos holoˆnomos1
ψj(x, y, z, t) = 0 (j = 1, 2, · · · ,m) (6.47)
atuam certas forc¸as
Fk(Xk, Yk, Zk) (k = 1, 2, · · · ,m)
que admitem um potencial
U = U(xk, yk, zk, t)
1Vı´nculo que pode ser expresso por um nu´mero de equac¸o˜es entre as coordenadas generalizadas
do sistema e o tempo.
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tal que
Xk =
∂U
∂xk
, Yk =
∂U
∂yk
, Zk =
∂U
∂zk
.
A energia cine´tica do sistema sera´ dada por
T =
1
2
n∑
k=1
mk(x˙k
2 + y˙k
2 + z˙k
2). (6.48)
Nestas condic¸o˜es, considera-se a classe dos movimentos cinematicamente poss´ıveis,
isto e´, compat´ıveis com os v´ınculos (6.47), que levam o sistema de uma configurac¸a˜o
A no instante t = t0 a uma configurac¸a˜o B no instante t = t1. Segundo o princ´ıpio
de Hamilton-Ostrogradsky, o movimento real do sistema passando da posic¸a˜o A a´
posic¸a˜o B, durante o intervalo de t0 a t1, torna estaciona´ria a integral
J =
∫ t1
t0
(T + U) dt, (6.49)
quer dizer, para este movimento δJ = 0.
Trata-se assim, de um problema variacional no domı´nio dos sistemas de 3n func¸o˜es
Xk(t), Yk(t), Zk(t), (k = 1, 2, · · · , n) definidas em [t0, t1], com valores dados nas
extremidades deste intervalo e sujeitas aos v´ınculos (6.47), isto e´, um problema com
extremidades fixas e restric¸o˜es.
O emprego dos me´todos dos multiplicadores de Lagrange introduz a func¸a˜o auxiliar
F = T + U +
m∑
j=1
λj(t)ϕj
e o respectivo sistema de equac¸o˜es de Euler-Ostrogradsky
mkx¨k −Xk −
m∑
j=1
λj(t)
∂ϕj
∂xk
= 0
mky¨k − Yk −
m∑
j=1
λj(t)
∂ϕj
∂yk
= 0
mkz¨k − Zk −
m∑
j=1
λj(t)
∂ϕj
∂zk
= 0,
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um sistema de equac¸o˜es diferenciais que descreve o movimento do sistema.
O princ´ıpio de Lagrange
No caso particular em que os v´ınculos φj e o potencial U na˜o dependem do tempo,
o sistema conserva a sua energia total, quer dizer, T − U = cte.
O princ´ıpio de Lagrange estipula que no domı´nio dos movimentos cinematicamente
poss´ıveis e satisfazendo a` condic¸a˜o T − U = h = cte, que conduzem o sistema da
posic¸a˜o A no instante t0 a` posic¸a˜o B num certo instante t, a integral∫ t
t0
2T dt (6.50)
se torna estaciona´ria.
Este princ´ıpio se formula em termos de um problema variacional com v´ınculos
φj(x, y, z) = 0 (j = 1, 2, · · · ,m), com a restric¸a˜o na˜o-holoˆnoma suplementar
T − U = h e uma extremidade varia´vel.
O princ´ıpio de Jacobi
Se explicitarmos o tempo de (6.50), chegaremos ao princ´ıpio de Jacobi, que diz
que a trajeto´ria γ que conduz um sistema holoˆnomo conservativo de uma posic¸a˜o A
a uma posic¸a˜o B torna estaciona´ria a integral∫
γ
√
2(U + h) ds. (6.51)
Agora que estabelecemos estes treˆs princ´ıpios devemos observar que: o funcional
(6.49) representa a ac¸a˜o no sentido de Hamilton, o funcional (6.50) representa a
ac¸a˜o no sentido de Lagrange e o funcional (6.51) a ac¸a˜o no sentido de Jacobi. Os
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princ´ıpios mecaˆnicos aqui estudados sa˜o chamados de princ´ıpios da ac¸a˜o esta-
ciona´ria ou, as vezes, princ´ıpios da ac¸a˜o min´ınima. Os poss´ıveis extremos dos
funcionais mencionados sera˜o sempre um mı´nimo. Vejamos agora um exemplo de
aplicac¸a˜o destes princ´ıpios.
Exemplo 6.4 - Deduzir, do princ´ıpio da ac¸a˜o mı´nima, o movimento de um ponto
sobre o qual atua apenas a forc¸a da gravidade.
Para resolver este problema iremos admitir que a massa do ponto seja igual a 1
e que o eixo Oy aponta para cima. Podemos escrever enta˜o que
U = −gy. (6.52)
Pelo princ´ıpio de Jacobi, qualquer trajeto´ria cinematicamente poss´ıvel γ deve tornar
a integral
J =
∫
γ
√
2(U + h) ds (6.53)
estaciona´ria. Reescrevendo (6.53) usando (6.52) obtemos
J =
∫ x2
x1
√
2(h− gy)
√
1 + y′2 dx. (6.54)
A equac¸a˜o de Hamilton-Jacobi para este funcional fica
ϕx −
√
2h− 2gy −
(
∂ϕ
∂y
)2
= 0,
ou seja,
(ϕx)
2 + (ϕy)
2 = 2(h− gy).
Admitindo a integral geral
ϕ = Ax+
∫ √
2h− 2gy − A2 dy = Ax− 1
3g
(2h− 2gy − A2)3/2 +B,
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onde A e B sa˜o constantes arbitra´rias, decorre que a equac¸a˜o da Lagrangiana de
(6.54) sera´
x+
A
g
(2h− 2gy − A2)1/2 = C
ou
y =
h
g
− A
2
2g
− g
2A2
(x− C)2,
onde A e C sa˜o constantes indeterminadas. Isto segue do fato da Lagrangeana ser
dada pela relac¸a˜o
∂ϕ
∂A
=
C
2
.
Em particular, passara˜o pela origem, isto e´, satisfara˜o a condic¸a˜o y(0) = 0, as
trajeto´rias parabo´licas da famı´lia monoparame´trica
y = − −g
2A2
x2 +
√
2h− A2
A
x.
6.7 O me´todo da separac¸a˜o aditiva
Com o que vimos ate´ aqui ja´ pudemos perceber que a equac¸a˜o de Hamilton-Jacobi
na˜o necessariamente simplifica o processo de obtenc¸a˜o de um extremal para uma
dada Lagrangiana. Com as equac¸o˜es de Hamilton-Jacobi t´ınhamos que resolver um
conjunto de equac¸o˜es diferenciais ordina´rias e, agora, temos que resolver a equac¸a˜o
de Hamilton-Jacobi que e´ uma equac¸a˜o diferencial parcial. Em geral, equac¸o˜es
diferenciais parciais sa˜o muito mais dif´ıceis de serem resolvidas do que equac¸o˜es
diferenciais ordina´rias. Pore´m, ha´ uma classe, na˜o trivial, muito importante de
problemas nos quais a soluc¸a˜o da equac¸a˜o de Hamilton-Jacobi e´ praticamente direta.
Essa classe de problemas tem a caracter´ıstica particular de ϕ(x, y, Y ) ser uma soma
de func¸o˜es, cada uma envolvendo somente uma componente de y.
Por simplicidade, vamos limitar nossa discussa˜o para sistemas conservativos, isto e´,
nos quais H na˜o depende explicitamente de x. Nesse caso, podemos considerar
ϕ(x, y, Y ) = φ(y, Y )− E(Y )x
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e trabalhar com a equac¸a˜o de Hamilton-Jacobi reduzida (6.40) e obter
H(y, φy) = H(y1, y2, · · · , yn, φ1, · · · , φn) = E, (6.55)
onde φk =
∂φ
∂yk
. Para muitos Hamiltonianos, a soluc¸a˜o da equac¸a˜o (6.55) e´ da forma
φ(y, Y ) = φ1(y1, Y ) + φ2(y2, Y ) + · · ·+ φn(yn, Y ), (6.56)
onde Y = (Y1, · · · , Yn) assume o papel de um paraˆmetro. Em outros casos, somente
uma das varia´veis {yk} e´ aditivamente separada em φ(y, Y ).
Para ver quando e´ poss´ıvel termos uma soluc¸a˜o aditivamente separada da equac¸a˜o
de Hamilton-Jacobi, consideramos o caso no qual H depende de y1 e φ1 somente
atrave´s de uma combinac¸a˜o h1(y1, φ1). Enta˜o
H(y, φy) = H(h1(y1, φ1), y2, · · · , yn, φ2, · · · , φn). (6.57)
Para este caso, buscamos uma soluc¸a˜o para φ da forma
φ(y, Y ) = φ1(y1, Y ) + φ˜(y2, · · · , yn, Y ), (6.58)
isto e´, (6.40) se torna
H(h1(y1, φ1), y2, · · · , yn, φ˜2, · · · , φ˜n) = E. (6.59)
A equac¸a˜o (6.59) precisa ser va´lida para todo y1 enquanto todos os outros yk sa˜o
mantidos fixos. Quando y1 muda, somente h1(y1, φ1) e´ efetuado em H. E da´ı, segue
que h1(y1, φ1(y1)) precisa ser independente de y1, isto e´,
h1(y1, φ˙1) = a1(Y ),
onde o ponto indica a diferenciac¸a˜o com respeito ao argumento (neste caso y1) e a1
e´ um paraˆmetro constante. A equac¸a˜o (6.59) agora se torna
H(a1, y2, · · · , yn, φ˜2, · · · , φ˜n) = E.
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Se y2 e φ˜2 tambe´m so´ aparecem em H na combinac¸a˜o h2(y2, φ˜2), o mesmo argumento
usado acima nos da´ que a varia´vel y2 tambe´m precisa ser aditivamente separada em
φ(y, Y ), isto e´,
φ(y, Y ) = φ1(y1, Y ) + φ2(y2, Y ) + φ¯(y3, · · · , yn, Y )
com φ1 e φ2 determinados pela equac¸a˜o diferencial ordina´ria
hk(yk, φ˙k) = ak(Y ) (k = 1, 2), (6.60)
ja´ que (6.40) se torna uma equac¸a˜o diferencial parcial para φ¯(y3, · · · , yn, Y )
H(a1, a2, y3, · · · , yn, φ¯3, · · · , φ¯n) = E. (6.61)
E agora, e´ evidente que uma soluc¸a˜o de (6.40) na forma (6.56) e´ poss´ıvel se H depen-
der de todos os yk e φk somente atrave´s de n combinac¸o˜es hk(yk, φk), k = 1, 2 · · · , n.
Exemplo 6.5 - O movimento de uma part´ıcula no espac¸o sujeita a` ac¸a˜o de um
campo uniforme na direc¸a˜o y3. (Um exemplo de tal sistema e´ o movimento de uma
part´ıcula de massa m sujeita a` gravidade g.)
Pelo princ´ıpio de Hamilton, a Lagrangiana para este sistema e´
F =
1
2
m(y˙1
2 + y˙2
2 + y˙3
2)−mgy3.
A Hamiltoniana correspondente e´
H =
1
2m
(p1
2 + p2
2 + p3
2) +mgy3,
onde pk =
y˙k
m
. Como H na˜o depende de t a equac¸a˜o de Hamilton-Jacobi redu-
zida (6.40) e´ apropriada para este problema e obtemos enta˜o[
mgy3 +
1
2m
φ3
2
]
+
[
1
2m
φ2
2
]
+
[
1
2m
φ1
2
]
= E. (6.62)
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A equac¸a˜o (6.62) e´ da forma h1(y1, φ1) + h2(y2, φ2) + h3(y3, φ3) = E. Da´ı, segue
que φ pode ser tomado na forma (6.56) com
φk,k = ak (k = 1, 2)
e
φ3,3
2 + 2m2gy3 + a1
2 + a2
2 = 2mE.
Essas relac¸o˜es podem ser integradas para obtermos
φk = ak(yk − yk0) (k = 1, 2) (6.63)∫ y3
y30
√
2mE − a12 − a22 − 2m2yz dz. (6.64)
As constantes de integrac¸a˜o sa˜o escolhidas para que yk(0) = yk0 , k = 1, 2, 3. Os
paraˆmetros a1, a2 e E podem ser renomeados para Y1, Y2 e Y3, respectivamente,
para ser consistente com o que foi desenvolvido nas sec¸o˜es anteriores. Com (6.63) e
(6.64), obtemos para (6.30) e (6.31) p1 = Y1, p2 = Y2,
p3 = −mgy3 +R(y3, Y )
−Pk = yk − Yk
∫ y3
y30
1
R(z, Y )
dz (k = 1, 2)
−P3 = −t+m
∫ y3
y30
1
R(z, Y )
dz
onde
R(y3, Y ) =
√
2mY3 − Y12 − Y22 − 2m2gy3.
As condic¸o˜es iniciais yk(0) = yk0 sa˜o equivalentes a P3 = 0 e Pk = −yk0 , (k = 1, 2)
e, enta˜o, as relac¸o˜es acima nos da˜o
m
∫ y3
y30
1
R(z, Y )
dz =
[
− 1
mg
R(z, Y )
]y3
y30
= t (6.65)
yk = yk0 +
Yk
m
t (k = 1, 2). (6.66)
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A equac¸a˜o (6.65) pode ser simplificada para obtermos
y3(t) = y30 +
1
m
R(y30 , Y )t−
1
2
gt2.
As treˆs constantes indeterminadas Y1, Y2 e Y3, que sa˜o as componentes de Y , sa˜o
obtidas ao colocarmos as condic¸o˜es iniciais y˙k(0) = vk0 , (k = 1, 2, 3).
Para este exemplo, a abordagem do problema pela teoria de Hamilton-Jacobi fi-
cou desnecessariamente complicada, ja´ que se usarmos a equac¸a˜o de Euler-Lagrange
obteremos uma soluc¸a˜o quase direta. Mas este na˜o e´ sempre o caso, principalmente
para problemas envolvendo movimento planar em um campo de forc¸a central. O
exemplo mais conhecido desse tipo de problema e´ o movimento de um planeta em
torno do Sol (ignorando o efeito de outros planetas).
Exemplo 6.6 - Movimento planar de uma part´ıcula sujeita a` ac¸a˜o de um campo de
forc¸a central caracterizado por V (y) ≡ V (r), onde r e´ a distaˆncia radial da origem
do referencial.
Em coordenadas polares (r, θ), no plano do movimento, a Hamiltoniana para este
problema e´
H =
1
2m
(
pr
2 +
1
r2
pθ
2
)
+ V (r)
que segue do princ´ıpio de Hamilton e da transformada de Legendre. Como H e´
independente de t, enta˜o a equac¸a˜o de Hamilton-Jacobi reduzida (6.40) tambe´m se
aplica a este problema
H(r, θ, φr, φθ) =
1
2m
[φr
2 + 2mV (r)] +
1
2mr2
φθ
2 = E
com a func¸a˜o geradora dada por ϕ(t, r, φ, Y1, Y2) = φ(r, θ, Y1, Y2) − Et. Notemos
que θ e φθ aparecem em H somente na combinac¸a˜o (φθ)
2 e podemos igualar a uma
constante aθ
2.
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Devemos tambe´m observar que H na˜o depende de θ explicitamente. Neste caso,
chamamos a coordenada θ de coordenada c´ıclica. Para uma coordenada c´ıclica
podemos escrever
φ(r, θ, Y ) = φ¯(r, Y ) + aθθ
e transformar (6.40) em
r2[φ¯r
2
+ 2mV (r)] + aθ
2 = 2mEr2.
Essa equac¸a˜o pode ser rearranjada para escrevermos
φ¯r =
√
2mY1 − 2mV (r)− Y2
2
r2
≡ R(r, Y ),
onde identificamos Y2 = aθ e Y1 = E e, enta˜o
φ¯(r, Y ) =
∫ r
r0
R(ξ, Y ) dξ + βr,
onde r0 = r(t = 0) e βr e´ uma constante de integrac¸a˜o que na˜o interfere no movi-
mento da part´ıcula e que pode ser obtida. Nesse caso, temos
ϕ(t, r, θ, Y ) = Y2θ − Y1t+
∫ r
r0
R(ξ, Y ), dξ.
Por (6.42), (6.43) e (6.44) obtemos
pr = R(r, Y ),
pθ = aθ = Y2,
−Pr = −t+
∫ r
r0
m
R(ξ, Y )
dξ,
−Pθ = θ −
∫ r
r0
Y2
R(ξ, Y )ξ2
dξ.
O estado inicial da part´ıcula r(0) = r0 e θ(0) = θ0 requer que Pr = 0 e Pθ = θ0. A
expressa˜o para Pr torna-se enta˜o uma equac¸a˜o para t como uma func¸a˜o de r
t =
∫ r
r0
m
R(ξ, Y )
dξ =
∫ r
r0
m√
2mY1 − 2mV (ξ)− pθ2ξ2
dξ. (6.67)
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A expressa˜o para Pθ nos da´ θ como uma func¸a˜o de r
θ − θ0 =
∫ r
r0
pθ
ξ2R(ξ, Y )
dξ,=
∫ r
r0
pθ
ξ2
√
2mY1 − 2mV (ξ)− pθ2ξ2
dξ, (6.68)
onde podemos escrever pθ para Y2. Em outras palavras, a nova coordenada canoˆnica
Y2 e´ agora identificada como sendo o momento angular da part´ıcula e o resultado
Y ′2 = 0, garantido por nossa escolha de ϕ, implica que: O momento angular de
uma part´ıcula em movimento sujeita a` ac¸a˜o de uma forc¸a central e´ con-
servado.
As equac¸o˜es (6.67) e (6.68) da˜o a soluc¸a˜o geral do problema. A equac¸a˜o (6.68) da´
a relac¸a˜o entre r e θ, isto e´, a equac¸a˜o da trajeto´ria. Ja´ a equac¸a˜o (6.67) nos da´ a
distaˆncia r como uma func¸a˜o impl´ıcita do tempo t, que pode ser explicitada para
obtermos r como func¸a˜o de t explicitamente.
A segunda lei de Kepler para o movimento planeta´rio e´ um caso particular desse
resultado.
Para movimentos planeta´rios, temos que V (r) = −c0
r
e, do que foi feito acima sabe-
mos que a equac¸a˜o geral da trajeto´ria e´
θ =
∫
aθ
r2
√
2mE + 2m c0
r
− aθ2
r2
dr.
Integrando esta expressa˜o obtemos
θ = cos−1
(
aθ
r
)− (mc0
aθ
)
√
2mE +
m2c20
a2θ
+ cte,
tomando a origem de θ tal que cte = 0 e chamando
p =
a2θ
mc0
, e =
√
1 +
2Ea2θ
mc20
(6.69)
podemos escrever a equac¸a˜o da trajeto´ria como
p
r
= 1 + e cos θ. (6.70)
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Essa e´ a equac¸a˜o de uma sec¸a˜o coˆnica. De (6.69) vemos que se E ≤ 0 enta˜o a
excentricidade e ≤ 1, isto e´, a o´rbita e´ uma elipse e o movimento e´ finito.
De acordo com as fo´rmulas da geometria anal´ıtica, o semi-eixo maior e o semi-eixo
menor da elipse sa˜o dados, respectivamente, por
a =
p
1− e2 =
c0
2
|E|,
b =
p√
(1− e2) =
a2θ√
2m|E| .
Os focos da elipse sera˜o dados por
rmin =
p
(1 + e)
= a(1− e),
rmax =
p
(1− e) = a(1 + e).
Assim, obtivemos para a o´rbita do movimento uma equac¸a˜o que descreve uma elipse.
Ela corresponde a` primeira lei de Kepler para movimentos planeta´rios. Ob-
ter´ıamos o mesmo resultado atrave´s da equac¸a˜o de Euler-Lagrange ou pelas equac¸o˜es
de movimento da mecaˆnica Newtoniana. Pore´m, seria muito mais trabalhoso. Para
este exemplo, ale´m de [44] tomamos como refereˆncia [28].
Cap´ıtulo 7
Projetos
7.1 Introduc¸a˜o
Os trabalhos de J. Dewey [15] e W. H. Kilpatrick [26] sa˜o pioneiros no uso de
projetos no ensino, e preconizavam, ja´ na primeira de´cada do se´culo vinte, que o
aluno se tornasse “ator da sua formac¸a˜o, por interme´dio de aprendizagens concretas
e significativas para si”([4, p.193]).
O ensino e a aprendizagem do Ca´lculo vem se beneficiando com va´rias iniciativas
envolvendo o uso de projetos no ensino. Costa e Grou apresentam as primeiras
reflexo˜es sobre o uso de projetos no ensino de Ca´lculo de uma e va´rias varia´veis
na Universidade Estadual de Campinas [10, 11]. Segundo estas autoras ([10, p.10],
“ ...os procedimentos utilizados em experieˆncias desta natureza esta˜o baseados em
fatores que transcendem ao Ca´lculo: envolvimento, iniciativa e entusiasmo de alunos
e professores.”
O uso de projetos no ensino de Ca´lculo visa dar um cara´ter mais flex´ıvel a` ementa
r´ıgida de uma disciplina obrigato´ria dos cursos de Cieˆncias Exatas e Engenharias. Os
artigos [12] e [19] relacionam aspectos histo´ricos e f´ısicos ao tema a ser trabalhado, e
aliam modelagem matema´tica a` ferramenta computacional para resgatar os conceitos
de Ca´lculo. Indo ale´m, os projetos podem tambe´m promover uma maior integrac¸a˜o
entre as diferentes a´reas do conhecimento na medida em que os alunos compreendem
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a repercussa˜o destes conhecimentos na sociedade e na cultura. Como exemplo de
tais atividades convida-se o leitor a conhecer os trabalhos [20] e [32], que exploram
temas ambientais, como a questa˜o do lixo na Universidade, e curvas de n´ıvel e o
vazamento de um navio petroleiro.
Os projetos desenvolvidos por alunos ingressantes na Universidade que cursam a
disciplina de Ca´lculo de uma varia´vel podem ser um importante instrumento capaz
de fazer a transic¸a˜o do ensino me´dio para o ensino superior e mostrar a relevaˆncia
do Ca´lculo neste processo transito´rio [37, p.127].
Pretende-se neste cap´ıtulo explorar o recurso dida´tico do projeto por meio do es-
tabelecimento de uma ponte, agora entre o Ca´lculo e o Ca´lculo Variacional. Neste
sentido, este cap´ıtulo se inicia com uma sec¸a˜o de exerc´ıcios preliminares envolvendo
problemas de ma´ximos e mı´nimos de va´rias varia´veis utililizando o Teorema de La-
grange.
A seguir sa˜o apresentadas duas sugesto˜es de projetos envolvendo to´picos cla´ssicos do
ca´lculo variacional explorados sob os olhares anal´ıtico, geome´trico, histo´rico, compu-
tacional e f´ısico. Estes projetos destinam-se potencialmente para estudantes de final
de graduac¸a˜o e de po´s-graduac¸a˜o. A primeira proposta trabalha com geode´sicas e a
segunda com o problema da Braquisto´crona. Elas envolvem uma abordagem teo´rica
dos assuntos e tambe´m possibilitam que os alunos visualizem, por meio de progra-
mas computacionais com recursos gra´ficos, alge´bricos e simbo´licos, alguns resultados
vistos na teoria.
Vale ressaltar que os recursos computacionais colaboram para a compreensa˜o do
cara´ter local das soluc¸o˜es dos problemas variacionais sob considerac¸a˜o. Resultados
de existeˆncia (e unicidade) de soluc¸a˜o nem sempre favorecem a construc¸a˜o e visu-
alizac¸a˜o efetiva deste objeto matema´tico. Tanto no caso das geode´sicas quanto no
problema da braquisto´crona, os recursos gra´ficos, nume´ricos e alge´bricos, aliados
ao conhecimento dos conceitos envolvidos e dos pre´-requisitos, proporcionam um
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conjunto de ferramentas para se levantar conjecturas e buscar elementos para com-
prova´-las ou verificar que na˜o sa˜o va´lidas. A` medida que o computador simplifica os
procedimentos alge´bricos e favorece a visualizac¸a˜o gra´fica, pode fornecer subs´ıdios
para ousarmos mais e irmos mais longe, indagando, explorando e buscando para
ale´m do que ja´ foi constru´ıdo e apreendido.
7.1.1 Exerc´ıcios preliminares
Pre´-requisitos: Ma´ximos e mı´nimos em va´rias varia´veis [16] e Teorema de La-
grange, que sera´ enunciado a seguir.
Teorema dos Multiplicadores de Lagrange (caso geral com m restric¸o˜es de
igualdade em IRn)
Sejam f , g1, . . . , gm func¸o˜es de classe C
1 de n varia´veis e seja x∗ um extremo (ma´ximo
ou mı´nimo) local de f no conjunto via´vel
D = {x ∈ IRn | g1(x) = k1, . . . , gm(x) = km}.
Suponha que∇g1(x∗), . . . ,∇gm(x∗) sa˜o vetores linearmente independentes (condic¸a˜o
de regularidade em x∗). Enta˜o existem nu´meros reais λ∗1, . . . , λ
∗
m (multiplicadores
de Lagrange) tais que (x∗,λ∗) e´ um ponto cr´ıtico da func¸a˜o Lagrangeana
L(x,λ) = f(x)− λ1 (g1(x)− k1)− · · · − λm (gm(x)− km) .
1. Dentre os pontos do elipso´ide
x2
a2
+
y2
b2
+
z2
b2
= 1,
onde a > b, prove que aqueles que esta˜o mais pro´ximos da origem se acham
sobre o plano x = 0.
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2. Considere a reta de equac¸a˜o y = x− 5 e a curva x2+(y− 2)2 = 4. Encontre o
ponto (r, s) na reta e o ponto (t, u) na curva que realizam a distaˆncia mı´nima
entre a reta e a curva, seguindo as seguintes etapas:
(a) Fac¸a um esboc¸o da situac¸a˜o para compreender o problema.
(b) Formule matematicamente o problema: minimizar o quadrado da distaˆncia
entre os pontos, sujeito aos pontos pertencerem, respectivamente, a`s cur-
vas dadas, definindo a func¸a˜o objetivo e os v´ınculos. Note que as func¸o˜es
envolvidas possuem quatro varia´veis: (r, s, t, u).
(c) Utilize a restric¸a˜o “(r, s) pertence a` reta”para reduzir a dimensa˜o do
problema, que passa a ter treˆs varia´veis e um u´nico v´ınculo.
(d) Resolva o sistema de Lagrange resultante e analise o(s) resultado(s) ob-
tido(s).
(e) Fac¸a um novo esboc¸o para visualizar a soluc¸a˜o encontrada e valida´-la
graficamente.
3. Defina duas elipses disjuntas em IR2 e encontre os pontos que realizam a
distaˆncia mı´nima entre ambas. Como roteiro, baseie-se nas etapas do item an-
terior, mas observe que neste caso o problema permanece com quatro varia´veis
e duas restric¸o˜es.
-2 2 4 6 8 10 12
-1
1
2
3
4
5
6
Figura 7.1: Ilustrac¸a˜o para a situac¸a˜o problema sugerida no item 3, com as soluc¸o˜es
demarcadas
Este problema e o anterior esta˜o propostos em [18].
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4. O problema a seguir foi inspirado na abordagem presente em [41]. Utilizando
o me´todo dos Multiplicadores de Lagrange, podemos demonstrar duas desi-
gualdades extremamente importantes em ana´lise matema´tica: a desigual-
dade de Cauchy-Schwarz-Bunyakovskii e a desigualdade de Ho¨lder.
A desigualdade de Cauchy-Schwarz-Bunyakovskii foi demonstrada em IRn por
Cauchy em 1821, por Bunyakovskii para integrais em 1859 e por Schwarz para
integrais duplas em 1885. Ela estabelece o seguinte: para nu´meros arbitra´rios
a1, a2, · · · , an, b1, b2, · · · , bn temos a seguinte desigualdade:
a1b1 + · · ·+ anbn ≤ (a12 + · · ·+ an2)1/2(b12 + · · ·+ bn2)1/2.
Ja´ a desigualdade de Ho¨lder foi demonstrada por Ho¨lder em 1889 e estabelece
que para nu´meros na˜o negativos a1, a2, · · · , an, b1, b2, · · · , bn e para p > 1, q =
p
p−1 vale a seguinte desigualdade:
a1b1 + · · ·+ anbn ≤ (a1p + · · ·+ anp)1/p(b1q + · · ·+ bnq)1/q.
Com o aux´ılio dessas desigualdades podemos demonstrar importantes resulta-
dos de ana´lise matema´tica, principalmente sobre normas.
Agora, trabalhando com problemas de ma´ximos e mı´nimos em va´rias varia´veis:
(a) Demonstre a desigualdade de Cauchy-Schwarz-Bunyakovskii. Sugesta˜o:
com base na desigualdade, escolha a func¸a˜o objetivo adequada e trabalhe
com a restric¸a˜o x21 + x
2
2 + · · ·+ x2n = B2
(b) De maneira ana´loga, demonstre a desigualdade de Ho¨lder. Sugesta˜o:
leve em considerac¸a˜o o fato de esta desigualdade valer para nu´meros na˜o
negativos, e adapte a ide´ia usada em 4a.
(c) Definimos a norma euclidiana de z = (z1, z2, · · · , zn) por
‖z‖2 =
√
z21 + · · ·+ z2n.
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Demonstre que esta norma satisfaz a desigualdade triangular
‖x+ y‖2 ≤ ‖x‖2 + ‖y‖2.
Sugesta˜o: utilize a desigualdade de Cauchy-Schwarz-Bunyakovskii.
(d) Mostre que a norma-p,
‖x‖p = (
n∑
k=1
‖xk‖p)1/p,
p > 1 satisfaz a desigualdade triangular. Sugesta˜o: utilize a desigualdade
de Ho¨lder.
5. Nos itens anteriores trabalhou-se com problemas de ma´ximos e mı´nimos de
va´rias varia´veis. O ca´lculo variacional aparece enta˜o, como uma continuac¸a˜o
desta teoria para problemas mais gerais. Comprove isto fazendo uma pequena
nota histo´rica sobre a evoluc¸a˜o dos problemas de ma´ximos e mı´nimos e seus
me´todos de resoluc¸a˜o. Uma boa refereˆncia para isto e´ o [cap´ıtulo 1 deste texto]
e [41].
7.2 Projeto sobre geode´sicas
Por dois pontos quaisquer sobre uma superf´ıcie, ha´ infinitos caminhos na superf´ıcie
que os ligam. Se existir uma curva de menor comprimento entre estes dois pontos,
enta˜o ela e´ denominada uma linha geode´sica (ou geode´sica).
De acordo com [25], o primeiro artigo sobre o menor caminho entre dois pontos
numa superf´ıcie geral, De Linea Brevissima in Superficie Quacunque Duo Quaelibet
Puncta Jungente (On the Shortest Line on the Arbitrary Surface Connecting Any
Two Points Whatsoever), foi publicado por Euler em 1732.
Este projeto tem por objetivo trac¸ar um panorama das geode´sicas com os elementos
teo´ricos desenvolvidos no texto.
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7.2.1 Geode´sicas na esfera
Esta parte do projeto tem por objetivo revisitar conceitos de Geometria Anal´ıtica,
Ca´lculo de va´rias varia´veis, Ana´lise, Ca´lculo variacional e Geometria Diferencial re-
lacionados ao tema das Geode´sicas.
Pre´-requisitos: coordenadas esfe´ricas [16], equac¸a˜o de plano[46], distaˆncia geode´sica
[34], teorema da Func¸a˜o Impl´ıcita [30], comprimento de arco [cap´ıtulo 1 deste texto],
equac¸a˜o de Euler-Lagrange [cap´ıtulo 1 deste texto], geode´sicas sob o ponto de vista
da geometria diferencial [34].
Geode´sicas via Geometria Anal´ıtica
1. Como a superf´ıcie da Terra pode ser considerada esfe´rica, o problema de de-
terminar qual o menor caminho entre dois pontos em uma esfera sempre teve
grande destaque. Fac¸a uma pesquisa e encontre exemplos que ilustrem a im-
portaˆncia dessa ide´ia. Uma sugesta˜o seria pesquisar sobre a cartografia e as
grandes navegac¸o˜es.
2. As cidades de Dallas (Latitude, Longitude) = (32◦N, 97◦O) e Nagasaki
(Latitude, Longitude) = (32◦N, 180◦L) esta˜o sobre o mesmo paralelo. Uti-
lizando coordenadas esfe´ricas localize-as na superf´ıcie da Terra. Suponha o
raio da Terra 6375km.
3. Determine a equac¸a˜o do plano P1 que passa pelas duas cidades e e´ pararelo ao
eixo z. Visualize este plano juntamente com a superf´ıcie da Terra e as duas
cidades.
174 CAPI´TULO 7. PROJETOS
4. Determine a equac¸a˜o do plano P2 que passa pelas duas cidades e pelo centro
da Terra. Visualize-o juntamente com a superf´ıcie da Terra e as duas cidades.
5. Obtenha a curva intersec¸a˜o do plano P1 com a superf´ıcie da Terra.
6. Obtenha a curva intersec¸a˜o do plano P2 com a superf´ıcie da Terra.
Figura 7.2: O caminho mais curto entre Dallas e Nagasaki (arco de cima) e a linha
de rumo (loxodromia) obtida no item 5.
7. Utilizando produto interno de vetores calcule a distaˆncia, na superf´ıcie da
Terra, entre as duas cidades considerando as curvas obtidas em 5 e 6.
Atenc¸a˜o! Neste ca´lculo, considere sempre o menor dos arcos de c´ırculo entre
as duas cidades.
8. Compare os resultados obtidos em 7.
Uma maneira popular (e mais antiga) de descrever geode´sicas e´ chama´-las de curvas
de menor distaˆncia entre dois pontos numa superf´ıcie. Isto e´ verdade certamente
para o plano, onde as geode´sicas sa˜o segmentos de retas, que da˜o a menor distaˆncia
entre quaisquer dois de seus pontos. Mas vejamos o que ocorre com a superf´ıcie
esfe´rica. Pode-se estabelecer que a menor distaˆncia entre dois pontos P e Q na
esfera e´ ao longo de uma geode´sica, que neste caso e´ um grande c´ırculo formado
pela intersec¸a˜o da esfera com o plano que passa por P , Q e o centro da esfera (veja
figura 7.3).
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Figura 7.3: Um grande c´ırculo na superf´ıcie da Terra.
Mas existem dois arcos de grande c´ırculo entre dois de seus pontos e somente um
deles e´ a curva de menor distaˆncia, exceto quando P e Q sa˜o os pontos finais de
um diaˆmetro, denominados pontos ant´ıpodas, quando ambos os arcos teˆm o mesmo
comprimento. Este exemplo da esfera tambe´m mostra que nem sempre e´ verdade
que por dois pontos passa uma u´nica geode´sica: quando P e Q sa˜o pontos ant´ıpodas
qualquer grande c´ırculo por P e Q e´ uma geode´sica [39, p.140].
9. Escolha duas cidades na superf´ıcie da Terra que na˜o esta˜o no mesmo paralelo
e nem no mesmo meridiano. Tente visualizar o menor dos arcos do grande
c´ırculo que passa pelas cidades escolhidas. Isto e´ sempre poss´ıvel? Por que?
Qual o resultado de ana´lise que nos permite afirmar algo a este respeito? Deˆ
um exemplo mostrando um caso onde a visualizac¸a˜o desta curva na˜o e´ poss´ıvel.
Sugesta˜o: tenha em mente o Teorema da Func¸a˜o Impl´ıcita.
Geode´sicas via Ca´lculo Variacional
10. Queremos estabelecer que o caminho mais curto entre dois pontos na esfera
e´ um arco do grande c´ırculo pensando nesse problema como um problema de
minimizar o comprimento de um arco ligando dois pontos. Escreva a expressa˜o
que fornece o comprimento de arco entre dois pontos dados em uma esfera.
11. O problema de encontrar o menor caminho entre os dois pontos dados na
esfera se transforma enta˜o no problema de minimizar a integral obtida em
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10. A a´rea da matema´tica que trata deste tipo de problema e´ o Ca´lculo
Variacional. Tente resolver este problema da mesma maneria que resolveria
um problema usual de ma´ximo e mı´nimo. Quais as dificulades encontradas?
Sugesta˜o: comece pensando em encontrar pontos cr´ıticos.
12. Enuncie e demonstre algum teorema que fornec¸a uma maneira de derivarmos
uma integral e assim podermos calcular os pontos cr´ıticos do problema que
estamos considerando. Sugesta˜o: veja o [cap´ıtulo 1 deste texto] e [22]
13. Utilizando o resultado obtido em 12 e´ poss´ıvel encontrar os pontos cr´ıticos
para este problema. Com base nisto, tente encontrar uma condic¸a˜o necessa´ria
para uma curva y = y(x) ser um extremal do problema, isto e´, ser uma curva
candidata a minimizar a integral desejada. O objetivo deste item e´ chegar na
famosa Equac¸a˜o de Euler-Lagrange.
14. Com base no que foi feito em 13 encontre uma curva candidata a extremo
do problema considerado. Com isso sera´ poss´ıvel obter um arco de grande
c´ırculo como geode´sica. Sugesta˜o: consulte o [cap´ıtulo 1 deste texto] e estude
detalhadamente a sec¸a˜o que trata da Equac¸a˜o de Euler-Lagrange.
Figura 7.4: Um meridiano e o equador da esfera.
15. Com base no que foi visto no decorrer do projeto, discuta o cara´ter local das
geode´sicas, justificando-o. Note que esta resoluc¸a˜o do problema via ca´lculo
variacional na˜o nos da´ os meridianos e o equador da esfera como geode´sicas
(ver figura 7.4).
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16. Algo mais: Geode´sicas via Geometria Diferencial e F´ısica
(a) Equil´ıbrio de um fio ela´stico sobre uma superf´ıcie: imagine um
fio ela´stico colocado sobre uma superf´ıcie e fixado em dois pontos. Ao
adquirir a forma do caminho mais curto entre estes pontos, este fio se
po˜e em equil´ıbrio e este equil´ıbrio e´ esta´vel (isto e´, se o tirarmos desta
posic¸a˜o, alargamos este fio, e o mesmo tendera´ a reduzir-se, tomando
novamente a posic¸a˜o inicial). E´ poss´ıvel obter o seguinte resultado: para
que um fio ela´stico sobre uma superf´ıcie esteja em equil´ıbrio e´ necessa´rio
que em qualquer ponto deste fio a normal principal coincida com a normal
a` superf´ıcie [31, p.56]. Podemos enta˜o dar uma definic¸a˜o de geode´sicas
levando em considerac¸a˜o este resultado.
Definic¸a˜o 7.1 Uma geode´sica numa superf´ıcie e´ uma curva tal que em
cada um de seus pontos, a normal principal coincide com a normal a`
superf´ıcie [31].
i. Prove que uma curva numa superf´ıcie para a qual o plano osculador1
passa, em cada um de seus pontos, pela normal a` supef´ıcie neste
ponto, e´ uma geode´sica [31, p.56] [25, p.116].
ii. Mostre que um arco de grande c´ırculo satisfaz a` definic¸a˜o de geode´sica
dada acima [31, p.57].
iii. Encontre um me´todo de obter os meridianos e o equador da esfera
como geode´sica. Sugesta˜o: uma boa refereˆncia para isto e´ [34] que
trata o problema via geometria diferencial.
(b) Princ´ıpio de Hertz: Um ponto que se move em um plano por ine´rcia
descreve uma linha reta (o primeiro princ´ıpio de Newton).
1Seja α(s) uma curva. O plano gerado pelos vetores α′(s) (vetor tangente a` curva) e η(s) (vetor
normal a` curva) e´ chamado de plano osculador.
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Um ponto que se move por uma superf´ıcie sem ac¸a˜o de qualquer forc¸a
externa, descreve uma geode´sica.
• Mostre que, no caso da esfera, um ponto em sua superf´ıcie, se na˜o
sofre ac¸a˜o de qualquer forc¸a externa, se move por um grande c´ırculo
[31, p.62].
7.2.2 Geode´sicas em superf´ıcies planifica´veis
Esta parte do projeto tem o objetivo de apresentar ou revisar o conceito de isome-
tria, que pode ser muito u´til no trac¸ado de geode´sicas. Este conceito pode simplificar
consideravelmente o estudo das geode´sicas de certas superf´ıcies.
Pre´-requisitos: isometria [34], equac¸a˜o de Euler-Lagrange [cap´ıtulo 1 deste texto],
condic¸o˜es necessa´rias de Legendre e de Jacobi [cap´ıtulo 3 deste texto], minimizac¸a˜o
de func¸o˜es convexas [cap´ıtulo 5 deste texto].
1. Deˆ a definic¸a˜o de isometria.
2. Demonstre que se S e S ′ sa˜o superf´ıcies regulares, N : S → S ′ e´ uma isometria
e α e´ uma geode´sica em S, enta˜o N(α) e´ uma geode´sica em N(S) = S ′.
Sugesta˜o: consulte [6].
3. Considere um cilindro circular de raio 1. Usando as equac¸o˜es de Euler-
Lagrange obtenha os candidatos a geode´sicas: retas, he´lices circulares e, em
particular, c´ırculos (veja figura 7.5). Veja que estes candidatos devem satisfa-
zer as condic¸o˜es necessa´rias de Legendre e de Jacobi.
4. O cilindro e o plano sa˜o localmente isome´tricos. Construa uma isometria do
cilindro no plano. Prove que, de fato, a expressa˜o encontrada e´ uma isometria.
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Figura 7.5: Curvas candidatas a geode´sicas no cilindro.
5. Usando os resultados de 2 e 4 visualize as geode´sicas no cilindro.
6. Obtenha, novamente, a he´lice circular como geode´sica do cilindro so´ que agora
analisando, sob o ponto de vista da convexidade, o integrando a ser estudado.
Sugesta˜o: uma boa refereˆncia para este to´pico e´ o [cap´ıtulo 5 deste texto].
7. O plano e o cone tambe´m sa˜o localmente isome´tricos. Construa uma isometria
local entre eles e mostre que e´, de fato, uma isometria.
8. Levando em considerac¸a˜o 2 e 7 visualize as geode´sicas no cone.
Figura 7.6: Trecho de uma geode´sica no cone.
9. O problema a seguir foi retirado de [42]. Considere o cone circular mostrado na
figura 7.7. Para encontrar curvas geode´sicas da forma θ = θ(r) unindo pontos
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(r1, θ1) e (r2, θ2) assumimos, sem perda de generalidade, que r1 > r2 > 0,
θ1 = 0 e 0 ≤ θ2 ≤ pi.
Figura 7.7: Ilustrac¸a˜o extra´ıda de [42, p. 86] mostrando o cone considerado no
problema 9.
(a) Suponha que θ ∈ C1[r1, r2]. Derive a func¸a˜o comprimento de arco L(θ).
Ela e´ convexa?
(b) Quando θ2 6= 0, prove que L(θ) e´ minimizada unicamente em
D = {θ ∈ C1[r1, r2] : θ(0) = 0, θ(r2) = θ2},
por θ = b sec−1(r1/c), desde que a constante c possa ser escolhida tal que
θ(r2) = θ2.
(c) O que acontece quando θ2 = 0?
10. Desdobramento: outras superf´ıcies planifica´veis - Crie uma nova su-
perf´ıcie planifica´vel, fac¸a um estudo ana´logo ao que foi feito no decorrer desta
parte do projeto e inclua alguns aspectos novos. Boas sugesto˜es de superf´ıcies
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planifica´veis e algumas aplicac¸o˜es interessantes podem ser encontradas nos
seguintes sites:
www.javaview.de
www.ime.unicamp.br/~calculo/modulos/intcil.
O primeiro site conte´m, dentre outros materiais, geode´sicas em diversas su-
perf´ıcies poliedrais. Ja´ o segundo site e´ um mo´dulo animado sobre intersec¸o˜es
de cilindros. A respeito de geode´sicas em superf´ıcies poliedrais uma outra boa
refereˆncia e´ [31] que, ale´m disso, trabalha tambe´m com a ide´ia mecaˆnica de
geode´sica como linha de tensa˜o mı´nima.
7.2.3 Geode´sicas em superf´ıcies de revoluc¸a˜o mais gerais
Pre´-requisitos: equac¸a˜o de Euler-Lagrange [cap´ıtulo 1 deste texto], parametrizac¸o˜es
de superf´ıcies de revoluc¸o˜es gerais [cap´ıtulo 1 deste texto], Relac¸a˜o de Clairaut [27],
problemas isoperime´tricos [cap´ıtulo 2 deste texto].
O objetivo desta sec¸a˜o e´ discutir um pouco sobre as geode´sicas em superf´ıcies de
revoluc¸a˜o mais gerais, analisar alguns resultados teo´ricos e algumas consequeˆncias
interessantes.
1. Obtenha, via equac¸o˜es de Euler-Lagrange, as equac¸o˜es das geode´sicas de uma
superf´ıcie de revoluc¸a˜o geral.
2. Escolha alguma superf´ıcie mais simples, como, por exemplo o cilindro, e tente
visualizar, sob a o´tica de 1 suas geode´sicas. Isto e´ sempre poss´ıvel? Quais as
dificuldades encontradas? Compare-as com as observadas no item 9 da sec¸a˜o
7.2.1.
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Figura 7.8: Geode´sicas em superf´ıcies de revoluc¸a˜o mais gerais.
3. Considere superf´ıcies de revoluc¸a˜o parametrizadas por
x = f(v) cos u, y = f(v) sinu, z = g(v).
Discuta sob que condic¸o˜es os meridianos e os paralelos desta superf´ıcie de
revoluc¸a˜o sa˜o geode´sicas. Sugesta˜o: pesquise sobre plano de simetria e a
relac¸a˜o deste com as geode´sicas. Veja, por exemplo, [31, p.61].
4. Pesquise em livros de geometria diferencial o que diz a Relac¸a˜o de Clai-
raut. Demonstre esta relac¸a˜o a partir do que foi feito em 3. Sugesta˜o: esta
abordagem e´ apresentada na obra [6].
5. Usando a Relac¸a˜o de Clairaut mostre que qualquer geode´sica de um para-
bolo´ide de revoluc¸a˜o
z = x2 + y2
que na˜o seja um meridiano, se auto intercepta um nu´mero infinito de vezes.
Visualize isto usando o Mathematica. Sugesta˜o: uma boa refereˆncia para
este item e´ [6], ja´ que o autor explora de maneira detalhada este problema.
6. Desdobramento - Problemas Isoperime´tricos e Teorema de Clairaut
(a) Consulte o cap´ıtulo 2 deste texto para formalizar a definic¸a˜o de Problema
Isoperime´trico.
7.3. PROJETO SOBRE A BRAQUISTO´CRONA 183
(b) O problema isoperime´trico mais famoso e´ o Problema de Dido. Pesquise
a histo´ria deste problema, escreva seu enunciado e resolva-o com base no
Teorema de Lagrange, sem utilizar conceitos do ca´lculo variacional. Su-
gesta˜o: pense como nos problemas de ma´ximos e mı´nimos com restric¸o˜es
trabalhados nos exerc´ıcios preliminares.
(c) Resolva agora o mesmo problema so´ que utilizando a equac¸a˜o de Euler-
Lagrange e os conceitos abordados no cap´ıtulo 2 deste texto.
(d) O problema das geode´sicas tambe´m pode ser tratado como um problema
isoperime´trico. Obtenha o arco de grande c´ırculo como geode´sica da es-
fera utilizando esta ide´ia. Sugesta˜o: minimize o comprimento do arco
ligando dois pontos na esfera levando em considerac¸a˜o que o arco mini-
mizador deve estar na superf´ıcie G(x, y, z) = 0. Este problema e´ tratado
na sec¸a˜o 3 do cap´ıtulo 2 deste texto.
(e) Utilizando as ide´ias usadas no item 6d demonstre o seguinte teorema:
Teorema de Clairaut Em qualquer ponto de uma dada geode´sica sobre
uma superf´ıcie de revoluc¸a˜o, o produto do raio do paralelo pelo seno do
aˆngulo constitu´ıdo pela geode´sica e o meridiano e´ o mesmo (veja figura
7.9). Este problema e´ abordado de maneira detalhada em [27].
7.3 Projeto sobre a braquisto´crona
Este projeto tem por objetivo explorar de maneira detalhada o problema mais fa-
moso do ca´lculo variacional que e´ a Braquisto´crona. Abordaremos o problema da
maneira tradicional como aparece nos livros de ca´lculo variacional e, em seguida,
faremos duas outras abordagens mais real´ısticas, levando em considerac¸a˜o o atrito
envolvido na situac¸a˜o. Estas abordagens mais reais se baseiam em [23] e [2].
O enunciado do problema da Braquisto´crona e´ o seguinte:
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Figura 7.9: Ilustrac¸a˜o extra´ıda de [27, p. 139] mostrando o aˆngulo citado no enun-
ciado do Teorema de Clairaut.
Sejam A e B dois pontos dados em um plano vertical. Encontrar a curva que
uma part´ıcula M , se movendo no caminho AMB, precisa descrever para sair de A
e chegar em B no menor tempo poss´ıvel, somente sob a ac¸a˜o da forc¸a da gravidade.
x
B
y
A
Figura 7.10: Ilustrac¸a˜o mostrando treˆs dos poss´ıveis caminhos que a part´ıcula M
pode percorrer para ir de A ate´ B.
7.3.1 Braquisto´crona sem atrito
Nesta subsec¸a˜o trataremos do problema da Braquisto´crona da maneira usual como
aparece nos livros de ca´lculo variacional. Ainda na˜o estaremos considerando o atrito
e, portanto, trata-se de uma situac¸a˜o menos realista.
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Pre´-requisitos: equac¸a˜o de Euler-Lagrange [cap´ıtulo 1 deste texto], Lei de Snell e
Princ´ıpio do Menor Caminho da Luz [cap´ıtulo 1 deste texto], campos de extremais
[cap´ıtulo 4 deste texto], condic¸o˜es suficientes para extremos [cap´ıtulo 4 deste texto].
1. Qual o resultado que voceˆ espera encontrar para este problema?
2. O problema da Braquisto´crona e´ de fundamental importaˆncia na histo´ria do
ca´lculo variacional. Fac¸a uma pesquisa abordando a origem deste problema,
os matema´ticos que se empenharam em resolveˆ-lo, os me´todos de resoluc¸a˜o
estudados e com isso ilustre a importaˆncia deste problema para o ca´lculo va-
riacional.
3. Fac¸a um modelo teo´rico do problema usando as leis da f´ısica e obtenha um
funcional a ser minimizado.
4. Obtenha, via equac¸a˜o de Euler-Lagrange, um candidato a mı´nimo para o fun-
cional encontrado em 3.
5. A soluc¸a˜o encontrada em 4 concorda com o que voceˆ respondeu em 1?
6. Escolha alguns pontos A e B e, com o aux´ılio do Mathematica, compare o
tempo de descida pela reta, pela ciclo´ide e por alguma outra curva que voceˆ
escolher.
7. O problema da Braquisto´crona tambe´m pode ser resolvido utilizando princ´ıpios
de o´tica, como a lei de Snell e o princ´ıpio do menor caminho da luz. Modele
e resolva este problema sob este ponto de vista. Uma refereˆncia para esta
abordagem e´ o cap´ıtulo 1 deste texto.
8. Mostre que a soluc¸a˜o do problema da Braquisto´crona, isto e´ a ciclo´ide, esta´
inclu´ıda em um campo de extremais. Sugesta˜o: veja [42, pp.284-286].
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9. Usando o que foi obtido no item 8, mostre que a ciclo´ide satisfaz as condic¸o˜es
suficientes de Legendre, e portanto, e´, de fato, a soluc¸a˜o do problema da
Braquisto´crona. Sugesta˜o: uma boa refereˆncia para este item e´ o [cap´ıtulo 4
deste texto].
10. Algo Mais: Propriedades da Ciclo´ide. A ciclo´ide ale´m da propriedade de
ser Braquisto´crona tem tambe´m outras propriedades interessantes, ja´ mencio-
nadas no cap´ıtulo 1 deste texto e que sa˜o encaminhadas a seguir.
(a) Mostre que a a´rea delimitada por um arco de ciclo´ide e o eixo das abcissas
e´ igual a treˆs vezes a a´rea do c´ırculo que gerou a ciclo´ide.
(b) Existe alguma relac¸a˜o entre o comprimento da ciclo´ide e o diaˆmetro do
c´ırculo que a gerou? Qual e´ essa relac¸a˜o? Demonstre-a.
Figura 7.11: Ilustrac¸a˜o extra´ıda de [21, p. 170] mostrando um arco de ciclo´ide, o
c´ırculo que o gerou e a a´rea delimitada entre o arco de ciclo´ide e o eixo das abcissas.
(c) Tente fazer uma simulac¸a˜o no Mathematica mostrando que a ciclo´ide e´
tambe´m tauto´crona, isto e´, se pusermos uma ciclo´ide para cima, como na
figura 7.12, e deixarmos cair duas bolinhas por ela abaixo, uma do ponto
M e outra de N (veja figura 7.12), elas chegara˜o ao ponto mais baixo da
ciclo´ide, o ponto P , ao mesmo tempo. Cite uma poss´ıvel aplicac¸a˜o desta
propriedade.
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Figura 7.12: Ilustrac¸a˜o extra´ıda de [21, p. 164] mostrando uma bolinha partindo do
ponto M e outra do ponto N na ciclo´ide.
7.3.2 Braquisto´crona com atrito - situac¸a˜o 1
Nesta parte do projeto comec¸aremos a considerar o atrito no Problema da Bra-
quisto´crona. Isto fara´ com que o problema fique mais pro´ximo da situac¸a˜o real.
Pore´m, esta e´ ainda uma abordagem simplificada, que foi inspirada em [23].
Pre´-requisitos: equac¸a˜o de Euler-Lagrange [cap´ıtulo 1 deste texto], problema da
Braquisto´crona com atrito [23].
1. Ate´ agora o problema da Braquisto´crona foi considerado sem atrito. Levando
em considerac¸a˜o a abordagem presente em [23], inclua o atrito neste problema
e o formule.
2. Utilizando a equac¸a˜o de Euler-Lagrange obtenha um candidato a soluc¸a˜o para
este problema.
3. Fac¸a uma comparac¸a˜o, utilizando o Mathematica, entre as curvas soluc¸o˜es
encontradas no item 2 e no caso do problema sem atrito.
4. Utilizando o Mathematica construa uma tabela comparando o tempo de
descida pela curva soluc¸a˜o com o tempo de descida por outras curvas. Explique
detalhadamente seus procedimentos para o ca´lculo do tempo.
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5. O que acontece com a curva soluc¸a˜o a` medida que o coeficiente de atrito
aumenta? Visualize esta situac¸a˜o no Mathematica.
6. Este modelo leva em considerac¸a˜o todos os fatores acrescentados quando o
atrito e´ envolvido no problema? Por que?
7.3.3 Braquisto´crona com atrito - situac¸a˜o 2
Nesta subsec¸a˜o do projeto abordaremos o problema da Braquisto´crona com atrito,
so´ que agora de maneira mais realista, levando em considerac¸a˜o o atrito de Coulomb
conforme a abordagem presente em [2].
Pre´-requisitos: equac¸a˜o de Euler-Lagrange [cap´ıtulo 1 deste texto], problema da
Braquisto´crona com atrito de Coulomb [2].
1. Como o problema da Braquisto´crona deveria ser modelado para descrever, de
fato, a situac¸a˜o de maneira mais real? Qual resultado f´ısico deve ser levado em
considerac¸a˜o? Sugesta˜o: refereˆncias para este item sa˜o a [sec¸a˜o 8 do cap´ıtulo
1 deste texto] e [2].
2. Produza sua versa˜o da figura 7.13, obtendo e verificando os resultados ne-
cessa´rios para construir essa figura. Bons apoios para este item sa˜o a [sec¸a˜o 8
do cap´ıtulo 1 deste texto] e [2].
3. O que deve ocorrer com os tempos de descida a` medida que o coeficiente de
atrito cresce? E com a curva soluc¸a˜o?
4. Fac¸a uma simulac¸a˜o noMathematica para comparar o tempo entre as curvas
soluc¸o˜es com diversos coeficientes de atrito e a ciclo´ide sem atrito. Escolha
outras duas curvas e compare tambe´m com as curvas soluc¸o˜es. Sugesta˜o: para
calcular os tempos tenha por base os ca´lculos feitos em [2] e observe que tudo
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1
2
(6, 1)
Figura 7.13: Ilustrac¸a˜o mostrando uma comparac¸a˜o entre as curvas soluc¸o˜es da
Braquisto´crona com atrito a medida que o coeficiente de atrito aumenta. A curva
que esta´ abaixo de todas e´ a ciclo´ide (µ = 0). Da ciclo´ide para cima, os coeficientes
de atrito aumentam.
esta´ dependendo do φ final, isto e´, do φ que faz com que a curva termine no
ponto desejado.
5. Escreva um mini-artigo relatando os principais conceitos trabalhados e apren-
didos no decorrer deste projeto.
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Cap´ıtulo 8
Considerac¸o˜es finais
Neste trabalho o Ca´lculo Variacional foi abordado sob a perspectiva dos problemas
cla´ssicos. Tais problemas serviram de ponto de partida, sugerindo uma forma e uma
ordem mais ou menos natural de abordar os elementos teo´ricos necessa´rios para um
tratamento anal´ıtico cuidadoso. Para complementar o panorama sobre o Ca´lculo Va-
riacional e situa´-lo na pesquisa atual em Matema´tica sugerimos a leitura do artigo
[24], no qual o autor destaca a potencialidade do caminho aberto pelos problemas
cla´ssicos e quanto ainda ha´ por ser explorado do ponto de vista teo´rico. Questo˜es
como a suavidade das soluc¸o˜es dos problemas variacionais, mesmo aqueles advin-
dos da natureza, de cara´ter geome´trico ou f´ısico, bem como a pro´pria existeˆncia
de soluc¸o˜es revelaram-se intrigantes, desafiando pesquisadores a construir contra-
exemplos na˜o triviais para problemas ‘geometricamente razoa´veis’. Este e´ o caso do
problema proposto pelo matema´tico japoneˆs Kakeya e do contra-exemplo de Besico-
vitch, de 1927 (cf. [24]). Vale ressaltar que o poss´ıvel cara´ter anal´ıtico das soluc¸o˜es
dos problemas regulares propicia a investigac¸a˜o em diversas linhas, como por exem-
plo na teoria das singularidades ou na teoria de Morse (Marston Morse, 1892–1977).
Tambe´m na˜o podemos deixar de mencionar os ingredientes indispensa´veis da ana´lise
funcional no desenvolvimento de me´todos para encontrar soluc¸o˜es generalizadas de
problemas variacionais.
A elaborac¸a˜o de propostas de projetos envolvendo o conteu´do apresentado nesta
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dissertac¸a˜o possibilitou novas viveˆncias educativas, tanto para o orientando quanto
para as orientadoras. Neste processo de revisita do texto e criac¸a˜o das propostas
houve um amadurecimento e maior domı´nio do conteu´do trabalhado, ampliando
a confianc¸a para ir ale´m. Como fonte inspiradora para outros projetos sugerimos
o livro de Hildebrandt & Tromba [25]. Trata-se de um material valioso para o
aprofundamento das ide´ias subjacentes ao Ca´lculo Variacional, e que transita dos
problemas cla´ssicos a to´picos de pesquisa atual, contextualizados historicamente.
Naturalmente, o cara´ter desafiador que permeia o trabalho com projetos fez-se pre-
sente no planejamento e na elaborac¸a˜o das propostas sugeridas nesta dissertac¸a˜o.
A construc¸a˜o efetiva das geode´sicas em superf´ıcies de revoluc¸a˜o, por exemplo, na˜o
e´ uma tarefa simples. Ao deparar com esta questa˜o vivencia-se a lacuna entre os
resultados de existeˆncia (e unicidade) e a exibic¸a˜o da soluc¸a˜o. Para o problema da
braquisto´crona, por sua vez, recursos auxiliares, como estimativa gra´fica da soluc¸a˜o
de sistemas na˜o lineares via intersec¸a˜o de curvas de n´ıvel convenientes, seguida de
um me´todo nume´rico para refinar tal soluc¸a˜o, podem ser bastante u´teis para o esta-
belecimento das constantes determinantes e espec´ıficas das curvas a serem trac¸adas
e cujo tempo de percurso se deseja calcular.
Ao propiciar a descoberta, a metodologia de ensino com projetos integrada com a
ferramenta computacional favorece a produc¸a˜o de conhecimento pelos envolvidos. O
material dispon´ıvel em http://www.ime.unicamp.br/~calculo/ambientedeensino/
mostra, por exemplo, registra uma experieˆncia vivida pela equipe do Ca´lculo com
Aplicac¸o˜es no segundo semestre de 1999. Gostar´ıamos que as propostas sugeridas
neste trabalho inspirassem outras iniciativas nesta linha, com integrac¸a˜o dos parti-
cipantes e compartilhamento de viveˆncias e saberes.
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