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KHOVANOV HOMOLOGY AND PERIODIC LINKS
MACIEJ BORODZIK AND WOJCIECH POLITARCZYK
Abstract. Based on the results of the second author, we define an equivariant version of Lee
and Bar-Natan homology for periodic links and show that there exists an equivariant spectral
sequence from the equivariant Khovanov homology to equivariant Lee homology. As a result we
obtain new obstructions for a link to be periodic. These obstructions generalize previous results
of Przytycki and of the second author.
1. Overview
1.1. Statement of results. Let L ⊂ R3 be a link. Let m ∈ Z, m > 1. We say that L is
m-periodic if L is preserved by a rotational symmetry of R3 of order m and L is disjoint from
the fixed point set of the symmetry. A diagram D of an m-periodic link L is called m-periodic
if D is a diagram of L and the action of Zm on R3 that preserves L, descends to the rotation
of R2 preserving D. We require D to be disjoint from the center of the rotation of R2. Any
m-periodic link admits an m-periodic diagram.
The question which links are periodic has attracted a lot of interest of knot theorists. One of
the first results is due to Murasugi [13], who gave a criterion in terms of Alexander polynomials.
The criterion, generalized for links by Sakuma [20] is still one of the most effective criteria for
periodicity of links. Next cornerstone was a result of Sakuma [21], who essentially solved the
periodicity problem for composite knots and links. The main focus is thus on periodicity of prime
knots and links. Finally Weeks [29] found an algorithm for finding a canonical triangulation
of a hyperbolic three-manifold and used it, among other applications, to detect symmetries
of hyperbolic three-manifolds, in particular, to detect symmetries of hyperbolic links. The
criterion, implemented in a computer package SnapPy [2] is extremely effective, even if it is used
in a conservative way (that is, we let SnapPy calculate the symmetry group of a complement of
the link L, and if this group does not have an element of order m, we conclude that L cannot
be m periodic).
Even though SnapPy can obstruct periodicity of almost all knots, it cannot help with period-
icity of non-hyperbolic knots and links. While the non-hyperbolic knots form only a very small
portion of all knots (for example, if one looks at the amount of the non-hyperbolic knots among
the prime knots with bounded number of crossings) and the only prime non-hyperbolic knots for
which the periodicity question is not completely answered are cable knots, non-hyperbolic links
occur much more often. Moreover, it is often useful to have periodicity obstructions coming from
different link invariants, because often this gives insight into the structure of the links invariants
for periodic links.
In fact, a lot of invariants have been used to obstruct periodicity of a given link: Jones
polynomial [24], HOMFLYPT polynomials [18, 25], homology of branched covers [14], twisted
Alexander polynomials [5] and many others. The most recent approach of Jabuka and Naik
uses Heegaard–Floer homologies [6], there is also an obstruction for strong invertibility coming
from Khovanov homology of tangles given by Watson [28]. Our paper follows the idea that knot
homologies should give an effective tool for obstructing periodicity of knots.
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In [17] the second author constructed an equivariant version of Khovanov homology. The
equivariant Khovanov homology was used in [16] to generalize the periodicity obstruction of
Traczyk [24]. The two criteria in [16] and [18] are stated in terms of Jones polynomials. In
the present article we generalize these results to obtain a criterion that involves the Khovanov
polynomial of a link. The main advantage is that the Khovanov polynomial by the definition
has non-negative coefficients, a feature that is lost when one passes to the Jones polynomial.
However, we must stress that the new criterion also shares a weakness of the periodicity criterion
involving the Jones polynomial: it cannot be used to obstruct periods 2 and 3; see Section 4.6.
We refer also to a recent preprint of Zhang [31] for the use of Khovanov homology to obstruct
2–periodicity.
Throughout the paper p and r denote prime numbers. We work either over the field F = Q
or F = Fr a finite field of order r. The number s(K,F) is the s-invariant of K derived from the
Lee or Bar-Natan theory, see [1, 9]. We use the convention that the width of Kh(K;F) is the
maximum of i− 2j − (i′ − 2j′) such that Khi,j(K;F) and Khi′,j′(K;F) are non-empty.
The following result is the main theorem of the present paper. As the statement is rather
technical, in this place we state it for knots. The general case of links is given in Section 5. We
also refer the reader to Section 1.2 for elaborating an example, which might be more enlightening
than the statement of Theorem 1.1 itself.
Theorem 1.1. Let K be a pn-periodic knot, where p is an odd prime. Suppose that F = Q or
Fr, for a prime r such that r 6= p, and r has maximal order in the multiplicative group mod pn.
Set c = 1 if F = F2 and c = 2 otherwise. Then the Khovanov polynomial KhP(K;F) decomposes
as
(1.2) KhP(K;F) = P0 +
n∑
j=1
(pj − pj−1)Pj ,
where
P0,P1, . . . ,Pn ∈ Z[q±1, t±1],
are Laurent polynomials such that
(1) P0 = qs(K,F)(q + q−1) +
∑∞
j=1(1 + tq
2cj)S0j(t, q), and the polynomials S0j have non-
negative coefficients;
(2) Pk =
∑∞
j=1(1 + tq
2cj)Skj(t, q) and the polynomials Skj have non-negative coefficients for
1 ≤ k ≤ n,
(3) Pk(−1, q)− Pk+1(−1, q) ≡ Pk(−1, q−1)− Pk+1(−1, q−1) (mod qpn−k − q−pn−k);
(4) If the width of Kh(K;F) is equal to w, then Skj = 0 for j > c2w.
Notice that for given Khovanov polynomial, checking whether there exists a presentation (1.2)
satisfying conditions (1)–(4) of Theorem 1.1 involves a finite number of cases to check. This is
because of positivity of Khovanov polynomials and of polynomials Pk.
The structure of the paper is the following. Section 2 defines equivariant Khovanov homology
theories and defines the Lee and Bar-Natan spectral sequences in an equivariant setting. At the
end of this section, the equivariant Jones polynomial are reviewed. The proof of Theorem 1.1
is given in Section 3. Then we pass to applications. In Section 4 we review other known
periodicity criteria for knots. In Section 4.4 we show how effective is the new criterion in
comparizon with various criteria for periodicity. In Section 4.5 we show that, for knots and not
for links, Theorem 1.1 is beaten by SnapPy in almost all cases. Finally in Section 4.6 we show
a limitation of Theorem 1.1 for periods 2 and 3.
In Section 5 we review the periodicity problem for links. First we review existing criteria
for links, in a few cases it turns out that a criterion works for links even though it is stated
in an article having ’periodicity of knots’ in the title. In Section 5.2 we prove an analogue of
Theorem 1.1 for links. In Section 5.3 we show that the new periodicity criterion is effective in
some cases, when the other criteria fail, including SnapPy.
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Figure 1. Knot 15n135221.
In Section 4.6 we explain why the criterion does not work for periods 2 and 3. Then we pass
to concrete applications of Theorem 1.1. The first application is the knot 15n135221 for which
we show how to apply Theorem 1.1 in an efficient way. Although we do not prove this rigorously,
the example indicates that there is an algorithm checking whether given Khovanov polynomial
satisfies the statement of Theorem 1.1 in time O(np/2), where p is the period and n is the total
rank of Khovanov homology. Section 4 reviews several known periodicity obstruction and then
Section 4.4 compares the criterion of Theorem 1.1 with other known criteria, taking as a testing
class non-alternating prime knots with 12 to 15 crossings and checking for knots with period
5. In particular, among others, the knot 15n135221 is shown to pass Murasugi’s criterion for
the Alexander polynomial, Przytycki–Traczyk criterion for the HOMFLYPT polynomial and
the Naik’s homological criterion, but fails to Theorem 1.1. Some basic facts from representation
theory used throughout the paper are gathered in Appendix A.
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1.2. Example. Knot 15n135221. Theorem 1.1 can be applied directly if the Khovanov polyno-
mial is known and it always involves checking a finite number of cases. However if the Khovanov
polynomial has large coefficients (like 10) and has a large number of coefficients, running through
all the possibilities of presenting KhP as a sum of polynomials (1+ tq4j)Skj(t, q) might be rather
cumbersome. The number possibilities grows exponentially with the total rank of the Khovanov
homology. Below we present an algorithm that significantly reduces the number of possibilities.
It was implemented in [22].
Consider the knot 15n135221 depicted in Figure 1. This knot has Alexander polynomial
1 and passes the HOMFLYPT criterion for period 5. The Khovanov homology over F3 and
the differential on the E1 page of the Lee spectral sequence are depicted in Figure 2. The Lee
spectral sequence degenerates at E2 and the Rasmussen s-invariant is 0. This information allows
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Figure 2. The Khovanov homology of 15n135221 over F3. The arrows denote
differentials on the first page of the Lee spectral sequence. The number of tips
indicates the rank of the coimage. For example indicate the rank is 2. The
numbers 5 or more are indicated with a bar at the beginning, so indicates
rank 5, indicates rank 6 and so on.
us to write the Khovanov polynomial of 15n135221 in the following form
KhP = q + q−1 + (1 + tq4)(t−7q−15 + 3t−6q−13 + t−5q−11 + 3t−4q−9 + t−3q−9 + 3t−2q−7
+ t−1q−5 + 3t−1q−3 + q−3 + q−1 + 3tq + t2q3 + 3t3q3 + t4q5 + 3t5q7 + t6q9
+ 4(t−5q−11 + t−4q−9 + 2t−3q−7 + 2t−2q−5 + t−1q−5 + t−1q−3 + 2tq−1
+ q−3 + q−1 + 2t2q + t3q3 + t4q5)).
The above decomposition gives us candidates for S01 and S11. Namely
S ′01 = t−7q−15 + 3t−6q−13 + t−5q−11 + 3t−4q−9 + t−3q−9 + 3t−2q−7
+ t−1q−5 + 3t−1q−3 + q−3 + q−1 + 3tq + t2q3 + 3t3q3 + t4q5 + 3t5q7 + t6q9,
S ′11 = t−5q−11 + t−4q−9 + 2t−3q−7 + 2t−2q−5 + t−1q−5 + t−1q−3 + 2tq−1
+ q−3 + q−1 + 2t2q + t3q3 + t4q5.
According to Theorem 1.1(3) we define Ξ˜(q) = (q + q−1 + (1 + tq4)(S ′01 − S ′11)|t=−1 and set
Ξ := (Ξ˜(q)− Ξ˜(q−1)) mod q5 − q−5. We have then
(1.3) Ξ = −10q + 5q3 − 5q7 + 10q9.
Notice that Ξ has all its coefficients divisible by 5. This is correct, because otherwise the knot
15n135221 would not pass the HOMFLYPT criterion. Since Ξ 6= 0, the chosen candidates S ′01
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and S ′11 for S01 and S11 do not satisfy the conditions from Theorem 1.1 which means that we
have to try to modify S ′01 and S ′11 in such a way that the resulting candidates do. Possible
changes, that is, changes that preserve properties (1) and (2) of Theorem 1.1, are
S ′11 7→ S ′11 − δ
S ′01 7→ S ′01 + 4δ,
(1.4)
where δ is a polynomial with non-negative coefficients such that S ′11 − δ has non-negative co-
efficients. The number of possible choices of δ is finite, even if it is quite large: each term tiqj
entering S ′11 with coefficient ci,j > 0 gives a factor (ci,j + 1) and the number of possible choices
of δ is the product of all such factors. In this case we get 34 · 28 = 20736 possibilities.
In order to reduce the number of possibilities we use the following argument. We calculate
that if δ = atiqj then after the change (1.4) we have Ξ 7→ Ξ + aTij , where
Tij = (−1)i5(−q−j−4 + q−j − qj + qj+4) mod (q5 − q−5).
Given that Tij is defined only modulo q
5− q−5, the remainder of Tij is equal to (−1)iRj′ , where
j′ = j mod 10. Moreover, since we work with knots, j and j′ are always odd. Therefore,
R1 = R5 = 5(q − q9),
R3 = 10(q
3 − q7),
R7 = R9 = 5(−q − q3 + q7 + q9).
For each polynomial δ with non-negative coefficients, such that S′11 − δ has non-negative
coefficients, Ξ changes (as described in (1.4)) by a linear combination of R1, R3, R7. More
precisely, different choices of δ change Ξ by −a1R1 − a3R3 − a7R7, where the condtion that δ
and S′11− δ have non-negative coefficients translates into the following restrictions on a1, a3 and
a7.
a1 ∈ {−1, 0, 1, 2, 3, 4, 5, 6}, a3 ∈ {−3,−2,−1, 0}, a7 ∈ {−4,−3,−2,−1, 0, 1, 2}.
This reduces the number of cases to check to 224 if one uses brute force method. However, it
can also be easily verified by hand that Ξ cannot be written as a linear combination a1R1 +
a3R3 + a7R7 with the restrictions as above.
Remark 1.5. For general prime period p the number of possible Ri is equal to
p+1
2 . Each of
the ai is definitely bounded by the total rank of Khovanov homology, hence the number of cases
to check grows at most like np/2, where n is the rank of the Khovanov polynomial.
2. Equivariant Knovanov theories
2.1. Equivariant Khovanov-like homology. From now on we start gradually developing
theory that will eventually lead to the proof of Theorem 1.1.
We will recall the construction of the equivariant Khovanov homology. Our aim is to define
also equivariant Bar-Natan and equivariant Lee homology. In order to conduct this construction
in a uniform way, we will use the language of Frobenius systems introduced in [8].
Definition 2.1. A rank two Frobenius system F = (R,A, ,∆) consists of:
• a commutative ring R,
• an R-algebra A which is also a free R-module of rank 2,
• an A-bimodule homomorphism ∆: A→ A⊗RA that is cocommutative and coassociative,
• an R-linear map  : A→ R which is a counit for ∆.
Khovanov in [8] constructed a universal rank two Frobenius system F with
R = Z[h, t], A = R[X]/(X2 − hX − t), deg(h) = −2, deg(t) = −4,
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and comultiplication and counit
(1) = 0, ∆(1) = 1⊗X +X ⊗ 1 + h1⊗ 1,
(X) = 1, ∆(X) = X ⊗X + t1⊗ 1.
Universality means that any rank two Frobenius system F ′ = (R′, A′, ′,∆′), that can be used
to produce a functorial (up to sign) link invariant, can be obtained from F by a base change,
that is, for any such rank two Frobenius system F ′ = (R′, A′, ′,∆′) there exists a unital ring
homomorphism
ψ : R→ R′,
such that A′ = A⊗R R′ and ′ and ∆′ are induced counit and comultiplication.
One can use a Frobenius system to define a Khovanov-like link homology. The underlying
chain complex is constructed via a cube of resolution and the differential is a map induced
by multiplication, respectively comultiplication, in the algebra A. Khovanov [8] proves that a
Frobenius system F yields a homology theory which is an invariant of links and is functorial (up
to sign) with respect to link cobordisms. Moreover, any Frobenius system obtained from F by a
base change also yields a link invariant functorial (up to sign) with respect to link cobordisms.
Example 2.2. Ordinary Khovanov homology (with coefficients in a field F) can be obtained
from a Frobenius system determined by the base change
ψ : R→ F, ψ(h) = ψ(t) = 0.
Since kerψ is a homogeneous ideal the resulting homology theory is graded.
Example 2.3. Lee homology [9], with coefficients in F = Q or Fp for an odd prime p, can be
obtained from the following Frobenius system
ψ : R→ F, ψ(h) = 0, ψ(t) = 1.
Example 2.4. Filtered Bar-Natan theory [1] can be obtained from Frobenius system
ψ : R→ F2, ψ(h) = 1, ψ(t) = 0.
Definition 2.5. An assignment D 7→ CK∗(D;F), which maps a link diagram D to a chain
complex over a field is called a Khovanov-like theory, if CK∗(D;F) is obtained from a Frobenius
system F ′ with R′ = F a field.
Every Khovanov-like theory satisfies the following conditions.
• The underlying space of CK∗(D;F) is the same as of the Khovanov chain complex
CKh∗(D;F);
• The differential dK preserves the homological grading of CKh∗(D;F), and does not de-
crease the quantum grading. In particular dK is a filtered map;
• Every Reidemeister move that changes D into D′ induces a filtered chain homotopy
equivalence CK∗(D;F)→ CK∗(D′;F);
Suppose D is an m-periodic diagram of an m-periodic link L and CK∗(D;F) is a Khovanov-like
theory. Let Λm = F[Zm].
Theorem 2.6. The action of Zm on D turns CK∗(D;F) into a chain complex over Λm. The
groups
EK(L;M) = ExtΛm(M ;CK∗(D;F)).
are invariants of the equivariant isotopy class of a periodic link.
Proof. The proof is essentially a repetition of proof of [17, Theorem 4.3]. The fact that CK∗(D;K)
has a structure of a chain complex over Λm follows from a simple observation that Zm acts on
the cube of resolution and commutes with the differential.
Next we use [17, Theorem 3.14] to show that if D and D′ differ by an equivariant Reidemeister
move, then there exists a chain homotopy equivalences CK∗(D;F) → CK∗(D′;F) of complexes
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of Λm modules. Finally we apply a result from homological algebra, as in [17, Proposition 2.15]
to see that EK(L;M) is invariant. 
In this way, taking as a starting point original Khovanov theory, Lee theory, or the Bar-Natan
theory, see Examples 2.2, 2.3 and 2.4 above, we can define the equivariant Khovanov homology
EKh(L;M), the equivariant Lee homology ELee(L;M), the equivariant Bar-Natan homology
EBN(L;M), respectively.
It is convenient to present EK(L;M) as a homology of a certain chain complex. To this end,
choose a projective resolution of M over Λm:
. . . P3 P2 P1 M
δ3 δ2 δ1 δ0
Then EK(L;M) is the homology of the following complex
(2.7) ECKi(L;M) =
⊕
a+b=i
Hom(Pa, CKb(D)),
with the differential dK + δ. The chain complex on the right hand side of (2.7) is a filtered
complex with respect to the quantum grading. Moreover, if dK actually preserves the quantum
grading, then ECK is a graded chain complex as well.
From the construction of ECK we obtain the following result.
Proposition 2.8. There exists a Cartan-Eilenberg spectral sequence, whose E2 page is given by
(2.9) Ei,k2 = Ext
i
Λm(M,HKk(L;F)),
where HK is the homology of CK, and which converges to EKi+k(L;M).
Furthermore, if m is invertible in F, then the spectral sequence degenerates at the E2 page
and we have EKi(L;M) = HomΛm(M,HKi(D;F)).
Proof. The first part follows from elementary homological algebra, see [30]. The second part
follows from Corollary A.2. 
Corollary 2.10. If m is invertible in F, then EKi(L; Λm) = HKi(L;F).
The quantum filtration of the chain complex ECKi(L;M) descends to a filtration of the
homology EK. For an integer k let Grk EKi be the graded part. Define the following polynomial
(2.11) EKP (L;M) =
∑
i,j
tiqk dimF Gr
k EKi(L;M).
This polynomial is called the equivariant polynomial of the Khovanov-like theoryK. In particular
we recover the equivariant Khovanov polynomial EKhP(L;M), the equivariant Lee polynomial
ELeeP(L;M) and the equivariant Bar–Natan polynomial EBNP(L;M).
The equivariant Khovanov polynomial EKP has always non-negative coefficients. In some
cases, that is, for some concrete modules M , we can obtain further restrictions on the coefficients
of EKP . In the following result we use the notation of Appendix A.
Proposition 2.12. Suppose the period m of the link L is invertible in F.
(a) If F = Q and M = Q(ξd) for some d | m, then all the coefficients of EKP (L;M) are
divisible by ϕ(d) = dimQQ(ξd).
(b) If F = Fr and M = Vχ for some fixed χ ∈ C(m, r), then all the coefficients of EKP (L;M)
are divisible by dimF Vχ.
Proof. By Corollary A.2 the Cartan–Eilenberg spectral sequence (2.9) degenerates at the E2
page and we obtain
EKi(L;M) = HomΛm(M ;HKi(L;F)).
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Notice that in both cases (a) and (b) M is a field and EKi(L;M) is an M -vector space. Likewise,
the quotients of the filtration are also M -vector spaces. Therefore
dimF Gr
k EKi(L;M) = dimFM · dimM Grk EKi(L;M)
which finishes the proof. 
2.2. Properties of the equivariant Lee and Bar-Natan homology. Fix an orientation O0
of a link L. Denote by Or(L) the set of all orientations of L and for O ∈ Or(L) let lk(O) denote
the total linking number of the underlying oriented link. Define, for i ∈ Z,
Ori(L) = {O ∈ Or(L) : lk(O)− lk(O0) = i/2}.
The classical (non-equivariant) Lee and Bar-Natan homology of a link can be explicitly cal-
culated in the following way.
Theorem 2.13 ([9, 19, 27]). Let L be a link. Suppose that L consists of k components, then
dimF Lee
∗(L;F) = dimF2 BN∗(L) = 2k. Moreover, there exists a canonical basis
{xO : O ∈ Or(L)}
of Lee∗(L,F) and BN∗(L,F2) so that
Leei(L,F) = spanF{xO : O ∈ Ori(L)},
BNi(L,F2) = spanF2{xO : O ∈ Ori(L)}.
Filtration on Lee and Bar-Natan homology allows one to define the s-invariant of a link,
which we denote by s(L;F) and define as an average of filtration gradings of canonical generators
corresponding to O0 and its reverse O0, i.e. we invert orientation of every component of L.
We pass now to the equivariant case. We keep assuming that F is either Q or Fr for some
prime number r. Assume that the fixed orientation O0 is invariant under the action of Zm. For
any d | m denote by Ord(L) the set of orientations with isotropy group isomorphic to Zd, i.e.
Ord(L) = {O ∈ Or(L) : {g ∈ Zm : g · O = O} = Zd}.
Define also Ordi (L) = Ori(L) ∩Ord(L).
Theorem 2.13 specifies to the following result in the equivariant case.
Proposition 2.14. If L is an m-periodic link and d | m, then
ELeei(L;Q(ξm
d
)) ∼=
⊕
d′|d
⊕
O∈Ord′i (L)/Zm
Q(ξm
d
),
ELeei(L;Vχ) ∼=
⊕
d′|d
⊕
O∈Ord′i (L)/Zm
Vχ, χ ∈ C(m, r)d, r 6= 2
EBNi(L;Vχ) ∼=
⊕
d′|d
⊕
O∈Ord′i (L)/Zm
Vχ, χ ∈ C(m, 2)d.
Proof. Choose an orbit O ∈ Or(L)d′i /Zm, for some d′ | m. Notice that XO = spanF{xO : O ∈ O}
contributes to Leei(L;F) a summand isomorphic to F[Zm/Zd′ ]. Since
F[Zm/Zd′ ] =
⊕
d|m
d′
F(ξd),
the contribution of XO to ELee
i(L;F(ξk)) (see Appendix A for the notation) is non-trivial
provided that k | md′ . Moreover, XO contributes HomΛm(F(ξd),F(ξd)) to ELeei(L;F(ξd)), which,
by [3, Lemma 3.19], is isomorphic to F(ξd). If F = Q we are done, otherwise use Proposition A.11
to finish the proof. 
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Remark 2.15. It is worth to notice that canonical bases of summands in the decomposition of
equivariant Lee and Bar-Natan homology from the previous theorem are given by certain linear
combinations of vectors {xO : O ∈ Or(L)}. For instance if {O1, . . . ,Om/d} ⊂ Ordi (L) is an orbit
then the respective summand in ELeei(L,F) will be generated by (xO1 + . . .+xOm/d). In general
bases of equivariant Lee and Bar-Natan homology are determined by characters of the respective
representations see [3, Proposition 9.17].
Corollary 2.16. If L is an m-periodic link, with the property that the action of components of
L, then
ELee(L,F) = Lee(L,F),
EBN(L,F2) = BN(L,F2)
and zero otherwise. In particular if L = K is a knot we obtain
ELee(K;F) = ELee0(K;F) = F2,
EBN(K;F2) = EBN0(K;F2) = F22,
and zero otherwise.
Proof. This is an easy consequence of Proposition 2.14, because Ord(L) = ∅, for d > 1. 
2.3. Equivariant Lee and Bar-Natan spectral sequence. Comparing Frobenius system
from Example 2.2 with Frobenius systems from Examples 2.3 and 2.4 we see that the non-
homogeneous parts of Lee and Bar-Natan differentials yield endomorphisms
ΦLee : Kh(L;F)→ Kh(L;F),
ΦBN : Kh(L;F2)→ Kh(L;F2)
of bidegree (1, 4) and (1, 2), respectively.
Remark 2.17. The difference in grading of ΦLee and ΦBN is the reason why Theorem 1.1 has
two variants: one for fields of characteristic different than 2, the other for fields of characteristic
equal to 2.
Presenting the differential dLee in Lee homology as ∂+ΦLee, where ∂ is the Khovanov differen-
tial and presenting the differential dBN in Bar-Natan homology as ∂+ ΦBN yields the following
well-known spectral sequences
{ELeeu (F), dLeeu }, {EBNu (F), dBNu }
converging to Lee homology Lee(L;F) and Bar-Natan homology BN(L;F), respectively, with E1
pages isomorphic to Kh(L;F), see [19, 27]. Analogous spectral sequence can be constructed for
equivariant Lee and Bar-Natan homology. The construction is rather straightforward, however
in the future we will need to control the bidegree of differentials and hence we give a precise
statement and a proof.
Proposition 2.18. Let L be an m-periodic link. Let F be either Q or Fr for a prime number
r. Set as usual Λm = F[Zm].
(1) If the characteristic of F is different than 2 and M is an Λm-module, then there exists a
spectral sequence
{EELeeu (M), dELeeu }
converging to ELee(L;M) such that the E1 page is isomorphic to EKh(L;M). Moreover
the differential dELeeu is of bidegree (1, 4u).
(2) If the characteristic of F is 2 and M is an Λm-module, then there exists a spectral
sequence
{EEBNu (M), dEBNu }
converging to EBN(L;M) with E1 page isomorphic to EKh(L;M). The differential d
EBN
u
is of bidegree (1, 2u).
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Proof. We will only give the proof of the first assertion. The proof of the second assertion is
analogous. Let ECKh(L;M) be as in (2.7). As we described above, homology of this complex
with respect to the differential ∂ + δ + ΦLee gives ELee(L;M). The associated graded complex
has differential ∂ + δ and calculates EKh(L;M). Therefore there exists an associated spectral
sequence, which abutes in ELee(L;M), whose E1 page equal to EKh(L;M).
The differential dLee1 is just the map induced by ΦLee on EKh(L;M) and has grading (1, 4)
by the definition of ΦLee. Gradings of higher differentials are calculated in a standard way. 
Recall that ELeeP, EBNP and EKhP were defined in (2.11) as polynomials encoding the equi-
variant theories. The spectral sequences described above will allow us to relate the polynomials
ELeeP and EBNP with the equivariant Khovanov polynomial EKhP.
To achieve this we will use a more general result.
Proposition 2.19 ([11]). Suppose (C∗,∗, ∂) is a graded complex with homology H∗,∗. Assume
that Φ: C∗ → C∗ increases the first grading by 1 and the second grading by c > 0. Suppose d+Φ
is also a differential, let H∗Φ denote the homology of the filtered complex (C
∗,∗, d + Φ). Denote
by Ei,ju the spectral sequence, whose E1 page is H
i,j and which converges to H i+jΦ . Denote by Pu
the polynomial
Pu =
∑
i,j∈Z2
rkEi,ju t
iqj .
Then there exist polynomials R1, R2, . . . with integer non-negative coefficients such that Pu =
Pu+1 + (1 + tq
cu)Ru.
Proof. For u = 1, . . . let du be the differential on the u-th page of the spectral sequence. It
changes the first grading by 1 and the second grading by cu). Consider the following part of the
u-th page
. . . Ei,ju E
i+1,j+cu
u
. . .
du du du
By additivity of ranks we have
rkEi,ju+1 = rk ker du(E
i,j
u )− rk Im du(Ei−1,j−cuu ) =
= rkEi,ju − rk Im du(Ei,ju )− rk Im du(Ei−1,j−cuu ).
We set now
(2.20) Ru =
∑
i,j∈Z
rk Im du+1(E
i,j
u )t
iqj .
The statement follows immediately. 
As a corollary we obtain the following result.
Proposition 2.21. Let L be an m-periodic link. For any field F and a Λm-module M there
exist polynomials R1, R2, . . . with non-negative integer coefficients such that
EKhP(L;M) = ELeeP(L;M) + (1 + tq4)R1 + (1 + tq
8)R2 + . . . , if char(F) 6= 2
EKhP(L;M) = EBNP(L;M) + (1 + tq2)R1 + (1 + tq
4)R2 + . . . , if char(F) = 2.
Moreover, if m is invertible in F, char(F) 6= 2 and the width of L is w, then then Rw/2+1 =
. . . = 0. If m is invertible in F and char(F) = 2, then Rw+1 = . . . = 0.
Remark 2.22. The polynomials R1, . . . obviously depend on the choice of the field F, but we do
not indicate this dependence to simplify the notation.
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Proof of Proposition 2.21. Suppose char(F) 6= 2. By Proposition 2.18 we infer that there ex-
ists a spectral sequence, whose E2 page is EKh(L;M) and E∞ page is Gr ELee(L;M). By
Proposition 2.19 there exist polynomials R2, . . . , such that
EKhP(L;M) = ELeeP(L;M) + (1 + tq4)R1 + (1 + t
2q8)R2 + . . . .
The sum on the right hand side is finite, because the spectral sequence collapses at a finite stage.
Suppose that m is invertible in F and the width of L is w. By Corollary A.2 we infer
that EKi(L;M) = HomΛm(M ;HKi(L;F)), hence the width of EKi(L;M) is at most w. In
particular, the width of EELeeu is at most w as well, because the width cannot increase in the
spectral sequence. By Proposition 2.18, dELeeu changes grading by (1, 4u). If the width is w, then
du must be zero for u > w/2.
In case char(F) = 2 the proof is analogous. Only the last part requires some extra attention.
The differential du changes the grading by (1, 2u), so dw+1 = dw+2 = . . . = 0, consequently
Rw+1 = . . . = 0. 
2.4. Difference Jones polynomials. In Section 2.1 we defined, for every equivariant Khovanov-
like theory, the associated polynomial EKP . In this section we focus our attention on t = −1
specialization of EKhP that recovers the graded Euler characteristic of the associated equivari-
ant Khovanov-like theory. The case F = Q is discussed in more detail in [16]. We recall quickly
this case and then indicate differences between the case F = Q and F = Fr.
The Khovanov polynomial specifies to the Jones polynomial via the formula
KhP(L)|t=−1 = J(L).
By analogy, we define the equivariant Jones polynomial via
EJ(L;M) := EKhP(L;M)|t=−1.
If M = Q(ξd), Proposition 2.12 implies that EJ(L;M) is divisible by dimQM , therefore in the
remainder part of the paper we will use the following notation
EJd(L) =
1
ϕ(d)
EJ(L;Q(ξd)),
for d | m and ϕ(d) is the Euler’s totient function; see (A.5).
Next proposition provides a fundamental relation between the equivariant Jones polynomials
and the classical Jones polynomial. It is a consequence of Corollary 2.10.
Proposition 2.23 ([16]). For an m-periodic link L we have
J(L) =
∑
d|m
ϕ(d) EJd(L).
Suppose now that m = pn, where p is a prime. For any integer 0 ≤ k ≤ n define the difference
Jones polynomial
DJk(L) =
{
EJpk(L)− EJpk+1(L), k < n,
EJpn(L), k = n.
Difference polynomials satisfy the following skein relation.
Theorem 2.24 ([16]). Let L be a pn-periodic link.
(1) DJ0 satisfies the following version of the skein relation
q−2p
n
DJ0
(
. . .
)
− q2pn DJ0
(
. . .
)
=
=
(
q−p
n − qpn)DJ0 ( . . . ) ,
where . . . , . . . and . . . denote an orbit of positive, negative and
orientation preserving resolutions of crossing, respectively.
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(2) for any 0 ≤ s ≤ n, DJs satisfies the following congruences
q−2p
n
DJn−s
(
. . .
)
− q2pn DJn−s
(
. . .
)
≡
≡ (q−pn − qpn)DJn−s ( . . . ) (mod qps − q−ps).
The above construction, conducted first in [16], can be generalized to the case when F is a
field of characteristics r 6= 0. Suppose L is an m–periodic link and assume that m is invertible
in F = Fr. Below we will use notation from Appendix A. Denote
EJχ,r(L) =
1
fm
d
,r
EJ(L;Vχ),
for χ ∈ C(m, r)d and d | m. By Proposition 2.12 the polynomial EJχ,r has integer coefficients.
Moreover, for any d | m we set
EJm
d
,r(L) = EJ(L;Fr[ξm
d
]) =
∑
χ∈C(m,r)d
EJ(L;Vχ).
An analogue of Proposition 2.23 in positive characteristic is given in the next proposition.
Proposition 2.25. If L is an m-periodic link and gcd(r,m) = 1, then
J(L) =
∑
d|m
fm
d
,r EJd,r(L),
where fm
d
,r is defined in (A.9).
Proof. The proof is almost identical to the proof of [16, Theorem 3.2] once we use Lemma A.10.

Until the end of the section we will assume that m = pn is a power of a prime. Define
difference Jones polynomials
DJχ(L) = EJp·χ,r(L)− EJχ,r(L),
where χ ∈ C(pn, r)ps , for s < n, and
p · χ = {p · a : a ∈ χ} ∈ C(pn, r)ps+1 .
Suppose that fpn,r = p
n−1(p−1), i.e. it is maximal. By Proposition A.13 we infer that C(pn, r)ps
consists of a single element for any s > 0, hence
EJχ(L) = EJpn−s,r(L), DJχ(L) = EJpn−s−1,r(L)− EJpn−s,r(L).
In particular, we can rewrite Proposition 2.25 as
J(L) =
n−1∑
s=0
ps(EJps,r(L)− EJps+1,r(L)) + pn EJpn,r(L).
Difference Jones polynomials in finite characteristic also satisfy an appropriate version of the
skein relation.
Theorem 2.26. Let L be a pn-periodic link. Suppose that r has the maximal order in the
multiplicative group mod pn.
(1) For any χ ∈ C(pn, r)pn−1 the difference polynomial DJχ(L) satisfies the following relation
q−2p
n
DJχ
(
. . .
)
− q2pn DJχ
(
. . .
)
=
=
(
q−p
n − qpn)DJχ ( . . . ) ,
where . . . , . . . and . . . denote an orbit of positive, negative and
orientation preserving resolutions of crossing, respectively.
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(2) If χ ∈ C(pn, r)ps, then
q−2p
n
DJχ
(
. . .
)
− q2pn DJχ
(
. . .
)
≡
≡ (q−pn − qpn)DJχ ( . . . ) (mod qps+1 − q−ps+1).
Proof. The proof is a repetition of the proof of [16, Theorem 3.6] with essentially one difference,
namely the restriction functor for modules over Fr[Zpn ] is different than over Q[Zpn ] and this
restriction functor is used in the proof of [16, Theorem 2.19] (see also [17, Theorem 5.11]),
which is a key result in the proof of [16, Theorem 3.6]. The necessary modification of the proof
in our case replaces the computation of the restriction functor over the base ring Z (or Q)
in [17, Proposition 2.7] by Lemma A.15. We leave the details to the reader. 
3. Proof of Theorem 1.1
We will focus on the case F 6= F2. Suppose p is invertible in F. By Corollary 2.10 we have
that EKh(L; Λpn) = Kh(L;F) hence:
(3.1) KhP(L;F) = EKhP(L; Λpn).
By Proposition 2.8 EKh(L; Λpn) = HomΛpn (Λpn ,Kh(L;F)). Write Λpn as a sum of irreducible
summands as in Proposition A.4 or Proposition A.11 depending on the field F. We focus on the
case F = Fr in the following, the case F = Q is analogous. Remember that we assumed that the
order of r is maximal in the multiplicative group mod pn, therefore by Corollary A.14, F(ξps) is
irreducible for any 0 ≤ s ≤ pn, so
(3.2) HomΛpn (Λpn ,Kh(L;F)) =
n⊕
s=0
HomΛpn (F(ξps),Kh(L;F)).
Proposition 2.8 identifies the summands of the right hand side of (3.2) as EKh(L;F(ξps)). Then
(3.1) combined with (3.2) induce the following equality for the Khovanov polynomials.
(3.3) KhP(L;F) =
n∑
s=0
EKhP(L;F(ξps)).
The polynomials Pj of Theorem 1.1 are defined as Ps = 1ps−ps−1 EKhP(L;F(ξps)). By Proposi-
tion 2.12 Ps has integer coefficients (remember that ϕ(ps) = ps − ps−1, for s > 0).
Consider now the Lee spectral sequence, whose first page is EKh(L;F(ξps)) and which con-
verges to ELee(L;F(ξps)). By Proposition 2.19 we conclude that
(3.4) EKhP(L;F(ξps)) = ELeeP(L;F(ξps)) + (1 + tq4)S˜s1 + (1 + tq8)S˜s2 + . . .
for some polynomials Ssj with non-negative coefficients. The argument as in Proposition 2.12
implies that the coefficients of S˜sj are divisible by ps − ps−1. Therefore Ssj = 1ps−ps−1 S˜sj has
non-negative, integer coefficients.
Corollary 2.16 computes the equivariant Lee homology of a knot. At the level of polynomials
we obtain.
(3.5) ELeeP(L;F(ξps)) =
{
qs(K;F)(q + q−1), s = 0
0, otherwise.
Combining (3.5), (3.4) and (3.3) we recover points (1), (2) and (4) of Theorem 1.1.
It remains to prove (3). By the definition of DJs(K):
Ps|t=−1 − Ps+1|t=−1 = DJs(K).
Application of Theorem 2.24 or Theorem 2.26, depending on the characteristic of F, implies that
polynomials Ps, for 0 ≤ s ≤ n, satisfy the desired congruences. This concludes the proof.
14 MACIEJ BORODZIK AND WOJCIECH POLITARCZYK
4. Theorem 1.1 and other periodicity criteria
4.1. Alexander polynomials and twisted Alexander polynomials of periodic knots.
One of the strongest criterion obstructing periodicity is due to Murasugi [13]. We state it as
follows.
Theorem 4.1 (Murasugi criterion). Suppose K ⊂ S3 is a p-periodic knot with p a prime. Let
∆ be the Alexander polynomial of K and ∆0 be the Alexander polynomial of the quotient knot
K/Zp. Let l be the absolute value of linking number of K with the symmetry axis. Then ∆0|∆
and up to multiplication by a power of t we have
(4.2) ∆ ≡ ∆p0(1 + t+ . . .+ tl−1)p−1 mod p.
A practical application of the Murasugi criterion is to find all possible factors of ∆ over Z[t±]
and check if (4.2) might hold for some l.
There is the following generalization of the Murasugi criterion, due to Hillman, Livingston
and Naik; see [5].
Theorem 4.3 (Twisted Alexander polynomial criterion). Suppose K is p-periodic and K is
the quotient knot. Assume that a knot group representation ρ : pi1(S
3 \ K) → GL(n;Zp) (for
some n > 0) lifts to a representation ρ : pi1(S
3 \K)→ GL(n;Zp). Let ∆ρ and ∆ρ be the twisted
Alexander polynomials corresponding to the two representations. Then there exists a Laurent
polynomial δ with coefficients in Zp such that up to a multiplication by tk we have
∆ρ = ∆
p
ρδ
p−1 mod p.
As it is explained in [5] the polynomial δ can be often computed in explicit examples. The
practical use of Theorem 4.3 depends on possibility of finding representations of the knot group
of a potential quotient. This is not a completely straightforward task. In [5, Section 8] there
is given an example, where the representation of the knot group of K into a dihedral group
is used. According to [4, 10], representations of the knot group in the dihedral group D2q
correspond to elements in H1(Σ(K),Zq), where Σ(K) is the double branched cover. However
if K has Alexander polynomial 1, then K does not admit any non-trivial representation in the
dihedral group. Therefore one has to use more sophisticated representations in that case. We
did not apply the twisted Alexander polynomial criterion for our knots.
4.2. Double branched covers of periodic knots. In [14] Naik gave a criterion for periodicity
of knots. The criterion can be stated as follows; see [14, Theorem 4] and [6, Section 2.1.3].
Theorem 4.4 (Naik homological criterion). Suppose K is periodic with period p and let k > 1.
Suppose the H1(Σ
k(K);Z) has q-torsion for some prime different than p and let lq to be the least
positive integer such that qlq ≡ ±1 mod p. Then there exists non-negative integers a1, a2, . . . such
that
(4.5) H1(Σ
k(K);Z)q/H1(Σk(K))q = Z
2a1lq
q ⊕ Z2a2lqq2 ⊕ . . . .
The criterion can be implemented at two levels. Firstly if a knot passes Murasugi criterion,
we obtain a potential Alexander polynomial ∆0 of the quotient. Then for given k we can find
all prime divisors of Sk =
∏
∆(ζi)∏
∆0(ζi)
, where ζi are roots of unity of order k different than 1. If q|Sk
we look for the maximal power sq such that q
sq |Sk. Theorem 4.4 implies that 2lq|sq.
If q -
∏
∆0(ζi), for example if ∆0 ≡ 1, then H1(Σk(K);Z)q is zero and then the quotient in
(4.5) depends only on the homology of Σk(K), hence it can be determined from the Seifert matrix
of K. This can strengthen the obstruction coming from 2lq|sq. For example, if the period p = 5
and the determinant of K is 121, then we have two possibilities. Either H1(Σ
2(K);Z) = Z121
or H1(Σ
2(K);Z) = Z11 ⊕ Z11. Naik’s homology criterion implies that only the second case is
allowed if K is 5–periodic. Knots for which this phenomenon happens are listed in Table 1.
KHOVANOV HOMOLOGY AND PERIODIC LINKS 15
12n504 13n1487 13n3926 14n123
14n375 14n7478 14n9949 15n35751
15n36061 15n47753 15n58627 15n65643
15n97531 15n36061 15n139965 15n142117
15n150771
Table 1. Prime non-alternating knots with 12–15 crossings that pass the
Alexander polynomial (with ∆0 = 1) and HOMFLYPT criterion, but
H1(Σ
2(K);Z) = Z121, so they fail the Naik’s homology criterion for period 5.
In [6] Jabuka and Naik gave a criterion using d-invariants of Ozsva´th and Szabo´. In short,
given a knot K ⊂ S3 one looks at the m-fold branched cover Σm(K), where m is a power of
prime. An action of Fp on S3 fixing K gives rise to an action of Fp on Σm(K). This action induces
a symmetry of d-invariants of Ozsva´th–Szabo´. Therefore, if one can compute d-invariants of the
m-fold branched cover of the knot K, one can check if they satisfy the symmetry property, if
not, K is not periodic; we refer to [6, Theorem 1.6 and Theorem 1.8] for the precise statement
and the symmetry property.
The Jabuka–Naik criterion is particularly effective if K is an alternating knot and m = 2.
In fact, using an explicit algorithm described in [15] one can calculate d-invariants of a double
branched cover of an alternating knot from its Goeritz matrix. Therefore the Jabuka–Naik
criterion can be effectively implemented on a computer. In [6, Theorem 1.14] there is given a
list of all alternating knots with 12–15 crossings that have prime period strictly greater than 3.
The efficacy of the Jabuka–Naik criterion is the main reason we focus on non-alternating knots
in the present article.
4.3. HOMFLYPT polynomial of periodic links. The last criterion we discuss here is the
Przytycki–Traczyk HOMFLYPT criterion, see [18,24].
Theorem 4.6 (HOMFLYPT criterion). Let R be a unital subring in Z[a±1, z±1] generated by
a, a−1, a+a
−1
z and z. For a prime number p let Ip be the ideal in R generated by p and zp. If a
knot K is p-periodic and P (a, z) is its HOMFLYPT polynomial, then
(4.7) P (a, z) ≡ P (a−1, z) mod Ip.
It is known that the HOMFLYPT polynomial of any link belongs to R; see [18, Lemma 1.1].
It is therefore important to notice that (4.7) is a congruence in R and not just in Z[a±1, z±1].
A method to check the HOMFLYPT criterion in practice is given in [18, Lemma 1.5].
4.4. Prime non-alternating knots with 12 to 15 crossings. The periodicity of composite
links was basically settled by Sakuma [21]. Therefore in checking our criterion we focused on
prime knots. We have applied the Alexander criterion and the HOMFLYPT criterion for prime
non-alternating knots with 12 to 15 crossings, looking for knots with period 5. There were 262
knots that passed both criteria. We applied then the Naik criterion for the double branched
covers. It obstructed further 133 knots. Three of the remaining knots fail the criterion from
[16]. For the remainder 126 knot we applied the Khovanov periodicity criterion Theorem 1.1.
We used the field F2 and then, for those that pass the criterion over F2, checked also over the
field F3.
Among these knots, 14 cases are particularly interesting, because they have the Alexander
polynomial equal to 1. Therefore it is usually hard to find a non-trivial representation of the
knot group and apply the twisted Alexander polynomial obstruction (which we did not check).
These knots are listed in Table 2.
The next 32 knots, which are listed in Table 3, have non-trivial Alexander polynomial, but
pass the Murasugi criterion, the HOMFLYPT criterion and the Naik’s homological criterion for
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13n4582 (F2) 13n4591 (F2) 14n7708 (F2) 14n9290 (F2)
15n49735 (F3) 15n50147 (F3) 15n62093 (F3) 15n62150 (F3)
15n73226 (F3) 15n95983 (F3) 15n110439 (F3) 15n135221 (F3)
15n135706 (F2) 15n143825 (F2).
Table 2. List of prime nonalternating knots with 12–15 crossings with trivial
Alexander polynomial, passing HOMFLYPT criterion for p = 5 and failing to
Theorem 1.1. The field in brackets indicates whether F2 or F3 version of our
criterion obstructs 5-periodicity. If a knot is indicated as F3 it means that it
passes the F2 criterion but fails to the F3 criterion.
the double branched cover. It is possible, though, that a representation of the knot group in the
dihedral group yields an obstruction for the twisted Alexander polynomial.
14n6530 (F3) 14n6531 (F2) 14n10342 (F2) 14n11504 (F2)
14n22496 (F3) 14n23547 (F3) 14n23927 (F3) 14n23928 (F2)
15n11273 (F3) 15n11529 (F3) 15n12330 (F3) 15n13166 (F3)
15n15248 (F3) 15n19358 (F3) 15n35756 (F3) 15n39146 (F3)
15n44135 (F2) 15n50407 (F3) 15n54555 (F2) 15n62879 (F3)
15n69445 (F3) 15n74922 (F3) 15n81883 (F3) 15n81885 (F3)
15n91712 (F3) 15n93084 (F3) 15n94281 (F3) 15n106946 (F3)
15n108420 (F3) 15n110890 (F3) 15n131881 (F3) 15n137047 (F3)
Table 3. List of knots with nontrivial Alexander polynomial that pass the
Alexander and HOMLYPT polynomial and Naik’s periodicity criteria for p = 5,
but fail to Theorem 1.1. The field in brackets indicates whether F2 or F3 version
of our criterion obstructs 5-periodicity.
4.5. Theorem 1.1 versus SnapPy. In [29] Weeks implemented an algorithm for finding a
canonical triangulation for a hyperbolic manifold and thus, to detect, whether two such manifolds
are diffeomorphic. The algorithm was implemented on a computer, as a SnapPea package, which
has evolved to a package named SnapPy [2]. For a hyperbolic knot K in S3, SnapPy can compute
the symmetry group of the complement of K. If the symmetry group of S3 \K does not have
an element of order m, it follows that K itself cannot have period m. This criterion is very
effective, there are only 12 prime non-hyperbolic non-alternating knots with 12 to 15 crossings.
These knots are listed in Table 4.
13n4587 13n4639 14n21881 14n22180
14n26039 15n40211 15n41185 15n59184
15n115646 15n124802 15n142188 15n156076
Table 4. Prime non-hyperbolic nonalternating knots with 12 to 15 crossings.
Among all the remaining (hyperbolic) knots only 8 knots are such that their complement
admits an automorphism of order 5. These are listed in Table 5. In other words, with help of
12n887 13n2833 14n13191 14n17159
15n99226 15n112310 15n142117 15n166130
Table 5. Prime hyperbolic knots with 12-15 crossings whose symmetry groups
contain an element of order 5.
SnapPy one can obstruct periodicity of order 5 for all but 20 prime knots with 12 to 15 crossings.
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Applying the Murasugi’s criterion leaves all knots but 15n41185, 15n142117, 15n166130. All
the three knots pass both the HOMFLYPT criterion and Theorem 1.1. The knot 15n142117 fails
the Naik’s homological criterion. The knot 15n41185 is the torus knot T (4, 5), so it is periodic.
The knot 15n166130 is the only knot which remains unknown.
All this means that SnapPy is much more effective than the criterion for periodicity given
by Theorem 1.1. It is also much faster. Moreover sometimes our criterion works, when SnapPy
cannot find the symmetry group.
Example 4.8. Among the 20 knots listed in Tables 4 and 5, Theorem 1.1 rules out 12n887,
15n112130 and all the non-hyperbolic cases but T (4, 5).
4.6. Theorem 1.1 for periods 2 and 3. We begin with the following fact indicating that
Theorem 1.1 works only for periods strictly greater than 3.
Proposition 4.9 (see [7, Proposition 12.5]). The Jones polynomial of a knot K satisfies
(s3 − 1)|(J(K)(s)− 1).
Notice that Jones [7] uses different normalization, in context of Khovanov homology one sets
s = q2, hence we obtain the following fact.
Lemma 4.10. The Jones polynomial of a knot J(K) satisfies
J(K)(q)− J(K)(q−1) ≡ 0 mod q3 − q−3.
From this it follows that for any Khovanov polynomial KhP the conditions (1)–(4) of The-
orem 1.1 are satisfied if we set P0 = KhP and Pk = 0, regardless on whether K is actually
3–periodic or not. In particular
Corollary 4.11. Theorem 1.1 cannot be used to obstruct a knot from being 3–periodic.
As for period 2 consider the polynomial R(s) = J(K)(s) with the standard normalization.
By [12] R(
√−1) = (−1)Arf(K). It follows that R(s)−R(s−1) vanishes for t = i. It also trivially
vanishes for s = 1,−1. Therefore R(s) − R(s−1) is divisible by s2 − 1. Again, with the choice
P0 = KhP and Pk = 0, every knot passes the criterion from Theorem 1.1.
Theorem 1.1 can be used, though, to obstruct 3n-periodicity or 2n-periodicity for n > 1.
5. Periodic links
It happens often in knot theory, that the case of links is more complicated than the case of
knots. This is also the case for checking periodicity. To begin with, if a link L is periodic, the
symmetry of R3 might permute some of the components of L, or fix all the components. An
obstruction for periodicity should take into account different possibilities of the action. . .
5.1. Known criteria for periodic links. In Section 4 we reviewed several criteria for periodic
knots. Most of the criteria work for links, or can be generalized for links. However, the periodicity
criteria are usually less effective in case of links.
Before proceeding into discussion of periodicity criteria for links it is worth to notice that
obstruction for periodicity can be obtained from linking numbers.
Observation 5.1. Let p be a prime and let L = L1 ∪ L2 ∪ . . . ∪ Lk be a p-periodic link. If the
action on components is trivial, then for any 1 ≤ i < j ≤ k we have p | lk(Li, Lj).
If, on the other hand, none of the components is fixed, then if we denote the linking matrix
of L by lk(L), then every nondiagonal entry of lk(L) appears in the matrix with multiplicity
divisible by p.
The above observation can be easilly generalized to the mixed case.
The Murasugi–Przytycki–Traczyk criterion for the HOMFLYPT polynomials is already stated
for links.
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Snappy can detect periodicity of link complements. However there are much more non-
hyperbolic links than prime links. For example, among 119150 links with 12–14 crossings, there
are 998 non-hyperbolic links. This is still a small number, but it is much larger than for knots.
The following result generalizes the Murasugi criterion for the Alexander polynomial, Theo-
rem 4.1. For simplicity we restrict to the case when the group action fixes the components of
the link.
Theorem 5.2 (see [20] and [26, Theorem 1.10.1]). Suppose L = L1∪ . . .∪Ln be an n-component
p-periodic link with p prime. Assume that the symmetry fixes the components. Let L′ be the
quotient link.
(5.3) ∆L′(t1, . . . , tn)|∆L(t1, . . . , tn).
It is possible, in theory, to generalize Theorem 5.2 to obtain a criterion for algebraic links.
given in [26] can be generalized for twisted Alexander polynomials as well. Moreover, if the
group action permutes some components of L, an analogue of Theorem 5.2 can be given.
In order to generalize Naik’s criterion we use the following fact.
Lemma 5.4. Suppose L is a p-periodic link with non-zero determinant. Let L′ be the quotient.
Then det(L′)|det(L).
Proof. By [20] we have that det(L) = 2∆(−1, . . . ,−1), so the result follows from (5.3). 
Lemma 5.4 allows us to give the following result, which is known to the experts.
Corollary 5.5. The Naik’s criterion (Theorem 4.4) works also for links. The Jabuka–Naik
method allows to obstruct periodicity of quasi-alternating links and not only quasi-alternating
knots.
Remark 5.6. For links the determinant can be zero, and then both the Naik’s criterion and the
Jabuka–Naik criterion fail to give an obstruction.
The way to apply Naik’s criterion for links is rather straightforward. First take the mul-
tivariable Alexander polynomial of L. Find all its divisors over Z[t±11 , . . . , t±1n ]. As this is a
multivariable polynomial, there should not be too many of them. Each divisor ∆′ satisfying the
symmetry property ∆′(t−11 , . . . , t
−1
n ) = ±∆′(t1, . . . , tn) can potentially be the Alexander polyno-
mial of the quotient. For such ∆′ compute the quotient hfree = ∆(−1, . . . ,−1)/∆′(−1, . . . ,−1).
This hfree is the candidate for the par of H1(Σ(L);Z) on which the symmetry group acts freely.
Then we act as descibed in Section 4.2.
5.2. Periodicity obstruction for links. The proof of Theorem 1.1 uses the fact that L is a
knot (and not a link) only in one place. Namely, we use the computation of ELeeP(L;F(ξps))
from Corollary 2.16, therefore the theorem can be extended to the case of links with trivial
action on components without any difficulties.
For a general link L, in order to determine individual groups ELeei(L,M) (the same reasoning
applies to EBN(L,M)), for M either Q(ξm/d) or Vχ, for some χ ∈ C(m, r)d, it is sufficient to
look at canonical generators of Leei(L). Proposition 2.14 states that ELeei(L,M) is generated
over F by certain linear combinations of generators from orbits with isotropy group G such
that G ⊂ Zd ⊂ Zm, see [3]. In particular the equivariant Lee polynomial ELeeP(L;M) can be
determined using the s–invariants of L, the linking numbers of components of L and the action
of the symmetry group on the components of L.
Example 5.7. Consider Borromean rings. It is a 3–periodic link. Choose an orientation
preserved by the rotational Z3 symmetry. The symmetry interchanges components of L and the
linking numbers between components are 0. There are 8 canonical generators which correspond
to 8 orientations. The chosen orientation O0 and its reverse O0 are invariant. The remaining
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orientations can be divided into two orbits O1 and O2. Therefore, ELee(L,Q) is spanned by
xO1, xO2,
1
3
∑
O∈O1 xO and
1
3
∑
O∈O2 xO. This implies that
ELeeP(L,Q) = ELeeP(L,Q(ξ3)) = 2q + 2q−1,
because coefficients of ELeeP(L,Q(ξ3)) are always even.
The proof of Theorem 1.1 given in Section 3 can be generalized for links. The following
formulation requires the knowledge of the equivariant Lee polynomial ELeeP, but this can be
computed using methods of Section 2.2.
Theorem 5.8. Suppose L is a pn-periodic link with p odd. Assume that F is as in Theorem 1.1.
The Khovanov polynomial KhP(L;F) decomposes as KhP(L;F) = P0+
∑n
j=1(p
j−pj−1)Pj, where
Pj = 1
pj − pj−1 ELeeP(L,F(ξpj )) +
∞∑
j=1
(1 + tq2cj)Skj(t, q),
for 0 ≤ j ≤ n and Sk,j(t, q) have nonnegative coefficients. Moreover, polynomials Pj satisfy
conditions 3 and 4 from Theorem 1.1.
If the action of the symmetry group fixes the components, then the equivariant Lee polynomial
is equal to the standard Lee polynomial for the trivial representation, and it is equal to zero for
all others. Therefore we obtain the following corollary.
Corollary 5.9. If L is as in the above theorem and the action of Zpj is trivial on components,
then we have a decomposition of the Khovanov polynomial of L
KhP(L;F) = P0 +
n∑
j=1
(pj − pj−1)Pj
where
P0 = LeeP(L,F) +
∞∑
j=1
(1 + tq2cj)S0j(t, q),
Pj =
∞∑
k=1
(1 + tq2ck)Sk,j(t, q),
satisfy conditions 3 and 4 from Theorem 1.1.
5.3. Examples for links. We have applied the following periodicity criteria for periods 5 and
7 looking for links admitting a group action fixing the link components.
• The HOMFLYPT critierion;
• The Naik’s criterion as described above;
• The Snappy criterion.
Out of 120572 links with 12 to 15 crossings, 39 pass all the three above criteria for period
5. Further 13 links fail to the linking number criteria. Among the remaining links, the fol-
lowing 11 links L11n436, L12n1868, L12n1933, L14n47791, L14n48169, L14n48174, L14n48450,
L14n51728, L14n52589, L14n52622 and L14n54427 are obstructed by Corollary 5.9. All these
links have determinant 0, therefore the Naik’s criterion for the double branched cover does not
give any obstruction, moreover the Jabuka–Naik criterion does not apply either.
As for period 7, there are 10 knots among those that 120572 knots that pass the three above
criteria. Exactly one link, L14n64054, is obstructed by the Khovanov polynomial criterion. This
link also has determinant 0.
We remark that it is possible to push the Sakuma’ criterion for the Alexander polynomials
(Theorem 5.2) criterion to obtain a stronger obstruction from the Alexander polynomials than
just divisibility in (5.3), more in spirit of Theorem 4.1. The criterion might be more complicated,
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because it might involve different linking numbers between different components and the rotation
axis. We did not check this enhanced criterion.
Appendix A. Review of representation theory
The purpose of this section is to gather results from representation theory needed in the
remainder part of the paper. We will always denote by F either the field of rationals Q or the
finite field Fr, for a prime r.
Let Zm be a finite cyclic group of order m. We will be interested in representations of this
group over Q and over Fr, for some prime r such that gcd(r,m) = 1. Notice that gcd(r,m) = 1
if and only if, m is invertible in Fr.
We start with the following fundamental results.
Proposition A.1 (Maschke’s Theorem). The group algebra F[Zm] is semisimple if and only if,
m is invertible in F.
As a corollary we obtain a result which is extensively used throughout the paper.
Corollary A.2 (see [30, Theorem 4.2.2]). If m is invertible in F and Λm = F[Zm], then
ExtiΛm(M ;N) = 0 for any i > 0 and any Λm-modules M and N .
Lemma A.3 (Schur’s Lemma). Let F be as above. Suppose that M and N are irreducible
Zm-modules. If M 6∼= N , then
HomF[Zm](M,N) = 0.
On the other hand if M ∼= N , then every non-zero element of HomF[Zm](M,N) is an isomor-
phism.
From now on we will assume that m is invertible in F. Since F[Zm] = F[X]/(Xm − 1) is
semisimple, the decomposition of the group algebra into irreducible representations is governed
by the decomposition of the polynomial Xm−1 into irreducible factors over F. This polynomial
decomposes over Z into product of cyclotomic polynomials
Φd(X) =
∏
1≤k<d
gcd(k,d)=1
(X − ξd) ∈ Z[X], d | m,
where ξd denotes a primitive root of unity of order d. In particular, we have a decomposition
F[Zm] =
⊕
d|m
F[X]/(Φd(X)),
the above summands need not be irreducible though.
Proposition A.4. The group algebra Q[Zm] admits the following decomposition into a direct
sum of irreducible summands
Q[Zm] =
⊕
d|m
Q(ξd),
where
Q(ξd) = Q[X]/(Φd(X)), ξd = exp
(
2pii
d
)
.
Define the Euler’s totient function to be
(A.5) ϕ(d) = #{k ∈ Z | 1 ≤ k ≤ d− 1, gcd(d, k) = 1}.
It is not hard to check that dimQQ(ξd) = ϕ(d). Moreover, if p is a prime and k ≥ 1, then
ϕ(pk) = pk − pk−1.
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In finite characteristic the situation is a bit different. Irreducible representations are parametrized
by cyclotomic cosets mod r in Zm. They are defined as equivalence classes of the following re-
lation
a ∼r b ⇐⇒ ∃k a · rk ≡ b (mod m).
Denote by C(m, r) the set of cyclotomic cosets mod r in Zm. If d | m we can distinguish a subset
C(m, r)d ⊂ C(m, r) consisting of cyclotomic cosets χ such that any a ∈ χ satisfies gcd(a,m) = d.
Definition A.6. To every cyclotomic coset χ ∈ C(m, r) we can assign a polynomial in Fr[X]
fχ(X) =
∏
u∈χ
(X − ξum),
where ξm denotes a primitive root of unity in some finite extension K of Fr.
Proposition A.7. If d | m then the cyclotomic polynomial Φm
d
(X) decomposes in Fr[X] in the
following way
Φm
d
(X) =
∏
χ∈C(m,r)d
fχ(X).
Proof. Let Fr ⊂ K be an extension that contains all roots of unity of order m. The Galois group
Gal(K/Fr) is generated by the Frobenius map
F : K→ K, F (a) = ar.
The cyclotomic polynomial Φm(X) splits into linear factors over K
Xm − 1 =
∏
0≤k≤m−1
(X − ξkm),
therefore irreducible factors of (Xm − 1) over Fr correspond to the orbits of the action of
Gal(K/Fr) on the set of roots of unity of order m. It is easy to verify that every such orbit is
of the form
{ξkm : k ∈ χ},
for some fixed χ ∈ C(m, r). 
Definition A.8. Let χ ∈ C(m, r), then define the Fr[Zm]-module
Vχ = Fr[X]/(fχ(X)).
If t ∈ Zm is a fixed generator, then t acts on Vχ by multiplication by X.
Let, fd,r denote the multiplicative order of r mod d, i.e. fd,r is the smallest positive integer
such that
(A.9) rfd,r ≡ 1 (mod d).
Lemma A.10. We have dimFr Vχ = fmd ,r, provided that χ ∈ C(m, r)d.
Proof. Follows directly from the definition. 
Proposition A.11. The group algebra Fr[Zm] admits the following decomposition into irre-
ducible modules
Fr[Zm] =
⊕
χ∈C(m,r)
Vχ.
Moreover, if we define a Zm-module Fr[ξd] = Fr[X]/(Φd(X)), for d | m, then
Fr[ξm
d
] =
⊕
χ∈C(m,r)d
Vχ.
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Let us now restrict our attention to the case when m = pn is a power of a prime such that
r 6= p. For any χ ∈ C(pn, r) define
ps · χ = {ps · a : a ∈ χ}.
It is easy to verify that if χ ∈ C(pn, r)pt , then ps · χ ∈ C(pn, r)ps+t . Moreover, observe that the
following map is a bijection
C(pn, r)pt → C
(
pn−t, r
)
1
,
χ 7→
{
a
pt
: a ∈ χ
}
.(A.12)
The multiplicative subgroup of invertible elements in Zpn is cyclic of order (p−1)pn−1, there-
fore fpn,r ≤ (p− 1)pn−1.
Proposition A.13. If fpn,r = (p−1)pn−1, then for any 0 ≤ s ≤ n−1 the set C(pn, r)ps consists
of a single element.
Proof. By (A.12) it is enough to prove the result only for C(pn, r)1.
Notice that if the assumption of proposition is satisfied, then r generates multiplicative sub-
group of invertible elements of Zpn , hence if k is relatively prime to pn satisfies
k ≡ rl (mod pn)
for some l. This concludes the proof. 
Corollary A.14. If fpn,r = (p− 1)pn−1, then
Vχ = Fr(ξps)
provided that χ ∈ C(pn, r)pn−s.
To conclude this section we will study the behavior of the restriction functor Res
Zpn
Zps , for
s < n, in finite characteristic. As a quick reminder (for the much more detailed account of
restriction functors see for example [3]) restriction functor assigns to any Λpn-module M a Λps-
module Res
Zpn
Zps M by restricting the action of Λp
n to the subalgebra Λps ⊂ Λpn . The following
proposition is used in the proof of Theorem 2.26.
Lemma A.15. Let χ ∈ C(pn, r)pt, then
Res
Zpn
Zps Vχ =
{
FdimFr Vχr , s ≤ t,
V αpn−s·χ, s > t,
where α =
dimFr Vχ
dimFr Vpn−s·χ
. Moreover, we implicitly treat pn−s · χ to be a cyclotomic coset in
C(ps, r)pt yielding a representation of Zps.
Proof. Notice that Zps ⊂ Zpn is generated by tpn−s , where t denotes a fixed generator of Zpn .
Therefore, in order to determine the restriction of Vχ to Zps we need to analyze the action of
tp
n−s
on this representation. From Propositions A.7 and A.11 it is easy to verify that the desired
formula holds (compare it with calculations in [16]). 
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