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Abstract
A real is Martin-Lo¨f (Schnorr) random if it does not belong to any eﬀectively presented null Σ01
(recursive) class of reals. Although these randomness notions are very closely related, the set of
Turing degrees containing reals that are K-trivial has very diﬀerent properties from the set of
Turing degrees that are Schnorr trivial. Nies proved in [11] that all K-trivial reals are low. In
this paper, we prove that if h is a high degree, then every degree a ≥T h contains a Schnorr
trivial real. Since this concept appears to separate computational complexity from computational
strength, it suggests that Schnorr trivial reals should be considered in a structure other than the
Turing degrees.
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1 Preliminaries
A real is an element of 2ω, and a tree is a subset of 2<ω that is closed under
substrings. The set of all inﬁnite branches through a tree T will be represented
by [T ], and the set of all τ ∈ 2<ω extending a binary string σ will be represented
by [σ].
Throughout this paper, μ will represent Lebesgue measure.
Deﬁnition 1.1 A Turing machine M is preﬁx free if all distinct σ and τ in
dom(M) are incomparable. A preﬁx-free Turing machine U is universal if for
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each preﬁx-free machine M , there is some τ ∈ 2<ω such that
(∀σ ∈ 2<ω)[U(τσ) = M(σ)].
Such a machine can easily be constructed by taking an eﬀective list 〈Mi〉i∈ω
of all Turing machines and setting U(1i0σ) = M(σ).
We will only use preﬁx-free Turing machines. Whenever the measure of a
component of a Turing machine is discussed, it is always the domain. There-
fore, we will write μ(M) for μ(dom(M)). Note that for a preﬁx-free machine,
μ(M) = Σσ∈dom(M)
1
2|σ|
.
When the machine is unspeciﬁed, a universal Turing machine is used. Note
that the particular universal Turing machine is irrelevant up to an additive
constant.
Deﬁnition 1.2 We say that a Turing machine M is computable if the measure
of its domain is a recursive real.
Deﬁnition 1.3 Let M be a Turing machine, and let σ ∈ 2<ω. The preﬁx-free
complexity of σ with respect to M is KM(σ) = min{|τ | | M(τ) = σ}.
2 Martin-Lo¨f randomness, lowness, and triviality
Before we begin analyzing the reals that are “far from Schnorr random,” we
review what is known for the most studied notion of randomness, Martin-Lo¨f
randomness.
Deﬁnition 2.1 A Martin-Lo¨f test is a uniformly r.e. sequence 〈Vi〉i∈ω of Σ
0
1
classes such that μ(Vi) ≤
1
2i
. A real A is Martin-Lo¨f random if for all Martin-
Lo¨f tests 〈Vi〉i∈ω, A ∈ ∩i∈ωVi.
Martin-Lo¨f proved that there is a universal Martin-Lo¨f test; i.e., a Martin-
Lo¨f test 〈Ui〉i∈ω such that a real A is Martin-Lo¨f random if and only if A ∈
∩i∈ωUi [9].
Theorem 2.2 [13,1] A is Martin-Lo¨f random if and only if (∃c ∈ ω)(∀n ∈
ω)[K(A  n) ≥ n− c].
It can be seen easily from the Martin-Lo¨f test deﬁnition of Martin-Lo¨f
randomness that the Martin-Lo¨f random reals form a Π01 class. Therefore, we
can apply the Low Basis Theorem and the Hyperimmune-free Basis Theorem
to obtain a low Martin-Lo¨f random real and a hyperimmune-free Martin-Lo¨f
random real, respectively. Among the results about the Turing degrees of
Martin-Lo¨f random reals is the following theorem due to Kucˇera.
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Theorem 2.3 [8] If a > 0′, then a is Martin-Lo¨f random.
We now turn our attention to the reals that are “far from Martin-Lo¨f
random.” As with most types of randomness, we can develop a notion of
relative Martin-Lo¨f randomness. Such a reducibility can then be used to deﬁne
a triviality notion.
Deﬁnition 2.4 [5] A ≤K B if (∃c ∈ ω)(∀n ∈ ω)[K(A  n) ≤ K(B  n) + c].
A is K-trivial if (∃c ∈ ω)(∀n ∈ ω)[K(A  n) ≤ K(0n) + c].
Another way in which a real A can be “far from Martin-Lo¨f random” is
if relativizing a deﬁnition of Martin-Lo¨f randomness to A generates the same
class of sets. There are two ways in which this has been done.
Deﬁnition 2.5 Let ML be the class of Martin-Lo¨f-random sets. A real A is
low for K if MLA =ML; i.e., (∃c ∈ ω)(∀σ ∈ 2<ω)[K(σ) ≤ KA(σ) + c].
Deﬁnition 2.6 A real A is low for Martin-Lo¨f tests if for every Martin-
Lo¨f test relative to A 〈UAi 〉i∈ω, there is a Martin-Lo¨f test 〈Vi〉i∈ω such that
∩i∈ωU
A
i ⊆ ∩i∈ωVi.
We immediately note that the existence of a universal Martin-Lo¨f test
implies that a real is low for K if and only if it is low for Martin-Lo¨f tests.
In fact, it has been shown by Nies that all three of these notions coincide for
Martin-Lo¨f randomness.
Theorem 2.7 [11] A is low for Martin-Lo¨f randomness if and only if A is
low for Martin-Lo¨f tests if and only if A is K-trivial.
Chaitin was the ﬁrst to show that all K-trivial reals are Δ02 [2], and Downey,
Hirschfeldt, Nies, and Stephan showed that such reals cannot be high [5].
Later, Nies proved the following theorem.
Theorem 2.8 [11] The K-trivials form a nonprincipal Σ03 ideal in the ω-r.e.
Turing degrees. This ideal is generated by its r.e. members. Furthermore,
each K-trivial A is such that A′ ≡tt 0
′ (A is superlow).
The three notions described above have been generalized to randomness
notions other than Martin-Lo¨f randomness. We deﬁne low for R, low for R-
tests, and R-trivial for an arbitrary notion of randomness R and then discuss
their connections to each other.
Deﬁnition 2.9 A real A is low for R if R = RA.
Deﬁnition 2.10 A real A is low for R-tests if for every R-test relative to A
〈UAi 〉i∈ω, there is a R-test 〈Vi〉i∈ω such that ∩i∈ωU
A
i ⊆ ∩i∈ωVi.
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Deﬁnition 2.11 A real A is R-trivial if A ≤R 0
ω, where ≤R is R’s notion of
relative computational complexity.
Clearly, if A is low for R-tests, it is low for R. However, it is not obvious
that either lowness notion is related to triviality.
3 Schnorr randomness, lowness, and triviality — Pre-
vious results
Schnorr randomness is a more eﬀective version of Martin-Lo¨f randomness. A
Schnorr test is simply an eﬀectively given Martin-Lo¨f test:
Deﬁnition 3.1 A Martin-Lo¨f test is a Schnorr test if μ(Vi) =
1
2i
for all i. A
real A is Schnorr random if for all Schnorr tests 〈Vi〉i∈ω, A ∈ ∩i∈ωVi.
There is no universal Schnorr test. Therefore, we cannot use a univer-
sal Turing machine to deﬁne Schnorr randomness in terms of computational
complexity. Instead, we must quantify over all computable Turing machines.
Theorem 3.2 [4] A real A is Schnorr random if and only if (∀M comp.)(∃c ∈
ω)(∀n ∈ ω)[KM(A  n) ≥ n− c].
It is clear that all Martin-Lo¨f-random reals are also Schnorr random, but
this implication is not reversible. In fact, Nies, Stephan, and Terwijn showed
that these concepts are separable in the high degrees [12].
Downey, Griﬃths, and Laforte developed the following characterization of
Schnorr triviality in [3]. They began by deﬁning a notion of Schnorr reducibil-
ity.
Deﬁnition 3.3 [3] We say that A ≤Sch B if for every computable Turing
machine M , there is a computable Turing machine M ′ and a constant c ∈ ω
such that (∀n ∈ ω)[KM ′(A  n) ≤ KM(B  n) + c]. Therefore, a real A is
Schnorr trivial if the following statement holds.
(∀M comp.)(∃M ′ comp.)(∃c ∈ ω)(∀n ∈ ω)[KM ′(A  n) ≤ KM(0
n) + c]
Downey, Griﬃths, and Laforte have proved that there is a Turing complete
Schnorr trivial real, but that there is an r.e. degree that contains no Schnorr
trivial reals [3]. While this shows that the Schnorr trivial Turing degrees are
not downward closed, the Schnorr trivial tt-degrees are downward closed [3].
The work done with reals that are low for Schnorr to date has produced an
entirely degree-theoretic characterization. Let Dn denote the nth canonical
ﬁnite set.
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Deﬁnition 3.4 A set A is recursively traceable if there is a recursive, increas-
ing, unbounded function p : ω −→ ω as follows.
(∀f ≤T A)(∃r : ω −→ ω rec.)(∀n ∈ ω)[f(n) ∈ Dr(n) and |Dr(n)| ≤ p(n)]
In short, a real is recursively traceable if it is uniformly hyperimmune free.
We say that r is a recursive trace and p is a bound for a recursive trace for
every f ≤T A.
The ﬁrst result on reals that are low for Schnorr comes from Terwijn and
Zambella [14]. Later, Kjos-Hanssen, Nies, and Stephan used a similar tech-
nique to demonstrate that, given Terwijn and Zambella’s result, the reals that
are low for Schnorr randomness are precisely the reals that are low for Schnorr
tests [7].
Theorem 3.5 [14] A set is recursively traceable if and only if it is low for
Schnorr randomness.
Theorem 3.6 [7] A set is recursively traceable if and only if it is low for
Schnorr tests.
Although the reals that are low for K are precisely those that are K-trivial,
being low for Schnorr is not equivalent to being Schnorr trivial. All reals that
are low for Schnorr are hyperimmune free, and there is a Turing complete
Schnorr trivial. This Schnorr trivial is clearly not hyperimmune free and is
thus not Schnorr low. The best that can be hoped for is that all Schnorr lows
are Schnorr trivial. In another publication, we will show that this is, in fact,
the case [6].
In [14], Terwijn and Zambella also demonstrated that there is a perfect
set of Schnorr lows by showing that Miller and Martin’s construction in [10]
produces only recursively traceable sets.
4 Schnorr trivial reals: The basic construction
Theorem 4.1 Let h be a high degree; i.e., h′ ≥T 0
′′. Every degree a ≥T h
contains a Schnorr trivial.
The proof of this theorem requires, for every high degree h, the construc-
tion of a perfect binary tree T recursive in h such that every branch of T is
Schnorr trivial and every A ∈ 2<ω is encoded by some branch of T .
We note that Terwijn and Zambella’s perfect set of Schnorr lows is
also a perfect set of Schnorr trivials. However, since it consists entirely of
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hyperimmune-free degrees, a new construction is necessary to prove Theorem
4.1.
Theorem 4.2 There is a perfect set of Schnorr trivials.
The following facts will be necessary for the proof.
Theorem 4.3 (Kraft-Chaitin Theorem [1]) Let 〈di, σi〉i∈ω be a recursive
sequence with di ∈ ω and σi ∈ 2
<ω for all i such that Σi
1
2di
≤ 1. (Such
a sequence is called a Kraft-Chaitin set, and each element of the sequence
is called a Kraft-Chaitin axiom.) Then there are strings τi and a preﬁx-free
machine M such that |τi| = di and M(τi) = σi.
The Kraft-Chaitin Theorem allows us to construct a preﬁx-free machine
by specifying only the lengths of the strings in the domain rather than the
strings themselves. We will therefore identify 〈τ, σ〉 with 〈d, σ〉 where d = |τ |
throughout.
Within the proof, we will consider an arbitrary computable machine. We
introduce the following terminology to simplify the construction.
Deﬁnition 4.4 Let M be a computable machine. We say that a real A is
Schnorr trivial with respect to M if the following condition holds.
(∃M ′ comp.)(∃c ∈ ω)(∀n ∈ ω)[KM ′(A  n) ≤ KM(0
n) + c]
As demonstrated by Downey and Griﬃths [4], we may consider only com-
putable machines with domain 1. In fact, it should be noted that for every
computable machine, there are inﬁnitely many equivalent computable ma-
chines with domain 1.
We say that σ ∈ M for σ ∈ 2<ω and a Turing machine M when there is a
τ ∈ 2<ω such that 〈τ, σ〉 ∈ M .
Proof. [Theorem 4.2] We build a perfect tree of Schnorr trivials by construct-
ing a sequence of recursive trees Ti ⊇ Ti+1 such that each branch of Ti is
Schnorr trivial with respect to the computable machine Mi for a given listing
〈Mi〉i∈ω of computable machines with domain 1.
We ﬁrst illustrate the construction of the tree by describing the construc-
tion for a single component. Let M be a computable machine with domain
1. We wish to build a perfect binary tree T such that every branch B of T is
Schnorr trivial with respect to M .
Remark 4.5 Throughout the construction, note that, while we are building
our T within 2<ω, we could easily build it within any recursive tree S.
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To do so, we divide M ’s domain into pieces of size approximately 1
2k
for
k ≥ 1. At step k, we increase the height of the components of our tree up
to the height of the longest string of 0s in M appearing by the ﬁrst stage at
which μ(M) ≥ 1 − 1
2k
. We then add appropriate amounts of measure to all
the strings in our tree of the appropriate heights to build another computable
machine M ′ which demonstrates the Schnorr triviality of all branches of T
with respect to M thus far. Then we insert a branching point in the tree in
such a way as to ensure that the tree is perfect.
We will distinguish between the stages in the construction of the machine
M we are using and the stages in our own construction of the tree T and the
machine M ′. Each stage k in our construction will correspond to the stages
sk−1 < s ≤ sk in the construction of M . We will refer to the latter as M-stages
and to the former simply as stages.
We deﬁne two sequences of natural numbers that are recursive in M and
thus simply recursive. The ﬁrst is 〈sk〉k∈ω, where sk is the least M-stage s such
that μ(Ms) ≥ 1−
1
2k
. The second is 〈nk〉k∈ω, where nk = max{|σ| | σ ∈ Msk}.
k = 0: Clearly, s0 = 0 and n0 = 0. We deﬁne M
′
0 = ∅ and T0 = 2
<ω.
k = 1: We consider each s for s0 < s ≤ s1. If an axiom 〈d, τ〉 enters M at
M-stage s, we add 〈d+ 1, 1|τ |〉 to M ′. Note that in particular, whenever an
axiom of the form 〈d, 0n〉 enters M , the pair 〈d+1, 1n〉 enters M ′. After the
M-stage s1, we deﬁne M
′
1 to be the set of Kraft-Chaitin axioms enumerated
into M ′ thus far. Now let σ be the string 1n1. We deﬁne T1 = [σ
0]∪ [σ1].
At this point, we have completely determined the tree up to height n1+1,
and we have two branches below this height.
k > 1: We consider each s for sk−1 < s ≤ sk. We let Σ = {σ1, . . . , σk} be
the set of the longest elements of Tk−1 already determined; i.e., the set of
elements of length nk−1 + 1. (There are precisely k, as we create one new
branching point at each stage.) Suppose 〈d, τ〉 enters M at M-stage s and
deﬁne n = |τ |.
Case 1: n ≤ nk−1 + 1. For all σ ∈ Tk−1 such that |σ| = n, we add 〈d+1, σ〉
to M ′ at M-stage s. There will be l many such σ for some l ≤ k, so we
add 〈d + 1, σ′〉 to M ′ an additional k − l times, where σ′ is the leftmost
σ ∈ Tk−1 such that |σ| = n. Note that we have added
l
2d+1
+ k−l
2d+1
= k
2d+1
to μ(M ′).
Case 2: n > nk−1 + 1. For all σi ∈ Σ, we add 〈d + 1, σi
1n−|σi|〉 to M ′ at
M-stage s. This time there will be k many such σi, so we have added
k
2d+1
to μ(M ′).
This gives us M ′k. For each successive interval of
1
2k
in μ(M), we add no
more than k
2k+1
to μ(M ′). We may add less because our last step may have
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increased the measure of M more than 1
2k−1
.
Now we deﬁne Tk.
Tk = [σϕ
0] ∪ ∪σ∈M ′
k
and |σ|=nk [σ
1]
where σϕ is the unique σ such that |σ| = nk, σ ∈ M
′
k, and ϕ(σ) holds,
where ϕ(σ) is true if and only if σ extends the branch immediately to the
left of the branch extended with a 0 at the last stage, or, if there is no such
branch, the rightmost branch. Note that since σϕ is unique, the number of
branches increases by one in every stage. This condition also ensures that
the tree is perfect.
Let T = ∩k∈ωTk and M
′ = ∪k∈ωM
′
k. T is clearly a recursive perfect tree.
Lemma 4.6 M ′ is a Kraft-Chaitin set.
Proof. We must ﬁrst demonstrate that the elements of M ′ can be found
recursively. Suppose we wish to know whether 〈d, σ〉 is in M ′. If it is, we will
ﬁnd out because the elements of M ′ form an r.e. set. We wait until stage sd.
At this point, there is ≤ 1
2d
remaining in the domain of M , so 〈b, τ〉 cannot
enter M for any b < d and any τ . Therefore, 〈b + 1, σ〉 cannot enter M ′ for
any b+1 < d+1, and if 〈d, σ〉 is not in M ′ after stage d, it is not in M ′ at all.
Finally, we must show that Σi∈ω
1
2di
≤ 1. We know that μ(M) = 1. During
stage k, if 〈d, σ〉 enters M , 〈d + 1, τ〉 enters M ′ for k many τ . Then, when 1
2k
enters μ(M), k
2k+1
enters μ(M ′). Therefore, μ(M ′) ≤ Σk∈ω
k
2k+1
= 1. 
Lemma 4.7 μ(M ′) is a recursive real.
Proof. During each stage k, approximately 1
2k
enters μ(M). We may add less
if μ(Msk−1) is strictly greater than 1−
1
2k−1
. However, we can always calculate
the amount of measure that has entered M by the end of stage k recursively.
Since we add k
2d+1
to M ′ every time an axiom of the form 〈d, τ〉 enters M , we
can make a similar calculation for M ′.
After stage k, no more than 1
2k
will enter M , so no more than Σj>k
j
2j+1
can be added to dom(M ′). We can therefore use the inequality
|μ(M ′)− μ(M ′k)| ≤ Σj>k
j
2j+1
to see that μ(M ′) is a recursive real. 
Therefore, by Lemmas 4.6 and 4.7, we may take M ′ to be a computable
Turing machine.
Lemma 4.8 M ′ witnesses the Schnorr triviality of each branch of T with
respect to M .
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Proof. Let B ∈ [T ], and let n ∈ ω. If KM(0
n) = ∞, we automatically
have KM ′(B  n) ≤ KM(0
n) + 1. Otherwise, suppose that d is the least
integer such that 〈d, 0n〉 ∈ M , so d = KM(0
n). Our construction guarantees
that 〈d + 1, σ〉 ∈ M ′ for each σ of length n in our tree T , including B  n.
Therefore, KM ′(B  n) ≤ d + 1 = KM(0
n) + 1. This is enough to show that
the machine M ′ and the constant 1 witness the Schnorr triviality of B with
respect to M . 
Now that we have produced a perfect tree with all branches Schnorr trivial
with respect to a single computable machine M , we produce a perfect tree with
all branches Schnorr trivial (with respect to all computable machines) using
our listing 〈Mi〉i∈ω of computable machines with domain 1.
For each i ∈ ω, we build a tree Ti and a machine M
′
i such that Ti ⊇ Ti+1
and (∀A ∈ [Ti])(∀n ∈ ω)[KM ′i(A  n) ≤ KMi(0
n) + (i + 1)]. Once again, we
deﬁne two sequences recursive in Mi for every i. The ﬁrst is 〈si,k〉k∈ω, where
si,k is the least stage s such that μ(Mi,s) ≥ 1 −
1
2k
. The second is 〈ni,k〉k∈ω,
where ni,k = max{|σ| | σ ∈ Msi,k}.
We build T0 and M
′
0 as previously. For i ≥ 1, we build the tree Ti within
Ti−1. As mentioned in Remark 4.5, this is permissible since Ti−1 is recursive.
We ﬁx the tree through the ﬁrst i branching points of Ti−1 to ensure that the
resulting tree is perfect. We build M ′i almost as before, but with some slight
diﬀerences. Until ni,k is greater than the height of the ith branching point
plus 1, we treat it as in Case 1 of the k > 1 case to ensure that the branching
points do not disappear when we take the intersection of the Tis in the end.
This means that we may have k + i branching points at the end of stage si,k
instead of k, so instead of adding 〈d+1, σ〉 to M ′si,k, we add 〈d+ i+1, σ〉. This
ensures that the measure of the machine M ′i will still be less than or equal to
1, since Σk∈ω
k+i
2k+i+1
≤ 1 for any i.
Since we are working within Ti−1 instead of 2
<ω, there are two other factors
that we must take into account. First, there may not be a branching point
in Ti−1 at precisely the height required by an ni,k. To compensate for this,
we generate a new recursive sequence 〈n′i,k〉k∈ω, where n
′
i,k is the height of the
lowest branching point in Ti−1 above ni,k, and we use this sequence rather
than 〈ni,k〉k∈ω.
Second, whereas before we could assume there were k branching points in
our tree after stage k, this time we cannot assume that there will be k+ i after
stage k. This depends entirely on Ti−1 and the sequence 〈ni,k〉k∈ω. Therefore,
the set of the longest elements already determined, Σ = {σ1, . . . , σm}, may
not contain k + i elements. To ensure that μ(M ′i) is still a recursive real, we
add (k + i)−m additional copies of 〈d+1, σ′〉 to M ′, where σ′ is the leftmost
σ ∈ Tk−1 such that |σ| = n if Case 2 holds, just as we did in Case 1 before.
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Let T = ∩i∈ωTi.
Claim 4.9 T is a perfect tree, and each branch of it is Schnorr trivial with
respect to each machine Mi.
Proof. For all k > i, Tk has the same ith branching point, so T is inﬁnitely
branching. Given this, the use of ϕ as a condition for determining the branch-
ing points ensures that ∀σ ∈ T , there are incomparable τ1 and τ2 extending
σ. This is suﬃcient to see that T is a perfect tree.
Let B ∈ [T ], and let i ∈ ω and n ∈ ω. As before, if KMi(0
n) = ∞, we
automatically have KM ′
i
(B  n) ≤ KMi(0
n) + (i + 1). Otherwise, there is a
least number d such that 〈d, 0n〉 ∈ Mi. We will have put 〈d + i + 1, σ〉 into
M ′i for all σ of length n in T , including B  n. Therefore, KM ′i(B  n) ≤
d + (i + 1) = KMi(0
n) + (i + 1) for each i, and each branch B is Schnorr
trivial with respect to each Mi. It follows that each branch B of T is Schnorr
trivial. 
T is thus a perfect tree of Schnorr trivial reals.

Corollary 4.10 There are 2ℵ0 Schnorr trivials.
Remark 4.11 The tree T is recursive in 0′′, since the only nonrecursive com-
ponent is the list of computable machines with domain 1, and that is recursive
in 0′′.
Theorem 4.12 Every degree a ≥T 0
′′ contains a Schnorr trivial.
Proof. We build a tree T of Schnorr trivials recursively in 0′′ almost as before.
However, now we must build our trees Ti such that every A ∈ 2
ω is coded by
a branch in T = ∩i∈ωTi.
The ﬁrst step is to modify the construction to produce a uniform tree.
Rather than branch once at each stage k ≥ 1 so there are k determined
branching points at the end of each stage k, we instead extend each string of
the appropriate length by both a 1 and a 0, and only at stages of the form
2k − 1, giving us up to 2k branches at the end of these particular stages. This
will produce no more branching points at the end of any given stage than
permitted in the original argument, so the Kraft-Chaitin Theorem will still
apply.
We will need more than the simple uniformity of T to code every real A ∈
2ω within T , though. We begin by observing that in our previous construction,
a 0 would only appear in T at height n if there had been a branching point at
height n − 1 in some Ti. We will adapt this construction so that in our ﬁnal
tree T , the 0s indicate the branching heights in T rather than simply some
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Ti. This will allow us to code each element of 2
ω into a branch of T via the
elements immediately following these 0s.
Now we branch only at stages of the form 3k − 1, permitting us to have 3k
branches at the ends of these stages. At such stages, we extend each string of
the appropriate length by 11, 01, and 00 instead of simply 1 and 0 as before.
Our goal is to produce a ﬁnal uniform tree T = ∩i∈ωTi in which 0s appear
only at branching points. When we ﬁx the ith branching point in Tk for k > i,
we prune the 11 branch, leaving only the 01 and 00 branches. Later in the
construction, if we must remove a branching point, we prune the 01 and 00
branches to avoid introducing 0s into the ﬁnal tree at nonbranching points,
leaving only the 11 branch.
Every set in 2ω is coded by a branch in our tree T . Consider a set A.
We code A(n) by the direction we go at the (n + 1)st branching point. If
A(n) = 0, we follow the left, or 00, branch. If A(n) = 1, we follow the right,
or 01, branch. Let the branch of T obtained in this way from A be called
T (A).
Claim 4.13 If A ≥T 0
′′, A ≡T T (A).
Proof. Clearly, A ≥T T (A): by Remark 4.11, A computes the tree T since
A ≥T 0
′′, and A can identify the proper path through T .
Similarly, given T (A), we can ﬁnd A(n) by looking for the (n+1)st disjoint
pair beginning with a 0 and looking at the next bit. If it is a 1, then A(n) = 1,
and if it is a 0, then A(n) = 0. Then T (A) ≥T A.

Therefore, if a ≥T 0
′′, there is B ∈ [T ] such that B ∈ a.

Now that we have constructed a perfect tree of Schnorr trivial reals in 0′′
coding all A ∈ 2ω, we can adapt this construction to be recursive in any high
degree. This will give us Theorem 4.1.
Proof. [Theorem 4.1]
Let h be a high degree, let H ∈ h, and let 〈Me〉e∈ω be a list of all Turing
machines. Since H is high and the statement “the Turing machine Me is
computable, and μ(Me) = 1” is recursive in 0
′′, we may deﬁne the following
functional Ψ.
lim
t−→∞
Ψ(e, t, H) =
⎧⎨
⎩
1 if Me is computable and μ(Me) = 1
0 else
We will use this functional to build a perfect tree of Schnorr trivials through
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a sequence of approximations so that
(∀Me comp.)(∃M
′
e,c comp.)(∀n ∈ ω)[KM ′e,c(A  n) ≤ KMe(0
n) + (c + 1)]
and every B ∈ 2ω is coded by a branch of T .
The necessity of such approximations produces the main diﬀerences be-
tween this construction and the previous one. We cannot use a list of the
computable Turing machines with domain 1, so we must consider all Turing
machines. Therefore, we will not use M-stages in this construction. Since we
cannot identify the computable Turing machines with domain 1 with certainty
at any stage of the construction, we will build the trees simultaneously for all
Me rather than building a tree for each Me within the tree for Me−1 after the
latter has been entirely determined. This means that we may have parts of
the tree that are irrelevant since we built them based on a machine that turns
out not to be computable with domain 1. Furthermore, we might not begin
to construct our tree for Me before we begin to construct it for Mi for some
i > e. This may create extra branches in the tree for Me, but we will not
know how many there will be at any given point.
To compensate for this, we will build an M ′e,c for each Me and every c ≥ e.
The constant c will account for these “extra” branches, just as the constant i
did for M ′i in the previous construction. Inﬁnitely many such M
′
e,c will work
for each Me, but we cannot identify them in advance.
We will only allow a machine Me to aﬀect our construction at a stage t
when Ψ(e, t, H) = 1 and μ(Me) ≥ 1 −
1
23k−1
for a larger k than was used
the last time the machine was activated. The ﬁrst requirement allows us to
only consider machines that appear to be computable with domain 1, and the
second allows us to create a uniform tree coding every B ∈ 2ω as before.
s = 0: We let T0 = 2
<ω and M ′e,c = ∅ for all e and c. We then activate all Me
for stage 0.
s > 0: We compute Ψ(e, s,H) for all e ≤ s. If Ψ(e, s,H) = 0 for all such e,
we let Ts = Ts−1 and go on to stage s+ 1. Otherwise, we list all e ≤ s such
that Ψ(e, s,H) = 1 in increasing order: e1 < e2 < . . . < en. For each ei, let
kei,s be the largest integer k for which μ(Mei,s) ≥ 1−
1
23k−1
.
First, we consider e1. If ke1,s ≤ ke1,t, where t is the most recent stage at
which Me1 was activated, we end stage s. Otherwise, we activate Me1 and
list all k such that 3ke1,t − 1 < k ≤ 3ke1,s − 1.
For each such k, we will construct our tree very much as before. Since we
know such stages will exist now, we can deﬁne sk to be the least stage s such
that μ(Ms) ≥ 1−
1
2k
for these k. For each such k, we let Σ = {σ1, . . . , σm} be
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the set of the longest elements of Ts−1 that have already been determined.
We will call their length h.
We now construct the M ′e,cs and trees via the following procedure for each
such k.
If 〈d, τ〉 enters Me1 between states sk−1 and sk, we have the following two
cases. Let n = |τ |.
Case 1: n ≤ h. For all σ ∈ Tk−1 such that |σ| = n, we add 〈d + c + 1, σ〉
to M ′e1,c for all c ≥ e1. There will be l many such σ for some l ≤ k, so
we add 〈d+ c+1, σ′〉 to M ′e1,c an additional (k + c)− l times, where σ
′ is
the leftmost σ in our tree such that |σ| = n.
Case 2: n > h. For all σi ∈ Σ, we add 〈d + c + 1, σi
1|τ |−l〉 to M ′e1,c for
each c ≥ e1. This time there will be m such σi, so we add 〈d + c + 1, σ1〉
to M ′e1,c an additional k −m times.
Note that in both Case 1 and Case 2, we added k+c
2d+c+1
to μ(M ′e1,c) each
time we added 1
2d
to μ(Me1).
If k is of the form 3j − 1 for some j, we let our tree be
T ′s,1 = ∪σ∈M ′e1,sk and |σ|=n
′([σ11] ∪ [σ01] ∪ [σ00])
where n′ = max{|σ| | σ ∈ M ′e1,sk}.
After we have ﬁnished the above procedure for all k ≤ 3ke1,s − 1, we
continue this process for each ei for i > 1 until we reach one for which
kei,s ≤ kei,t, where t is the most recent stage at which Mei was activated,
or we reach an ei whose kei,s requires us to branch higher in Ts,i−1 than the
highest previously determined branching point. In either of these cases, we
end stage s. If neither case holds, we activate Mei , augment the M
′
ei,c
s as
before, and build the tree Ts,i within Ts,i−1.
The construction of Ts,i must do two things. The ﬁrst is to preserve
certain branching points to ensure that our ﬁnal tree is perfect. To do
this, when we build our tree according to Me, we will require that the ﬁrst
e branching points appearing in the construction of the M ′e,cs will be pre-
served. Therefore, for these branching points, we will prune the 11 branches
of the existing tree. The second is to ensure that 0s only appear in the ﬁ-
nal tree at its branching points. Therefore, if we must remove a branching
point, we will prune the 01 and 00 branches at that height and leave only
the 11 branch as before.
Let the last tree produced before the end of the stage be Ts.
Let T = ∩s∈ωTs.
Claim 4.14 For every e ∈ ω, there is a c′ ∈ ω such that M ′e,c is a Kraft-
Chaitin set for all c ≥ c′ for some c′.
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Proof. Let e ∈ ω be given. By the deﬁnition of Ψ, there is an s such that for
all t ≥ s, Ψ(i, t, H) = 1 if Mi is computable with domain 1 and Ψ(i, t, H) = 0
otherwise for all i ≤ e. After this stage s, the construction of M ′e will be
identical to that in the previous construction. There may be more than k + e
branches after μ(Me) ≥ 1 −
1
2k
, but this number will now increase at the
same rate as it did before. Therefore, some c′ ≥ e will reﬂect this number
of branches. This is enough to see that μ(M ′e,c) ≤ 1 for all c ≥ c
′, and since
μ(M ′e,c) is a recursive real for all c, M
′
e,c is a Kraft-Chaitin set for all c ≥ c
′.
Claim 4.15 Every branch A of T is Schnorr trivial.
Proof. Let A ∈ [T ], and let Me be an arbitrary computable machine with
domain 1. We will show that (∃M ′e,c comp.)(∀n ∈ ω)[KM ′e,c(A  n) ≤
KMe(0
n) + (c + 1)]. Let c′ be as in Claim 4.14, and let n ∈ ω be given.
If KMe(0
n) = ∞, it is clear that KM ′
e,c′
(A  n) ≤ KMe(0
n) + (c′ + 1).
Otherwise, let d be the least integer such that 〈d, 0n〉 enters Me. Then d =
KMe(0
n). When 〈d, 0n〉 entered Me, 〈d + c
′ + 1, σ〉 entered M ′e,c′ for all σ of
length n in T , including A  n. Therefore, KM ′
e,c′
(A  n) ≤ d + (c′ + 1) =
KMe(0
n) + (c′ + 1), and M ′e,c′ and c
′ + 1 will witness the Schnorr triviality of
A with respect to Me.
Therefore, we will have KM ′
e,c′
(A  n) ≤ KMe(0
n) + (c′ + 1) for all n, and
M ′e,c′ will witness the Schnorr triviality of A with respect to Me. 
Now we can code every B ∈ 2ω by a branch in T . We code B(n) by the
branch we choose at the (n + 1)st branching point. If B(n) = 0, we choose
the left, or 00, branch. If B(n) = 1, we choose the right, or 01, branch. We
call the branch chosen in this manner T (B).
Claim 4.16 If A ≥T H, A ≡T T (A).
Proof. This proof is identical to that of Claim 4.13. 
Since T is a perfect tree of Schnorr trivial reals, T is recursive in h, and
every B ∈ 2ω is coded by a branch of T , every degree above h contains a
Schnorr trivial real. Since h is an arbitrary high degree, we have proved
Theorem 4.1.

As previously noted, the Schnorr trivial Turing degrees are not closed
downwards [3]. Theorem 4.1 provides additional evidence that the Turing
degrees are not the appropriate framework in which to consider Schnorr trivi-
ality, for it suggests that an arbitrarily computationally strong real may have
minimal computational complexity.
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