ESTIMATION AND OPTIMIZATION OF LOGIT DEMAND MODEL WITH COVARIATES, CENSORED DATA, AND AUXILIARY INFORMATION by LI BAIYU
ESTIMATION AND OPTIMIZATION OF
LOGIT DEMAND MODEL WITH
COVARIATES, CENSORED DATA, AND
AUXILIARY INFORMATION
LI BAIYU
(B.Sci., Fudan University, 2012)
A THESIS SUBMITTED
FOR THE DEGREE OF MASTER OF SCIENCE
(BUSINESS)
DEPARTMENT OF DECISION SCIENCES




Foremost, I would like to express my sincere gratitude to my super-
visors, Associate Professor Wang Tong and Professor Andrew Lim. It is
impossible for me to complete my master thesis without their patient guid-
ance and selﬂess support. They opened the door of academic research to
me, cordially sought for valuable topics when I was perplexed and shared
state-of-the-art insights with me. They patiently repeatedly listened to my
presentation and gave beneﬁcial instructions before the conference and QE
presentation, even sacriﬁcing the weekend. Their shining virtues and dedi-
cation to research will have a long-life inﬂuence on me and motivate me to
be a better person all the time.
Besides my supervisors, I am deeply indebted to Professor Sun Jie and
Professor Zhang Hanqin whose graduate courses have provided me with a
broad overview of Operations Research. I would also like to express my
special thanks to Professor Teo Chung-Piaw, who has generously oﬀered
care and support to me, and encouraged me to keep exploring my interest.
Sincere thanks also goes to all of my program mates, Jeremy Chen, Chen
Zhi, Gao Yini, Gu Weijia, Han Shasha, Huang Shanshan, lyu Guodong,
Tang Qinshen, Wang Zhiwen, Yan Zhenzhen, Zhan Sheng (in alphabetical
order), who make the life here colourful and enjoyable. I would also like
to thank Li Xinxin, with whom I had insightful conversations from time
to time and from whom I learned the wisdom of life, and Carol Wu who
presented me with various angles of Singapore from nice food to wonderful
sightseeing.
I am very grateful to the staﬀ in the department and PhD oﬃce, espe-
cially Ms Lee Chwee Ming, Ms Teng Siew Geok and Ms Cynthia Goh, for
their constant support and care.
ii
Over the years, my boyfriend, Zhao Sheng, has been playing a role as the
most trustable friend and a ﬁrm supporter, and witnessed every moment
of my life. I would like to give my best wishes, gratitude and love to him.
Last but not least, I would like to express my deepest thanks to my






2 Literature Review 4
3 Model 8
3.1 The Practical Challenge . . . . . . . . . . . . . . . . . . . . 8
3.2 Data Generating Model . . . . . . . . . . . . . . . . . . . . . 9
3.3 Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4 Estimation 14
4.1 Estimation Using MCMC . . . . . . . . . . . . . . . . . . . 14
4.1.1 Scenario F-F. . . . . . . . . . . . . . . . . . . . . . . 14
4.1.2 Scenario N-C. . . . . . . . . . . . . . . . . . . . . . . 15
4.1.3 Scenario N-F. . . . . . . . . . . . . . . . . . . . . . . 16
4.1.4 Scenario F-C. . . . . . . . . . . . . . . . . . . . . . . 16
4.1.5 Scenario F-T. . . . . . . . . . . . . . . . . . . . . . . 19
4.2 Estimation Using EM . . . . . . . . . . . . . . . . . . . . . . 21
5 Numerical Study 22
5.1 Calibration Using the Real Data . . . . . . . . . . . . . . . . 23
5.2 Generation of the Simulated Dataset . . . . . . . . . . . . . 24
5.3 Estimation of the Scenarios . . . . . . . . . . . . . . . . . . 25
5.3.1 Posterior distributions. . . . . . . . . . . . . . . . . . 25
5.3.2 Predictive distributions. . . . . . . . . . . . . . . . . 25
iv
5.4 Optimization of the Newsvendor Problem . . . . . . . . . . . 28
5.4.1 Single-period evaluation . . . . . . . . . . . . . . . . 29
5.4.2 Multi-period evaluation . . . . . . . . . . . . . . . . . 30
5.5 Discussion and Extension . . . . . . . . . . . . . . . . . . . . 32
6 Conclusion 35
v
Name : Li Baiyu
Degree : Master of Science (Business)
Supervisor(s) : Assoc Prof. Wang Tong, Prof. Andrew Lim
Department : Department of Decision Sciences
Thesis Title : Estimation and Optimization of Logit Demand
Model with Covariates, Censored Data, and Aux-
iliary Information
Summary
We formulate a newsvendor model where demand depends on a set of s-
tochastically changing covariates, and show that Bayesian estimation of
this model, given a history of covariates, censored sales data, and auxiliary
information such as customer traﬃc ﬂow, can be implemented eﬃcient-
ly using a Metropolis-within-Gibbs Markov Chain Monte Carlo algorithm.
We benchmark the impact of demand censoring, ignoring covariates, and
incorporating traﬃc ﬂow information on the out-of-sample performance
of an optimal inventory decision. We show in an extended example that
improvements in proﬁt can be substantial, even if an incomplete set of co-
variates is being used, and that initiatives to improve demand forecasting
by collecting relevant side information and combining multiple data sets
can have a substantial impact on operational eﬃciency.
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1 | Introduction
While demand and choice modeling are central issues in real-world retail-
ing applications such as inventory control and pricing management, the
assumptions about demand which are commonly made in the academic
literature usually do not hold in practice. For example, demand is often
assumed to be independent and identically distributed (iid) across periods
in many inventory control models when in reality, it is driven by stochas-
tically changing factors such as product quality or external factors such as
economic conditions, special occasions, and the weather (e.g. Fenton et al.
(2015)). Indeed, much of the recent interest in big data" and business an-
alytics can be interpreted as an attempt to collect relevant side information
(by direct measurement or by combining data sets) in order to obtain a bet-
ter understanding of customer preferences and to improve demand models.
This paper explores the potential beneﬁts that using this information can
have on operational eﬃciency.
Motivated by a practical challenge faced by a retailer selling perishable
products, we formulate a newsvendor model where demand depends on
stochastically changing covariates and estimate this model using a history of
covariate, censored sales data, and auxiliary information such as customer
traﬃc ﬂow. Our model assumes that customer arrivals are iid but that
the purchase decision of each customer (and hence the aggregate demand)
depends on covariates through a Logit choice model. Our goal is to compare
the out-of-sample performance of inventory decisions made on the basis of
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this model, suitably calibrated from historical data, to that of a classical
newsvendor who incorrectly assumes that demand is iid.
In this paper, we adopt a Bayesian framework for estimation because
it allows us to evaluate the impact of censoring and covariate selection
on estimation uncertainty. In addition, a Bayesian approach tempers a
natural concern about overﬁtting that comes with the introduction of a
substantially more complex model due to the regularizing aﬀect of the
prior on estimates when data is scarce.
In addition to these statistical concerns, another challenge when using
a complex demand model is the substantial computation burden associated
with implementing the calibration. For instance, the complex structure of
the demand model together with censoring means that it is not possible
to choose a prior and likelihood that lead to a posterior that belongs to
a known distributional family. This is a concern because integrating un-
der an arbitrary high-dimensional probability distribution, as required for
estimation, is generally computationally prohibitive. In this regard, one
message from our paper is that implementing fully Bayesian estimation
of our model is not a concern, at least when the number of covariates is
moderate.
Speciﬁcally, one feature of our demand model is that it can be repre-
sented as a directed acyclic graph (DAG), which allows us to generate the
marginal posterior for each unknown parameter and compute the optimal
policy eﬃciently by sampling from the joint posterior using a Metropolis-
within-Gibbs Markov Chain Monte Carlo (MCMC) algorithm. More gen-
erally, Bayesian estimation can be eﬃciently implemented using well es-
tablished methods when demand models have this convenient graphical
structure, and further study into the eﬀectiveness of demand models with
covariates should not be held back because of concerns about implementing
the calibration.
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One beneﬁt of Bayesian methods is the information it provides on es-
timation uncertainty, which is of concern when a simple statistical model
with few uncertain parameters (e.g. a model with iid demand) is replaced
by a high-dimensional model that needs to be estimated from a potentially
limited and censored data set. In this regard, we evaluate the impact of
ignoring relevant covariates on estimation bias, and compare the magni-
tude of this eﬀect to that of censoring on estimation uncertainty. We also
explore the potential that an additional traﬃc ﬂow signal (e.g. the number
of users logging on to a free wiﬁ service), in the form of noisy information
about demand, may have on estimation uncertainty.
Finally, we study the out-of-sample performance of inventory decisions
made on the basis of our estimated demand model in order to evaluate the
economic value of including relevant side information, and the relative cost
of the statistical problems caused by censoring and estimation uncertainty.
One important conclusion of this study, which uses a data generating mod-
el that is calibrated from demand and covariate data from a fresh produce
retailing chain, is that the economic cost of censoring is marginal relative
to the cost of ignoring covariates and assuming that demand is iid. More
generally, we believe that this provides motivation for further research on
demand models with side information and the use of these models in oper-
ations management.
The outline of the paper is as follows. We begin with a literature review
in ch.2, and introduce our model of demand, which incorporates random
customer arrivals and covariate dependent choice in ch.3. We show how
this model can be represented as a Bayesian graphical model (in particular,
using a directed acyclic graph) in ch.4 and estimated using a Metropolis-
within-Gibbs algorithm. We present a simulation study in ch.5 where we
discuss the impact of censoring, ignoring covariates, and incorporating aux-
iliary information, on out-of-sample performance.
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2 | Literature Review
There is a rich body of literature in operations management studying de-
mand estimation and inventory optimization problem with incomplete ob-
servations. Conrad (1976) is the ﬁrst to estimate censored demand due
to out-of-stock and employs Maximum Likelihood Estimation (MLE) to
approximate the Poisson demand rate. Nahmias (1994) and Agrawal and
Smith (1996) address similar problems with normal and negative binomial
demand, respectively. From the perspective of Bayesian methods, Braden
and Freimer (1991), Lariviere and Porteus (1999), and more recently Bisi
et al. (2011) develop and apply the Newsvendor distributions, which have
conjugate priors, to tackle the dimensionality problem in learning demand
under censoring. Jain et al. (2015) propose using stock-out timing infor-
mation to mitigate the censoring problem. In a multi-product setting,
Anupindi et al. (1998) estimate lost sales as well as stock-out based substi-
tutions with only periodic inventory data. A common assumption in this
stream of research is that demand is independent and identically distribut-
ed across periods. In this paper, we incorporate varying covariates that
inﬂuence the demand distribution across periods.
Employing discrete choice models, Multinomial Logit model (MNL) in
particular, is a prevalent approach to incorporate the dependence of de-
mand on covariates. In revenue management, there is a stream of research
studying choice-based assortment planning problems with individual-level
data and unobserved no-purchases. A widely adopted approach (e.g., Bern-
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stein et al. (2014),Talluri and van Ryzin (2004),Vulcano et al. (2010) and
Haensel and Koole (2011)) is to divide the sales period such that each
period sees either one transaction or nothing, due to either no arrival of
customer or no purchase, and then to jointly estimate the arrival rate and
choice model parameters. Noting the challenge of cutting the sales period,
Talluri (2009) proposes a risk-ratio heuristic to jointly estimate the market
size and the MNL coeﬃcients. Diﬀerent from the problem in this paper,
these models do not have the issue of demand censoring due to stock-out.
Another stream, including this paper, uses period-level data to estimate
discrete choice models. Recent work of Bruno and Vilcassim (2008), Conlon
and Mortimer (2013) and Musalem et al. (2010) study demand substitution
patterns with varying product availability due to stock-out. Inventory level
is only tracked at the beginning/end of each period, so inventory status in
the middle of a period is latent. In terms of the estimation methodology,
our work is closer to Musalem et al. (2010), which constructs a Bayesian
structural model, treats the sequence of individual purchases each peri-
od as missing data, and implements the MCMC algorithm for estimation.
These papers focus on estimating the choice coeﬃcients and presume the
knowledge on the market population or visibility on no-purchases. Kök
and Fisher (2007) estimate both original demand and substitutions driven
by assortment, while assuming negligible no-purchases, and solve an assort-
ment optimization problem. Gallego and Talebian (2012) and Vulcano et al.
(2012) jointly estimate the choice models and the customer arrival rates.
Gallego and Talebian (2012) consider a pricing problem without censoring.
Vulcano et al. (2012) propose an Expectation-Maximization (EM) method
to estimate the Poisson arrival rate and parameters in the MNL model with
only sales and product availability data. No-purchase is possible and not
observed. We introduce covariates and censoring into the model and use

















ad hoc Multiple X EM
Bruno and
Vilcassim (2008)
choice model Multiple X X BLP
Conlon and
Mortimer (2013)
choice model Multiple X X EM
Musalem et al.
(2010)
choice model Multiple X X MCMC
Kök and Fisher
(2007)
integrated Multiple X X EM
Gallego and
Talebian (2012)
choice model Multiple price only X MLE
Vulcano et al.
(2012)
choice model Multiple X EM
This paper choice model Single X X X MCMC
Table 2.1: A comparison of features of the models in the literature
the major features of the above-mentioned papers is provided for reference.
Apart from aggregated inventory data, modern technologies allow re-
tailers to collect side information that can be used to improve visibility.
According to Chen and Mersereau (2014), these days retailers attach mo-
bile devices to shopping carts, use infrared technology to see customer
bodies, or use software to analyze video footage to monitor store traﬃc
ﬂow. In the OM literature, early work of Lam et al. (1998) and recent
work of Mani et al. (2014) study the optimal staﬃng problem in a store
with traﬃc forecast. Lu et al. (2013) use video technology to compute the
queue length in front of a deli counter and show that consumer's purchase
behavior is driven by queue length and not waiting time. Perdikaki et al.
(2012) characterize the relationship between sales, traﬃc and labor for re-
tail stores. They show that store sales volume exhibits diminishing returns
with respect to traﬃc, and labor moderates the impact of traﬃc on sales.
In this paper, we include traﬃc ﬂow data to improve demand estimation
with censoring.
The contribution of this paper is two-fold. First, we develop a Bayesian
model that accommodates covariates that inﬂuence demand, missing obser-
vations due to demand censoring, and auxiliary information such as shop
traﬃc ﬂow. The Bayesian framework naturally incorporates estimation un-
certainty, which is taken into account in the following optimization problem.
Though we focus on a binary choice setting, the modeling framework can be
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extended to accommodate multiple products. Second, the research helps us
better understand the impact of incorporating relevant covariates and in-
formation into the demand model. Along this line, Rudin and Vahn (2014),
from a nonparametric perspective, discuss the value of features/covariates
in the Newsvendor problem assuming that the order quantity is a linear
combination of the features, and show analytically that the feature-based
approach can be better than other data-driven approaches.
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3 | Model
In this section, we ﬁrst describe the practical challenge that motivates
this research, then introduce the underlying data generating model, and
describe various scenarios of observations.
3.1 The Practical Challenge
The research is motivated by a practical challenge faced by Yijiaxian, a
Chengdu, China-based fresh produce retailing chain. At the retailing level,
each shop of Yijiaxian operates like an independent newsvendor catering
the demand of its local residential area (there are consolidations happening
at the procurement level, which is out of the scope of this paper): at the
end of each day, the shop managers are responsible for generating replen-
ishment orders for the following day; the headquarter consolidates orders
from all the shops and arranges procurement over night; replenishments
are shipped to the shops early in the next morning; sales take place over
the whole day, and depending on the orders, there might be stock-out or
left-over inventories salvaged at the end; and then the cycle repeats. One of
the major determinants of Yijiaxian's business performance is believed to
be the quality of the ordering decisions. A ﬁrm believer of data analytics,
Yijiaxian's CEO hopes to set up a data-driven system that jointly con-
structs demand forecasts and makes ordering decisions. Yet, a pilot test by
adapting existing models in OM (e.g., Jain et al. (2015)) did not achieve
the full potential that has been expected. Focusing on tackling demand
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censoring caused by frequent stock-outs, the pilot test ignores another im-
portant problem: the non-stationarity of daily demand. More speciﬁcally,
demands across diﬀerent periods are not iid draws from a stationary distri-
bution, instead, the distribution is believed to be dependent on exogenous
and varying factors. One class of factors is product characteristics, includ-
ing price (which is determined by applying a ﬁxed mark-up over the highly
volatile procurement cost) and quality (which, by the nature of the agricul-
tural business, is random and out of the control of the retailer). The other
type is external factors such as traﬃc ﬂow into the shop (which could be
dependent on weather conditions or competitor's activities). The practical
research question given to us is that if Yijiaxian were to collect data about
all these factors, how one could build a joint estimation and optimization
model that takes the data into account and how much potential economi-
cal beneﬁt can be derived (so as to justify the investment of collecting the
extra data).
3.2 Data Generating Model
Motivated by the above-mentioned practical challenge, we construct a par-
simonious model that helps us better understand the impact of extra data
and also evaluate various alternative solutions with diﬀerent degrees of vis-
ibility of the data. We consider a newsvendor selling a single perishable
product over multiple periods. In each period t, the number of arriving
potential customers Nt is i.i.d. and follows a Poisson distribution with rate
λ, i.e.,
Nt|λ ∼ Poisson(λ).
Upon arrival, the customers observe an L-dimensional vector of product
covariates Xt = {X1t , . . . , XLt }. The covariates are exogenously given (e.g.,
ﬁxed price, quality, freshness), and they remain unchanged within a period.
9
Each customer then independently decides whether to buy or not according
















where choice coeﬃcient β = {β0, . . . , βL} is an (L+ 1)-dimensional vector.
The total arriving customers and the choice probability jointly determine
the eﬀective demand Dt in a binomial fashion,
Dt|Nt, p(Xt|β) ∼ Binomial(Nt, p(Xt|β)).
The number of customers who choose not to buy, no-purchases NPt, is
NPt = Nt −Dt.
Not all of the realized demand Dt can be satisﬁed because of limited in-
ventory It. The successful sales and lost-sales are
St = min(Dt, It), LSt = max(Dt − It, 0).
Unsold inventory at the end of the period is salvaged and not carried over
to the next period. It is worthwhile noting the following deterministic
relationship.
Nt = Dt +NPt, Dt = St + LSt.
The last component of our model is a traﬃc ﬂow signal TFt, which can
be considered as a noisy observation of the total arrival Nt. The model
only requires a joint distribution of TFt and Nt, ftraﬃc(TFt, Nt|θ) with
an unknown parameter θ. In the following analysis, we make a speciﬁc
assumption that the traﬃc is equal to the total arrival Nt multiplied by a
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log-normal noise, i.e.,
TFt = Nt · exp(t),
where t is normally distributed with mean µ and standard deviation σ.
3.3 Scenarios
The main estimation task is to infer the arrival rate λ and the (L + 1)-
dimensional choice coeﬃcient β from a partial observation of the T -period
history {It, Xt, St, LSt, NPt, TFt}Tt=1. We consider the various scenarios
that mainly diﬀer along two dimensions: (i) whether covariates are available
and taken into account in estimation and (ii) whether there is demand
censoring. These scenarios are named by two-letter labels. The ﬁrst letter
indicates whether covariates are fully observed (F) or not observed at all
(N), and the second letter denotes whether demand is fully observed (F),
censored (C), or censored but accompanied by traﬃc ﬂow information (T).
 Scenario F-F. This is the ideal scenario where everything is ob-
served. We denote the observation under this scenario OF-F =
{It, Xt, St, LSt, NPt, TFt}Tt=1. This scenario serves as an upper-bound
benchmark.
 Scenario N-C. This is the scenario in practice, where there is demand
censoring and no covariate data is available. The only observations
are initial inventory and sales logged by the Point-Of-Sales system,
i.e., ON-C = {It, St}Tt=1. This scenario serves as a lower-bound bench-
mark.
 Scenario N-F. This is an improvement over scenario N-C, where de-
mand censoring is absent. Lost-sales and no-purchases are observed.
ON-F = {It, St, LSt, NPt}Tt=1.
 Scenario F-C. In addition to what is available in scenario N-C, co-
variates Xt are available. O
F-C = {It, Xt, St}Tt=1.
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 Scenario F-T. In addition to what is available in scenario F-C, there























































Figure 3.1: Illustration of the scenarios.
Figure 3.1 provides a visual illustration of the scenarios. Each circle
represents an arriving potential customer, solid circles represent customers
who make a purchase, hollow circles with solid border stand for lost sales
due to stock-out, and hollow circles with dotted border represent customers
who arrive at the store but choose not to purchase. The boxes with solid
borders denotes exact observations of the enclosing variables. For example,
with the box partitioned into three sections in scenario F-F and N-F, one
is able to see the exact sales St, lost sales LSt and no-purchases NPt. In
contrast, one can only observe sales in scenarios F-C and N-C. Traﬃc ﬂow
information TFt is a noisy signal of the total arrivals Nt and is represented
by a box in dotted lines.
Among the scenarios, F-F is the ideal case and is used as an upper
limit of what one can learn from the data. Scenario N-C represents a
common practical situation with least amount of observation. It serves as
a lower bound of other scenarios. We are mainly interested in investigating
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scenarios F-C, F-T, and N-F. Intuitively, by comparing scenario N-F and F-
C with their bounds, we will be able to measure separately the performance
impact of taking covariates into account and demand censoring. Also,
depending on the quality of the traﬃc ﬂow signal, the information content
of F-T shifts between those of scenarios F-F and F-C. By putting the three
scenarios on the same scale, we can ﬁnd out the beneﬁt of traﬃc ﬂow
information in uncensoring demand.
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4 | Estimation
Estimation of models under the ﬁve scenarios is not always straightforward
due to the dimensionality of the unknown variables. We adopt a Bayesian
modeling framework and employ MCMC-based method for estimation. Es-
timation by the traditional Expectation-Maximization (EM) method is also
conducted as a reference.
4.1 Estimation Using MCMC
Let us ﬁrst assign priors to the parameters to be estimated. Arrival rate
λ has a gamma prior with shape and rate parameter a and b, denot-
ed by fgamma(λ|a, b). Choice coeﬃcient β follows an (L + 1)-dimensional
multivariate normal with mean µ and covariance matrix Σ, denoted by
fmvnorm(β|µ,Σ). Priors of other scenario-speciﬁc latent variables will be
speciﬁed in their respective scenarios.
4.1.1 Scenario F-F.
Estimation in scenario F-F is straightforward because the complete ob-
servation enables decoupling the estimation of λ and β. Given OF-F =
{It, Xt, St, LSt, NPt, TFt}Tt=1, the total arrival Nt = St + LSt + NPt. Due
to the gamma-Poisson conjugacy, the posterior of λ





is still gamma with shape parameter a′ = a+
∑T
t=1Nt and rate parameter
b′ = b+ T .
Choice coeﬃcient β does not have a conjugate prior. The likelihood
of β, given observation in period t, is simply a binomial distribution with







f ′(β|OF-F) ∝ fmvnorm(β|µ,Σ) · L(β|OF-F).
The posterior is (L+1)-dimensional, so it is often not practical to calculate
it exactly. We shall use the standard Metropolis-Hastings algorithm (M-H
for short) to simulate samples from the posterior.
4.1.2 Scenario N-C.
With limited observation ON-C = {It, St}Tt=1, the parameters of interest λ
and β are no longer individually identiﬁable as in the previous scenario. In
fact, without observation on the covariates, β does not exist in this model,
and the choice probability is just an unknown constant p. Demand Dt
is Poisson with an eﬀective demand rate λˆ = λp, which can be estimated
directly. This is essentially estimating a Poisson distribution from censored
observations (Braden and Freimer 1991).
Because of the presence of censoring, when writing the likelihood, we
need to treat those periods with and without stock-out diﬀerently. If there
is no stock-out in period t (when St < It), Dt = St and LSt = 0. The
likelihood of λˆ is the likelihood of having a Poisson arrival of St. If otherwise







1{St<It}fpoisson(St|λˆ) + 1{St=It}F¯poisson(St − 1|λˆ)
)
.
Assuming a gamma prior with parameter aˆ and bˆ, the posterior
f ′(λˆ|ON-C) ∝ fgamma(λˆ|aˆ, bˆ) · L(λˆ|ON-C).
4.1.3 Scenario N-F.
Same as in scenario N-C, without covariates, the parameter to estimate is
λˆ. The diﬀerence is that now there is no censoring, demand Dt is perfectly
observed. In observation ON-F = {It, St, LSt, NPt}Tt=1, the only necessary
content is Dt = St + LSt. The posterior of λˆ




which, by conjugacy, is gamma with aˆ′ = aˆ+
∑T
t=1(Dt) and bˆ
′ = bˆ+ T .
4.1.4 Scenario F-C.
As we move on, estimation becomes more complicated because λ and β
have to be jointly estimated. In scenario F-C, the observation OF-C =
{It, Xt, St}Tt=1. Because lost-sales LSt and no-purchases NPt are missing,
they need to be treated as latent variables and be estimated for all time
periods t = 1, . . . , T . We assume discrete uniform priors to latent variables
LSt and NPt. If there is no stock-out in period t (when St < It), Dt = St
and LSt = 0. The likelihood of λ, β, and NPt altogether is
L1t ∝ fpoisson(St +NPt|λ) · fbinomial(St|St +NPt, p(Xt|β)).
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The ﬁrst term is the likelihood of having a Poisson arrival of Nt = St+NPt,
and the second term is a binomial distribution with St successes out of N
trials with success probability p(Xt|β). When there is a stock-out (St = It),
we will also need to include LSt as latent variables. The likelihood
L2t ∝ fpoisson(St+LSt+NPt|λ) ·fbinomial(St+LSt|St+LSt+NPt, p(Xt|β)).
Finally, we have a joint likelihood in all the periods












f ′(λ, β, LSt, NPt|OF-C)
∝fgamma(λ|a, b) · fmvnorm(β|µ,Σ) · L(λ, β, LSt, NPt|OF-C).
This resulted posterior distribution is prohibitively large with a dimension-
ality of 1 + (L+ 1) +T +T . In Figure 4.1, we provide a graphical represen-
tation of the structural model using Directed Acyclic Graph (DAG)1. We
shall employ Gibbs sampling to simulate samples from the joint posterior.
Figure 4.1 shows the intrinsic link between parameters and observations
of scenario F-C. The structure of the model is built in this way: total
arrival Nt is generated from Poisson arrival process with rate λ and logit
choice probability pt is determined given choice coeﬃcient β and covariates
Xt. Arrival Nt together with pt determines the binomial distribution of
demand Dt. Subtracting Dt from Nt gives the number of no-purchases
NPt. Demand Dt and inventory It jointly determine the sales St and the
lost sales LSt. Here LSt and NPt are latent variables. Algorithm 1 is a
1The DAG follows the WinBUGS convention (Lunn et al. 2000): circles denote un-
known random variables, squares denote observed data, single solid arrows denote s-
tochastic dependency, double hollow arrows denote deterministic functional dependency,











period t = 1, ..., T
Figure 4.1: DAG of Scenario F-C.
detailed implementation of the estimation procedure.
Algorithm 1 Gibbs sampling for scenario F-C.




t for t =
1, . . . , T ;














(b) Sample λ(j): draw a sample λ(j) from the updated posterior fgamma(a +∑T
t=1N
(j−1)
t , b+ T );







t |N (j−1)t , p(Xt|β)).





t for t = 1, 2, . . . , T :
i. if St < It, LS
(j)
t = 0, and the posterior of NPt is proportional to













Estimation in scenario F-T is very similar to that in F-C, except that we
need to take the traﬃc ﬂow signal TFt into consideration (see Figure 4.2 for
a graphical representation of the model). Here we assume the traﬃc ﬂow
signals have been calibrated beforehand, and µ is known. The precision
of the noise term in traﬃc ﬂow data r = 1/σ
2
 has a gamma prior (a, b).
The joint likelihood in all the periods










) · flognormal( TFt
St + LSt +NPt
∣∣∣∣µ, σ)] ,
and the posterior
f ′(λ, β, LSt, NPt, σ|OF-T) ∝ fgamma(λ|a, b)















Figure 4.2: DAG of Scenario F-T.
The algorithm is mostly the same as that in Algorithm 1 except that we
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need to also sample σ and account for the impact of the traﬃc information
on the likelihood of LSt and NPt.
Algorithm 2 Gibbs sampling for scenario F-T.
1. Specify arbitrary initial values for λ(0), β(0), σ
(0)




t for t =
1, . . . , T ;



















(b) Sample λ(j): draw a sample λ(j) from the updated posterior fgamma(a +∑T
t=1N
(j−1)
t , b+ T );







t |N (j−1)t , p(Xt|β));
Sample β(j) from it using M-H;
(d) Sample σ
(j)
 : the posterior of precision r is






Sample a precision r
(j)







(e) For t = 1, 2, . . . , T ,
i. if St < It, LS
(j)
t = 0, and the posterior of NPt is proportional to











ii. if St = It, the joint posterior of LSt and NPt is proportional to
fpoisson(St + LSt +NPt|λ(j))














4.2 Estimation Using EM
The implementation of the EM algorithm is quite similar. Instead of sam-
pling from the posterior distribution in each iteration, we use the condi-
tional expectation as the estimate of the latent variables and maximize the
likelihood to get the parameter estimates for λ and β. The EM algorithm
converges to a point estimate of the unknown parameters and latent vari-
ables whereas the Gibbs sampling algorithm generates samples from the
joint posterior distribution.
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5 | Numerical Study
In this section, we conduct a numerical study in the context of Yijiaxian's
practical challenge. We will demonstrate the estimation procedures and
output of the models developed in the previous section, evaluate the perfor-
mance of these models in a joint estimation and optimization newsvendor
problem, and ﬁnally attempt to answer the practical questions raised in
Section 3.
Due to the limitation of the dataset we obtained from Yijiaxian, we
are not able to estimate all the scenarios directly from the real data. We
resort to simulation to overcome this issue. In ch.5.1, we ﬁrst estimate a
scenario using all available real data and get a sense of the magnitude of the
underlying model parameters. In ch.5.2, we simulate a complete dataset
based on the data generating model in ch.3.2 and the parameter estimates
obtained from the real data. In ch.5.3, with the simulated dataset, we
estimate all the models, present posterior distributions of the parameters
and predictive demand distributions, and statistically evaluate the impact
of covariates, censoring, and traﬃc information. In ch.5.4, we study the
impact on optimization of the newsvendor problem in single- and multi-
period settings. At the end, we discuss possible extensions with imperfect
covariate observations and noisier traﬃc signals.
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5.1 Calibration Using the Real Data
We obtain a dataset from Yijiaxian that covers a period of 73 days from
November, 2011 to January, 2012 in one of Yijiaxian's shops. The dataset
consists of sales transactions (St) from the POS system and manually col-
lected stock-out indicator (in-stock or out-of-stock) at the end of each day.
In the following study, we choose to focus on one of the products, cabbage,
because of its high sales volume and low seasonal ﬂuctuation.
The data is certainly not enough to estimate all the scenarios discussed
in the previous sections. Among the missing ones, lost-sales (LSt) and no-
purchases (NPt) are not likely to be observed. The important covariates
in Yijiaxian's context are price and quality (L = 2). Price (denoted by
X1t , in Chinese RMB) is readily available from the POS system. In the
dataset, prices center around its mean 1.60 and has a standard deviation
of 0.2. Product quality (X2t ) data is not available. Even worse, there
is no existing standard on measuring product quality. In the following
analysis, we assume that the prospective quality measurement will be on a
continuous scale and follow a uniform distribution. A higher quality score
indicates better quality. Toward the end of this section, we shall investigate
the impact of the granularity of quality measurement by comparing with
scenarios with no quality data and a discrete quality measure.
Traﬃc ﬂow data is also unavailable. Following the CEO's suggestion,
we use the total number of transactions of all the products logged in a day
(which can be extracted from the POS data) as a proxy of shop traﬃc in
our analysis. Musalem et al. (2010) propose using total transactions as a
measure of total potential demand, whereas we treat it as a noisy signal.
This brings up further research questions: Will the proxy work well? How
does the noisiness of the traﬃc data aﬀect the estimation performance? Is
further investment in collecting less noisy traﬃc data necessary? In the end
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of this section, we shall attempt to answer these questions by comparing
scenario F-T with high, medium, and low noise in the traﬃc ﬂow data.
With the data available, namely, sales St, stock-out indicator 1{St<It},
and a single covariate, price, we can only estimate scenario F-C by assuming
that there is only one covariate (L = 1). The detail of the estimation
procedure is omitted here and is available upon request. In the end, we
obtain the following MAP (maximum a posteriori) estimates: the customer
arrival rate λ = 170, the logit choice coeﬃcients β0 = 0.2 (the constant) and
β1 = −0.7 (the coeﬃcient associated to price). We still need to factor in
the prospective second covariate on quality. The management of Yijiaxian
estimates that if quality is assumed to follow U(0.5, 3.5), its associated
choice coeﬃcient β2 will be positive and of similar magnitude of the price
coeﬃcient β1 (i.e., every one unit increase in quality could be compensated
by a price increase of one unit). In the following simulated dataset, we use
the following parameters: λ = 170, β0 = −0.8, β1 = −0.7, and β2 = 0.5.
5.2 Generation of the Simulated Dataset
We simulate a dataset with T = 80 periods. For each period t, we draw
price X1t from a normal distribution with mean 1.6 and standard deviation
0.2, quality X2t from U(0.5, 3.5), and inventory level It from a discrete
uniform distribution in the range {60, . . . , 80} (such that the percentage
of periods with stock-out is around 10% to 20%, which is consistent with
the real data). We then draw total arrival Nt from a Poisson distribution
with rate λ = 170 and demand Dt and no-purchases NPt from a binomial
distribution with Nt trials and success probability p(Xt|β). Sales St and
lost-sales LSt are determined by Dt and inventory It. Finally, the noise
in traﬃc ﬂow data, t, is drawn from N(1.8, 0.23), and traﬃc ﬂow TFt is
constructed as Nt exp(t).
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5.3 Estimation of the Scenarios
With the simulated dataset, we are now able to estimate all the scenarios.
We will investigate the posterior distributions of the parameters and then
compare the scenarios in terms of their predictive distributions of demand.
5.3.1 Posterior distributions.
Figure 5.1 plots the obtained posterior distributions of λ and (β0, β1, β2)
for the three scenarios with covariates, namely, F-F, F-T, and F-C. Recall
that the other two scenarios without covariates, N-F and N-C, do not have
λ and β estimated separately. So they are excluded from the comparison.
We notice that posterior uncertainty for each parameter, as measured by
the spread of the posterior distribution, is the largest when demand is
censored (F-C). In scenario F-T, when traﬃc information is included, the
posteriors become more concentrated around the true parameter values
(vertical lines in the plots) and closer to the ideal scenario F-F. These
patterns consistently suggest that traﬃc information brings in signiﬁcant
statistical beneﬁt by uncensoring demand observations.
The circles on the horizontal axis are point estimates of each of the
parameters obtained by applying the EM algorithm. While the point es-
timates are close to the modes of our posterior distributions, they do not
reﬂect the large diﬀerence in estimation uncertainty that can be easily seen
from the posterior distributions.
5.3.2 Predictive distributions.
A complete comparison of all the ﬁve scenarios should be on their capa-
bilities of predicting future demand based on the same history. Since the
demand, conditional on all the other data, follows a Poisson distribution






























































Figure 5.1: Marginal posterior distributions of λ and β.
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predictive distribution of λˆ. The eﬀective arrival rate is the rate at which
purchases are made and is the central parameter in the follow-up inventory
optimization.
The predictive distribution of λˆ is dependent on the covariates Xt.
We pick a 3 × 3 pairs of covariates covering high, medium, and low price
and quality combinations. The corresponding predictive distributions are
shown in Figure 5.2.
The ﬁrst observation is that regardless of the actual price-quality pair,
the scenarios without covariates (N-F and N-C, plotted in dashed lines)
predict eﬀective λ distributions to be ﬁxed and centered around 45. This
independence of covariates is by construction because the two scenarios
neglect covariates in their estimation. Naturally, they have the most bias
against the true value of λˆ when the covariates take extreme values (e.g.
when price is low and quality is high). On the contrary, the other group
of scenarios with covariates (F-F, F-T, and F-C, plotted in solid lines) all
predict λˆ contingent on the covariates, and the predictive distributions shift
left when there is high price and low quality (upper right corner) and right
when there is low price and high quality (lower left corner).
For the group with covariates, predictive distributions associated with
censored data are wider than those associated with fully observed demand,
which is consistent with our observations from Figure 5.1. (The same can be
said about the predictive distributions associated with the models without
covariates). These intra-group diﬀerences reﬂect the impact of censoring,
with the wider spreads being associated with greater uncertainty resulting
from the use of lower quality censored data. We also note that these within-
group diﬀerences are negligible in comparison to the diﬀerence between the
models with covariates and the models that ignore them. This inter-group
diﬀerence reﬂects the impact of model mis-speciﬁcation that comes from
ignoring relevant covariates. In particular, mis-speciﬁcation introduces a
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bias in the estimate and leads to predictive distributions that do not even
include the correct value of eﬀective λ in their support. In contrast, the
predictive distributions associated with models with covariates, with or






















































































































Figure 5.2: Predictive distributions of the eﬀective demand rate (λˆ) with
given covariates.
5.4 Optimization of the Newsvendor Problem
Thus far, we have studied the impact of covariate information, censor-
ing and traﬃc information on the statistical estimation of parameters. In




To evaluate a single-period newsvendor performance, we generate a new
pair of covariates for period t = 81 and simulate the demand from its pre-
dictive distribution conditional on the posterior and covariate information
for each model:
fD(d) = Eλ,β [fpoisson(d|λ · p(X|β))] .
For a standard newsvendor problem with unit price p and cost c (assuming
zero salvage value for simplicity), the optimal inventory level that maxi-
mizes the expected proﬁt E[pmin{D, I}− cI] is the smallest integer I such
that FD(I) ≥ p−cp , which we compute for each of the models by sampling
from the associated posterior. According to the real data, the fractile p−c
p
is
set at 0.3. We then simulate the expected proﬁts of each model under the
true data generating model. Repeating this multiple times (the posteriors
are ﬁxed but the covariates in period t = 81 are re-sampled), we generate
the distribution of expected proﬁt for each model, as shown in Figure 5.3.
Once again, we observe that the scenarios separate into two groups.
The group with covariates (in solid lines) exhibits higher expected proﬁt
and lower volatility, whereas the other group (in dashed lines) is facing sig-
niﬁcant down-side risk of having negative proﬁt. The overall average proﬁt
is noted in the legend of Figure 5.3. On average, inclusion of covariates
(F-C) boosts proﬁt by 42% relative to N-C. Within groups, the diﬀerences
are much smaller, suggesting censoring has little impact on proﬁt. Using
traﬃc information to uncensor demand (F-T) only increases proﬁt by less
than 0.15%. This is not due to the noisiness of the traﬃc information,


















Figure 5.3: Distribution of expected proﬁt conditional on covariates.
5.4.2 Multi-period evaluation
We now investigate the performance in a multi-period newsvendor setting
by examining the cumulative regret in proﬁt. The regret in a period is
measured as the diﬀerence between the expected proﬁt made under one of
the ﬁve models and the expected proﬁt that could be made if one knows
the true data generating model.
More speciﬁcally, we start with a simulated 30-day history of observa-
tions, obtain initial beliefs about the parameters in each model, and make
optimal inventory decisions in the same manner as in the single-period set-
ting. Then after every 5 days, the beliefs are dynamically updated based
on the new observations. Order quantities associated with each demand
model are obtained by optimizing a single period problem conditional on
the latest posterior. A detailed timeline is as follows.
Algorithm 3 At t=0, let H0 denote the 30-day history, f0(λ, β) denote the joint poste-
rior distribution of λ and β learned from the history, and R0 = 0 be the initial cumulative
regret.
For t = 1, 2, . . . ,
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1. Sample covariates Xt, search for the optimal inventory level It:




2. Update the cumulative regret
Rt = Rt−1 + (E[pt min{Dt, I∗t } − ctI∗t ]− E[pt min{Dt, It} − ctIt]) .
Here pt is the price and is the same as X
1
t , ct is derived from pt such that the
newsvendor ratio pt−ctpt is ﬁxed at 0.3, Dt is the demand realization in day t, I
∗
t
is the optimal inventory level under the true model (the data generating model).
Both expectations are evaluated under the true data generating model.
3. Collect inventory It, sales St, lost-sales LSt, no-purchases NPt, and traﬃc ﬂow
TFt and merge them into the history Ht.
4. If t is a multiple of 5, update posterior ft(λ, β) based on all available observations
























Figure 5.4: Cumulative regret of the ﬁve scenarios.
We implement Algorithm 3 for all the ﬁve scenarios in parallel on the
same sample path. Figure 5.4 plots the cumulative regret of the models on a
logarithm scale against time. It echoes the previous ﬁndings that covariate
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information plays a more signiﬁcant role than censoring. In particular, the
regrets of the F-F, F-T and F-C models show little diﬀerence, and all three
eventually converge and ﬂatten out, indicating that the three models can
learn the parameters and choose the optimal inventory level for the data
generating model. On the other hand, with more than 150 days of new
observations, regrets still grow linearly in scenarios N-F and N-C. This
is because due to model mis-speciﬁcation, the posteriors may converge to
biased values, leading to consistently wrong inventory decisions.
5.5 Discussion and Extension
To this end, we have two questions in ch.5.1 left unanswered. One is about
the impact of partial or noisy covariates observations, and the other one
about noisy traﬃc ﬂow observation. The answer to the second question
becomes obvious after the previous simulation study. Since the performance
of the scenario with traﬃc information (F-T) is lower bounded by that of
scenario F-C and upper bounded by F-F, and our study has shown there
is little performance diﬀerence between the upper and lower bounds, the
impact of the noisiness (or even inclusion) of traﬃc information turns out
to be negligible.
Next, we attempt to answer the ﬁrst question by introducing two ex-
tra scenarios with diﬀerent covariates observations (while keeping demand
censoring unchanged):
 Scenario with partial covariates and demand censoring (labelled by
P-C). The model incorrectly assumes that X1t is the only relevant
covariate and neglects the other covariate. It only estimates λ, β0
and β1 (while assuming that β2 = 0).
 Scenario with approximated covariates and demand censoring (A-C).
The model takes the second covariate into account, but, probably
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due to measurement issues, only discretized reading of the underlying
continuous covariate is available.
Intuitively, the two new scenarios are positioned in-between existing scenar-
ios F-C and N-C, i.e., F-C ≥ A-C ≥ P-C ≥ N-C, in terms of their respective
informational value. We replicate our numerical study on the multi-period
newsvendor problem and compare the performances. For scenario A-C, we
























Figure 5.5: Cumulative regret of scenarios with diﬀerent covariate obser-
vations.
Figure 5.5 plots the cumulative regrets in the multi-period newsvendor
setting. We ﬁnd that the regret of A-C is still close to that of F-C, suggest-
ing that the discretization of the quality covariate has a relatively small
impact on proﬁt or regret. From a managerial point of view, this suggests
that Yijiaxian can put more emphasis on identifying the covariates, while
the measurement granularity has little inﬂuence. Figure 5.5 also suggests
that having partial covariate can still be beneﬁcial. The magnitude of the
beneﬁt is determined by the relative importance of the available covariates.
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In our study, it seems quality plays a more critical role in determining de-
mand, and only having price as covariate helps only marginally.
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6 | Conclusion
As an attempt to tackle the practical challenge faced by a perishable prod-
ucts retailer, we have formulated a stochastic inventory control model in
which aggregate demand depends on stochastically changing but observ-
able covariates. The dependence structure of our model can be represented
using a directed acyclic graph, which allows it to be estimated, conditional
on a history of covariate and censored demand data, in a Bayesian frame-
work by eﬃciently sampling from the joint posterior using the Metropolis-
within-Gibbs MCMC algorithm. We show that in our context, the impact
of demand censoring on out-of-sample performance can be marginal rela-
tive to the cost of ignoring covariates and adopting the classical assumption
that demand is iid. In the long run, the impact of censoring, as a form of
estimation with incomplete observations, will eventually diminish, where-
as the impact of ignoring covariates, a form of model mis-speciﬁcation,
will remain. More generally, it suggests that recent big data" initiatives
to improve demand forecasting by collecting relevant covariate data and
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