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Abstract: The properties of a massive fermion field undergoing rigid rotation at finite
temperature and chemical potential are discussed. The polarisation imbalance is taken into
account by considering a helicity chemical potential, which is dual to the helicity charge
operator. The advantage of the proposed approach is that, as opposed to the axial current,
the helicity charge current remains conserved at finite mass. A computation of thermal
expectation values of the vector, helicity and axial charge currents, as well as of the fermion
condensate and stress-energy tensor is provided. In all cases, analytic constitutive equations
are derived for the non-equilibrium transport terms, as well as for the quantum corrections
to the equilibrium terms (which we derive using an effective relativistic kinetic theory model
for fermions with helicity imbalance) in the limit of small masses. In the context of the
parameters which are relevant to relativistic heavy ion collisions, the expressions derived in
the massless limit are shown to remain valid for masses up to the thermal energy, except for
the axial charge conductivity in the azimuthal direction, which presents strong variations
with the particle mass.
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1 Introduction
Quantum systems undergoing rigid rotation have been the object of academic study since
the late ’70s, when Vilenkin showed that, due to the spin-orbit coupling, more anti-neutrinos
would be emitted on the direction which is parallel to the angular momentum vector of a
rotating black hole. Conversely, an excess of neutrinos would be emitted on the anti-
parallel direction [1]. Recently, evidence from relativistic heavy–ion collisions experiments
suggests that a global polarisation of the medium formed following the collision can be
highlighted by looking at the decay products of the Λ hyperons [2, 3]. Such measurements
can provide quantitative validation of models describing polarization of strongly interacting
matter induced through various mechanisms [4], such as the chiral vortical effect [5–7] and
the chiral magnetic effect [8, 9].
The past decade has seen many attempts to extend the standard thermal field theory, in
which the canonical thermodynamic variables are the temperature four-vector βµ = uµ/T
(given as the ratio between the local fluid four-velocity, uµ, and its temperature, T ) and
chemical potentials related to the electric or baryon charges, to also incorporate polarisation-
related charges. We mention the recent results in Ref. [10], where the excess is taken
into account by means of an axial chemical potential, µA, coupled with the axial charge
current; and Ref. [11], where it is suggested that an extra chemical potential, called the
spin potential, could explain a polarisation excess through a coupling with the spin tensor.
There are two major drawbacks of the aforementioned approaches. First, the axial
current JµA = ψγ
µγ5ψ can be used to consistently define an axial charge, QA, only for
massless fermions. In the case of massive particles, the axial current is no longer conserved.
Second, the spin tensor (or its contraction with a constant spin potential) does not commute
with the Dirac equation, which implies that its eigenfunctions are not solutions of the Dirac
equation.
In this paper, an alternative to the axial charge current and spin tensor extensions of
canonical thermal field theory is employed, which is based on the helicity charge current,
introduced in Ref. [12]. The advantage of the present approach is that the helicity charge
current remains conserved for massive fermions and thus, one can consider the helicity
operator hˆ (related to the temporal component of the Pauli-Lubanski vector operator) as
a natural alternative to the chirality operator for the regime of non-vanishing mass. It is
defined through:
hˆ =
Ĵ · P̂
p
, (1.1)
where Ĵ and P̂ are the total angular momentum and linear momentum operators, while
p = |p| is the momentum magnitude. The eigenvalues of hˆ are 1/2 and −1/2, distinguishing
between right-handed and left-handed particles, respectively.
At the relativistic quantum mechanics level, the helicity operator commutes with the
Dirac equation and the transformation ψ → e2iαhˆψ represents a symmetry transformation of
the Dirac Lagrangian. These helicity transformations form an abelian group, denoted here
using U(1)H . Using Noether’s theorem, it is straightforward to use the U(1)H symmetry
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to define a helicity charge current,
JµH = 2ψγ
µhψ, (1.2)
which is conserved (the extra factor of 2 is used to normalise the eigenvalues of h to unity).
The associated time-independent charge, QH , can be assumed to couple with a helicity
chemical potential µH to account for an overall helicity bias.
This paper presents an analysis of the quantum thermal expectation values (t.e.v.s)
of the vector and helicity charge currents (VCC and HCC), axial charge current (ACC),
fermion condensate (FC) and stress-energy tensor (SET) corresponding to the free massive
Dirac field under rotation at finite vector and helicity chemical pontentials. Using analytical
methods, exact (closed form) results are obtained. Furthermore, a simple kinetic model
based on the Fermi-Dirac distribution is proposed, which takes into account the helicity bias
by means of µH . Unsurprisingly, the classical analysis predicts a perfect fluid behaviour, as
expected since rigid-rotation is a global thermodynamic equilibrium solution in relativistic
kinetic theory. This thermal equilibrium state is fully characterised by means of the vector
QRKTV and helicity Q
RKT
H charge densities, the energy density ERKT and the pressure PRKT.
At the quantum level, the hydrodynamical content of the charge currents and the SET
is extracted with the aid of the β (thermometer) frame [13–15], in which the four velocity is
that corresponding to rigid rotation. In the β frame, the quantum corrections ∆QV/H , ∆E
and ∆P are highlighted with respect to the classical equilibrium quantities QRKTV/H , ERKT
and PRKT, respectively. These quantum corrections are quadratic with respect to the
vorticity parameter Ω. We also find terms that deviate from the perfect fluid form, which
describe transport phenomena. The transport terms appearing at the level of the charge
currents and of the heat flux are characterised using charge and heat conductivities, σ and
κ. These conductivities are expressed in terms of the local properties of the fluid (chemical
potential and temperature) by means of simple constitutive relations. The validity of these
constitutive relations is probed in the case of non-vanishing mass in the parameter regime
which is typical of heavy ion collisions and discuss their robustness both with respect to
the increase of the mass, chemical potentials, vorticity and temperature.
In anticipation of the results which will be derived later on, the form of the t.e.v.s of
the vector and charge currents is reproduced below:
〈: JµV/H :〉 = QV/Huµ + στV/Hτµ + σωV/Hωµ, (1.3)
as summarised in Eq. (6.31). The conductivity στV/H = µV/H/6pi
2 characterises the charge
transport along the vector τµ, which lies in the t − ϕ plane [see Eq. (3.12)]. As expected,
the vector and helicity current conductivities are proportional to the respective chemical
potentials. Contrary to expectation, the conductivities along the vorticity vector ωµ behave
quite differently:
σωV '
2µHT
pi2
ln 2, σωH '
2µV T
pi2
ln 2. (1.4)
The above result [also discussed in Eq. (6.32)] shows that a helicity imbalance can induce
an electric current and conversely, a net electric charge can induce a helicity current. This
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kind of coupling can lead to the development and propagation of the helical vortical wave,
as indicated in Ref. [12], which are similar to, e.g., the chiral magnetic waves [4]. Since
this paper is focussed mainly on the transport properties of free massive Dirac fermions at
finite temperature and chemical potentials while undergoing rotation, we defer the analysis
of such phenomena for future publications.
Before ending the introduction, it is worth pointing out that the downside of our
proposed formulation is that the helicity is not a Lorentz invariant property, meaning that
the theory becomes frame-dependent. The relevance of such a formulation can be seen
in the case of systems that explicitly break Lorentz invariance, such as the confined state
encountered in a single nucleus or the QGP undergoing rigid rotation.
The outline of the paper is as follows. The helicity current is introduced in Sec. 2.
The kinematic tetrad consisting of the local velocity uµ, acceleration aµ, vorticity ωµ and
a fourth vector τµ is introduced for the case of rigid rotation in Sec. 3. The kinetic theory
model taking into account the helicity bias is formulated in Sec. 4. The finite temperature
field theory formalism employed in this paper is summarised in Sec. 5 and the t.e.v.s of the
vector and helicity charge currents (VCC and HCC), axial charge current (ACC), fermion
condensate (FC) and stress-energy tensor (SET) are discussed in Sections 6, 7, 8 and 9,
respectively. Section 10 concludes this paper. Throughout this paper, we employ Planck
units, such that ~ = kB = c = 1, as well as the (+,−,−,−) signature for the Minkowski
metric.
2 Helicity current of fermions
This section begins with a brief overview of the vector and axial charge currents, derived
based on the U(1)V and U(1)A abelian symmetries of the Dirac Lagrangian, which are
presented in Subsections 2.1 and 2.2, respectively. Noting that the axial charge current is
conserved only in the limit of massless fermions, the helicity charge current is introduced
in Subsec. 2.3 by means of another abelian symmetry, denoted U(1)H , which holds for any
value of the fermion mass.
2.1 Vector charge and current
The free Dirac field is described by the following Lagrangian:
L =
i
2
(ψγµ∂µ − ∂µψγµψ)−Mψψ, (2.1)
where M is the mass of the field quanta, ψ = ψ†γ0 is the Dirac adjoint, ψ is the Dirac
4-component spinor and γµ are the 4× 4 gamma matrices. For definiteness, these matrices
are taken in the Dirac representation:
γ0 =
(
1 0
0 −1
)
, γi =
(
0 σi
−σi 0,
)
, (2.2)
where σi are the Pauli matrices, given by:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.3)
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The Dirac equation for the spinor ψ and its adjoint ψ can be obtained using the Euler-
Lagrange formalism, starting from the Lagrangian in Eq. (2.1):
(iγµ∂µ −M)ψ = 0, ψ(i←−∂µγµ +M) = 0, (2.4)
where the derivative
←−
∂µ acts to the left. The Dirac inner product of two 4-spinors ψ and χ
can be introduced as:
〈ψ, χ〉 =
∫
d3xψγ0χ, (2.5)
being time independent when ψ and χ satisfy the Dirac equation (2.4).
The Dirac Lagrangian is invariant under the following U(1)V abelian transformation:
U(1)V : ψ → eiωV ψ , ψ → ψ e−iωV . (2.6)
The above symmetry gives rise via Noether’s theorem to the vector charge current (VCC)
JµV ,
JµV = ψγ
µψ, (2.7)
which is conserved when ψ is a solution of the Dirac equation (2.4). Indeed, taking the
divergence of JµV yields ∂µJ
µ
V = 0, since γ
µ∂µψ = −iMψ and ∂µψγµ = iMψ by virtue of
Eq. (2.4). The total vector charge QV associated to J
µ
V , defined by
QV =
∫
d3xψ†ψ, (2.8)
is time independent in the sense that ∂tQV = 0.
After second quantization, ψ is promoted to a quantum operator Ψ̂, which can be
expressed with respect to a complete set of particle (Uj) and anti-particle (Vj) modes as
follows:
Ψ̂ =
∑
j
(Uj bˆj + Vj dˆ
†
j), (2.9)
where bˆj and dˆ† are the particle annihilation and antiparticle creation operators, respec-
tively. These operators satisfy canonical anticommutation relations, i.e.
{bˆj , bˆ†j′} = δj,j′ , {dˆj , dˆ†j′} = δj,j′ , (2.10)
while all other anticommutators vanish.
Demanding that the modes be normalised with respect to the Dirac inner product (2.5),
〈Uj , Uj′〉 = 〈Vj , Vj′〉 = δj,j′ , 〈Uj , Vj′〉 = 0, (2.11)
the vector charge operator can be expressed as:
: Q̂V :=
∑
j
(bˆ†j bˆj − dˆ†j dˆj), (2.12)
where the colons :: indicate normal (Wick) ordering, which, for operators that are quadratic
in the one-particle operators bˆj and dˆj , amounts to subtracting the vacuum expectation
value:
: Q̂V := Q̂V − 〈0|Q̂V |0〉 . (2.13)
Equation (2.12) shows that each (anti-)particle in a given quantum state adds (subtracts)
one unit to the expectation value of the vector charge operator, : Q̂V :.
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2.2 Axial current for massless fermions
In addition to the vector current (2.7), one may also introduce the axial current:
JµA = ψγ
µγ5ψ, (2.14)
where γ5 = iγ0γ1γ2γ3 is the chirality operator, which in the Dirac representation of the
gamma matrices (2.3) is given by:
γ5 =
(
0 1
1 0
)
. (2.15)
The axial current can be derived using Noether’s theorem starting from the abelian U(1)A
symmetry of the Dirac Lagrangian,
U(1)A : ψ → eiωAγ5 ψ, ψ → ψ eiωAγ5 , (2.16)
which is exact only in the case of massless fermions, when M = 0. In this case, it can be
checked that the axial current (2.14) satisfies
∂µJ
µ
A = 0, (2.17)
since γ5 anti-commutes with the Dirac gamma matrices (γµγ5 = −γ5γµ), while iγµ∂µψ = 0
for massless particles. The total axial charge corresponding to JµA,
QA =
∫
d3xψ†γ5ψ, (2.18)
is a time independent quantity in the sense that ∂tQA = 0.
It is worth noting that for non-vanishing mass, M 6= 0, the axial current (2.14) is no
longer conserved at the level of the classical equations of motion:
∂µJ
µ
A = 2iMψγ
5ψ. (2.19)
Before promoting the axial charge to a quantum operator, the particle mode solutions
Uj introduced in Eq. (2.9) are taken to be eigenfunctions of the chirality operator, in the
sense that
γ5Uj = χjUj , (2.20)
where the chirality number takes the values χj = ±1. When Uj satisfies Eq. (2.20), the
corresponding anti-particle modes Vj = iγ2U∗j satisfy
γ5Vj = −χjVj . (2.21)
In the second-quantization formalism, the Wick-ordered axial charge operator can then be
written as follows:
: Q̂A :=
∑
j
χj(bˆ
†
j bˆj + dˆ
†
j dˆj), (2.22)
where the expansion (2.9) was used for the field operator.
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2.3 Helicity current
The helicity of Dirac fermions can be introduced as the eigenvalue of the helicity operator,
defined as [16]:
h =
1
p
W 0 =
1
p
S · P , (2.23)
where p = |p| represents the momentum magnitude and the spin operator S has the fol-
lowing components:
Sk =
i
8
ε0ijk[γi, γj ] =
1
2
(
σk 0
0 σk
)
. (2.24)
In Eq. (2.23), W 0 is the zeroth component of the Pauli-Lubanski vector, which is defined
as:
Wµ = εµαβλJαβPλ, (2.25)
which is expressed via the total angular momentum operator Jαβ , the momentum operator
Pλ = i∂λ and the Levi-Civita tensor εµαβλ, which is introduced such that ε0123 = +1.
It can be shown that the eigenvalues of h are λ = ±1/2. The mode solutions of the
Dirac equation can be chosen as eigenfunctions of h, satisfying
hUj = λjUj , hVj = λjVj , (2.26)
where the antiparticle spinors Vj = iγ2U∗j , obtained via charge conjugation from the particle
spinors Uj correspond to the same eigenvalue λj = ±1/2.
Noting that the helicity operator h (2.26) can be written as:
h =
1
2p
γ5γ0γ · P (2.27)
and taking into account the Dirac equation (2.4), it can be shown that
hψ =
1
2p
γ5Hψ − M
2p
γ5γtψ. (2.28)
The presence of the Hamiltonian H = P0 = P 0 = i∂t prompts us to consider the mode
solutions that are simultaneous eigenvectors of this operator:
HUj = EjUj , HVj = −EjVj , (2.29)
In the massless limit, when E = p, it can be seen that
2hUj = γ
5Uj , 2hVj = −γ5Vj . (2.30)
The above eigenvalue equations show that the set of eigenvectors of the helicity operator
coincides with that of the chirality operator (provided they are also eigenvectors of the
Hamiltonian). The action of the chirality operator on the helicity eigenvectors in the limit
of vanishing mass is shown using explicit mode solutions in Eq. (5.5).
The central element of the present paper is the helicity charge current (HCC):
JµH = 2ψγ
µhψ, (2.31)
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where the factor of 2 was introduced to normalise the eigenvalues of h to ±1. Since
[Pµ,W ν ] = 0, it can be seen that the divergence of JµH is given by:
∂µJ
µ
H = 2ψ[γ
µ, h]∂µψ. (2.32)
Using the expression (2.27) for h, the following commutators can be computed:
[γ0, h] = 0, [γi, h] = −2i
p
γ5γ0ε0ijkPjSk = − i
p
ε0ijkPjγk. (2.33)
Thus, it can be seen that
[γµ, h]∂µ = −i[γµ, h]Pµ = −1
p
ε0ijkPjγkPi = 0. (2.34)
The above relation confirms that JµH is conserved at the level of classical equations of
motion,
∂µJ
µ
H = 0, (2.35)
allowing the corresponding time-independent helicity charge to be introduced via:
QH = 2
∫
d3xψ†hψ. (2.36)
The HCC in Eq. (2.31) can be derived via Noether’s theorem by noting that the Dirac
Lagrangian (2.1) is invariant under the following helicity phase transformation:
U(1)H : ψ → e2iωHh ψ , ψ → ψ e−2iωHh. (2.37)
The above transformations form an abelian group, denoted U(1)H , which represents a
symmetry group of the Dirac Lagrangian for any value of the fermion mass M .
Considering now the mode decomposition (2.9) of the field operator Ψ̂, the helicity
charge operator QˆH can be written as:
Q̂H =
∑
j
2λj(bˆ
†
j bˆj + dˆj dˆ
†
j). (2.38)
After normal ordering, the following expression is obtained:
: Q̂H :=
∑
j
2λj(bˆ
†
j bˆj − dˆ†j dˆj). (2.39)
By contrast to the Wick-ordered axial charge operator : QˆA : (2.22), the helicity charge
operator : QˆH : distinguishes between particles and antiparticles.
3 Kinematics of rigid rotation
The analysis in this paper is focussed on states undergoing rigid rotation about the z axis.
The properties of such states are most conveniently expressed with respect to cylindrical
coordinates. For future convenience, the following tetrad is introduced:
etˆ =∂t, eρˆ =∂ρ, eϕˆ =ρ
−1∂ϕ, ezˆ = ∂z,
ωtˆ =dt, ωρˆ =dρ, ωϕˆ =ρ dϕ, ωzˆ = dz. (3.1)
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Ωz
x
y
(ρ, ϕ, z)
a
u
ω
τ
eϕˆ
etˆ
u
τ
Figure 1. Schematic representation of the kinematic tetrad corresponding to a fluid undergoing
rigid rotation with respect to the vertical axis, with angular velocity Ω = Ωez. The drawing on
the left shows the spatial components of the vectors u, a, ω and τ forming the orthogonal tetrad,
pointing along the azimuthal, radial, vertical and again azimuthal directions, respectively. The
drawing on the right depicts the spacetime representation of the four-velocity (u) and the vector τ .
In what follows, hatted indices are employed to refer to vector (or tensor) components
expressed with respect to the above tetrad.
The four-velocity of a fluid undergoing rigid rotation can be written as:
u = Γ(∂t + Ω∂ϕ) = Γ(etˆ + ρΩeϕˆ), (3.2)
such that its components with respect to the coordinate indices and with respect to the
tetrad are:
utˆ = ut = Γ, uϕˆ = ρuϕ = ρΩΓ. (3.3)
The Lorentz factor Γ,
Γ = (1− ρ2Ω2)−1/2, (3.4)
diverges as ρ→ ρSLS, where ρSLS is the distance from the rotation axis to the speed of light
surface (SLS), on which the rigidly-rotating fluid rotates at the speed of light. It is given
by:
ρSLS = Ω
−1. (3.5)
Aside from the tetrad introduced in Eq. (3.1), it is convenient to define another tetrad,
comprised of kinematic quantities, derived from the four-velocity [15, 17]. Starting from
the expression (3.2) for u = uαˆeαˆ, the four-acceleration can be defined via:
a = ∇uu = aρˆeρˆ, aρˆ = −ρΩ2Γ2. (3.6)
It can be seen that a · u = 0 by construction. Taking into account the following expression
for the gradient of the velocity vector,
∇αˆuβˆ = ΩΓ

0 0 0 0
ρΩΓ2 0 −Γ2 0
0 1 0 0
0 0 0 0
 , (3.7)
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the kinematic vorticity tensor can be computed as follows:
Ωαˆσˆ = −1
2
(∇αˆuσˆ −∇σˆuαˆ) = 1
2
ΩΓ

0 ρΩΓ2 0 0
−ρΩΓ2 0 1 + Γ2 0
0 −1− Γ2 0 0
0 0 0 0
 . (3.8)
The kinematic vorticity vector, ω = ωαˆeαˆ, can be defined through:
ω = −1
2
εαˆβˆγˆσˆeαˆΩβˆγˆuσˆ = ω
zˆezˆ, ω
zˆ = Γ2Ω. (3.9)
It can be seen that ω ·u = 0 by construction. Moreover, Eq. (3.9) can be inverted to obtain:
εαˆβˆγˆσˆω
αˆ = Ωβˆγˆuσˆ + Ωγˆσˆuβˆ + Ωσˆβˆuγˆ . (3.10)
Multiplying both sides of Eq. (3.10) by ωβˆuγˆuσˆ gives:
uσˆΩσˆβˆω
βˆ = −1
2
aσˆω
σˆ = 0, (3.11)
where the property aβˆ = −2uσˆΩσˆβˆ was used, which is valid when ∇αˆuαˆ = 0. Thus, in the
case of rigid rotation (when ∇αˆuαˆ = 0), ω is orthogonal to both u and a. A fourth vector
which is orthogonal to u, a and ω is [15]
τ αˆ = εαˆβˆγˆσˆωβˆaγˆuσˆ, τ = −ρΩ3Γ5(ρΩetˆ + eϕˆ). (3.12)
It can be seen that the vectors u, a, ω and τ comprise an orthogonal tetrad. The norms of
these vectors are given below:
u2 =1, τ2 =− Ω4Γ6(Γ2 − 1),
ω2 =− ω2 = −Ω2Γ4, a2 =− a2 = −Ω2Γ2(Γ2 − 1). (3.13)
Figure 1 shows a schematic representation of these four vectors.
4 Relativistic kinetic theory analysis
Rigid body motion is fundamentally regarded as a solution of the fluid equations for which
dissipative processes are absent. From a kinetic theory perspective, this corresponds to a
state which in canonical thermodynamics is characterised via the temperature four-vector,
βαˆ = T−1uαˆ. The state corresponds to global thermodynamic equilibrium when βαˆ satisfies
the Killing equation. For rigid rotation characterised by the velocity in Eq. (3.2), this can
be achieved when T satisfies [18]:
T = ΓT0, (4.1)
where T0 is the temperature on the rotation axis and Γ is the Lorentz factor given in
Eq. (3.4).
Recent works proposed the extension of the canonical formulation to account at the
kinetic level for the degree of polarisation of the underlying quantum fluid. Starting from
– 10 –
the Wigner function formalism, discussed in, e.g., Ref. [19], Becattini et al proposed in
Ref. [20] expressions which couple the thermal vorticity, ωµν = −12(∇µβν − ∇νβµ), to
the spin operator. Recently, Florkowski et al applied this formalism to obtain dynamic
equations for the macroscopic polarisation in the frame of relativistic fluid dynamics with
spin [21, 22], however their analysis is performed in the frame of Boltzmann (classical)
statistics.
In this section, a simple kinetic model is proposed to account for the equilibrium dis-
tribution of Fermi-Dirac particles with two possible helicities (λ = 1/2 and −1/2). In
addition to the vector chemical potential, µV , which distinguishes between particles and
anti-particles, a straightforward extension of the Fermi-Dirac distribution is considered that
includes the helicity chemical potential, µH . Requiring that µH distinguishes between po-
larisations as indicated by the corresponding quantum helicity charge operator Q̂H , defined
in Eq. (2.39), the following expression is obtained:
f
(eq)
q/q;λ =
1
(2pi)3
{
exp
[
1
T
(pαˆu
αˆ ∓ µλ)
]
+ 1
}−1
, µλ = µV + 2λµH , (4.2)
where µλ = µV + 2λµH is the total chemical potential corresponding to right-handed
(µ+ = µV +µH) and left-handed (µ− = µV −µH) particles. In the above, pαˆ and λ represent
the four-momentum and helicity of the particle, which is assumed to have mass M (p2 =
M2). Only one fermion species is considered, although multiple species or internal degrees
of freedom, such as colour, can be accounted for at the kinetic level through an overall
degeneracy factor, gs (the spin is already taken into account by considering λ = ±1/2). It
is worth pointing out that Eq. (4.2) loses Lorentz covariance since the helicity λ is not a
Lorentz scalar. It can be expected that a more fundamental formulation, starting from the
theory of Wigner functions, may lead to a manifestly covariant equilibrium distribution,
however such an analysis is beyond the scope of the present work. The model proposed
herein serves just as a baseline to highlight the effects of taking into account a helicity bias
using the standard chemical potential approach at the level of a classical theory.
In the absence of an established theory for this phenomena, we assume that the dy-
namics of the distribution of particles with spin fq/q;λ ≡ fq/q;λ(x,p, t), is given by the
relativistic Boltzmann equation [18]:
pµ∂µfq/q;λ = J [fq/q;λ]. (4.3)
The collision operator J [f ] leading to the gas thermalisation should be implemented such
that maximum entropy is ensured when fq/q;λ = f
(eq)
q/q;λ, where the equilibrium distributions
is given in Eq. (4.2). In global thermodynamic equilibrium, fq/q;λ = f
(eq)
q/q;λ everywhere and
the right hand side of Eq. (4.3) vanishes identically. Assuming that µH does not depend
on the particle momentum p, Eq. (4.3) is satisfied when
∇σˆ(uαˆ/T ) +∇αˆ(uσˆ/T ) = 0, ∇αˆ(µV /T ) = ∇αˆ(µH/T ) = 0. (4.4)
As mentioned at the beginning of this section, the above equations are satisfied when uαˆ/T
is proportional to a Killing vector and the ratios µV /T and µH/T are constant. Taking
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the solution corresponding to rigid rotation, given in Eq. (3.2), with the temperature given
through Eq. (4.1), it can be seen that the chemical potentials satisfy:
µV ;0Γ, µH = µH;0Γ, (4.5)
where µV ;0 and µH;0 represent the values of the vector and helicity chemical potentials on
the rotation axis.
The distributions (4.2) can be specialised to the case summarised in Eq. (3.2):
f
(eq)
q/q;h =
1
(2pi)3
{
exp
[
1
T0
(p˜t ∓ µλ;0)
]
+ 1
}−1
,
p˜t =pt − ΩM z = pt(1− vϕˆρΩ), (4.6)
where µλ;0 = µp;0 + 2λµH;0 = µλ/Γ is the total chemical potential on the rotation axis. In
the above, p˜t denotes the co-rotating energy of the particle, while the azimuthal velocity
vϕˆ = pϕˆ/ptˆ is written in terms to the azimuthal component of the momentum, pϕˆ =
− sinϕpx + cosϕpy. Since −1 < vϕˆ < 1, it can be seen that p˜t satisfies:
p˜t > 0, (4.7)
valid for any particle motion, as long as ρΩ < 1. The above inequality will be essential in
Sec. 5.2, where the second quantisation of the Dirac field is discussed.
In the zero temperature limit, Eq. (4.6) reduces to:
lim
T→0
f
(eq)
q/q;λ =
1
(2pi)3
θ(EFq/q;λ − p˜t), EFq/q;λ = ±µλ;0 = ±µp;0 ± 2λµH;0, (4.8)
where EFq/q;λ is the Fermi level for the particle/anti-particle distributions. Thus, the
particle/anti-particle distributions have non-vanishing values only when the co-rotating
energy is below the Fermi level.
Starting from the distributions (4.6), the particle charge current J αˆV (VCC), helicity
charge current J αˆH (HCC) and stress-energy tensor T
αˆβˆ (SET) can be computed as follows:(
JRKT;αˆV
JRKT;αˆH
)
=
∑
λ
(
1
2λ
)∫
d3p
ptˆ
pαˆ[f
(eq)
q;λ − f (eq)q;λ ] =
(
QRKTV
QRKTH
)
uαˆ,
T αˆσˆRKT =
∑
λ
∫
d3p
ptˆ
pαˆpσˆ[f
(eq)
q;λ + f
(eq)
q;λ ] = (ERKT + PRKT)u
αˆuσˆ − PRKTηαˆσˆ, (4.9)
where the charge densities QRKTV/H , energy density ERKT and pressure PRKT are given by:(
QRKTV
QRKTH
)
=
1
2pi2
∑
λ
(
1
2λ
)∫ ∞
0
dp p2
[
1
e(ptˆ−µλ)/T + 1
− 1
e(ptˆ+µλ)/T + 1
]
,(
ERKT
ERKT − 3PRKT
)
=
1
2pi2
∑
λ
∫ ∞
0
p2dp
ptˆ
(
(ptˆ)2
M2
)[
1
e(ptˆ−µλ)/T + 1
+
1
e(ptˆ+µλ)/T + 1
]
.
(4.10)
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The above results are obtained from Eq. (4.9) in two steps. The first step consists of
contracting JRKT;αˆp/h with uαˆ, as well as T
αˆσˆ
RKT with uαˆuσˆ (for ERKT) and with ηαˆσˆ (for
ERKT−3PRKT), respectively. Afterwards, a Lorentz transformation is performed, such that
u · p → ptˆ. This transformation is permitted by the Lorentz invariant integration measure
(d3p/ptˆ), however, one must assume at this step that µλ/T = (µV + 2λµH)/T is a Lorentz
scalar. The vector part, µV /T = µV ;0/T0, clearly satisfies this assumption. However, the
second part, 2λµH/T = 2λµH;0/T0, is not a Lorentz scalar due to the polarisation prefactor,
2λ. It is known that for massive fermions, the polarisation is frame dependent. This is
generally true for the particles with azimuthal velocity pϕˆ/m smaller than uϕˆ = ρΩ. In the
vicinity of the rotation axis, these particles populate the infrared sector of the integral in
Eq. (4.10), which makes small contributions due to the factor p2 in the integrand. One can
conclude that treating 2λµH/T as a Lorentz scalar can give a correct order of magnitude
assessment of Eq. (4.9), at least in the vicinity of the rotation axis.
In the massless limit, ptˆ = p, the helicity becomes frame-independent, such that the
approximation in Eq. (4.10) becomes exact. Using the relations in Eq. (A.11), the integrals
in Eq. (4.10) can be performed analytically:
QRKTV/H
⌋
M→0
=
µV/H
3
(
T 2 +
µ2V/H + 3µ
2
H/v
pi2
)
,
ERKTcM→0 =
7pi2T 4
60
+
T 2
2
(µ2V + µ
2
H) +
1
4pi2
(µ4V + 6µ
2
V µ
2
H + µ
4
H),
ERKT − 3PRKT
M2
⌋
M→0
=
T 2
6
+
1
2pi2
(µ2V + µ
2
H), (4.11)
where T = T0Γ, µV = µV ;0Γ and µH = µH;0Γ, while ERKT = 3PRKT in general for massless
constituents. For future reference, the massless limit of the ratio (E − 3P )/M2 between
the trace of the SET and M2 was also included. This quantity will be compared with the
QFT equivalent (also equal to the ratio ψψ/M between the fermion condensate and M).
It can be seen that in QRKTV and Q
RKT
H , the roles of the chemical potentials µV and µH are
reversed, while the expressions for ERKT and (ERKT − 3PRKT)/M2 are symmetric under
µV ↔ µH . It can be seen that, in the limit µH → 0 of vanishing helicity chemical potential,
the results for QRKTV , ERKT and (ERKT − 3PRKT)/M2 coincide with those presented in
Eqs. (26–28) of Ref. [23], while QRKTH vanishes. For future reference, the result for the
right-handed (Q+) and left-handed (Q−) helicities is presented below:
QRKT± ≡ QRKTV ±QRKTH , QRKT±
⌋
M→0 =
µ±
3
(
T 2 +
µ2±
pi2
)
, µ± = µV ± µH . (4.12)
For small masses, a perturbative approach can be employed to derive the behaviour of
the corrections to Eq. (4.11) due to finite particle mass. First, the integration variable is
switched from p to x = ptˆ/M :
Q± =
M3
pi2
∫ ∞
1
dxx
√
x2 − 1
[
1
e(xM−µ±)/T + 1
− 1
e(xM+µ±)/T + 1
]
,(
3P
E − 3P
)
=
M4
2pi2
∑
λ
∫ ∞
1
dx
(
(x2 − 1)3/2
(x2 − 1)1/2
)[
1
e(xM−µλ)/T + 1
+
1
e(xM+µλ)/T + 1
]
. (4.13)
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When the chemical potentials are non-vanishing, the following expansions can be made
inside the integrands in Eq. (4.13):
1
2
[
1
e(xM−µλ)/T + 1
− 1
e(xM+µλ)/T + 1
]
=−
∞∑
j=0
(µλ/M)
2j+1
(2j + 1)!
d2j+1
dx2j+1
(
1
exM/T + 1
)
,
1
2
[
1
e(xM−µλ)/T + 1
+
1
e(xM+µλ)/T + 1
]
=
∞∑
j=0
(µλ/M)
2j
(2j)!
d2j
dx2j
(
1
exM/T + 1
)
. (4.14)
The Fermi-Dirac factor is now replaced using the following series representation:
1
exM/T + 1
=
∞∑
`=1
(−1)`+1e−`xM/T . (4.15)
The derivatives of orders k = 2j + 1 and 2j with respect to x appearing in Eq. (4.14) can
be computed automatically, giving factors of (−`M/T )k. Assuming that the sums over j
and over ` commute, the sum over j can be performed by noting that:
∞∑
j=0
z2j+1
(2j + 1)!
= sinh z,
∞∑
j=0
z2j
(2j)!
= cosh z. (4.16)
This allows Eq. (4.14) to be written as:
1
2
[
1
e(xM−µλ)/T + 1
− 1
e(xM+µλ)/T + 1
]
=
∞∑
`=1
(−1)`+1e−`xM/T sinh(`µλ/T ),
1
2
[
1
e(xM−µλ)/T + 1
+
1
e(xM+µλ)/T + 1
]
=
∞∑
`=1
(−1)`+1e−`xM/T cosh(`µλ/T ). (4.17)
It is clear that the above series converge only when xM > µλ, however, the method can be
further employed to recover the first correction due to small but non-vanishing M . After
noting that
∑
λ=± 1
2
(
1
2λ
)
sinh(`µλ/T ) =2
(
sinh(`µV /T ) cosh(`µH/T )
cosh(`µV /T ) sinh(`µH/T )
)
,
∑
λ=± 1
2
(
1
2λ
)
cosh(`µλ/T ) =2
(
cosh(`µV /T ) cosh(`µH/T )
sinh(`µV /T ) sinh(`µH/T )
)
, (4.18)
the following expressions are obtained:
QRKT± =
2M2T
pi2
∞∑
`=1
(−1)`+1
`
sinh(`µ±/T )
∫ ∞
1
dx
2x2 − 1√
x2 − 1e
−`xM/T ,(
3PRKT
ERKT − 3PRKT
)
=
2M4
pi2
∞∑
`=1
(−1)`+1 cosh(`µV /T )
sech(`µH/T )
∫ ∞
1
dx
(
(x2 − 1)3/2
(x2 − 1)1/2
)
e−`xM/T ,
(4.19)
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where QRKT± = QRKTV ±QRKTH and µ± = µV ± µH were introduced in Eq. (4.12).
The integrals with respect to x in Eq. (4.19) can be performed by employing [24]:
Kν(z) =
√
pi(z/2)ν
Γ(ν + 12)
∫ ∞
1
dt e−zt(t2 − 1)ν− 12 . (4.20)
where Kν(z) is a modified Bessel function of the third kind and ν is assumed to satisfy
Re(ν) > −1/2. Setting ν = n ∈ N yields:∫ ∞
1
dx (x2 − 1)n− 12 e−`xM/T = (2n− 1)!!Kn(`M/T )
(`M/T )n
, (4.21)
where (2n− 1)!! = 1 · 3 · 5 · · · (2n− 1) is the double factorial and we use the convention that
(−1)!! = 1. After employing the above steps, Eq. (4.19) can be put in the following form
[25]:
QRKT± =
2M2T
pi2
∞∑
`=1
(−1)`+1
`
sinh(`µ±/T )
[
2K1(`M/T )
`M/T
+K0(`M/T )
]
,(
PRKT
ERKT − 3PRKT
)
=
2M4
pi2
∞∑
`=1
(−1)`+1 cosh(`µV /T )
sech(`µH/T )
(
K2(`M/T )/(`M/T )
2
K1(`M/T )/(`M/T )
)
. (4.22)
The massless limit result given in Eq. (4.11) can be recovered from Eq. (4.22) using the
limiting behaviour [24]
K0(z) =− γ − ln(z/2) +O(z2),
z−1K1(z) =
1
z2
+
1
2
[
−1
2
+ γ + ln(z/2)
]
+O(z2),
z−2K2(z) =
2
z4
− 1
2z2
+
1
8
[
3
4
− γ − ln(z/2)
]
+O(z2), (4.23)
where γ = 0.577216 . . . is the Euler-Mascheroni constant. The above small z expansion
can be used to compute the contributions to Eq. (4.22) corresponding to various orders of
the mass, M . This procedure can be used only for the first few terms in this series, since
the expansion in Eq. (4.23) is not uniformly convergent. Indeed, since z = `M/T , it is
clear that the infinite sums over ` of the terms corresponding to positive powers of ` are
divergent. Furthermore, the terms with z0 in Eq. (4.23) are independent of T , µV and µH .
With the above discussion in mind, the following O(M2) corrections to the massless results
in Eq. (4.11) can be obtained:
QRKT± =µ±
(
T 2
3
+
µ2±
3pi2
− M
2
2pi2
)
,(
PRKT
ERKT
)
=
(
1/3
1
)[
7pi2T 4
60
+
T 2
4
(µ2+ + µ
2
−) +
µ4+ + µ
4−
8pi2
]
− M
2
12
[
T 2 +
3(µ2+ + µ
2−)
2pi2
]
.
(4.24)
The correction to (ERKT − 3PRKT)/M2 cannot be obtained using this method. It can be
seen that the mass dependence of the pressure and charge densities is induced by terms of
the formM/T = M/T0Γ, indicating that all higher order mass corrections make subleading
contributions in the vicinity of the SLS, where Γ→∞.
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5 Quantum rigidly-rotating thermal states
This section begins with a review of the mode solutions of the Dirac equation which are
helicity eigenvectors, discussed in Subsec. 5.1. The massless limit and the rest frame limit
are also discussed therein. The second quantisation procedure and a review of the stationary
(Minkowski) and rotating vacua is provided in Subsec. 5.2. The formalism employed for the
computation of thermal expectation values (t.e.v.s) is briefly reviewed in Subsec. 5.3. Some
analytic techniques which will be employed in the analysis of the t.e.v.s are summarised in
Subsec. 5.4.
5.1 Mode solutions
At the relativistic quantum mechanics level, the Dirac equation can be solved in terms of
a complete set of particle and anti-particle mode solutions, denoted using Uj and Vj . The
particle mode solutions Uj can be taken to simultaneously satisfy the following eigenvalue
equations:
ĤUj = EjUj , P̂
zUj = kjUj , M̂
zUj = mjUj , hˆUj = λjUj , (5.1)
where j = (Ej , kj ,mj , λj) denotes collectively the eigenvalues of the Hamiltonian Ĥ = i∂t, z
components of the momentum P̂ z = −i∂z and total angular momentum Mˆ z = −i∂ϕ + Sz,
and helicity operator hˆ = Mˆ · Pˆ /p. The explicit expressions for Uj were obtained in
Refs. [26, 27] and are reproduced below without derivation:
Uj =
e−iEjt+ikjz
2pi
uj , uj =
1√
2
(
E+j φj
2λjEj
|Ej | E
−
j φj
)
,
φj =
1√
2
 p+j ei(mj− 12 )ϕJmj− 12 (qjρ)
2iλjp
−
j e
i(mj+
1
2
)ϕJmj+ 12
(qjρ)
 ,
E±j =
(
1± M
Ej
)1/2
, p±j =
(
1± 2λjkj
pj
)1/2
. (5.2)
In the above, the sign of the energy Ej is left arbitrary. The anti-particle modes Vj are
obtained via the charge conjugation operation:
Vj = iγ
2U∗j = (−1)mj−
1
2
iEj
|Ej |U, (5.3)
where  = (−Ej ,−kj ,−mj , λj) when j = (Ej , kj ,mj , λj). The modes Uj and Vj are
normalised with respect to the Dirac inner product (2.5) according to:
〈Uj , Uj′〉 = 〈Vj , Vj′〉 = δ(j, j′), 〈Uj , Vj′〉 = 0,
δ(j, j′) =
δ(Ej − Ej′)
|Ej | δ(kj − kj
′)δmj ,mj′ δλj ,λj′ . (5.4)
In the massless case, E±j = 1 and it is easy to see that the particle modes Uj and their
respective anti-particle modes become eigenstates of the chirality operator γ5. For the case
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when Ej > 0, it can be seen that
γ5UjcM=0 = 2λjUjcM=0, γ5VjcM=0 = −2λjVjcM=0, (5.5)
thereby confirming explicitly that the chirality and helicity eigenmodes coincide. It can
be seen that the chirality eigenvalues χj satisfy χj = 2λj for the positive energy modes
and χj = −2λj for the negative energy modes, as anticipated in Eqs. (2.20) and (2.21),
respectively.
Before concluding this subsection, it is worth discussing the properties of Uj and Vj
in the rest frame, where kj = qj = 0. Since the Bessel functions Jn(z) vanish for n =
±1,±2, . . . , only the modes with m = ±1/2 are non-trivial. In this case, the particle
modes Uj ≡ UλjEj ,kj ,mj and their corresponding anti-particle modes are given by:
UλM,0,1/2(x)crest =
e−iMt
4pi

E+
0
2λE−
0
 , UλM,0,−1/2(x)crest = ie−iMt4pi

0
2λE+
0
E−
 ,
V λM,0,1/2(x)crest =
eiMt
4pi

0
−2λE−
0
E+
 , V λM,0,−1/2(x)crest =− ieiMt4pi

E−
0
−2λE+
0
 . (5.6)
It is clear that the above spinors become eigenmodes of the spin operator, Sz:
SzUλM,0,±1/2(x)crest =±
1
2
UλM,0,±1/2(x)crest,
SzV λM,0,±1/2(x)crest =∓
1
2
V λM,0,±1/2(x)crest. (5.7)
Thus, m = ±1/2 reduces to the spin quantum number. The helicity λ = ±1/2 distinguishes
between two linearly independent solutions, as predicted by the orthogonality relation in
Eq. (5.4).
5.2 Second quantisation
Before promoting the wave function ψ(x) to the quantum operator Ψ̂, it is instructive to first
discuss the definition of the vacuum state. In particular, two vacuum states are considered:
the Minkowski (non-rotating) vacuum state, denoted using M , and the co-rotating vacuum
state, denoted using Ω. The difference between these vacuum states is explained by Iyer in
Ref. [28]. For the stationary state, the natural definition of the vacuum state is to interpret
the states with positive Hamiltonian eigenvalues, Ej > 0, as particle states. The states
with Ej < 0 are then anti-particle states. This is achieved by expanding the field operator
Ψ̂ with respect to the modes (Uj , Vj) while considering only positive values of Ej :
Ψ̂(x) =
∑
λ=± 1
2
∞∑
m=−∞
∫
|E|>M
dE |E|
∫ p
−p
dk θ(E)
[
UλE,k,m(x)bˆ
M ;λ
E,k,m + V
λ
E,k,m(x)dˆ
M ;λ †
E,k,m
]
=
∑
j
θ(Ej)(Uj bˆ
M
j + Vj dˆ
M ;†
j ). (5.8)
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The above expansion is invertible since the set of solutions {Uj , Vj} is complete, i.e.∑
j
θ(Ej)[Uj(t,x)⊗ U †j (t,x′) + Vj(t,x)⊗ V †j (t,x′)] = δ3(x− x′), (5.9)
where the sum over modes
∑
j θ(Ej) defined in Eq. (5.8) is such that
∑
j fjδ(j, j
′) = fj′ .
Imposing the canonical anti-commutation relation {Ψˆ†(t,x), Ψˆ(t,x)} = δ3(x−x′), it can be
seen that the particle creation and annihilation operators, bˆM ;†j and bˆ
M
j and their antiparticle
counterparts satisfy the following anti-commutation relations:
{bˆMj , bˆM ;†j′ } = {dˆMj , dˆM ;†j′ } = δ(j, j′). (5.10)
In the case of the rotating vacuum, by analogy to the RKT restriction on p˜ t, given
in Eq. (4.7), the particle and anti-particle modes are split with respect to the sign of the
co-rotating energy
E˜j = Ej − Ωmj . (5.11)
This is achieved at the level of the mode sum by introducing a step function θ(E˜), as follows
[26, 28]:
Ψ̂ =
∑
λ=± 1
2
∞∑
m=−∞
∫
|E|>M
dE |E|
∫ p
−p
dk θ(E˜)
[
UλE,k,m(x)bˆ
Ω;λ
E,k,m + V
λ
E,k,m(x)dˆ
Ω;λ †
E,k,m
]
=
∑
j
θ(E˜j)(Uj bˆ
Ω
j + Vj dˆ
Ω;†
j ), (5.12)
where the integral with respect to E runs over both negative and positive values, provided
|E| > M . Given the relation (5.3) between the particle and anti-particle modes, it is not
difficult to see that the completeness relation (5.9) can be recast for the rotating vacuum
as follows: ∑
j
θ(E˜j)[Uj(t,x)⊗ U †j (t,x′) + Vj(t,x)⊗ V †j (t,x′)] = δ3(x− x′), (5.13)
while the particle and anti-particle operators for the rotating vacuum satisfy the canonical
anti-commutation relations:
{bˆΩj , bˆΩ;†j′ } = {dˆΩj , dˆΩ;†j′ } = δ(j, j′). (5.14)
Noting that both the Minkowski and the rotating one-particle operators are obtained by
taking the inner product between Uj and Vj with the field operator, Ψ̂, simple Bogoliubov
relations can be established between them, as follows [26]:
bMj =
{
bΩj , E˜j > 0,
i(−1)−m− 12dΩ;† , E˜j < 0,
dM,†j =
{
dΩ,†j , E˜j > 0,
i(−1)−m− 12 bΩ , E˜j < 0,
bΩj =
{
bMj , Ej > 0,
i(−1)m+ 12dM ;† , Ej < 0,
dΩ,†j =
{
dM,†j , Ej > 0,
i(−1)m+ 12 bM , Ej < 0.
(5.15)
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It is not difficult to see that the expectation values of the products of two one-particle
operators corresponding to the rotating vacuum with respect to the Minkowski vacuum is
just:
〈0M |bΩ,†j bΩj′ |0M 〉 = 〈0M |dΩ,†j dΩj′ |0M 〉 =
{
0, Ej > 0,
δ(j, j′), Ej < 0.
(5.16)
Let us now consider an operator F̂ which is quadratic with respect to Ψ̂. Considering
that at the classical level, F can be written as:
F = F(ψ,ψ), (5.17)
where F(ψ, χ) is a bilinear form involving ψ and χ, at the quantum level, F̂ can be written
as:
F̂ =
1
2
∑
j,j′
θ(E˜j)θ(E˜j′)
{
F(Uj , Uj′)[bˆΩ;†j , bˆΩj′ ] + F(Vj , Vj′)[dˆΩj , dˆΩ;†j′ ] + mixed terms
}
, (5.18)
where “mixed terms” refers to terms involving F(Uj , Vj′) and F(Vj , Uj′), which are pro-
portional to [bˆΩ;†j , dˆ
Ω;†
j′ ] and [dˆ
Ω
j , bˆ
Ω
j′ ], respectively. The field operators were expanded with
respect to the rotating vacuum one-particle operators, for definiteness.
The concept of normal ordering can be implemented for F̂ with respect to the rotating
vacuum state, |0Ω〉, as follows: dΩj :
: F̂ :Ω= F̂ − 〈0Ω|Fˆ |0Ω〉 . (5.19)
Taking into account that the state |0Ω〉 is annihilated by bΩj and dΩj and using the decom-
position in Eq. (5.18), the following expression is obtained:
: F̂ :Ω=
∑
j,j′
θ(E˜j)θ(E˜j′)
{
F(Uj , Uj′)bˆ†j bˆj′ −F(Vj , Vj′)dˆ†j′ dˆj + mixed terms
}
. (5.20)
Considering Wick ordering with respect to the Minkowski vacuum, one can derive:
: F̂ :M=: F̂ :Ω −〈0M | : F̂ :Ω |0M 〉 , (5.21)
where the expectation value of : F̂ :Ω computed in the Minkowsi vacuum state can be
obtained using Eq. (5.16):
〈0M | : F̂ :Ω |0M 〉 =
∑
j
θ(E˜j)θ(−Ej)[F(Uj , Uj)−F(Vj , Vj)]
=
∑
j
θ(−E˜j)θ(Ej)[F(U, U)−F(V, V)], (5.22)
where the flip j →  was considered on the second line. In general, the bilinear forms
F(ψ, χ) are scalars from the point of view of the spinor indices, involving the product of
ψ and χ (as well as othe spinor and/or differential operators acting on these spinors). By
virtue of Eq. (5.3), it can be assumed that
F(U, U) = F(Vj , Vj), F(V, V) = F(Uj , Uj). (5.23)
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In this case, Eq. (5.24) becomes:
〈0M | : F̂ :Ω |0M 〉 =−
∑
j
θ(−E˜j)θ(Ej)[F(Uj , Uj)−F(Vj , Vj)]
=−
∑
λ=± 1
2
∞∑
m=−∞
∫
M
dE E
∫ p
−p
dk θ(−E˜) [F(Uj , Uj)−F(Vj , Vj)] . (5.24)
5.3 Thermal expectation values
In this paper, the finite temperature expectation values are computed by taking the thermal
average over the Fock space, as follows [29, 30]:
〈Â〉 = Z−1Tr(ρˆÂ), (5.25)
where Z = Tr(ρˆ) is the partition function. The density operator ρˆ can be obtained in a
straightforward fashion, by promoting the microscopic momenta from RKT to quantum
operators. Taking into account that the chemical potentials µV and µH introduced in
Eq. (4.6) are conjugate to the vector and helicity charge operators Q̂V and Q̂H introduced
in Eqs. (2.12) and (2.39), respectively, ρˆ can be written as [31]:
ρˆ = exp
[
−β0(Ĥ − ΩM̂ z − µV ;0Q̂V − µH;0Q̂H)
]
, (5.26)
where Ĥ is the Hamiltonian and M̂ z is the z component of the total angular momentum
operator. In particular, the t.e.v.s of bˆ†j′ bˆj and dˆ
†
j′ dˆj are [16, 31]:
〈bˆ†j bˆj′〉 =
δ(j, j)
exp[β0(E˜j − µλj ;0)] + 1
, 〈dˆ†j dˆj′〉 =
δ(j, j′)
exp[β0(E˜j + µλj ;0)] + 1
, (5.27)
where µλj ;0 = µp;0 + 2λjµH;0. Considering the limit β0 →∞ and µV ;0, µH;0 → 0, it can be
seen that Eq. (5.27) recovers the vacuum state only when E˜j > 0:
lim
β0→∞
µV ,µH→0
〈bˆ†j bˆj′〉 =
{
0, E˜j > 0,
δ(j, j), E˜j < 0.
(5.28)
It is therefore natural to discuss the construction of the thermal expectation values (t.e.v.s)
at non-vanishing values of Ω by considering the normal ordering imposed via Eq. (5.12),
which corresponds to the rotating vacuum state.
Focussing on normal ordering with respect to the rotating vacuum state, when E˜j > 0
is imposed through the step function θ(E˜j) in Eq. (5.12), it can be seen that at vanishing
temperatures, the t.e.v.s in Eq. (5.27) vanish when E˜j is below the Fermi level (4.8), in
agreement with the RKT theory.
Taking the t.e.v. of Eq. (5.20) using Eq. (5.27) gives:
〈: Fˆ :Ω〉 =
∑
j
θ(E˜j)
[
F(Uj , Uj)
exp[β0(E˜j − µλj ;0)] + 1
− F(Vj , Vj)
exp[β0(E˜j + µλj ;0)] + 1
]
. (5.29)
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The sum over j is understood to stand for the summation and integration on the first line
of Eq. (5.12).
Equation (5.29) can be written such that the domain for the integration with respect
to the energy E spans only positive values, i.e. M < E < ∞. To this end, the notation
Fm,E is introduced through:
〈: F̂ :Ω〉 =
∞∑
m=−∞
∫
|E|>M
dE |E| θ(E˜)Fm,E(E˜),
Fm,E(E˜) =
∑
λ=± 1
2
∫ p
−p
dk
[
F(UλE,k,m, UλE,k,m)
eβ0(E˜−µλ;0) + 1
− F(V
λ
E,k,m, V
λ
E,k,m)
eβ0(E˜+µλ;0) + 1
]
. (5.30)
It can be seen that Fm,E(E˜) depends explicitly on both m and E and the dependence
on E˜ = E − Ωm is taken into account explicitly for future convenience. The integration
with respect to E appearing in Eq. (5.30) can be broken into the corresponding positive
and negative ranges. For the term containing the negative values of E, the simultaneous
transformation (m,E)→ (−m,−E) is performed, yielding:
〈: F̂ :Ω〉 =
∞∑
m=−∞
∫ ∞
M
dE E[θ(E˜)Fm,E(E˜) + θ(−E˜)F−m,−E(−E˜)]. (5.31)
In the expression for F−m,−E(−E˜), the flip k → −k can be performed, since the Fermi-
Dirac weight factors in Eq. (5.30) are independent of k. Using Eq. (5.23), Eq. (5.31) can
be written as:
〈: F̂ :Ω〉 = 1
2
∑
λ=± 1
2
∞∑
m=−∞
∫ ∞
M
dE E
∫ p
−p
dk
{
[F(Uj , Uj) + F(Vj , Vj)]
[
1
eβ0(|E˜|−µλ;0) + 1
− 1
eβ0(|E˜|+µλ;0) + 1
]
+ sgn(E˜)[F(Uj , Uj)−F(Vj , Vj)]
[
1
eβ0(|E˜|−µλ;0) + 1
+
1
eβ0(|E˜|+µλ;0) + 1
]}
. (5.32)
For the particular operators considered in this paper, F(Vj , Vj) = ±F(Uj , Uj), such that
only one of the terms above survives. Equation (5.32) forms the basis for the numerical
analysis discussed in the following sections. However, further analysis of Eq. (5.32) is
encumbered by the presence of the modulus |E˜| in the Fermi-Dirac factors, as well as by
the sign function sgn(E˜). This can be achieved by considering the t.e.v. expressed with
respect to the Minkowski vacuum, which can be computed starting from Eq. (5.21):
〈: F̂ :M 〉 = 〈: F̂ :Ω〉 − 〈0M | : F̂ :Ω |0M 〉 . (5.33)
Using Eq. (5.24), it can be shown that the t.e.v. of F̂ computed with respect to the
Minkowski vacuum is:
〈: F̂ :M 〉 = 1
2
∑
λ=± 1
2
∞∑
m=−∞
∫ ∞
M
dE E
∫ p
−p
dk
[ F(Uj , Uj)
eβ0(E˜−µλ;0) + 1
− F(Vj , Vj)
eβ0(E˜+µλ;0) + 1
]
. (5.34)
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It is worth emphasising that the difference 〈0M | : F̂ :Ω |0M 〉 between Eq. (5.32) and (5.34) is
a purely vacuum quantity, depending only on the rotation parameter Ω, which by virtue of
Eq. (5.24), vanishes whenever F(Vj , Vj) = F(Uj , Uj). Previously, the t.e.v.s with respect to
the Minkowski vacuum were computed by Vilenkin in Refs. [31, 32] and indeed temperature-
independent terms were revealed in the final results. In was argued in a previous publication
[26] that such temperature-independent terms are spurious and disappear when the t.e.v.s
are computed with respect to the rotating vacuum.
5.4 Small mass analysis
In the small mass limit, analytic closed form expressions can be obtained following the
methodology introduced in Ref. [26]. The basic idea is illustrated in Subsecs. 6.2, 7.2, 8.2
and 9.2 for the particle and helicity charge currents, the axial current, the fermion conden-
sate and the SET, respectively. The basic idea is to expand the Fermi-Dirac distributions,
which depend on the corotating energy E˜ = E − Ωm, in a power series with respect to Ω,
following the prescription:
1
eβ0(E−Ωm∓µλ,0) + 1
=
∞∑
n=0
(−Ωm)n
n!
dn
dEn
[
1
eβ0(E∓µλ,0) + 1
]
. (5.35)
When computing the small mass limit, a further expansion with respect to M should
be performed. Noting that a function f(E) that depends only on the energy (no extra
dependence on p) can be expanded as:
f(E) = f(p) +
df
dp
(
dE
dM2
)
M→0
M2 +O(M4) = f(p) +
M2
2p
df
dp
+O(M4), (5.36)
it can be seen that Eq. (5.35) can be written as:
1
eβ0(E−Ωm∓µλ,0) + 1
=
∞∑
n=0
(−Ωm)n
n!
{
dn
dpn
[
1
eβ0(p∓µλ,0) + 1
]
+
M2
2p
dn+1
dpn+1
[
1
eβ0(p∓µλ,0) + 1
]
+O(M4)
}
. (5.37)
The sum over m can be performed using the following relations [26]:1
∞∑
m=−∞
m2n
 J
+
m(z)
mJ−m(z)
mJ×m(z)
 = n∑
j=0
2√
pi
 Γ(j +
1
2)/j!
Γ(j + 32)/j!
zΓ(j + 32)/(j + 1)!
 s+n,jz2j , (5.38)
where the coefficients s+n,j are determined from:
s+n,j =
1
(2j + 1)!
lim
α→0
d2n+1
dα2n+1
(
2 sinh
α
2
)2j+1
. (5.39)
1Note that in Ref. [26], the parameter m = 0,±1,±2, . . . takes integer values, while in this paper, the
convention that m = ± 1
2
,± 3
2
, . . . is an odd half-integer is employed.
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It can be seen that s+n,j vanishes when j > n. For small values of n − j ≥ 0, the first few
coefficients are given by [26]:
s+j,j = 1, sj+1,j =
1
24
(2j + 1)(2j + 2)(2j + 3),
s+j+2,j =
1
5760
(2j + 1)(2j + 2)(2j + 3)(2j + 4)(2j + 5)(10j + 3). (5.40)
For general values of n > j, the following recurrences can be established:
s+n+1,j = s
+
n,j−1 +
(
j +
1
2
)2
s+n,j , s
+
n,j+1 =
1
(j + 1)(2j + 3)
n−j∑
k=1
(
2n+ 1
2k
)
s+n−k,j . (5.41)
Finally, the following formula can be employed for the integration with respect to k:∫ p
0
dk qν =
Γ(ν2 + 1)
√
pi
2Γ(ν+12 + 1)
pν+1. (5.42)
6 Vector and helicity charge currents
In this section, the thermal expectation values (t.e.v.s) of the vector charge current (VCC)
and helicity charge current (HCC) operators are investigated. The quantum operators are
defined starting from the classical expressions (2.7) and (2.31), as follows:
Ĵ αˆV =
1
2
[Ψ̂, γαˆΨ̂], Ĵ αˆH =
1
2
[Ψ̂, 2γαˆhˆΨ̂]. (6.1)
The axial charge current (ACC) operator will be considered in Sec. 7. The general ex-
pressions that form the basis of the computation of the t.e.v.s are derived in Subsec. 6.1.
Analytic expressions are derived in the small mass limit in Subsec. 6.2. The validity of
these expressions at finite mass is considered using numerical integration in Subsec. 6.3.
6.1 General analysis
In the notation of Sec. 5.4, the bilinear forms introduced in Eq. (5.17) which correspond to
the HCC and VCC are:
J αˆV (ψ, χ) = ψγαˆχ, J αˆH(ψ, χ) = 2ψγαˆhχ. (6.2)
Since Vj = iγ2U∗j , is it easy to show that:
J αˆV/H(Vj , Vj) = [J αˆV/H(Uj , Uj)]∗ = J αˆV/H(Uj , Uj), (6.3)
where the final equality follows after noting that:
[J αˆV (Uj , Uj)]∗ =U †j (γ0γ0)(γαˆ)†γ0Uj = J αˆV (Uj , Uj),
[J αˆH(Uj , Uj)]∗ =(hUj)γαˆUj = J αˆH(Uj , Uj). (6.4)
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Thus, the final line in Eq. (5.32) makes a vanishing contribution. This implies that the t.e.v.s
computed with respect to the rotating and Minkowski vacua coincide, i.e. 〈: Ĵ αˆV/H :Ω〉 =
〈: Ĵ αˆV/H :M 〉, such that
〈: Ĵ αˆV/H :Ω〉 =
∑
λ=± 1
2
∞∑
m=−∞
∫ ∞
M
dE E
[
1
eβ0(E˜−µλ;0) + 1
− 1
eβ0(E˜+µλ;0) + 1
]
×
∫ p
−p
dkJ αˆV/H(Uj , Uj). (6.5)
Using the explicit expression for the modes, given in Eq. (5.2), the following relations can
be obtained:
U jγ
tˆUj =
1
8pi2
[
J+mj (qjρ) +
2λjkj
pj
J−mj (qjρ)
]
,
U jγ
ϕˆUj =
qj
8pi2Ej
J×mj (qjρ),
U jγ
zˆUj =
1
8pi2
[
kj
Ej
J+mj (qjρ) +
2λjpj
Ej
J−mj (qjρ)
]
, (6.6)
while U jγρˆUj = 0 for all j. In the above, J∗m(qρ) denotes:
J±m(qρ) = J
2
m− 1
2
(qρ)± J2
m+ 1
2
(qρ), J×m(qρ) = 2Jm− 1
2
(qρ)Jm+ 1
2
(qρ). (6.7)
When substituting the expressions from Eq. (6.6) into Eq. (6.5), the terms proportional
to k can be discarded since they are odd with respect to the transformation k → −k. The
non-vanishing components of the charge currents can be summarised through:
(
〈: Ĵ tˆV :Ω〉 〈: Ĵ ϕˆV :Ω〉 〈: Ĵ zˆV :Ω〉
〈: Ĵ tˆH :Ω〉 〈: Ĵ ϕˆH :Ω〉 〈: Ĵ zˆH :Ω〉
)
=
1
4pi2
∑
λ=± 1
2
∞∑
m=−∞
∫ ∞
M
dE
×
[
1
eβ0(E˜−µλ;0) + 1
− 1
eβ0(E˜+µλ;0) + 1
]
×
∫ p
0
dk
(
EJ+m(qρ) qJ
×
m(qρ) 2λpJ
−
m(qρ)
2λEJ+m(qρ) 2λqJ
×
m(qρ) pJ
−
m(qρ)
)
. (6.8)
Looking at the terms involving the polarisation λ, it is clear that when the helicity chemical
potential vanishes (µH;0 = 0 and µλ;0 = µV ;0), the z component of the VCC and the time
and azimuthal components of the HCC vanish. However, the z component of the HCC
remains finite as long as the vector chemical potential µV ;0 is finite.
In the following, it is convenient to refer to the charge currents for the right- and
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left-handed particles, Ĵ αˆ± = Ĵ αˆV ± Ĵ αˆH , which can be computed as follows:〈: Ĵ tˆ± :Ω〉〈: Ĵ ϕˆ± :Ω〉
〈: Ĵ zˆ± :Ω〉
 = 1
2pi2
∞∑
m=−∞
∫ ∞
M
dE
[
1
eβ0(E˜−µ±;0) + 1
− 1
eβ0(E˜+µ±;0) + 1
]
×
∫ p
0
dk
 EJ+m(qρ)qJ×m(qρ)
±pJ−m(qρ)
 . (6.9)
The t.e.v.s of the charge currents can be decomposed with respect to the orthogonal
tetrad formed by the vectors uαˆ, aαˆ, ωαˆ and τ αˆ, introduced in Eqs. (3.2), (3.6), (3.9) and
(3.12), as follows:
〈: Ĵ αˆ± :Ω〉 = Q±uαˆ + J αˆ± , J αˆ± = στ±τ αˆ + σω±ωαˆ, (6.10)
where Q± represents the charge density and the charge current in the rest frame, J αˆ± ,
is by construction orthogonal to uαˆ. There is no term multiplying the acceleration, a =
−ρΩ2Γ2eρˆ, since 〈: Ĵ ρˆ± :Ω〉 = 0. The charge densities Q±, the vortical charge conductivities
σω± and the conductivities στ± along the τ αˆ vector can be obtained via
Q± =uαˆ 〈: Ĵ αˆ± :Ω〉 = Γ
[
〈: Ĵ tˆ± :Ω〉 − ρΩ 〈: Ĵ ϕˆ± :Ω〉
]
,
στ± =
1
τ2
ταˆ 〈: Ĵ αˆ± :Ω〉 =
ρΩ 〈: Ĵ tˆ± :Ω〉 − 〈: Ĵ ϕˆ± :Ω〉
ρΩ3Γ3
,
σω± =
1
ω2
ωαˆ 〈: Ĵ αˆ± :Ω〉 =
〈: J zˆ± :Ω〉
ΩΓ2
. (6.11)
By comparison to the RKT decomposition in Eq. (4.9), it is clear that, when they are non-
vanishing, στ± and σω± lead to non-equilibrium currents which represent quantum corrections
to the perfect fluid form.
6.2 Small mass limit
We apply the algorithm described at the end of Sec. 5.4 to the t.e.v.s 〈: Ĵ αˆ± :Ω〉 = 〈: Ĵ αˆV :Ω〉±
〈: Ĵ αˆH :Ω〉. Expanding the Fermi-Dirac factors with respect to Ω using Eq. (5.35), performing
the summation over m using Eq. (5.38) and the integrating over k using Eq. (5.42) yields:〈: Ĵ tˆ± :Ω〉〈: Ĵ ϕˆ± :Ω〉
〈: Ĵ zˆ± :Ω〉
 = 1
pi2
∞∑
j=0
(ρΩ)2j
∞∑
n=0
Ω2ns+n+j,j
(2n+ 2j)!
∫ ∞
0
dp p2j+1
× d
2n+2j
dE2n+2j
[
1
eβ0(E−µ±,0) + 1
− 1
eβ0(E+µ±,0) + 1
] p/(2j + 1)ρΩp/(2n+ 2j + 1)
±Ω(j + 1)/(2n+ 2j + 1)
 , (6.12)
where the summations over j and n were interchanged and the transformation n → n + j
was subsequently performed in the sum over n, in order to shift the summation range from
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j ≤ n < ∞ to 0 ≤ n < ∞. The integration variable was changed from E to p. For the ϕˆ
and zˆ components, an integration by parts was performed prior to this change of variable.
The analysis for the small mass regime can be performed starting from Eq. (5.37).
Due to the nature of the integrands, it is convenient to discuss first 〈: J tˆ± :Ω〉 and 〈: J ϕˆ± :Ω〉.
Integration by parts can be performed 2j times for the leading order (massless) term and
2j + 1 times for the O(M2) term, allowing Eq. (6.12) to be written as follows:(
〈: Ĵ tˆ± :Ω〉
〈: Ĵ ϕˆ± :Ω〉
)
=
1
2pi2
∞∑
j=0
(ρΩ)2j
∞∑
n=0
Ω2ns+n+j,j(2j)!
(2n+ 2j + 1)!
∫ ∞
0
dp [(2j+2)p2−M2]
(
2n+ 2j + 1
ρΩ(2j + 1)
)
× d
2n
dp2n
[
1
eβ0(p−µ±,0) + 1
− 1
eβ0(p+µ±,0) + 1
]
. (6.13)
Focussing on the integration with respect to p and noting that:
1
2
∫ ∞
0
dxx2
d2n
dx2n
[
1
ex−a + 1
− 1
ex+a + 1
]
=

I−1 , n = 0,
2I−0 , n = 1,
0, n > 1,
(6.14)
where the functions I−0 and I
−
1 are given in Eq. (A.11), it can be seen that the series with
respect to n appearing in Eq. (6.13) terminates after a finite number of terms. For each
value of n, the summation over j can be performed by noting that:
∞∑
j=0
(j + n)!
j!
zj =
dn
dzn
(
1
1− z
)
=
n!
(1− z)n+1 . (6.15)
This leads to the following exact results:
〈: Ĵ tˆ± :Ω〉 =Γµ±
[
T 2
3
+
µ2±
3pi2
− M
2
2pi2
+
Ω2Γ2
12pi2
(4Γ2 − 1) +O(M4)
]
,
〈: Ĵ ϕˆ± :Ω〉 =ρΩΓµ±
[
T 2
3
+
µ2±
3pi2
− M
2
2pi2
+
Ω2Γ2
12pi2
(4Γ2 − 3) +O(M4)
]
. (6.16)
The results in Eq. (6.16) can be written in terms of Q± and jτ±:
Q± = QRKT± + ∆Q±, ∆Q =
µ±
4pi2
(ω2 + a2) +O(M4), στ± =
µ±
6pi2
+O(M4), (6.17)
where the acceleration aαˆ and vorticity ωαˆ vectors are defined in Eqs. (3.6) and (3.9),
respectively, while the squares ω2 = −ω2 ≥ 0 and a = −a2 ≥ 0 of their spatial parts are
given in Eq. (3.13). In the above, the term QRKT± corresponds to the relativistic kinetic
theory (RKT) prediction, given up to O(M4) in Eq. (4.24), while ∆Q± and στ± represent
quantum corrections, which are independent of the particle mass up to O(M4).
Turning to 〈: Ĵ zˆ± :Ω〉, the summation with respect to m and integration with respect to
k can be performed as before, yielding:
〈: Ĵ zˆ± :Ω〉 = ±
Ω
2pi2
∞∑
j=0
(ρΩ)2j
∞∑
n=0
Ω2ns+n+j,j(2j + 2)!
(2n+ 2j + 1)!
∫ ∞
0
dp
[
p+
M2
2(2j + 1)
d
dp
]
× d
2n
dp2n
[
1
eβ0(p−µ±,0) + 1
− 1
eβ0(p+µ±,0) + 1
]
. (6.18)
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After performing the integration with respect to p, the following result is obtained:
〈: Ĵ zˆ± :Ω〉 = ±
Ω
2pi2
∞∑
j=0
(ρΩ)2j
{
4(j + 1)
β20
I−1/2(βµ±)
+
∞∑
n=0
(2j + 2)!Ω2n
(2n+ 2j + 1)!
[
Ω2s+n+j+1,j
(2n+ 2j + 2)(2n+ 2j + 3)
− M
2s+n+j,j
2(2j + 1)
]
d2n
dµ2n±
tanh
βµ±
2
}
, (6.19)
where the expression for I−1/2(a) can be found in Eq. (A.20). As mentioned before, the
series does not terminate, indicating that the dependence on Γ is not polynomial. In the
following, only the term on the first line together with the term corresponding to n = 0 on
the second line of Eq. (6.19) are considered. Performing the sum over j using Eq. (6.15),
together with the relation:
∞∑
j=0
(ρΩ)2j
2j + 1
=
arcsinh(ρΩΓ)
ρΩ
, (6.20)
the following expression can be obtained for σω±:
σω± = ±
T 2
pi2
[
Li2(−e−µ±/T )− Li2(−eµ±/T )
]
∓
{
M2
4pi2
[
1 +
arcsinh(ρΩΓ)
ρΩΓ2
]
− ω
2 + 3a2
24pi2
}
tanh
µ±
2T
+O(Ω4,Ω2M2,M4), (6.21)
where it is understood that T = T0Γ and µ± = µ±;0Γ, while the acceleration a = −ρΩ2Γ3eρˆ
and kinematic vorticity ω = ΩΓ2ezˆ are given in Eqs. (3.6) and (3.9), respectively. The high
temperature limit of Eq. (6.21) can be computed by noting that:
Li2(−e−z) = −pi
2
12
+ z ln 2− z
2
4
+
z3
24
+O(z5). (6.22)
The following result is obtained:
σω± = ±
2µ±T
pi2
ln 2± µ±
12pi2T
[
µ2± −
3M2
2
(
1 +
arcsh(ρΩΓ)
ρΩΓ2
)
+
ω2 + 3a2
4
+O(T−2)
]
.
(6.23)
The result derived in Eq. (6.21) is valid only for small values of the rotation parameter.
An expression which is exact on the rotation axis can be derived starting from Eq. (6.8),
by noting that J−±1/2(0) = ±1, such that,
〈: Ĵ zˆ± :Ω〉ρ=0 = ±
1
pi2
∫ ∞
M
dE p2
[
f+β0
(
µ±;0 +
Ω
2
)
− f+β0
(
µ±;0 − Ω
2
)]
, (6.24)
where the following notation was employed:
f±β0
(
a
β0
)
=
1
2
(
1
eβ0E−a + 1
± 1
eβ0E+a + 1
)
. (6.25)
The techniques introduced for the analysis of the case of non-vanishing mass in the RKT
formulation, in Sec. 4, can now be employed. First, the integration variable is changed to
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x = E/M , as indicated in Eq. (4.13). Then, the formula on the second line of Eq. (4.17)
can be used to transform the Fermi-Dirac factors, allowing Eq. (6.24) to be written as:
〈: Ĵ zˆ± :Ω〉ρ=0 = ±
2M3
pi2
∞∑
`=1
(−1)`+1 sinh(`βµ±) sinh
(
`βΩ
2
)∫ ∞
1
dx (x2 − 1)e−`βM . (6.26)
It is not difficult to perform the integration with respect to x, giving:
〈: Ĵ zˆ± :Ω〉ρ=0 = ±
4
pi2β3
∞∑
`=1
(−1)`+1
`3
e−`βM (1 + `βM) sinh(`βµ±) sinh
(
`βΩ
2
)
. (6.27)
The sum over ` can be performed in terms of the polylogarithm function, allowing σω± =
〈: Ĵ zˆ± :Ω〉 /ΩΓ2 to be expressed on the rotation axis as:
σω±
⌋
ρ=0
= ∓ T
3
pi2Ω
∑
ς±=±1
ς±
∑
ςΩ=±1
ςΩ
[
Li3(−eζ) + M
T
Li2(−eζ)
]
, (6.28)
where ζ = (ς±µ± + ςΩ Ω2 −M)/T . The above expression is exact for any value of the mass.
The large temperature limit can be extracted using Eq. (6.22) together with:
Li3(−e−z) = −3
4
ζ(3) +
pi2z
12
− z
2
2
ln 2 +
z3
12
− z
4
96
+O(z5). (6.29)
The result is:
σω±
⌋
ρ=0
= ±µ±
[
2T
pi2
ln 2 +
1
12pi2T
(
µ2± +
Ω2
4
− 3M2
)
+O(T−3, ρ2)
]
, (6.30)
which is consistent with the expression derived in Eq. (6.23). Both Eqs. (6.23) and (6.30)
show that at large temperature, σω± scales linearly with the temperature T and the local
chemical potential µ±. It is noteworthy that σωH =
1
2(σ
ω
+ − σω−) ' 2pi2µV T ln 2 is generated
by the vector chemical potential µV , and vice-versa for σωV =
1
2(σ
ω
+ + σ
ω−) ' 2pi2µHT ln 2.
The result is summarised below:
〈: Ĵ αˆ± :Ω〉 =Q±uαˆ + στ±τ αˆ + σω±ωαˆ, Q± =QRKT± + ∆Q±,
QRKT± =µ±
(
T 2
3
+
µ2±
3pi2
− M
2
2pi2
)
+O(M4), ∆Q± =
µ±
4pi2
(ω2 + a2) +O(M4),
στ± =
µ±
6pi2
+O(M4), σω± =±
2µ±T
pi2
ln 2 +O(T−1). (6.31)
The quantities referring to the vector and helicity charge currents can be obtained by adding
or subtracting the above expressions, e.g. QV = 12(Q+ + Q−) and QH =
1
2(Q+ −Q−). In
the case of the vortical conductivity σω±, the ± sign on the right hand side indicates that
σωV ∼ µH and σωH ∼ µV , i.e.:
σωV =
2µHT
pi2
ln 2 +O(T−1), σωH =
2µV T
pi2
ln 2 +O(T−1). (6.32)
At vanishing mass and helicity chemical potential, the results in Eq. (6.31) coincides with
those reported in Eq. (4.9) and Table 2 of Ref. [10] when the axial chemical potential is
assumed to vanish.
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6.3 Numerical analysis
In this section, the validity of the constitutive equations derived in the previous subsection
for the quantum corrections are analysed at finite mass. The explorations presented in this
section are based on the region of the parameter space corresponding to the conditions which
are prevalent in ultrarelativistic heavy ion collisions, namely T = 150 MeV [33], µ = 30 MeV
[34] and Ω = 6.6 MeV (corresponding to 1022 s−1 [2, 35]). These values of the parameters are
labelled HIC throughout this paper. The convention when presenting results for different
parameters is to start from these HIC values and change only one parameter per curve.
The parameter change is shown in the plot legend in the form parameter × multiplier.
E.g., a curve corresponding to a temperature which is twice that corresponding to the HIC
parameters (T = 300 MeV) is labelled as T × 2.
The discussion in this section begins by considering the behaviour of the correction
∆Q± to the charge density and the conductivity στ± as the mass is increased. The analysis
in the previous subsection showed that there are no contributions to ∆Q± and στ± from the
mass term up to O(M4). Figures 2(a) and 2(b) validate this prediction by considering the
dependence of the relative mass corrections, 1−∆Q±(M)/∆Q±(0) and 1−στ±(M)/στ±(0),
with respect to M/T . It can be seen that, close to the parameters relevant to heavy
ion collisions (labelled HIC and shown with dashed purple lines and squares), the relative
mass corrections have a universal behaviour of the type α(M/T )4, where α ' 0.0303 gives
the best fit of this power law to the numerical data. Figures 2(c) and 2(d) show the
ratios ∆Q±(M)/∆Q±(0) and στ±/στ±(0) with respect to M . The massless limits ∆Q±(0)
and στ±(0) are taken from Eq. (6.31), while ∆Q±(M) and στ±(M) are obtained by directly
integrating Eq. (6.9). For the HIC parameters, it can be seen that the constitutive relations
derived in Eq. (6.31) are valid forM . T = 150 MeV. Increasing the mass has the expected
effect of suppressing the t.e.v.s with respect to their values obtained in the massless case. To
further test the robustness of the constitutive equations, three more curves are represented.
For each curve, only one parameter from the original list is increased. This parameter
is indicated in the legend, together with the corresponding multiplier. The second curve
(green and empty circles), corresponding to Ω ' 2 GeV, shows that the validity domain of
Eq. (6.31) is enhanced at higher values of Ω, with deviations occurring at M & Ω/4. The
third curve (blue and filled circles) shows deviations from the massless prediction also when
M & T = 750 MeV. Finally, the last curve (red line and empty triangles) curresponds to
µ± = 3 GeV  T = 150 MeV. In this case, the gas is strongly degenerate, such that a
strong suppression can be seen when M exceeds µ. Also, for Mc2 < µ, the constitutive
relations for the massless case retain their validity, except in the vicinity M ' µ. Here, a
strong deviation can be seen, indicating an unexpected resonance. While this regime does
not seem to be of immediate relevance to the field of relativistic heavy ion collisions, it is
worth exploring its origin.
The starting point for the analysis of the vanishing temperature regime is to take the
β0 → ∞ limit of Eq. (6.9). Restricting the analysis to the axis of rotation, the following
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Figure 2. (a-b) Relative mass corrections (a) 1−∆Q±(M)/∆Q±(0) and (b) 1− στ±(M)/στ±(0),
represented with respect to M , for various values of Ω, T and µ. The black curves represent the
best fit of the function α(M/T )4 to the numerical data (α ' 0.0295 in both cases). (c-d) Ratios
(c) ∆Q±(M)/∆Q±(0) and (d) στ±(M)/στ±(0), represented with respect to M , for various values of
Ω, T and µ. The set of parameters indicated at the top of the images corresponds to the values
typical of Heavy Ion Collisions (HIC) and the corresponding data set is represented using the purple
curve and filled squares. For each subsequent curve, only the parameter indicated in the legend is
changed, compared to the HIC set.
resutl is obtained for the quantum correction to the charge density:
∆Q±cT→0 = sgn(µ±)
6pi2

[(
|µ±|+ |Ω|
2
)2
−M2
]3/2
θ
(
|µ±|+ |Ω|
2
−M
)
+
[(
|µ±| − |Ω|
2
)2
−M2
]3/2 [
θ
(
|µ±| − |Ω|
2
−M
)
− θ
( |Ω|
2
− |µ±| −M
)]
−2(µ2± −M2)3/2θ(|µ±| −M)
}
, (6.33)
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Figure 3. Ratio ∆Q±(M)/∆Q±(0) represented with respect toM (a) at fixed Ω, for various values
of µ; and (b) at fixed µ, for various values of Ω.
where the last line corresponds to the RKT contribution QRKT± , which can be obtained by
taking the vanishing temperature limit of Eq. (4.9):
QRKT± cT→0 =
sgn(µ±)
3pi2
(µ2± −M2)3/2θ(|µ±| −M). (6.34)
When |µ±| − |Ω|2 < M < |µ±| and the term on the second line in Eq. (6.33) cancels, ∆Q±
admits a global maximum with respect toM , which is obtained by solving d∆Q±/dM = 0:
Mmax =
√(
|µ±|+ |Ω|
6
)(
|µ±| − |Ω|
2
)
,
∆Q±(Mmax) =
µ3±
3pi2
√
3
[(
1 +
|Ω|
2|µ±|
)2
− 1
]3/2
. (6.35)
It is understood that this maximum occurs only when |µ| > |Ω|/2. This behaviour is
confirmed in Fig. 3(a), where the ratio ∆Q±(M)/∆Q±(0) is represented at fixed Ω with
respect to the ratioM/Ω, for various values of µ. The dotted black line represents the value
of this ratio when |µ| = µmax, where
µmax =
|Ω|
6
+
√
M2 +
Ω2
9
. (6.36)
When |Ω/µ|  1 and Mmax → |µ| and ∆Q±(Mmax)/∆Q±(0) peaks sharply around M =
Mmax:
∆Q±(Mmax)
∆Q±(0)
' 4
3
√
|µ±|
3|Ω| +O(|Ω/µ±|
1/2). (6.37)
The development of this peak is highlighted in Fig. 3(b). For the case considered in Fig. 2,
the ratio between the chemical potential and the rotation parameter is µ±/Ω ' 450. In this
– 31 –
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
101
10−3 10−2 10−1 100 101
(a)
(HIC: µ=30 MeV; T=150 MeV; Ω=6.6 MeV)
1 
− 
σ
ω ±
(M
) / 
σ
ω ±
(0)
M / T
HIC
Ω x 2
T x 2
µ x 2
3M2 / 24T2ln(2)
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
101 102 103 104
(b)
(HIC: µ=30 MeV; T=150 MeV; Ω=6.6 MeV)
σ
ω ±
(M
) / 
σ
±ω
;1
(0)
M [MeV]
HIC
Ω x 100
T x 5
µ x 10
 0
 0.2
 0.4
 0.6
 0.8
 1
101 102 103
(c)
(HIC: µ=30 MeV; T=150 MeV; Ω=6.6 MeV)
σ
ω ±
(M
) / 
σ
±ω
;2
(0)
M [MeV]
µ x 10
Ω x 100
Ω x 300
µ x 60
 0
 0.2
 0.4
 0.6
 0.8
 1
101 102 103 104
(d)
(HIC: µ=30 MeV; T=150 MeV; Ω=6.6 MeV)
σ
ω ±
(M
) / 
σ
±ω
;3
(0)
M [MeV]
µ x 10
µ x 100
Ω x 100
Ω x 300
Figure 4. (a) Relative mass correction 1−σω±(M)/σω±(0), with both σω±(M) and σω±(0) computed
from Eq. (6.28), represented with respect to M/T with dotted lines and symbols. The solid black
line represents the analytic prediction 3M2/24T 2 ln(2), derived from Eqs. (6.23) and (6.30). (b)–(d)
Ratio σω±(M)/σ
ω;n
± (0), evaluated on the rotation axis, with σω±(M) computed using Eq. (6.28) and
the approximations σω;n± (0) are given for (b) n = 1, (c) n = 2 and (d) n = 3 in Eqs. (6.38), (6.39)
and (6.40), respectively.
case, Eq. (6.37) predicts that ∆Q±(Mmax)/∆Q±(0) ' 16.4, compared to ' 1.5 observed in
Fig. 3(a). This discrepancy is an indication of the thermal suppression of this effect, which
is already significant when T0/µ = 0.05.
We now consider the validity of the results derived for the charge current vortical
conductivity σω±. An exact result was obtained in Eq. (6.28) for this quantity evaluated on
the rotation axis, which is valid at any mass. Figure 4(a) shows that, in the vicinity of the
HIC parameters, the relative mass correction 1 − σω(M)/σω(0) is well represented by the
quadratic term 3M2/24T 2 ln(2) highlighted in Eqs. (6.23) and (6.30).
Away from the rotation axis, the result for σω± was obtained only up to O(Ω4) in
Eq. (6.21). This expression, involving the polylogarithm function, is approximate even on
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the rotation axis. To test its validity for relativistic heavy ion collisions, various levels of
approximation σω;n± are considered based on Eq. (6.21), distinguished using the index n.
The n = 1 approximation corresponds to the leading order with respect to the temperature,
highlighted in Eq. (6.23) and reproduced below:
σω;1± = ±
2µ±T
pi2
ln 2. (6.38)
As can be seen from Fig. 4(b), σω;1± offers a very good approximation in the conditions
that are prevalent during heavy ion collisions. The mass corrections are important only
when M & T , even for T = 750 MeV. However, when µ or Ω become comparable with T ,
deviations can be seen. In order to understand the nature of these deviations, the next to
leading order is considered below, which can also be read from Eq. (6.23):
σω;2± = ±
2µ±T
pi2
ln 2± µ±
12pi2T
[
µ2± +
ω2 + 3a2
4
]
. (6.39)
In the above, the mass contribution was not taken into account. As can be seen from
Fig. 4(c), this approximation improves the small M results at moderate values for Ω and
µ. However, increasing µ and Ω further brings about new discrepancies. The final approx-
imation, σω;3± , corresponds to the result in Eq. (6.21) minus the mass term:
σω;3± = ±
T 2
pi2
[
Li2(−e−µ±/T )− Li2(−eµ±/T )
]
± ω
2 + 3a2
24pi2
tanh
µ±
2T
. (6.40)
Figure 4(d) shows that the above approximation correctly accounts for the chemical po-
tential, even when µ/T  1. However, no improvement can be seen for the case of large
values of Ω. The reason why no improvement can be seen is that Eq. (6.21) was obtained
following a truncation at (and including) order O(Ω2).
7 Axial current
Initially shown to be so by Vilenkin [1], it is known that the local vorticity induces an axial
current parallel to the vorticity vector through the chiral vortical effect [4]. This section
presents an analysis of the effect of helicity imbalance induced by the helicity chemical
potential µH on the thermal expectation value (t.e.v.) of the axial charge current (ACC)
operator Ĵ αˆA, defined by promoting the wavefunction in Eq. (2.14) to a quantum operator:
Ĵ αˆA =
1
2
[Ψ̂, γαˆγ5Ψ̂]. (7.1)
The analysis begins with a general discussion of the t.e.v. of the ACC, presented in Sub-
sec. 7.1, followed by an analytical analysis of the small mass regime in Subsec. 7.2 and a
numerical analysis of the t.e.v.s at finite values of the mass, presented in Subsec. 7.3.
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7.1 General analysis
The bilinear form introduced in Eq. (5.17) corresponding to the ACC is
J αˆA (ψ, χ) = ψγαˆγ5χ. (7.2)
Noting that J αˆA (Vj , Vj) = −[J αˆA (Uj , Uj)]∗ = −J αˆA (Uj , Uj), it can be seen that the second
line in Eq. (5.32) does not contribute to the t.e.v. 〈: J αˆA :Ω〉, however, there will be an
extra vacuum contribution to the t.e.v. computed with respect to the Minkowski vacuum,
〈: J αˆA :M 〉. Using the following relations:
J tˆA(Uj , Uj) =
pj
8pi2|Ej |
[
2λjJ
+
mj (qjρ) +
kj
pj
J−mj (qjρ)
]
,
J ϕˆA (Uj , Uj) =
λjqj
4pi2pj
J×mj (qjρ),
J zˆA(Uj , Uj) =
1
8pi2
[
J−mj (qjρ) +
2λjkj
pj
J+mj (qjρ)
]
, (7.3)
the t.e.v.s of the components of the ACC taken with respect to the rotating vacuum can
be written as:〈: Ĵ tˆA :Ω〉〈: Ĵ ϕˆA :Ω〉
〈: Ĵ zˆA :Ω〉
 = 1
4pi2
∑
λ=± 1
2
∞∑
m=−∞
∫ ∞
M
dE sgn(E˜)
×
[
1
eβ0(|E˜|−µλ;0) + 1
+
1
eβ0(|E˜|+µλ;0) + 1
] ∫ p
0
dk
 2λp J+m(qρ)2λ qEp J×m(qρ)
E J−m(qρ)
 . (7.4)
The t.e.v.s expressed with respect to the Minkowski vacuum are:〈: Ĵ tˆA :M 〉〈: Ĵ ϕˆA :M 〉
〈: Ĵ zˆA :M 〉
 = 1
4pi2
∑
λ=± 1
2
∞∑
m=−∞
∫ ∞
M
dE
×
[
1
eβ0(E˜−µλ;0) + 1
+
1
eβ0(E˜+µλ;0) + 1
] ∫ p
0
dk
 2λp J+m(qρ)2λ qEp J×m(qρ)
E J−m(qρ)
 . (7.5)
Due to the factors of 2λ in 〈: Ĵ tˆA :M 〉 and 〈: Ĵ ϕˆA :M 〉, it is clear that these components vanish
when µH;0 = 0. Thus, the t.e.v.s of these two components computed with respect to the
Minkowski and rotating vacua coincide, i.e.
〈: Ĵ tˆA :M 〉 = 〈: Ĵ tˆA :Ω〉 , 〈: Ĵ ϕˆA :M 〉 = 〈: Ĵ ϕˆA :Ω〉 . (7.6)
As was the case for the VCC and HCC, the t.e.v. of the ACC can be decomposed as:
〈: Ĵ αˆA :Ω〉 = QAuαˆ + J αˆA , J αˆA = στAτ αˆ + σωAωαˆ. (7.7)
– 34 –
7.2 Small mass limit
The t.e.v.s of the components of the ACC taken with respect to the Minkowski vacuum can
be put in the form:〈: Ĵ tˆA :M 〉〈: Ĵ ϕˆA :M 〉
〈: Ĵ zˆA :M 〉
 = 1
2pi2
∑
λ=± 1
2
∞∑
j=0
(ρΩ)2j
∞∑
n=0
Ω2ns+n+j,j
(2n+ 2j + 1)!
∫ ∞
M
dE p2j
× d
2n+2j
dE2n+2j
[
1
eβ0(E−µλ,0) + 1
+
1
eβ0(E+µλ,0) + 1
]

2n+ 2j + 1
2j + 1
2λp2
2λρΩ
2j + 3
[p2 + (2j + 2)E2]
Ω
2p
[p2 + (2j + 1)E2]
 . (7.8)
For the z component of the t.e.v. of the AC, the massless limit can be derived in closed
form. The M2 correction is inaccessible using the method outlined in Eq. (5.37) due to an
infrared divergence of the j = 0 term. After changing the integration variable to dp = Ep dE,
the procedure introduced in Eq. (5.35) can be used to obtain:
〈: Ĵ zˆA :M 〉 =
Ω
4pi2
∑
λ=± 1
2
∞∑
j=0
(ρΩ)2j
∞∑
n=0
Ω2ns+n+j,j
(2n+ 2j + 1)!
∫ ∞
0
dp
[
(2j + 2)p2j+1 − j(2j + 1)M2p2j−1]
× d
2n+2j
dp2n+2j
[
1
eβ0(E−µλ,0) + 1
+
1
eβ0(E+µλ,0) + 1
]
, (7.9)
where the coefficient of M2 was obtained after noting that E = p+ M
2
2p and
1
E =
1
p − M
2
2p3
.
In the term proportional to M , the shift j → j + 1 must be performed. After performing
integration by parts 2j times, the following formula can be used for the integration with
respect to p:
∫ ∞
0
dp p
d2n
dp2n
[
1
eβ0(E−µλ,0) + 1
+
1
eβ0(E+µλ,0) + 1
]
=

2I+0 (βµλ)/β
2
0 , n = 0,
1, n = 1,
0, n > 1,
(7.10)
where I+0 (a) is given in Eq. (A.11). It is not difficult to see that the sum over n terminates
at n = 1 for the first term and at n = 0. The exact result is:
〈: Ĵ zˆA :M 〉 =
[
σωA +
ω2 + 3a2
24pi2
− M
2
4pi2
+O(M4)
]
ωzˆ,
σωA =
T 2
6
+
µ2V + µ
2
H
2pi2
+O(M4), (7.11)
where a = −ρΩ2Γ2eρˆ and ω = ΩΓ2ezˆ are the acceleration and vorticity vectors, introduced
in Eqs. (3.6) and (3.9), respectively, while their squares ω2 = −ω2 ≥ 0 and a2 = −a2 ≥ 0
are given in Eq. (3.13). The second term inside the square brackets in Eq. (7.11) is a purely
vacuum contribution which is not taken into account when expressing the conductivity σωA.
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It is worth comparing the result in Eq. (7.11) with the one obtained in Ref. [36] using
the Wigner function proposed in Ref. [20]:
〈j5µ〉 =
(
1
6
[
T 2 +
a2 − ω2
4pi2
]
+
µ2
2pi2
)
ωµ. (7.12)
Noting that ω2 = −ω2 and a2 = −a2, it can be seen that the parts which depend on T and
µ = µV reproduced in Eq. (7.12) agree with those obtained in Eq. (7.11), when µH = 0.
There is a discrepancy in the vacuum term, equal to
〈: Ĵ zˆA :M 〉 − 〈jz5〉 =
a2
6pi2
ωzˆ, (7.13)
which may be due to a fundamental difference between the formulation based on the Wigner
function (employed in Ref. [36]) and the QFT formulation employed in this work.
As opposed to the case of the zˆ component, the sum over n in Eq. (7.8) no longer
terminates when considering the tˆ and ϕˆ components, which is an indication that their
dependence on Γ and Ω is non-polynomial (see also the discussion in Subsec. 6.2). Perform-
ing the change of integration variable from E to p (dp = EdE/p) in Eq. (7.8) and using
Eq. (5.37) gives:
〈: Ĵ tˆA :Ω〉 =
1
4pi2
∑
λ=± 1
2
2λ
∞∑
j=0
(ρΩ)2j
∞∑
n=0
Ω2n(2j)!(2j + 2)
(2n+ 2j)!
s+n+j,j
∫ ∞
0
dp
(
p2 − M
2
2j + 1
)
× d
2n
dp2n
[
1
eβ0(p−µλ,0) + 1
+
1
eβ0(p+µλ,0) + 1
]
,
〈: Ĵ ϕˆA :Ω〉 =
ρΩ
4pi2
∑
λ=± 1
2
2λ
∞∑
j=0
(ρΩ)2j
∞∑
n=0
Ω2n(2j + 2)!
(2n+ 2j + 1)!
s+n+j,j
∫ ∞
0
dp
(
p2 − M
2
2j + 3
)
× d
2n
dp2n
[
1
eβ0(p−µλ,0) + 1
+
1
eβ0(p+µλ,0) + 1
]
. (7.14)
Taking into account the n = 0 and n = 1 terms gives:
〈: Ĵ tˆA :Ω〉 =
Γ
4pi2
∑
λ=± 1
2
2λ
{
4
β3
I+1/2(βµλ) +
Ω2Γ2(4Γ2 − 1)
3β
I+−1/2(βµλ)
−2M
2
β
[
1 +
arcsinh(ρΩΓ)
ρΩΓ2
]
I+−1/2(βµλ) +O(Ω
4,M4,Ω2M2)
}
,
〈: Ĵ ϕˆA :Ω〉 =
ρΩΓ
4pi2
∑
λ=± 1
2
2λ
{
4
β3
I+1/2(βµλ) +
Ω2Γ2(4Γ2 − 3)
3β
I+−1/2(βµλ)
− 2M
2
βρ2Ω2
[
1− arcsinh(ρΩΓ)
ρΩΓ2
]
I+−1/2(βµλ) +O(Ω
4,M4,Ω2M2)
}
. (7.15)
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The charge QA and the conductivity στA are
QA =
T 3
pi2
∑
λ=± 1
2
2λI+1/2
(µλ
T
)
+
T
pi2
[
ω2 + a2
4
−M2 arcsinh(ρΩΓ)
ρΩ
] ∑
λ=± 1
2
2λI+−1/2
(µλ
T
)
+O(Ω4,M4,Ω2M2),
στA =
T
6pi2
{
1− 3M
2/Ω2
Γ2(Γ2 − 1)
[
(2Γ2 − 1)arcsinh(ρΩΓ)
ρΩΓ2
− 1
]} ∑
λ=± 1
2
2λI+−1/2
(µλ
T
)
+O(Ω4,M4,Ω2M2). (7.16)
The sum over λ can be performed by taking into account the expressions for I+±1/2 given in
Eq. (A.20):
QA =
µH
3
(
T 2 +
µ2H + 3µ
2
V
pi2
)
− 2T
3
pi2
[
Li3(−e−µ+/T )− Li3(−e−µ−/T )
]
+
T
pi2
[
ω2 + a2
4
− M
2
ρΩ
arcsinh(ρΩΓ)
]
ln
[
cosh(µ+/2T )
cosh(µ−/2T )
]
+O(Ω4,M4,Ω2M2),
στA =
T
6pi2
{
1− 3M
2/Ω2
Γ2(Γ2 − 1)
[
(2Γ2 − 1)arcsinh(ρΩΓ)
ρΩΓ2
− 1
]}
ln
[
cosh(µ+/2T )
cosh(µ−/2T )
]
+O(Ω4,M4,Ω2M2). (7.17)
The high temperature limit of the above expressions is:
QA =
4µHµV T
pi2
ln 2 +
µHµV
2pi2T
[
µ2H + µ
2
V
3
+
ω2 + a2
4
− M
2
ρΩ
arcsinh(ρΩΓ)
]
+O(T−2),
στA =
µHµV
12pi2T
{
1− 3M
2/Ω2
Γ2(Γ2 − 1)
[
(2Γ2 − 1)arcsinh(ρΩΓ)
ρΩΓ2
− 1
]}
+O(T−2). (7.18)
It can be seen that the mass term makes a significant contribution to στA when Ω is suffi-
ciently small. A more quantitative assessment will be presented in the following subsection.
The results in Eq. (7.17) are valid only at small values of Ω. It is possible to obtain exact
expressions for QA and στA on the rotation axis. These quantities require the evaluation of
〈: Ĵ tˆA :〉 and 1ρΩ 〈: Ĵ ϕˆA :〉 in the limit ρ→ 0. Noting that
lim
ρ→0
J+m(qρ) =
{
1, m = ±12 ,
0, otherwise,
lim
ρ→0
J×m(qρ)
qρ
=
{
±1, m = ±12 ,
0, otherwise,
(7.19)
it is not difficult to obtain the following expressions:
〈: Ĵ tˆA :Ω〉 =
2M3
pi2
∞∑
`=1
(−1)`+1 cosh `βΩ
2
sinh(`βµV ) sinh(`βµH)
∫ ∞
1
dx(x2 − 1)e−`βxM ,
〈: Ĵ ϕˆA :Ω〉
ρΩ
=
4M4
3pi2Ω
∞∑
`=1
(−1)`+1 sinh `βΩ
2
sinh(`βµV ) sinh(`βµH)
∫ ∞
1
dxx(x2 − 1)e−`βxM ,
(7.20)
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where x = E/M and Eq. (4.17) was used to expand the Fermi-Dirac factors. The integra-
tion with respect to x can be readily performed and the sums over ` yield polylogarithm
functions. The result can be summarised as:
QAcρ→0 =− T
3
2pi2
∑
σΩ=±1
∑
σV =±1
σV
∑
σH=±1
σH
[
Li3(−eζ) + M
T
Li2(−eζ)
]
,
στAcρ→0 =−
T 4
pi2Ω3
∑
σΩ=±1
∑
σV =±1
σV
∑
σH=±1
σH
{
Ω
2T
[
Li3(−eζ) + M
T
Li2(−eζ)
]
−σΩ
[
Li4(−eζ) + M
T
Li3(−eζ) + M
2
3T 2
Li2(−eζ)
]}
, (7.21)
where ζ = (σΩ Ω2 +σV µV +σHµH−M)/T . The above expressions are exact for any particle
mass. Extracting the large temperature limit yields:
QAcρ=0 =4µHµV T
pi2
ln 2 +
µHµV
2pi2T
(
µ2H + µ
2
V
3
+
Ω2
4
−M2
)
+O(T−2),
στAcρ=0 =
µHµV
12pi2T
(
1− 4M
2
Ω2
)
+O(T−2). (7.22)
The above results are in agreement with Eq. (7.18).
The high temperature limit of the results obtained in this section can be summarised
as follows:
〈: Ĵ αˆA :Ω〉 =QAuαˆ + στAτ αˆ + σωAωαˆ,
QA =
4µHµV T
pi2
ln 2 +O(T−1),
στA =
µHµV
12pi2T
(
1− 4M
2
Ω2
)
+O(T−3),
σωA =
T 2
6
+
µ2V + µ
2
H
2pi2
+O(M4). (7.23)
The mass term was retained in the coefficient of τ αˆ due to its unusual effect. It is worth
noting that, in the limit µH = M = 0, the results in Eq. (7.23) reproduce those reported
in Eq. (4.14) and Table 2 of Ref. [10] for the case of a vanishing axial chemical pontential
(µA = 0).
7.3 Numerical analysis
In this section, the validity of the results summarised for the small mass limit in Eq. (7.23) is
investigated as the mass is increased. As in Sec. 6.3, the discussion is focussed on parameters
which are pertinent to heavy ion collisions (HIC). In the case of the axial current, the vector
and helicity chemical potentials play equivalent roles. Thus, for simplicity, the convention
µV = µH = µ is used throughout this section.
First, the validity of the constitutive equation for σωA derived in the small mass limit in
Eq. (7.23), is considered as the mass is increased. At nonvanishing M , σωA(M) is evaluated
numerically starting from Eq. (7.4). For simplicity, the analysis is limited to the case of the
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Figure 5. (a) Relative mass correction 1 − σωA(M)/σωA(0) and (b) ratio σωA(M)/σωA(0), evaluated
on the rotation axis, where σωA(M) is computed numerically using Eq. (7.4) and σ
ω
A(0) is taken from
Eq. (7.23). The solid line in (a) represents the best fit of the function αM4/Ω2T 2 to the numerical
data.
rotation axis. Figure 5(a) confirms that the relative mass correction, 1− σωA(M)/σωA(0), is
of fourth order with respect to M . Around the parameters relevant to heavy ion collisions
(labelled HIC), the mass term makes a relative contribution of the form αM4/Ω2T 2, where
α ' 0.150 is a dimensionless number. Figure 5(b) presents the ratio σωA(M)/σωA(0). It can
be seen that the constitutive relation holds for M . 100 MeV, which is below the thermal
energy (T = 150 MeV). Increasing the temperature by a factor of 5 (blue line with filled
circles) increases the validity up to M ' 500 MeV, i.e. by a factor of 5. At higher chemical
potentials (µV = µH = µ = 3 GeV), it can be seen that the constitutive relation remains
valid until the mass approaches the Fermi level, which is given by ∼ µV +µH = 6 GeV. The
ratio σωA(M)/σ
ω
A(0) seems to have a monotonic behaviour, as also observed for the ratio
σω±(M)/σω±(0), shown in Fig. 4. An interesting effect can be observed when the rotation
parameter is increased by a factor of 300, to Ω ' 2 GeV. At such a high value, Ω/2 acts
like a Fermi level and the maximum observed in Fig. 5 resembles the one highlighted for
the ratios ∆Q±(M)/∆Q±(0) and στ±(M)/στ±(0) in Fig. 3. However, in the latter case, the
maximum was observed at large chemical potential.
Now, the axial charge density QA and the conductivity στA along τ are discussed.
As opposed to σωA, it is not possible to obtain the radial profiles of these quantities an-
alytically, even in the massless limit. Instead, Eq. (7.17) gives QA and στA up to order
O(Ω4,M4,Ω2M2) anywhere inside the channel, while Eq. (7.21) gives exact expressions for
their values on the rotation axis. The latter expressions involve the polylogarithm function.
More insightful expressions can be obtained by considering the high temperature expansions
(7.18) and (7.22).
In the case of QA, according to Eq. (7.18), the mass term makes second order contri-
butions of the form O(M2/T 2). This is confirmed in Fig. 6(a), where the relative mass
correction 1−QA(M)/QA(0) is represented with respect toM/T . Both QA(M) and QA(0)
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Figure 6. (a) Relative mass correction 1 − QA(M)/QA(0) represented with respect to M . The
solid black line shows the second order prediction in Eq. (7.22). (b)-(d) Ratio QA(M)/QA;n(0) with
respect to M , where QA(M) is computed using Eq. (7.21), while the approximations QA;n(0) are
given for (b) n = 1 (c) n = 2 and (d) n = 3 in Eqs. (7.24), (7.25) and (7.26), respectively.
are evaluated using Eq. (7.21), which is valid on the rotation axis for any mass. In the
vicinity of the HIC parameters, M2/8T 2 ln 2 provides a good approximation for the relative
mass corrections. Away from the rotation axis, Eq. (7.17) provides an approximation which
is obtained using a small Ω expansion. Eq. (7.17) involves the polylogarithm function, and is
thus less insightful compared to its high temperature expansion presented in Eq. (7.18). In
what follows, three levels of approximation are considered, denoted using QA;n (1 ≤ n ≤ 3),
which are based on Eq. (7.17). Their validity is tested compared with the exact solution in
Eq. (7.21). The first two approximations take into account the leading and next-to-leading
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order terms in the high temperature expansion, given in Eq. (7.18):
QA;1 =
4µHµV T
pi2
ln 2, (7.24)
QA;2 =
4µHµV T
pi2
ln 2 +
µHµV
2pi2T
(
µ2H + µ
2
V
3
+
ω2 + a2
4
)
. (7.25)
The third expression is the massless limit of Eq. (7.17):
QA;3 =
µH
3
(
T 2 +
µ2H + 3µ
2
V
pi2
)
− 2T
3
pi2
[
Li3(−e−µ+/T )− Li3(−e−µ−/T )
]
+
T
pi2
ω2 + a2
4
ln
[
cosh(µ+/2T )
cosh(µ−/2T )
]
. (7.26)
Figures 6(b), 6(c) and 6(d) show the ratio QA(M)/QA;n(M) for n = 1, 2 and 3,
respectively. It can be seen in Fig. 6(b) that QA;1(0) is a good approximation for QA on the
axis in the case of the HIC parameters, up to M ' 50 MeV. Increasing the temperature
by a factor of 5 (red curve and filled circles) pushes this limit by the same factor. At
higher values and of the rotation parameter (Ω ' 660 MeV) or of the chemical potentials
(µV = µH = 300 MeV), QA;1 is no longer a good approximation for QA(0). Panel (c) shows
that QA;2 is much better at these values, though it still presents a relative error of about
10%. The validity of QA;2 worsens as Ω and µ are further increased. Finally, panel (d)
shows that considering the polylogarithms in Eq. (7.26) is sufficient to correctly account
for any value of the chemical potential. The agreement between QA;3(0) and QA(0) is very
good even at µV = µH = µ = 3 GeV. However, the discrepancies at high Ω persist, since
Eq. (7.21) is valid only up to second order in Ω. For all parameters studied, it seems that
the variations with respect to the mass appear only at M & 100 MeV.
Considering now the properties of στA, Eq. (7.18) indicates that it receives corrections
due to the mass term which are proportional to M2/Ω2. This is confirmed in Fig. 7(a),
which shows the relative mass correction 1− στA(M)/στA(0) with respect to the ratio M/Ω.
Surprisingly, the analytic prediction 4M2/Ω2 is dominant for parameters in the vicinity of
the HIC values at high values of M/Ω, where the mass term dominates by a few orders
of magnitude over the massless limit. This behaviour is also confirmed in Fig. 7(b), where
the ratio στA(M)/σ
τ
A(0) is shown with respect to M . It can be seen that this ratio achieves
negative values for the HIC parameters. Furthermore, |στA(M)| increases with respect to the
massless prediction στA(0) by a few orders of magnitude as M is increased, decreasing to 0
after reaching a maximum. The amplitude of this maximum decreases when Ω is increased,
but it increases when either µV = µH = µ or T are increased (the two chemical potentials
play an equivalent role). Furthermore, the maximum shifts to higher values of M when the
chemical potentials or T are increased.
8 Fermion condensate
In this section, the t.e.v. of the fermion condensate (FC), 12 [Ψ̂, Ψ̂], is considered. Subsec-
tion 8.1 presents the general expression for the t.e.v. of the FC, while Subsections 8.2 and
8.3 are dedicated to its analytical and numerical analysis.
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Figure 7. (a) Relative mass correction 1 − στA(M)/στA(0) and (b) ratio στA(M)/στA(0), where
στA(M) and σ
τ
A(0) are computed using the exact expression in Eq. (7.21). The solid black line
in (a) corresponds to the analytic prediction for the M2 correction given in the high temperature
expansion of στA(M) in Eq. (7.22).
8.1 General analysis
The bilinear form introduced in Eq. (5.17) which corresponds to the FC is:
FC(ψ, χ) = ψχ. (8.1)
After noting that V jVj = −(U jUj)∗, it is easy to see that the term on the second line
of Eq. (5.32) makes a vanishing contribution to the t.e.v. of the FC. Furthermore, the
expressions in Eq. (5.2) for the particle modes allow the following result to be obtained:
FC(Uj , Uj) =
M
8pi2Ej
[
J+mj (qjρ) +
2λjkj
pj
J−mj (qjρ)
]
, (8.2)
allowing the t.e.v. of the FC to be put in the following form:
〈: 1
2
[Ψ̂, Ψ̂] :Ω〉 = M
4pi2
∑
λ=± 1
2
∞∑
m=−∞
∫ ∞
M
dE sgn(E˜)
×
[
1
eβ0(|E˜|−µλ;0) + 1
+
1
eβ0(|E˜|+µλ;0) + 1
] ∫ p
0
dk J+m(qρ). (8.3)
Taken with respect to the Minkowski vacuum, the t.e.v. of the FC becomes:
〈: 1
2
[Ψ̂, Ψ̂] :M 〉 = M
4pi2
∑
λ=± 1
2
∞∑
m=−∞
∫ ∞
M
dE
[
1
eβ0(E˜−µλ;0) + 1
+
1
eβ0(E˜+µλ;0) + 1
]
×
∫ p
0
dk J+m(qρ), (8.4)
which differs from the t.e.v. in Eq. (8.3) by a vacuum term.
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8.2 Small mass limit
Employing the same method as in Subsec. 6.2, the t.e.v. of the FC taken with respect to
the Minkowski vacuum can be put in the form:
〈: 1
2
[Ψ̂, Ψ̂] :M 〉 = M
2pi2
∑
λ=± 1
2
∞∑
j=0
(ρΩ)2j
2j + 1
∞∑
n=0
Ω2ns+n+j,j
(2n+ 2j)!
∫ ∞
0
dp
p2j+2
E
× d
2n+2j
dE2n+2j
[
1
eβ0(E−µλ,0) + 1
+
1
eβ0(E+µλ,0) + 1
]
. (8.5)
The correction due to the mass cannot be obtained using the methodology from Eq. (5.37),
due to an infrared divergence of the j = 0 term. Dividing Eq. (8.5) by M and taking the
massless limit yields:
〈: 1
2
[Ψ̂, Ψ̂] :M 〉 = M
[
T 2
6
+
µ2V + µ
2
H
2pi2
+
3ω2 − a2
24pi2
]
+O(M2), (8.6)
where T = T0Γ, µV/H = µV/h,0Γ, ω = ΩΓ2ezˆ and a = ρΩ2Γ2eρˆ, while ω2 = −ω2 and
a2 = −a2. The last term is the vacuum contribution corresponding to the difference
between the t.e.v.s taken with respect to the rotation and Minkowski vacua, respectively.
This contribution must be subtracted in order to obtain the t.e.v. of the FC with respect
to the rotating vacuum:
〈: 1
2
[Ψ̂, Ψ̂] :Ω〉 = M
(
T 2
6
+
µ2V + µ
2
H
2pi2
)
+O(M2). (8.7)
It is surprising that Eq. (8.7) coincides with the RKT prediction (ERKT−3PRKT)/M2 given
in Eq. (4.11).
8.3 Numerical analysis
At vanishing mass, a comparison between Eqs. (8.7) and (4.11) indicates that the t.e.v. of
the FC (divided byM) is identical with the RKT prediction for the trace of the SET (divided
by M2). At finite mass, it can be expected that this equality holds only approximately.
Figure 8 presents the relative difference between the quantum and RKT predictions for
the FC, evaluated on the rotation axis. It can be seen that there is a rapid increase form
0 in the massless case to some plateau values. The first plateau occurs quite early, for
M & 5 MeV. The second plateau appears when M ' T . The values on these plateaus
depend on the parameters of the system. Doubling Ω increases the plateaus by a factor of
4, while doubling the temperature decreases the value, again by a factor of 4, as can be seen
from Fig. 8(a). Increasing the fermion condensates (µV = µH is considered here) seems to
lower the plateau in the central region, however, forM & 1 GeV, it gives the same result as
in the case of the HIC parameters. The increase from the massless limit to the first plateau
seems to follow a power law of the form ∼M3/2, as can be seen from Fig. 8(b).
– 43 –
 0
 0.0002
 0.0004
 0.0006
 0.0008
 0.001
10−1 100 101 102 103 104
(HIC: µ=30 MeV; kBT=150 MeV; Ω=6.6 MeV)
(a)
FC
(M
) / 
FC
R
KT
 
−
 
1
M [MeV]
HIC
Ω x 2
T x 2
µ x 5
10−7
10−6
10−5
10−4
10−3
10−1 100 101 102 103 104
(HIC: µ=30 MeV; T=150 MeV; Ω=6.6 MeV)
(b)
FC
(M
) / 
FC
R
KT
 
−
 
1
M [MeV]
HIC
Ω x 2
T x 2
µ x 5
Figure 8. Relative difference of the quantum and kinetic theory fermion condensates, on the
rotation axis, computed by numerically integrating Eqs. (8.3) and (4.9), respectively. The HIC
parameters are indicated at the top of the images and the corresponding curve is represented using
purple and filled squares. For each subsequent curve, only the parameter indicated in the legend is
changed, compared to the original set. The results are represented in log-linear (a) and log-log (b)
scale.
9 Stress-energy tensor
The stress-energy tensor (SET) operator is defined as:
T̂αˆσˆ =
i
4
eµαˆe
ν
σˆ
{
[Ψ̂, γ(µ∂ν)Ψ̂]− [∂(µΨ̂γν), Ψ̂]
}
. (9.1)
The general expressions for the computation of the thermal expectation values (t.e.v.s) of
the SET operator are presented in Subsec. 9.1. The analytical and numerical analyses of
these expressions are presented in Subsections 9.2 and 9.3.
9.1 General analysis
The bilinear form defined in Eq. (5.17) which corresponds to the SET operator is
Tαˆσˆ(ψ, χ) = i
2
eµαˆe
ν
σˆ
[
ψγ(µ∂ν)χ− ∂(µψγν)χ
]
. (9.2)
Substituting ψ = χ = Vj in the above equation and using the relations in Eq. (5.3), it can
be shown that
Tαˆσˆ(Vj , Vj) = Tαˆσˆ(U, U) = −[Tαˆσˆ(Uj , Uj)]∗. (9.3)
As in Sections 7 and 8, the second line of Eq. (5.32) does not contribute to the t.e.v. of the
SET, which can be summarised as follows:
〈: T̂αˆσˆ :Ω〉 =
∑
λ=± 1
2
∞∑
m=−∞
∫ ∞
M
dE E sgn(E˜)
[
1
eβ0(|E˜|−µλ;0) + 1
+
1
eβ0(|E˜|+µλ;0) + 1
]
×
∫ p
−p
dk Tαˆσˆ(Uj , Uj). (9.4)
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Using the explicit expression for the modes Uj , given in Eq. (5.2), the following auxiliary
expressions can be computed:
iU jγαˆe
ν
tˆ
∂νUj =EjU jγαˆUj , iU jγαˆe
ν
zˆ∂νUj = −kjU jγαˆUj ,
iU jγtˆe
ν
ρˆ∂νUj =−
iλjkjqj
8pi2pj
J×mj (qjρ)
+
i
8pi2ρ
[(
2λjkj
pj
mj − 1
2
)
J+mj (qjρ) +
(
mj − λjkjqjρ
pj
)
J−mj (qjρ)
]
,
iU jγρˆe
ν
ρˆ∂νUj =
q2j
8pi2Ej
[
J+mj (qjρ)−
mj
qjρ
J×mj (qjρ)
]
,
iU jγϕˆe
ν
ρˆ∂νUj =−
iqj
8pi2Ejρ
[
mjJ
−
mj (qjρ)−
1
2
J+mj (qjρ)
]
,
iU jγzˆe
ν
ρˆ∂νUj =
iλjqjpj
4pi2Ej
J×mj (qjρ)
− iλjpj
8pi2Ejρ
[(
mj − λjkj
pj
)
J+mj (qjρ) +
(
2λjkj
pj
mj − 1
2
)
J−mj (qjρ)
]
,
iU jγtˆe
ν
ϕˆ∂νUj =−
1
8pi2ρ
[(
mj − λjkj
pj
)
J+mj (qjρ) +
(
2λjkj
pj
mj − 1
2
)
J−mj (qjρ)
]
,
iU jγρˆe
ν
ϕˆ∂νUj =
iqj
16pi2Ejρ
J×mj (qjρ),
iU jγϕˆe
ν
ϕˆ∂νUj =
mjqj
8pi2Ejρ
J×mj (qjρ),
iU jγzˆe
ν
ϕˆ∂νUj =
λjpj
4pi2Ejρ
[(
2λjkj
pj
mj − 1
2
)
J+mj (qjρ) +
(
mj − λjkj
pj
)
J−mj (qjρ)
]
. (9.5)
The derivatives of the Bessel functions were replaced using the following identities:
J ′
m− 1
2
(qρ) =− Jm+ 1
2
(qρ) +
m− 12
qρ
Jm− 1
2
(qρ),
J ′
m+ 1
2
(qρ) =Jm− 1
2
(qρ)− m+
1
2
qρ
Jm+ 1
2
(qρ). (9.6)
Since Tαˆσˆ(Uj , Uj) = Re[iU jγ(αˆeµσˆ)∂µUj ], the terms proportional to the imaginary unit i
appearing in Eq. (9.5) can be ignored. The non-vanishing components of the bilinear form
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Tαˆσˆ(Uj , Uj) are:
Ttˆtˆ(Uj , Uj) =
Ej
8pi2
[
J+mj (qjρ) +
2λjkj
pj
J−mj (qjρ)
]
,
Ttˆϕˆ(Uj , Uj) =−
1
16pi2ρ
[(
mj − λjkj
pj
)
J+mj (qjρ) +
(
2λjkjmj
pj
− 1
2
)
J−mj (qjρ)
]
− qj
16pi2
J×mj (qjρ),
Ttˆzˆ(Uj , Uj) =−
λj(p
2
j + k
2
j )
8pi2pj
J−mj (qjρ)−
kj
8pi2
J+mj (qjρ),
Tρˆρˆ(Uj , Uj) =
q2j
8pi2Ej
[
J+mj (qjρ)−
mj
qjρ
J×mj (qjρ)
]
,
Tϕˆϕˆ(Uj , Uj) = qjmj
8pi2ρEj
J×mj (qjρ),
Tϕˆzˆ(Uj , Uj) = λjpj
8pi2ρEj
[
mjJ
−
mj (qjρ)−
1
2
J+mj (qjρ)
]
+
kj
16pi2ρEj
[
qjρJ
×
mj (qjρ)−
1
2
J−mj (qjρ) +mjJ
+
mj (qjρ)
]
,
Tzˆzˆ(Uj , Uj) =
k2j
8pi2Ej
J+mj (qjρ) +
λjkjpj
4pi2Ej
J−mj (qjρ). (9.7)
The terms appearing in Eq. (9.7) which are odd with respect to kj → −kj do not contribute
to the t.e.v. of the SET. It is also interesting to note that, starting from the above expres-
sions, the t.e.v.s 〈: T̂ρˆρˆ :〉 and 〈: T̂zˆzˆ :〉 are exactly equal. This can be seen by first noting
that
J−m(z) =
1
2m
d
dz
[zJ+m(z)] =
1
2z
d
dz
[zJ×m(z)]. (9.8)
The above relations can be derived using the properties of the derivatives of the Bessel
functions Jm−1/2(z) and Jm+1/2(z) given in Eq. (9.6). Next, Im(p) is introduced as follows:
Im(p) =
1
2
∫ p
−p
dk k2J−m(qρ). (9.9)
Since the integrand is even with respect to k, the integration domain can be replaced by
0 ≤ k ≤ p:
Im(p) =
∫ p
0
dk k2J−m(qρ). (9.10)
Replacing now J−m(qρ) using the two expressions in Eq. (9.8) and using integration by parts
to remove the derivative term, it can be shown that
Im(p) =
1
2m
∫ p
0
dk(q2 − k2)J+m(qρ) =
1
2ρ
∫ p
0
dk q J×m(qρ). (9.11)
Rearranging the above expressions, it can be seen that∫ p
−p
dk Tρˆρˆ(Uj , Uj) =
∫ p
−p
dk Tzˆzˆ(Uj , Uj). (9.12)
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Thus, it is easy to conclude that
〈: T̂ρˆρˆ :Ω〉 = 〈: T̂zˆzˆ :Ω〉 , (9.13)
the above relation being valid for all values of ρ, Ω, M , β0, µp,0 and µH,0.
For a given velocity field uαˆ, the SET can be decomposed as follows:
〈: T̂ αˆσˆ :Ω〉 = E uαˆuσˆ − (P + ω)∆αˆσˆ + Παˆσˆ + uαˆW σˆ + uσˆW αˆ, (9.14)
where E and P are the usual energy density and pressure, W αˆ represents the heat flux in
the local rest frame, ω is the dynamic pressure and Παˆσˆ is the pressure deviator, which is
traceless by construction. The tensor ∆αˆσˆ = ηαˆσˆ −uαˆuσˆ is a projector on the hypersurface
orthogonal to uαˆ. The nonequilibrium quantities Παˆσˆ andW αˆ are also orthogonal to uαˆ, by
construction. The isotropic pressure P + ω is given as the sum of the hydrostatic pressure
P , which is computed using the equation of state of the fluid, and of the dynamic pressure
ω, which in general depenends on the divergence of the velocity. With this convention, the
pressure deviator is considered to be traceless. It should be noted that for ultrarelativistic
fluids, the SET is traceless (this is true in the quantum case as well since the Dirac field is
conformally coupled) and E = 3P . Since T αˆαˆ = E − 3(P + ω), it can be seen that ω = 0
for ultrarelativistic (massless) fluid constituents.
The macroscopic quantities can be extracted from T αˆσˆ as follows:
E = 〈: T̂αˆσˆ :Ω〉uαˆuσˆ, P + ω =− 1
3
∆αˆσˆ 〈: T̂αˆσˆ :Ω〉 ,
W αˆ =∆αˆσˆuλˆ 〈: T̂σˆλˆ :Ω〉 , Παˆσˆ = 〈: T̂〈αˆσˆ〉 :Ω〉 , (9.15)
where the notation A〈αˆσˆ〉 for a general two-tensor refers to:
A〈αˆσˆ〉 =
1
2
[(
∆αˆβˆ∆σˆγˆ + ∆σˆβˆ∆αˆγˆ
)
− 2
3
∆αˆσˆ∆βˆγˆ
]
Aβˆγˆ . (9.16)
The nonequilibrium quantities W αˆ and Παˆσˆ can be further decomposed with respect
to the orthogonal tetrad formed by u, a, ω and τ , which is depicted in Fig. 1. Noting that
W · u = 0 and that 〈: T̂ρˆαˆ :Ω〉 = 0 when α 6= ρ, the most general decomposition for W is
W αˆ =κττ
αˆ + κωω
αˆ,
κτ =
1
Ω2Γ2
[
〈: T̂tˆtˆ :Ω〉+ 〈: T̂ϕˆϕˆ :Ω〉+
1 + ρ2Ω2
ρΩ
〈: T̂tˆϕˆ :Ω〉
]
,
κω =− 1
ΩΓ
[
〈: T̂tˆzˆ :Ω〉+ ρΩ 〈: T̂ϕˆzˆ :Ω〉
]
. (9.17)
In the case of Παˆσˆ, the orthogonality to uαˆ and the tracelessness condition, together with
the consideration that 〈: T̂αˆρˆ :Ω〉 = 0 for all α 6= ρ, allow Παˆσˆ to be written as:
Παˆσˆ = Aaαˆaσˆ +Bτ αˆτ σˆ + Cωαˆωβˆ +D(τ αˆωσˆ + τ σˆωαˆ). (9.18)
Noting that 〈: T̂ρˆρˆ :Ω〉 = P + Πρˆρˆ and 〈: T̂zˆzˆ :Ω〉 = P + Πzˆzˆ are equal by virtue of Eq. (9.13),
it can be seen that
Πρˆρˆ = Πzˆzˆ ⇒ C = ρ2Ω2A. (9.19)
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The tracelessness condition gives
A = −1
2
BΩ2Γ4 =
ω2
2
B ⇒ C = a
2
2
B. (9.20)
Thus, only two degrees of freedom are required to describe Παˆσˆ, which are introduced below:
Παˆσˆ = ΠV
(
τ αˆτ σˆ +
ω2
2
aαˆaσˆ +
a2
2
ωαˆωσˆ
)
+ ΠH(τ
αˆωσˆ + τ σˆωαˆ), (9.21)
where ΠV and ΠH can be obtained from the components of the SET, e.g., through:
ΠV =
2(P − 〈: T̂zˆzˆ :Ω〉)
Ω4Γ6(Γ2 − 1) , ΠH = −
〈: T̂ϕˆzˆ :Ω〉+ ρΩ 〈: T̂tˆzˆ :Ω〉
ρΩ4Γ5
. (9.22)
9.2 Small mass limit
Following the procedure which is by now familiar, the t.e.v.s of the components of the SET
are computed in the small mass regime. Starting from their expressions with respect to
the rotating vacuum, given in Eq. (9.4), the transition to the Minkowski vacuum can be
performed. After expanding the Fermi-Dirac factors via Eq. (5.35), the summation over m
and integration over k can be performed using Eqs. (5.38) and (5.42):
(
〈: T̂tˆtˆ :M 〉 〈: T̂ρˆρˆ :M 〉
〈: T̂ϕˆϕˆ :M 〉 − 〈: T̂tˆϕˆ :M 〉 /ρΩ
)
=
1
2pi2
∑
λ=± 1
2
∞∑
j=0
(ρΩ)2j
∞∑
n=0
Ω2ns+n+j,j
(2n+ 2j + 1)!
×
∫ ∞
0
dE p2j+1
d2n+2j
dE2n+2j
[
1
eβ0(E−µλ,0) + 1
+
1
eβ0(E+µλ,0) + 1
]
×

2n+ 2j + 1
2j + 1
E2
2n+ 2j + 1
(2j + 1)(2j + 3)
p2
2n+ 2j + 1
2j + 3
p2
p2
2j + 3
+ E2 +
j
4(ρp)2
[
p2 + E2(2j + 1)
]
 , (9.23)
while 〈: T̂zˆzˆ :M 〉 = 〈: T̂ρˆρˆ :M 〉, as shown in Eq. (9.13). The M subscript indicates that the
above expressions are computed with respect to the Minkowski vacuum, as discussed in
Sec. 5.3. In obtaining the expression for 〈: T̂tˆϕˆ :M 〉, integration by parts and the relation
s+n+1,j = s
+
n,j + (j +
1
2)
2s+n,j−1 were used. After employing integration by parts 2j times in
the integral with respect to p, it is not difficult to see that the summation over n terminates
at a finite value of n. This is because
∫ ∞
0
dp p3
d2n
dp2n
[
1
eβ0(p−µλ,0) + 1
+
1
eβ0(p+µλ,0) + 1
]
=

2
β40
I+1 (β0µλ,0), n = 0,
12
β20
I+0 (β0µλ,0), n = 1,
12, n = 2,
0, n > 2.
(9.24)
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The last equality follows from noting that (1+e−a)−1 +(1+ea)−1 = 1. Taking into account
that the n = 2 term makes a purely vacuum contribution, the following exact results are
obtained for the t.e.v.s with respect to the rotating vacuum:
〈: T̂tˆtˆ :Ω〉 =Γ2ERKT + PRKT(Γ2 − 1) +
Ω2Γ2
8
[
T 2 +
3(µ2V + µ
2
H)
pi2
](
8
3
Γ4 − 16
9
Γ2 +
1
9
)
〈: T̂tˆϕˆ :Ω〉 =− ρΩΓ2
{
ERKT + PRKT +
2Ω2Γ2
9
[
T 2 +
3(µ2V + µ
2
H)
pi2
](
3
2
Γ2 − 1
2
)}
,
〈: T̂ρˆρˆ :Ω〉 =PRKT + Ω
2Γ2
24
[
T 2 +
3(µ2V + µ
2
H)
pi2
](
4
3
Γ2 − 1
3
)
,
〈: T̂ϕˆϕˆ :Ω〉 =Γ2PRKT + ERKT(Γ2 − 1) + Ω
2Γ2
24
[
T 2 +
3(µ2V + µ
2
H)
pi2
] (
8Γ4 − 8Γ2 + 1) ,
(9.25)
while 〈: T̂zˆzˆ :Ω〉 = 〈: T̂ρˆρˆ :Ω〉. The O(M2) corrections computed from Eq. (9.23) using the
technique described in Eq. (5.37) are absorbed in the RKT predictions ERKT and PRKT
for the energy density and pressure, given in Eq. (4.24). The following expressions can be
obtained:
E =ERKT + ∆E, P =PRKT + ∆P,
∆E =
a2 + 3ω2
24
[
T 2 +
3(µ2V + µ
2
H)
pi2
]
+O(M4), ∆P =
1
3
∆E +O(M4),
κτ =− 1
18
[
T 2 +
3(µ2V + µ
2
H)
pi2
]
+O(M4), ΠV =O(M
4). (9.26)
There is a set of components which is non-vanishing only when µH,0 6= 0. These can
be computed using:
(
〈: T̂tˆzˆ :Ω〉
〈: T̂ϕˆzˆ :Ω〉
)
=
1
8pi2ρ
∑
λ=± 1
2
2λ
∞∑
j=0
(ρΩ)2j
∞∑
n=0
Ω2ns+n+j,j
(2n+ 2j + 1)!
∫ ∞
0
dE p2j
× d
2n+2j
dp2n+2j
[
1
eβ0(p−µλ,0) + 1
+
1
eβ0(p+µλ,0) + 1
]
×
−ρΩ
2j + 4
2j + 3
[2(j + 1)E2 + p2]
2j
2n+ 2j + 1
2j + 1
p2
 . (9.27)
As in the previous subsections, the sum over n does not terminate at finite n. Instead, the
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first two terms in this sum give:
〈: T̂tˆzˆ :Ω〉 =−
ΩΓ3
pi2
∑
λ
2λ
{
T 3I+1/2(βµλ) +
Ω2T
12
Γ2(6Γ2 − 5)I+−1/2(βµλ)
− M
2T
8(Γ2 − 1)
[
2Γ2 − 1− arcsinh(ρΩΓ)
ρΩΓ2
]
I+−1/2(βµλ) +O(Ω
4,M4,M2O2)
}
,
〈: T̂ϕˆzˆ :Ω〉 =ρΩ
2Γ3
pi2
∑
λ
2λ
{
T 3I+1/2(βµλ) +
Ω2T
12
Γ2(6Γ2 − 1)I+−1/2(βµλ)
− M
2T
8(Γ2 − 1)
[
2Γ2 − 1− arcsinh(ρΩΓ)
ρΩΓ2
]
I+−1/2(βµλ) +O(Ω
4,M4,Ω2M2)
}
.
(9.28)
From the above, the coefficients κω and ΠH can be obtained:
κω =
T 3
pi2
∑
λ=± 1
2
2λI+1/2(βµλ) +
T
12pi2
(ω2 + a2)
∑
λ=± 1
2
2λI+−1/2(βµλ)
− M
2T
8pi2(Γ2 − 1)
[
2Γ2 − 1− arcsinh(ρΩΓ)
ρΩΓ2
] ∑
λ=± 1
2
2λI+−1/2(βµλ) +O(Ω
4,M4,Ω2M2),
ΠH =− T
3pi2
∑
λ=± 1
2
2λI+−1/2(βµλ) +O(Ω
2,M2). (9.29)
The exact expressions for I+±1/2 given in Eq. (A.20) can be used to obtain:
κω =− T
3
pi2
[
Li3(−e−βµ+)− Li3(−e−βµ−)− Li3(−eβµ+) + Li3(−e−βµ−)
]
+
T
12pi2
{
ω2 + a2 +
3M2T
2(Γ2 − 1)
[
2Γ2 − 1− arcsinh(ρΩΓ)
ρΩΓ2
]}
ln
[
cosh β2 (µV + µH)
cosh β2 (µV − µH)
]
+O(Ω4,M4,Ω2M2),
ΠH =− T
3pi2
ln
[
cosh β2 (µV + µH)
cosh β2 (µV − µH)
]
+O(Ω2,M2). (9.30)
The large temperature limit of the above expressions is:
κω =
4µHµV T
pi2
ln 2 +
µHµV
6pi2T
(
µ2H + µ
2
V +
ω2 + a2
4
)
− µHµVM
2
16pi2T (Γ2 − 1)
[
2Γ2 − 1− arcsinh(ρΩΓ)
ρΩΓ2
]
+O(T−3),
ΠH =− µHµV
6pi2T
+O(T−3). (9.31)
The results derived in Eq. (9.29) are valid only at small Ω. Expressions which are exact
can be derived by evaluating 〈: T̂tˆzˆ :Ω〉 and 〈: T̂ϕˆzˆ :Ω〉 /ρΩ on the rotation axis. This is most
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conveniently done starting from Eq. (9.4):(
〈: T̂tˆzˆ :Ω〉
〈: T̂ϕˆzˆ :Ω〉 /ρΩ
)
=
1
8pi2
∑
λ=± 1
2
2λ
∞∑
m=−∞
∫ ∞
M
dE p
[
1
eβ0(E˜−µλ;0) + 1
+
1
eβ0(E˜+µλ;0) + 1
]
×
∫ p
0
dk
(
−E
(
1 + k
2
p2
)
J−m(qρ)
1
ρ2Ω
[
mJ−m(qρ)− 12J+m(qρ)
]) . (9.32)
Noting that J−±1/2(z) = ±1 and[
mJ−m(qρ)−
1
2
J+m(qρ)
]
m=± 1
2
= −
[
mJ−m(qρ)−
1
2
J+m(qρ)
]
m=± 3
2
= −
(qρ
2
)2
+ . . . , (9.33)
the following expressions can be obtained:
〈: T̂tˆzˆ :Ω〉ρ=0 =−
1
3pi2
∑
λ=± 1
2
2λ
∫ ∞
M
dE Ep2
[
f−β0
(
µλ;0 +
Ω
2
)
− f−β0
(
µλ;0 − Ω
2
)]
,
〈: T̂ϕˆzˆ :Ω〉
ρΩ
⌋
ρ=0
=− 1
48pi2Ω
∑
λ=± 1
2
2λ
∑
σΩ=±1
∫ ∞
M
dE p4
×
[
f+β0
(
µλ;0 + σΩ
Ω
2
)
− f+β0
(
µλ;0 + σΩ
3Ω
2
)]
, (9.34)
where the notation f±β0(a) was introduced in Eq. (6.25). Using Eq. (4.17) to expand f
±
β0
(a)
and Eq. (4.18) to perform the sum over helicities, the following result can be obtained:
〈: T̂tˆzˆ :Ω〉ρ=0 =
1
pi2β40
∑
σΩ=±1
σΩ
∑
σV =±1
σV
∑
σH=±1
σH
[
Li4(−eζ1/2)
+ β0MLi3(−eζ1/2) + (β0M)
2
3
Li2(−eζ1/2)
]
,
〈: T̂ϕˆzˆ :Ω〉
ρΩ
⌋
ρ=0
=− 1
2pi2Ωβ50
∑
σΩ=±1
∑
σV =±1
σV
∑
σH=±1
σH
{
Li5(−eζ3/2)− Li5(−eζ1/2)
+ β0M [Li4(−eζ3/2)− Li4(−eζ1/2)] + (β0M)
2
3
[Li3(−eζ3/2)− Li3(−eζ1/2)]
}
,
(9.35)
where ζm = β0(σV µV + σHµH +mσΩΩ−M). At large temperatures, the following limits
can be obtained:
κωcρ=0 =4µHµV T
pi2
ln 2 +
µHµV
6pi2T
(
µ2V + µ
2
H +
Ω2
4
−M2
)
+O(T−3),
ΠHcρ=0 =− µHµV
6pi2T
+
µHµV
72pi2T 3
(
µ2V + µ
2
H +
11Ω2
20
−M2
)
+O(T−4), (9.36)
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in agreement with Eq. (9.31).
In summary, the SET for the Dirac field can be written as:
〈: T̂αˆσˆ :Ω〉 = (ERKT + ∆E)uαˆuσˆ − (PRKT + ∆P )∆αˆσˆ + Παˆσˆ + uαˆWσˆ + uσˆWαˆ,
ERKT =
[
7pi2T 4
60
+
T 2
2
(µ2V + µ
2
H) +
µ4V + 6µ
2
V µ
2
H + µ
4
H
4pi2
]
− M
2
12
[
T 2 +
3(µ2V + µ
2
H)
pi2
]
,
∆E =
a2 + 3ω2
24
[
T 2 +
3(µ2V + µ
2
H)
pi2
]
, ∆P =
1
3
∆E,
Παˆσˆ =− µHµV
6pi2T
(ταˆωσˆ + ωαˆτσˆ),
Wαˆ =− 1
18
[
T 2 +
3(µ2V + µ
2
H)
pi2
]
ταˆ +
4µHµV T
pi2
(ln 2)ωαˆ, (9.37)
where in the above, only the leading order terms with respect to T were presented. The
corrections due to the mass are of order O(M4). It is worth noting that, in the limit when
µH = M = 0, the results in Eq. (9.37) reproduce the vanishing axial potential limit of
Eq. (4.5) and Tables 2 and 3 from Ref. [10].
9.3 Numerical analysis
In the beginning of this sectrion, an analysis of the constitutive relations for the quan-
tum corrections ∆E and ∆P is presented. The massless limit results are summarised in
Eq. (9.37) and the analysis of the preceeding section suggests that they are valid up to
O(M4). This is confirmed in Figs. 9(a) and 9(b), where the relative mass corrections
∆E(M)/∆E(0)− 1 and 1−∆P (M)/∆P (0) are represented with respect to the mass pa-
rameter. While the massless limits are available analytically, being given in Eq. (9.37), at
finite mass, the functions ∆E(M) and ∆P (M) are computed by numerically integrating
Eq. (9.4), contracted with the velocity uαˆ and projector ∆αˆσˆ as described in Eq. (9.15).
The numerical experiments indicate that the mass corrections behave to leading order as
αx4 ln(βx), where α and β are numerical coefficients, while x = M/
√
ΩT . At large masses,
the constitutive relations in Eq. (9.37) can be expected to break down. Figs. 9(c) and
9(d) show the influence of the parameters Ω, T and µ on the value of the mass where the
breaking down occurs. Starting from the set of values pertaining to heavy ion collisions
(labelled HIC), when the constitutive relations are valid up to about 100 MeV, it can be
seen that increasing Ω, µ and T enhances their domain of validity. In the case of the energy
correction ∆E, a spike can be seen in the case when µ = 3 GeV  Ω = 6.6 MeV. This
spike is akin to the one observed for the charge correction, ∆Q±, shown in Fig. 2(c).
Turning to the heat conductivity κτ along the vector τ αˆ, whose massless limit is given
in Eq. (9.37), Fig. 10(a) confirms that the leading order mass correction, computed as
κτ (M)/κτ (0) − 1, is of order O(M4). Fig. 10(b) confirms the validity of the constitutive
relation for massess up to ∼ 100 MeV for the HIC values of µ, T and Ω. The spike seen
when M → µ at large µ is akin to the one observed for ∆Q±, στ± and ∆E in Figs. 2(c),
2(d) and 9(c). The peak observed in the curve corresponding to Ω ' 2 GeV is akin to the
one observed for the conductivity σωA in Fig. 5(b).
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Figure 9. (Top line) Relative mass corrections (a) ∆E(M)/∆E(0)−1 and (b) 1−∆P (M)/∆P (0)
represented with respect to x = M/
√
TΩ. The solid black lines represent the best fit curves of the
function αx4 ln(βx). (Bottom line) Ratios (c) ∆E(M)/∆E(0) and (d) ∆P (M)/∆P (0) between the
quantum corrections ∆E = E − ERKT and ∆P = P − PRKT at mass M and at vanishing mass,
represented with respect to M for various parameter choices. The results for ∆E(M) and ∆P (M)
are obtained by numerically integrating Eq. (9.4). The analysis is restricted to the rotation axis
(ρ = 0).
The heat conductivity κω along the vector ωαˆ is considered in Fig. 11. This quantity
can be obtained in closed form on the rotation axis, for any mass, and is given in terms of
the polylogarithm functions in Eq. (9.35). First, the leading order contribution coming from
the mass is considered. Figure 11(a) presents the relative mass correction, 1−κω(M)/κω(0),
with respect to the ratio M/T . The second order contribution predicted in Eqs. (9.31) and
(9.36) is confirmed.
The expression for κω derived in Eq. (9.35) is valid only on the rotation axis and is
thus inapplicable for studying the properties of κω, e.g., in the vicinity of the speed of
light surface, as well as the interplay between the vorticity ωzˆ = ΩΓ2 and acceleration
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Figure 10. (a) Relative mass correction κτ (M)/κτ (0)−1, represented with respect to x = M/
√
TΩ.
The solid black line represents the best fit curve of the function αx4. (b) Ratio κτ (M)/κτ (0),
represented with respect to M for various parameter choices. The results for κτ (M) are obtained
by numerically integrating Eq. (9.4), while the massless limit is obtained from Eq. (9.37). The
analysis is restricted to the rotation axis (ρ = 0).
aρˆ = −ρΩΓ2, since the latter vanishes on the rotation axis. Another drawback concerns
the complexity of the polylogarithm functions, which make the physical properties of κω
difficult to assess. To this end, three levels of approximations are employed, following the
approach taken for σω±(M) and QA(M), which are represented in Figs. 4(b-d) and 6(b-d),
respectively. The approximations are denoted using κω;n, with 1 ≤ n ≤ 3, and are based on
Eq. (9.30). The cases n = 1 and n = 2 are obtained from the high temperature expansion
given in Eq. (9.31). For the n = 1 term, only the leading order contribution is taken into
account:
κω;1 =
4µHµV T
pi2
ln 2. (9.38)
As can be seen in Fig. 11(b), this approximation works well for the HIC parameters, breaking
down when M & T . This is confirmed by looking at the curve corresponding to T '
750 MeV (blue line and solid circles). However, the results for higher vorticity (Ω = 660 Mev
for the green line and empty circles) and higher chemical potential (µ = 300 Mev for the
red line and empty triangles) show a discrepancy.
The n = 2 approximation takes into account the T−1 correction appearing in Eq. (9.31),
but disregards the mass term:
κω;2 =
4µHµV T
pi2
ln 2 +
µHµV
6pi2T
(
µ2H + µ
2
V +
ω2 + a2
4
)
. (9.39)
It should be noted that on the rotation axis, Eq. (9.39) coincides with the massless limit of
Eq. (9.36), which represents the high temperature expansion of the exact result in Eq. (9.35).
Figure 11(c) shows that this second approximation works well for the two problematic cases
discussed in Fig. 11(b), i.e., Ω = 660 MeV and µ = 300 MeV. Further increasing the
vorticity (Ω ' 2 GeV for the blue line with filled upper triangles) or the chemical potential
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Figure 11. (a) Relative mass correction 1− κω(M)/κω(0), represented with respect to M/T . The
solid black line represents the prediction given in Eq. (9.36). (b)-(d) Ratio κω(M)/κω;n(0) between
κω(M) computed using Eq. (9.35) and the approximations κω;n(0) given in Eqs. (9.38), (9.39) and
(9.40) for (b) n = 1, (c) n = 2 and (d) n = 3. The analysis is restricted to the rotation axis (ρ = 0).
(µ = 0.9 GeV for the orange line and lower, filled triangles) again gives rise to discrepancies.
The final approximation considered here is obtained by setting M = 0 in Eq. (9.30):
κω;3 = −T
3
pi2
[
Li3(−e−µ+/T )− Li3(−e−µ−/T )− Li3(−eµ+/T ) + Li3(−eµ−/T )
]
+
T
12pi2
(ω2 + a2) ln
[
cosh 12T (µV + µH)
cosh 12T (µV − µH)
]
. (9.40)
Fig. 11(d) shows that this approximation works well at high chemical potential, however, the
discrepancy at high Ω = 2 GeV remains similar to that seen in Fig. 11(c). This discrepancy
is due to the fact that Eq. (9.30) represents a small Ω expansion which is valid only up to
second order in Ω.
Finally, the quantity ΠV is considered. The analysis in the previous section indicated
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Figure 12. Dependence of ΠV (M) on the ratio M/Ω for various values of the parameters. The
solid black line shows the best fit of the expression α(M/Ω)6 to the numerical data. The quantity
ΠV (M) is computed numerically using Eq. (9.4). The analysis is restricted to the rotation axis
(ρ = 0).
that ΠV vanishes up to O(M4). Fig. 12 shows that the leading order contribution to ΠV is
of order (M/Ω)6.
In the case of ΠH , the same situation as for κω is encountered: Eq. (9.35) gives the
exact value of ΠH on the rotation axis, for any mass, while Eq. (9.30) gives its value up
to O(Ω2) for any value of ρ. The mass is predicted through Eqs. (9.31) and (9.36) to
contribute a correction of order O(M2). This is confirmed in Fig. 13(a). Next, the high
temperature approximation given in Eq. (9.31) is considered, which is labelled according to
the convention in this section as ΠH;1:
ΠH;1 = −µHµV
6pi2T
. (9.41)
As demonstrated in Fig. 13(b), this approximation is valid for the HIC conditions, but loses
applicability when either Ω or µ are increased. The second approximation is the one derived
in Eq. (9.30), which is valid up to O(Ω2):
ΠH;2 = − T
3pi2
ln
[
cosh β2 (µV + µH)
cosh β2 (µV − µH)
]
+O(Ω2,M2). (9.42)
Fig. 13(c) shows that this approximation is valid at high values of the chemical potential
(µ = 0.9 GeV is shown with black lines and lower, filled triangles), but remains inaccurate
at high vorticities. This is because Eq. (9.30) is derived as an O(Ω4) expansion, which can
be expected to be inaccurate at high values of Ω.
10 Conclusions
In this paper, the properties of massive Dirac fermions under rotation at finite temperature
and finite chemical potential were considered. Aside from the chemical potential associated
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Figure 13. (a) Relative mass correction [ΠH(M)−ΠH(0)]/ΠH;1, represented with respect toM/T .
The solid black line represents the prediction given in Eq. (9.36). (b)-(c) Ratios ΠH(M)/ΠH;n(0)
between ΠH(M) computed using Eq. (9.35) and the approximations ΠH;n(0) given in Eqs. (9.41)
and (9.42) for (b) n = 1 and (c) n = 2, respectively. The analysis is restricted to the rotation axis
(ρ = 0).
to the vector charge, a helicity chemical potential was introduced, with the help of which the
polarisation imbalance of massive fermions was accounted for. A simple relativistic kinetic
theory model incorporating the helicity imbalance was proposed to serve as a background
classical theory. Using quantum field theory at finite temperature, analytic expressions valid
for small masses were derived and the constitutive equations that describe the quantum
corrections to the classical quantities (energy density, pressure and charge densities) were
highlighted. The various transport phenomena driven by the rotation was discussed. The
results presented here reduce in the limit of vanishing mass and vanishing helicity chemical
potential to the vanishing axial chemical potential limit of the results reported in Ref. [10].
It was shown that, under the conditions which are prevalent in the quark-gluon plasma
formed in relativistic heavy ion collisions experiments (the HIC conditions), the constitutive
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relations are in general robust, in the sense that they remain valid for masses up to the
thermal energy (M . 150 MeV). The only exception was seen in the case of the axial
current conductivity στA along the τ
µ vector (which is dual to the velocity four-velocity and
lies in the t−ϕ plane), which exhibits a very strong mass dependence even at small values
of the mass.
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A Fermi-Dirac integration formulae
In this section, the procedure for computing the integrals involving the Fermi-Dirac dis-
tribution function for massless particles appearing in the relativistic kinetic theory (RKT)
formulation discussed in Sec. 4 and in the quantum field theory (QFT) formulation discussed
in Sections 6–9 is presented.
The first set of integrals that will be discussed can be introduced as follows:
I−n (a) =
1
2
∫ ∞
0
dxx2n
(
1
ex−a + 1
− 1
ex+a + 1
)
,
I+n (a) =
1
2
∫ ∞
0
dxx2n+1
(
1
ex−a + 1
+
1
ex+a + 1
)
. (A.1)
An expansion of the Fermi-Dirac factors in powers of a can be considered, as follows:
1
ex±a + 1
=
∞∑
j=0
(±a)j
j!
dj
dxj
(
1
ex + 1
)
. (A.2)
Inserting this expansion in Eq. (A.1) gives:
I−n (a) =−
∫ ∞
0
dxx2n
∞∑
j=0
a2j+1
(2j + 1)!
d2j+1
dx2j+1
(
1
ex + 1
)
,
I+n (a) =
∫ ∞
0
dxx2n+1
∞∑
j=0
a2j
(2j)!
d2j
dx2j
(
1
ex + 1
)
. (A.3)
It can now be assumed that the summation and integration signs can be interchanged. This
assumption will prove to be justified by the structure of the result. Integration by parts
can be performed in the above expressions, yielding:
I−n =
n−1∑
j=0
(
2n
2j + 1
)
a2j+1
∫ ∞
0
dx
x2n−2j−1
ex + 1
−
∞∑
j=0
a2n+2j+1(2n)!
(2n+ 2j + 1)!
∫ ∞
0
dx
d2j+1
dx2j+1
(
1
ex + 1
)
,
I+n =
n∑
j=0
(
2n+ 1
2j
)
a2j
∫ ∞
0
dx
x2n+1−2j
ex + 1
−
∞∑
j=0
a2(n+j+1)(2n+ 1)!
(2n+ 2j + 2)!
∫ ∞
0
dx
d2j+1
dx2j+1
(
1
ex + 1
)
,
(A.4)
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where the explicit dependence of I±n on a was dropped for brevity. The second terms
appearing above can be integrated, yielding:∫ ∞
0
dx
d2j+1
dx2j+1
(
1
ex + 1
)
= − d
2j
dx2j
(
1
ex + 1
)
cx=0. (A.5)
Noting that
1
ex + 1
+
1
e−x + 1
=
1
2
, (A.6)
it can be seen that (ex + 1)−1 admits the following series representation about x = 0:
1
ex + 1
=
1
2
+
∞∑
`=0
a`
(2`+ 1)!
x2`+1, (A.7)
where the exact expression for a` is not important.2 The only even term in the series (A.7)
is the leading 1/2, while all other terms are odd with respect to x. Thus, Eq. (A.5) is
non-vanishing only when j = 0, such that:∫ ∞
0
dx
d2j+1
dx2j+1
(
1
ex + 1
)
=
{
−12 , j = 0,
0, otherwise.
(A.8)
Thus, Eq. (A.4) reduces to:
I−n (a) =
n−1∑
j=0
(
2n
2j + 1
)
a2j+1
∫ ∞
0
dx
x2n−2j−1
ex + 1
+
a2n+1
2(2n+ 1)
,
I+n (a) =
n∑
j=0
(
2n+ 1
2j
)
a2j
∫ ∞
0
dx
x2n+1−2j
ex + 1
+
a2(n+1)
4(n+ 1)
. (A.9)
The terms in the sums appearing in Eq. (A.9) are standard Fermi-Dirac integrals. The
first few of these integrals can be computed exactly:∫ ∞
0
x dx
ex + 1
=
pi2
12
,
∫ ∞
0
x3dx
ex + 1
=
7pi4
120
. (A.10)
Thus, the following results can be obtained:
I−0 (a) =
a
2
, I−1 (a) =
api2
6
+
a3
6
, I−2 (a) =
7api4
30
+
a2pi2
3
+
a5
10
,
I+0 (a) =
pi2
12
+
a2
4
, I+1 (a) =
7pi4
120
+
pi2a2
4
+
a4
8
. (A.11)
Aside from the integrals I±n (a) considered in Eq. (A.1), the analysis in the main text
requires the computation of integrals when the subscript of I is no longer an integer. Re-
taining the convention that n = 0, 1, 2, . . . is a natural number, the integrals I±n+1/2(a) can
be defined by analogy to Eq. (A.1) as follows:
I−n+1/2(a) =
1
2
∫ ∞
0
dxx2n+1
(
1
ex−a + 1
− 1
ex+a + 1
)
,
I+n+1/2(a) =
1
2
∫ ∞
0
dxx2n+2
(
1
ex−a + 1
+
1
ex+a + 1
)
. (A.12)
2It is known that a` = E2`+1(0) is related to the Euler function En(z).[24]
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The equivalent of Eq. (A.4) becomes:
I−n+1/2 =
n∑
j=0
(
2n+ 1
2j + 1
)
a2j+1
∫ ∞
0
dx
x2n−2j
ex + 1
−
∞∑
j=0
a2n+2j+3(2n+ 1)!
(2n+ 2j + 3)!
d2j+1
dx2j+1
(
1
ex + 1
)
x=0
,
I+n−1/2 =
n∑
j=0
(
2n
2j
)
a2j
∫ ∞
0
dx
x2n−2j
ex + 1
−
∞∑
j=0
a2(n+j+1)(2n)!
(2n+ 2j + 2)!
d2j+1
dx2j+1
(
1
ex + 1
)
x=0
, (A.13)
where the arguments a were dropped for brevity. The integration with respect to x can be
performed in terms of the zeta function:∫ ∞
0
dxx2n−2j
ex + 1
= (1− 4j−n)(2n− 2j)!ζ(2n+ 1− 2j), (A.14)
where the case n = j is obtained via the following limit:
lim
ν→0
(1− 4ν)ν!ζ(1− 2ν) = ln 2. (A.15)
For the second sum over j in Eq. (A.13), it is useful to note that:
−
∞∑
j=0
a2j+k+1
(2j + k + 1)!
d2j+1
dx2j+1
(
1
ex + 1
)
x=0
=
1
2
∞∑
j=0
aj+k
(j + k)!
dj
dxj
(
tanh
x
2
)
x=0
, (A.16)
where tanh x2 = (e
−x + 1)−1 − (ex + 1)−1, while k = 2n + 2 for I−n+1/2 and k = 2n + 1 for
I+n−1/2. The summation can be interpreted as a Maclaurin series by noting that
aj+k
(j + k)!
=
∫ a
0
da1
∫ a1
0
da2· · ·
∫ ak−1
0
dak
ajk
j!
. (A.17)
Using the relation:
∞∑
j=0
aj
j!
dj
dxj
(
tanh
x
2
)
x=0
= tanh
a
2
, (A.18)
the following results can be obtained:
I−n+1/2(a) =
n∑
j=0
(2n+ 1)!
(2j + 1)!
a2j+1(1− 4j−n)ζ(2n+ 1− 2j)
+ 22n+1(2n+ 1)!
∫ a
2
0
da1· · ·
∫ a2n+1
0
da2n+2 tanh a2n+2,
I+n−1/2(a) =
n∑
j=0
(2n)!
(2j)!
a2j(1− 4j−n)ζ(2n+ 1− 2j)
+ 22n(2n)!
∫ a
2
0
da1· · ·
∫ a2n
0
da2n+1 tanh a2n+1. (A.19)
For small values of n, Eq. (A.19) reduces to:
I−1/2(a) =
1
2
[Li2(−e−a)− Li2(−ea)], I−3/2(a) = 3[Li4(−e−a)− Li4(−ea)],
I+−1/2(a) = ln
(
2 cosh
a
2
)
, I+1/2(a) = −Li3(−e−a)− Li3(−ea),
I+3/2(a) = −12[Li5(−e−a) + Li5(−ea)], (A.20)
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where Lin(z) =
∑∞
k=1 z
k/nk is the polylogarithm. The following relations were employed:∫ a
0
dx tanhx = ln cosh a,
∫ a
0
dx ln coshx =
a2
2
− a ln 2 + pi
2
24
+
1
2
Li2(−e−2a),∫ a
0
dxLin(−e−2x) = −1
2
(1− 2−n)ζ(n+ 1)− 1
2
Lin+1(−e−2a). (A.21)
For future convenience, the following properties of the polylogarithm are listed below:
Li2(−e−a) + Li2(−ea) =− pi
2
6
− a
2
2
,
Li3(−e−a)− Li3(−ea) =pi
2a
6
+
a3
6
,
Li4(−e−a) + Li4(−ea) =−−7pi
4
360
− pi
2a2
12
− a
4
24
,
Li5(−e−a)− Li5(−ea) =− 7pi
4a
360
+
pi2a3
36
+
a5
120
. (A.22)
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