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Abstract 
The subject of this paper is an additive multilevel preconditioning approach for convection~liffusion problems. Our 
particular interest is in the convergence b havior for convection-dominated problems which are discretized by the streamline 
diffusion method. The multilevel preconditioner is based on a transformation f the discrete problem which reduces the 
relative size of the skew-symmetric part of the operator. For the constant coefficient case, an analysis of the convergence 
properties of this multilevel preconditioner is given in terms of its dependence onthe convection size. Moreover, the results 
of computational experiments for more general convection-diffusion problems are presented and our new preconditioner 
is compared to standard multilevel preconditioning. 
Keywords: Convection-diffusion problems; Multilevel preconditioning; Streamline diffusion method; Krylov subspace 
methods; GMRES 
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I. Introduction 
The subject of this paper is an additive multilevel preconditioning approach for convection- 
diffusion equations. Additive multilevel preconditioning was originally introduced and analyzed in 
[1, 19]. In [16] the convergence rate of the multilevel preconditioned minimal residual method 
for elliptic problems where the underlying bilinear form is nonsymmetric was shown to be bounded 
independently of the mesh-size, similar to the symmetric case. However, the theory predicts a conver- 
gence deterioration with growing size of the convection which is confirmed by numerical experiments 
in [16, 17]. This deterioration of the convergence rate is due to the fact that only the symmetric 
part of the elliptic operator is reflected in the standard multilevel preconditioner and convection 
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terms are completely ignored. Similar effects can be observed in the case of convection-dominated 
problems where some stabilizing discretization scheme like the streamline diffusion method is used. 
In the present paper we propose a modified multilevel preconditioner with improved convergence 
properties for convection-dominated problems. The basic idea is to use a scaling transformation on 
the finest level such that the corresponding discrete system is approximately symmetrized and to 
construct he multilevel preconditioner with respect o this transformed problem. The resulting ad- 
ditive multilevel preconditioner is then transformed back and applied to the original problem. This 
transformation is done locally on each individual element and then extended to a scaling transforma- 
tion on the entire domain by appropriate averaging procedures. On a tensor product esselation into 
rectangles, we present wo types of such scaling transformations on the element level. For problems 
with [bib< 1, i.e., where standard Galerkin discretization is appropriate, a scaling transformation 
with tensor product structure can be used. If the convection is too big to be resolved by the finest 
mesh, we discretize by the streamline diffusion method, and a modified scaling transformation has 
to be used. 
The scaling transformation has the effect of keeping the size of the skew-symmetric part bounded 
relative to the symmetric part. For a convection field which is constant hroughout the domain, the 
global scaling transformation coincides with the local transformation on each element. The local 
estimates can therefore be used to derive an upper bound for the residual reduction. If the problem 
is discretized by the streamline diffusion method, the rate of convergence r mains bounded for fixed 
h as [b[ ~ e~. Numerical results illustrate similar behavior for convection fields which vary in the 
domain. 
We restrict ourselves to additive multilevel preconditioning in this paper since this makes, in 
our opinion, the presentation and the analysis of the described techniques omewhat more trans- 
parent. Clearly, the approach described in this paper can be extended to multiplicative multilevel 
methods and we expect the same or even better convergence rates. Moreover, additive multilevel 
preconditioners were studied in recent years in view of their suitability for parallel implementation 
[7]. 
Other multilevel approaches to convection~diffusion problems are the ones in [11, 12] based on 
approximate Schur complements and the use of downwind Gaug-Seidel smoothing (see e.g., [8]). 
Also, algebraic multigrid methods have been applied successfully to convection-diffusion problems 
(see [14, 5]). A general framework for the analysis of preconditioners for convection~tiffusion 
problems was presented in [4]. 
2. Convection diffusion problems: basic properties and finite element approximation 
We consider boundary value problems for a convection-diffusion equation of the form 
-~7. (~Tu+bu)=f  i n f2CN d (2.1) 
in a polygonal or polyhedral domain f2 for d = 2 or 3, respectively. For simplicity, we restrict 
ourselves to homogeneous Dirichlet boundary conditions on Of 2. If we define the bilinear form 
a(u,v)= f (~Tu + bu). gTvdx, (2.2) 
J~ 
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and assume fEH-1(Q) ,  then the weak form of the above boundary value problem is to find 
u <H](ta) such that 
a(u,v)=(f,v)o,a for all vcHd(f2). (2.3) 
Under the assumption that b C H(div, f2), i.e., V'. b c L2(f2), the symmetric and skew-symmetric parts 
of the bilinear form a(. , . )  can be written as 
aSY(u, v) = £(~7u. ~7v -- 1(~7. b)uv) dx, 
aSk(u,v) = J~(ub" ~7v + 1(~7" b)uv)dx, 
respectively. To avoid additional complications which arise if the above bilinear form becomes 
indefinite, we may assume that ~7. b = 0. In fact, this is often fulfilled in practical applications (see 
[ 10, Ch. 1 ]). Frequently, b also represents the gradient of a potential 
b = ~7ff for some ~k E Hl(~2). (2.4) 
For the modelling of groundwater flow, for example, (2.4) constitutes Darcy's law coupling the flux 
b and the pressure ~9, or, in semiconductor modelling b is the gradient of an electrostatic potential 
(see [1, Ch. 1]). It is well known that, if (2.4) holds, a(.,-) can be symmetrized by the transformation 
(2.5) u = e-qJ/2z~, V = e~'/2~7, 
leading to 
a(u, v) =: a(~,/7) = f (~7~ • ~7~7 
Ja 
+ ¼(~7ff)2~7) dx. (2.6) 
It is then possible, in principle, to apply the Galerkin method to the transformed problem with the 
symmetric bilinear form (2.6) using standard finite elements (cf. [4]). There is, however, no need 
to work with this transformation since there are reliable discretization schemes which are applied 
directly to (2.2). A collection of finite element discretization schemes for convection-diffusion prob- 
lems can be found in the recent monographs in [10, 13]. Instead, we are interested in a generalization 
of the transformation (2.5) to the discretized variational problems arising from finite element approx- 
imations. We will construct such transformations in Section 3. It is important to note, however, that 
we do not require that (2.4) is satisfied to be able to set up these discrete scaling transformations. 
The Galerkin approximation of (2.3) consists in finding ut E VI such that 
a(ul, vl)=(f, vl)o,~ for all vl C VI, (2.7) 
where Vl is some finite-dimensional subspace of H01(12). To be precise, we will consider a nested 
sequence of finite element spaces 
V0 C Vl C . . .  C Vt-m C Vt C .. .  C H01((2), 
which is based on a quasi-uniform sequence of triangulations {~-tt}t=0,m .... of f2 (cf. [2, p. 106]). 
For simplicity, we will actually concentrate on piecewise bilinear finite elements on a uniform 
triangulation into squares in the following sections. 
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In the implementation f the finite element method, the Galerkin approximation is usually repre- 
sented as a linear combination of nodal basis functions. That is, a finite element function ul C V/ is 
stored as a vector u~ E NN, which contains the values of ut at the nodes of the triangulation. The 
matrix At E ~NtxN, is defined by 
w~Alvt =a(vt, wl) for all vt, wt E Vl. (2.8) 
The representation f AI with respect o the nodal basis leads to the standard stiffness matrix, i.e., 
the matrix coefficients are given by a(4~}vl,@ (~)) where -rm(")~N' tW S =1 are the nodal basis functions. 
Right-hand sides (and residuals) are represented as moments with respect o the nodal basis, i.e., 
f l  ER N~ with elements rt c 4~(,)~ "lUl t~a, l )0,mu= l, and the variational problem (2.7) is equivalent to the system 
of linear equations Atul =f .  
For the purpose of exposition, let us restrict our attention to d = 2. The matrix AI can be written 
as the sum of the contributions from each of the elements in the triangulation, 
A,= ~--~(A,)T. 
TC~ 
Let us assume for the moment hat b=(bl ,b2) is constant within each element T E 3~1. On a uni- 
form subdivision into squares of length ht and with piecewise bilinear finite elements, the resulting 
matrices (Al)r E ~4x4 have Kronecker product form (for the definition and a collection of useful 
properties of Kronecker products ee [9, p. 243]). Using rowwise ordering we are led to Eht h,l[1 
(at)r = h, h, __ 1 b, --1 "~- --~-/1 _~_b2T 
T T ~+T h, 
1 b2 
ht 2 ® 1 
ht 
Ihl __] 
hi 
W 
(2.9) 
It is well known that the standard Galerkin method described above does not produce physically 
meaningful approximations, in general, for convection-dominated problems, i.e., for relatively large 
size of b. More precisely, if blh>>l or bzh>>l, the Galerkin approximation shows oscillations which 
are not present in the exact solution. A collection of modified finite element discretization schemes 
to avoid these effects can be found in [10, Ch. 5] and [13, Section III.3]. One such technique is the 
streamline diffusion method which introduces artificial diffusion in the direction of the convection. 
For linear and bilinear finite elements, the streamline diffusion method is equivalent to the Galerkin 
method applied to the modified bilinear form 
a~a(u, v) = £[(gTu 
with v = O(hj lb 1), e.g., 
element matrix 
+ bu). V'v + T(b. ~7u)(b. ~7v)] dx (2.10) 
= hjlb[. Analogous to (2.9), the streamline diffusion method leads to the 
][ j T ~- ~(1  + wb 2) ~(1  + ~b~) -~-  
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+ 
~(1  + Tb 2) 
- -~(1 + "cb 2) + ~- 1 h~ 7- T +(1 +'rb~) @ ht h, 7- -5- 
+*blb2 
1 1 1 
2 5 --5 --5 
1 
2 + 1 
2 
5 ~ 5 -5  
_ !  ! _ !  
2 2 2 
(2.11) 
3. Approximate symmetrization of the discrete variational problems 
We are interested in applying a transformation similar to (2.5) to the discrete systems arising from 
the Galerkin or streamline diffusion method in order to "approximately s mmetrize" these matrices. 
In Section 4 we will construct a multilevel preconditioner for these transformed systems in order to 
have an effective preconditioner for the original convection-diffusion perator. We will see in the 
convergence analysis in Section 5 that it is not necessary to require that the transformed matrix is 
exactly symmetric - -  which is not possible, in general - -  but only that the skew-symmetric part is 
small relative to the symmetric part. 
We start our transformation  the element level, i.e., we attempt to symmetrize the matrices (2.9) 
and (2.11). Let us first consider the standard Galerkin method where we assume Iblhz <2 (which 
also implies max{ ]hi I, Ib2 I}ht < 2). Obviously, the matrices 
Tt(l)=diag(l '3~l))=diag(l ' (2-blhl)U2) 
( (2 
T/2)--diag(1,b~2))=diag 1, 2+b2hlJ ] '  
symmetrize the one-dimensional convection-diffusion perators in (2.9), i.e., 
I 1 1 bl 1 
(3.1) 
and 
I 1 l b: ] 
hz ht 2 (2) ~---~ 
-~ ,+ 2 h7 
(3.2) 
are both symmetric. Applying the Kronecker product of these transformations to (2.9) leads to 
((T/(2)) -1 @ (T/(1))-I)(A/)T(T/(2) @ T/(1)) ~-: (AI)T, (3.3) 
where (-41)r is "almost symmetric" in the sense of the following lemma. Throughout his paper, 
Pt < al for two sequences of numbers Pl, o-1 stands for Pt <~ ca1 with a constant c which is indepen- 
dent of ht and of the size of b. 
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Lemma 3.1. Let (ADr denote the element stiffness matrix (2.9) arisin9 from the discretization by 
the Galerkin method and assume that [blhz <2. The transformed matrix (-~l)r in (3.3) satisfies 
~ Iblh,(uT(A,)ru,)l/Z(q(d,)rvD '/2 for all ut, vl E R 4. (3.4) 
Proof. It is easy to see that, under our assumption [blht < 2, the transformed one-dimensional element 
mass matrices 
ht 
T 
m~" = (r'{'))-~ h, 
T 
5- ~}~) = ( r /~b -1 h, 
T 
satisfy 
(13} 1))T /~f} 1) --2//~r(l))Tl Ul )1 ] 
(IJ} 2})T /~}2) -- (/~r}2))T (2) 
h,] 
6 T/(1) = 
h L 
3 
hl...~, hi_ ( 2-b,hl ,~1/2 
3 6 k 2+blhl I 
ht (2+blhl ,~1/2 h, 
T k 2-b,hl ,] T h,] 
6 T/(2) 
h i 
3 
hi hi ( 2--b2hl ,~1/2 
6-  k 2+b2hl } 
h, (2+b2hi-~1/2 ht 
T \2--2TTT~h,/ T 
Ib 1 l. r r ,  (1)'~T i~¢ (1). (1)'d/2rr.,(1)'~T ATf(1),.(l)'~l/2 
l~ l~ l  J lV'tl ~l I \~Vl I lWtl Vl ) ' 
~< [b2 t. t r ,  (2)~T]1~¢ (2). (2)~l/2H,,(2)'lTiTc(2)t~(2)'~l/2 
¢~ll, k~l J "tV'tl ~l I I, kt/1 ) 1vii ~1 ] " 
(3.5) 
The first inequality in (3.5) immediately leads to 
~"~r ( I  ® ll~f} l)--(/l~f]l))T ) t i t  <,]bllhl(~(l®l~I]l))til)l/2(~l(l®~]l))~t)l/2" 
Substituting ~ = ((all2)) 1/2 @ I)vt and tit = ((d~2)) 1/2 ~ I)ut (note that d~ 2) is symmetric and positive 
semidefinite) implies 
~-~r (M'~2) @ /~f~ 1) -  (j~f~I))T)til2 ~,~[bllhl("T(d~2)~lVllil~r(1) x~Y--l,Xl/2t"*"Tg~(2)~,Ull/l, @ j~f/(1, )1~/) 1/2" 
Similarly, the second inequality in (3.5) leads to 
Iht(ut (M; ® d~l))til)l/2(v~F(~f~ 2) @ d~l))Vl) 1/2. 
2 
Combining these two inequalities and using the fact that 
(t~,)T -- (dl)T = (2~f~2) -- (/~f}2))T) @d~l) _~_ d~2) ~ (~f~l) -- (/~f}l))T) 
proves Lemma 3.1. [] 
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The symmetrized one-dimensional operators in (3.1) and (3.2) can be written as 
1 1 -~/1 - (b'~-~-') 2 
-V/1 - (-~) 2 1 
1, 
11 1 l 
with 
1 2 J l _  (~_ /2  ' + ~/1 - (b-~----L/) z 
-1 
, k= 1,2. (3.6) 
(k) ~ 1 and fll k) ~ b~/4. With the one-dimensional element mass matrix, In the limit, as ht ~ O, cq 
M,---- 
and using the result of Lemma 3.1, this implies that, for fixed b and ht --* 0, the symmetrized discrete 
operators tend to the Galerkin discretization of the symmetrized differential operator in (2.6). 
In the streamline diffusion case, the scaling transformation can no longer be based on symmetrizing 
the corresponding one-dimensional element matrices. Consider, for example, the Kronecker factor 
1 b~ 1 b~ bl 
1 b~ b, 1 + blZ 
h, Ibl + -]- h-7 ]~ 
in (2.11 ) and assume blht >2. Keeping bl (and hi) fixed, the off-diagonal elements will have different 
signs in the limit b2 --, oo. Therefore, this matrix cannot be transformed into a real symmetric matrix. 
We want to find diagonal transformations Tt (1) = diag( 1,6~ 1)) and T~ (2) = diag(1, 6~ 2)) with 6~), 6~ 2) C 
such that the relative size of the skew-symmetric part of 
('Zll)T : ((T/(2)) - I  (~) (T/( I))  -1 )(AI)T(TI(2)~ T/(1) ) 
is as small as possible. More precisely, we are interested in determining ,g(1) ,g(2) such that v I , ~/ 
"C((~1), ~ 2)) :=  
vlT (2~)r-(2,)r r 
2 ~1 [ sup 
~,, ~,~4 (uT(A~)r u~)l/2(q(A~)r v,)~/2 
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1.4, 0.5- 
1- 0.3 
0.8, 0.2 
0.6. 0. 
0.4~ 
1.5 50 1.5 50 
1 
0.5 
thota 0 0 Ibl I1 theta 0 0 Ibl h 
Fig. 1. Transformed matrix: relative size of the skew-symmetric part. 
is minimized. Basic linear algebra shows that ~(6/(1),~ 2)) is the largest eigenvalue 2 of 
(At)r - (Al)~-zt = 2(At)r - (-~t)Trz," (3.7) 
2 2 
In general, it is feasible to use an optimization procedure for choosing 6~ 1) and 6~ 2) in such a 
way that the largest eigenvalue in (3.7) is minimized. The main computational cost of this algorithm 
is the solution of a 4×4 generalized eigenvalue problem in each step of the optimization routine. 
The left-hand side plot shows these optimal 6l O) for a convection field b= [b[(cosO, sinO) with 
0E [0,1rc] and [blh, C [0,50]. Apparently, 6~ 1) and 6~ 2) (which is the same as 6~ ') reflected at the 
axis 0 = ire) remain bounded as Ib[hl ~ oo. The left-hand side plot in Fig. 1 shows the minimum 
values of r(#l), #2)) over the same range of the parameters 0 and [blht. Obviously, r(#l), 6~2)) < 0.5 
independently of [blhl and 0 and we have a result analogous to that of Lemma 3.1. 
Lemma 3.2. Let (At)r denote the element stiffness matrix (2.11) arising from the discretization 
by the streamline diffusion method. The transformed matrix (.~t)r in (3.3) satisfies 
2 0.5(llT(Al)Till)l/2(v7(Al)TVl)l/2 for  all 141, l E (3.8) 
In both cases, using standard Galerkin or streamline diffusion discretization, our goal is the ap- 
proximate symmetrization of the matrix AI. In order to achieve this, we have to construct a global 
transformation TI on the entire domain Q from the local transformations on the individual elements 
described above. In the case of constant coefficients, 
Tz ---- diag( 1, 6~2),..., (6/( 2))N~-I ) ® diag( 1, fit (1), . . . ,  (6~1)) N'-I ) 
defines a global transformation such that its restriction to individual elements coincides with the 
corresponding local transformations. The relative size of the skew-symmetric part of the transformed 
operators can be bounded using Lemmas 3.1 and 3.2. 
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Theorem 3.3. In the case of constant coefficients, the transformed matrix At= TI-~AITI with the 
scaling transformation Tz defined above satisfies 
v~ At - A]ru I < [blht(u~.41u,)l/2(v~A~v,) 1/2 for all ul, vtE ~NI (3.9) 
2 
in the Galerkin case and 
A, - A 
-~ ~ uz <~(u~J~u~)Vz(v~A~vt) m for all ul, r! E ~u,, (3.10) 
in the streamline diffusion case. 
Proof. Let us denote the skew-symmetric part by 
z~Tk__ AI -- A/T 
2 
Using the decompositions 
A? k -sk 
= = (At ) r ,  
TE~ TE,~t 
and Lemma 3.1 or Lemma 3.2, respectively, the proof follows from 
TE.~ 
and the Cauchy-Schwarz inequality 
y'~(llT(dl)Tlll)l/2(I)f(AI)TVl)l/2~ Z(iiT(AI)TiI,) Z(I)f(AI)TI)I 
TC~ TC~ TE~fl 
[] 
If the convection term varies in the domain, then, in general, there is no global scaling transfor- 
mation such that its restrictions to the individual elements coincide with the local transformations 
defined above. However, one can try to match the local scaling factors in a least-squares sense. For 
a tensor-product mesh, an obvious algorithm to construct such a global transformation is as follows: 
Start on the finest level with the elementwise scaling parameters (~/l))r and (6~2))r on each element 
T E 4 .  On the next coarser level, compute scaling parameters 6}~ 1and 6~2_] on each macro-element 
T E ~_l  by averaging as indicated in Fig. 2. This averaging process is then applied recursively until 
the coarsest level is reached. The resulting parameters 6~ l) and 6~ 2) are held fixed and regarded as the 
appropriate scaling on the coarsest level. Let us assume for simplicity that the coarsest level consists 
of only one element. Let Tt sw, Tt sE, TI yw and Tl NE denote the entries in the transformation matrix Tt 
associated with the comers of this element. These entries can easily be computed by setting, for 
-- -- = ~(x)6(2) The other example, TI sw- 1, which implies that we have TF w-- 5(0 l), TI sE 6(0 2) and Tt r~ v0 0 • 
entries in Tt are then computed recursively in such a way that the relative sizes of Tl match the 
values 6~ l) and 6~ 2) as good as possible. This is illustrated by the graph on the left-hand side of 
Fig. 2: Consider the problem of determining Tf associated with the center point from the values 
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NW NE 
Ii 
SW SE 
Fig. 2. Recursive construction of Tt. 
~x~ xxxxXxxx\X \XXxx '  
~1~ * ~  x x x x ~ x x x x x x ~ x x x N ~  
I I~  ~ XX XXXXXXXXXXXXXXNNX"  
0.6 . l l~  ~*~ XX x x x x x x x x x ~ x ~ x ~ ,  
0.2  . . . . . .  , . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
0.2 0.4 0.6 0.8 
2 
i 
o.2 ~ 0.2 
0 0 
Fig. 3. Example of scaling transformation Tt: b= 10(x],-x2). 
T/SW, T/NW, T/SE and Tt NE at the comers. Ideally, one would like Ttc to satisfy 
log TI ~ - log  Ttc = 1og(f)l))N~ + Iog(f~2))NE, 
log Tl Nw -- log T F = 1og(6}l))mv - log(6~2))mv, 
log Tl sE -- log Ttc = --1og(6}I))SE + 1og(f~2))SE, 
log Tt sw -- log T F = - log(6}]))sw - log(6~ 2))sw. 
The most natural thing is to compute Ttc from a least-squares formulation of  the above equations. 
The values Tl N, Tt s, Tt E and Tt w which are located on an edge between two points of  the next coarser 
level are computed in a similar manner. 
The right-hand side plot in Fig. 3 shows such a scaling transformation, i.e., the logarithm of  the 
size of  the entries in Tl for the corresponding nodes for the convection field b = 10(Xl, -x2)  depicted 
on the left. Note that this convection field can be written as b= xT~k (with I~¢(Xl,X2 ) = 5(X~ --X2)). 
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4. Multilevel preconditioning for the approximately symmetrized system 
Multilevel preconditioning (see [1, 19]) is based on the decomposition of the residuals into L2(O)  - 
orthogonal parts. With our sequence of finite element spaces 
VoC VI C . - .C  V/_ 1 C V /C  • • • CHg(~c~)  
from Section 2, the L2(f2)-projection -~1 : H - I (~)  ~ V/ is defined by 
(3lU, Vl)O,a=(u, vl)o,a for all vtE Vl. (4.1) 
This gives rise to the additive multilevel preconditioner (in abstract form) 
I 
j=O 
where the operators ~/gj" Vj --~ Vj are given by 
N: 
~jU j  = ~ [" ~(v),~ ,," .4(v)-~-I ~-h(v) 
~ . j ,  "x'j )O,(21."j ] vlj 
v=l 
(4.2) 
S_, 4 js, = S ,  ---~ .a-j )O, f2.a-j , 
j=0  j=0 v=l 
it is obvious that this is achieved by 
( r I,Z ,)s,, (4.3) 
where Dj ---- diag(d) v)), //  for j < I - 1 is defined similarly as for j -- l - 1 and I t is the interpolation 
operator for translating the nodal basis representation  level j into the one on level l. 
Diagonal scaling on each level is important in order to handle large variations in the diffusion 
coefficients or zeroth-order terms. Since the convection terms do not appear in the entries a (~ ~), #.(~3), 
such simple diagonal scaling cannot help to get convergence rates independent of b. For the model 
ease of (2.2), d) v) 8 for v = 1,.. ,Nj, j = 0,.. , / (in two dimensions). This preconditioner was 3 • . 
analyzed and tested in [16, 17] and the convergence rate was shown to be independent of l. However, 
with respect o the nodal basis {~)')}NL l and d:(.')= a(~) v), ~)~)), v= 1 . . . . .  Nj. 
The actual implementation f this preconditioner is as follows. Suppose a residual st E V~ is given 
in the moment representation st = [(sl, '~(~)~ 1N, then the moment representation of .~t-lsl C Vt_~ "1"l 10, O J#=l ,  
can be computed using the fact that each nodal basis function #~-)1 on the coarser level is a linear 
combination of nodal basis functions #~). This defines the restriction operator I[ -1 for comput- 
ing I / - lst = [(~t-lSl, #(") x 1Nr_, For the implementation of the abstract multilevel preconditioner l--1 }O, Q l#=l  • 
(4.2) we have to compute the nodal basis representation f cg71sl from the moment representation 
(#) NI st = [(sl, q') )0,~]~=1. From 
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the convergence d teriorates with increasing ]b I. Our goal is to improve this convergence b havior 
by constructing the multilevel preconditioner with respect to the transformed problem (3.3). 
The coefficient matrix associated with (3.3) is given by Tt-lAlTt=At, and Lemma 3.1 shows 
that At is "almost symmetric", at least in the case of constant coefficients. This suggests to con- 
struct an appropriate multilevel preconditioner C71 for the transformed system Al and to use CZ 1 = 
TtC'7~TI -~ as a preconditioner for the original matrix At. One might be concerned with the numerical 
stability of this algorithm since the diagonal scaling matrix Tt is extremely ill-conditioned. For ex- 
1 and b = (160, 160) (this is included in the numerical experiments in Section 5), the ample, if h = 1-~ 
condition umber of this diagonal scaling matrix is of the order of 10 40 . There is, however, no such 
stability problem since only numbers of comparable size are added. On the other hand, it is also 
possible to avoid this problem altogether by incorporating the transformation with T/ from the right 
into the interpolation and the transformation with T~ -1 from the left into the restriction operators. 
The multilevel preconditioner 
l 
C71= ~ IJf)flI/ (4.4) 
j=0 
is based on the symmetric part of .,~, i.e., the entries in the diagonal matrix /)j are the diagonal 
elements of ~. In the Galerkin case, on the element level, the symmetric part of (At)v is given by 
o~}I)M/@d} 1) -~- 0~}2)~} 2) @M/-~ (/3}1) ..~/3}2))M/@M/ (4.5) 
with ~}k),/3}k), k = 1,2 defined in (3.6). If we denote by ~(v) those elements in the triangulation 
which overlap with the support of the nodal basis function 4~} v), then the diagonal scaling on the 
finest level is given by simply replacing A}I),A}2) and Ml in (4.5) by its diagonal, leading to 
[1 cc~('), h~t'2 (/3,1) ~_/3}2))] 
TE.Y~/(v) 
Similarly, the diagonal scaling on coarser levels is defined by 
[ 1 tt'C~ (1,' (42))T) ~- h2(l~(.1) ] 
where the coefficients ~) ,  4 2',/3~.1' and/3} 2/are obtained by arithmetic averaging. More sophisticated 
operator-dependent averaging strategies might lead to better esults for variable coefficients but we 
restrict ourselves to simple arithmetic averaging here. In the case of constant coefficients his leads to 
l 
<'= Z4-'/J//, 
j=0 
with (cf. (3.6)) 
8 2h2 ( bl 622 ) 
, 
M. Griebel, G. Starke l Journal of Computational nd Applied Mathematics 83 (1997) 165-183 177 
where 
Note that T 1 and T 2 only depend on the mesh P6clet number on the finest level which means that 
there is no restriction on the coarsest level used in the algorithm. Nevertheless, it is reasonable to 
stop the coarsening process as soon as the operator is dominated by its zeroth-order term and solve 
exactly on that level. The multilevel preconditioner (4.4) is then replaced by 
l 
Cll = Aol + E Ijl ff)J -l llj' 
j= l  
where we require (]~j(l) ~_ flj.(2))hj2 " ~6(~1)+ ~2)) for j~- 1,... , l ,  and h0 is the next coarser mesh para- 
meter. (The factor 6 in the above condition turned out to be a good compromise in our computations.) 
In the streamline diffusion case, the symmetric part of (At)r does not have the form (4.5), in 
general. In our computations, we use the least-squares approximation i the Frobenius norm of (At)r 
by a matrix of the form (4.5). Then we compute the diagonal scaling on each level similarly as above. 
In any case, for the symmetric part of the transformed discrete operator, multilevel preconditioning, 
i.e., diagonal scaling on each level, leads to a convergence rate independently of ht and b. In the 
convection-dominated limit, i.e., for ht fixed and ]hi --~ oc, At is actually dominated by its zero-order 
part. We illustrate this for the case b = ([b[, 0), where the elementwise streamline diffusion matrix is 
given by 
[ ]I'1 1 1[ 11] 1 1 Ar-lblhz - l -  31blhz -1  ~ (AI)T= "3 61 @ l 1 1 1 
1 l lbiht 1 + Iblht ] + Q " 
In this case, the scaling transformation 
((T~2))-I~(T~I)) -1)(AI)T(TI(2)~T~ 1)) ~_: (AI) T 
with 
+ 1/2lblh, T[1) = diag(l' (1 + J' Tl (2) = diag(1, 1 ) 
leads to 
hi hi 
1 + V~lblh, 3 6 
3 hi hi 
6 3 
®[__ 1 hi 1 
hi 
1 
hi + _ _  
1 
4-v /3 lb ]  [h 3 hi 
6 
3 
[hi 3 hi]6 
® L~ h, 3 
for large Iblhl. Since ([h, 
O- ht (E ! O" hi 1 1 ht hr 
h/ 
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the eigenvalues of the right-hand side in the above equation are contained in the interval 
[4~V~lb lh t , (48v /3+13v~) lb ]ht  ] . 
This implies that the condition umber of (At)r and, consequently, also of.4t remains bounded for 
fixed ht and I bl --' c~. 
5. The minimal residual method and convergence results 
We combine the minimal residual method (in its implementation by the GMRES algorithm [15]) 
with multilevel preconditioning from the right as in [16]. From a practical point of view, Krylov 
subspace methods with short recurrences like Bi-CGSTAB, QMR or even CG applied to the normal 
equations (see [3] for a survey) might be preferable in some cases. We restrict our attention to 
GMRES since our main interest here is in the performance of multilevel preconditioning. Using 
preconditioning from the right, we compute our iterates z~ ") in the Krylov subspace 
span{~, AtCi-' ft, . . . , (AlCl 1 )n-If }, 
such that 
IIr}")ll, : II/; - &c;-lz~")[lz 
is minimized. We use the simplest choice for ]]. lit, namely, the Euclidean orm in R N~. Note that 
since the residual r~ ") is minimized we have convergence of the error associated with the original 
problem. 
Our convergence analysis is based on the solution of the transformed system 
~z~/C/lg~n) ~-- T/-I~ 
with At = Tt-lAtTt from and ~-1= Tt-ICT~Tt. The iterates ~") for the transformed problem are 
contained in the Krylov subspace 
span(Tt-'f, .4t Ct- 1Tt- ~f,..., (.4, Ct-' )n- 1Tt- ~f). 
With the norm II • lie,-, given by 
II~,lle,-, = (1~C/11~l) 1/2 for #rE ~N,, 
let ~") be the minimal residual iterates for the transformed problem such that 
II~")lle, -, = IIW'/;-Azc~-lz~")lle;-' 
is minimized. Clearly, the residual norms II~}")ll~ and II~")lle:, are related by 
II#")II, < II~Q/21111~}")lle-,, II¢}">lle-, < 11~71/2v,-'11 II#")II,. 
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We therefore have 
II,}°>11, 
I1~]")11, I1~}")11' ~ iiT~eY=l111~2/=T,-'II i1~]o)11 • 
Theorem 5.1. I f  we assume that 
(5.1) 
_< e~/e~ ~ RN, (5.2) p~ ~. ~ <<. p~ for all Zl ~ , 
Z z Ctzt 
- -  wt <~P3(zTAIzl)I/2(wTAtw~) 1/2 for all ~,~, ~ ~ R ~ 
hold, then 
(5.3) 
with 
1~/11~1 = i~/ lh /~,  = ~)T[%--l~sy.~,v, ~, za l ., -n t- l~Tf/1A/sk~/ 
(1 -~- p3 )(wT flIz41fl-IWl )1/2( eTAlel ) I/2 
~< (1 4- V3)P2k l l l }  ~, I H. I ]  • 
This proves 
#~-,(CtA71) = min zTAtzt 1 
ff,=.4tZT, ERNt ~Tc/- l l~,  ~ p2(1 A I- p3)2" 
The convergence bound in [16, Theorem 6.1] for the minimal residual method with respect o an 
arbitrary inner product gives 
[l~(n)lle-, 
( 1 -- #(~t-' (A /C /1)#~- '  (C1t l l l ) ) " /2  (5.6)  
#e-,(AtC[ -1) = min = min ~ (5.7) 
Proof. The first bound in (5.4) is obvious. The second bound can be proved as follows. Setting 
~'t = Atzt and splitting .4~ into its symmetric and skew-symmetric parts ~z~; y and A~ sk, respectively, 
leads to 
- - 1 (5 .4 )  #4-,(A~Ci-')>~p, and #e-,(CtA[')>~p~(1 +p3) 2. 
Therefore. the residual reduction of  the preconditioned minimal residual method is bounded by 
[[r~")lle,-' (1 p, ~./2 
ile~°)lle_, ~< p~(1 + p3)2) " (5.5) 
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and 
#d-,(C;AT~) = min 
which proves (5.5). [] 
<*;, *;>c,-, ,~,:r ,Td_l+; (5.8) 
In the constant coefficient case, Theorems 3.3, 5.1 and 5.5 imply that the residual reduction of 
the original system satisfies 
I1#")11, 
I1#°)11; 
- -  ~ IIT,~)/2II I IdS2T,- ' l lP" 
with p<l  which is independent of b and h;. However, the term IIT£)/211 IIdT'/2T;-'ll depends on 
the condition number of the scaling transformation. 
The quantity 
Kd_ ' (~;~, / -  1 ) = 1 
"C,-' (d, d, -1 )~c,-' (Gd; -1 ) 
(5.9) 
can be interpreted as generalized condition number for nonsymmetric operators. These generalized 
condition numbers can be estimated uring the Krylov subspace iteration by restricting the mini- 
mization in (5.7) and (5.8) to the Krylov subspaces (see [17, Section 4] for details). 
6. Computational experiments 
In this section, we present he results of our computational experiments for some model examples 
of convection diffusion problems. For all examples, we present estimates for the generalized condition 
numbers KeF,( -~- I  ) and (in brackets) the number of minimal residual iterations required to reduce 
a random initial residual by 10 -6. We have restricted the presentation of our experiments o GMRES 
since our theory presented in the previous section is valid there. Clearly, it is preferable to use a 
more economical algorithm with short recursions instead. We ran the same set of experiments with 
Bi-CGSTAB [18] where we obtained iteration counts which were usually just slightly larger than the 
ones for GMRES. The dependence on b and h, however, is very similar for both iteration schemes. 
Example 1. Naturally, we start with constant coefficients in order to illustrate our theory. In the 
first set of experiments, we discretize by the standard Galerkin method, i.e., we restrict ourselves to 
convection sizes such that [b[h/2 < 1 is satisfied. 
Tables l(a) and (b) show the dependence for different sizes of h and of the convection b = 
[hi(cos 0, sin 0). It can be observed that the condition numbers remain bounded as [b I grows but that 
the iteration counts grow nevertheless as predicted by the theory in the previous section. For the 
symmetric ase (b--(0, 0)), comparing the estimated condition umbers in Table l(a) with the exact 
ones listed in [6, Table 2] (3.59 for h = ~ and 4.07 for h = 1)  shows that our estimates are quite 
accurate. 
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Table 1 
Generalized condition number estimates and iteration counts for transformed multilevel 
preconditioning for example 1 (a) 0 = 0: convection in xl-direction and (b) 0 - -  ~7z.1 . 
convection in diagonal direction 
1 1 1 1 
h Tg ~ ~ 128 
[bl 
(a) 
0 3.53 (12) 
10 3.49 (14) 
20 
40 
80 
(b) 
10 3.14 (13) 
20 2.93 (17) 
40 
80 
160 
4.03 (14) 4.42 (15) 4.75 (16) 
3.89 (15) 4.24 (16) 4.50 (17) 
4.06 (16) 4.22 (17) 4.32 (18) 
4.55 (24) 4.48 (24) 
3.85 (32) 
3.72 (14) 4.13 (16) 4.49 (17) 
3.53 (16) 3.96 (17) 4.31 (18) 
3.80 (27) 3.65 (22) 4.06 (23) 
3.05 (34) 3.67 (33) 
3.06 (57) 
Table 2 
Generalized condition umber estimates and iteration counts for Example 2 (a) transformed 
multilevel preconditioning and (b) standard multilevel preconditioning 
1 1 1 0 0 ]Sx grc ~zc 
Ibl 
(a) 
102 9.78 (32) 8.02 (27) 5.47 (24) 5.27 (21) 
103 25.39 (65) 16.85 (51) 11.62 (40) 9.66 (35) 
104 51.27 (87) 22.04 (62) 12.87 (46) 11.58 (39) 
105 57.49 (91) 22.78 (64) 13.19 (47) 11.82 (40) 
106 58.18 (91) 22.85 (64) 13.22 (47) 11.80 (40) 
(b) 
101 5.63 (17) 5.14 (17) 4.45 (17) 4.37 (16) 
102 69.67 (43) 57.83 (40) 40.81 (37) 42.30 (35) 
103 660.33 (>100) 305.83 (84) 230.03 (71) 219.18 (66) 
Example 2. This is the same as the first example but for larger convection sizes using the streamline 
diffusion method for discretization. Table 2(a) shows the generalized condition numbers and itera- 
tion counts for fixed h - -1  but varying convection size and direction. Apparently, the generalized 
condition numbers and iterations counts remain bounded as Ibl ~ ~.  For comparison, we have listed 
the results for standard multilevel preconditioning in Table 2(b). 
In Table 3 we have listed the generalized condition numbers and iteration counts for b--1b1(~22 ~2 ) 
and variable Ibl and h. Again, the generalized condition numbers remain bounded independently of Ib I 
and h but the number of iterations increases as b gets larger and h smaller. 
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Table 3 
Generalized condition number estimates and iteration counts for Example 2 (a) for trans- 
formed multilevel preconditioning and (b) standard multilevel preconditioning 
1 1 1 1 
h Tg 35 ~ ~ 2--~ 
(a) 
102 5.91 (20) 5.27 (21) 3.83 (21) 3.90 (29) 
103 10.84 (27) 9.66 (35) 10.03 (46) 8.13 (50) 
104 11.85 (28) 11.58 (39) 11.67 (58) 11.12 (92) 
105 11.96 (28) 11.82 (40) 12.16 (60) 12.13 (104) 
106 12.01 (29) 11.80 (40) 12.21 (60) 12.13 (105) 
(b) 
101 3.86 (14) 4.37 (16) 4.69 (17) 4.93 (18) 
102 20.23 (27) 42.30 (35) 63.38 (42) 110.01 (50) 
103 49.81 (35) 219.18 (66) 855.39 (>100) >1000 (>100) 
Table 4 
Generalized condition number estimates and iteration counts for transformed multilevel 
preconditioning for Example 3 
1 1 1 1 
h Tg ~ ~ 12~ 
102 8.11 (25) 7.65 (26) 6.80 (26) 5.85 (28) 
103 18.81 (42) 18.09 (59) 15.53 (79) 14.09 (87) 
104 24.95 (48) 34.70 (84) 34.63 (> 100) 33.88 (> 100) 
105 25.91 (49) 38.66 (91) 42.64 (> 100) 51.79 (> 100) 
106 26.02 (50) 39.15 (92) 43.69 (>100) 54.85 (>100) 
Example 3. We test our model for the example with the convection field shown in Fig. 3: b = 
a(xl,-Xz). The results in Table 4 show that the convergence rates are again bounded for increasing 
size of the convection. 
Since, in this example, the convection field is the gradient of a potential, one would expect the 
discrete scaling transformation Tt to resemble the exponential transformation (2.5). It is therefore 
not surprising that our multilevel preconditioner works well in this case. Finally, it should be men- 
tioned that, in principle, the discrete scaling transformation can also be applied in cases where the 
convection field is not the gradient of a potential. This is the case, for example, for problems with 
circular convection field (see e.g. [10, Section 1.2]). Our numerical results, however, showed that 
the convergence slows down considerably for increasing convection size for this type of problem. 
7. Concluding remarks 
In this paper, an additive multilevel preconditioner for convection-diffusion problems has been 
presented. This multilevel preconditioner is based on an approximate symmetrization technique for 
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the discrete problem which is recursively constructed from the local transformations. The convergence 
rate of this multilevel preconditioner is studied and it is shown that, for fixed meshsize h, it is 
bounded with increasing size of the convection Ibl if the streamline diffusion method is used for the 
discretization. Moreover, the generalized condition umbers of the transformed operators are bounded 
independently of [bl and h. The number of iterations grows, however, as the discrete transformation 
becomes more ill-conditioned. While we restricted ourselves to constant coefficients in our theory, 
our numerical results show similar behavior for more general convection-diffusion problems in two 
space dimensions where the convection field is the gradient of a potential. 
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