Abstract. In the first part of this paper we introduced an algorithm that uses reachable set approximation to approximate the minimum time function of linear control problems. To illustrate the error estimates and to demonstrate differences to other numerical approaches we provide a collection of numerical examples which either allow higher order of convergence with respect to time discretization or where the continuity of the minimum time function cannot be sufficiently granted, i.e. we study cases in which the minimum time function is Hölder continuous or even discontinuous.
Introduction
This part should serve as a collection of academic test examples for calculating the minimum time function for several, mainly linear control problems which were previously discussed in the literature. The numerical approximation of the minimum time function is based on the calculation of reachable sets with set-valued quadrature methods and is described in full details in the first part [3] . Many links to other numerical approaches for approximating reachable sets are also given there.
In several examples, we compare the error of the minimum time function studying the influence of its regularity and of the smoothness of the support functions of corresponding set-valued integrands. We verify the obtained error estimates which involve time and space discretization. We will not repeat the importance, applications and study of the minimum time function in this second part and refer also for the notations to the first part [3] .
We first consider several linear examples with various target and control sets and study different levels of regularity of the corresponding minimum time function. The control sets are either one-or two-dimensional polytopes (a segment or a square) or balls and are varied to study different regularity allowing high or low order of convergence for the underlying setvalued quadrature method. In all linear examples, we apply a set-valued combination method of order 1 and 2 (the set-valued Riemann sum combined with Euler's method resp. the setvalued trapezoidal rule with Heun's method). For the nonlinear example in Subsection 2.2, we would like to approximate the time-reversed dynamics of (2.6) directly by Euler's and Heun's method. This example demonstrates that this approach is not restricted to the class of linear control systems. Although first numerical experiences are gathered, its theoretical justification has to be gained by a forthcoming paper.
In Subsection 2.3 one example demonstrates the need of the strict expanding property of (union of) reachable sets for characterizing boundary points of the reachable set via timeminimal points (compare [3, Propositions 2.18 and 2.19]). The two-dimensional system in Example 2.6 is not normal and has only a one-dimensional reachable set.
The section ends with a collection of examples which either are more challenging for numerical calculations or partially violate [3, Assumptions 2.13 (iv) and (iv)' in Proposition 2.19]. Finally, a discussion of our approach and possible improvements can be found in Section 3.
Numerical tests
The following examples in the next subsections are devoted to illustrating the performance of the error behavior of our proposed approach.
The space discretization follows the presented approach in [3, Subsec. 3.2] and uses supporting points in directions
and normally choose either N U = 2 for one-dimensional control sets or N U = N R for U ⊂ R 2 in the discretizations of the unit sphere [3, (3.11) ]. [3, Theorem 3.7] . Observe that the numerical error here is only contributed by the spatial discretization of the target set or control set.
Example 2.1. Consider the control dynamics , see [7, 10] ,
We consider either the small ball B 0.25 (0) or the origin as target set S. This is a simple time-invariant example withĀ = 0 0 0 0
. Its fundamental solution matrix is the identity matrix, therefore
and any method from (I)-(III) gives the exact solution, i.e.
due to the symmetry of U . For instance, the set-valued Euler scheme with h =
therefore, R h (t N ) = S − N hU = S + (t N − t 0 )U and the error is only due to the space discretizations S ∆ ≈ S, U ∆ ≈ U and does not depend on h (see Table 1 ). The error would be the same for finer step size h and ∆t in time or if a higher-order method is applied. Note that the error for the origin as target set (no space discretization error) is in the magnitude of the rounding errors of floating point numbers.
We choose t f = 1, K = 10 and N = 2 for the computations. The set-valued Riemann sum combined with Euler's method is used.
It is easy to check that the minimum time function is Lipschitz continuous, since one of the equivalent Petrov conditions in [14] , [6, Chap. IV, Theorem 1.12] with U = B 1 (0) or
Moreover, the support function with respect to the time-reversed dynamics (2.1)
is constant with respect to the time t, so it is trivially arbitrarily continuously differentiable with respect to t with bounded derivatives uniformly for all l ∈ S n−1 . We now study well-known dynamics as the double integrator and the harmonic oscillator in which the control set is one-dimensional. The classical rocket car example with Hölder-continuous minimum time function was already computed by the Hamilton-Jacobi-Bellman approach in [9, Test 1] and [8, 10] , where numerical calculations are carried out by enlarging the target (the origin) by a small ball.
Example 2.2. a) The following dynamics is the double integrator, see e.g. [8] .
We consider either the small ball B 0.05 (0) or the origin as target set S. Then the minimum time function is 
function for the time-reversed dynamics (2.2)
is only absolutely continuous with respect to τ for some directions l ∈ S 1 with l 1 = 0. Hence, we can expect that the convergence order for the set-valued quadrature method is at most 2.
We fix t f = 1 as maximal computed value for the minimum time function and N = 5.
In Table 2 the error estimates for two set-valued combination methods are compared (order 1 versus order 2). Since the minimum time function is only 1 2 -Hölder continuous we expect as overall convergence order 1 2 resp. 1. A least squares approximation of the function Ch p for the error term reveals C = 1.37606, p = 0.4940 for Euler scheme combined with setvalued Riemann sum resp. C = 22.18877, p = 1.4633 (if p = 1 is fixed, then C = 2.62796) for Heun's method combined with set-valued trapezoidal rule. Hence, the approximated error term is close to the expected one by [3, Theorem 3.7 and Remark 3.8]. Very similar results are obtained with the Runge-Kutta methods of order 1 and 2 in Table 3 in which the setvalued Euler method is slightly better than the combination method of order 1 in Table 2 , and the set-valued Heun's method coincides with the combination method of order 2, since both methods use the same approximations of the given dymanics.
Here we have chosen to double the number of directions N R each time the step size is halfened which is suitable for a first order method. For a second order method we should have multiplied N R by 4 instead. From this point it is not surprising that there is no improvement of the error in the fifth row for step size h = 0.0025.
As in Example 2.1 we can consider the dynamics (2.2) with the origin as a target (see the minimum time function in Fig. 4 (left) . In this case, the numerical computation by PDE approaches, i.e. the solution of the associated Hamilton-Jacobi-Bellman equation (see e.g. [9] ) requires the replacement of the target point 0 by a small ball B ε (0) for suitable ε > 0. This replacement surely increases the error of the calculation (compare the minimum time Since the Kalman rank condition rank B, AB = 2, the minimum time function T (·) is also continuous. The plot for T (x) for the harmonic oscillator with the origin as target, t f = 6, N R = 100, N = 5 and K = 40 is shown in Fig. 4 (right) . According to [3, Sec. 3.4] we construct open-loop time-optimal controls for the discrete problem with target set S = {0} by Euler's method. In Fig. 5 the corresponding discrete open-loop time-optimal trajectories for Examples 2.2a) (left) and b) (right) are depicted. The following two examples exhibit smoothness of the support functions and would even allow for methods with order higher than two with respect to time discretization. The first example has a special linear dynamics and is smooth, although the control set is a unit square.
Example 2.3. In the third linear two-dimensional example the reachable set for various end times t is always a polytope with four vertices and coinciding outer normals at its faces. Therefore, it is a smooth example which would even justify the use of methods with higher order than 2 to compute the reachable sets (see [4, 5] ). It is similar to Example 2.6, but has an additional column in matrix B and is a variant of [4, Example 2] .
Again, we fix t f = 1 as maximal time value and compute the result with N = 2. We choose N R = 50 normed directions, since the reachable set has only four different vertices.
Let the origin be the target set S. The fundamental solution matrix of the time-reversed dynamics of (2.4) is given by
. This is a smooth example in the sense that the support function for the time-reversed setvalued dynamics of (2.4),
is smooth with respect to τ uniformly in l ∈ S 1 . The analytical formula for the (time-continuous) minimum time function is as follows:
T ((x 1 , x 2 ) ) = max{t : t ≥ 0 is the solution of one of the equations 
]).
Similarly, another variant of this example with a one-dimensional control can be constructed by deleting the second column in matrix B. The resulting (discrete and continuoustime) reachable sets would be line segments. Thus, the algorithm would compute the fully discrete minimum time function on this one-dimensional subspace. The absence of interior points in the reachable sets is not problematic for this approach in contrary to common approaches based on the Hamilton-Jacobi-Bellman equation as shown in Example 2.6. 
and uses a ball as control set. This is a less academic example than Example 2.3 (in which the matrix B(t) was carefully chosen), since a ball as control set often allows the use of higher order methods for the computation of reachable sets (see [5, 1] ). Here, no analytic formula for the minimum time function is available so that we can study only numerically the minimum time function (see Fig. 6 (right) ). Obviously, the support function is again smooth with respect to τ uniformly in all normed directions l, since
A nonlinear example.
The following special bilinear example with convex reachable sets may provide the hope to extend our approach to some class of nonlinear dynamics.
Example 2.5. The nonlinear dynamics is one of the examples in [10] .
With this dynamics, after computing the true minimum time function we observe that T (·) is Lipschitz continuous and its sublevel set, which is exactly the reachable set at the corresponding time, satisfies the required properties. The target set S is B 0.25 (0).
We fix t f = 1 as maximal computed value for the minimum time function and N = 2. Estimating the error term Ch p in Table 5 by least squares approximation yields the values C = 0.3293133, p = 1.8091 for the set-valued Euler method and C = 0.5815318, p = 1.9117 for the Heun method. The unexpected good behavior of Euler's method stems from the specific behavior of trajectories. Although the distance of the end point of the Euler iterates for halfened step size to the true end point is halfened, but the distance of the Euler iterates to the boundary of the true reachable set is almost shrinking by the factor 4 due to the specific tangential approximation. In Fig. 7 the Euler iterates are marked with * in red color, while Heun's iterates are shown with • marks in blue color. The symbol • marks the end point of the corresponding true solution.
Observe that the dynamics originates from the following system in polar coordinateṡ
Hence, the reachable set will grow exponentially with increasing time. Table 5 . error estimates for Example 2.5 with set-valued methods of order 1 and 2
The minimum time function for this example is shown in Fig. 8 . Example 2.6. Consider the dynamics
The Kalman rank condition yields rank B, AB = 1 < 2 so that the normality of the system is not fulfilled. The fundamental system Φ(t, τ ) (for the time-reversed system) is the same as in Example 2.3 so that
with the line segment V = co( −1
Hence, the reachable set is an increasing line segment (and always part of the same line in R 2 , i.e. it is one-dimensional so that the interior is empty). Clearly, both inclusions
i.e. (see [3, (2.12) ]), hold, but not the strictly expanding property of R(·) on [t 0 , t f ] in [3, Assumptions 2.13 (iv) and (iv)'], i.e. R(t 1 ) ⊂ int R(t 2 ) for all t 0 ≤ t 1 < t 2 ≤ t f , where (2.9)
for Assumption (iv),
By The two red points are the end points of the line segment for a smaller time t 1 = 1, the two blue points are the end points of the line segment for a larger time t 2 = 2 > t 1 . The blue line segment is the reachable set for time t 2 (also the reachable set up to time t 2 ). All four points are on the boundary of the blue set R(t 2 ), but the minimum time to reach the two blue points is t 2 , while the minimum time to reach the two red points is t 1 < t 2 which is a contradiction to [3, Proposition 2.19].
Problematic examples.
The first two examples show linear systems with hidden stability properties so that the discrete reachable sets converge to a bounded convex set if the time goes to infinity (or is large enough in numerical experiments). For larger end times the numerical calculation gets more demanding, since the step size must be chosen small enough according to [3, Proposition 3.10] . The remaining part of the subsection demonstrates that a target or a control set not containing the origin (as a relative interior point) might lead to non-monotone behavior of the (union of) reachable sets. In all of these examples the union of reachable sets is no longer convex.
Example 2.7. We consider the following time-dependent linear dynamics:
The reachable sets converge towards a final, bounded, convex set due to the scaling factor 1 t 2 in the matrix B(t), see Fig. 10 (left) . From a formal point of view the strict expanding condition [3, (3.25) in Proposition 3.10] is satisfied, but the positive number ε tends to zero for increasing end time. On the other hand we would stop the calculations if the Hausdorff distance of two consequent discrete reachable sets is below a certain threshold. A has negative eigenvalues -1 and -2. Hence, the reachable sets converge towards a final, bounded, convex set, see Fig. 10 (right). We experience the same numerical problems as in Example 2.7.
Example 2.9. Let the dynamics be given by
In case a) the reachable sets for a given end time are always balls around the origin (see Fig. 11 (left)), if the target set is chosen as the origin. In case b) the point (2, 2) is considered as target set. Fig. 11 (right) shows that the union of reachable sets is no longer convex.
Example 2.10. Let us reconsider the dynamics (2.2) of Example 2.2, i.e.
x 1 = x 2 ,ẋ 2 = u, u ∈ U.
In the first case, let S = {0}, U = [0, 1]. From the numerical calculations, we observe that R(t), R ≤ (t) are still convex and satisfy [3, (2.12) expanding property (2.9) as shown in Fig. 12 (left) . In the other case, U = [1, 2] is chosen. The convex reachable set R(t) is not only enlarging, but also moving which results in the nonconvexity of R ≤ (t). Moreover, both [3, (2.12) in Remark 2.20] and (2.9) are not fulfilled in this example as depicted in Fig. 12 (right). 
Conclusions
Although the underlying set-valued method approximating reachable sets in linear control problems is very efficient, the numerical implementation is a first realization only and can still be considerably improved. Especially, step 3 in [3, Algorithm 3.4] can be computed more efficiently as in our test implementation. Furthermore, higher order methods like the set-valued Simpson's rule combined with the Runge-Kutta(4) method are an interesting option in examples where the underlying reachable sets can be computed with higher order of convergence than 2, especially if the minimum time function is Lipschitz. But even if it is merely Hölder-continuous with 1 2 , the higher order in the set-valued quadrature method can balance the missing regularity of the minimum time function and improves the error estimate.
We are currently working on extending this first approach for linear control problems without the monotonicity assumption on reachable sets and for nonlinear control problems.
