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Abstract
In this paper, we introduce path diagrams for multivariate time series which visualize the dynamic
relationships among the variables. In these path diagrams, the vertices represent the components of
the time series and are connected by arrows or lines according to the nonvanishing parameters in the
autoregressive representation of the time series. We show that these path diagrams provide a
framework for the analysis of the dependence structure of the time series. In particular, we give
sufﬁcient graphical conditions for Granger-noncausality and Granger-noncausality up to a certain
horizon.
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1. Introduction
Since the seminal paper by Granger (1969), the concept of Granger-causality has been
widely used to study the dynamic relationships between economic time series. This
probabilistic concept is deﬁned in terms of predictability and exploits the direction of the
ﬂow of time to achieve a causal ordering of dependent variables in multivariate time series.
Since it does not rely on the speciﬁcation of an econometric model it is particularly suited
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by Sims (1980a,b). A comprehensive survey of the literature on Granger-causality has been
provided by Geweke (1984).
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In the original deﬁnition by Granger it is supposed that all relevant information is
available and included in the analysis. In practice, only a subset of this information may
have been observed and omission of important variables could lead to spurious causalities
between the variables. Hsiao (1982) addressed this issue formally by introducing concepts
for indirect and spurious causality in a trivariate model. In particular, it has been shown
that a certain type of spurious causality vanishes if the information set is reduced. This
observation led to a strengthened deﬁnition of (direct) causality by requiring an
improvement in prediction irrespective of the used information set. The work of Hsiao
has made clear that for a better understanding of the causal structure of a multivariate time
series it is important to study not only Granger-noncausality with respect to the full
available information set, but also more general Granger-noncausality relations among the
variables. However, for processes with more than three variables the number of possible
causal patterns soon becomes too large for a similar complete characterization in terms of
such general noncausality relations.
In this paper, we present a graph-theoretic approach for discussing the problem of
spurious causality and related issues of causal inference in the context of weakly stationary
processes. The graphical representation of causal structures goes back to Wright (1921,
1934), who introduced path diagrams for the discussion of linear structural equation
systems (see also Goldberger, 1972). More recently, the development of graphical models
for the analysis of the relationships among variables in multivariate data
2 has stimulated
new interest in such graphical representations and has led to concepts for a graph-theoretic
analysis of causality (e.g., Pearl, 1995, 2000; Spirtes et al., 2001; Lauritzen, 2001). Swanson
and Granger (1997) and Demiralp and Hoover (2003) have applied these concepts to
macroeconomic problems to determine the contemporaneous causal order of a structural
vector autoregression.
The aim of this paper is to provide a graphical framework that allows the application of
methods for causal inference, which so far have only been developed for cross-sectional
data, to time series problems. To this end, we introduce path diagrams that represent the
autoregressive structure of a multivariate time series and show that the pathways in such
diagrams can be related to Granger-causality between the variables. This graphical
approach offers the following advantages. First, graphs can be easily visualized and thus
provide a concise way to communicate the autoregressive structure of a time series.
Second, the results derived in this paper enable one to conclude to general Granger-
noncausality relations among the variables, which are central for the discussion of spurious
causality. Finally, graphs are simple objects which can be easily implemented on the
computer. This can be exploited when investigating causal structures of high-dimensional
time series.
The paper is organized as follows. In Section 2, we introduce path diagrams associated
with the autoregressive representation of weakly stationary processes. In Sections 3 and 4,
we investigate the properties of such path diagrams. In particular, we derive graphical
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Section 5 provides an illustrative example. The problem of spurious causality is brieﬂy
discussed in Section 6 and Section 7 concludes the paper. In Appendix A, we summarize
the properties of conditional orthogonality in a Hilbert space; the proofs of the results
from the main part are given in Appendix B.
2. Path diagrams for multivariate time series
Let X ¼f XðtÞ;t 2 Zg be a weakly stationary multivariate time series of dimension d
deﬁned on a probability space ðO;F;PÞ. We suppose that X is purely nondeterministic and
has mean zero. Furthermore, denoting the spectral density matrix of X at frequency l by
fðlÞ, we assume there exists a real constant cX1 such that
c 1 IdpfðlÞpcId for all l 2½   p;p . (2.1)
Here, Id denotes the d   d identity matrix and ApB for matrices A and B indicates that





FðuÞXðt   uÞþ ðtÞ, (2.2)
where f ðtÞ;t 2 Zg is a white noise process with non-singular covariance matrix S (e.g.,
Rozanov, 1967).
In this paper, we study the dynamic relationships among the variables that are implied
by (2.2). To this end, the autoregressive structure of X is depicted by means of an
associated path diagram. In this path diagram, vertices correspond to variables of X, while
edges—arrows and lines—between vertices correspond to nonzero coefﬁcients in the
autoregressive representation of X.
Deﬁnition 2.1. Let X be a multivariate time series with autoregressive representation (2.2).
The path diagram associated with X is a graph G ¼ð V;EÞ with vertex set V ¼f 1;...;dg
and edge set E such that
(i) a ! beE 3 FbaðuÞ¼0 for all u 2 N and
(ii) a   beE 3 Sab ¼ 0.
Path diagrams of this form will be referred to as mixed graphs since they may contain
two types of edges. Note furthermore that, unlike in graphs commonly used for graphical
modelling, two vertices a and b may be connected by up to three edges, namely a ! b,
a   b, and a    b. Similar path diagrams have been used to represent linear structural
equation models (Wright, 1934; Goldberger, 1972).
3
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XðtÞ¼FXðt   1Þþ ðtÞ
with parameters
F ¼
F11 0 F13 00
0 F22 0 F24 0
F31 F32 F33 00
00 F43 F44 F45
00 F53 0 F55
0
B B B B B B @
1




S11 S12 S13 00
S21 S22 S23 00




B B B B B B @
1
C C C C C C A
. (2.4)
The autoregressive structure is visualized by the associated path diagram shown in Fig. 1.
The diagram indicates, for example, a feedback loop between X1 and X3, or an indirect
effect of X1 on X4 with X3 as mediating variable.
For a formal discussion of such statements that can obtained by an intuitive
interpretation, we use the concept of Granger-causality (Granger, 1969), which is closely
connected to autoregressive representations. This probabilistic concept of noncausality
from a process X to another process Y is based on studying whether the forecast of
Yðt þ 1Þ based on the available information IðtÞ at time t is diminished by removing the
information provided by the past and present values of X. In this paper, we use a linear
version of Granger-causality similar to the one considered by Hosoya (1977) and Florens
and Mouchart (1985).
Let L2ðO;F;PÞ denote the Hilbert space of square integrable real-valued random
variables on ðO;F;PÞ with inner product hX;Yi¼EðXYÞ. For random variables X, Y,
and Z in L2ðO;F;PÞ, we say that X and Y are conditionally orthogonal given Z if X and Y
are uncorrelated after removing the linear effects of Z. For notational convenience, we
restrict our discussion to information sets generated by subprocesses of X. More precisely,
for any A   V, let XA denote the corresponding subprocess of X. Then we deﬁne the
information set IXA ¼ð IXAðtÞ;t 2 ZÞ to be the sequence of closed subspaces generated by





Fig. 1. Path diagram associated with a ﬁve-dimensional VAR(1) process that satisﬁes the parameter constraints in
(2.3) and (2.4).
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general information sets in terms of conditional orthogonality.
Deﬁnition 2.2 (Granger-noncausality). Let A and B be disjoint subsets of S   V. Then the
process XA is Granger-noncausal for XB with respect to the information set IXS (denoted
XAQXB ½IXS )i f
XBðt þ 1Þ?XAðtÞjXSnAðtÞ for all t 2 Z.
Furthermore, the processes XA and XB are contemporaneously uncorrelated with respect to
the information set IXS (denoted XAfXB ½IXS )i f
XAðt þ 1Þ?XBðt þ 1ÞjXSðtÞ for all t 2 Z.
In other words, XA does not Granger-cause XB if linear prediction of XBðt þ 1Þ based
on IXSðtÞ does not depend on IXAðtÞ, or equivalently if FBAðuÞ¼0 for all u 2 N. Similarly,
XA and XB are contemporaneously uncorrelated with respect to IXS if linear prediction of
XBðt þ 1Þ based on IXSðtÞ cannot be improved by adding XAðt þ 1Þ, and vice versa, and
hence SAB ¼ 0. Thus, the edges in a path diagram associated with a time series X
alternatively can be characterized directly in terms of Granger-causality and contempora-
neous correlation.
Lemma 2.3. Let G ¼ð V;EÞ be the path diagram associated with a weakly stationary time
series X satisfying (2.1). Then
(i) a ! beE 3 XaQXb ½IX ,
(ii) a   beE 3 XafXb ½IX .
Granger-noncausality relations with respect to more general information sets IXS, where
S   V, are less obvious to obtain from a path diagram since the autoregressive
representation of a subprocess XS does not easily relate to the representation of the full
process X. An exception are subsets A such that the variables XA are not affected by the
variables XVnS. In graphical modelling, such subsets are called ancestral. More precisely,
for a vertex a 2 V, let anðaÞ¼f v 2 Vjv !   !a or v ¼ ag be the set of ancestors of a
and, for A   V, deﬁne anðAÞ¼
S
a2A anðaÞ. Then a subset A is said to be ancestral if
anðAÞ A. It follows that FabðuÞ¼0 for all a 2 A, b 2 VnA, and u 2 N and hence that XA




FAAðuÞXAðt   uÞþ AðtÞ; varð AðtÞÞ ¼ SAA.
Let GA denote the induced subgraph of G obtained by removing from G all vertices that are
not in A and all edges that do not have both endpoints in A. Then we have the following
result.
Lemma 2.4. Suppose X is a weakly stationary time series satisfying (2.1). Let G ¼ð V;EÞ be
the path diagram of X and let A be an ancestral subset of V. Then GA is the path diagram
associated with the subprocess XA.
More general criteria for deriving Granger-noncausality relations from a path diagram
will be presented in Section 4.
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An intuitive analysis of path diagrams suggests that pathways between vertices in the
graph may be associated with relationships between the corresponding variables. In order
to formalize this idea, we deﬁne a concept of pathwise separation in mixed graphs, called
m-separation (Richardson, 2003),
4 and show that it can be related to the (linear) Markov
properties of the time series.
Let G ¼ð V;EÞ be a mixed graph. A path p between two vertices a and b in G is a sequence
p ¼h e1;...;eni of edges ei 2 E such that ei is an edge between vi 1 and vi for some sequence
of vertices v0 ¼ a;v1;...;vn ¼ b.W es a yt h a ta and b are the endpoints of the path, while
v1;...;vn 1 are the intermediate vertices on the path. Note that the vertices vi in the sequence
do not need to be distinct and that therefore paths may be self-intersecting.
An intermediate vertex c on a path p is said to be a collider on the path if the edges
preceding and succeeding c on the path both have an arrowhead or a dashed tail at c, i.e.
! c  ,    c   ,    c  , ! c   ; otherwise the vertex c is said to be a non-collider on
the path. A path p between vertices a and b is said to be m-connecting
5 given a set C if
(i) every non-collider on the path is not in C, and
(ii) every collider on the path is in C,
otherwise we say the path is m-blocked given C. If all paths between a and b are m-blocked
given C, then a and b are said to be m-separated given C. Similarly, sets A and B are said to
be m-separated in G given C, denoted by AtmBjC ½G  if for every pair a 2 A and b 2 B,
a and b are m-separated given C.
With these deﬁnitions, we can formulate the main result of this section, which shows that
path diagrams for time series can be interpreted in the same way as path diagrams associated
with linear structural equation systems (Spirtes et al., 1998; Koster, 1999), namely that m-
separation implies conditional orthogonality relations between the variables.
Theorem 3.1 (m-separation criterion). Suppose X is a weakly stationary time series
satisfying (2.1) and let G ¼ð V;EÞ be its associated path diagram. Then X satisﬁes the
global Markov property with respect to G, that is, for all disjoint subsets A, B, C of V we have
AtmBjC ½G )XA ? XB jXC.
In other words, if the sets A and B are m-separated given C, the random variables XAðtÞ
and XBðt0Þ are uncorrelated for all t;t0 2 Z after removing the linear effects of XCðsÞ at all
times s 2 Z. Alternatively, such conditional orthogonalities involving complete time series
can be formulated in terms of frequency domain statistics. More precisely, XA ? XB jXC
holds if and only if the partial cross-spectrum
f ABjCðlÞ¼f ABðlÞ f ACðlÞðf CCðlÞÞ
 1f CBðlÞ
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graphical criterion for conditional orthogonalities that are implied by the autoregressive
structure and that can be tested in the frequency domain.
Example 3.2. In the path diagram in Fig. 1, consider the path 1 ! 3---2   4   3 ! 5.
On this path, the vertices 3 and 2 are colliders whereas the vertices 4 and 3 are non-
colliders. Thus given the set f3;4g, the path is not m-connecting. Further examination of
the graph shows that all paths between 1 and 5 are m-blocked given f3;4g and hence the
two vertices 1 and 5 are m-separated given f3;4g. Therefore by Theorem 3.1, X1 and X5 are
conditionally orthogonal given Xf3;4g.
Richardson (2003) presented an alternative separation criterion which is based on the
notion of separation in ordinary undirected graphs (cf. Lauritzen, 1996). In a mixed graph
G, two vertices a and b are said to be collider connected if there is a path from a to b in G on
which every intermediate vertex is a collider; such a path is called a collider path. Since
every single edge trivially forms a collider path, any two vertices adjacent in G are collider
connected. The augmented graph Ga ¼ð V;EaÞ derived from G is an undirected graph with
the same vertex set as G and undirected edges
a F b 2 Ea 3a and b are collider connected in G.
Let A, B, and S be disjoint subsets of V. We say that C separates A and B in G
a, denoted by
AtBjC ½G
a , if every path a F    F b in G
a between vertices a 2 A and b 2 B
intersects C. Richardson (2003) showed that
AtmBjC ½G 3AtBjC ½ðGanðA[B[CÞÞ
a ,
where anðÞ A denotes the set of ancestors of A. Thus, the global Markov property in
Theorem 3.1 alternatively can be formulated in terms of separation in augmented graphs.
Corollary 3.3 (Augmentation separation criterion). Under the assumption of Theorem 3.1,
we have for disjoint subsets A, Ba n dCo fV
AtBjC ½ðGanðA[B[CÞÞ
a )XA ? XB jXC.
The corollary relates path diagrams associated with time series to the so-called partial
correlation graphs by Dahlhaus (2000). In these undirected graphs, an edge between
vertices a and b is missing if and only if Xa ? Xb jXVnfa;bg. Obviously, we have the
following inclusion property.
Corollary 3.4. Suppose X is a weakly stationary time series satisfying (2.1). Let G ¼ð V;EÞ
be the path diagram of X and Gpc ¼ð V;EpcÞ be the partial correlation graph of X. Then
G
pc   G
a.
Example 3.5. Let us again consider the vector autoregressive process in section 2. In the
associated path diagram in Fig. 1, vertices 1 and 4 are connected by a collider path
(1   2   4) and hence are connected by an additional edge in the augmented graph Ga in
Fig. 2.
In the partial correlation graph Gpc, on the other hand, an edge a F b is absent if and
only if there is a zero at the corresponding position in the inverse spectral matrix fðlÞ
 1
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Since Kab ¼ 0 whenever a and b are not linked by an undirected path a         b, these
constraints obviously are satisﬁed for all pairs a;b that are not collider connected in G or
equivalently for which a F beG
a. Further conditional orthogonalities are possible only
under additional restrictions on the parameters. For example, the edge 1 F 2 is absent in
Gpc if K12 ¼  F31K33F32, K13 ¼  K12F22=F32, and K23 ¼  K12F11=F31. In general, such
constraints only characterize a null set in the parameter space and the two graphs Ga and
Gpc are identical for almost all vector autoregressive processes.
4. Granger-noncausality
In this section, we apply the concepts from the previous section to the problem of
deriving general Granger-noncausality relations from path diagrams. For a better















X1ðt   1Þ
X2ðt   1Þ












with varð ðtÞÞ ¼ I3. Clearly, X1 Granger-causes X3, while X3 does not Granger-cause X1
(with respect to IX). The associated path diagram is shown in Fig. 3. Here, the path
3 ! 2 ! 1i sm-blocked given f2g, whereas the path 1 ! 3i sm-connecting given f2g.
Hence, the two vertices 1 and 3 are not m-separated given f2g. Obviously, the m-separation
criterion is too strong for establishing Granger-noncausality from X3 to X1 since it
requires all paths between the two vertices to be m-blocked, whereas it seems sufﬁcient that
only certain paths, namely those ending with an arrowhead at vertex 1, are m-blocked.
The example suggests the following deﬁnition. A path p between vertices a and b is
called b-pointing if it has an arrowhead at the endpoint b. More generally, a path p between
A and B is said to be B-pointing if it is b-pointing for some b 2 B.
Theorem 4.1. Suppose X is a weakly stationary time series satisfying (2.1) and let G ¼ð V;EÞ
be the path diagram associated with X. Furthermore let A, B, C be disjoint subsets of V. If
every B-pointing path between A and B is m-blocked given B [ C, then XA is Granger-
noncausal for XB with respect to IXA[B[C.
Similarly, a graphical condition for contemporaneous correlation can be obtained.





Fig. 2. Augmented graph Ga obtained from the path diagram in Fig. 1.
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not jointly affected by past values of XVnS. For a precise formulation of the conditions, we
need the following deﬁnition. A path p between vertices a and b is said to be bi-pointing if it
has an arrowhead at both endpoints a and b. Then the condition for contemporaneous
correlation can be stated as follows.
Theorem 4.2. Suppose X is a weakly stationary time series satisfying (2.1) and let G ¼ð V;EÞ
be the path diagram associated with X. Furthermore let A, B, C be disjoint subsets of V. If
(i) a   beE for all a 2 A and b 2 B, and
(ii) every bi-pointing path between A and B is m-blocked given A [ B [ C, then XA and XB
are contemporaneously uncorrelated with respect to IXA[B[C.
Note that the conditions of Theorems 4.1 and 4.2 are trivially fulﬁlled if the two sets A
and B are m-separated given C. Thus we have the following m-separation criterion.
Corollary 4.3. Under the assumptions of Theorem 3.1, we have for disjoint subsets A, B, and
Co fV
AtmBjC ½G )XAQXB; XBQXA; XAfXB ½IXA[B[C .
For a more general discussion of Granger-causality in multivariate models, Dufour and
Renault (1998) introduced the notion of Granger-noncausality at different horizons h. This
concept allows the description of indirect effects and the distinction between short-run and
long-run (Granger-)causality. In the following, we show that path diagrams also provide a
natural framework for discussing indirect effects and give sufﬁcient conditions for
Granger-noncausality up to horizon h or at all horizons.
Deﬁnition 4.4 (Granger-noncausality at different horizons). Let A and B be disjoint subsets
of S   V. For h 2 N, we say that XA does not Granger-cause XB up to horizon h with
respect to the information set IXS (denoted Xa Q
ðhÞ
Xb ½IXS )i f
XBðt þ 1Þ;...;XBðt þ hÞ?XAðtÞjXSnAðtÞ
for all t 2 Z. Furthermore, we say that XA does not Granger-cause XB at any horizon with
respect to the information set IXS (denoted Xa Q
ð1Þ
Xb ½IXS )i fXa Q
ðhÞ
Xb ½IXS  for all h 2 N.
Granger-noncausality from XA to XB at all horizons intuitively corresponds to the absence
of any direct or indirect effects of XA on XB and thus to the nonexistence of directed paths
from A to B in the path diagram associated with X. Similarly, for Granger-noncausality
up to horizon h, only paths of the length h are excluded. As in the case of ordinary




Fig. 3. Path diagram associated with trivariate time series in (4.1).
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that v 2 A or v is connected to some a 2 A by a directed path v !   !a of length lph.
The ancestors of degree h are related to those of degree h   1 by the relation
anhðAÞ¼paðanh 1ðAÞÞ [ anh 1ðAÞ. This suggests to set an0ðAÞ¼A.
Theorem 4.5. Let X be a weakly stationary time series satisfying (2.1) with associated path
diagram G ¼ð V;EÞ. If for disjoint subsets A, B, Co fV
(i) AtmanhðBÞnðB [ CÞjB [ C ½G )XA Q
ðhÞ
XB ½IXA[B[C ,
(ii) AtmanðBÞnðB [ CÞjB [ C ½G )XA Q
ð1Þ
XB ½IXA[B[C .
We note that in the case of unreduced information IX the sufﬁcient condition in (ii) is
fulﬁlled if and only if the path diagram does not contain any directed paths from A to B,o r
equivalently A   VnanðBÞ. Since furthermore XVnanðBÞQXanðBÞ ½IX  by the composition
property, we obtain as a special case of Theorem 4.5 the separation condition for Granger-
noncausality at all horizons given by Dufour and Renault (1998).
For a more detailed analysis of Granger-noncausality up to horizon h, it seems necessary
to take into account the possibility that direct effects may take several lags to show up.
More generally, we could use marked directed edges a!
h
b in the path diagram with h 2 N
such that FbaðuÞ¼0 for u ¼ 1;...;h   1. Accordingly, anhðaÞ is deﬁned as the set of all
vertices v 2 V such that v 2 A or v!
h1    !
hr a with h1 þ   þhrph. This idea will be
discussed further in future work (Eichler, 2005).
5. Application to the returns-inﬂation puzzle
As an illustrative example, we investigate the dynamic interactions among stock returns,
interest rates, real activity, and inﬂation. First empirical studies on the relationship between
stock returns and inﬂation (e.g., Nelson, 1976) have found a puzzling negative association
which conﬂicts with the so-called Fisher-hypothesis and the common belief that stocks and
bonds should be a hedge against inﬂation. Since then, the problem has been addressed in many
studies and various hypotheses have been suggested to explain this phenomenon (e.g., Fama,
1981; Geske and Roll, 1983). For a comparison of these hypotheses, it is crucial to understand
the causal relations between stock returns, inﬂation, and other related variables.
In the following, we employ a four-variable VAR system that has been discussed
previously by Lee (1992) and Zivot and Wang (2003). The variables are real stock return
(SRE), real interest rate (IRE), industrial production growth (IPG) as a measure of real
activity, and inﬂation rate (INF); the sampling period is from January 1947 to December
1987. For a more detailed description of the data, we refer to Lee (1992). The order of the
ﬁtted VAR model has been ﬁxed (p ¼ 6). The null hypothesis of Granger-noncausality has
been tested by application of the Wald test statistic. The numerical results are similar to
those obtained by Zivot and Wang (2003). The corresponding associated path diagram is
shown in Fig. 4(a).
The most striking feature of the path diagram is the isolated role of industrial
production, which has no explanatory power for any of the other variables and is only
affected by the real market return. Furthermore, the diagram shows feedback between
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market return. The lack of interaction between industrial production growth on the one
hand and inﬂation and real interest rate on the other hand is also clearly visible in the
augmented graph obtained from the path diagram (Fig. 4(b)), in which SRE separates IPG
and fINF;IREg. Since the set fINF;IREg is ancestral, we conclude by Theorem 4.5 that
industrial production growth does not Granger-cause inﬂation or real interest rate at any
horizon if real market return is included in the information set.
The separation of IPG and fINF;IREg by SRE in the graph also implies that inﬂation or
real interest rate do not cause industrial production growth if the information set contains
real market return. However, because of the directed path from IRE to IPG, both variables
eventually will show an effect on industrial production growth. More precisely, it can be
shown that inﬂation does not Granger-cause industrial production growth with respect to
IfSRE;INF;IPGg up to lag 1 and the real interest rate does not Granger-cause industrial
production growth up to horizon 2 with respect to the complete information set, whereas
Granger-noncausality up to greater lags cannot be established by the conditions of
Theorem 4.5.
We note that our ﬁndings are more in line with the ‘proxy hypothesis’ by Fama (1981)
than with the ‘reverse causality hypothesis’ by Geske and Roll (1983). However, a full
analysis would be beyond the scope of this example and this paper.
6. Outlook: spurious causality and causal inference
So far, we have discussed the properties of path diagrams associated with a given process
X. By Theorems 4.1 and 4.2 we are able to derive the path diagram of a subprocess XS for
any subset S of V. Now suppose that only the subprocess XS has been observed. What can
we say about the underlying path diagram of X? It is clear that we cannot hope to retrieve
the complete path diagram from the Granger-noncausality relations among variables in
XS. For instance, consider a bivariate process Xfa;bg such that Xa Granger-causes Xb but
not vice versa. From this information, it is impossible to decide between a ! b,
a ! l ! b,o ra   l ! b, where l represents a latent, i.e. unobserved, variable.
On the other hand, consider a four-dimensional process Xfa;b;c;dg with associated path
diagram G depicted in Fig. 5(a). Furthermore, suppose that Xb does not Granger-cause Xc
if only the bivariate subprocess Xfb;cg (or the trivariate subprocess Xfa;b;cg) is considered.
This Granger-noncausality relation is not implied by the graph in Fig. 5(a), but it is
encoded, for example, in the graphs (b) and (c). As these graphs otherwise imply the same
Granger-noncausality relations as the ﬁrst graph, this suggests that the latter two diagrams







Fig. 4. Graphical analysis of ﬁnancial data: (a) associated path diagram G and (b) augmented graph Ga.
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happen to take speciﬁc values such that the direct and the indirect effect of Xb on Xc in
Fig. 5(a) cancel out. More precisely, we assume for the underlying process X that X is
stable (Pearl, 2000)o rfaithful (Spirtes et al., 2001) with respect to G, that is, a Granger-
noncausality relation holds for X if and only if it can be derived from the associated path
diagram G (and the same for contemporaneous correlation).
With this assumption, we can formalize our idea for identifying causal structures by use
of so-called minimal consistent graphs. These have been introduced by Pearl (2000), who
addressed the problem of inferring causal effects from multivariate distributions satisfying
certain conditional independence relations. Note that, in contrast to the graphs described
here, the causal structures discussed by Pearl need to be directed acyclic graphs.
In the following we consider mixed graphs ¯ G ¼ð¯ V; ¯ EÞ with vertex sets ¯ V such that
S   ¯ V. Here, the vertices in ¯ VnS represent latent variables and are used for modelling
Granger-noncausality relations that are due to spurious causality. A necessary condition
for a graph ¯ G to serve as a model for the causal structure of an observed process XS is that
it does not imply any Granger-noncausality relations that do not hold for XS.
Deﬁnition 6.1. A graph ¯ G ¼ð¯ V; ¯ EÞ is consistent with the process XS if for all disjoint
subsets A, B, C of S
(i) XAQXB ½IXA[B[C  whenever every B-pointing path between A and B is m-blocked
given B [ C and
(ii) XAfXB ½IXA[B[C  whenever A and B are not connected by an undirected edge and
every bi-directed path between A and B is m-blocked given A [ B [ C.
We say that XS satisﬁes the global Granger-causal Markov property with respect to ¯ G.
Obviously, this condition is not sufﬁcient for the identiﬁcation of causal structures since
the above Markov property trivially holds for a saturated graph with all possible edges
included. We therefore need to impose further conditions. For this, let S1ð ¯ G;SÞ be the set
of all triples ðA;B;CÞ of subsets A;B;C   S such that every B-pointing path in ¯ G between




















Fig. 5. Identiﬁcation of the causal structure of a four-dimensional process Xfa;b;c;dg that additionally to the
relations encoded by its associated path diagram in (a) satisﬁes the relation XbQXc ½IXfb;cg . The path diagram in
(a) is consistent with the process Xfa;b;c;dg; the graphs (b) and (c) are minimal consistent; graph (d) is inconsistent
with Xfa;b;c;dg. In graphs (b) and (c), the grey nodes represent additional latent variables.
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path between A and B is m-blocked given C.
Deﬁnition 6.2. A graph ¯ G ¼ð¯ V; ¯ EÞ is minimal in the class of all graphs consistent with XS
if for any other consistent graph ¯ G
0 ¼ð¯ V
0; ¯ E
0Þ we have S1ð ¯ G;SÞ¼S1ð ¯ G
0;SÞ and
S2ð ¯ G;SÞ¼S2ð ¯ G
0;SÞ whenever S1ð ¯ G;SÞ S1ð ¯ G
0;SÞ and S2ð ¯ G;SÞ S2ð ¯ G
0;SÞ.
In other words, any graph ¯ G
0 that implies further Granger-noncausality relations
additional to those implied by a minimal graph G is not consistent with the observed
process XS. To illustrate these conditions, let us consider again the graphs in Fig. 5.
Recall that we have assumed that—additionally to the Granger-noncausality relations
depicted by the path diagram (a)—Xb does not Granger-cause Xc in a bivariate
analysis of Xfb;cg. This latter relationship is encoded by the graphs (b) and (c), but
not by the path diagram in (a). Apart from this relation, the three graphs (a) to (c) imply
the same Granger-noncausality and contemporaneous non-correlation relations.
It follows that all three graphs are consistent with the observed process Xfa;b;c;dg. However,
since the graphs (b) and (c) both encode strictly more Granger-noncausality relations,
namely that XbQXc ½IXfb;cg , than the path diagram in (a) and since Xfa;b;c;dg does not
satisfy any further relations, these graphs are minimal consistent with Xfa;b;c;dg. In contrast,
the graph in Fig. 5(d) falsely implies XbQXc ½IXfa;b;c;dg  and hence is inconsistent
with Xfa;b;c;dg.
The minimal graphs consistent with a process XS describe all causal models that can be
used for an explanation of the observed Granger-noncausality relations of XS. Therefore,
if a directed edge a ! b is present in all minimal consistent graphs, the association between
Xa and Xb cannot be attributed to a common explanatory latent variable only and thus
implies the existence of a causal inﬂuence of Xa on Xb.
Deﬁnition 6.3 (Causal effect). Xa has an causal effect on Xb if there exists a directed path
from a to b in every minimal causality graph ¯ G consistent with X.
Conversely, if Xa Granger-causes Xb with respect to IXS, but there does not exist a
directed path from a to b in any minimal graph consistent with XS, then this association
between a and b must be a spurious causality.
Deﬁnition 6.4 (Spurious causality). Suppose that Xa Granger-causes Xb with respect to
IXS. Then we say that Xa spuriously causes Xb if there does not exist any directed path
from a to b in every minimal graph consistent with XS.
As the graphs in Fig. 5 show, there may be (many) edges for which neither a causal effect
nor spurious causality can be established: graph (b) contains a directed edge a ! b
whereas in graph (c) the same edge is absent nor does there exist any directed path from a
to b.
7. Concluding remarks
In this paper, we have introduced path diagrams for weakly stationary processes and
discussed their properties. The key features of these path diagrams are:
(i) Path diagrams (graphs) can be easily visualized and thus provide a concise way to
communicate the autoregressive structure of a time series.
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graphical analysis allows to derive general Granger-noncausality relations that are
implied by the autoregressive structure of the process.
(iii) Path diagrams provide a framework for the discussion of spurious causality (and other
issues related to causal inference) by inclusion of latent variables as additional vertices
in the graph.
(iv) Finally, graphs are simple objects which can be easily implemented on the computer.
This can be exploited when investigating causal structures of high-dimensional time
series.
The discussion in this paper has been restricted to the case of weakly stationary
processes. More generally, the graphical approach could also be applied to nonstationary
processes or to situations where the information set contains additional, exogenous,
variables. To this end, the path diagram associated with a process could be deﬁned
alternatively directly in terms of Granger-noncausality and contemporaneous correlation
as suggested by Lemma 2.3. Linear Granger-noncausality for this more general class of
processes has been considered e.g. in Dufour and Renault (1998).
In this paper, we have not been concerned with structural vector autoregressions and
contemporaneous causal structure, which could be represented by an additional type of
‘contemporaneous directed edges’. The inclusion of such edges would introduce new types
of relations besides Granger-noncausality and contemporaneous correlation and thus
change the theory considerably. This issue needs to be addressed in future work.
The results presented here mainly focus on theoretical aspects of the graphical modelling
approach. In particular, we have not been concerned with statistical methods for the
estimation of general noncausality relations from time series data. Furthermore, search
algorithms need to be developed that allow the identiﬁcation of all minimal graphs
consistent with these relations.
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Appendix A. Conditional orthogonality
Let H be a Hilbert space with inner product h ; i. The usual orthogonality with respect
to this inner product is denoted by x ? y, i.e. hx;yi¼0. For a closed linear subspace L of
H let L? be the orthogonal complement of L, i.e. L? ¼f x 2 Hjhx;Li¼0g, and Lx be the
orthogonal projection of the vector x 2 H on L, i.e. the unique vector y 2 L such that
x   y ? L. Finally, the closed sum of two linear subspaces L1 and L2 is denoted by
L1 þ L2.
Let L1, L2,a n dL3 be closed linear subspaces of H. Then L1 and L2 are deﬁned to be
conditional orthogonal given L3 if
x   L3x ? y   L3y 8x 2 L1 8y 2 L2
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3 L1 ? L?
3 L2. The conditional orthogonality is denoted by L1 ? L2 jL3.
The basic properties of this relation are summarized in the following proposition.
Proposition A.1. Let Li, i ¼ 1;...;4 be closed linear subspaces of H. Then the conditional
orthogonality in H has the following properties:
(i) Symmetry:
If L1 ? L2 jL3 then L2 ? L1 jL3.
(ii) Composition/decomposition:
L1 ? L2 jL4 and L1 ? L3 jL4 if and only if L1 ? L2 þ L3 jL4.
(iii) Weak union:
If L1 ? L2 jL3 then L1 ? L2 jL3 þ U for all closed linear subspaces U   L2.
(iv) Contraction:
If L1 ? L2 jL4 and L1 ? L3 jL2 þ L4 then L1 ? L2 þ L3 jL4.
Furthermore if L2 þ L3 is separable and ðL2 þ L4Þ\ð L3 þ L4Þ¼L4, then we have
additionally
(v) Intersection:
If L1 ? L2 jL3 þ L4 and L1 ? L3 jL2 þ L4 then L1 ? L2 þ L3 jL4.
Proof. The ﬁrst four properties can be proved easily using the properties of ordinary
orthogonality in H (e.g., Florens and Mouchart, 1985). For the proof of the last statement
we ﬁrst consider the case where L2 is ﬁnite-dimensional and L4 ¼f 0g. By the deﬁnition of
conditional orthogonality we get L1 ? L?
3 L2 þ L?
2 L3. Since L2 \ L3 ¼f 0g we get
L2L?
3 L2 ¼ L2 and hence L2 þ L3 ¼ L2 þ L?
2 L3 ¼ L2L?
3 L2 þ L?
2 L3. On the other hand
L?
2 L3 ¼ L?
2 [ð L2 þ L3Þ and consequently L?
3 L2 þ L?
2 L3 ¼ L2L?
3 L2 þ L?
2 L3. Thus
L1 ? L2 þ L3.
For general separable L2 we consider orthogonal decompositions L2 ¼ U1   U2 where
U1 is ﬁnite-dimensional and apply the previous case to U2L1, U1, and U2L3, thus
obtaining L1 ? U1 þ L3 jU2. By the orthogonality of U1 and U2 and the decomposition
and contraction property this yields L1 ? U1 and for U1 % L2 L1 ? L2. The desired
conditional orthogonality now follows from L1 ? L3 jL2 and the contraction property.
Finally, the general case of L4af0g can now be derived from this by substituting L?
4 Li
for Li. &
Next, we consider the Hilbert space L2ðO;F;PÞ of real-valued square integrable random
variables on a common probability space ðO;F;PÞ. For countable subsets X of
L2ðO;F;PÞ, let LX denote the closed linear subspace generated by X. Then X and Y are
conditionally orthogonal given Z, denoted by X ? Y jZ,i fLX ? LY jLZ. Furthermore, if
fðX;ZÞ¼gðY;ZÞ a.s. for linear functions f and g implies that fðX;ZÞ¼hðZÞ a.s. for some
linear function h, then the linear subspaces LX, LY, and LZ satisfy the condition in
Proposition A.1(v), i.e. ðLX þ LZÞ\ð LY þ LZÞ¼LZ. In this case we say that X and Y are
linearly separated conditionally on Z.
Lemma A.2. For I   N let XI ¼ð XiÞi2I be a random vector in L2ðO;F;PÞ with positive
deﬁnite covariance matrix G such that infx2RjIjkGxk=kxkXc40. Then for disjoint subsets A,
B, and C of I the vectors XA and XB are linearly separated conditionally on XC.
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0XB þ ~ g0XC.I ffðXA;XCÞ¼
gðXB;XCÞ a.s. it follows from the assumption on G that
0 ¼ varðfðXA;XCÞ gðXB;XCÞÞXcðkak2 þk bk2 þk g   ~ gk2Þ.
The last term vanishes only if a ¼ 0 and b ¼ 0. Hence fðXA;XCÞ¼g0XC a.s. &
We note the above boundedness condition on the eigenvalues of G holds in particular for
any stochastic process satisfying the assumptions made in Section 2.
Appendix B. Proofs
For the proofs, we need some more graph terminology. First, let paðaÞ¼f v 2 Vjv !
a 2 Eg be the set of parents of a and chðaÞ¼f v 2 Vja ! v 2 Eg the set of children of a.
Furthermore, we deﬁne the district of a by disðaÞ¼f v 2 Vjv         a or v ¼ ag.
Finally, for sets A of vertices, we deﬁne paðAÞ¼
S
a2A paðaÞ and similarly the sets chðAÞ
and disðAÞ.
The proofs for Lemma 2.3 and Corollaries 3.3 and 3.4 are straightforward and therefore
omitted.
Proof of Lemma 2.4. Since A is ancestral, paðAÞ A and hence FabðuÞ¼0 for all a 2 A




FAAðuÞXAðt   uÞþ AðtÞ; varð AðtÞÞ ¼ SAA,
which shows that the induced subgraph GA is indeed the path diagram associated with the
subprocess XA. &
Lemma B.1. Let G ¼ð V;EÞ be a mixed graph. Then
AtmBjVnðA [ BÞ½ G )disðA [ chðAÞÞ \ disðB [ chðBÞÞ ¼ ;.
Proof. By Lemma 3 of Koster (1999), A and B are m-separated given VnðA [ BÞ if and
only if a and b are not collider connected in G for all a 2 A and b 2 B. Let a 2 A and b 2 B.
Noting that every undirected path is a collider path, we obtain disðaÞ\disðbÞ¼; .
Furthermore chðaÞ\disðbÞ is empty since otherwise there existed a collider path of the
form a ! b or a ! c         b. Similarly, we ﬁnd that disðaÞ\disðchðbÞÞ ¼ ; and
disðchðaÞÞ \ disðchðbÞÞ ¼ ;. Taking the union over a 2 A and b 2 B, we ﬁnd that disðA [
chðAÞÞ and disðB [ chðBÞÞ are disjoint. &
Lemma B.2. Under the assumptions of Theorem 3.1, we have
AtmBjVnðA [ BÞ½ G )XA ? XB jXVnðA[BÞ.
Proof. For ﬁxed t 2 Z, it is sufﬁcient to show that
XAðsÞ?XBðs0ÞjXðtÞnfXAðsÞ;XBðs0Þg
for all s;s0pt. Let sps0, otherwise we swap the sets A and B. First, we consider the case
sos0. By Lemma B.1, chðAÞ\disðBÞ¼;and hence XA is noncausal for XdisðBÞ which
yields
XBðs0Þ?XAðsÞjXðs0   1ÞnfXAðsÞg;XdisðBÞnBðs0Þ.
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the contraction property that
XBðs0Þ?XAðsÞjXðs0ÞnfXAðsÞ;XBðs0Þg.
If s ¼ s0, this directly follows from the fact that XdisðBÞ and XVndisðBÞ are contemporaneously
uncorrelated and that A   VndisðBÞ.
Now let us assume
XBðs0Þ?XAðsÞjXðtÞnfXAðsÞ;XBðs0Þg
for some tXs0. Since XB is Granger-noncausal for XVnðB[chðBÞÞ, this can be extended to
XBðs0Þ?XAðsÞjXðtÞnfXAðsÞ;XBðs0Þg;XVnðB[chðBÞÞðt þ 1Þ. (B.1)
Similarly XA is Granger-noncausal for XVnðA[chðAÞÞ and further by Lemma B.1
B [ chðBÞ VnðA [ chðAÞÞ. Hence
XAðsÞ?XB[chðBÞðt þ 1ÞjXðtÞnfXAðsÞg;XVnðchðA[BÞ[A[BÞðt þ 1Þ. (B.2)
Furthermore, XdisðA[chðAÞÞ and XVndisðA[chðAÞÞ are contemporaneously uncorrelated and by
Lemma B.1 B [ chðBÞ VndisðA [ chðAÞÞ. This implies
XA[chðAÞðt þ 1Þ?XB[chðBÞðt þ 1ÞjXðtÞ;XVnðchðA[BÞ[A[BÞðt þ 1Þ,
and furthermore with (B.2)
XAðsÞ?XB[chðBÞðt þ 1ÞjXðtÞnfXAðsÞg;XVnðB[chðbÞÞðt þ 1Þ.
By (B.1), the contraction and the weak union property, this yields
XAðsÞ?XBðs0ÞjXðt þ 1ÞnfXAðsÞ;XBðs0Þg,
which completes the induction step. By the intersection property, we now obtain
XAðtÞ?XBðtÞjXVnðA[BÞðtÞ (B.3)
for all t 2 Z. For t !1 , this establishes the orthogonality of XA and XB conditional on
XVnðA[BÞ. &
Proof of Theorem 3.1. By Corollary 1 and Proposition 2 of Koster (1999) we have
AtmBjC ½G 3AtmBjC ½GanðA[B[CÞ 3A
0tmB0 jC ½GanðA[B[CÞ 
for some disjoint subsets A0 and B0 such that A   A0, B   B0 and
A0 [ B0 [ C ¼ anðA [ B [ CÞ. By Lemma B.2, this yields XA0 ? XB0 jXC. Application of
the decomposition property completes the proof. &
For the proof of Theorem 4.1, we need the following version of Theorem 3.1.
Lemma B.3. Under the assumptions of Theorem 3.1, we have
AtmBjC ½G )XAðtÞ?XBðtÞjXCðtÞ
for all t 2 Z.
Proof. Noting that in the proof of Lemma B.2 we have shown
AtmBjVnðA [ BÞ½ G )XAðtÞ?XBðtÞjXVnðA[BÞðtÞ,
the result follows from a similar argument as in the proof of Theorem 3.1. &
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form p ¼h~ p;ei where e is a directed edge u ! b for some b 2 B. Thus p is not
m-connecting given B [ C if and only if ueB [ C and ~ p is not m-connecting given B [ C.
Therefore, if all B-pointing paths between A and B are m-blocked given B [ C, then A
and paðBÞnðB [ CÞ are m-separated given B [ C. By Lemma B.3 we obtain
XpaðBÞðtÞ?XAðtÞjXB[CðtÞ.
Furthermore, since XVnðpaðBÞ[BÞ is Granger-noncausal for XB with respect to XV, we get
XBðt þ 1Þ?XAðtÞjXpaðBÞ[B[CðtÞ,
since A and paðBÞ are disjoint. Together with the previous relation, this proves the
Granger-noncausality of XA for XB with respect to XA[B[C.
Proof of Theorem 4.2. Let S ¼ A [ B [ C. Since A and B are not connected by an
undirected edge, we have
XAðt þ 1Þ?XBðt þ 1ÞjXVðtÞ.
Furthermore, XVnðA[paðAÞÞ is Granger-noncausal for XA with respect to IX, which yields
together with the previous relation
XAðt þ 1Þ?XBðt þ 1Þ;XpaðBÞnSðtÞjXpaðAÞ[SðtÞ. (B.4)
The second condition implies that paðAÞnS and paðBÞnS are m-separated given S and
hence by Lemma B.3
XpaðAÞnSðtÞ?XpaðBÞnSðtÞjXSðtÞ.
Since XVnðB[paðBÞÞ is Granger-noncausal for XB with respect to IX, we obtain
XpaðAÞnSðtÞ?XBðt þ 1Þ;XpaðBÞnSðtÞjXSðtÞ.
By (B.4) and the weak union property, it follows that
XAðt þ 1Þ;XpaðAÞnSðtÞ?XBðt þ 1Þ;XpaðBÞnSðtÞjXSðtÞ,
from which the asserted conditional orthogonality follows by decomposition. &
Proof of Theorem 4.5. Let h 2 N be ﬁxed. Since an1ðBÞ¼paðBÞ, we immediately obtain
XBðt þ hÞ?XVnan1ðBÞðt þ h   1ÞjXan1ðBÞðt þ h   1Þ. Now suppose that for some jX1
XBðt þ hÞ?XVnanjðBÞðt þ h   jÞjXanjðBÞðt þ h   jÞ, (B.5)
from which we obtain
XBðt þ hÞ?XVnanjþ1ðBÞðt þ h   j   1ÞjXanjðBÞðt þ h   jÞ;Xanjþ1ðBÞnanjðBÞðt þ h   j   1Þ.
On the other hand, since the ancestors of degree j þ 1 consist of the ancestors of degree j
and their parents, we have
XanjðBÞðt þ 1Þ?XVnanjþ1ðBÞðtÞjXanjþ1ðBÞðtÞ.
Combined these two relations yield by the weak union property
XBðt þ hÞ?XVnanjþ1ðBÞðt þ h   j   1ÞjXanjþ1ðBÞðt þ h   j   1Þ.
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AtmanhðBÞnðB [ CÞjB [ C ½G  implies XAðtÞ?XanhðBÞðtÞjXB[CðtÞ, we obtain by (B.5)
with j ¼ h and by the weak union property
XBðt þ hÞ?XAðtÞjXB[CðtÞ,
which proves the ﬁrst part of the theorem.
For the second part of the theorem, we note that since the graph has only a ﬁnite
number of vertices, we have anhðBÞ¼anðBÞ for all hXh
  for some h
  2 N. Thus it follows
by the ﬁrst part that XA Q
ðhÞ
XB ½IXA[B[C  for all h 2 N whenever AtmanðBÞnðB [ CÞjB [
C in G. &
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