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Abstract
Factor Analysis is a popular method for modeling dependence in multivariate data.
However, determining the number of factors and obtaining a sparse orientation of the
loadings are still major challenges. In this paper, we propose a decision-theoretic ap-
proach that brings to light the relation between a sparse representation of the loadings
and factor dimension. This relation is done through a summary from information con-
tained in the multivariate posterior. To construct such summary, we introduce a three-
step approach. In the first step, the model is fitted with a conservative factor dimension.
In the second step, a series of sparse point-estimates, with a decreasing number of fac-
tors, is obtained by minimizing an expected predictive loss function. In step three,
the degradation in utility in relation to the sparse loadings and factor dimensions is
displayed in the posterior summary. The findings are illustrated with applications in
classical data from the Factor Analysis literature. We used different prior choices and
factor dimensions to demonstrate the flexibility of the proposed method.
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1 Introduction
Factor Analysis (FA) is an important tool for modeling the multivariate dependence
structure among variables. It is conducted through a sparse decomposition of the obser-
vations in a combination of latent features in a lower dimension. For many decades, FA
has been applied in behavioral and social sciences. Over the years, FA and related fac-
tor models have found their way into applications in different fields, such as economics,
finance, and genomics. In the basic factor model, the p-dimensional vector of observations
yi = (y1i, . . . ,ypi)
T , in a random sample y = (y1, . . . ,yn)
T , relates to a k-dimensional
vector, with k ≤ p, of common latent factors f i through
yi = βf i + i, (1)
where β is a p×k factor loadings matrix, f i is distributed as Nk(0, Ik), where Ik is the k×k
identity matrix, and i is the p-dimensional idiosyncratic error vector. In Equation (1), the
following assumptions are made in relation to i. First, i is normally distributed Np(0,Σ),
with unique variance Σ = diag(σ21, . . . , σ
2
p), with σ
2
j > 0, for all j = 1, . . . , p. Second, f r and
t are independent for all r 6= t. These assumptions imply that yi is distributed as Np(0,Ω),
where Ω = ββT + Σ is the covariance matrix. Therefore, the main objectives surrounding
the factor model are to specify the value of k and to estimate the factor loadings, which
are the driving force behind the correlation between variables. Since the factor loadings
have rotational indeterminacy, for interpretability reasons, the loadings matrix β should
be sparse. This representation is also known as a simple structure of the loadings matrix
(Thurstone, 1934). Conventionally, rotation methods, such as the varimax (Kaiser, 1958)
and promax (Hendrickson and White, 1964), are used to obtain loadings that are either
very small or large. Nevertheless, the small loadings yielded by these rotation methods are
generally nonzero, which can interfere in the interpretation of the results.
Under a Bayesian viewpoint, considerable efforts have been directed to the research of
sparse loadings obtained by using sparsity-inducing priors. Authors following West (2003),
used point mass mixture priors on the factor loadings, including Carvalho et al. (2008) and
Fruehwirth-Schnatter and Lopes (2018). For inferring the number of factors, Lopes and
West (2004) proposed a reversible jump process (RJMCMC) associated with the posterior
draws, Conti et al. (2014) used stochastic search, and Carvalho et al. (2008) inferred the
number of factors by zeroing a subset of the loading elements using Bayesian variable
selection priors. Bhattacharya and Dunson (2011) used a multiplicative gamma process
shrinkage prior on the loadings, which allows the introduction of infinitely many factors.
Recently, Rocˇkova´ and George (2016) considered the use of a continuous mixture of Laplace
priors on the factor loadings resulting in sparse point-estimates without specifying factor
dimension.
We contribute to this discussion by proposing a decision-theoretic approach that exposes
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dominant trends in relation to the dimension of the factor model and sparse representation
of the loadings. Our goal is not only point-estimates, but an informative summary contained
in the multivariate posterior. To perform this summary, we follow the approach presented
by R. P. Hahn and Carvalho (2015), in which the decoupling shrinkage and selection (DSS)
method is introduced in the context of linear models. The idea behind the DSS method
is to explicit the trade-off between the sparsity and predictive performance of the model
through a posterior summary. In recent years, this framework has been extended in to a
variety of statistical models (Puelz et al., 2017; Bashir et al., 2018; Woody et al., 2019;
MacEachern and Miyawaki, 2019; Kowal and Bourgeois, 2020; Chakraborty et al., 2020).
The general framework of the DSS method for FA (DSSFA) can be summarized in three
steps. First, a sample is generated from posteriors of the factor loadings and uniqueness.
Second, a series of sparse point-estimates indexed by a scalar and a decreasing number of
factor dimensions is obtained through the minimization of an expected predictive loss func-
tion. Third, a graphical summary is used to highlight the final estimates. We make some
observations in relation to these steps. In step one, there are no restrictions on prior choices
provided that posterior samples are available. In addition, a conservative value for the
factor dimension is used to aggregate information to the posterior. Nonetheless, if there is
prior knowledge about the dimensionality of the model, this information can be used with-
out a loss in the results. In the second step, the resulting expected loss function depends
uniquely on the posterior covariance matrix. Thus, no restrictions are needed on the load-
ings to secure identifiability. Finally, motivated by the penalty function, the expected loss
function is minimized using a penalized expectation-maximization (EM) algorithm (Demp-
ster et al., 1977; Hirose and Yamamoto, 2014). Automatic rotation is introduced to the EM
trajectory through data augmentation, as in Rocˇkova´ and George (2016), adding sparseness
and identifiability to the resulting estimates.
This paper is organized as follows. Section 2 introduces the framework of the proposed
approach. Section 3 explores the procedure in an example with known loadings, in which
the posterior samples were generated with different factor dimensions. In Section 4, we
present an application in a classic data set to evaluate how the proposed method interacts
with different priors, yielding useful summaries from the information available. Finally,
some conclusions are given in Section 5.
2 Decoupling Shrinkage and Selection for FA
The DSSFA method consists of three phases: model fitting, minimization of the expected
predictive loss function and posterior summary plots. One of the advantages of our method
is the flexibility in model fitting, since there are no restrictions on prior choice for the
factor model. Furthermore, under the DSSFA framework, the number of factors is fixed in
advance as k = kmax in this step, where kmax reflects our knowledge about factor dimension.
Hence, throughout this paper, p(β,Σ|y) is the joint posterior distribution given the priors
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p(β), and p(Σ) on the factor loadings and uniqueness, respectively, and β is a matrix with
dimension p× kmax.
We start by deriving the expected predictive loss function for the FA model. Next,
in Subsection 2.2, an optimization procedure is derived to solve the resulting loss. In
Subsection 2.3, the posterior summary is presented.
2.1 Expected Predictive Loss Function
Given the log-likelihood function of the basic factor model, we propose the following
loss function
L(y˜, (Γ,Ψ)) = log |ΓΓT + Ψ|+ tr
(
(ΓΓT + Ψ)−1S˜
)
, (2)
where Γ and Ψ are the actions with dimensions p× k and p× p respectively, that correctly
predict new observations y˜ = (y˜1, . . . , y˜n˜)
T from the model in (1), with n˜ new samples,
where S˜ = y˜T y˜/n˜ is the predictive sample covariance matrix and tr(A) is the trace of
matrix A.
To achieve a simple structure for the factor loadings, a sparse representation of Γ is
required. This goal is accomplished by adding a restriction on the loss function (2), such
as a non-negative function Pλ(·) in relation to Γ, where λ > 0 is a scalar utility parameter
that penalizes the model size. A reasonable choice for Pλ(·) is the `0 matrix norm, ‖ · ‖0,
in which ‖Γ‖0 =
∑p
j=1
∑k
q=1 1{γjq 6= 0}, where 1 {·} is an indicator function and γjq ∈ Γ.
However, because of the nature of the `0 norm, the optimization procedure reduces to a
combinatorial problem. Thus, in situations where p is in the order of tens, we may have
an intractable solution. In regression analysis, this problem has been addressed by relaxing
the `0 norm to the `1 norm, ‖ · ‖1, (Tibshirani, 1996), where ‖Γ‖1 =
∑p
j=1
∑k
q=1 |γjq| is
the matrix form. Nevertheless, other types of functions can be used as a choice for the
penalization Pλ(·).
In Bayesian decision theory, optimal point-estimates are recovered by minimizing certain
expected loss functions (Berger, 2013). Therefore, by taking the expectation of the loss
function (2) in relation to the predictive distribution of y, the point-estimates of the factor
loadings and uniqueness are obtained by solving
(Γkλ,Ψ
k
λ) ≡ argmin
Γ,Ψ
{
Ey˜|y [L(y˜, (Γ,Ψ))] + Pλ(Γ)
}
, (3)
where Γkλ and Ψ
k
λ are the resulting optimal actions, and Pλ(Γ) is a positive penalty function
on the loadings. The upper index in Γkλ denotes the dimension of the factor loadings matrix.
In (3), the expectation of the predictive distribution results in
Ey˜|y [L(y˜, (Γ,Ψ))] = Ey˜|y
[
log |ΓΓT + Ψ|+ tr
(
(ΓΓT + Ψ)−1S˜
)]
= log |ΓΓT + Ψ|+ tr
(
(ΓΓT + Ψ)−1Ey˜|y
[
S˜
])
,
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where the expected predictive sample covariance matrix equals to
Ey˜|y
[
S˜
]
= Ω = ββT + Σ, (4)
where Ω is the posterior mean of the covariance matrix Ω, in which ββT and Σ are approxi-
mated by ββT ≈∑Ms=1 β(s)βT(s) and Σ ≈∑Ms=1 Σ(s), where β(s) and Σ(s), for s = 1, . . . ,M ,
are the samples from the posterior distribution p(β,Σ|y). Finally, from the result in (4),
expression (3) can be rewritten as
(Γkλ,Ψ
k
λ) ≡ argmin
Γ,Ψ
{
log |ΓΓT + Ψ|+ tr ((ΓΓT + Ψ)−1Ω)+ Pλ(Γ)} . (5)
From (5), we can obtain the point-estimates of the loadings matrix with dimensions
k ≤ kmax. Furthermore, since the loss in (5) depends uniquely on the posterior covariance
matrix, the identifiability of the factor loadings as highlighted in Conti et al. (2014) and
Fruehwirth-Schnatter and Lopes (2018), is not a concern.
2.2 Optimization Procedure
To solve the minimization problem stated in (5), we propose a penalized predictive ver-
sion of the EM algorithm (Dempster et al., 1977) in which new observations y˜ = (y˜1, . . . , y˜n˜)
of the factor model in (1) are incorporated. By integrating these observations with the pre-
dictive distribution of y in the expectation step of the EM algorithm, the uncertainty from
the future data vanishes. Thus, in the DSSFA framework, the EM algorithm is used only
as an optimization tool to solve (5) given the fixed posterior mean Ω.
In previous implementations of the algorithm for FA (Rubin and Thayer, 1982) the
common factors are used as missing data. In our case, the predictive latent factors F˜ =
(f˜1, . . . , f˜ n˜) are a natural choice. As in the usual EM algorithm, our version also iterates
between the expectation and maximization steps (E-step and M-step, respectively). Next,
we shall present an overview of the procedure.
We start by taking the conditional expectation of the expanded log-likelihood function of
the factor model in relation to the joint distribution of y˜ and F˜ , given the past observations
y (E-step). This results in the following Qλ(·) function
Qλ(β,Σ) = Ey˜,F˜ |y,β(m),Σ(m)
[
log p(y˜, F˜ |β,Σ)− n˜
2
Pλ(β)
]
, (6)
where β(m) and Σ(m) are the current values of the factor loadings and uniqueness matrices
in the m-th iteration of the algorithm, respectively, and Pλ(β) is a positive penalty on the
loadings matrix. Hence, expectation (6) results in
Qλ(β,Σ) = − n˜
2
p∑
j=1
log σ2j −
n˜
2
p∑
j=1
(
ω2jj − 2β′jbj + β′jAβj
σ2j
)
− n˜
2
Pλ(β) + C, (7)
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where C is a constant,
bj = ∆β
T
(m)Σ
−1
(m)ωj , and A = (∆ + ∆β
T
(m)Σ
−1
(m)ΩΣ
−1
(m)β(m)∆), (8)
where ω2jj and ωj are the diagonal elements and the j-th vector of the posterior mean of the
covariance matrix Ω, respectively, βj is the j-th line of β, ∆ = (Ik+β
T
(m)Σ
−1
(m)β(m))
−1, and
σ2j is the j-th diagonal element of Σ. In Appendix A, we detail the obtaining of Equation
(7). Thus, for a fixed λ and a factor dimension k, the maximization of the function Qλ(·)
(M-Step), subject to Pλ(β) results in the optimal values
(βkλ,Σ
k
λ) = argmax
β,Σ
Qλ(β,Σ). (9)
Considering that the values of the iteration processes β(m) and Σ(m) are fixed, and Qλ(·)
depends uniquely on the covariance matrix Ω, maximizing (9) is equivalent to minimizing
(5). Therefore, the solutions (βkλ,Σ
k
λ) naturally extend to the actions (Γ
k
λ,Ψ
k
λ).
By taking Pλ(β) = λ‖β‖1, Equation (7) becomes a nondifferentiable function, since
it cannot be expressed in a closed form in relation to the factor loadings. To overcome
this problem, we used the solution implemented by Hirose and Yamamoto (2014), which
uses coordinate descent (Friedman et al., 2007) to update the penalized factor loadings
individually. By fixing the uniqueness σ2j in Equation (7), the coordinate descent algorithm
is applied to the factor loadings. Thus, for a fixed index h = 1, . . . , k and λ, the factor
loading βjh is updated sequentially in relation to β
h
j = (βj1, . . . , βj(h−1), βj(h+1), . . . , βjk)T
by solving
βjh ≡ argmin
β¯jh
12
(
βjh −
b¯jh −
∑
l 6=h a¯lj
a¯hh
)2
+ λ˜|βjh|
 , for h = 1, . . . , k, (10)
where λ˜ = σ2jλ/ahh, b¯jh is the h-th element of bj , and ahh is the diagonal element of A.
The solution of the minimization in (10) can be expressed in closed form as a soft-threshold
(Friedman et al., 2007). Finally, given that the vector βj(m+1) is updated, the new values
for the uniqueness Σ(m+1) are obtained by solving p separate equations
σ2j(m+1) = ωjj − 2βTj(m+1)bj + βTj(m+1)Aβj(m+1).
As highlighted by Rocˇkova´ and George (2016), the EM algorithm for FA with penalized
loadings is prone to entrapment in local modes given the rotational ambiguity of the like-
lihood. The authors approach this problem by expanding the parameter space, directing
the algorithm towards orientations that best match the assumptions of independent latent
components, this leads to identifiability and a “rotation to sparsity” of the loadings ma-
trix. This extension is referred as parameter-expanded-likelihood EM (PXL-EM). Similar to
Rocˇkova´ and George (2016), the factor model in Hirose and Yamamoto (2014) is expanded
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as
y˜i|f˜ i,β∗,Σ,R ∼ Np(β∗f˜ i,Σ), f˜ i|R ∼ Nk(0,R). (11)
The extension presented in (11) results in the sparse rotated loadings matrix β∗ = βR−1L ,
where RL is the lower triangular matrix of the Cholesky decomposition of R, and the non
rotated loading matrix β can be easily obtained. Thus, the conditional expectation of the
EM algorithm in (6) is updated as Qλ(β
∗,Σ∗,R). Due to the separability of the parameters
(β∗,Σ∗) and R, we have Qλ(β∗,Σ∗,R) = Qλ(β∗,Σ∗) +Q(R), where
Q(R) = −1
2
n˜∑
i=1
tr
(
R−1Ey˜,F˜ |y,β∗(m),Σ∗(m),R(m)
[
f˜ if˜
T
i
])
− n˜
2
log |R|. (12)
The update R(m+1) is obtained by maximizing (12), resulting in
R(m+1) = argmin
R
{
log |R|+ tr
(
R−1A∗
)}
, (13)
where A
∗
is in the form presented in (8), with ∆∗ = (R−1 +β∗T(m)Σ
∗−1
(m)β
∗
(m))
−1. This update
also reverberates in the E-step in (7). Differently from Rocˇkova´ and George (2016) where
there are no constraints on R, in Hirose and Yamamoto (2014) the diagonal elements are
restricted to one, and may not be expressed in explicit form. This restriction leads to an
oblique interpretation of the factor model (Conti et al., 2014).
In this paper, we used the expanded EM version of Hirose and Yamamoto (2014) in which
the optimization procedures to solve (9) and (13) are implemented in the fanc package (Kei
Hirose, 2016) from R (R Core Team, 2013). To perform the optimization, we replace the
sample covariance matrix with Ω in the main function of the package1. For a fixed value
k, a single run of this algorithm returns a sequence of solutions βkλ and Σ
k
λ indexed by λ
in a set Λ. Details of the initial values of the EM algorithm and limits of the values of the
sequence of λ’s can be found in Hirose and Yamamoto (2014).
2.3 Posterior Summary
To capture the predictive fitness of the factor model, we propose a summary that dis-
plays the trade-off between the sparse loadings, number of factors and loss of predictive
accuracy. Similar to Bashir et al. (2018), in which the log-likelihood function of the multi-
variate normal distribution was used to measure the predictive fitness in Gaussian Graphical
Models, we propose the following function,
Lkλ
(
Ωkλ|Ω
)
= log |Ωkλ|+ tr
(
(Ωkλ)
−1Ω
)
, (14)
1The function uses as a default the MC+ penalty (Zhang et al., 2010), which is a non-convex function
indexed by ρ > 0. To obtain the soft threshold, let ρ→∞ in the arguments of the function.
8
where Ωkλ = β
k
λβ
kT
λ + Σ
k
λ, are the covariance matrices generated by the point-estimates
from the optimization procedure presented in Subsection 2.2, indexed by λ ∈ Λ and k =
1, . . . , kmax, and Ω = ββ
T +Σ is the covariance matrix governed by the random variables β
and Σ, from the posterior distribution p(β,Σ|y). Since there is a dependence between the
function Lkλ in (14) and the posterior, we have a path of distributions indexed by λ and the
number of factors k. Furthermore, the function Lkλ relates directly to the loss function in
(2) and can be used to summarize the posterior predictive distribution. Another important
property of function (14), is its invariance under rotations of the form βkλ = β
∗k
λ RL as
presented in Subsection 2.2. When λ = 0 and k = kmax, we have the function L
kmax
0 that
returns the best fit (lowest loss), which represents the complete model. As the value of λ
increases and the number of factors decreases, the loss function reflects the deterioration in
utility that comes from sparsification. Models with zeroed columns in the loadings matrix
βkλ are discarded from this procedure.
Following the heuristic proposed by R. P. Hahn and Carvalho (2015) and Bashir et
al. (2018), the models considered are those that return the best ratio between utility, spar-
sity and factor dimension. Let Lkλ be the posterior expectation of function (14), which is
approximated by
Lkλ ≈ log |Ωkλ|+ tr
(
(Ωkλ)
−1Ω
)
, (15)
where Ω is the posterior covariance matrix generated from the posterior samples as in (4).
By plotting in a grid, the posterior expectation Lkλ in relation to the credible interval of
Lkmax0 , and the number of factors k = 1, . . . , kmax, we have a measure of confidence concern-
ing the predictive goodness of the sparsified factor loadings in relation to the dimension k.
Thus, the considered models are those in which Lkλ is within the credible interval of L
kmax
0 .
We consider the choice of the quantile of Lkmax0 to be relatively intuitive since we desire
sparse models that are not significantly different from the full model. Nevertheless, a wider
band will permit more sparsity in the loadings, and although there is a trade-off, it may
also imply in loadings matrix with lower dimensions.
If a point estimate is necessary, a possible model selection heuristic is to choose the
sparsest model generated by the scalar utility λ ∈ Λ for a fixed dimension k, in which Lkλ is
contained in the credible interval of Lkmax0 . This process is summarized as follows
λ∗k = max
{
λ ∈ Λ;Lkλ ∈ CI(Lkmax0 )
}
, (16)
where λ∗k is the selected parsimony penalty, and CI(L
kmax
0 ) is the credible interval of L
kmax
0 .
Heuristic (16) is used in the numerical examples in Sections 3 and 4. In this paper, the
values used for the quantile of CI(Lkmax0 ) are between 85% and 95%.
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2.4 An Overview of the DSSFA Method
Before illustrating the DSSFA method with numerical applications, we present an overview
of our approach.
Step 1. Fit the Bayesian factor model with kmax factors. From the posterior samples of β and
Σ, compute the posterior covariance mean Ω = ββT + Σ.
Step 2. Apply the posterior mean of the covariance matrix, Ω, to the optimization procedure
described in Subsection 2.2 to solve (5), and obtain a sequence of sparse loadings and
uniqueness (βkλ, Σ
k
λ), for k = 1, . . . , kmax, indexed by λ ∈ Λ.
Step 3. From the sequence obtained in the previous step and samples from the posterior
distribution in Step 1, obtain Lkmax0 , and L
k
λ, for k = 1, . . . , kmax and λ ∈ Λ as in (15).
Plot the results in a graphical summary in relation to the number of factors in a grid
for a chosen credible interval IC(Lkmax0 ).
Section 3 presents an example of the DSSAFA method applied to simulated data gen-
erated from a known loadings matrix. In Section 4 we applied the DSSFA method in a real
data set using different priors for the loadings.
3 Eight Physical Variables
First, we illustrate the usefulness of our method using simulated data from a factor model
with known loadings extracted from Harman (1976). The idea is to apply our method in
data with characteristics that can occur in real applications. Originally, the loadings came
from the analysis of eight physical variables from 305 girls. The loadings matrix
βT =
(
0.879 0.919 0.890 0.858 0.238 0.183 0.135 0.250
0.272 0.210 0.182 0.246 0.900 0.792 0.729 0.684
)
,
was obtained using a varimax solution, where the relevant elements in the study were
highlighted. The uniqueness matrix was constructed as Σ = diag(Ip − ββT ), in which
n = 100 samples were generated from the normal distribution Np(0,ββ
T + Σ), with p = 8.
In this example, independent normal priors
βjk ∼ N(0, η), for j = 1, . . . , p, and k = 1, . . . , kmax, (17)
were used for the loadings, where βjk ∈ β. The inverse gamma distribution IG(ν/2, νs2/2)
with specified hyperparameters ν > 0 and s2 > 0 was used for the uniqueness σ2j , for
j = 1, . . . , p. These are convenient choices because of the properties of the multivariate
normal and gamma distributions, resulting in conditionally-conjugate posteriors that are
easily simulated via Gibbs sampler (Lopes and West, 2004).
10
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Figure 1: Posterior summary plots generated using model I, (a), and model II, (b), with 95%
credible interval of Lkmax0 , where L
k
λ is displayed in relation to k = 1, . . . , kmax. The points
highlighted in red are the fitted values for the loadings matrix with two factors obtained
with heuristic λ∗2; sparsity level indicated on the plot.
We applied our method to two different setups. In the first (I), the posterior samples
were generated with factor dimension kmax = 2. In the second (II), we set kmax = 4. This
was done to observe possible differences in the recovered loadings matrices from posteriors
with different dimensions. We chose η = 1, and ν, and s2 such that IG(1/2, 1) in both
setups. The posterior samples were generated by the bfa package Murray (2016) from R.
We ran the Gibbs sampler for 20,000 iterations discarding the first 10,000 as burn-in in
both models. By following the steps presented in Subsection 2.4, we obtained Ω from the
posterior distribution of β and Σ, for both cases. The optimization procedure resulted in
a solution path of size 20 for each factor dimension.
Figure 1 displays the posterior summaries from the DSSFA method, in which a 95%
credible interval was chosen for Lkmax0 . In Figure 1a we have the summary generated by
model I and in Figure 1b by model II. In both plots the deterioration of the utility, repre-
sented by the increasing values of Lkλ in relation to λ and k is observed. Models with k = 1
factors were immediately discarded in both settings. All models with k = 2 or greater were
considered since the values for Lkλ are inside the proposed credible band. In the summary
from model II, models generated with several factors larger than two are still close to the
full model kmax = 4. The highlighted models (A), in both plots, were selected based on
the heuristic λ∗2 defined in (16). We observe that the selected models present 44% of the
loadings equals to zero, resulting in a sparse representation. Another fact worth mentioning
is the values obtained from the function Lkλ in the different setups. The fitted values from
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Table 1: Point-estimates generated from the DSSFA method using models I, and II with λ∗2
and λ = 0, and factor loadings recovered using MLE with oblique rotation. The i-th factor
is denoted by Fi.
DSSFA, model I DSSFA, model II MLE rotate
λ∗2 λ = 0 λ∗2 λ = 0
variables F1 F2 F1 F2 F1 F2 F1 F2 F1 F2
1 0.60 0 0.91 0.03 0.60 0 0.91 0.03 0.88 0.04
2 0.65 0 0.95 0.02 0.65 0 0.95 0.03 0.93 0.03
3 0.58 0 0.94 -0.07 0.58 0 0.94 -0.07 0.91 -0.07
4 0.61 0 0.93 -≈0 0.61 0 0.93 -≈0 0.90 0.01
5 0 0.66 0.15 0.87 0 0.68 0.15 0.90 0.07 0.89
6 0 0.53 ≈0 0.88 0 0.54 ≈0 0.90 -0.07 0.87
7 0 0.40 -0.04 0.77 0 0.40 -0.04 0.79 -0.10 0.76
8 0.06 0.39 0.27 0.63 0.06 0.40 0.27 0.64 0.22 0.62
model I are larger than those produced by model II. This may come from the fact that the
Lkλ function reflects our knowledge of the model in relation to the factor model dimension.
In Table 1, we have the point-estimates generated by the heuristic λ∗2 and the estimates
generated with no regularization (λ = 0), from the models I and II. The loadings zeroed
by the optimization are denoted as 0, and those with ≈ 0 are approximations. The results
are compared with the maximum likelihood estimators (MLE) (Jo¨reskog, 1967), with k = 2
factors and oblique rotation (Bernaards and I.Jennrich, 2005). From the recovered factor
loadings values, we observe that the choice of kmax does not affect the overall results.
Furthermore, the recovered loadings with no regularization were similar to the MLE with
oblique rotation. Despite using a vague prior, a sparse structure was obtained with scalar λ∗2
in both cases. However, the 95% credible interval choice affected the values of the resulting
loadings which were considerably shrunken in relation to the original.
Another way to visualize the trade-off between the sparseness and fit of the selected
model is through the communalities of the factor model (Mardia et al., 1980), which repre-
sents the variance of the variable that is shared with other variables via common factors. In
this paper, we scaled the communalites by the sum of the diagonal elements of the expected
posterior covariance matrix. This reflects the loss in prediction performance in relation to
the full model originated from the posterior. The scaled communalities are defined as
rjk =
∑k
q=1(β
k
jqλ)
2∑p
j=1 ωjj
, for j = 1, . . . , p and k = 1, . . . , kmax, (18)
where (βkjqλ)
2 are the squared elements of βkλ, and ωjj are the diagonal elements of Ω.
In Figure 2, we have the plot of the communalities obtained by the DSSFA method with
heuristic λ∗k, for k = 1, . . . , kmax, from models I (left panel) and II (right panel). In the
communalities from model II, there is drop between the two-factor and three-factor models,
indicating that many factor loadings were shrunken to zero. Moreover, the values of the
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Figure 2: Scaled Communalites from setup I (left panel), and setup II (right panel) of
models with parsimony parameters λ∗k for k = 1, . . . , kmax.
communalities from models with factor dimensions one and two are equivalent in both plots,
despite the initial factor dimension kmax. Thus, values for the starting maximum number
of factors kmax do not interfere in the resulting point-estimates.
4 Twenty Four Psychological Tests
In this section we illustrate our approach in a classic data set from the FA literature. The
data, which were extensively studied in Harman (1976), consist of twenty four psychological
tests applied to 301 seventh and eighth grade students in a suburb of Chicago: a group of
156 students from the Pasteur School and a group of 145 students from the Grant-White
School. The twenty four psychological tests are described in Table 2.
Table 2: Twenty Four Psychological Tests.
1 visual perception 9 word meaning 17 object-number
2 cubes 10 addition 18 number-figure
3 paper form board 11 code 19 figure-word
4 flags 12 counting dots 20 deduction
5 general information 13 straight-curved capitals 21 numerical puzzles
6 paragraph comprehension 14 word recognition 22 problem reasoning
7 sentence completion 15 figure recognition 23 series completion
8 word classification 16 number recognition 24 arithmetic problems
Students from the Grant-White school took two additional tests along with the original
twenty four. There were also the tests 25 (paper form board) and 26 (flags), which were
attempts to develop better tests than tests 3 and 4 (Harman, 1976). In this study, we
analyzed the results of the 145 Grant-White school students in tests 3 and 4 instead of
tests 25 and 26. This change does not affect the overall result of our study, since we are
primarily interested in the underlying pattern and simple structure of the recovered loadings
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(b) Posterior Summary, point mass prior
Figure 3: Posterior summary plots for the Twenty Four Psychological Tests, with normal
prior (a), and point mass prior (b), with 90% and 85% credible intervals. The three points
highlighted in red are fitted values for loadings matrix with three, four and five factors,
obtained with heuristic λ∗k for k = 3, 4, 5.
matrix. The data2 were collected from Izenman (2008), and were scaled and centered before
inference.
An important component of our analysis is the comparison between the posterior sum-
maries obtained from models generated from priors with different characteristics. Despite
there are many possible choices for priors on β, we chose the plain normal prior used in
Example 3, and the “spike and slab” or point mass prior (George and McCulloch, 1993).
The point mass prior obtains a simple representation of the estimated factor loadings, by
permitting zero outcomes with high probability. In FA, the point mass prior is defined as a
mixture (West, 2003), in which
βjk ∼ pikδ0(βjk) + (1− pik)N(0, φ), for j = 1, . . . , p, and k = 1, . . . , kmax,
where δ0(·) is the unit point mass at zero, pik is considerably concentrated near 1, and φ > 0.
In this paper, we opted for the beta distribution B(α, τ) as hyperprior for pik. This choice
aims to select the significant coefficients from the ones that are not relevant to the model. In
this application we used the normal distribution with φ = 1, and hyperparameters α = 1/5
and τ = 1 for the beta distribution mixture. For the plain normal prior defined in (17),
we used η = 1, and the inverse gamma distribution IG(1/2, 1) was used for the uniqueness
in both models. For the number of factors we chose a conservative value of kmax = 9. We
ran the Gibbs sampler using the bfa package with 20,000 iterations, in which 10,000 were
2Available at https://astro.temple.edu/~alan/MMST/datasets.html.
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Figure 4: Loadings matrix obtained from the DSSFA method with normal prior and heuris-
tic λ∗k, for k = 3, 4 and 5, compared with MLE, with k = 4 factors, and varimax and oblique
rotations.
discarded as burn-in in both setups.
Given the posterior samples, we followed the steps of the DSSFA method in Subsection
2.4. The optimization procedure yielded a solution path of size 20 for each factor dimension.
In Figure 3, we have the graphical summary with 90% credible interval for the normal model
and 85% for the point mass. From our experiments, informative priors generate more
information for the posterior summary. Thus, a tighter credible interval is required. We
observe that models with one and two factors were promptly discarded in both summaries.
Models with three factors that were outside the credible band were also not considered,
leaving the possibility of models with three to none factors in both cases. The selected
points A, B and C are the fitted values in which the loadings matrix is the sparsest. This
selection was generated by heuristic λ∗k, with k = 3, 4 and 5. Furthermore, we note that the
point mass prior, Figure 3b, generated more sparsity overall (42%,49% and 37%), than the
normal prior (17%,35% and 38%) in the recovered loadings. Moreover, the point mass prior
evidenced models with four factors, despite permitting a considerable amount of models
with three factors. Differently, models generated with the normal prior, Figure 3a, with
vague information, allowed loadings with more factors.
In Figure 4, we have the point-estimates generated by the DSSFA method with normal
prior selected with heuristic λ∗k, with k = 3, 4 and 5 (models A, B and C in Figure 3a),
compared with the loadings using MLE with k = 4 and varimax and oblique rotations. A
clear and interpretable pattern is observed in the loadings from the DSSFA method, despite
the factor dimension.
Figure 5 displays the scaled communalities as defined in (18), of the models generated by
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Figure 5: Scaled Communalites, generated by DSSFA with normal prior (left), and point
mass prior (right) and parsimony parameters λ∗k for k = 1, . . . , kmax.
the DSSFA method with normal (left panel) and the point mass (right panel) priors, with
λ∗k, for k = 1, . . . , kmax. In the models generated by the normal prior, we observe a gradual
drop in the values of the communalities between the factors with three and six dimensions.
The values of the communalites generated by the models from the DSSFA method with
point mass prior drop substantially between models with dimensions of size four and five,
indicating a large number of zeroed loadings in the four-factor model in relation to the
five-factor model. These drops in the values of the communalities suggest that the prior
choice has an influence on the resulting estimates. In the case of the point mass prior, the
influence comes in the form of columns with shrunken posterior values. Thus, even with
low λ values, columns that are not “relevant” to the model are zeroed by the penalized
utility. In this example, models with five or more factors, have one or more columns zeroed
at an early stage of the procedure, indicating a similar influence on the loss function as the
complete model, with kmax = 9. Only in four-factor models do we start to have a deviation
in the loss values in relation to the full model.
Furthermore, we notice large communalities values in both plots. This comes from the
fact that all the loadings were zeroed but one. As an example, the variable 13, of the
five-factor model generated by the normal prior presents a large communality. This fact is
reflected in Figure 4 in the loadings with factor dimension k = 5 in variable 13, in which
all the loadings where zeroed but one.
In Table 3, we have the four-factor loadings matrix generated by the DSSFA method with
point mass prior and λ∗4 (model B in Figure 3b), in comparison with the MLE with oblique
rotation. Although the DSSFA method generated a large number of zero loadings, all the
relevant (highlighted) ones identified by Izenman (2008) and Harman (1976) are different
from zero. Thus, a clear pattern of relations can be observed. Nonetheless, the trade-
off, as discussed in Subsection 2.3, between model selection and loss of model prediction
is observed. The recovered factor loadings are considerably shrunken in relation to those
obtained by the MLE with oblique rotation. However, the sparse factor loadings matrix is
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Table 3: Point-estimate from the DSSFA method with point mass prior with heuristic λ∗4
and MLE with oblique rotation. The i-th factor is denoted by Fi.
DSSFA point mass, λ∗4 MLE oblique
Test F1 F2 F3 F4 F1 F2 F3 F4
1 0.57 0 0 0 0.66 0.07 -≈0 0.08
2 0.38 0 0 0 0.51 0.04 -0.03 -0.01
3 0.37 0.02 0 0 0.42 0.11 0.04 0.03
4 0.54 0 0 0 0.62 0.15 -0.06 ≈0
5 0.05 0.65 0 0 0.07 0.77 0.10 -0.07
6 0 0.71 0 0 -0.01 0.81 -0.05 0.08
7 0 0.71 0 0 -0.02 0.86 0.06 -0.07
8 0.17 0.46 0.02 0 0.16 0.57 0.14 -≈0
9 0 0.74 0 0 -≈0 0.86 -0.09 0.06
10 -0.14 0 0.73 0 -0.16 0.07 0.85 0.06
11 0 0.05 0.41 0.14 0.09 0.08 0.43 0.26
12 0.02 -0.07 0.63 0 0.24 -0.10 0.69 -0.01
13 0.28 0 0.37 0 0.45 0.09 0.46 -0.08
14 0 0.03 0 0.41 -0.04 0.11 -0.02 0.53
15 0 0 0 0.41 0.08 0.01 -0.04 0.50
16 0.24 0 0 0.29 0.34 -0.05 -0.09 0.51
17 0 0 0 0.51 -0.15 0.05 0.13 0.68
18 0.18 -0.02 0.09 0.28 0.26 -0.12 0.21 0.45
19 0.06 0.08 0 0.26 0.08 0.09 0.07 0.38
20 0.28 0.28 0 0.02 0.27 0.33 -0.05 0.25
21 0.35 0 0.25 0 0.40 0.05 0.31 0.12
22 0.29 0.27 0 0.01 0.27 0.32 -0.05 0.26
23 0.42 0.22 0 0 0.39 0.30 0.07 0.15
24 0 0.25 0.41 0.02 -0.02 0.30 0.42 0.23
easily interpreted by focusing on the nonzero pattern.
Following Harman (1976), we have the interpretations of the factors. The first factor,
F1, is the “deduction of relations” factor because it has a large weight on tests 1, 2, 3, 4,
and 23. The second factor, F2 , is a “verbal” factor because it has a large weight on tests
5, 6, 7, 8, and 9, which are tests related to verbal comprehension. The third factor, F3, is
known as the “speed” factor because it loads heavily on tests 10, 11, 12, 13, and 24, which
are tests related to logical reasoning. The fourth factor, F4 , is a “memory” factor because
it loads heavily on tests 14, 15, 16, and 17.
5 Conclusions
The DSSFA method advances the literature on Bayesian FA by introducing an approach
that specifies posterior summarization as a decision problem. The proposed method has
three steps: model fitting, optimization of a predefined loss function and a summary plot.
Unlike hard thresholding rules and classical methods based on information criteria, our
summary plots bring the possibility of simultaneous model and factor loadings selection.
However, the DSSFA posterior summary plots do not automate the problem of determining
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λ and the number of factors, they reveal the relation between posterior uncertainty, sparsity
and predictive degradation. Nonetheless, a possible heuristic for automatic model selection
would be the adoption of the process in (16) in Subsection 2.3 and the selection of the lowest
factor dimension.
The proposed procedure was applied to an example, and to a classic data set from the
FA literature. In the example, we observed that different initial values for the number of
factors kmax, do not interfere in the solution of the factor loadings with dimension k ≤ kmax.
Furthermore, the recovered loadings with no regularization were comparable with the MLE
with oblique rotation. In the Twenty Four Psychological Tests data, the normal and point
mass priors with the DSSFA method produced a sparse representation, with the point
mass prior yielding more zero loadings. Moreover, the point mass prior introduced more
information to the posterior resulting in models with lower factor dimensions.
The DSSFA method is extremely flexible and can be used in conjunction with whichever
prior distribution is most appropriate to the problem, based on the condition that poste-
rior samples are available. Furthermore, while most existing Bayesian approaches assume
uncorrelated factors, our method adds a degree of flexibility by permitting oblique factors
in the results.
One downside of our approach is the over shrinkage of the loadings values of the recovered
sparse models. A possible solution to this problem would be the adoption of a particular
case of our method, in which the posterior means of the loadings are used as weights as in
R. P. Hahn and Carvalho (2015), Chakraborty et al. (2020) and Woody et al. (2019), which
would mitigate the problem of over shrinkage.
As a future research topic, we may want to compare other sparsity-inducing priors with
the plain normal and point mass mixture priors. In the optimization step, other rotations
may be implemented in the predictive EM step. One possibility is the PXL EM from
(Rocˇkova´ and George, 2016). We also envisage the extension of the DSSFA approach to
other latent variable models (Bartholomew et al., 2011).
A Derivation of the penalized predictive E-step
In order to implement the EM algorithm described in Subsection 2.2, we regard the
common predictive factors F˜ = (f1, . . . ,f n˜) as missing data. Thus, the joint log-likelihood
function results in
log p(y˜, F˜ |β,Σ) =
n˜∑
i=1
log

p∏
j=1
(2piσ2j )
−1/2 exp
{
(y˜ij − βTj f˜ i)2
2σ2j
}
(2pi)−k/2 exp
(
− f˜ if˜
T
i
2
) ,
∝ −
n˜∑
i=1
p∑
j=1
1
2σ2j
(y˜2ij − 2y˜ijβTi f˜ i + βTj f˜ if˜
T
i βj)−
1
2
tr
{
n˜∑
i=1
f˜ if˜
T
i
}
− n˜
2
p∑
j=1
log σ2j .
The expectation of the above expression is taken with respect to the joint predictive
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distribution,
p(y˜, F˜ |y) =
∫
p(F˜ |y˜,β,Σ)p(y˜|β,Σ)p(β,Σ|y)d(β,Σ), (19)
where p(y˜|β,Σ) is normally distributed as N(0,ββT + Σ), p(β,Σ|y) is the posterior dis-
tribution of β, and Σ, and p(F˜ |y˜,β,Σ) is the conditional distribution
f˜ i|y˜i,β,Σ ∼ Np(β′(ββ′ + Σ)−1y˜i, Ik − β′(ββ′ + Σ)−1β), i = 1, . . . , n˜. (20)
Considering the distribution in (19), and the fixed iterations β(m) and Σ(m) at step m in
relation to the distribution in (20), the Q(·) function is given by
Q(β,Σ) = Ey˜,F˜ |y,β(m),Σ(m)
[
log p(y˜, F˜ |β,Σ)
]
= Ey˜|y
[
EF˜ |y˜,β(m),Σ(m)
[
log p(y˜, F˜ |β,Σ)
]]
. (21)
In (21), the expectation in relation to F˜ equal to
EF˜ |y˜,β(m),Σ(m)
[
log p(y˜, F˜ |β,Σ)
]
∝
n˜∑
i=1
p∑
j=1
− 1
2σ2j
(
y˜2ij − 2βTj Ciy˜ij + βjDiβj
)
−1
2
tr
(
n˜∑
i=1
Di
)
− n˜
2
p∑
j=1
log σ2j , (22)
where
Ci = Ef˜ i|y˜i,β(m),Σ(m)
[
f˜ i
]
and Di = Ef˜ i|y˜i,β(m),Σ(m)
[
f˜ if˜
T
i
]
. (23)
From the first and second moments of the distribution of f˜ i given the future observations
y˜i in (20), the expectations in (23) equal to
Ci = δy˜i and Di = ∆ + δy˜iy˜
T
i δ
T , (24)
where
δ = βT(m)(β(m)β
T
(m) + Σ(m))
−1 and ∆ = Ik − βT(m)(β(m)βT(m) + Σ(m))−1β(m). (25)
Using Woodbury’s identity (Rubin and Thayer, 1982), the expressions in (25) can be rewrit-
ten as
δ = ∆βT(m)Σ
−1
(m) and ∆ = (Ik + β
T
(m)Σ
−1
(m)β(m))
−1.
Thus, given the number of samples n˜ we have
n˜∑
i=1
Ciy˜ij =
n˜∑
i=1
δy˜iy˜ij and
n˜∑
i=1
Di = n˜∆ +
n˜∑
i=1
δy˜iy˜
T
i δ
T . (26)
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We can rewrite the expressions in (26) in terms of the predictive sample covariance
matrix S˜, with n˜S˜ =
∑n˜
i=1 y˜iy˜
T
i and n˜s˜j =
∑n˜
i=1 y˜iy˜ij , being s˜j the j-th column of S˜,
which in turn (24) results in
n˜∑
i=1
Ciy˜ij = n˜δs˜j and
n˜∑
i=1
Di = n˜
(
∆ + ∆βT(m)Σ
−1
(m)S˜Σ
−1
(m)β(m)∆
)
. (27)
In (27), let
bj = n˜δs˜j and A = n˜
(
∆ + ∆βT(m)Σ
−1
(m)S˜Σ
−1
(m)β(m)∆
)
, (28)
the expectation in (22) is proportional to a constant and can be rewritten as
Ef˜ |y˜,β(m),Σ(m)
[
log p(y˜, f˜ |β,Σ)
]
∝ − n˜
2
p∑
j=1
log σ2j −
n˜
2
p∑
j=1
(
s˜jj − 2βTj bj + βTj Aβj
σ2j
)
, (29)
where
∑n˜
i=1 y˜
2
ij = n˜s˜jj , with s˜jj being the diagonal elements of S˜, for j = 1, . . . , p. Hence,
the predictive Q(·) function in (21) is proportional to
Q(β,Σ) ∝ Ey˜|y
− n˜
2
p∑
j=1
log σ2j −
n˜
2
p∑
j=1
(
s˜jj − 2βTj bj + βTj Aβj
σ2j
) ,
= − n˜
2
p∑
j=1
log σ2j −
n˜
2
p∑
j=1
(
Ey˜|y[s˜jj ]− 2βTj Ey˜|y[bj ] + βTj Ey˜|y[A]βj
σ2j
)
. (30)
In (30), Ey˜|y[s˜ii] integrates as
Ey˜|y[s˜jj ] = ωjj , (31)
where ωjj is the diagonal elements of Ω. From (27), Ey˜|y[bj ] = bj , where
bj = n˜δEy˜|y[s˜j ]
= n˜δωi, (32)
being ωj the j-th column of Ω. From solution (30) we have Ey˜|y[A] = A where,
A = Ey˜|y
[
n˜
(
∆ + ∆βT(m)Σ
−1
(m)S˜Σ
−1
(m)β(m)∆
)]
= n˜
(
∆ + ∆βT(m)Σ
−1
(m)Ey˜|y
[
S˜
]
Σ−1(m)β(m)∆
)
= n˜
(
∆ + ∆βT(m)Σ
−1
(m)ΩΣ
−1
(m)β(m)∆
)
.
Finally, by adding Pλ(β) we have the predictive penalized Qλ(·) function in (6).
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