Systematic reviews are only as good as the evidence they are based on. It is important, therefore, that users of systematic reviews know how much confidence they can place in the conclusions and recommendations arising from such reviews. In this paper we present an overview of some of the most influential systems for assessing the quality of individual primary studies and for grading the overall strength of a body of evidence. We also present an example of the use of such systems based on a systematic review of empirical studies of agile software development. Our findings suggest that the systems used in other disciplines for grading the strength of evidence for and reporting of systematic reviews, especially those that take account of qualitative and observational studies are of particular relevance for software engineering.
INTRODUCTION
Systematic reviews are currently gaining popularity in software engineering, with reviews recently published on diverse topics including requirement elicitation [11] , web engineering [40] , cost estimation [27] , and agile software development [15] , as well as various aspects related to software engineering experiments, such as statistical power [17] , theory use [22] , effect size [28] , and quasi-experimentation [29] , Such reviews are important, as the volume of research that needs to be considered by software engineering (SE) practitioners and researchers is constantly expanding.
In many areas it has become almost impossible for the individual to read, critically evaluate, and synthesize the state of current knowledge, let alone keep updating this on a regular basis. As a result, reviews have become essential tools for anyone who wants to keep up with the new evidence that is accumulating in his or her fields of interest. Reviews are also required to identify areas where the available evidence is insufficient and further studies are required. However, because of the often poor quality of traditional narrative reviews, there has recently been an increasing focus on formal methods of systematically reviewing studies [9] , [23] , [30] , [32] , [43] , [45] . Systematic reviews (SRs) evaluate and interpret the available research relevant to a particular research question, topic area, or phenomenon of interest [4] , [32] . This is useful, in evidence-based software engineering (EBSE), which aims to improve decision making related to software development and maintenance by integrating current best evidence from research with practical experience and human values [18] , [34] . This is an ambitious aim, particularly because the gap between research and practice can be wide. EBSE seeks to close this gap by encouraging a stronger emphasis on methodological rigor while focusing on relevance for practice.
SRs are a key tool for enabling evidence-based practice as they bring together, and combine, the findings from multiple studies. The quality of the primary studies in software engineering, however, is often poor [35] , [47] . A central issue is then how much confidence we can place in the conclusions and recommendations arising from systematic reviews.
In this paper we present an overview of some of the most influential systems for assessing the quality of individual primary studies and for grading the overall strength of a body of evidence. We present an example of the use of such systems based on a systematic review of empirical studies of agile software development [15] . The remainder of this paper is organized as follows: Section 2 described systematic reviews in more detail, Section 3 presents methods to assess the quality of primary studies, Section 4 concerns grading the strength of a body of evidence, and Section 5.presents measures to assess the quality of systematic reviews. Finally, Section 6 concludes with recommendations for carrying out systematic reviews in software engineering.
WHAT ARE SYSTEMATIC REVIEWS
A systematic review is a concise summary of the best available evidence that uses explicit and rigorous methods to identify, critically appraise, and synthesize relevant studies on a particular topic. These methods are defined in advance and documented in a protocol so that others can critically appraise and replicate the review. The strength of the SR methods lies in their explicit attempt to minimize the chances of drawing wrong or misleading conclusions as a result of biases in primary studies or from biases arising from the review process itself [19] , [43] , [45] . This is the key feature that distinguishes SRs from traditional narrative reviews.
SRs of multiple studies help establish whether scientific findings are consistent and can be generalized across populations, settings, and treatment variations, or whether findings vary by particular subsets. SRs can also identify crucial questions that have not been adequately addressed with past empirical research.
Kitchenham and Charters [32] describe a systematic review process in three stages as in Table 1 . We give a brief overview of the first two steps, and relate the steps to experience reports from research groups who have carried out systematic reviews.
Planning the review includes defining explicit inclusion and exclusion criteria, which specify the types of study designs, interventions, populations, and outcomes that will be included in the review. A systematic search strategy [12] specifies the keyword strings and sources used to find relevant studies in bibliographic databases and other electronic sources. Several databases must usually be searched in order to assure good coverage on the topic [2] . It may also be necessary to search key journals and conference proceedings by hand to identify relevant studies that are not fully indexed. The search may be bounded by dates, journals, databases, and so forth, as long as the search procedures are transparent and replicable.
Staples and Niazi [49] discuss their use of an earlier version of Kitchenham and Charter's guidelines [32] for systematic review, and recommend using clear and narrow research questions when carrying out reviews. Brereton et al. [6] discuss problems encountered when doing systematic reviews, and in particular found problems with the quality of the software engineering indexing databases.
In the second stage, when conducting the review, decisions about full text retrieval, study eligibility, and coding are most often made by two independent reviewers to increase reliability. Similarly, data from primary outcome studies are extracted by independent reviewers onto paper or electronic forms. These data typically include characteristics of the study design, interventions, sample, outcome measures, and findings.
Dybå et al. [16] discussed challenges with assessing and synthesizing qualitative studies, using Noblit and Hare's [44] seven-step process for meta-ethnography. Noblit and Hare further distinguish between integrative and interpretive reviews.
Integrative reviews are concerned with combining or summarizing data for the purpose of creating generalizations [10] . It involves techniques, such as meta-analysis, that are concerned with assembling and pooling well specified data, or less formal techniques, such as providing a descriptive account of the data.
Interpretive reviews, on the other hand, achieve synthesis through subsuming the concepts identified in the primary studies into a higher-order theoretical structure (meta-ethnography). The primary concern is with the development of concepts and theories that integrate those concepts. An interpretive synthesis will therefore avoid specifying concepts in advance of the synthesis, but rather ground concepts in the data reported in the primary studies [14] .
Noblit and Hare suggest that integrative reviews are primarily suitable for synthesizing quantitative studies, while interpretive reviews are more suitable for synthesizing qualitative studies [44] . Still, whilst most forms of synthesis can be characterized as being either primarily interpretive or primarily integrative, every integrative synthesis will include elements of interpretation, and every interpretive synthesis will include elements of aggregation of data. The nature of the primary studies will affect how the quality of the primary studies is evaluated, and also how the overall strength of the body of evidence is graded.
ASSESSING THE QUALITY OF PRIMARY STUDIES
Quality assessment of primary studies is necessary to limit bias in conducting the systematic review, to gain insight into potential comparisons, and to guide interpretation of findings [23] , [32] .
Assessing the quality of a study is not straightforward, however, as there is no general, agreed upon definition of "quality." There are also common problems in appraising the quality of published research as journal articles and, in particular, conference papers rarely provide enough detail of the methods used due to space limitations in journal volumes and conference proceedings. There is therefore a danger that what is being assessed is the quality of reporting rather than the quality of research.
In general, the "quality" of a study is closely linked to the research methods used and the validity of the findings generated by the study. In this sense, quality refers to the extent to which the design, conduct, and analysis of the primary studies are likely to prevent systematic errors or bias [23] . Since biased primary studies are more likely to provide misleading results, they are also likely to generate misleading systematic reviews. Therefore, it is important that reviewers critically appraise the methods of all primary studies.
Issues of Validity and Bias
In the context of a systematic review, the validity of a study is the extent to which its design and conduct are likely to prevent systematic errors, or bias [23] . The validity of a study may be considered to have two dimensions. The first is whether the study is asking an appropriate research question. This is often described as "external validity", and its assessment depends on the purpose for which the study is to be used. External validity is closely connected with the generalizability or applicability of a study's findings. The second dimension of a study's validity relates to whether it answers its research question in a manner free from bias. This is often described as "internal validity", and it is this aspect of validity that is particularly relevant for assessing the quality of primary studies.
A bias is a systematic error, or deviation from the "truth", in results or inferences. Biases can vary in magnitude and direction: Some are small and trivial, others are substantial; some lead to underestimation while others lead to overestimation of the true intervention effect. There is also evidence that particular flaws in the design, conduct and analysis of empirical studies lead to bias [23] . There are particularly three methodological features that have been shown to influence the results of primary studies: randomization, blinding, and loss to follow-up [25] , [29] .
The aim of randomization is to avoid selection bias by making sure that each subject in the study has an equal chance of getting into each treatment group. In addition, steps must be taken to conceal the treatment sequence in order to preventing foreknowledge of the forthcoming allocations.
We concur with Laitenberger and Rombach [37] who claim that quasi-experiments (in which study units are assigned to experimental groups non-randomly) represent a promising approach to increasing the amount of empirical studies in the SE industry. We also concur with Kitchenham [31] who suggests that researchers in SE need to become more familiar with the variety of quasi-experimental designs, because they offer opportunities to improve the rigor of large-scale industrial studies.
However, a recent systematic review of quasi-experiments in SE emphasizes the importance of paying attention to selection bias, and showed that quasi-experiments might lead to results other than those of randomized experiments [29] . It is important, therefore, that quasi-experimental studies are well designed and analyzed to control for selection bias.
Blinding of study participants and personnel may reduce the risk that knowledge of which treatment was received, rather than the treatment itself, affects outcomes and outcome measurements [25] . Blinding can be especially important for assessment of subjective outcomes, and can also ensure that treatment groups receive a similar amount of attention. Blinding may also be important in studies in which enthusiasm for participation or follow-up may be influenced by group allocation [23] .
However, adequate blinding, in order to reduce experimenter and subject bias, is generally impossible in SE studies that rely on subjects performing human-intensive tasks [34] . Still, we can use blinding in a number of ways to reduce the opportunity for bias by reducing the direct interaction between subjects and experimenters during the course of an experiment. Techniques to consider include blind allocation of material, blind marking, and blind data collection and analysis [34] , [35] .
Missing outcome data, due to attrition (withdrawal and dropout) during the study or exclusions from the analysis, raise the possibility that the observed effect estimate is biased. However, if outcome data are missing in all treatment groups, but reasons for these are both reported and balanced across groups, then important bias would not be expected unless the reasons have different implications in the compared groups [23] .
There are other sources of bias that are relevant only in certain circumstances. Some can be found only in particular research designs; some can be found across a broad spectrum of designs, but only for specific circumstances; and there may be sources of bias that are only found in a particular industrial setting.
Lee [38] and Klein and Myers [36] , for example, discuss issues related to the quality of case studies and interpretative case studies. Tactics to reduce bias in such studies include:
• Multiple data sources and triangulation.
• Natural controls by using what is happening in the case to check rival theories.
• Member checking by presenting results to informants to reveal misunderstandings by the researchers.
• Use of alternative theories to explain the data from the case.
A final concern is biased replications. Although we encourage replications of important SE studies, such replications should preferably be conducted by others than those conducting the original study in order to avoid bias. An example of the importance of such independent replications is the 15 differential replications of controlled experiments in SE identified by Sjøberg et al. [48] . Among these replications, seven of eight replications carried out by the same authors confirmed the results of the original experiments, while only one of seven replications carried out by other researchers confirmed the original results. This finding might be explained by studies that evaluate the ability to learn from experience, which have demonstrated biases that prevent people from using the information provided by such experience. Such biases include preferences for confirmatory evidence, assumptions about causality, and a disregard of negative information [5] .
For all potential sources of bias it is important to consider the likely magnitude and direction of the bias. A useful classification of bias is into selection bias, performance bias, attrition bias, detection bias, and reporting bias (Error! Reference source not found.).
Assessment Tools and Checklists
There are a multitude of guidelines, tools, and checklists that can be used in assessing the quality of primary studies. Some of these build on the main threats to validity in experimental and quasiexperimental designs identified by Campbell and colleagues [7] , [8] , [46] while others focuses on the methodological characteristics of the study, e.g., [21] and [32] .
One of the most well-known and widely used scales for assessing randomized controlled trials is the scale developed by Jadad et al. [25] . This scale reflects the main biases mentioned in the previous section and consists of only three, but important, items: Table 2 . Types of bias [23] Selection bias: Systematic differences between the groups that are compared.
Performance bias: Systematic differences between groups or in exposure to factors other than the treatment.
Attrition bias: Systematic differences between groups in withdrawals from a study.
Detection bias: Systematic differences between groups in how outcomes are determined.
Reporting bias: Systematic differences between reported and unreported findings.
• Was the study described as randomized?
• Was the study described as double blind?
• Was there a description of withdrawals and dropouts?
Another widely used tool in the medical community is the CONSORT statement 1 for improving the quality of reports of parallel-group randomized trials [41] . The CONSORT statement consists of 22 checklist items pertaining to the content of the title, abstract, introduction, methods, results, and discussion sections of a paper. The statement also includes a flow diagram that depicts information from four stages of a trial: enrollment, intervention allocation, follow-up, and analysis.
In addition to a tool for assessing randomized controlled trials, the Critical Appraisal Skills Programme (CASP) 2 , at the Public Health Resource Unit in Oxford, has developed a set of tools to help with the process of critically appraising articles of the following types of research: Systematic Reviews, Qualitative Research, Economic Evaluation Studies, Cohort Studies, Case Control Studies, and Diagnostic Test Studies.
Sjøberg et al. [47] discuss measures to increase the quality of empirical studies in SE in general, while Kitchenham et al. [35] have proposed a set of more concrete guidelines. These guidelines are intended to assist researchers, reviewers, and meta-analysts in designing, conducting, and evaluating empirical studies, and are based on a review of research guidelines developed for medical researchers and the authors' own experience in doing and reviewing SE research.
Based on a survey of guidelines from other disciplines, Jedlitschka and Pfahl [26] proposed a set of reporting guidelines for controlled experiments in SE. Recently, Kitchenham et al. [33] evaluated these guidelines and concluded that the current guidelines need to be revised and then subjected to further theoretical and empirical validation. Höst and Runeson [24] have suggested a checklist to use in case studies in SE, while the recent special issue of Information and Software Technology on qualitative SE research [13] provides several useful examples of approaches for study designs, data collection, and analysis that should be relevant for increasing the quality of qualitative studies.
Example of Quality Assessment of SE Studies
An example of the use of quality assessment of primary studies in SE is our systematic review of empirical studies of agile software development [15] . As part of that systematic review, both authors independently assessed the quality of the primary studies according to eleven criteria (Table 3) . These criteria were informed by CASP and by principles of good practice for conducting empirical research in SE proposed by Kitchenham et al. [35] . The eleven criteria used to assess the quality of the studies covered four main issues:
• Reporting: Three criteria (1-3) were related to the quality of the reporting of a study's rationale, aims, and context.
• Rigor: Five criteria (4-8) were related to the rigor of the research methods employed to establish the validity of data 1 http://www.consort-statement.org 2 http://www.phru.nhs.uk/Pages/PHD/CASP.htm collection tools and the analysis methods, and hence the trustworthiness of the findings.
• Credibility: Two criteria (9-10) were related to the assessment of the credibility of the study methods for ensuring that the findings were valid and meaningful.
• Relevance: The final criterion (11) was related to the assessment of the relevance of the study for the software industry at large and the research community.
Taken together, these criteria provided a measure of the extent to which we could be confident that a particular study's findings could make a valuable contribution to the review. A general observation was that we frequently found that methods were not well described; issues of bias, validity, and reliability were not always addressed; and methods of data collection and analysis were often not explained well.
The grading of each of the eleven criteria was done on a dichotomous scale with "1" awarded to a study when a question could be answered as "yes" and "0" when the answer was "no". The overall results of the quality assessment for the 33 studies included in the SR are shown in the parentheses in Table 3 . As we only included research papers in the review, all studies were rated as OK on the first screening criterion. However, two of the included studies still did not have a clear statement of the aims of the research. All studies had some form of description of the context in which the research was carried out. For three of the studies, the chosen research design did not seem appropriate to the aims of the research. As many as 25 out of the 33 primary studies did not have a recruitment strategy that seemed appropriate for the aims stated for the research. Ten of the studies included one or more groups with which to compare agile methods. Seven and eight studies, respectively, did not adequately describe their data collection and data analysis procedures. In only one study was the recognition of any possibility of researcher bias mentioned. 
GRADING THE STRENGTH OF A BODY OF EVIDENCE
Several systems exist for making judgments about the strength of evidence in systematic reviews (see [20] for an overview). Most of these systems suggest that the strength of evidence can be based on a hierarchy with evidence from systematic reviews and randomized experiments at the top of the hierarchy and evidence from observational studies and expert opinion at the bottom of the hierarchy [36] . The inherent weakness with evidence hierarchies is that randomized experiments are not always feasible and that, in some instances, observational studies may provide better evidence.
The GRADE Approach
To cope with the weaknesses of evidence hierarchies, the Grades of Recommendation Assessment, Development and Evaluation (GRADE) Working Group has developed a system for grading the quality of evidence and strength of recommendations [20] . Several organizations, including the World Health Organization (WHO), have adopted the GRADE system, either in its original format or with minor modifications. The British Medical Journal (BMJ) encourages their authors to use the GRADE system and, recently, the Cochrane Collaboration has adopted the principles of the GRADE system for evaluating the quality of evidence for outcomes reported in systematic reviews [23] .
The GRADE approach defines the quality of a body of evidence as the extent to which one can be confident that an estimate of effect or association is correct. Judgments about the quality of evidence involve considerations of the validity of the results of individual primary studies.
The GRADE approach specifies four grades of evidence (Table  4) . The highest quality evidence comes from one or more welldesigned and well-executed randomized controlled trials (RCTs) yielding consistent and directly applicable results. However, RCT evidence can be "downgraded" to moderate, low, or even very low quality evidence, depending on the seriousness of the limitations of the study. If there are very severe problems, RCT evidence may fall by more than one level. Evidence from sound observational studies will generally be graded as low quality. If, however, such studies yield large effects and there is no obvious bias explaining those effects, review authors may rate the evidence as moderate or even -if the effect is large enough -high quality.
The very low quality category includes poorly controlled observational studies and unsystematic clinical observations (e.g. case series or case reports). The system also clarifies that expert opinion is not a category of evidence, but rather represents an interpretation of evidence.
Factors that Decrease the Strength of Evidence
According to GRADE, the following factors may decrease the strength of a body of evidence (Table 5): 1. Limitations to study quality. Our confidence in an estimate of effect decreases if the studies have major deficiencies that are likely to result in a biased assessment of the treatment effect. For controlled experiments, these methodological limitations include lack of randomization, lack of allocation concealment, lack of blinding with subjective outcomes highly susceptible to bias, or large loss to follow-up.
Inconsistency of results.
When studies yield important unexplained inconsistency in the results, our confidence in the estimate of effect for that outcome decreases. Such inconsistencies include differences in the direction of effect, the size of the differences in effect, and the significance of the differences.
3. Uncertainty about directness. Directness refers to the extent to which the subjects, settings, treatments, and outcome measures are similar to those of interest. Uncertainty about directness arises, e.g., when the subjects of interest are experienced professionals in industry while those in the studies are novices or students at universities. Indirectness may also apply to the treatments and outcomes when, e.g., small artificial tasks are used in the studies, while the systems of interest are large-scale industrial systems, or when defect counts are used as a surrogate for product quality.
4. Imprecise or sparse data. Data are considered sparse if the results include just a few subjects or observations. Data are imprecise if the confidence intervals are sufficiently wide that an estimate is consistent with either important net benefits or harms and thus consistent with divergent recommendations. [20] Factors that may decrease the strength of evidence:
• Serious (-1) or very serious (-2) limitations to study quality • Important inconsistency (-1)
• Some (-1) or major (-2) uncertainty about directness • Imprecise or sparse data (-1)
• High probability of reporting bias (-1)
Factors that may increase the strength of evidence:
• Strong evidence of association (RR > 2 or RR < 0.5) based on consistent evidence from two or more observational studies, with no plausible confounders (+1) • Very strong evidence of association (RR > 5 or RR < 0.2) based on direct evidence with no major threats to validity (+2) • Evidence of a dose response gradient (+1) • All plausible confounders would have reduced the effect (+1) 5. Reporting bias. The strength of evidence may be reduced if researchers fail to report studies or outcomes on the basis of result. Reporting bias also includes selected reporting of subgroup analyses or adjusted analyses. A prototypical situation that may elicit suspicion of reporting bias is when published evidence includes a number of small studies, all of which are industry funded [3] .
These factors act cumulatively, e.g., if randomized experiments have both serious limitations and there is uncertainty about the directness of the evidence, the grade of evidence would drop from high to low.
Factors that Increase the Strength of Evidence
Although observational studies will generally yield low-quality evidence, the presence of certain factors could 'upgrade' such evidence as moderate or even high quality (Table 5 ):
1. Strong or very strong evidence of association. When methodologically strong observational studies yield large or very large, consistent and precise estimates of the magnitude of a treatment effect, one may be particularly confident in the results. The magnitude of the effect in these studies may move the assigned grade of evidence from low to moderate if the effect is large in the absence of other methodological limitations, or grade the quality as high if the effect is very large in the absence of other methodological limitations.
Presence of a dose-response gradient.
The presence of a dose-response gradient may also increase our confidence in the findings of observational studies and thereby increase the strength of evidence.
3. Underestimation of effect. On occasions, all plausible biases from observational studies or experiments may be working to underestimate an apparent treatment effect. For example, if only novice developers receive an experimental treatment, yet they still fare better, it is likely that the actual treatment effect is larger than the data suggest. For instance, in a large quasi-experiment of pair programming conducted by Arisholm et al. [1] it is possible that the benefits of pair programming will exceed the results obtained in this experiment for larger, more complex tasks and if the pair programmers have a chance to work together over a longer period of time.
Application of the GRADE System in SE
To the best of our knowledge, there is only one example, so far, on the use of the GRADE system to grade the strength of a body of evidence in SE. In the systematic review of empirical studies of agile software development [15] , we applied GRADE to rate the overall strength of evidence. We combined the four basic components of study design, study quality, consistency, and directness to grade the strength of the evidence regarding the benefits and limitations of agile methods, and for decisions related to their adoption.
Regarding study design, there were only three experiments in the review (two randomized trials), while the remaining studies were observational. Consequently, our initial categorization of the total evidence in the review based on study design was low.
With respect to the quality of the studies, methods were not, in general, described well; issues of bias, validity, and reliability were not always addressed; and methods of data collection and analysis were often not explained well. As many as 25 out of the 33 primary studies did not have a recruitment strategy that seemed appropriate for the aims stated for the research and 23 of the studies did not use other groups or baselines with which to compare their findings. Furthermore, in only one study was the possibility of researcher bias mentioned. Using these findings as a basis, we concluded that there were serious limitations to the quality of the studies that inevitably increases the risk of bias or confounding and that we must be circumspect about the studies' reliability.
With respect to consistency, i.e., the similarity of estimates of effect across studies, we found differences in both the direction of effects and the size of the differences in effects, i.e., we found no consistent evidence of association from two or more studies with no plausible confounders nor did we find direct evidence from studies with no major threats to validity. These inconsistencies might have been due to imprecise or sparse data, and reporting bias.
With respect to directness, i.e., the extent to which the people, interventions, and outcome measures are similar to those of interest, we found that most studies were concerned with XP. This left us with an uncertainty about the directness of evidence for other agile methods. However, since most of the studies regarding XP were performed with student subjects or professionals who had little or no experience in agile development, this also raised an issue regarding the directness of evidence for XP. In addition, very few studies provided direct comparisons of interventions; hence, we had to make comparisons across studies. However, such indirect comparisons leave greater uncertainty than direct comparisons because of all the other differences between studies that can affect the results. Our judgment was thus that there were major uncertainties about the directness of the included studies.
Combining the four components of study design, study quality, consistency, and directness, we found that the strength of the evidence in the review regarding the benefits and limitations of agile methods, and for decisions related to their adoption, was very low. This means that any estimate of effect that is based on evidence of agile software development from current research is very uncertain. This is also consistent with criticisms that have been raised regarding the sparse scientific support for many of the claims made by the agile community [39] .
ASSESSING THE QUALITY OF SRs
As with any research, the quality of systematic reviews is likely to be variable depending on how rigorously the authors have conducted the review. Several publications have described the science of reviewing research, differences among narrative reviews, systematic reviews, and meta-analyses, and how to carry out, critically appraise, and apply such secondary research in practice (see [32] and [47] for an overview).
In addition to CASP, two tools are particularly relevant for assessing the quality of SRs: the QUOROM statement [42] and the MOOSE statement [50] . The QUOROM (Quality Of Reporting Of Meta-analyses) statement sets out to achieve the same improvement in the quality of reporting of meta-analyses as the CONSORT statement is attempting to do for clinical trials. Many health-related journals have adopted the QUOROM guidelines and require reporting of SRs and meta-analyses according to the QUOROM checklist and also that a detailed flowchart is included, which illustrates the inclusion and exclusion of studies from the review.
The checklist describes a way to present the abstract, introduction, methods, results, and discussion sections of a report of a meta-analysis. It is organized into 21 headings and subheadings regarding searches, selection, validity assessment, data abstraction, study characteristics, and quantitative data synthesis, and in the results with "trial flow", study characteristics, and quantitative data synthesis. The flow-diagram provides information about both the numbers of trials identified, included, and excluded and the reasons for exclusion of trials.
QUOROM is primarily aimed at systematic reviews and metaanalyses of randomized controlled trials. However, in many situations randomized controlled designs are not feasible and only data from observational studies are available; in other situations, observational studies may provide better evidence. Systematic reviews of observational studies and mixed methods studies present particular challenges because of inherent biases and differences in study designs; yet, they may provide a tool for helping to understand and quantify sources of variability in results across studies.
Methodological and interpretational concerns make it clear that thorough reporting of systematic reviews of observational studies is absolutely essential. This is exactly the aim of the MOOSE statement, which is a checklist of items for reporting that builds on similar activities for randomized controlled trials, but is intended for use by authors, reviewers, editors, and readers of systematic reviews of observational studies ( Table 6 ).
The MOOSE guidelines do not require the use of a flow-diagram like the QUOROM statement does, but we would nevertheless recommend the use of a flow-diagram because studies will be excluded at different stages in the review for different reasons, and because we believe that visualizing the inclusion and exclusion criteria at each stage will help readers better understand the process (see Figure 1 for en example). 
Reporting of methods should include:
• Description of relevance or appropriateness of studies assembled for assessing the hypothesis to be tested • Rationale for the selection and coding of data (e.g., sound clinical principles or convenience) • Documentation of how data were classified and coded (e.g., multiple raters, blinding, and inter-rater reliability) • Assessment of confounding (e.g., comparability of cases and controls in studies where appropriate) • Assessment of study quality, including blinding of quality assessors; stratification or regression on possible predictors of study results • Assessment of heterogeneity • Description of statistical methods (e.g., complete description of fixed or random effects models, justification of whether the chosen models account for predictors of study results, doseresponse models, or cumulative meta-analysis) in sufficient detail to be replicated • Provision of appropriate tables and graphics
Reporting of results should include:
• Graphic summarizing individual study estimates and overall estimate • Table giving descriptive information for each study included • Results of sensitivity testing (e.g., subgroup analysis) • Indication of statistical uncertainty of findings Reporting of discussion should include:
• Quantitative assessment of bias (e.g., publication bias)
• Justification for exclusion (e.g., exclusion of non-Englishlanguage citations) • Assessment of quality of included studies
Reporting of conclusions should include:
• Consideration of alternative explanations for observed results • Generalization of the conclusions (i.e., appropriate for the data presented and within the domain of the review) • Guidelines for future research • Disclosure of funding source
The study selection process of the systematic review, used as an example in this paper, consisted of four distinct stages as depicted in the flow-diagram in Figure 1 . The search strategy applied at stage 1 of the review resulted in a total of 2,946 "hits" that included 1,996 unduplicated citations. At stage 2, both authors went through the titles of the studies from stage 1 and, based on these, excluded 1,175 studies, leaving 821 for the next stage. At stage 3, we made independent reviews of all 821 abstracts and as a result of this process; we excluded another 551 articles leaving 270 for a detailed quality assessment. At stage 4, we applied the quality assessment described in Section 3.3, and excluded another 234 lessons-learned or single-practice articles, leaving 33 primary and 3 secondary studies for data extraction and synthesis.
Regarding the quality of the SR that we have used as an example in this paper, it is associated with (at least) two limitations, which we believe are common to several other SRs too, i.e., bias in the selection of publications and inaccuracy in data extraction. Even though we identified keywords and search terms that would enable us to identify the relevant literature, it is important to recognize that SE keywords are not standardized and that they can be both discipline-and language-specific. Therefore, due to our choice of keywords and search strings, there is a risk that relevant studies were omitted. To try to avoid selection bias, we piloted every part of the review process, and in particular, the search strategy and citation management procedure, in order to clarify weaknesses and refine the selection process. Furthermore, we tried to ensure an unbiased selection of articles by utilizing a multistage process that involved three researchers who documented the reasons for inclusion and exclusion at every step, as suggested by Kitchenham and Charters [32] . So, even though we tried to limit the amount of selection bias, we cannot eliminate it.
When we piloted the data extraction process, we found that several articles lacked sufficient details about the design and findings of a study and that, due to this, we differed too much in what we actually extracted. As a consequence, all data from all the 33 primary studies were extracted by the two authors in consensus meetings according to a predefined extraction form. However, we often found that the extraction process was hindered by the way some of the primary studies were reported. Many articles lacked sufficient information for us to be able to document them satisfactorily in the extraction form. More specifically, we frequently found that methods were not described adequately, that issues of bias and validity were not always addressed, that methods of data collection and analysis were often not explained well, and that samples and study settings were often not described well. There is therefore a possibility that the extraction process may have resulted in some inaccuracy in the data.
CONCLUSION
Both traditional narrative reviews and systematic reviews are retrospective, observational studies and are therefore subject to systematic and random error. The quality and worth of a review, thus, depends on the extent to which scientific review methods have been used to minimize error and bias. It is important, therefore, that users of systematic reviews know how much confidence they can place in the conclusions and recommendations arising from such reviews.
Since a large portion of empirical SE studies is qualitative and observational in nature, we expect a large portion of systematic reviews in SE to be interpretive rather than integrative. As both the GRADE system and MOOSE acknowledge the challenges of grading the overall strength of evidence for and reporting of systematic reviews of observational studies, we find these systems to be of particular relevance for systematic reviews in SE.
Three issues have been identified in this paper, which are essential to help author provide more rigorous systematic reviews as well as to help users of systematic reviews to make judgments regarding the utility of a specific review: (1) explicit assessment of the quality of the primary studies, (2) grading the strength of the total body of evidence, and (3) explicit discussion of the limitations of the systematic review itself. None of these issues are trivial. And further research is needed to identify alternative ways of dealing with these issues in systematic reviews in software engineering. As we see it, there are specific challenges related to interpretive reviews that should be given attention. We hope that this paper can serve as a starting point for discussing these issues, as we believe that such discussions are crucial for the development of a more evidence-based approach to software engineering.
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