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Pomembna operacija pri sistemih upravljanja je redukcija modela, s katero zmanjšamo
velikost sistema. To redukcijo želimo izvesti tako, da se bo obnašanje reduciranega sistema
čim manj razlikovalo od obnašanja originalnega sistema, razliko med njima pa merimo
z normo razlike ustreznih prenosnih funkcij, kjer sta standardni izbiri H2 norma in H∞
norma. V primeru H2 norme lahko v primeru stabilnega SISO sistema s pomočjo metode
IRKA pridemo do optimalne redukcije s sistemom izbrane manjše velikosti, kjer je norma
razlike prenosnih funkcij najmanjša. Izkaže se, da je aproksimacija povezana s Hermiteovo
interpolacijo prenosne funkcije. V magistrskem delu izpeljite metodo IRKA, prikažite njeno
teoretično ozadje in znane rezultate o konvergenci. Za osnovo vzemite članek: S. Gugercin,
A. C. Antoulas in C. A. Beattie, H2 model reduction for large-scale linear dynamical




Metoda IRKA za optimalno redukcijo modela
Povzetek
V delu je predstavljena metoda IRKA, ki je namenjena redukciji oziroma aproksima-
ciji sistemov upravljanja glede na H2-normo. Najprej so predstavljene osnovne definicije
iz teorije sistemov upravljanja. Predstavljena je osnovna ideja aproksimacije sistemov s
pomočjo projekcij. Predstavljena in dokazana je povezava med projekcijo in interpolacijo
prenosnih funkcij sistemov upravljanja. Nato je predstavljena H2-norma. Izpeljanih je
več rezultatov povezanih s H2-normo, med drugim Meier-Luenbergovi pogoji za H2 opti-
malno aproksimacijo sistema. Ti aproksimacijo sistema povežejo z interpolacijo prenosnih
funkcij. Nato je predstavljena metoda IRKA in dokaz, da v primeru stabilnih SSS siste-
mov konvergira. Na koncu je predstavljenih še nekaj praktičnih primerov uporabe metode
IRKA.
Method IRKA for optimal model reduction
Abstract
This work presents the IRKA method for reduction or approximation of control systems
according to theH2 norm. The basic definitions of control system theory are presented first,
followed by the basic idea of system projection methods. Next, the connection between
projection and interpolation of transfer function is proven and presented. Then the H2
norm is presented. Several results associated with the H2 norm, including Meier-Luenberg
conditions for H2 optimal approximation of the system are presented. These conditions are
a link between the approximation of systems and the interpolation of transfer functions.
Finally the IRKA method and the proof of convergence in the case of stable SSS systems
are presented. In the end, several examples of using the IRKA method in practice are
shown.
Math. Subj. Class. (2010): 34C20,41A05,49K15,49M05,93A15,93C05,93C15
Ključne besede: metoda IRKA, aproksimacija sistema upravljanja, H2-norma, SSS sis-
temi




V praksi se pogosto, tako pri analizi in simulaciji dinamičnih sistemov, kot so na primer
vremenski pojavi, kot pri upravljanju in konstrukciji dinamičnih sistemov, kot so na primer
elektronske naprave ter avtomobili, srečujemo s sistemi, ki so za naše računske zmogljivosti
preveliki. To pomeni, da jih ne moremo ne učinkovito simulirati, ne učinkovito upravljati.
To je motivacija za redukcijo oziroma aproksimacijo večjih sistemov z manjšimi. V primeru,
da ti sistemi izpolnjujejo določene pogoje, jim pravimo sistemi upravljanja. V tem delu se
bomo ukvarjali z metodo IRKA, ki poskuša sisteme upravljanja čim boljše aproksimirati.
Metodo IRKA so leta 2008 razvili Gugercin, Antoulas in Beattie [8]. Kratica IRKA
pomeni "iterative rational Krylov approximation". Razlog za njeno ime je to, da je me-
toda IRKA iterativna metoda za aproksimacijo sistemov upravljanja, ki v vsaki iteraciji s
pomočjo podprostorov Krilova izvede racionalno interpolacijo prenosne funkcije. Metoda
IRKA se v praksi dobro obnese, kot je prikazano na primer v [8]. V teoriji pa v splošnem
ni znano kako dobra bo aproksimacija sistema, ki jo bo vrnila metoda IRKA.
V tem delu bo dokazano, da za določen tip sistemov, natančneje za stabilne SISO sis-
teme SSS, metoda IRKA konvergira k optimalni aproksimaciji sistema. Osnovna literatura
za to delo je članek [5]. Stabilni SISO sistemi SSS upravljanja se, kot pravi [9], pogosto
pojavljajo pri načrtovanju elektronskih vezij.
V uvodu si bomo najprej ogledali nekaj rezultatov povezanih s Schurovim komplemen-
tom in šopi kvadratnih form, ki jih bomo rabili pri dokazu konvergence metode IRKA za
SISO SSS sisteme.
V prvem delu bomo pogledali, kaj so sistemi upravljanja in se z njimi na hitro spo-
znali. Spoznali bomo nekaj pomembnih lastnosti sistemov upravljanja in z njimi povezano
matematično teorijo. Pogledali si bomo tudi definiciji SSS in ZIP sistemov, ki jih bomo
potrebovali v nadaljevanju.
V tretjem delu bomo videli povezavo interpolacije prenosnih funkcij sistemov upravlja-
nja in projeciranja sistemov v predstavitvi stanj. To nam omogoča učinkovito izvajanje
metode IRKA.
V četrtem delu bomo spoznali definicijo H2-norme za sisteme upravljanja. Videli in
dokazali bomo ekvivalentnost večjih načinov izražanje H2-norme.
V petem poglavju si bomo pogledali metodo IRKA za SISO sisteme in dokazali, da v
primeru stabilnih sistemov SSS konvergira. Na koncu si bomo pogledali še primere uporabe
metode IRKA v praksi.
1.1 Notacija
Skalarje bomo označevali z malimi grškimi ali latinskimi črkami, na primer: α in α. Vek-
torje bomo označevali z odebeljenimi grškimi ali latinskimi črkami, na primer: λ in x.
Elemente vektorja v dolžine n bomo označevali z vi, i = 1, . . . , n. Matrike bomo označevali
z velikimi grškimi ali latinskimi črkami, na primer: Λ, A. Element matrike P v i-ti vrstici
in j-tem stolpcu bomo označili s pi,j in (P )i,j . Sisteme upravljanja bomo označevali s,
včasih dodatno označeno, črko Σ. Aproksimacijo sistema Σ s prenosno funkcijo G bomo
označili s Σ̃, njegovo prenosno funkcijo pa s G̃.
Transponiran vektor v bomo označili s vT ali s v∗, če je realen. Če je vektor v kom-











kjer so matrike A ∈ Rn1×n1 , B ∈ Rn1×n2 , C ∈ Rn2×n1 , D ∈ Rn2×n2 in je A obrnljiva.
Schurov komplement matrike M po matriki A je definiran kot
(M/A) = D − CA−1B.
Predpostavimo sedaj, da imamo dano matriko M , ki je takšna kot tista v zgornji













Zgornja enakost je ena izmed motivacij za definicijo Schurovega komplementa. Iz te ena-
kosti sledi tudi naslednja trditev.
Trditev 1.2. Naj bo matrika A ∈ Rn1×n1 obrnljiva in matrika M ∈ R(n1+n2)×(n1+n2)












































V nadaljevanju bomo potrebovali naslednjo trditev.







Tu sta A ∈ Rn1×n1 , D ∈ Rn2×n2 simetrični matriki in B ∈ Rn1×n2. Naj bo A obrnljiva.
Velja naslednje.
1. Če je M pozitivno definitna, je pozitivno definitna tudi (M/A).
2. Če sta A in (M/A) pozitivno definitni, je pozitivno definitna tudi M .







ki je podobna matriki M , simetrična in pozitivno definitna. Sledi, da je tudi (M/A)
pozitivno definitna, saj je [0,xT ]M [0,xT ]T = xT (M/A)x > 0, za vsak vektor x.
2
1.3 Šopi kvadratnih form
V tem razdelku si bomo pogledali del teorije o šopih kvadratnih form. Osnovna literatura
za ta razdelek je 6. razdelek 10. poglavja knjige [6].








Če imamo dano še matriko B ∈ Rn×n, nam ta skupaj z matriko A določa šop kvadratnih
form
A 〈x,x〉 − λB 〈x,x〉 .
V zgornji enačbi je λ parameter.
Poglejmo si naslednjo enačbo
det(A− λB) = 0. (1.2)
Enačbi (1.2) rečemo karakteristična enačba šopa kvadratnih form A 〈x,x〉 − λB 〈x,x〉.





= 0, kar so ravno lastne vrednosti matrike B−1A.
V nadaljevanju bomo potrebovali naslednji izrek.
Izrek 1.4. Denimo, da imamo dano simetrično matriko A ∈ Rn×n in simetrično pozitivno
definitno matriko B ∈ Rn×n. Potem obstaja n realnih rešitev karakteristične enačbe šopa
kvadratnih form A 〈x,x〉 − λB 〈x,x〉. Označimo jih z λi, i = 1, . . . , n, in definirajmo
diagonalno matriko Λ = diag(λ1, . . . , λn).
V tem primeru obstaja transformacija koordinat T , ki šop kvadratnih form
A 〈x,x〉 − λB 〈x,x〉 transformira v Λ 〈y,y〉 − λI 〈y,y〉, oziroma
xT (A− λB)x = (Ty)T (Λ− λI) (Ty) = yT (Λ− λI)y.
Dokaz. Ker je matrika B−1 simetrična in pozitivno definitna, obstaja simetrična matrika
Q, da velja QQ = B−1. Vidimo, da je
Q (A− λB)Q = (QAQ− λI) .
Matrika QAQ je simetrična, ker sta matriki A in Q simetrični in zato velja
xTQAQy = (Qx)T A (Qy) = (Qy)T A (Qx) .
Matrika QAQ ima n realnih lastnih vrednosti λi, i = 1, . . . , n, in n ortonormiranih
lastnih vektorjev zi, i = 1, . . . , n. Te vektorje združimo v matriko Z = [z1, . . . ,zn]. Opa-
zimo, da so lastne vrednosti rešitve karakteristične enačbe šopa kvadratnih form A 〈x,x〉−
λB 〈x,x〉.
Vemo, da je Z (QAQ)Z−1 = Λ. Označimo x = QZTy. Iz tega sledi








= yTZ (QAQ− λI)ZTy
= yT (Λ− λI)y.




V temu poglavju bomo najprej spoznali kaj so sistemi upravljanja in kaj so LTI sistemi
upravljanja, s katerimi se bomo ukvarjali v nadaljevanju. Nato bomo spoznali še nekatere
lastnosti sistemov upravljanja in predstavitev v prostoru stanj. Na koncu si bomo ogledali
še nekaj tipov sistemov upravljanja. To poglavje je v veliki večini povzeto iz [11].
2.1 Klasična teorija
Sistem upravljanja je dinamični sistem sestavljen iz različnih komponent, ki zadošča na-
slednjima lastnostnima:
• komponente sistema so povezane in medsebojno odvisne,
• meje sistema ločijo notranje komponente od zunanjih.
Zadnja lastnost nam pove, da sistem upravljanja predstavlja neko zaključeno celoto.
Poznamo dva tipa sistemov upravljanja: odprti in zaprti tip. Primeri prvega v praksi
so sistemi, ki med delovanjem ne upoštevajo povratnih informacij. Primeri slednjega pa se
ponavadi odzivajo ne samo na vhodne podatke, temveč tudi na povratne informacije.
Če bi si klimatsko napravo predstavljali kot sistem upravljanja, bi bil lahko vhod sis-
tema npr. željena temperatura v prostoru, izhod pa dejanska temperatura v prostoru. Če
bi bil sistem odprtozančni, bi naprava lahko le delovala ali pa bila ugasnjena. Če bi bil
sistem zaprtozančni, pa bi naprava kot povratno informacijo dobivala še podatke o trenutni
temperaturi.







x(t) = (x1(t), x2(t), . . . , xn(t)) , stanje sistema,
u(t) = (u1(t), u2(t), . . . , um(t)) , vhod,
y(t) = (y1(t), y2(t), . . . , yl(t)) , izhod.
Ponavadi je l ≤ n in m ≤ n.
Dinamični sistem formalno opišemo tako, da imamo dane naslednje množice
• T ⊂ R je urejena podmnožica realnih števil, ki predstavlja časovni prostor,
• X je množica vseh možnih notranjih stanj sistema,
• ` = {u : T → U} je množica vseh vhodnih funkcij, za katero velja še ∀t1, t2, t3,∈
T , ∀u1, u2 ∈ `,∃u3 ∈ `, da velja ∀t, t1 ≤ t < t2, ur(t) = u1(t) in ∀t, t2 ≤ t <
t3, u3(t) = u2(t).
Obstajati mora prenosna preslikava stanja
Φ : T × T × X × `→ X .
Za Φ mora veljati:
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1.
x(t1) = Φ(t1, t0,x0, u).
2. Φ (t1, t0,x0, u) je dobro definirana za t1 ≥ t0,
3. Φ(t0, t0,x0, u) = x0,
4. za vse t0 ≤ t1 ≤ t2 ∈ T ,u ∈ ` in x0 ∈ X velja
Φ(t2, t0,x0,u) = Φ(t2, t1,Φ(t1, t0,x0, u), u).
V kolikor ima sistem izhod, potem obstajata še:
1. Y množica vseh možnih stanj izhoda,
2. Γ = {y : T → Y} množica vseh izhodnih funkcij.
V tem primeru imamo tudi preslikavo η : T × T × U → Y, katere rezultat je izhod
y(t) = η(t0, t,u(t)) ob času t.
Definicija 2.1. Naj bosta X in U vektorska prostora. Za sistem pravimo, da je linearen,
če za poljubna časa t0 ≤ t iz T , poljubni stanji x1,x2 ∈ X , poljubna vhoda u1,u2 ∈ U in
poljubna skalarja α1, α2 velja
Φ(t, t0,x0, α1x1 + α2x2, α1u1 + α2u2) = α1Φ(t, t0,x0,u1) + α2Φ(t, t0,x2,u2).
Če ima sistem izhod, mora veljati še, da je Y vektorski prostor in za poljubna časa t, t0 ∈
T , t ≥ t0, vhoda u1,u2 ∈ U in skalarja α1, α2 velja
η(t0, t, α1u1(t) + α2u2(t)) = α1η(t0, t,u1(t)) + α2η(t0, t,u2(t)).
Definicija 2.2. Naj za T velja, da je aditivna grupa, za ` pa, da je zaprta za operator
premika, ki za izbrani τ ∈ T vhodno funkcijo u ∈ ` premakne v uτ ∈ `, definirano z
uτ (t) = u(t − τ). Če v tem primeru za poljubna t0, t1 ∈ T , t0 ≤ t1, poljuben u ∈ ` in
premik τ velja
Φ(t1, t0,x0,u) = Φ(t1 + τ, t0 + τ,x0,u
τ ),
potem je sistem časovno nespremenljiv oz. časovno invarianten.
V nadaljevanju se bomo ukvarjali le z linearnimi časovno nespremenljivimi sistemi
upravljanja v zveznem času. Tem sistemom pravimo LTI sistemi. Zvezen čas v tem primeru
pomeni, da si lahko T predstavljamo kot nek interval ali pa R. Takšni sistemi se v praksi
pogosto pojavljajo. Pomembni pa so zato, ker z njimi lahko učinkovito računamo, tako da
včasih tudi nelinearne časovno invariantne sisteme v zveznem času aproksimiramo z njimi.
V nadaljevanju bo X = Fn, ` = Fm in Γ = Fl, kjer bo F = C ali F = R. V primeru, ko
je l = 1 in m = 1, sistemu pravimo SISO sistem. V primeru, ko je l > 1 in m > 1, sistemu
pravimo MIMO sistem.
V klasični teoriji sistemov upravljanja LTI sistem predstavimo s prenosno funkcijo. Za




Definicija 2.3. Naj bo funkcija f : R→ R definirana za t ≥ 0. Laplaceova transformacija






za vse s, za katere integral obstaja. Pišemo L [f ] (s) = F (s).
Funkciji f ponavadi pravimo original, ki ima domeno v časovnem prostoru. Funkciji
L [f ] pa pravimo Laplaceova transformiranka in je kompleksna funkcija, ki ima za domeno
frekvenčni prostor.
Za Laplaceovo transformacijo pri določenih predpostavkah, ki so navedene na primer
v [17] in bodo v nadaljevanju izpolnjene, veljajo naslednje lastnosti.
• Linearnost





















(s) = (−1)k d
ds
L [f ] (s). (2.2)
2.3 Prenosna funkcija
V klasični teoriji sistemov upravljanja LTI sistem opišemo v vhodno-izhodni obliki kot
diferencialno enačbo reda n s konstantnimi koeficienti
y(n)(t) + . . .+ kny(t) = β0u
(m)(t) + . . .+ βmu(t).
Predpostavimo, da je sistem relaksiran, to pomeni y(j)(t) = 0, j = 1, . . . , n− 1. Potem
velja (
sn + k1x
n−1 + . . .+ kn−1s+ kn
)
L [y] = (β0sn + . . .+ βm)L [u] .
Tako dobimo
L [y] (s) = s
n + k1x
n−1 + . . .+ kn−1s+ kn
β0sn + . . .+ βm
L [u] (s) = G(s)L [u] (s).
Funkciji G pravimo prenosna funkcija.












Tu je δσ gostota normalne porazdelitve s pričakovanjem 0 in varianco σ2.
Enotski impulz je tako posplošena funkcija, ki ima povsod razen v 0 vrednost 0, njen
integral pa je enak 1. Na področju sistemov upravljanja je pomemben naslednji rezultat:
L [ui] (s) = 1. (2.4)
Ko je vhod v sistem Σ enak enotskemu impulzu, izhod y(t) imenujemo enotski impulz. Iz
enačbe (2.3) in enakosti (2.4) vidimo, da je prenosna funkcija enaka Laplaceovi transfor-
maciji impulznega odziva.
Opazimo, da prenosna funkcija enolično določa sistem Σ. Stopnji polinoma v imeno-
valcu prenosne funkciji pravimo red sistema.
2.4 Predstavitev v prostoru stanj
Prenosne funkcije so primerne le za LTI SISO sisteme. V splošnem tako dandanes sisteme
upravljanja predstavljamo in obravnavamo v prostoru stanj. Na ta način moderna teorija
predstavlja tudi LTI SISO sisteme.





Pri tem je x(t) ∈ Rn vektor stanja ob času t, u(t) ∈ Rm vhodni signal ob času t, y(t) ∈ Rl
izhodni signal ob času t in vektor x0 ∈ Rn začetno stanje. Matriki A ∈ Rn×n pravimo
matrika stanja, matriki B ∈ Rn×m vhodna matrika, C ∈ Rl×n izhodna matrika in D ∈






Prenosna funkcija je v primeru sistema Σ iz zgornje definicije enaka
G(s) = C (sI −A)−1B +D.









Izhodu yzs(t) pravimo odziv na ničelno stanje.
Če sedaj predpostavimo, da je vhod u(t) = 0 za vsak t ∈ R, in je začetno stanje





Izhodu yzi(t) pravimo odziv na ničelni vhod.
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Spomnimo se, da smo impulzni sistem definirali za relaksiran sistem, iz tega sledi
x0 = 0. Impulzni odziv g(t) je tako enak
g(t) = CeAtB. (2.7)
Kot lahko vidimo, v prenosni funkciji G začetno stanje x0 ne nastopa. V nadaljevanju
se bomo ukvarjali z lastnostmi sistema Σ, povezanimi z njegovo prenosno funkcijo, zato
bomo sisteme definirali le z njihovo prenosno funkcijo ali pa matrikami A,B,C in D.
2.5 Desktriptorski sistemi
Posplošitev sistema oblike (2.5) je tako imenovani deskriptorski sistem, ki je definiran na
naslednji način.






Zgornji sistem označimo kot E A B
C D
. Za razliko od (2.5) je tu nova le matrika E ∈
Cn×n, ki ji pravimo deskriptorska matrika.
Na enak način kot smo to videli prej, vidimo, da je prenosna funkcija G deskriptorskega
sistema iz (2.8) enaka
G(s) = C (sE −A)−1B +D.
V primeru, ko matrika E ni singularna, lahko sistem iz (2.8) zapišemo kot
ẋ(t) =E−1Ax(t) + E−1Bu(t),
y(t) =Cx(t) +Du(t),
x(t0) =x0.
V splošnem je matrika E lahko singularna. Več zgledov deskriptorskih sistemov lahko
najdemo npr. v [13].
2.6 Stabilnost, vodljivost in spoznavnost
Pomemben pojem v teoriji sistemov upravljanja je stabilnost.





Pravimo, da je Σ stabilen, če za vse lastne vrednosti matrike A ∈ Rn×n, ki jih označimo z
λi, i = 1, . . . , n, velja Re (λi) < 0.
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Takšna definicija stabilnosti se ujema s tisto, ki nastopa pri obravnavi metode IRKA.
Sicer pa bi bilo bolj korektno namesto stabilnosti uporabljati asimptotično stabilnost, kot
npr. v skripti [11, str. 71].
Opazimo, da se zgornja definicija nanaša samo na matriko A. Zato bomo v nadaljevanju
s stabilnostjo matrike A mislili na to, da je sistem, ki ima matriko stanja enako matriki A,
stabilen.
Iz enačbe (2.6) vidimo, da je posledica stabilnosti, da se impulzni odziv s časom pri-
bližuje vrednosti 0, kar je na nek način tudi osnovna ideja stabilnosti. Namreč to, da za
omejen vhod dobimo omejen izhod.
Pomembni definiciji v teoriji sistemov sta tudi vodljivost in spoznavnost.





• Sistem Σ je vodljiv, če za vsako začetno stanje x0 in končno stanje x1 obstaja končni
čas t1 in vhod u(t), 0 ≤ t ≤ t1, da velja x(0) = x0 in x(t1) = x1.
• Sistem Σ je spoznaven, če obstaja tak t1 > 0, da iz poznavanja u(t),y(t) za 0 ≤ t ≤ t1
lahko ugotovimo začetno stanje x(0).





Izkaže se, da je vodljivost sistema Σ odvisna le od para matrik A in B. To vidimo s
pomočjo naslednjega izreka.




, x(0) = x0,
kjer je matrika A ∈ Rn×n, matrika B ∈ Rn×m, matrika C ∈ Rl×n, matrika D ∈ Rl×n in
vektor x0 ∈ Rn. Potem so naslednje izjave ekvivalentne.
1. Par (A,B) je vodljiv.
2. Matrika MC , ki je definirana kot
MC =
[












(1⇒ 2) Denimo, da je rang(MC) < n. Potem obstaja neničelni vektor w ∈ Rn, ki ni linearna

























Po Cayley-Hamiltonovemu izreku sledi, da je An linearna kombinacija matrik I, , A,
A2, . . . , An−1. Tako vidimo, da za t ≥ 0 velja x(t) ∈ ImMC . Torej x(t) nikoli ne
more biti enak w.
(2⇒ 3) Denimo, da je matrika Wt za nek t > 0 singularna. Potem obstaja nek neničeln













To pa je lahko res le, če je BT eAT sw = wT eAsB = 0 za vsak s ∈ [0, t]. Ko vstavimo
s = 0 dobimo wTB = 0. Z nekajkratnim odvajanjem izraza wT eAsB po s v točki
s = 0 dobimo, da za i = 1, . . . , n− 1 velja wTAiB = 0.
Vektor w je tako pravokoten na vse stolpce matrikeMC , kar pomeni, da matrikaMC
ni polnega ranga.
(3⇒ 1) Za poljubni vektor stanja x1 in čas t > 0 definirajmo vhod


























V naslednjem izreku bomo videli, da je spoznavnost sistema Σ odvisna le od matrik
(A,C). Videli bomo tudi, da je spoznavnost na nek način dualen pojem vodljivosti. Velja









, x(0) = x0,
kjer je matrika A ∈ Rn×n, matrika B ∈ Rn×m, matrika C ∈ Rl×n, matrika D ∈ Rl×n in
vektor x0 ∈ Rn. Potem so naslednje izjave ekvivalentne.
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1. Par (A,C) je spoznaven.
















(1⇒ 2) Denimo, da matrika O ni polnega ranga. Potem se za nek i njeni-ti stolpec oi lahko





Iz Cayley-Hamiltonovega izreka sledi, da se da An zapisati kot linearna kombinacija
matrik Ai, i = 0, . . . , n − 1. Označimo z ei i-ti enotski vektor. Denimo sedaj, da je
vhod u(s) = 0 za vsak s ∈ [0, t], in da je y(t) = CeAtei. Potem iz enačbe (2.6) sledi






To pomeni, da sistem Σ ni spoznaven.
(2⇒ 3) Dokaz te točke je zelo podoben dokazu (2⇒ 3) izreka 2.8.
(3⇒ 1) Enačba (2.6) nam pove




Sedaj označimo g(s) = y(s)−
∫ s
0 e
A(s−τ)Bu(τ)dτ+Du(s). Enakost (2.9) sedaj lahko
zapišemo kot
CeAtx0 = g(t).
Pomnožimo z leve z eAT sCT , integriramo od 0 do t in dobimo∫ t
0
eA














S tem smo dokazali, da iz točke 3 sledi spoznavnost.
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Sedaj definirajmo še vodljivostno Gramovo matriko WC in spoznavnostno Gramovo











V knjigi [1] je za definicijo zgornjih matrik zahtevano še, da je sistem Σ stabilen. Obe
zgoraj definirani matriki bomo potrebovali v nadaljevanju.
Za to, kakšno povezavo ima vodljivostna Gramova matrika z vodljivostjo in kakšno
povezavo ima Gramova matrika s spoznavnostjo sistema Σ, moramo najprej spoznati zvezno
enačbo Ljapunova.
2.7 Zvezna enačba Ljapunova
Denimo, da imamo podani matriki A,Q ∈ Rn×n. Zvezna enačba Ljapunova, v nadaljevanju
tudi Ljapunova enačba, je enačba oblike
AP + PA∗ = −Q.
Sedaj si poglejmo izrek, ki pove, kako je reševanje zgornje enačbe povezano s stabilnostjo
sistema.
Izrek 2.10. Sistem Σ, ki ima matriko stanja A, je stabilen natanko tedaj, ko je za poljubno
simetrično pozitivno definitno matriko Q rešitev zvezne enačbe Ljapunova
AP + PA∗ = −Q,
enolična, simetrična in pozitivno definitna.








Iz stabilnosti matrike A sledi λ + λ < 0. Če to združimo s tem, da je Q simetrična
in pozitivno definitna, dobimo, da je matrika P simetrična in pozitivno definitna.


































Zadnja enakost sledi iz stabilnosti matrike A.














Zadnja neenakost sledi iz nesingularnosti matrike eAt in pozitivne definitnosti matrike
Q.
Denimo sedaj, da P ni enolična rešitev, da obstaja še ena rešitev P2. Potem velja
A (P − P2) + (P − P2)A∗ = 0.
Iz tega pa sledi











eAt (P − P2) eA
∗t
)
se tako s t ne spreminja. Tako velja P−P2 = 0,
oziroma P = P2.
Opazimo, da je matrika P iz zgornjega dokaza rešitev enačbe Ljapunova tudi, če Q ni
pozitivno definitna matrika.
Povezava zgornje enačbe z matriko WC je naslednja. Če je Σ stabilen sistem, je WC
rešitev naslednje zvezne enačbe Ljapunova
AP + PA∗ = −BB∗.
V tem primeru velja tudi, da je WO rešitev enačbe
A∗P + PA = −C∗C.
Izkaže se [11], da je vodljivost sistema Σ ekvivalentna temu, da je matrikaWC simetrična in
pozitivno definitna, spoznavnost sistema Σ pa je ekvivalentna pozitivni definitnosti matrike
WO, ki je rešitev naslednje enačbe Ljapunova
PA+A∗P = −C∗C.
2.8 ZIP sistemi
V tem razdelku bo predstavljena definicija in nekaj lastnosti ZIP sistemov. ZIP je kratica
za zeros interlacing poles, kar pomeni, da se ničle in poli prenosne funkcije ZIP sistema
prepletajo. ZIP sistemi se, kot pravita članka [14] in [9], pogosto pojavljajo pri konstrukciji
vezij za daljinsko vodenje. Osnovna literatura za ta razdelek je članek [14].
Definicija 2.11. SISO sistemu Σ je strogo pravilen ZIP sistem (angl. strictly proper ZIP
system), če obstajata neka konstanta K ∈ R,K > 0, in število n ∈ N, da je prenosna






in pri tem za vsak i = 1, . . . , n, velja
0 > λi > zi > λi+1.
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Strogo pravilne ZIP sisteme bomo v nadaljevanju občasno imenovali tudi ZIP sistemi.
Velja naslednja trditev.
Trditev 2.12. Denimo, da imamo dan SISO sistem Σ s prenosno funkcijo G. Naslednje
izjave so ekvivalentne.
1. Sistem Σ je strogo pravilen ZIP sistem.
2. Prenosno funkcijo G lahko s števili bi, λi, i = 1 . . . , n, za katera velja bi > 0, λi <







3. Obstajajo števila bi, λi, i = 1 . . . , n, za katera velja bi > 0, λi < 0, i = 1, . . . , n,
in λi = λj ⇐⇒ i = j. Če definiramo matriko A = diag(a1, . . . , an) in vektor
b =
[√
b1, . . . ,
√
bn






(1⇒ 2) Opazimo, da je rezid G v točki λj , j = 1, . . . , n, enak
Res (G,λi) = K
∏n−1
i=1 (λj − ai)∏n













Ker je po definiciji K > 0, sledi, da je
bi = K
∏n−1
i=1 (λj − zi)∏n
i=1,i6=j (λi − λi)
> 0.












Definirajmo polinom ψ(x) =
∏n−1
i=1 (x− λi). Iz enačbe (2.12) za j = 1, . . . , n sledi
sign (ψ (λj)) = (−1)j−1 .
To pomeni, da ima polinom ψ na vsakem intervalu [λi+1, λi], i = 1, . . . , n − 1, liho
število ničel. Ker je polinom ψ stopnje n − 1, to pomeni, da za vsak j = 1, . . . , n,
velja 0 > λj > zj > λj+1.
(2 ⇐⇒ 3) Opazimo, da so števila ai, bi, i = 1, . . . , n, v obeh točkah ista. Naj bosta matrika A
in vektor b takšna kot pri točki 3. Opazimo, da je







2.9 Sistemi s simetričnim prostorom stanj
V tem razdelku si bomo pogledali SSS sisteme. V nadaljevanju bomo za SISO SSS sisteme
dokazali konvergenco metode IRKA. Kot pravi [9], se SSS sistemi pogosto pojavljajo pri
načrtovanju omrežij. Osnovna literatura za ta razdelek je [9].




. Sistem Σ ima prenosno funkcijo G(s) = C∗ (sI −A)−1B. Opazimo,
da velja













To je preprost primer, ko vidimo, da predstavitev sistema Σ, ki je določen s svojo preno-
sno funkcijo, v prostoru stanj ni enolična. Tako pridemo do definicije minimalne realizacije




roma realizacija (A,B,C), minimalna realizacija sistema Σ, če je G(s) = C∗ (sI −A)−1B
in je par (A,B) vodljiv ter je par (A,C) spoznaven. Tej realizaciji pravimo minimalna, ker
je dimenzija matrike A minimalna.
Za realizacijo (A,B,C) pravimo, da je realna, če so matrike A,B in C realne.
Takšna definicija minimalne realizacije se ujema z definicijo minimalne realizacije v
[18]. Definicija minimalne realizacije v npr. [11] in [1] pa je podana s pomočjo problema
realizacije sistema. Obe definiciji se po izreku 4.40 v [1] ujemata.
Sedaj si poglejmo definicijo sistemov s simetričnim prostorom stanj.
Definicija 2.13. Sistem Σ je sistem s simetričnim prostorom stanj, oziroma SSS sistem,
če obstaja minimalna realna realizacija sistema Σ oblike (A,B,C) za katero velja A = AT
in B = CT .
Zgornja definicija SSS sistemov, ki je enaka tisti v [9], je splošnejša od definicije SSS
sistemov v [5]. Definicija v [5] pravi, da je SISO sistem Σ SSS, če je njegova prenosna
funkcija oblike G(s) = bT (sI −A)−1 b+ d, kjer je matrika A ∈ Rn×n simetrična. To se na
prvi pogled ne ujema z našo definicijo SSS sistemov. Zato omenimo spodnjo trditev.









kjer za nek n′ ≤ n, neničelna in med seboj paroma različna števila a′i, i = 1, . . . , n′, in
















Sistem Σ je tako SSS sistem.
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Dokaz. Ker je matrika A simetrična, obstaja taka ortogonalna matrika Q ∈ Rn×n, da velja
QAQ−1 = Â = diag(â1, . . . , ân).
Definirajmo b̂ = Qb. Opazimo, da velja

















Sedaj označimo z I množico vseh tistih števil i od 1 do n, za katera velja âi 6= 0 in b̂i 6= 0.





Opazimo, da je par ([0] , [1]) vodljiv in spoznaven po izreku 2.8 in izreku 2.9, saj je matrika
[1] polnega ranga.
V nasprotnem primeru definirajmo množicoMA = {ai, i ∈ I}. Število njenih elementov
označimo z n′ in jih označimo z a′i, i = 1, . . . , n
′. Definirajmo diagonalno matriko A′ =
diag
(





















Opazimo, da je matrika A′ nesingularna. To skupaj s tem, da so elementi vektorja b′
različni od nič pomeni, da je matrika
C =
[
b Ab . . . An−1b
]
,




vodljiv, po izreku 2.9 pa





Poglejmo si sedaj naslednjo lemo, ki se v nekoliko drugačni obliki kot lema 2.1 nahaja
tudi v članku [5] in kot trditev 4.2 članku [9].
Lema 2.15. Denimo, da imamo dan stabilen SISO sistem Σ s simetričnim prostorom
stanj. Potem je Σ ZIP sistem.











Pri tem so števila ai, i = 1, . . . , n, paroma različna, števila bi, i = 1, . . . , n, pa pozitivna.
Zaradi stabilnosti so števila ai, i = 1, . . . , n, negativna. Po trditvi 2.12 je Σ ZIP sistem.
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Pri dokazovanju konvergence metode IRKA za SSS sisteme bomo potrebovali naslednji
lemi. Ti lemi sta del članka [5].
Lema 2.16. Naj bo Σ stabilen SISO SSS sistem reda n s prenosno funkcijo G. Če je
Σ̃ stabilen SISO ZIP sistem reda r s prenosno funkcijo G̃, ki interpolira G v 2r točkah
s1, . . . , s2r ∈ (0,∞), ki niso nujno različne, potem vse ostale ničle funkcije G− G̃ ležijo v
(−∞, 0).
Dokaz. Predpostavimo lahko, da je r < n − 1. V primeru, ko je r = n − 1 je namreč
n− r − 1 = 0, zato funkcija G− G̃ nima nobenih ničel razen si, i = 1, . . . , 2r.
Po lemi 2.15 lahko predpostavimo, da je Σ strogo pravilen ZIP sistem. To pomeni, da
obstajajo pozitivna števila ϕi, i = 1, . . . , n, in med seboj paroma različna negativna števila







Po istem argumentu obstajajo pozitivna števila ϕ̃i, i = 1, . . . , r, in med seboj paroma







Definirajmo množico Λ = {λi, i = 1, . . . , n} in množico Λ̃ = {λ̃i, i = 1, . . . , r}. Sedaj
obravnavajmo naslednja primera.
1. Denimo, da je Λ ∩ Λ̃ = ∅.
Označimo z zi, i = 1, . . . , n − 2r − 1, ničle funkcije G − G̃, ki so različne od si, i =




















Potem obstaja neka konstanta K ∈ R,K 6= 0, da velja
G(s)− G̃(s) = KP (s)R(s)
Q(s)Q̃(s)
.
Za vsak i = 1, . . . , n, velja
Res
(




j=1,j 6=i (λi − λj)
)
Q̃(λi)
= ϕi > 0.
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Ker je polinom R sode stopnje in so vsa števila si, i = 1, . . . , 2r, pozitivna, je
sign (R(λi)) > 0. Za i = 1, . . . , n− 1, velja


















pomeni, da polinom Q̃ na zaprtem inter-
valu [λi+1, λi] spremeni predznak. To se lahko zgodi na največ r intervalih, saj je










sign (KP (λi)) = −sign (KP (λi+1)) .
To pomeni, da ima na intervalu [λn, λ1] polinom P stopnje n−r−1 natančno n−r−1
ničel. Z drugimi besedami, vse ničle polinoma P ležijo v (−∞, 0).
2. Predpostavimo sedaj, da je Λ ∩ Λ̃ =
{
λi1 , . . . , , λjp
}




i, λi 6∈ Λ ∩ Λ̃
}
.
Iz enačb (2.13) in (2.14) vidimo, da je stopnja imenovalca racionalne funkcije G− G̃




















Potem obstaja neka konstanta K ∈ R,K 6= 0, da velja
G(s)− G̃(s) = KP (s)R(s)
Q(s)Q̃(s)
.
Vemo, da obstaja kvečjemu 2p− 1 intervalov oblike [λi, λi+1], da λi 6∈ I in λi+1 6∈ I.
Iz tega sledi, da obstaja vsaj n − 2p − 1 intervalov oblike [λi, λi+1], da je i ∈ I in
i+ 1 ∈ I. Potem za vsak i ∈ I velja
Res
(




j∈I,j 6=i (λi − λj)
)
Q̃(λi)
= ϕi > 0.
Ker je polinom R sode stopnje in so vsa števila si, i = 1, . . . , 2r, pozitivna, je
sign (R(λi)) > 0. Za i ∈ I, za katerega velja i+ 1 ∈ I in |{j ∈ I, λj > λi}| = k, velja




















polinom Q̃ na intervalu [λi+1, λi] spremeni predznak. To se lahko zgodi na največ r−p
intervalih, saj je polinom Q̃ stopnje r− p. To pomeni, da za najmanj (n− 2p− 1)−










sign (KP (λi)) = −sign (KP (λi+1)) .
To pomeni, da ima polinom P stopnje n− r− 1 natančno n− r− 1 ničel v (−∞, 0).
Naslednja lema nam pove nekaj o redukciji stabilnega SISO SSS sistema. Redukcijo
izvedemo tako kot v enačbi (3.4). Sistem reduciramo tako, da je dobljeni sistem spet SSS
sistem.
Lema 2.17. Naj bo Σ stabilen SSS sistem s prenosno funkcijo G, kjer G(s) =





neko matriko Q ∈ Rn×r, r < n, polnega ranga velja
Ã =QTAQ,
b̃ =QTb.
Potem za vsak s ≥ 0 velja
G(s)− G̃(s) ≥ 0.
Dokaz. Ker je matrika A simetrična in stabilna, je za vsak s ≥ 0 matrika sI−A simetrična
in pozitivna definitna. Za s ≥ 0 uporabimo razcep Choleskega sI−A = VsV Ts in definiramo
matriko Zs = V Ts Q. Potem je










































ZTs ortogonalna projekcija na prostor Im(Zs)⊥.




ZTs simetrična in pozitivno semidefinitna.
Po trditvi 2.14 je Σ̃ iz zgornjega izreka SSS sistem.
20
3 Aproksimacija sistemov upravljanja
V tem poglavju bodo najprej predstavljene metode podprostorov Krilova, nato osnovna
ideja aproksimacije LTI SISO sistema, sledila pa bo nadaljnja teorija aproksimacije sis-
tema preko projekcije in ujemanja momentov, na kateri temelji učinkovita implementacija
metode IRKA. Literatura, na kateri temelji prvi del tega poglavja, je [1], preostali del pa
temelji predvsem na [7].
3.1 Metode podprostorov Krilova
To so metode, ki za dano matriko A oziroma za dano metodo, ki vrne produkt vektorja z
matriko A, in vektor b uporabljajo podprostor Krilova Kk (A, b) in njegove lastnosti.
Definicija 3.1. Za dano matriko A ∈ Cn×n in vektor b ∈ Cn je podprostor Krilova
dimenzije k definiran kot
Kk (A, b) = Lin
(




Kk (A, b) = {pk−1(A)b, pk−1 polinom stopnje največ k − 1}.
Najbrž najpreprostejša metoda podprostorov Krilova je potenčna metoda, ki smo jo
spoznali pri računanju lastnih vrednosti. Pri potenčni metodi se zadnji izračunani vektor
vedno bolj približuje lastnemu vektorju za dominantno lastno vrednost in to privede do
izgube stabilnosti, namesto tega lahko na vsakem koraku dobljeni vektor ortogonaliziramo
glede na vse prejšnje. To je osnovna ideja iteracije Arnoldijevega algoritma.
Za dano matriko A ∈ Rn×n in vektor b ∈ Rn, k ∈ N, 1 ≤ k < n, naj bo v0 = b||b|| . Na
k-tem koraku, imamo
AVk = VkHk + fke
∗
k, (3.1)
kjer je Vk = [v0v1 . . . ,vk] in velja V ∗k Vk = Ik. Vektor ek je k-ti enotski vektor. Za matriko
Hk velja Hk = V ∗k AVk, kar pomeni vj+1 =
fk
||fk||
. To je iteracija Arnoldijevega algoritma,
ki je glavna ideja za Arnoldijevo in Lanczosevo metodo. Arnoldijeva metoda, ki je temelj
za nekaj v nadaljevanju predstavljenih metod, je predstavljena v algoritmu 1.
Metode podprostorov Krilova lahko uporabljamo za več različnih stvari, med njimi tudi
za:
1. Iterativno reševanje sistema linearnih enačb Ax = b. V tem primeru iščemo približek
za rešitev x na iterativen način.
2. Iterativno aproksimacijo lastnih vrednosti matrike A. Metode uporabijo lastne vre-
dnosti matrike Hk kot približke za lastne vrednosti matrike A.
3. Aproksimacijo linearnih sistemov upravljanja preko ujemanja momentov.
V nadaljevanju si bomo podrobneje pogledali zadnjo točko. Sedaj pa si podrobneje
poglejmo Arnoldijevo metodo.
Lema 3.2. Označimo z Vk in s Hk rezultat, ki nam ga po k-tih korakih vrne Arnoldijeva
metoda iz algoritma 1 pri vhodnih podatkih A ∈ Rn×n in b ∈ Rn. Velja naslednje
1. Matriki Vk in Hk zadoščata iteraciji Arnoldijevega algoritma (3.1).





Algoritem 1 Arnoldijeva metoda
Vhod: Matrika A ∈ Cn×n, vektor v ∈ Cn in naravno število k ≤ n.
Izhod: Matrika z ortogonalnimi stolpci V in zgornja Hessenbergova matrika H, da
velja (3.1)
V [:, 1] = v/ ||v||
for i = 1:k do
v = Av
h = V ∗v
v = v − V h
H[1 : k, i] = h
H[i+ 1, i] = ||v||











kjer je ν =
∏k
i=1 hi+1,i.
4. Za poljuben polinom pj stopnje j, j = 0, . . . , k − 1, velja
pj(A)v1 = Vkpj(A)e1.








Sedaj opazimo, da lahko take enakosti za j = 1, . . . , k − 1 zapišemo skupaj s prvimi
k − 1 stolpci VkHk .
2. Nadaljujmo sklep iz prejšnje točke dokaza. Opazimo, da enakost za j = k potrebuje
še vektor hk+1,kvk+1. Tako dobimo
AVk = VkHk + e
∗
kvkhk+1,k.
3. Enakost očitno velja za j = 0. Vemo, da velja
Av1 = h2,1v2 + h1,1v1 = VkHke1.
Če to enačbo z leve pomnožimo z A, dobimo






Zadnja enakost velja zaradi tega, ker je Hk zgornja Hessenbergova matrika. Za













4. To je direktna posledica enačbe (3.2).
V primeru, če je Kj (A, b) invarianten za A, se pravi, ko je AKj (A, b) = Kj (A, b), se
Arnoldijeva metoda zaključi. Če je (λ, s) lastni par matrike Hj in z = Vjs, potem iz prve
točke zgornje leme sledi
VkHjs = λz = AVjs = Az.
Tako je (λ, z) lastni par matrike A.
V splošnem paru (λ, z) pravimo Ritzev par. To so dobri približki lastnih vrednosti
matrike A, v primeru, da je A simetrična matrika, pa imamo tudi zagotovljeno konvergenco
k lastnim vrednostim in enostavno izračunljivo oceno napake.
Razširitev Arnoldijevega algoritma je Racionalni Arnoldijev algoritem, ki ga je v [12]
predstavil Axel Ruhe. Ta članek je kot razlog za učinkovito delovanje metode IRKA
pogosto izpostavljen, npr. v [5] in [10]. Cilj članka [12] je učinkovito računanje lastnih
vrednosti. V tem delu pa bomo to metodo potrebovali le za konstrukcijo racionalnih
podprostorov Krilova.
Definicija 3.3. Denimo, da imamo dano matriko A ∈ Cn×n, vektor b ∈ Cn in polinom
q stopnje največ m,m < n, tako da q(A) 6= 0. Potem je racionalni podprostor Krilova
dimenzije m definiran kot
Qm+1 (A, b, q) = (q(A))−1Km+1 (A, b) .
Algoritem 2 Racionalni Arnoldi
Vhod : Matrika A ∈ Rn×n, vektor v1 ∈ Rn, števila µj/ηj ∈ C −
{λi, λi je lastna vrednost matrike A}, j = 1, . . . , k
Izhod : Matriki Vk+1 in Hk, da velja (3.3)
v1 = b/ ||b||
for j = 1 : k do
Izberi par za nadaljevanje (ηj/ρj , tj) ∈ C× Cj






cj , ||vj+1 − Vjcj ||2
]
vj+1 = (vj+1 − Vjcj) /cj [j + 1]
kj = νjcj − ρjtj
hj = µjcj − ηjtj
end for
Podobno kot v iteraciji Arnoldijevega algoritma si tudi tu želimo bazo za podprostor
Qm+1 (A, b, q) konstruirati tako, da bodo njeni vektorji vj ortonormirani. To dosežemo z
algoritmom 2, ki je povzet iz članka [2].
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V algoritmu 2 s C označimo C = C ∪ {∞}.
Z označimo vektorje in matrike, ki so za 1 večji kot je njihov indeks. V primeru, da
dodatna vrednost v vektorju ni točno določena, kot je to pri cj , je enaka 0.
Na koncu algoritem vrne matriko Vk+1 z ortonormiranimi stolpci in zgornji Hessenber-
govi matriki Hk,Kk, da velja naslednja enakost
AVk+1Kk = Vk+1Hk. (3.3)
Izbira nadaljevalnih parametrov oziroma para je predstavljena v članku [2] in nam
dopušča nekaj izbire.
3.2 Osnovna ideja aproksimacije
Predpostavimo, da imamo dan SISO sistem Σ =
A b
c d
, kjer je matrika A ∈ Cn×n,




, kjer je matrika Ã ∈ Cr×r in vektorja b̃, c̃ ∈ Cr.
Ker je sistem Σ enolično določen s svojo prenosno funkcijo GΣ, se zdi smiselno sistem
Σ̃ iskati tako, da se bo prenosna funkcija GΣ̃ na nek način dobro ujemala s funkcijo GΣ.
Eden izmed načinov kako to naredimo je, da si pogledamo Laurentov razvoj funkcije
GΣ okoli točke ∞. Spomnimo se najprej, da je
GΣ(s) = c
∗ (sI −A)−1 b+ d.
Opazimo, da lahko za (sI −A)−1 pri določenih pogojih (npr. |s| < ||A||∞) uporabimo
Neumannovo razširitev v vrsto in dobimo












 b = d+ ∞∑
j=1
s−jhj .
Parametrom hk pravimo Markovski parametri. Če sistem Σ̃ skonstruiramo tako, da se
prvih 2r Markovskih parametrov h̃j ujema z hj , sistemu Σ̃ pravimo delna realizacija.
Poglejmo si povezavo med metodami Krilova in delno realizacijo. Denimo, da po k





Ã = V ∗k AVk, b̃ = V
∗
k b, c̃ = V
∗
k c.
Iz leme 3.2 sledi, da je za j ≤ k j-ti Markovski parameter Σ̃ enak
h̃j = c̃
∗Ãj−1b̃ = ||b|| c∗Vk(V ∗k AVk)j−1V ∗k v1
= ||b|| c∗VkHj−1j e1
= ||b|| c∗Aj−1v1
= c∗Aj−1b = hj .
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3.3 Ujemanje momentov





V primeru, da imamo dano funkcijo h : R → Rp×m, ki ima definirano Laplaceovo





To vidimo s pomočjo enačbe (2.2).
V nadaljevanju bomo uporabljali tudi razširjeno definicijo momentov, natančneje mo-











Za SISO LTI sistem Σ =
A b
c∗ d
je tako za poljuben s0 ∈ R in k ∈ N, k > 0,
η0(s0) =d+ c
∗ (s0I −A)−1 b,
ηk(s0) =c
∗ (s0I −A)−(k+1) b.
Opazimo, da momenti določajo koeficiente v Laurentovi vrsti prenosne funkcije H v



















Vidimo, da je moment ηk = (−1)khk, kjer je hk k-ti Markovski parameter.
Če sistem Σ aproksimiramo s sistemom Σ̃ na način, da se ujemajo določeni njuni
posplošeni momenti, imamo za to več izbir, nekaj izmed njih je predstavljenih v tabeli 1.
Dobra lastnost uravnoteženega rezanja je, da lahko dobro omejimo H∞-normo napake,










Slaba lastnost uravnoteženega rezanja je, da potrebuje rešitvi Ljapunovih enačb, kar
je v tem primeru reda zahtevnosti O(n3).
V nadaljevanju se bomo ukvarjali v glavnem z racionalno interpolacijo. Predstavili
bomo njeno ozadje in metode za učinkovito implementacijo metode IRKA.
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Ime metode Cilj metode
Delna realizacija Ujemanje Markovskih parametrov.
Padéjeva aproksimacija Ujemanje momentov ηj(0)
Racionalna interpolacija Ujemanje momentov ηj(si).
Uravnoteženo rezanje Ujemanje Hankelovih singularnih vrednosti
Tabela 1: Možne izbire momentov in imena metod.
3.4 Povezava med projekcijo in ujemanjem momentov
V nadaljevanju bomo vedno, ko bomo matriko (σB −A)−1 uporabili, predpostavili, da ta
obstaja.















V tem primeru si tako predstavljamo, da stolpci matrik V in W tvorijo neka vektorska
podprostora S in T , in da iščemo tako rešitev iz S, da bo ostanek pravokoten na T .
Takšnim pogojem za projekcijo pravimo pogoji Petrov-Galerkina.
Opazimo, da je matrika direktnega prehoda, oziroma v našem primeru skalar d, enaka
kot pri Σ. To je posledica tega, da s takšno projekcijo zmanjšujemo le dimenzijo stanja v
sistemu in sicer iz n na r, dimenzija vhoda in izhoda kot tudi izhod in vhod sam pa se ne
spremenita. Posledica tega je, da lahko v nadaljevanju privzamemo, da je d = 0.
Rekli bomo, da je matrika B ∈ Rn×m levi inverz matrike A ∈ Rn×m, če velja BA = I,
kjer je matrika I ∈ Rn×n matrika identitete.
Poglejmo si najprej na primeru preproste izbire matrik V in W , kaj je razlog za takšno
konstrukcijo sistema Σ̃. Označimo z Rk (A, b) =
[
b Ab . . . Ak−1b
]
.
Trditev 3.5. Definirajmo matriko V = Rk (A, b) in naj bo matrika W ∗ levi inverz V . Če
sistem Σ̃ definiramo kot v (3.4) z V,W , je Σ̃ delna realizacija, ki se s Σ ujema v prvih k
Markovskih parametrih.
Dokaz. Za prvi Markovski parameter velja
c̃∗b̃ = c∗VW ∗b = c∗V e1 = c
∗b.






Opazimo, da bi namesto V = Rk (A, b) vzeli V = Rk (A, b)Q, kjer je matrika Q ∈
Rk×k, detQ 6= 0, naj bo matrika W ∗ = Q−1W ′, kjer je W ′ ∈ Rk×n levi inverz Rk (A, b).
Denimo sedaj, da imamo danih k različnih kompleksnih števil sj ∈ C, j = 1, . . . , k.
Definirajmo posplošeno vodljivostno matriko
V =
[
(s1I −A)−1 b . . . (skI −A)−1 b
]
.
Predpostavimo, da so matrika A, vektor b in števila sj , j = 1, . . . , k, takšni, da je matrika
V dobro definirana in ima poln rang. Naj bo matrika W nek levi inverz matrike V .
Trditev 3.6. Naj bo Σ̃ definiran kot (3.4) z zgornjima matrikama V in W . Potem preno-




























([ . . . W ∗b . . . ])−1W ∗b
= c∗ (sjIn −A)−1 b.
Tukaj smo upoštevali dejstvo, da je k × k matrika (sjI −A)V enaka
(sjI −A)V =
[
b+ (sj − s1) (s1I −A)−1 b . . . b . . . b+ (sj − sk) (skI −A)−1 b
]
.
Iz tega sledi, da je matrika
W ∗ (sjI −A)−1 V = [(sj − s1) e1 +W ∗b, . . . ,W ∗b, . . . , (sj − sk) I +W ∗b] .
polnega ranga in zato obrnljiva.
Naslednja trditev nam pove, kakšni matriki V,W moramo izbrati, če želimo, da se
odvodi prenosne funkcije aproksimacijskega sistema ujemajo z odvodi prenosne funkcije
sistema Σ do vključno stopnje k−1 v neki točki s0 ∈ C. Definiramo matriki V ∈ Cn×k,W ∈
Cn×k na naslednji način
V =
[
(s0I −A)−1 b, (s0I −A)−2 b, . . . , (s0I −A)−k b
]
.
Za matriko W vzamemo levi inverz matrike V .
Trditev 3.7. Naj bo Σ̃ definiran kot (3.4) z zgornjima matrikama V in W . Prenosna
funkcija Σ̃ interpolira prenosno funkcijo Σ v s0 skupaj s prvimi k − 1 odvodi v točki s0.









=W ∗ (s0I −A)j V
=
[




















3.5 Aproksimacija deskriptorskih sistemov
V tem razdelku bomo za matriki A,B ∈ Cm×m in število σ ∈ C uporabljali naslednjo
oznako
AB(σ) = (σB −A) .





Podobno kot smo to naredili v enačbi (3.4), definiramo sistem Σ̃ kot
Ẽ = W ∗EV,
Ã = W ∗AV,
b̃ = W ∗b,











V tem primeru si namreč lahko mislimo, da je matrika E enaka identiteti.
V nadaljevanju bomo potrebovali
Lema 3.8. 1. Naj bosta matriki V,Z ∈ Cn×k takšni, da velja Z∗V = I in vektor v ∈
span (V ). Potem velja
V (Z∗v) = v.
2. Naj bosta matriki W,Z∗ ∈ Cn×m takšni, da velja W ∗Z = I in vektor w ∈ span (W ).
Potem velja
w∗ZW ∗ = w∗.
Dokaz. 1. Ker je v ∈ span (V ) obstaja nek w ∈ Cm, da je Vw = v. Tako velja
V (Z∗v) = Vw = v.
2. Dokaz je zelo podoben dokazu prejšnje točke.
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S pomočjo ravnokar dokazane leme lahko dokažemo naslednjo pomožno trditev.
Trditev 3.9. Veljata naslednji trditvi



















2. Če je Kk
((
AE(σ)

















Opazimo, da Z zadošča Z∗V = I. Dokazujemo z indukcijo na j.
Za j = 1 velja
V ÃẼ(σ)






Zadnja enakost sledi iz leme 3.8.













































Druga enakost sledi iz indukcijske predpostavke, zadnja pa iz leme 3.8.
2. Definirajmo matriko Z kot
Z = AE(σ)
−1W ∗ (W ∗AE(σ)V )
−1W ∗.




















= c∗V (W ∗AE(σ)V )
−1
(





−1 (AE(σ)−1E)l−2EV (W ∗AE(σ)V )−1W ∗
= c∗AE(σ)
−1 (AE(σ)−1E)l−1AE(σ)−1V (W ∗AE(σ)V )−1W ∗
= c∗AE(σ)
−1 (AE(σ)−1E)l−1 ZW ∗
= c∗AE(σ)
−1 (AEσ−1E)l−1 .
Druga enakost sledi iz indukcijske predpostavke, zadnja pa iz leme 3.8 oziroma po
njej sorodni trditvi za leve in desne inverze.
Iz zgornje trditve sledi naslednji izrek, ki je temelj v nadaljevanju tega poglavja pred-
stavljenih metod za racionalno interpolacijo deskriptorskih sistemov. To so tudi metode,
ki omogočajo učinkovito implementacijo metode IRKA.


































Dokaz. V primeru, ko je jk = 1, direktno z uporabo trditve 3.9 dobimo
c̃∗ÃẼ(σk)
−1b̃ = c∗V ÃẼ(σk)
−1b̃ = c∗AE(σk)
−1b.



































Morda nekoliko presenetljivo pri tem izreku je, da postavlja pogoje le na sliki matrik
V in W . To nam bo v nadaljevanju dalo nekoliko svobode pri implementaciji metod.
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3.6 RK algoritem
V tem razdelku je predstavljen splošen RK algoritem, ki temelji na izreku 3.10 in skonstru-
ira matriki V in W , ki zadoščata pogojem v izreku. Posledica tega je, da lahko z njima
skonstruiramo sistem Σ̃, ki je racionalni interpolant originalnega sistema. To je skupaj s
tem, da RK algoritem konstruira racionalne podprostore Krilova, razlog za njegovo ime -
Racionalni Krilov, oziroma krajše RK.
Spodaj predstavljeni algoritem 3 je splošen zato, ker mu lahko podamo različne para-
metre βj , β′j , γj , γ
′
j in na različen način izbiramo vektorje v̂j , ŵj , q̂j in ẑj Različne izbire
teh vektorjev nam omogočajo npr. različne možnosti za ortogonalizacije dobljenih matrik.
Vektorji, nad katerimi je znak ˜ pa so v algoritmu namenjeni le za analizo in predstavljajo
le začasno obliko vektorjev brez znaka .̃
Algoritem je mišljen bolj kot orodje za analizo algoritmov, kjer so ti parametri ter
vektorji predpisani. Algoritem je na tak način predstavljen zato, ker bomo v nadaljevanju
pogledali RK algoritme, ki te parametre določijo vsak na svoj način, njihovo delovanje pa
bomo utemeljevali z delovanjem splošne verzije RK algoritma.
V algoritmu nastopa število kj , ki je enako največjemu indeksu l, l < j, za katerega
velja, da je σj = σl oziroma 0, v primeru, da tak indeks ne obstaja. Na primer, če je
σj = σj−1, potem je kj = j − 1.
Algoritem 3 Splošen RK algoritem.
1: q1 = (β1)
−1 b
2: z1 = (γ1)
−1 c
3: for j = 1 : r do
4: ṽj = AE(σj)
−1qkj+1
5: w̃j = AE(σj)
−∗zkj+1
6: β′jvj = ṽj − Vj−1v̂j
7: γ′jwj = w̃j −Wj−1ŵj
8: q̃j+1 = Evj
9: z̃j+1 = E∗wj
10: βj+1qj+1 = q̃j+1 −Qj q̂j+1
11: γj+1zj+1 = z̃j+1 − Zj ẑj+1
12: end for
Sedaj pričnimo z dokazovanjem, da ta algoritem deluje. Pri tem bomo potrebovali
naslednjo lemo.















































Dokaz. Dokazali bomo le prvi del, saj je dokaz drugega zelo podoben.
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−1AE(σk + (σk+1 − σk)E)AE(σk+1)−1
=AE(σk+1)
−1 + (σk+1 − σk)AE(σ)−1EAE(σk+1)−1.
Iz tega sledi
(σk+1 − σk)AE(σ)−1EAE(σk+1)−1 = AE(σ)−1 −AE(σk+1)−1. (3.6)












Zgornji vektor je očitno vsebovan v željeni množici.











































Na tem mestu opazimo, da po indukcijski predpostavki lema velja tudi za j + 1.
Naslednji izrek pove, da splošen RK algoritem deluje, se pravi vrne matriki V,W , ki
ustrezata pogojem iz izreka 3.10.
Izrek 3.12. Naj bosta V,W matriki, ki ju dobimo po r korakih algoritma 3 z neničelnimi























kjer lk,j tu označuje število ponovitev σk v prvih j iteracijah.








Za j = 1 je to očitno, saj je q1 = (β1)
−1 b. Denimo, da (3.9) velja za vse j = 1, . . . , l < r.
Potem po l-ti iteraciji zanke dobimo
βl+1ql+1 = Evl −Qlq̂l+1.
To skupaj z indukcijsko predpostavko dokazuje (3.9).
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)lk,j−1AE(σj)−1b+ Vj−1xj . (3.10)



















Če je lk,j = 1, potem je kj = 0 in qkj+1 leži v smeri b. V tem primeru enakost (3.10)
sledi neposredno iz (3.11).













−1 (Evkl −Qlql+1)− Vl−1v̂l) .



















−1 [ EVl−1 b ] x̂l + Vl−1x̃l.




































)lk,j−1AE(σj)−1b ∈ Klk,j (AE(σk)−1E,AE(σk)−1b) .
Za zadnji sumand vsebovanost velja po indukciji. Vsebovanost drugega sumanda je posle-
dica leme 3.11.
Enakost (3.7) je tako dokazana, enakost (3.8) pa dokažemo zelo podobno.
V tabeli 2 je predstavljenih več različnih možnosti za ortogonalizacijo ter ustrezne izbire
vektorjev v̂, q̂, ŵ, ẑ in parametrov β, γ. Algoritmi za nekatere izmed teh možnosti bodo
predstavljeni v naslednjem podrazdelku.
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Cilj q̂j v̂j ẑj ŵj Pogoji na β, γ
0 0 0 0






j ||wj ||2 = ||vj ||2 = 1
V,W biortogonalni 0 Zj−1vj 0 V ∗j−1wj
∣∣∣w∗jvj∣∣∣ = 1




Tabela 2: Predstavitev nekaterih možnosti za izbire vektorjev in parametrov
3.7 Primeri RK metod
V tem delu si bomo na kratko ogledali nekaj RK metod, ki temeljijo na algoritmu 3.
Tako kot pri pregledu metod podprostorov Krilova bomo najprej pogledali verzijo RK
metode, ki ne uporablja ortogonalizacije. To je RK potenčna metoda ali krajše RP metoda.
V tej metodi za vsak j = 1, . . . , r velja
v̂j = ŵj = q̂j = ẑj = 0.
Slabost tega pristopa je, da lahko zaradi neortogonalnosti kar hitro pridemo v težave, še
posebej v primeru, ko se točke σj večkrat ponovijo. Njegova prednost pa je preprostost
implementacije. Ta metoda je predstavljena v algoritmu 4.
Algoritem 4 RK potenčna metoda - RP
Vhod: Matriki A,E ∈ Cn×n, vektorja b, c ∈ Cn in števila σk ∈ C, k = 1, . . . , r
Izhod: Matriki V,W ∈ Cn×r, ki izpolnjujeta pogoja (3.7) in (3.8)
k = 0
for j = 1 : r do
for l = 1 : kj do
if l = 1 then
vk = (σjE −A)−1 b
wk = (σjE −A)−∗ c
else
vk = (σjE −A)−1Evk−1








k = k + 1
end for
end for
Druga možnost je, da uporabimo RK metodo, ki skrbi za ortogonalnost stolpcev v
matrikah V,W . Tej metodi zaradi podobnosti z Arnoldijevo metodo pravimo RK dvojni
racionalni Arnoldi, krajše RA.
Opazimo, da je uporaba te metode ekvivalentna dvema zaporednima uporabama me-
tode racionalni Arnoldi 2, najprej z vhodnimi parametri A, b,σ, nato pa s A∗, c,σ. Tukaj
lahko omenimo še to, da, ker izrek 3.12 postavlja pogoje le na sliki matrik V inW , popolna
ortogonalnost stolpcev ni potrebna, zato matrik ne potrebujemo ponovno ortogonalizirati.
Ta metoda je predstavljena v algoritmu 5.
Tretja možnost je, da poskušamo zagotoviti biortogonalnost V in W . Prednost takšne
metode je, da če jo uporabimo na sistemu, ko je E = I, dobimo
Ẽ = W ∗EV = W ∗IV = I.
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Algoritem 5 RK dvojni racionalni Arnoldi - RA
Vhod: Matriki A,E ∈ Cn×n, vektorja b, c ∈ Cn in σk ∈ C, k = 1, . . . , L, ter število r
Izhod: Matriki V,W ∈ Cn×r z ortogonalnimi stolpci, ki izpolnjujeta pogoja (3.7) in
(3.8)
j = 0
for l = 1 : L do
for k = 1 : r do
if l = 1 then
v′j = (σkE −A)
−1 b
wj = (σkE −A)−1 c
else
ṽj = (σkE −A)−1Evj−r
w̃j = (σkE −A)−∗E∗wj−r
end if
vj = ṽj − Vj−1V ∗j−1ṽj







j = j + 1
end for
end for
To pomeni, da ponovno dobimo sistem oblike
A B
C D
. Pri tem moramo paziti, da sta V
in W resnično biortogonalni. To ne velja za metodi zapisani v algoritmih 4 in 5. Slabost
takšne metode je, da je počasnejša od prej omenjenih.
To metodo, ki za razliko od prejšnjih dveh ne izvira iz [7], bomo v tem delu imenovali
biortogonalni RK, krajše biRK. Ta metoda je predstavljena v algoritmu 6.
Omenimo še metodo dvojni racionalni Lanczos, ki je predstavljena v [7]. Ta metoda
podobno kot metoda dvojni Lanczos izkoristi kratko rekurzivno zvezo za ortogonalizacijo
novih vektorjev v V in W . Njena uporaba je smiselna predvsem za primere, ko se točke
σj večkrat ponovijo, kar pa se, kot bomo videli kasneje, pri metodi IRKA ne zgodi.
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Algoritem 6 Biortogonalni RK - biRK
Vhod: Matriki A,E ∈ Cn×n, vektorja b, c ∈ Cn in σk ∈ C, k = 1, . . . , L, ter število r
Izhod: Matriki V,W ∈ Cn×r z biortogonalnimi stolpci, ki izpolnjujeta pogoja (3.7)
in (3.8)
j = 0
for l = 1 : L do
for k = 1 : r do
if l = 1 then
v′j = (σkE −A)
−1 b
w′j = (σkE −A)
−1 c
else
v′j = (σkE −A)
−1Evj−r
w′j = (σkE −A)
−∗E∗wj−r
end if
vj = vj − Vj−1V ∗j−1vj












V temu razdelku bomo najprej spoznali definicijo H2-norme in kako jo izračunamo v teoriji
za sisteme, ki zadoščajo določenim zahtevam. Razlog za to je, da je metoda IRKA name-
njena za aproksimacijo sistema glede na H2-normo. Rezultati tega razdelka se ujemajo s
tistimi v člankih [5], [10], [8] in knjigi [1], njihovi dokazi pa so plod samostojnega dela.
Najprej si poglejmo definicijo H2-norme.
Definicija 4.1. Za sistem Σ je H2-norma definirana kot
||Σ||H2 = ||g(t)||L2 ,
kjer smo z g(t) označili enotski odziv, z ||·||L2 pa L2-normo.
Iz enačbe (2.7) takoj vidimo, da sta pogoja za omejenost H2-norme ta, da je matrika
D enaka 0 in ta da je matrika A stabilna. To nas v nadaljevanju ne bo omejevalo, saj
bomo H2-normo uporabljali predvsem za računanje napake sistema, se pravi razlike med
originalnim sistemom in sistemom, ki ga aproksimira. Iz poglavja o aproksimaciji sistemov
bo tako sledilo, da bo D vedno enak 0. Predpostavili pa bomo tudi, da je matrika A
stabilna.
Poglejmo si naslednjo trditev, s pomočjo katere lahko H2-normo izračunamo v praksi.






Tu sta WC in WO Gramova vodljivostna in Gramova spoznavnostna matrika, definirani v
enačbah (2.10) ter (2.11).


























Tu smo z G označili prenosno funkcijo sistema Σ.
Tako pridemo do formule za H2-normo za SISO sisteme v spodnji definiciji, ki je v [5]
in [10] navedena kot definicija H2-norme za SISO sisteme.













Spomnimo se, da je prenosna funkcija G iz zgornje definicije racionalna funkcija, katere
stopnja imenovalca je najmanj za 1 večja od stopnje števca. Zaradi tega nam bo pri
izračunu H2-norme koristila naslednja trditev.
Trditev 4.4. Naj bo r(x) = p(x)q(x) racionalna funkcija, za katero velja deg p ≤ deg q + 2
in q nima realnih ničel. Označimo z zi, i = 1, . . . , N , vse ničle q v zgornji kompleksni
polravnini, z z′i, i = 1, . . . , N


















Dokaz. 1. To je posledica izreka o rezidih.
Naj ∆R predstavlja rob polkroga v kompleksni ravnini s središčem v 0 in radijem R.




























Res (r, zi) .
2. Dokaz te točke je zelo podoben dokazu prejšnje, le da imamo sedaj polkrožnico s
središčem v 0, ki leži v spodnji kompleksni polravnini.
Poglejmo si sedaj, kako se s pomočjo ravnokar dokazane trditve izraža H2-norma splo-
šnega SISO sistema.
Lema 4.5. Naj bo G prenosna funkcija stabilnega SISO sistema Σ oblike
G(z) =
∏n−1
j=1 (z − ϕj)∏n
j=1 (z − λj)
,



















































Tu smo pri prehodu iz druge v tretjo vrstico upoštevali, da so poli funkcije P̂
Q̂
: C→ C, ki
ležijo v zgornji kompleksni polravnini, natanko −λj , kar je posledica stabilnosti. To smo
združili skupaj s prej dokazano trditvijo.
Sedaj si podrobneje poglejmo, kako se H2-norma izraža v primeru, ko so poli λj med
seboj paroma različni.













Dokaz. Upoštevamo še, da velja, da je rezid za funkcijo f v polu z0 stopnje d enak
Res (f, z0) =
{






(z − z0)d−1f(z), sicer.



































4.1 H2-norma napake aproksimacije
Denimo sedaj, da stabilen SISO sistem Σ aproksimiramo s stabilnim sistemom Σ̃. Če
predpostavimo, da imata prenosni funkciji sistemov Σ in Σ̃ med seboj paroma različne

















Z G in G̃ smo označili prenosni funkciji sistemov Σ in Σ̃, s ϕj , j = 1, . . . , n, ter ϕ̃j , j =
1, . . . , r, pa njune pole v rezidih z istim indeksom.
Formulo (4.3) lahko v primeru realnih polov in rezidov najdemo npr. v [10]. Slabost
te formule je, da zahteva, da ima sistem Σ enostavne pole.
Napako aproksimacije stabilnega SISO sistema Σ s stabilnim SISO sistemom Σ̃ z eno-
stavnimi poli bomo sedaj zapisali na nekoliko drugačen način. Pred tem pa moramo najprej
definirati naslednje matrike.
V odvisnosti od vektorjev λ = [λ1, . . . , λr]T ,λ′ = [λ′1, . . . , λ′r]





































R(ϕ) = diag(ϕ1, . . . , ϕr).
(4.4)


























































Tako definirane matrike lahko sedaj uporabimo za zapis H2 napake.
Trditev 4.7. Naj bo G prenosna funkcija sistema Σ in G̃ prenosna funkcija sistema Σ̃.
Predpostavimo, da ima Σ̃ enostavne stabilne pole λ̃j , j = 1, . . . , r, ki so različni od polov Σ,







Potem je ∣∣∣∣∣∣Σ− Σ̃∣∣∣∣∣∣2
H2
= ϕ̃∗P11(λ̃, λ̃)ϕ̃− ϕ̃∗g − g∗ϕ̃+ ||Σ||2H2 .
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Tu smo uporabili vektor λ̃ =
[
λ̃1, . . . , λ̃1
]T
, vektor ϕ̃ = [ϕ̃1, . . . , ϕ̃r]T , in vektor g =
[G(λ̃1), . . . , G(λ̃r)]
T .








































































= ϕ̃∗g + g∗ϕ̃.
V prehodu iz predzadnje v zadnjo vrstico smo pri prvem integralu najprej izpostavili
−i in uporabili prvo točko trditve 4.4, pri drugem integralu pa smo najprej izpostavili i,
nato pa uporabili drugo točko iz trditve 4.4.
Ko združimo vse skupaj, dobimo željeno enakost.
4.2 Primer realnih polov in rezidov
V primeru realnih rezidov in realnih ter izoliranih polov ϕ̃j , λ̃j , j = 1, . . . , r, in prenosne








= ϕ̃∗P11(λ̃, λ̃)ϕ̃− 2ϕ̃∗g + ||Σ||2H2 . (4.6)
Glede na to, da je sistem Σ podan vnaprej, sistem Σ̃ pa enolično določen s svojimi








































Sedaj si poglejmo naslednjo trditev, ki nam bo povedala nekaj o H2-aproksimaciji
sistema.
Trditev 4.8. Denimo, da ima prenosna funkcija G sistema Σ realne koeficiente, prenosna







































































Željeno enakost smo s tem dokazali.
Očitna posledica zgornje trditve je, zaradi predpostavke, da je ϕ̃j 6= 0, j = 1, . . . , r,
da je matrika H(ϕ̃, λ̃) pozitivno oziroma negativno definitna natanko tedaj, ko je matrika
Ĥ(ϕ̃, λ̃) pozitivno oziroma negativno definitna. Opazimo, da je matrika P11 simetrična in
ima po predpostavki same pozitivne elemente. Iz tega sledi, da je matrika P11 ne more
biti negativno definitna. To pomeni, da matrika Ĥ(ϕ̃, λ̃) ne more biti negativno definitna







Denimo, da imamo dan nek stabilen SISO sistem s prenosno funkcijo G reda n. Denimo,
da ga želimo glede na H2-normo čim bolje aproksimirati s stabilnim SISO sistemom Σ̃ s
prenosno funkcijo G̃ reda r.
Sistem Σ̃ je optimalna H2 aproksimacija reda r za sistem Σ, če za vsak drug sistem Σ′




V tem razdelku bomo izpeljali pogoje, ki morajo veljati za sistem Σ̃. To bomo naredili
tako, kot je to narejeno v članku [8].
Označimo sH2 množico vseh kompleksnih funkcij g, ki so analitične na desni kompleksni





|g(x+ iy)|2 dy <∞.











Označimo s Σ̂ sistem, ki pripada prenosni funkciji Ĝ. Sistem Σ̂ je očitno stabilen, saj je∫ ∞
−∞
|G(x+ iy)|2 dy =
∫ ∞
−∞
∣∣∣∣∣ Q(x+ iy)∏nj=1(iy − (λ− x))
∣∣∣∣∣ = ∣∣∣∣∣∣Σ̂∣∣∣∣∣∣H2 <∞.
Za prenosno funkcijo G stabilnega SISO sistema tako velja G ∈ H2.







Opazimo, da je norma prenosne funkcije G stabilnega sistema, ki jo porodi tako definiran
skalarni produkt, enaka H2-normi.
Opazimo, da velja naslednja lema.
Lema 4.9. Naj bosta G in G̃ prenosni funkciji z realnimi koeficienti dveh stabilnih SISO
sistemov. Označimo z λi, i = 1, . . . , n, pole prenosne funkcije G, z λ̃i, i = 1, . . . , r, pa pole





































Kot je omenjeno v knjigi [1] in članku [8] je prostor z zgoraj definiranim skalarnim
produktom 〈., .〉H2 in elementi iz H2, ki ga označimo s H, Hilbertov prostor. Prostoru H
pravimo Hardyjev prostor.
Opazimo, da množica vseh stabilnih sistemov reda r ni konveksna. To pomeni, da je op-




nekonveksen. Zato od metode za iskanje optimalne rešitve tega problema pričakujemo kve-
čjemu lokalno optimalne rešitve.





vseh takšnih stabilnih SISO sistemov, ki imajo enostavne pole λj , j = 1, . . . , r′ ≤ r, ∀j ≤






V nadaljevanju bo pomembna naslednja trditev.















































Naj bo ε > 0. Označimo z Σ̃(ε) sistem reda r s prenosno funkcijo G̃(ε) z realnimi
koeficienti za katerega obstaja neka konstanta C > 0, da velja∣∣∣∣∣∣Σ̃− Σ̃(ε)∣∣∣∣∣∣
H2
< Cε.






























Vemo, da ima G̃ za neka realna števila aj , bj , j = 1, . . . , r1, in neka realna števila



















Vemo, da obstajata polinoma p, q stopnje r − 1, da velja G̃(s) = p(s)q(s)(s−bi) . Označimo






, in definirajmo funkcijo G̃(ε) kot
G̃(ε)(s) =
p(s)
q(s) (s− bi − αε)
.
Potem za dovolj majhen ε velja


































To velja za vsak ε > 0, kar je protislovje.













Potem na zelo podoben način kot prej definiramo G̃(ε) in pridemo v protislovje.




z nekimi realnimi števili a′i, i =
1, . . . , r1, in realnimi števili c′i, i, d
′

















Sedaj si poglejmo kako se minimalnost
∣∣∣∣∣∣Σ− Σ̃∣∣∣∣∣∣
H2
izraža z interpolacijo. To nam pove
naslednji izrek.
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Izrek 4.11. Naj bo Σ stabilen SISO sistem reda n s prenosno funkcijo G z realnimi koefici-
enti in naj bo Σ̃ stabilen SISO sistem reda r < n s prenosno funkcijo z realnimi koeficienti




































, j = 1, . . . , r.




























Iz enačbe (4.10) opazimo, da so števila ϕj , j = 1, . . . , r, lahko poljubna. Zato mora za




























































Enačbam (4.10) pravimo Meier-Luenbergerjevi pogoji.
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5 Metoda IRKA
V tem poglavju si bomo najprej pogledali metodo IRKA, nato pa dokazali, da metoda
konvergira za stabilne SISO SSS sisteme. Osnovna literatura za to poglavje sta članka [5]
in [15].
Predpostavimo, da imamo dan stabilen SISO sistem Σ reda n s prenosno funkcijo G,





Denimo, da hočemo sistem G čim bolje aproksimirati s stabilnim SISO sistemom Σ̃ reda





Označimo z λ̃j , j = 1, . . . , r, pole prenosne funkcije G̃. Iz Meier-Luenbergovih pogojev



















Če bi pole prenosne funkcije G̃ poznali, bi lahko npr. z algoritmom 5 dobili sistem Σ̃.
Težava je v tem, da polov prenosne funkcije G̃ ne poznamo. Metoda IRKA, zapisana v
algoritmu 7, ta problem reši tako, da na prvem koraku naključno izbere pole λ̃. Namesto
tega lahko metoda IRKA začetne vrednosti polov dobi od uporabnika. Sledijo koraki, v ka-
terih s pomočjo projekcije interpoliramo prenosno funkcijo sistema G, nato pa izračunamo
pole dobljenega interpolanta in postopek ponovimo.
Algoritem 7 Metoda IRKA za SISO sisteme
Vhod: Stabilen SISO sistem Σ in začetne interpolacijske točke σ1, . . . , σr iz leve
kompleksne polravnine
Izhod: Sistem Σ̃, ki izpolnjuje Meier-Luenbergerjeve pogoje
1: Izberi V,W , da bo
Im(V ) = Lin
(
σ1I −A)−1B, . . . , (σrI −A)−1B
)
,
Im(W ) = Lin
(
(σ1I −A∗)−1C∗, . . . , (σrI −A∗)−1C∗
)
in W ∗V = Ir.
2: Ar = W ∗AV,
3: while ni konvergence do
4: σi = λi(Ar) za i = 1 . . . , r
5: Posodobi V in W
6: Ar = W ∗AV,Br = W ∗B,Cr = CV .
7: end while
V algoritmu 7 smo z λi(Ar) označili i-to lastno vrednost matrike Ar.
Hitrost delovanja metode IRKA je posledica dejstva, da na vsakem koraku potrebuje
le 2r reševanj sistema enačb. To je v primeru, ko je r < n, bistveno hitreje kot reševanje
enačbe Ljapunova ali računanje singularnega razcepa, kar potrebujejo druge metode.
Metoda IRKA, kot bomo videli v nadaljevanju, dobro deluje. Njeno konvergenco pa je
v teoriji težko utemeljiti.
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V praksi metodo IRKA ponavadi izvajamo dokler ne preteče neko fiksno število korakov
in je razlika med točkami σi, i = 1, . . . , r, iz trenutne in prejšnje iteracije večja od neke
dane občutljivosti.
Predpostavimo, da med potekom metode IRKA vseskozi uporabljamo isto projekcijsko
metodo za interpolacijo. Konvergenca metode je ekvivalentna temu, da so poli λ̃ sistema
Σ̃ na koncu nekega koraka metode enaki interpolacijskim točkam na začetku tega koraka.
Pri analizi konvergence metode IRKA bomo tako govorili o negibnih točkah λ̃j , j =
1, . . . , r, za katere velja, da nov korak metode teh točk ne spremeni.
5.1 Konvergenca metode IRKA





























kjer so števila ϕ̃j , j = 1, . . . , r, neničelna in števila λ̃j , j = 1, . . . , r, negativna ter med seboj
različna.






























































S pomočjo matričnih funkcij iz (4.4) za dana realna vektorja λ,λ′ dolžine r definirajmo





















Potrebovali bomo naslednjo trditev, ki jo lahko najdemo v članku [5]. V članku [5] je
njen dokaz nekoliko drugačen. Razlika izvira iz predznaka matrike P12.
Trditev 5.1. Denimo, da imamo dan vektor λ dolžine r z negativnimi, med seboj paroma
različnimi elementi. Potem je matrika P = P (λ,λ) simetrična in pozitivno definitna.
48
Dokaz. Dokažimo, da je za poljuben neničeln vektor z dolžine 2r
z∗Pz > 0.







kjer sta vektorja z1 in z2 oba dolžine r. Tako velja





Definirajmo matriko Λ = diag(λ1, . . . , λr), in vektor u = [1, . . . , 1]. Opazimo, da je P11
rešitev enačbe Ljapunova PΛ + ΛP = −uu∗. Opazimo, da je matrika uu∗ simetrična in






















To pomeni, da je matrika P11 pozitivno definitna.
Opazimo še, da je matrika P12 rešitev enačbe Ljapunova PΛ + ΛP = −P11. Iz izreka












































Pri tem smo upoštevali, da so λj , j = 1, . . . , r, negativna realna števila.
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za vektor negativnih realnih števil λ̃ simetrična in
pozitivno definitna. Zaradi zveznosti determinante zato velja, da je zgornja predpostavka












v izrazu (5.4) nesingularna.
Po predpostavki (5.2) pa sledi, da je tudi matrika R nesingularna. Ker je matrika odvodov






































































































pomeni, da je λ̃
(k)
negibna točka za metodo IRKA. Označimo λ̃ = λ̃
(k)
in ϕ̃ = ϕ̃(k). Ker





























Opazimo, da iz dokaza trditve 5.1 sledi, da je tudi matrika P11 simetrična in pozitivno




























Tako dobimo naslednji izrek.
Izrek 5.2. Naj bo dan stabilen SISO sistem Σ in tak sistem Σ̃, da so izpolnjene zahteve iz








vse lastne vrednosti po absolutni vrednosti manjše od 1.
Dokaz. Enačba (5.11) nam pove, da je stacionarna točka metode IRKA privlačna natanko
tedaj, ko so vse lastne vrednosti matrike R−1
(
P22 − P12P−111 P12
)−1
B2 po absolutni vre-
dnosti manjše od 1. Opazimo, da velja
R−1MR = R−1
(
P22 − P12P−111 P12
)−1
B2.
Matrika R je nesingularna, zato je matrika M podobna matriki
R−1
(




5.2 Dokaz za SSS sisteme
V tem poglavju je predstavljen dokaz konvergence metode IRKA za SSS sisteme. Dokaz
























Poglejmo si naslednjo lemo, ki izvira iz [5].
Lema 5.3. Naj bo Σ stabilen SISO SSS sistem s prenosno funkcijo G in Σ̃ njegov interpo-
lant, ki ga dobimo s pomočjo metode IRKA. Označimo z G̃ prenosno funkcijo sistema Σ̃.
Potem je matrika B2 iz (4.5) pozitivno definitna v vsaki stacionarni točki λ̃ metode IRKA.
Dokaz. Po lemi 2.17 je za vsak s ∈ [0,∞)
G(s)− G̃(s) ≥ 0.



















Funkcija G− G̃ ima tako 2r ničel v (0,∞) v točkah λi, i = 1, . . . , r. Po lemi 2.17 je za vsak
s ∈ [0,∞)
G(s)− G̃(s) ≥ 0.
Zato so točke λ̃i, i = 1, . . . , r, lokalni minimumi funkcije G− G̃. Po lemi 2.16 ima funkcija










Sedaj lahko dokažemo naslednji izrek. Ta izrek je glavni rezultat članka [5]. Velik del
dokaza spodnjega izreka pa lahko najdemo tudi v članku [15].
Izrek 5.4. Denimo, da je sistem Σ stabilen SISO SSS. Potem je vsaka fiksna točka metode
IRKA, ki je lokalni minimum, privlačna.









PC =P22 − P12P−111 P12,
K =B2R
−1.
Opazimo, da je matrika PC Schurov komplement matrike P , ki je zaradi (5.5) pozitivno
definitna. Po prvi točki trditve 1.3 je zato matrika PC pozitivno definitna.
Definirajmo sedaj matriko Φ ∈ Rr×r kot
Φ = −PC +K.
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. Zato je po trditvi
1.3 matrika Φ negativno definitna.
Sedaj si poglejmo šop kvadratnih form
K 〈x,x〉 − λPC 〈x,x〉 . (5.12)
Ker je matrika PC simetrična in pozitivno definitna in je matrika K diagonalna, lahko
uporabimo izrek 1.4. Ta nam pove, da obstaja transformacija Z, ki šop kvadratnih form
transformira v
Λ 〈y,y〉 − λI 〈y,y〉 .
Z matriko Λ smo tu označili diagonalno matriko, ki ima na diagonali rešitve karakteristične
enačbe šopa kvadratnih form (5.12). Označimo Λ = diag(π1, . . . , πr).
Zaradi nesingularnosti matrike PC so rešitve karakteristične enačbe šopa (5.12) enake
lastnim vrednostim matrike P−1C K.
Ko v izraz K − λPC vstavimo λ = 1 dobimo matriko Φ. Ker je matrika Φ negativno
definitna, je negativno definitna tudi matrika Λ − I, ki je matriki Φ podobna. Za vsak
i = 1, . . . , r zato velja
πi < 1.
Ker je Σ̃ ZIP sistem po trditvi 2.14, je matrika R pozitivno definitna po trditvi 2.12.
Po lemi 5.3 pa je tudi matrika B2 diagonalna in pozitivno definitna. Zato je matrika K
diagonalna in pozitivno definitna.
Opazimo, da je matrika 2P−1C KP
−1
C simetrična in pozitivno definitna. Matrika P
−1
C je
negativno definitna in zato stabilna. Poglejmo si naslednjo enačbo Ljapunova
PP−1C + P
−1





Vidimo, da matrika P = P−1C K reši zgornjo enačbo Ljapunova. Zato je po izreku 2.10
matrika P−1C K simetrična in pozitivno definitna. Zato za vsak i = 1, . . . , r velja
πi > 0.
Vse lastne vrednosti πi, i = 1, . . . , r, matrike M so tako po absolutni vrednosti manjše
od 1.
5.3 Primeri uporabe metode IRKA
V tem razdelku si bomo pogledali nekaj preprostih primerov uporabe metode IRKA. Za
računanje smo uporabili programsko okolje Matlab.
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Poglejmo si najprej dva primera uporabe metode IRKA na dveh stabilnih SISO sistemih




(s+ 2)(s+ 4)(s+ 6)
,
G2(s) =
−s2 + 7s4 +
5
4




Denimo, da hočemo sistema Σ1 in Σ2 aproksimirati s sistemoma Σ̃1 in Σ̃2 reda 1, ki






















































− 2(8s(2s+ 5) + 5)
(8s(2s+ 1) + 5)2
)
.
Zaradi preprostosti funkcij G1 in G2 lahko s pomočjo odvajanja formule (4.6) optimalne
parametre ϕ̃1, λ̃1, ϕ̃2 in λ̃2 izračunamo direktno z uporabo numeričnih metod za iskanje
ničel funkcij. Dobimo naslednje rezultate
ϕ̃1 = 0,9419189258523664, λ̃1 = −3,18163329254508,
ϕ̃2 = 0,9719696178514922, λ̃2 = −0,2727216433189107.
Pri zgornjih parametrih sta napaki aproksimacije enaki∣∣∣∣∣∣Σ1 − Σ̃1∣∣∣∣∣∣
H2
=0, 020414098778650,∣∣∣∣∣∣Σ2 − Σ̃2∣∣∣∣∣∣
H2
=1, 510148054358981.
Na sistemu Σ1 uporabimo metodo IRKA z začetno točko λ̃(k) = 100.0. Potek metode je
prikazan v tabeli 3. Opazimo, da metoda IRKA v tem primeru hitro konvergira k optimalni
rešitvi. Opazimo, da je sistem Σ1 stabilen SISO SSS sistem, konvergenco za takšne sisteme
pa smo že dokazali. Kvaliteto dobljene aproksimacije sistema Σ1 lahko vidimo na sliki 1.
Poglejmo si sedaj potek uporabe metode IRKA na sistemu Σ2 z λ̃(0) = 0, 272, ki
je prikazan v tabeli 4. Opazimo, da v tem primeru metoda IRKA ne konvergira proti





























Tabela 4: Uporaba metode IRKA na Σ2












































Opazimo, da je v točki λ̃2 odvod funkcije ΨE2 enak −1, 372815, kar je po absolutni vre-
dnosti več kot 1.
Tako vidimo, da našega dokaza konvergence metode IRKA ne moremo razširiti na
splošne SISO sisteme, saj metoda IRKA ne konvergira vedno k optimalni rešitvi.
Omenimo, da je primer aproksimacije sistema Σ2 predstavljen tudi v članku [8]. Kva-
liteto dobljene aproksimacije sistema Σ2 lahko vidimo na sliki 2.
Na hitro si poglejmo še primer uporabe metode IRKA na stabilnem SISO sistemu
višjega reda. Vzemimo primer beam iz zbirke [3]. V tem primeru imamo dan stabilen
sistem z matriko A ∈ R348×348. Dan sistem ima H2-normo enako 326,678. Opazimo, da ga
lahko z metodo IRKA dobro aproksimiramo že s sistemom reda 10. Norma napake, ki je
odvisna od začetnih točk, se v tem primeru giblje med 3 in 5 in konvergira v manj kot 40
korakih. Primerjavo originalnega sistema in njegove aproksimacije lahko vidimo na sliki 3.
Podobno dobro se metoda IRKA obnaša na ostalih primerih iz zbirke [3]. Opazimo, da
je v večini primerov, ko je r dovolj majhen, metoda IRKA bistveno hitrejša od reševanja
Ljapunove enačbe.
Več primerov uporabe metode IRKA lahko najdemo v člankih [8], [10] in [4].
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Slika 1: Primerjava impulznih odzivov originalnega sistema in njegove optimalne aproksi-
macije
Slika 2: Primerjava impulznih odzivov originalnega sistema in njegovih aproksimacij.
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V magisterskem delu smo si ogledali nekaj osnovnih definicij iz teorije sistemov upravlja-
nja. Izpeljali smo več različnih oblik H2 napake za SISO sisteme in si ogledali kdaj je
norma napake aproksimacije sistema najmanjša ter kako se to izraža s prenosnimi funkci-
jami. Pogledali smo si metodo IRKA in predstavili celoten dokaz, da v primeru SISO SSS
sistemov konvergira.
Na koncu smo si ogledali še nekaj primerov uporabe metode IRKA. Videli smo, da
metoda IRKA dobro deluje tudi v praksi. Za bolj zanimive probleme bi morali predstaviti
še razširitev metode IRKA na MIMO sisteme, kjer bi lahko predstavili še iz metode IRKA
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