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Abstract
In a transformation method, the numerical solution of a given bound-
ary value problem is obtained by solving one or more related initial value
problems. Therefore, a transformation method, like a shooting method, is
an initial value method. The main difference between a transformation and
a shooting method is that the former is conceived and derive its formula-
tion from the scaling invariance theory. This paper is concerned with the
application of the iterative transformation method to several problems in the
boundary layer theory. The iterative method is an extension of the Töpfer’s
non-iterative algorithm developed as a simple way to solve the celebrated
Blasius problem. This iterative method provides a simple numerical test for
the existence and uniqueness of solutions. Here we show how the method
can be applied to problems with a homogeneous boundary conditions at in-
finity and in particular we solve the Sakiadis problem of boundary layer
theory. Moreover, we show how to couple our method with Newton’s root-
finder. The obtained numerical results compare well with those available
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in the literature. The main aim here is that any method developed for the
Blasius, or the Sakiadis, problem might be extended to more challenging
or interesting problems. In this context, the iterative transformation method
has been recently applied to compute the normal and reverse flow solutions
of Stewartson for the Falkner-Skan model [Comput. & Fluids, 73 (2013) pp.
202-209].
Key Words: BVPs on infinite intervals, Blasius problem, Töpfer’s algorithm,
Sakiadis and Stewartson problems, iterative transformation method.
MSC 2010: 65L10, 65L08, 34B40, 76D10.
1 Historical background
At the beginning of the last century Prandtl [48] put the foundations of boundary-
layer theory providing the basis for the unification of two, at that time seem-
ingly incompatible, sciences: namely, theoretical hydrodynamics and hydraulics.
Boundary-layer theory has found its main application in calculating the skin-
friction drag which acts on a body as it is moved through a fluid: for example
the drag of an airplane wing, of a turbine blade, or a complete ship [52]. More-
over, Boyd [12] uses the problem considered by Prandtl as an example were some
good analysis, before the computer invention, allowed researchers of the past to
solve problems, governed by partial differential equations, that might be otherwise
impossible to face.
Blasius problem [10] is the simplest nonlinear boundary layer problem. A
study by Boyd point out how this particular problem has arisen the interest of
prominent scientist, like H. Weyl, J. von Neumann, M. Van Dyke, etc., see Table
1 in [11]. The main reason for this interest is due to the hope that any approach
developed for this epitome can be extended to more difficult hydrodynamics prob-
lems.
Blasius main interest was to compute, without worrying about existence or
uniqueness of its boundary value problem (BVP) solution – it was Weyl who
proved in [62] that Blasius problem has one and only one solution –, the value
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of λ the so-called shear stress. To compute this value, Blasius used a formal
series solution around η = 0 and an asymptotic expansions for large values of η ,
adjusting the constant λ so as to connect both expansions in a middle region. In
this way, Blasius obtained the (erroneous) bounds 0.3315< λ < 0.33175.
A few years later, Töpfer [57] revised the work by Blasius and solved numer-
ically the Blasius equation with suitable initial conditions and the classical order-
four Runge-Kutta method. He then arrived, without detailing his computations, at
the value λ ≈ 0.33206, contradicting the bounds reported by Blasius.
Thereafter, the quest for a good approximation of λ was a main concern.
This is seldom the case for the most important problems of applied mathemat-
ics: at the first study everyone would like to know if there is a method to solve a
given problem, but, as soon as a problem is solved, then we would like to know
how accurate is the computed solution and whether there are different methods
that can provide a solution with less effort. By using a power series, Bairstow
[9] reports λ ≈ 0.335, and Goldstein [38] obtains λ ≈ 0.332 or, using a finite
difference method, Falkner [21] finds λ ≈ 0.3325765, and Howarth [41] yields
λ ≈ 0.332057. Fazio [23], using a free boundary formulation of the Blasius prob-
lem, finds λ ≈ 0.332057336215. Boyd [11] uses Töpfer’s algorithm to obtain
the accurate value λ ≈ 0.33205733621519630. By the Adomain’s decomposi-
tion method Abbasbandy [1] finds λ ≈ 0.333329, whereas a variational iteration
method with Padé approximants allows Wazwaz [61] to calculate, the imprecise
value, λ ≈ 0.3732905625. Tajvidi et al. [56] apply modified rational Legendre
functions to get a value of λ ≈ 0.33209.
To compute the value of λ , we can apply also the Crocco formulation [19].
For instance, Vajravelu et al. [59] use the Runge-Kutta method and a shooting
technique to solve numerically the Crocco formulation and obtain the value λ ≈
0.3322, and Callegari and Friedman [13] reformulate the Blasius problem in terms
of the Crocco variables, show that this problem has an analytical solution, and
compute the following bounds: 0.332055< λ < 0.33207.
At the turning of this new century, as the number of applications of microelec-
tronics devices increases, boundary-layer theory has found a renewal of interest
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within the study of gas and liquid flows at the micro-scale regime, see, for in-
stance, Gad el Hak [20] or Martin and Boyd [46].
Our main goal here is to show how to solve numerically Blasius problem, and
similar problems in the boundary layer theory, by initial value methods derived
from scaling invariance theory. In the literature, these methods are referred to as
numerical transformation methods (TM) and in recent years these methods have
been effectively applied to several problems of interest.
2 Fluid flow on a flat plate
The model describing the steady plane flow of a fluid past a thin plate, provided
the boundary layer assumptions are verified (the flow has a very thin layer attached
to the plate and v≫ w), is given by
∂v
∂y
+
∂w
∂ z
= 0
v
∂v
∂y
+w
∂v
∂ z
= ν
∂ 2v
∂ z2
(2.1)
v(y,0) = w(y,0) = 0 , v(y,z)→V∞ as z→ ∞ ,
where the governing differential equations, namely conservation of mass and mo-
mentum, are the steady-state 2D Navier-Stokes equations under the boundary
layer approximations, v and w are the velocity components of the fluid in the y
and z direction, V∞ represents the main-stream velocity, see the draft in figure 1,
and ν is the viscosity of the fluid. The boundary conditions at z = 0 are based
on the assumption that neither slip nor mass transfer are permitted at the plate
whereas the remaining boundary condition means that the velocity v tends to the
main-stream velocity V∞ asymptotically.
In order to study this problem, it is convenient to introduce a potential (stream
function) ψ(y,z) defined by
v=
∂ψ
∂ z
, w=−∂ψ
∂y
. (2.2)
The physical motivation for introducing this function is that constant ψ lines are
steam-lines. The mathematical motivation for introducing such a new variable
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Figure 1: Boundary layer over a thin plate.
is that the equation of continuity is satisfied identically, and we have to deal only
with the transformedmomentum equation. In fact, introducing the stream function
the problem can be rewritten as follows
ν
∂ 3ψ
∂ z3
+
∂ψ
∂y
∂ 2ψ
∂ z2
− ∂ψ
∂ z
∂ 2ψ
∂y∂ z
= 0
∂ψ
∂y
(y,0) =
∂ψ
∂ z
(y,0) = 0 (2.3)
∂ψ
∂ z
(y,z)→V∞ as z→ ∞ .
2.1 Blasius problem
Blasius [10] used the following similarity transformation
η = z
(
V∞
νy
)1/2
, f (η) = ψ(y,z)(νyV∞)
−1/2 , (2.4)
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that reduces the partial differential model (2.3) to
d3 f
dη3
+
1
2
f
d2 f
dη2
= 0
(2.5)
f (0) =
d f
dη
(0) = 0 ,
d f
dη
(η)→ 1 as η → ∞ ,
i.e., a boundary value problem (BVP) defined on a semi-infinite interval. Blasius
solved this BVP by patching a power series to an asymptotic approximation at
some finite value of η .
3 Töpfer transformation
In order to clarify Töpfer [57] derivation of a further transformation of variables
that reduces the BVP into an initial value problem (IVP) we consider the deriva-
tion of the series expansion solution. Of course, some of the coefficients of the
series can be evaluated by imposing the boundary conditions at η = 0. Moreover,
we set
λ =
d2 f
dη2
(0) (3.1)
where λ is a nonzero constant. So that, we look for a series solution defined as
f (η) =
λ
2
η2+
∞
∑
n=3
Cnη
n (3.2)
where the coefficients λ and Cn, for n = 3,4, . . . , are constants to be determined.
In fact, the boundary values at the plate surface, at η = 0, require thatC0 =C1 = 0,
and we also have C2 = λ/2 by the definition of λ . Now, we substitute this series
expansion into the governing differential equation, whereupon we find
∞
∑
n=3
n(n−1)(n−2)Cnηn−3
+
1
2
(
λ
2
η2+
∞
∑
n=3
Cnη
n
)[
λ +
∞
∑
n=3
n(n−1)Cnηn−2
]
= 0 (3.3)
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or in expanded form
[3 2C3]+ [4 3 2C4]η +
[
5 4 3C5+
1
2
2
λ
2
λ
2
]
η2
+
[
6 5 4C6+
1
2
2
λ
2
C3+
1
2
λ
2
3 2C3
]
η3+ · · ·= 0 . (3.4)
According to a standard approach, we have to require that all coefficients of the
powers of η to be zero. It is an easy matter to compute the coefficients of the
series expansion in terms of λ :
C3 =C4 = 0 , C5 =− λ
2
2 5!
C6 =C7 = 0 , C8 = 11
λ 3
22 8!
C9 =C10 = 0 , C11 =−375 λ
4
23 11!
and so on ...
The solution can be written as
f =
λη2
2
− λ
2η5
2 5!
+
11 λ 3η8
22 8!
− 375 λ
4η11
23 11!
+ · · · (3.5)
where the only unknown constant is λ . In principle, λ can be determined by
imposing the boundary condition at the second point, but, in this case, this cannot
be done because the left boundary condition is given at infinity. However, by
modifying the powers of λ we can rewrite the series expansion as
λ−1/3 f =
(
λ 1/3η
)2
2
−
(
λ 1/3η
)5
2 5!
+
11
(
λ 1/3η
)8
22 8!
−
375
(
λ 1/3η
)11
23 11!
+ · · · (3.6)
which suggests a transformation of the form
f ∗ = λ−1/3 f , η∗ = λ 1/3η . (3.7)
In the new variables the series expansion becomes
f ∗ =
η∗2
2
− η
∗5
2 5!
+
11 η∗8
22 8!
− 375 η
∗11
23 11!
+ · · · (3.8)
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which does not depend on λ . We notice that the governing differential equation
and the initial conditions at the free surface, at η = 0, are left invariant by the
new variables defined above. Moreover, the first and second order derivatives
transform in the following way
d f ∗
dη∗
= λ−2/3
d f
dη
,
d2 f ∗
dη∗2
= λ−1
d2 f
dη2
. (3.9)
As a consequence of the definition of λ we have
d2 f ∗
dη∗2
(0) = 1 , (3.10)
and this explains why in these variables the series expansion does not depend on
λ . Furthermore, the value of λ can be found on condition that we have an approx-
imation for d f
∗
dη∗ (∞), say
d f ∗
dη∗ (η∞) where η
∗
∞ is a suitable truncated boundary. In
fact, by the above relation we get
λ =
[
d f ∗
dη∗
(η∗∞)
]−3/2
. (3.11)
From a numerical viewpoint, BVPs must be solved within the computational
domain simultaneously (a “stationary” problem), whereas IVPs can be solved by
a stepwise procedure (an “evolution” problem). Somehow, numerically, IVPs are
easier than BVPs.
3.1 Töpfer algorithm
Let us list the steps necessary to solve the Blasius problem by the Töpfer algo-
rithm. In this way, we define a non-iterative (I)TM. We have to:
1. solve the auxiliary IVP
d3 f∗
dη∗3
+
1
2
f ∗
d2 f ∗
dη∗2
= 0
(3.12)
f ∗(0) =
d f ∗
dη∗
(0) = 0,
d2 f ∗
dη∗2
(0) = 1
and, in particular, get an approximation for d f
∗
dη∗ (∞);
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2. compute λ by equation (3.11);
3. obtain f (η),
d f
dη
(η), and
d2 f
dη2
(η) by the inverse transformation of (3.7).
Indeed, Töpfer solved the IVP for the Blasius equation once. At large but finite η∗j ,
ordered so that η∗j < η
∗
j+1, we can compute by equation (3.11) the corresponding
λ j. If two subsequent values of λ j agree within a specified accuracy, then λ is
approximately equal to the common value of the λ j, otherwise, we can march to
a larger value of η and try again. Using the classical fourth order Runge-Kutta
method and a grid step ∆η∗ = 0.1 Töpfer was able to determine λ with an error
less than 10−5. He used the two truncated boundaries η∗1 = 4 and η
∗
2 = 6. In figure
2 we plot the more accurate numerical solution obtained by Töpfer’s algorithm
defined above. We notice that this figure shows the solutions of the auxiliary IVP
(3.12) and of the BVP (2.5).
0 1 2 3 4 5 6 7 8 9
0
0.5
1
1.5
2
2.5
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Figure 2: Blasius solution by a non-ITM for η∗ ∈ [0,6]we get λ2 = 0.332057687.
9
4 Rubel error analysis
The boundary condition at infinity is certainly not suitable for a numerical treat-
ment. This condition has usually been replaced by the same condition applied at
a truncated boundary, see Collatz [15, pp 150-151] or Fox [36, p. 92]. In the
truncated boundary formulation fM(η) is defined by
d3 fM
dη3
+ fM
d2 fM
dη2
= 0
(4.1)
fM(0) =
d fM
dη
(0) = 0,
d fM
dη
(M) = 1
where M represents the truncated boundary. It is evident that also in (4.1) the
governing DE and the two boundary conditions at the origin are left invariant by
the scaling transformation (3.7).
For the error related to the truncated boundary solution fM(η) defined by
e(η) = | f (η)− fM(η)|, η ∈ [0,M] , (4.2)
the following theorem holds true.
Teorema 1 (due to Rubel [49]). A truncated boundary formulation of the Bla-
sius problem introduces an error which verifies the following inequality
e(η)≤Md
2 fM
dη2
(M)[ fM(M)]
−1 . (4.3)
Outline of the proof. As proved by Weyl [62], it is true that
d2 f
dη2
(η)> 0, for η ∈ (0,∞) . (4.4)
By (4.4) and taking into account the boundary conditions in (2.5), we have that
d f
dη
(η) and f (η) are increasing functions on η ∈ (0,∞) . (4.5)
As a consequence the function λ 2
d f
dη
(λM) is zero for λ = 0, increases with λ
and tends to infinity as λ → ∞. For some value of λ ∈ (0,∞) we must have
λ 2
d f
dη
(λM) = 1 . (4.6)
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This value verifies λ > 1 because λM is a finite value,
d f
dη
(η) is an increasing
function and
d f
dη
(η)→ 1 as η → ∞. For this particular value of λ , due to the
scaling properties, we have found that
fM(η) = λ f (λη) (4.7)
because λ f (λη) verifies the BVP (4.1) that defines fM(η) uniquely.
Hence, the error for η ∈ [0,M] is given by
e(η) = |λ f (λη)− f (η)| ≤ |(λ −1) f (λη)|+ | f (λη)− f (η)| . (4.8)
By applying the mean value theorem of differential calculus and taking into ac-
count that
d f
dη
(η) ≤ 1 we get the relations f (λη) ≤ λη and | f (λη)− f (η)| ≤
(λ −1)η . As a result
e(η)≤M(λ 2−1), η ∈ [0,M] (4.9)
where λ 2−1> 0 because λ > 1. Naturally, d fM
dη
(η → ∞) = λ 2, so that
λ 2−1 = d fM
dη
(η → ∞)− d fM
dη
(M)
=
∫ ∞
M
d2 fM
dη2
dη .
To complete the proof Rubel used some manipulations, involving a first integral
of the governing differential equation, to find that
λ 2−1≤ d
2 fM
dη2
(M)[ fM(M)]
−1 . (4.10)
✷
Remark. As a consequence of this theorem in order to control the error we can
modify either the value ofM or the value of
d2 fM
dη2
(M). Classically the value ofM
has been chosen to this end. The above Theorem shows that the error is directly
proportional to M. In this context Fazio defines a free boundary formulation of
the Blasius problem where the second order derivative of the solution with respect
to η at the free boundary can be chosen as small as possible, see [23] for details.
The free boundary can be interpreted as a truncated boundary, see Fazio [30].
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5 Main aim
Here we show how the original treatment of the Blasius problem due to Töpfer
can be extended to more complex problems of boundary layer theory. In partic-
ular, our main concern is to solve numerically the Blasius problem, and similar
problems in boundary layer theory, by initial value methods derived within scal-
ing invariance theory. As pointed out by NA [47, Chapters 7-9], usually a given,
even simple, extension of the Blasius problem cannot be solved by Töpfer algo-
rithm. Therefore, in order to extend the applicability of this non-ITM an itera-
tive version has been developed in [25, 26, 27, 28]. Finally, the iterative exten-
sion of Töpfer algorithm has been applied to several problems of interest: free
boundary problems [34, 27, 28], a moving boundary hyperbolic problem [24],
Homann and Hiemenz problems governed by the Falkner-Skan equation in [25],
one-dimensional parabolic moving boundary problems [29], two variants of the
Blasius problem [31], namely: a boundary layer problem over moving surfaces,
studied first by Klemp and Acrivos [44], and a boundary layer problem with slip
boundary condition, that has found application in the study of gas and liquid flows
at the micro-scale regime [20, 46], parabolic problems on unbounded domains
[35] and, recently, see [33], a further variant of the Blasius problem in boundary
layer theory: the so-called Sakiadis problem [50, 51].
6 The ITM
The applicability of a non-ITM to the Blasius problem is a consequence of its in-
variance with respect to the transformation (3.7); note that the asymptotic bound-
ary condition is not invariant. Several problems in boundary-layer theory lack
this kind of invariance and cannot be solved by non-ITMs [47, Chapters 7-9]. To
overcome this drawback, we can modify the problem at hand by introducing a
numerical parameter h, and require the invariance of the modified problem with
respect to an extended scaling group involving h, see [26, 27] for details.
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Let us consider the class of BVPs defined by
d3 f
dη3
= φ
(
η, f ,
d f
dη
,
d2 f
dη2
)
(6.1)
f (0) = a
d f
dη
(0) = b+ c
d2 f
dη2
(0) ,
d f
dη
(η)→ d as η → ∞ ,
where a, b, c and d are given constants. We turn now to define an initial value
method for the class of problems (6.1). To this end, we consider an embedding
parameter h and the extended class of problems
d3 f
dη3
= h(1−3δ )/σ φ
(
h−(δ/σ)η,h−1/σ f ,h(δ−1)/σ
d f
dη
,h(2δ−1)/σ
d2 f
dη2
)
f (0) = h1/σa
d f
dη
(0) = h(1−δ )/σb+h(−δ )/σc
d2 f
dη2
(0) , (6.2)
d f
dη
(η)→ d as η → ∞ .
Let us remark here that (6.1) is recovered from (6.2) by setting h = 1. The ex-
tended problems (6.2) are invariant, but if d 6= 0 the asymptotic boundary condi-
tion is not invariant, with respect to the extended scaling group of transformations
f ∗ = λ f , η∗ = λ δ η , h∗ = λ σh , (6.3)
with δ 6= 1 and σ 6= 0.
We have to consider now the auxiliary IVP
d3 f ∗
dη∗3
= h∗(1−3δ )/σ φ
(
h∗−(δ/σ)η,h∗−1/σ f ,h∗(δ−1)/σ
d f ∗
dη∗
,h∗(2δ−1)/σ
d2 f ∗
dη∗2
)
(6.4)
f ∗(0) = h∗1/σa ,
d f ∗
dη∗
(0) = h∗(1−δ )/σb+h∗(−δ )/σc p ,
d2 f ∗
dη∗2
(0) = p ,
where p is defined by the user. We have to solve (6.4) in [0,η∗∞], where η∗∞ is a
suitable truncated boundary chosen under the asymptotic condition
d f
dη
(η)→ d as η → ∞ . (6.5)
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Now, if d 6= 0, then λ is given by
λ =
[
d f ∗
dη∗ (η
∗
∞)
d
]1/(1−δ )
. (6.6)
Let us remark that we are able now to dismiss the above request on d. In fact, if
d = 0, then we can substitute do d the value 1−h∗(1−δ )/σ in (6.2) and compute λ
by
λ =
[
d f ∗
dη∗
(η∗∞)+h
∗(1−δ )/σ
]1/(1−δ )
. (6.7)
It is evident that setting h∗ arbitrarily the transformed value of h under (9.3)
can be different from one, the target value. Therefore, we can apply a root-finder
method; generally, we use the secant method. By starting with suitable values
of h∗0 and h
∗
1 a root-finder method is used to define the sequences h
∗
j and λ j for
j = 2,3, . . . , . A related sequence Γ(h∗j), for j = 0,1,2, . . . , can be computed by
Γ(h∗) = λ−σh∗−1 , (6.8)
where Γ is defined implicitly by the solution of the IVP (6.4). In the following
we use the notation Γ j = Γ(h∗j). If the computed values of λ j are convergent
to a value of lambda, that is, if |Γ j| goes to zero, then we can apply the inverse
transformation of (6.3) to compute the numerical solution of the original boundary
value problem. A convergence criterion should be enforced, and usually I use the
condition
|Γ j| ≤ Tol , (6.9)
where Tol is a user defined tolerance. Once again, our goal is to find the missing
initial condition d
2 f
dη2
(0).
We are now ready to present the iterative method of solution in the form of an
algorithm.
The iterative algorithm.
1. Input p, δ , h∗0, h
∗
1, η
∗
∞, d, Tol.
2. j = 2,3, . . . ; repeat through step 5 until condition (6.9) is satisfied.
3. Solve (6.4) in the starred variables on [0,η∗∞].
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4. If d 6= 0, then compute λ by (6.6), else by (6.7).
5. Use equation (6.8) to get Γ j.
6. Rescale according to (6.3).
The above algorithm defines an ITM for the numerical solution of the class
of problems (6.1). In the next sections, we apply the above iterative extension of
Töpfer algorithm to the Sakiadis problem, slip boundary condition, moving sur-
face and to the Falkner-Skan model. But, first, let us discuss the relation between
the real zero of the transformation function Γ(h∗) and the number of solutions of
the considered BVP.
7 Existence and uniqueness
Our main result can be stated as follows: for a given BVP the existence and
uniqueness question is reduced to finding the number of real zeros of the transfor-
mation function. This result is proved below.
Teorema 2 Let us assume that δ and σ are fixed and that for every value of
h∗ the auxiliary IVP (6.4) is well posed on [0,η∗∞]. Then, the BVP (6.1) has a
unique solution if and only if the transformation function has a unique real zero;
nonexistence (nonuniqueness) of the solution of (6.1) is equivalent to nonexistence
of real zeros (existence of more than one real zero) of Γ(h∗).
Proof by invariance considerations. For a proof we show that there exists a one-
to-one and onto correspondence between the set of solutions of (6.1) and the set
of real zeros of the transformation function. Moreover, if one of the two sets is
empty the other one is empty too. The thesis is an evident consequence of this
result.
The mentioned correspondence can be defined as follows. For every values of
d f ∗
dη∗ (0), δ and σ different from zero, given a solution f (η) of (6.1), which specify
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a particular value of d f
dη (0), we can associate to it the real zero of Γ defined by
h∗ =
[
d f ∗
dη∗ (0)
d f
dη (0)
]σ/(1−2δ )
.
The related value of λ = h∗1/σ , allows us to verify by the substitution in (6.8) that
we have defined a real zero of the transformation function.
According to the definition of the transformation function, in general to each
real zero h∗ of Γ there is related a solution f ∗(η∗), defined on [0,η∗∞], of the
auxiliary IVP (6.4). Now, the condition for f ∗(η∗),h∗ to be transformed by (6.3)
to f (η),1 (where f (η) is defined on [0,η∞]) is that λ = h∗1/σ . Due to λ = h∗1/σ
we have f ∗(0) = h∗1/σ f (0) and d f
∗
dη∗ (0) = h
∗(1−δ )/σ d f
dη (0), so that the relation
(6.3) implies that f (η) verifies the boundary conditions at zero in (6.1). Hence, to
each real zero of Γ we can associate a solution of (6.1). Again λ = h∗1/σ , so that
f (η) = h∗−1/σ f ∗(h∗−δ/σ η∗).
It is easily seen that by means of the relations defined above we can fix both
a right and left inverse of our correspondence. Therefore, the correspondence is
one-to-one and onto. 
Before proceeding further, some remarks are in order. First, as far as initial
value problems are concerned, the theory of well-posed problems is developed
in detail in several classical books, see, for instance, [39, Chapters 2, 3 and 5].
In particular, the continuous dependence of the solution on parameters holds true
provided suitable regularity conditions on φ(η, f , d f
dη ,
d f 2
d2η
) are fulfilled. Second, if
for every value of h∗ we assume λ (h∗)> 0, then for δ 6= 0 and each fixed value of
h∗ the scaling [λ (h∗)]−δ η∗ : [0,η∗∞]→ [0,η∞] is one-to-one and onto whereas the
function of h∗ defined by [λ (h∗)]−σh∗ : IR→ IR may not be one-to-one for σ 6= 0.
Therefore, since Γ(h∗) = [λ (h∗)]−σh∗− 1, the transformation function may not
be one-to-one. Third, by studying the behaviour of the transformation function it
is possible to test the existence and uniqueness question.
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8 Blasius and Sakiadis problems
Within boundary-layer theory, the model describing the steady plane flow of a
fluid past a thin plate, is given by
∂u
∂x
+
∂v
∂y
= 0 ,
(8.1)
u
∂u
∂x
+ v
∂u
∂y
= ν
∂ 2u
∂y2
,
where the governing differential equations, namely conservation of mass and mo-
mentum, are the steady-state 2D Navier-Stokes equations under the boundary
layer approximations: u≫ v and the flow has a very thin layer attached to the
plate, u and v are the velocity components of the fluid in the x and y direction, and
ν is the viscosity of the fluid. The boundary conditions for the velocity field are
u(x,0) = v(x,0) = 0 , u(0,y) =U∞ ,
(8.2)
u(x,y)→U∞ as y→ ∞ ,
for the Blasius flat plate flow problem [10], whereU∞ is the main-stream velocity,
and
u(x,0) =Up , v(x,0) = 0 ,
(8.3)
u(x,y)→ 0 as y→ ∞ ,
for the classical Sakiadis flat plate flow problem [50, 51], whereUp is the plate ve-
locity, respectively. The boundary conditions at y= 0 are based on the assumption
that neither slip nor mass transfer are permitted at the plate whereas the remaining
boundary condition means that the velocity v tends to the main-stream velocity
U∞ asymptotically or gives the prescribed velocity of the plateUp.
Introducing a similarity variable η and a dimensionless stream function f (η)
as
η = y
√
U
νx
, u=U
d f
dη
, v=
1
2
√
Uν
x
(
η
d f
dη
− f
)
, (8.4)
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we have
∂u
∂x
=−U
2
η
x
d2 f
dη2
,
∂v
∂y
=
U
2
η
x
d2 f
dη2
(8.5)
and the equation of continuity, the first equation in (8.1), is satisfied identically.
On the other hand, we get
∂u
∂y
=U
d2 f
dη2
√
U
νx
,
∂ 2u
∂y2
=
U2
νx
d3 f
dη3
. (8.6)
Let us notice that, in the above equationsU =U∞ represents Blasius flow, whereas
U =Up indicates Sakiadis flow, respectively.
By inserting these expressions into the momentum equation, the second equa-
tion in (8.1), we get
d3 f
dη3
+
1
2
f
d2 f
dη2
= 0 , (8.7)
to be considered along with the transformed boundary conditions
f (0) =
d f
dη
(0) = 0 ,
d f
dη
(η)→ 1 as η → ∞ ,
for the Blasius flow, and
f (0) = 0 ,
d f
dη
(0) = 1 ,
d f
dη
(η)→ 0 as η → ∞ ,
for the Sakiadis flow, respectively.
Sakiadis studied the behaviour of boundary layer flow, due to a moving flat
plate immersed in an otherwise quiescent fluid, [50, 51]. He found that the wall
shear is about 34% higher for the Sakiadis flow compared to the Blasius case.
Later, Tsou and Goldstein [58] made an experimental and theoretical treatment of
Sakiadis problem to prove that such a flow is physically realizable.
9 Extension of Töpfer algorithm
Within this section, we explain how it is possible to extend Töpfer algorithm to
the Sakiadis problem, that we rewrite here for the reader convenience
d3 f
dη3
+
1
2
f
d2 f
dη2
= 0
(9.1)
f (0) = 0 ,
d f
dη
(0) = 1 ,
d f
dη
(η)→ 0 as η → ∞ .
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In order to define the ITM, we introduce the extended problem
d3 f
dη3
+
1
2
f
d2 f
dη2
= 0
(9.2)
f (0) = 0 ,
d f
dη
(0) = h1/2 ,
d f
dη
(η)→ 1−h1/2 as η → ∞ .
In (9.2), the governing differential equation and the two initial conditions are in-
variant, the asymptotic boundary condition is not invariant, with respect to the
extended scaling group
f ∗ = λ f , η∗ = λ−1η , h∗ = λ 4h . (9.3)
Moreover, it is worth noticing that the extended problem (9.2) reduces to the
Sakiadis problem (9.1) for h= 1. So that, to find a solution to the Sakiadis prob-
lem we have to find a zero of the so-called transformation function
Γ(h∗) = λ−4h∗−1 , (9.4)
where the group parameter λ is defined by the formula
λ =
[
d f ∗
dη∗
(η∗∞)+h
∗1/2
]1/2
, (9.5)
and to this end we can use a root-finder method.
Let us notice that λ and the transformation function are defined implicitly by
the solution of the IVP
d3 f ∗
dη∗3
+
1
2
f ∗
d2 f ∗
dη∗2
= 0
(9.6)
f ∗(0) = 0 ,
d f ∗
dη∗
(0) = h∗1/2,
d2 f ∗
dη∗2
(0) =±1 .
Here, several questions are of interest. As far as the missing initial condition
is concerned, are we allowed to use the value
d2 f ∗
dη∗2
(0) = 1 , (9.7)
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suggested to Töpfer, as discussed in section 3, by a formal series solution of the
Blasius problem? Indeed, if the first derivative of f is a monotone decreasing func-
tion, then the given boundary conditions in (9.1) indicate that the second derivative
of f (η) has to be negative and should go to zero as η goes to infinity and this calls
for a negative value of the missing initial condition. Is the solution to the Sakiadis
problem (9.1) unique? By studying the behaviour of the transformation function
Γ we can answer both questions, and this is done in the next section.
10 Numerical Results
It is evident that our numerical method is based on the behaviour of the transfor-
mation function. So that, our interest is to study the behaviour of this function
with respect to its independent variable, as well as the involved parameters. We
notice that, because of the two terms h1/2, which have been introduced in the mod-
ified boundary conditions in (9.2), we are allowed to consider only positive values
of h∗.
Figures 3-4 show the results of our numerical study concerning the depen-
dence of Γ with respect to the missing initial condition d
2 f ∗
dη∗2 (0). From figure 3 we
realize that the missing initial condition cannot be positive.
For a negative missing initial condition, the numerical results are shown on
figure 4. It is evident from figure 4 that the transformation function has only
one zero and, by the theorem 2 – see also [27] –, this means that the considered
problem has one and only one solution. Moreover, we remark that the tangent to
the Γ function at its unique zero and the h∗ axis defines a large angle. This means
that the quest for the h∗ corresponding to h= 1 is a well-conditioned problem.
For a problem, in boundary layer theory, admitting more that one solution or
none, depending on the value of a parameter involved see the next sections or
[31, 32].
For the numerical results reported in this section, the ITM was applied by
setting the truncated boundary η∗∞ = 10. Moreover, these results were obtained
by an adaptive fourth-order Runge-Kutta IVP solver. The adaptive solver uses
20
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Figure 3: Plot of Γ(h∗) for
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(0) = 1.
a relative and an absolute error tolerance, for each component of the numerical
solution, both equal to 1D−06. Here and in the following the notation D− k =
10−k means a double precision arithmetic.
10.1 Secant root-finder
As a first case, the initial value solver was coupled with the simple secant root-
finder with a convergence criterion given by
|Γ(h∗)| ≤ 1D−09 . (10.1)
The implementation of the secant method is straightforward. The only diffi-
culty we have to face is related to the choice of the initial iterates. In this context
the study of the transformation function of figure 4 can be helpful. Table 1 reports
the iterations of our ITM. Figure 5 shows the results of our numerical approxima-
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tion. This solution was computed by rescaling, so that η∗∞ < η∞, where the chosen
truncated boundary was η∗∞ = 10 in our case.
10.2 Newton’s root-finder
The same ITM can be applied by using the Newton’s root-finder. This requires a
more complex treatment involving a system of six differential equations. Let us
introduce the auxiliary variables u j(η) for j = 1,2, . . . ,6 defined by
u1 = f , u2 =
d f
dη
, u3 =
d2 f
dη2
,
(10.2)
u4 =
∂u1
∂h
, u5 =
∂u2
∂h
, u6 =
∂u3
∂h
.
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Table 1: Iterations and numerical results: secant root-finder.
j h∗j λ j Γ(h
∗
j)
d2 f
dη2
(0)
0 2.5 1.061732 0.967343 −0.835517
1 3.5 1.475487 −0.261541 −0.311310
2 3.287172 1.417981 −0.186906 −0.350743
3 2.754191 1.229206 0.206411 −0.538426
4 3.033897 1.339089 −0.056455 −0.416458
5 2.973826 1.318081 −0.014749 −0.436690
6 2.952581 1.310382 0.001407 −0.444433
7 2.954432 1.311058 −3.23D−05 −0.443745
8 2.954391 1.311043 −6.93D−08 −0.443761
9 2.954391 1.311043 3.42D−12 −0.443761
Now, the related IVP is given by
du∗1
dη∗
= u∗2 ,
du∗2
dη∗
= u∗3 ,
du∗3
dη∗
=−1
2
u∗1u
∗
3 ,
du∗4
dη∗
= u∗5 ,
(10.3)
du∗5
dη∗
= u∗6 ,
du∗6
dη∗
=−1
2
(u∗4u
∗
3+u
∗
1u
∗
6) ,
u∗1(0) = 0 , u
∗
2(0) = h
∗1/2 , u∗3(0) =−1 ,
u∗4(0) = 0 , u
∗
5(0) =
1
2
h∗−1/2 , u∗6(0) = 0 .
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Figure 5: Sakiadis solution via the ITM.
In order to apply the Newton’s root-finder, at each iteration, we have to com-
pute the derivative with respect to h∗ of the transformation function Γ(h∗). In our
case, replacing equation (9.5) into (9.4), the transformation function is given by
Γ(h∗) =
[
u∗2(η
∗
∞)+h
∗1/2
]−2
h∗−1 , (10.4)
and its first derivative can be easily computed as
dΓ
dh∗
(h∗) =
[
u∗2(η
∗
∞)+h
∗1/2
]−2{
1−2[
u∗5(η
∗
∞)+
1
2
h∗−1/2
][
u∗2(η
∗
∞)+h
∗1/2
]−1
h∗
}
. (10.5)
The convergence criterion is again given by (10.1). Table 2 reports the iterations
of our ITM.
As can be easily seen we get the same numerical results already obtained by
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Table 2: Iterations and numerical results: Newton’s root-finder.
j h∗j λ j Γ(h
∗
j)
d2 f
dη2
(0)
0 2.5 1.061732 0.967345 −0.835517
1 2.634888 1.166846 0.421371 −0.629447
2 2.812401 1.255130 0.133241 −0.505747
3 2.929233 1.301740 0.020134 −0.453344
4 2.953635 1.310767 5.88D−04 −0.444042
5 2.954391 1.311043 5.26D−07 −0.443761
6 2.954391 1.311043 4.36D−13 −0.443761
the secant method but with a smaller numbers of iterations, cf. iteration 5 in table
2 with iteration 8 in table 1.
11 Slip flow condition
Let us consider again the slip boundary condition
d f
dη
(0) = c
d2 f
dη2
(0) , (11.1)
of the previous section. If we need the solution for a specific value of c, then we
can use the ITM.
In this section, we apply the ITM, and we consider a modified problem with
the boundary condition
d f
dη
(0) = h c
d2 f
dη2
(0) , (11.2)
and the extended scaling group
f ∗ = λ f , η∗ = λ−1η , h∗ = λ−1h . (11.3)
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Also in this case, λ is defined by equation (12.4). The iterative numerical results
are reported in table 3. The results listed in the last two columns of table 3 can be
c
d f ∗
dη∗
(η∗∞)
d f
dη
(0)
d2 f
dη2
(0)
0. 2.085393 0. 0.332061
1. 2.262516 0.293841 0.293841
5. 3.644351 0.718686 0.143737
10. 5.203210 0.842545 0.084255
50. 13.894469 0.965399 0.019308
Table 3: Slip boundary condition: numerical results by the ITM.
compared with similar results, obtained via a shooting method, shown in figure 1
of the proceedings report by Martin and Boyd [46].
For the ITM, we always used h∗0 = 0.1 and h
∗
1 = 1 but for the case c = 50
where, in order to speed up the convergence, we set h∗1 = 0.5. For the sake of
brevity, we omit to report the iterations related to the results listed in table 3.
However, by setting again |Γ(·)| < D-06, as a convergence criterion, the Regula
Falsi method converged within 8 iterations in all cases. Here and in the following
the D− k = 10−k means a double precision arithmetic.
12 Moving surfaces
Klemp and Acrivos [44] were the first to define the similarity model of a boundary
layer problem over moving surfaces. For this model the Blasius equation has to
be considered along with the following boundary conditions
f (0) = 0 ,
d f
dη
(0) = b , ,
d f
dη
(η)→ 1 as η → ∞ , (12.1)
where −b is the ratio of the plate velocity to the free stream velocity. Let us
remark here that, in contrast to the moving wall case considered in a previous
26
section, in this case, the asymptotic boundary condition is the same as in the
Blasius problem. Klemp and Acrivos studied the effect of the parameter b on
the boundary layer thickness. For b < 0, two solutions exist only for b bigger
than a critical value bc, as shown numerically by Hussaini and Lakin [42]. These
authors found a numerical value of bc = −0.3541. Hussaini et al. [43] proved
the nonuniqueness and analyticity of solutions for bc ≤ b, and derived the lower
bound −0.46824 for bc.
More recently, a modified Blasius equation, taking into account the effect of
b on the boundary layer thickness, has been introduced by Allan [2]. Moreover,
Allan and Syam [3], using an homotopy analysis method, defined an implicit re-
lation between the wall shear stress and the moving wall parameters. The study of
these relation shows that two solutions exist when bc≈ 0.354 · · · ≤ b, one solution
exists for b= bc and no solution exists for b< bc.
We have used the ITM in order to investigate the existence and uniqueness
question for the Blasius model on a moving surface. For the modified problem,
we defined the boundary condition
d f
dη
(0) = h b (12.2)
and used the extended scaling group
f ∗ = λ f , η∗ = λ−1η , h∗ = λ 2h . (12.3)
so that λ is defined by
λ =
[
d f ∗
dη∗
(∞)
]1/2
. (12.4)
Let us discuss here three specific test cases. First, we consider the case b =
−0.25, and we report, in table 4, the related numerical results found by the ITM.
In this case Γ(h∗) has two different zeros. Figure 6 shows the two corresponding
solutions. It is evident, from the two frames of this figure, that the truncated
boundary approach has to be supplemented by some numerical experiments, and
this is more relevant in the case of nonuniqueness of the solution. In fact, by
setting η∞ = 10, we miss the solution shown in the bottom frame of figure 6.
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h∗ Γ(h∗) h∗ Γ(h∗)
1. −0.528765 10. −0.008382
3. 0.198514 3. 0.198514
2.454091 0.045354 9.716410 0.016266
2.339221 0.008091 9.903562 −1.52D-04
2.319037 0.001371 9.901831 −2.96D-06
2.315626 2.21 ·10−4 9.901798 −5.79D-08
2.315076 3.87D-05 . .
2.314979 6.78D-06 . .
2.314963 1.19D-06 . .
2.314960 2.08D-07 . .
d f
dη
(0)
d2 f
dη2
(0)
d f
dη
(0)
d2 f
dη2
(0)
−0.25 0.283928 −0.25 0.032094
Table 4: Fluid flow on a moving surface for b= −0.25: numerical results by the
ITM.
As a second test case, by setting b = −0.4 we find that Γ(h∗) has always the
same negative sign, so that no solution is available for such a case. Finally, by
considering the case b = bc = −0.3541 the ITM provided d
2 f
dη2
(0) ≈ 0.148850.
The results obtained by the ITM in all the above cases are in agreement with
the results by Hussaini and Lakin [42] and Allan and Syam [3]. In particular, the
behaviour of Γ(h∗) in the second test case shows that the lower bound for bc found
by Hussaini et al. [43] is quite inaccurate.
For the ITM we used the Regula Falsi method as a root-finder, bracketing out
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Figure 6: Blasius problem with moving plate boundary conditions. The two dif-
ferent solutions for b=−0.25.
the zeros of the transformation function Γ(h∗), along with a convergence criterion
given by the inequality |Γ(h∗)|< D-06.
13 Fluid flow on wedges
Within the celebrated boundary-layer theory, developed at the beginning of the
last century by Prandtl [48], the model describing the steady plane flow of a fluid
past a wedge, provided the boundary layer assumptions are verified (v≫ w and
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the existence of a very thin layer attached to the wedge), is given by
∂v
∂y
+
∂w
∂ z
= 0 (13.1)
v
∂v
∂y
+w
∂v
∂ z
=V∞
dV∞
dy
+µ
∂ 2v
∂ z2
(13.2)
v(y,0) = w(y,0) = 0 (13.3)
v(y,z)→V∞(y) as z→ ∞ (13.4)
where the governing differential equations, conservation of mass and momentum,
are the steady-state 2D Navier-Stokes equations under the boundary layer approx-
imations, v and w are the velocity components of the fluid in the y and z direction,
V∞(y) represents the main-stream velocity, see the draft in figure 7, and µ is the
viscosity of the fluid. The boundary conditions at z = 0 are based on the as-
sumption that neither slip nor mass transfer is permitted, whereas the remaining
boundary condition means that the velocity v tends to the main-stream velocity
V∞(y) asymptotically.
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Figure 7: Boundary layer over different wedges.
In order to study this problem, it is convenient to introduce a potential (stream
function) ψ(y,z) defined by
v=
∂ψ
∂ z
, w=−∂ψ
∂y
. (13.5)
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After that the problem becomes
µ
∂ 3ψ
∂ z3
+V∞
dV∞
dy
+
∂ψ
∂y
∂ 2ψ
∂ z2
− ∂ψ
∂ z
∂ 2ψ
∂y∂ z
= 0 (13.6)
∂ψ
∂y
(y,0) =
∂ψ
∂ z
(y,0) = 0 (13.7)
∂ψ
∂ z
(y,z)→V∞(y) as z→ ∞ . (13.8)
A similarity analysis shows that it must beV∞(y)∝ ym and that (taking the constant
of proportionality equal to one) by introducing the new variables
η =
[
1
2µ
(1+m)
]1/2
zy−(1−m)/2
and
f (η) =
[
1
2µ
(1+m)
]1/2
ψ(y,z)y−(m+1)/2
our model reduces to
d3 f
dη3
+ f
d2 f
dη2
+β
[
1−
(
d f
dη
)2]
= 0
(13.9)
f (0) =
d f
dη
(0) = 0,
d f
dη
(η)→ 1 as η → ∞
where β = 2m/(1+m). The governing differential equation in (13.9) is known
as the Falkner-Skan equation [22]. It has been proved by Weyl [62] that for each
value of β there exists a solution for which its second derivative is positive, mono-
tone decreasing on [0,∞) and approaching zero as η goes to infinity. The unique-
ness question is more complex: if β > 1, then besides the monotone solution a
hierarchy of solution with reversed flow exists as shown by Coppel [16], see also
Craven and Pelietier [18]. The classical case, corresponding to β = m = 0, is
known as the Blasius problem [10].
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14 The Falkner-Skan model
In this section, we apply the ITM to the Falkner-Skan equation with relevant
boundary conditions
d3 f
dη3
+ f
d2 f
dη2
+β
[
1−
(
d f
dη
)2]
= 0
(14.1)
f (0) =
d f
dη
(0) = 0 ,
d f
dη
(η)→ 1 as η → ∞ ,
where f and η are appropriate similarity variables and β is a parameter. This
set is called the Falkner-Skan model, after the names of two English mathemati-
cians who first studied it [22]. As pointed out by Na [47, pp. 146-147], if β 6= 0,
the BVP (14.1) cannot be solved by a non-ITM. Indeed, the governing differen-
tial equation in (14.1) is not invariant with respect to any scaling group of point
transformations.
The existence and uniqueness question for the problem (14.1) is really a com-
plex matter. Assuming that β > 0 and under the restriction 0 < d f
dη < 1, known
as normal flow condition, Hartree [40] and Stewartson [54] proved that the prob-
lem (14.1) has a unique solution, whose first derivative tends to one exponentially.
Coppel [16] and Craven and Peletier [17] pointed out that the above restriction
on the first derivative can be omitted when 0≤ β ≤ 1. Weyl proved, in [62], that
for each value of the parameter β there exists a physical solution with positive
monotone decreasing, in [0,∞), second derivative that approaches zero as the in-
dependent variable goes to infinity. In the case β > 1, the Falkner-Skan model
loses the uniqueness and a hierarchy of solutions with reverse flow exists. In fact,
for β > 1 Craven and Peletier [18] computed solutions for which d f
dη < 0 for some
value of η . In each of these solutions the velocity approaches its limit exponen-
tially in η . As mentioned before, the term normal flow indicates that the flow
velocity has a unique direction, and instead, reverse flow means that the velocity
is both positive and negative in the integration interval.
The considered problem, has also multiple solutions for βmin < β < 0, as re-
ported by Veldman and van de Vooren [60], with the minimum value of β given
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by
βmin =−0.1988 . . . . (14.2)
In this range, there exist two physical solutions, one for normal flow and one for
reverse flow. For β = βmin only one solution exists. Finally, for β < βmin the
problem has no solution at all. Our interest here is to apply the ITM to the range
of β where multiple solutions are admitted, in particular, our interest is to get
numerically the famous solutions of Stewartson [54, 55]. The obtained results are
original and, as we shall see in the following sections, are in agreement with those
available in the literature.
The first computational treatment of the Falkner-Skan model is due to Hartree
[40]. Cebeci and Keller [14] apply shooting and parallel shooting methods requir-
ing asymptotic boundary condition to be imposed at a changing unknown bound-
ary in the computation process. As a result, they report convergence difficulties,
which can be avoided by moving towards more complicated methods. Moreover,
to guarantee reasonable accuracy, they are forced to use a small enough step-size
and extensive computation for the solution of the IVPs. Na [47, pp. 280-286]
describes the application of invariant imbedding. A modified shooting method [4]
and finite-difference methods [5, 6] for this problem are presented by Asaithambi.
Kuo [45] uses a differential transformationmethod, which obtains a series solution
of the Falkner-Skan equation. Sher and Yakhot [53] define a new approach that
solves this problem by shooting from infinity, using some simple analysis of the
asymptotic behaviour of the solution at infinity. Asaithambi [7] proposes a faster
shooting method by using recursive evaluation of Taylor coefficients. Zhang and
Chen [63] investigate a modification of the shooting method, where the computa-
tion of the Jacobian matrix is obtained by solving two IVPs. A Galerkin-Laguerre
spectral method is defined by Auteri and Quartapelle [8].
14.1 The ITM
In order to apply an ITM to (14.1) we have to embed it in a modified model and
require the invariance of this last model with respect to an extended scaling group
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of transformations. This can be done in several ways that are all equivalent. In
fact, the modified model can be written as
d3 f
dη3
+ f
d2 f
dη2
+β
[
h4/σ −
(
d f
dη
)2]
= 0 ,
(14.3)
f (0) =
d f
dη
(0) = 0 ,
d f
dη
(η)→ 1 as η → ∞ ,
and the related extended scaling group is given by
f ∗ = λ f , η∗ = λ−1η , h∗ = λ σh , (14.4)
where σ is a parameter. In the following we set σ = 4; for the choice σ = 8
see [25]. In [25], a free boundary formulation of the Falkner-Skan model was
considered and numerical results were computed for the Homann flow (β = 1/2)
as well as for the Hiemenz flow (β = 1).
From a numerical point of view the request to evaluate d f
dη (∞) cannot be ful-
filled. Several strategies have been proposed in order to provide an approximation
of this value. The simplest and widely used one is to introduce, instead of infinity,
a suitably truncated boundary. A recent successful way to deal with such an issue
is to reformulate the considered problem as a free BVP [23, 25, 26]; for a survey
on this topic see [30]. Recently, Zhang and Chen [63] have used a free bound-
ary formulation to compute the normal flow solutions of the Falkner-Skan model
in the full range βmin < β ≤ 40. They applied a modified Newton’s method to
compute both the initial velocity and the free boundary. For the sake of simplic-
ity, we do not use the free boundary approach but, following Töpfer, we use some
preliminary computational tests to find a suitable value for the truncated boundary.
At each iteration of the ITM, we have to solve the IVP
d3 f ∗
dη∗3
+ f ∗
d2 f ∗
dη∗2
+β
[
h∗j −
(
d f ∗
dη∗
)2]
= 0
(14.5)
f ∗(0) =
d f ∗
dη∗
(0) = 0 ,
d2 f ∗
dη∗2
(0) =±1 .
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Tables 5 and 6 list the numerical iterations obtained for a sample value of β . We
notice that we solve an IVP governed by a different differential equation for each
iteration because the Falkner-Skan equation is not invariant under every scaling
group of point transformation. We have chosen β =−0.01 since, in this case, the
missing initial conditions for the normal and reverse flows are not symmetric with
respect to the β axis.
The data listed in tables 5 and 6 have been obtained by solving the modified
Falkner-Skan model on η∗ ∈ [0,20] by setting
d2 f ∗
dη∗2
(0) =±1 ,
respectively.
In both cases, we achieved convergence of the numerical results within seven
iterations. Let us now investigate the behaviour of the transformation function.
Figure 8 shows Γ(h∗) with respect to h∗ for the two cases reported in these tables.
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Figure 8: Two cases of the Γ(h∗) function: left and right frames are related to
normal and reverse flow solutions, respectively.
The unique zero of the transformation function is marked by a circle. It is worth
noticing that the same scale has been used for both axes. As it is easily seen, in
both cases, we have a monotone increasing function. We notice on the left frame,
corresponding to a normal flow, that the tangent to the Γ function at its unique zero
and the h∗ axis, define a large angle. This is important from a numerical viewpoint
because in such a case we face a well-conditioned problem. On the other hand,
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Table 5: Iterations for β =−0.01 with d
2 f ∗
dη∗2
(0) = 1.
j h∗j Γ(h
∗
j)
|h∗j −h∗j−1|
|h∗j |
d2 f
dη2
(0)
0 5. 0.631459 0.431723
1 10. 1.791425 0.384034
2 2.278111 −0.182888 3.389602 0.454658
3 2.993420 0.0465208 0.238960 0.454658
4 2.848366 9.5D−04 0.050925 0.456418
5 2.845340 −5.0D−06 0.001064 0.456455
6 2.845356 6.1D−08 5.6D−06 0.456455
7 2.845355 7.3D−10 6.7D−08 0.456455
Table 6: Iterations for β =−0.01 with d
2 f ∗
dη∗2
(0) =−1.
j h∗j Γ(h
∗
j)
|h∗j −h∗j−1|
|h∗j|
d2 f
dη2
(0)
0 75. 0.731890 −0.059237
1 150. 5.263092 −0.092368
2 62.885833 −0.443040 1.385275 −0.028870
3 69.649620 0.181067 0.097112 −0.046991
4 67.687299 −0.011297 0.028991 −0.042016
5 67.802542 −2.1D−04 0.001700 −0.042315
6 67.804749 2.8D−07 3.3D−05 −0.042321
7 67.804746 7.9D−10 4.3D−08 −0.042321
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this is not the case for the function plotted on the right frame of the same figure.
The meaning is clear, reverse flow solutions are more challenging to compute
than normal flow ones. Therefore, one has to put some care when choosing the
convergence criteria for the root-finder method. Figure 9 shows the results of
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Figure 9: Normal and reverse flow solutions to Falkner-Skan model for β =−1.5.
The symbols • denote values of f (η).
the two numerical solutions for a different value of β , namely β = −0.15. In
the top frame, we have the normal flow and in the bottom frame we display the
reverse flow solution. In both cases the solutions were computed by introducing
a truncated boundary and solving the IVP in the starred variables on η∗ ∈ [0,20]
with h∗0 = 1, h
∗
1 = 5 in the top frame and h
∗
0 = 15, h
∗
1 = 25 in the bottom frame.
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In this case, we achieved convergence of the numerical results within eight and
seven iterations, respectively. For the sake of clarity, we omit to plot the solutions
in the starred variables computed during the iterations. Moreover, we display only
η ∈ [0,10].
Table 7: Comparison for the reverse flow skin-friction coefficients
d2 f
dη2
(0). For
all cases we used h∗0 = 15 and h
∗
1 = 25. The iterations were, from top to bottom
line: 8, 7, 9, 7, and 7.
β Stewartson [54] Asaithambi [4] Auteri et al. [8] ITM
−0.025 −0.074 −0.074366
−0.05 −0.108 −0.108271
−0.1 −0.141 −0.140546 −0.140546 −0.140546
−0.15 −0.132 −0.133421 −0.133421 −0.133421
−0.18 −0.097 −0.097692 −0.097692 −0.097692
As far as the reverse flow solutions are concerned, in table 7 we compare the
missing initial condition computed by the ITM for several values of β with results
available in the literature. The agreement is really good. It is remarkable that
among the studies quoted in the introduction only a few report data related to the
reverse flow solutions.
In figure 10 we plot the behaviour of missed initial condition versus β . The
solution found by the data in table 6 is plotted in this figure, but not the one found
in table 5 because this is very close to the Blasius solution. A good initial choice
of the initial iterates of h∗, for a given value of β , is obtained by employing values
close to the one used in a successful attempt made for a close value of β . It
is interesting to note that, for values of β < βmin the ITM continued to iterate
endlessly, whatever set of starting values for h∗ are selected.
Our extended algorithm has shown a kind of robustness because it is able to
get convergence even when, for a chosen value of h∗, the IVP solver stops before
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Figure 10: Missing initial conditions to Falkner-Skan model for several values
of β . Positive values determine normal flow, and instead, negative values define
reverse flow solutions.
arriving at the selected truncated boundary getting a wrong value of Γ(h∗) =−1.
On the other hand, the secant method gives an overflow error when this happens
for two successive iterates of h∗.
The value of βmin, corresponding to a separation point at η = 0, can be found
by the ITM by considering β as a continuation parameter. As we have seen, for
βmin < β < 0 two solutions are available: a positive and a negative skin-friction
coefficient, the missing initial condition, providing a normal and reverse flow so-
lution. For instance, when β =−0.1988 we get for the missing initial conditions
the values 0.005221 and −0.005158, respectively. Starting from this value of β
we can reduce it gradually and check whether the two missing initial conditions,
the positive and negative values of d
2 f
dη2
(0), converge to zero. Soon, we realize
that we are forced the use the ITM to its natural limit. In fact, we are trying to
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get a skin-friction coefficient close to zero rescaling a fixed non-zero value, plus
or minus one in our case. Anyway, when β = −0.198837723795 we found the
skin-friction coefficients 6.61D−06 and −6.61D−06 with 20 and 24 iterations,
respectively. Finally, we have noticed that, as far the guest for this limiting value
of β is concerned, we are allowed to reduce the chosen truncated boundary value,
and for β = −0.198837723795 this truncated boundary was set equal to one, i.e.
all IVP was solved on [0,1].
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Figure 11: Numerical solutions to Falkner-Skan model for β =−0.1988376. We
notice that
d2 f
dη2
(0) = 0 and values of f (η) are marked by •.
In figure 11 we plot the unique solution for the limiting value βmin, where βmin
is given by equation (14.2). As it easily seen this is a normal flow solution.
Figure 12 shows the numerical results for several values of β . The solution
corresponding to the limiting value βmin is marked by a heavy line.
The results reported so far have been found by a variable order adaptive multi-
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Figure 12: Numerical solutions to Falkner-Skan model. On the left frame we plot
d f
dη (η) and on the right frame we show
d2 f
dη2
(η). A different number indicate the
corresponding value of β : 1 stands for β = 0, the Blasius solution, 2 for β =−0.1,
3 for β =−0.15, 4 for β =−0.19, 5 for βmin, 6 for β =−0.19, 7 for β =−0.15,
8 for β =−0.1, 9 for β =−0.05, 10 for β =−0.025, 11 for β =−0.01.
step IVP solver that was coupled up the simple secant method. The adaptive
solver uses a relative and an absolute error tolerance, for each component of the
numerical solution, both equal to ten to the minus six. As well known, the secant
method is convergent provided that two initial iterates sufficiently close to the root
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are used, and its convergence is superlinear with an order of convergence equal to
(1+
√
5)/2. As far as a termination criterion for the secant method is concerned,
we enforced the conditions
|Γ(h∗j)| ≤ Tol and |h∗j −h∗j−1| ≤ TolR|h∗j |+TolA , (14.6)
with Tol= TolR= TolA= 1D−06.
15 Conclusions
The applicability of a non-ITM to the Blasius problem is a consequence of the
invariance of the governing differential equation and initial conditions with respect
to a scaling group and the non-invariance of the asymptotic boundary condition.
Several problems in boundary-layer theory lack this kind of invariance plus non-
invariance and cannot be solved by non-ITMs. To overcome this drawback, we
can modify the problem at hand by introducing a numerical parameter h, and
require the invariance of the modified problem with respect to an extended scaling
transformation involving h, see [26, 27] for the application of this idea to classes
of problems. Here we show how this ITM can be used to deal with problems
that admit more than one solution or with problems where the boundary condition
at infinity is homogeneous. Moreover, we describe in details how to couple our
method with Newton’s root-finder. As far as the choice of a root-finder for the
ITM is concerned, we may notice that, if we limit ourselves to consider a scalar
nonlinear function, then the secant method, that use one function evaluation per
iteration, has an efficiency index higher than the Newton method, where we need
at each iteration two function evaluations, as reported by Gautschi [37, pp. 225-
234]. On the other hand, the Newton method can be preferable since it requires
only one initial guess. If we apply these methods to the solution of BVPs, jointly
with a shooting or an ITM, then at each iteration the computational cost is by far
higher than one or two function evaluations, and as a consequence the Newton’s
method might be more efficient than the secant one.
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