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Gravity–driven fingering simulations for a thin liquid film
flowing down the outside of a vertical cylinder
Lisa C. Mayo, Scott W. McCue,∗ and Timothy J. Moroney
School of Mathematical Sciences, Queensland University of Technology, Brisbane QLD 4001, Australia
A numerical study is presented to examine the fingering instability of a gravity–driven thin liquid
film flowing down the outer wall of a vertical cylinder. The lubrication approximation is employed
to derive an evolution equation for the height of the film, which is dependent on a single param-
eter, the dimensionless cylinder radius. This equation is identified as a special case of that which
describes thin film flow down an inclined plane. Fully three–dimensional simulations of the film
depict a fingering pattern at the advancing contact line. We find the number of fingers observed in
our simulations to be in excellent agreement with experimental observations and a linear stability
analysis reported recently by Smolka & SeGall (Phys Fluids 23, 092103 (2011)). As the radius of
the cylinder decreases, the modes of perturbation have an increased growth rate, thus increasing
cylinder curvature partially acts to encourage the contact line instability. In direct competition
with this behaviour, a decrease in cylinder radius means that fewer fingers are able to form around
the circumference of the cylinder. Indeed, for a sufficiently small radius, a transition is observed,
at which point the contact line is stable to transverse perturbations of all wavenumbers. In this
regime, free surface instabilities lead to the development of wave patterns in the axial direction, and
the flow features become perfectly analogous to the two-dimensional flow of a thin film down an
inverted plane as studied by Lin & Kondic (Phys Fluids 22, 052105 (2010)). Finally, we simulate
the flow of a single drop down the outside of the cylinder. Our results show that for drops with
low volume, the cylinder curvature has the effect of increasing drop speed and hence promoting the
phenomenon of pearling. On the other hand, drops with much larger volume evolve to form single
long rivulets with a similar shape to a finger formed in the aforementioned simulations.
PACS numbers: 47.15.gm 47.55.np 47.20.Ma
Keywords: thin film flow, contact line instability, viscous fingering, pattern formation
I. INTRODUCTION
Mathematical modelling of the flow of a thin film of
viscous fluid is of significant interest for practical rea-
sons, with a plethora of applications to tear film dynam-
ics [1], gravity currents [2] and coating flows [3], just to
mention a few. Further, these flows are fascinating to
physicists and mathematicians due to various instabili-
ties associated with the moving contact line and the rich
form of resulting patterns. Depending on the dominant
physics at play, the contact line instabilities and corre-
sponding patterns can be driven by gravity, centrifugal
forces, Marangoni forces, or thermal effects, for example
(see [4, 5] for full reviews); in the present study we con-
sider a gravity–driven instability which is resisted by the
effects of surface tension and aided by substrate curva-
ture.
While the present paper is concerned with flow of a
thin liquid film down the outside of a vertical cylinder,
the bulk of the relevant literature concerns the well–
studied case of flow down an inclined plane. Early and
influential experimental progress was made by Huppert
[6], who observed that as a thin film propagates down an
inclined surface, the contact line (the three–phase mov-
ing interface where the front of the film, air, and sub-
strate meet) begins to develop a fingering pattern with a
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roughly constant distance between fingers. The strength
of the instability behind this fingering increases as the
angle of incline increases.
To study the problem of flow down an incline ana-
lytically, much progress has been made by applying the
lubrication approximation to derive the governing equa-
tion
∂h
∂t
= −∇ · [h3∇ (∇2h)]+D∇ · [h3∇h]− ∂
∂z
(h3) , (1)
where y = h(x, z, t) represents the dimensionless fluid
height (Refs. [7–9]). Here ∇ = (∂x, ∂z), where z mea-
sures distance down the incline and x is the transverse
direction, along the width of the plane on which the fluid
is flowing. The first term on the right–hand side (RHS)
of Eq. (1) represents the contribution from surface ten-
sion while the second and third correspond to that from
gravity.
Equation (1) is a fourth–order partial differential equa-
tion (PDE) with a nonlinear degenerate diffusion term. It
is derived by scaling all lengths in the y direction with re-
spect to a representative film height H (typically related
to the initial condition), all lengths in the x and z direc-
tions with respect to L = (γH/ρg sinα)1/3, and assum-
ing  = H/L 1. Here γ is the surface tension, ρ is the
fluid density, g is acceleration due to gravity, and α > 0
is the angle of incline. Time and velocities are scaled by
T = 3µ(γ/ρ4g4H5 sin4 α)1/3 and W = L/T , respectively,
where µ is the fluid viscosity. In this form Eq. (1) has
one dimensionless parameter, D = (3Ca)1/3 cotα, where
2Ca = µW/γ is the capillary number. The sign and mag-
nitude of D indicate the inclination of the plane, with
D > 0 corresponding to a plane inclined in the range
0 < α < pi/2 and D < 0 corresponding to an inverted
plane with α > pi/2. For the special case D = 0, the
inclined surface is vertical, leading to
∂h
∂t
= −∇ · [h3∇ (∇2h)]− ∂
∂z
(h3) . (2)
Here and throughout the following, γ, ρ and µ are held
constant.
Important linear stability analyses for Eq. (1) are per-
formed in Refs. [8–10] to investigate the relationship be-
tween gravity–driven instability and the formation of fin-
gers in the contact line. Of particular relevance to our
study, we note that there exist travelling wave solutions
h = h0(z − ct) that propagate down the inclined plane
with constant speed c and a constant shape that is inde-
pendent of the transverse direction across the incline. By
employing the travelling wave solution as a ‘base state’
for the three–dimensional flow, a linear stability analysis
can be undertaken that obtains the growth rate σ for im-
posed perturbations, or modes, on the fluid front. Each
mode of wavelength λ in the transverse direction corre-
sponds to a value of σ, and growth rates are typically
related to the wavenumber q = 2pi/λ. It is found that
σ = 0 for q = 0, but increases with q up to a maxi-
mum of σ∗ at q = q∗, and then decreases until σ = 0
at q = qc. For q > qc, the growth rate σ < 0, and thus
modes with sufficiently small wavelengths are all stable.
For 0 < q < qc, a mode is unstable with σ > 0. For the
special case of a vertical plane with D = 0, the dimen-
sionless wavelength of the most unstable mode is roughly
λ∗ = 2pi/q∗ ≈ 12.5 (recall that for D = 0, transverse
lengths have been scaled by L = (γH/ρg)1/3).
Full numerical simulations of Eq. (1) support the lin-
ear stability analyses in [8–10]. With an initial condition
that consists of a randomly perturbed contact line, non-
linear solutions of Eq. (1) exhibit the fingering patterns
observed in nature, with the average distance between
growing fingers roughly equal to λ∗ = 2pi/q∗. For the
vertical wall case D = 0, the length of the fingers ap-
pears to increase for all time, while for an inclined plane
with D > 0, the pattern length appears to eventually
saturate, with the solution approaching a nontrivial trav-
elling wave profile in the long–time limit [11–14]. More
recently, and importantly for our own study, solutions to
Eq. (1) for D < 0 (α > pi/2) have been analysed, corre-
sponding to flow down an inverted plane [15, 16]. These
present a coupling between fingering instabilities at the
contact line and surface instabilities in the form of waves
(in the z direction) on the film’s free surface.
Here our goal is to provide a link between the above
studies and the problem of thin film flow down a verti-
cal cylinder, characterised by an advancing contact line,
for which the major contribution is documented recently
by Smolka & SeGall [17]. Smolka & SeGall perform ex-
periments using both complete–wetting silicon oil and
partial–wetting glycerin which clearly demonstrate fin-
gering. Fig. 1 illustrates the results of one of these ex-
periments, in which a fluorescent dye is added to the fluid
in order to distinguish between fluid and substrate. In
addition, Smolka & SeGall apply the lubrication approxi-
mation to derive a governing equation for the film height.
They undertake a linear stability analysis that provides
a relationship between the growth rate and size of per-
turbations in the contact line, predicting the number of
fingers that form about the circumference of the cylinder
as a function of the fluid properties and the cylinder’s
radius. However, no numerical solutions to the full non-
linear problem have yet been published; it is only through
such simulations that we can better understand the ef-
fect of substrate curvature on finger formation for longer
times.
In Section II, we make the assumption that  = H/L
1, where H is a typical film height and L is the length
scale L = (γH/ρg)1/3, to derive the governing equation
∂h
∂t
= −∇·[h3∇ (∇2h)]− 1
Rˆ2
∇·[h3∇h]− ∂
∂z
(h3) , (3)
for the flow of a thin liquid film down the outside of a
vertical cylinder, where y = h(θ, z, t) is the dimensionless
height of the film measured from the cylinder wall, ∇ =
( 1
Rˆ
∂θ, ∂z), and the dimensionless parameter is
Rˆ = R
(
ρg
γH
)1/3
, (4)
where R is the dimensional radius of the cylinder. Equa-
tion (3) differs from the corresponding PDE presented in
[17] because the radial coordinate is scaled by L rather
than R, and due to the definition of the small parameter
as  = H/L rather than  = H/R. We prefer our ap-
proach as it is more consistent with the majority of stud-
ies for flow down an inclined plane [9, 12–16]. In partic-
ular, an advantage of Eq. (3) is that in the limit Rˆ→∞
(infinitely large radius), the governing equation imme-
diately reduces to Eq. (2), recovering the well–studied
problem of flow down a vertical plane. The governing
equation in [17] does not have this property.
Interestingly, Eq. (3) is precisely the cylindrical form
of Eq. (1) with the parameters D and Rˆ connected via
D = −1/Rˆ2. In fact, Eq. (3) is simply a special case
of Eq. (1) in the following sense. Due to a cylindrical
geometry, the domain associated with Eq. (3) must be
periodic and have a width of Lθ = 2piRˆ (i.e, the cylinder
circumference). Thus there is a dependency between the
parameters Rˆ and Lθ. On the other hand, Eq. (1) has
no necessary dependency between its parameter D and
domain width Lx.
The relation D = −1/Rˆ2 implies that flow down the
outside of a vertical cylinder shows characteristics of flow
down an inverted plane (recall that D < 0 corresponds to
flow down a plane that has an inclination angle of greater
than pi/2). Thin film flow down an inverted plane has
3FIG. 1. Silicone oil fingers developing around the circumference of a cylinder in an experiment performed by Smolka & SeGall
[17]. The front of the cylinder is pictured in the centre while two reflections are shown to either side for a circumferential view
of the contact line. Adapted from Ref. [17] with permission from the American Institute of Physics.
been studied in Refs. [15, 16]. We illustrate that, despite
the evolution equations being identical, the dependency
of Rˆ and Lθ in Eq. (3) leads us to different conclusions
about the instability of the contact line than those pre-
sented for flow down an inverted plane. We note that
the limiting cases of the two problems differ greatly; flow
down a vertical cylinder of decreasing radius (Rˆ → 0)
encounters a beading phenomenon due to the Rayleigh-
Plateau instability, while fluid on highly inverted planes
(D → −∞) will completely detach from the substrate.
The current equations (1) and (3) are not valid in these
extreme regimes, however.
We note that our derivation requires that H  R
(or   Rˆ) in addition to H  L. For a sufficiently
small cylinder radius Rˆ = O(), the derivation of (3) is
no longer valid. Further, for the complementary regime
Rˆ O(), in which the radius of the cylinder is much less
than the film thickness, the well-studied flow without an
advancing contact line resembles axially symmetric beads
or drops flowing down a fibre or wire. There are a num-
ber of experimental and theoretical studies in this area,
revealing multiple flow regimes due to the interplay be-
tween various instabilities [18–24]. As a summary of the
link between the studies, we note, for example, that Cras-
ter & Matar [20] derive an evolution equation for h(z, t)
by assuming R + H  (γ/ρg)1/2 (where here (γ/ρg)1/2
is the capillary length scale), so that either flow down a
narrow fibre with a relatively thick film, or flow down a
larger cylinder with a relatively thin film, may be consid-
ered. Our derivation applies under the two assumptions
that both H  (γ/ρg)1/2 and H  R, which means
that our evolution equation does not apply for arbitrar-
ily small radii R. In the overlapping regime, Craster &
Matar [20] observe that their governing equation reduces
to (in our dimensionless variables)(
1 +
h
Rˆ
)
∂h
∂t
=− ∂
∂z
[
h3
(
1 +
h
Rˆ
)
×
(
1
(Rˆ+ h)2
∂h
∂z
+
∂3h
∂z3
+ 1
)]
(5)
(their equation (2.17)). For Rˆ = O(1) and   1, this
equation further reduces to the axially symmetric ver-
sion of Eq. (3) (given later by Eq. (30)), as expected.
Thus, while this immediate regime has been treated by
other authors, we emphasise that all such studies are for
either axially symmetric flows or do not involve an ad-
vancing contact line (in fact for almost all studies, both
are true) and so do not give rise to the fingering instabil-
ities treated here.
We present our numerical scheme in Section III A. In
Section III B we treat the axially symmetric version of
Eq. (3). A precursor film model is used to treat the
moving contact line, as has been done in many related
studies in which the fluid is assumed to be completely
wetting and no explicit contact angle is prescribed [9, 12–
16]. These axially symmetric solutions are equivalent to
those for the problem of two-dimensional flow down an
inverted plane [15]. They are particularly relevant for
cylinder radii less than roughly Rˆ = 0.96 (for the precur-
sor film height used in our simulations), which turns out
to be the parameter range in which all transverse pertur-
bations to a fully three–dimensional film are stable. The
possible two–dimensional flow regimes include travelling
wave solutions with no free surface waves (see Fig. 3(a)),
solutions with transient free surface waves that travel
faster than the front itself (see Fig. 3(b) and Fig. 4),
and a complicated film profile that has a capillary ridge
at the front followed by a constantly moving window of
periodic waves (see Fig. 3(c,d)).
4Next, in Section III C we provide fully numerical re-
sults to Eq. (3) computed using an alternating direction
implicit (ADI) scheme that uses transversely perturbed
travelling wave solutions as initial conditions. Our re-
sults confirm the linear stability predictions in [17] for the
number of fingers that form for a given radius Rˆ. As Rˆ
decreases, the growth rate of each mode of perturbation
increases, and thus we see that increasing the substrate
curvature has the effect of promoting the instability at
the contact line. In this respect, our problem exhibits be-
haviour that is in agreement with the analogous problem
of flow down an increasingly inverted incline, as we would
expect [15, 16]. However, as the cylinder radius Rˆ de-
creases, the dependency between Rˆ and the domain size
Lθ affects the qualitative behaviour of the flow. Specifi-
cally, the number of fingers that form around the cylinder
decreases as the domain contracts. There is ultimately
a cylinder radius below which only one finger forms; in
our numerical simulations this transition to a single fin-
ger occurs roughly Rˆ = 3.05 (corresponding to R = 0.38
cm for silicon oil using parameters in [17]), while a fur-
ther decrease to roughly Rˆ = 0.96 (R = 0.12 cm for
the same experiments) sees a transition from one finger
to an axisymmetric contact line with no fingers. Below
Rˆ = 0.96, all transverse perturbations to the travelling
wave solution decay in time. The implication is that the
contact line becomes stable to fingering when the radius
becomes sufficiently small. This is a result that is not
observed in Refs. [15, 16] for flow down an inverted plane
since there is no dependency between their parameter D
and the domain size for that problem.
Finally, in Section IV we briefly consider the problem
of a single drop sliding down a vertical cylinder. We in-
troduce a disjoining pressure term to the model, which
operates in conjunction with the precursor model but
also allows for the prescription of an equilibrium contact
angle. This in turn allows the simulation of more realis-
tic behaviour at the contact line of a three–dimensional
sliding drop, as demonstrated in [25, 26]. Our results
suggest that decreasing the cylinder radius Rˆ has the ef-
fect of increasing the drop speed, which for smaller drops
promotes the phenomenon of pearling. We show that
larger drops tend to a shape which is similar to a single
finger formed from perturbing a moving front.
The paper is closed in Section V with a short discus-
sion, including some remarks on the problem of thin film
flow down the inner wall of a cylinder.
II. DERIVATION OF LUBRICATION MODEL
In this section we utilise the same assumptions and
scalings involved in deriving Eq. (1) to derive Eq. (3),
the equivalent model for the flow of a thin liquid film
down the outer wall of a vertical cylinder of dimensional
radius R.
In a cylindrical coordinate system (r, θ, z), with z
L
z
g
z
r
y
h
θ
R
FIG. 2. Schematic of the coordinate system, illustrating flow
down the outside of a cylinder from both front and plan per-
spectives.
pointing in the direction of gravity, we denote the velocity
components by (u, v, w) and the pressure by p. The free
surface of the film is measured radially from the cylinder
surface, and the modified radial coordinate y = r − R is
introduced so that we may consider flow on the interval
0 < y < h(θ, z, t), where y = 0 corresponds to the cylin-
der surface and y = h(θ, z, t) to the film’s free surface.
An illustrative schematic is shown in Fig. 2.
The key to applying the lubrication approximation is
to exploit the disparity in height and length scales of the
film by assuming that the ratio  = H/L is a small quan-
tity, where H is a representative height scale of the film
and L is a representative length scale in both the axial
and azimuthal directions. This approach is equivalent
to that taken in [9, 12–16] for the case of flow down an
inclined, vertical, or inverted plane, but differs slightly
from Smolka & SeGall [17], who instead used R in place
of L, thus assuming that ¯ = H/R is the small param-
eter. A consequence of the lubrication approximation is
that the film is assumed to have small slopes, requiring
that the fluid is highly wetting.
Following [9, 12–16], the problem is nondimension-
5alised as follows:
(rˆ, zˆ, tˆ) =
(
r
L
,
z
L
,
t
T
)
, yˆ =
y
H
, (6)
(uˆ, vˆ, wˆ) =
( u
W
,
v
W
,
w
W
)
, pˆ =
p
P
. (7)
Note that to be consistent with [9, 12–16], the radial co-
ordinate r has been scaled by L. In the cited works,
the transverse direction x is scaled by L. To scale the
radial coordinate similarly, we identify that x = Rθ es-
tablishes the relationship between the transverse distance
on a plane to the distance about the circumference of the
cylinder. Further, since the film on the outer wall of the
cylinder is assumed to be very thin, we may say that
x ≈ rθ. The scaling xˆ = x/L then leads us to rˆ = r/L
as an appropriate scaling for the radial coordinate that
is consistent with studies of flow down an inclined plane
(although a different scaling to rˆ = r/R, which is more
traditionally seen for flow on cylinders [17, 27–29]). The
characteristic velocity, pressure, length and time scales
are
W =
ρgH2
3µ
, P =
ρgL
3
, L =
(
γH
ρg
)1/3
, T =
L
W
,
(8)
and the small parameter is defined by
 =
(
ρgH2
γ
)1/3
, (9)
which is the Bond number. The scaled radial coordinate
can be written as rˆ = Rˆ+ yˆ where Rˆ = R/L.
The above scalings are applied to the governing conti-
nuity and Navier–Stokes equations for a Newtonian fluid
to give the following (from here we neglect the hat nota-
tion for nondimensional variables except Rˆ):
1
r
∂
∂y
(ru) +
1
r
∂v
∂θ
+
∂w
∂z
= 0 , (10)
3Re
(

∂u
∂t
+ u
∂u
∂y
+ 
v
r
∂u
∂θ
+ w
∂u
∂z
− v
2
r2
)
= −∂p
∂y
+ 2
1
r
∂
∂y
(
r
∂u
∂y
)
+ 4
1
r2
∂2u
∂θ2
+ 4
∂2u
∂z2
− 4 u
r2
− 23 1
r2
∂v
∂θ
, (11)
2Re
(
∂v
∂t
+ u
∂v
∂y
+
v
r
∂v
∂θ
+ w
∂v
∂z
+ 
uv
r
)
= −1
r
∂p
∂θ
+
1
r
∂
∂y
(
r
∂v
∂y
)
+ 2
1
r2
∂2v
∂θ2
+ 2
∂2v
∂z2
− 2 v
r2
+ 23
1
r2
∂u
∂θ
, (12)
2Re
(
∂w
∂t
+ u
∂w
∂y
+
v
r
∂w
∂θ
+ w
∂w
∂z
)
= −∂p
∂z
+
1
r
∂
∂y
(
r
∂w
∂y
)
+ 2
1
r2
∂2w
∂θ2
+ 2
∂2w
∂z2
+ 3 .
(13)
The Reynolds number, Re = ρWL/µ, arises naturally
here. Its magnitude is assumed to be of O(1) or smaller
due to the relatively slow–moving and viscous nature of
the fluid. Consequently, the reduced Reynolds number,
2Re, is negligibly small and allows the omission of the
inertial effects from the problem. If we further assume
that all terms of O() and higher provide little contribu-
tion to the description of the flow, the problem reduces
significantly to
∂u
∂y
+
1
Rˆ
∂v
∂θ
+
∂w
∂z
= 0 , (14)
∂p
∂y
= 0 , (15)
∂2v
∂y2
=
1
Rˆ
∂p
∂θ
, (16)
∂2w
∂y2
=
∂p
∂z
− 3 . (17)
Written in this form, the equations are perfectly anal-
ogous to those governing flow down an inclined plane
[9, 12–16]. They are solved with the aid of the following
scaled boundary conditions (given in more detail in [27]):
1. On the outer wall of the cylinder, the standard no–
slip condition is applied. This gives
u = v = w = 0 , (18)
at y = 0.
2. Shear stresses are set to zero at the free surface of
the film. Once nondimensionalised, this condition
becomes
∂v
∂y
+O() = 0 , ∂w
∂y
+O() = 0 , (19)
at y = h.
3. At the free surface, normal stress is balanced by
both pressure and surface tension, giving
p =
3
Rˆ
− 3
Rˆ2
h− 3
Rˆ2
∂2h
∂θ2
− 3∂
2h
∂z2
+O() , (20)
at y = h. Note that the first term on the RHS of
Eq. (20) disappears due to the ∂p/∂θ and ∂p/∂z
terms in Eqs. (16) and (17).
4. As fluid cannot pass through its own boundary, the
kinematic condition is also imposed on the free sur-
face boundary. This is of the form
∂h
∂t
+
v
Rˆ
∂h
∂θ
+ w
∂h
∂z
= u , (21)
at y = h.
6After some algebra, the evolution equation for the flow
is found to be Eq. (3) with the dimensionless cylinder
radius Rˆ given by Eq. (4). Recall that our model is valid
only in the lubrication limit   1. Even in this case,
the model will break down for Rˆ = O() since (reverting
momentarily to our hat notation) Eq. (3) is derived by
assuming yˆ  Rˆ, where yˆ = O(1). It is important to
note that the corresponding thin film equation derived
by Smolka and SeGall [17] for flow down the outside of a
vertical cylinder differs from ours. For comparison, their
evolution equation is:
(1 + ¯h¯)
∂h¯
∂t¯
=− ¯
3B¯o
∇¯ · [h¯3∇¯ (h¯+ ∇¯2h¯)]
− 1
3
∂
∂z¯
(
h¯3 + ¯h¯4
)
. (22)
The overbar notation used here denotes variables and pa-
rameters under Smolka & SeGall’s scaling and definition.
As noted previously, their thin film parameter ¯ = H/R
is different from our  = H/L. As a consequence, the
distinction between the two evolution equations is the
appearance of the ¯h¯ multiplying the temporal deriva-
tive, and the ¯h¯4 term on the far right of Eq. (22). These
two terms, which appear in Eq. (22) but not in Eq. (3),
can be retrieved using our approach if we were to keep
all terms of O() as well as the terms of O(1). However,
due to the difference in scaling between our approach and
that in [17], the retention of O() terms in our working
introduces even more additional terms. Under the scal-
ings of Smolka & SeGall, these other terms are of O(¯2),
which is why they do not appear in Eq. (22).
We prefer the current evolution equation, Eq. (3), due
to the direct relationship with the equation for flow down
an inclined plane, Eq. (1). In fact, Eqs. (3) and (1) are
identical, except that the former is represented in cylin-
drical coordinates and the latter in Cartesian: the trans-
verse direction on a plane is given by x = Rˆθ and so
∂x =
1
Rˆ
∂θ. The relationship between the parameters in
the two equations, D = −1/Rˆ2, demonstrates that an in-
crease in substrate curvature on the cylinder is analogous
to an increase in the inversion of a plane. In the large
radius limit, 1/Rˆ2 vanishes and we obtain the equation
for flow down a vertical plane as we would expect, since
substrate curvature disappears. The evolution equation
presented by Smolka & SeGall [17] does not have these
properties.
A. Boundary conditions
Equation (3) is incomplete without the provision of
boundary conditions for the edges of the domain. The
conditions we have imposed along the top and bottom of
the cylinder are
h(θ, 0) = 1 , h(θ, Lz) = b , (23)
hz(θ, 0) = 0 , hz(θ, Lz) = 0 . (24)
The first of these in Eq. (23) enforces a constant–height
condition at the top of the cylinder.
The second condition in Eq. (23) enforces the pres-
ence of a precursor film of height b ahead of the moving
fluid front. This precursor film ‘regularisation’ has been
set in place to avoid the contact line paradox: a con-
tradiction that is encountered when the contact line is
expected to move along a substrate on which the no–slip
condition has previously been enforced. The precursor
film regularisation serves to remove the true contact line
by prewetting the entire substrate with fluid of much
smaller height than the bulk of the film. Thus the true
problem with a moving contact line at h = 0 exists in
the limit b→ 0, but we can still obtain a reasonable rep-
resentation of the moving contact line by considering the
region where the bulk of the fluid meets the precursor
layer. In the case where complete wetting of the fluid
is assumed, such as here, the precursor film regularisa-
tion is often preferred over other methods such as the
slip regularisation due to both its ease of implementa-
tion and its computational advantages [30, 31]. While
we would like to use the smallest value possible of the
precursor film thickness parameter b when solving our
governing equation, it happens that very small choices
of b can be computationally intensive, requiring fine grid
spacing to properly resolve the fluid front [12, 17]. The
required resolution is not necessarily a serious obstacle
for our two–dimensional simulations but is particularly
costly in the full three–dimensional computations to fol-
low. We found that the smallest value of b which could
be used without dramatically increasing run time in the
full simulations was roughly 0.07. Coincidentally, Smolka
& SeGall also used b = 0.07 in [17].
The remaining two boundary conditions, presented in
Eq. (24), state that the fluid surface has zero slope in
the axial direction at either end of the domain. Finally,
Eq. (3) is subject to periodic boundary conditions on
the lateral edges of the domain to reflect the continuous
nature of the circumference.
III. ANALYSIS AND SIMULATIONS
The following subsections present numerical solutions
of Eq. (3). To make comparisons with Smolka & SeGall
[17], we note their parameters for silicon oil, γ = 21.9
dyn/cm and ρ = 0.986 g/cm3, as well as their experi-
mentally measured representative fluid height H = 0.085
cm. We choose to simulate their silicon oil experiments
since silicon oil is a complete wetting fluid, which is con-
sistent with out model assumptions. Smolka & SeGall
used the radii R = 0.159, 0.318, 0.635, 0.953, 1.27 and
3.81 cm in their experiments. These translate to the di-
mensionless radii Rˆ = 1.28, 2.56, 5.10, 7.66, 10.21 and
30.62 (of course, other combinations of γ, ρ, H and R
can also give these values of Rˆ). It is important to point
out that with the given parameters, the small parameter
is calculated as  = 0.68, which is rather a large value
7given our stated assumption that   1. However, the
results in the following sections show the strong resilience
of the lubrication model in its ability to still produce so-
lutions that are in very good agreement with theory and
experiment. The given range of radii is acceptable for
the second model requirement that  Rˆ.
Section III A details the numerical approach utilised
to solve Eq. (3). Section III B treats the axisymmetric
version of Eq. (3) in order to gain an understanding of
the base flow in the absence of transverse perturbations.
Section III C then returns to the full problem of interest,
and investigates the manifestation of gravity–driven in-
stability as fingering patterns in the advancing contact
line of the film.
A. Numerical scheme
To solve Eq. (3) efficiently, we choose to employ an
ADI method. ADI methods have proved to be valuable
in producing timely and accurate solutions to thin–film–
type equations [16, 25, 32, 33]. Witelski and Bowen [34]
review and test a number of ADI schemes for fourth–
order nonlinear diffusion equations; we make use of the
non–iterated version of the scheme they denote as pL1,
which factorises Eq. (3) into the following form
Lθw =− δt
{
∇ ·
[
(h(n))3∇
(
∇2h(n)
)]
+
1
Rˆ2
∇ ·
[
(h(n))3∇h(n)
]
+
∂
∂z
[(h(n))3]
}
, (25)
Lzv = w , (26)
h(n+1) = h(n) + v . (27)
Equations (25)–(27) are solved in sequence at each time
step in order to update the solution from h(n) to h(n+1).
The linear operators Lθ and Lz are defined by
Lθ =1 +
δt
Rˆ4
∂θ
[(
h(n)
)3
(∂θ + ∂θθθ)
]
, (28)
Lz =1 + δt∂z
[(
h(n)
)3( 1
Rˆ2
∂z + ∂zzz
)]
+ 3δt
(
h(n)
)2
∂z , (29)
and are obtained by splitting the spatial operators into
distinct θ and z parts. As a result, Eqs. (25)–(27) sequen-
tially solve a family of one–dimensional problems by way
of θ– and z–direction sweeps of the discretised domain.
We have discretised Lθ and Lz using a second–order fi-
nite difference scheme, which leads to linear pentadiag-
onal systems to be solved in each iteration of Eqs. (25)
and (26), as detailed in [34].
We treat the nonlinear prefactors in Eqs. (28)–(29) ex-
plicitly by evaluating them at time t(n). Alternatively,
Eqs. (25)–(27) may be iterated at each time step in or-
der to gain successive estimates of h(n+1) to use in place
of h(n). This modification allows the method to re-
main pseudolinear and yet behave like a fully implicit
backward–Euler scheme. However, the iterative version
significantly increases the computational load and has
been shown to provide little improvement to the stabil-
ity and accuracy of the scheme [33, 34]. Thus we take
the non–iterative approach.
A ‘moving window’ approach has been taken in the
following three–dimensional simulations in order to re-
duce computational expense [25]. Due to the precursor
film regularisation, the moving contact line of the fluid
film is not tracked explicitly as it would in a true moving
boundary problem, but rather ‘captured’ in a stationary
domain as the interface between the precursor film and
the main body of fluid [35]. As a result, there are gener-
ally vast regions of uniform film height that occur ahead
of and behind the contact line in which computations
have a negligible contribution to the overall solution, but
take valuable time to resolve. The moving window ar-
rangement seeks to overcome this expense by shifting a
small computational domain along with the moving flow
front in order to focus computational work on the finger-
ing instabilities that are of interest, and avoid extraneous
calculations.
B. Two–dimensional simulations
Before we interpret three–dimensional solutions of
Eq. (3), it is important to understand the fundamen-
tal nature of the base flow. To achieve this, we remove
the complication of fingering at the contact line by con-
sidering an axisymmetric geometry. Hence we assume
θ–independence in the evolution equation, Eq. (3), to
obtain
∂h
∂t
= − ∂
∂z
[
h3
∂
∂z
(
∂2h
∂z2
+
h
Rˆ2
)
+ h3
]
. (30)
While Eq. (30) has one independent spatial variable z,
the dependent variable h describes the second dimension
of the film: the height. Thus, the numerical solution
is conventionally considered two–dimensional in most of
the literature, with three–dimensional solutions defined
similarly.
Equation (30), or similar versions, has been used to
investigate very thin films flowing down fibres for some
time (see [36], for example), but most have not focused
on the dynamics near an advancing contact line. As men-
tioned above, recent attempts at understanding the role
of the contact line are given by Smolka & SeGall [17], who
solved an analogous equation for flow down the outside of
a vertical cylinder, and Lin & Kondic in [15], who solved
the Cartesian form of Eq. (30) in the context of flow
down an inverted plane. Note that for axisymmetric flow
the inherent cylindrical domain restriction Lθ = 2piRˆ is
8not imposed, and so the solutions of the equivalent equa-
tion in [15] apply directly to our own. Therefore we only
briefly review the key features here to present the reader
with some insight to the nature of the flow in preparation
for Section III C.
Both [17] and [15] showed that there exist travelling
wave solutions to Eq. (30). To search for the travelling
waves, we can write h(z, t) = h0(ξ), where ξ = z − ct
and c is the wavespeed, and obtain the translationally
invariant travelling wave ordinary differential equation
(ODE)
−cdh0
dξ
+
d
dξ
[
h30
(
d3h0
dξ3
+
1
Rˆ2
dh0
dξ
+ 1
)]
= 0 . (31)
Equation (31) must then be solved for the axisymmetric
travelling wave solution h0(ξ). The boundary conditions
h0 → 1 as ξ → −∞ and h0 → b as ξ → +∞ allow the
wavespeed to be calculated as c = 1+b+b2, which means
the speed of the travelling wave is dependent only on the
precursor film thickness b, and tends to unity in limit as
b→ 0.
In this section we demonstrate the effect that increas-
ing substrate curvature (decreasing cylinder radius) has
on the shape of the fluid profile and relate this to flow
down an inverted plane. Since we consider parameter
regimes for which time-dependent solutions do not nec-
essarily evolve to travelling wave solutions, we solve the
full PDE Eq. (30) directly and simply present Eq. (31)
for completeness.
Figure 3 shows numerical solutions of Eq. (30) for
cylinders of four different radii. For comparison, the
equivalent fluid profile for flow down a vertical plane
is also imposed (dashed line), computed from the x-
independent form of Eq. (2).
In Fig. 3(a), for a cylinder radius of Rˆ = 1.28 (corre-
sponding to the smallest radius investigated in [17]), the
cylindrical and planar profiles are very similar in shape.
In fact, for any radius greater than this value, the two
profiles are practically indistinguishable. Therefore, the
cylinder radius does not need to be particularly large be-
fore the axially symmetric problem tends to behave like
two–dimensional flow down a vertical plane. The pro-
file snapshot shown in Fig. 3(a) is taken at dimensionless
time t = 60, at which the profile has long approached
a travelling wave. We found that the profile will tend
to this shape regardless of the initial condition as long
as it satisfies the boundary conditions, Eqs. (23)–(24).
The main feature of the travelling wave is a large ridge
at the fluid front resulting from capillary effects. The
capillary ridge is slightly larger on the cylinder than the
plane, implying a stronger contact line instability [12].
For the true travelling wave solution, valid on an infinite
domain −∞ < ξ <∞, the capillary ridge actually forms
the primary maximum of an infinite number of (heav-
ily damped) oscillations of fluid height behind the fluid
front [37]. A careful view of Fig. 3(a) shows that these
oscillations are slightly more pronounced on the cylinder
than the plane, although they still damp out very quickly.
This feature again suggests a stronger instability for flow
down the cylinder, as it is the precursor to the develop-
ment of the free surface waves which are pictured in the
remaining plots.
The remaining three plots in Fig. 3 are presented to
illustrate the effect of decreasing the cylinder radius fur-
ther, thereby exaggerating the contribution of the h/Rˆ2
substrate curvature term in Eq. (30). However, in terms
of the experiments shown in Smolka & SeGall [17] (for
which  = 0.68) we should interpret these results with
care, since our model will break down for Rˆ = O(). Of
course in other experiments, involving different fluid pa-
rameters, we may have  1 for the same radii.
Figure 3(b) shows a profile at t = 60 for flow down a
vertical cylinder of radius Rˆ = 0.80 (R = 0.1 cm for the
silicon oil experiments in [17]), and it is clear that the
profile has departed from that for flow down a vertical
plane. The new regime that we observe shows a capillary
ridge followed by a transient wave train. While the cur-
rent figure shows only a snapshot of the profile at time
t = 60, comparisons of the solution at a range of times
reveal that the trailing waves travel faster than the fluid
front itself, causing periodic merging of waves with the
capillary ridge. These interactions cause the film to move
forward in a pulse–like behaviour with a higher average
speed than the travelling wave speed c = 1 + b+ b2. The
time evolution of the film is better illustrated in Fig. 4,
where the profile is pictured at times t = 20, 40 and 60.
The behaviour exhibited here for Rˆ = 0.80 is that of
the ‘Type 2’ regime described in [15] for flow down an
inverted plane.
Figures 3(c) and (d) demonstrate the ‘Type 3’ regime
of [15], in which the wave train exhibits nonlinear steady
travelling wave behaviour, but only within a moving win-
dow between the left boundary and capillary ridge. Out-
side this moving window unsteady behaviour still occurs.
First we see sinusoidal waves at Rˆ = 0.72 (R = 0.09 cm),
and then very tall solitary ‘humps’ at Rˆ = 0.64 (R = 0.08
cm). In each of these two plots, the free surface waves
continue to interact with the capillary ridge in a similar
manner as those in Figure 3(b). Again, the interested
reader should consult Ref. [15] for more information on
this regime.
These results demonstrate that increasing substrate
curvature increases the strength of the instability of the
flow, not only to fingering at the contact line (charac-
terised in these axially symmetric solutions by a higher
capillary ridge) but also to axial waves along the free sur-
face. In the context of flow down a cylinder, free surface
waves occur due to the Rayleigh–Plateau mechanism as
surface tension forces dominate the flow in response to
decreasing radius. Figures 3(b)–(d) are in fact somewhat
reminiscent of regimes observed on a thin fibre or wire
[19–24]. The Rayleigh–Taylor instability would be ex-
pected to further break up the film into separate beads
of fluid for small enough radii, however, this is outside
the scope of the current model. This is very different to
the interpretation for the analogous problem of flow down
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FIG. 3. Comparisons of two–dimensional fluid profiles for flow down a vertical plane (dashed lines) and flow down vertical
cylinders of various radii (solid lines): (a) Rˆ = 1.28, (b) Rˆ = 0.80, (c) Rˆ = 0.72, (d) Rˆ = 0.64. For comparison with the system
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FIG. 4. Profile evolution of a film flowing down a vertical
cylinder of radius Rˆ = 0.80, at times t = 20, 40, 60 respec-
tively.
an inverted plane, where the fluid film would presumably
detach from the substrate in the same parameter limit.
Remark. Recall that we have used a precursor thick-
ness of b = 0.07 in these simulations. The influence of b is
to change the resistance to motion of the fluid front, with
the most resistance being in the small b limit approaching
the no–slip condition. On the other hand, larger values
of b allow the main film to move easily and quickly down
the cylinder wall. This dependence is illustrated by the
wavespeed c = 1 + b + b2 which gives a larger speed for
a larger value of b. The choice of b further affects the
size of the capillary ridge and the slope of the film front.
A smaller b (i.e., larger resistance to motion at the con-
tact line) results in a build–up of fluid which presents
as a high capillary ridge and steep front (see Refs. [8–
10] for the implications that this has on the instability
of the contact line to fingering). It is important to note
that while we choose b = 0.07 for the results presented
in this article, our simulations indicate that a value of
roughly b = 0.01 or smaller is required for the numerical
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R Rˆ D Lθ e1 e2 e3 F1 F2
0.159 1.28 -0.61 7.93 1.891 0.330 0.528 0.87 1
0.318 2.56 -0.15 15.96 1.851 0.059 0.209 1.47 1
0.635 5.10 -0.04 31.97 1.295 0.022 0.065 2.73 3
0.953 7.66 -0.02 48.02 1.015 0.008 0.035 3.99 3
1.270 10.21 -0.01 64.13 0.519 0.005 0.016 5.25 5
3.810 30.62 -0.00 192.19 0.078 0.001 0.002 15.4 14-15
TABLE I. Summary of average error metrics (Eqs. (32)–(34))
for each simulation, and comparison between observed (F2)
and predicted (F1) number of fingers at the contact line at
simulation time t = 100. Results are given for the range of
cylinder radii R considered in [17], which are then scaled as Rˆ
in our model. For comparison with the system described by
Eq. (1) for flow down an inclined plane, D = −1/Rˆ2 is also
shown. The dimensionless circumference of each cylinder (and
width of each corresponding plane) is given by Lθ = 2piRˆ.
solution to be independent of b to acceptable visual accu-
racy. However, as observed by Lin et al. [16], varying the
precursor film thickness has very little influence on the in-
stability regimes, does not significantly change the radii
at which regime changes occurred in the axisymmetric
profile, and has no effect on the fingering arrangements
observed in the following three–dimensional simulations
other than to slightly alter each finger’s growth rate.
C. Three–dimensional simulations
We now return to the full evolution equation, Eq. (3),
and simulate fingering instabilities in the advancing con-
tact line of the film. The gravity–driven process is inher-
ently unstable, and so we expect that only a very small
perturbation to the flow is required for the development
of fingers. As with the analogous problem of flow down a
plane, the linear stability analysis conducted by Smolka
& SeGall [17] provides a band of unstable modes with
wavenumbers 0 < q < qc for each cylinder radius R. The
most unstable mode has a wavenumber q = q∗ and wave-
length λ∗ = 2pi/q∗. The number of fingers around the
cylinder is roughly given by the integer closest to Smolka
& SeGall’s reported values for q∗ (which have been ob-
tained from Table III in Ref. [17]). We denote Smolka
& SeGall’s predicted number of fingers by F1 = q
∗, and
compare these to the average number of fingers found in
our own three–dimensional simulations, denoted by F2.
Our findings are summarised in Table I.
In addition to simulations for flow down the outside
of a vertical cylinder, we solve the analogous problem
for flow down a vertical plane via Eq. (2) in order to
determine the extent to which substrate curvature has an
effect on the flow. The same initial condition and domain
size (Lθ = Lx) are utilised for each cylinder and vertical
plane pair for fair comparison. A few error metrics are
utilised in order to quantify the difference between the
cylindrical and planar cases:
e1 = max
1≤i≤N
|Hci −Hpi | , (32)
e2 =
1
N
N∑
i=1
|Hci −Hpi | , (33)
e3 =
1√
N
√√√√ N∑
i=1
|Hci −Hpi |2 , (34)
where N is the number of nodes in the solution mesh,
and Hci is the cylinder solution at node i at a specified
time level. The interpretation is the same for the ver-
tical plane solution Hpi . The first metric measures the
maximum difference between the two solutions, while the
second measures the mean difference and the third is a
weighting of the Euclidean norm. We expect to find that
each of these metrics becomes larger as the contribution
of substrate curvature grows.
In order to encourage the formation of fingers in our
simulations, it is necessary to impose an artificial per-
turbation of the fluid front. The algorithm described in
Section III A does not produce artificial fingering insta-
bilities; unperturbed contact lines were observed to re-
main as such, with the fluid profile equivalent to the cor-
responding two–dimensional axisymmetric solution, for
simulation times up to t = 1000. Hence physical finger-
ing instabilities must be prompted by a physical pertur-
bation of the fluid front.
Following the technique of Kondic and Diez [12, 13],
a series of random perturbations are made to the con-
tact line by pushing various areas of the fluid front very
slightly ahead of the rest (note that the base state be-
fore perturbation is taken to be the corresponding two–
dimensional film profile). This can be seen in the initial
condition pictured for time t = 0 in Fig. 5. Here a fluid
film is initialised on a virtual cylinder of scaled radius
Rˆ = 30.62, and very small perturbations have been made
to the length of the contact line. The second contour plot
then shows the film at a later time of t = 40, where the
fluid has begun to flow downwards and the perturbations
have taken form as a series of fingers with raised capil-
lary ridges. At the third time t = 100, the fingers have
formed quite clearly, each with a large capillary ridge at
its tip and a slight ridge down the centre.
Since the circumference of the cylinder is very large
in this case, at 192.2 dimensionless units, Lθ is in turn
also large and a significant number of fingers are able
to form in the contact line. It is easy to see by their
differing lengths that the fingers have grown at varying
rates throughout the simulation; this is due to differing
growth rates associated with different modes of pertur-
bation, as well as interactions with neighbouring fingers.
Most notably, the fingers which have most free space to
either side have grown longest, since they need share less
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of the incoming flux of fluid from the rear with others.
Those fingers which begin in close proximity at early
times either grow slowly, or may merge together when the
surface curvature between them becomes unfavourably
large. Although they differ in length, the fingers shown
in Fig. 5 share an approximately equal width. Each has
sides which are almost parallel but taper slightly toward
the tip. Finally, our simulations indicate that the fingers
continue to grow in length for all time. All of these ob-
servations are in agreement with those for flow down a
vertical plane [12], which is to be expected for Rˆ = 30.62
where substrate curvature is small.
The corresponding simulation for flow down a verti-
cal plane, with the same domain size, initial condition
and boundary conditions, is identical to visual accuracy.
Hence Table I shows three small error metrics for the
case of Rˆ = 30.62. For smaller values of Rˆ, the error
metrics illustrate how substrate curvature affects flow:
as the cylinder radius Rˆ decreases, the cylinder solution
departs increasingly from the planar solution. Visually,
the cylindrical and planar simulations do not differ sig-
nificantly until Rˆ becomes as small as 2.56. Up until this
point, the effect of substrate curvature appears to simply
be to slightly increase the growth rate of each finger on
the cylinder as compared to that on the plane.
Figure 6 further illustrates this feature. First, Fig. 6(a)
shows a finger which has formed on a vertical cylinder of
radius Rˆ = 2.56 by time t = 100. It is slightly longer than
the finger shown in Fig. 6(b), which was allowed to grow
from the same initial condition, for the same amount of
time, but on an equivalently–sized vertical plane. Ta-
ble I shows large error metrics since the entirety of the
capillary ridge in Fig. 6(a) is ahead of that in Fig. 6(b).
The single finger which has formed in this simulation
agrees well with Smolka & SeGall’s linear stability result
of F1 = 1.47 for Rˆ = 2.56; however, the small circumfer-
ence of Lθ = 15.96 units here means that only one finger
can fully form in the contact line. The finger pictured in
Fig. 6(a) again shows slightly tapered sides and a single
capillary ridge. It is also of similar width to the fingers
in Fig. 5.
As we decrease the cylinder radius further, more in-
teresting behaviour is observed. Figure 6(c) shows the
numerical solution for flow down a cylinder of radius
Rˆ = 1.28. A single long finger has formed much like
the one in Fig. 6(a), as we would expect from Smolka &
SeGall’s linear stability calculation of F1 = 0.87 in [17].
The finger is noticeably more straight–sided and less ta-
pered than any of the fingers on cylinders of larger radii,
but its width appears to be similar. On the other hand,
the solution for flow down an equivalently–sized vertical
plane shows no finger at all, illustrated in Fig. 6(d). The
disparity between the two cases here can be explained by
linear stability analysis. For the planar situation, Kondic
& Diez show that a perturbation of less than around
λc = 8.2 nondimensional units in the transverse direc-
tion will have a negative growth rate [12]. In Fig. 6(d),
the width of the domain is smaller than this critical value
at just Lθ = 7.93 units. Consequently, an unstable mode
cannot ‘fit’ in the domain and so a combination of sur-
face tension and the imposed lateral domain width acts
to abate any imposed perturbation, reverting the fluid
front to its axisymmetric base state.
For the case of flow down a vertical cylinder, how-
ever, the growth rate associated with a given mode of
perturbation changes with cylinder radius. This be-
haviour is illustrated in Fig. 7, which is drawn by tak-
ing the data points from the dispersion curves shown in
Fig. 2 of Ref. [16]. The linear stability performed in [16],
which led to their Fig. 2, was for the analogous problem
of flow down an inverted plane with parameter values
D = −1,−0.5, and 0. We have simply presented their re-
sults in terms of our parameter values Rˆ = 1.00, 1.41, and
∞, respectively. Fig. 7 shows that the dispersion curve
of q versus σ raises up as Rˆ is decreased, resulting in a
higher maximum growth rate σ∗ (the value corresponding
to the peak of the curve) and larger critical wavenumber
qc (the value corresponding to σ = 0). Therefore the
critical transverse wavelength λc = 2pi/qc decreases as Rˆ
decreases, which allows certain perturbations of a given
wavelength to be unstable on a cylinder even when they
are stable on a vertical plane. It is in this way that sub-
strate curvature promotes the fingering instability in the
contact line.
Although Table I shows only the six values of Rˆ which
match up with Smolka & SeGall’s experiments, we per-
formed simulations for a broader range of radii. In these
we observed that the circumference of the cylinder, Lθ,
plays the primary role in determining how many fingers
may form in the contact line. Below roughly Rˆ = 3.05
(R = 0.38 cm for silicon oil), for example, only one fin-
ger forms on the contact line. At a radius of Rˆ = 0.96
(R = 0.12 cm) or smaller, no fingers form at all. This
compares with Smolka & SeGall’s prediction (via linear
stability analysis) that the transition from one to no fin-
gers will occur at Rˆ = 0.88 (R = 0.11 cm) [17]. The
transition to a stable regime with no fingers is a result
of the fact that cylinder circumference decreases with Rˆ
at a much faster rate than λc decreases; the circumfer-
ence quickly become smaller than λc and so no unstable
modes can fit into the domain.
These findings shed light on the competition between
the promotion of instability at the contact line due to
increased curvature, and the restriction that the geome-
try places on the domain. We conclude that the contact
line tends to become more unstable to fingering as the
cylinder decreases in radius (i.e., as substrate curvature
increases) due to an increased growth rate for each mode
of perturbation and a larger range of unstable modes.
However, this trend only applies up until the point at
which the circumference of the cylinder becomes smaller
than λc and can no longer support the growth of a single
finger. Thereafter, for small cylinder radii the contact
line becomes stable to fingering. The transition to a sta-
ble regime (Rˆ < 0.96) indicates the parameter space for
which the two-dimensional solutions of the previous sec-
12
θ
z
t = 0
 
 
0 1 2 3 4 5 6
40
20
0
0.5
1
1.5
θ
z
t = 40
 
 
0 1 2 3 4 5 6
70
50
30
0.5
1
1.5
θ
z
t = 100
 
 
0 1 2 3 4 5 6
130
110
90
0.5
1
1.5
FIG. 5. Time evolution of an initially–perturbed fluid film down a cylinder of radius Rˆ = 30.62 (Lθ = 192.19). This value of Rˆ
translates to D = −0.001 in Eq. (1), which indicates flow down a near–vertical plane. Computations were performed on a grid
of 2,883,961 nodes.
tion become physically relevant, since perturbed flows
ultimately become axisymmetric.
This picture is to be contrasted with the more general
problem of thin film flow down an inverted plane [16].
For that problem there exists no dependency between the
parameter D (related to cylinder radius by D = −1/Rˆ2)
and the domain size, and so the contact line instability
continues to increase as D decreases. In fact, Lin et al.
[16] observe a coupling between the surface waves from
Fig. 3 and fingering which we are unable see in our simu-
lations due to the restrictive relationship between Rˆ and
Lθ. Hence the conclusions about instability are quite dif-
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FIG. 7. Transverse wavenumber q versus growth rate σ for
Rˆ = 1.00, 1.41,∞. This plot has been generated from the data
points in Figure 2 of Ref. [16], which was for the analogous
problem of flow down an inverted plane with parameter values
D = −1,−0.5, 0 respectively.
ferent between Eq. (1) and Eq. (3), despite the governing
PDE being identical.
Returning again to the number of fingers that form in
a given simulation, it has already been established that
the two cylinder solutions depicted in Fig. 6 show single
fingers which are consistent with the values of F1 given in
Table I for Rˆ = 2.56 and Rˆ = 1.28. In Fig. 5, a final con-
figuration of 14 fingers is shown, which is typical of the
14 or 15 fingers found in each of the simulations that we
conducted for Rˆ = 30.62 with randomised initial condi-
tions. This compares favourably with Smolka & SeGall’s
linear stability prediction of F1 = 15.4 [17], which would
lead us to expect around 15 fingers, allowing for varia-
tion due to nonlinear effects and random perturbations.
For the remaining three cylinder radii that were inves-
tigated, Table I summarises the results and shows that
our simulations agree quite well with Smolka & SeGall’s
linear stability analysis across the board. They agree not
only for very early times at which linear stability is most
valid, but also for the later times which we have based
our F2 values on. We note that for all cases other than
Rˆ = 1.28 and Rˆ = 5.10, the observed number of fingers is
lower than the corresponding F1 values. This is not sur-
prising since the observed number of fingers is generally
bounded from above by F1, due to mergers between ad-
jacent incipient fingers in early simulation times [38]. On
the other hand, we stress that the contact line is unsta-
ble due to a range of modes rather than just the fastest
growing one, which adds to the variation between runs.
Finally, Fig. 8 is presented to illustrate our simula-
tions in a more three–dimensional environment. The first
and fourth cylinders correspond to the solutions shown
in Fig. 5 and Fig. 6(a) respectively, but the second and
third are previously unpictured solutions for Rˆ = 10.21
and Rˆ = 7.66, showing five and three fingers, respec-
tively. These images illustrate that that the number of
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FIG. 8. Three–dimensional illustrations of flow down the outside of a cylinder for various radii. (a) Rˆ = 30.62, (b) Rˆ = 10.21,
(c) Rˆ = 7.66, (d) Rˆ = 2.56.
fingers in the contact line increases approximately lin-
early with the radius of the cylinder, since finger width
does not significantly change with Rˆ.
Remark. Although we only presented simulations cor-
responding to Smolka & SeGall’s experiments with silicon
oil, we also recreated those with glycerin for the range of
radii given in Table I. We observed that, despite glycerin
only being partially wetting, the numerical results for the
number of fingers in the contact line agreed equally well
with the linear stability predictions in [17].
IV. EVOLUTION OF SINGLE DROPS
Under the present framework, it is possible to simulate
the movement of finite drops of fluid down the outside of
a vertical cylinder. There have been many studies con-
cerning the sliding motions of drops on planar surfaces
of various inclination [25, 26, 39–41], however, less atten-
tion has been given to the effect of substrate curvature
in drop motion (or on a plane inverted between α = pi/2
and α = pi, for that matter). Here we add to both our
current study and the existing literature on drop motion
by briefly considering the flow of drops of various sizes
down a vertical cylinder.
We wish to solve Eq. (3) for the shape of a droplet
whose surface is initially a spheroid–like shape described
by h(θ, z, 0) = 1−Rˆ2θ2/aˆ2−z2/aˆ2, where aˆ is the dimen-
sionless radius of the droplet’s initial base. To better ac-
count for the physics near the contact line, the addition of
a disjoining pressure effect at the liquid-gas interface has
been suggested by several authors [32, 41–43]. We em-
ploy the disjoining pressure term presented by Scwhartz
[32], which allows the prescription at a contact angle so
that we are no longer necessarily considering a perfectly
wetting fluid. This is necessary to realistically simulate
the motion of droplets: in the complete wetting case,
the rear contact line of an initial droplet will simply not
travel forward with the bulk of the drop (c.f. the two–
dimensional constant volume simulations in [44]). By
assuming a small contact angle we can rectify this issue
and still retain a high level of wetting to be consistent
with previous sections.
The dimensional disjoining pressure term, presented in
[32], is of the form
Π =
γ
Hb
(n− 1)(m− 1)
(n−m) (1−cos Θe)
[(
Hb
h
)n
−
(
Hb
h
)m]
,
(35)
where H is the initial droplet height, b is the dimen-
sionless precursor layer thickness, Θe is the equilibrium
contact angle, and m and n are constants such that
n > m > 1. The values of m and n are chosen to best re-
flect the physical properties of the system which is being
replicated; one choice is (m,n) = (2, 3) which is favoured
in part due to its associated numerical stability [45]. In-
corporating the disjoining pressure Eq. (35) into the cur-
rent model with (m,n) = (2, 3), we obtain the updated
evolution equation
∂h
∂t
=−∇ · [h3∇ (∇2h)]− 1
Rˆ2
∇ · [h3∇h]− ∂
∂z
(h3) ,
− 4
baˆ2
∇ ·
{
h3∇
[(
b
h
)3
−
(
b
h
)2]}
, (36)
where again we have ∇ = ( 1
Rˆ
∂θ, ∂z). Note that the oc-
currence of (1 − cos Θe) has disappeared due to some
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assumptions based on the small–slope requirement (see
[25] for more information).
The dimensional values for the initial radius a and ini-
tial height of the drop H can be estimated by first assum-
ing the physical parameters of the fluid (in this case we
continue to use those for silicon oil) and a drop volume V ,
and then using the formula for the volume of a spheroid
V = 2pia2H/3, and finally the small slope estimation of
the equilibrium contact angle Θe ≈ 2H/a.
Figure 9 shows the results of four simulations: for
drops of two sizes on both cylindrical and vertical pla-
nar surfaces. Assuming the parameters of silicon oil from
[17], and a small equilibrium contact angle of Θe = 15
◦,
the first two figures, Figs. 9(a) and (b), depict a drop
of volume 1 mm3 on a vertical cylinder and plane, re-
spectively. This volume translates to a droplet radius
of aˆ = 2.00 and cylinder radius Rˆ = 0.84, or in dimen-
sional quantities, a = 1.53 mm and R = 0.65 mm. The
small size of the droplet requires a comparatively small
precursor layer; we use b = 0.01 throughout this section.
Note that although we are now dealing with a cylinder
several orders of magnitude smaller than those in previ-
ous sections, the magnitude of substrate curvature rel-
ative to the small drop is similar to that for the prob-
lem of gravity–driven fingering down a cylinder of radius
R = 0.1 cm, for which Rˆ = 0.80. Between the first two
simulations (which were each allowed to evolve to the di-
mensionless time of t = 200) we can see a clear difference
in the behaviour of the drops, with that on the cylin-
der having a long trail of pearling droplets while fewer
appear on the plane. Additionally, the droplet on the
cylinder has advanced at a faster pace and is therefore at
a lower position on the cylinder. The increased velocity
has helped to promote the phenomenon of pearling, in
accordance with Podgorski et al.’s findings, where it was
reported that an increase in velocity (or equivalently, the
droplet capillary number) stimulates pearling [39]. Since
substrate curvature on the cylinder wall is fairly high at
a radius of Rˆ = 0.84, the Rayleigh-Plateau mechanism
is likely also playing a role in pearling. The Rayleigh–
Plateau instability is known to cause the break–up of
films when surface tension forces are strong, and so we
may speculate that this has contributed to the increase
in break–up at the rear of the droplet.
Pearling behaviour in droplets is a physical phe-
nomenon present in both experimental [39, 40] and nu-
merical results [25, 26, 41] that have been published for
drops sliding down inclined planes, where several pearling
regimes are observed. Note that the regimes pictured in
Figs. 9(a) and (b) show secondary droplets of various sizes
like those in [25]; we would expect to observe more uni-
form trails, such as those often seen in experiments, for
smaller initial droplet volumes (more simulations would
be required to pinpoint the precise range of V where this
occurs). For simulations of droplets which we conducted
with volumes below 0.2 mm3 the droplets did not pearl,
but instead travelled in a constant ovoid formation on
both the vertical plane and cylinder. The presence of
substrate curvature again caused the droplets to move
faster on the cylinder.
A different regime is seen in the sliding drops shown
in Figs. 9(c) and (d). Here the initial droplet volume is
much larger at 10 mm3 (corresponding to aˆ = 3.91 or
a = 3.65 mm), and rather than observing pearling be-
haviour we now see a droplet whose rear contact line re-
mains pinned in its initial position on the cylinder wall,
while the bulk of the fluid drips from the front. This
regime is interesting because it is evocative of the fin-
gering patterns simulated in the main part of this study,
with the shape of the large drop displaying key features
of a single finger: a large capillary ridge at the tip of
dripping front, and a slight ridge down the centre of the
rivulet. This regime has been observed numerically in
[25]. Also of note is the fact that substrate curvature no
longer appears to have a significant effect on the droplet
behaviour. The droplet on the cylinder has moved only
slightly faster and thus formed a slightly longer and more
slender finger shape than that on the vertical plane. The
negligible difference between Figs. 9(c) and (d) is due to
the droplet’s size requiring a relatively large cylinder to
accommodate it. As a result, the cylinder is of a larger
radius than that in Fig. 9(a), at Rˆ = 1.39 (or R = 1.30
mm), and substrate curvature has comparatively little
effect on the flow. It is also worth noting that the ‘pin-
ning’ of the rear of a larger droplet is very similar to the
behaviour that we observe for droplets of any size when
a disjoining pressure term is not included in the model.
Possibly, the microscopic effects at the contact line which
are accounted for in the disjoining pressure term are sim-
ply not sufficient to influence the bulk movement of the
large droplets in Figs. 9(c) and (d).
To check the model assumptions for this section, note
that  = 0.26 for Figs. 9(a) and (b) and  = 0.38 for
Figs. 9(c) and (d). These values of the small parameter
are much more in line with our initial assumption that
 1 than in previous section.
V. DISCUSSION
In this study we developed a lubrication model for the
gravity–driven flow of a thin liquid film down the outer
wall of a vertical cylinder. In this model, the influence of
substrate curvature on the flow is controlled by the single
dimensionless parameter Rˆ in our evolution equation (3),
with infinitely large Rˆ corresponding to the vertical plane
limit where substrate curvature is absent. Our focus was
to treat flows with an advancing contact line with the
goal of studying, for the first time in the context of flow
down a vertical cylinder, the fully nonlinear nature of fin-
gering patterns that form from transverse perturbations
to axisymmetric solutions. Our study forms a contribu-
tion to the literature on fingering instabilities for thin
film flows over curved substrates, such as the flow over
horizontal cylinders and spheres [28, 29, 46–48].
Interestingly, our governing equation (3) is a special
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FIG. 9. An illustration of the effect of substrate curvature on the flow of droplets. Subfigures (a) and (b) show flow down a
cylinder and vertical plane, respectively, for a droplet of initial radius aˆ = 2.00 on a cylinder of radius Rˆ = 0.84, while (c) and
(d) show cylindrical and planar flow for a droplet of initial radius aˆ = 3.91 on a cylinder with Rˆ = 1.39. Computations were
performed on a grid of 1,068,265 nodes for (a) and (b), and 876,438 nodes for (c) and (d).
case of the previously studied equation for flow down an
inclined plane, Eq. (1). It is specifically relevant to the
case of flow down an inverted plane, with the relationship
between parameters being D = −1/Rˆ2 [15, 16]. This
relationship provides an important connection between
the roles of substrate curvature and angle of inversion
in instability regimes. There are significant differences,
however, as we summarise below.
Two–dimensional simulations, found by solving the
one–dimensional form of Eq. (3), show that simple ax-
isymmetric travelling wave solutions exist for sufficiently
large cylinder radii; in these a single capillary ridge is
present at the fluid front with strongly damped oscilla-
tions behind. Illustrative solutions for smaller radii show
a transition to regimes involving many free surface waves
behind the ridge. This behaviour is consistent with find-
ings for an inverted plane by Lin & Kondic, who have
provided a detailed investigation of these phenomena in
[15]. In fact, given our finding (summarised below) that
all transverse perturbations die away for a sufficiently
small cylinder radius, we argue that thin film flow down
a vertical cylinder is adequately described by the two-
dimensional simulations reported in [15] in the small-Rˆ
regime (and, in fact, these two-dimensional simulations
seem more relevant for our problem than the problem
studied in [15]).
Our fully three-dimensional solutions of Eq. (3) pro-
vide results that support the linear stability analysis con-
ducted by Smolka & SeGall [17] for small times, with the
predicted number of fingers formed around the cylinder
even agreeing for larger times. Our simulations of finger
formation are also consistent with experimental observa-
tions reported by the same authors.
For rather large values of the cylinder radius, the fin-
gering pattern produced by the simulations is essentially
the same as that for flow down a vertical wall, as would
be expected. As the cylinder radius Rˆ decreases, a sum-
mary of the key features of the flow are as follows:
• The fingers themselves become more straight-sided
and less tapered as Rˆ decreases.
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• The curve describing growth-rate σ versus
wavenumber q is raised up and shifts slowly to
the right (refer to Fig. 7), so that the wavenum-
ber qc = 2pi/λc at which σ = 0 increases as Rˆ
decreases. Further, the maximum growth rate σ∗
gradually increases as Rˆ decreases.
• As a consequence, a transverse perturbation of a
given wavelength may be stable (σ < 0) for a par-
ticular value of Rˆ, then unstable (σ > 0) for a lower
value of Rˆ. In this sense we see that substrate cur-
vature is promoting the fingering instability at the
contact line.
• The cylinder circumference decreases linearly as Rˆ
decreases, and so more and more of the unstable
modes have wavelengths that are greater than the
actual domain width. Indeed, for sufficiently small
Rˆ, none of the unstable modes can ‘fit in’ to our
domain, and all transverse perturbations die away.
In this regime we observe essentially axially sym-
metric flow conditions. Thus the circumference of
the cylinder is the primary indicator of the num-
ber of fingers which will form in the contact line.
For the precursor film height used in this study, the
transition from two to one finger occurs at roughly
Rˆ = 3.05, while the transition from one finger to
no fingers occurs at roughly Rˆ = 0.96
Thus we see that the stability at the contact line is dic-
tated by two competing, but dependent influences: the
cylinder radius Rˆ and the domain size Lθ = 2piRˆ. This
is compounded by periodic boundary conditions at θ = 0
and θ = Lθ, which ensures that only a whole number of
fingers may form in the contact line.
For the analogous problem of flow down an inverted
plane [15, 16], there exists no necessary dependence be-
tween the parameter D and domain size. Therefore in-
stability is able to continuously increase as D decreases,
and in fact a regime incorporating both fingering pat-
terns and free surface waves may be observed for small
enough D. We conclude that, while the governing thin
film equation for flow down an inverted plane and down
a vertical cylinder are the same (with D = −1/Rˆ2), the
actual observed behaviours are quite different for suffi-
ciently small Rˆ (or sufficiently negative D).
We also briefly treated the evolution of single drops
down a vertical cylinder, which showed that increasing
cylinder curvature promotes pearling for small drops.
Larger drops, which tend to the shape of a single fin-
ger over long time-scales, were largely unaffected by cur-
vature due to the requirement of a larger domain and
consequent smaller substrate curvature.
We close by noting that it is straightforward to adapt
our model to hold for the problem of a thin liquid film
flowing down the inner wall of a vertical cylinder. The
governing equation (3) remains the same, except that the
centre term on the RHS changes sign. In this case, the
equation is equivalent to Eq. (1) where D = 1/Rˆ2, which
means that a decrease in cylinder radius (i.e., an increase
in substrate curvature) for the problem of flow down the
inside of a cylinder is analogous to a decrease in angle
for flow down an inclined plane (where 0 < α ≤ pi/2)
[12]. Preliminary three–dimensional computations sug-
gest that as the cylinder radius decreases, the contact
line instability is inhibited due to a decrease in the range
of unstable modes as well as their corresponding growth
rates. This effect is amplified by the imposed restriction
on the domain size, and so fewer fingers form in the con-
tact line as Rˆ decreases. The transition to a completely
stable contact line occurs at roughly Rˆ = 1.53 for the
precursor film height used in our calculations. Overall,
this flow regime is more stable than that on a vertical
plane. Since there are no longer two competing influ-
ences on the question of instability, we could argue that
flow down the inside of a cylinder is less interesting than
flow down the outside of a cylinder.
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