Abstract-The vast majority of people with low vision retain some functional vision to perform everyday tasks. To study the effectiveness and efficiency of the visual tasks performed by people with low vision, knowing the movement patterns of their preferred retinal locus (PRL) used for fixation, saccade, and pursuit is critical. The scanning laser ophthalmoscope (SLO) has been used to acquire retinal images while a subject is performing a visual tracking exercise. SLO data has traditionally been analyzed with the use of manual techniques that are both time-consuming and prone to errors due to operator fatigue. To improve the speed and accuracy of the analysis of retinal motion from SLO image sequences, we developed an automated image processing technique and tested it using MATLAB TM (The MathWorks, Natick, MA) software. The new software technique was experimentally tested on both normal-and low-vision subjects and compared with the results obtained using manual techniques. The findings indicate that the new technique works very well for most subjects, fairing poorly only in subjects where the quality of the SLO images was substandard.
INTRODUCTION
Vision is a complex sense, encompassing the ability to perceive detail (acuity), color, and contrast and to distinguish objects [1] . These capacities can diminish naturally with age. More than three million Americans suffer with low vision. Among all the diseases related to low vision, age-related macular degeneration (AMD) is the most common, primarily affecting people over the age of 60. With macular degeneration, a scotoma, an isolated retinal area of diminished vision, may appear in the central visual field. The visual system of a person with a central scotoma from a sensory deficit is thought to choose a preferred eccentric retinal area to perform the visual tasks that the nonfunctioning fovea used to perform [2] . The notation of preferred retinal locus (PRL) has been developed for the measurement of the location and extent of these eccentric retinal areas.
The movement of PRLs has been the subject of a number of investigations in low-vision research [3] [4] . Previous studies of eccentric PRLs due to a central scotoma have documented that the PRLs for fixation are significantly larger than foveal PRLs for fixation [5] . In the measurement of the movement of PRLs, the scanning laser ophthalmoscope (SLO) is the only instrument that one can use to determine the retinal location of images of visual targets [2, 6] . The SLO employed for this study, manufactured by Rodenstock Instruments (Munich, Germany), has a maximum resolution of about 2 min of arc (1 min of arc = 1/60 of a degree) for measurement of retinal dimensions and the positioning of targets [2] . However, the major limitation of using the SLO for eyemovement tracking has been the need for researchers to use rigid manual registration to analyze the motion from SLO image sequences. Frame-by-frame manual registration has been used for determination of the retinal movement every 1/30 of a second [5] . Because of the tedious and time-consuming nature of this approach, this registration was typically only applied to a small fraction of the total number of frames. Accurately tracking the eye motion over long intervals of time with manual techniques is simply impractical. Several research groups have investigated the use of passive digital imageregistration techniques to measure motion between image frames [7] [8] . However, these techniques have not proven robust in evaluating long periods of retinal motion. Hammer et al. reported very good results in tracking retinal motion by employing an active, high-speed, hardwarebased tracker integrated with an SLO [9] . For many applications, whether the improvement in accuracy made possible by such hardware-based trackers is worth their high cost is still unclear. Thus, for the improvement of the efficiency and accuracy of the analysis of long periods of retinal motion, an automatic passive system for tracking motion from SLO images is needed.
METHODS

Image Acquisition
The SLO with graphics capabilities obtains 640-× 480-pixel retinal images at a rate of 30 frames/s with an invisible infrared laser (780 nm) and scans graphical stimuli images (e.g., a fixation target) onto the retina with a modulated visible red-light laser (633 nm) [2, [6] [7] . We used two types of visual stimuli (5 × 3 and 5 × 5 array of white crosses on a black background) to obtain the retinal motion images. Subjects were given this instruction: "Fixate on each successive fixation target across a row and then go to the first target on the next row, similar to reading each word on a line of a page. I will tell you when you should go to the next fixation target. While fixating the target, keep your eye as still as possible on the target." The fixation pattern is illustrated in Figure 1 . Figure 2 represents a typical frame from an SLO retinal image.
Image Processing
SLO images typically exhibit some noise and distortion that are a function of the age and physical condition of the eye. The most important factor is the mild opacities (sometimes called mild cataracts) that happen with age or other physical conditions. These opacities cause the laser light to scatter, introducing noise into the retinal image. We had to minimize the effects of this noise and distortion before proceeding with the motion tracking. All image processing and tracking techniques were implemented with the use of MATLAB™ (The MathWorks, Natick, MA).
One of the common characteristics of SLO retinal images is low contrast. To compensate for this low contrast, we applied the following contrast stretch algorithm to every frame:
where I is the original image intensity, I min and I max are the minimum and maximum intensity values in the original image, and I 0 (I ) is the new image intensity [10] . In consideration of the large number of frames to be processed and the speckle/shot noise properties [11] in the SLO image sequences, median filtering was applied to every SLO image frame.
In typical SLO image sequences, the visualization of the retinal vessel structures in a subset of the frames cannot be improved by contrast stretching and median filtering. To provide more clearly visible structures for use in motion tracking, we used segmentation to extract the desired vessel structures from the images. We obtained the segmentation masks (M 1 , M 2 , and M 3 ) by rotating two-dimensional (2-D) Gaussian filters by 0°, 60°, and 120°. Our purpose in applying segmentation masks to these images was to enhance the image quality for motion analysis. We obtained the segmented images by convolving these masks with the original image. I 1 , I 2 , I 3 are the segmented images we obtained by convolving the Gaussian filter at 0°, 60°, and 120°, respectively, with the original image:
where the "**" symbol represents a convolution operator; (x,y) represents the pixel position; I 0 (x,y) is the original image value at pixel (x,y); and I 1 (x,y) is the segmented image value at pixel (x,y) after convolving the original image with the segmentation mask with Gaussian filter at 0°, and I 2 (x,y) with the segmentation mask with Gaussian filter at 60°, and I 3 (x,y) with the Gaussian filter at 120°.
The filtered image was calculated with where I(x, y) is the new filtered image value at pixel (x,y).
Optimal thresholds that minimized the total squared error between the filtered and original images were then applied. Typical results are shown in Figure 3 .
Motion Tracking
Block matching, one of the most standard motiontracking methods, was employed in this study. In a generic block-matching algorithm, an M × N block of pixels is defined in frame k. This block is used to determine the movement between frame k and frame k + 1 by finding the best match for this block from a search area that surrounds this block in frame k + 1.
The correlation coefficient between blocks, r, was used to find this best match:
, 
where X(i, j) and Y(i, j) are the intensity values at the coordinate (i, j) of two blocks, and
The new position of the block at frame k +1 was calculated with Two phases were used in this motion-tracking study. In the first phase, we performed a low-temporal resolution tracking to help select appropriate image features to track. In the second phase, with the aid of the feature points selected in the first phase, we tracked the motion between every frame. This two-phase process helped to shorten the overall time required to process the data.
In the first phase, the operator was asked to select two "feature" points at frame 50. These points were selected at distinct image features that were deemed easiest to track (e.g., vessel bifurcations). Tracking a single point allows only vertical and horizontal movement to be measured. Tracking two points permits torsional movement and image magnification to be measured as well. These additional measurements help identify errors introduced into the tracking measurements. The sources of these errors include head movement, and two errors that are associated with the unique characteristics of SLO imaging: (1) aliasing and (2) changes in image magnification. For example, torsional movements of the eye normally do not exceed 10°. Thus torsional movements in excess of 10° may indicate head movement, and the suspect frames can be flagged for manual inspection. One can detect changes in image magnification by monitoring the distance between the two tracked points in each frame. This requires considering the trapezoidal distortion of the SLO laser beam raster. This distortion, as much as 10 percent, affects only the horizontal dimension and is present because an off-axis mirror in the SLO projects the raster onto the final concave mirror before the beam exits the device [12] . Thus frame-to-frame changes in the horizontal distance between the two tracked points in excess of 10 percent could indicate either a change in image magnification or an aliasing artifact. Again, the suspect frames can be flagged for manual inspection.
We used two 40 × 40 blocks, with each feature point at their centers, to measure the horizontal, vertical, and torsional movement between frame k and frame k + 50, using the block-matching algorithm with, initially, a 40 × 40 search region. The frames that were tracked (i.e., every 50th frame) are called key frames. Tracking at rates greater than every 50th frame increased the processing time with a diminishing yield on improved tracking accuracy. The tracking of key frames progressed through the video sequence automatically, if the maximum correlation coefficient from block matching was greater than the operator-defined threshold (typically 0.8). If the maximum correlation coefficient fell below the threshold, a larger 80 × 80 search region was automatically employed. If the coefficient was still less than the threshold, the operator was required to select two new points at frame k + 50 to create two new blocks for block matching of subsequent key frames. In this case the operator had to manually measure the movement between frame k and frame k + 50.
We used the motion data and point positions for key frames obtained in the first phase in the second phase to track the motion between every frame. In this second phase, the motion was tracked for the 50 frames around each key frame. If the correlation coefficient fell below the threshold in this second phase, the motion in that frame was flagged for later verification and possible manual registration.
RESULTS
The experimental testing of this technique used two groups of subjects, as detailed in Table 1 . The first group consisted of 25 normal subjects with functional fovea, and the second group consisted of 3 relatively elderly low-vision subjects with nonfunctional fovea. Figure 4 shows a typical retinal movement of a Group 1 (i.e., normal) subject for the 5 × 3 stimuli test. In
Tracking Results
a 5 × 3 stimuli test, the ideal retinal movement should have a stair-step appearance, five steps in the x-(i.e., horizontal) direction and three steps in the y-(i.e., vertical) direction. The translational movements in Figure 4 indicate that the fovea of this subject moves in accordance with the spatial location of the visual stimuli. Figure 5 represents the visual motion patterns of Group 2 (i.e., low-vision) subjects. This subject has AMD, which produced a central scotoma in his fovea area. The PRL is used to perform the visual tasks that the now nonfunctioning fovea used to perform. Although a stair-step appearance does exist in Figure 5 , distinguishing the five steps in the horizontal direction and three steps in the vertical direction is difficult. Subjects with functional fovea usually are able to keep the fixation target within a retinal area 2° or smaller [3] . However, subjects with low vision due to a central scotoma have eccentric PRLs within a retinal area as large as 9° [5, [13] [14] . Results such as those in Figure 5 will be the subject of future research to analyze the PRL motion patterns of people with low vision.
Assessment of Accuracy
To evaluate the accuracy of this technique, we conducted two case studies to compare the results obtained from manual registration methods with the automated technique.
Case Study 1: Young Subject with Normal Vision
To make the comparison under the most challenging conditions, we selected a sequence of frames associated with a time period during which movement took place from one visual stimulus to another. For this case, the first stepwise shift in horizontal direction appeared at frame 330, so the 20 frames around this frame were selected. Three volunteers were asked to use a manual registration technique (i.e., use a computer's mouse to position a cursor over the target point-vessel bifurcation) to track the movement occurring within these 20 frames. These manual segmentation results, together with those from the automated technique, are shown in Figure 6 . The range 4 pixels in every frame except frame 330, where the first stepwise shift occurred. The data reveal almost perfect agreement between the two techniques, with the largest difference occurring at frame 329. A large horizontal movement occurred during the acquisition of frame 329. The video sampling rate of the SLO (30 frames/s) was not fast enough to capture the velocity of this eye movement (several hundred degrees per second). This resulted in an aliasing effect in frame 329 that made it impossible for either the manual or the automatic tracking techniques to accurately determine the relative motion. The results for vertical eye movement are shown in Figure 7 . This figure shows that in the majority of the frames, negligible difference existed between the measurements made by the two techniques, with the maximum difference in any frame being fewer than 3 pixels.
Case Study 2: Elderly Subject with Low Vision
For this subject, we selected 51 frames (frames 900 to 950) for analysis using the same selection criteria as for Case 1. Figure 8 shows the comparison results for the horizontal, vertical, and torsional movements. This figure illustrates the high level of agreement that was achieved between the manual and automatic results. The range in the manual registration measurements was fewer than 11 pixels. Once again, the frames where the greatest discrepancies occurred were those that were captured during fast eye movements where the SLO's frame rate was not sufficient to avoid aliasing artifacts. Such an artifact is clearly seen in frame 935 (Figure 9) . These artifacts can be detected by the automatic technique through measurements of the distance between the two points that are tracked in each frame, as is illustrated in Figure 10 for Case 2. Without artifacts present, the distance between these points should remain relatively constant.
DISCUSSION
The technique developed provides a tool for researchers of low vision to analyze the entire record of motion of the retina while subjects perform visual tasks. The results of comparisons between this automated technique and the manual technique on both normal and lowvision subjects indicate that the automated technique can accurately and efficiently tracking eye motion. The time required for the automated analysis ranged from approximately 2 s/frame for normal subjects to 3 s/frame or lowvision subjects.
With the accurate motion data from this technique, researchers of low vision can begin to investigate the motion patterns of PRL in people with low vision. For example, studies could be performed to determine whether PRLs are able to make efficient and effective eye movements while reading, tracking objects, or locating objects in the person's visual field. Only a comparison between subjects with developing PRLs will indicate which one or more of these possible mechanisms guide the characteristics and abilities of PRL for subjects with a central scotoma [2, [13] [14] [15] .
CONCLUSION
This technique, which enables a rapid and reliable analysis of SLO image sequences in low-vision research, will help researchers investigate the visual patterns of people with low vision. The results may lead to the development of rehabilitation therapies. Distance between two tracked points in given frame for Case 2.
