Standard image captioning tasks such as COCO and Flickr30k are factual, neutral in tone and (to a human) state the obvious (e.g., "a man playing a guitar"). While such tasks are useful to verify that a machine understands the content of an image, they are not engaging to humans as captions. With this in mind we define a new task, PERSONALITY-CAPTIONS, where the goal is to be as engaging to humans as possible by incorporating controllable style and personality traits. We collect and release a large dataset of 241,858 of such captions conditioned over 215 possible traits. We build models that combine existing work from (i) sentence representations [36] with Transformers trained on 1.7 billion dialogue examples; and (ii) image representations [32] with ResNets trained on 3.5 billion social media images. We obtain state-of-the-art performance on Flickr30k and COCO, and strong performance on our new task. Finally, online evaluations validate that our task and models are engaging to humans, with our best model close to human performance.
Introduction
If we want machines to communicate with humans, they must be able to capture our interest by spanning both the ability to understand and to be engaging. For agents to communicate the way people do, they must display personality as well as perform conversational function [21, 22, 45, 23] . Consider for example an online conversational agent or robot that can both perceive images and speak -the afforementioned capabilities would be expected from a good conversationalist.
Communication grounded in images is naturally engaging to humans [18] , for example billions are shared and discussed daily online. In order to develop engaging conversational agents, it thus seems promising to allow them to comment on images naturally as humans do. Yet the majority of studies in the research community have so far focused on function only: standard image captioning [40] requires the machine to generate a sentence which factually describes the elements of the scene in a neutral tone. Similarly, visual question answering [4] and visual dialogue [9] require the machine to answer factual questions about the contents of the image, either in single turn or dialogue form. They assess whether the machine can perform basic perception over the image which humans take for granted. Hence, they are useful for developing models that understand content, but are not useful as an end application unless the human cannot see the image, e.g. due to visual impairment [16] .
Standard image captioning tasks simply state the obvious, and are not considered engaging captions by humans. For example, in the COCO [8] and Flickr30k [57] tasks, some examples of captions include "a large bus sitting next to a very tall building" and "a butcher cutting an animal to sell", which describe the contents of those images in a personality-free, factual manner. However, humans consider engaging and effective captions ones that "avoid stating the obvious", as shown by advice to human captioners outside of vision research. 1 For example, "If the bride and groom are smiling at each other, don't write that they are smiling at each other. The photo already visually shows what the subject is doing. Rephrase the caption to reflect the story behind the image". Moreover, it is considered that "conversational language works best. Write the caption as though you are talking to a family member or friend". 2 These instructions to engage human readers seem to be in direct opposition to standard captioning datasets.
In this work we focus on image captioning that is engaging for humans by incorporating personality. As no large dataset exists that covers the range of human personalities, we build and release a new dataset, PERSONALITY-CAPTIONS, with 241,858 captions, each conditioned on one of 215 different possible personality traits. We show that such captions are far more engaging than traditional ones. We then develop model architectures that can simultaneously understand image content and provide engaging captions for humans. To build strong models, we consider both retrieval and generative 3 variants, and leverage state-of-the-art modules from both the vision and language domains. For image representations, we employ the work of [32] that uses a ResNeXt architecture trained on 3.5 billion social media images which we apply to both. For text, we use a Transformer sentence representation following [36] trained on 1.7 billion dialogue examples. Our generative model gives a new state-of-the-art on COCO caption generation, and our retrieval architecture, TransResNet, yields the highest known R@1 score on the Flickr30k dataset. To make the models more engaging to humans, we then adapt those same architectures to the PERSONALITY-CAPTIONS task by conditioning the input image on the given personality traits, giving strong performance on our new task, see Figure 1 . In particular, when compared to human captions, annotators preferred our retrieval model's captions over human ones 49.5% of the time -very close to human performance. Our task is however a challenge for generative models which succeed on COCO, but fail on our task. We believe future work should address this important open problem.
Related Work
A large body of work has focused on developing image captioning datasets and models that work on them. In this paper we also perform experiments on the COCO [8] and Flickr30k [57] datasets, comparing to a range of models, including both generative models such as in [50, 54, 3] and retrieval based such as in [15, 13, 38] . These setups measure the ability of models to understand the content of an image, but do not address more natural human communication.
A number of works have tried to induce more engaging captions for human readers. One area of study is to make the caption personalized to the reader, e.g. by using user level features such as location and age [10] or knowledge of the reader's active vocabulary [42] . Our work does not address this issue. Another research direction is to attempt to produce amusing captions either through wordplay (puns) [7] or training on data from humour websites [55] . Our work focuses on a general set of personality traits, not on humour. Finally, closer to our work are approaches that attempt to model the style of the caption. Some methods have tried to learn style in an unsupervised fashion, as a supervised dataset like we have built in this work was not available. As a result, evaluation was more challenging in those works, see e.g. [34] . Others such as [56] have used small datasets like SentiCap [35] with ∼800 images to inject sentiment into captions. [14] collect a somewhat bigger dataset with 10,000 images, FlickrStyle10K, but only covers two types of style (romantic and humorous). In contrast, our models are trained on the PERSONALITY-CAPTIONS dataset that has 215 traits and ∼200,000 images.
Our work can also be linked to the more general area of human communication, separate from just factual captioning, in particular image grounded conversations between humans [37] or dialogue in general where displaying personality is important [58] . In those tasks, simple word overlap based automatic metrics are shown to perform weakly [28] due to the intrinsically more diverse outputs in the tasks. As in those domains, we thus also perform human evaluations in this work to measure the engagingness of our setup and models.
In terms of modeling, image captioning performance is clearly boosted with any advancements in image or text encoders, particularly the former. In this work we make use of the latest advancements in image encoding by using the work of [32] which provides state-of-the-art performance on ImagenNet image classification, but has so far not been applied to captioning. For text encoding we use the latest advances in attention-based representations using Transformers [47] ; in particular, their use in retrieval models for dialogue by large-scale pretraining [36] is adapted here for our captioning tasks.
Personality-Captions
The PERSONALITY-CAPTIONS dataset is a large collection of (image, personality trait, caption) triples that we collected using crowd-workers, publicly available at http: //parl.ai/projects/personality_captions. Personality traits A large number of studies are dedicated to producing a model of the personality of an individual [20] , such as the Big-Five [1] , the Big-Two [1] and 16PF among others [6] . Those models usually project personality in a low dimension space, for instance the Big-Five describes a personality by weighting openness to experience, conscientiousness, extraversion, agreeableness and neuroticism. However such a description is not well adapted to a crowdsourced data collection task, where labelers are not familiar with those models. We found it clearer to use a single descriptor as a "personality trait" (e.g. "sweet", "skeptical", "solemn", etc.). We considered 215 possible personality traits which were constructed by selecting a subset from a curated list of 638 traits 4 that we deemed suitable for our captioning task. The traits are categorized into three classes: positive (e.g., sweet, happy, eloquent, humble, perceptive, witty), neutral (e.g., old-fashioned, skeptical, solemn, questioning) and negative (e.g., anxious, childish, critical, fickle). Examples of traits that we did not use are allocentric, insouciant, flexible, earthy and invisible, due to the difficulty of their interpretation with respect to captioning an image.
Data collection
We use a randomly selected set of the images from the YFCC100M Dataset 5 to build our train- ing, validation and test sets, selecting for each chosen image a random personality trait, drawn uniformly from our list. The captions are written by a large number of crowdworkers, with the annotation task distributed among them. Test examples have 5 captions per image in order to compute multi-reference automatic evaluations such as BLEU.
In each annotation round, an annotator is shown an image along with a trait. The annotators are then asked to write an engaging utterance for the image in the context of the personality trait. Specifically, they are told to "write a comment in the context of your given personality trait. . . about an image that someone else would find engaging". Note we do not use the word "caption" in these instructions because we felt it would be clearer to crowdworkers of our intent: not many humans have experience writing captions and they may misinterpret the word to mean a factual netural statement, whereas they have experience writing personalitybased engaging comments. We thus aim to illicit more natural utterances that humans are used to writing. In this paper we refer to these labels as PERSONALITY-CAPTIONS.
The captions are constrained to include at least three words. It was emphasized that the personality trait describes a trait of the author of the caption, not properties of the content of the image. They were also instructed not to use the personality trait word itself in their caption. For quality control, crowdworkers were manually monitored and removed for poor performance. See Figure 3 in the appendix for more details of the exact instructions given to annotators.
The final dataset statistics are given in Table 1 and compared to the largest dataset we are aware of that also has personality based captions, FlickrStyle10k, which is significantly smaller in terms of images, examples and number of personalities. We also show standard captioning datasets COCO and Flickr30k for reference.
Models
We consider two classes of models for caption prediction: retrieval models and generative models. Retrieval models produce a caption by considering any caption in the training set as a possible candidate response. Generative models generate word-by-word novel sentences conditioned on the image and personality trait (using a beam). Both approaches require an image encoder.
Image Encoders
We build both types of model on top of pretrained image features, and compare the performance of two types of image encoders. The first is a residual network with 152 layers described in [17] trained on Imagenet [44] to classify images among 1000 classes, which we refer to in the rest of the paper as ResNet152 features. We used the implementation provided in the torchvision project [33] . The second is a ResNeXt 32 × 48d [53] trained on 3.5 billion Instagram pictures following the procedure described by [32] , which we refer to in the rest of the paper as ResNeXt-IG-3.5B. The authors provided the weights of their trained model to us. Both networks embed images in a 2048-dimensional vector which is the input for most of our models. In some of the caption generation models that make use of attention, we keep the spatial extent of the features by adapting activation before the last average pooling layer, and thus extract features with 7 × 7 × 2048 dimensions.
Caption generation models
We re-implemented three widely used previous/current state-of-the-art image captioning methods: SHOWTELL [50] , SHOWATTTELL [54] and UPDOWN [3] .
Image and Personality Encoders The image representation r I is extracted using the aforementioned image encoder. For the SHOWTELL model, the 2048-dimensional outputs of image encoder is used. For the SHOWATTTELL and UPDOWN models, we keep the spatial extent and use the 7 × 7 × 2048 dimensional outputs of image encoder. In all cases, the image features are ultimately reduced to a vector of dimension 512. In the SHOWTELL model, a linear projection is applied to do so. In both the SHOWATTTELL and UPDOWN models, the image features are first linearly reduced to a tensor of 7 × 7 × 512 dimensions with a 1 × 1 convolution layer. Then the attention mechanism is used to weighted combine image features along its 7 × 7 spatial extent, into a vector of dimension 512. In the cases where personality traits are used, each personality trait is embedded by a vector of dimension 512, akin to a word embedding, giving a 215 × 512 matrix of weights to learn for PERSONALITY-CAPTIONS. The personality embedding is then input to the LSTM caption decoders, through concatenating with the input word vectors at each decoding step.
Caption Decoders
In SHOWTELL, similar to [50] , the dimensionality reduced image features are used as the first input word to a LSTM model to generate the output caption sequence. In SHOWATTTELL, while the overall architecture is similar to [54] , we adopt the modification suggested by [43] and input the attention-derived image features to the cell node of the LSTM. Finally, we use the UPDOWN model exactly as described in [3] . The key difference to SHOWATTTELL is that two LSTM instead of one are used, of which one is responsible for generating the attention weight and the other is responsible of generating the caption. In all above models, the word vector of the previously predicted word (concatenated with personality embedding when applicable) is input to the LSTM caption decoder to predict the current word, at each caption decoding step.
Training and Inference We perform a two-stage training strategy to train such caption generation models as proposed by [43] . In the first stage, we train the model to optimize the standard cross-entropy loss. In the second stage, we perform policy gradient with REINFORCE to optimize the nondifferentiable reward function (CIDEr score in our case). During inference, we apply beam search (beam size=2) to decode the caption.
Caption retrieval models
We define a simple yet powerful retrieval architecture, named TransResNet. It works by projecting the image, personality, and caption in the same space S using image, personality, and text encoders.
Image and Personality Encoders The representation r I of an image I is obtained by using the 2048-dimensional output of the image encoder described in Sec. 4.1 as input to a multi-layer perceptron with ReLU activation units and a final layer of 500 dimensions. To take advantage of personality traits in the PERSONALITY-CAPTIONS task, we embed each trait to obtain its representation r P ∈ R 500 . Image and personality representations are then summed.
Caption Encoders Each caption is encoded into a vector r C of the same size using a Transformer architecture [47] , followed by a two layer perceptron. We consider a Transformer architecture with 4 layers, 300 hidden units and 6 attention heads. We either train from scratch, pretrain only the word embeddings, i.e. where we initialize word vectors trained using fastText [5] trained on Wikipedia, or pretrain the entire encoder. For the latter, we follow the setup described in [36] : we train two encoders on a next-utterance retrieval task on a dataset of dialogs containing 1.7 billion pairs of utterances, where one encodes the context and another the candidates for the next utterance, their dot product indicates the degree of match, and they are trained with negative log-likelihood and k-negative sampling. We then initialize our system using the weights of the candidate encoder only, and then train on our task.
For comparison, we also consider a simple bag-of-words encoder (pretrained or not). In this case, r C ∈ R 300 is the sum of the word embeddings of the caption.
In each case, given an input image and personality trait (I, P ) and a candidate caption C, the score of the final combination is then computed as the following dot product: s(I, P, C) = (r I + r P ) · r C .
Training and Inference Given a pair I, P , and a set of candidates (c 1 , .., c N ), at inference time the predicted caption is the candidate c i that maximizes the score s(I, P, c i ). At training time we pass a set of scores through a softmax and train to maximize the log-likelihood of the correct responses. We use mini-batches of 500 training examples; for each example, we use the captions of the other elements of 
Experiments
We first test our architectures on traditional caption datasets to assess their ability to factually describe the contents of images in a neutral tone. We then apply the same architectures to PERSONALITY-CAPTIONS to assess their ability to produce engaging captions conditioned on personality. The latter is tested with both automatic metrics and human evaluation of both engagingness and fit.
Automatic evaluation on Traditional Captions
Generative Models For our generative models, we test the quality of our implementations of existing models (SHOWTELL, SHOWATTTELL and UPDOWN) as well as the quality of our image encoders, ResNet152 and ResNeXt-IG-3.5B. We report performance on the COCO caption dataset [27] . We evaluate BLEU [41] , ROUGE-L [26] , CIDEr [48] and SPICE [2] and compare models' performances to state-of-the-art models under the setting of [24] . We provide additional ablations in Appendix C.
The results are shown in Table 2 . Models trained with ResNeXt-IG-3.5B features consistently outperform their counterparts with ResNet152 features, demonstrating the effectiveness of ResNeXt-IG-3.5B beyond the original image classification and detection results in [32] . More importantly, our best model (UPDOWN) either outperforms or is competitive with state-of-the-art single model performance [3] across most metrics (especially CIDEr).
Retrieval Models
We compare our retrieval architecture, TransResNet, to existing models reported in the literature on the COCO caption and Flickr30k tasks. We evaluate retrieval metrics R@1, R@5, R@10, and compare our model performance to state-of-the-art models under the setting of ( [24] ). The results are given in Table 3 (for more details, see Tables 9 and 10 in the appendix for COCO and Flickr30k, respectively). For our model, we see large improvements using ResNeXt-IG-3.5B compared to Resnet152, and stronger performance with a Transformerbased text encoding compared to a bag-of-words encoding.
Pretraining the text encoder also helps substantially (see Appendix A for more analysis of pretraining our systems). Our best models are competitive on COCO and are state-ofthe-art on Flickr30k by a large margin (68.4 R@1 for our model vs. 56.8 R@1 for the previous state-of-the-art).
Automatic evaluations on Personality-Captions
Generative models We first train the aforementioned caption generation models without using the personality traits. This setting is similar to standard image captioning, and Table 4 shows that the three caption generation models that we considered are ranked in the same order, with the UPDOWN model being the most effective. The best results are again obtained using the ResNeXt-IG-3.5B features. Adding the embedding of the personality trait allows our best model to reach a CIDEr score of 16.5, showing the importance of modeling personality in our new task.
Note that all scores are lower than for the COCO captioning task. Indeed standard image captioning tries to produce text descriptions that are semantically equivalent to the image, whereas PERSONALITY-CAPTIONS captures how a human responds to a given image when speaking to another human when both can see the image -which is rarely to simply state its contents. PERSONALITY-CAPTIONS has intrinsically more diverse outputs, similar to results found in other human communication tasks [28] . Besides, as in COCO [8] , measures like BLEU do not correlate well with human judgements (see top row in Tables 2 and 4) hence we perform human evaluation of our models in Section 5.3.
Retrieval models Similarly we compare the effect of various configurations of our retrieval model, TransResNet. The models are evaluated in terms of R@1, where for each sample there are 500 candidates to rank: 495 randomly chosen candidates from the test set plus the true labels. Table 3 : Retrieval model performance on Flickr30k and COCO caption using the splits of [24] . COCO caption performance is measured on the 1k image test split.
image encoder trained on billions of images is considerable, we obtain 77.5% for our best ResNeXt-IG-3.5B model, and 51.7% for our best Resnet152 model. Conditioning on the personality traits is also very important (77.5% vs. 53.9% R@1 for the best variants with and without conditioning). Transformer text encoders also outperform bagof-word embeddings encoders, where pretraining for either type of encoder helps. For Transformers pretraining the whole network performed better than just pretraining the word embeddings, see Appendix A.
Example predictions of our best model, TransRes-Net (ResNeXt-IG-3.5B), are given in Table 6 .
Human Evaluation on Personality-Captions
The goal of PERSONALITY-CAPTIONS is to be engaging by emulating human personality traits. We thus test our task and models in a set of human evaluation studies.
Engagingness Evaluation Setup Using 500 random images from the YFCC-100M dataset that are not present in PERSONALITY-CAPTIONS, we obtain captions for them using a variety of methods, as outlined below, including both human authored captions and model predicted captions. Using a large separate set of human crowdworkers, comparisons are then done pairwise: we show each image, with two captions to compare, to five separate annotators and give them the instruction: "The goal of this task is to pick which comment is the most engaging (interesting, captivating, attention-grabbing)". This results in 2500 trials in total for each pairwise comparison test. For experiments where both captions are conditioned on a personality, we show the annotator the personality; otherwise, the personality is hidden. We then report the percentage of the time one method is chosen over the other. The results are given in Table 7 .
Traditional Human Captions We also collected traditional neutral (COCO-like) captions for our 500 test images. Specifically, the instructions were "You will be shown an image, for which you will provide a caption" with the example "E.g, if you are shown an image of a snow-covered tree in a park, you could write A tree in a park, covered with snow". We then compared human authored PERSONALITY-CAPTIONS captions to these neutral captions. Captions conditioned on a personality were found to be significantly more engaging than the neutral captions, with a win rate Table 8 : Human evaluation of caption fit.
Conclusion
In this work we consider models that can simultaneously understand image content and provide engaging captions for humans. To build strong models, we first leverage the latest advances in image and sentence encoding to create generative and retrieval models that perform well on standard image captioning tasks. In particular, we attain a new state-of-the-art on caption generation on COCO, and intro-duce a new retrieval architecture, TransResNet, that yields the highest known R@1 score on the Flickr30k dataset.
To make the models more engaging to humans, we then condition them on a set of controllable personality traits. To that end, we collect a large dataset, PERSONALITY-CAPTIONS to train such models. We show that our best system is able to produce captions that are close to matching human performance in terms of engagement and relevance. An important open problem that remains is to improve generative models on this task, which failed to do as well.
Capturing many types of human sentiment is crucial for moving towards agents that communicate the way people do, and in the future this research may help drive applications including safer chatbots, better text generation, and many others.
