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Abstract
Stretched by increasing demand and decreasing budgets, like many local authorities, Leeds
City Council have turned to geodemographics to support data-led decision making. As per
the current trend for transparent research and policy development, the literature increasingly
recommends open geodemographics for use in the public sector. However, the only open
classification currently available, the 2011 OAC, which is derived at national level from
decennial census data collected in 2011, has proven ineffective at identifying some of the
unique multivariate local phenomena.
This thesis generates a new framework for a public sector focused place-specific geodemo-
graphic classification for Leeds. Primarily, the study introduces and explores the impact of
making a methodological shift in geographic extent from national to local level. Secondarily,
the research extends beyond traditional decennial census input data to include novel data
from open and public sector sources. To support this extension, the work also investigates
the potential of several Feature Extraction and Feature Selection methods to intelligently
reduce the set of candidate input attributes by identifying those most capable of generating
meaningful classification outputs to suit public sector requirements.
This thesis demonstrates that there is both scope for generating locally specific classifications
with novel administrative data, and benefits to be gained, particularly in terms of identifying
locally specific phenomena capable of enriching public policy and decision making processes.
It also makes a strong argument for an increased emphasis on incorporating intelligent
variable selection processes into geodemographic classification development.
The work has been completed during an ESRC collaborative PhD studentship in partnership
with LCC and TransUnion. All developments made have primarily considered the needs of
a public sector end-user, however, the outputs are transferrable and applicable beyond the
public sector. Moreover, transparency and reproducibility has been prioritised to enable
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Chapter 1 - Introduction
1.1 Research outline and context
1.1.1 A landscape for change
The primary aim of this thesis is to develop a process for building a locally specific geodemo-
graphic classification for the city of Leeds, in collaboration with Leeds City Council (LCC)
and TransUnion.
Leeds is a diverse and multi-cultural city in the North of England with an increasing popu-
lation of over 790,000 residents. LCC is the Local Authority (LA) for the city. In addition
to being a forward-thinking and proactive LA (as demonstrated particularly in Chapter 5),
LCC prioritises collaborative engagement with academia to develop responses to to social,
environmental and economic challenges facing the city (Carroll and Crawford, 2020). Tran-
sUnion is a global information and insights company who develop and licence one of the
most popular commercial geodemographic classification products, “CAMEO”, both in the
UK and around the globe (see Section 3.2).
LCC desire a clearer, more holistic understanding of the resident population in the city, for a
number of purposes, including informing decision making processes and policy development.
Like many LAs, they have been seeking data-led strategies to achieve this objective and
have turned to geodemographics to help provide some answers. Geodemographics offers a
framework for assigning one of a set of classification labels to each pre-defined small-area
geographies, often focused on residential neighbourhoods. The process offers an aggregate
description of the individuals and households residing within each area, providing a useful
metric for urban analysis which is applicable in a number of situations across the triad of
academia and the public and private sectors (Harris et al., 2005).
Though the development of geodemographic classifications were once the exclusive realm
of academics, following an adoption of methodologies in the commercial sector, focus and
advancement in this field has almost completely shifted into the commercial Geodemograph-
ics industry, leading to a lengthy absence of academic interest and a stagnancy in progress
within the academic environment (Singleton and Longley, 2009b). Nevertheless, scholarly
research into geodemographic classification development has experienced somewhat of a
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comeback in recent decades, introducing a new, contemporary research agenda (Longley,
2005; Brunsdon and Singleton, 2015).
The development of the Output Area Classification (OAC) in 2001 (Vickers and Rees,
2007) (superseded by the 2011 OAC (Gale et al., 2016)), a freely available classification
derived from data from the decennial censuses of England and Wales, Scotland and Northern
Ireland, which was published alongside extensive supporting documentation detailing its
development, marked a step-change in geodemographic classification openness (Singleton
and Spielman, 2014) and offered an alternative to the commercial classifications which are
licensable for a fee and which are built in a commercially sensitive black-boxed environment.
Despite broad academic literature citing the advantages of such openness, particularly sig-
nalling an opportunity for the public sector to benefit from the trust offered by such trans-
parency (Brunsdon et al., 2018; Gale et al., 2016), the geodemographic classification market
continues to be dominated by the proprietary commercial products which purport to deliver
a superior outcome. This is true within the public sector, and LCC are no exception. Their
adoption of geodemographics to achieve the objectives outlined at the outset of this section
have been underpinned for many years by the use of a licensed commercial classification.
However, there is a renewed impetus to re-consider the use of more open geodemographics
within LCC, detailed below.
1.1.2 Public Sector requirements (specifically within LCC)
The emerging discussion regarding the continued use of the commercial classifications within
LCC are threefold. Primarily, end-users within LCC who work closely with the classification
in their decision making processes have raised concerns regarding discrepancies between
the descriptive profiles assigned to many areas of the city and their own expert and local
knowledge of these areas. There is a perception amongst these individuals that the available
classifications are failing to capture nuances within the city and phenomena present in the
population that is unique to Leeds. Thus, LCC are keen to identify a solution which resolves
such a disparity.
Second, against a backdrop of public sector workers continuing to find innovative, regularly
data-led, solutions to budget restraints on resources, LCC are considering the expense of
licensing geodemographic classifications, and balancing this expense against the potential of
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the increasing volumes of rich population data routinely collected and stored internally. Re-
strictions in data accessibility, interest and investment, which has for the past five centuries
seen geodemographic development fall almost exclusively in the realm of commercial scope
(detailed in Chapter 2), are now being lifted by increasing public sector access to interesting
and granular data. These considerations are leading LCC to wonder whether there might
be scope for developing their own bespoke classifications, taking advantage of both the data
and the expertise and knowledge held within the LCC itself, and in doing so, potentially
also addressing the primary concern listed above.
Finally, there is a trend in the wider public sector in the UK, as data-led strategies have
become more commonplace, to endeavour to adopt transparent processes to promote public
trust (discussed in detail in Chapter 5). Though this notion has been particularly acute and
has received more publicity throughout 2020 as the media and public alike have called for
greater transparency of the data and thought processes which have underpinned many of the
key decision processes throughout the COVID-19 pandemic, the promotion of transparency
had been gaining in momentum for many years already. Consequently, criticisms have been
raised regarding the use of metrics developed in black-boxed environments underpinning
public sector decision making (see Section 2.4.3), presenting yet further encouragement for
LCC to seek an alternative to the incumbent classifications used.
Until now, practical efforts to actually build an improved classification for use by the public
sector, within LCC or in academia, has been limited. The motivations listed have yet to
lead to practical solutions and there has been limited progression towards the generation of
a viable alternative capable of challenging the persistent commercial dominance. Internally
within LCC, at least, this might in part be attributed to a lack, or at least a perceived lack,
of resources or expertise. Alternatively, it could in part be due to increased time pressures
and decreased budgets, which have stretched the services of LAs over recent years. The
limited practical progress in this direction which has been witnessed in academia will be
considered in more detail in Chapter 2.
Nevertheless, the work contained in this thesis is seeking to address this. It will outline how
the development of geodemographic classifications is prime for a new phase of development
with these specific requirements of the public sector in mind.
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1.1.3 Project origins
Concerns similar to those of LCC (outlined in Section 1.1.2) are echoed throughout the aca-
demic literature. These have been well documented since the turn of the century in several
books and across a breadth of journal articles, each offering a critical commentary on the
development of the current geodemographic landscape and recommending a range of poten-
tial avenues for improvement to the traditional practices. Notably, LCC’s primary concern
regarding a potential lack of local representation offered by the available classifications has
been particularly highlighted as an issue. Specifically, several academics have suggested
that the national extent, at which classifications have been traditionally derived, could con-
tribute to the masking of local nuance, and as such, have recommended an exploration of the
development of more local, place-specific classifications. In response, Singleton and Longley
(2015) developed a London specific classification, the London Output Area Classification
(LOAC), the success of which further propagated the discussion and introduced a potential
solution to the concerns of LCC.
Moreover, public sector concerns, such as those of LCC, have not gone unnoticed within
the commercial Geodemographics industry, who identify the public sector as an important
market for their products. As an initial response, several commercial vendors have developed
broad public sector, or public sector domain specific classifications targeted towards the
specific needs of the domain, including CACI, Experian and TransUnion. However, these
products continue to be developed within black-boxed environments and at a national extent.
TransUnion recognise the additional work which is still required and are keen to seek further
solutions to enable them to develop geodemographic classifications which meet the needs of
these consumers.
To achieve these common goals, partnership between academia, industry and the public
sector is encouraged (Longley, 2005). This thesis has been completed during an ESRC
collaborative PhD studentship in partnership with LCC and TransUnion. Both LCC and
TransUnion recognise the importance of collaboration and the potential of such an approach
in this context. LCC increasingly prioritise collaborative partnership, particularly with local
universities, evidenced in the 188 successful collaborative research projects which they have
undertaken in partnership with the University of Leeds since January 2015, of which this
work is one, valued at over £38m associated funding (Carroll and Crawford, 2020). Simi-
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larly, the commercial sector in the city is increasingly aware of the benefits available through
partnerships with academia to achieve their own research objectives, demonstrated through
the strong industry partnerships generated and maintained within the Leeds Institute for
Data Analytics (LIDA) and the Consumer Data Research Centre (CDRC), where this work
has been hosted. LIDA has offered a trusted middle ground for the work conducted within
this thesis, facilitating a rare partnership across academia, the public sector (LCC) and in-
dustry (TransUnion), who have each identified the potential for working together to achieve
common and individual goals benefitting each party and generating a wider public benefit.
This collaboration has introduced an opportunity to re-evaluate the perceived weaknesses
and challenges of developing geodemographic classifications from a unique perspective un-
derpinned by a rare combination of resources, both tangible, in terms of sharing previously
siloed data, and intangible, in terms of a broad range of experience, expertise and knowl-
edge. Moreover, this PhD format affords the much needed time to explore and seek outcomes
which are independent of commercial expectations and are not constrained by the threat of
reallocation of interest or funding, which is often present in the public sector.
1.2 Research aims and objectives
This research seeks to enrich the open geodemographic landscape in the UK by evolving
beyond the existing practices adopted in the development of geodemographic classifications
and improve the incumbent framework to increase their suitability and relevance, particu-
larly with a focus on their use in the public sector. Though these considerations are made
primarily with a focus on the city of Leeds, and generating improvements to benefit LCC,
the work is to act as a case study which can be adapted to other geographical contexts.
The overall aims of this research are primarily:
• to present a review of the historic and contemporary practices involved in the de-
velopment and public sector specific use of open and commercial geodemographic
classifications in the UK.
• to develop and test new approaches for improving the incumbent standard framework,
particularly focusing on a shift to developing place specific classifications, extending
beyond the inclusion of solely census variables, particularly in the inclusion of other
administrative data, and exploring more sophisticated approaches to input variable
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selection.
• to present LCC with an updated framework for generating more meaningful and rel-
evant open geodemographics in the context of their use in developing public sector
policy and service and resource allocation, offering an alternative to the currently
favoured commercial classifications.
• to present TransUnion with a review and critique of novel methodologies for geode-
mographic classification development.
In order to meet these aims, this thesis addresses the following research objectives:
• To summarise the contemporary landscape of geodemographics in the context of their
origins, precursors and historical development (Chapter 2).
• To present an overview of the standard framework traditionally adopted when devel-
oping a geodemographic classification, exemplified through a discussion of the 2011
OAC methodology (Chapter 3).
• To review the weaknesses of contemporary practices for developing geodemographic
classifications as discussed in the literature, and the challenges which have underpinned
recent stagnation in academic progress (Chapter 3).
• To review the literature documenting the weaknesses of using commercial classifica-
tions in public sector (Chapter 3).
• To further explore the benefits of a methodological shift in the geographic extent
of geodemographic classifications from the traditional national level to a more local
approach through a re-classification of the 2011 OAC exclusively for Leeds (executed
first in Chapter 4 and maintained in further analysis executed in Chapter 5, Chapter
6, Chapter 7 and Chapter 8).
• To examine local and central government data infrastructure, specifically within LCC,
alongside open data repositories to highlight and identify relevant data sources at the
required geographical extent for inclusion in the development of future local geode-
mographic classifications (Chapter 5).
• To offer insight into the potential strengths and weaknesses of the data sources iden-
tified in the previous objective and present recommendations for implementing any
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necessary improvements to better support such action in the future (Chapter 5).
• To investigate the practical scope for increased adoption of identified administrative
datasets as input variables in the development of local geodemographic classifications,
specifically exploring internal and open datasets available to LCC (Chapter 5).
• To practically evaluate the potential improvements to be gained from extending open
geodemographics to include administrative and open data from sources beyond the
traditional data source of the decennial census through a re-classification of the 2011
OAC (Chapter 6).
• To consider the necessity for improved variable selection techniques in the geodemo-
graphic classification development process, as identified in the literature and through
an evaluation of the traditional approaches employed (Chapter 7).
• To develop a framework for using unsupervised machine learning techniques, namely
Factor Analysis (FA), as a method of variable selection in the context of local geode-
mographic development (Chapter 7).
• To test the practical impact of employing the Factor Analysis (FA) framework (devel-
oped in the previous objective) as a variable selection technique in the development
of a local geodemographic classification (Chapter 7).
• To consider the scope for introducing supervised Machine Learning (ML) techniques,
namely Feature Selection (FS) techniques, as a method of variable selection in the
context of local geodemographic development (Chapter 8).
• To test the practical impact of employing the Feature Selection (FS) techniques ex-
plored in the previous objective as a variable selection technique in the development
of a local geodemographic classification (Chapter 8).
• To comment on the applicability of the approaches explored and tested throughout
this thesis within LCC and the potential impact on local level decision making and
policy development (Chapter 9).
These objectives are addressed systematically throughout this thesis, the structure of which
is outlined in Section 1.3.
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1.3 Thesis structure and scope
Figure 1.1: Thesis flow.
In meeting the objectives discussed in Section 1.2, the structure of this thesis is illustrated
in Figure 1.1. First, Chapters 2 and 3 establish the study within the existing literature.
Chapter 2 predominantly focuses on the origins and chronology of geodemographic classi-
fication development which have given rise to the contemporary landscape. The discussion
particularly highlights the relevance of the historical progress and current status from a pub-
lic sector perspective, documenting the full-circle taken from the roots of geodemographic
precursors which focused largely on deriving an understanding of urban structure, through
the decades of commercial dominance, and back to a recent resurgence of interest in local
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government. In doing so, this chapter situates the research in the context of developing mod-
ern geodemographic classifications for contemporary policy development and public sector
decision making.
Chapter 3 situates the objectives of thesis more specifically within the established practical
framework commonly adopted for developing contemporary classifications. This is exempli-
fied through a documentation of the approach underpinning the development of the most
widely used open geodemographic classification in the UK, the 2011 OAC. In this context,
the strengths and weaknesses of the established practices are reviewed, as presented in the
literature, alongside a discussion of the perceived challenges which have acted as barriers to
further progress to date. From this discussion, several opportunities for improvement to the
process of developing geodemographic classifications are identified as priorities, establishing
the research agenda for the subsequent chapters in the thesis.
The primary development priority of this thesis, understanding the potential for achieving
a superior classification output by shifting the scale of the classification from a national to
a local extent to produce a classification for a single city, in this case Leeds, is investigated
in Chapter 4. Extending the research of Singleton and Longley (2015) in their development
of the LOAC, this chapter similarly generates a city-specific classification for Leeds (named
LSOAC), deriving a new profile for each Output Area (OA) within the city and comparing
the result to the established 2011 OAC profiles. This work presents a baseline for subse-
quent exploration of techniques to enhance elements of the framework adopted in the OAC,
LOAC and within this chapter to seek to derive an improved Leeds specific classification
development in the subsequent chapters.
The second priority identified involves the extension of the input variables underpinning the
LSOAC generated in Chapter 4 with variables derived from sources beyond the decennial
censuses. Chapter 5 presents a discussion of the literature supporting an adoption of ad-
ministrative data in data analysis, and explores the scope for its use in this context, particu-
larly considering the benefits of including relevant local attributes, based on a combination
of LCC expert knowledge and guidance from the literature, which might lead to a more
meaningful output. A case study which focuses on extending the variables included in the
2011 OAC to represent housing demographics practically demonstrates the work required
to identify, gather and prepare relevant datasets from disparate sources for inclusion in a
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re-classification of the LSOAC, the conclusion of which is presented in Chapter 6 in compar-
ison with the original LSOAC derived in Chapter 4. Novel datasets are sourced internally,
from within LCC, and from open data repositories. Challenges encountered in the process
of this research are documented across both chapters, and each include recommendations to
facilitate improvements to data infrastructure and storage, collection, documentation and
sharing procedures to support the implementation of similar processes as standard within
LCC in the future.
As Chapter 5 and Chapter 6 introduce the potential for extending the input variable set
in developing a new open geodemographic classification to any available relevant data at
the appropriate geographic scale, a question arises around the definition and judgement of
“relevant”. Whilst the tradition has been to rely on the expert domain knowledge of the
developer in the selection of input variables, Chapter 7 seeks to explore more statistical based
techniques. This chapter looks back to unsupervised variable selection approaches widely
considered, reviewed and tested in the research literature relating to the pre-cursors of
geodemographics (identified in Chapter 2), namely the feature extraction method of Factor
Analysis (FA), and addresses the weaknesses of the methodology which saw it subsequently
fall out of favour in this context. In response, this chapter presents a clear framework with
evidence based justifications to support the implementation of FA in the selection of variables
for a Leeds specific re-classification which otherwise adopts the 2011 OAC methodology. As
before, the classification is compared to the LSOAC classification derived in Chapter 4 to
highlight the impact of such an updated approach.
Chapter 8 extends the investigations commenced in Chapter 7, in this case, seeking im-
provements to the variable selection procedure for deriving a geodemographic classification
by considering the potential for introducing further meaning into the outcome by instead
employing supervised machine learning techniques. Such an approach emerges from a re-
cent trend in the academic literature for scepticism towards the utility of general purpose
applications and to recommend, instead, a shift towards the development of domain spe-
cific alternatives, such as have become increasingly commonplace in the suite of commercial
offerings. A review of the literature underpins a discussion of this trend and the changing
practices with relation to developing bespoke, domain specific classifications in academic
research to underpin ever more targeted public policy decision making. The research in
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Chapter 8 extends this existing domain specific literature, which continues to rely on ex-
pert judgement within the variable selection process, by proposing a shift to developing
application specific classifications capable of further increasing the discriminatory power of
the resulting classification with respect to a given outcome of interest. Supervised machine
learning methods are trained on this outcome and key variables driving the outcome are
identified. These are subsequently used in another re-classification of the Leeds OAs, also
based on the 2011 OAC methodology. The resulting classification is evaluated to present
the potential of the method to offer a more discriminatory classification on the basis of
the outcome, with which to support increasingly targeted decision making. The framework
presented demonstrates a practical example supporting further development of application
specific geodemographic classifications.
Chapter 9 presents an argument for local authorities such as LCC to consider substituting
their dependence on proprietary commercial geodemographic classifications with the prac-
tice of developing bespoke city and application specific classifications based on the findings
of this thesis. Chapter 9 also notes the contribution that this thesis has made to the aca-
demic literature in practically addressing some of the challenges which have, until now,
largely been addressed theoretically.
In meeting the aims and objectives outlined in Section 1.2, this thesis approaches the re-
search from the perspective of offering improvements to the standard framework for deriving
geodemographic classifications to generate more meaningful and relevant outputs, particu-
larly in the context of public sector application. Such an approach represents the strengths,
interests and experiences of the author, academic supervisors and the research cluster within
which this work was hosted. Whilst the thesis draws from the literature discussing the sub-
sequent application of geodemographic classifications in both a public sector context and
otherwise, the primary focus remains on the consideration and generation of improvements
to the development and not the use of classifications, particularly in generating a local-
specific classification for the city of Leeds for primary use by LCC (although some practical
considerations in terms of their use or application are briefly considered in the later chap-
ters). In doing so, this thesis contributes to a clear gap in the academic literature and seeks
to offer insight relevant more broadly in the development of classifications for use in the
public sector and otherwise, in Leeds and beyond.
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1.4 Thesis contribution and potential impact
The outcomes of this thesis highlight some of the benefits that can be achieved through
interdisciplinary research and close collaboration between academic institutions and the
public and private sector. The results add to the limited practical exploration of the de-
velopment of place-specific geodemographic classifications which incorporate novel locally
specific data, particularly for use by the public sector. The findings have the potential to
support local governments in developing their own bespoke, tailored city-specific geodemo-
graphic classifications. This has the potential to offer both a more meaningful and relevant
output and a level of transparency and reproducibility in the development process which is
necessary in the public sector, welcoming scrutiny and providing a greater level of trust in
future results derived from their subsequent application. To date, there is no research in
the UK jointly investigating these issues, supporting the need for the research presented in
this thesis.
This project is thus well positioned to generate impact at a variety of levels. The research
will be used to support specific case studies which themselves will generate specific impact
within their application areas and with reference to Leeds which will have potential future
wider application. The research outcomes present a considerable societal benefit in pro-
viding updates to the existing framework which are capable of deriving more meaningful
classifications, with which to inform public sector decision making, providing an oppor-
tunity to change lives through improved targeting and evaluation of services, policy and
interventions. Moreover, this work will assist LCC in uncovering the wider value of their
data which could have broader societal benefits, including in guiding or supporting future
census taking.
Furthermore, academic benefits are also available. The methodological considerations could
both re-ignite and extend the debates regarding appropriate variable selection techniques,
first with regards to Feature Extraction techniques such as Factor Analysis, which has
appeared in several guises throughout the history of geodemographic classification devel-
opment, but further, with regards to more novel Feature Selection techniques. This could
herald a new era of academic innovation around locally-specific classifications, opening the
door for future academic work, particularly considering the development of local classifica-
tions purposefully designed around specific applications, or the inclusion of ever more novel
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data.
Additionally, the outcomes offer commercially valuable insights regarding the potential ben-
efits of place-specific geodemographic classifications and the inclusion of a wider source of
administrative data, some of which is presently only available within local government. In
turn, this could pave the way for a new generation of commercially exploitable city specific
geodemographic classifications. Finally, this work will strengthen the links between the Uni-
versity of Leeds, LCC and Transunion, contribute to Leeds’ role as a hub for data analytics,
and act as a model for similar work elsewhere.
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Chapter 2 - Background: There and back again
2.1 Introduction
The enduring desire to measure, model and describe populations is as prominent today than
at any time before. The ability to do so is particularly key to public sector success. Geode-
mographic classifications offer a popular multivariate approach for understanding urban
population structures and are widely adopted in public sector applications, and far beyond.
However, the suitability of contemporary geodemographics in this context is being increas-
ingly brought into question. The aim of this thesis is to therefore investigate the potential
for a next phase of geodemographics which explicitly supports the unique requirements of
the public sector, specifically LCC, and to suggest the direction such an evolution might
take.
In achieving this target, it is necessary to first look back at the journey which geodemo-
graphic development has navigated thus far, and to take stock of the situation as it stands
today. In so doing, it would be impossible, and also ill-advised, to consider the creation
and specific applications of public sector developed geodemographics in a silo, separate from
the shared past, present, and potential future alignments with advances in academia, and
in the commercial Geodemographics Industry. The importance of this is evidenced in the
cross-sector partnerships which support this research (described in Chapter 1). As such, this
chapter presents an overview of the history, origins and contemporary landscape of geode-
mographics, which will necessarily span the triad of academia and the public and private
sectors.
All of the literature here focuses primarily on the discussion of the development and gen-
eration of classifications, both theoretically and practically. This is not presented as a
thorough review of the applications of geodemographic classifications, although there will
be references to the applications in order to support the development of the most suitable
classification, explicitly considering the practical needs and requirements of the public sec-
tor, and specifically LCC. This chapter is also not intended to act as a comprehensive history
of geodemographic development, instead, its aim is to situate this thesis in the context of
the established practices and the necessary future improvements identified.
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Moreover, the literature considered here, and throughout this thesis, will focus on method-
ological developments made in the UK and the US, where the majority of the English
language publications in the field also focus their attention. Geodemographic classification
development in the two nations has been historically intertwined, supporting consideration
of both, although there are many distinct features associated with each (Singleton and Spiel-
man, 2014). As such, activity in the UK will be the primary focus, and any considerations
of activity in the US will be largely limited to supporting this discussion, particularly in a
review of historical developments.
Section 2.2 introduces key definitions and the theoretical concepts which underpin geode-
mographics. Section 2.3 summarises its historical evolution to the present day. Section 2.4
presents the contemporary geodemographic landscape in the context of the broader political
and technological environment and concludes by reviewing the weaknesses of the contempo-
rary practices and introducing alternative approaches which will be explored in more detail
later in Chapters 4-8.
2.2 The theory of Geodemographics
The composition of urban societies can have a direct effect on the growth and evolution
of cities. It therefore follows that an ability to identify and describe societal compositions
within urban environments is crucial in effectively modelling, predicting and managing such
an evolution. Naturally, this potential is of significant interest to the public sector who could
benefit greatly from such an ability, but the interest is also shared by both the private sector
and academia alike, each of whom have their own desires to better understand populations.
These desires have stimulated a broad and enduring body of multidisciplinary research
seeking to understand and describe urban community structures dating back over a century
(Park et al., 1925; Longley, 2012).
The resulting research has advanced the understanding of residential population structures
and sparked new fields of academic study (discussed in Section 2.3). The legacy of many
of these contributions is embodied in the field of geodemographic analysis, the eponymous
study of people by where they live, which has been established as the current standard for
modelling resident populations in a social context based on demographic indicators, and the
related commercial industry of Geodemographics which has since emerged, and which drives
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much of the requirement for continued research today. The theoretical constructs and the
practical methods of geodemographics have been developed concurrently, each supporting
the evolution and development of the other (Batey and Brown, 1995).
In terms of the theoretical foundations, human identity is defined by the characteristics
which distinguish an individual or group (Longley, 2012). It is the desire to define and
measure these distinguishing features and to unlock the group identities present within a
population which have driven the research which both pre-dates and still continues in Geode-
mographic development today. Specifically, much of this research has been, and remains,
grounded in the fundamental assumption that individuals sharing traits and characteristics
tend to reside in close geographical proximity to one another, and vice versa. This theory
extends Tobler’s First Law of Geography (Harris et al., 2005, p. 16) which states:
“Everything is related to everything else, but near things are more related than distant
things.” (Tobler, 1970)
Such a notion supports the idea that character attributes associated with individuals can be
transferred to others residing within the same vicinity (Vickers and Rees, 2007). However, it
is necessary to consider more than a single attribute to capture the complex social dimensions
which define the holistic character of an area, as such, a multivariate approach is required
(Beaumont and Inglis, 1989). Geodemographics offers a practical embodiment of this notion,
seeking to detect such geographically defined social identity by identifying the distinguishing
characteristics of the resident populations within small-area geographies to conveniently
summarise the complexity of human populations.
In practice, this takes the form of a well-established and largely standardised framework,
which receives population attributes and characteristics as inputs, and as an output, assigns
summary labels to the geographical areas of study based on a grouping of areas which share
prominent characteristics (see Chapter 3 for a detailed discussion of the framework). This
process presents a tangible method for modelling complex urban systems whilst offering a
workable foundation for deriving additional insights, with the resulting groupings facilitating
a broader understanding of underlying socio-spatial patterns and offering a lens through
which to identify structures within the population (Parker et al., 2007; Vickers and Rees,
2007).
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The output labels generated as a result are commonly referred to as geodemographic clas-
sifications, with the methodological framework for deriving the classifications referred to as
geodemographic systems, and their application, geodemographic analysis. Often the same
terminology is used interchangeably to synonymously refer to each element, this is typically
simply the umbrella term of just geodemographics (Blakemore and Masser, 1991).
Traditional, incumbent methodologies derive standard geodemographic classifications at a
national extent. In the UK, this means assigning all small-area geographies within, however
these are defined, to one of a finite set of nationally derived labels. As such, the small-
area geographies are ordered into distinct and exhaustive category groups, typically through
scientific clustering methods evaluating prominent shared area characteristics and attributes
(Alexiou, 2017; Singleton and Longley, 2015). The resulting classifications offer a single,
surrogate social measure for each small-area geography modelled in the form of a classifier.
This classification grouping can subsequently be used to facilitate a broader understanding
of underlying socio-spatial patterns and providing an increased awareness of the population,
enabling a more efficient identification of actionable insights (Parker et al., 2007; Vickers
and Rees, 2007; Savage and Burrows, 2007).
This potential for using geodemographic classifications to derive insight, and the versatility
of the approach, have promoted its employment in a broad range of applications across
academia and the public and private sectors, alike. Despite the application of geodemo-
graphics not being the focus of this thesis, some example applications and uses of geodemo-
graphics to derive insights do receive attention in Chapter 8. The evolution of this activity,
the speed and trajectory of which will be told throughout this chapter, has consequently
encouraged the elevation of geodemographics to a preferred geocomputational tool amongst
sociologists, geographers, urban planners, policy makers, marketers and beyond (Berry and
Smith, 1971; Vickers and Rees, 2007).
Yet the desire to better understand human systems predates this present proposition, which
is relatively recent in its establishment (Harris et al., 2005). In the lifespan of research
into population structures, geodemographics represents just the most recent phase within
a history of related concepts, each of which have shaped both its theory and practical
implementations and resulted in the practice of today. These historical developments are
chronicled in the next section.
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2.3 Urban Analysis to Modern Geodemographics: A short
history
Academic consensus ages the field of geodemographics in its current form at approximately
five decades, at which time the term geodemographics itself was coined. However, this
is just the accepted inception date of modern geodemographics. The roots of this modern
interpretation antedate this period of development by many decades. Moreover, the practice
has continued to thrive and has further evolved in the time which has since passed.
The active desire to identify and differentiate patterns within populations has encouraged
iterative study since the early twentieth century under a series of different guises, with each
phase of research influenced by and building upon the ideas and contributions of the last.
Though not entirely analogous with any single one, the geodemographics of today is widely
acknowledged as having its origins in each. The chronology of this evolution has been repeat-
edly well-documented throughout the decades in the supporting academic literature. On
each occasion, the progression from early geodemographic precursors to the field as it exists
today have been detailed and critiqued in the research, clearly outlining the contribution of
each phase of research and its influence on the next. Though each review of the chronology
is necessarily selective and incomplete in its account, a largely consistent timeline emerges,
punctuated with the same seminal research studies and succinctly describing a sequential
progression of the theoretical ideas and development of the practical processes leading to
those employed today (Batey and Brown, 1995; Harris et al., 2005; Singleton and Spielman,
2014; Webber and Burrows, 2018).
A comprehensive review of this literature reveals several key themes, from which a com-
plementary meta-narrative emerges. This meta-narrative presents the progress experienced
by geodemographics as a consequence of the circumstances which enabled and encouraged
each significant development from one evolution to the next. Particularly, it highlights
that advancements occurred intermittently, as interest in the understanding of urban pop-
ulations fell in and out of sync with changing social and academic trends. Additionally,
advancements are also revealed to have occurred in parallel to increased capabilities in data
availability, improvements in statistical methodologies and advancements in emerging tech-
nology. This is documented in phases throughout the literature. Intentions have likewise
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oscillated across this period, between satisfying purely theoretical curiosity and informing
practical applications. This interest has influenced a breadth of diverse research throughout
this time (Singleton and Spielman, 2014; Harris et al., 2005).
2.3.1 Origins of urban theories and early typologies
The Geodemographics of today is widely considered to have had its origins in the academic
study of Social and Urban Research, which was similarly focused on deriving an awareness
and understanding of social patterns and their implications (Burrows and Gane, 2006).
Progress up to the birth of modern geodemographics came in waves, emerging from and
occurring largely within academia, was focused on contemporary local, often city-level,
problems, and was motivated by aspirations to deliver public benefit. As cities expanded
and developed, new methods of understanding societal structures were required and enabled,
incrementally, by the evolution in statistical abilities and computational capacity, and early
data-driven methods for generating general principles about residential populations within
urban societies, simplifying complex community structures into typologies, began to develop
(Singleton and Spielman, 2014).
Influence of Charles Booth’s descriptive map of London poverty
Most scholars today attribute the earliest precursor of modern geodemographics to a prac-
tical public health study by social reformer Charles Booth, aimed at mapping poverty in
London in the late nineteenth century (Harris et al., 2005; Webber and Burrows, 2018). In
the first mapping exercise of its kind (Davies, 1978b), Booth set about developing techniques
to identify and represent indicators of deprivation, defining and mapping patterns in the
ethnographic, social and religious makeup of households in London (Vaughan, 2018) based
on data from school board home visit records (Harris et al., 2005).
This work was crucial in demonstrating a pragmatic application of urban research upon
which future research could build (Davies, 1978b), and set a new foundation for under-
standing population structures (Alexiou, 2017; Batey and Brown, 1995). Whilst seeking to
represent spatial variation in a combination of population characteristics, Booth developed
and presented a new methodology for quantitatively measuring multiple social features.
Though pioneering, this study was far from the mainstream at this time. The work was
privately funded (Harris et al., 2005) and relied heavily on Booth’s ability to collect and
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handle the data required. In the context of the period in which the work was carried out, it
was cutting edge. In some ways, Booth’s ideas came almost too early. His efforts pre-dated
the development of many fundamental statistical methods, which he could have made use
of in his endeavour (Davies, 1978b). As a result, the methods were somewhat crude in
comparison to modern demographics, however, the resulting outputs offered insights upon
which spatially aware public policy could be developed, as has become the best practice of
today.
Human Ecology
Booth’s initial priority of simply measuring and observing, whilst important, did not seek to
understand the basis of the structures which emerged. He did not hypothesise theoretically
as to the causes of the patterns which his studies identified or link his findings to social
theories (Davies, 1978b). In contrast, the next wave of progress led by sociologists Ernest
Burgess and Robert Park throughout the 1920s and 1930s, was almost entirely rooted in
developing an understanding of the social theory which underpinned the structure of cities,
in particular, in the American city of Chicago which was undergoing major societal recon-
struction at the time as a result of increasingly mobile populations (Harris et al., 2005).
In an era epitomised by mass migration and increasing segregation in the city, Burgess and
Park, inspired by Booth’s descriptive mapping methods (Davies, 1978b), and stimulated
by the release of aggregate census statistics in the US (Batey and Brown, 1995), devel-
oped new theories and empirical methods for conceptualising and modelling the emerging
and distinctive residential patterns. Lending and re-purposing established ideas from other
disciplines, notably the study of Ecology, and re-applying the theoretical concepts in the
context of population analysis, the two presented extensive, ground-breaking ideas of social
dynamics and urban structures to explain the socio-spatial organisation of the city (Harris
et al., 2005). In doing to, they developed an entirely new research domain, later to be known
as Human Ecology.
Adopting established concepts from biological ecology, Park (1925) re-considered the ur-
ban ecosystems. He proposed that competition for land and resources led to the organic
emergence of cultural subdivisions in the city, which he labelled “Natural Urban Areas”.
These were mappable units of communal life, in which residents shared social characteris-
tics dictated by common social pressures (Brown, 2011). Accordingly, he generated simpli-
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fied typologies from complex populations, which are recognisable in the concept of today’s
geodemographics (Longley, 2005). Burgess. (1925) further extended the ecological analogy,
depicting this spatial differentiation of residential land use in the form of five concentric
rings (Figure 2.1) graduating out from the more socially and physically deteriorated city
centre, to areas of greater prosperity situated at the edge of the city, based, primarily, on
attributes of employment and wealth (Brown, 2011).
Figure 2.1: Diagram of Burgess’ Concentric Zone Model (Burgess., 1925).
This seminal work not only offered the next iteration of Social and Urban Analysis but
was to become the foundation of all future studies concerning city structures (Alexiou,
2017; Batey and Brown, 1995). The perspectives introduced are widely acknowledged as
having inspired and paved the way for all subsequent research which has led to the field of
Geodemographics today (Webber and Burrows, 2018).
Social Area Analysis to Factorial Ecology
Though the work of Park and Burgess undoubtedly progressed urban research, their efforts
received as much criticism as praise. The theories supporting Burgess.’s (1925) concen-
tric ring theory, in particular, were instantly accepted by some, and flatly dismissed by
others. More nuanced evaluations largely picked holes not in the novel notion of the con-
centric patterns identified, but in more specific elements of the hypothesis. For instance,
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some challenged the circular shape proposed as a model of contemporary cities, and others,
the physical legacy infrastructure which could affect such an outcome city-to-city (Quinn,
1940). One might summarise, therefore, that where balanced criticism was drawn, it largely
concluded in favour of the theoretical direction of travel of Human Ecology, in consider-
ing the patterns of urban analysis, but invited improvements in developing more broadly
appropriate methodologies.
Correspondingly, the next significant generation of socio-spatial research, Social Area Anal-
ysis (SAA) offered a new wave of methodological approaches (Singleton, 2014). Developed
and evolved throughout the late 1940s and 1950s against a backdrop of increasing data
availability and improving multivariate statistical methods, SAA brought an alternative
approach for describing social divisions based upon a broader range of characteristics. In
their seminal study, Shevky and Williams (1949) presented an initial framework for differ-
entiating urban typologies within the city of Los Angeles based on a combination of three
social constructs “Social Rank”, “Urbanisation” and “Segregation”. These constructs were
elected as the key factors driving contemporary social patterns, and were composed of a set
of related variables representing economic, family and ethnic indicators, respectively.
The resulting social area classifications were developed with less ambiguity than Park’s
Natural Urban Areas, affording them more applicability to other urban locations. However,
criticisms were again raised, primarily regarding the empirical nature of the input variable
selection criteria (Rees, 1972). Though these concerns were accepted and addressed by
Shevky and Bell (1955), who retrospectively offered an alternative which involved a more
statistically grounded variable selection methodology, their response was accused of simply
seeking to act as a post-facto justification of the initial decisions made, rather than to select
the appropriate variables anew (Robson and Robson, 1969).
Subsequent researchers sought themselves to develop more objective variable selection meth-
ods with which to evaluate the decisions of Shevky and associates and to underpin future
social classifications. Notably the multivariate statistical methods of Factor Analysis (FA)
(introduced in more detail in Chapter 7) became a popular methodology for identifying the
underlying spatial structures and associated characteristics (Alexiou and Singleton, 2015).
These explorations stimulated a further new field of research throughout the 1960s and
1970s, Factorial Ecology. Just like the development of Human Ecology and SAA before
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it, the emergence of Factorial Ecology was enabled by the increasing availability of census
data, and relied essentially on further contemporary innovations in multivariate statistical
methods which facilitated analysis of urban structure based on a greater number of vari-
ables than at any time before (Janson, 1980). Moreover, several studies were published
presenting city-to-city comparisons of the approaches developed in an effort to identify a
common, transferable city structure (Batey and Brown, 1995; Rees, 1972). However, many
of the results instead indicated an absence of such a phenomena (Alexiou and Singleton,
2015). As such, the success of the outputs of the new field are still debated.
Nevertheless, experts agree that the conceptual innovations from which SAA and Factorial
Ecology had emerged had introduced a paradigm shift from the descriptive nature of the
methods of Booth, Parker and Burgess towards the adoption of complex quantitative, mul-
tivariate statistical processes (Reibel, 2011), which have remained the cornerstone of future
population analysis.
2.3.2 The development of “Modern” Geodemographics
Early influences and applications of SAA in UK policy making
While generations of researchers in the US made contributions which had extended Urban
Analysis far beyond Booth’s early work of mapping health inequality in London (Section
2.3.1), restrictions in data access had prohibited similar progress back in the UK, where
the release of census data occurred much later (Batey and Brown, 1995). Nevertheless,
when the first release of small-area aggregations of the 1951 census data eliminated these
restrictions, activity and progress rapidly accelerated.
Motivated by objectives similar to Booth’s, to understand city structures to improve social
outcomes, a series of research studies throughout the 1960s and 1970s saw academics in the
UK draw on influences of SAA and Factorial Ecology to build upon, and push beyond, the
platform that the US-based studies had constructed (Harris et al., 2005). Harris et al. (2005)
highlight, several “pioneering” studies which are emblematic of the activity through this
period, and each of which contributed to the wave of progress achieved. Many of the studies
discussed in this review adopted the principles of Factor Analysis (FA) which had evolved
through the Factorial Ecology research. However, in many cases these techniques were used
simply to underpin emerging, more favourable clustering techniques. All of the studies
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highlighted by Harris et al. (2005) shared a common research agenda, seeking to address
contemporary public sector concerns, and again, focused on deriving a taxonomy of a single
city. However, each of the studies throughout this time demonstrated a contemporary shift
in attention towards the analysis of increasingly smaller small-area geographies, in studies
designed more purposefully around a specific application (Alexiou and Singleton, 2015).
One particular study highlighted by Harris et al. (2005) encompasses developments in the
field which have been seminal in setting the background for the work contained in this thesis,
and thus warrants particular attention here. This study occurred in Merseyside in the 1970s,
beginning as the Liverpool Inner City Area Study, commissioned by the government as part
of a wider project to identify the best way to revitalise inner city areas. Webber and
Burrows (2018) describe in detail how the city’s planning department contracted the Centre
for Environment Studies, who took the unique approach of borrowing influences from SAA
to develop taxonomies characterising the neighbourhoods in the city to be used to support
policy decisions and allocation of government provisions. Though conceptually similar to its
antecedents, the reviewers particularly highlight a move by the planning department to build
a gazetteer of homes in the city to which the taxonomies of each home were assigned, enabling
for the first time, a richer understanding of the use of services. Moreover, the methodology
underpinning the generation of the taxonomies incorporated emerging techniques of cluster
analysis, but foregoing FA, which was beginning to fall from favour.
In their discussion of the chosen methodologies of the Liverpool study, Webber and Burrows
(2018) describe the renunciation of FA as “controversial” and contrary to previous studies
at the time, however, a broader review of the Factorial Ecology literature indicates that
this decision was reflective of a growing scepticism of FA in this context. Theoretical and
methodological concerns were both noted (Berry and Kasarda, 1977; Alexiou and Single-
ton, 2015), which led to a subsequent demise in confidence in Factorial Ecology techniques
(discussed more thoroughly in Chapter 7). Consequently cluster techniques quickly became
the de-facto methodology. The employment of cluster analysis, which does not depend
on pre-existing theories, but instead allows for the character of different areas to emerge
based on a combination of the attributes, were found in the Liverpool taxonomy to generate
more nuanced results than traditional approaches. These results afforded a more qualitative
understanding of poverty than had previously been achieved, identifying different types of
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need, and not just different levels, and providing a metric which supported better, more
targeted policy and decision-making (Webber and Burrows, 2018).
Based on the perceived success, the Centre for Environment Studies were subsequently
commissioned to develop taxonomies in other areas, and later, to develop the first set
of national taxonomies, labelled the Classification of Residential Neighbourhoods (CRN)
(Webber, 1978). Where Factorial Ecology had failed to derive a taxonomy transferrable
from city to city (Batey and Brown, 1995), the CRN seemingly offered just that. LAs were
now presented with a choice, to use the national taxonomies or to commission their own
local specific one. The CRN, which offered a framework enabling the national comparison
of social need and thus better supported applications for government funding, proved the
more popular choice, on balance, despite an acknowledged loss in local level detail (Webber
and Burrows, 2018).
Evidently, the landscape of Urban Analysis was changed considerably by this study, and
the cohort of others across this period (many more of which are considered by Harris et al.
(2005)). It is also clear that the public sector was a significant beneficiary of this work. Yet
immediately preceding the conclusion of the Liverpool study, a combination of simultane-
ously occurring events in the late 1970s was to effectively put an end the long history of
enduring academic progress, and to call a halt on the focus on developing future taxonomies
with the primary focus of generating social benefit.
The emergence of geodemographics and the Geodemographics Industry
In 1978, the national CRN came to the attention of the marketing industry (Webber and
Burrows, 2018). Richard Webber, who had been working at the CES, presented the prin-
ciples of the methodology to individuals at the British Market Research Bureau (BMRB),
illustrating the transferability of the population typologies to support clear commercial ben-
efits (Baker, 1991). A partnership between the two parties ensued, the outputs of which
demonstrated the practical value of re-purposing the CRN, combined with data relating to
consumer behaviour and media preferences, to generate commercially valuable insights not
achievable through incumbent methodologies, and most importantly, demonstrating their
potential profitability (Brown et al., 2000; Baker, 1991).
Taking this work a step further, Webber identified an opportunity to re-purpose the prin-
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ciples of the CRN within a commercial setting, specifically developing classifications of
consumer types. Joining the London arm of the US based marketing, technology and data
specialists CACI, he extended the company’s existing practice of supplying retail clients with
spatial census-statistics by developing and bringing to market “Acorn” (A Classification
of Residential Neighbourhoods), the UK’s first commercial Geodemographic Classification.
The rich consumer profiles generated by Acorn have since instigated an innovative shift in
marketing practices, informing increasingly targeted marketing activity (Harris et al., 2005;
Webber and Burrows, 2018).
These developments catalysed a new era of commercial marketing strategies in the UK and
breathed new life into the field of Urban Analysis, albeit, effectively ending the momen-
tum of development in academia (Harris et al., 2005; Longley, 2012). In embracing these
new practices, the commercial sector was rewarded with increased customer awareness and
improved predictions of consumer behaviour, hitherto unachievable through the use of tra-
ditional univariate methodologies. Thus, this activity quickly attracted further interest and
investment (Leventhal, 2016; Batey and Brown, 1995). This release was quickly succeeded by
the rapid development of several competitor classifications throughout the 1980s, signalling
the emergence of the lucrative Geodemographics Industry (Singleton and Spielman, 2014;
Beaumont and Inglis, 1989), and introducing with it a set of terminology still adopted today.
Similar developments were also taking place independently in the US with the development
of the first US-based geodemographic classification, PRIZM (Webber and Burrows, 2018).
Harris et al. (2005) present a comprehensive run through of the timeline surrounding the
development and release of Acorn and competitors, including significant events and techno-
logical advancements propagating the commercial progress, and highlighting the commercial
success achieved throughout these years.
In hindsight, this progression into the commercial sector was somewhat inevitable. The the-
oretical principles of Tobler’s law (Tobler, 1970) which underpins the principles of typologies
were already well established in consumer analysis, particularly relating to the influence of
neighbourhoods and close associates on the consumption habits of an individual. Thus the
commercial re-purposing of this analysis was a natural leap (Leventhal, 2016). Moreover,
while the action taken at this time can be attributed to the foresight of a handful of in-
dividuals, including Webber, and their ability to see a commercial application for these
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established practices, in a practical sense, it was also seemingly prime time to facilitate this
activity. Since CACI were already offering their clients access to census statistics to improve
marketing strategies, their early generation of Acorn was a somewhat organic development.
Mirroring previous phases of progress, new levels of computational power and statistical ca-
pability underpinned the proliferation of the next phase of advancement. The introduction
and development of clustering algorithms for identifying consumer groups become common-
place, along with the inclusion of proprietary and ad-hoc population data to support and
enhance the traditional census variables. This development enabled the classification of
ever more granular geographies and adding increased flexibility into the models (Gale et al.,
2016; Singleton and Spielman, 2014). Consequently, the largest producers and suppliers of
geodemographic classifications in the UK became those with access to data, proprietary and
otherwise, such as data warehousers and data vendors, including CACI, and later Experian
and TransUnion1. Similar advancements were more difficult to achieve in academia, which
faced limitations in computing power and more restricted access to data, even in access to
the census data, which was still a paid-for service in the 1980s (Harris et al., 2005).
This ‘consumer takeover’ also completed the departure from the incumbent city-specific
classifications to establish the practice of developing classifications for a national extent
as the default practice. This development reflected a shift in focus from the locally spe-
cific issues which had dominated past research, and generating public sector benefits, to
commercial applications, and unlocking the perceived commercial benefits to be gained in
enabling inter-city comparisons (Alexiou and Singleton, 2015). Rather than developing an
understanding of the population structures in a case study area, as per the approach of
Booth, Park, Burgess and Shevky and associates (Section 2.3) single classifications were
now routinely developed at the level of the UK as a whole. The national-extent introduced
commercially favourable economies of scale, such as had been the experience of the LAs
adopting the national CRN. For the end user, this presented a single, consistent product
which could be easily understood and could be applied uniformly across the country, en-
abling much sought after national-level comparability. Though most commercial use-cases
of geodemographic classifications remain undisclosed, Harris et al. (2005, p. 19) illustrate
1Both Experian and TransUnion are consumer credit reporting agencies with established data infrastruc-
ture and access to vast quantities of rich, transaction data. As noted in Chapter 1, TransUnion is also a
partner in this research project.
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these benefits in practice through a detailed commercial case study describing one end-user
application of geodemographics by a UK restaurant chain who were able to geographically
tailor their pricing in the restaurant market based on spatial consumer patterns.
The endurance of geodemographics and the Geodemographics Industry
The commercial geodemographic classifications continue to dominate the market today, with
a sophistication yet unparalleled by free and open public sector or academically developed
alternatives (Singleton and Longley, 2009b). The investment required to develop classifi-
cations to rival, or even match, the commercial outputs, in terms of purchasing data and
the technology required for the development, presented an increasing barrier which led to a
dark-age in academic study and a stagnation in non-commercial development and progress
(Beaumont and Inglis, 1989; Singleton and Spielman, 2014). In the UK, this has created
a monopoly of classification outputs from a handful of commercial vendors (Dalton and
Thatcher, 2015).
Since the field was almost entirely displaced from its former position in academia, and its fo-
cus shifted from public sector problems and studies focused on deriving public sector benefit,
most subsequent advancements have been led by the commercial sector in “black-boxed”
environments. Having found the means and motivation to facilitate progress (Longley,
2005), geodemographic classification was able to thrive and remain at the cutting edge of
innovation in the commercial sector throughout the 1980s, establishing a widely adopted
framework for developing classifications (Harris et al., 2005). However, whilst this initially
provided a new landscape in which to thrive, progress was relatively short-lived and limited
in its nature. As suggested by the current use of the term “modern” (in the title of this sec-
tion) to describe the practice of geodemographics as established in the 1970s and developed
through the 1980s, the momentum of the innovation experienced during this transformative
phase was not sustained, and limited advancements have been produced in the intervening
period (Singleton and Longley, 2009b). Any advancements which have been made have
been evolutionary rather than revolutionary (Gale et al., 2016), particularly with relation
to the methodology underpinning their development (see Section 3.5 for a specific discussion
of the advancements made). Relieved of the external scientific scrutiny which had befallen
previous phases of development, but which also encouraged somewhat cyclical advancement,
there has been limited impetus to drastically develop upon the long-established processes
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which continue to underpin a profitable industry. Nevertheless, the empirical success of the
commercial industry endures, evidenced by the still thriving Geodemographics industry.
However, it must be noted that there are barriers to genuinely evaluating the commercial
developments, for instance, the black-boxed development environments and commercial sen-
sitivities might prevent the publication of any significant advancements. Such an evaluation
is therefore limited to the learnings which can be derived from carefully curated marketing
publications (which brings with it a fresh set of concerns, see Section 2.4.3). Nevertheless,
a thorough review of the websites of the major providers and academic literature suggest
that the standard framework adopted to develop contemporary classifications bares a close
resemblance to the national-level cluster-based framework which was established in the early
period of commercial geodemographic classification development (see Chapter 3).
Whilst public sector and academic interest and investment in the development of geode-
mographic classifications has remained vastly reduced since the commercial takeover in the
1980s, activity did not entirely cease. Most notably, in the period since aggregate statistics
from the decennial censuses in the UK became free to access, a series of entirely census-
based classifications have subsequently been generated and published for open use (Charlton
et al., 1985; Blake and Openshaw, 2005; Vickers and Rees, 2007; Gale et al., 2016). The
most recent iteration, the 2011 Output Area Classification (OAC) was developed through
academic partnership with the Office for National Statistics (ONS), and consequently, has
been published as an official ONS national metric for use in public sector research and plan-
ning (Samarasundera et al., 2010). This is the most popular and widely used open and free
alternative available in the UK (Singleton and Longley, 2015). Details of the development
of this classification have also been published with complete transparency. This documenta-
tion reveals that, similar to its predecessor the 2001 OAC, the 2011 OAC was also developed
on a national-level cluster-based framework. Chapter 3 contains an in-depth review of this
classification, and more broadly, the emergent standard classification at the root of both
these open classifications and the commercial classifications on the market today.
However, though advancements in the practice of developing geodemographic classification
have been limited, academic contributions have continued. Through this, a rich, critical,
though hopeful, commentary on current condition of geodemographics has emerged. This
body of work contains extensive documentation of the perceived limitations of contempo-
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rary practices and the stagnancy in progress, surmising that the building and application of
geodemographics, for the first time in its long history, is no longer cutting edge, and that,
particularly in the current era which is characterised by technological advancement, geode-
mographics seem to have fallen behind in comparison with the recent leaps forward in other
data-led processes in other domains (Singleton and Longley, 2009b). However, far from
being entirely negative, these discussions are also widely balanced with recommendations
for potential future advancements, albeit rationalised by the challenges which have thus far
prevented tangible, practical action in this direction (Longley, 2005, 2007; Singleton and
Spielman, 2014).
2.4 The contemporary landscape and future directions
2.4.1 The “open data revolution”: A new data landscape
Recent decades have seen a dramatic increase in the availability, consumption and applica-
tion of data for deriving crucial insights in a range of contexts. Substantial development
in computing power and infrastructure alongside advances in software have made it easier
than ever before to collect, store and manipulate data at unprecedented speeds and volumes
(Dalton and Thatcher, 2015), both traditionally ‘standard’ forms of data and more complex
forms, such as image and spatial data. The culmination of these factors has been an infor-
mation, knowledge and data revolution permeating industries, governments and individuals
alike (Mayer-Schönberger and Cukier, 2013).
Initially the private sector were best placed to take advantage of this emerging potential,
both in the collection and storage of data and in its use, thanks to the interest and investment
available in both time and resources. As such, the impacts of these advances have been most
acute across a range of commercial industries. Many organisations were also quick to identify
the value of their own data as an increasingly valuable asset. Consequently, an information
economy soon developed in which organisations with access to data thrived. With early
investment in the technology and data infrastructure required, the private sector were able
to maximise on this commodity either through its direct sale, or in its adoption and analysis,
generating wealth-creating solutions to wide-ranging real-world problems (Van Zyl, 2014).
Geodemographics was one such example of an industry which benefited greatly from this
environment (Harris et al., 2005). Identifying and maximising on the potential of a combina-
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tion of multivariate datasets almost five decades ago (see Section 2.3.2), commercial geode-
mographics was an early adopter and significant beneficiary of a data revolution which has
since transformed 21st century life (Dalton and Thatcher, 2015). Since, it has continued to
benefit, making continual improvements to the commercial classifications based on increased
data access (Tate, 2018; CACI, 2020). Echoing the approaches demonstrated throughout
its Urban Analytics ancestry, the industry advanced at the cutting edge of contemporary
innovation, employing increasingly timely and novel data at greater volumes than had been
possible before. In doing so, the commercial geodemographics outputs advanced beyond the
achievable scope of the academic and public sector (Dalton and Thatcher, 2015).
However, progress is once again possible. Though slower to respond, the original “Data
Revolution” has been followed by an “Open Data Revolution”, which is bringing fresh pos-
sibilities (Benneworth et al., 2018). Where high levels of investment were once required to
access the potential of such data, an increase in computing power at reduced cost has lowered
the bar for accessibility, opening this potential up to a wider audience. Additionally, gener-
ally improved data infrastructure has facilitated easier linking of data, enabling increasingly
sophisticated multivariate analysis at speeds which can even support real-time processing,
often requiring nothing more than a common laptop (Singleton and Longley, 2009b). Now,
those with access to data and the necessary creativity, expertise and technology can engage
in this information economy and similarly benefit from its potential. Consequently, this has
introduced fresh opportunities for innovation and a re-exploration of data-led approaches
in academia and the public sector, particularly where collaborations can be arranged and
resources shared (Benneworth et al., 2018).
Arribas-Bel (2014) emphasises the importance of these emerging data sources in conjunction
with existing data and their potential for adding new insights for solving old problems,
especially in understanding urban phenomena. As such, this new landscape has the potential
to encourage the long-awaited next wave of development in geodemographics (Savage and
Burrows, 2007; Singleton and Spielman, 2014). Though the commercial sector has once again
responded much quicker, having already adapted their sophisticated data infrastructures
to include the free and open data alongside the, now traditional, proprietary or paid-for
transaction and consumer data (see Section 3.5.1), there is nevertheless an opportunity for
the public sector and academia to respond with the development of more advanced free and
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open alternatives. Moreover, it is becoming increasingly important that they do, as will be
discussed in Section 2.4.3.
The public sector in the “data revolution”
The public sector has been widely receptive to the new opportunities, understanding the
potential of its own data and implementing new strategies to capitalise on this potential.
Responding to criticisms of being “information rich but intelligence poor” (Local Govern-
ment Association, 2013, p. 15), data focused philosophies have been adopted within central
government departments and at a local level, alike. LAs across the UK have shifted to-
wards the adoption of increasingly adaptive approaches for generating insights and inform-
ing decision-making processes, encouraging a culture of respect for data-led applications.
The re-purposing of routinely collected government and LA data in deriving insights with
which to inform public sector activity and policy development has become increasingly
mainstream, reflecting the trends demonstrated in the private sector.
Intelligent, data-led techniques are being implemented within some local government de-
partments as a matter of course, facilitating increasingly bespoke responses to public sector
challenges, and in many instances, offering an overdue shift from traditional “one-size-fits-
all” approaches (Department of Health, 2012). The aim of this shift is to use the newly
available data to generate value for the public, wherever possible, either socially or econom-
ically, or in the improvement of public services (Arribas-Bel, 2014).
Specifically, utilising available data to cultivate efficiencies in the delivery of such services
and the allocation of valuable resource has been high on the political agenda in the contem-
porary climate. Increasingly devolved LAs seeking efficient strategies for balancing growing
demands and reducing budgets as a consequence of the recent recession have created fertile
ground for such data-led innovation (Champion, 2014; Longley, 2005). This is likely to con-
tinue based on the bleak economic outlook generated as a result of the current COVID-19
crisis and its enduring consequence.
Additionally, the COVID-19 crisis itself has brought to the fore the importance of data in
underpinning decision making processes, from the perspective of the government, LAs and
society at large. The pandemic has amplified existing demands for complete transparency in
the government’s decision making processes and the open sharing of data and information
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(Arribas-Bel, 2014). Requests have come from academia, opposition ministers, and the
public more widely, and have been commonplace in the mainstream media and across social
media platforms (Freeguard et al., 2020). In response, the government has sought to reassure
with rhetoric containing claims of “following” and being “guided by the science”, albeit
not without criticism (Mathers, 2020), and with, on occasion, daily press briefings and the
sharing of various statistics associated with the outbreak via coronavirus.data.gov.uk. There
have also been publicly acknowledged recommendations for the UK government to recognise
the value of internal data sharing practices and prioritise their improvement (Caldicott,
2020). Data-led public sector practices are becoming not only increasingly accepted, but
expected, in today’s culture, a progression which looks only set to continue.
Government data initiatives
To support the endeavours outlined, two decades of successive governments have developed
and promoted a series of strategic data initiatives. Whilst the specifics have evolved, two
core objectives have remained consistent, the first, to encourage improved decision making
processes through the promotion and routine adoption of internal data-led approaches, and
the second, to stimulate greater accountability and transparency, including in the sharing
of public sector data, wherever possible and appropriate (The National Archives, 2013;
Conservatives, 2015).
A 2017 strategic report commissioned and released by the current government (Cabinet
Office, 2017) identifies data as a “critical resource” for achieving efficient, effective services
tailored to meet the needs of the public. It also outlines a list of priority actions. These
include, but are not limited to, the boosting of capacity for internal data use and the invest-
ment of data science and analytical capability across government to encourage mainstream
data-led policy development, the provision of guidance on standards and best practice for
data use for public sector bodies, the strengthening of open data assets, the creation of
a Data Advisory Board and a Data Steering Group to govern the national data strategy
and offer bleeding-edge thinking on data innovation, respectively, and the appointment of
a Chief Data Officer to lead on the use of government data. Many of these intentions are
later re-emphasised in the National Action Plan (NAP) 2019-21 (Department for Digital,
Culture, Media Sport, 2019).
The main outcomes of these initiatives include the launch of data.gov in 2010 (which was
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supported with a re-launch in 2018), the UK government’s open data platform for shar-
ing data from within public sector bodies including central and local government, and the
launch of OS OpenData in the same year, a similar platform for the release of free digital
maps of Great Britain. Additionally, a further £8million of investment was announced in
2012 to enable public bodies to release open data to support commercial enterprise (Cabi-
net Office, 2012). In the same year, a further £10 million funding was also invested by the
non-departmental public body the Technology Strategy Board (re-branded InnovateUK),
part of UK Research and Innovation (UKRI), to support the launch of the Open Data In-
stitutes (ODI) initiative (Guardian Government Computing, 2012), an independent conduit
to the government and commercial organisations to facilitate the development of a reliable,
open data ecosystem (Open Data Institute, 2020). Since, Administrative Data Research
UK (ADR) has also established (in 2018) based on investment from the Economic and So-
cial Research Council (ESRC). Its core function is to assist in linking together data held
by different government departments and support the implementation of administrative
data in research, though this initiative has arguably generated less success thus far, facing
limitations in gaining access to timely and granular data, and in linking the data.
Nevertheless, these priorities of central government have also infiltrated the culture of data
collection and the open sharing of data at local government level. For example, as part of
their ‘Smart Leeds’ initiative (Smart Leeds, 2020), LCC regularly share routinely collected
data on their own open data platform, Leeds Observatory (2020b) or in partnership with
other local initiatives, for example Data Mill North (2020) (see Section 5.2.5).
All of this activity acknowledges the important role that data can play in a modern public
sector. Whilst there are criticisms that the tangible outputs have not been enough, which
will be discussed in more detail in Chapter 5, the actions taken to foster a nurturing envi-
ronment have resulted in a wealth of open and public sector data available, outstripping the
data freely and openly available at any time before. This landscape could be game-changing
for open geodemographics, which have repeatedly thrived each time the open data landscape
has advanced in the past.
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2.4.2 Revival of interest in urban analysis in academia and the public
sector
Geocomputation has been a major beneficiary of the data revolution. Commercially, location-
aware data-led applications have transformed a range of industries from logistics to insurance
and beyond (Lohr, 2015). Moreover, with much of the increasingly available data being in-
trinsically location-specific (Torun, 2016; Karimi, 2014), and spatial data offering some of
the richest potential (Mayer-Schönberger and Cukier, 2013; Malloy, 2016), specifically in
the public sector (Cabinet Office, 2017), these data have also frequently been at the heart
of the public sector data revolution.
In turn, geodemographics has been a particular beneficiary of these advancements. Those
with access to relevant, current and appropriately granular spatial data, and the ability to ef-
ficiently handle its computationally expensive analysis, have been able to thrive in this space
(Longley, 2012). Consequently, players emerging as successful in the UK geodemographics
industry over this period were, as mentioned previously, initially commercial organisations,
primarily private sector data vendors and credit information companies such as CACI, Ex-
perian and TransUnion, who were able to capitalise on their means, including access to
data, infrastructure, investment and expertise to develop a suite of competing products.
By including new data into the building of their classifications, they incorporated a broader
range of key population features, leading to timelier and increasingly granular results. More-
over, whilst the recent deluge of data available to the commercial geodemographics industry
has supported the development of increasingly sophisticated classifications, the trend for
data-led decision making has similarly increased demand for their products (Harris et al.,
2005).
Public service reform and new local agendas (See Section 2.4.1), combined with pressure
on local government to deliver demonstrable returns on their investments (Alexiou and
Singleton, 2015), have similarly boosted the use of geodemographics in the public sector,
generating a “renaissance” in applied social research (Harris et al., 2005; Singleton, 2016a).
Efforts to adopt best practice demonstrated in the commercial sector, and reap benefits
from the intelligence offered (Williamson et al., 2006), have propagated a fresh growth in
interest in academic study and the public sector (Longley, 2005; Singleton and Spielman,
2014). Consequently, geodemographics are now positioned as a key component in insight
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generation (Local Government Association, 2013).
Many LAs, specifically, have identified geodemographic classifications as a useful, holistic
variable when used to support increasingly bespoke local analysis to understand the spatial
distribution of phenomena of interest to public sector agents (Batey and Brown, 2007),
particularly with regards to health, crime and education (Batey and Brown, 2007) (see
Chapter 8 for a discussion of examples). Treating the public as consumers of public services
(Longley, 2005), local government analysts have adopted the methodology used to predict
consumer behaviour to instead highlight the composition of demand for public sector services
and resources, and derive insights with which to inform local government policy development
(Harris et al., 2005; Burrows and Gane, 2006). Such “social marketing initiatives” (Brunsdon
et al., 2018) have helped local policy-makers gauge social attitudes, and more intelligently
develop strategies for service delivery and target the allocation of public resources (Longley,
2012).
This kind of activity has become an essential part of local government, particularly as they
become increasingly devolved, raising expectations for more autonomous decision making.
Employing what Longley (2012) describes as a “localism agenda” is difficult without a
solid understanding of the population, including the social structures. This is only likely
to become ever more important throughout the twenty-first century, for example, as we
move to increasingly smart cities. For instance, Robinson and Franklin (2020) highlight the
importance of positioning sensors carefully to measure specific populations, this requires a
good basic knowledge of who the population are and how they are spatially distributed. This
is just one example, but it highlights the continued and future importance of understanding
social structures in the public sector.
In response, CACI, Experian and TransUnion have each developed a “Public Sector specific”
classification. Marketed as suitable for the requirements of LAs, these seek to more appro-
priately cater for public sector demand. These products, and the displacement of academic
attention following the commercial takeover which resulted in an almost complete vacuum
of freely available alternatives, has seen many local governments, including LCC, frequently
opt to license commercial outputs. However, LCC are growing increasingly discontented
with this option, citing discrepancies and inconsistencies between the classification outputs
and their informed expectations, based on local and expert knowledge (discussed further
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in Chapter 4). Moreover, the academic literature is growing increasingly sceptical of the
employment of commercial geodemographic classifications in public sector applications, as
detailed in the next section.
2.4.3 Critical evaluation of the use of commercial classifications in public
sector applications
Though the theoretical methodology adopted in the development of the commercial classi-
fications is seemingly transferable to the public sector, since the ideas found their origins
in the public sector (Section 2.3.2), there is debate as to whether it is an appropriate prac-
tice to use commercial classifications to solve public sector problems, or whether there is a
requirement to develop public sector specific alternatives. Whilst many employ these “off-
the-shelf” classifications with limited scrutiny (Slingsby et al., 2011), others are beginning to
increasingly question their general reliability, applicability and trustworthiness, and partic-
ularly their transferability for use in public sector contexts. This section presents four of the
most commonly recurring arguments against the uncritical use of commercially developed
classifications in public sector applications, found in the related academic literature.
1. Differing priorities and motivations
A major concern in the adoption of commercial classifications in the public sector is whether
their use is theoretically appropriate, and whether commercial and academic practices are
underpinned by different motivations. Fundamentally, despite the “general-purpose” label
assigned to most commercial classifications, they are still designed with the primary aim
of identifying distinct consumer groups, based on their consumer behaviours. Consider the
subtle shift in intent from Booth’s work in identifying different levels of poverty, to Acorn’s
identification of different types of affluence in its consumer profiles. As an illustration,
Singleton and Longley (2009b) question whether parallels exist between holiday preferences
and attitudes towards public health, security and education, and ask whether it is therefore
appropriate to employ the same classifications to consider both.
Further, a report by the Local Government Association (2013) proposes a fundamental and
important difference in the end-user intentions in commercial versus public sector appli-
cations which could undermine their suitability further. It suggests that the tendency for
commercial classifications to help identify target consumers based on their likelihood to ei-
37
ther be a current customer, or to be easily persuaded to convert into a customer, is based on
a presence of something, for instance, their likelihood to buy a particular consumer good.
However, this is claimed to be at odds with the needs of the public sector end-user, who is
often seeking to identify those with an absence of something, or a particular need. This is
not always the case, but in applications seeking to identify households in need of a service or
resource, for example, the suitability of geodemographic classification outputs as provided
by the commercial classifications is called into question.
Though the commercial sector has sought to quell these concerns with the development
of Public Sector specific classifications, this debate has continued to become increasingly
nuanced, with some extending the question to ask whether it is enough to offer any single
classification with the expectation that it will be relevant and suitable to the entire, broad
range of public sector applications. Returning to the above example, one might ask whether
parallels actually exist in attitudes towards public health, security and education. If the
answer is no, doubts might again be raised regarding the appropriateness of single Public
Sector classifications produced by the commercial classification vendors in different public
sector applications, and moreover, if the commercial sector is best placed to understand and
account for the nuances of the public sector to develop classifications appropriate for the
range of different circumstances (this discussion is extended in Chapter 8).
2. Inability to critically evaluate the development process
Critically, commercial classifications are developed in an opaque, “black-boxed” environ-
ment. In order to maintain the commercial sensitivity of the products (Singleton and
Longley, 2009b), and due to the value of the data and processes, the specific details of
their development are protected, kept from public knowledge or discussed using vague and
ambiguous terminology (Burrows and Gane, 2006; Savage and Burrows, 2007). In this sit-
uation, the specifics of the methods are unknown, and the decisions made are not shared
(Dalton and Thatcher, 2015).
The process of building a geodemographic classification can be extremely subjective, and
each decision can dictate the final result. Often these decisions are explicitly led by the de-
velopers’ experience and preferences, combined with an element of pragmatism (Singleton
and Longley, 2009b). The choices made in selecting and executing the methods used can
directly impact the outcome of the classification (Singleton, 2016a). Visibility of the justi-
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fications or explanations for each potentially crucial decision could therefore be extremely
useful in understanding the method and final result, and ensuring that the justifications
made are appropriate in the context of the application.
In the use of the commercial products, it is not possible to know which cluster methods,
weighting techniques, variable selection methods or any other subjective decisions have been
made throughout the process (Longley, 2012). The black-boxed development environment
simultaneously erodes the ability to scrutinise the results and makes them impossible to
reproduce (Longley and Singleton, 2009a). However, currently, verification of the commer-
cial classifications occurs in-house, instead of in a formal scientific or peer-reviewed setting
(Dalton and Thatcher, 2015). Whilst one might suggest that the end-user may be able to
evaluate the result based on successes achieved in application, in many cases in the public
sector, it is not appropriate to just attempt an application of the classification and evaluate
afterwards whether or not it was successful. The stakes are often much higher in this setting,
where applications have the potential to tangibly affect life chances (Longley, 2012; Single-
ton, 2016a), thus confidence in the metrics employed in public sector research is desirable
at the outset.
Moreover, scrutiny and reproducibility of the results are core components in producing
research with scientific integrity, and in being able to validate and trust the final results
of the research to which the classifications are applied (Twa, 2019; Longley and Singleton,
2009a). Not only is it necessary in all science to have a healthy scepticism about results and
to be able to explore them (Brunsdon et al., 2018), Longley (2012) specifically questions
the ethics of basing decisions of public service allocation and public spending on a measure
which cannot be interrogated. Finally, the fit of the result is also not shared as part of
the licensing of commercial classifications, and any uncertainty in the model is withheld.
Slingsby et al. (2011) highlight the potential for deriving more meaningful and well-informed
public sector decision-making where uncertainty in a classification is transparent and can
be evaluated. This is echoed by Singleton (2016a), who calls for all aspects of the build
of a classification which is used in the public sector to be shared in the public domain, to
increase social responsibility.
These are particularly timely concerns amidst the current trend for increasingly open public
sector analysis and accountable decision making (see Section 2.4). Genuinely open decision
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making is hamstrung when it is based on metrics which are developed in a closed, opaque
process. Moreover, Allen (as cited in Ghosh, 2019) warns of a “crisis” in scientific research
where reproducibility is not prioritised, and implores analysts to check the reliability of
patterns found in the use of big data processes to ensure that the outputs are genuine
and not a consequence of the development process. Clearly the potential for this kind of
validation is not possible in the use of black-boxed commercial geodemographics, and it
is therefore difficult to assess how meaningfully the classifications represent real societal
structures, rather than simply forming randomly as a consequence of the data (Longley,
2007).
3. Inability to assess the quality, provenance and contextual suitability of data
used
Similar concerns are raised regarding the concealment of the data used in the development
of the commercial classifications, the provenance and quality of which it is also not possible
to assess (Singleton and Longley, 2009b). Since the quality of the analysis can be a function
of the quality of the data (Harris, 1998; Parker et al., 2007), it is essential to understand
any potential deficiencies in the data, such as in its completeness, or specific decisions which
have been made in its preparation which could have introduced bias, to be able to have
confidence in the outputs later derived. The end-user also needs to know the data used has
been interpreted, processed and handled prior to input. If, for example, errors or bias has
been introduced in the data cleaning or pre-processing phase, it is impossible to measure
or adjust for the error to avoid further propagation if there is no visibility in these initial
stages (Harris, 1998).
Moreover, the nature of geodemographic applications is such that end-users often append
ancillary data to the results to infer further understanding in broader contexts. There is
thus a risk that the same data could be used to both build and validate the classification, or
to make predictions based on circular logic if the input data is unknown (Brunsdon et al.,
2018). These concerns are further increased by the nature of many of the novel elements
which underpin the sophistication of these classification methods. For example, there is
inherent risk in the mixing of aggregate and individual data, and in the use of alternative
data sources for which, unlike the traditional census variables, the stringency of the data
collection procedures are not always guaranteed (Longley, 2007).
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In addition, Harris (1998) warned against the replacing census based geodemographics with
population insights generated from lifestyle data, on the basis that lifestyle data is likely
to focus more on the affluent population, rather than those in need. Many commercial
geodemographics are today increasingly built on lifestyle data (Harris et al., 2005). Since
it is those who are most in need who are often of most interest to the public sector, one
might want to be more considered in their use of lifestyle based geodemographics in this
context, given Harris’s (1998) caution, or, alternatively, one might hope that the neces-
sary considerations have been made in the development of the classification, particularly
in the development of the “Public Sector specific” options. It is, however, difficult to as-
sess whether the necessary mitigation has been made, since the development of commercial
geodemographics is black-boxed in nature.
4. Oversimplified outputs
There is an argument to suggest that the licensed products which release just the outputs
is a welcome simplicity for some practitioners who might be overwhelmed with the detail
of the development process, and instead, are simply looking for a functional, off-the-shelf
metric to implement. However, the ability to review the process should be available for
those who desire or require it (Singleton and Longley, 2009b; Singleton, 2016a). Moreover,
it could be not only offensive, but misguided, to suggest that practitioners need to be kept
apart from the detail. A study by Slingsby et al. (2011) revealed that end-users in the public
sector felt that a broader, more contextual understanding of the final classification, achieved
in this case by considering the fit of the 2001 OAC alongside the final result, aided them
in a more accurate and considered application. Combined, these factors present a set of
circumstances which could lead to a potentially dangerous misinterpretation of the outputs.
Once again, the black-boxed development process of commercial classifications poses a risk
to the accuracy of any insights subsequently drawn.
Contained herein is another demonstration of the advantage of open classifications in this
context. The open nature of the 2011 OAC supports the exploration and encourages critical
review of not only the result, but the procedure, and affords a level of scrutiny necessary to
support their confident adoption in public sector use which is more in line with the history
of free and open geodemographics developed for public benefit prior to the emergence of the
commercial alternatives (Singleton and Spielman, 2014).
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2.4.4 Weaknesses of national-level classifications and place-specific alter-
natives
One, more methodological, criticism of the commercial classifications which poses an addi-
tional potential weakness and which might further undermine their use in the public sector,
relates to the national extent at which they are now commonly built. Concerns have partic-
ularly been raised regarding their ability to successfully discern local population structures
(Singleton, 2016a; Singleton and Longley, 2015; Local Government Association, 2013). This
is also relevant to the open 2011 OAC, which is likewise generated at a national level.
Whilst much theoretical discussion exists in the published literature, LCC have also raised
empirical concerns which have in many ways initiated the motivations of this thesis (see Sec-
tion 1.1.3). The discussion and subsequent activity relating to this concern, in particular,
therefore warrants the more in-depth review, presented below.
A summary of the core concerns
Criticisms specifically highlight the potential masking of unique local features by the national-
level classifications, and thus the loss of critical, locally relevant information, particularly
in small-area geographies which diverge from the national picture. This is noted as being a
potentially more acute problem in large cities with distinct make-up (Singleton and Long-
ley, 2015; Brunsdon et al., 2018), such as Leeds. Additionally, classifications derived at the
national extent cannot incorporate local intelligence and nuance. For example, national-
level classifications cannot account for the impact of public sector (or otherwise) initiatives
deployed in a local setting, which might affect attitudes and behaviours in specific popula-
tions and encourage a response to council activity which might be counter to the national
response, or counter to expectations based on the area’s national classification profile. More-
over, geodemographic classifications already face problems of inclusion and exclusion, i.e.
issues of misclassification, which can be further compounded by inaccurately defined groups
(Petersen et al., 2010). Finally, from a broader perspective, the national-extent adopted
in geodemographics is counter to the trend exhibited in contemporary theoretical develop-
ments in other fields of Geographical Information Science (GIS), such as Geographically
Weighted Regression, which are beginning to consider a much more granular focus of geog-
raphy (Singleton and Longley, 2009b).
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It is therefore essential to ensure that the underlying methodology employed in geodemo-
graphic classification development is constructed to achieve results which are as accurate
as possible. The national-level concerns have therefore led some to call for a shift towards
developing classifications at a more granular, local level, generating place-specific classifica-
tions which are based on a single city and are designed to more appropriately reflect locally
specific phenomena (Singleton, 2016a; Singleton and Longley, 2015; Local Government As-
sociation, 2013).
The emerging environment supporting a shift to local, place-specific geodemo-
graphics
Although Atlas (1981) and Openshaw et al. (1980) identified, three decades ago, that a
shift to a local extent could naturally derive an entirely different cluster composition in
the locality than is produced at a national extent, widespread arguments that the altered
result could offer an improvement came much more recently, and practical exploration of
this theory more recently still (Gale and Longley, 2012; Singleton and Longley, 2015).
As discussed in detail in Section 2.3.1, early precursors to modern geodemographics placed
a much greater emphasis on developing a real awareness of the societies being modelled, and
the underlying urban structures. Many of the seminal works in formerly vibrant areas of
academic interest, such as Urban Ecology and SAA, from which modern geodemographics
are widely acknowledged to have evolved, primarily took a local focus, seeking to understand
the socio-spatial patterns underpinning specific cities. Much of this work was concentrated
in the US in the mid-twentieth century, where unprecedented data facilitated a flurry of
analysis in this domain (Batey and Brown, 1995; Harris et al., 2005). When the tide shifted
towards the development of national-level classifications in the 1970s and 1980s, there was an
acknowledgement that local-level insights could be sacrificed to enable national comparisons,
but the benefits of the latter seemingly outweighed the losses endured (Webber and Burrows,
2018). These attitudes, which favoured national-level comparisons over local detail, prevail
in the contemporary commercial sector and underpin decisions made in the development of
the 2011 OAC (Singleton and Longley, 2015).
Yet, the situation today is very different. Swinney and Carter (2018) proffer that the
composition of individual cities are more distinct than ever before, with the distinct evolution
in different cities resulting in more complex societal structures. As Reibel (2011) notes, in
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the 1920s, it was possible to differentiate the population in fewer variables. In the 1950s,
new suburbs emerged with new types of cultural subdivisions. Now, there is even more
variation generated from the legacies of old suburbs and new developments, more identities
inhibit different cities, based on more combinations of attributes all living alongside one
another (Webber and Burrows, 2018). Consequently, there is a need to make sure that
the classifications developed are equipped to handle the emergence of unique population
structures, particularly in city environments.
Nevertheless, the suggestion to shift back to a city-level extent does not come without its
own concerns. Chiefly, the shift to national-level classifications was made to support com-
parability at a national level, an ability which would be sacrificed with a shift back to a
place-specific methodology (Singleton and Longley, 2015). But there is also an emerging
sense that the necessity to choose either one extent or the other (national or local) no longer
remains. Instead, it is both possible, and likely beneficial, to consider both approaches (Gale
et al., 2012). As Singleton (2014) reflects, there is no single, observational reality, and that
it may therefore be naive to expect a single classification system to satisfy all requirements.
As such, it has become increasingly commonplace for commercial geodemographic systems
to include a general purpose classification alongside a suite of bespoke classifications, mod-
elling populations from the perspective of a range of specific domains (alternative, “domain
specific” bespoke classifications will receive more attention in Chapter 3). It seems there-
fore appropriate to suggest that a place-specific classifier could, if necessary, take a place
alongside national level classifiers in the arsenal of available tools for modelling populations
both intra- and inter-regionally.
From a practical perspective, the development of place-specific open geodemographic classi-
fications, particularly within or in partnership with the public sector, could be supported by
the rapid generation of local level data increasingly available to LAs (Section 2.4.1). Since
much of this data is only available to LAs at a local level, its use in the development of
national-level classifications has been hamstrung. Additionally, alongside the proprietary
commercial data, it is broadly understood that commercial classifications include openly
available public sector data, such as information from the electoral roll and the Land Reg-
istry (Harris et al., 2005). It is also likely, although not possible to know for sure, that the
Public Sector specific commercial classifications rely on this genre of data even more. Thus,
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the natural advantage of the commercial vendors, in terms of their access to data, is reduced,
or even removed, in the context of building a classification on local, social data, given the
access to the wealth of public sector data that the LAs themselves have. As such, open
geodemographics is now in a new position, able to challenge the dominance of the commer-
cial vendors who have benefited thus far from their superior access to national-level data,
to begin to develop their own transparent alternatives to the commercial classifications.
Similarly, the technological advantages which the private sector has previously enjoyed have
also been reduced, as alluded to earlier. The advent of free software which is capable of
handling vast quantities of complex data, including statistical and GIS software, and which
continue to advance, enable the easy generation of geodemographic classifications based on
a large volume of data (Longley, 2012). Again, the reduced computational costs associated
with developing local-level as opposed to national-level classifications will also level the
playing field somewhat, giving rise to the potential for the academic and public sectors to
begin to develop viable non-commercial alternatives.
Moreover, although ultimately developed at a national level, the latest iteration of Acorn
does offer the input of slightly different variables region-to-region to account for cases where
a particular dataset might not be available in all areas, for instance, between England and
Scotland (CACI, 2020). The inclusion of some place-specific data in the development of
the national-level Acorn challenges the entrenched methods which have rigidly prioritised
maintaining a national consistency to enable cross-region comparisons, and which may thus
far have limited local-level exploration. As such, it could signal a relaxing of the incumbent
methodologies which have dominated since the late 20th century, as local level and local
specific data becomes more readily available. However, the Acorn methodology is still
focused on deriving the final classification at a national extent. This remains true for all of
the main products of the commercial UK Geodemographics Industry.
A summary review of existing place-specific geodemographics
The situation described above has encouraged several studies developing local classifications
to explore the potential benefits. One of the most commonly cited is Singleton and Lon-
gley’s (2015) development of a London specific re-classification of the 2011 OAC, labelled
the London Output Area Classification (LOAC) (see Section 4.3.1 for a more in-depth dis-
cussion). This study is complemented by a similar investigation which generated a similar
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re-classification of the 2011 OAC in the Liverpool city region (Singleton, 2016a). Both
of these studies recorded improvements in the identification of unique, local population
structures, and act as evidence to support a re-consideration of place-specific classifications
elsewhere, particularly for deriving insights which could be crucial for the development of
locally specific public sector strategies and policies.
These findings are echoed in a similar study undertaken within the public sector itself
by Hull City Council, in partnership with Rushmoor Borough Council and Leicester City
Council. Citing concerns with the local accuracy and reliability of both the open and
commercial level classifications, and driven by empirical benefits identified in an initial
development of a Leicester specific local classification, the researchers authored a local-
classification development manual (Local Government Association, 2013), outlining a step-
by-step guide to support other local governments to develop their own local classification
based on the methodology adopted by the 2011 OAC. However, once again, the methodology
was focused simply on input data sourced solely from the census.
Gale et al. (2012) extended this work one step further, prototyping a tool which supported
end-users with limited technical expertise, specifically in the public sector, to more easily
and flexibly derive bespoke versions of the 2011 OAC, namely local-specific classifications
to co-exist alongside the national-level options. This tool, named “GeodemCreator”, also
supported the inclusion of non-census data, expanding the expectations of open geodemo-
graphics in light of the new data landscape (Section 2.4.1). Although no further practical
applications of either GeodemCreator or the documentation compiled by Hull City Council
have been found in the published literature, these developments signal a change in thinking
in geodemographic classification development, specifically for developing alternative options
for applications in the public sector.
Debenham (2002) and Debenham et al. (2003) have also published work developing postal
sector level classifications for just Yorkshire and the Humber. These studies linked cen-
sus data with other administrative data, primarily focusing on work-place-characteristics,
and the “demand” for and “supply” of services in an area. Although the census data was
expanded with public sector administrative data, the studies leaned more towards a com-
mercial end-user. While this work acts as a precursor to some of the work contained in
this thesis (which will be highlighted throughout), there are several key differences. As
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administrative data was added, the performance was evaluated against a benchmark local
classification, generated to replicate the national-level MOSAIC. However, the black-boxed
development of MOSAIC inhibits an exact local-level replica, thus it is not possible to
compare local vs. national level to explicitly attribute any change in performance to the
change in extent. The subsequently developed 2011 OAC (see Chapter 4) has supported
the development of an exact local-level replica of the 2011 OAC which can be comapred
to national-level and used as a benchmark as new data is added. Moreover, Yorkshire and
the Humber is a geographically large and diverse region, incorporating large urban conur-
bations, rural areas and seaside towns. The unique local phenomena which this thesis is
trying to capture is likely to necessitate a much more granular focus, as per Singleton and
Longley’s (2015) recommendations to explore place-specific classifications at a city level.
Finally, Burns et al. (2018) offer a recent example of a classification, which focuses specifi-
cally on the city of Leeds, matching the study area of this thesis. In this example, however,
the local extent is somewhat secondary. The focus of the work is on generating a novel
classification for individuals, based on individual-level data taken from the 2001 census. As
such, this is not a place-specific classification in the same sense as has been discussed in the
previous examples, nor is it really presented as such. Although the classification was derived
at a Leeds-specific extent, it is difficult to evaluate it as such and to identify the impact
of the change in overall extent, since the shift to individual-level data likely had a more
substantial impact than the place-specific element. Moreover, the data upon which this
classification was derived is now two decades outdated. As such, whilst there are definite
learnings to be taken from the example, the specific classification derived is also likely to
offer a similarly outdated outlook of the residents of Leeds. Additionally, several weaknesses
were identified within the development of the classification, and extensions to the method-
ology were recommended. Consequently, the output derived is not considered currently as
a ready place-specific alternative to the 2011 OAC and the commercial classifications.
2.5 Conclusions and context
This chapter has summarised the chronology of geodemographic classification development
from its early precursors to the present day, particularly through the lens of its development,
or the relevance in its application, in the public sector. In doing so, a narrative has been
presented documenting the advancements and subsequent evolutions which have been peri-
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odically stimulated by contemporary demand and innovations in technology, statistics and
data availability. The present-day conclusion details a situation in which the commercial
sector have dominance in the geodemographics market and continue to be widely adopted in
public sector applications, despite reservations relating to their appropriateness, their cost,
the black-boxed nature of their development, and the relevance of their nationally derived
results at a local level, espoused by both academics and local government analysts.
Although positive, the developments outlined have seemingly not encouraged a mass depar-
ture from the use of national-level commercial classifications in the public sector. Seemingly,
until now at least, some loss in transparency and local-level insights have been a price that
many are still, figuratively and literally, willing to pay for the increased sophistication offered
(Longley, 2012), suggesting that further work is required to generate a more attractive alter-
native. In particular, instead of opting to follow the guidance set out by Hull City Council
(Local Government Association, 2013) to derive a Leeds-specific alternative of the 2011 OAC
in-house, LCC continue to licence costly national-level commercial classifications developed
in a black-boxed environment and which seemingly mask local insights. However, their part-
nership on this thesis indicate a belief that the available solutions, including the Hull City
Council option, do not yet meet the requirements for developing a viable open, place-specific
classification capable of challenging the dominance of the commercial incumbent, but that
this could be a prime time for developments which might.
This summary has also highlighted the advancements in technology and data availability,
set against the current political landscape, which present ideal conditions to support a new
phase in development and the creation of not only a valid, but essential and more relevant,
open and place-specific alternative to the established practices and classifications on the
market. This thesis, therefore, will extend the options described in Section 2.4.4 by taking
a more in-depth look at the framework employed and the methodologies used. It will test
the capability and suitability of the data infrastructure within LCC to expand the input
data beyond the reliance on census data, and address the challenges which arise in doing
so, particularly in terms of the increased requirement for sophisticated variable selection
methodologies which will be introduced (Longley, 2012). It will also consider other common
criticisms of the established practices of geodemographics, in addition to those presented
in this chapter, to understand whether further evolution is needed, beyond the change in
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geographic extent and the inclusion of novel public sector data. In order to offer an open
alternative which is able to genuinely compete with the dominant commercial products, the
issues with the 2011 OAC which have made it less favourable than the licensed options, and
the practical challenges which underpin the enduring stagnancy in academic development
need to be understood and addressed. This will begin in Chapter 3 with a detailed overview
of the established practices, followed by a review of the criticisms and challenges which have
repeatedly featured in the geodemographics literature over the past two decades, but which
have not been addressed in the open geodemographic alternatives previously presented.
Summary
This chapter has presented a review of the relevant chronology of the field of geodemographics
to-date, including a consideration of its origins and precursors. This work outlines the
historic and present-day context in which this thesis is positioned, and provides an initial
introduction to the challenges which have led to the commencement of this study. As such,
this review has focused on the emergence and contemporary circumstances of geodemographic
classification development with a particular interest on public sector involvement and the
oscillation between the development of classifications at a local and national extent. The next
chapter will extend this review, which has been largely theoretical, to similarly contextualise
this thesis in terms of the current practical and methodological practices and challenges of
the field.
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Chapter 3 - Building modern geodemographics in
practice
3.1 Introduction
Chapter 2 presented a summary of the evolution of geodemographics from its precursors
in Urban Analysis to its position as an established and trusted framework for summarising
complex population structures. However, details relating to the tangible practice of devel-
oping geodemographic classifications, which comprises a statistical methodology wrapped
in a series of qualitative and subjective decisions, were not discussed. Claims that geodemo-
graphics are straightforward to develop or simple and easy to understand are commonplace,
however, these claims undervalue both their appeal and the complexity of their develop-
ment (Harris, 2001). Substantive work goes into deriving such seemingly simple, modestly
sophisticated results, including careful considerations informing decisions built on expert
knowledge, understanding, experience and skill. With each decision the resulting output
becomes more or less relevant, more or less accurate, more or less objective, and thus more
or less appropriate. It is therefore essential to have a full understanding of the traditional
process and its potential weaknesses to be able to confidently generate a new classification.
Modern geodemographics are founded upon a standard framework (henceforth referred to as
the “Standard Framework”) which is customised in the creation of each classification by the
many decisions made by the classification developers at each stage of the process. In recent
years the proprietary commercial classifications claim to have made several extensions to
this framework, improving their outputs to develop competition in the marketplace, whilst
the practices underpinning open geodemographics have remained broadly consistent for a
number of decades. This is often by design, to support longitudinal comparison (Gale
et al., 2016). However, whilst tradition dictates much of the contemporary methodology,
some question whether such a legacy-based process remains relevant in the 21st century
(Openshaw, 2001; Singleton and Spielman, 2014), whether the next evolution of progress in
the field should continue to adapt and extend the traditional framework, or whether it is
time to seek a more revolutionary approach, and in each case, which are the most critical
developments to be addressed.
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This chapter begins in Section 3.2 by briefly introducing the most popular of the available
geodemographic classifications in the UK. Section 3.3 presents an outline of the Standard
Framework which underpins the building of these current classifications, detailing the dis-
tinct stages of the build and the decisions to be made at each stage. Section 3.4 demonstrates
the Standard Framework in practice through a detailed run-through of the 2011 Output Area
Classification (OAC) development process. Section 3.5 summarises some of the significant
extensions that the proprietary geodemographic classifications in the commercial sector has
made, beyond the Standard Framework. Section 3.6 reviews the criticisms raised against
the traditional process as it stands, alongside the challenges which have been presented in
the literature as barriers which have limited advancements up until now, (extending the
discussion initiated in Chapter 2). Section 3.7 considers some potential forward-thinking
extensions to the Standard Framework. Finally, Section 3.8 details the outline of the project
documented in this thesis in the broader context of the recommended next steps for geode-
mographics as a whole.
3.2 Available classifications (UK)
There are several proprietary geodemographic classifications available on the commercial
market in the UK. The following list comprises the most popular of the offerings, as identified
by Webber and Burrows (2018).
Acorn from CACI: Acorn was the first consumer classification in the UK and markets
itself as “the leading geodemographic segmentation of residential neighbourhoods in the
UK” (CACI, 2019, p.3). It is developed at a national extent, is available at household and
postcode levels, and is “no longer reliant on census data” (Tate, 2018). It is dynamically
updated and uses proprietary commercial, public sector and open data. CACI also offer
bespoke versions of Acorn to suit individual client needs and data, and domain specific
variants for sectors including “health”, “retail” and “leisure” (CACI, 2020).
Mosaic UK from Experian: “Mosaic” is derived at a national extent for the UK, and
is one of several versions available in 29 countries worldwide. The product is continually
updated, and the product is re-released with updates twice per year. Classifications are
derived for individuals, households and postcodes based on a mix of proprietary commercial,
open and census data (Experian, 2009). A “family” of Mosaic classifications are available
51
alongside the original. These are optimised for specific sectors, including the public sector,
the “digital consumer”, and “shopper” segmentation (Experian, 2021).
CAMEO from TransUnion: Generated at national level, CAMEO has a global reach with
a product in 36 different countries, including the UK, from where it originates (TransUnion,
2021). A universal International CAMEO is also available to support consumer comparisons
across the 36 countries (TransUnion, 2020). The output is updated dynamically to support
the movement of individuals between “segments” (classification groups) depending upon
their changing circumstances (Sleight, 2014). It is available at individual, household and
postcode levels.
Censation from AFD Software: Censation is marketed as a “simple but effective geode-
mographic classification system”, which is generated at a national extent for all UK post-
codes. It is not licensed as a stand-alone product, but is appended to ADF Software’s
proprietary “Address Management” products. The classification focuses on levels of wealth,
life-stage, and any “distinctive characteristics” represented in a postcode. It uses data from
the census, the Land Registry, and information gained from face-to-face interviews (ADF
Software, 2021).
P2 People and Places from Beacon Dodsworth: P2 offers a classification for UK
postcodes and administrative boundaries. It is generated at a national extent based on
census and lifestyle data extracted from the Living Costs Food Survey and British Popula-
tion Survey to categorise the behaviours, attitudes and lifestyles of UK consumers (Beacon
Dodsworth, 2021a,b).
Sonar from TRAC: Sonar is a consumer classification of UK households generated at a
national extent. It combines census data, Land Registry data, Council Tax Bands and Ben-
efit claimant data with proprietary data to classify the households into categories relating
to lifestage and wealth (Griffiths, 2020).
As discussed in Chapter 2, in the open geodemographics market, there is one main popular
classification available, the 2011 OAC. This is discussed in detail in Section 3.4.
In spite of initiatives by some of these vendors, including CACI and Experian, to waive
license fees for academic research purposes (Webber and Burrows, 2018), the main aim of
these organisations is to generate revenue. Thus, whilst the outputs can be accessed, the
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available “literature” about these classifications is generally marketing material. As such,
specific detail relating to the methodologies used to develop the classifications is scant. How-
ever, most of the above classifications seemingly adopt some customisation of the general,
common framework outlined in the next section. However, CACI do claim to have devel-
oped beyond the “traditional approach” (CACI, 2020), although again, specific examples of
how are not forthcoming. It is therefore not possible to know if their departure from the
traditional approach is revolutionary, or represents a perceived substantial customisation of
the Standard Framework discussed in Section 3.3.
3.3 The “Standard Framework”
3.3.1 Overview
There is an established framework which underpins the development of most geodemo-
graphic classifications, both commercial and otherwise. The framework scaffolds a multi-
variate clustering process by which classification groupings are generated. The process has
remained largely the same since the 1970s (Gale et al., 2016), though each application will
be necessarily unique to the developer (or set of developers), introducing an element of
customisation supporting competition in the geodemographics market.
The specifics of each instance are mostly proprietary (Parker et al., 2007), as such, commer-
cial sensitivities restrict their publication, though novel elements are frequently referred to in
the marketing literature, promoted as unique selling points. Otherwise, Harris et al. (2005)
is potentially the most comprehensive single source of this information, sharing snippets
of information relating to the internal constructs underpinning the commercial products,
as published across the various marketing literature. Though some of the specifics of this
information is likely to be dated, given the considerable advancement in data availability,
discussions with TransUnion suggest that the core of the framework discussed here has
fundamentally maintained the same.
Though there is limited reference material to draw from (Murphy and Smith, 2014), there is
a broad identification across the literature, academic and commercial marketing literature
(Burns et al., 2018; Vickers and Rees, 2007; Openshaw, 2001), that the typical process
comprises some version of the following core steps:
STEP 1: Define the geography and purpose
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STEP 2: Identify data and refine variable choice
STEP 3: Data preparation
STEP 4: Select and run multivariate analysis
STEP 5: Repeat analysis (if hierarchical clustering desired)
STEP 6: Link outputs to geography
STEP 7: Produce descriptions of the classes (pen portraits)
STEP 8: Validate and enrich the results
The specific circumstances of each classification development will dictate a varying emphasis
placed on each of the different steps.
The next sections provide detail of each step, first generally (in Section 3.3.2), and then in
practice in the context of the development of the 2011 OAC (in Section 3.4). This detail
not only summarises the discussions in the literature surrounding each step, it also acts as
a comprehensive reference for the practical development of classifications and the decisions
made in Chapters 4-8.
3.3.2 Summary of each step
STEP 1: Defining the geography and purpose
As outlined in Chapter 2, geodemographic classifications are typically derived at a national
extent, generating a single classification for the entire UK, for instance. However, there
remain decisions to be made with regards to the geographic boundaries of the geographic
units (such as small-area geographies) to which the classification groups are to be assigned.
Decisions are often founded on a combination of the intended purpose of the classification
and a range of practical and theoretical considerations.
Arguments have been proposed for and against both coarser and finer geographic levels,
even down to classifying individuals. For example, too coarse a geography could see the
smoothing away of local heterogeneous patterns (Singleton and Spielman, 2014), and could
introduce inefficiencies in the mis-classification and subsequent mis-targeting of individuals
(Batey et al., 2008). Moreover, coarser geographies might increase the risk of introduc-
ing geostatistical biases (Harris, 1998), or falling foul of the common geographical scaling
and aggregation problems, the Ecological Fallacy and the Modifiable Areal Unit Problem
(MAUP). These two commonly cited pitfalls of geodemographics can be summarised as
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the potentially incorrect assumption that the characteristics associated with a given cluster
represent every individual resident in the population assigned to that cluster (Harris et al.,
2005), and as the problems which can arise in the generation of arbitrary small-area bound-
aries with which to distinguishing one area from the next (Dalton and Thatcher, 2015),
respectively.
The consequences of the MAUP are difficult to understand and address (Martin and Bracken,
1991). It is widely understood, however, that every caution must be taken to ensure that
variation identified between small-area geographies is genuine and is not artificially created
or emphasised by the boundary divisions (Vickers and Rees, 2011). Nevertheless, boundaries
are often imposed arbitrarily, concealing, or misrepresenting the population (Langford and
Unwin, 1994). Similarly, though Williamson et al. (2006) suggest that the effects of EF
might be less pronounced in geodemographics than in other spatial analysis, effects still
pose a risk to the accurate development and use of geodemographics, and there is currently
no solution to the problems that these effects cause (Dalton and Thatcher, 2015). Thus both
the EF and the MAUP warrant careful consideration in the development of geodemographic
classifications and in the decisions of the geographic scale used.
Burns et al. (2018) suggest that finer level classifications, particularly classifying at the level
of the individual, will reduce the associated risks of EF. However, such decisions have their
own inherent risks. Too fine a geography in a classification could introduce sampling errors
resulting from small population numbers (Singleton and Spielman, 2014), and individual
level classifications have also received criticism for their failure to account for the influence
of an individual’s environment and social interactions on their behaviour, attitudes and
preferences (Harris, 1998). This might be particularly pertinent when considering charac-
teristics such as employment indicators, which might have more contextual meaning at a
coarser geographic level (Webber, 2004). Moreover, Burns et al. (2018) note the challenges
of accessing data at an individual level scale.
Despite the concerns of the EF and the MAUP, it is still possible to derive a sense of the
average characteristics found within an area by considering the individuals within. This is
often desirable in practice, to generate order from the chaos of individual level data and
remove some of the noise (Harris, 2001). Thus Burns et al. (2018) concede that the selection
of the geographic scale of a classification thus necessitates a “trade-off”, where some features
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must be prioritised over others. As such, many of these decisions are intertwined with the
purpose of the classification.
In the commercial classifications, postcode areas are typically selected, although many also
now offer household and individual level classification options (see Section 3.2). In practice,
since public sector decisions and policy are often made in-line with administrative bound-
aries, high levels of granularity are often less important in the public sector (Webber, 2004).
The mis-targeting of some individuals within these areas is an unfortunate but unavoid-
able consequence of local government activity, and thus cannot be necessarily addressed by
individual level classifications. Thus, in open geodemographics, the selection often aligns
with census boundaries, supporting the easy use of census data. This is often Output Areas
(OAs), owing to these being the smallest geography at which the aggregate data from each
census is released, offering the most granular detail and acting as building blocks for higher
level census geographies (ONS, 2016a).
STEP 2: Identify data and refine variable choice
The next step is to identify relevant datasets and derive the input variables upon which to
build the classification. This is arguably the most important step in terms of ensuring that
the results are contextually meaningful (Murphy and Smith, 2014). The developer must
decide the type of data that is to be included, and in which format, and identify relevant
datasets. The potential data must then be assessed for inclusion based on its contextual
and mathematical relevance.
The data identification and variable selection is a typically pragmatic process, dependent on
a balance of convention, data availability and developer preference (Brunsdon and Single-
ton, 2015). Empirical selection methods informed by expert knowledge and context specific
literature, particularly in the case of bespoke or domain specific classifications, are regu-
larly combined with some scientific methodology, including data reduction practices, most
popularly, correlation analysis. Murphy and Smith (2014) present a detailed discussion and
exploration of the suitability of possible statistical methods.
It is essential to be selective in deciding which data to include and exclude, particularly in
the age of “Big Data” and the increasingly infinite options potentially available (Longley,
2007). Desirable variables are those with the greatest potential for identifying differentiation
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between the geographic areas. The selection of variables is thus a complex and nuanced
element of the process. The challenges and considerations which must be made are discussed
in more detail in Section 3.6.
STEP 3: Data preparation
It is not always appropriate to use the data which has been selected for inclusion in its raw
form. A detailed inspection of the data is required to understand which, if any, data prepa-
ration procedures are needed. This can include plotting the distribution, further correlation
analysis or mapping the data.
A review of the academic literature and discussions with TransUnion indicate that a variety
of approaches can, and often are, taken to prepare data for input into a geodemographic
classification system. Requirements can be strongly dictated by the data and circumstances
of the development process.
The following processes traditionally feature in this phase (where necessary):
• Adjust the data type – to generate data in a suitable format for the subsequent analysis.
It might be necessary to change the data type, for instance, to calculate percentages or
ratios, or maybe create a composite measure from several related variables.
• Transform the data – to normalise, reducing or removing any skew within the data.
Skewed data can negatively affect the cluster assignments in the common cluster methods
(Gale et al., 2016) (discussed further in STEP 4). For example, the potential occurrence
of illness often increases with age. As such, a high prevalence of illness in a specific
geography could simply be a reflection of an aged population, rather than an indication
of poor health in the community. Standardising for age can assist in highlighting where
there genuinely is higher than expected illness, irrespective of age. As such, input data is
regularly normalised to account for potential skew.
• Standardise the data – to set all data to a single, common scale.
It is difficult to mathematically measure similarity when comparing attributes measured
on different scales. The importance of this in terms of the process of geodemographic clas-
sification development will be highlighted in STEP 4, where the classification procedure
is introduced. This could be achieved with z-scores or range standardisation, if dealing
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with outliers.
Alternatively, some developers favour an application of Principal Component Analysis (PCA)
to the raw data to generate composite “components” from the individual variables, which
can be used as replacement inputs. This process was commonplace in Factorial Ecology, and
is adopted and encouraged most recently in Brunsdon et al. (2018). In doing so, the PCA
could render the above procedures unnecessary, since it can automatically account for any
scaling issues and pull the data into a standard measure across the components produced.
However, there is an argument that the practice could reduce any interesting dimensions
which are present within the data (Harris et al., 2005). The detailed procedure for doing
so, and the perceived benefits and limitations of PCA components vs. individual variables
are still for debate, and will be considered further in Chapter 7.
The common processes outlined, and their impacts, are discussed in more detail in Brunsdon
and Singleton (2015). Again, each of these decisions are nuanced and steeped in complex-
ities. It is necessary to take the time to understand the data to be able to appropriately
apply these steps. For example, there could be instances where normalising the data or
removing outliers is not desirable, if, for instance, doing so could reduce or remove theo-
retically interesting real-world phenomena represented in the data (Reibel, 2011). There
is thus nuance in the potential implications of the decisions made during this step. Some
conflicting opinions between experts and alternative methods proposed for data preparation
are discussed more thoroughly in Section 3.6.3.
Whilst the above discussion covers the most common data concerns, there are other po-
tential issues highlighted within the literature which must also be considered at this stage.
Often these limitations in the data are not so easily addressed. For example, census data
is susceptible to under-counting, where measures are taken to maintain anonymity in areas
with low counts for specific attributes. This is rarely, if ever, adjusted for in the adoption of
census data (Voas and Williamson, 2001). Additionally, though it would be recommended,
no classification currently accounts for error or uncertainty in the input data (Singleton and
Spielman, 2014). It is evident, therefore, that the developer must have a broad set of general
data literacy, an understanding of common pitfalls in data analysis (both within geodemo-
graphic classification development and beyond), and the knowledge and skills to reliably and
responsibly work with the data and to prepare it appropriately. These recommendations
58
will be starkly evidenced and further emphasised in practice in Chapter 5.
STEP 4: Select and run multivariate statistical analysis
The term geodemographic classifications, is somewhat of a misnomer. Though called a
classification, in reference to the act of assigning each area to one of a set of groups, or classes,
the technical process through which this is achieved is typically a clustering process. The
subtle but important distinction lies in classification processes assigning objects, (small-area
geographies in geodemographics), into a set of pre-defined classes, whereas, in a clustering
process, the objects are grouped into a set of clusters defined during the process, not
driven by no a-priori assumptions. Classification processes are therefore supervised Machine
Learning (ML) methods. Conversely, clustering processes are more typically unsupervised.
In line with convention, the terms classification process and cluster method will be used
synonymously throughout this thesis to describe the process of deriving the classification
output via a clustering technique, unless otherwise stated. Similarly, class, cluster and
groupings will be used interchangeably.
Unsupervised learning techniques within geodemographics gained in popularity throughout
the 19th century, initially by means of Factor Analysis (FA) and Principal Component
Analysis (PCA) (Longley, 2012), giving rise to the era of Factorial Ecology, and later with
the adoption of clustering methods, which have become the de-facto (Reibel, 2011) (see
Section 2.3.1). Of the four different types of clustering methods, partitioning, hierarchical,
density based and grid-based, which each differ in their mathematical detail (Jain et al.,
1999), modern geodemographic classification systems most typically employ the partitioning
method of k-means clustering, which seeks to split the data into k homogeneous groups with
maximal heterogeneity between groups, in doing so, identifying internal structures. Several
comprehensive explanations of the process are offered in the literature, including a detailed
summary presented in Alexiou and Singleton (2015).
The method requires the number of expected clusters (k) into which to split the data as
an input, to be decided by the developer. Whilst various techniques can be used to derive
the optimal cluster number, a scree plot (also known as an elbow plot), is most commonly
used. An example of this can be found in Section 4.4.1. However, whilst the plot provides a
guide, there is some subjectivity employed in its interpretation. Whilst some have explored
different methods, such as Reibel (2011), who discusses the development of a potentially
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more statistically robust method which tests and compares the impacts of different numbers
of k, there currently remains no objective method of choosing the number of clusters. As
such, these guides are often applied in context to generate a final decision. As an example,
Batey et al. (2008) suggest that too many clusters are not conducive to mapping, and
thus, one might choose to optimise the number based on a combination of the mathematical
guidance and the experience of the end-user. However, since the intention is rarely to simply
produce a mappable output, such a prioritisation seems poorly justified. Though it could be
claimed that outputs that are clearly mappable might be easier for an end-user to interpret,
one might be more justified in considering a cluster count which drives a better cluster
performance, and would ultimately produce more appropriate decision-making, especially
for use in the public sector.
An iterative process is next performed to split the data into the k clusters. In summary,
a seed is randomly generated as a starting point for each cluster, the objects (small-area
geographies) are then assigned to the closest seed by way of some geometric distance mea-
sure based on the multidimensional space between the object attributes. Typically, either
Euclidean Distance (ED) or Squared Euclidean Distance (SED) are employed, with the lat-
ter used in the development of both the 2001 OAC and 2011 OAC (Gale et al., 2016; Gale,
2014). However, there could be a requirement to find a more appropriate measure as data
becomes bigger and more complex (Everitt and Dunn, 1991). A review of some commonly
used distance measures can be found in Gale (2014).
After the initial assignment to the seeds, a cluster centroid is calculated for each cluster (of
objects assigned to each seed) from the average of the objects based on the initial cluster
placement. Each object is then re-assigned to the closest cluster centroid. This process
is repeated iteratively until convergence, at which point no objects are re-assigned. In
doing so, similar objects are assigned to the same cluster. Often the full procedure will
be repeated with x different initial random seed placements, at the developer’s discretion.
The best ‘fit’ of the x tests will then be taken as the final result, whereby the best fit
is evaluated on the outcome with the greatest within-cluster homogeneity and between-
cluster heterogeneity (Gale et al., 2016; Reibel, 2011). Mathematically, this is demonstrated
through an evaluation of the closeness of the clusters using a Within Cluster Sum of Squares
(WCSS) analysis, measuring the distances within each cluster, and a Between Cluster Sum
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of Squares (BCSS) analysis, measuring the distances between each cluster, respectively. The
final clusters generated are mutually exclusive and exhaustive, with every object assigned
to a single cluster.
Since the process is dependent on the geometric distance between variable attributes, the
k-means methodology is potentially vulnerable to the impact of skewed data distributions,
hence the strong emphasis in the data preparation phase (STEP 3).
STEP 5: Repeat analysis (if a hierarchical classification is desired)
In some classification systems, there is a desire to generate hierarchical classifications with
several cluster levels with varying degrees of granularity, to present an increased flexibility
for future applications (Gale et al., 2016). This is the case in the 2011 OAC, which assigns
OAs to 8 Supergroups, 26 Groups and 76 Subgroups. This is achieved with a hierarchical
clustering, whereby clusters are generated recursively by either merging or splitting existing
clusters (Gale, 2014). Specific hierarchical clustering algorithms such as Ward’s hierarchical
clustering algorithm do exist, these have been used to construct classifications in the past.
However, in the development of the 2011 OAC, for example, the cluster process described in
STEP 4 is simply repeated for the OAs in each of the 8 Supergroups, re-clustering the OAs
within the Supergroups into a total of 26 Groups, which are then split again into Subgroups
(Gale et al., 2016). This is not an essential step in the Standard Framework if a hierarchical
classification is not desired or required.
STEP 6: Link outputs to geography
Though there is a geography assigned to the input attributes, the classification process
itself is a-spatial, up to this stage. The geography does not become important until the
results are mapped (Harris, 2001). The assignment of the classification outputs back to the
underlying geography is essentially the step which makes the geodemographic classification
geographical, and underlies their core popularity. In a public sector sense, services are
consumed by people with needs and requirements. The spatial element of geodemographics
supports the identification of sub-populations with differing needs, which can be located
when mapped (Longley, 2012).
Such a process can also help when seeking to develop an understanding of the resulting
classification. Some attitudes and needs might be inherently dictated by the physical en-
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vironment in which the individuals find themselves, for instance in broad urban and rural
differentiation, or coastal and non-coastal environments, or at a more local level, based
on the specific circumstances of the immediate built environment within which one resides
(Batey et al., 2008). This kind of contextual understanding can only be developed when
the results are mapped back to the geography.
STEP 7: Produce descriptions of the classes (pen portraits)
Often, rather than simply sharing the raw results, the developer will provide an empirical
interpretation of the results as an output. As a minimum, the classification groups (or
classes) are typically given a descriptive name and summary of the average resident. In
the commercial setting, these outputs regularly also include photographs of individuals,
properties and goods intended to visually represent the key attributes of the population
assigned to the class, and additional information, primarily related to consumer behaviours,
derived from the linking of ancillary data sources. These are often referred to as “pen
portraits” and are considered useful in facilitating and supporting subsequent applications
of the classification.
Usually, an index is derived based on the average of each of the variables within a cluster
(the local mean) against the average across all clusters (the global mean), which is typically
standardised to 100 (Harris et al., 2005). Variables in each class which are “over-indexing”,
i.e. generating an index score of above 100, are deemed to be the key attributes for the class,
and underpin the descriptions provided in the pen portraits. The suite of outputs produced
by the 2011 OAC, the primary free and open classification in the UK, are presented in
Section 3.4 as a tangible example.
This process has some potential weaknesses to which careful attention should be paid. There
are some innate risks in identifying clusters based on individual variables, or even groups
of individual variables, in this way. These extend beyond the potential introduction of the
Ecological Fallacy (see Section 3.3.2). Notably, the outputs could be potentially misleading.
Simply because a class has a comparably higher than average prevalence of a particular
attribute, does not necessarily equate to the class having an objectively high prevalence in
and of itself, nor does it guarantee that it is the most noteworthy attribute in the class.
Moreover, naming the classes can be a difficult task and even controversial if the connotations
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are negative (Gale et al., 2016). Although the names are only intended to be indicative of
the seemingly important attributes of a class, and are to be used in conjunction with the
more detailed summaries which should also be provided (Harris et al., 2005), consultations
with end-users of the 2001 OAC suggested that the names of the classes often guide the
end-user’s opinion of the class. Thus, it is imperative to get this step right, to ensure that
the names are suitable and do not mislead, and to avoid stereotyping (Brunsdon et al.,
2018). Poorly executed naming could have detrimental consequences on the effective use
of the classification (Vickers and Rees, 2011). In response to the warnings outlined, the
website on which the 2001 OAC was published (the pre-cursor to the 2011 OAC) opted to
drop the names from the descriptions (Vickers and Rees, 2011), however, the names were
once again adopted in the 2011 OAC.
In whichever way the outputs are derived, it is necessary that they be accessible and easily
understood by a broad range of audiences (Batey et al., 2008). This is particularly important
where the intended end-users are public sector practitioners who’s primary role might not
necessarily be as geodemographics experts. In such an instance, the outputs should be
driven by the needs of the end-user, and not the developer. The specific needs will differ
by user, but the broad needs should be met, and as a priority, the outputs should be clear
and intelligible. This might include the recommendations made above, ensuring, as far as
possible, that the results cannot be easily misinterpreted. This could be achieved with a
clearer visibility of the process and the results.
STEP 8: Validate and enrich the results
It is critical to ensure that the results are sound if they are to be used to inform future
applications. The nature of any clustering algorithm is that it will always generate a result,
however, there is no guarantee that the result derived is meaningful or appropriate, either
statistically or in terms of representing real-world structures. Any result is one of many
which are mathematically possible, thus exploration and validation is essential. Validation
should evaluate both the process and the results, assessing whether the clusters match real-
world patterns, and checking that the results are not simply an artefact of the clustering
algorithm. This is the foundation of ensuring good scientific analysis (Vickers and Rees,
2011).
However, validating the results of clustering algorithms is more complicated and nuanced
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than some statistical procedures (Harris et al., 2005). As with all other steps in this process,
there is no one-size-fits all for validating the results. Often developers will begin with some
rule-of-thumb checks, for instance, evaluating whether the resulting clusters are of generally
even size. It is also possible to undertake external validation procedures, employing ancillary
data which has not been used to develop the classification, to cross-validate the results and
see if they represent meaningful divisions (Vickers and Rees, 2011). This is a popular
technique in commercial classifications, with the results contributing towards the creation
of the classification profiles, or pen portraits. However, such a technique cannot be used to
explain causality, even where relationships are observed (Harris et al., 2005). Such analysis
offers simply an identification of patterns among the classes and not an explanation of how
or why the classes have formed as they have (Batey et al., 2008), though the ancillary data
can add more context to support the development of theory in this vein.
Once the profiles have been generated, some recommend a more tangible, real-world ap-
proach, physically visiting an area, consulting with residents, or employing experts with
local knowledge, to provide an informed opinion regarding the appropriateness of the result.
Vickers and Rees (2011) promote this approach, which they call “ground-truthing”, though
suggest it is an under-utilised method. This idea, that expert opinions or those based on
local knowledge should be validated gives credence to the opinions of LCC, who have high-
lighted potential concerns with the appropriateness of the available classifications for the
city of Leeds, which have in part motivated this study. It is also likely that these concerns
of experts are more objective than the concerns of residents. Parker et al. (2007) found
in consultations with residents that they were able to remain objective about their neigh-
bours, but less so about themselves, when evaluating classification results. Consequently,
the classification development guidelines from Hull City Council (Local Government Asso-
ciation, 2013) (discussed in Section 2.4.4) recommend having classifications developed for
public sector use “signed off” by expert “key stakeholders”, which might include data teams
and teams working in the community. However, Longley and Singleton (2009a) present a
dispute to any distrust in public consultation, demonstrating a successful example of such
a practice, and strengthening the case for consultation with a wide range of stakeholders
including the public.
Several mathematical validation approaches are also presented in the literature. Whilst it
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is not possible to take advantage of some typical statistical validation techniques, such as
an analysis of statistical significance or importance measures (Harris et al., 2005), there
are statistically founded methodologies for internal validation available to validate cluster
groups. The most common is the use of the SED (introduced in Section 3.3.2, STEP 4) as a
proxy measure for ‘uncertainty’. The SED can be used as a dissimilarity measure comparing
the attributes found within each individual small-area geography with the average of all of
the small-area geographies in the cluster group within which it has been assigned, also
known as the cluster centroid (Gale et al., 2016). Clusters where the attributes of each
small-area geography within are ‘close’ (with a lower SED) represent a good fit. However,
in classifications where the clusters are not close, or small-area geographies are also close the
centroids of clusters to which they have not been assigned, the classification is considered
to have high ‘uncertainty’, and is thus a poorer result (Slingsby et al., 2011).
The SED is published as an output in the 2011 OAC to enable this form of validation. Again,
the SED is just one available measure of geometric distance. There is a suggestion that
other measures, such as Mahalanobis distances, might become a more appropriate measure,
favoured for its ability to more capably handle data containing multiple correlated variables
(Gale et al., 2016). Thus, there remains scope for exploration in this area, particularly as
the data involved becomes more complex.
3.3.3 Inherent subjectivity in the Standard Framework
The ability to outline a standard framework, as per the summary presented in (Section
3.3.1), gives an impression of ease, but in practice, this is not so. The complexity is increas-
ingly evident in the attempt to present a basic summary of each step in the previous section
(Section 3.3.2). The framework outlined provides the groundwork for most available geode-
mographic classifications, as mentioned, but it is clear that there are many decisions to be
made to implement these guidelines in practice, and the outcome will be dependent on the
interpretation and customisation of these steps. This requirement introduces an inherent
subjectivity into the process.
Multiple decisions are required at each stage. These can be context dependent and might
be dictated by a need to balance pragmatic possibilities with the requirements of the end
user or with maintaining consistency with existing practice or traditions. As indicated,
these decisions also rely heavily on the experience and preferences of the developer (Bruns-
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don and Singleton, 2015). Whilst caution is taken in the decisions made, the ever present
need for pragmatism characterises the difference, and explains some of the compromises ac-
cepted, between geodemographics in theory and geodemographics in practice. The practical
challenges, constraints and necessary compromises will be presented further in Section 3.6.
The process as a whole is complex and must be well understood to produce a reliable
and meaningful output. The resulting customisation accounts for the competition in the
commercial market. Since all classifications are largely derivative of the same process, the
differentiation is created in the decisions made throughout, namely, the choice of data, the
preparation procedures, the cluster methods employed and the outputs developed (Gale
et al., 2016). Though it is understood that the consequence of each decision could affect, or
even dictate, the final result (Brown, 1991; Singleton, 2016a), there is limited discussion in
the literature regarding the impact of all of the decisions that could be made in the design of
a classification (Webber, 2004). Singleton (2016a) does offer a review of some of the typical
choices which are made in the development process, and of their potential impacts, though
concludes that it is not pragmatically possible to empirically test the impact of all decisions
discussed in a single paper, or even a single doctoral thesis. Whilst this conclusion supports
the decisions made later in this chapter to focus on limiting exploration and development to
specific elements of the Standard Framework, it serves to emphasise the reliance placed upon
decisions of the developer, and the subjectivity which is thus inherent in the development
of geodemographic classifications.
3.4 Detailed run-through of 2011 OAC
3.4.1 Background
This process outlined by the Standard Framework above is best demonstrated through an
example. As such, this section contains a review of the steps taken in the development of
the 2011 OAC. This is made possible due to the freely and openly available assets and trans-
parent, well-documented process. The supporting literature which is published alongside
references the decisions made. The data and code, also published, outline the methodology
and practical application. Every bit of the release was intended to encourage reproducibil-
ity, exploration and support open critique, in addition to enabling the future development
of bespoke variants. The following review of these assets demonstrates each stage of the
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Standard Framework (outlined in Section 3.3.1) in action, and highlights the frequency and
potential impact of the developers’ inputs in practice.
In addition to presenting a practical demonstration of the steps outlined, and highlighting
the decisions made, this review will present a tangible reference for the discussion of the
challenges and constraints which hamper innovation and progress in geodemographics (as
per the literature), which is to follow in the final sections of this chapter. Moreover, the
2011 OAC, including the data, methodology and assumptions, will form the foundation of
the preliminary substantive analysis carried out in Chapter 4 which will offer a first attempt
at a place-specific geodemographic classification for Leeds. As such, a level of detail will be
contained in this review of the 2011 OAC to explain the data, methods and assumptions
adopted in this future work.
3.4.2 Detailed review
Summary of outputs:
The 2011 OAC, developed by Gale et al. (2016) in conjunction with the Office for National
Statistics (ONS) is the most recent in the history of free and open national classifications for
the UK. It is an evolution of the 2001 OAC, and was developed with maintaining consistency
across the two classifications as a priority. The classification comprises 8 Supergroups, 26
Groups and 76 Subgroups, derived hierarchically from national-level comparison of care-
fully selected OA characteristics from the 2011 decennial census. It should be noted that
all mentions of the census here, and throughout this thesis, collectively refer to the indi-
vidual censuses of England and Wales, Scotland and Norther Ireland, from which combined
census data is compiled, unless otherwise stated. Though the data for England and Wales
is published in the same release, the data for Scotland and Northern Ireland are each re-
leased separately. However, the datasets are compatible and can be easily linked and used
together, enabled by the detailed and clear supporting documentation published alongside
each release.
The data included in the development of the 2011 OAC comprises 60 input variables (listed
in full in Appendix B.1) from across the five domains inherited from the 2001 OAC: Housing
type; Housing composition; Employment/Education; Socio-economic indicators; and Demo-
graphic information.
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All of the decisions and justifications for the selection of the input variables and methodolo-
gies for the clustering and labelling of the output classification groupings are discussed in
the supporting documentation, supporting reproducibility (Gale et al., 2016) and encour-
aging confidence in the results. The published assets and accompanying documentation for
the 2011 OAC detail the entire process, explicitly outlining the methodology, alongside the
thought processes and justifications of the decisions made by the classification developers
(Singleton et al., 2016).
The 2011 OAC for Leeds at the Supergroup level is displayed in the Figure 3.1, alongside
the names of the Supergroups and the percentage of Leeds OAs attributed to each. The
classification was developed in R, an open source and free to use software, and all code,
data and metadata were published online alongside the outputs.
Figure 3.1: Distribution of the 2011 OAC Supergroups across Leeds OAs.
Development process:
The 2011 OAC is a general-purpose national-level classification of the UK, where classes are
assigned at OA level. Since this is the lowest level at which the input data was available,
there was no scope for generating the classification at postcode or even household level
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classification to match the granularity of the commercial classifications, or experimenting
with input data including both very fine and coarser granularity (as discussed in the previous
section).
Aggregate census statistics were selected as a convenient source of reliable openly available
data with almost comprehensive coverage across the UK. It is well maintained and easily
understood (see Section 5.2.4 for a more detailed discussion). The aggregate data contains
population counts for each OA, representing the presence of each of the attributes measured
in the census. To protect confidentiality, Statistical Disclosure Controls (SDC) (ONS, 2016b)
are applied in instances of low counts, in which some records are swapped between areas.
This is applied consistently across the four nations and will have some effect on the data,
albeit limited.
The developers expressed an initial intention to include additional data from beyond the
census (Gale, 2014), however, this was not pursued due to difficulties obtaining relevant open
data with the same granularity and coverage for the whole of the UK, features which were
prioritised and not compromised. Instead, recommendations were made in the literature for
future adaptations of the 2011 OAC to seek to broaden the data in this way.
A set of 167 candidate variables were initially compiled from the census data, which were
subsequently prepared and refined to a final set of 60 variables. Counter to the Standard
Framework presented in Section 3.3, in this case, the data was prepared prior to variable
selection, dictated by the requirements of the variable selection methods adopted. Both the
data preparation and variable selection procedures comprised a series of statistical tests,
aimed at introducing objectivity into the decision processes wherever possible. Incidentally,
when completed, the results of the tests also revealed a consistency across the different
tests, which is presented as evidence of genuine structures in the data transcending any one
specific method, and acts as an early validation of the final classification.
The raw census counts were first converted to percentages, representing the presence of each
attribute in each geography. A population density ratio was calculated, and a Standardised
Illness Ratio (SIR) was derived, taking the census count representing Limiting Long-Term
Illness (LLTI) in each OA and adjusting for age variation (as per the discussions in Section
3.3.2, STEP 3). The data was subsequently normalised to account for the non-normal dis-
tribution identified. Weighting the variables (as discussed as an alternative to normalisation
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in Section 3.3.2, STEP 3) was ruled out due to the unavoidable subjectivity of the method
(Gale et al., 2016). Three transformation methods were tested, log-10, Box-Cox and In-
verse Hyperbolic Sine (IHS). Similarly, three standardisation methods were also explored for
setting the data to a common scale, z-scores, range standardisation and inter-decile range
standardisation. Every combination of the transformation and standardisation methods
were tested and the results evaluated, both mathematically and contextually, before the
IHS and range standardisation methods were selected for final use.
The variable selection process was led with two primary objectives. The first was to main-
tain some consistency with the 2001 OAC, wherever possible. The second was to achieve
parsimony, selecting the minimum number of variables with the greatest potential for dif-
ferentiating population across the 5 domains (Vickers and Rees, 2007), whilst ensuring a
selection broad enough to constitute a fully descriptive general-purpose classification (Voas
and Williamson, 2001). Pearson correlation analysis was employed to remove collinear vari-
ables, and thus reduce the potential for over-inflating the importance of such variables. This
was followed by a cluster based sensitivity analysis, iteratively running k-means analysis,
removing a single variable for each run through and observing the impact measured in the
total WCSS (introduced in Section 3.3.2, STEP 4).
However, the results of these tests were merely used to guide the selection process. Highly
correlated variables (with an absolute correlation greater than 0.6) were either removed or
combined into a composite variable where variable shared same denominator, for example,
producing age-bands from single age variables. However, some highly correlated variables
were retained, at the developers discretion, where their removal was deemed to compromise
the priority objectives, outlined above. Similarly, variables with limited or even negative
impact in the sensitivity testing were retained if deemed contextually important to retain.
This was the circumstance supporting the inclusion of many housing variables, in particular,
many of which performed with statistically negative impact in the sensitivity analysis, yet
were identified as important representations of the physical infrastructure, recorded as a key
domain in the 2001 OAC, and thus important to retain (Vickers and Rees, 2007).
K-means clustering was further used to derive the final classification, employing an opti-
misation process selecting the best solution of 10,000 runs as the final result, based on the
lowest total WCSS. Again, this was selected to offer continuity with the 2001 OAC, which
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was also derived from a k-means clustering. Further tests were considered to trial other clus-
tering methods, but were ruled out due to restrictions in time and resources, and testing
the data preparation and selection phase was given priority.
Using a bottom-up hierarchical clustering, such as Ward’s algorithm, was rejected based on
concerns that the approach which focuses on clustering the centroids as opposed to the OAs
could result in clusters with reduced homogeneity, since the centroids are known to be poor
representations of the entire cluster, thus suggesting an awareness that the resulting clusters
could have a high degree of uncertainty which should not be propagated, if possible. Instead,
a three tier top-down hierarchical clustering was carried out to derive the 8 Supergroups,
26 Groups and 76 Subgroups. Gale et al. (2016) note that this was a largely subjective
decision rooted more in tradition, suitability for end-user, and on suitable cluster counts at
each level, than on methodological justification.
The cluster results were then linked back to the OAs. The variables were indexed to identify
the attributes driving each cluster (as outlined in Section 3.3.2, STEP 7) to support the
development of class names and pen portraits, and maps and expert knowledge of local
areas were drawn also upon to offer an empirical validation of the results. The literature
does note that the national level of the classification was too broad to allow for a close ob-
servation of all areas, however, it hopefully suggests that the open and transparent nature of
the outputs might allow for critique and open avenues of communication where suggestions
for improvements or re-allocations could be made (Gale et al., 2016). At this stage, consid-
erations were explicitly made in relation to this being a classification developed primarily
for public sector use.
This was arguably the only stage in which the developers made decisions which were ex-
plicitly led by an intention for the classification to support a public-sector focused end-user.
The exclusive use of openly available census data, and openly published code, naturally
met the transparency requirements of such an end-user. Moreover, the intended purpose
of the classification was to offer a general-purpose taxonomy which was likewise not ex-
plicitly developed for specific public sector application. However, the development of the
classification names and descriptions necessitated such a specific focus. As a consequence,
neutral terminology was cautiously selected to prevent the use of language which could be
considered disparaging, and final selections were made under consultation.
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This summary demonstrates the extent of the time and effort which was invested into the
development of the 2011 OAC, and the non-trivial nature of the decisions which had to be
made throughout the process. This is reflective of the non-trivial and complex nature of
developing any geodemographic classification, even where carrying out the steps outlined in
the Standard Framework, with some adjustments and context specific customisation. It also
clearly indicates the influence of the developer throughout each stage of the process, and
the reliance on subjective decision making, even where conscious efforts have been made to
minimise such activity.
3.5 Commercial extensions
As outlined in Chapter 2, the balance of innovation in the development of geodemographic
classifications in the UK has for some time been on the side of the commercial products, most
notably produced by data-focused companies. The history of this progression is succinctly
described by Singleton and Spielman (2014) in their comparative, chronological review of
geodemographic activity in the UK and USA.
The official technical documentation provided by the developers, website copy, marketing
brochures and supplementary user guides have been reviewed for the seven commercial clas-
sifications listed in Section 3.2 to gather as many learnings as possible from recent progress
made. The significant developments and relevant features are summarised here. This sum-
mary explicitly considers the features that are innovative and unique to the commercial
sector and are not present in the development of the 2011 OAC.
3.5.1 Input data
One of the earliest and most significant developments in the commercial classifications, as
discussed in Chapter 2, was the inclusion of data which extended beyond the census. As soft-
ware improved and computational power increased, success came to the commercial vendors
who were able to adapt and extend their offerings to include timelier data from a broader
range of sources. In contrast to census data, for which the accuracy and predictive pow-
ers were considered to be decreasing annually as it became increasingly outdated, and the
context was more pertinent to the identification of deprivation, emerging consumer trans-
action data offered a new perspective with timelier, richer, and more relevant information
regarding affluent activities, from which highly desirable insights into consumer behaviours
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were more readily extractable (Webber, 2004). Information such as house prices and buying
habits were perceived as more able to help identify net worth and the spending power and
preferences of prospective customers. As such, the geodemographic classification industry
thrived through companies who owned and were able to take advantage of this kind of data
to develop proprietary products with a commercial focus (Beaumont and Inglis, 1989).
Still today the legacy of this era is evident in the continued dominance of data vendors and
warehousers (as outlined in Chapter 2). Though the census still runs through the core of
the vast majority of these products, it is extended by a range of valuable ancillary data,
both publicly and privately available, the volume and variety of which is as yet unmatched
by solely open sourced alternatives, and at a velocity which supports “near real-time” up-
dates (TransUnion, 2018). Moreover, the focus on including ever more insightful, novel
and appropriate data is as strong today as it has been throughout the past four decades,
as CACI claim to have progressed away from any reliance on the census, developing their
Acorn classification from entirely non-census data (Tate, 2018; Sleight, 2014), a trend which
seems only set to continue.
3.5.2 Methods
Though the proprietary commercial geodemographic classifications are seemingly largely
developed using the same national level methodology as outlined in the Standard Frame-
work, several extensions have been developed. For example, Experian now employ data at a
mixture of geographic levels. Both postcode level Electoral Roll data and OA level Census
data are included in its development, with different weights applied to each dataset (CACI,
2019). This flexibility enables the use of the more granular Electoral Roll data as a proxy by
which to replace some of the traditional census variables, for instance, in checking addresses
against who lived there and in surname analysis to act as a surrogate for information about
marital status (Webber, 2004). This particular extension has enabled a widespread shift
towards the development of classifications at postcode and household levels, common across
all of the main classifications on the commercial market. This is a finer geographic level
than the available open classifications.
As highlighted in Section 2.4.4, CACI can now develop Acorn with slightly different input
variables region to region, to account for cases where a particular dataset might not be
available for all areas, for instance, between England and Scotland (CACI, 2020). This
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has not been done for the purpose of developing place-specific classifications, but does
introduce a relaxing of the traditional standards, moving away from the strict use of data
available consistently across the entire extent, which could make the shift towards place-
specific classification development a more natural progression.
TransUnion also claim to have introduced a flexible modelling system into CAMEO which
enables regular updates and adaptations involving new input data (discussed in Section
3.2), which is not currently supported by open geodemographic alternatives, such as the
2011 OAC. This progression enables a widely recommended use of more timely data (dis-
cussed in Section 2.4.1). However, whilst the methodology which facilitates this is briefly
summarised in the literature at a top level, it simply references the development of “building
blocks” which facilitates the swapping of data in and out and from which the classification
is subsequently derived. There is no distinct mention of any particular statistical or spatial
method employed to achieve this. The documentation is also unclear regarding the selec-
tion, suitability, coverage, accuracy or quality of the input data used, or any transformation
applied to particular datasets, for instance, methods to attribute sample surveys to the
full population, if applicable. The extension offers a new way of thinking about flexibly
generated geodemographics, but the proprietary nature is, at this time, inhibiting its direct
replication in open geodemographics.
Additionally, as indicated in Section 3.2, several of the proprietary commercial classifications
have also begun to develop geodemographics through different lenses to deliver bespoke,
“domain specific” classifications. One such example are the Public Sector specific offerings,
discussed in Section 2.4.2. The supporting documentation does not indicate whether new
methodologies have been developed to support the creation of the domain specific classifi-
cations. However, since the development of new methodologies would likely be promoted
(albeit guarding commercially sensitive information), it is likely that these have been de-
veloped with similar, or the same, methodology applied to context specific datasets, as per
the methodology of developing domain specific classifications which have also emerged in
academic research (discussed in Chapter 8).
3.5.3 Outputs
Licensed users of the proprietary classifications can benefit from static and interactive visu-
alisations of the classification outputs, alongside detailed classification profiles, as outlined
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in Section 3.3.2 (STEP 7). These often include supplementary results and information de-
rived by appending the classification to market research outcomes and ancillary datasets,
presenting an inferred yet rich, holistic summary of the behaviours and preferences for each
classification group.
Whilst these outputs are supported by user guides, attempting to aid in the accurate in-
terpretation of the results, there is very little mention of the underlying methodologies,
ancillary data or development process undertaken to deliver the resulting outputs. As dis-
cussed, the process of developing the classification is itself black-boxed. This is the same
for the outputs produced. Though the websites offer some “technical” information, the de-
tails contained are somewhat vague, for instance, general sources of ancillary data included
are listed alongside some domain headers, such as the census and data.gov.uk alongside
“Shopping behaviour” data and “Income and savings” data. Details of specific variables are
omitted. There are risks in developing the outputs in such a way. Obscuring their creation
from view might lead to misunderstandings, and ultimately, their misuse. These risks will
be discussed further in the next section.
3.6 Criticisms, challenges and constraints impeding practical
developments
Though the framework is both well established and widely adopted, there is a great deal of
discontentment with the process which have led to widespread calls for improvements to be
made. Much of the disparagement dates back over many years, yet has led to little tangible
action by way of practical advancement. However, academic interest in the development
of geodemographic classifications was somewhat rejuvenated early in this century, as the
appetite for their application in the public sector fortuitously coincided with the emerging
trend for generating reproducible research. The growing culture for developing public policy
in an open and transparent environment, and substantial advancements in the availability of
data and low cost technologies with increasingly sophisticated GIS technologies (see Section
2.4.4). The resulting landscape led to several academics reclaiming responsibility for the
development of open geodemographics capable of challenging the commercial dominance.
Nevertheless, the contribution of these academics has not yet been the generation of a new
open geodemographic classification beyond the scope of the 2011 OAC. It has, however,
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led to the publication of a rich, largely theoretical, commentary on the contemporary sta-
tus of geodemographics and anticipations of its future direction. Whilst these discussions
have been essentially aspirational, including bold predictions for the future advancement of
geodemographics (discussed in Section 2.3.2), and the tone is largely positive, the optimistic
future-outlook is grounded in a counter-narrative, a pragmatic realism offering tangible ex-
planations for the limited progress. This narrative reflects on the stagnancy in innovation
experienced in recent decades, raises criticisms of the framework presented in Section 3.3.
Moreover, a suite of “Grand Challenges” (as coined by Longley (2007)) which must be over-
come in order to achieve the advancements prophesised are documented, each presenting a
barrier to potential progress. These challenges require acknowledgement, as a minimum, or
addressing, if possible, to raise the standard of the current outputs and help move the field
forwards. To date, the potential advancements predicted in the literature throughout the
past two decades are mostly yet to experience practical fruition outside of the commercial
Geodemographics Industry, at least in a widespread sense. Though there has been practical
research conducted, these have not led to the development of a widely used open geodemo-
graphic classification, or classification framework, beyond that of the 2011 OAC. Thus, it is
clear that many of the documented challenges remain relevant today, unaddressed and still
impeding development in the field. A holistic consideration of these challenges is therefore
necessary to understand where geodemographics is at, particularly in academia and the
public sector, and to consider how to advance the practice to reap the potential rewards
which have been proffered, whilst highlighting the possible limitations which continue to
restrict the development of new open geodemographic classifications.
Thus, this section draws from Longley’s (2007) initial presentation of the perceived Grand
Challenges, and from additional concerns presented across the wider body of literature, to
summarise the barriers and limitations which are most frequently presented or are posing
the greatest threat to future developments. These criticisms are presented here in four broad
themes. These are raised, not to warn against the use of geodemographics, but to highlight
the areas which require development and attention to enable future innovation. Many are
challenges which are broader than geodemographics and are either typical in data analysis
and data science more generally, or in other elements of GIS, but others are more specific
to the field (Longley, 2012).
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Whilst Section 2.4.3 addressed criticisms raised against the blind adoption of commercial
classifications, and the limitations of using those developed in black-boxed environments,
this section extends beyond these concerns to review criticisms of the practical framework
for developing classifications, more explicitly, and the restrictions which have seen its fall
from a tradition of developing cutting-edge techniques, to a practice reliant on a long estab-
lished, but heavily criticised, standard framework. The following discussions will critically
review the literature published throughout this period to consider the challenges more closely
whilst also reflecting on their continued relevance. In doing so, this section will also explore
whether the framework itself remains relevant and appropriate, whether it is meaningful
both statistically, geographically, or in a real-world sense, or whether, in an era of unprece-
dented development in Machine Learning and Artificial Intelligence, the process is outdated,
and if there might be more cutting-edge, twenty-first century approaches, or methodologies,
which ought to be taken advantage of and which might address, or circumvent, the chal-
lenges which have presented such robust barriers in progress until now. Outcomes of these
explorations will be used to develop and expand the research agenda for this thesis. Whilst
the core aim of generating an open place specific geodemographic classification was set in
Chapter 2, this review of the critical literature will inform whether (and which) other im-
provements will also be sought in the development of this classification generated within
this thesis.
3.6.1 Theme 1: Outdated thinking and limited innovation
At the turn of the century, Openshaw (2001), a significant academic contributor to geode-
mographic development, and an equally strong proponent as a critic of the practice, offered
one of the most scathing reviews of geodemographic classifications to date. Speaking in the
context of employing geodemographic targeting in commerce, he labelled the framework a
“simple, sloppy, sixties system” and a “dumb, old-fashioned, legacy technology”. Moreover,
he questioned whether the “poorly developed modelling system” ought to be improved, or
instead, laid to rest and replaced with a more advanced and more appropriate, twenty-first
century technology of “next generation systems”.
At this time, investment, interest and thus tangible development had been almost exclusively
the realm of the private sector for over twenty years (see Chapter 2). Academic disinterest
led to a stagnancy in non-commercial innovation (Singleton and Spielman, 2014), and as
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such, though open geodemographics did see the generation of the 2001 OAC when aggregate
census data was made freely available (and the subsequent update following the 2011 census
release), the sophistication of the commercial offerings were unmatched by non-commercial
alternatives. Moreover, whilst there have been some developments derived within the com-
mercial Geodemographics Industry since its inception in the 1970s (see Section 3.5), these
have been limited in both quantity and scope, and as mentioned earlier, evolutionary rather
than revolutionary (Gale et al., 2016).
Though this might imply a level of success in the current classification offering which does not
warrant improvement, the wealth of criticisms made in the academic literature suggest that
this is unlikely. Instead, it is more likely that potential developments which might benefit the
accuracy or relevance of the classification itself might, in a commercial sense, offer limited
returns on investment. As is the nature of the private sector, commercial requirements
might not align with the need to develop the ‘best’ or most accurate classification, per se, but
instead value a product which satisfies the end user and maintains a level of customer loyalty
(discussed further in a consideration of success measures in Section 3.6.2). As such, financial
and time investments will likely be made with this objective in mind. Consequently, as per
Openshaw’s critique, the Standard Framework presented in Section 3.3.1 has experienced
limited development, despite substantial technological advancements throughout the interim
years.
Openshaw himself conceded in the same critical review that, “even old-fashioned geode-
mographic targeting is better than no targeting” (Openshaw, 2001). However, it is, again,
important to note that this remark was made in relation to commercial applications of the
existing geodemographic classifications. It is difficult to know whether he would have sim-
ilarly concluded in the use of geodemographic targeting in a public sector context, where
the stakes are potentially much higher, and where accuracy could be more critical (Longley,
2012; Singleton, 2016a). In the development of public sector classifications, it is important
to reconsider the implications of Openshaw’s concerns, to ensure that any future develop-
ments do not continue to extend the life of legacy systems which, if outdated in 2001, are
likely increasingly so today, particularly as other fields leap ahead of geodemographics in
their adoption of cutting edge Machine Learning methodologies (Singleton and Longley,
2009b).
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Though (Openshaw, 2001) contemplated, almost two decades ago, whether the common
practices for deriving geodemographic classifications required an overhaul, highlighting his
concerns with the methodology even then, the practice which is still largely unchanged
today, continues to age. Consequently, Dalton and Thatcher (2015) express similar concerns,
presenting geodemographics as an antiquated approach, and suggesting that the next phase
of development might adopt the current practice as a precursor upon which to develop more
advanced techniques, integrating the big spatial data now available to more intelligently
derive insights about populations and target individuals.
However, whilst Dalton and Thatcher (2015) make loose references to contemporary “tech
companies” and their transformation of targeted marketing enabled by their access and
use of the spatially aware data reserves, the discussion of what these advancements could
practically look like, and how the open geodemographics sector might learn from them to
underpin their own transformation, is limited. To take complete and meaningful advantage
of the growing availability of data, researchers will likely need to adapt their practices, closely
considering practices currently more commonplace in other fields, such as Computer Science,
namely Machine Learning (ML) and data visualisation, and make use of the techniques found
there (Arribas-Bel, 2014).
Rather than entirely replacing the legacy system with a whole new, modern approach based
on opportunities afforded by more recent statistical and technological developments, more
commonly, the trend within the literature has been more in-line with Openshaw’s iterative
improvement approach, retaining the strengths which underpin the popularity of the practice
whilst introducing advancements. This is evidenced in the commercial sector throughout
the advancements listed in Section 3.5. In academia, studies from Singleton and Longley
(2015, 2009a) and Burns et al. (2018) demonstrate recent examples of researchers identify-
ing and exploring adaptations of the Standard Framework to shift to a local-level extent,
generate a domain specific classification reflecting groups based on a single issue and develop
a classification for individuals, respectively.
This thesis itself presents the next phase of place-specific geodemographic classifications
with an intended public sector primary end-user base, but with a consideration for trans-
ferability into other sectors. The work presented throughout Chapters 4-8 offers further
customisations of the Standard Framework, evolving the traditional approaches to several
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of the steps listed in Section 3.3.1, and in the research and studies which have come before.
Whether there is a more appropriate approach available in the technologically advanced
times in which we find ourselves today, which does not rely on the legacy framework at
all (as per Openshaw’s (2001) musings), remains to be seen. However there are definitely
advancements proposed in the literature which have yet to be developed and which might
offer improved solutions and more appropriate classifications than those currently available.
Thus, this work aims to test some of these theories first, including, primarily, shifting to
a local-level classification and expanding the data to include non-census variables. This
is a more pragmatic and realistic approach in the scope of this project than condemning
the practice as it currently stands and starting again, looking to discover an entirely new
system.
3.6.2 Theme 2: Pragmatic divorce from theory
Whilst the pre-cursors of geodemographics took a journey through sociological theory in the
era of Urban Ecology, introducing a particular consideration of the meaning behind the soci-
etal structures identified, the development of modern geodemographics has been somewhat
divorced from theoretical underpinnings for many years (Beaumont and Inglis, 1989; Alex-
iou and Singleton, 2015), instead, employing an approach which has been fundamentally
data-led (Singleton and Longley, 2009b).
This echoes the experience of many fields adopting Data Science more broadly, where an
increasing dependence on data-led practices has often occurred at the expense of theoret-
ical development (Singleton and Arribas-Bel, 2019). This is particularly promoted in the
adoption of unsupervised learning methods, as in geodemographics, which are run without
a-priori expectations and which thus behave counter to the tradition of testing a hypoth-
esis, or seeking understanding of causality (Harris et al., 2005). These are, however, not
new criticisms of geodemographics. Theoretical concerns plagued development in the era of
Factorial Ecology, subsequently resulting in the withdrawal of study from academics who
were sceptical of the fundamental assumptions being made (see Section 2.3). In an effort
to avoid a similar fate, modern open geodemographics ought to ensure that research in the
field is grounded in relevant and appropriate theoretical constructs.
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Disregard for theoretical principles of geography
There is a concern that the importance of geographic principles in the development of
the methodologies underpinning the Standard Framework might also be relegated in this
shift in practice. As spatial data generated from commercial transactions, social media
communication and local government activity is made available at unprecedented speeds
and volumes, encouraging its adoption by users beyond those with GIS specialisms, there is
a risk that considerations for the unique epistemology required to suitably handle such data
could be somewhat lost. This is a problem broader than geodemographics and is inherent in
the wider practice of spatial Data Science in general, credited to increased dependence on the
data and data-led practices coinciding with a decreased emphasis on theory development,
which once prevailed (Singleton and Arribas-Bel, 2019).
In response, geodemographic researchers particularly promote the importance of geographi-
cal theories in the literature, with Longley (2007) proclaiming spatial literacy as essential in
analysis of spatial data, which comes with unique problems requiring a specialised skillset.
Whilst spatial analysis in the consumer domain is not seeking to derive geographic under-
standing, as per some of the Urban Analysis pre-cursors to geodemographics, but instead
are looking to offer a means of better targeting consumers (Dalton and Thatcher, 2015),
there are concerns that critical geospatial principles are not being afforded the necessary
attention.
In some instances there seems to be a disregard for the spatial element of the process entirely.
Notably, the clustering methods employed in STEP 4 of the Standard Framework are applied
a-spatially. Fundamentally, this is not a geographic procedure until the result is mapped
back onto the small-area geographies for which classifications have been derived (Harris,
2001). In so doing, it becomes difficult to be sure whether specific geographical effects,
which are known and understood by geographers and GIScientists have been appropriately
accounted for, or at least given the necessary considerations (Singleton and Arribas-Bel,
2019).
There are several more tangible concerns with regards to the spatial literacy required in
other stages of the framework. For instance, it is essential that geodemographic classification
developers are also aware of the potential pitfalls of well-known geographic principles such as
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the Ecological Fallacy and the MAUP (discussed in Section 3.3.2, STEP 1), particularly in
the early stages when defining the geographic boundaries and aggregating the data. These
are dangers ever present in the use of spatial data, which are yet to be solved and thus
necessary to be understood (Dalton and Thatcher, 2015). An understanding of less widely
discussed dangers, such as Ecological Correlation, which cautions against attempting to
infer correlations from aggregate to individual level, is also advised (Robinson, 2009).
Effects of Ecological Correlation could be particularly pertinent in the interpretation of
geodemographic classification outputs. Inferring characteristics of the classification group
back to the small-area geographies in the interpretation stage could re-introduce the poten-
tial for falling foul of the Ecological Fallacy, particularly in the development of pen portraits
or population profiles. There will be some heterogeneity within clusters, and thus, not all
small-area geographies will map directly to the characteristics of the cluster average (Harris
et al., 2005), though improved discriminatory power of a classification will naturally reduce
the potential impacts (Burns et al., 2018).
Therefore, caution should be taken to account for the effect of these principles at various
stages throughout the process, including in the data preparation phase and in the classifica-
tion group naming stage, where there is a further risk of propagating the Ecological Fallacy
(Gale et al., 2016). Thus, these are important considerations for developers and end-users,
alike. Particularly in the development of the proprietary commercial classifications, it is
difficult to assess whether, or ensure that, developers have appropriately generated the clas-
sifications with these urban methodologies in mind (Singleton and Arribas-Bel, 2019; Reibel,
2011).
No standard definition or measure of “success”
Challenges associated with evaluating a geodemographic classification’s success are well
documented. Indeed Openshaw (2001) claimed that it is rarely possible to establish whether
the result achieved is better than random. Whilst others are not quite so pessimistic, the
literature does highlight a swathe of complexity in this regard. Primarily, difficulties exist in
developing a definition of success, creating clear ideas of what it looks like, and developing
methods of measurement. Moreover, validation of the model and success are regularly
conflated across the literature, further complicating the discussion. One might consider
whether the predominant concern should be in generating the optimal model, in deriving
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the most accurate result, or in creating an output which will add the most value in future
applications. For example, one might argue that is is good enough to develop a classification
which is fit-for-purpose in an application, which might not be mathematically optimal, but
works to an acceptable level of accuracy for the intended end-use. Whether these intentions
are mutually exclusive, and how one might tangibly measure the achievement of each, are
also necessary considerations.
These considerations are particularly important in the development of classifications to be
used in the public sector, where the notion of good enough, might be substantially different
to in commercial applications. There is a sense that success is often considered financially in
the commercial sector, in terms of customer loyalty and continued licensing (Longley, 2007).
End-users, of both paid-for and free classifications, might also develop their own measures
of success in terms of the benefits gained in subsequent applications of the output. Both are
inherently vague methods of evaluation, dictated by the level of accepted accuracy. Critics
suggest that if, as is the case in many applications in the private sector, the intention is to
add any amount of additional insight which could result in an uplift in sales, the boundary of
success is lower than, for example, in the application of the output for predicting requirement
of medical resources. In the latter example, the stakes are potentially higher and might thus
demands a higher threshold of success (Beaumont and Inglis, 1989; Longley, 2005). Again,
this relates back to the discrepancy in motivations discussed in Section 2.4.3.
Alternatively, many academics propose notions of success in a far more abstract sense.
This could be theoretically, in terms of the identification of real-world divisions as per
Singleton and Spielman’s (2014) definition. Otherwise, it could be mathematically, in terms
of the identification of optimal cluster groupings which perform better based on measures
of similarity and dissimilarity. This is seen in Singleton and Longley’s (2015) development
of the LOAC, and underpins the iterative clustering methodology in the development of the
2011 OAC (Gale et al., 2016).
Fundamentally, analysts are looking to capture similarity within classification groups. In a
real-world sense, these are highlighted through shared characteristics (Voas and Williamson,
2001). Such a notion is rooted in Tobler’s first law (quoted in Section 2.2), cited frequently
by academics as the founding concept underpinning geodemographics (Harris et al., 2005),
which speaks of an association between the similarity of things and their physical close-
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ness. However, this somewhat ambiguous statement seems to be an over-simplification of
a complex concept (Voas and Williamson, 2001). The concept of similarity in this context
is sparsely defined in either the theoretical or practical sense. With no defined metrics of
similarity, either quantitatively in terms of measurement, i.e. how similar, or qualitatively,
i.e. in which dimensions similarity is expected, the tangible interpretations of the notion
have manifested in a series of different ways.
For example, it is unclear in how many dimensions one might expect objects (e.g. small-area
geographies) in a group to be similar to consider the grouping a success, or what the mea-
sure for similarity might be, if there even is a universal objective measure or if it is context
dependent. Moreover, whether the shared characteristics identified by a geodemographic
classification should relate to the demographics of the individuals in the small-area geogra-
phy, or to their attitudes, behaviours, preferences or observed activity, is undefined. Such
a decision is regularly dictated by the context in which the classification is later applied.
This could be a consequence of the unsupervised machine learning methods employed and
the lack of hypothesis to test against when attempting to validate the result (Harris et al.,
2005).
Despite these challenges, there are a suite of proposed methods for measuring and validating
the success of a classification. The validation stage in the Standard Framework (Section
3.3.2, STEP 8) offers tangible techniques for assessing the classification performance, though
each differ in their intentions, exposing the inconsistencies in the standard approach. For
example, a mathematical evaluation of the closeness of the clusters based on similarity and
dissimilarity measures is suggested. This is a clear validation of the statistical process, but
pays no heed to the real-world meaning of the groupings. There are also no defined guidelines
dictating the necessary measure of closeness which must be achieved to be considered a
successful result. The results are thus open to interpretation based more on their utility than
any technical standards (Parker et al., 2007). Additionally, it is not possible to observe or
participate in this form of validation for the black-boxed proprietary classifications developed
in the private sector (Harris, 1998).
Empirical analysis involving the application of ancillary data to the output is also frequently
employed to identify whether patterns emerge, indicating shared characteristics within clas-
sification groups (Singleton, 2010) (discussed in more detail, supported by examples, in
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Chapter 8). Alternatively, Singleton and Longley (2009b) and Vickers and Rees (2011) rec-
ommend consultations with residents, which Vickers and Rees refer to as “ground-truthing”
the result, evaluating how well the output reflects real-world phenomena from the perspec-
tive of the lived experience and granting increased autonomy to the end-user (discussed
in Section 3.3.2, STEP 8). In theory, the optimal solution might be one which succeeds
in each of these proposed measures, however, there is limited guarantee that the optimal
cluster result will identify meaningful real-world divisions.
Whether these techniques identify success is dependent upon the definition, for which there
is no clear consensus (see Section 3.6.2). Moreover, each of the proposed solutions are
inherently subjective, and even the ‘objective’ statistical measures rely on a subjective in-
terpretation. In seeking to assign meaning to the groupings, it is easy to see how such an
approach might be open to identifying and attributing meaning or interpreting phenomena
which might not tangibly exist, for instance, in deriving findings which are simply artefact
of the statistical processes, or of decisions made by the developer, or which are biased, influ-
enced or led by pre-existing expectations of the population (Singleton and Longley, 2009b;
Vickers and Rees, 2007). This was the fundamental criticism of the work undertaken by
Shevky and Bell (1955) over 70 years ago, which weakened trust in classifications devel-
oped at the time (see Section 2.3.1). Moreover, in consultation with residents, Parker et al.
(2007) identified a phenomena of individuals disassociating with output results themselves,
but identifying the highlighted attributes in their neighbours, as noted in (Section 3.3.2,
STEP 8). Thus a balance of expert and local opinions might preferably be sought.
It thus remains difficult to tangibly and definitively define success in terms of a geodemo-
graphic classification, or to assign meaning to the results in a way which supports interpreta-
tion and useful application by the end-user. It is evident that there is no standard, objective
method of assessing how good a classification is, or even in defining what it means for a
classification to even be good. Moreover, it is an aspect of the development process which
has received limited attention for decades (Alexiou, 2017). The literature focuses more on
how to employ geodemographics, than if and how they work, who for, and how success
might tangibly be measured (Webber, 2004). Future research might seek to re-consider
these concerns in the development and evaluation of the next generation of classifications
(Harris et al., 2005).
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Denunciation of traditional general-purpose classifications
Finally, there is a lively debate in the literature regarding both the appropriateness, and
increasingly, the necessity for general-purpose classifications, particularly in comparison
to domain specific classifications, the development of which is becoming more accessible
(Longley and Singleton, 2009a). This will not be discussed in detail here, since a detailed
discussion on this topic is to follow in Chapter 8. However, many of the key arguments of the
debate in favour of domain specific classifications, particularly those relating to its appropri-
ateness, criticise the theoretical principles underpinning the core notion of general-purpose
classifications, and challenge the contextual and real-world relevance of classifications devel-
oped without an a-priori purpose (Voas and Williamson, 2001). Thus the debate warrants
at least a brief mention within this general theme relating to the divorce from theory.
3.6.3 Theme 3: Outdated, untested or undefined methodological
approaches
As per Openshaw’s (2001) critique, elements of the Standard Framework are seemingly
outdated and warrant more exploration in light of current technological advancements.
Particularly, the literature highlights a need for improvements in the methodologies used for
variable selection, increased consideration of the data transformation practices and broader
testing of alternative clustering methods, as summarised below.
Requirement for improved variable selection methods
Conscientious preparation of the model upfront, particularly in terms of choosing suitable
input parameters, can assist generating better outcomes. Specifically, the considered selec-
tion of appropriate attribute variables for input into the model, and associated data, has
for a long time been widely acknowledged as important in determining the success of the
resulting classification (Rees, 1972), for example, in the development of more meaningful
and appropriate classifications, where the societal divisions identified are truly driven by
the data and variables employed (Singleton and Spielman, 2014). The structures of most
interest in the data might be defined by just a subset of the input variables. In such a case,
the other variables might be useless, or worse, introduce harmful noise, detracting from the
ability of the method to best decipher the genuine structures (Maugis et al., 2009). Thus
careful and intelligent variable selection is essential.
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This is arguably the most subjective element of the process, however, clear reasoning behind
variable selection is not always present, limiting the potential for external appraisal. This is
often a consequence of classification development primarily occurring within the geodemo-
graphics industry, where commercial sensitivity has led to vast amounts of the process being
hidden from observation in each case (Longley, 2005, 2012). Some objectivity is introduced
in the development of the 2011 OAC by the use of sensitivity testing methods (Gale et al.,
2016), however, the results of this objective analysis are taken as simply guidance and are
overridden where decisions might conflict with priorities (see Section 5.3.2).
Burns et al. (2018) stress the necessity for ensuring that the variable selection process is not
arbitrarily dictated, potentially degrading the meaning of the final classification. Arbitrary
variables might identify some patterns in residential distributions, though these might not
align with the core classification objective. The variable selection stage might thus also be
used to increase the relevance of the classification in terms of its purpose, for instance, in the
case of a domain specific classification, this phase should support the selection of relevant
attribute variables which are going to generate meaningful classifications, in the context of
the specified domain.
A review of the promotional materials in the commercial literature released by the com-
mercial classification vendors suggests a broad generality in the types of data and vari-
able domains incorporated into the generation of general-purpose classifications. These are
typically demographic variables, though are increasingly supported with some alternative
behavioural and attitudinal data, often drawn from transactional sources (Singleton and
Spielman, 2014). Though this is true for general classifications, many suppliers of geode-
mographics also offer a suite of context specific classifications, as demonstrated in Section
3.2, which are each derived from a more selective set of idiographic variables.
The number of variables selected might also impact the output as much as the context of
the variables. The inclusion of too many variables has the potential to reduce the ability
to identify similarity between areas. Conversely, the inclusion of too few might limit the
ability to derive a rich, holistic picture. Thus a balance must be struck (Burns et al., 2018).
Increasingly, as societies grow ever more complex, and data availability simultaneously intro-
duces seemingly infinite potential, the necessity for sophisticated data and variable selection
methodologies is magnified (Reibel, 2011; Longley, 2012). Such methodologies necessarily
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need to become more discriminatory. Data should be interrogated for its usefulness, not
simply adopted because it is available, or easy to incorporate (Harris, 1998). This is partic-
ularly true in the development of domain specific classifications, or, as is the focus of this
thesis, in the development of place-specific classifications. In the latter, the identification of
local populations might benefit from the use of bespoke sets of attribute variables informed
by a deeper understanding of the factors which uniquely drive social disparities in the lo-
cal context. Therefore, the development of such improved variable selection methods will
become another focus of the research agenda underpinning this thesis.
Implications of complex data transformation options
The use of different data transformation methods also has the potential to effect, or change,
the resulting output. As such, these decisions warrant careful consideration. Again, there
is no standard practice adopted across all classifications. The challenge presented by the
complexity of transformation methods is evidenced in the considerations made when trans-
forming, or normalising, of the data.
As mentioned in 3.3.2 (STEP 3), skewed data can negatively affect the cluster assignments
in the common cluster methods (Gale et al., 2016). However, it is not always desirable to
normalise input data to the mean, particularly where to do so could remove genuine fea-
tures which are worth understanding and including (Singleton and Longley, 2009b), such as
those reflecting unique local phenomena (Singleton and Spielman, 2014), or which could be
theoretically interesting (Reibel, 2011). These phenomena could be exactly the local distinc-
tions which differentiates communities well and could thus underpin a good geodemographic
classification.
As an alternative, some developers opt instead to apply weights to the data to adjust the
influence of each variable, instead of transforming the data. However, this could introduce
new concerns, particularly regarding the potential for subjectivity or bias in the application
of the weights, since these are often empirically chosen (Singleton and Longley, 2009b). It is
possible to run tests of different weightings, comparing the results against ancillary data to
see the impact of the different decisions on the discriminatory power of the result (Webber,
2004) to regain some objectivity, however, this is still not the standard practice.
The developers of the 2011 OAC (Gale et al., 2016) acknowledged the potential impacts of
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the transformation processes in opting to select the procedures applied to their data based on
multi-method testing, analysing the influence of several transformation procedures (detailed
in Section 3.4.2). Such an approach might offer some reassurance in supporting the complex
decisions made in this stage of the classification development process.
Recommended exploration of alternative clustering methods
As mentioned in Section 3.3.2 (STEP 4), k-means clustering is adopted as standard in the
development of most geodemographic classifications (Alexiou, 2017). Although it is difficult
to irrefutably verify this claim with regards to the proprietary classifications developed in
closed environments in the private sector (Longley, 2007).
There is limited evidence in the literature of the selection of k-means being based on thor-
ough research of the possible options available in terms of clustering algorithms, or multivari-
ate analysis more broadly. One might thus infer, as per Openshaw’s (2001) comments, that
this decision is one which is guided primarily by ease and tradition, and which has been
made somewhat uncritically (Longley, 2012). Despite the assertions that such decisions
warrant repeated review, Openshaw (2001) is specifically sceptical that ‘better’ methods
of classifying produce results which are substantially better. However, there is a hint of
conjecture in this claim, and specific research to test such a hypothesis might be warranted.
One development which Openshaw (2001) does champion is a consideration of the use of
fuzzy clustering methods, which allow for the allocation of small-area geographies to more
than one cluster group, taking the uncertainty of the cluster solution (discussed in Section
3.3.2 (STEP 8)) into consideration. A basic, manual demonstration of such an approach
was employed by Charles Booth, in his early descriptive map of poverty in London (Harris
et al., 2007) (see Section 2.3.1). Despite the potential for more nuance in a fuzzy result
which accounts for uncertainty (Slingsby et al., 2011), such a practice is less common today,
where simplicity is favoured, and classifications are designed to generate mutually exclusive
groups.
Additionally, cluster methods are inherently aspatial. The effect of this is to consider sim-
ilarity only in the attribute space, which has the potential for reducing local sensitivity
(Alexiou, 2017). If Tobler’s law is the theoretical underpinning of the methodology, as it is
so often cited to be (Harris et al., 2005), one might wonder whether geographical distance
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might necessitate a role in the methodology. There is thus some scope to develop meth-
ods which build some geographic context into the methodology, to develop location aware
geodemographics. This could involve the application of a spatial weighting to the variables
based on neighbourhood relationships, prior to running the cluster analysis (Adnan et al.,
2013; Alexiou, 2017). In doing so, the idea of ‘close’ will need a more tangible definition.
The research of Alexiou (2017), in particular, acts as a recommendation for future research
focusing on the exploration of alternative cluster methodologies to extend their exploration
in the direction of location aware geodemographics.
Some critics dispute more broadly whether clustering methods in general should be the go-
to methodology for deriving the classification groupings at all (Reibel, 2011). As outlined
in the previous chapter, though the process detailed in the Standard Framework is well
established, a range of other methodologies were trialled throughout the long history of re-
search commonly regarded as precursing Modern geodemographics (see Section 2.3.1). The
exploration of alternative methods, or even alternative cluster methodologies is not priori-
tised in this thesis, since a single thesis can not address the impact of all potential decision
processes which could be made in the development of a geodemographic classification (Sin-
gleton, 2016a), and the exploration of other elements have taken priority. Moreover, many
of the decisions made in this thesis extend a consideration to the potential for replication
of the output. To this end, the ease of application in the incumbent methodology, namely
k-means clustering, does present a particular benefit in this case. However, it remains vital
to have an awareness of the criticisms which have been raised against this methodology, and
its potential limitations, particularly when it comes to interpreting the classification output.
3.6.4 Theme 4: Practical challenges constraining development
Some of the challenges raised in the literature, which have thus far constrained development,
are simply practical. One of the most crucial, in the context of the aims of this thesis,
are the challenges presented in the effort to adopt increasingly non-census data in open
geodemographics.
Though the literature discusses the broadening availability of open and public sector data,
also presented here in Section 2.4.1, in the UK, the public sector data infrastructure and open
data landscape are not yet developed enough to offer alternative data sources reliable enough
to reduce the dependence on the census (Singleton et al., 2016). There is thus quite some
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way to go to completely end the use of census data, as has been achieved in the private sector
in the development of Acorn by CACI (Sleight, 2014). In comparison to the availability of
data in the commercial sector, the public sector availability is extremely limited. Moreover,
the presence of the data is not the only concern. Often, even the available data is poorly
stored, maintained, documented or embargoed by complex sharing agreements. Examples
of good, positive uses of this data might encourage a relaxing of the fears which have
necessitated such caution (Longley, 2005), however, it is difficult to produce such examples
without first gaining access to the data. Nevertheless, the government initiatives discussed in
Section 2.4.1 could play an increasing role in opening up these forms of data going forward
and in improving its quality, in addition to organisations such as LIDA and the CDRC,
which has played host to the work conducted in this thesis, and collaborations with LAs, as
demonstrated with the partnership with LCC here.
Yet thus far, the commercial sector have been in a position to respond more quickly, to take
advantage of even publicly available and open data in the development of geodemographics
(Singleton and Longley, 2009b), likely benefiting from better infrastructure and processes,
more investment and an increased understanding and a more longstanding respect of the
value of data. The commercial sector might have also been in a better position, or more
ready to accept the trade-off for the less easily quantifiable benefits which come with an
investment in data. The public sector, which burdened by its accountability to the tax payer
and restricted by budget cuts, might be encumbered by a reluctance to invest as readily in
the groundwork needed to support future innovation.
Evidence of these practical constraints will be presented, and discussed in detail, in Chapter
5, where efforts are made to begin to adopt novel, non-census data into the Standard
Framework.
3.7 Twenty-first century approaches: Evolving and extend-
ing beyond the Standard Framework
In response to Openshaw’s (2001) reference to extending the current practices of geode-
mographic classification development beyond the traditional, legacy systems, and bringing
them up to date with more contemporary approaches, the following section considers the
recommendations which have been made to extend the field in this direction. The body of
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literature including this type of discussion is far more limited than has been dedicated to
describing and considering adaptations of the traditional approaches. There is thus a trend
for continuing the tradition of incremental, evolutionary improvements, rather than offering
approaches for a complete revolutionary overhaul of existing practices, as noted by Gale
et al. (2016).
Their own study, the development of the 2011 OAC, itself promotes progress in such a man-
ner. Currently, as outlined throughout this chapter, although there is a standard framework
upon which the development of most classifications are based, the framework itself typically
remains the property of the developer, and the standard practice is to share the outputs pro-
duced in Section 3.3.2 (STEP 7). The consequences of this, as discussed at length, include
an inability to test and re-produce the result and to make regular amends, for instance,
to manually update with additional data, more up-to-date data, or to be able to adapt to
produce more bespoke domain specific outputs. The decision of Gale et al. (2016) to openly
publish the 2011 OAC, including all source code, input data and supporting materials, were
made with these facilities in mind. They were explicitly keen to support exploration and
adaptation and increase the autonomy of the end-user in their adoption and application of
the classification. Though original outputs are produced, users are encouraged to adapt the
material to develop their own extensions.
However, the possible adaptations might be somewhat restricted in practice. For example,
given its reliance on static input data which has just a ten year update cycle, data updates
would require access to new and appropriate datasets, the availability of which at the re-
quired national extent and OA level might be limited. There is, however, scope to extend
or develop the methodology in several other ways. For example, it is possible to generate a
version of the 2011 OAC at a place-specific extent, as demonstrated in the development of
the LOAC and here in the next chapter. This shift in extent could in turn open up access
to new appropriate datasets. In this direction of development, the code and documentation
of the 2011 OAC offers a usable Standard Framework which can be customised, making
the development of new classifications more accessible. Moreover, the outputs offer a good
“benchmark” against which outputs resulting from customisations of specific elements, be
it those developed with new data, a new geographic extent, new clustering techniques, or
new variable selection procedures, might be compared to and validated against.
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Similarly, Gale et al. (2012) have extended this idea to develop “GeodemCreator”, a tool to
support the development of bespoke classifications (introduced in Section 2.4.4). Whilst this
tool supports the inclusion of custom data, its focus on an end-user who is not an experienced
geodmeographic classification developer means that it is otherwise largely inflexible.
Nevertheless, the acknowledgement that future researchers might want or even need to adapt
the 2011 OAC, or have a convenient tool for developing their own classifications, is also an
acknowledgement of the evolving notion in geodemographic classifications that there might
not be a one-size-fits all solution. Singleton et al. (2016) similarly identify that it might
become increasingly appropriate to support a shift towards end-users as developers, enabling
them to create and build fit-for-purpose classifications on-the-fly, encouraging a problem-
centric approach. These discussion of on-the-fly, or dynamic geodemographic classification
development currently feel the closest to revolutionary developments of the field, despite
the notion still being underpinned by a version of the Standard Framework.
The extension of more flexible approaches for developing classifications might also support
the generation of more real-time, or at least more regularly updated, classifications, as iden-
tified in the commercial sector as a priority already (see Section 3.2). Such a development in
the open geodemographics sector are particularly attractive, where there is a concern that
the accuracy and appropriateness of the current census based classifications decreases over
time (Singleton et al., 2016). Such a shift might also introduce a new dimension to the po-
tential of geodemographic classifications, one which enables the consideration of life-stage
trajectories, again, a current priority of the commercial sector, particularly TransUnion
(see Section 3.2). This kind of practice could evolve to incorporate the consideration of
two speeds of turnover in an area, overlaying residential turnover a-top of the more stable
and ever-present underlying social structures (Longley, 2012), introducing a more dynamic
element into geodemographic classification.
However, a dynamic approach to classification development might not be favourable to all
end-users, who might be reluctant participants in the creation phase (Singleton et al., 2016).
Naturally, the extensive detail outlined in this chapter regarding the essential considerations
to be made by classification developers, particularly the decisions which are crucial in ensur-
ing an accurate, non-biased result, demonstrate that any shift in this direction must support
end-user-developers to build classifications carefully, and in a manner considerate of all of
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the potential pitfalls. As such, one approach might involve a close working partnership
between those with geodemographic expertise maintaining the framework and supporting
the end user in understanding the development process and making the necessary decisions.
It would be incumbent upon the party with geodemographic experience to ensure that the
impact of the decisions were understood, and upon everyone ensure that the process is run
without bias and as impartially as possible.
There are also technical challenges to on-the-fly classification development which still need
to be overcome. For instance, the use of slow-running k-means clustering could present some
challenges, unless adapted for with high computational processes (Singleton and Longley,
2009b). Studies by Singleton et al. (2016) and Adnan et al. (2010) have explored the
possibility of this idea somewhat. However, issues were identified with the current computing
capacity, though both are hopeful that such issues are not insurmountable.
This discussion represents some general aims for the future of geodemographics, beyond
those which have been discussed before and which are the specific aims of this thesis, i.e.
the shift to place-specific classifications and the intelligent and informed incorporation of
a broader range of data in the build of an open geodemographic classification. The ad-
vancements which have been discussed in this section are beyond the scope and focus of
this study, in a broad sense, but are worth considering nevertheless to capture a holistic
picture of the status of current research in the field. Moreover, some of these considerations,
particularly in the facilitation of more bespoke, purpose-ed classifications by the end-user,
specifically where the end-user might be LCC, are afforded a little attention in Chapter 8
and Chapter 9 of this thesis.
3.8 Next steps and project outline
This chapter opened by asking whether the next evolution of progress in geodemographic
classification development should continue to adapt and evolve the traditional framework,
or whether it is time to seek a more revolutionary approach. It also questioned, in each case,
which the most critical developments are that should be addressed. After documenting the
Standard Framework as the template upon which almost all modern geodemographics have
been developed, followed by an in-depth summation of the criticisms and “Grand Chal-
lenges” facing the existing practice, it is evident that there are many elements which could
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be targeted for improvement, or update. However, it is also clear that the solutions to most
of the concerns raised are non-trivial, given the time that has passed with limited widespread
advancements, particularly in the open geodemographics landscape, since Longley (2007)
published his comprehensive warning of these challenges.
This thesis takes advantage of its high-level collaboration with LCC to present a series
of practical investigations aimed at further extending and evolving the geodemographics
literature and practices. As Singleton (2016a) alluded to, it is not feasible to attempt to
address all concerns in a single research project, some must be prioritized, and others must
be recommended for future research. Consequently, in this thesis, Chapter 2 has already
highlighted place-specific exploration as an overarching theme of the research. The scope
for broadening the input data source beyond the census is also of interest and will be simi-
larly reviewed. This chapter has additionally highlighted variable selection procedures as a
candidate for further exploration. Since variable selection concerns have plagued geodemo-
graphics since SAA (see Section 2.3.1), it has been a longstanding critical issue. However,
it is also increasing in contemporary importance as new data sources are considered for
inclusion in classification development. It therefore seems natural that it should also receive
attention.
Explorations will begin with the generation of a benchmark Leeds-specific version of the
2011 OAC in Chapter 4 (named the “LSOAC”), which has received a detailed review in this
chapter to support its development. This will act as the baseline for iterative adaptations to
follow in the remaining chapters, which will focus on extensions to include novel data and
new variable selection procedures. For consistency, and to act as validation of the impact of
each change made in each chapter, the remainder of the methodology will remain consistent
with the Standard Framework as adopted by the 2011 OAC. Each method will be compared
as per the methodology demonstrated in the LOAC/2011 OAC comparison (Singleton and
Longley, 2015), to either the OAC, the LSOAC, or the best update which has been generated
prior to the current method. This will enable an evaluation of the impact of the change
made in each iteration.
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Summary
This chapter has outlined the current practical status of geodemographic classification devel-
opment in the UK alongside the perceived weaknesses of the current practices, situating the
research to follow in the existing landscape, whilst also setting out a baseline classification
to be used throughout the analysis.
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Chapter 4 - Place-specific classification for Leeds
4.1 Introduction
As budgets decrease and service provision and resource allocation is further devolved, LAs
are increasingly looking for ways of developing smart decision making to achieve much
needed efficiency (Longley, 2005; Ashby and Longley, 2005). Geodemographic classifications
purport to offer a level of insight into populations which can support more targeted public
sector interventions, with similar success having been achieved in commercial enterprise.
However, LCC, who have been seeking to employ such classifications in their own practice,
have raised concerns regarding the suitability of those available at present, and their ability
to accurately reflect the residents within their city.
The previous chapters have outlined these concerns in more detail, and have offered as
an explanation, the limitations associated with the tradition of deriving classifications at
a national extent. In summary, there is a concern that such a methodology for deriving
classifications could result in outputs which fail to identify, or may even mask, population
patterns uniquely present in particular regions (Alexiou, 2017; Singleton and Longley, 2015).
Such an effect, it is theorised, could impose restrictions on the ability to derive the level of
local context which is required for successful targeted application in the public sector. The
most popular geodemographic classifications, both public and commercial, are all currently
generated at a national extent. However, these concerns regarding their suitability is leading
to growing calls for a systematic shift to a more local context, as discussed in Section 2.4.4.
This chapter extends recent work published in the growing interest area of place-specific
geodemographic classifications. The requirements for place-specific classifications in general,
and in Leeds specifically, are assessed, and recent place-specific exploration is adapted to
develop preliminary Leeds-specific classification methodologies. The concerns of LCC are
presented in Section 4.2, alongside an assessment of how well the 2011 OAC currently
represent the population of the city. Section 4.3 presents the limited history of place-specific
geodemographic development, which Section 4.4 builds from to propose two approaches for
developing this methodology to improve the output of the 2011 OAC for Leeds. The results
of these approaches are explored in Section 4.5, before Section 4.6 details potential extensions
of the work presented, and Section 4.7 concludes with a discussion of the next steps and
97
recommendations for further development.
4.2 Issues with existing classifications of Leeds
Experts within LCC believe that current classifications are not capturing the key charac-
teristics of the population of the city. This could be a consequence of there being features
distinct to the complex and somewhat unique geography of Leeds which national classi-
fications are ill-equipped to identify. Similar issues have been identified by LCC in both
the commercial classification which they use and in the freely available 2011 OAC outputs.
Moreover, Burns et al. (2018) case study, which similarly focused on Leeds, also identified
concerns with the applicability of the 2001 OAC in the city. As such, LCC are keen to see an
exploration of the scope for, and possible potential of, place-specific classifications for Leeds,
to understand whether such a shift might improve the relevance of the result, providing a
primary motivation for exploring place-specific classifications for Leeds in particular.
Before such exploration commences, it might be beneficial to investigate national-level out-
puts in the city, to understand where the weaknesses and limitations exist. LCC’s current
licence with one commercial classification provider exclusively enables access to the output
result and supporting materials, and not a behind-the-scenes look at the build underpinning
the classification. As such, it is possible to explore the commercial classification outputs in
Leeds, and identify where they differ from LCC’s expectations of the city. However, any
future work in tweaking the same classification, or re-classifying at a Leeds-specific extent
to evaluate for improvements, would not be possible.
Therefore, the work to follow focuses instead on the 2011 OAC (described in Section 3.4).
Not only is this a freely available as a national statistic published by the ONS, all of the
information relating to its build is also openly and transparently available for use (Gale,
2020). This approach has several benefits. Firstly, in addition to seeking a more appropriate
solution with increased relevance in the city, LCC are keen to identify a more cost-effective
alternative to the commercial classification currently used, which an improved 2011 OAC
may provide. Moreover, a focus on the 2011 OAC enables open and transparent publication
of the work conducted here, supporting replication across other cities which may also benefit,
and who also have access to the 2011 OAC.
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4.2.1 Suitability of the 2011 OAC for Leeds
The LA boundary for LCC covers a diverse geography, comprising a multicultural city-
centre, in addition to suburban and exurban districts. The latter encompasses a rural fringe
of market towns including Wetherby and Otley. Though geographically small relative to
other large cities in the UK, Leeds has a growing population of over 790,000 residents. The
population is ethnically diverse, with around 20% of residents identifying as an ethnic mi-
nority (Leeds Observatory, 2020a), and hosts a large population of current students, recent
graduates and alumni of its five universities. The city has also experienced considerable ur-
ban restructuring which has affected the composition of the underlying residential structure.
This is reflected in reports of a recent increased popularity of city-centre living (Swinney
and Carter, 2018).
Figure 4.1 shows the distribution of the 2011 OAC Supergroups across the city’s OAs. The
map highlights spatial patterns in the allocation of some of the Supergroups seemingly in
a concentric ring structure from the centre of the city, signifying the presence of underly-
ing population structures similar to those theorised by (Burgess., 1925) (see Section 2.3.1).
“Cosmopolitans” are almost wholly constrained to the city-centre and nearby OAs stretch-
ing to the North-West (see Appendix A.1 for reference). “Ethnicity Central” are almost
entirely located in the inner-city OAs, particularly in the South and the East of the city.
“Multicultural Metropolitans” and “Constrained City Dwellers” are more prevalent in the
surrounding suburbs beyond the outskirts of the centre.
Conversely, as the name would suggest, “Rural Residents” present largely in the rural fringes
of the city, in the North and East of the wider city region. However, whilst this Supergroup
appears dominant in Figure 4.1, it is attributed to just 1.7% of the city’s 2,543 OAs (Table
4.1). This is an under-representation of this Supergroups in comparison with the breakdown
of the Supergroups nationally. The perceived prevalence of “Rural Residents” in the city,
based on the map, is a consequence of the OA boundaries being derived based not on
geographic scale, but on household counts. As such, OAs in rural regions with low population
density are naturally geographically larger.
Besides the under-represented “Rural Residents”, and the conversely over-represented “Mul-
ticultural Metropolitans” and “Urbanites”, the distribution of the city’s OAs across the su-
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Figure 4.1: Distribution of the 2011 OAC Supergroups across Leeds OAs.
pergroups otherwise reflect a similar pattern to the national-level distribution (Table 4.1).
This suggests that, in many ways, Leeds is a very ‘average’ city.
To gain a better understanding of how well the the Leeds population is reflected at the
national level, and if and where the attribute characteristics of the population deviate from
the national average, Figure 4.2 depicts the variance for each of the 60 input variables of
the 2011 OAC at each extent (see Appendix B.1 for the full list). The parallel coordinate
plot is, an effective visualisation technique which enables a multivariate comparison. The
plot summarises the transformed and standardised 2011 OAC input data to demonstrate
the range of values for each variable across the OAs, both in Leeds and nationally, for
comparison. A bold line indicates the median value for the OAs at each extent. Shading
with linearly decreasing lightness from the median to highlight the first to ninth decile (as
per Slingsby et al. (2011)) illustrates the distribution of values for each variable. The original










Rural Residents 11.8% 1.7% -10.1%
Cosmopolitans 5.6% 8.3% 2.7%
Ethnicity Central 5.1% 3.7% -1.4%
Multicultural Metropolitans 10.1% 16.6% 6.5%
Urbanites 16.7% 20.9% 4.2%
Suburbanites 20.2% 21.3% 1.1%
Constrained City Dwellers 11.7% 10.9% -0.8%
Hard-Pressed Living 18.9% 16.6% -2.3%
Table 4.1: Percentage breakdown of UK and Leeds OAs by 2011 OAC Supergroup.
x axis, and can thus be similarly grouped into the five variable domains outlined in Section
3.4.2.
The overall picture for the two geographies is extremely similar. However, deviations occur
particularly across the Housing domain, both in house type and housing tenure, indicating a
housing profile in Leeds which is somewhat distinct from the national profile. The Housing
domain, therefore, presents a good candidate for development in Chapter 5 and Chapter 6,
which will extend beyond the census data and look to increase the local relevance of the
input data used.
In both instances, for Leeds and for the UK as a whole, the variation from the mean in values
across the OAs is relatively low for many of the variables. By the nature of the classification
methodology, the results are driven by the variables exhibiting variance, i.e. variables which
change from OA to OA. Consequently, this result suggests that both classifications are likely
being driven by a limited number of the total 60 variables. Again, the housing domains are
displaying the broadest variance at both scales, in addition to the socio-economic variables
and demographic variables relating to age, marital status and ethnicity, suggesting that
Leeds also contains a more diverse demographic profile than the national average.
Figure 4.2: Parallel coordinates plot showing a comparison of the median and decile ranges
(1 to 9, shaded) of the 60 census variables, for the UK and for Leeds.
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A similar representation of the variation within variables split by the 2011 OAC Super-
groups provides additional insights regarding how well the Supergroups are able to capture
the variance in the city (Figure 4.3). This presents an indication of the fit of the Super-
groups. Again, the variance from the median for each variable is demonstrated with the
shaded deciles (1-9). Comparisons of the UK result (top) with the result just in the Leeds
OAs (bottom), highlight broad increases in the variance of each Supergroup at the local per-
spective, suggesting that the fit of the classification is better at the national level. Again,
the housing and socio-economic indicators show the greatest variance in both cases, which
is further propagated at the local level.
“Cosmopolitans” appear to present the worst fit overall, particularly at the Leeds level.
The characteristics associated with this Supergroup are predominantly those which relate
to students. Reasons why the student population might be the most poorly represented will
become clearer throughout this section.
Additional insights can also be gained by considering the relationships between variables,
both within Leeds and at the national level. Since geodemographic classifications intend to
capture multivariate phenomena in an area, if the relationships between variables differ at
the local and the national level, the relevance of the national classification will be affected
when transferred to the local level. The heatmap in Figure 4.4 illustrates the pairwise
Pearson correlation between each of the variables nationally (above the diagonal) and within
Leeds exclusively (below the diagonal). Again, the variables are displayed as per the original
order set in the 2011 OAC, and the domain groups are highlighted. The plot illustrates broad
symmetry, indicating largely consistent relationships between the majority of variable pairs
across the two geographic extents.
Differences which do exist are difficult to pick out here and are better illustrated in Figure
4.5, which shows the difference in the absolute correlation at the national and Leeds levels in
instances where the correlation is stronger in Leeds, i.e. where there is more of a relationship
between the variables in Leeds than in the UK as a whole. These differences indicate the
presence of attribute structures in the city which are not identified nationally. Though most
differences of this nature, where they occur, are relatively minor, a few notable exceptions
are highlighted.
The “Highest qualification - level 3” indicator is correlating more strongly with “Individuals
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Figure 4.3: Parallel coordinates plot showing a summary of the median and decile ranges
(1 to 9, shaded) of the 60 census variables by Supergroup for the UK (top) and for Leeds
(bottom).
employed full-time”, “Individuals employed part-time” and “Individuals employed in roles
in service industries” in Leeds than would be expected based on the national average (Fig-
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Figure 4.4: Pairwise correlations of the input data).
ure 4.5). As per Table 4.2, these correlations are strongly positive, negative and positive,
respectively. The first two indicators represent the opposite of one another, and thus, will
necessarily result in complementary correlations.
In real terms, the “Highest qualification - level 3” variable represents the percentage of
individuals aged over 16 in an area who have achieved 2 or more A-levels. Both nationally
and in Leeds, this indicator also strongly correlates with “Full-time students” (Table 4.2).
These combined results suggest a notable prevalence of students in part-time employment in
the service industry in Leeds, further indicating a uniqueness in the student population, and
in the working population within the city more broadly, which is not a feature at a national
perspective. As such, it is likely that this will not be a feature which is appropriately
represented in the 2011 OAC, a result which is supported by the poor fit associated with
“Cosmopolitans” in Leeds shown in Figure 4.2.
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Figure 4.5: The correlation increase for variable pairs which are more highly correlated in
Leeds than nationally).
Correlation with ‘Highest qualification - Level 3’
in Leeds in the UK
Households with full-time students 0.9 0.5
Persons who are schoolchildren or
full-time students
0.9 0.5
Employed part-time 0.6 0.1
Persons aged over 16 who are single 0.6 0.1
Households who are private renting 0.6 0.1
Employed in Service industries -0.6 -0.1
Employed full-time 0.6 0.1
Table 4.2: Variables strongly correlating with the “Highest qualification - level 3” variable
in Leeds, and the correlation at UK level.
The distinctive characteristics of Leeds which are highlighted throughout this section are
enough to suggest that the city could be in a position to benefit from a move to place-specific
geodemographic classifications, and to recommend Leeds as a good candidate for further
exploration.
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4.2.2 Implications for public sector application
It is worth re-iterating that there is a strong desire, and even a need, to encourage the
production and adoption of open and transparent geodemographic classifications which can
be adopted for public sector use. However, the uncertainties raised regarding the suitability
of the 2011 OAC for capturing some unique local populations (illustrated in Section 4.2.1)
suggest that there is work to be done to achieve open classifications which better represent
some unique local populations in some cities, including Leeds. As eluded to, a poor or
unreliable representation of the city could not be used to accurately or effectively inform
local-specific public sector activity, such as local-level policy making decisions and resource
allocation, as is increasingly desirable. It is therefore important that the classifications are
validated for their ability to accurately reflect the populations which they represent, and
where doubts are raised regarding their suitability, as is the case here, that alternative,
purpose-built classifications are developed. It is not appropriate for existing classifications,
either commercial or freely available, to just be re-purposed and adopted where there is a
concern regarding their suitability.
4.3 Existing place-specific methodologies
Criticisms relating to national-level classifications, and the idea of alternative place-specific
classifications, are not new (see Section 2.4.4). However, practical progress towards a
methodology which serves to address these criticisms is in its infancy, and has yet to lead to
the development of a unified and widely adopted framework for delivering locally relevant,
place-specific classifications. Thus national-level classifications are currently the de-facto
practice in the commercial geodemographics industry and beyond. Nevertheless, explo-
ration of place-specific alternatives has commenced, particularly from within academia, as
detailed in Section 2.4.4. This work has resulted in one primary local-level classification
in the UK which is openly available, the LOAC, classifying the OAs in London, which is
discussed further in the next section.
4.3.1 Introduction to the LOAC
A consideration of the distribution of Greater London OAs (henceforth referred to as simply
‘London’) across the 2011 OAC Supergroups highlights the potential weaknesses of the
national-level methodology in capturing population characteristics which are uncommon in
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the wider extent, and which deviate from the national mean. Compositions of population
characteristics which are prominent but unique within the city were not identified in the
classification. This is a consequence of the methodology, which seeks to identify common
group structures across the input data. Labelled “the UK’s only global city” by Singleton
and Longley (2015), London is very much a unique geography in comparison to the rest of
the UK, particularly in terms of its ethnic make-up. As a result, is not well represented
within the 2011 OAC result.
The percentage allocation of the London OAs to each of the Supergroups (Table 4.3) shows
that almost 70% of the London OAs were allocated to just two Supergroups, “Ethnicity
Central” and “Multicultural Metropolitans”. Naturally, such a limited allocation does not
appropriately reflect the diversity of the population of the capital, and thus does not dis-
tinguish well enough to underpin targeted public policy strategies. There is not enough
to be learnt from this classification to make its application in the development of policy
worthwhile (Petersen et al., 2010). Further analysis of the results, carried out by Singleton
and Longley (2015) indicated a particular weakness in their ability to represent the diverse







Rural Residents 11.8% 0.1%
Cosmopolitans 5.6% 14.3%
Ethnicity Central 5.1% 37.0%
Multicultural Metropolitans 10.1% 32.9%
Urbanites 16.7% 9.1%
Suburbanites 20.2% 4.6%
Constrained City Dwellers 11.7% 1.1%
Hard-Pressed Living 18.9% 1.0%
Table 4.3: Distribution of Greater London OAs across 2011 OAC Supergroups.
The 2001 OAC had itself faced similar criticisms in its reflection of the population of London,
and had also allocated the city’s OAs to a limited number of Supergroups. Consequently,
questions were already being raised prior to the development of the 2011 OAC regarding
the appropriateness of employing national-level classifications and their ability to suitably
identify the nuances of particularly unique local populations (Petersen et al., 2010). Despite
this, maintaining consistency with the 2001 OAC was regarded with greater priority in the
development of the 2011 OAC, and thus, the classification was once again derived at a
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national extent (Gale and Longley, 2012). Though the national approach had prevailed,
the decision was made to undergo a transparent and open release strategy which included
publishing the methodology, data and code underpinning the 2011 OAC classification. Not
only did this strategy align with the broader trend for transparency in research, Gale and
Longley (2012) specifically cite the potential that it afforded for future studies to adapt the
materials and derive locally bespoke versions of the classification as an influential factor in
this decision.
In response to their criticisms of the 2011 OAC and its representation of London, Singleton
and Longley (2015) have taken advantage of the opportunity afforded by the transparent
release of the 2011 OAC to derive the LOAC, a sub-national classification specifically clas-
sifying the London OAs to re-produce the classification at a local level, in the hopes of
drawing out some of the hidden population structures. Again, the results have been made
publicly available for free and open use (Singleton, 2016b).
The LOAC primarily adopts the underlying data, methodology and assumptions of the 2011
OAC exclusively for the London OAs, though some small amends have been made to the
data to retain its accuracy at a local extent. As described in Section 3.4.2, most of the input
data represents the percentage of a given attribute in each OA, with the exceptions being a
Population Density Ratio and a Standardised Illness Ratio (SIR) (again, both explained in
more detail in Section 3.4.2). Whilst the Population Density Ratio is calculated independent
of the focus extent, and translates to a local level, the SIR was calculated based on the 2011
OAC base population, the UK. As such, it was necessary to re-calculated to adjust for the
shift in the base population from the entire UK to London. Similarly, all of the data was
re-normalised and re-standardised to adjust for the new extent.
The LOAC study proceeds to subsequently evaluate the impact of the new classification,
presenting a comparison between the 2011 OAC and the LOAC, for the London OAs, based
on a Within Cluster Sum of Squares (WCSS) statistic (introduced in Section 3.3.2, STEP 4).
This is adopted as a measure of the ‘fit’ of each Supergroup. In a comparison, a lower WCSS
represents a better fit, demonstrating more homogeneity across the OAs in the Supergroup,
and thus a superior performance (Singleton, 2016b). It is returned as part of the standard
package of outputs when the 2011 OAC code is run, as per the published assets (Gale, 2020).
The WCSS is presented in the LOAC as a validation of the shift to a place-specific extent,
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demonstrating a widely improved performance (Singleton and Longley, 2015). Analysis
of the LOAC results seemingly demonstrate that the shift to a local extent has achieved
an improved representation of the city’s population, particularly in OAs with composite
characteristics which were not well captured by the former.
4.4 Beginning place-specific experimentation for Leeds
The developers of the LOAC concluded with an endorsement for similar isolated investiga-
tions in other cities which likewise exhibit evidence of city-specific demographic compositions
diverging from national patterns, and which are thus also ill-represented at a national extent
(Singleton and Longley, 2015). Based on the findings in Section 4.2, it seems that Leeds
might be one such example.
The plots in Section 4.2.1 demonstrate evidence that some of the input variables which
underpin the 2011 OAC show a large amount of variation across the city. This suggests
that some benefit might be achieved in a place-specific classification for Leeds. As the
predominant academic study in local-level geodemographic classifications at this time, the
ideas presented in the LOAC act as a jumping off point in the development of the place-
specific classification for Leeds (the primary objective of this thesis). Moreover, many of the
evaluation methods employed in the development and exploration of the LOAC are drawn
on here to evaluate the results of the exploration. Many of the freely published assets which
were used to derive the 2011 OAC (and as a product, the LOAC) are directly employed in
this study (adapted where relevant). This methodology underpins this initial phase of the
development, which will then be further extended throughout Chapters 5-8. As explained
in Chapter 2, the study in this chapter offers an initial base place-specific classification
for Leeds, upon which extensions will be tested throughout the subsequent chapters. This
Leeds-specific classification is henceforth labelled the “LSOAC”.
In addition to creating a Leeds-specific classification by re-applying the LOAC methodology
to re-classify the Leeds OAs, a second test is also executed. This test considers whether
the uniquenesses which have been identified in London by Singleton and Longley (2015)
might in themselves be causing poorer results elsewhere in the UK, specifically in Leeds in
this case, by skewing the results. Thus, a second classification is also derived which, again,
adopts the 2011 OAC methodology, but in this case is applied to all OAs in the UK except
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those found in London. This generates the complement of the LOAC, and the result for
OAs in Leeds can be evaluated for improvements. This second classification is henceforth
labelled the “nLOAC”.
The development of both the LSOAC and nLOAC are detailed below, alongside additional
supporting information.
4.4.1 Leeds specific OAC - “LSOAC”
As outlined above, the development of the LSOAC directly reflects the LOAC approach, but
in this case, re-applied to Leeds. It is likewise developed upon a subset of the original 2011
OAC input data, in this case, limited to the data from the 60 input variables which relates to
the 2,543 OAs in Leeds. As in the development of the LOAC, the SIR is again re-calculated
for just the Leeds OAs, and all input data is locally normalised and standardised. Each of
these processes are executed as described in Section 3.4.2. No additional data preparation
is conducted. The remainder of the methodology is maintained as per the 2011 OAC (Gale
et al., 2016) (see Section 3.4.2). To support this, the published assets used to derive the
original 2011 OAC (Gale, 2020) are employed, including the base dataset and source code.
These are adapted where necessary to facilitate the amendments outlined.
As such, a k-means clustering is again employed. As per the preliminary explorations carried
out as part of the 2011 OAC and LOAC development, a scree plot is created to estimate the
number of groups at which to derive in the k-means cluster analysis at the most aggregate
level, the Supergroup level (Figure 4.6). As described in some detail by Singleton and
Longley (2015), the plot demonstrates the total WCSS values derived for cluster procedures
generated with differing numbers of clusters (represented by k). The purpose of the plot is
to help identify the value of k at which the declining rate of the WCSS begins to stabilise.
The authors note, however, that the plot is not conclusive and is often adopted to support
a wider, more qualitative decision. This decisions is typically made based on a review of the
scree plot alongside a consideration of the broader aims of the clustering process. As such,
the LOAC is derived with 8 classes based on the evidence in Figure 4.6, and to maintain a
consistency in the number of Supergroups generated by the 2011 OAC.
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Figure 4.6: Scree plot for LSOAC input data.
Whilst the 2011 OAC employed a hierarchical cluster process in which each of the Super-
groups were further divided into Groups and each once again into Subgroups (discussed in
Section 3.3.2, STEP 5), a process which was partially replicated in the generation of the
LOAC, due to the limited number of OAs in Leeds, the LSOAC development terminates at
the Supergroup level. This helps to retain meaning in the results, which might be eroded
with a reduction in groups size further down the hierarchical process.
4.4.2 Removing London from the OAC - “nLOAC”
With a total of 25,053 OAs (compared to Leeds’ 2,543 OAs), Greater London contains
10.8% of the OAs in the UK. The allocation of these OAs to the 2011 OAC Supergroups is
outlined in Table 4.4. As highlighted by the authors of the LOAC (Singleton and Longley,
2015), the London OAs are extremely over-represented in a limited number of the Super-
groups. Approximately 70% of the London OAs are classified as either “Ethnicity Central”
or “Multicultural Metropolitans”. This result has led to the suggestion that the 2011 OAC
is not sufficiently differentiating the sub-populations within the capital.
On the flip side, the impact of this weighted allocation is such that a large proportion of
all of the OAs assigned to these Supergroups are found in London, contributing 78% of
all “Ethnicity Central” OAs, 35% of “Multicultural Metropolitans”, and 27% of all “Cos-
mopolitans” (Table 4.4). If the London OAs are not well represented by this classification,
as the LOAC study indicates, then one might hypothesise that the inclusion of so many
poorly assigned OAs could give rise to a poor result for the other OAs, specifically in the
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Supergroups which contain a substantial London presence. With 28.6% of all of the Leeds
OAs falling into one of these three Supergroups (Figure 4.1), if this is an issue, it could be










Rural Residents 27,300 15 0.05%
Cosmopolitans 13,125 3,584 27.3%
Ethnicity Central 11,849 9,263 78.2%
Multicultural Metropolitans 23,502 8,233 35.0%
Urbanites 38,697 2,285 5.9%
Suburbanites 46,850 1,141 2.4%
Constrained City Dwellers 27,135 281 1.0%
Hard-Pressed Living 43,838 251 0.6%
Table 4.4: Count and percentage of 2011 OAC Supergroups allocated to London OAs.
The nLOAC is generated to test this hypothesis for the Leeds OAs. The methodology again
replicates the 2011 OAC, this time removing just the OAs in London to investigate whether
this might itself improve the ‘fit’ of the classification in Leeds.
Again, the data is re-normalised and re-standardised, and the SIR is re-calculated based
on the new geography (as per the methodology outlined in 3.4.2). Likewise, a scree plot
(Figure 4.7) is created to assess the WCSS of a range of potential k values (as explained in
the previous section). Again, the plot supports the desire to maintain 8 clusters to aid in
comparison with the 2011 OAC and the LSOAC, described above. Similarly, the exploration
again terminates at the generation of the Supergroups, since additional levels can not be
compared to the LSOAC.
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Figure 4.7: Scree plot for nLOAC input data.
4.5 Results
4.5.1 Comparing the LSOAC and the nLOAC with the 2011 OAC
The geographical distributions of the LSOAC and nLOAC Supergroups across the Leeds
OAs are depicted in Figure 4.8. To maintain a distinction, the LSOAC and nLOAC Su-
pergroups are labelled A-H and I-P, respectively. Some general city-level patterns appear
consistently across each classification (including the 2011 OAC mapped in Figure 4.1), such
as a distinction between the Supergroups assigned to the city centre OAs and the OAs
located the North and East of the city (see Appendix A.1 for reference), which Oldroyd
et al. (2020) distinctly identify as the more rural areas of the city. Though this is reduced
somewhat in the nLOAC, in which Supergroup “N” is more widely distributed across both
aspects of the city than any of the LSOAC Supergroups. It seems, therefore, that the
LSOAC is more keenly identifying the rural/urban make-up of Leeds.
As per the methodology of the LOAC (discussed in Section 4.3.1), the WCSS is used to
compare the fit of each OA in the LSOAC and the nLOAC with the fit of the 2011 OAC,
as a measure of performance success. This is calculated as per the explanation in Section
3.3.2 (STEP 4). Lower WCSS scores indicate that the OA is closer to the cluster mean,
and thus indicate a better performance. Figure 4.9 highlights the OAs in which the LSOAC
and nLOAC perform better than the 2011 OAC. Whilst improvements in the LSOAC are
largely constrained to the OAs in the city centre, and to the South and West of Leeds, there
is an improvement in the closeness of the Supergroups derived by the nLOAC methodology
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Figure 4.8: Percentage and spatial distribution of LSOAC and nLOAC Supergroups across
Leeds OAs.
in many more OAs from right across the city.
This result is echoed in Table 4.5, which shows the percentage of OAs experiencing an
improvement in each re-classification, both in total, and based on the 2011 OAC Supergroup
to which each OA was originally assigned. The removal of London in the nLOAC improves
the performance of the classification for just over half of the OAs in the city. Thus, overall,
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it performs similarly well to the 2011 OAC. With the exception of “Rural Residents” and
“Ethnicity Central” in which the 2011 OAC performs largely better, and of “Cosmopolitans”
in which the 2011 OAC performs largely worse, the balance of the performance in the 2011
OAC and the nLOAC is fairly even across the OAs in the other Supergroups.
Since 78% of “Ethnicity Central” is made up of London OAs in the 2011 OAC (Table 4.4),
the better performance of the 2011 OAC suggests that the characteristics of some of the
inner-city OAs in Leeds, where this Supergroup is most present, are better represented
alongside these London OAs. This could reflect a diversity in these areas of Leeds which is
unique not just to the capital but potentially to other large UK cities, albeit on a smaller
geographic scale. Alternatively, just 0.1% of the “Rural Residents” OAs are within London
(Table 4.4). This could explain the limited number of OAs experiencing an improvement in
the nLOAC performance for this Supergroup.
The LSOAC methodology performs better than the 2011 OAC in 28% of the OAs, a little
over half as many as the nLOAC (Table 4.5). Again, the LSOAC performs best in the OAs
previously classified as “Cosmopolitans” in the 2011 OAC. Both the LSOAC and the nLOAC
generate improvements in this Supergroup (which was also highlighted in Section 4.2.1 as
the 2011 OAC Supergroup exhibiting the poorest fit in Leeds). This seems to suggest that
there might be a characteristic of the “Cosmopolitans” which is local to Leeds, and which
has thus far been masked by classifications at the national extent, as hypothesised.









All Supergroups (total) 2,543 27.8% 51.9%
Rural Residents 44 2.3% 20.5%
Cosmopolitans 212 69.3% 72.2%
Ethnicity Central 94 23.4% 10.6%
Multicultural Metropolitans 421 46.6% 64.1%
Urbanites 531 19.4% 46.0%
Suburbanites 541 17.4% 49.4%
Constrained City Dwellers 278 26.3% 43.5%
Hard-Pressed Living 422 16.8% 58.5%
Table 4.5: Count of Leeds OAs assigned to each 2011 OAC Supergroup and percentage of
each Supergroup improved by the LSOAC/nLOAC.
Though the LSOAC generates a smaller quantity of improved performances across the OAs
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Figure 4.9: Best performance in comparison between the 2011 OAC and LSOAC (top) and
the 2011 OAC and nLOAC (bottom).
than the nLOAC, a consideration of the average Squared Euclidean Distance (SED) (in-
troduced in Section 3.3.2, STEP 4) of the OAs in each cluster indicates that the average
size of the improvements generated by the LSOAC is greater for all but those classified as
“Rural Residents” in the 2011 OAC (Table 4.6). Additionally, the improvements generated
by the LSOAC are much more discriminant, both geographically (as previously mentioned)
and across the 2011 OAC Supergroups. Both of these features are potential indicators of
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Rural Residents 0.76 0.029 0.041
Cosmopolitans 1.32 0.354 0.057
Ethnicity Central 1.10 0.080 0.046
Multicultural Metropolitans 0.99 0.114 0.044
Urbanites 0.84 0.099 0.045
Suburbanites 0.80 0.122 0.051
Constrained City Dwellers 0.93 0.084 0.046
Hard-Pressed Living 0.78 0.054 0.048
Table 4.6: Average SED of each 2011 OAC Supergroup and improvement in average SED
of the OAs in which the LSOAC/nLOAC performed better.
4.5.2 Exploring the LSOAC Supergroups
To better understand the Supergroups produced by the LSOAC and the city structures
which they represent, the prominent variables driving each groups are identified, and each
is given a label to describe the residents based on these prominent characteristics (Table
4.7). The results highlight distinct populations in the city which align well with the spatial
patterns presented in Figure 4.8, based on local knowledge. OAs in the city centre and inner-
city areas are represented as densely populated, young and ethnically diverse, characteristics
which are replaced by indicators representing families, increasing wealth and ageing in-line
with a move out towards the suburbs, and beyond (see Appendix A.1 for reference). These
findings also align with both traditional city structures and contemporary expectations of
a modern UK city, as described by Burgess.’s (1925) concentric rings theory (see Section
2.3.1) and Thomas et al.’s (2015) discussion of modern city living in the UK, respectively.
Whilst these results align in the most part with patterns typical of most cities, through
its re-classification of OAs classified as “Cosmopolitan” in the 2011 OAC, the LSOAC also
introduces a level of nuance which was not present in the nationally derived classification,
and which is potentially benefiting from an increased local context. The relationship between
the original 2011 OAC Supergroups and the re-classifications which are derived through the
LSOAC are depicted in Figure 4.10. Though some of the re-classifications in the LSOAC
almost wholly mirror a single, existing 2011 OAC Supergroup, such as the “Urbanites” and
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Supergroup Prominent characteristics Label
A Social renting, Unemployed, Mixed ethnicity, Single
parent families
Affordable living
B Students, Single, Private renting, Communal living,
Part-time work
Students
C Full-time employment in knowledge industries,
Highly educated, Home owners and private renters,
Car owners, No children, Terraced housing
Urbanites
D High population density, Families, Mixed ethnicity,
Asian and Black/Black African/Black Caribbean,




E Social renting, Unemployed/employed in manual
roles, Elderly/ageing, Poor health outcomes
Ageing workers
F Aged 25-44, Highly educated or students, Single,




G Middle-aged/elderly, White, Married, UK born,




H Asian, Semi-detached/bungalows, Home owners, 2 or




Table 4.7: LSOAC Supergroup key characteristics and labels.
“Suburbanites” (re-labelled as “Urbanites” and “Settled Ageing Families” in the LSOAC),
the OAs previously classified as “Cosmopolitans” are seemingly split into two entirely new
and distinct population structures in the LSOAC; “Students” and “Aspiring young workers”.
This occurrence, supported by the improvements identified in Table 4.5 and Table 4.6, again,
suggests a weakness in the ability of the national-level classification to sufficiently capture
the uniqueness of the student population in Leeds.
The OAs assigned to the 2011 OAC “Cosmopolitans” Supergroup largely extend North-West
from the city centre through the Hyde Park and Headingley areas of Leeds (see Appendix
A.1 for reference). These OAs almost entirely map to the LSOAC “Aspirational Young
Workers” and “Students” Supergroups derived by the LSOAC, as per Figure 4.10, and as
demonstrated spatially in Figure 4.11, with the city-centre OAs mapping to the former, and
almost all of the others mapping to the latter.
Local knowledge of Leeds proposes as a potential explanation for the diverging of the “Cos-
mopolitans”, that the city’s current student population are resident in and reflected by the
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Figure 4.10: OA re-classification between the 2011 OAC and the LSOAC.
“Students” OAs, whilst the “Aspirational Young Workers” is associated with areas more
popular with recent graduates and individuals in early aspirational careers. This explanation
also aligns with the description of these Supergroups as per the prominent characteristics
driving the classification groupings (Table 4.7). This result signifies that there are local-level
characteristics in the Leeds population at the Supergroup level which are not immediately
identified in the national-level classification, as anticipated, thus supporting the necessity
to develop a place-specific classification for Leeds.
Figure 4.10 also reveals that the OAs classified as “Rural Residents” in the 2011 OAC do not
form a similarly distinct group in the LSOAC. Instead, these OAs comprise a new Super-
group, “Settled Ageing Families”, together with the majority of previously “Suburbanites”
OAs and a minority of “Urbanites” and “Hard-Pressed Living”. Over 13% of the UK OAs
were classified as “Rural Residents” in the 2011 OAC, compared to just under 2% of the
OAs in Leeds, demonstrating an under-representation in the city.
Such circumstances present the antithesis to the limitations of the national-level classifica-
tion considered thus-far. In this case, in contradiction to Tobler’s First Law of Geography
(discussed in Section 2.2), the minority of “Rural Residents” OAs in Leeds exhibit charac-
teristics which are more akin to other rural areas than to the nearby urban OAs. These
similarities are irrespective of geographical distance. The limited quantity of these OAs
restricts their ability to form a distinct group at the local extent, and as such, unlike the
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Figure 4.11: Leeds OAs classified as “Cosmopolitans” in the 2011 OAC, and their re-
assignment to the LSOAC Supergroups “Students” and “Aspirational Young Workers”.
inner-city OAs which host uniquely local attribute combinations and which benefited from
the sift in extent offered by the LSOAC, these rural OAs are poorly classified at the local
extent (see Table 4.5). A similar phenomena was identified in the original LOAC study
(Singleton and Longley, 2015).
4.6 Potential for follow-up tests
The application of several follow-up tests which might further validate the LSOAC results
presented above, and explore the scaling issues outlined, have been considered. Each involves
the adaptation of elements of the methodology to assess the impact of the changes. These
120
have primarily focused on attempting to extend the LSOAC to derive an improved outcome
for the rural OAs, for example, including increasing the number of Supergroups from 8, to
see if this results in these OAs re-emerging in a distinct Supergroup, and removing the OAs
classified as “Rural Residents” in the 2011 OAC, effectively re-drawing the city boundaries
to see if this improves the ‘fit’ of the OAs classified as “Settled Ageing Families” in the
LSOAC.
However, the decision is made not to explore these avenues further at this time based on a
balance of the time constraints against their potential value. The LSOAC and the nLOAC
present preliminary investigations into the necessity and potential gains associated with
employing more local-level classifications in Leeds. As anticipated, the results encouragingly
indicate that there is scope for the city to benefit from such a shift.
However, as outlined in Chapter 2 and Chapter 3, the broader focus of this thesis extends
beyond a basic re-imagining and re-scaling of the 2011 OAC, as presented in the LOAC,
instead the ultimate aim of this work is to take advantage of the opportunities that a change
in the geographic extent affords, to develop a new framework for local-level classifications
which prioritises the employment of novel and potentially more insightful local level data.
Whilst it is important to be aware of the structures which the LSOAC in particular has
identified, the follow-up tests proposed, which would continue to exclusively interrogate
the limited input data of the 2011 OAC and seek to find the ‘best’ fit for these census
variables, at this stage were not deemed worthwhile, and were considered to add little
value. Instead, lessons will be learned from these results and used to inform the next phase
of the development, which will begin to look towards the introduction of new data. Where
necessary, the potential adaptations to the methodology might be tested in the future phases,
if deemed appropriate or useful.
4.7 Conclusion and next steps
This chapter has generated a place-specific version of the 2011 OAC for Leeds based on the
same data and methodology, which has been named the “LSOAC”. In comparison with
the 2011 OAC, the LSAOC has successfully identified some unique population phenomena
which was not identified in the national-level classification, demonstrating the weaknesses
of a national-level, one-size-fits-all approach. However, LSOAC outputs relating to the OAs
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classified as “Rural Residents” in the 2011 OAC demonstrate that generating the LSOAC
based on an exact replica of the 2011 OAC methodology at a local level has not benefited
all local populations uniformly. If applied without caution, it seems that local-level classi-
fications could potentially be equally vulnerable to generating results as an artefact of the
geographic extent, which are not necessarily meaningful and representative. Implementation
of any place-specific approach must therefore be adopted with caution, ensuring a thorough
understanding of the area and of the potential for these kinds of issues. Nevertheless, the
broader findings do present further evidence for the necessity of place-specific classifications
in the city, and in general, and as such, these recommended cautions should not prevent
such development.
Analysis of the LSOAC indicates that there is considerable scope to apply the 2011 OAC
variables and methodology to generate locally specific classifications which better reflect
the unique characteristics of specific localities. However, restricting the classification by
exactly mirroring the 2011 OAC input variables may not fully capture the nuanced nature
of the diversity between Leeds OAs. Chapters 5 will therefore progress a next iteration
of the LSOAC. In collaboration with LCC, additional local level data will be identified,
to update and extend the 60 census variables adopted in the study presented here. This
collaboration will enable the identification and use of novel small-area data from within
LCC’s own data repositories, including population data which is routinely collected as part of
local government activity in the city, alongside other openly available datasets. In Chapter 6,
this novel data will be used to update the LSOAC, which will henceforth act as a benchmark
for place-specific classifications in Leeds, and to explore the impacts on the Leeds OAs.
Summary
This chapter initiated the practical study of place-specific classifications, introducing and
adopting the methodologies and outputs found within the existing literature to develop a
first-attempt place-specific classification for Leeds. Although some improvements were seen,
a positive endorsement for shifting towards a place-specific approach, there is evidence that
the resulting classification could be improved further still. The next chapter will continue
to explore this same methodology, but will look to extend the Leeds-specific classification
developed here by introducing alternative, novel input data.
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Chapter 5 - Introducing novel local data: Sourcing
novel administrative data
5.1 Introduction
The output of any statistical process is dependent on the input data. This remains true for
classification processes (Harris, 1998). Moreover, the relative success of a classification is
judged by its ability to meaningfully differentiate the population. As such, the importance
of the data input into a classification cannot be overstated (Rees, 1972). Relevant and
meaningful input data is a fundamental component of achieving a relevant and meaning-
ful output. Yet, despite over a decade of academic literature identifying the potential and
benefits of adopting a broader source of input data for open geodemographic classification
development (Savage and Burrows, 2007; Singleton and Longley, 2009b; Singleton and Spiel-
man, 2014; Singleton and Longley, 2019), and the increasingly mainstream employment of
open and public sector data in research and policy-development in a range of other contexts
(discussed in Section 2.4.1 and Section 5.2.1), the most popular and widely used free and
open classification, the 2011 OAC (introduced in previous chapters), remains firmly based
on input data from the decennial census.
Consequently, the local level LSOAC produced in Chapter 4, which adapted the data and
methodology of the 2011 OAC, was also developed entirely from the same census data. This
chapter seeks to develop local, public sector specific classifications further by exploring the
viability and scope for introducing new and novel data to extend the development of the
LSOAC, emulating the trend seen in the commercial classifications, and building upon the
recommendations in the preceding literature.
A more detailed consideration of the contemporary landscape supporting the inclusion of
new data into the development of open geodemographic classifications is presented in Sec-
tion 5.2. This considers the barriers which have prevented such progress to-date, and the
potential that increasingly available open and public sector data now affords, followed by
a discussion of the practicalities of adopting non-census data. A practical case study is
presented in Section 5.3 in which administrative and open data is obtained and evaluated
for its potential to derive alternative input variables to replace or extend census variables
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in a new geodemographic classification, generated in Chapter 6.
5.2 Background
5.2.1 Contemporary data practices in geodemographics and beyond
The commercial geodemographics industry has evolved with the current times, maximizing
on the advantages afforded by increasingly available data and advancements in technology
to produce more sophisticated and widely adopted outputs (Harris et al., 2005). As a
result, many LAs, including LCC, elect to licence commercial geodemographic classifications
developed for the public sector instead of employing the 2011 OAC, despite it being a freely
available national metric (see Section 2.4.2).
However, the decennial census still acts as a foundation dataset for almost all commercial
offerings, which is enriched ad-hoc with supplementary data from a range of other sources to
represent additional characteristics of the population. One Experian brochure, for example,
reveals that 38% of the input data for their Mosaic classification comes from the census.
Though commercial sensitivities prevent the commercial providers listing the precise input
data used, a review of marketing literature identifies a combination of publicly available and
proprietary datasets (see Section 3.2). Acorn developed by CACI, however, claims to be
the exception to this rule, positioning itself as independent of the census, having completely
shifted to a reliance on alternative datasets (CACI, 2020). Whilst this is celebrated in their
marketing literature, and might offer some protection in the advent of an anticipated end
to the decennial census (discussed in Section 5.2.2), Section 5.2.4 presents a raft of widely
accepted benefits associated with the use of census data, including coverage, completeness
and accuracy, which a complete departure from the census may lose if not explicitly replaced
in the alternative data.
The employment of administrative data as an alternative to traditional census variables
to support better understanding of populations for specific purposes, has also become in-
creasingly commonplace in academic research. Notable examples include studies by Webber
(2007) and Lansley (2016), explicitly reviewing the potential for adopting family names
and vehicle registration information obtained from the Driver and Vehicle Licensing Agency
(DVLA) as surrogates for the traditional census statistics relating to ethnicity and car own-
ership, respectively. In both instances the use of administrative data was endorsed. Specif-
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ically, Webber (2007) noted an improvement to the capacity for distinguishing ethnicity at
an increased subtlety afforded by the administrative data.
A study by Singleton and Longley (2009a) also demonstrates an example of non-census
input data within geodemographics itself, in this case presenting a domain specific geode-
mographic classification for use in the Higher Education sector, improved by an application
of relevant administrative data, primarily sourced directly from the Higher Education sec-
tor. However, the broad shift away from the census in favour of routinely incorporating
non-census data in the development of a non-commercial geodemographic classification, or
classification framework, with which to support public sector decision-making has not yet
been made.
Just as success in the commercial sector has been driven by access to data, access is simi-
larly important for the success of public sector developers. Any public or academic sector
developed geodemographic classification capable of rivalling the commercial outputs will
necessarily be built upon an equally broad set of input data. Though proprietary data
underpinning commercial classifications, such as consumer transactions and credit informa-
tion (Harris et al., 2005), is not openly available, the open data employed in the commercial
development naturally is, thus providing an initial avenue for exploration. Examples of the
alternative datasets adopted across these core providers include County Court Judgement
(CCJ), electoral register data and residential property sales data from the Land Registry
(Harris et al., 2005; Tate, 2018; Experian, 2018). Moreover, the government initiatives
discussed in Chapter 2, which the commercial classifications have themselves already been
beneficiaries of (Tate, 2018), might offer new data prospects.
5.2.2 Shifting from a reliance on the census
The momentum to shift the development of geodemographic classifications away from a
reliance on decennial census data, whilst primarily grounded in the potential benefits dis-
cussed above, is also stimulated by an uncertainty surrounding the future of the census itself,
at least in its current form. Reflecting the internal and external trend for re-purposing ad-
ministrative data, the government has itself been considering whether the census still serves
a purpose in this climate, and if so, in what capacity.
To decide, the Office for National Statistics (ONS) undertook three years of research and
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public consultation with key stakeholders in a project titled “Beyond 2011” (ONS, 2020b),
assessing the contemporary necessity and relevance of the census. This project considered
several potential futures, including a proposed discontinuation of the census from 2021
onward to be succeeded instead by reduced-scale yearly surveys supported by additional
data drawn from a suite of alternative administrative sources. At this time, all proposed
alternatives to the census considered in the Beyond 2011 project faced criticism. Notably,
the concluding report relating to the public consultations (ONS, 2014) cited the current
immaturity of the government administrative data infrastructure and methodology as a
significant barrier to proposals to deviate from the current structure of the decennial census.
As such, the 2021 census is set to continue unchanged, but for the format of collection
methods. This will be the first “digital first” census, where participants are encouraged to
complete their form online (ONS, 2021). Many of the apprehensions raised in the public
consultation report, including the immaturity of the government data infrastructure, are
echoed in similar discussions within related academic literature, examined further in Section
5.2.4.
Despite the outcome of the Beyond 2011 project, investment into the development of addi-
tional inter-census data from administrative sources was welcomed in the final report, based
on an understanding that better data could support better decisions, and contained calls for
the ONS to develop administrative data. However, it is worth noting that often data which is
produced more regularly sacrifices the granularity afforded by the census, as demonstrated
by the mid-year population estimates for which the lowest available geography is Lower
Super Output Area, a step coarser in the census geography hierarchy. In response to the
positive reception, a strategic plan (ONS, 2014) was published, promoting the development
of supporting administrative data alongside the next census, and a successor project, the
Census Transformation Programme (CTP) (ONS, 2020c), has been established to continue
this exploration. This includes the introduction of the Administrative Data Census Project
(ONS, 2020a) which, since its subsequent formation, has been explicitly producing poten-
tial alternatives and extensions to many of the census variables from administrative data
available within the government. This work is documented in detail in the public domain.
A review of the outputs highlights a particular focus on developing improved population
characteristics, including models of housing characteristics derived from non-census data.
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All of this work is discussed at a minimum granularity of LA level, which is not detailed
enough to be directly utilised here, in the development of geodemographic classifications at
OA level. Moreover, the study does not look at potential issues encountered in the piecing
together of disparate local data, instead, data employed in the work completed to now
has already primarily been available at a consistent national extent and within repositories
available to central government departments, such as the Department for Education (ONS,
2019), the Department for Work and Pensions and the NHS Patient Register (ONS, 2018b).
The work does, however, support the need for additional work to aid in progressing beyond
the census, further extending the discussion and highlighting many of the practicalities of
doing so. It also further indicates that the indefinite presence of the census is no longer
inevitable. The consequences of such a discontinuation are potentially enormous. As things
stand, should the census cease to continue, open and free classifications would also cease,
unless a complete set of alternative data could be identified and gathered from new sources
as demonstrated by CACI with Acorn. Though, the commercial geodemographics industry
would also face substantial disruption.
As such, the future of geodemographics could depend on the identification of appropri-
ate alternative solutions, and therefore a consideration of the alternatives to the census is
becoming ever more timely. Consequently, precautionary action is recommended in prepa-
ration for the event of a post-census scenario (Singleton and Spielman, 2014). Where CACI
claim to have already completed this shift, citing the Beyond 2011 project (ONS, 2020b) as
its inspiration (CACI, 2020), the majority of others will find themselves with this work still
to do.
The case study below demonstrates, in practice, the potential scale of this task from the
perspective of developing public sector focused geodemographic classifications outside of
the commercial sector. Considering a single shift from census data in just one of the five
domains which underpin the 2011 OAC, the Housing domain, the work illustrates the depth
and breadth of considerations which will need to be made to support the achievement of
any shift from the traditional reliance on the census in geodemographics and beyond.
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5.2.3 A new landscape for local and public sector geodemographics
Though the government have announced initiatives to promote the open data landscape in
the UK (discussed in Chapter 2), this has not yet translated into tangible advancements
of the free geodemographic classifications. This could, at least in part, be explained by
the complicated data economy of the UK public sector. The Administrative Data Census
Project demonstrates the difficulties in producing usable data at the geographic granularity
required.
However, the Administrative Data Census Project is seeking to derive data consistent at a
national extent. Much of the data collected and stored within the public sector occurs in
practice at a local level, largely within LAs. As local devolution continues to progress (UK
Government, 2020), this is likely to continue. The disparate structure resulting from such
a system has led to a lack of consistency between regions, both in the collection processes,
content and availability of data, which is not conducive to harnessing and employing data
at a national level and thus could have prohibited development towards the inclusion of
administrative data in national level geodemographics (Gale et al., 2016).
Naturally, this limitation is relieved in the development of a LA specific geodemographic
classification, particularly when developing a standalone local classification for a single ge-
ography such as Leeds, as is the focus of this study. Harnessing the unprecedented levels of
local population data available within individual LAs is a more achievable task than that
faced by national-level classification developers, and consequently, the identification and
use of relevant administrative data could be more achievable in the development of a local
specific classification.
Nevertheless, should the case study methodology which is developed throughout this thesis
be extended to develop bespoke local geodemographic classifications for multiple local re-
gions, replicability issues might be introduced when seeking to employ any dataset which
is unique to specific regions. This is not an issue which requires addressing at this stage in
the exploration process, though the work carried out here, and the data recommended post-
exploration for inclusion in the development of the geodemographic classification, might act
as a guide for LAs who do not already gather such data to begin to do so, to support any
desired extension of the methodology into additional LAs.
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5.2.4 The census vs. open and administrative data debate
Although a reduced reliance on the census in geodemographics may be an attractive propo-
sition theoretically, and might soon be necessary if the census ends (as per Section 5.2.2), the
Beyond 2011 (ONS, 2014) project demonstrates the continued appeal of the census in prac-
tice, highlighting many of the factors which still need to be addressed in order to confidently
embrace administrative data as a complete replacement. Many of these factors mentioned
echo the enduring debate in the academic literature (Singleton and Longley, 2009b; Lansley,
2016; Longley, 2012).
The census data is comprehensive, covering almost the entire population, it is also reliable,
with a well-documented, clean and transparent collection and preparation process, resulting
in accurate, quality data with good provenance. This data is openly available at a relatively
granular geographic aggregation, ideal for supporting reproducibility in research (Gale et al.,
2016; Lansley, 2016). Conversely there is often nervousness surrounding the quality and
completeness of open and administrative data, and an insecurity regarding its uncertain
continuance. Whilst recent government policy recommends the development of public sector
data standards to promote consistency and the effective use of data, no such standards yet
exist in practice (Public Accounts Committee, 2019). Consequently, in many cases the
primary purpose for the collection of an administrative dataset is linked to current policy or
LA activity which is liable to change. This could result in consequential amends to how the
data is collected, affecting the temporal or geographic consistency of the resulting data, or
even a complete discontinuation, which could render it unreliable in longitudinal research
(ONS, 2014).
There is also an increased potential for the introduction of bias from the use of alternative
data sources. For example, the potential for instances of missing data are increased in
the collection of administrative data, where individuals who are “off-the-grid”, who have
limited interaction with the public sector, are unaccounted for within the data collected.
Alternatively, individuals with many points of interaction may be over-represented if cau-
tion is not taken. Additionally, when employing multiple administrative datasets in place
of the census, the representation of each individual unit within (be it person, household or
OA) is constructed by the combination of fragmented viewpoints, which in itself could offer
an incomplete picture of the individual. Moreover, this is often achieved in the linking of
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distinct datasets, which could itself further propagate any bias in the individual datasets,
and make the bias difficult to keep track of (Longley, 2012). However, this technique could
promote the use of different datasets to validate one another, or to address missing data
in one dataset through the use of other datasets. As such, it is evident that there is some
complexity in the employment of administrative data, and these complexities should be thor-
oughly understood, highlighted and mitigated for, where possible, to ensure its appropriate
use (Savage and Burrows, 2007).
Nevertheless, census data also has its limitations. Administrative data is often naturally
more up-to-date than decennial census data, offering a potentially more relevant represen-
tation of its subject. Longley (2012) specifically postulates that the relevance of the census
data in geodemographics in particular is decreasing as populations become increasingly
complex and nuanced. Instead, he suggests that lifestyle characteristics which represent at-
tributes of the population beyond those captured within the census outputs are increasingly
required to more appropriately reflect the factors which drive decisions in modern society.
The evolution of the commercial classification products and the behavioural data included
within their construction further supports this theory. Moreover, in many cases, adminis-
trative data offers more flexible geographic and temporal aggregations, and the restrictions
created by the finitude of the census questions are lifted by the new possibility of sourcing
administrative datasets containing information not traditionally collected, affording a par-
ticularly appealing increased richness and depth unmatched by the census (Longley, 2012).
5.2.5 Potential sources of administrative data
Good solutions for extending geodemographic classifications beyond the census will benefit
from the adoption of a broad range of alternative novel data (Singleton and Longley, 2019).
In the interest of promoting reproducibility within the public sector, much of this data
should be sourced from the public sector and Open Data landscape. In the development of
geodemographic classifications, careful and considered data sourcing is essential (Singleton
and Longley, 2009b). This will become progressively truer in the shift to adopt increasingly
more non-census data in their development, and as developers therefore seek reliable sources
of new, novel datasets with which to build classifications capable of competing with the
commercial offerings. Reliable adoption of administrative data, from whichever source,
depends on clear provenance and good documentation. It is also essential to consider the
130
expected longevity of the dataset going forwards. The commitment from the UK government
to publish the census every ten years, prioritising consistency and comparability between
releases, has contributed to its continued adoption in research, including geodemographics.
Similar reassurances would thus also be desirable in seeking future alternative datasets,
where possible.
As mentioned, the public sector itself has increasing availability and access to data and
technology capable of supporting a similar expansion into the use of non-census data, such
as data routinely collected and stored by individual LAs and central government as a by-
product of other services and activity, including a variety of population data. Increasing
appreciation for the value of this data and its re-employment potential have promoted a raft
of local-level initiatives and the mainstream adoption of data-led policy making, mirroring
the national level philosophies outlined in Section 2.4.1.
Within LCC this is exemplified in improved data collection and sharing, both internally and
externally through open data platforms. These include Data Mill North (2020) (see Section
5.3.3), Leeds Observatory (2020b), a council-led website providing key data about the Leeds
population and economy, and Smart Leeds (2020), a council-led programme created in
partnership with the Leeds Open Data Institute (2020) to deliver new technologies and
innovative solutions in the city, supported by a focus on open data and analytics. In
addition, LCC collaborates closely with academics, sharing the data which underpins a
range of research (Carroll and Crawford, 2020). These efforts have promoted transparency
and propagated the use of administrative data, though have also highlighted some practical
challenges (discussed further in the Section 5.2.6).
The research in this chapter and, Chapter 6, itself benefits from these sources of admin-
istrative data, both from the direct sharing of data from LCC partners and from the use
of the platforms listed above, namely Data Mill North. Data relating to many dimensions
of the resident population of Leeds are available openly on these platforms, from top-level
population and demographic information on the Leeds Observatory to detailed data on
communities, travel and transport, health, wellbeing and housing data on Data Mill North.
Many of the datasets publicly shared represent summarised snapshots of extended datasets
housed within LCC itself. However, open data sources face confidentiality restrictions which
can limit the geographic granularity of the data, for example. On such occasions, reposito-
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ries such as this might instead act as resources for identifying potential available datsets,
which can instead be sourced directly from the original data owners, in this case, LCC
themselves.
Moreover, though this data can be combined with open data published by central govern-
ment departments which relate to many of the same topics, such as housing data from the
Land Registry (HM Land Registry, 2016) which has already been identified as a source
utilised by the commercial geodemographics developers, many of the initiatives of LCC are
entirely locally focused and locally specific. Though the data combined could offer a rich
tapestry of information with which to develop a profile of the residents within the city of
Leeds, the wealth of this administrative data is as yet untapped in the development of
open geodemographic classifications, which have thus far focused primarily on developing
classifications at a national extent, as discussed in previous sections. Similarly, no evidence
has been found of data such as this being incorporated into place-specific classifications
developed anywhere in the UK. Unencumbered by the limitation of generating this data at
national level, this study can seek to take advantage of these local-level administrative data
repositories to develop a place-specific classification for the city which extends beyond the
traditional data practices.
5.2.6 Overcoming the limitations of administrative data
In the adoption of non-census data within the development of open geodemographic clas-
sifications, particularly developed for and by the public sector, it is evident that the in-
frastructure within LAs, housing much of the potential administrative data, is increasingly
important. However, many of the practical concerns raised in Section 5.2.4 which currently
limit the routine use of administrative data still need to be considered and addressed. These
are commonly summarised by, but not restricted to, the following themes:
• Immature public sector data infrastructure
• Lengthy data sharing processes restricting speedy use of data
• Uncertain data provenance and quality
• Inconsistent documentation of data
• Unsupported linking of data across disparate datasets
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• Difficulties identifying available data across departments
• Confidentiality issues introduced by individual or household level data
Despite LCC having adopted a culture of data-led policy development, and as such being, in
the main, a forward-thinking LA, keen to support the work of academics in exploring their
data to derive insights for improving their practices, in practice, there remain limitations
and barriers. Though there is an increasing recognition of the value of data within LCC
specifically, which has led to a growing emphasis on data-led policy making and the adoption
of data-centred initiatives as laid out in Section 5.2.5, many of the issues listed above
remain, and could take some time to develop and overcome. Whilst some simply add
complexity to the development of innovative approaches, which might be frustrating but
not insurmountable, others have the potential to derail or stifle such innovation, though
individuals and teams within LCC are working extremely hard to ensure that this does not
happen. However, should the census cease in the near future, the scale of the task to ready
the internal data infrastructure to compete with the data quality and provenance expected
by census data users, in particular, would necessitate much more support for LA teams.
This would be particularly true if those expectations were increased to include the use of
more frequent and regular releases of data at an equally granular geographic level. In the
construction of a multivariate geodemographic classification which is rooted in generating a
holistic picture of populations from data across domains, and thus across government and
local government departments, the difficulties faced are potentially exacerbated.
In order to progress in this direction, current legislative and technical hurdles relating to
the themes listed above are going to need to be overcome. Though this presents a number
of challenges, it also offers an opportunity for the public sector to make necessary techno-
logical progression. Specifically, data sharing practices which can differ from department to
department and which currently present a barrier to more fluid collaboration with academia
would need to be addressed (Carroll and Crawford, 2020). Additionally, an emphasis on
developing a uniformity in the methods used to collect, format and adequately document
data would also require improvement to support its use. Though much of the data might
be collected as a by-product of other council activity, LCC-wide recommendations could be
made to ensure that potential secondary activity is considered upfront in the collection of all
data to encourage the prioritisation of good practices required to ensure quality data with
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strong provenance. Similarly, national standardisation practices which are not yet in place
(ONS, 2014) would also be crucial to support the development of national classifications, or
of compatible local-specific classifications. However, each of these recommendations would
add increasing workloads and pressures to LAs who are in many cases already stretched
delivering existing expectations to budget. Though the desire and passion for using data
to innovate within LCC is evident, wide-scale innovations as would realistically be required
to achieve a complete shift in reliance from census data would require greater commitment
and funding from central government to support and extend existing local level initiatives.
Further, many LAs may be less progressed than LCC, so would require even more interest
and investment.
The scope of the potential barriers limiting the easy adoption of administrative data in
open geodemographics are thus not insignificant. The specifics of these limitations, and
their potential practical impact, are best demonstrated and understood in practice. These
will therefore be outlined and discussed as they are encountered throughout the following
case study, highlighting the real-world difficulties which have thus far prevented progress
in shifting from theoretical recommendations into a reality, and which might need to be
addressed to facilitate and propagate widespread adoption of the approach.
5.3 Case Study: Practically sourcing administrative data to
extend the Housing domain in a next iteration of the
LSOAC
5.3.1 Introduction
The discussions in Section 5.1 and Section 5.2 have highlighted the compelling policy and
operational needs for extending beyond the current 2011 OAC to include richer and more
timely data into the development of an open public sector focused geodemographic classifi-
cation. As referenced many times, the capacity for such a development is currently greater
than ever due to the increasing wealth of administrative and open data now available within
and to the public sector. The following case study represents the steps involved to acquire
novel administrative data which could be used as input data in an improved classification
at a local level. The data identified and gathered in this chapter will be used in Chapter 6
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to extend the work in Chapter 4, recreating the LSOAC, this time including variables from
these additional data sources.
The 2011 OAC (and LSOAC) is currently derived from 60 census variables relating to one of
five domains, outlined in Section 3.4.2. Due to the extent of the work and the time required
to practically implement such an broadening of the data beyond the census, this case study
extends just one domain, the Housing domain (listed as “Housing type” in Section 3.4.2),
to provide a real-world demonstration of the scope for such an extension, highlighting the
practical realities at each stage, and illustrating the impact on the resulting classification.
Section 5.3.2 presents the reasoning behind the selection of the Housing domain, in particu-
lar, as the basis of this work. Section 5.3.3 focuses on the identification of appropriate and
available housing data from within LCC and across the Open Data landscape, and details
the datasets obtained.
5.3.2 Background
The 2011 OAC Housing domain
The Housing domain is a component in the development of both the 2001 and 2011 OACs,
accounting for 8 of the 60 input variables in the build of the 2011 OAC (Gale et al.,
2016): Households who live in a detached house or bungalow; Households who live in a
semi-detached house or bungalow; Households who live in a terrace or end-terrace house;
Households who live in a flat; Households who own or have shared ownership of a property;
Households who are social renting; Households who are private renting; Occupancy room
rating -1 or less.
These variables pertain exclusively to property type and property tenure (and is thus listed
as “Housing type” in the list of domains in Section 3.4.2). Though statistical methods were
employed in the variable selection process of the 2011 OAC, as noted in Section 3.4.2, the
result of these were used as a guide to support context-led, empirical decision making. The
housing variables listed above were thus chosen based on a combination of their perceived
ability to reflect the income or wealth of the resident population and the built environment
found in each OA, two indicators which were previously deemed important and represen-
tative characteristics (Vickers and Rees, 2007; Gale et al., 2016). Despite indications from
the statistical methods employed in the variable selection process of the 2011 OAC that
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many of these housing variables might not aid in the identification of homogeneous popu-
lations as per the aim of the classification, they were still selected as final input variables.
This decision was based on the justification that they “represented a key facet” of the 2001
OAC census domains and to maintain continuity with the 2001 OAC (Gale et al., 2016,
p. 11). The latter was an uncompromised priority underpinning many of the decisions made
through the build.
One might consider such a justification for including variables as unsatisfactory if they have
been shown, as they were in the sensitivity testing, to negatively impact the output of
the classification, particularly in the development of a classification which is to be used to
understand the needs of the population and inform service provision. Yet there are many
potential benefits of retaining some housing indicators in the development of classifications,
particularly for the end-user. In the commercial sector, there is an understanding that hous-
ing indicators can support a more informed understanding of consumer behaviour (CACI,
2020). Moreover, since LAs themselves are responsible for a high degree of housing needs,
an understanding of the local housing infrastructure and distribution of living situations
could be extremely useful information with which to inform policy and LA activity.
Concerns regarding contemporary relevance of traditional housing indicators
As suggested above, there is some debate as to whether property type and property tenure
information alone are enough to differentiate individuals, particularly in relation to their
public service needs. At a national level, Webber and Burrows (2018) suggest that there
has been a reduction in homogeneity in populations by house type and housing tenure over
recent decades and describe a range of housing circumstances which are too nuanced to
be understood based on the consideration of housing type and housing tenure alone. For
example, the authors note the impact of the “right to buy” social housing scheme, which
promoted home ownership among the most “better-off” council tenants, in contrast with
the more recent phenomenon of young people facing greater difficulty in affording homes
and often being priced out of the property market by the increase of private landlords.
Additionally, they note further complexity introduced by the trend for students to rent
shared houses in streets alongside young professionals.
Moreover, housing decisions are also becoming more complex at a local level in cities such
as Leeds, where there has also been a recent surge in city-centre living, particularly among
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students and young professionals choosing to live in rented, city-centre apartments (Thomas
et al., 2015; Swinney and Carter, 2018). A review of new-build property data shared by
the Land Registry (HM Land Registry, 2016) supports these findings, illustrating a boom
in the development of expensive city-centre apartment buildings over the past decade and
introducing a new dimension to the traditional profile of people who live in “flats”. Similarly,
the data also indicates that both some of the least and most expensive housing in Leeds can
both be categorised as “terraced” housing, further highlighting the weaknesses of focusing on
property type and property tenure alone. This highlights the difficulties for LAs to generate
targeted strategies and allocating services and resources based on increasingly heterogeneous
population indicators.
The inclusion of additional housing information routinely collected by LCC and other data
vendors has the potential to generate a richer classification result which is more relevant
for the public sector use. For example, alternative housing indicators could derive a more
holistic picture of populations to distinguish residential properties inhabited by students
from those inhabited by families or young professionals. Alternatively, it could be used to
gain an idea of the turnover of residents in an area to derive a broader context, from which
a more nuanced understanding of public sector needs could be inferred. Yet, if house type
alone is decreasingly representative of the residents, then it is necessary to consider other
potential housing characteristics which might be more relevant if the Housing domain is to
remain in the generation of future classifications.
Justification for an extension of the Housing domain
Based on the above discussions, the Housing domain seems an ideal candidate for improve-
ment. Although the extension of all domains to include additional data is desirable, concerns
regarding the the appropriateness of the variables currently comprising the Housing domain
support its prioritisation above the other four domains. Moreover, extensions of this domain
have already been prioritised in the commercial sector, which have benefited from the govern-
ment’s open data initiatives in their inclusion of open housing related data, primarily house
price data published by the Land Registry. Debenham (2002) also found property trans-
action data to be a useful addition in the development of his classification, which likewise
explored the potential for including non-census variables into geodemographics, highlighting
the transaction data as important drivers of the clustering process. Although both the com-
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mercial classifications and Debenham’s (2002) study have singled out the housing domain
for such extension, the data considered has been limited to property transaction data, and
has not explored the wealth of housing related data available within local government.
In a practical sense, administrative data relating to households is more readily available
and linkable than data relating to individuals, supporting the construction of a tapestry of
datasets. Additionally, not only does LCC have access to a variety of housing related data,
but by its nature, it is related to households and not at an individual level, thus reducing
its sensitivity and the work required to account for many potential issues of confidentiality.
Additionally, many of these datasets already contain a consistent Unique Property Reference
Number (UPRN), enabling the linking of this data on a house-by-house basis. The Beyond
2011 consultation report (ONS, 2014, p. 20) flagged the inability to link data as a barrier
to the more frequent use of administrative data. Specifically, the report highlighted that
countries where the use of administrative data was more mainstream, it was typically enabled
by a “population register” which helped link the data, similar to the housing UPRN. Where
the data is aggregated to OA already, this necessity is reduced, as the linking can be done on
the OA code, unless there is a desire to develop composite variables from information held in
different datasets, which is a reasonable thing to want to do and has been done here within
a single dataset (i.e. grouping house types). This could also be important in identifying
duplicate data in the same dataset, facilitating the identification of the same UPRN in a
single dataset, for example. Moreover, the work carried out based on this methodology
can be reproducible in other LAs where similar data is available, since UPRNs are adopted
nationally.
Furthermore, the near one hundred percent completeness of census data (Lansley, 2016)
which appeals to many users (see Section 5.2.4) is similarly available in much of LCC’s
housing related data, which contains records of every house in the city. This domain thus
seems to present a good opportunity to test the inclusion of LCC’s existing datasets, demon-
strating tangible potential for the secondary use of administrative data.
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5.3.3 Sourcing and selection of alternative data
Data collection: Methodology and sources
In order to develop a classification which moves beyond data solely sourced from the census,
alternative datasets including variables with which to directly replace, or enrich and extend,
the current census data must be identified and obtained. Here, these are sought from
across the UK’s Open Data landscape and from the datasets held internally within LCC.
To maintain consistency with the data adopted from the 2011 OAC, and supported by
the discussions presented in Section 3.3.2 (STEP 1) regarding the appropriate geographic
granularity for a public sector classification, variables are derived from these datasets at OA
level.
Though it is possible to infer OA level data from a coarser geography, in doing so, the
accuracy of the data is reduced. Moreover, such preliminary preparation of the data could
introduce errors, which might then be further propagated through the classification process,
undermining the reliability of the final result (Gale and Longley, 2012). Additionally, con-
verting previously aggregated data back to a more granular geography through inference
methods poses the risk of introducing the MAUP, discussed in 3.3.2 (STEP 1). Conse-
quently, the gathering of appropriate and available housing datasets is carried out with
geographic granularity as a priority, alongside a desire for data as recent and up-to-date as
possible. Thus, data is sought at OA level or below, to support the potential for aggregating
up to OA level.
Since there does not currently exist a known comprehensive repository, or list, of LCC data,
datasets are identified through a largely two-fold approach: first, exploring and obtaining
datasets already known to the partners and existing contacts within LCC; and secondly,
reviewing open data platforms, specifically Data Mill North (2020), from which datasets
are either directly obtained, where openly available, up-to-date and at the appropriate
geographical granularity, or otherwise requested in the required format from the listed LCC
data owners.
Data Mill North (2020) is a collaborative open data website originally developed by LCC
with backing from the Cabinet Office’s Release of Data Fund. Its purpose is to provide
a platform for openly sharing data for the North of England, enabling individuals and
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organisations to combine and explore datasets and seek to gain a deeper understanding of
the region and the problems it faces. Whilst LCC seek to keep Data Mill North updated
with a range of information collected as a by-product of their activities and interactions
with residents, the site does not hold data collected within all departments. Moreover, in
many cases of data which are uploaded to the platform, often the data is not the most
up-to-date version or is only available at an aggregate level to adhere to confidentiality
procedures. Additionally, many of the datasets are not supported by relevant metadata or
supplementary background information to ensure their appropriate use. As such, in this
study, the platform is largely used as a resource to aid in the identification and compilation
of a list of potential datasets, and for gaining the details of the data owners (as described
above). The relevant individuals at LCC are subsequently contacted in relation to obtaining
the data, as required. Each are able and kind enough to answer questions relating to all
aspects of the data. Where necessary, elements of these discussions are presented alongside
the details of the data in the sections to follow.
Other specific means used to identify particular datasets are outlined alongside the data.
Summary of datasets obtained
The extensive exploration of open data repositories and discussions with LCC partners and
representatives in relevant council departments result in the identification of 5 appropriate
and available datasets of interest (Table 5.1). Each dataset represents a snapshot at the
time of collection.
These datasets are selected for their potential to either replace or extend the census variables
which currently comprise the Housing domain in the 2011 OAC. Improved data on house
type and housing tenure is already successfully adopted in some commercial classifications,
in addition to bedroom count, age and price of property and sales trends data (Tate, 2018).
The data gathering stage here seeks to replicate the inclusion of many of these variables,
where possible, alongside more novel data, which is exclusively available within the public
sector. Each dataset introduces additional context into the classification to offer a more
nuanced differentiation of the population, arming the end-user with a richer picture of the
housing circumstances of the residents in each area with which to support more targeted
and bespoke servicing of the unique needs across the city. The potential benefits of each
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Table 5.1: Details of the datasets included in this study.
dataset are discussed throughout this case study.
In summary, the Council Tax and council managed social housing information provide a
more up-to-date source of information relating to the city’s overall housing stock and social
renting stock, respectively. This is enhanced with the additional context in terms of the
band assigned to each property and the each social property’s value and turnover, offering
a way of distinguishing more relevant sub-groups within each of the main property types
and the social housing across the city. The Land Registry property transaction data offers
the potential for a more accurate picture of property value than achieved through the sole
use of house type as a proxy indicator, whilst the Council Tax exemption data highlights
properties with unique household compositions. In some cases the latter could be more
141
reflective of the lifestyle of the residents than an awareness of the built environment itself,
and thus, could be a more reliable proxy for their needs. Notice, whilst all of the household
level LCC datasets in 5.1 include a UPRN attached to each record, this is not the case
for the external property transaction records obtained from the Land Registry (HM Land
Registry, 2016).
Additional datasets considered
The following additional datasets are obtained and explored but are not included in further
analysis for the reasons outlined.
• House in Multiple Occupancy (HMO) licences, issued in Leeds between November
2013 and November 2018 (supplied by LCC), comprising: UPRN; Address of each house
with HMO licence; Licence issue date; Property description.
A licence from LCC is required to let a large property as a HMO in Leeds (see Gov.uk
(2020)). This dataset contains a record of the 2,632 houses actively HMO licensed in the
time period outlined. These are located in 280 of the 2,543 OAs in the city. Understanding
the distribution of HMOs is an attractive prospect, since these properties represent a
specific household composition which is not captured within the existing Housing domain.
However, properties with an active licence issued prior to November 2013 are not included
in the records, thus introducing the potential for missing data. Conversely, since no end-
date is included in the data, properties which have ceased to be HMOs will still be
incorrectly included in the data. The data is therefore judged unreliable and the decision
is taken not to include it in the development of the classification. Moreover, experts within
LCC suggest that the Council Tax data might offer a more reliable record of HMOs in
the city.
• Council Tax band charges, as of 2018 (supplied by LCC)
The fees for each of the Council Tax bands are standard across the city. However, an
additional “parish charge” is applied to some properties, at the discretion of the parish in
which the address is located. This is rolled into the Council Tax charge for the property,
rendering slightly different fees for some properties within the same Council Tax band
which are not within the same parish. Since this difference in the final Council Tax
fee is not necessarily dictated by the characteristics of the population in the area, this
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discretionary uplift is disregarded, wherever it applies. Therefore, each Council Tax band
is considered as standard across the city. As such, the charges represent no additional
information beyond the breakdown of the properties by band, which is already included
(see Section 5.1).
• Energy Performance Certificates (EPC), issued 2008-2015 (supplied by LCC)
An EPC is required for all residential properties when newly constructed, sold or let. The
records for these certificates hold potentially useful information, including the number of
habitable rooms, the total floor area, the floor level (if the property is a flat), the count
of extensions to the property and type of conservatory, if applicable. Although these
would be desirable characteristics to incorporate into this study, since the data is only
available for the properties meeting the requirements for a certificate (53% of residential
properties in Leeds), its use is ruled out at this stage on the grounds of incomplete cov-
erage. Alternatively this dataset could be used to identify newly constructed properties,
or those which are sold or let, through the existence of the EPC. However, the associated
records do not state the criteria requiring the EPC. It is thus not possible to split the
data into such categories. Since the Land Registry data already provides information on
all sales, including explicitly listing new build properties, it might be possible to remove
the sales and new builds identified in the Land Registry data from the list of EPCs is-
sued to identify just the properties obtaining an EPC on the basis of a letting, however,
once issued EPCs are valid for 10 years and do not need updating upon each re-letting
of the property (Ministry of Housing, Communities and Local Government, 2019). As
such, the granularity of the information is not detailed enough to accurately derive useful
inferences.
Additional datasets for future exploration
Additionally, there are several other desirable datasets which are also sought for exploration,
but which prove difficult to obtain within the scope of this study:
• Sold and demolished LCC managed social housing data
Any adjustment to the social housing provision in an area will likely occur concurrently
with a shift in the population and their needs. Understanding that an area has recently
undergone such a change could offer a context not captured by a simple count of the
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existing social housing stock. Obtaining this data for inclusion in future iterations of the
classification is therefore recommended, if possible.
• Socially rented private properties data
The LCC managed social housing information (in Table 5.1) includes properties which
are rented by LCC directly, but does not include social housing provided by private
landlords. This is a gap in the context provided by the existing dataset. Whilst LCC
does not routinely record this information, a list of the main Housing Associations in Leeds
is available. This could be used alongside the Council Tax data to identify the properties
assigned to these associations. The completeness of this data could not be guaranteed,
since independent social landlords and other organisations which are not included in the
list would be missed, and the complete dataset could take some time to compile. However,
this data is coveted.
• Zoopla and postal data
Additionally, the LCC managed social housing rental data obtained does not directly
contain information pertaining to private rentals, which would be a valuable addition.
This is a shortcoming which is not easily addressed using data available in the open or
public data space. Other studies researching the private rental market have successfully
sought data from vendors such as the property website Zoopla (Clark and Lomax, 2018).
In some cases, this data has also been enhanced with data from the Royal Mail redirection
service, providing details of the forwarding postcode when a resident moves from the
property. Again, this could offer another potential source of information relating to
population change, which might add further valuable context. However, in the interest of
maintaining reproducibility (Lomax, 2020), this option is not pursued here at this time.
• Help to Buy data
Whilst traditionally the housing stock indicators adopted from the census have been
considered as proxies for the wealth of the residents in an area, supplementing this with
data relating to uptake of the government’s “Help to Buy” scheme, which offers support
to help first-time-buyers on to the property ladder, could offer a richer picture of the
circumstances of some home-owners. This information could potentially highlight areas
which are popular with first-time-buyers of this kind, offering a more nuanced indicator
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reflecting the life-stage or the financial status of these home-owning residents. Statistics
pertaining to the uptake of this initiative are identified in the public domain (Ministry
of Housing, Communities and Local Government, 2020), however, not at the geographic
granularity required.
5.4 Discussion
The opening sections of this chapter included a broad discussion of the potential of admin-
istrative data in terms of its usefulness, usability and relevance in geodemographics. The
theory presented in these sections was subsequently extended and explored in practice in
the case study which followed. The decision was made to prioritise the extension and en-
hancement of the variables of the 2011 OAC Housing domain based on strong justifications
which included the potential and availability of administrative housing and property data,
and weaknesses of the existing 2011 OAC housing variables.
Consequently, a thorough identification and review of potential alternatives was undertaken.
This included extremely detailed appraisals of the open and public sector data landscape
within Leeds and LCC, specifically, and of particular datasets identified. Many of these
datasets are introduced in finite detail. This groundwork was judged to be essential to
guarantee confidence both in the data and in the classification result derived from it in
Chapter 6, where the data is used to enhance the Housing Domain in a re-classification of
the LSOAC (developed in Chapter 4).
However, the work involved, including the identification and subsequent gathering and
preparation of the data to support its use, consumed many months and much careful
consideration. Each phase, from the lengthy research and consultation process taken to
identify potentially useful data owned and managed by LCC, to cultivating relationships
with the various data managers, agreeing the structure of each dataset, confirming licence
agreements, acquiring the data, becoming an expert in the intricacies of each dataset to
understand any potential weaknesses inherent within, and finally cleaning and preparing
the data, cost valuable research time. This is despite the emphasis which LCC places on
data and data-led approaches, its respect for the potential of public sector data (which is
evidenced in the strong data networks and initiatives listed in Section 2.4.1 and Section
5.2.5), and the importance that LCC places on collaborative research with the University
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of Leeds (Carroll and Crawford, 2020).
Indeed, the partnership with LCC which underpins this thesis was vital throughout, in
addition to the time granted by the nature of doctoral research which enabled dedicated
attention and the scope to build and maintain crucial relationships. These factors may
be infeasible in other research settings and thus the outcomes presented here might like-
wise be unachievable. Moreover, whilst elements of the time burden would be reduced when
replicating this activity in-house, namely time consumed agreeing the terms of licence agree-
ments, much would not. The helpfulness, hard work and commitment of LCC to support
this activity was hampered in many ways by the data infrastructure and disparate storage
of data across the siloed departments, and the limited capacity of individuals and their
ability to divert attention from their primary roles to provide support. These are factors
which would similarly impede internal activity, and which have been identified as broader
issues in local government across the UK (ONS, 2014). However, certain practical steps
could be taken to alleviate some of these constraints, which will be discussed further in
Chapter 6. Nevertheless, much success has been made in this chapter in identifying and
selecting several candidate datasets. Chapter 6 will continue and extend this case study,
candidate input variables will be derived from these datasets, variable selection procedures
will be applied, and the LSOAC will be re-classified based on this extended and amended
set of input variables as a test of including novel administrative data into the build of a
geodemographic classification.
Summary
This chapter has demonstrated both the practical potential and challenges of extending the
input data employed in geodemographic classification development to incorporate novel ad-
ministrative data sourced from the open and public sector data economy. Chapter 6 will
extend the work presented here to generate a new place-specific classification for Leeds which
incorporates variables derived from the datasets identified here.
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Chapter 6 - Introducing novel local data:
Incorporating novel admin data into
the Leeds-specific classification
6.1 Introduction
This chapter extends the case study in Chapter 5, taking the datasets identified and deriving
relevant variables with which to update and extend the original set of census variables used
in the 2011 OAC, before once again adopting the 2011 OAC methodology to generate new
classifications for the OAs in Leeds based on the updated variable sets.
Section 6.2 outlines the necessary preparations to be made to each dataset, and the pro-
cess of identifying and extracting the relevant variables. Section 6.3 details the process of
converting each dataset to the same geographic scale, highlighting several issues preventing
the replication of the household to OA aggregations made in the generation of the 2011
census statistics in the household level administrative data, and the associated implications.
In Section 6.4, the 2011 OAC variable selection methodology is conducted on the candi-
date variable set curated, to identify variables with which to replace and extend the census
variables currently comprising the Housing domain of the 2011 OAC. Finally, two new
geodemographic classifications for the Leeds OAs are generated, first based on the updated
and then the extended variable sets, the results of which are presented in Section 6.5 in a
comparison with the results of the LSOAC derived in Chapter 4. In doing so, this chapter
presents the novel development of an open classification for the city which is extended with
alternative data in a transparent and reproducible manner.
6.2 Data preparation and identifying candidate variables
This section details the process of data preparation and exploration employed to identify
and extract a set of candidate variables for input into the re-classification. A lengthy process
of cleaning and preparing the data is initially carried out to ensure accuracy, quality and a
thorough understanding before potential variables are identified in each of the raw datasets
listed in Table 5.1. This section includes a thorough discussion of each of the datasets,
outlining what is and is not included in each, and any weaknesses and limitations associated
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with their use. It also details the most significant issues which are faced in the preparation
of each of the datasets during this phase, outlining the problems, explanations and solutions
identified in each case. This work is explicitly documented, including details of thoughts
and decisions made, to highlight the practicalities of understanding such an endeavour and
to support confidence in the subsequent use of the variables derived. It also contains a
record of recommendations to assist LCC, or any other LA, to apply similar approaches to
their data, and to strategically collect data in ways which enable and support this form of
analysis.
6.2.1 Property transaction records
Property transaction records from the Land Registry, a non-ministerial government depart-
ment which deals with the registration of property and land ownership, are employed in
the development of several of the commercial classifications (Harris et al., 2005). This data
(described in Table 5.1) is openly available and is extracted directly from the Land Registry
website (HM Land Registry, 2016). The dataset extracted contains a record of property
sales in the LA boundary of Leeds for all years between 1995 and 2019, inclusive 1, a total
of 333,842 records relating to 186,653 distinct properties. As detailed in Table 5.1, the data
includes the full address of the property, including the postcode, the property sale price,
the date of the sale, a property type indicator of either “detached”, “semi-detached”, “ter-
raced”, “flat/maisonette” or “other”, and an indicator of whether or not the property was
a new build. A transaction type of either “A” or “B” is also assigned to each record, as per
the following definition (HM Land Registry, 2016):
• A - Standard Price Paid entry, includes single residential property sold for value.
• B - Additional Price Paid entry, including transfers under a power of sale/repos-
sessions, buy-to-lets (where they can be identified by a Mortgage) and transfers to
non-private individuals.
As such, transactions assigned to category “B” include both sales of commercial properties
and sales of residential properties purchased specifically for private rental.
Though there have been examples of other classifications which have incorporated data
1There are several circumstances under which a transaction has been excluded from the data, for example,
in instances of re-mortgaging or transactions mandated under a court order. These are listed in the guidance
(HM Land Registry, 2016). Since the data is not complete for all properties anyway, this is not considered
to be an issue.
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relating to non-residential land use, for example the London Workplace Zones Classification
(Census Information Scheme, 2017), the intention here is to identify variables specifically
relating to residential housing. As such, property transaction data relating to the sale
of commercial properties is of no interest here. However, the records relating to sales of
properties for the purposes of residential renting are of interest, since they still represent
residential housing stock in the area. Yet, there is no easy differentiation within this dataset
of these two distinct types of sales recorded as category “B” transactions. It is therefore
undesirable to simply remove all category “B” properties, as data relating to residential
properties purchased for the purpose of renting could be lost.
However, an inspection of the category “A” sales data reveals that there are no properties
categorised at type “A” transactions with property type “other”. Instead, all residential
properties are assigned to one of the traditional property types listed. Consequently, one
might assume that the “other” category is reserved for the description of non-residential
properties. Nevertheless, although this is neither confirmed or disputed in an extensive
review of the published documentation supporting the release of this dataset. Since the
properties can not be confirmed to be residential, the properties recorded as category “B”
with house type “other” are universally treated as commercial properties, which are not of
interest, and thus these records are discarded.
Consequently, since they do have descriptions which suggest that they may be residential,
the remaining category “B” records are assumed to represent the properties bought to let
and thus are treated similarly to the type “A” properties 2. These decisions could lead to
some data loss, but will retain as much data as possible while increasing the reliability of
the resulting dataset.
An alternative approach could be taken. The transactions data are appended to the Council
Tax data (also listed in Table 5.1, detailed in the next section), which contains a compre-
hensive record of all residential properties in the city, which would identify all residential
properties in the Land Registry data. However, such an approach would rely on linking the
data on the address fields in each dataset. Since there is some discrepancy in how addresses
2If this data represented a comprehensive record of all buy-to-let properties, using this information to
derive a count of private rental properties, which is highlighted as a missing information set (in Section 5.3.3),
it would be an interesting additional variable. However, since this data does not have complete coverage, it
cannot be used in this way. Moreover, the data also does not contain information regarding the subsequent
fate of the property, and whether it continues to be rented, or whether the owner is now living in the property
themselves, nor does it contain information for properties purchased prior to 2014.
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for the same property are recorded between the two datasets, this is is also not a reliable
solution, and could be a lengthy process, so is disregarded in favour of the initial approach
outlined above.
Whilst this dataset contain records of sales occurring in 1995-2019, inclusive, a review of the
documentation accompanying the data also reveals that type “B” transactions have only
been “identified” since October 2013 (HM Land Registry, 2016). It is not clear whether
residential type “B” transactions prior to this date have been recorded as type “A”, or
whether type “B” transactions were simply not recorded at all. To avoid confusion and the
potential misuse of the data, all analysis is carried out on transactions occurring in 2014 or
later. This leaves a total of 80,266 transactions relating to 71,420 distinct properties (24% of
the privately owned properties in the city). All transactions in this period are summarised
by property type in Table 6.1.





Table 6.1: Property types in the property transaction data for 2014-2019, inclusive, by
transaction category.
Variables representing the following area characteristics are derived from this dataset: (1)
Average property value; (2) Turnover of homeowners; and (3) A measure of increased pop-
ulation driven by housing development.
Although property type information is included in this data set, this is not used. Since
the data is not comprehensive, counts of this data by property type are not appropriate to
reflect counts of property types across the city.
The average property value can be calculated from this data for each OA based on the mean
sale prices for all transactions in each OA. However, since this data is a snapshot of property
values at each sale, and since property value fluctuates year-on-year (typically increasing
due to inflation and other factors), it is first necessary to adjust the price paid in a given
year to generate an estimate of the expected price of the property in 2019 (to match the
most recent data). This ensures that the comparisons of property prices across the dataset
are like-for-like.
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Since this study is only modelling for properties in Leeds, a city-level percentage change in
the average house price is calculated year-on-year (shown in Figure 6.1), which is applied
to transactions occurring between 2014 and 2018, inclusive, to adjust for the change in
property values in the city. Specifically adjusting the house prices based on property type
is also considered, however, this is judged to be inappropriate based on the variance of
properties captured within the same property type. An average property price for the OAs
based on these adjusted house prices can now be calculated.
Figure 6.1: Cumulative percentage increase in Leeds house prices year-on-year.
There are 45 OAs in which no properties were sold during this period. As such, an average
property price for the OA cannot be derived in this way. Instead, the property value for
each postcode sector which is updated and published monthly by property website Zoopla
is used as a surrogate. The average property value for each OA is taken from the published
monthly values for May 2020 (the extraction date) and adjusted to derive an estimate of the
property value in December 2019, for consistency. Supporting documentation indicates that
the published value is generated based on a range of data, including previous sales prices,
changes in market value and characteristics of the property and the local area (Stanford-
Tuck, 2020), however, since the calculation is made in a black-boxed environment, and the
specifics are not shared, this method is only adopted in the 45 OAs for which no average
property value has been generated through the use of the Land Registry data in the primary
method, above.
A measure of turnover can be inferred by calculating a ratio of property sales in an area
to the total properties in the area, taken from the Council Tax data (listed in Table 5.1)
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(after removing the socially rented properties which cannot be sold, taken from the Council
Managed Social Housing rental data, also in Table 5.1). Since the data is most reliable for
2014-2019 (inclusive) this is not taken as a measure of the average length of time individuals
live in the area, but a measure of the sales over this period. Whilst this provides a sense
of both the level of new residents in an area and the number of properties which have been
inhabited for over 5 years, it does not provide information regarding of the number of years
a property has been lived in beyond this period.
A sense of housing expansion in an area can be derived from the recorded “new-build” field in
the property transactions data. This can be used to indicate areas of expansion to aid in the
delivery of the additional public services driven by an increased population. New housing
introduced in an area can substantially affect the local population structure (Debenham
et al., 2003), this could thus be crucial for a public sector end-user with the provision
of services and resources to meet the unique needs of residents. Whilst the introduction
of new properties through housing development is not the only indicator of an increasing
population, which could also occur in the conversion of a single property into flats or through
home extensions, it is likely the most significant factor which directly indicates an increase
in population and a subsequent stretching of existing resources. Since the data is readily
available in this dataset, it makes sense to also capture this dimension for further exploration.
Again, this measure is derived from the transactions occurring between 2014-2019 (inclu-
sive). Although this is somewhat arbitrarily led by the data, in future iterations it could
be led by literature or LCC experience of the length of time that it takes to develop the
infrastructure in an area, both physical and for the resources needed to service a sudden
population increase.
Therefore, the 3 variables derived from this dataset are: (1) Average property value of each
OA; (2) Turnover rate for homeowners in each OA; and (3) Rate of residential housing
expansion in each OA. Each of these variables represent new insights not captured by the
census variables used in the development of the 2011 OAC.
6.2.2 Council Tax data
This dataset contains information for all 353,860 properties in Leeds, compiled in the process
of Council Tax collection. The data contains property types and Council Tax bands, sum-
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marised in Table 6.2. There are discrepancies when comparing the total count of properties
in this data to the total households counts in the census data. Some of these discrepancies
can be attributed to the building, demolishing and adapting of properties in the intervening
period. Experts within LCC believe the Council Tax data to be a more accurate reflection
of the housing stock in the city , thus this dataset is already employed internally to de-
rive insights for policy development and recommend it as as a reliable alternative source of
housing data (highlighted in discussions with LCC data managers).
Council Tax Band
Property type Total A B C D E F G H
Semi-detached 120,020 29,018 31,127 42,739 11,437 3,924 1,296 442 37
Terraced 101,566 56,581 25,698 11,624 4,922 1,882 635 216 17
Self contained
flat
80,708 49,369 15,467 8,416 5,547 1,422 363 114 10
Detached 45,898 432 561 4,828 11,850 13,923 7,633 6,131 540
HMO Parent 3,632 932 2,310 256 78 34 13 5 4
HMO not further
divided
1,284 574 371 186 90 40 15 6 2
Care/Nursing
homes
263 10 19 7 8 32 44 56 87
Caravans 160 160 0 0 0 0 0 0 0
HMO bedsits 65 65 0 0 0 0 0 0 0
Residential edu-
cation
61 6 15 9 6 7 3 8 7
House boats 8 7 1 0 0 0 0 0 0
Hospitals and
Hospices
3 0 0 0 0 0 1 0 2
Prisons 3 0 0 0 0 0 0 0 3
Sheltered ac-
commodation
2 2 0 0 0 0 0 0 0




1 1 0 0 0 0 0 0 0
Table 6.2: Summary of properties by house type and Council Tax band in Leeds.
As per the guidance from the government (Local Government, 2016), by default, bands in
England are assigned to a property based on its estimated sale value in 1991. Bands for new
builds and properties which have undergone adaptions affecting their size are automatically
re-assessed based on additional characteristics, including the property size, layout, character,
location and change in use. It is possible for any property owner to dispute their default Tax
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Band and to request a similar re-assessment. This methodology is vulnerable to bias where
particular individuals, properties or neighbourhoods might be more aware of this option,
or more likely to appeal. Moreover, the assigned bands may be inappropriate in areas in
which the property value has not moved in line with the overall trend, and thus may be less
representative. Future work might seek to identify, measure and mitigate for this bias. For
now, the potential value of this data is considered to outweigh the concerns raised.
The property type information could be used to replace and extend beyond the four census
property types currently used in the 2011 OAC Housing domain, (1) detached proper-
ties/bungalows, (2) semi-detached properties/bungalows, (3) terrace/end-terrace properties
and (4) flats.
Property types with low counts
Replicating the 2011 OAC methodology as outlined by Gale et al. (2016), it is necessary
to remove property types which are affected by Statistical Disclosure Controls (SDC) (in-
troduced in Section 3.4.2), i.e. property types represented by small counts. These include
“Houseboats”, “Privately owned caravans and chalets”, “Sheltered accommodation”, “Car-
avans” and “Care/Nursing homes”.
Combining these into an “Other” category is considered, however, since the different prop-
erty types are reflective of different residents, such a category would not represent any
specific population characteristic and thus would not add anything to the analysis. Such an
“Other” category might therefore skew the analysis by generating a cluster based on very
disparate households. This option is therefore decided against, and the five property types
listed above are removed from the data.
Communal living and Housing in Multiple Occupation
Four additional property types are judged as irrelevant as they do not reflect characteristics
associated with clearly identified residential dwellings: “Hospitals and hospices”, “Prisons”,
“Communal Residences (e.g. hostels, Refuge Centres, Convents and Monasteries)”, and
“Unknown (where house types are unknown)”. The latter also represents a very small
number of properties.
Additionally, manual inspection reveals that the property type “Residential Education (e.g.
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Boarding school accommodation and Halls of Residence)” does not appear to include Univer-
sity halls of residence, as the name might suggest. This indicates a quirk in the management
of halls of residences by universities in the city and private providers and the system by which
LCC record or license these types of properties. It also flags a further area of caution to
be undertaken when using administrative data which employ common terminology, partic-
ularly in instances where secondary or external users might benefit from additional insights
to avoid misunderstandings or inconsistent expectations. This property type is therefore
also removed from the final list of variables drawn from this dataset.
There are also several house types in the Council Tax data listed as Houses in Multiple
Occupation (HMO). These are rented properties, typically short-term rentals, shared by
multiple individuals with individual rental contracts. This is not a property type in the
traditional sense as the description does not relate to the physical infrastructure, but to
the composition of the residents. This data is provided in lieu of a traditional property
type. In the case of a HMO, the property itself is being used in a different way to a non-
HMO property. The living situations of residents in a HMO in any property type will more
likely align with one another than with residents in non-HMOs of the same property type.
For example, residents in a HMO which happens to be a semi-detached will not use the
property in the same way as a resident in a non-HMO semi-detached property. As such,
understanding that the property is a HMO will help infer more about the circumstances and
situation of the residents than it will to assign the traditional property type to the HMO.
Moreover, if property type is to be taken as an indicator for wealth, or even infrastructure,
it is potentially misleading to treat non-HMO and HMO properties in the same way.
HMOs are therefore treated as a separate property type of their own. Replicating the
methodology in the 2011 OAC (Gale et al., 2016), a new ‘combined’ HMO property type
variable is generated by summing three HMO property types found within the Council
Tax data: “HMO Parent”; “HMO not further divided (where bedsits not recorded)” and
“HMO Bedsits/non self-contained accommodation”. Since every property is listed in this
dataset exactly once, these property types are mutually exclusive, thus making it possible
to combine these types into a single type.
However, consultations with LCC have indicated that the classification of a property as a
HMO or otherwise can be complex. It is possible for individual rooms within a HMO to
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be classified instead as a “Self-contained flat” in the Council Tax data if the room contains
access to a private toilet in addition to even limited cooking facilities, for example, a private
microwave. This can be true even if the property containing the room includes a communal
kitchen. Moreover, these classifications are regularly retrospectively applied and made ad-
hoc, often as a by-product of unrelated interactions with the council. As such, the definitions
of a HMO are applied loosely, and the classification itself can be somewhat inconsistent.
Moreover, manual inspection of the data reveals information relating to university student
halls contained within the HMO data. However, it is not possible to exclusively identify and
extract the student halls to remove from the HMO information, or to use as an individual
variable in itself. This should be noted, however, as it could assist in the interpretation of
the results to understand that the HMOs identified might reflect student halls. To support
the use of this data in the future, LCC might benefit from comprising a separate list of
student halls including UPRNs to assist in this extraction and to add further nuance to the
HMO data.
Nevertheless, though the data may not capture all possible HMOs in the city, and whilst this
data combines traditional HMOs with student halls, there is potentially valuable information
to be gained in including this data in the geodemographic classification.
Council Tax bands
The Council Tax band information could also add extra information above and beyond
the property type. Council Tax bands are assigned to residential properties based on a
review of several property features, including size, layout, character, location and property
value. The bands are on a scale from A to H, where H is typically assigned to the largest,
most valuable properties (Local Government, 2016). Each band indicates the amount of
Council Tax the tax payer(s) who are responsible must pay. The fees are consistent for all
properties assigned to the same band, regardless of geography, but for a separate “Parish
charge” which is added in some OAs (see Section 5.3.3). Since this additional charge does
not reflect the characteristics of the resident population, bands are considered to reflect
all of the properties allocated to them in the same way in this study. This information
is thus of potential value in the development of a geodemographic classification since it
indicates homogeneity between properties in the same bands based on a more holistic mix
of characteristics which are not necessarily reflected solely in the consideration of property
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type.
As demonstrated in Table 6.2, it is possible to also derive a variable based on the combination
of each property type with each Council Tax band (e.g. “Band A Detached property”, etc.).
However, this level of detail is judged to be unnecessary and potentially unhelpful. The
numbers in each of the resulting categories would be small, and since both the property
types and Council Tax bands are to be included in the analysis already, this extra level of
detail would likely introduce redundancy.
Therefore, the 13 variables to be derived from this dataset are: (1) “% of detached properties
in each OA”; (2) “% of semi-detached properties in each OA”; (3) “% of terraced properties
in each OA”; (4) “% of flats in each OA”; (5) “% of HMO properties in each OA”; and
(6-13) “% of properties in each Council Tax band in each OA (A-H)”.
In addition to the overall discrepancy in total household counts, further discrepancies are
introduced when the above variables, aggregated at OA level, are compared to the household
statistics for each OA as per the census data. These discrepancies are discussed at length
in Section 6.3. Though not ideal, the issues which have resulted in the differences are
unavoidable and all action is taken to mitigate the impact, thus no further action can or is
to be taken in an to attempt to improve the aggregation.
6.2.3 Council Tax exemption records
This dataset contains both a list of addresses in the Leeds LA boundary which are HMOs,
and for which the owner is liable for the payment, and a list of the addresses that are
subject to a student exemption in Council Tax. Though datasets relating to other Council
Tax exemptions and discounts exist, this is the only such dataset which is easily interpretable
and is not deemed too sensitive to obtain, such as is a barrier to the use of disability discount,
for example. The single resident discount is considered, however, in addition to properties
containing individual residents, this exemption can also be applied to households containing
a lone parent, or containing only one individual who is not eligible for any other exemptions,
for example, in the case of co-habiting couples where one of the parties is a student. These
instances reflect very different living situations to households occupied by a single individual
alone, and as such, limit the usefulness of the single resident discount.
The primary purpose of the compilation of this data by LCC was to inform planning use and
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was thus not intended to represent a definitive list of all HMOs in the city (Data Mill North,
2020). Each record contains a UPRN for the property, a complete address including the
postcode, and the exemption code under which the property has been recorded as exempt
from Council Tax based on the circumstances of the residents, from one of three possible
codes:
N = Property solely occupied by full time-students
M = Purpose built student accommodation solely occupied by full-time students
OL = (Owner Liable) A dwelling inhabited by persons who do not constitute a single
household where the owner is liable for Council Tax (a HMO property)
The “M” and “N” codes relate to the residents. Properties with “M” and “N” exemptions
are mutually exclusive and thus can be combined to represent all properties which are
inhabited solely by students. It must be noted, however, that some accuracy in this data
could be lost if eligible students are not claiming this exemption, as in many cases, this
relies on action from the eligible student themselves. This is also a count of properties and
not individuals, so properties with many students living within would be counted equal to
a property containing a student who lives alone. Moreover, the data also only contains
information relating to properties solely occupied by students, and not residences which are
shared by students and non-students, for example, students with a non-student partner, or
students living in their family homes. However, it has been decided that this data could
still prove useful in highlighting ‘traditional’ student areas, which is important in Leeds
in particular. Student populations can live very differently to other resident populations
cohabiting within close proximity (Tate, 2018). Students are also likely to live in HMOs,
but again, in distinct circumstances to other HMO compositions, such as those inhabited
by young professionals. An ability to thus identify areas based on presence of HMOs in
addition to a presence or absence of students could be extremely informative. Moreover,
local knowledge suggests that there has been some migration of student populations in the
intervening decade since the 2011 census. Thus, this could be a useful variable for inclusion
in the development of the classification, particularly in providing a more up-to-date picture
of student residents beyond the census variables.
The “OL” code relates to the property. This code is assigned to HMO3 properties such
3This is the third dataset considered here which makes reference to “HMOs”, though there is inconsis-
tency in the use of this terminology, and conflicting definitions have emerged through further consultations
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that the occupants have separate tenancy agreements. Thus, under Council Tax legislation,
the owner is liable for the Council Tax, rather than the tenants. The “OL” exemption is
therefore not mutually exclusive to the “M” or the “N” exemptions, which are applied in
relation to the circumstances of the occupants, since a property can be both owner liable
and solely occupied by students. Thus, there are properties duplicated in the data where
the property is a HMO solely occupied by full-time students. However, these duplicates are
retained. Their removal would be considered if it might add information, for example in the
identification of HMOs which contained no students, however, this would not account for
mixed student and non-student households, and thus would not have provided an additional
source of information.
Since this dataset is unlikely to contain a comprehensive record of HMOs in the city, and
since this information is already captured by the Council Tax HMO property type informa-
tion derived in the previous section, the “OL” exemption is not employed directly. How-
ever, this dataset does contain 1,088 records relating to properties which are not classified
as HMOs in the Council Tax data. Further inspection suggests that these records might
pertain to some of the HMOs in which the individual rooms are recorded as self-contained
flats in the Council Tax data due to their access to qualifying private facilities, and are thus
missing from the Council Tax HMO records. As noted, these properties are still essentially
lived in as HMOs, and as such, it is desirable to include a variable which might be able to
differentiate these properties from self-contained flats in the traditional sense. Whilst it is,
again, not possible to be entirely sure that this dataset captures all properties of this type,
the “OL” records which fall into this category are retained as a new “HMO Self-contained”
variable, as a best-fit proxy variable. Recommendations are made to seek to improve upon
the data used for this variable in future studies, be it by evaluating the comprehensiveness of
this method, or by identifying properties exhibiting this phenomena via any other method.
Therefore, the 2 variables to be derived from this dataset are: (1) “% of properties with
either an ‘N’ or ‘M’ student exemption code in each OA (i.e. % of properties solely occupied
by students)” ; and (2) “% of properties with an Owner Liable (‘OL’) exemption code in
each OA which are not classed as HMOs in Council Tax data (i.e. the ‘HMO Self-contained’
with LCC. Though these discrepancies are thoroughly researched and addressed in this study, mitigating
against misunderstanding, the potential for misunderstanding in the use of administrative data is present




6.2.4 LCC Managed Social Housing data and rental information
This dataset relates to LCC owned, socially rented properties. This data comprises two
individual parts, (1) a list of all 55,628 socially rented properties under LCC management
in the city and (2) an aggregation, by OA, of council property values and other rental
information e.g. count of bids 4 and length of empty properties (see Table 5.1).
The list of council properties contains a UPRN for each property and the full address,
including postcode. It also includes information on whether the property is categorised as
“Extra Care” or “Sheltered” housing. For those which are not, this dataset also includes
information relating to the size of the property, by bedroom count.
This data could therefore be linked by the UPRN to the Council Tax data to get property
types. However, this would not add very much beyond the variables already derived. In-
stead, pulling out the bedroom count could be used to add further context and potentially
act as a proxy for household composition for the social renters, which is not represented yet
in any of the other new datasets described in this section. This is also true of the infor-
mation on “Sheltered” and “Extra Care” social housing. Counts of these categories in this
dataset can be seen in Table 6.3.
Property category Total count
Bedsits and 1 and 2 bedrooms 33,751
3 bedrooms 15,603
4 plus bedrooms 1,932
Sheltered and Extra Care housing 4,342
Table 6.3: Summary of LCC managed social housing by category.
To account for SDC, the bedsits are aggregated with the 1 and 2 bedrooms. These were
already aggregated in the original data. Properties with 3 bedrooms are retained as a cat-
egory of their own as they might represent a potentially different household composition
to 1/2 bedroom properties, and SDC does not necessitate their aggregation. Any property
with 4 or more bedrooms are again aggregated, to account for SDC. Moreover, these repre-
sent large house with more than the average number of bedrooms (Local Authority Building
Control, 2018).
4Prospective tenants can see a list of the properties which are advertised for rent, and subsequently ‘bid’
on properties, to express their interest in renting the property.
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“Sheltered” and “Extra Care” housing is also of interest as it represents another attribute
of the resident population. Though these properties do not list the number of beds, this is
a different type of social property altogether which adds another interesting dimension to
the data. Currently the Housing domain in the 2011 OAC contains a variable representing
the percentage of households self-reporting as socially renting in each OA, thus this data
might act as a more timely replacement.
As mentioned in Section 5.3.3, LCC also hold information on LCC managed social housing
properties which have been sold and demolished. Access to this information could support
the existing social housing data by demonstrating a changing population in a given area. It
could also help explain any discrepancies between the levels of social renting recorded in the
census and the LCC data. However, interdepartmental difficulties prevent this data from
being obtained. This is not helped by the disruption caused by the onset of the Covid-19
pandemic. This data is therefore not included in this iteration.
The aggregated rental information relating to the LCC social housing properties contains
the following information, by OA: Count of properties; Average tenancy duration; Average
rent; Count of properties advertised for rent; Average bids for advertised properties; Count
of long-term empty properties; Average days that an empty property remains empty.
The average duration of the tenancy per OA indicates a turnover rate of the socially renting
residents in OA, which is an interesting and useful social characteristic to understand about
an area. The average rent of the properties in an OA is a useful indicator which is similar
to, and could extend, the house price indicators adopted by many of the commercial clas-
sifications and discussed in Section 5.3.3. The number of properties advertised in each OA
does not show anything particularly useful since it does not differentiate between the same
properties being re-advertised multiple times and different properties being advertised just
once. The average bids received for the properties advertised for rent in each OA is initially
considered as a proxy for the popularity of an area, however, it is deemed an unreliable
proxy. Whilst high bids might represent popularity in an area, it might also reflect the
popularity of the properties themselves, which could be based on features other than the
location of the property. Moreover, low bids might incorrectly suggest unpopularity in areas
where properties were simply not advertised due to low turnover, i.e. where the properties
did not go on the market, which could actually be an indication of a well-liked area with
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low turnover. There are also a number of other potential concerns relating to the inference
of popularity from this data, and as such, this variable is not used going forwards.
Likewise, the variables relating to empty properties (count of long-term empty properties
and average days that an empty property remains empty) are also not used for this study.
Therefore, the 7 variables to be derived from across both the LCC managed social housing
individual and aggregated records are: (1) “% of social housing in each OA”; (2) “% of
social housing which are classified as Sheltered Housing or Extra Care properties in each
OA”; (3) “% of social housing which are bedsits or 1/2 bedrooms in each OA”; (4) “% of
social housing which are 3 bedrooms in each OA”; (5) “% of social housing which are 4 or
more bedrooms in each OA”; (6) “Average tenancy duration of social housing in each OA”;
and (7) “Average rent of social housing in each OA”.
These complete a list of 25 total candidate variables for inclusion in the build of the geode-
mographic classification (see Appendix C.1, for the complete list).
6.2.5 Additional data caveats
As identified in Section 6.2.2, the classification of HMOs are open to interpretation and thus
potential inconsistency. Notably, the Council Tax data contains records of “Self-contained
flats” which, for all intents and purposes, are simply rooms in a HMO with access to private
facilities. In such instances, the property is lived in as a HMO, and most likely, upon sale,
the entire property will be sold as a single unit. However, the Council Tax records issue
a UPRN to each flat, and lacks the information required to re-group as a single HMO. As
such, in an area with many HMOs of this kind, though the Council Tax data might reflect
an area with many self-contained flats, the Land Registry data could indicate this as an
area with high property value, reflecting the property values of the entire HMO. This could
be important to note for interpretation of the results, since the composite property profile
of such an area could closely resemble an area with many genuine high-value self-contained
flats, though the resident profiles of the two areas are likely to be very different. Further
consultations with LCC conclude that the Council Tax bands in this case might also not
assist in the differentiation of these two areas as there is often insufficient nuance in their
allocation. Local knowledge could therefore be useful in generating careful interpretations
where this phenomena might actualise.
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This issue tangibly illustrates the challenge and complexity of working with administrative
data. Whilst a deep understanding of any such data employed is required to facilitate
confidence in both the input data and the final result, it is becoming increasingly evident
that gaining such an understanding can be a lengthy and intricate process.
6.3 Generating variables: Geographic conversion issues
6.3.1 Introduction to the issues
The novel variables listed in Appendix C.1 are now derived from the associated datasets.
To support the use of these new, novel variables alongside the traditional census variables
in developing the classification, all variables must be derived at, or set to, the same ge-
ographic scale. Since the census variables are already aggregated to OA level, the data
underpinning the new variables, many of which are gathered at individual household level,
are also aggregated at OA level. However, an in-depth review of the documentation which
supports the publication of the census statistics, and discussions with David Martin (2020)
have highlighted that, as per the design of the census statistics aggregation, there are no
means available to reproduce the actual allocation of households to OAs as per the 2011
census aggregate statistics. As such, there is no way to aggregate the households in the new
household level data so as to match the aggregation of the same households in the census
statistics.
As summarised by Martin (2020), immediately prior to the 2011 census in England and
Wales, the ONS collaborated with address data vendors to produce a census specific address
register to support the mail-out of the census forms. However, a series of confidentiality
and sharing restrictions prevented its release outside of the ONS. Instead, postcode to OA
directories derived from the register were published to address the gap, providing a matching
between all postcodes and an OA (discussed further Section 6.3.3).
Subsequently, a joint venture between central government and Ordnance Survey saw the
creation of a new organisation “GeoPlace”, who oversaw the development of a high qual-
ity and definitive, licensable address register named “AddressBase” (GeoPlace, 2021) to
which access is granted for LAs and central government departments. In extension of the
census-specific address register and the published postcode to OA directory, AddressBase
is linked specifically to household UPRNs. Consequently, continuously updated UPRN to
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OA directories are now produced and published by the ONS, assisting in the more granular
allocation of specific households, rather than entire postcodes, to OAs. However, since the
AddressBase was derived subsequent to the publication of the 2011 census statistics, and
since there is no available snapshot of the exact links between households and OAs at the
time, only postcodes to OAs, there is no accurate means of retrofitting the households back
to OAs exactly as per the 2011 census aggregations.
6.3.2 Potential implications of imperfect geographic matching
These discrepancies compromise the integrity of any classification built on a combination
of census and administrative data, be it at OA, postcode or household level, since all geo-
graphic conversions rely on imperfect matching of census geographies to other administrative
geographies. This is particularly pertinent in areas with diverse populations living in very
close proximity, where even the slightest shift in geographic boundaries between datasets
may result in a distinctly different population captured and represented as the same OA in
each of the different datasets. Though this is unavoidable, these issues should be mitigated
against, where possible, for instance in seeking to at least apply a consistent aggregation
across all of the non-census data. Moreover, improvements should be implemented to reduce,
or remove, this challenge in future censuses.
Since the AddressBase now exists, and will form the basis of the 2021 census address register,
this should make such a mapping between households and OAs much easier in the future.
However, Martin (2020) predicts that these developments are still unlikely to support a
perfect reallocation of households to OAs in this or any future censuses going forwards,
commenting that the complex and confidential post-census processes are never going to be
replicable.
The immediate implications of the challenges with the 2011 census household to OA alloca-
tions in the context of this thesis will be illustrated in the sections to follow. The potential
wider implications of these challenges remaining post-2021, as researchers and policy makers
continue to put data increasingly at the heart of their decision-making processes, will be
discussed in more detail in Section 6.6.
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6.3.3 Introduction to available conversion methods
Based on the postcode to OA and the UPRN to OA directories published by the ONS (intro-
duced in Section 6.3.1), there are three main potential methodologies which are commonly
employed to aggregate household level data to OAs in research practices.
Method 1 involves the use of an ONS postcode to OA directory published by the ONS
Open Geography Portal (2020a), or lookup table, which when filtered for the LA boundary
of Leeds, matches each postcode in the city to a single OA. In this lookup table, several
postcodes are often assigned to the same OA in a many-to-one relationship. Since this lookup
has been established the longest, this is taught to students of GIS to support their use of
census statistics, and is typically the default approach adopted by researchers. For example,
it is explicitly documented as the methodology employed by Singleton and Longley (2009a)
to link from households to OA in their development of a Higher Education geodemographic
classification which incorporates non-census education data.
Method 2 alternatively employs the UPRN to OA directory also published by the ONS
Open Geography Portal (2020b). This method may be somewhat more limited since it
requires a UPRN linked to each household, however as demonstrated in Table 5.1, this
variable can be routinely appended to public sector administrative data.
Method 3 involves an application of GIS methods, mapping each household atop of the
OA boundaries (provided by the UK Data Service (2018)), and a spatial aggregation made
of the households based on the OA polygon in which they fall.
Due to the commercial value of methodological practices employed, it is not possible to
know which method is used in the development of any proprietary classifications.
6.3.4 Aggregation of the Case Study data: Challenges
Of the data in Table 5.1, the LCC managed social housing rental data is provided already
pre-aggregated based on a LCC adapted version of the postcode to OA lookup. The property
transaction records do not contain a grid reference or a UPRN, so can only be aggregated
to OAs based on the postcode of each property, ruling out Method 2 and Method 3. The
remaining datasets each contain both a postcode and a UPRN, which can also be used to
link to the X,Y grid reference of each property, which is stored in the Council Tax records.
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As such, it is possible to employ any of the three methods outlined in their aggregation.
However, for each method there are limitations preventing the generation of an aggregation,
which perfectly matches the census aggregation. Each postcode in the ONS postcode to OA
directory, employed in Method 1, is linked to a single OA in a many-to-one relationship,
i.e. all households in a given postcode are assigned to a single OA (though many postcodes
are often assigned to the same OA). However, in reality there does not exist such a many-
to-one relationship in all cases, since postcodes were not drawn to nest perfectly within
OAs (Debenham et al., 2003). Consequently, the simplifications made by this postcode to
OA lookup are such that there is a credible risk of some households being mis-allocated,
simply to prioritise consistency across the postcode. In these instances, it is not clear how
the assignment is made, whether the OA in which the majority of the households in the
postcode explicitly fall is the one to which all households in the postcode are assigned, or
whether the focus is on the OA containing the postcode centroid, or any one of several
alternative approaches.
There is a secondary lookup available which identifies the postcodes which straddle OA
boundaries (ONS, 2020d), which is purported to support a more accurate assignment of
postcodes to OAs with a little additional work, however, this table does not contain a record
of which specific houses in each postcode are assigned to the wrong OA in the simplification,
and thus cannot facilitate the re-assignment of these households to the correct OA. As such,
the household to OA match provided by the postcode to OA directory will necessarily have
households mis-allocated to the wrong OA.
Methods 2 and 3 offer a more granular, and thus potentially more accurate approach than the
postcode lookup employed in Method 1. However, even adjusting for new build properties
in each OA (based on records in the HM Land Registry (2016) in Table 5.1), there are
substantial discrepancies in the use of each of the three approaches to match the census
aggregations in Leeds. Of course, there is a risk of introducing some inaccuracies, since
the new build properties must be allocated to OAs based on the postcode lookup, as the
Land Registry data does not include a UPRN or grid-reference, and thus some may be mis-
allocated. Moreover, the data does not contain demolitions or property adaptations which
might have resulted in the creation of new households from an existing property. However,
these considerations are unlikely to account for the scale of the discrepancies identified
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(discussed in Section 6.3.9).
6.3.5 Selection of the aggregation methods
The property transactions data (in Table 5.1) is aggregated using Method 1, due to the
absence of a UPRN or X,Y grid coordinate in the data to support Method 2 or Method 3,
respectively. Whilst it is desirable to maintain consistency in the aggregations of the novel
data wherever possible, the scale of the discrepancy generated by Method 1 is such that the
use of this method is avoided in the aggregation of the novel data where an aggregation by
Method 2 or Method 3 are possible. As a pragmatic solution, Method 2 is adopted in the
aggregation of the other datasets. This approach is more accessible than Method 3 since
it does not require the use of specialist GIS software or skills, and thus, supports more
widespread future reproducibility within LAs.
6.3.6 Closer evaluation of Method 2 outputs in Leeds OAs
As mentioned in Section 6.3.5, Method 2 is the preferred aggregation method to aggregate
the household level novel data to OAs, where permissible. However, there are some issues
which arise when applying Method 2 to this data, thus it needs to be employed with some
adjustments.
As per their design, each OA in England and Wales should contain between 40 and 250
households, though the target is around 125 households, with the majority of OAs com-
prising less than 140 (ONS, 2016a; Harris et al., 2005). However, applying Method 2 to
aggregate the residential properties in Leeds based on the ONS UPRN to OA lookup (where
the Council Tax records detailed in Table 5.1 are taken to represent the housing stock in the
city) identifies 49 OAs containing more than 250 households. An exploration of the prop-
erties aggregated to these OAs in the property transactions data and in the Council Tax
exemptions data indicates that each of these OAs contain either (or in some cases both) high
quantities of student halls, where rooms were not enumerated individually in the census but
are recorded individually in the Council Tax records, or apartment complexes built in the
years post-census. These OAs consequently contain a high quantity of households captured
within the administrative datasets which are not present in the census data. However, these
are genuine households located in these OAs, not quirks of the aggregation method. As
such, no further action is taken to address these discrepancies.
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Potentially more concerning are the four OAs which are assigned fewer than 40 households
(the lower limit for households in an OA) in the Method 2 aggregation. One is assigned 20
households, another is assigned a single household and two are assigned no households at
all. Since the OAs were designed explicitly around households, there should be no instances
of such few household counts in each OA. To understand and have the required confidence
in the aggregation, it is necessary to investigate these four results, and take action where
required to ensure that the results can be meaningfully appended to the census data, and
other administrative data, to support their input into the classification.
1. “E00056774”:
This OA, which contains a total of 98 households as per the census counts but just 20
households in the Method 2 aggregation of the Council Tax data falls on the Leeds/Brad-
ford boundary. Due to the black-boxed nature of the census aggregation, there is not enough
openly available information to discern whether there has been a boundary related adjust-
ment which has resulted in some Bradford households included in Leeds OAs in the census
aggregation, making up the 20 or more household discrepancy. However, this seems likely.
Since the focus of this case study is just the households in Leeds, no further action is to be
taken to address this issue.
2. “E00170034”:
Despite 177 households being assigned to this OA in the census total household count, just
a single household has been assigned to this OA in the aggregation of the Council Tax data
as per Method 2. As Figure 6.2 illustrates, the OA boundary runs directly through the
Bridgewater Place apartment complex. Each apartment within the complex are geo-located
to a single grid reference in the Council Tax data, and thus are similarly assigned to the same
OA in the Method 2 aggregation. However, it seems that the allocation of the individual
households within the complex was applied with more nuance in the census aggregation,
somehow distributing the 195 apartments across the two output areas. Again, since this
detail is not available, and since an OA containing just a single household is not very useful,
data relating to these two OAs are therefore merged, and a single classification is derived
for the two OAs.
3. “E00169799”:
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Figure 6.2: Boundary issue in OA “E00170034”
The census data reports a total of 104 households in this OA, whilst the aggregation of the
Council Tax data by Method 2 identifies no houses in this area. Figure 6.3 again indicates
another example of a communal housing block located across the boundary of the OA. In
this case, the City Island apartments straddles 3 distinct OAs. To resolve this issue, the data
for E00169799 is merged with the data for E00169791, since the households in E00169791
are closer to E00169799 than the households located in the third OA. The merged OAs are,
again, treated as a single OA in the classification.
4. “E00169816”:
Again, the aggregated Council Tax data derived by Method 2 has failed to allocate any
households to this OA, despite the census household counts listing 173. Figure 6.4 indicates
another example of a property sitting over the boundary of the OA. In this example, two
apartment complexes, Riverside West and Whitehall Waterfront sit in part within the OA
and in part in two neighbouring OAs. Here, the data for this OA (E00169816 ) is merged with
the data from the neighbouring OA, E00169817, which contains fewer and geographically
closer other households than the alternative neighbouring OA E00170261.
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Figure 6.3: Boundary issue in OA “E00169799”
Figure 6.4: Boundary issue in OA “E00169816”
6.3.7 Closer evaluation of Method 1 outputs in Leeds OAs
Although Method 2 is the preferred method in this study, and all data is aggregated by this
approach where possible, the property transaction data requires a Method 1 aggregation,
since it does not contain the appropriate data to support any other approach (as explained
in Section 6.3.5). When all households are aggregated to OAs based on the postcode to OA
directory, a review of the results highlights an additional problem OA in this aggregation
(E00169604 ). No properties are assigned to this OA, despite it containing 40 households
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as per the census household counts. Again, in order to meaningfully use this dataset, this
needs to be explored and addressed.
By contrast, the aggregation of the households in the Council Tax data by Method 2 assigns
40 households to this OA, matching the total household count of the census5. However, the
property transactions dataset must be aggregated based on Method 1, since there is no way
of liking this data to the Council Tax data to use Method 2, as noted above. A review of
the UPRN to OA lookup employed by Method 2 reveals that the 40 households identified in
this OA using Method 2 are in postcodes LS6 3EP an LS6 3ES. However, in the postcode
to OA lookup (used in Method 1), these postcodes are instead assigned to a neighbouring
OA E00169603. Since it is not possible to identify these exact households in the transaction
data to re-assign them back to E00169604, in order to meaningfully employ the property
transaction data, the decision is made to merge all data relating to these two OAs and to
treat the two as a single OA.
This is the only OA with a noticeable issue using Method 2, however, that is not to say that
the other OAs are perfectly assigned, but this is the only one where the issue is noticeable
(see the discussion in Section 6.3.9).
6.3.8 Merging the “problem” OAs
To execute the merging of the “problem” OAs with the neighbouring OAs, as identified in
the previous section, any data relating to the “problem” OAs in all datasets are re-labelled
as relating to the relevant neighbouring OA. Updating the census data, in this way involves
summing the counts of each variable for the two OAs and re-calculating the percentages
based on the combined total households, as per the census total household counts. The
two ratio variables “k007 - Number of persons per hectare” and “k035 - SIR” must also be
re-calculated. Since the averages in the LCC managed social housing rental were provided
pre-calculated, these variables can not be re-calculated for the merged OAs. Instead, the
averages relating to the neighbouring OA merging on to the problem OAs are used. Although
not ideal, this is judged to be the best pragmatic solution. In each merge, both OAs already
share the same OAC and LSOAC result, so this will not cause an issue in the comparison
of the new classification result with the LSOAC in these merged OAs. This also further
supports the decision to merge these OAs, since the residents in the two OAs have been
5It should be noted that these are not necessarily the same 40 households, but the count does match.
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identified as as similar in the 2011 OAC, seemingly maintaining homogeneity in the newly
derived OAs. The final count of OAs to be classified in the city is therefore 2,539.
6.3.9 Additional remarks: Caveats, recommendations and warnings
These examples have highlighted the real-world challenges of converting between geographies
and of trying to replicate a black-boxed allocation of the households to OAs.
The decision to merge OAs is made to remove the existence of OAs which contain very few,
or no households at all in any dataset, which is not meaningful and certainly would not be
comparing like-for-like across the datasets. However, this intervention is only possible due to
the small count of OAs affected. The investigation of these instances and decision of which
OAs to merge has been a manual process which would not be feasible if there were more
OAs to consider. Additionally, re-calculation of the census percentages, and specifically the
census ratios, is a non-trivial task.
Moreover, this solution only considers the OAs experiencing obvious discrepancies in the
allocation of households in the census vs. in the use of Method 1 or 2, i.e. OAs which were
allocated few or no OAs by Method 2. This investigation does not address any OAs to
which Methods 1 and 2 might have allocated a set of households which are actually quite
distinct from the households assigned to the same OA in the census aggregation, but for
which similar total counts mask the discrepancy.
To quantify the potential scale of such a problem, the secondary lookup table provided by
the ONS (ONS, 2020d) which lists all postcodes in England and Wales which are split across
OAs (referenced in Section 6.3.4) is used to identify any Leeds postcode where a split occurs.
This highlights a total of 1,108 postcodes in Leeds which are affected by being split across
one or more OAs, 3.7% of all of the postcodes in the city. These postcodes are split across
a total of 1,269 OAs in the city (49.9% of all OAs) which share one or more postcodes with
another OA, and contain 58,788 households (as per the Council Tax records). These results
indicate that up to 16.6% of households in the city could be allocated differently in the use
of the postcode to OA classification (Method 1) compared with the black-boxed allocation
method used by the census.
Of course, not all of the households in the affected postcodes are allocated differently between
the two methods, however, it is not possible to identify which exact households are affected,
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or even to calculate how many per OA. The secondary table employed here does offer a
percentage of the population in each postcode which is assigned to each of the distinct
OAs which the postcode is split across, though it does not offer a similar indicator of the
distribution of households. Nevertheless, it is evident that the scale could be large enough to
undermine the consistency in the allocation of the households to the OAs using the different
methods, and as such, to weaken any classification generated on the basis of data employing
two or more of the different aggregation methods.
Thus action taken to support consistency in the aggregation of data within public sector
is recommended. Though there is now no way to address the issues caused by the lack
of an exact household to OA lookup as per the specific aggregations made in the 2011
census, standards could be implemented to ensure a consistent aggregation employed across
all other published and shared public sector administrative data. Moreover, the weaknesses
and limitations of the postcode to OA and UPRN to OA lookups should be discussed more
widely, and emphasised more clearly, in the accompanying descriptions of the lookups. It
is understandable that many researchers might make the assumption that these lookups
provide an exact match, without further checks or investigation. Had the discrepancies
not generated some obvious errors in Leeds, with some OAs assigned no households, these
assumptions might have continued untested, which is likely not an uncommon occurrence
in the research generated by the users of these lookups.
Furthermore, in anticipation of the upcoming 2021 census, the ONS should prioritise the
re-consideration of the approach taken in the past to obscure the precise allocation of house-
holds to OAs employed in the aggregation of the published census statistics, even if this
information is published with restrictions, or shared with the support of sharing agreements
to safeguard against misuse. As it is becoming more commonplace for researchers and public
sector analysts to want to combine census data with alternative administrative datasets, it
is difficult to understand the justification of orchestrated obstructions presenting barriers to
such progress in the future.
6.4 Variable selection
Now that the novel variables have been derived, the next step of the Standard Framework
is to execute a variable selection process (see Section 3.3.1).
173
In the development of the OAC in both 2001 and 2011, both correlation and sensitivity
analysis were carried out to reduce all of the possible census variables to a subset of just 41
and 60 final variables, respectively (Vickers and Rees, 2007; Gale et al., 2016). Such methods
supported the developers’ two key objectives of capturing the variances in the population
whilst achieving parsimony. Here, parsimony is not a main objective, since computer power
is not restricted and the software used (statistical computing software “R”, which is used
throughout this thesis) could capably handle the entire size of the candidate data set. How-
ever, stripping out variables which are either introducing redundancy and/or any which are
negatively impacting the potential of the cluster analysis to distinguish individual popula-
tion groupings is still considered crucial. Therefore, correlation and sensitivity analysis for
variable reduction remain appropriate methods for achieving this objective. These tests are
thus applied to the variables, to decide which to retain. As per the 2011 OAC methodology
(Gale et al., 2016), these tests are used to guide the variable selection process in conjunction
with other contextual considerations, not as final decisions on whether or not to include each
variable.
Correlation analysis:
As per the 2011 OAC methodology (Gale et al., 2016), a Pearson correlation analysis is
created for the combined variable set, including both the 60 census variables used to develop
the 2011 OAC and the 25 new candidate variables derived in the previous section. Although
the census variables were already subjected to it in the 2011 OAC, this analysis is carried
out for all 85 variables, in case of correlation between the census variables and the novel
variables, or between any of the novel variables themselves. In line with Gale et al.’s (2016)
parameter, the new candidate variables with greater than 0.6 or less than -0.6 correlation
with any other variable are examined.
There are 7 new candidate variables correlating above this threshold with one or more other
variable, most commonly, with the census variables representing home and car ownership.
However, many of these relationships are deemed of interest for their predictive and de-
scriptive power (again, as per the 2011 OAC variable selection justifications detailed in
Gale (2014)). Therefore, only the variables duplicating the dimension represented by an-
other variable are removed. These have correlation coefficients in the matrix of greater than
0.85:
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• “k027 - Households who live in a semi-detached house or bungalow” removed in favour
of Council Tax property type “Detached”.
• “k028 - Households who live in a semi-detached house or bungalow” removed in favour
of Council Tax property type “Semi-detached”.
• “k029 - Households who live in a terrace or end-terrace house” removed in favour of
Council Tax property type “Terraced”.
• “k030 - Households who live in a flat” removed in favour of Council Tax property type
“Self-contained flat”.
• “k032 - Households who are social renting” removed in favour of Council property
data total of social housing properties.
• “k040 - Persons aged over 16 who are schoolchildren or full-time students” removed
in favour of Council Tax exemption “M/N” (Properties solely inhabited by students).
Sensitivity analysis:
Sensitivity tests are also run on the new candidate variables, excluding those which are
now explicitly included in replacement of census variables (as per the correlation analysis
above), since the 2011 OAC variable selection had already retained the original variables. A
series of k-means classifications are run, each time holding one of the remaining candidate
variables back. The resulting WCSS and BCSS (introduced in Section 3.3.2, STEP 4)
in each test are then compared to the WCSS and BCSS of a k-means analysis run on the
entire variable set, to evaluate the impact of withholding each variable (Gale, 2014). Results
which maximise the ratio between the BCSS and WCSS are considered to be indications of
a variable having a positive impact on the cluster result, whilst variables which decrease the
WCSS and increase the BCSS suggest a negative impact. Thus the latter are highlighted
for omission (Gale et al., 2016; Liu et al., 2019). A ratio BCSS/WCSS, as per Liu et al.
(2019), is calculated to assess the overall quality of each result and to identify the best
solution, i.e. the set of selected variables generating the best clustering result. Maximising
the ratio between BCSS and WCSS is the target (Liu et al., 2019), favourably indicating
relative between-cluster heterogeneity and within-cluster homogeneity and representing a
better cluster result. The BCSS/WCSS ratio for each test is illustrated in Figure 6.5.
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Figure 6.5: Sensitivity analysis of candidate new data variables.
In total, 9 variables are highlighted for omission, but just two are removed from the candidate
set:
• “Band A”, “Band C”, “Band D” and “Band E” are retained for consistency, since the
other bands are retained.
• Social housing Bedsits, 1-2 bedroom and 3 bedroom properties are retained for de-
scriptive potential, since total count and 4+ bedrooms are retained.
• “Average property price” is retained due to small impact (albeit negative).
• “Average social housing tenancy duration” is removed.
• “Average social housing rent” is removed.
Following the correlation and sensitivity tests, a total of 77 variables, are retained for in-
clusion in the classification. This comprises the census variables listed in Appendix B.1,
excluding the 6 removed following the correlation analysis above, and the 23 novel variables
listed in Appendix C.1.
6.5 Re-classification results
The 2011 OAC development methodology is applied to the final set of 77 variables from
across the novel and census data, adopting the data transformation and scaling procedures,
the variable selection process, and the cluster analysis detailed in Singleton et al. (2016)
and outlined in detail in Chapter 3. Similarly, the parameters of the clustering analysis
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are retained as per the decisions made in the 2011 OAC (Gale et al., 2016), including a
cluster count of 8 to assist in comparisons with the LSOAC, and all parameters used in the
optimisation process.
This analysis takes a two-fold approach. A first re-classification is generated based on
just the remaining 54 census variables and the 6 novel variables identified as replacements
for census variables in the correlation analysis in Section 6.4 (listed in Appendix C.1 as
“Replacement”). This is henceforth referred to as the “Replacement Classification”. A
second re-classification is also produced containing all 77 of the variables selected in Section
6.4. This is henceforth referred to as the “Extension Classification”.
Boxplots in Figure 6.6 represent the SED (introduced in Section 3.3.2, STEP 4) by the
clusters in (a) the Replacement Classification, (b) the Extension Classification and (c) the
LSOAC. The ordering of the clusters is arbitrary, as such, like-for-like comparisons should
not be made between individual clusters.
The mean SED across the three classifications show 1.00 and 1.28 for the new classifications,
respectively, compared to 0.96 for the LSOAC. Since a lower SED represents a better fit,
these results indicate that there has not been an improved fit overall on the LSOAC, or across
the individual clusters, by either classification, although the Replacement Classification has
performed better than the Extension Classification, and only marginally poorer than the
LSOAC.
Of the 2,539 OAs, the Replacement Classification performs better than the LSOAC in 686
(27.02%), compared to 36 (1.42%) OAs improved by the Extension Classification. These
improvements are displayed, split by the LSOAC groups, in Table 6.4.
These results suggest that there are some benefits to be gained from improving the cen-
sus data by replacing with administrative data, where possible, but in terms of extending
beyond with new data, it seems that it might not always help. This might be a genuine
consequence of the inability of novel data which has been added to differentiate structures
in the population well, or it might be a natural consequence of more dimensions in the
data leading to a greater SED (Debenham, 2002). Nevertheless, either circumstance might
suggest that there needs to be a process of more intelligently determining which variables
should be added, and being more discriminative in identifying which variables are going to
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(a) Mean SED of OAs in each cluster group derived in the Replacement Classification.
(b) Mean SED of OAs in each cluster group derived in the Extension Classification.
(c) Mean SED of OAs in each cluster group derived in the LSOAC (derived in Chapter 4).
Figure 6.6: Comparison of the mean SED for OAs in each cluster group derived in the new














A - Affordable living 347 1.02 20.46% 0.58%
B - Students 138 1.19 13.04% 0.72%
C - Urbanites 404 0.92 24.01% 1.73%
D - High density multicultural
families
205 1.09 12.68% 0.49%
E - Ageing workers 489 0.90 21.47% 2.25%
F - Aspirational young workers 61 0.98 59.02% 6.56%
G - Settled, ageing families 613 0.87 41.6% 2.45%
H - Stable professionals 286 0.99 28.67% 1.75%
Table 6.4: Summary of LSOAC clusters (derived in Chapter 4) and OAs with SED im-
proved by each of the classifications derived using novel housing data.
add value.
Whilst the inclusion of alternative, non-census data does not automatically generate a better
fit, there is scope to improve the fit in some OAs, as demonstrated here. These results are
encouraging in terms of illustrating that administrative data sources do provide a viable
alternative source for many of these variables, with five of the eight variables in the Housing
domain being substituted here, which could make these classifications more timely and/or
future proof if census taking in revised.
6.6 Discussion
The case study presented across this chapter and Chapter 5, has raised a number of key
issues and future considerations. These are important to reflect on when understanding
and interpreting the classifications which have been derived, and also in seeking to extend
and repeat similar developments in the future, either employing other novel administrative
datasets or for other LAs. These issues are outlined here, supported by some recommenda-
tions for mitigating their impact.
6.6.1 Census aggregation issue
The first issue which must be re-iterated due to its potentially substantial impact on the
accuracy of geodemographic classification development are the problems introduced when
combining variables from both census and non-census data. This practice has been widely
discussed and encouraged for many years in geodemographics (Gale et al., 2016; Debenham
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et al., 2003), and is a technique broadly adopted across the commercial Geodemographics
Industry. However, the work conducted here has highlighted an issue about which there has
been no discussion and thus no solution found in the research.
Since it is impossible to aggregate household level non-census data in the exact same way
as the census statistics have been aggregated, which was intentionally orchestrated in the
design of the 2011 census (Martin, 2020), there is never going to be guaranteed consistency
in the populations captured in an OA across all data sources where both census and non-
census data is used. The significance of this in geodemographics is such that, whilst the
classification is understood to present a description of the population resident within each
OA, this description is not derived based on a single, consistent population. This is a
concern as it potentially undermines the premise of geodemographic classifications. It is thus
important that this weakness is understood and, as a minimum, presented as a caveat to any
classifications developed in this manner. Here, manual mitigations have been implemented,
however, these have only been possible due to the low number of obvious “problem” OAs
identified. This might not always be possible in other case study areas. Moreover, attention
has only been paid to OAs to which the aggregation method used has allocated noticeably
low, or no, households. As mentioned in Section 6.2.5, a larger, unquantifiable number of
errors whereby households are being moved between OAs in different aggregation methods
could be being masked by the enforced focus on total household counts.
However, there is also no mention of this potential inconsistency in the documentation pub-
lished alongside the widely used ONS postcode to OA and UPRN to OA directories. As such,
it is likely that many researchers employ these directories with limited, if any, awareness or
understanding of the likelihood of generating discrepancies in their geographic aggregations
when using these directories to support the linking of census and non-census data. Thus,
this thesis recommends that every effort be made to attempt to rectify this issue in the
execution and publication of future censuses. This is going to become particularly crucial
as researchers and policy makers continue to increasingly use both census and non-census
data at the heart of their decision-making processes, and in doing so, risk undermining the
accuracy of the results, insights and subsequent decisions generated if this issue continues
to go unaddressed. In the meantime, all efforts must be made by the developers of geode-
mographics not to further exacerbate the issue. This could be achieved by employing a
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consistent conversion method, where possible, across all of the non-census data.
6.6.2 Barriers restricting the use of consistent aggregation methods
The recommendation made in Section 6.6.1 to mitigate against aggregation consistency
issues by adopting consistent approaches across all non-census data was not achievable in
this study for two reasons. The first was the absence of consistent location features across the
datasets. Notably, the absence of a UPRN in the Land Registry data, with which to support
the use of Method 2 in this dataset, to match the others. The second was that some data was
provided by LCC pre-aggregated due to confidentiality concerns, based on a method which
was judged to be inferior to the method identified as favourable. As such, the use of the
favourable method on the other datasets was prioritised over the use of consistent methods
here. However, the ability to employ a consistent, reliable method across all datasets would
be the ideal goal. Since some LCC data must be pre-aggregated, to maintain confidentiality,
this target must start within local government itself. Any aggregated data provided by the
public sector should employ appropriate and transparent aggregation methods as standard.
This is already true for LCC, who consistently adopt the same postcode to OA directory
across their aggregations, supporting confidence in the use of the data. However, in light of
the census aggregation issues identified, this standard practice might warrant some revision.
6.6.3 Twenty-first century improvements to public sector data infrastruc-
ture
One novel idea which might help ensure consistent aggregation practices in the public sector
(even beyond LCC), but which might additionally have broader benefits, such as in speed-
ing up and improving the quality of public sector data use, is the development of “Feature
Stores”. This is a concept which is becomingly increasingly recommended and routinely
demonstrated in the commercial sector, much more broadly than commercial geodemo-
graphics (Li et al., 2017; Lécuyer et al., 2019). Feature Stores act as a repository for a
set of standard variables rather than the raw data (where feature is simply another term
for variable), enabling data-users to select and use pre-defined variables confidently in their
individual analysis (Patel, 2020).
In the development of Feature Stores the data preparation and documentation is conducted
application-agnostic. Such practice would replicate much of the work demonstrated in
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Chapter 5, however, this would be executed in-house (within local governments primar-
ily), reducing the burden of a geodemographic developer to go through the lengthy and
cumbersome activity documented in the previous chapter. Instead, each prepared variable
would have clear and complete documentation, including a description of the raw data and
the aggregation processes which underpin its creation, and any critical weaknesses that it
might have that should be understood to support its use. Patel (2020) describes this idea
as a “democratising” of data within an organisation, supporting its use beyond a handful
of employees, and suggests that the practice could make organisations more “productive”,
“agile”, and “competitive”.
Whilst this is not common practice in local governments, and may seem like a big ask given
the current status of the data infrastructure which has already been discussed, and the exist-
ing time pressures of local governments, the potential benefits are undeniable. For example,
with respect to time pressures, standard preparation of raw data could cut the potential
for duplicate work, eliminating the burden of data preparation which is required each time
the raw data is used. This could be crucial in geodemographic classification development,
where time can be wasted preparing data which might be discarded in the variable selec-
tion procedure. Moreover, pre-processing could be carried out by individuals who are very
close to and familiar with the data. Additionally, all data would be guaranteed a consistent
geographic aggregation, and confidentiality concerns, which lead to lengthy data sharing
discussions, could be alleviated since all data would be aggregated. Additionally, issues
with different definitions of the same terminology, which risks end-user misinterpretation of
data and which could critically undermine its use or lead to inconsistent expectations, could
be addressed at the source. Standard practices, such as the inclusion of a consistent UPRN
in all of the LCC data gathered in this chapter have already demonstrably supported the
use of this data, yet more standard practices could offer further assistance. Moreover, the
idea is not entirely new in the public sector. The aggregate census statistics are themselves
a Feature Store containing variables which are aggregated from census responses and are
ready for use. The aggregation and release of census data has encouraged and supported
substantial research.
There are repeated calls for public sector data practices to be re-addressed to alleviate the
concerns outlined here, with sharing agreements and the standardisation of practices at cen-
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tral and local government level (Carroll and Crawford, 2020; ONS, 2014). If the government
are as serious about the potential of their data as the discussions in Section 2.4.1 suggests,
the development of Feature Stores could be one initiative which might warrant the time and
financial investments. Not only could such a practice standardise the use of public sector
data, but it would necessitate, and thus ensure, good maintenance, regular updates, strong
documentation, remove duplicates and guarantee that the same statistic is not calculated
differently (i.e. in the generation of averages and percentages from consistent denomina-
tors), be easy to use for non-technical end-users and offer transparency in highlighting the
data that is available to support research. Each of these benefits have the added potential
for relieving analysts and researchers of the time currently attributed to data preparation,
freeing up their time which could be reinvested in developing further innovation. However,
as in the release of the census data, the success of this approach is still dependent on good
documentation and a reliance on end-users ensuring that they understand the variables they
are working with.
6.6.4 Subjective variable selection
All elements of the 2011 OAC methodology except the data and geographic extent have
been adopted unchanged in this chapter. However, to further support the inclusion of
a broader set of input variables, the variable selection procedures might warrant further
attention. Although statistical methods have been employed for variable selection here and
in the 2011 OAC, the results have been vetoed where conflicts occur with other priorities,
such as retaining a broad range of data, and consistency with the 2001 OAC development
(Gale et al., 2016), introducing subjective decision making into the procedures. This is a
feature common to many variable selection processes adopted in geodemographics, which
has provoked much criticism (see Section 3.6.3). Chapter 7 will expand upon these criticisms
and the related discussion, and begin to explore alternative variable selection procedures.
6.6.5 Extending to other domains
This chapter has focused on extending the Housing domain of the 2011 OAC. Future work
might consider extending some of the other domains, or introducing new types of data alto-
gether as per the commercial classifications. For example, previous discussions have high-
lighted the potential for incorporating behavioural, lifestyle or attitudinal data (see Section
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5.2.4). Data such as these are often appended to the classification post-development, to
generate richer, more insightful descriptions of each classification group (discussed further
in Chapter 8). However, there could be scope to incorporate data of this type into the
classification development, if the data is necessarily comprehensive. However, caution is
advised in the subsequent application of a classification derived from such data, since the
classification may no longer constitute a general-purpose output Harris (1998). If the de-
velopment of a domain specific classification is intended, however, this type of data could
become even more valuable in its inclusion.
6.7 Conclusions and next steps
Although the classifications generated in this chapter, which included the use of census data
alongside novel administrative data, has not been as effective as anticipated, it has validated
the claims that such a development is now possible (discussed in Chapter 2), particularly
with open and public sector data. It has also added value in demonstrating the process in
practice, and in highlighting many issues which such a progression raises, as per the discus-
sions in Section 6.6. In both cases, this chapter has extended the current geodemographics
literature. It also invites other studies to extend this work further, either by exploring alter-
native datasets, extending the variables in the other non-housing domains, considering other
types of data such as more behavioural or attitudinal data, or by supporting the inclusion of
non-census data with improved variable selection processes, in theory, more robustly testing
the suitability of each candidate variable before including it as an input variable.
It is this last suggestion which underpins the remaining analysis chapters in this thesis
(Chapter 7 and Chapter 8). These chapters will present explorations of more sophisticated
methods of variable selection, seeking to reduce the subjectivity which currently underpins
popular variable selection methods (see Section 3.6.3), and suggest new ways of deciding
which are the most suitable, appropriate and relevant variables for inclusion. Since the
potential candidate variables which might be included in geodemographic classifications are
only set to expand if the inclusion of non-census variables becomes routine, filtering and
selection techniques will similarly increase in importance. This underpins the prioritisation
of their exploration in the coming chapters.
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Summary
This chapter has presented a practical application of the novel, administrative housing-
related data, gathered in Chapter 5, into the development of a general-purpose local level
classification for Leeds, extending such activity from hypothesis into practice. This activity
has uncovered several issues which, if considered and addressed, could help propagate such a
shift into more routine practice. In extension, the next chapters (Chapter 7 and Chapter 8)
consider the necessity and scope for improving beyond common variable selection procedures
to further support such routine practice.
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Chapter 7 - Exploring variable selection methods:
Feature Extraction through Factor
Analysis
7.1 Introduction
As data availability improves, and thus the potential candidate variables expand, an objec-
tive methodology for selecting the input variables underpinning geodemographic classifica-
tions could become increasingly desirable. Moreover, the development of more appropriate
and relevant locally specific classifications might benefit in particular from a bespoke, place-
specific selection of input variables identified based on the specific drivers of diversity in the
local area of interest. However, as outlined in Chapter 3, the variable selection method-
ologies currently employed in geodemographic classification development are typically prag-
matic and subjective, based on a combination of convention, data availability and developer
preference, rather than any single objective methodology (Brunsdon and Singleton, 2015).
Reviewing the criticisms previously presented and technical difficulties in its application
to spatial data, this chapter considers whether Feature Extraction methods, in particular
Latent Variable Models (LVM), such as Principal Component Analysis (PCA) or Factor
Analysis (FA), which were once commonplace in geodemographics, have a new place in
this space to improve variable selection, particularly in the development of place-specific
classifications.
Section 7.2 includes a discussion of the history of LVMs in geodemographics alongside a
specific technical summary of FA which presents an overview of the mathematical principles
upon which the method is based. This is underpinned by a review of the practicalities
of applying FA in practice, including the conflicting guidance and best practice advice
which have historically weakened trust in the method and limited its employment in this
context. Section 7.3 details a FA framework which could act as an alternative methodology
for variable selection in geodemographic classification development. Finally, Section 7.4
demonstrates a practical case study employing the framework generated in the prior section
to generate a new place-specific geodemographic classification for Leeds, illustrating the
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potential of using FA for variable selection in this context.
7.2 Background
The nature of cluster methods is such that they will always output cluster groups, irrespec-
tive of the input data or parameters used. It is thus important to ensure through the build
of the classification that the drivers of the clustering, and the results consequently produced,
are as appropriate as possible (Vickers and Rees, 2011). Since the result is often strongly
dependent on the relevance and quality of the input variables (Blake and Openshaw, 2005)
(discussed at length throughout this thesis), refining the methodology used to select input
variables is seemingly crucial in refining the result. The target therefore is to identify and
employ a methodology which seeks to select variables capable of genuinely representing and
distinguishing the social identities which are present within the population.
There have been efforts made to identify such an approach in the past, frequently relying
on the use of LVMs, particularly FA and PCA targeted for their perceived potential to
bring objectivity to a previously empirical process. For example, such an endeavour in
the mid-twentieth century brought about a new phase in the evolution of geodemographics
in Factorial Ecology. However, mounting criticism of the approaches taken by Factorial
Ecologists, coinciding with a shift in geodemographic developments from academia to the
commercial sector, saw such practices fall out of favour around four decades ago (see Section
2.3.1). As academic interest in exploring variable selection procedures once more experiences
a resurgence, both here and in other recent research such as in Liu et al. (2019), it could be
time for FA to be reconsidered, particularly in a local-level context.
7.2.1 Introduction to Latent Variable Models
Prior to its application in practice, this chapter will introduce the theory of LVMs, in a
broad sense, and the practice of adopting the methods in practice for variable selection.
This will particularly focus on its uses in geodemographics, in an extension of the existing
literature.
Theoretical principles
LVMs are multivariate statistical models used for feature extraction, offering a methodology
for reducing an initial candidate set of variables to a smaller set of selected variables. The
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procedure aims at removing redundancy whilst preserving the information captured in the
original variable set (Dean, 2018). The process seeks to identify unobservable constructs
(or latent variables), for which there is otherwise no means of direct measurement, but
which can be identified through the relationships of the measurable candidate variables (or
observable variables) (Everitt and Hothorn, 2011).
Whilst LVMs efficiently simplify the intricacy of the relationships which exist between the
input variables, even for a substantial number of variables, the theories which underpin
the models are mathematically complicated, and their practical application is technical and
complex (Rummel, 1967). Though the latter has been relieved somewhat by the development
of advanced statistical software, rendering the methods increasingly accessible (Tabachnick
and Fidell, 2013).
Common LVMs include PCA and FA, in which the latent variables are referred to as com-
ponents and common factors (or simply factors), respectively. Though closely aligned and
regularly discussed alongside one another, there are some key differences between the two
which can be used to promote the use of one or the other in specific circumstances (Dean,
2018). Though PCA has been regularly adopted in geodemographics (see Section 7.2.2),
this study focuses on FA in particular, for reasons which will be outlined throughout.
Moreover, all mentions of FA throughout this chapter will refer specifically to Exploratory
Factor Analysis (EFA). This method is often used early in research processes to generate the-
oretical hypotheses of underlying phenomena within a given dataset, based on the structures
identified in the analysis (Henson and Roberts, 2006). As an unsupervised method, EFA is
applied without assumptions and a-priori expectations (Tabachnick and Fidell, 2013), and
can be useful in the absence of theory (Rees, 1971). A second FA methodology is avail-
able, Confirmatory Factor Analysis, which, conversely, provides a more explicit framework
for confirming prior notions about the structures, testing models developed based on prior
analysis (Dean, 2018; Everitt and Hothorn, 2011). Confirmatory Factor Analysis is not
considered here.
Defining the mathematical concepts and terminology of Factor Analysis
Though it is beyond the scope of this thesis to outline the underlying mathematical equations
at play in FA in fine detail, it is of some benefit to present an overview of some of the
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significant concepts to aid in the application and interpretation of the analysis, including
the introduction of key definitions for the specific terminology associated with the approach.
Several are summarised upfront here, with more introduced where appropriate throughout
the chapter.
Each variable in the candidate dataset can be considered as a dimension in vector space. This
could be conceptualised algebraically or geometrically (Rummel, 1967; Yong and Pearce,
2013) where the angles between the dimensions indicate the associated correlations, i.e. the
size of the relationship between the variables. This is indicated in Figure 7.1 for an example
candidate set of 4 observed variables across 3 observations, for demonstrative purposes
only. When the variable set increases beyond 3 variables, exceeding the graphical limit, it
becomes difficult to physically plot the vectors in this way (Rummel, 1967). However, these
relationships can also be represented in a matrix of associations containing a quantitative
measure of the relationships between the variables. This matrix is used to compute the
calculations of the FA (Yong and Pearce, 2013).
Figure 7.1: Demonstration of graphing four variables over three observations as vectors.
The factors (the latent concepts sought) are essentially drawn from distinct groupings of
correlated vectors, with the vector points being projected to distinct factor axes defined
by the groupings (demonstrated in Figure 7.2). In practice, in the context of population
variables, this action identifies social constructs (labelled “factors”) which are present within
the variable set and which are represented by different groupings of related variables.
The correlation between each the observed variables and each factor axis represents the
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(factor) loading of the variable for the given factor. The greater the value, the more
the variable contributes to the factor (Yong and Pearce, 2013), i.e. the more the variable
drives the social construct. It is therefore desirable to identify variables exhibiting greater
factor loadings (Kline, 2014). Factor loadings are on a scale of ±1 and can be interpreted
like correlation coefficients (Rees, 1971; Rummel, 1967). Geometrically, the variables which
“load” more highly on a factor will be in closer proximity to the factor axis (Yong and Pearce,
2013). This enables the practice of taking the identified factors (each representing a social
construct) as an input variable itself into the development of a subsequent geodemographic
classification, instead of each of the attribute variables which underpin these constructs.
Each factor therefore represents an unobservable construct characterising the relationships
of the observable candidate variables. Unlike in PCA, in FA there may be some correlation
between the factors identified (Dean, 2018), i.e. there may be some relationship between
the social constructs identified.
Figure 7.2: Demonstration of projecting the four variables from Figure 7.1 on to two factors.
In some applications of FA the final objective is to reduce the dimensionality of the data
by generating factors and using these as variables in replacement of the original dataset
in future analysis (Yong and Pearce, 2013). This was an important application of these
techniques when computational power was more limited (Vickers, 2006).
There are several methods of feature extraction which can be employed in FA (see Section
7.3.2), however, most seek to assist the analyst1 in identifying the amount of variance
1The term ‘analyst’ is used here in relation to the application of an FA in general, ‘developer’ is also
synonymously used in this chapter, specifically when referring to the the application of FA within the
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which can be explained by the inclusion of each of the candidate variables to support the
removal of variables which add limited unique information into the model (Child, 2006),
thus retaining the maximum information from the remaining variables (Dean, 2018). To
achieve this, each variable is assessed for its potential to predict the other variables based on
the shared (or common) variance of variable pairs, identifying how well one variable could
be predicted given knowledge of the other variable (Rummel, 1967).
A communality score is also generated for each variable based on the variance observed
(Dean, 2018). The communality represents the amount of the variable’s total variation
which is involved in generating each of the factors (Rummel, 1967), or considered another
way, the amount of the variable that can be predicted given the factors (Yong and Pearce,
2013). High communality reflects a more informative solution. This is the opposite of
uniqueness, a measure of the variable’s unrelatedness to the other variables, which is also
often calculated (Dean, 2018).
The (percentage of) variance explained for a given derived factor indicates the amount
of the data in the original association matrix which could be predicted by the factor, i.e. the
accuracy with which the social constructs identified could predict the underlying attribute
variables upon which they have been derived. Thus, the greater the variance explained by
the factor, the more useful, or important, the factor (Dean, 2018). The amount of variance
explained by the individual factor is represented by its eigenvalue.
The result of FA is typically returned as a table comprising the factor loadings alongside
additional summary statistics including, but not limited to, the variance explained by each
factor and the associated eigenvalues.
General concerns and criticisms of Factor Analysis in research
Though there is a consensus across the literature that LVMs can be useful, with the potential
to derive critical hidden insights if properly understood and appropriately applied (Clark
et al., 1974), resources presenting practical “best-practice” advice to aid in executing a
reliable and meaningful application of FA is conflicting and often contradictory, as will be
highlighted throughout this chapter.
Moreover, in addition to difficulties surrounding the sound execution of FA, many raise con-
development of a geodemographic classification.
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cerns regarding an inability to quantitatively validate the accuracy of the result (Tabachnick
and Fidell, 2013; Rees, 1971). There is also no guarantee that the mathematical result will
be meaningful in the real world (Dean, 2018). A good solution is recognised broadly as
one which is interpretable and “makes sense” (Tabachnick and Fidell, 2013; Dean, 2018).
However, it is often easy to conjure some explanation of the result that makes sense, par-
ticularly when the accuracy of a contrived explanation cannot be quantitatively measured
(Rees, 1971).
As a consequence, Tabachnick and Fidell (2013) claim PCA and FA have a “somewhat
tarnished reputation” as being used in “sloppy research”, with Everitt and Hothorn (2011)
suggesting that FA has probably attracted more criticism than any other statistical tech-
nique. Nevertheless, FA continues to enjoy a longstanding history of use in many fields,
most notably in sociology and health related subjects, predominantly psychology (Williams
et al., 2010).
7.2.2 Latent Variable Models in Geodemographics
LVMs have appeared in a number of guises throughout the history of geodemographic clas-
sifications. Whilst most dominant in the development of its precursors in Factorial Ecology,
examples of their use still persist in the construction of recent classifications, albeit more
rarely and in a much reduced capacity. Nevertheless, somewhat of a revival has been made
to assist in the harnessing of the increasingly vast quantities of available data, and in parsi-
moniously selecting relevant variables, though their employment remains beyond the norm
(Longley, 2005). The impetus behind this revival of interest echoes many of the justifications
for the initial introduction of these methods and their early applications in the context of
Social Area Analysis (SAA) in the 1950s, where they were adopted to evolve the field against
the backdrop of increasing data availability and rapidly improving multivariate statistical
methods (Singleton, 2014) (see Chapter 2).
Historical significance
In response to criticisms of early, empirically grounded research in SAA by Shevky, Bell
and Williams (Shevky and Bell, 1955; Shevky and Williams, 1949), which was perceived
to support subjective variable selection justified by post-facto rationalisations (Robson and
Robson, 1969), Factorial Ecology emerged as the next generation of Urban Analysis, under-
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pinned by the novel use of FA to provide a seemingly more objective foundation, particularly
at the point of variable selection (Batey and Brown, 1995). In their seminal research which
maintained the focus on Los Angeles, which had provided the case-study area of much prior
investigation, Anderson and Bean (1961) made use of FA to make original observations of
the city, drawing out nuance in the spatial composition of family characteristics which had
been previously overlooked in the more empirical studies.
The success of work such as this further emphasised both the potential and the necessity
of using methods such as FA in this context. The use of PCA and FA seemingly offered
some insight into the relationships at play between the variables employed, highlighting
latent social constructs which were driving the formation of population structures (Voas and
Williamson, 2001). Whilst some contemporary reviewers welcomed this potential, endorsing
the use of FA in Urban Analysis, albeit under the non-trivial caveat of the methods being
thoroughly understood and appropriately applied (Clark et al., 1974), such a caveat has
proved largely unachievable.
The Factorial Ecology approach was widely challenged with criticism relating to its techni-
cal application of FA and PCA, and caution was emphasised in the use of such approaches.
The main perceived potential weaknesses of the methods included the influential role of
the developer in conducting the analysis, and the potential limits to the real-world, contex-
tual meaning of the mathematical constructs identified in the statistical analysis (Hunter,
1972; Rees, 1971; Lebowitz, 1977). The resulting widespread distrust of the approaches con-
tributed not insubstantially to the subsequent demise of Factorial Ecology and the halting
of exploration into the methods in the late 1970s. This saw the approach fall out of fash-
ion as modern-look geodemographics began to increasingly attract interest (Harris et al.,
2005), leading to new traditions being developed in the creation of geodemographics which
no longer relied on approaches from Factorial Ecology and the routine use of LVMs (see
Section 2.3.2).
Recent revival of interest
The black-boxed nature of commercial classifications impede the ability to assert whether
LVMs have been, or are currently, employed in any capacity in the development of propri-
etary offerings. However, discussions have been possible with TransUnion, thanks to their
partnership with this thesis. These discussions confirm that the standard methods for vari-
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able selection, in particular, pertains more to subjectively-led selection informed by expert
knowledge, experience and empirical sensitivity testing of candidate variables.
Despite this, some employment of LVMs have continued to occur in the recent academic
literature. However, again, these instances are atypical in the development of standard
classifications, especially for informing variable selection. These are largely restricted to the
use of LVMs as a means to a theoretical or analytical end (Reibel, 2011), most popularly as
a technique for dimensionality reduction (Vickers, 2006; Voas and Williamson, 2001), gen-
erating a reduced number of factors with which to replace the many input variables (Yong
and Pearce, 2013). However, as computational power has increased, even the necessity
for reducing the dimensionality of the data has also become seemingly redundant (Vickers,
2006). Though Brunsdon et al. (2018) highlight alternative benefits of LVMs, which go
beyond dimensionality reduction to reduce computational overheads, in particular, high-
lighting the ability of PCA to aid in mitigating against the potential weighting impacts of
highly correlating variables.
Moreover, Liu et al. (2019) have re-introduced the notion of employing LVMs for variable
selection into the contemporary discussion, in a study more reminiscent of early Factorial
Ecology. Testing the scope for improving variable selection processes through the devel-
opment of an automated application of PCA, the work re-discovers the previously hailed
benefits of the process in the context of better informing the development of the 2011 OAC.
However, there is little focus throughout the studies of Brunsdon et al. (2018) and Liu et al.
(2019) on the technical criticisms of LVMs which were rife in the Factorial Ecology era,
which ultimately degraded confidence in their use. Nor is there much of a focus on efforts
to mitigate against similar criticisms. Despite this, both studies report positive results from
the applications of the approaches.
Specifically, in concluding their tests a success, Liu et al. (2019) promote and encourage the
uptake of these methods for improved variable selection in future geodemographic classi-
fication development beyond their single example, explicitly commenting on the potential




Whilst Liu et al.’s (2019) study made a passing reference to the potential benefit afforded to
place-specific classifications through the use of LVMs, much stronger assertions were made in
many of the research outputs emerging from Factorial Ecology in its heyday. As highlighted
in Chapter 2, in early precursors to geodemographics the geographic focus was typically
at an individual city level. As the early half of the twentieth century saw some US cities
uniquely develop, driven by circumstances linked in no small part to migration, locally-
specific socio-spatial patterns began to emerge. Many of the early precursors developed in
the US were thus particularly focused on understanding these emerging city structures at
the local level (see Chapter 2.3.1).
PCA and FA offered the means to begin to computationally understand how and why resi-
dential areas in different cities differed from one another by unearthing which structures in
the city defined the unique distribution of the population (Rees, 1971). Further, Sweetser
(1965) professed that such methods might even offer an explanation of the relationships
between local population characteristics and behaviour. Importantly, Van Arsdol et al.’s
(1958a; 1958b) studies using LVMs to compare the structures of several US cities identified
distinct ethnic make-up and associated social constructs which were uniquely present in
some cities and not in others, indicating the importance of local-level considerations. Con-
sequently, Palm and Caruso (1972) even suggested from these findings that one might be
cautious when inferring that the presence of any social construct can be assumed to repre-
sent a general model of society elsewhere, as is the basis of the national-level classifications
today.
Moreover, further findings in Van Arsdol et al.’s (1958a,b) research highlighted instances
of particular social traits, which were identified in several cities and which had previously
been considered universally representative of a particular phenomena, to actually represent
different phenomena between geographies depending upon local circumstance. Thus, one
might consider this an endorsement for employing caution when adopting characteristics
to act as a proxy for social attributes at a national level, as is typical practice in most
geodemographic classifications, and moreover, thus supporting the adoption of techniques
such as the use of LVMs in the selection of variables for both local and national level
classifications to capture such instances.
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Empirically, UK cities remain vulnerable to the potential for geographic discrepancies in the
representation of a single variable, for example, in the use of the census variables “Access
to a vehicle” and “Owns own home”, which in some cities might represent wealth, yet are
less common in areas of London with unique property markets and where cycling is more
prevalent in the city’s culture, irrespective of the wealth of the area. Such considerations
are a fundamental driver of the place-specific focus of this thesis in general, and in the
exploration of LVM methods specifically. Since LVMs have demonstrably discovered locally
specific phenomena such as the geographic variance in meaning of the same characteristics in
the past, these methodologies might offer a good starting place in the search for similar levels
of locally specific differentiation in the future. Since objective variable selection procedures
could be even more important in local specific classifications, the use of LVMs for variable
selection at a local level might offer a more informed input variable selection for generating
place-specific classifications which does not rely on assumptions in the use of typical proxy
variables, thus supporting their exploration in this chapter.
7.2.3 Proposed revival of Factor Analysis models in Geodemographics
The purpose of this study is therefore to build on this earlier body of research to explore
the potential for using FA to improve the selection of input variables in the development of
place-specific classifications. The objective is to assess whether the employment of FA can
derive a classification with a good ‘fit’, not to develop the best possible FA methodology or
solution, though efforts are made to ensure the resulting methodology is statistically reliable
and reproducible.
There is currently no single source, or template, to guide the use of FA for variable selection
in geodemographic classification development. There is also very limited technical discussion
of the methodologies used or justifications of the decisions made in the application of FA in
the Factorial Ecology studies published, although some of the procedures and parameters
used may well be outdated today anyway. The methodology developed throughout Section
7.3 is thus described and documented in thorough detail to enable the necessary scrutiny
of the method, and to offer a review of the decisions to be made throughout the process
and a template which can be adapted and utilised in future geodemographic classification
development.
As is typical in many statistical processes, there is no single correct answer to be derived
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through FA, and the decisions of the analyst can impact the resulting output (Davies,
1978a; Henson and Roberts, 2006). Practical completion of FA is complex with few concrete
rules and many potential options (Costello and Osborne, 2005). The perceived subjectivity
which this introduces has previously contributed to the weakened trust in the method with
regards to Urban Analysis, and consequently reduced its appeal. Similarly, criticisms have
been raised in other fields where FA is more widely accepted, such as psychology. Such
criticisms in these fields typically concern the decisions made by the analysts employing the
FA (Hogarty et al., 2004).
Simultaneously, as the statistical packages have become increasingly easy to use, it has
become all the more critical to ensure that they are being applied with a good understanding
of the underlying processes and their capabilities (Tabachnick and Fidell, 2013). Poor
decisions have the potential to reduce the accuracy of the results and the usefulness of the
FA (Hogarty et al., 2004). Naturally, a reliable result is desired, particularly where the
output could be used to inform social policy decisions.
Since the reputation and statistical robustness of the methods have previously been brought
into question (Tabachnick and Fidell, 2013; Everitt and Hothorn, 2011), a particular empha-
sis is placed on curating the methodology in Section 7.3 through a process of careful decision
making and clear justifications, based on the available literature and technical and contex-
tual considerations. In doing so, the potential weaknesses of the approach, as have been
thoroughly documented in previous uses of the methods in Urban Analysis, are highlighted,
and pragmatic, workable solutions are presented. To support this study, the underlying
mathematical principles and concepts of FA are also outlined.
7.3 Methodology: Researching and building a Factor
Analysis model
Various solutions to alleviate accuracy concerns are proposed across the literature. “Multi-
method testing” is frequently recommended, running the FA a series of times based on
different decisions and comparing the similarity of the results to test for stability (Hunter,
1972; Davies, 1978a; Costello and Osborne, 2005). Alternatively, ensuring strict justifica-
tions underpin all decisions made, to enable an end-user to trace back through the process
if necessary, is also proposed (Davies, 1978a). This study aims to better enable the latter
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approach, seeking to ensure that objectivity is prioritised throughout the decision making
process, particularly seeking not to play too much with the model to fit a pre-defined nar-
rative or mine for patterns (Dean, 2018), but to select a framework upfront and accept the
results. The potential benefits of multi-method testing will be considered further in Section
7.5.
In order to justify each decision made, a thorough review of related literature is carried
out. This review revealed a substantial discussion relating to the process of completing FA,
including a raft of recommendations, guidance and “rules” considered to enable the devel-
opment of a meaningful FA framework. As this section will highlight, the recommendations
presented throughout this literature are complex, often contradictory and in some cases,
context specific, revealing the difficulties of not only running FA but in being confident in
the accuracy and meaningfulness of the results.
Though there exists debate regarding the details, there is a consistent core technical frame-
work which emerges structured around three commonly identified phases, (1) data prepara-
tion, (2) set-up of the model, and (3) iterative running of the FA itself. These discussions
from the literature are consolidated and a technical framework is derived here. This is sum-
marised in Table 7.1. The order of the steps, particularly in the data preparation phase,
is significant, as each can affect the next (Tabachnick and Fidell, 2013). The remainder of
this section will present the specific technical advice relating to each of the steps identified
in Table 7.1 in more detail, outlining the key considerations to be made, and indicating
in each case where experts advice differs. This presents a basis upon which the decisions
concerning specific parameters selected in the case study to follow will be made.
7.3.1 Data and data preparation
Checking appropriateness of data
FA works better with all data of the same type, e.g. all continuous data. It is less easy to
combine continuous and categorical data in the same FA (Dean, 2018). In the geodemo-
graphic classifications developed so far, all data has been continuous. As such, this would
not present a challenge if applied in these circumstances.
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Framework phase Action
Data preparation Check the appropriateness of the input data
Standardise the input data
Check the input data for non-normality/Linearity/Variability
Check the input data for outliers
Check the input data for ‘multicollinearity’ and ‘singularity’
Confirm ‘factorability’ of data
Model set-up Select extraction method
Select rotation method
Select appropriate number of factors
Analysis Check for variables with ‘low communality’
Check for variables which do not ‘load highly’ on any factor
Check for factors with limited variables loading ‘highly’
Check for variables loading across factors
Evaluate the Eigenvalues of the factors identified
Evaluate the total percentage of variance explained
Table 7.1: Summary of framework steps.
Data Transformation/Standardising the data
Though standardising the data is not essential in FA, it is common to set the data to
a consistent scale for comparability (Yong and Pearce, 2013). However, similar to the
discussions presented regarding the transformation of data in Section 3.3.2 (STEP 3), FA
experts for a long time have cautioned that transformation could make interpretation harder
(Clark et al., 1974). Nevertheless, just as illustrated by Gale et al. (2012) in the development
of the 2011 OAC, transformations might also address some non-normality in the data. It
is thus still commonly executed, and is recommended that this is completed step before
checking the normality of the variables (Tabachnick and Fidell, 2013). Since it is common
practice to standardise input data in geodemographics (as discussed in 3.3.2 (STEP 3)),
this does not constitute additional work, or cause any conflict, in the process of using FA
in geodemographic classification development.
Since the aim of FA is fundamentally correlational, it is typical to apply the FA to the
matrix of associations describing the relationships between the variables, rather than the
raw data (as explained in Section 7.2.1). In order to do this, the analyst must decide which
matrix of associations to use, the correlation matrix, the variance matrix or the covariance
matrix (Henson and Roberts, 2006). Whilst some mathematical justifications upon which
to base this decision have been published Dziuban and Shirkey (1974), none of the example
applications discussed in this chapter appear to have employed these techniques. Instead, the
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decision appears to be led by preference and ease. For example, the use of the covariance
matrix nullifies the necessity to standardise the data prior to the analysis, so might be
preferred to avoid transforming the data, but it is still less commonplace than the use of
the correlation matrix which is typically preferred (Dean, 2018).
Normality/Linearity/Variability in Data/Outliers
The appropriateness of using non-normally distributed data in FA is widely discussed across
the literature with limited consensus, both in terms of univariate and multivariate normality.
Some experts suggest that non-normally distributed data should never be employed in FA
(Yong and Pearce, 2013), whilst others allow for its inclusion supported by claims that stable
structures will still emerge in the solution regardless (Davies, 1978a).
Tabachnick and Fidell (2013) propose a pragmatic approach. Whilst they acknowledge that
the inclusion of non-normally distributed variables in FA has the potential to degrade the
final result, particularly if the direction of skew differs among the variables, and affirm that
normality is preferable, they suggest that non-normally distributed variables may still be in-
cluded, particularly in the analysis of datasets with large sample sizes, which could mitigate
some of the impact. However, they do recommend looking at the distributions to be aware
of the circumstances under which the FA is being applied, though this recommendation is
limited to a review of the skewdness and kurtosis of single variables based on the “over
sensitivity” of difficult to apply multivariate normality tests. This discussion has not led to
generalised rules of thumb across the literature regarding hard boundaries dictating when
a variable should be removed, if variables are to be considered on a case to case basis.
This is as per the standardised practice of geodemographic classification development. The
normality checks made on the variables in the development of the 2011 OAC (Gale et al.,
2016) are simply not led by hard rules, but rely on the developers’ own interpretations
and decisions. Thus, this element of subjectivity in the variable selection process remains.
However, in the existing variable selection processes adopted in the creation of the 2011
OAC and other classifications, the normality checks are a significant element of the variable
filtering process itself, and limited additional checks are made of the variables that remain.
In the execution of FA, this is simply a preliminary data preparation stage prior to the main
selection procedure.
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Checking for multicollinearity and singularity
It is also necessary to remove multicollinearity and singularity from the input data prior to
FA. Multicollinearity highlights variables which are too highly correlated to include in FA,
effectively identifying variables which are representing the same phenomena and as such,
are not both required (Williams et al., 2010). Conversely, singularity identifies redundancy
in the case of a single variable representing the same phenomena as a combination of two
or more other variables in the dataset (Tabachnick and Fidell, 2013). Including variables
exhibiting either multicollinearity or singularity runs the risk of adding redundant infor-
mation, inflating the prominence of a single dimension by inappropriately promoting (or
weighting) such a dimension in the statistics in a way which does not reflect the real-world
circumstance. This is one additional test of the input variables which is not commonplace
in standard variable selection procedures in geodemographics.
In order to mitigate circumstances of multicollinearity, and since bivariate correlation is
easily rectified with the removal of one or both of the variables, tests involving Squared
Multiple Correlation (SMC) are recommended to identify problem variables to remove.
Variables with SMC close to 1 indicates multicollinearity (Yong and Pearce, 2013). Tabach-
nick and Fidell (2013) explain that FA will not run where the input data includes perfectly
correlated variables with SMC = 1, and statistical problems will be caused where the SMC
is very close to 1. Consequently, thresholds of 0.01 to 0.0001 are typically used as a de-
fault tolerance (i.e. SMC > 0.99 to SMC > 0.9999) to identify variables which should be
removed, with Tabachnick and Fidell (2013) suggesting the removal of variables from the
analysis based on a hard cut-off of SMC > 0.99. A threshold close to 1 is recommended
since FA still relies on the existence of good correlation amongst the variables.
In the case of singularity, recommendations suggest the removal of variables which exhibit
SMC close to 0, for example < 0.1 (Yong and Pearce, 2013; Tabachnick and Fidell, 2013).
However, in the case of multivariate correlation, it becomes more difficult to identify which
variable should be removed. However, if there is singularity present in the data, FA will
fail to complete, so it is possible to run tests to identify which variable may be breaking
the analysis (Tabachnick and Fidell, 2013). The removal of problem variables will again
rectify the issue, both mathematically and contextually in terms of removing unnecessary
and redundant information.
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Whilst correlation is regularly employed in variable selection for geodemographics, the inter-
pretation is often far more subjective, and as in the 2011 OAC development, can be ignored
if the results conflict with other priorities for including particular variables (Gale et al.,
2016). In FA, this step is a more fundamental element of the process itself, and although
there is some debate as to the necessary cut-off thresholds to adopt, the decisions to remove
variables which are causing multicollinearity or singularity is, and should be, taken without
regard for the context of the variable or the developer’s preference for retaining it.
Confirming “Factorability”
For a dataset of variables to be “factorable” the correlation matrix (discussed in Section
7.3.1) must contain several considerable correlations of at least greater than ±0.3, a standard
rule of thumb repeated throughout the literature (Tabachnick and Fidell, 2013). If this is
not the case, then the use of FA should be reconsidered as the presence of latent constructs
within the data is unlikely. When using FA to develop a geodemographic classification, this
might offer an early indication that the candidate input variables do not reflect population
structures, as hoped, and that other variables might need to be sought.
However, the presence of bivariate correlations is still not evidence of the presence of un-
derlying factors (or social constructs, when applied to population attribute data) in and of
itself, this could simply reflect relationships which simply exist between pairs of variables.
Tabachnick and Fidell (2013) suggests that one might consider examining the matrix of
partial correlations where pairwise correlations are adjusted for the effects of all other vari-
ables. Potential measures include the consideration of Bartlett sphericity test, or by use
of the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy (Dziuban and Shirkey,
1974). Both are well established methods for assessing the factorability of data prior to
FA with a rich academic history (Dziuban and Shirkey, 1974; Knapp and Swoyer, 1967;
Kaiser, 1970). For the former, a result of 0.05 is deemed statistically significant (Dziuban
and Shirkey, 1974; Tabachnick and Fidell, 2013). The rules are less clear for the latter,
with Tabachnick and Fidell (2013) recommending a KMO > 0.6 as desirable, whilst one of
the founders of the method Kaiser (1970) suggested a KMO > 0.8 might be necessary to
indicate “good” factor-analytic data, or even > 0.9 to indicate “excellent” data. The use
of the KMO measure is recommended by Tabachnick and Fidell (2013) due to a perceived
over-sensitivity on Bartlett’s test.
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7.3.2 Setting up a model
Select extraction method
There is more than one way to extract factors in FA. In a practical sense, FA requires an
“extraction method” as an input parameter to instruct the analysis on how to mathemati-
cally identify the factors within the data. This must be selected upfront by the analyst. The
extraction methods seek to remove variance which is common to sets of variables. Each time
a common variance for a set of variables is found, it is identified as a factor. Subsequent fac-
tors are then found to explain as much of the remaining variance as possible, until no more
factors can explain the remaining variance (Henson and Roberts, 2006). Each extraction
method employs a different approach to this process. Costello and Osborne (2005) noted
the limited discussion regarding the strengths and weaknesses of the possible methods was
scarce over 15 years ago, and not much seems to have changed in the intervening period.
Nevertheless, Tabachnick and Fidell (2013) do provide some technical summaries of many
of the available extraction methods and their differences.
No single method is universally recommended, the decision can vary based on the specific
context of individual studies (Costello and Osborne, 2005). This process is often guided
more by pragmatic considerations than theoretical (Yong and Pearce, 2013). Though the
selection requires attention, some suggest that there should be limited difference in results
derived from different extraction methods, particularly in FA applied to datasets with many
variables, large sample size, and with variables with similar communality estimates (Tabach-
nick and Fidell, 2013; Davies, 1978a). However, several experts do indicate a preference for
Principal Axis Factoring, particularly if there is potential for the data to be non-normally
distributed, as was demonstrated of much of the input data underpinning the 2011 OAC
(Gale et al., 2016), since it seems to handle this kind of data better than other methods
(Tabachnick and Fidell, 2013; Costello and Osborne, 2005).
Select rotation method
A method of “rotation” is also a standard input parameter into FA. Rotation in this con-
text seeks to explain the correlations identified in the analysis, and as a result, improves
the interpretability of the factors identified. Again, Tabachnick and Fidell (2013) provide
a detailed explanation of the underlying mathematical processes involved. Following the
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extraction, there is an infinite number of possible rotations which could be applied, each of
which accounts for an equal amount of variance, but which differ slightly in their definition
of the factors (Tabachnick and Fidell, 2013). Several methods of rotation could be applied.
These can be divided into two main categories, oblique rotation and orthogonal rotation.
See Rummel (1967) for a comprehensive overview of the mathematical principles of each.
In practice, an oblique rotation may be necessary if there is correlation between the factors,
otherwise an orthogonal rotation should suffice. The FA solution must have at least two
factors to be considered for rotation (Dean, 2018).
Again, the advice conflicts in the use and the selection of a rotation method. Voas and
Williamson (2001) recommend use of a rotation method only when it improves the inter-
pretability of the result. Conversely, Yong and Pearce (2013) recommend use regardless,
irrespective of extraction technique, to reduce the ambiguity of the raw factors. Whilst some
always recommend the default use of orthogonal rotations for their simplicity (Tabachnick
and Fidell, 2013), others suggest the default use of an oblique method, proposing that an
orthogonal solution will be produced anyway if correlation does not exist (Costello and
Osborne, 2005; Hunter, 1972). These debates demonstrate just one of the numerous exam-
ples of conflicting advice that can make the confident execution of FA difficult which, as
mentioned, has weakened trust in the use of geodemographic classifications in the past.
The varimax rotation, an orthogonal rotation method, has been the longstanding common
default rotation recommended across the literature (Tabachnick and Fidell, 2013; Hunter,
1972). This was also the default rotation in practice in the fa package for carrying out FA in
the statistical computing language R (which will be used to compute the solution in the Case
Study in Section 7.4). However, it has since been replaced (in 2009) with the oblique oblimin
rotation (Revelle, 2020), though it is possible to manually override the default option.
Select number of factors
When factoring the variables, the total number of possible factors is equal to the number
of variables. However, some of these factors may not be interpretable, or may contribute
minimally to the solution. These are not useful to the analysis and could introduce unnec-
essary noise or error. In this case, it is advised to retain only the contributing factors. Since
the aim of the analysis is to derive the minimum number of factors whilst capturing the
maximum variance, selecting the optimum number of factors to achieve this is an important
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decision to be made (Henson and Roberts, 2006).
There is, again, no single method consistently recommended for identifying the number of
factors which should be retained, and there is some debate regarding the success of each
of the options. The most common preference is to adopt Kaiser’s criterion, evaluating
the eigenvalue of each factor and retaining just those with an eigenvalue > 1, where the
eigenvalue represents the amount of variance exhibited in the given direction represented
by the factor (Tabachnick and Fidell, 2013). This is the default in most statistical soft-
ware packages. However, though commonplace, there is evidence cited across the academic
literature that this may be an inaccurate method (Costello and Osborne, 2005). In citing
two separate studies which have conflictingly found that this rule could both substantially
overestimate the number of factors to retain and might actually underestimate the number
of factors, Henson and Roberts (2006) highlight the difficulties in employing this criterion
with complete confidence. Alternatively Joliffe’s criterion suggests 0.7 as a more appro-
priate threshold (Jolliffe, 1972; Tabachnick and Fidell, 2013). However, this too should
be used with caution (Yong and Pearce, 2013). Alternatively Bartlett’s Chi-Squared can
be employed to decide the number of factors which should be kept, although this is also
regarded as inconsistent and particularly influenced by sample size and non-normal distri-
butions in the data (Henson and Roberts, 2006; Dean, 2018). Since non-normality is an
issue in the 2011 OAC candidate variables (Gale et al., 2016), this would not offer the most
suitable solutions. In practice, a decision is often achieved by running PCA on the data and
identifying the number of meaningful components based on one of the thresholds proposed
(Dean, 2018).
However, regarded as the most popular test, the scree test is most regularly recommended
for informing the number of required factors (Tabachnick and Fidell, 2013; Liu et al., 2019),
as is similarly commonly employed in deciding the number of clusters to derive in a geode-
mographic classification development (see Section 3.3.2). Such a test involves examining
the graph of the eigenvalues, looking for the natural bend in the data, the inflection point,
indicating a flattening of the curve (Yong and Pearce, 2013). The recommended factor count
is drawn from the number of datapoints prior to the bend identified (Costello and Osborne,
2005). Although this test is once again not without its criticisms, focused largely around its
subjective nature and potential for producing unclear results (Henson and Roberts, 2006;
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Costello and Osborne, 2005).
Finally, Parallel Analysis offers another alternative approach. In summary, the process in-
volves averaging the eigenvalues of each component derived in repeated runs of PCA on a
randomly generated simulated dataset and comparing to the eigenvalues of the components
from a PCA of the real data, retaining only those greater than the average results (Tabach-
nick and Fidell, 2013). Though its superior accuracy beyond the other tests presented here
has been proposed for some time, the complexity of historically calculating it by hand has
limited uptake. Since its inclusion in modern statistical software packages, however, its
popularity has seemingly increased somewhat (Henson and Roberts, 2006).
Due to the many caveats documented, analysts are often recommended to make an informed
decision based on the outcome of more than one of these techniques (Tabachnick and Fidell,
2013; Henson and Roberts, 2006; Yong and Pearce, 2013). Alternatively, an iterative ap-
proach could be taken, completing several FA runs, initially guided by the rules and tests,
with the final factor count dictated by the outcome which generates the most desirable solu-
tion, defined by the desirable characteristics outlined in the next section (Yong and Pearce,
2013). Again, this phase of the FA process introduces several key decisions to be made by
the developer, which could affect the outcome of the variable selection.
7.3.3 Setting model parameters and rules to support interpretation
The aim of the FA is to seek a “strong” dataset with uniformly high communalities, without
cross-loadings and with several variables loading on each factor (Costello and Osborne,
2005). Variables are discarded throughout the process until this objective is achieved. The
dataset which remains thus presents the selected variable set. As such, this is the core
variable selection process of the FA. To achieve this, it is necessary to define the parameters
at which these objectives will be judged to have been met, in the geodemographics context.
These are the parameters which dictate the candidate variables which should be retained
for inclusion in the subsequent clustering process, and which should be discarded. The idea,
as mentioned at the outset of this chapter, is to set these parameters upfront, to introduce
much desired objectivity in to this variable selection process, wherever possible.
The following discussions of each of the parameters to set provide the context and justifi-
cation for the decisions made in the case study in Section 7.4. It also further demonstrates
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the difficulties involved with confident applications of FA for variable selection, in practice.
Moreover, many are not considerations required in the execution of FA where the objective
is not to discard candidate variables for filtering purposes, but where the factors will be used
as input variables in the geodemographic classification, which has been the predominant use
of FA, as discussed. As such, the explicit discussion of these decisions, again, are limited in
the existing geodemographics focused literature.
Communality thresholds
The first parameter to set is the “communality threshold”. Since communality represents
the variance of a variable explained through the factors (see Section 7.2.1), and the aim is to
explain the maximum variance through the factors (Yong and Pearce, 2013), it is advisable
to seek to retain variables with high communality scores. As a common rule of thumb,
any variables with communality scores ≤ 0.2 (representing 80% unique variance) should be
removed, and the FA should be run again on the remaining variables (Tabachnick and Fidell,
2013; Yong and Pearce, 2013). This process can be iteratively repeated until no variables
fall below the threshold.
Loading thresholds
The “loading threshold” is the next parameter to set. FA seeks high factor loadings for
variable removal/retention, since variables with higher loading scores on a given factor
contribute more to the factor (see Section 7.2.1), and thus factors with higher associated
loadings are considered more meaningful. To generate the best final result, some recommend
the removal of any variables which do not load high on any factor (Yong and Pearce, 2013).
Automatically, it is possible to simply ignore these variables in the interpretation of the result
(Kline, 2014; Tabachnick and Fidell, 2013), however, if the aim is for variable selection,
seeking to reduce the original variable set and to identify the useful variables, it makes
more sense to remove these variables and re-run the analysis until there is a strong final
output (Williams et al., 2010). As a counter argument, Yong and Pearce (2013) contemplate
whether low loadings might in themselves offer useful information, in reflecting an absence
in influence of the variable to a factor. Though this is not discussed elsewhere across the
literature, and the standard rules remain to remove or ignore these variables. In employment
in the variable selection phase in a geodemographic classification development, the former,
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removal, is the most appropriate option.
In order to identify the variables for removal, it is necessary to set a threshold above which
any loading score is recognised as high. However, several rules of thumb are suggested across
the literature. Studies investigating the significance of loadings have demonstrated 0.3 as
a useful, if conservative, such threshold (Davies, 1978a; Yong and Pearce, 2013). Though
this threshold is most popular (Hogarty et al., 2004), alternative thresholds are regularly
suggested. For example, Tabachnick and Fidell (2013) propose 0.45 as high and Costello
and Osborne (2005) suggest 0.5. Others offer several categorical thresholds, such as Kline
(2014) who cites 0.3 as moderately high but prefers the use of 0.6 as a high loading score,
and Comrey and Lee (1992) who present a scale from an excellent loading (0.71) through
to very good (0.63), good (0.55), fair (0.45) and poor (0.32).
Additionally, the outset of this section mentioned a “strong” result as containing several
variables loading on each factor, recommending that several variables should load highly on
each factor for the factor to be considered useful (Costello and Osborne, 2005). Most men-
tions of this in the literature suggest that a factor should only be retained in the analysis if
3 or more variables load highly on the factor, labelling factors with fewer high loading vari-
ables as “weak”, “unstable” and potentially meaningless and recommending their removal
from the analysis (reducing the analysis by the number of factors displaying this charac-
teristic) (Hogarty et al., 2004; Tabachnick and Fidell, 2013; Costello and Osborne, 2005).
Although Yong and Pearce (2013) make a case for considering any with just 2 variables
and deciding subjectively, based on the context, on an individual basis. When a factor is
removed, the FA should be re-run with a reduced factor count, adjusting for the number of
factors removed.
Dealing with variables loading across factors
Another suggestion which appears across the literature proposes that a strong solution does
not contain any variables which load highly on multiple factors (Costello and Osborne, 2005).
These are interchangeably referred to as complex variables, cross-loading variables and split
loadings. However, discussion surrounding such a phenomenon again fail to consensus,
both in the significance of the threat posed, and in how to handle such variables. Some
earlier studies were not as concerned by cross-loading variables, opting to retain them in the
analysis without further consideration (Anderson and Bean, 1961). However, discussion has
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increased in later years to consider the removal of any such variables (Williams et al., 2010;
Yong and Pearce, 2013). Whilst with some recommending their immediate removal, followed
by a re-running of the analysis, others suggest a more nuanced approach, supporting their
decisions by considering the contextual relevance of the cross-loading, and the implications
of retaining the variables on a case-by-case basis (Tabachnick and Fidell, 2013), arguing that
some variables may legitimately contribute to more than one latent construct at play in the
structure of the data (Costello and Osborne, 2005). This argument seemingly makes sense
in the identification of urban structures, where a single character attribute might very well
be common to multiple societal constructs. For example, a student population might be
characterised by a high proportion of 16 to 25-year-olds, but so too might areas containing
settled families with older children still living at home.
A compromised approach which might allow for such occurrences, but which also could
retain some objectivity is the idea of a ‘hard cut-off’, choosing a cross-loading threshold
beyond which the variables are removed (Yong and Pearce, 2013). However, as with the
overall loadings threshold, there is again no consensus on what that should be. Again,
whichever approach is to be taken, and any related thresholds, should be decided upfront.
Evaluation of eigenvalues and explained variance
finally, as outlined in Section 7.2.1, the greater the variance of a factor, the more useful
and important the factor. Solutions exclusively containing factors exhibiting high variance
are therefore desirable and represent a stronger result. Dean (2018) suggests considering
the percentage of variance explained by each factor. He specifically suggests identifying any
with variance < 10%, and re-running the analysis with this many fewer factors, since the
removal of any factor affects the structure of the result and thus necessitates a re-calculation
of the result. However, this threshold is not widely recommended across the literature. More
commonly an evaluation of the eigenvalues of the factors is recommended, removing factors
based either on Kaiser’s criterion or Joliffe’s criterion (as discussed above).
Yong and Pearce (2013) make a further suggestion that analysts should not just consider the
variance of a single factor, but should aim for factors to cumulatively explain approximately
75-85% of the variance of the original associations matrix. However, whilst agreeing on the
approach, Williams et al. (2010) explains that such thresholds are much debated and can
depend strongly on the context of the data, suggesting varying expectations between the
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natural sciences, which expects as high as 95%, and the humanities, in which the variance
explained is often far lower. A fixed threshold is therefore rarely employed. Typically, a
value as high as possible is sought. Nevertheless, it is still often a useful indication of the
strength of the result (Tabachnick and Fidell, 2013).
7.3.4 Summary
The difficulty of selecting the most appropriate model set-up is evident. Based on the con-
flicting advice outlined, Hogarty et al. (2004) question whether simple rules of thumb (such
as those suggested throughout this section) should be relied upon to guide an application
of FA, and whether contextual factors should instead be considered when making all deci-
sions. However, such an approach could introduce undesirable subjectivity into the model
and risks the potential of overfitting the model to the single dataset upon which it has been
built, which again should be avoided, if possible.
This section has sought to summarise the literature relating to FA, presenting several sides of
the lively debates which surround the decisions to be made in the process into a single source.
The following section presents a case study employing FA as a method for variable selection
in a Leeds-specific geodemographic classification, as a further extension of the LSOAC
developed in Chapter 4. The absence of such a single source outlining and supporting the
practical decisions which will need to be made in the execution of the case study, specifically
in the context of geodemographics, initially presented a barrier to the confident completion
of the case study. As such, this summary offers a much needed clarity and a framework
which can be used to facilitate the step-by-step process and support the decisions made
throughout.
The next section thus builds on this work, presenting the case study as a demonstrative ex-
ample of using FA for variable selection within the Standard Framework for geodemographic
classification as an alternative to the variable selection procedures demonstrated thus far.
7.4 Case study application
7.4.1 Introduction
The following section outlines one example application of FA for variable selection in the
development of a geodemographic classification for Leeds, for which the remainder of the
210
adopted framework replicates the methodology adopted in Chapter 4, adapted from the
2011 OAC methodology (detailed in full in Section 3.4). Decisions in the FA process are
made throughout based on the discussions presented in Section 7.3. Due to the existence of
much conflicting advice, this is not presented as the single, final solution for the factors in
the city, but simply offers a demonstration of the process in action to consider the potential
of FA for improving upon the existing variable selection processes employed in other studies.
The FA model developed is used to select a set of input variables, for a subsequent geode-
mographic classification, from a larger set of candidate variables. The final selection is then
run through the clustering methodology of the 2011 OAC to derive a new classification for
comparison. This work focuses just on the records relating to the 2,543 OAs in the Leeds
LA boundary, as per the Case Study in Chapter 4. As such, the final result is compared
to the LSOAC developed in that chapter, rather than the 2011 OAC itself, to ensure that
conclusions made are based on the alternative variable selection process used here and are
not also affected by the shift in geographic extent.
The three phases of FA described in Section 7.3 (data preparation, model set-up and exe-
cution of the FA method on the prepared candidate data with the parameters outlined) are
each conducted in the case study (Section 7.4.4), followed by a subsequent k-means clus-
tering of the resulting variable set to derive the new classification for comparison (Section
7.4.5), supporting a review of the impact of the proposed variable selection process.
While decisions made throughout the FA phase are based either on the recommendations
made in Section 7.3, other decisions in the remainder of the Standard Framework are made to
maintain consistency and promote comparability, mirroring those made in the development
of the 2011 OAC to promote comparability with the LSOAC derived in Chapter 4. The latter
is true particularly in the data preparation phase, and certainly in the k-means analysis.
Such decisions and their basis are highlighted.
7.4.2 Background
As described in Chapter 3, two empirical methods were employed in the variable selection
methodology adopted in the 2011 OAC (Gale et al., 2016). First, pairwise correlations
between each of the variables were considered, and several variables were removed based
on a guide of correlations ≥ 0.6 representing redundancy. Next, a cluster based sensitivity
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analysis is conducted to test the “impact” of each of the remaining variables in the formation
of clusters. This is based on a measure of the total WCSS (see Section 3.4). These tests were
used subjectively to guide the final selection of the input variables for the cluster analysis
(as discussed in Section 6.4).This process identified a final set of 60 variables to be employed
in the cluster analysis.
The correlation analysis is employed to mitigate for the inclusion of variables with shared
dimensions which could add a superficial prominence in this direction by inadvertently
weighting such variables (Gale et al., 2016). Though the FA tested in this chapter is pri-
marily adopted in place of the sensitivity analysis, built-in procedures should also mitigate
against the inclusion of redundancy relating to variables correlating too highly.
7.4.3 Proposed framework
Figure 7.3 illustrates the complete FA process adopted in the case study application, de-
veloped as a result of the discussions presented in Section 7.3. The process is iterative and
runs until all criteria are met and thus an optimal solution is reached, in doing so, reducing
the candidate variable set and executing a variable selection.
7.4.4 Conducting the Factor Analysis
Data and data preparation
To enable a comparison between the final input variable selection made for the 2011 OAC
and the output of this study, the initial set of candidate variables are the same 167 census
variables which Gale et al. (2016) considered for inclusion in the 2011 OAC (listed in full in
(Gale, 2014, p.475)). However, as per the study in Chapter 4, the data used here is filtered
just for the records relating to the 2,453 OAs in the Leeds LA boundary.
These candidate variables were initially selected by Gale et al. (2016) for their consistency
across each of the different censuses of England and Wales, Scotland and Northern Ireland
and for representing the five domains of interest (see Section 3.4.2). Though this criteria
represents some pre-filtering in the initial identification of the candidate variables, some
of which is based on practical limitations no longer present when considering a single city
represented by just one census, this has been overlooked in favour of consistency and com-
parability, and the resulting 167 variables are adopted nevertheless.
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Figure 7.3: Iterative decision process of the FA leading to optimum solution.
Though there is limited data cleaning required, since data from the census is already clean,
complete and comprehensive (see Section 5.2.4), the following sections prepare the data
further, including as per some of the decisions made by Gale (2014) and Gale et al. (2016),
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in addition to the data preparation required in FA.
Pre-variable selection preparation (as per 2011 OAC)
As per the 2011 OAC methodology, variables which share a denominator are combined to
generate composite variables upfront. As per Gale et al. (2016) rationale, the separate in-
clusion of each of these variables could add a weighting through the promotion of the shared
dimension which, rather than being an interesting representation of a shared relationship,
simply highlights that these variables are representative of the same phenomena, potentially
adding unhelpful noise and redundancy. For example, individuals who are separated and
divorced are combined into a shared composite variable with limited loss of information.
This could also benefit variables which individually represent low counts of the population,
but naturally group with other variables to represent a larger share, for instance, in the
combining of some ethnic minority groups. Again, this process is fairly subjective and could
have been omitted, but is included to maintain consistency with the 2011 OAC and to
ensure that the variable selection process is being applied, as close as possible, to the same
candidate data set in both instances. Table 7.2 lists the composite variables made, as per
the 2011 OAC justifications (see Gale (2014, p.475) for the original rationale).
Though most of the variables which correlate too highly and thus introduce redundancy is
identified and removed within the FA itself (specifically in the check of multicollinearity and
singularity), some of the candidate variable rejections made in the 2011 OAC methodology
are to be upheld upfront. This is the case where the generation of the above composite
variables have introduced new variables which are directly represented in other, existing
variables, or where Gale (2014) has identified particular variables as having limited descrip-
tive power, and thus being of limited interest. The variables which are discarded based on
these criteria are listed in Table 7.3.
Data transformation
Transformation processes were employed by Gale et al. (2016) in the 2011 OAC develop-
ment process both to standardise the data to a consistent scale, and to account for the
impact of varying degrees of skew and outliers found in the data, which if left unaddressed
could have compromised the quality of the clustering process (Gale et al., 2016; Vickers
et al., 2005). Both objectives are similarly requirements of FA (Section 7.3). Thus, the
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New variable description Original candidate variables combined
Age 5-14 “u008”: Age 5-9, “u009”: Age 10-14
Age 25-44 “u012”: Age 25-29, “u013”: Age 30-44
Age 45-64 “u014”: Age 45-59, “u015”: Age 60-64
Age 65-89 “u016”: Age 65-74, “u017”: Age 75-84, “u018”: Age 85-89
Married or in a registered
same-sex civil partnership
“u023”: Married,
“u024”: In a registered same-sex civil partnership
Separated or divorced “u025”: Separated, “u026”: Divorced
White “u028”: White: British and Irish, “u029”: White: Other
Asian/Asian British “u034”: Asian/Asian British: Chinese,
“u035”: Asian/Asian British: Other
Region of birth: UK/Ireland “u042”: Region of Birth: UK,
“u043”: Region of Birth: Ireland
Main language not English/
No English
“u049”: Main language is not English: Cannot speak
English well,
“u050”: Main language is not English: Cannot speak
English
One family only: Married,
same-sex civil partnership or
cohabiting couple: No
children
“u062”: One family only: Married or same-sex civil
partnership couple: No children,
“u065”: One family only: Cohabiting couple: No children
One family only: Married,
same-sex civil partnership or
cohabiting couple, or lone
parent: All children
non-dependent
“u064”: One family only: Married or same-sex civil
partnership couple: All children non-dependent,
“u067”: One family only: Cohabiting couple: All children
non-dependent,
“u069”: One family only: Lone parent: All children
non-dependent
Occupancy rating (rooms) of
-1 or less
“u098”: Occupancy rating (rooms) of -1,
“u099”: Occupancy rating (rooms) of -2 or less
Part-time work
“u137”: Part-time: 15 hours or less worked,
“u138”: Part-time: 16 to 30 hours worked
Full-time work
“u139”: Full-time: 31 to 48 hours worked,
“u140”: Full-time: 49 or more hours worked
Work in mining, quarrying or
construction industries
“u142”: Mining and quarrying,
“u146”: Construction
Work in energy, water or air
conditioning supply
industries
“u144”: Electricity, gas, steam and air conditioning supply,






“u150”: Information and communication,
“u153”: Professional, scientific and technical activities
Financial, insurance or real
estate industries
“u151”: Financial and insurance activities,
“u152”: Real estate activities
Table 7.2: Summary of new composite variables made.
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Variable removed Justification for removal
“u097”: Occupancy rating (rooms) of 0 Represented by the composite variable of
“u098” and “u099”: Occupancy rating
(rooms) of -1 or less.
“u105”: Very good health “u104”: SIR used as a preferred indicator
of health.
“u106”: Good health “u104”: SIR used as a preferred indicator
of health.
“u107”: Fair health “u104”: SIR used as a preferred indicator
of health.
“u108”: Bad health “u104”: SIR used as a preferred indicator
of health.
“u109”: Very bad health “u104”: SIR used as a preferred indicator
of health.
“u123”: Economically active: Part-time Represented by the composite variable of
“u137” and “u138”: Part-time work.
“u124”: Economically active: Full-time Represented by the composite variable of
“u139” and “u140”: Full-time work.
“u133”: Unemployed: Age 16 to 24 Represented by “u126”: Economically
active: Unemployed.
“u134”: Unemployed: Age 50 to 74 Represented by “u126”: Economically
active: Unemployed.
Table 7.3: Summary of variables to be removed based on redundancy due to new composite
variables, or the limited descriptive power of the variable.
same transformation procedures are repeated here to maintain consistency. However, trans-
formation procedures should always be undertaken with caution (Singleton and Spielman,
2014).
The variables are first converted to percentages to reflect the proportion of the population
represented by each attribute in each OA. This is a straightforward process for 129 of the
variables, where the original unit of measurement represents a count of the population,
however, 5 variables need separate consideration. As per the 2011 OAC methodology,
variables “u006: Density (number of persons per hectare)” and “u104: Day-to-day activities
limited a lot or a little Standardised Illness Ratio” are adopted as ratios, re-calculated for
the population of Leeds, as per Section 4.4.1. However, the latter is first adjusted (as per
Section 3.4.2) to account for age distribution across the city. The final 3 non-count variables
are removed upfront for a combination of inappropriate unit measurements and redundancy,
see Table 7.4.
Appendix C.2 contains the updated list of remaining 131 final candidate variables to be
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input into the FA, and their updated associated variable codes which is referred to going
forwards.
Variable removed Justification for removal
“u005”: Area (in hectares) Incomparable unit measurement. Attribute appropriately
represented by “u006”: Density (number of persons per
hectare).
“u020”: Mean age Incomparable unit measurement. Attribute appropriately
represented by age indicators “u007”-“u019”.
“u021”: Median age Incomparable unit measurement. Attribute appropriately
represented by age indicators “u007”-“u019”.
Table 7.4: Summary of variables to be removed based on redundancy due to new composite
variables, or the limited descriptive power of the variable.
An Inverse Hyperbolic Sine (IHS) is next employed to normalise this final dataset, before
the data is range standardised on a scale of 0-1, as per the transformation process adopted
in the development of the 2011 OAC. The rationale behind the use of these specific transfor-
mation processes, which were carefully selected based on tests involving a series of potential
alternatives, is outlined in detail in Gale et al. (2016).
Checking for normality and outliers
Though the data has already been transformed, Figure 7.4 indicates that some non-normality
in terms of skew and some outliers remains within the dataset. Each of these characteristics
have the potential to weaken the output of both the FA and clustering processes, though
both processes will still run with data of this kind included (see Section 7.3.1).
In the development of the 2011 OAC, Gale et al. (2016) empirically considered the skew of
each variable individually before deciding on the inclusion or exclusion of the variable. This
decision was informed by, but not completely determined by, variables with skew values
beyond a threshold of ±1. Instead, contextual considerations were also applied to those
beyond this threshold, and those which were identified as containing the capacity for area
differentiation were retained (Gale, 2014). Moreover, since the skew is directly linked to
the real-world presence or absence of each variable, it was noted that an extremely low or
high presence of a given variable could offer information of value (Gale et al., 2016). In
the development of a classification of commuting flows for England and Wales based on the
2011 OAC, Hincks et al. (2018) also removed variables on a case-by-case basis dependent
on a consideration of outliers, skewness, kurtosis and correlation.
217
Figure 7.4: Plot of skew for each of the 131 variables in the candidate variable set.
Of the 131 variables here, 59 fall beyond the threshold proposed by Gale et al. (2016)
(Figure 7.4). In an effort to reduce the introduction of unnecessary subjectivity, and based
on the combination of Gale’s contextual concerns and the recommendations in Section 7.3.1,
variables are not removed in this analysis subject to non-normal distributions.
Similarly, no action is taken to remove any outliers which may exist. The outliers do not
appear to be causing association which do not exist, nor are they the result of missing data.
Moreover, whilst there are areas with a far higher or lower than typical presence of one
particular attribute present in this data, these are legitimate results and some important
information could be lost in their removal.
Checking for multicollinearity and singularity
The SMC has been calculated for each variable as per the recommendations in Section
7.3.1. The highest and lowest SMC are 0.989 (for “L014”) and 0.170 (for “L028”), which
are respectively smaller and larger than the recommended thresholds outlined. As such, no
variables are removed based on concerns relating to multicollinearity or singularity.
Confirming Factorability
There are good sized correlations in the data, indicative of data appropriate for FA. An
additional run of KMO returns a measure of 0.94, greater then the guidance threshold of
0.7, at which a dataset is considered to have good factorability (see Section 7.3.1).
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Set-up of final model
Select extraction and rotation methods
As per guidance from Tabachnick and Fidell (2013), a Principal Axis Factoring feature
extraction method is used in the FA with a varimax rotation. This is favourable for this
dataset, which contains non-normally distributed data (see Section 7.3.2). The rotation
method selection is considered trivial since the interpretability of the factors is of reduced
importance, based on the objective of the FA being variable selection for subsequent k-means
clustering and not as a means to its own end.
A multi-method approach is considered, conducting several FAs based on a variety of ex-
traction techniques to test for the best result, however, since the aim of the study is simply
to demonstrate the potential of FA for variable selection in this context and not to seek and
present the best result, this approach is judged to be outside of the scope of this study (but
will be discussed further in Section 7.5).
Select number of factors
As recommended in Section 7.3.2, several methods for selecting the number of factors are
considered. The first method utilises PCA. Figure 7.5 shows the scree plot of a preliminary
PCA run on the data, with markers indicating the number of components adhering to
Kaiser’s criterion (eigenvalue ≥ 1) in red, and Joliffe’s criterion (eigenvalue ≥ 0.7) in blue.
The former recommends a solution with 17 factors, and the latter recommends a solution
with 29 factors. Evaluating the scree plot itself, considering the natural bend in the data, one
might recommend a solution with 15 factors, although such a recommendation is subjective
and another developer might observe a different natural break.
The results of a Parallel Analysis run on the data (shown in Figure 7.6, the resulting
default plot returned from conducting Parallel Analysis in statistical software R using the
“fa.parallel” function in the “psych” package) alternatively suggests a solution with 14
factors.
Since the FA process employed here will iteratively remove unnecessary factors (thus re-
ducing the factor count) until an optimal solution is found, as per Figure 7.3, the largest
recommended number of factors, 29, is chosen as an initial starting parameter for the case-
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Figure 7.5: Scree plot of PCA applied to the 131 candidate variables.
Figure 7.6: Scree plot of parallel analysis.
study application. The process will further reduce and optimise this final count.
Define parameters, thresholds and rules governing the FA
All of the decisions outlined in this section are made as per the discussions in Section 7.3.3.
High communality is set at a communality threshold of 0.2.
To account for the lack of consensus in the threshold determining ‘high’ loading, the FA
process is run seven times, varying the loading threshold through 0.3, 0.4, 0.5, 0.6, 0.7, 0.8
and 0.9, to test the breadth of thresholds recommended within the literature.
220
Cross-loading, complex variables are retained based on their potential for contextual rel-
evance. Each case could be considered individually, but in the interest of reducing the
introduction of subjectivity, all examples of complex variables are universally retained.
Factors on which fewer than 3 variables load highly (as per the threshold in the test run)
are removed (i.e. the factor count is reduced by the number of factors meeting this criteria
and the FA is re-run). Again, cases with 2 highly loading variables are not considered for
their individual merits to avoid the introduction of subjectivity.
A result for which the eigenvalue of all factors meets Joliffe’s criterion (and by default
Kaiser’s criterion) is sought. Additionally, a result which explains greater then 75% variance
is desired, however, this is not built into the model, instead, this criteria is used to evaluate
the result of the model upon completion.
The model is iteratively run through, removing variables and reducing the factor count as
necessary, until an optimal solution is achieved, whereby the above criteria are satisfied.
The variables which remain following the completion of each test represent the variables
selected in each case.
Final model with parameters
Figure 7.7 shows the final FA process which is detailed throughout this section, including
the selected parameters, which is used to filter the candidate variable set in this case-study
application. As noted, this is run iteratively throughout the listed loading thresholds (t1).
7.4.5 K-means clustering
The resulting variable selections from each test are subsequently clustered using a k-means
algorithm, as per the methodology used to derive the Supergroups of the 2011 OAC (Gale
et al., 2016). All parameters of the 2011 OAC clustering methodology are maintained,
including a cluster count of 8, and the optimisation process by which the best solution
of 10,000 initial runs is selected as the final result, based on the lowest total WCSS (see
Section 3.4.2). Two statistics, the WCSS and the BCSS (introduced in Section 3.3.2, STEP
4), are extracted from the cluster result, from which a BCSS/WCSS ratio is calculated (as
described in Section 6.4), where a higher ratio represents a better result.
This result is compared to the LSOAC (generated in Chapter 4) to evaluate whether the
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Figure 7.7: Final model for the case-study application of FA, including the parameter
selections detailed though Section 7.4.4 (based on the base model in Figure 7.3).
alternative variable selection process proposed has led to a better overall classification of
the OAs in Leeds.
7.4.6 Results
Comparing the FA solutions
Loading thresholds 0.8 and 0.9 returned just 1 factor, thus did not result in a usable solution.
The result of the FA is therefore five sets of selected variable sets. A summary of the
outcomes from the FA for each of the iteration tests based on each of the other loadings
thresholds can be seen in Figure 7.5. The total variance explained by each test indicates the
“0.7” loading threshold has achieved the best result, explaining 78.5% variance, the only
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solution explaining more than the target total variance of 75%.
This solution has reduced the 131 candidate variables input into the FA to just 36 variables,
40% fewer variables than the 60 input variables of the 2011 OAC. This reduction indicates
that many of the variables adopted in the 2011 OAC might be redundant, or irrelevant, in the
analysis of Leeds specifically, and may have been adding noise into the local classification
which the place-specific approach using FA for variable selection is able to identify and
remove.
Loading threshold Factor count Variable count Total variance explained
0.3 8 120 65.6%
0.4 5 104 65.3%
0.5 5 92 67.8%
0.6 5 59 73.5%
0.7 5 36 78.5%
Table 7.5: Summary of FA result for each iterative test.
Comparing the clustering performances of each test
Table 7.6 presents the WCSS, BCSS and ratio (BCSS/WCSS) of the cluster results relating
to each iteration test. The table once again highlights the test with loading threshold “0.7”
as the best solution, achieving the maximum ratio between the two cluster measures. Thus,
this is selected as the “best” solution which is renamed “FALSOAC” going forwards and
compared to the LSOAC result, below.
Loading threshold WCSS BCSS Ratio
0.3 4844.00 4280.62 0.88
0.4 4075.57 4024.47 0.99
0.5 3590.40 3710.56 1.03
0.6 2165.26 2591.93 1.20
0.7 1110.62 1542.83 1.39
Table 7.6: WCSS, BCSS and Ratio (BCSS/WCSS) of cluster results for each set of derived
variables.
Comparing the clustering performances of the FALSOAC and LSOAC
Table 7.7 presents the WCSS, BCSS and their ratio for the LSOAC and the FALSOAC. The
comparison indicates a higher ratio associated with the new classification, thus indicating a
better fit.






Table 7.7: WCSS, BCSS and Ratio (BCSS/WCSS) of LSOAC and FALSOAC cluster results.
the clusters in the two classifications, illustrated in Figure 7.8. The ordering of the clusters
in Figure 4.5.1 is arbitrary, and thus like-for-like comparisons should not be made between
individual clusters. However, the mean SED across the two classifications show 0.63 for the
FALSOAC and 0.96 for the LSOAC, indicating a better fit in the former. Moreover, overall,
almost all clusters in the FALSOAC classification display lower SED than the minimum
SED of any cluster derived in the LSOAC.
This improvement is further highlighted in Table 7.8, which shows the percentage of OAs in
each of the LSOAC clusters which perform better in the FALSOAC. In all but two clusters,
almost 100% of the OAs experience an improvement in the fit of the cluster that they are now
assigned to. The 2.99% of OAs which do not perform better in the FALSOAC are mainly in
the LSOAC “Aspirational young workers” cluster and the “Students” cluster. Again, these
are largely the OAs populated with students and recent graduates in the centre of the city










A - Affordable living 347 1.02 99.42%
B - Students 138 1.19 84.06%
C - Urbanites 404 0.92 100.00%
D - High density multicultural families 205 1.09 99.02%
E - Ageing workers 489 0.90 99.59%
F - Aspirational young workers 61 0.98 34.43%
G - Settled, ageing families 613 0.87 98.86%
H - Stable professionals 286 0.99 99.65%
Table 7.8: Summary of LSOAC clusters and OAs with improved SED.
Analysis of final variable selection
A consideration of the final variable selection generated from the FA with loading threshold
“0.7” (Table 7.9), which has been used to derive the FALSOAC, offers some explanation of
the reduced improvement in the areas of the city largely populated by students.
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(a) Mean SED of OAs in each cluster group derived in the FALSOAC.
(b) Mean SED of OAs in each cluster group derived in the LSOAC.
Figure 7.8: Mean SED of OAs in each cluster group derived in the FALSOAC and the
LSOAC.
Listing the 36 variables selected, as in Table 7.9, highlights that whilst there remains a broad
mix of variables in this updated input variable set, there is a strong emphasis on variables
relating to both household structure and ethnicity (and nationality). Several variables which
typically represent elderly populations, including the higher-end age variables, a high SIR,
widowed, house with single aging occupant, and retired, remain in the selection. This
indicates a strong latent structure of an ageing population in the city.
Conversely, the variables directly representative of students are not retained. This is notable
in relation to the above findings which indicate a degradation in the classification of the
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Figure 7.9: Best performance in comparison between LSOAC and FALSOAC.
typically student areas within the city. There is a single variable which remains which is
often linked to areas containing high populations of students and recent graduates, “L088:
Highest level of qualification: Level 4 qualifications and above”. Upon extraction of the
factor from the FA solution on which this variable is loading (“Factor 2”), one can see
that this variable is loading negatively on the factor (Table 7.10). As such, rather than
representing a presence of individuals with high levels of academic qualifications in the
latent construct (represented by the factor), the result indicates the opposite, a lack of a
such characteristic2.
In terms of the student related variables discarded throughout the FA process, it seems that
the limited number of variables which directly characterise the student populations have
not been enough to form a distinct factor with enough variables loading highly enough to
adhere to the model criteria and the selected thresholds (outlined in Figure 7.7). This is
a potential weakness of employing FA in this way, removing contextual nuance from the
decision making, for instance, in considering factors with just two highly loading variables,
or in the use of lower thresholds. Nevertheless, since the employment of the latter has led
to a weaker final cluster result, and the FA method employed generates a final classification
2The results of the FA in full, including similar tables of high loading variables for the other factors, are
not presented in this case study since the focus of the research is not on the resulting factors themselves. An
exception is made here to investigate a result in the variable selection, which is the focus of the research.






L006 Age 5 to 14
L009 Age 25 to 44
L011 Age 65 to 89
L014 Married or in a registered same-sex civil partnership
L016 Widowed or surviving partner from a same-sex civil partnership
L017 White
L020 Asian/Asian British: Pakistani
L022 Asian/Asian British: Chinese and Other
L026 Other religion
L029 Region of birth: UK/Ireland
L032 Region of birth: Other countries
L033 Main language is English or can speak English very well
L034 Main language is not English: Can speak English well
L035 Main language is not English and cannot speak English well or at all
L036 Living in a couple: Married
L043 Not living in a couple: Widowed or surviving partner from a same-sex
civil partnership
L044 One person household: Aged 65 and over
L048 One family only: Married or same-sex civil partnership couple: Depen-
dent children
L051 One family only: Lone parent: Dependent children
L055 No adults in employment in household: With dependent children
L056 No adults in employment in household: No dependent children
L059 Lone parent not in employment
L060 One person ethnic household
L061 All household members have the same ethnic group
L072 Owned and Shared Ownership of home
L076 Occupancy rating (rooms) of +2 or more
L083 Day-to-day activities limited a lot or a little Standardised Illness Ratio
(SIR)
L088 Highest level of qualification: Level 4 qualifications and above
L100 Economically inactive: Retired
L103 Economically inactive: Long-term sick or disabled
L107 Part-time work
L108 Full-time work
L116 Work in information and communication or professional, scientific and
technical activities industries
L124 Work in professional occupations
L130 Work in process, plant and machine operatives
L131 Work in elementary occupations
Table 7.9: Summary of variables retained by the FA with loadings threshold “0.7”, used to
generate the FALSOAC.
with a better fit than the LSOAC in comparison, it seems to be a successful approach. Thus,








L088 Highest level of qualification: Level 4 qualifications and
above
-0.83
L055 No adults in employment in household: With dependent
children
0.82
L059 Lone parent not in employment 0.82
L051 One family only: Lone parent: Dependent children 0.79
L124 Work in professional occupations -0.79
L103 Economically inactive: Long-term sick or disabled 0.72
L130 Work in process, plant and machine operatives 0.72
L131 Work in elementary occupations 0.71
L116 Work in information and communication or professional,
scientific and technical activities industries
-0.71
Table 7.10: Summary of the variables loading highly on “Factor 2” from the FA solution
based on the “0.7” loadings threshold.
That being said, there is certainly a dimension of the population characteristics lost in this
final result. However, this result might suggest that the use of a multidimensional approach
to identify population characterised easily by a single dimension (student or not) is not
necessary, with the approach more useful and applicable in the identification of more complex
population structures characterised by a less easily observed mix of composite variables, as
is the traditional objective and benefit of deriving geodemographic classifications.
Analysis of the derived classification
The focus of this research is to test the scope for using FA in variable selection for developing
better geodemographics, using the method to select an input set of variables from a broader
set of candidate variables, where a better fit has been defined mathematically based on an
improved WCSS, BCSS, BCSS/WCSS ratio and SED. The focus is not on the development
of a classification for its own sake. It is therefore beyond the interest of this research to
consider the classification derived in too much detail, particularly in labelling or describing
the resulting classes. However, it could be of interest to consider the re-allocation of the OAs
between the LSOAC and the FALSOAC, and a comparison of the geographical distributions
of each of the classifications, to better understand the spatial impact that a re-classification
of the OAs based on an amended variable set could have, and does have here.
The re-allocation of the OAs between the two classifications is represented in Figure 7.10. As
expected from the discussions above, the OAs classified in the “Student” and “Aspirational
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young workers” classes in the LSOAC are impacted, almost entirely re-classified together as
per the original 2011 OAC (see Chapter 4).
Figure 7.10: OA re-classifications between the LSOAC and FALSOAC.
Conversely, a new classification (represented by FALSOAC “Cluster 7”) has emerged from
a portion of the OAs classified in both the “Ageing workers” and “Affordable living” classes
in the LSOAC. A summary of the most important variables driving this cluster reveals
the population of this new class to be predominantly characterised by the elderly variables
discussed above, including an aged population, indicators of poor health (long-term sickness,





L103 Economically inactive: Long-term sick or disabled
L043 Not living in a couple: Widowed or surviving partner from a same-
sex civil partnership
L016 Widowed or surviving partner from a same-sex civil partnership
L044 One person household: Aged 65 and over
L060 One person ethnic household
L083 Day-to-day activities limited a lot or a little Standardised Illness
Ratio (SIR)
L011 Age 65 to 89
L056 No adults in employment in household: No dependent children
L100 Economically inactive: Retired
Table 7.11: Summary of the variables driving “Cluster 7” in the FALSOAC .
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The spatial distribution of the FALSOAC and LSOAC also indicate differences (Figure
7.11). There are similarities, which are to be expected since the bulk of each of the LSOAC
classes map to a single FALSOAC class, for the most part. Clear spatial patterns emerge in
both instances and, similar to the distributions seen in the LSOAC (and the 2011 OAC, see
Chapter 4), there is a clear distinction in the FALSOAC between the city centre and the
more rural outer regions of the city. However, the class made up largely of OAs represent-
ing “Stable professionals” in the LSOAC is much more geographically constrained in the
FALSOAC to the North, extending much further North than in the previous classification,
suggesting a stronger geographical influence to this class than was previously identified.
7.5 Discussion
This chapter has re-iterated, and practically demonstrated, many of the challenges which
face an application of FA within the variable selection phase of geodemographic classification
development. In doing so, it has highlighted many of the weaknesses and challenges to the
practice which saw it fall from favour, signalling the end of research in Factorial Ecology.
7.5.1 Making real-world sense of the results
One of these primary challenges has been that there is no guarantee that the use of a statisti-
cal process, especially FA, will generate a result which will make real-world sense. However,
the importance of generating a real-world meaning from the FA result might be somewhat
reduced, so long as the final classification output is meaningfully interpretable. This is the
case here, where the FA is used simply to identify which variables to include in the cluster-
ing. In this instance, the FA has been successful, since the resulting classification output
(FALSOAC) seems to make sense based on knowledge of the city. Moreover, this output
even highlights some inputs which were not captured by the comparable LSOAC derived in
Chapter 4. The FA selected a set of just 36 variables, compared to the 60 variables adopted
in the LSOAC, which were chosen using much less complex variable selection procedures in
the development of the 2011 OAC (Gale et al., 2016). This reduction indicates that many
of the variables adopted in the 2011 OAC might be redundant, or irrelevant, in the analysis
of Leeds specifically.
Additionally, whilst the FALSOAC output highlighted population groups which were largely
consistent with the LSOAC output, supporting a confidence in the results of each classifica-
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(a) Distribution of the FALSOAC clusters across the Leeds OAs.
(b) Distribution of the LSOAC clusters across the Leeds OAs.
Figure 7.11: Cluster distributions across the Leeds OAs.
tion, there were some discrepancies in the spatial distributions of the comparative groups.
For instance, the LSOAC “Stable Professionals” were found to have more in common with
the OAs stretching further North in the FALSOAC, generating a new Supergroup in the
FALSOAC largely gathered in this area of the city. This new Supergroup (“Cluster 1”)
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exhibits a much strong geographical influence than was exhibited by the Supergroups to
which the OAs were assigned in the LSOAC. These results thus demonstrate there is benefit
to be gained in not only selecting local variables at a place-specific level, but by the use of
more sophisticated methodologies.
However, if there is an alternative aim in the use of FA, to understand the social constructs
which underpin the city (as represented by the FA factors), it might be desirable to assign
some meaning to the factors identified. This use of FA is not considered here, but might be
employed by a developer in seeking to extend the variables considered, by using the FA of
an initial candidate variable set to inform the identification of similar, alternative variables
which might also be relevant in the geography. This extension might be a useful application
as the potential source of candidate variables increase, to offer some guidance for gathering
an initial candidate variable set (iteratively), however, as indicated above, this could be
hampered by an inability to meaningfully interpret the variables selected in the output of
the statistical procedure.
7.5.2 “Generalisability”
A secondary concern which has been highlighted in the use of FA in Urban Analysis in the
past is the notion that the results of the FA in this context might not be generalisable.
These criticisms focus on two core themes. First, research conducted in the era of Factorial
Ecology indicated that the results were only appropriate for the city for which they had been
derived, and could not be transferred to other cities (Van Arsdol et al., 1958a,b). Secondly,
other critics raise the question of whether the results are simply reflective of the input data
upon which the results were generated, rather than a reflection of the actual structure of
the city, since the data offers just a snapshot of the city from a limited perspective at a
single given time (Hunter, 1972; Davies, 1978a).
The generalisability of the result from region-to-region is less of a concern to this study,
which is specifically interested in identifying local populations. However, the template pre-
sented here enables repeats of the case study for other UK sub-geographies (i.e. other cities)
in future work, somewhat relieving this concern. In relation to the data, methods are avail-
able to mitigate such concerns. For example, it is possible to alleviate concerns that the
results might simply be an artefact of the data by running several FA processes on different
data snapshots, for instance, snapshots at different times (Hunter, 1972). This would much
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easier on administrative data which is being continually collected than on decennial census
data, however, a simulation could be generated in a sensitivity analysis using a bootstrap-
ping of the census data, repeatedly selecting subsets of the data and comparing the results
generated by each. Although this has not been tested here since it extends beyond the ob-
jective of demonstrating the practicality of employing FA in geodemographic classification
development, it could be considered in a future extension of this work.
7.5.3 Developer influence in the procedure
Similar concerns often cite the risk of the FA outputs simply reflecting the decisions of the
developer, or being a consequence of the model employed, rather than representing real
societal structures. Although the exploration of FA was initially intended to offer a variable
selection process with less subjectivity than the incumbent methods, the process outlined
clearly involves many decisions still to be made by the developer. However, wherever possi-
ble, these could be made prior to the execution of the procedure, so as to not be influenced
by the results derived. However, an element of subjectivity and decision making remains
nonetheless. Again, mitigation methods are available. These include a proposed “multi-
method” strategy, similarly iterative as in the bootstrapping method outlined above. In
this case, this involves executing several FA procedures based on altered decisions and com-
paring the results of each to identify consistently emerging factors and gain confidence in
the genuine existence of these constructs. Such suggestions were echoed across the Factorial
Ecology literature and are still mentioned in more recent technical discussions (Hunter, 1972;
Davies, 1978b; Costello and Osborne, 2005). Automating this process to reduce developer
input has been explored by (Liu et al., 2019) but it is a difficult approach to manage because
of the complexities of the decision making and the specific nuances required to execute FA
(Hogarty et al., 2004), decisions would still need to be made upfront by the developer. In
this case study, a multi-method approach might have tested the impact of various extraction
and rotation methods, or in the use of different threshold parameters. However, the aim
here was simply to demonstrate an example of the method to demonstrate that improve-
ments to the fit of the classification could be achieved through the use of FA in the variable
selection phase, not to identify the best solution for doing so. Such an alternative objective
could underpin future work.
Many of the criticisms raised here are common in the execution of statistical procedures.
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Although mitigation methods have been presented, in terms of ensuring that the outcome
of an FA is not an artefact of the developer’s decisions, or the specific data upon which it
has been developed, such concerns may not be possible to ever truly overcome. In processes
which rely on input decisions, there is always the chance that such decisions may affect the
outcome, however, the target is therefore to ensure that decisions are made carefully, in a
justified and informed manner, and that the impact of these decisions are tested, wherever
possible.
7.5.4 Attributing meaning to the results
A final concern relates again to the meaningfulness of the classification output produced
via the methods demonstrated in this chapter. Although the above discussion concluded
that the results of the FALSOAC were meaningful based on local knowledge of the area,
this was a rather loose use of the term. Though the method has targeted the strongest
mathematical result, and whilst the results reflect many general expectations of the city
(discussed in Section 7.5.1), this method has still derived a general-purpose classification.
One might question what the meaning of the result is in an applied sense, asking what
the classes derived are representative of, whether the classes have distinguished different
behaviours or attitudes across the groups, and if so, with respect to what? One might also
wonder whether it is likely that the classes derived are predictive of activity in a universal
way which could inform all policy decisions or the allocation of resources and services.
These are questions raised by proponents of “Domain Specific” classifications (see Section
3.6.2), who instead suggest that classifications might be more genuinely meaningful when
developed with a more targeted objective than the general-purpose classifications which have
been derived throughout this thesis. However, the development of a good classification will
always be dependent on the initial set of candidate variables being useful and meaningful
in the first place. This is even truer of a domain specific application. FA may not be best
placed to support such a selection of variables, since the decisions made throughout the FA
process are context-agnostic. There is a manual process of selecting the candidate variables
which precedes the FA, which could be led by empirical knowledge and context to develop
domain specific alternatives. However, it could be interesting to consider whether there
is a process which might combine the contextual element into the mathematical variable
selection procedure. This underpins the exploration of more sophisticated variable selection
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processes in Chapter 8.
7.6 Conclusions and next steps
This chapter has considered the use of FA as a method of variable selection within the
geodemographic classification development Standard Framework. The complex methodol-
ogy and often conflicting advice for the implementation of FA has been drawn from the
relevant literature into a clear summary, which has been used to develop a framework to
support its adoption. A case study application has been presented which has adopted this
framework in an update of the LSOAC (derived in Chapter 4) with apparent success. In
a comparison of the results, the new classification has, overall, performed better than the
original LSOAC, producing an improved fit in many of the OAs. The summary of the
process, and the framework derived, extend the existing geodemographics literature. This
offers the potential for the case study to be repeated in other cities, or based on alternative
candidate input data, to derive similar benefits outside of this thesis. This framework also
offers a much more streamline and standard procedure for variable selection, which could
be crucial as the quantity of possible input variables grows with the considerable increase
in data availability demonstrated in Chapter 5.
However, whilst the classification developed in the case study has derived a mathemati-
cally improved solution, the output still has several weaknesses. Notably, the classification
again offers a general-purpose result, which fails to address increased scepticism of general-
purpose classifications. It could be manually adapted to take as input candidate data a
list of variables which have been pre-selected to relate to a specific domain. However, an
extension to the exploration contained here might consider whether there are alternative
mathematical methods available which might be capable of selecting relevant variables as
part of the variable selection procedure itself, in doing so, reducing the reliance on the de-
veloper’s knowledge and contextual expertise. Chapter 8 will therefore extend this work by
considering alternative approaches which might be capable of such a feat.
Summary
This chapter has explored the scope and potential for employing LVMs, particularly FA, to
support variable selection in the development of a place-specific geodemographic classifica-
tion. Early sections outline the theory underpinning the method, before summarising the
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complexities of accurately applying the methodology, presenting a comprehensive record of
the decisions made throughout the process, and the recommendations to support each, as
discussed in the detailed and often contradictory FA literature. This work offers clarity to
support the development of a case study application, implementing FA in the selection of
variables for a classification for Leeds, before a comparison is made between the resulting
classification and the output of the LSOAC developed in Chapter 4. Whilst the results are
demonstrably successful, challenges are raised regarding the meaningfulness of the variable
selection approach. Consequently, Chapter 8 will look to consider alternative, statistically
based variable selection methodologies which might introduce more contextual meaning into
the resulting classification.
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Chapter 8 - Next evolution of “Application
Specific” classifications
8.1 Introduction
Disillusionment with general purpose geodemographic classifications has been gaining mo-
mentum for a number of decades (see Section 3.6.2), encouraging the development of domain
specific alternatives, both in the commercial sector and in academia alike. This shift towards
developing bespoke classifications with a more precise purpose is being led by a perceived
potential for developing more meaningful outputs (Voas and Williamson, 2001). It is also
being facilitated by a new era of availability in data and free and open software capa-
ble of handling complex statistical procedures(Singleton and Longley, 2009b; Dalton and
Thatcher, 2015). Currently in the academic examples, general-purpose and domain specific
classification development procedures are typically differentiated by the focus of their input
data, with the latter undergoing a more context specific selection process. However, the
examples discussed in this chapter reveal that such a selection remains empirical, relying on
expert domain knowledge and experience to identify the variables which are contextually
relevant.
This chapter seeks to develop a more objective methodology for selecting relevant input
variables, specifically, by adopting supervised Feature Selection techniques, offering a new
approach to the important step of variable selection which might produce more meaningful
classifications for better informing public sector decisions. Section 8.2 presents a brief discus-
sion of some of the applications of general purpose geodemographic classifications, considers
how well they work, and outlines the theory and practical methodologies underpinning do-
main specific classifications in the current landscape. Section 8.3 presents a discussion of
the utility and scope for taking a “problem-first” approach to the development of bespoke
classifications, adopting supervised Machine Learning (ML) methods as part of the variable
selection procedure to inform the development of targeted and bespoke “Application spe-
cific” classifications. Section 8.4 presents a case study application of these ideas, developing
a classification of the OAs in Leeds specifically focused on differentiating the population
based on a propensity for library use. The results are compared to the FALSOAC derived
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in Chapter 7 to evaluate the ability of the new methodology used to better differentiate
library use in the population.
8.2 Background
The focus of this thesis is on evolving the process for developing geodemographic classifi-
cations and has therefore, thus far, included limited discussion of their applications beyond
referencing example domain areas. However, Chapter 7 has made recommendations for
including more contextual consideration in updated variable selection processes to support
the generation of more meaningful results. Such an endeavour would necessitate a con-
sideration of the end-user, and the likely applications to which any classification is to be
applied, in order to surmise what a “meaningful” classification might look like. This section
will therefore look a little more closely at some common applications of geodemographic
classifications. However it is worth noting that, again, the focus here is on understanding
applications of geodemographic classifications from the perspective of gaining insights to
continue to improve their development, and thus this objective will dictate which research
is discussed here, and the focus of the insights that are drawn from the research discussed.
8.2.1 Common application methods
Traditionally, geodemographic classifications are derived as general-purpose, standalone de-
scriptors of small-area geographies (Voas and Williamson, 2001). Applications of these
general-purpose classifications typically adopt one of two main approaches.
The first takes the classification of each area as a base profile for that area, to which
ancillary data is appended to develop a richer profile based on a broader set of characteristics
(Singleton, 2010). This approach was first demonstrated in the early days of the commercial
classification industry, where it continues to be widely employed to produce comprehensive
pen portraits of each classification group based on lifestyle and consumption behaviours.
This is supported by the assumption that such characteristics are likely to be shared amongst
people living in the same area (Moon et al., 2019), an adoption of Tobler’s first law of
geography (discussed in Chapter 2). In commercially focused discussions of classifications
the term “birds of a feather flock together” is repeatedly echoed to analogise these sentiments
(Harris et al., 2005). It has also been subsequently adopted within academia and the public
sector (Longley, 2005), where domain focused profiles are often derived in such a way. For
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example, health indicators can be combined with geodemographic classifications to generate
mappable health profiles, a useful resource providing indirect insight into spatial patterns
of public phenomena such as health behaviours and associated outcomes (Samarasundera
et al., 2010).
The second approach is to use geodemographic classifications as independent variables in
subsequent analysis. In this sense it can aid in modelling and predicting outcomes. The
classification is typically appended to an outcome indicator in an ancillary dataset to split
the ancillary dataset by the classification groupings, or included as an independent variable
in a prediction model alongside other variables to derive an association between the classifi-
cation groups and a propensity for the outcome in each of the groups. Extensions have also
seen the classifications included within, or in combination with, other spatial interaction
techniques specifically (Singleton et al., 2012; Birkin and Clarke, 2012). In this way, the
classification can be used as a proxy for the outcome in areas where actual data representing
the outcome does not exist (Moon et al., 2019), providing additional intelligence and even
substituting missing context (Williamson et al., 2006) to support specific decision making
processes. Examples of this approach include the use of geodemographic classifications in
targeted marketing campaigns or public sector resource and service allocation. This ap-
proach has been adopted in public sector focused research for several decades, seeking to
illustrate and understand propensities for social phenomena across a geography and to iden-
tify areas of greatest need (Batey and Brown, 2007). Examples include spatial analysis of
crime (Williamson et al., 2006; Ashby and Longley, 2005), poor health outcomes or disease
risk (Moon et al., 2019; Powell et al., 2007; Farr and Evans, 2005; Aveyard et al., 2002),
public transport use (Liu and Cheng, 2018), road traffic collisions (Anderson, 2010), partici-
pation in Higher Education and educational attainment (Batey and Brown, 2007; Singleton,
2010), fire safety (Corcoran et al., 2013) and the use of public sector services (Batey and
Brown, 2007; Samarasundera et al., 2010).
8.2.2 Do applications of geodemographic classifications “work”?
The early chapters of this thesis, and many of the results presented throughout, indicate
that the concept of geodemographic classifications holds a great deal of potential. This has
warranted the in-depth focus granted by this thesis and the efforts made to continue their
use. However, this thesis has sought to pursue improvements to the standard methodology
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employed in the development of such classifications, and has highlighted several weaknesses
which could potentially undermine their accuracy, and ultimately their usefulness (particu-
larly noted in Chapter 3). Chapter 3 also introduced the difficulties present in evaluating
the success of geodemographic classifications and in conclusively determining whether they
“work”.
As noted, the lucrative nature of the commercial Geodemographics Industry suggests a
clear measure of their success. However, Harris et al. (2005) notes that the extent to which
the commercial classifications “work”, and in which contexts they perform best, is undocu-
mented. Particularly, the authors remark that publications of the specifics of any successful
applications, or more crucially, any less successful applications, are understandably limited
due to commercial sensitivities. The competitive nature of the industry and the desire to
increase license sales restrict such transparency.
Academic and public sector research is not bound by such concerns, and conversely, good
practice encourages transparent and open research. Therefore, several studies have sought
to test the applicability of existing classifications within specific applications, and have
openly reported their results (Harris et al., 2005; Ashby and Longley, 2005; Harris et al.,
2007; Brunsdon et al., 2011; Moon et al., 2019). In each instance, benefits have regularly
been achieved through the use of geodemographic classifications, which have offered encour-
agement and supported their continued application. However, in each case these are offset
by apprehensions indicating that the classifications employed might not have provided the
definitive ‘best’ solution. This has repeatedly raised the question of whether better results
might have been achieved through the use of improved classifications, or even a different
approach altogether. Thus, the question of whether classifications “work” still remains,
alongside a desire to continue to seek improved alternatives to the available offerings.
Addressing this question more generally, Longley and Singleton (2009a, p.761) suggest that
it is unlikely that it will ever be answered “unequivocally” and “universally”. Moreover,
they claim that “few generalisations about socio-economic distributions are founded on in-
contestable facts” and that, in practice, issues of trust in the results are key. As such, efforts
to seek such might be misguided, and time might be better spent validating and developing
trust in the insights that are derived to understand both the potential and limitations of
geodemographics, rather than seeking a perfect solution that objectively “works”.
240
8.2.3 Debated meaningfulness of general-purpose classifications
Trust (highlighted as crucial in the previous section) has been particularly reducing with
regards to the relevance of general-purpose classifications. Notably, many of the discussions
repeatedly circle back to the applicability and meaningfulness of the classification in the
domain or application to which it is being employed. For example, despite gaining useful
intelligence to support police activity in an application of MOSAIC, Ashby and Longley
(2005) raise concerns regarding the high level of heterogeneity within classification groups,
and the potential implications of such. Similarly, Moon et al. (2019) ponder whether their
positive results would be maintained in an extension to alternative geographies or domains.
Harris et al. (2007) are more critical of the use of general-purpose classifications specifically.
Despite conceding that the use of geodemographic classifications have had a proven value in
such decisions, the authors question the statistical robustness of evidence presented in their
favour and the successes accredited to them. The ability of general-purpose classifications
to discern social patterns is debated in this research which asks whether their use offers the
necessary nuance required to underpin important policy decision and action.
These discussions have instigated an important methodological debate. Debenham (2002)
demonstrates an approach which employs regression to derive a measure of the contribution
of each variable to the segmentation of the data into cluster groups, facilitating an iden-
tification of the variables which drive the clustering. However, this approach still fails to
attribute any contextual importance to these variables prior to the clustering. Though input
variables can mathematically drive a clustering based on their relationship with other input
variables, and can thus be perceived as important indicators, these variables might have no
relationship with the outcome phenomena to which they are subsequently appended, in an
application of the classification. In such an instance, the variables used have not generated
a meaningful clustering output which is relevant in determining any insights about the out-
come phenomena (Maugis et al., 2009). All applications of general-purpose classifications
are predicated by an assumption that such a relationship exists, but there is no guarantee.
Thus, if the cluster outcome is nevertheless used in such a way, the potential for generating
misleading insights could be introduced.
Both approaches adopted in the application of geodemographics (detailed in Section 8.2.1)
widely rely on a technique of indexing the ancillary data or outcome across the groups. This
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process compares the local mean to the global mean to conclude that the characteristic is
more likely in one group than another, to add the characteristic to the profile of the groups
(approach 1), or to infer that there is a higher or lower than average propensity for the
outcome (approach 2). However, this inferred likelihood is therefore relative. To infer that
there is a higher than average propensity for an outcome in one area than another cannot
demonstrate that there is actually a high likelihood of that outcome, just that it is higher
than average. For example, in a city widely populated by individuals on low income, if one
area has a slightly higher income than the others, it will have a higher income than average,
yet still might be a low income in absolute terms. There is therefore a concern that if there
does not exist a real relationship between the allocation of the classification groups and the
outcome, then any such inference will be incorrectly drawn.
There is thus no reason why geodemographic classifications which are derived from input
variables which have been selected without a specific purpose should generate universally
meaningful clusters, or are necessarily discriminative in a way which can differentiate the
population to reflect the spatial patterns of any given phenomena (Harris et al., 2005;
Longley, 2007). As such, there is debate as to whether it makes sense that general-purpose
classifications are transferable to all situations, and will offer meaningful insights in each
circumstance (Singleton and Longley, 2009a). To this end, Longley (2005) mused whether
some classifications might be more reliable in some domains, and in evaluating particular
behaviours over others. However, he noted that the limited investigations available in the
literature restrict the definitive drawing of such a conclusion. Brunsdon et al.’s (2011) study
made attempts to compare the performance of geodemographic classifications in predicting
participation in Higher Education specifically. This study concluded in an endorsement
of employing classifications, but alluded to there being further benefits which could be
gained from using more appropriately derived classifications, suggesting that a more reliable
approach might be to shift to the development and use of “domain specific” classifications.
These ideas were not novel. Specifically, Voas and Williamson (2001) asserted a decade
earlier that using general-purpose classifications rather than classifications developed for a
specific purpose might result in an inferior solution.
Possibly of more concern are the cases in which classifications derived with a specific purpose
in mind are used as general-purpose classifications and applied in other domains. This is an
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accusation being increasingly made against many of the commercial classifications. Many of
these classifications have been derived with an underlying focus on indicators of income (see
Chapter 3). These are of importance when segmenting consumers, as is useful in the devel-
opment of classifications intended to support applications in marketing, but are arguably
less so when differentiating populations on demand for public services and resources. These
concerns underpin a lively debate regarding the transferability of proprietary commercial
classifications to address public sector problems (Singleton and Longley, 2009a; Webber,
2004). From this debate, the consensus has been to recommend caution when applying any
geodemographic classification without complete clarity of the initial purpose for which it
was developed (Twigg and Moon, 2002; Samarasundera et al., 2010).
The potential negative impact of using classifications in the public sector which were not
designed for the specific purpose in which they are being used, or worse, were designed
purposefully with another intention in mind, could therefore present a risk which should
not be underestimated (Singleton, 2010). The stakes associated with analysis in the public
sector, which could have real-world consequences in the lives of the population, require con-
fidence in decisions made and actions taken. Particularly, the application of inappropriate
classifications increases the potential for the development of inefficient or incomplete policy
initiatives (targeting those who should not be targeted, or alternatively missing those who
should). Though there is some inherent inevitability of both in the use of geodemographics
derived at a small-area geography to target households or individuals (Batey and Brown,
2007), any effort that can be made to mitigate the magnitude of such an occurrence should
be made.
8.2.4 “Domain Specific” geodemographic classifications: Methods, bene-
fits and limitations
The discussions in the previous section underpin a trend in the development of geodemo-
graphic classifications which has seen a slow evolution from a broad reliance on general-
purpose classifications towards a promotion and subsequent acceptance of bespoke, domain
specific alternatives (Brunsdon et al., 2011). This has particularly picked up pace since
technical advancements and data availability are such that there is no longer a need to rely
on a small number of general purpose classifications (Longley and Singleton, 2009a). In
the development of such alternatives, classifications are derived to be more discriminant
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with regards to a specific context or domain, and are thus more likely to reflect underlying
dimensions of relevance to the domain of interest. This is typically achieved through the
inclusion of a more context specific, or more “relevant” selection of input variables (Single-
ton and Longley, 2009a). These are selected for their importance as indicators specifically
of the domain (Beaumont and Inglis, 1989).
Several of the main commercial geodemographic classification vendors offer bespoke, domain
specific classifications. These include the “Public Sector” alternatives of their classification
products. Some also offer separate classifications for other sectors, as detailed in Section 3.2.
The availability of such products demonstrate an acknowledgement of the concerns raised
in the previous section regarding the perceived consumer focus of their original offerings.
However, it is still not possible to see the input data underpinning their development, to
evaluate how they differ from the general-purpose alternatives, or to understand how the
variables have been specifically selected for input. Consequently, questions regarding their
applicability remain.
Several examples have also been developed in the open and academic geodemographics
landscape in the UK, including the classification of residential geographies of workplace
commuters (Hincks et al., 2018), classifications of digital behaviours (Longley et al., 2008;
Longley and Singleton, 2009b) and an “educationally weighted classification” (Singleton and
Longley, 2009a) designed to encourage the identification of classes which more appropriately
discriminate on propensity to participate in Higher Education. Alternative domain specific
classifications have also been developed to classify non-residential small-area geographies,
including Singleton and Longley’s (2019) classification of London workplaces, which offers
an extension of the national Classification of Workplace Zones (COWZ) (ONS, 2018a).
Such bespoke classifications are less reliant upon implied inferences, which general-purpose
classifications suffer from in their employment of more arbitrary variable sets (Longley and
Singleton, 2009b). However, there is little evidence of the use of sophisticated variable selec-
tion procedures in the identification of important and relevant variables, beyond a subjective
selection of variables based on a review of domain specific theory. In the development of
their Higher Education classification, Singleton and Longley (2009a) supplemented the cor-
relation and sensitivity analysis traditionally adopted in the variable selection phase of the
2011 OAC development (Hincks et al., 2018; Singleton and Longley, 2019) with analysis of
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associations between variables and the domain outcome (Higher Education participation)
and discussions with stakeholders. Whilst these approaches offer some justification for the
inclusion, or exclusion, of particular variables, they do not constitute sophisticated meth-
ods for measuring the importance of the variables in the desired context, to facilitate the
selection of only the important variables.
Moreover, the academic examples listed above relate to very specific contexts. Conversely,
the commercial sector “Public Sector” classifications are a far broader example. Although
these are still more targeted than the general-purpose alternatives, the decision of the aca-
demic researchers to be even more targeted in their approach suggests that an overarching
public sector offering might still not be capturing the necessary nuance. The variety of
public sector issues are extremely broad, and the indicators which drive the consumption of
public sector services and resources can be equally variable across different contexts (Sin-
gleton, 2014). In respect of this, the commercial sector has already developed some more
nuanced classifications, such as CACI’s “Health” version of Acorn (referenced in Section
3.2). Similarly, benefits might be gained from the consideration of additional specific public
sector classifications targeting more focused domains, such as Adult Social Care, or the use
of individual public services, e.g. libraries or recreational sports facilities, to support service
and resource allocation, priorities of LCC (Otley et al., 2018; Smart Leeds, 2021). However,
the development of meaningful and relevant sub-domain level, or even application specific,
classifications developed via the existing methodology would be incumbent on the developers
possessing or gaining a level of expertise in each sub-domain, or application, which is good
enough to support an appropriately informed selection of the important input variables in
each case. Such an expectation might not be completely realistic, or at the very least, could
add further complication or cost additional development time.
8.3 The next evolution of geodemographic classifications
8.3.1 A proposal for Machine Learning led “Application Specific” geode-
mographic classifications
The core purpose for the development of Singleton and Longley’s (2009a) Higher Education
classification was to derive groups which better discriminate between areas characterised by
extremely low and extremely high Higher Education participation rates. Although this has
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been categorised as a “domain specific” example of geodemographic classifications in other
educational contexts, one might instead consider it an application specific classification.
Whilst there is scope to re-use the output classification, the specific purpose of its devel-
opment was on understanding the patterns of spatial distributions in a single observable
outcome, in this case, participation in Higher Education.
It is therefore not a huge leap to extend this example, and the thinking behind it, to consider
a more routine shift from “domain specific” and towards “application specific” classifications,
as discussed in the previous section. However, as highlighted, more targeted classifications
require a more targeted variable selection process, extending beyond the common practices
which have to date been largely reliant on the expert knowledge of the classification developer
and their team. To support a shift towards the routine development of application specific
classifications, a more sustainable, intelligence led approach would be beneficial.
The core objective of this chapter is to propose and explore the benefits of a re-framing of the
thinking behind the development of targeted classifications by considering the application
outcome (e.g. participation in Higher Education, or any other observable outcome such
as the propensity for consuming specific public sector resources or services) upfront in the
development of a related classification. Such a shift might thus generate a classification
output which more intentionally differentiates on the observable outcome of interest, and in
turn, flip the role of geodemographic applications from a ‘one-size-fits-all’ approach applied
as a solution to all problems, to take a problem centred approach in the development of a
problem-focused solution. Thus the aim is not to derive a set of conclusive labels, or define
areas definitively based on a single pen portrait of the average characteristics representing
the area, but to identify areas to target in specific applied scenarios.
8.3.2 The potential of Machine Learning variable selection methods in
geodemographic classification development
In practice, the proposal is, instead of appending a geodemographic classification to an
observable outcome as has been a traditional approach to the use of geodemographics, to
consider the outcome of interest as a dependent variable, and to employ it in the selection
of input variables for the classification. Such a shift would support an intelligent selection
of variables which are identified as important indicators directly relating to the observable
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outcome itself, and which might hold a greater potential for identifying more relevant cluster
groups. This approach is theoretically similar to the current practice, however, instead of
the existing reliance on domain knowledge to support a subjective selection, the manual
selection would be replaced by an application of a more sophisticated supervised Machine
Learning (ML) method.
The boundaries of which practices are considered to be “Machine Learning”, and thus
the definition of the term itself, can raise lively debate. However, the use of the term in
this thesis is simply as an umbrella term to refer to any process which can learn without
being explicitly programmed. The importance and scope of this definition in itself is of
limited significance, since this chapter will focus on explicit examples, which will be clearly
defined. However, the definition of unsupervised and supervised ML methods warrant a
little more attention. Supervised ML methods (as introduced in Chapter 1) refer to such
processes which, given an input, are trained to generate outputs based on patterns learned
from observations of known input and output pairs. This process can enable predictions
of an outcome of interest to be made from a input dataset, based on previously observed
outcomes and their relationships with variables in the input data. Conversely, unsupervised
ML methods have no such a-priori knowledge and thus self-learn based on the input to
generate an output.
The use of ML methods are not entirely new in geodemographics. K-means classification has
as already been highlighted in this thesis, described as an unsupervised ML method, since it
identifies clusters in the data without a-priori knowledge of the clusters or cluster structures.
Singleton et al. (2020) have also employed supervised ML techniques for predicting missing
input data. However, no examples have been identified in the use of supervised ML methods
as a method of variable selection.
To derive more discriminant geodemographic classifications, the introduction of supervised
ML techniques into the development process could be useful (Guyon and Elisseeff, 2003;
Gregorutti et al., 2016). The previous chapter explored the use of the FA (an unsupervised
Feature Extraction ML method) to seek to introduce a subjective element to the variable
selection. However, this approach did not consider the variables in terms of their contextual
significance. Whilst this was noted as a limitation, it is an even more fundamental omission
when applied in the development of a non-general-purpose classification, where the context
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of the variables holds an increased significance. Consequently, it is necessary to seek a
methodology which prioritises the selection of variables which are contextually meaningful.
In the present era of using ML methods for drawing insights from “big data”, this chapter
seeks inspiration from other fields beyond geodemographic classification development. In
other scenarios which apply predictive methods, the observable outcome provides the start-
ing point, data permitting, and insights are derived from these observations to underpin the
prediction. The developments which have occurred in multivariate statistics, particularly
in ML techniques, combined with advancements in software and computational capacity
which have been made since the last big evolution of geodemographic classification develop-
ment have opened up new scope for adopting increasingly twenty-first century approaches,
seeking to adopt popular contemporary methods, as has been the tradition throughout the
history of the field (see Chapter 2). Longley (2005) outlined the desires of the public sector
to develop more advanced techniques for anticipating and targeting public service demand,
particularly at a local level. This approach is seeking to better support this activity.
Though there are unsupervised variable selection methods available which attempt to imi-
tate the abilities of supervised methods (Xing and Karp, 2001; Karegowda et al., 2010), in
a setting where the subsequent use of the classification is known, i.e. where the developer
is in a position to build a classification with a specific application in mind, more favourable
supervised methods are supported. Thus, this chapter will therefore consider a supervised
approach.
8.3.3 Introduction to Feature Selection methods
Supervised ML methods in variable selection offer the potential to derive a more targeted
approach. Taking an observable outcome as a dependent input, the selection of variables can
be made by prioritising variables which have the strongest associations with the observable
outcome. This presents an opportunity to incorporate domain knowledge and generate
a final variable set which is extremely application specific (Guyon and Elisseeff, 2003). In
ML, such variable selection techniques are often categorised as methods of Feature Selection
(FS), where “feature” is simply a synonym for variable.
Unlike the unsupervised Feature Extraction (FE) methods considered in Chapter 7, FS
methods can employ either supervised or unsupervised ML techniques (Karegowda et al.,
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2010). Moreover, whilst both FE and FS methods seek to reduce the number of variables
from an initial candidate set, FE traditionally achieves such a feat by forming new variables
from the original variable set (Brunsdon et al., 2018), whereas FS methods are designed
to include or exclude “important” or “unimportant” variables which are left unchanged,
retaining the original meaning of the variables. The adoption of Factor Analysis (FA) in
Chapter 7 (a FE technique) did not ultimately use the new variables (factors) as new
variables in the subsequent analysis, as is traditional. Instead it focused on reducing the set
of input variables until an optimised FA model was achieved, and then took the remaining
variables as the final variable set (as per a similar technique adopted by Liu et al. (2019) in
their application of Principal Components Analysis (PCA), another FE method). However,
criticism can still be levelled at the approach in terms of the contextual relevance of the
remaining variables (discussed in Section 7.5). At no point did the procedure consider the
contextual relevance of the variables included or excluded.
Conversely, methods designed for FS seek to identify a relevant variable set which simul-
taneously reduces redundancy (Kohavi and John, 1997). Since FS is regularly adopted as
a preliminary technique in prediction analysis, the contextual relevance of the variable set
selected is a key priority. In prediction analysis, the aim is to select the least number of
variables which are important to an outcome to enable the development of a model which
will have the greatest prediction accuracy, thus, the main aim of FS is to select as few vari-
ables which are important drivers of the observable outcome as possible, whilst introducing
parsimony (Guyon and Elisseeff, 2003).
These key objectives mirror the core aims of the variable selection phase in most geode-
mographic classification development. FS therefore might also offer a new approach to the
variable selection phase in application specific geodemographics, where the intention is to
derive a classification which generates groupings linked to propensity of an observable out-
come. In such a case, rather than selecting variables to underpin the development of a
subsequent prediction model, the variables selected could be used to underpin a subsequent
clustering to derive bespoke, application relevant classifications. These could demonstrate
combined geographic distributions of relationships between the input variables which have
a relationship with the outcome. Though no evidence of such an approach has been identi-
fied in the literature for deriving geodemographic classifications, especially with respect to
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local-level application specific classifications, the use of FS for clustering has been adopted
in other sectors, notably in medical domains (Karegowda et al., 2010).
FS is an established yet evolving field with many techniques. Whilst it is beyond the scope
of this thesis to discuss the methods in deep mathematical detail, the three main categories
of FS methods; filter, embedded and wrapper methods (discussed in detail by Guyon and
Elisseeff (2003)) can be summarised as follows.
Filter methods are developed based on a specified performance metric, for example, cor-
relation or chi-square (Karegowda et al., 2010). Thus, correlation analysis, which often
underpins variable selection procedures in the development of geodemographic classifica-
tions (including in the 2011 OAC, see Chapter 3), is itself a foundational FS technique.
However, filter methods do not employ a learning method, simply evaluating the impor-
tance of variables based on their inherent characteristics. This chapter seeks to identify
more advanced methods.
Embedded methods employs algorithms with built-in FS methods, to perform a FS within the
execution of a broader objective, for example, as a part of a classification or regression model
(Guyon and Elisseeff, 2003). Popular methods include LASSO linear regression and Decision
Trees (Gregorutti et al., 2016). Since these are not stand-alone FS methods, as are sought
here to act as a basis for the variable selection phase within the broader geodemographic
classification framework, embedded methods are not considered further here.
Finally, wrapper methods consider the selection of features as a search problem, treating
the features as the inputs and seeking to optimise model performance. These methods
can either use forward selection, backwards elimination or a bidirectional search. Forward
selection starts with an empty candidate set and adds variables in one-by-one if they are
deemed important. Conversely, backwards elimination starts with the whole candidate
set, removing the least important variable one at a time. A bidirectional search offers a
combination of the two (Guyon and Elisseeff, 2003). Each are thus iterative methods which
build many models based on the observed outcome (as a dependent variable), each with
different subsets of candidate features, to identify the attributes which best support the
development of an accurate model to predict the observed outcome. In doing so, these
approaches evaluate the importance of each of the candidate variables with respect to the
observed outcome of interest.
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When used for prediction, the target of wrapper methods is to identify a variable set which
maximises the accuracy of a final model used to predict the dependent variable, the observ-
able outcome of interest. Such applications have been shown to improve predictor perfor-
mance beyond the capabilities of simpler methods, such as correlation methods (Karegowda
et al., 2010; Gregorutti et al., 2016), the incumbent favoured method of variable selection
in geodemographic classification development. An alternative use is to identify a variable
set which maximises the relevance of the variables selected, with relation to the observable
outcome (Kohavi and John, 1997). Such an approach might offer the potential for selecting
a variable set for application specific geodemographic classification which might result in
more homogeneity in the final cluster groupings with respect to this outcome.
8.3.4 Summary and next steps
These discussions have presented justifications for exploring the use of FS methods to sup-
port variable selection within the development of application specific geodemographic clas-
sifications. The intention of such an approach would be to increase their predictive power,
differentiating areas in a way which is more appropriate to the application at hand. The
case study below (Section 8.4) demonstrates the potential of these proposals in practice and
illustrates the scope for this theory to generate improvements in the homogeneity of the
resulting classification groups with respect to the application of interest.
The end objective is to develop increased spatial intelligence related to an observable out-
come. This will necessitate not just the development of a single new classification, but a
framework which will support the development of problem bespoke geodemographic classifi-
cations. This will thus not be a framework for generating a traditional general-purpose, nor
will it be for developing increasingly popular domain specific classifications, rather, it will
support the on-the-fly development of more targeted application specific classifications. This
could encourage the development of classifications based only on variables of relevance, thus
reducing the chance of missing appropriate and relevant variables and including unnecessary
and unhelpful variables. Moreover, it could also introduce a new approach to the use of
classifications in public sector development, shifting the reliance from static one-size-fits all
products towards a culture of developing potentially more relevant situational alternatives
with which to inform specific decision making processes. Moreover, as LCC improve their
storage and use of their database systems and their data, this framework would also support
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the routine development of classifications based on new, more timely candidate data.
The next section presents a demonstrable example of these ideas in a case study focusing
on the propensity for using public libraries, illustrating the practical scope and offering a
methodological template for such a development.
8.4 Case study application: Employing Feature Selection
methods for variable selection
8.4.1 Introduction and context
Libraries are recognised as a vital community resource offering a range of important services
(Department for Digital, Culture, Media and Sport, 2018). However, as local government
budgets decrease, libraries have increasingly been at risk of closure. This has led to un-
successful petitions to ringfence UK government funding for libraries and protect library
services, an action that was rejected by central government. In response, the government
reinforced that it is the responsibility of local governments to make spending decisions
relating to public libraries based on local need (UK Government and Parliament, 2018).
Additionally, as a result of the subsequent coronovirus pandemic and the further budget
strains induced, all Leeds libraries are now at imminent risk of closure (Drury, 2020). How-
ever, Roumpani et al. (2020) highlight a fragmentation in the public library sector which
has led to poor national data availability, resulting in a lack of intelligence regarding the
provision of library services in the public libraries sector, and in its value in different com-
munities. This is substantially hampering evidence based decision making capabilities at a
time where there is both a need and desire to gain a better understanding of this provision
and to use these insights to advise future planning. Moreover, Roumpani et al.’s (2020)
research particularly points to understanding the differentiation of library use by different
societal groups as a key priority area.
Despite the national level data issues, LCC hold local level library use data which could
offer some helpful local insights. As such, an opportunity is presented to test the potential
for developing a bespoke, application and place-specific geodemographic classification with
the intention of better understanding the spatial distribution of propensity for library use in
the city, which could generate valuable future insights for LCC. This section thus presents
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a case study focusing on this data to develop such a classification.
Once again, the classification developed here is Leeds-specific, alleviating the issues of na-
tional data availability. This case study incorporates data relating to library use in the city,
employing FS methods in the variable selection phase of the classification development,
testing the potential for deriving application-relevant classification groups with increased
within-group homogeneity. In this case, these tests are executed with respect to library
activity, which could be used by LCC to generate more informed decisions regarding library
services and resources. In doing so, this case study also offers a template to facilitate more
routine development of local, application specific classifications for use in the public sector
more broadly in the future.
8.4.2 Data
Overview
Data relating to library use has been sourced from contacts at LCC, as per previous examples
in Chapter 5. From this, the dependent variable for use in the FS method is derived. The
independent, predictor variables from which the FS is to identify the important drivers of
propensity for library use are drawn from an initial candidate set of census variables.
Library data
A snapshot of data relating to loans made from the libraries which fall within the Leeds LA
boundary has been supplied by LCC. This data contains a record of any loans taken out
across the 33 LCC run libraries between January 2017 and February 2018, inclusive. This
includes loans of books, predominantly, but also CDs, DVDs, pamphlets, periodicals, sheet
music, maps and some other miscellaneous items. Each loan of an item is recorded as a
single record. Each record contains a timestamp of the loan, the library from which the loan
took place, a “borrower type” containing a standard description of the borrower, typically
“adult”, “child” or “pensioner”, a full postcode, OA, and year of birth of the borrower, and
some information relating to the item loaned, including the title, author and genre. It is
understood that the pre-assigned OA included in the data has been allocated as per the
internal LCC postcode to OA lookup (see Section 6.3.4). This location information enables
an analysis of the loans with relation to the residence of the borrower themselves.
Census data
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For consistency, the 131 candidate census variables adopted in Chapter 7 are once again
used here as the candidate predictor variables. The FS is applied to these predictors to
identify the combined attributes in the candidate set which seemingly drive library use, and
can thus best predict propensity for it. The use of this data supports a comparison of the
classification derived here, where a novel FS method is instead applied to the variables in
the variable selection phase of its development, with the classification derived in Chapter 7,
where a FA was applied. This variable set has already undergone an initial filtering process
and been transformed in Section 7.4.4 as per the transformation processes adopted in the
development of the 2011 OAC (Gale et al., 2016). A complete list of these 131 variables can
be found in Appendix C.2.
Data preparation
The library data is filtered to remove any records relating to borrowers living outside of
the 2,543 Leeds OAs, and any records relating to loans made by organisations and not
individuals, including community groups and schools, based on a review of the “borrower
type”. Records relating to book renewals are also removed under the advice of experts
within LCC, since these records are identified as containing “spurious” information. Finally,
the data is checked for duplicate records, which are also removed, where identified. These
procedures discarded a total of 58% of the records which has been initially supplied.
Although it would be desirable from an analytical perspective, it is not possible to identify
individuals in the data, based on the information available. Since the limited personal
information is restricted to just a year of birth and a postcode, it is possible for multiple
individuals to share matching identifying information. Nevertheless, it is possible to infer
distinct visits from the data, grouping the records by timestamp, loan library, and the
personal identifiers listed. Whilst it is theoretically possible that individuals sharing these
personal identifiers could have made loans at the same library at the exact same time, this
is deemed highly unlikely, particularly since the timestamp is recorded to the second. Thus,
a record of unique visits is derived from the raw data, including a count of the items loaned
at each visit.
There are some limitations to this methodology. For example, visits to libraries which did
not result in the loan of an item, i.e. visits spent browsing or for any other purpose such
as computer use, are not contained in the raw data, and as such, are not recorded as visits
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in the visit counts derived. Additionally, if multiple loans are made within the same visit
but are processed in individual transactions, this is identified as two distinct visits. It is not
possible to identify such an occurrence in the data. However, these limitations are judged
acceptable, provided that they are understood when interpreting the result.
The final data set contains a record of 696,117 loans from 257,489 distinct visits. Since
there is a disparity in the number of households in each OA, a ratio of loans and visits is
calculated to develop a measure of loans and visits per household. An index has also been
derived from this ratio, standardised to 100 (as explained in Section 3.3.2, STEP 7), to get
an idea of the spatial distribution of library visits. Figure 8.1 shows the OAs which are
“over-indexing” (have an index of 100 or higher), i.e. the areas which have higher than
average library use. The public libraries in the city are also shown. Although there is
seemingly some relationship between library location and library use, the patterns suggest
that distance to the nearest library is not the only driver of library use.
Figure 8.1: Spatial distribution of Leeds OAs with higher than average library use, and
locations of public libraries in the city.
Deriving the dependent variable
Figure 8.2 demonstrates a strong positive correlation between library visits in an OA and
the count of items loaned. It is therefore deemed unnecessary to include both in the analysis.
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Consequently, the ratio of the visits per household in each OA acts as the dependent variable
in the FS, below. This represents the observable outcome of interest, the propensity to
borrow items from LCC libraries.
Figure 8.2: Correlation of library visits and library items loaned in each OA.
8.4.3 Methodology
This case study begins by applying a FS method to the 131 predictor variables (in Appendix
C.2) (the census variables) to identify a subset of the most important ones, with respect to
the dependent variable (the ratio of library visits). A k-means classification is subsequently
applied to the variable subset identified, generating a new classification for the OAs. Finally,
the discriminative power of the resulting classification in relation to the dependent variable is
measured in comparison to the discriminatory power of the FALSOAC classification (derived
in Chapter 7 based on the same set of candidate input variables). This comparison is used
to evaluate the impact of adopting the FS method to derive cluster groups which are more
internally homogeneous with respect to library usage.
Recursive Feature Elimination
A single FS method, a Recursive Feature Elimination (RFE) based on a Random Forest
(RF) regression, is presented in this case study to offer a demonstration of the potential
for adopting such methods in this context. Random Forest is a popular ensemble decision
tree method with an in-built mechanism for measuring and determining the “importance”
of each input variable based on its contribution to the decision tree. It versatile and can
handle continuous data.
RFE is a popular wrapper method based on backwards elimination, first proposed by Guyon
et al. (2002). The broad procedure can be summarised as follows (Gregorutti et al., 2016):
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1. Train the RF.
2. Compute the importance of the predictor variables.
3. Eliminate the least important variables.
4. Repeat steps 1-3 until there remain no further variables to remove.
The process detailed above demonstrates the iterative nature of the RFE wrapper method,
and the dependence on an importance measure. Since it is a backwards elimination method,
the process begins by including all variables and removing the least important on each run
through until an optimal subset is identified.
Whilst there are several alternative FS methods which could have been considered instead,
there is evidence to suggest that RFE capably handles correlated variables, particularly
when compared to a standard RF approach (Gregorutti et al., 2016). Since correlations
are present among the candidate census variables used here as the predictor variables (see
Section 7.4.4), an RFE seems to be an appropriate choice. Future work beyond this thesis
might seek to expand on this study by considering alternative methods which might improve
upon the performance of the results derived here.
Statistical computing language R has in-built packages which enable the easy running of
RFE based on an input of custom parameters. This package is published alongside compre-
hensive, continually maintained documentation which provides an overview description of
RFE in application supported by practical examples (Kuhn, 2019). This documentation is
used as a model template to support the application of RFE in this case study.
As is common in ML, the data is split randomly into training and test data subsets. This
is based on a standard ratio of 2:1. The important predictor variables are first identified
in the training set. However, there is an increased risk of overfitting in a wrapper method,
training the result based on particular nuances unique to the data in the training set, which
might not be reflective of other subsets of the data. Consequently, a single training set
may be insufficient to derive reliable results, and as such, it can be beneficial to run an
RFE within an iterative process of re-sampling, training the data on a series of subsets of
the training data. Though the evidence suggests benefit in increased performance, such a
process can be computationally costly (Kuhn, 2019). It is nevertheless recommended, and
thus is implemented here in the form of cross-validation. As per the default setting in the
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rfFuncs package used, 10-fold cross-validation is executed here. To further reduce the risk
of error, this is repeated 5 times with the mean result taken as final.
Traditionally, the configuration of the algorithm underpinning RFE is such that all possible
subsets of the candidate predictor variables are explored, however, such a process can be
computationally expensive and slow (Guyon and Elisseeff, 2003). Consequently, it is possible
to reduce the burden by restricting the tests to a predefined list of subset sizes. Here 46
tests are run in each re-sample, these are of sizes 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,
15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90,
95, 100, 105, 110, 115, 120, 125, 130 and 131. This demonstrates complete enumeration
of the smaller subsets but groups of five for the larger ones, based on a likelihood of the
importance added by each new variable being greater with smaller numbers of subsets, so
warranting a more granular evaluation.
Thus, the iterative process of using the cross-validated RFE for variable selection, which is
used in this case study, is summarised as follows:
1. Generate the training data sample.
2. Train the RF.
3. Compute the importance of the predictor variables.
4. Set subset size.
5. Eliminate the least important variables up to subset size.
6. Repeat steps 4-5 for all subset sizes.
7. Repeat steps 1-6 for each re-sampling iteration.
8. Calculate the performance profile of the outputs.
9. Determine the appropriate number of predictors.
10. Identify the final list of important predictors.
K-means clustering
A k-means is now run with the final list of predictors (identified via the methodology laid
out in the above section) as the input variables. The k-means is again run with the same
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parameters as each of the examples in previous chapters, and as per the methodology of
the 2011 OAC, including retaining a cluster count of 8 to support comparisons with results
from Chapter 4, Chapter 6 and Chapter 7.
8.4.4 Results
RFE
Figure 8.3 (a) illustrates the performance profile of the predictor variable subset sizes tested,
based on the Root Mean Square Error (RMSE) as a measure of performance. The plot
indicates a best result based on 125 predictor variables. However, the long, flat tail of the
plot also indicates that many smaller subsets may produce very similar results, a common
characteristic of RF results (Kuhn, 2019). In pursuit of parsimony, to benefit from a reduced
number of predictor variables whilst sacrificing minimal performance, an error of 1% is
accepted, i.e. a 1% reduction on the best performance is tolerated to benefit from a reduction
in the size of the variable set. Figure 8.3 (b) illustrates that such a 1% tolerance reduces
the minimal acceptable predictor variable number to 19. This is a substantial reduction in
variables for a minimal loss, suggesting that few of these variables have much of an impact
on library visits and are thus adding noise into the model.
The 19 candidate predictor variables identified as most important are listed in Table 8.1
in order of decreasing importance. These variables predominantly reflect traditional wealth
and stability indicators. Several education and employment indicators are also included.
Ethnicity and age indicators are noticeably absent, suggesting a limited relationship between
such traditional demographic attributes and the propensity for library use.
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(a) RMSE performance profile.
(b) 1% tolerance of best RMSE.
Figure 8.3: Performance profile of the predictor variable subset sizes.
Comparing the results of the FALSOAC and FSLSOAC classifications
Performance indicators
The performance of the new classification derived from the variables listed in Table 8.1
(which is henceforth labelled “FSLSOAC”) can be evaluated in several ways.
The objective of the test is to identify whether the adoption of supervised ML methods in the
variable selection phase of a place and application specific classification can result in a more
targeted output which is more relevant to the application. Therefore, a successful output is
considered to be one which has generated groups which are more internally homogeneous,
with respect to the application. Likewise, increased heterogeneity between the classification










1 L072 Housing Owned and Shared Ownership
2 L076 Housing Occupancy rating (rooms) of +2 or more
3 L036 Household
Composition
Living in a couple: Married
4 L088 Socio-Economic Highest level of qualification: Level 4
qualifications and above
5 L124 Employment Professional occupations
6 L096 Socio-Economic On foot, Bicycle or Other
7 L013 Demographic Single (never married or never registered
a same-sex civil partnership)
8 L095 Socio-Economic Private Transport
9 L039 Demographic Not living in a couple: Single (never
married or never registered a same-sex
civil partnership)
10 L097 Employment Economically active: Self-employed
11 L120 Employment Education
12 L131 Employment Elementary occupations
13 L094 Socio-Economic Public Transport
14 L014 Demographic Married or in a registered same-sex civil
partnership
15 L085 Socio-Economic No qualifications
16 L090 Socio-Economic No cars or vans in household
17 L042 Household
Composition
Not living in a couple: Divorced or for-
merly in a same-sex civil partnership
which is now legally dissolved
18 L123 Employment Managers, directors and senior officials
19 L092 Socio-Economic 2 or more cars or vans in household
Table 8.1: Candidate variables identified as important in the RFE.
The mean differences in the library use ratio for each OA compared to the local classifica-
tion group mean, for each group, is calculated as a measure of dissimilarity for both the
FSLSOAC derived here, and the FALSOAC derived in Chapter 7, thus providing a measure
of within-cluster homogeneity. This is effectively a one-dimensional replication of the SED
which has been adopted for evaluation in the previous chapters, where a lower dissimilarity
measure represents greater within-cluster homogeneity. The Gini coefficient weighted by
the split of OAs in each classification group is adopted as a measure of between-cluster
heterogeneity for each of the two classifications. This is a common metric employed in
the comparison and validation of heterogeneity in geodemographic classifications both in
academia and in the commercial Geodemographics Industry (Petersen et al., 2010; CACI,
2019). A higher Gini coefficient represents greater between-cluster heterogeneity (Petersen




Gini coefficient 0.216 0.232
Table 8.2: Comparison of within-cluster homogeneity and between-cluster heterogeneity of
FALSOAC and FSLSOAC.
The results of both metrics indicate that the methodology adopted here has performed
successfully in terms of generating a classification which has both an increased within-
cluster homogeneity and between-cluster heterogeneity, with respect to library use, thus
indicating that the use of FS methods in the variable selection phase of a geodemographic
classification has derived classification groups which differentiate with a higher degree of
relevance to library use, and thus presents a more meaningful result.
Analysis of clusters
The violin plots in Figure 8.4 show the distribution of library use for each of the cluster
groups in both classifications. The clusters are ordered left to right from the highest to the
lowest mean library use, where the red dots signify the cluster mean. These plots are similar
to box-plots, however, they also depict the distribution of the data within each cluster.
Although there is an overall similarity between the two plots, the FSLSOAC does appear to
demonstrate a more distinctive split in the library use across the clusters. The clusters with
the lowest mean library use in the FSLSOAC (clusters 5, 7, and 8) are more bottom-heavy,
with a distribution weighted more lower than the three clusters with the lowest mean library
use in the FALSOAC (clusters 6, 5 and 8), indicating that the FSLSOAC has derived clusters
with more defined low library use. Likewise, the distribution of the FSLSOAC clusters with
the highest mean library use (clusters 1, 2 and 4) are weighted more towards higher library
use than their counterparts in the FALSOAC (clusters 2, 1 and 3). Generally, there is a
greater distinction across the cluster distributions in the FSLSOAC than in the FALSOAC.
The plot does indicate that there are still OAs in the clusters identifying higher library use
which exhibit low library use. This is to be expected in a real-world setting, since all similar
OAs will not behave the same. Moreover, these OAs with a high propensity of library use,
but who are exhibiting low use, are useful to identify and understand in terms of policy
development. Overall, these plots are encouraging and demonstrate the potential of the
methodology.
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Figure 8.4: Mean and distribution of library use in each classification group in the FALSOAC
and FSLSOAC.
The radial plot in Figure 8.5 shows the index of each of the input attribute variables,
standardised to 100 (explained in Section 3.3.2 and as adopted in the development of pen
portraits in the 2011 OAC (Gale et al., 2016)), for the groups with the highest mean library
use in each of the classifications, the “high library use” cluster. Whilst the profile of the OAs
in each group demonstrate the same patterns with relation to these attribute variables, the
OAs in the FSLSOAC cluster are much more exaggerated. The OAs in this cluster are much
further from the mean in almost all of variables which drive library use, as identified by the
FS methodology. As such, this plot indicates that the FSLSOAC has been more discriminant
in identifying OAs which exhibit attributes associated with library use (both positively and
negatively) in the “high library use” cluster, again, demonstrating an improved performance.
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Figure 8.5: Index of census attributes for the groups with the highest mean library use in
the FALSOAC and FSLSOAC.
8.5 Discussion
The objectives of this case study were twofold. The first was to demonstrate an application of
FS methods for variable selection in the geodemographic classification Standard Framework.
The second, to identify the potential for it to introduce an improved fit, with respect to an
observable outcome, in this case, the propensity for library visits. As re-iterated throughout,
the identification of the best solution was not an objective, nor was the generation of a final
classification output. As such, simplicity in this initial demonstration has been prioritised
throughout.
8.5.1 Simplicity in the methodology
Consequently, many decisions have been taken here which could be reconsidered in future
research to further improve the outcome. For example, visits for any purpose which did
not result in book loans were not included in the analysis. The data also focused on a
specific snapshot in time, and the ratio of visits per household which was calculated led
to small counts in some OAs, both of which could have impacted the analysis and result.
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Moreover, the independent input variables, again, were sourced solely from the census,
somewhat arbitrarily (to maintain consistency with Chapter 7). Whilst the method proved
successful at filtering out unnecessary or irrelevant variables presenting “noise”, there might
be alternative, non-census data could have a closer relationship to library use and thus
should have been included but were missed. Examples might also include indicators which
are descriptive of the libraries rather than the population, for example, the distance to the
closest library, or even attractions at the library, by distance. Roumpani et al.’s (2020) paper
indicates an uptake in library use by parents where children’s “story time” is available, for
instance.
8.5.2 Alternative FS methods
In terms of the methodology itself, this case study has employed RFE with RF, since it is
recommended for variables which exhibit non-normality, and is accessibly applied through
the statistical package R, thus supporting replications of the analysis either in future aca-
demic research, or within LCC. However, there is therefore scope in research which extends
this thesis, or additional work prior to practical implementation, to conduct tests of the im-
pacts or potential improvements afforded by other FS methods. These improvements could
affect the process or the result. For example, RFE, as employed here, is computationally
expensive and can take some time to execute, it is thus not necessarily suited to a high
number of variables (Guyon and Elisseeff, 2003; Karegowda et al., 2010). An alternative ap-
proach might therefore be preferred in practice. Similarly, tests could also be conducted to
optimise for the best cluster count, in the clustering phase of the classification development.
A count of 8 has been selected as default in this case study, again, to maintain consistency
with the classification derived in Chapter 7, but this might not generate the best result.
8.5.3 Successes
Despite these caveats, the indicative use-case presented still demonstrates a positive result.
The hypothesis that an employment of a supervised ML element in the variable selection
could facilitate a more targeted, and contextually relevant classification appears to have
been verified in this case. As mentioned, the FS seemed to handle the arbitrarily selected
input variable set well, filtering the “noisy” variables, and identifying those which led to a
solution that generated groups better able to discern library use, as hoped. In application,
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the results derived from this case study provide a more relevant idea of who and where the
population more inclined to use libraries are. It is also still possible to use the resulting
classification in a traditional way, appending ancillary data on to the result, to gain an even
richer picture of the library users and non-users more accurately than a similar approach
applied to general-purpose classification outputs. This will be able to better support the
development of more informed planning strategies, or even marketing initiatives targeted
at households identified as having a high propensity for library use, but not yet exhibiting
such behaviour.
8.5.4 Future extensions
Moreover, evidence of an ability to employ the FS methodology iteratively to more contex-
tually hone the candidate variables was also detected. The finding that ethnicity variables
seem to bare limited relation to library use when combined with the other variables employed
might direct the developer to cease seeking similar variables, or even non-census alterna-
tives of ethnicity variables, in extensions which look to combine the activity of Chapter 5
with this case study. Alternatively, the results could also support more targeted sourcing of
variables which seemingly are closely related to library use. In both instances, an iterative
use of FA could cut wasted time and facilitate the developer in a more targeted approach
to data identification. When opening development up to a world of potential data, it is
increasingly necessary to find a way of cutting through the noise and identifying the data
and variables of value.
However, whilst simplicity has been pursued wherever possible, the application specific
framework proposed here does not match the level of simplicity achieved in the established
methodologies, which have popularised geodemographics. Although, the load has been
added to the development process, and has not translated in more complicated outputs.
Whilst this methodology moves the notion of classifications further away from a one-size-fits
all approach, the results generated by the case study itself, for the end-user, are extremely
familiar and can be employed in the traditional way. In reference to discussions in Section
2.3.2, the advancement proposed here is, again, evolutionary rather than revolutionary. Yet,
it is an advancement, which has generated demonstrable improvements in the case study
presented.
As alluded to, keeping many of the decisions simple in this case study generates an additional
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benefit in terms of replicability within LCC (and in the public sector in general). The
main outcome of this chapter has not been a single classification, but the development of a
template to facilitate recreations of the case study in different applications. However, it is
worth considering whether it meets the needs of local government. Although the potential
might be to offer more superior results, further research, evaluating whether it is realistic to
expect local governments to develop “on-the-fly” classifications in this way, could be needed.
This is a discussion which is likely best held within local government, and even in regard to
particular applications. However, the broad conclusion of this chapter is that the framework
demonstrated offers the potential for deriving more relevant classifications, which would be
worth pursuing if practicalities allow.
If the opportunities offered by a template such as this to develop more on-the-fly classifi-
cations could be taken, this might also promote a culture of generating classifications more
regularly. This could permeate the application-specific focus and see more frequent updat-
ing of all existing classifications with more timely data, or with additional variables where
new data becomes available. An additional benefit of more fluid classification development
could be a shift away from the convention of naming the classifications and deriving fixed
pen portraits of areas. Not only would the omission of this step save time, it would also
relieve the pressures associated with assigning names which are not only meaningful, but
will not lead to misleading interpretations, or offend resident populations. Moreover, in
terms of application specific classifications, involving problem owners and their expertise in
the development phase, if possible, would eliminate the reliance on developers to be experts
in the variable selection process. These ideas will be considered more fully in Chapter 9.
8.6 Conclusions and next steps
The hypothesis proposed in this chapter challenges the established methodology of classifi-
cation development to ask whether there is alternative way of considering the development
of more targeted geodemographic application-specific classifications, and whether such an
approach would generate more relevant and meaningful results in practice. The case study
presented, which focuses on deriving classifications which better discern library use, seem-
ingly verifies this hypothesis. The results are encouraging, exhibiting demonstrable evidence
that the use of supervised FS methodologies for variable selection can lead to an enhanced
relevance in the classification derived. Overall, the application specific approach seems to
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provide a necessary, updated alternative to the existing classification approaches. Next
steps would be to consider how these approaches would be received and adopted in practice,
particularly within a LA setting. This will be discussed further in Chapter 9.
Summary
This chapter presents a proposal for shifting from a traditional approach for generating
general-purpose one-size fits all geodemographic classifications to application-specific classi-
fications (extending the notion of domain specific classifications), followed by a discussion
of the practicalities. A case study is presented successfully demonstrating the increased rel-
evance that such a shift can impose on the results based on a specific example focused on
developing a classification which is better suited to discerning the propensity for library use
across the OAs in Leeds.
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Chapter 9 - Discussion, conclusions and future
research agenda
9.1 Research outputs
This research has sought to extend and enrich development practices within the open geode-
mographics landscape in the UK, particularly for development within, and for the use of, the
public sector. The research has focused primarily on the development of local, place-specific
classifications, based on the case study of Leeds. The work has explored the improvements
in classification performance to be gained from shifting to a local extent, and the scope for
practical advancements which it facilitates, in terms of opening up the potential for inclusion
of new and novel input variables from the open and public sector landscape. Later chapters
extend upon these developments, exploring the necessity and potential of improved variable
selection procedures, the importance of which are magnified by such an introduction of novel
variables.
This thesis has derived several key outputs, important findings and recommendations:
• Shifting to a local extent in the development of a geodemographic classification for a
city such as Leeds has the potential to unearth city-specific phenomena. For example,
in Leeds, nuances in the student population and the recently graduated population are
best captured locally. These are large and important populations in the city, thus it is
essential to capture such nuance.
• National and place-specific classifications have the potential to complement one another.
This is evidenced the limited rural small-area geographies in Leeds, the populations of
which appear to more closely resemble other rural populations found more commonly
within the national extent than the local extent.
• The sophistication of the 2011 OAC methodology could be improved, particularly with
regards to the variable selection procedures employed and the input data adopted. As
demonstrated, there is scope to extend to include novel administrative data, and/or em-
ploy ML techniques in the selection of variables.
• Administrative data with the potential for inclusion in geodemographic classification de-
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velopment is available within local government, specifically highlighted within LCC, as
has been discussed for many years. However, substantial work is required to convert the
data into usable variables which are capable of updating and extending open geodemo-
graphic classifications beyond the census variables adopted in the 2011 OAC. Nevertheless,
the work required is somewhat reduced in the development of place-specific, rather than
national level classifications.
• Feature Stores (variable repositories) could offer many benefits in the future use of public
sector data, both within and beyond open geodemographics. Critically, their introduction
could establish much needed consistency, increasing confidence in any analysis produced
from the variables, and free up the time of analysts and developers to concentrate on
insight development.
• There is scope for LCC to build their own place-specific geodemographic classifications
in replacement of an existing reliance on proprietary commercial products.
• There are substantial boundary and data compatibility issues introduced when linking
census and non-census data which must be addressed. The implications of these issues
should be understood and reported in all research affected and alongside the ONS re-
sources which facilitate the inconsistent linking of the data. The 2021 census should be
more considerate of these issues and mitigate where possible, particularly as the linking
of such spatial data becomes increasingly commonplace.
• The incorporation of novel data into the development of geodemographic classifications
will not necessarily reap improved performance. The inclusion of new data increases the
importance of more discriminatory variable selection procedures.
• The use of unsupervised variable selection methods, such as Factor Analysis, have the
potential to offer improved performance, however, these will not address or alleviate
increasing concerns regarding general-purpose classifications.
• Supervised learning techniques have shown some success in deriving place-specific classifi-
cations which more relevantly discern population structures based on a specific application
of interest. This is an indication that they could offer a useful evolution to the develop-
ment of more relevant classifications which might better support policy development and
strategic planning decisions, including in the public sector.
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• The methodology presented, which supports the inclusion of supervised learning methods
for variable selection, would facilitate the development of useful and meaningful classifi-
cations on-the-fly by experts with local or domain knowledge.
This thesis has therefore generated a considerable number of findings which support the de-
velopment of place-specific classifications from both a practical and theoretical perspective,
many of which might also have far wider implications for local government data practices
and infrastructures.
9.2 Summary and critique of research findings
Several challenges relating to the research findings listed in Section 9.1 have also been
identified. The main themes of these concerns are summarised below.
Firstly, there are concerns that geodemographic classification outputs might have been gen-
erated by a consequence of the decisions made by the developer, of the reliability of the
data, or may be an artefact of the statistical procedures employed, rather than reflective
of genuine divisions in population. These concerns, which predate the work in this thesis,
however, are not entirely admonished here, and pose a substantial threat to the confidence of
geodemographic classification outputs. Moreover, similar concerns are further raised where
additional statistical processes are introduced into the development of classifications, such as
for variable selection, as has been explored here. Although it might never be truly possible
to eradicate these concerns, many of the explorations contained within this thesis seek to
reduce these risks by removing some of the decisions and taking away some of the reliance
on the developer, or by discussing and practically demonstrating the level of transparency
and exploration of the input data required to re-introduce confidence in the result.
Secondly, the primary output of this thesis is not a final classification of Leeds which is
supported by pen portraits for each OA, as is traditional in classification development.
Whilst these kind of outputs are familiar and easy to understand and re-use, there are
inherent weaknesses, particularly in their misunderstanding and misuse, for example, in the
concept of local and global mean, where the idea of more likely is interpreted as likely.
Such a simplified output has been avoided here. Instead, transparency in the development
process has been prioritised. Having a clearer understanding of the inside of the build and
being made to consider the outputs, as presented here, rather than a pre-set profile, could
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reduce potential misuse.
The main tangible outputs here, therefore, are template frameworks which can be adapted
to develop future place-specific geodemographic classifications with novel data and sophisti-
cated variable selection procedures. These templates are supported by rich documentation
and a swathe of recommendations. This approach could raise several concerns. Primarily,
the target end-user here is principally LCC, and other LAs who wish to replicate similar
bespoke classification development. The first concern with this is that, historically, the
simplicity of geodemographics has been heralded as the feature which has underpinned its
popularity and widespread use in LAs. This element has been removed in this approach.
Secondly, the expectation is that LAs are willing and able to produce such bespoke classifi-
cations in-house, which might not be realistic. The same can be said for the infrastructure
development recommended in Chapter 6, particularly in terms of the suggested Feature
Stores.
However, there has already been research published suggesting that it might be an over-
simplification in itself to claim that end-users universally value a single and simple output.
Slingsby et al. (2011) found that end-users in LAs often felt better equipped employing
classifications in practice when supplied with more supporting information, rather than just
given the top-level classification and description. Many are experienced, intelligent analysts
capable of handling such information, who are working in environments which are becom-
ing increasingly data and insight led. Moreover, LAs might look to partner with research
institutions or other organisations with resources and expertise to reduce the burden in-
house, if possible, and necessary. Moreover, the work itself need not be over complicated.
Chapter 8 illustrates a sophisticated yet achievable Feature Selection methodology which
has already demonstrated improved performance. This has been executed in this way to
illustrate the potential transferability to LAs. Much of the work here has been purposefully
demonstrative to indicate the scope for extension of the traditional practices, to explore
the direction which advancements might take, and to illustrate the potential benefits which
could be gained.
Finally, a more specific concern is with the concept of place-specific classifications. One
perceived benefit of national level classifications, as mentioned, is the comparability afforded,
for example, between cities. Place-specific classifications cannot support direct city-to-
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city comparisons. However, this is somewhat of a moot concern, since the place-specific
classifications have been proposed as a complimentary addition to the geodemographics
landscape. There may still be applications where the national level classifications are the
appropriate choice. However, this thesis has successfully demonstrated instances where the
place-specific classifications perform much better at revealing local population structures, an
ability which affords substantial benefit for practitioners with a primarily local focus, such as
in the allocation of LA resource and services. This thesis has also highlighted, however, that
place-specific classifications need not simply be a scaled-down replica of the national level
alternatives. The development of place-specific classifications has a greater opportunity to
be increasingly bespoke, for example, including novel data which is more readily available
at the local level, or being close enough to the detail to generate an application-specific
classification, and thus should be purposefully developed.
9.3 Public sector relevance and recommendations
The work contained in this thesis has all been conducted with LCC (and the public sector)
as a primary end-user, closely considering LCC’s needs and capabilities. As such, the
potential for reproducibility by LCC, or other LAs with access to similar data, has been a
high priority in all of the work conducted. The research is therefore extremely relevant to
the public sector in many ways. Several are highlighted below.
Chapters 4, 6, 7 and 8 have each demonstrated an example of generating a place-specific
classification for Leeds. Each has derived insights which were not available through the use of
a national level classification, and which could prove particularly useful for informing policy
development and decision making within LCC. This thesis has thus presented evidence to
support the hypothesis that more targeted geodemographic classification outputs could lead
to more targeted policy and intervention development.
Moreover, Chapters 5 and 6 demonstrated the scope for incorporating public sector admin-
istrative data into the development of such a place-specific classification. This not only
illustrated the positive potential of the data and its possible inclusion in the creation of the
classification, importantly, it also highlighted several key challenges and limitations of the
data infrastructure within the LA. It evidenced the level of preparation required to convert
the data into the necessary format, and documented the time and energy consumed. Valu-
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able recommendations have been proposed to indicate potential improvements to practices
which might better facilitate the use of LCC data, both in geodemographic development
and beyond. Particularly, Chapter 5 demonstrated the importance of speeding up existing
data-sharing practices. This is not specific to this thesis and has been repeatedly discussed
before (Carroll and Crawford, 2020), however, is worth re-iterating.
Furthermore, these discussions have also highlighted several areas where LCC are ahead
of the curve. Examples include their employment of data, open data initiatives, analytical
processes, data and GIS skills, close partnerships with research institutions, and the culture
and respect for data which runs throughout the LA. Each of these characteristics have been
critical in facilitating much of the work documented in this thesis, and moreover, can act
as an example to other LAs seeking to derive value from their own data and data practices.
This strong existing platform will also help support the implementation of many of the
recommendations made in this thesis.
Chapter 5 has demonstrated the critical necessity to address incompatibility and geographic
boundary issues which have been identified, associated with linking census and non-census
(including administrative) data. This is common practice in the public sector, where data
is regularly aggregated to align with census boundary issues. This thesis has both identified
this as an issue and made strong recommendations that these issues be addressed, but in the
meantime, that they are better publicised to draw attention to the potential for misuse of
public sector directories facilitating geographic conversions. The importance of this will only
grow as researchers and policy makers continue to increasingly centre their decision making
with both census and non-census data, risking undermining the accuracy of the results,
insights and subsequent decisions generated if this issue continues to go unaddressed.
9.4 Further development and future work
This thesis has primarily focused on moving geodemographics to a local level, adopting novel
open and public sector data, and developing increased sophistication in the variable selec-
tion processes. Underpinning this work, there has also been a focus on supporting a move
to increased transparency and reproducibility within geodemographic classification devel-
opment. As documented in detail in Chapter 3, a raft of other challenges to the established
practices of developing geodemographic classifications have not been considered. Exam-
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ples include, the scope for improving or adopting alternative clustering methods (beyond
k-means), addressing Uncertainty within geodemographics and the routine development of
on-the-fly classifications. Whilst this work has touched on the latter, these have not been
the priority of this work, and thus, might be considered in future work. This thesis has
also not extended beyond the development of place-specific classifications to consider their
application, which might also drive future work, particularly in the context of the public
sector, developing policy and planning initiatives, as have been repeatedly referenced as
possible throughout.
A range of extensions and future development of the work which has been conducted are also
possible. These include the consideration of alternative novel data, including data relating
to the other non-housing domains considered in the 2011 OAC, or entirely alternative data,
such as behavioural, attitudinal and lifestyle data. These might also consider alternative
Feature Extraction or Feature Selection methods, or to carry out the tests which have been
suggested to improve the models presented here, such as combining these techniques with
novel data. These might also consider the development of the practices demonstrated here
in-house, within LCC, to explore the scope for implementing the recommendations made,
particularly with regards to the application-specific classifications proposed, or disseminat-
ing the recommendations made here to other LAs.
Finally, future work should be carried out to address and mitigate against the incompati-
bility and boundary issues introduced in linking census and non-census data, which could
have wide and unknown consequences. This should be considered in future work with re-
lation to future census taking and the production of population statistics, and work should
be conducted to raise more awareness alongside the publication of the UPRN to OA and
postcode to OA directories (and other relevant directories).
9.5 Concluding remarks
The elements of geodemographic classification development which have been addressed here
have been highlighted for progress for many decades, notably the shift to a place-specific
extent and the routine inclusion of non-census data in open geodemographics. The prac-
tical progress, however, is in its infancy, and has thus far been limited. Considering both
objectives in combination has supported the exploration of each here. The place-specific
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focus has increased data availability, substantially improving the prospect of including more
novel data within the development process.
However, several longstanding barriers to progress have continued to pose challenges to the
work conducted within. In many instances where these challenges have been overcome, the
issues have still compromised the speed of the progress. These experiences offer further
explanation for the superior sophistication of data and practices adopted in the commercial
geodemographics sector, who are less incumbered by many of the challenges faced. Notably,
commercial classifications development is supported by large teams with excellent access to
data, substantial investment and dedicated attention. Nevertheless, the findings presented in
this thesis should not act as a deterrent, but as encouragement, for the future development
of open geodemographics in the public sector and academia. Particularly so for place-
specific classification development, the benefits of which have been repeatedly professed and
evidenced.
The rich and valuable data available within the public sector has been widely discussed,
particularly data from within LCC, in addition to the wealth of expertise and the de-
sire to progress the field. This thesis has transparently demonstrated the much easier
implementation of statistical processes today, which have previously been a barrier to de-
velopment. Combined, these factors have supported advancements in the development of
a place-specific geodemographic classification for Leeds, here. Likewise, the findings pre-
sented should act as encouragement for further development elsewhere, to support in the
delivery of the best, most appropriate, and most meaningful geodemographic classifications
for local needs. These will present much needed alternatives to the incumbent off-the-shelf,
national-level classifications with the potential to offer more bespoke and targeted insights,
supporting the creation and implementation of better policy development, service and re-
source delivery, and local initiatives, leading to tangible benefits all round.
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Appendix A - Leeds maps


























Appendix B - 2011 OAC input data
B.1 Final 60 input variables for 2011 OAC
The following table contains the final selection of 60 input census variables used in the





k001 Persons aged 0 to 4
k002 Persons aged 5 to 14
k003 Persons aged 25 to 44
k004 Persons aged 45 to 64
k005 Persons aged 65 to 89
k006 Persons aged 90 and over
k007 Number of persons per hectare
k008 Persons living in a communal establishment
k009 Persons aged over 16 who are single
k010 Persons aged over 16 who are married or in a registered same-sex civil
partnership
k011 Persons aged over 16 who are divorced or separated
k012 Persons who are white
k013 Persons who have mixed ethnicity or are from multiple ethnic groups
k014 Persons who are Asian/Asian British: Indian
k015 Persons who are Asian/Asian British: Pakistani
k016 Persons who are Asian/Asian British: Bangladeshi
k017 Persons who are Asian/Asian British: Chinese and Other
k018 Persons who are Black/African/Caribbean/Black British
k019 Persons who are Arab or from other ethnic groups
k020 Persons whose country of birth is the United Kingdom/Ireland
k021 Persons whose country of birth is in the old EU (pre 2004 accession coun-
tries)
k022 Persons whose country of birth is in the new EU (post 2004 accession
countries)
k023 Main language is not English and cannot speak English well or at all
k024 Households with no children
k025 Households with non-dependant children
k026 Households with full-time students
k027 Households who live in a detached house/bungalow
k028 Households who live in a semi-detached house/bungalow
k029 Households who live in a terrace/end-terrace house
k030 Households who live in a flat
k031 Households who own/have shared ownership of property
k032 Households who are social renting
k033 Households who are private renting
k034 Occupancy room rating -1 or less
k035 Individuals day-to-day activities limited a lot or a little (Standardised Ill-
ness Ratio)
k036 Persons providing unpaid care
k037 Persons aged over 16 whose highest level of qualification is Level 1, Level
2 or Apprenticeship
k038 Persons aged over 16 whose highest level of qualification is Level 3 qualifi-
cations
292
k039 Persons aged over 16 whose highest level of qualification is Level 4 qualifi-
cations and above
k040 Persons aged over 16 who are schoolchildren or full-time students
k041 Households with two or more cars or vans
k042 Persons aged between 16-74 who use public transport to get to work
k043 Persons aged between 16-74 who use private transport to get to work
k044 Persons aged between 16-74 who walk, cycle or use an alternative method
to get to work
k045 Persons aged between 16-74 who are unemployed
k046 Employed persons aged between 16-74 who work part-time
k047 Employed persons aged between 16-74 who work full-time
k048 Employed persons aged between 16-74 who work in the agriculture, forestry
or fishing industries
k049 Employed persons aged between 16-74 who work in the mining, quarrying
or construction industries
k050 Employed persons aged between 16-74 who work in the manufacturing in-
dustry
k051 Employed persons aged between 16-74 who work in the energy, water or air
conditioning supply industries
k052 Employed persons aged between 16-74 who work in the wholesale and retail
trade; repair of motor vehicles and motor cycles industries
k053 Employed persons aged between 16-74 who work in the transport or storage
industries
k054 Employed persons aged between 16-74 who work in the accommodation or
food service activities industries
k055 Employed persons aged between 16-74 who work in the information and
communication or professional, scientific and technical activities industries
k056 Employed persons aged between 16-74 who work in the financial, insurance
or real estate industries
k057 Employed persons aged between 16-74 who work in the administrative or
support service activities industries
k058 Employed persons aged between 16-74 who work in the in public adminis-
tration or defence; compulsory social security industries
k059 Employed persons aged between 16-74 who work in the education sector
k060 Employed persons aged between 16-74 who work in the human health and
social work activities industries
Table B.1: 60 input census variables used to build the 2011 OAC.
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Appendix C - Chapter 6 variable selection sets
C.1 Final input variables selected in Chapter 6 Case Study
The following table lists the 25 novel variables which are derived from the administrative
data in Chapter 6. The table also includes a variable type, indicating whether the variable
has been selected as a replacement for an existing census variable in the original set of
census variables employed by the 2011 OAC listed in (Gale, 2014, p.475) (“Replacement”),
to extend the census variables (“Extension”), or has been entirely discarded (“Discarded”)
(see Section 6.4 for the decision process).
Variable Description Variable Type
Average property value of each OA Extension
Turnover rate for homeowners in each OA Extension
Rate of residential housing expansion in each OA Extension
% of detached properties in each OA Replacement
% of semi-detached properties in each OA Replacement
% of terraced properties in each OA Replacement
% of flats in each OA Replacement
% of HMO properties in each OA Extension
% of properties in each Council Tax band “A” Extension
% of properties in each Council Tax band “B” Extension
% of properties in each Council Tax band “C” Extension
% of properties in each Council Tax band “D” Extension
% of properties in each Council Tax band “E” Extension
% of properties in each Council Tax band “F” Extension
% of properties in each Council Tax band “G” Extension
% of properties in each Council Tax band “H” Extension
% of properties with either an “N” or “M” student exemption code
in each OA (i.e. % of properties solely occupied by students)
Replacement
% of properties with an Owner Liable (“OL”) exemption code in
each OA which are not classed as HMOs in Council Tax data
Extension
% of social housing in each OA Replacement
% of social housing which are classified as Sheltered Housing or
Extra Care properties in each OA
Extension
% of social housing which are bedsits or 1/2 bedrooms in each OA Extension
% of social housing which are 3 bedrooms in each OA Extension
% of social housing which are 4 or more bedrooms in each OA Extension
Average tenancy duration of social housing in each OA Discarded
Average rent of social housing in each OA Discarded
Table C.1: Final selected novel variables from the housing administrative data.
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C.2 Final 131 input variables
The following table contains the final selection of 131 input census variables used in the







L003 Lives in a communal establishment
L004 Density (number of persons per hectare)
L005 Age 0 to 4
L006 Age 5 to 14
L007 Age 15 to 19
L008 Age 20 to 24
L009 Age 25 to 44
L010 Age 45 to 64
L011 Age 65 to 89
L012 Age 90 and over
L013 Single (never married or never registered a same-sex civil partnership)
L014 Married or in a registered same-sex civil partnership
L015 Separated or Divorced
L016 Widowed or surviving partner from a same-sex civil partnership
L017 White
L018 Mixed/multiple ethnic group: Other Mixed
L019 Asian/Asian British: Indian
L020 Asian/Asian British: Pakistani
L021 Asian/Asian British: Bangladeshi
L022 Asian/Asian British: Chinese and Other
L023 Black/African/Caribbean/Black British: African




L028 Religion not stated
L029 United Kingdom or Ireland
L030 Other EU: Member countries in March 2001
L031 Other EU: Accession countries April 2001 to March 2011
L032 Other countries
L033 Main language is English or Main language not English: Can speak English
very well
L034 Main language is not English: Can speak English well
L035 Main language is not English and cannot speak English well or at all
L036 Living in a couple: Married
L037 Living in a couple: Cohabiting (opposite-sex)
L038 Living in a couple: In a registered same-sex civil partnership or cohabiting
(same-sex)
L039 Not living in a couple: Single (never married or never registered a same-sex
civil partnership)
L040 Not living in a couple: Married or in a registered same-sex civil partnership
L041 Not living in a couple: Separated (but still legally married or still legally
in a same-sex civil partnership)
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L042 Not living in a couple: Divorced or formerly in a same-sex civil partnership
which is now legally dissolved
L043 Not living in a couple: Widowed or surviving partner from a same-sex civil
partnership
L044 One person household: Aged 65 and over
L045 One person household: Other
L046 One family only: All aged 65 and over
L047 One family only: Married, same-sex civil partnership or cohabiting couple:
No children
L048 One family only: Married or same-sex civil partnership couple: Dependent
children
L049 One family only: Married, same-sex civil partnership or cohabiting couple,
or lone parent: All children non-dependent
L050 One family only: Cohabiting couple: Dependent children
L051 One family only: Lone parent: Dependent children
L052 Other household types: With dependent children
L053 Other household types: All full-time students
L054 Other household types: All aged 65 and over
L055 No adults in employment in household: With dependent children
L056 No adults in employment in household: No dependent children
L057 Lone parent in part-time employment: Total
L058 Lone parent in full-time employment: Total
L059 Lone parent not in employment: Total
L060 One person ethnic household
L061 All household members have the same ethnic group
L062 Different ethnic groups between the generations only
L063 Different ethnic groups within partnerships (whether or not different ethnic
groups between generations)
L064 Any other combination of multiple ethnic groups
L065 Household spaces with at least one usual resident
L066 Household spaces with no usual residents
L067 Whole house or bungalow: Detached
L068 Whole house or bungalow: Semi-detached
L069 Whole house or bungalow: Terraced (including end-terrace)
L070 Flats
L071 Caravan or other mobile or temporary structure
L072 Owned and Shared Ownership
L073 Social rented
L074 Private rented
L075 Living rent free
L076 Occupancy rating (rooms) of +2 or more
L077 Occupancy rating (rooms) of +1
L078 Occupancy rating (rooms) of -1 or less
L079 Up to 0.5 persons per room
L080 Over 0.5 and up to 1.0 persons per room
L081 Over 1.0 and up to 1.5 persons per room
L082 Over 1.5 persons per room
L083 Day-to-day activities limited a lot or a little Standardised Illness Ratio
L084 Provides unpaid care
L085 No qualifications
L086 Highest level of qualification: Level 1, Level 2 or Apprenticeship
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L087 Highest level of qualification: Level 3 qualifications
L088 Highest level of qualification: Level 4 qualifications and above
L089 Schoolchildren and full-time students: Age 16 and over
L090 No cars or vans in household
L091 1 car or van in household
L092 2 or more cars or vans in household
L093 Work mainly at or from home
L094 Public Transport
L095 Private Transport
L096 On foot, Bicycle or Other
L097 Economically active: Self-employed
L098 Economically active: Unemployed
L099 Economically active: Full-time student
L100 Economically inactive: Retired
L101 Economically inactive: Student (including full-time students)
L102 Economically inactive: Looking after home or family
L103 Economically inactive: Long-term sick or disabled
L104 Economically inactive: Other
L105 Unemployed: Never worked
L106 Long-term unemployed
L107 Part-time: 30 hours or less worked
L108 Full-time: 31 or more hours worked
L109 Agriculture, forestry and fishing
L110 Mining, quarrying or construction industries
L111 Manufacturing
L112 Energy, water or air conditioning supply industries
L113 Wholesale and retail trade; repair of motor vehicles and motor cycles
L114 Transport and storage
L115 Accommodation and food service activities
L116 Information and communication or professional, scientific and technical ac-
tivities industries
L117 Financial, insurance or real estate industries
L118 Administrative and support service activities
L119 Public administration and defence; compulsory social security
L120 Education
L121 Human health and social work activities
L122 Other industry
L123 Managers, directors and senior officials
L124 Professional occupations
L125 Associate professional and technical occupations
L126 Administrative and secretarial occupations
L127 Skilled trades occupations
L128 Caring, leisure and other service occupations
L129 Sales and customer service occupations
L130 Process, plant and machine operatives
L131 Elementary occupations
Table C.2: 131 input census variables filtered from the 2011 OAC candidate variables in
Chapter 7
297
