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Large structural systems such as high-rise buildings, long-span bridges and offshore 
platforms often require inspection and maintenance for purpose of sustainable and safe 
usage.  The state of these large structures can be assessed by means of structural 
identification to determine their key parameters based on numerical analysis of 
measurement.  Its feasibility for practical implementation has been enhanced greatly 
due to recently rapid advances in sensor technology, wireless communication and 
computational power.  To make this work, however, it is essential to have a good 
numerical strategy to accurately and efficiently quantify system characteristics even 
with limited and noisy measurements.  Although considerable progress has been made 
in this subject area, there remain many challenges in achieving robust convergence of 
identification for large systems. 
This study aims to develop a robust numerical strategy for identifying unknown 
parameters of large systems.  The strategy is developed based on the combination of 
two complementary methods, working on different principles, i.e. a divide-and-
conquer approach and an evolutionary algorithm, to significantly enhance the accuracy 
of identification results.  While the former reduces the identification problem size, the 
latter focuses on the improvement of the search effectiveness.  Therefore, this strategy 
is named evolutionary divide-and-conquer strategy.  It works by dividing a large 
system with many unknowns into many smaller systems each with manageable 
number of unknowns that are more accurately and efficiently identified by an 
improved genetic algorithm (GA).  The GA search capability is significantly improved 
through adopting multiple populations with various roles, allowing both global and 




The first application of the proposed strategy focuses on identification for large 
structural systems.  The large structures are sequentially decomposed into many 
smaller parts, called substructures, to be identified independently.  One of the key 
issues to be resolved in the identification of a substructure is to appropriately account 
for interaction effects at the interface degrees of freedom of that substructure.  This 
strategy does by directly using acceleration measurements and without employing 
velocity and displacement measurements.  The effectiveness of the proposed strategy 
is illustrated on numerical simulation as well as experimental model tests of a 10-
storey steel structure.  Numerical simulation study is carried out first for a seismically 
excited 20-storey shear building that is coupled to two adjacent buildings by two link 
bridges, and then for a larger structure of 100 degrees of freedom (DOFs).  Results 
show that even with limited measurement data under 10% noise, the identified 
stiffness and mass parameters are relatively accurate with mean error of less than 3%.  
Results in the experimental study are also achieved with mean error of less than 4% 
and maximum error of less than 8% for the identification of a 7-storey substructure 
using only 4 acceleration measurements. 
The proposed strategy is further developed for ‘output-only’ identification problems 
where the excitation forces within the substructures of interest are immeasurable.  The 
same structural systems as above are examined.  Although the input force data are not 
available and output acceleration responses are contaminated by 10% noise, the 
proposed strategy still achieves results with mean error of less than 3% for identified 
stiffness parameters.  The viability of the proposed output-only strategy is also 
experimentally substantiated by identifying a 5-storey substructure of the steel frame.  




the identified stiffness of this substructure, the identified force agrees very well with 
the excitation force measured. 
In the context of structural health monitoring, the proposed strategy is applied for 
identifying damages in critical parts of large structures, commonly known as local 
damage quantification.  Numerical studies are presented for the aforementioned 100-
DOF system and a long-span continuous truss.  In addition, damages to the steel frame 
in the experimental study are accurately identified for various substructures. 
In order to illustrate the versatility of the proposed strategy, moving force 
identification in time domain is studied.  The proposed strategy identifies forces 
moving across a road bridge by recursively decomposing the force time histories in a 
series of time subdomains in which the initial displacement of a bridge and force 
values are identified simultaneously.  The accuracy of the proposed method is shown 
to be very good even when all response measurements are contaminated with 10% 
noise.  The effects of axle spacing of vehicles and number of measurement points on 
the accuracy of identified results are also investigated. 
In conclusion, this study has developed an evolutionary divide-and-conquer strategy 
that is able to accurately and effectively identify physical parameters for large 
structural systems, even for the more challenging cases where the excitation forces on 
the structures are immeasurable.  By means of substructural identification, damages at 
critical parts of these large structures are detected and quantified by comparing 
changes in key stiffness parameters.  Finally, this strategy is successfully modified and 
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Chapter 1 Introduction 
This chapter outlines the background and motivation of the research that is conducted 
in this thesis.  Section 1.1 describes the background of this research.  Section 1.2 gives 
an overview of relevant research works.  Lastly, sections 1.3 and 1.4 present the 
primary objective and the organization of this thesis, respectively. 
1.1 Background 
Two types of analyses are typically conducted on dynamic systems: direct analysis and 
inverse analysis.  Direct analysis (simulation) aims to predict the response (output) for 
given excitation (input) and known system parameters (Figure 1.1a).  Inverse analysis, 
on the other hand, deals with either identification of system parameters based on given 
input and output (I/O) information (Figure 1.1b), or identification of input information 
based on given output information and known system parameters (Figure 1.1c).  While 
the former identification is commonly termed as system identification, the latter is 
sometimes known as input identification.  Both system and input identifications have 
been applied to electrical, mechanical and control engineering systems.  However, 
their application to structural engineering systems (e.g. building, bridges and offshore 
platforms) is still a challenging task.  This is because these systems are generally much 
larger in size and much more complex in behavior than the electrical, mechanical and 
control systems.  To develop a robust identification strategy for structural systems, 
typically there are five challenges as follows: 
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- The strategy should work properly in the presence of I/O noise, as real 
measurements contain noise. 
- The strategy should operate on incomplete measurements and, if possible, should 
allow local identification of parts of a structure. 
- The strategy should not require good initial guess of the identification 
parameters in order to converge. 
- The strategy should preferably utilize only acceleration measurements since 
dynamic response is conveniently measured by accelerometers. 
- The strategy should allow only the use of response measurements (known as 
output-only identification) as the measurement of input excitation is not always 
possible. 
Figure 1.1. (a) Direct analysis; (b) system identification; (c) input identification. 








Unknown excitation  Known dynamic system Measured response (c) 
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Taking the above desired attributes into consideration, the main aim of the research in 
this thesis is to develop robust and effective identification strategies suitable for 
application in large structural systems. 
When system identification is applied to determine physical properties (mass, stiffness, 
and damping) of a structural system, this identification is generally known as 
structural identification.  Structural identification can be applied to calibrate and 
update the actual properties of a structure, so as to better verify design theories to be 
used and to achieve more cost-effective designs.  In addition, damage in a structure is 
often manifested through changes in physical properties such as decreases in structural 
stiffness values.  Therefore, by recording and comparing identified parameters over a 
period, structural identification can also be applied to structural health monitoring 
(SHM) and damage assessment in a non-destructive way, tracking changes in pertinent 
structural parameters.  Recently, SHM has become an emerging engineering discipline 
and has received considerable attention for two main purposes: (a) to enhance safety to 
the public and (b) to reduce maintenance and inspection costs.  Indeed, with recent 
natural hazards such as earthquakes in Haiti and Chile and typhoons in Southeast 
Asian countries, if structural damage is not monitored and rectified early, it may 
compromise the performance of structures, increase maintenance cost, and in the 
unfortunate events, result in structural failures.  From the viewpoint of functionality 
and safety, it is therefore essential to have means of detecting and quantifying 
structural damage.  In the past decade, some of the noteworthy efforts in SHM have 
been published in special issues of various journals such as Journal of Engineering 
Mechanics (Ghanem and Sture 2000; Bernal and Beck 2004), and Computer-Aided 
Civil and Infrastructure Engineering (Adehi 2001). 
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Many structural identification methods in time domain or frequency domain have been 
proposed (Hoshiya and Saito 1984; Ghanem and Shinozuka 1995; Carden 2004; Xu et 
al. 2004; Perry et al. 2006).  However, all these works have been tested only on 
relatively small structures with typically not more than 50 unknowns.  For large or 
complex structural systems such as long-span bridges or high-rise buildings, the 
modeling of such systems often involves a large number of degrees of freedom, 
resulting in a large number of unknown parameters in the identification procedure.  
Hence, if an entire large structure is identified at one go, usually known as complete 
structural identification (CSI), it would face three major problems:  
- Numerical difficulties in achieving an accurate identification result, 
- Expensive computation for managing and processing the enormous data 
collected and  
- The need of a large number of sensors. 
To address these problems, the divide-and-conquer approach provides a great solution 
by dividing an entire large structure into many manageable smaller portions, known as 
“substructure” on which the identification is carried out independently.  Thus, this 
procedure is commonly referred to as substructural identification (SSI). 
While system identification is applied to determine structural properties, the input 
identification is employed to evaluate dynamic excitation forces on a structural system.  
This identification also plays an important role to evaluate the performance of 
structural systems.  In this study, the input identification is applied to evaluate vehicle-
bridge interaction forces based on known structural properties and measured output 
information of a bridge.  Thus, this identification is commonly termed as moving force 
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identification.  Moving force identification is an important inverse problem in the civil 
and structural engineering field.  It is an effective way to better understand the 
interaction between the bridge and vehicles traversing it, so as to achieve a satisfactory 
lifespan for the future bridge design (Yu and Chan 2007). 
Substructural identification and moving force identification necessarily involves 
comprehensive search methods in order to identify the unknown parameters.  These 
search methods can be categorized into two groups namely, classical and non-classical.  
Classical methods (such as recursive least squares, extended Kalman filters, sequential 
prediction error methods) are typically derived from sound mathematical theories (Koh 
et al. 1991; Huang and Yang 2008; Tee et al. 2009).  On the other hand, non-classical 
methods (such as neural network, genetic algorithm, evolutionary programming) are 
based on some heuristic concepts and often depend heavily on the computer power 
(referred as the soft computing approach) for an extensive and hopefully robust search 
(Hao and Xia 2002; Koh et al. 2003; Koh and Shankar 2003; Xu 2005).  With the rapid 
advance of computer power in recent years, the non-classical methods, particularly 
genetic algorithms developed on Darwin’s theory for survival of the fittest, have 
received most attention. 
The subsequent section provides the overview and discussion of identification methods 
that have been often used for identifying structural systems and moving forces. 
1.2 Literature Review 
It is important to understand the strengths and weaknesses of many identification 
methods having been proposed prior to presenting a new identification strategy in this 
thesis.  In fact, there are so many methods developed for identification of structural 
systems and moving forces that it would be impossible to give a complete review.  
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However, identification methods can be generally categorized according to their 
characteristics or purposes, such as frequency and time domains, parametric and non-
parametric models, deterministic and stochastic approaches, online and offline 
identification, and classical and non-classical methods.  Ljung and Glover (1981) 
compared time domain with frequency domain identification methods.  They stated 
that time domain and frequency domain methods have theoretical connection and 
should be viewed as complementary rather than competing methods.  Since the focus 
of this research is on the time domain, subsequent discussion in this literature is 
concentrated on the time domain identification methods.  These methods are first 
categorized into classical and non-classical methods, and then subtructural 
identification methods and moving force identification methods are comprehensively 
discussed in the last two subsections.  In addition to the methods reviewed here, 
overviews of some other methods used for structural identification and moving force 
identification can be found in references such as Chang et al. (2003), Carden (Carden 
2004), Hsieh et al.(2006), Humar et al.(2006), and Yu and Chan (2007). 
1.2.1 Classical Methods 
Classical methods are typically derived from sound mathematical theories.  Many time 
domain methods of structural identification have been proposed using the measured 
accelerations, velocities, and/or displacements of a structure.  Most common among 
these methods are the least square method, the maximum likelihood method and the 
extended Kalman filter.  These methods were reviewed and applied to the 
identification of structural systems subjected to earthquake excitations by Ghanem and 
Shinozuka (1995) and Shinozuka and Ghanem (1995).  The performance of these three 
methods is compared according to the expertise required, numerical convergence, on-
line potential, initial guess and reliability of results.  It was found that while the more 
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sophistical algorithms (such as the extended Kalman filter) yield better results, they are 
quite sensitive to initial guess and do not necessarily converge.  Simpler methods (such 
as the recursive least square method) on the other hand, do not obtain the same 
accuracy, but are robust in yielding some results (no divergence problem).  Two 
identification methods making use of the least squares and the Kalman filter are 
discussed below. 
1.2.1.1 Least Square Methods 
The least square (LS) method is one of the first classical methods to be applied to 
identification problems in the time domain.  The method works by minimizing the sum 
of squared error between the measured response and that predicted by the 
mathematical model.  A good summary of the progression of least squares methods for 
system identification is given in Isermann et al. (1974).  One of the most common 
identification methods is the recursive least squares method.  Caravani et al. (1977) 
were among the first to utilize this method for  system identification and applied it to 
the identification of a 2-DOF shear building.  Ghanem and Shinozuka (1995) indicated 
that the parameter estimates using a recursive least squares method tend to be biased 
unless the prediction errors are uncorrelated, which is rarely the case.  The bias is 
generally correlated to the propagation of the initial error in the estimates.  The effect 
of this error is significantly reduced by implementing exponential-window algorithm 
or rectangular-window algorithm to the recursive least squares method, so as to 
eliminate the effect the initial guess on the subsequent estimates.  This improvement 
was verified based on the experimental data from steel models (Shinozuka and 
Ghanem 1995).  Note that all least square identification methods above assumed input 
information available. 
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Wand and Haldar (1994) proposed an interesting identification method that used a 
least squares method with iterative steps to identify structural properties without using 
the information of input exciting forces. They called this method the iterative least 
square with unknown input (ILS-UI).  It provides an effective way to develop output-
only structural identification.  This method worked by alternating between 
identification of parameters, using an assumed force, and then updating the force using 
the identified parameters.  By carrying out several iterations, the structural parameters 
and applied forces could be identified.  The method was demonstrated on three shear 
building examples.  This method was further improved for the case in which the 
dynamic responses were not available at all DOFs (or incomplete measurement) 
(Wang and Haldar 1997).  This improvement was conducted by combining this 
iterative least squares method with the extended Kalman filter method with a weighted 
global iteration (to be discussed in the next section).  It was found that although the 
improved method used less input information than the ILS-UI method, the accuracy of 
identified results was almost the same in the both methods.  Ling and Haldar (2004) 
extended the ILS-UI method by considering both viscous and Rayleigh-type damping 
in the dynamic models for various structures, including shear building, truss and 
beams.  This extended method was then applied to identify damages at local level for 
different types of structures (Katkhuda et al. 2005).  It was capable of locating and 
quantifying the damage within a defective element.  Some other system identification 
methods using the least square algorithm can be found in References (Araki and 
Miyagi 2005; Yang and Lin 2005; Ozcelik et al. 2008; Nayeri et al. 2009). 
Mathematically the least square methods appear relatively good.  However, it does 
have difficulty when dealing with real data since inadequacy of simulation models and 
measurement noise can cause the identified results to deviate far from the correct ones. 
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1.2.1.2 Kalman Filter Methods 
The Kalman filter, first introduced by Kalman (1960),  is a set of mathematical 
equations that provide an efficient computational means to estimate the state of a 
process, in a way that minimizes the mean of the squared error (Welch and Bishop 
2004).  A brief overview of the Kalman filtering process applied to time domain 
system identification can be found in several references (Jazwinski 1970; Saridis 1974; 
Koh and See 1994; Ghanem and Shinozuka 1995).  The basic Kalman filter is limited 
to a linear assumption.  Thus, the Kalman filter was further developed and this 
extended Kalman filter (EKF) version considered system parameters as part of an 
augmented state vector (Shi et al. 2000).  Inherent in the Kalman filter algorithm is the 
flexibility of easily incorporating system dynamics equations into the algorithm as well 
as the provision of uncertainty in the system model. 
Hoshiya and Saito (1984) applied the extended Kalman filter method to identification 
problems of seismic structural systems.  They incorporated a weighted global iteration 
procedure with an objective function into the EKF algorithm to achieve more stable 
parameter estimation.  The effectiveness of this incorporation was demonstrated on 2 
and 3-DOF linear and bilinear hysteretic systems.  The estimated results from these 
systems showed that the weight global iteration procedure was useful for identification 
problems.  Koh et al. (1991) first used the EKF method with weighted global iteration 
procedure for substructural identification, that will be comprehensively discussed in 
section 1.2.3.  Recognizing both the accuracy of an identified parameter and its 
uncertainty depending on the numerical method, measurement noise and modeling 
error, Koh and See (1994; 1999) improved the EKF method by incorporating an 
adaptive filter procedure.  The adaptive EFK method not only identified the parameter 
values but also gave a useful estimate of uncertainties. 
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More recently, Yang et al. (2006) proposed another adaptive extended Kalman filter 
method for the structural identification and damage detection.  This method used an 
adaptive tracking technique capable of tracking the changes in system parameters.  
Simulation results showed that this method was particularly suitable for tracking the 
abrupt changes of the system parameters from which the structural damage might be 
evaluated online.  To verify the capability of this method on the real model, a series of 
experimental tests using a small-scale three-storey building model was conducted to 
identify structure damages (Zhou et al. 2008).  Similar to the inference from the 
simulation study, experimental results confirmed that the adaptive extended Kalman 
filter method was able to track the variation of stiffness parameters, leading to the 
detection of structural damage.  For the identification of nonlinear structural systems, 
Meiliang and Smyth (2007) applied an unscented Kalman filter (UKF) (Julier et al. 
1995) to deal with the identification of highly nonlinear systems.  They compared the 
applicability of both EKF and UKF for nonlinear structural identification.  Simulation 
results indicated that the UKF method yielded more accurate state estimation and 
parameter identification than the EKF method and was more robust to measurement 
noise contamination. 
While the aforementioned classical methods have their own merits, they perform 
point-to-point search and often require the gradient information to guide its search 
direction.  Thus, the solution may easily converge to local optimal point rather than the 
global optimal point, depending heavily on the initial guess.  In addition, they usually 
work on transformed dynamic models, such as state-space models, where the identified 
parameters lack direct physical meaning.  This may often make it difficult to separately 
quantify the physical parameters such as mass and stiffness and be sensitive to noise. 
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1.2.2 Non-classical Methods 
Recently, by taking advantage of rapid advances in computational power, non-classical 
methods have become increasingly popular.  They are based on some heuristic 
concepts and heavily depend on computer power for extensive and hopefully robust 
search.  In the domain of structural identification, two non-classical methods, namely 
artificial neural network (NN) and genetic algorithm (GA), have received considerable 
attention in recent years. 
1.2.2.1 Artificial Neural Networks 
Artificial neural networks (NNs) were developed as a methodology for emulating the 
biology of the human brain, resulting in systems that can learn by experience.  
Recently, many various NNs have been developed and successfully applied to many 
diverse applications, such as character recognition, electro-communication, image 
processing, and industrial control problems (Lippmann 1989; Thibault and Grandjean 
1991; Ishibuchi et al. 1992; Peterson and Rognvaldsson 1992; Ye 1997; Flood 2001; 
Ou and Murphey 2007).  Among these NNs, back-propagation neural network (BPNN) 
was the most widely used in structural identification or damage detection problems 
(Yun and Bahng 2000; Yun et al. 2001; Zapico et al. 2001; Bin et al. 2004; Garg et al. 
2004; Mehrjoo et al. 2008).  BPNN essentially consists of an input layer, hidden 
layers, and an output layer (Figure 1.2).  The input and output relationship of a neural 
network can be nonlinear as well as linear, and its characteristics are determined by the 
weights assigned to the connections between nodes in two adjacent layers.  These 
weights define the input/output behaviour of the network.  Systematic adjustment of 
determining the weights of a network to achieve a desired input and output relationship 
is referred to as training or learning algorithm. 




Chen et al. (1990) used BPNN for identification of non-linear autoregressive moving 
average with exogenous input systems. As one of the first applications of neural 
networks to structural damage detection, Wu et al. (1992) employed BPNN to identify 
the locations and the severity of individual member damage of a  simple three-storey 
frame.  However, there remain many issues, such as the need of a large amount of 
information for training a neural network or multi damages, to be addressed in this 
early developed algorithm. Szewczyk and Hajela (1994) proposed a modified counter-
propagation neural network to develop the inverse mapping between a stiffness vector 
of individual structural elements and a vector of global static displacements under a 
testing load.  Simulation results showed that the network functioned as an associative 
memory device capable of satisfactory diagnostics in the presence of noise or 
incomplete measurements.  Barai and Pandey (1997) proposed a time-delay neural 
networks for damage detection of railway bridges.  Vibration signals from the bottom 
chord of the truss bridge model under a moving load were used as inputs for the neural 
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networks.  Numerical results indicated that time-delay neural networks performed 
better than traditional neural networks.  Chan et al. (1999) developed an auto-
associative neural network to detect anomaly of cables on the Tsing Ma suspension 
bridge in Hong Kong.  A series of measured model data of the healthy structure under 
normal conditions were used in training the neural network.  Another series of 
measured modal data in the testing phase were fed into the trained network to obtain a 
novelty index sequence that indicated whether anomaly took place.  Xu et al. (2004) 
proposed a neural network-based identification strategy to directly identify structural 
parameters (stiffness and damping coefficients) based on the time history responses 
without any modal information.  This strategy was constructed from two BPNNs, 
namely emulator neural network and parametric evaluation neural network.  Numerical 
studies on 5-storey frame demonstrated that the performance of this strategy was quite 
satisfactory in the presence of measurement noise.  Recently, Mehrjoo et al. (2008) 
employed BPNN to estimate the damage intensities of joints for truss bridge structures.  
In their study, the BPNN method was incorporated with the substructural identification 
to overcome the issues associated with many unknown parameters in a large structural 
system and to locally identify each joint without the need of measurement of the whole 
bridge.  Several structural identification methods (Yun and Bahng 2000; Xu and Du 
2006) using the substructuring technique and the artificial neural network will be 
comprehensively discussed later in Section 1.2.3. 
Although the artificial neural networks have been applied with a certain success, the 
main drawback in the use of NNs for system identification is that large amounts of 
data are required to properly train the networks.  A lack of some pattern of data will 
cause the identification to return incorrect values. 
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1.2.2.2 A ‘standard’ Genetic Algorithm 
As another non-classical method, genetic algorithm (GA) first introduced in the 1960s 
is essentially a stochastic search algorithm based on Darwin’s theory of natural 
selection and natural genetics (Goldberg 1989).  It combines survival of the fittest 
among string structures with a structured yet randomized information exchange to 
form a search algorithm.  To emulate evolution in the natural world, a ‘standard’ 
genetic algorithm is composed of three operators: reproduction (or selection), 
crossover, and mutation.  Recognizing these operators could be modeled in an artificial 
system, a computational model based on GA was well-developed by Holland (Holland 
1975).  The structure of a standard GA is shown in Figure 1.3. 
Initially, the standard GA approach starts with a number of individuals, called 
chromosomes, of a population randomly initialized.  It works on a population of 
individuals instead of single solution.  In this way, the search is performed in a parallel 
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manner and, if necessary, can be easily executed in a parallel or distributed computing 
environment.  The performance, or fitness, of individual members in the population is 
then evaluated.  This is done through an objective function that characterizes an 
individual’s performance in the problem domain.  In the natural world, this would be 
an individual’s ability to survive in its prevailing environment.  Hence, the objective 
function establishes the basis for selection of pair of individuals that will be mated 
together. 
If some criteria are not satisfied, the reproduction phase will start.  Fitness value of 
each individual is derived from its raw performance given by an objective function.  
This value is used in the reproduction phase to favor the fitter individuals.  Once the 
individuals have been assigned the fitness, they can be chosen from population for the 
production of offspring, with a probability according to their relative fitness values.  
The chosen parents are recombined to produce offspring.  The recombination operator, 
called crossover, is used to exchange genetic information between pairs, or larger 
groups, of parents.  Another genetic operator, called mutation, is then applied to the 
offspring with a certain probability.  After crossover and mutation, the offspring are 
inserted into the population replacing the parents, thereby producing a new generation.  
In this way, the average performance of individuals in a population is expected to 
increase, as the genetic information of good parents are preserved and bred with one 
another and the less fit parents die out.  This cycle is performed until some criterion is 
reached.  Three major operators (reproduction, crossover and mutation) of a standard 
GA are described below. 
Reproduction is the process of determining which individuals are chosen for mating 
and how many offspring each selected individual produces.  The chance of an 
individual being selected in the reproduction of the next generation is based on its 
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fitness relative to the whole population.  Selecting the individuals according to their 
fitness values implies that higher fit individuals have a higher probability of being 
selected for mating whereas less fit individuals have a correspondingly low probability 
of being selected. 
Crossover is a basic operator for producing new individuals in GA.  Similar to its 
counterpart in nature, the crossover produces new chromosomes that have some parts 
of both parent’s genetic material.  Two crossover operators are commonly used in the 
GA, namely single-point crossover and multi-point crossover.  The simplest form of 
crossover is that of single-point crossover as illustrated in Figure 1.4.  The parents are 
selected based on the aforementioned reproduction scheme.  An integer position is 
selected uniformly at a random point where the chromosome can be split and the 
genetic information is exchanged between the parents about this point to form two new 
chromosomes.  For example, two new chromosomes shown in Figure 1.4 are produced 
when the crossover point is at the third position.  This crossover operation is not 
necessarily performed on all individuals on the population.  Instead, the number of 
individuals involved in crossover for a given generation is controlled by the crossover 
rate.  Multi-point crossover is extension of single-point crossover.  For multi-point 
Parent 1  x1 x2 x3 x4 x5 x6 x7 
Parent 1  y1 y2 y3 y4 y5 y6 y7 
Offspring 1 x1 x2 x3 y4 y5 y6 y7
Offspring 2 y1 y2 y3 x4 x5 x6 x7
Figure 1.4. An example of one-point crossover. 
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crossover, many crossover positions are chosen at random with no duplicates and are 
sorted into ascending order.  Then, the bits between successive crossover points are 
exchanged between the two parents to create two new offspring.  The section between 
the first allele position and the first crossover position is not exchanged between 
individuals.  This process is illustrated in Figure 1.5. 
Mutation is a random process in natural evolution where a randomly selected bit of a 
chromosome is mutated to produce a new chromosome for possible improvement 
outside the family of surviving chromosomes.  In GA, mutation is randomly applied 
with low probability.  Usually considered as a background operator, the crucial role of 
mutation is often seen as enhancing diversity, by recovering genes lost through the 
action of reproduction and crossover and providing genes that were not present in the 
initial population.  Similar to crossover, the number of chromosomes in the population 
selected for mutation is controlled by mutation rate.  Indeed, if the mutation rate is too 
high, there will be too much random perturbation, and offspring will possibly lose their 
resemblance to the parents, resulting in slow and poor convergence to the global 
optimal point.  On the other hand, if it is too low, diversity may not be sufficient and 
good chromosomes outside the initial population are missed out.  An example of 
mutation is illustrated in Figure 1.6 for a chromosome with the mutation position at the 
third locus. 
Figure 1.5. An example of multiple-point crossover. 
Parent 1  x1 x2 x3 x4 x5 x6 x7 
Parent 1  y1 y2 y3 y4 y5 y6 y7 
Offspring 1 x1 x2 y3 y4 y5 x6 y7
Offspring 2 y1 y2 x3 x4 x5 y6 x7
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With these three operators, GA provides a remarkable balance between exploitation of 
good candidates and exploration by random chances.  In the context of identification, 
GA has been shown to possess several key advantages over classical methods (Koh et 
al. 2000). 
- Enhancement of global convergence by conducting population-to-population 
search;  
- No requirement of gradient information or other auxiliary knowledge; only the 
objective function and corresponding fitness levels guide search process; 
- Relative ease of implementation and convenient use of any measured response 
in defining the fitness function; 
- Robust self-start feature with random initial guess in a relatively wide research 
range; 
- A high level of concurrence, thereby suitable for parallel computing when 
needed and 
- Objective (fitness) function is defined in term of any desired response quantity 
at the user’s convenience. 
Figure 1.6. An example of the mutation at the third position of the chromosome. 
Original chromosome  x1 x2 x3 x4 x5 x6 x7 
Mutated chromosome  x1 x2 y3 x4 x5 x6 x7 
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With significant advantages as mentioned above, the GA-based soft computing 
approach has been successfully used in civil engineering such as construction 
scheduling and structural optimization (Jiaping and Chee Kiong 1995; Yang and Soh 
1997; Ye et al. 2000; Zhang and Zhang 2005; Zhang et al. 2006).  Nevertheless, in the 
context of identification of structural system or moving forces with more challenging 
issues (such as multiple unknowns, presence of I/O noise and incomplete 
measurements), the use of standard GA alone does not necessarily work.  To this end, 
it is essential to improve this approach to work more effectively. 
1.2.2.3 Improved Genetic Algorithms 
Perry et al. (2006) presented an improved GA approach that makes use of a search 
space reduction method (SSRM) in order to improve the accuracy and reliability of 
identification.  This approach may be considered as a hybrid of the SSRM and an 
improved GA based on migration and artificial selection (iGAMAS).  From an 
algorithm point of view, this approach includes two main iteration loops: outer loop 
and inner loop, corresponding to SSRM and iGAMAS, as illustrated in Figure 1.7.  In 
the inner loop, the main role of iGAMAS is to identify the system based on a given set 
of search space ranges.  In the outer loop, the main role of SSRM is to reduce the 
search space adaptively based on the results from iGAMAS, and feed the new search 
space back to inner loop of the iGAMAS for use in the next search cycle. 
The motivation to develop SSRM comes from the fact that the GA’s convergence and 
accuracy are highly dependent on the size of the search space.  By progressively and 
adaptively reducing the ranges of the search, more accurate and efficient identification 
is possible.  The aim of iGAMAS is to simultaneously explore the search space as a 
global search and exploit on promising individuals as a local search.  Novel features 
include a reduced data length procedure and other novel mutation operators that 
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greatly reduce the computational time and increase the identification accuracy.  The 
key concept is explained below while details can be referred to Perry (2006), and Koh 
and Perry (2010). 
The SSRM works on the outer loop of identification procedure and aims to enhance 
the identification accuracy and efficiency by reducing the search space.  The SSRM is 
schematically presented in Figure 1.8.  The idea is to narrow the search space for those 
parameters that converge quickly, so as to dedicate the search effort to the remaining 
parameters.  Based on several runs of the iGAMAS, the means and standard deviations 
of the identified parameters are computed.  The standard deviation indicates the 
uncertainty of the identified parameter and the search space can be adjusted 
accordingly.  If the standard deviation is small, it is likely that the mean is close to the 
optimal parameter value and the search ranges can be reduced.  On the other hand, if 
the standard deviation is large, the search should continue broadly for that parameter.  
Eventually as some parameters converge within very narrow range, the SSRM 
effectively reduces the number of unknown parameters and those remaining can be 
Search Space reduction Method 
(SSRM) 
 
Improved GA based on Migration 
and Artificial Selection 
(iGAMAS) 
Figure 1.7. An improved GA scheme. 
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identified more efficiently.  The main parameters that define the SSRM are the number 
of runs to be used for evaluation of the search space, the total runs to be carried out 
and the width of the reduced search space window.  The selection of these appropriate 
parameters can be referred to Koh and Perry (2010).  In addition, a convergence 
criterion may be included to exit from the procedure early if satisfactory convergence 
is achieved.  The final result is the best result over all of the runs.  
Working on the inner loop of identification procedure, iGAMAS is considered as the 
engine of SSRM.  To increase the computational speed and accuracy, iGAMAS is 
greatly improved by including novel operators and techniques and using a floating-
point (or real coding).  This is illustrated in Figure 1.9.  The clearly distinguishable 
features of iGAMAS from standard GA include multiple species (sub-populations), 
artificial selection, regeneration and a variable data length procedure.  The approach 
also includes a rank based selection, novel mutation operators and a new tagging 
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procedure to ensure diversity in the best solutions.  The strength lies in the division of 
the population into multiple species and the concurrent evolution, so as to balance the 
exploration and exploitation.  Four species with various roles are adopted in iGAMAS.  
As one species searches broadly, another can be delegated to search locally around the 
best solutions.  Species 1 is used to store the best results while species 2-4 conduct 
searches increasing in focus from a very broad random search to a more refined local 
search.  Individuals stored in species 1 are periodically reintroduced into species 4 for 
further refinement.  IGAMAS includes a regeneration operation whereby species 2 and 
3 are randomly regenerated at a given interval.  This is to maintain diversity and to 
help avoid premature convergence to local optima, thereby greatly enhancing the 
chance to find the global optimum solution. 
Three different mutation operators are used for the species.  Species 2 uses a random 
mutation.  The cyclic non-uniform mutation is designed for species 3 with the 
regeneration operator in mind.  The idea is to allow for larger mutations after 
regeneration has taken place and then to gradually reduce the size of the mutations as 
the solutions develop.  The local non-uniform mutation for species 4 is similar except 
the mutations are reduced over the full number of generations.  Two crossover 
operators are available, namely a simple crossover and multi-point crossover as 
described in the standard GA section.  The migration operation involves swapping 
randomly selected individuals between species 2 and 3 and between species 3 and 4. 
To further improve efficiency, a variable data length procedure is proposed.  The idea 
is to use a small portion of the total available data to roughly identify the parameters 
before increasing to the full data set later in the process.  This is achieved by 
specifying a cut-off point where the evaluation switches from reduced data to full data.  
The time saving using this procedure can be very significant.  The fitness is evaluated 
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from the inverse of the total sum of square error between the simulated and measured 
accelerations.  It is noted that, as the identification proceeds, many individuals will 
have very similar fitness values and the selection procedure could become almost 
random.  To overcome this problem a ranking procedure is used to determine the 
selection probabilities.  Within each species the individuals are ranked, with the worst 
individual assigned a rank of 1, and the best a rank equal to the population size.  
Reproduction is then carried out by the commonly used roulette wheel method 
whereby an individual’s chance of selection is set proportional to its rank. 
Artificial selection is crucial to the functioning of the iGAMAS.  This involves 
ensuring that the fittest individuals generated by any of the species are stored in 
species 1 for future refinement by species 4.  A potential problem is that the same 
individuals could be selected every generation and end up saturating species 1.  To 
eliminate this possibility, a tagging procedure is adopted to ensure as many good 
solutions as possible are retained.  All individuals are initially assigned a ‘0’ tag.  If an 
individual is selected for species 1 its tag is changed to ‘1’.  The tag follows the 
individual wherever it goes, through migration, selection and reintroduction.  If an 
individual is altered in any way through mutation, crossover, or regeneration, it no 
longer represents the same individual and its tag is changed back to ‘0’ making it 
available again for selection. 
This improved GA approach was shown to have advantages and robustness over the 
standard GA.  The numerical study clearly indicated a significant improvement in the 
reliability and accuracy of the identified parameters when compared to a standard GA.  
The significance of this approach was demonstrated through successfully identifying a 
20-DOF unknown mass system, involving 42 unknowns. This approach has been also 
applied for the identification of various problems (Perry et al. 2006; Perry et al. 2007; 
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Perry and Koh 2008; Thanh et al. 2009; Wang et al. 2010).  It is important to note that 
in these problems, all the structures were identified at one go, usually known as 
complete structural identification (CSI). 
Although all the aforementioned identification methods have been successfully applied 
to structural systems, they have been tested only structures with typically not more 
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than 50 unknowns.  For large or complex structural systems (such as long-span bridges 
or high-rise buildings), the modeling of such systems often involves a large number of 
degrees of freedom, resulting in long computational time in forward analysis and 
usually a large number of unknown parameters in the identification procedure.  
Therefore, the complete structural identification approach would face three challenges: 
(a) numerical difficulties experienced in achieving accurate identification results for 
large and complex structural systems (usually more than 50 unknowns), (b) the need 
for a large number of sensors and (c) expensive computations required for managing 
and processing the large sets of data collected. 
1.2.3 Substructural Identification Methods 
 To address the challenges above, the divide-and-conquer approach provides a good 
solution by dividing the whole structure into many manageable smaller portions, 
known as “substructures”, on which the identification is carried out independently.  
This procedure is referred to as substructural identification (SSI).  There are five major 
advantages of substructural identification. 
- Since each substructure involves a smaller number of degrees of freedoms 
(DOFs) and unknown parameters, the speed and capability of converging to 
accurate solution is significantly improved.   
- It is not necessary to monitor all the DOFs of a structure simultaneously.  
Instead, only the critical parts, where damages are likely to occur, need to be 
monitored, allowing for a significant reduction in the number of sensors required 
and for efficient management of data. 
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- The effect of noisy data on the accuracy of identification results can be greatly 
minimized due to lesser sensors used. 
- Modeling errors induced due to mathematical modeling and inappropriate 
assumption of uncertain boundary conditions in structural identification, are 
inevitable (Saitta et al. 2005; Catbas et al. 2007; Smith and Saitta 2008).  SSI 
minimizes the error by identifying substructures completely independent of the 
boundary of a structure.  This advantage is highlighted in the experimental 
studies presented in Chapter 2. 
- Since each substructure is independently identified, the identification of many 
substructures can be concurrently conducted using parallel computing technique.  
In particular, for SHM applications using smart sensing technology (Spencer et 
al. 2007), SSI can be employed as a distributed computing strategy (DCS) in 
hierarchical SHM system.  Communication and data processing in DCS mainly 
take place in the group of local sensors, thus reducing the transmission of large 
amount of data. 
Substructural identification using classical methods as a search engine has undergone a 
great deal of development in the last two decades.  Koh et al. (1991) was the first to 
propose an SSI method in time domain using the extended Kalman filter (EKF) with a 
weighed global iteration algorithm to estimate the unknown structural parameters of a 
substructure.  Their study showed that the performance of the SSI method in the 
identification of unknown structural parameters was much better as compared to that 
of the CSI method, in terms of accuracy and computational efficiency.  Subsequently, 
this SSI method was extended to the identification of frame structures, focusing 
particularly on the identification at element level (Oreta and Tanabe 1994).  The merit 
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of the EKF is the simplicity in the formulation of the state equation for parameter 
estimation.  However, the use of the EKF has inherent difficulties such as the need for 
good initial guess values for unknown parameters and the possibility of divergence due 
to the nonlinear nature of the algorithm.  Moreover, this SSI method needed not only 
accelerations but also velocities and displacements at the interface DOFs of each 
substructure to account for the interaction effect between that substructure and the rest 
of a structure.  Yun and Lee (1996) presented an SSI method using an autoregressive 
and moving average with stochastic input model (Lee and Yun 1991) and a sequential 
prediction error method (Goodwin and Sin 1984).  This SSI method is more efficient 
and robust for identification of linear systems than the previous SSI versions in terms 
of initial guesses for the unknown parameters and measurement noises.  Nevertheless, 
the maximum noise level considered in that study was limited to only 5 %. 
Recently, Tee et al. (2005) proposed two SSI methods using the classical methods of 
observer/Kalman filter identification (OKID) (Juang et al. 1993) and eigensystem 
realization algorithm (ERA) (Juang and Pappa 1985), as search engines.  The first 
method was based on the first-order state space formulation of the substructure, 
whereas the second method performed identification in the first- and second-order 
model identification.  Both numerical and experimental studies were carried out, and a 
fairly large structural system of 50 DOFs was numerically studied under noise 5%.  
These SSI methods significantly improved the accuracy of identification results 
compared to all the previous SSI methods.  Nonetheless, these SSI methods require the 
measurement of accelerations to be available at all DOFs (i.e. complete measurement).  
For structural health monitoring, it is impractical to identify a large structure with the 
complete measurement due to the limited number of sensors available and the 
difficulty in large-scale field instrumentation.  To avoid the need for the complete 
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measurement, Tee et al. (2009) further improved SSI by integrating a condensed model 
identification and recovery (CMIR) method (Koh et al. 2006) into their latest versions.  
The CMIR method allows the use of incomplete measurement.  The same previous 
structural system of 50 DOFs was numerically examined with the use of only 21 
sensors.  Their results indicated that the improved SSI version could provide 
reasonably accurate identification parameters with incomplete measurements.  
Although this version significantly improves the previous version, for the fairly large 
structure of 50 DOFs, the maximum noise level considered is limited to only 5%.  
Moreover, this SSI version needs at least one internal force applied within each 
substructure.  Thus, it is not applicable to substructures without applied force where 
the identification can be carried out as output-only structural identification. 
Although classical methods have attained certain degree of success, several drawbacks 
remain in their application to practical problems as discussed in Section 1.2.1.  With 
the increase in available computational speed, non-classical methods, particularly 
artificial neural networks (ANNs) and genetic algorithms (GAs), are becoming popular 
alternatives to classical methods in recent years (Topping and Tsompanakis 2009). 
Substructural identification using neural networks as a search engine was first 
presented by Yun and Bahng (2000).  The element-level identification was carried out 
in frequency domain by using natural frequencies and mode shapes as input patterns to 
the neural network.  The effectiveness of this method was illustrated through two 
numerical simulations for a truss and a frame structure.  The results showed that this 
method could identify structural parameters with incomplete and noise measurements 
of the mode shapes and the natural frequencies.  Nevertheless, the consideration of 
noise level in measurement data was limited to 7 %.  Xu (2006) recently proposed a 
NN-based SSI method in time domain by directly using acceleration measurements.  A 
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shear building structure of 50 DOFs was considered and reasonably accurate results of 
identified stiffness and damping values were achieved with noise-free cases. 
While all the aforementioned SSI methods can deal with the identification of stiffness 
and damping parameters, they are not able to identify unknown stiffness, damping and 
mass parameters simultaneously.  To address this problem, SSI methods using GAs as 
a search engine have been proposed in recent years. 
With several crucial advantages of GAs, such as relative ease of implementation and 
desirable characteristics of global convergence, Koh (2003) was the first to apply GAs 
as a search engine in the framework of the divide-and-conquer approach, namely GA-
based SSI methods.  Assuming mass values as unknown parameters, these SSI 
methods could simultaneously identify all unknown stiffness, damping and mass 
parameters, and yielded very good identification results.  While the idea of SSI seems 
straightforward, the challenge lies in accounting for the interaction effect at the 
interface DOFs, where the substructure of interest is separated from the remaining part 
of a structure.  The interaction effect in those methods is treated as interface force that 
is computed based on all the measurement acceleration, velocity and displacement at 
the interface DOFs.  For practicability, the method makes use of acceleration 
measurements only to compute the interface force by adopting the concept of “quasi-
static” displacement vector.  The displacements of internal DOFs are decomposed into 
quasi-static displacement and “relative” displacement.  Nevertheless, inaccuracy could 
result from (a) using relative acceleration (computed by using influence coefficient 
matrix) rather than directly using response acceleration, and (b) neglecting the 
velocity-dependent part in the interface forces.  Therefore, to enhance the accuracy of 
identification results, it is necessary to develop an SSI method that directly uses 
measurement accelerations to compute interface forces.  Moreover, it should be noted 
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that in these SSI methods, only a standard GA is used as the search engine.  In view of 
enhancing the identification robustness, it is worthwhile to improve the GA’s search 
capability for SSI methods.  Several GA-based SSI methods using the quasi-static 
displacement concept and the standard GA can be found in references (Narayana and 
Shankar 2006; Sandesh and Shankar 2006; Koh and Thanh 2009). 
1.2.4 Moving Force Identification Methods 
Moving force identification is the process of determining vehicle-bridge interaction 
forces, which are induced at contact points between the wheels and the bridge deck.  
This process is carried out using only the characteristics and the measured outputs of a 
bridge, without knowledge of vehicle characteristics.  For bridge assessment purpose, 
it is important to know not only the static forces of vehicles but also the dynamic 
forces due to vehicle-bridge interaction and road roughness.  This is because the 
dynamic wheel forces may increase road surface damage by a factor of 2-4 over that 
due to static wheel forces (Cebon 1987).  While it is possible to measure moving 
forces by using an instrumented vehicle (Heywood 1994), this approach is usually 
costly and the result has to be generalized or calibrated for other vehicles.  Weigh-in-
motion techniques have also been developed to determine axle loads from measured 
responses (Moses 1978; Peters 1986), but they mainly acquire static equivalent forces 
(to measure the vehicle weight).  
Alternatively, moving dynamic forces can be determined indirectly using the measured 
response data of bridges, which falls within the domain of input identification.  For 
example, Hoshiya and Maruyama (1987) used a weighted global iteration procedure 
associated with an extended Kalman filter to identify a moving force on a simply 
supported beam. O'Connor and Chan (1988) proposed a method, called Interpretive 
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Method I, to reconstruct the dynamic interaction forces from the measured response.  
The bridge deck was modeled as an assembly of lumped masses interconnected by 
massless elastic beam elements.  As an extension, Interpretive Method II was proposed 
by using Euler-Bernoulli’s equation to model the bridge deck (Chan et al. 1999).  The 
Euler-Bernoulli beam theory associated with modal analysis was used to identify 
moving forces from bridge responses.  Law et al. (1997)  developed a time domain 
method by modeling the bridge as a simply supported beam and the vehicle-bridge 
interaction forces as one-point or two-point forces moving at constant velocity.  The 
moving forces were identified using the modal superposition principle and a least 
squares method. Subsequently a method involving both frequency and time domains 
adopting Fourier transformation was developed (Law et al. 1999).  Recently, Yu and 
Chan (2007) presented a good overview as well as discussion of parameter effects of 
these methods. 
Law et al (2001) and Zhu and Law (2002) observed that the results obtained from all 
the above methods exhibit large deviation from their true values at the two ends and 
also in the mid-part of the time force histories.  The identification results are very 
sensitive to the noise level in the measured responses.  To overcome these drawbacks, 
they incorporated a “regularization method” in the ill-conditioned problem to provide 
bounds to the identified forces and improved the results.  The use of assumed mode 
shapes as adopted in these methods was found to cause unnecessary errors due to their 
inherent inaccuracy (Zhu and Law 2001).  Direct differentiation of measure responses 
to obtain the velocities and accelerations could also lead to large errors because of 
measurement noise and numerical error.  They proposed to use an exact solution on the 
mode shapes instead of the assumed mode shapes to eliminate the modeling error, and 
to use a generalized orthogonal function approach rather than direct differentiation to 
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obtain the derivatives of the bridge responses from strain measurements.  The 
identified force results indicated that the approach incorporated with two additional 
improvements gave much better result than the previous methods.  Although this 
method has addressed several weaknesses of previous methods, the accuracy of 
identified results significantly depends on an assigned regularization parameter that is 
sensitive to the vehicle-bridge properties. 
Regularization using an updated static component technique was proposed to 
overcome the difficulty in assigning the optimal regularization parameter required in 
the conventional regularization (Pinkaew 2006).  This technique decomposed 
identified loads into static and dynamic components, and updated the static component 
through the regularization of the associated dynamic component until convergence.  
The accuracy of results was greatly improved in the mid-part of the identified force 
time histories.  Nevertheless large fluctuations still exist at the two ends of the force 
time histories, i.e. upon entry and exit of forces with respect to the bridge.  From 
dynamics point of view, the entry and exit parts of the force time histories are 
associated with change of a free vibration state to a forced vibration state, and vice 
versa, and the solutions are ill-conditioned (Law and Fang 2001). Such drawbacks may 
not be easily overcome by the classical methods mentioned, and hence there is a strong 
motivation to apply non-classical identification method such as genetic algorithm (GA) 
for its better robustness. 
1.3 Objectives and Scope 
As discussed in Section 1.2.3, although substructural identification approaches are 
available for the identification of large structural systems, the search methods used for 
these SSI approaches are still not robust enough to deal with the imperfect conditions 
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in realistic problems.  Thus, they are usually sensitive to noise and initial guess, are 
prone to premature convergence and need large amounts of information.  In view of 
the search robustness, it is worthwhile to improve the search capability for the 
substructural identification approach.  In addition, the accuracy of identification results 
for each substructure is significantly affected by the treatment of interaction between 
the substructure and the remaining part of a structure.  Thus, it is important to account 
for the interaction effect appropriately so as to enhance the accuracy of identification 
results. 
Furthermore, from practical point of view, the measurement of input force information 
could be a very challenging task, particularly for large structures.  It is thus highly 
desirable to further develop the SSI approach so that it is able to identify a large 
structure based on only output response information and completely ignoring the input 
force information. 
Thus, the primary objective of this research is to develop robust and efficient strategy 
for the identification of large structural systems and moving forces.  The proposed 
strategy is based on a divide-and-conquer approach and an improved genetic 
algorithm.  For large structural systems, this strategy directly uses only acceleration 
response, instead of relative acceleration response, to appropriately account for the 
interaction effect at the interface DOFs of a substructure.  The proposed strategy is 
effectively applied for the identification of large and complex structural systems as 
well as the identification of moving forces.  This objective is achieved by conducting 
the following key tasks. 
- First, formulate an identification strategy based on a divide-and-conquer 
approach and an improved genetic algorithm, named Evolutionary Divide-and-
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Conquer Strategy, to identify structural parameters of large structure systems 
based on limited and noise contaminated measurements. 
- Extend the strategy further to deal with output-only identification problems for 
large structures, where input force measurements are not available or 
immeasurable, by adopting a predictor-corrector procedure. 
- Integrate a structural damage detection approach into the strategy to locally 
detect and quantify any damages that may likely take place in critical areas in 
large and complex structures. 
- Last, apply the strategy to input identification problem of indirectly estimating 
the interaction forces between a bridge and moving vehicles based on limited 
acceleration measurements of a bridge. 
Furthermore, to validate the numerical identification strategy, testing on real data is 
highly desirable.  Therefore, laboratory tests are conducted on a 10 storey shear-
building model. 
In summary, this study presents a strategy to improve the accuracy for identification 
results of structural parameters for large structures.  Then, this strategy is further 
developed for the cases where the measurements of excitation forces are impossible.  
As an application of the proposed strategy for damage identification challenges, 
damages at critical parts of large structures are detected and quantified by comparing 
changes in key stiffness parameters.  To illustrate the versatility of the proposed 
strategy, this strategy is successfully modified and applied for identification of moving 
forces in time domain. 
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1.4 Thesis Outline 
This thesis is written in six chapters that are arranged according to the development 
and application of the evolutionary divide-and-conquer identification strategy.   
Chapter 1 introduces the background of structural identification and moving force 
identification.  Many relevant previous studies, encompassing classical, non-classical 
methods, substructural identification methods and moving force identification methods 
are reviewed.  An understanding of these methods and the results obtained from these 
studies is essential in order to develop a novel and robust identification strategy.  The 
objective and the outline of this thesis are subsequently presented in the last two 
sections. 
Chapter 2 presents the evolutionary divide-and-conquer strategy for identification of 
large structural systems.  The strategy is an effective integration of a divide-and-
conquer approach and an improved genetic algorithm.  This strategy works by dividing 
these large structural systems into a number of substructures that are effectively 
identified by the improved genetic algorithm.  Thus, this strategy can be referred to as 
substructural identification strategy.  To illustrate and assess the effectiveness of the 
proposed strategy, a numerical simulation is first conducted on a seismically excited 
20-storey shear building, and then on a larger structural system of 100-storey shear 
building with unknown mass information (including 202 unknowns).  Finally, to 
substantiate the viability of the proposed strategy in a real model, an experimental 
study to identify the stiffness and mass parameters of various substructures of a 10-
storey laboratory model. 
In reality, it is impossible to measure all the input forces, particularly for large 
structures.  Thus, chapter 3 presents an output-only substructural identification 
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strategy that is able to identify simultaneously both the structural parameters (stiffness, 
damping) of a substructure and input force information.  This is ingeniously done by 
adopting a predictor-corrector algorithm to correct the output response of 
accelerations, velocity, and displacements that are predicted using numerical 
integration.  Similar to chapter 2, the output-only substructural identification is 
numerically verified on those two structures, i.e. 20-storey and 100-storey shear 
buildings, and further tested on that 10-storey steel frame model. 
Chapter 4 presents the application of the developed substructural identification 
strategies to locally detect and quantify damages at critical areas in large and complex 
structures without the global information.  This application is first demonstrated on 
numerical study and then applied to an experimental study of the steel frame model as 
in the previous chapters.  Many different damage scenarios on various substructures 
are accurately identified on both cases of known force and unknown force information. 
Chapter 5 formulates an evolutionary divide-and-conquer strategy in a different way to 
identify the interaction forces between a bridge and moving vehicles.  The strategy 
works by recursively breaking down the force time histories into a series of time 
subdomains, in which the initial displacement and force values are indentified 
simultaneously.  The strategy is numerically examined on a system of two forces 
moving a simple supported beam.  In addition, the effects of axle spacing between 
vehicles and number of measurement points on the accuracy of identified results are 
investigated. 
Chapter 6 concludes the research work and the key findings of this thesis as well as 
recommends some future work for further developments. 
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Chapter 2 Evolutionary Divide-and-Conquer Strategy for Structural 
System Identification 
When dealing with parameter identification of large structural systems involving many 
unknowns and degrees of freedoms (DOFs), the main challenge lies in developing 
robust algorithms that can accurately and efficiently identify structural parameters such 
as mass, stiffness and/or damping.  To this end, an evolutionary divide-and-conquer 
strategy is formulated for identification of large structural systems.  The performance 
of the proposes strategy is demonstrated in successfully identifying mass, stiffness and 
damping parameters of large systems by recursively dividing the whole large 
structures into series of many smaller structural parts, called substructures, of 
manageable size.  In the context of structural identification, therefore, the divide-and-
conquer strategy may be known as substructural identification strategy (SSI).   
The aim of dividing the large structure into many substructures is to reduce the number 
of unknowns for identification at each time, so as to enhance the convergence more 
easily and faster to the optimal solutions.  With a limited number of sensors for 
measuring vibration data, physical parameters of each substructure are effectively 
identified by a soft computing approach of an improved genetic algorithm as discussed 
in the previous chapter.  Therefore, the proposed strategy is a great integration of two 
complementary methods based on two different principles.  While the divide-and-
conquer technique reduces the identification system size, the improved GA enhances 
the search effectiveness.  In addition, while the idea of SSI seems straightforward, the 
challenge lies in appropriately accounting for the interaction effect at the interface 
DOFs, where the substructure of interest is separated from the remaining part of a 
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structure.  To enhance the accuracy of identification results for each substructure, this 
strategy ingeniously does by directly using acceleration measurements only and 
without resorting to velocities and displacements at the interface DOFs. 
2.1 Substructural Identification Strategy 
To illustrate the concept of substructural identification, consider a shear building 
structure as shown in Figure 2.1.  The identification task for the substructure is made 
more efficient than that for the whole structure due to the reduction of system size.  
For substructuring, the equations of motion for the entire structure can be written in 
Internal DOFs (i) 
Interface DOFs (j) 
Remaining DOFs (J) 
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partition form as 
M M u C C u K K u P
M M M u C C C u K K K u P
M M u C C u K K u P
JJ Jj J JJ Jj J JJ Jj J J
jJ jj ji j jJ jj ji j jJ jj ji j j
ij ii i ij ii i ij ii i i





where M , C , K  are the mass, damping, and stiffness matrices, respectively; u , u& , u&&  
are the displacement, velocity and acceleration vectors, respectively; P  is the input 
force vector; subscript i  denotes the internal DOFs of the substructure of interest and 
subscript j  denotes the interface DOFs of the substructure with the remaining 
structures J .  The equation of motion for the substructure, which is extracted from the 
above equation, may be written in partition form as 
 j j jij ii ij ii ij ii i
i i i
⎧ ⎫ ⎧ ⎫ ⎧ ⎫⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ + =⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎩ ⎭ ⎩ ⎭ ⎩ ⎭
u u u
M M C C K K P
u u u
&& &
&& &  (2.2) 
Treating interaction effects at the interface DOFs, where the substructure of interest is 
separated from the remaining part of a structure, as interface forces to the substructure 
(Koh et al. 1991; Koh et al. 2003), this equation can be rewritten as 
 M u C u K u P Pii i ii i ii i i j+ + = +&& &  (2.3) 
where interface force Pj  is treated as input to the substructure of interest and 
computed from interface responses as 
 P M u C u K uj ij j ij j ij j= − − −&& &  (2.4) 
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Thus far, the SSI procedure seems relatively straightforward if the accelerations, 
velocities and displacements at the interface DOFs are assumed to be available to 
compute interface force as the above equation (Koh et al. 1991).  For practicability, 
nevertheless, measurement of acceleration is often preferred over that of velocity and 
displacement.  Therefore, the challenge of SSI lies in appropriately accounting for the 
interaction effect at the interface DOFs using acceleration measurement only.  To 
eliminate the requirement of velocity and displacement, Koh et al. (2003) adopted the 
concept of ‘quasi-static’ displacement to make use of acceleration measurement only 
to compute the interface force.  This concept decomposes the displacement of internal 
DOFs into quasi-static displacement and ‘relative’ displacement.  The SSI procedure 
using this concept has successfully identified several different structures including a 
fairly large structure of 50 DOFs using acceleration measurement only with 5% noise 
contamination (Narayana and Shankar 2006; Saitta et al. 2006; Koh and Thanh 2009).  
Nonetheless, inaccuracy could result from (a) using relative acceleration to be 
computed by employing the inversion of internal stiffness matrix, and (b) neglecting 
the velocity-dependent component in the interface force.   
Therefore, to enhance the accuracy of the parameter identification results, instead of 
using relative acceleration measurement, this research presents a SSI procedure that 
directly uses acceleration measurement to compute the interface force.  This is done by 
adopting a numerical integration to obtain velocity and displacement data from the 
measured interface acceleration as the following equations: 
 ( ) ( )1 1 1 1;2 2k k k k k k k kj j j j j j j jt t+ + + +Δ Δ +u    = u  + u +u u  =  u  + u u& & && && & &  (2.5a,b) 
where tΔ  is the time step. 
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Apparently, the direct use of measured interface acceleration to account for the 
interaction effect already overcomes the two weaknesses as above-mentioned, 
resulting from the use of relative acceleration.  Note that using the numerical 
integration formulation above, interface velocity and displacement time histories are 
accurately achieved if acceleration measurement signal is noise-free.  In reality, the 
noise contamination in measurement signals is inevitable, and thus it may result in a 
small drift in the integrated velocity and displacement histories due to accumulating 
noise error upon numerical integration, leading to a small drift in the interface forces, 
Pj .  From a frequency analysis point of view, this drift may be regarded as low-
frequency force component.  Nevertheless, the natural frequencies of a substructure are 
higher than those of the whole structure.  The dynamic response of a substructure is 
predominantly excited by force components with their frequencies close to the 
substructure’s frequencies.  Therefore, the response from the low-frequency 
components of the interface force would be negligible.  Besides, the advantage of the 
SSI strategy is that if there is no internal excitation Pi  within a substructure, the 
strategy can be used as an output-only identification strategy for the substructure as 
discussed in Chapter 3. 
The SSI strategy employs an improved GA method as a search engine in the 
framework of the divide-and-conquer approach to identify unknowns.  Therefore, this 
strategy is an effective combination of two complementary methods based on two 
different principles.  While the divide-and-conquer method reduces the identification 
size, the improved GA enhances the search effectiveness.  The layout of the SSI 
strategy is shown in Figure 2.2.  For each trial set of unknown parameters, the forward 
(or dynamic) analysis is carried out by numerically solving the dynamic equations 
given in Equation (2.3) for the substructure.  The simulated acceleration time history is 
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then directly compared with the measured acceleration time history through a fitness 
(or objective) function.  The objective of GA is to adjust the trial parameters in order 
to best match the simulated internal acceleration time histories with the measured 
internal ones.  As a result, the square of errors summed over mN  measured internal 
DOFs and available data length tL  of acceleration time histories, reaches to a 
minimum value.  In this study the fitness function is computed as the inverse of the 
squared error 
 ( )2, ,
1 1
1
m te N L
m s






+ −∑∑ && &&
  (2.6) 
Figure 2.2. A layout of improved GA-based SSI strategy.  
Start 
Define substructure n  
Randomly initiate for unknown 
parameters of the substructure 
Output results 
Compute interface force Pj    
(Eq. 2.4) 
Dynamic analysis using Newmark 
method  
(Eq. 2.3) 
Store u j&& , u j& & u j  for interface 
force computation of subsequent 
substructure (if any)  
Fitness evaluation  
(Eq. 2.6) 
Convergence or 
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where superscripts m  and s  denote measured and simulated quantities, respectively.  
Constant α  is chosen associated with the value of summed square error so that the 
precision of fitness value is sufficient for GA to differentiate the fitness of trial 
parameters.  In this study, the appropriate value for this constant is found to be 0.001. 
In general, structural identification using more measurements is more reliable than 
identification with a few measurements.  Therefore, given a limited number of 
available sensors, the identification results can be greatly enhanced if the measurement 
system allows shift of measurement sensors into the substructure under investigation.  
If this is not possible, an alternative is to make use of as many response measurements 
as possible by progressively expanding the domain of substructure identification as in 
Figure 2.3, referred to as progressive substructural identification (PSI) (Koh et al. 
2003).  PSI can be seen as a variation of SSI, with the same idea of dividing the 
structure into substructures to improve the identification performance.  The primary 
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difference is that the substructures progressively enlarge while still keeping the 
number of unknowns manageable.  This is done by carrying forward the identified 
parameters of the current substructure to the identification of the next substructure and 
treating them as known values.  Hence, PSI carries out identification of substructures 
in sequence. 
2.2 Numerical Studies 
In order to assess the performance of the proposed divide-and-conquer strategy, two 
numerical examples including known-mass and unknown-mass systems are studied.  
The first example studies a seismically excited system of three buildings linked by two 
sky-bridges.  This example aims at illustrating the performance of the proposed SSI 
and PSI methods.  To investigate their effectiveness, the second example is carried out 
on a larger structural system of 100-DOFs with unknown-mass information.  For 
comparison purpose, the CSI method is also used to identify the structure as a whole 
without substructuring. 
A fairly broad search range of half to double the exact values is adopted for all 
unknown parameters in all the structural systems in the following numerical studies.  
To consider the stability of GA’s random search, all identifications are repeated 5 
times for each case and the average of identified parameters is presented.  The GA 
parameters used for both known-mass and unknown-mass systems are shown in Table 
2.1.  To test the robustness of the proposed strategies, the identifications are studied in 
the presence of 0, 5, and 10% noise.  To make a noise-contaminated signal, xcon , noise 
is added to a clean (simulated) signal xcle  as follows: 
 ( )RMSx x x Ncon cle lev cle oiseE= + × ×  (2.7) 
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where levE  is a given noise level, ( )RMS xcle  root-mean-square value of the clean 
signal vector, and Noise  randomly generated noise vector of Gaussian distribution with 
zero mean and unit standard deviation. 
Table 2.1. GA parameters used for the known-mass and unknown-mass systems in the 
numerical simulation. 
Parameter Known-mass system Unknown-mass system 
Population Size 150 × 3 65 × 3 
Runs 5/25 5/25 
Generations 300 200 
Crossover rate 0.4 0.4 
Mutation rate 0.1 0.2 
Window Width 4.0 4.0 
Migration 0.05 0.05 
Regeneration 3 3 
Reintroduction 150 100 
 
2.2.1 Identification of 20-DOF Known-Mass System 
A system of three shear buildings, corresponding to 15, 20 and 7 storeys, connected by 
two link bridges is considered as shown in Figure 2.4(a).  This system is simulated to 
be subjected to the 1940 El Centro earthquake (USA) in North-South component.  The 
structural properties for the central building are 51 11 7 10m m− = ×  kg, 
5
12 20 5 10m m− = ×  kg, 51 11 6 10k k− = ×  kN/m, and 512 20 4 10k k− = ×  kN/m.  The left 
and right buildings have 56 10m = ×  kg, 56 10k = ×  kN/m and 54 10m = ×  kg, 
54 10k = ×  kN/m for all the storeys, respectively.  The link bridges are modeled as 
linear springs, each having a horizontal stiffness of 512 10×  kN/m.  The natural periods 
of the first two modes of the system are 2.19 and 1.00 s.  Damping is provided by 
Rayleigh damping with a damping ratio of 2% applied for the first 2 modes of the 
entire coupled system.  For identification purpose, two Rayleigh damping constants 
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(α  and β ) are identified along with the unknown stiffness parameters of the central 
building.  The response of the entire system to the first 4.0 seconds under the 
earthquake ground motion is simulated using a time step of 0.001 s.  Only acceleration 
measurement is used as the response quantity in the identification procedure.  The 13 
accelerations (65% of DOFs of the central building) at the levels 0 (ground), 1, 3, 4, 6, 
8, 10, 11, 12, 14, 16, 18, and 20 of the central building are extracted as ‘measurement’ 
for the identification. 
From a substructuring point of view, the central building can be seen as a substructure 
of the whole system.  The effect of coupling between the buildings through link 
bridges on the central building is regarded as two coupling forces that apply to the 
corresponding levels of 4 and 12 of the central building as Figure 2.4(b), where 1F  and 





Link bridge 1 
Link bridge 2 
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2F  represent the coupling forces from the adjacent buildings.  It is assumed that these 
forces can be measured and are treated as input forces in substructural identification. 
Both SSI and PSI strategies are studied for the identification of stiffness and damping 
ratio values of the central building.  For SSI, this structure is divided into two 
substructures: [ ]1 11 20S = − , (i.e. the 11th to 20th storeys inclusive) and [ ]2 1 10S = − .  
Likewise for PSI, the same substructure 1 ( )1S  is first defined, and then the domain of 
1S  is expanded from level 10 down to level 1 to become substructure 2, [ ]2 1 20S = − .  
Note that for PSI, the identified values of 1S  is carried forward to 2S  and treated as 
known values. 
As the main interest of this study is in obtaining the identified stiffness values, the 
results presented in Table 2.2 compare the absolute mean with the absolute maximum 
errors in identified stiffness.  As an illustration, the stiffness identification results for 
the worst case of 10% noise using the SSI strategy are shown in Figure 2.5. 
Table 2.2. Absolute error in identified stiffness of 20-DOF known-mass system. 
Noise level (%) Mean error (%)  Maximum error (%) CSI SSI PSI  CSI SSI PSI 
0 0.04 0.01 0.01  0.09 0.03 0.03 
5 0.72 0.57 0.69  2.98 1.93 1.92 
10 1.56 1.01 1.21  4.40 2.44 2.97 
 
The identified results in Table 2.2 demonstrate the correctness of the proposed 
strategies with almost no error in the noise-free case.  For the cases of 5% and 10% 
noise, the identified results from the SSI and PSI strategies are very good.  With 
limited measurements contaminated by 10% noise, the mean error of less than 1.5% 
and the maximum error of less than 3% of identification results is a remarkable 
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achievement.  Besides, this confirms that the low-frequency component of interface 
force due to measurement noise virtually does not affect the accuracy of substructural 
identification as discussed in the previous section. 
As seen in Table 2.2, the results of SSI and PSI strategies are better than those of CSI 
strategy.  The maximum error of the identification results under 10% noise for the CSI 
is 4.4%, but reduces to 2.44% and 2.97% for the SSI and PSI, respectively.  
Correspondingly, the mean error reduces from 1.56% to 1.01% and 1.21%.  
Furthermore, the computational times for SSI (224 min.) and PSI (241 min.) are less 
than that for CSI (276 min.).  Although the proposed strategies somewhat improve the 
accuracy of identified results, for such a small and known-mass structure system, the 
advantages of subtructural identification are not fully explored. 
2.2.2 Identification of 100-DOF Unknown-Mass System 
While many substructural identification studies deal with identification of stiffness 


























Figure 2.5. The ratio of identified stiffness to exact stiffness based on signals with 10% noise 
for the central building in the three-shear building system using the SSI strategy. 
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stiffness and damping but also mass parameters simultaneously in a much larger 
structure.  In this regard, many time domain methods based on state-space formulation 
and frequency domain methods are not applicable (Koh et al. 1991; Yun and Bahng 
2000).  Therefore, the focus of this section is on assessing the capability of the SSI 
strategy to identify large structural system with unknown mass information. 
Next, a larger structural system of 100-DOFs  is identified.  Its structural properties are 
5
1 30 15 10m m− = ×  kg, 531 60 12 10m m− = ×  kg, 561 100 8 10m m− = ×  kg, 
5
1 30 16 10k k− = ×  kN/m, 531 60 12 10k k− = ×  kN/m, and 561 100 9 10k k− = ×  kN/m.  The 
natural periods of the first two modes are 10.5 and 4.1 s.  Rayleigh damping is 
assumed with a damping ratio of 2 % for the first two modes.  Two excitation forces 
are applied at the 3rd and 8th nodes of every 10 levels.  To obtain the ‘measurement’ 
acceleration, the response of the building is simulated using a time step of 0.001 s.  Six 
accelerations at the 1st, 3rd, 5th, 6th, 8th and 10th nodes of every 10 storeys (60 % of 
DOFs) are extracted for use in the identification.  For SSI, the complete structure is 
divided into 20 substructures: [ ]1 100 96S = − , [ ]2 96 91S = − ,… [ ]20 6 1S = − .  For PSI, 
the identification is executed in 20 stages: [ ]1 100 96S = − , [ ]2 100 91S = − , 
… [ ]20 100 1S = − .  Note that the number of degrees of freedom of each substructures 
here (5 DOFs) is smaller than that of substructures in the previous known-mass 
system; thus the number of generations in GA used for this system is also smaller than 
that for the previous system. 
The absolute errors of identified stiffness and mass values are summarized in terms of 
their mean and maximum values in Table 2.3 and Table 2.4, respectively.  For the 
proposed SSI and PSI strategies, the identified results are excellent.  The accurate 
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identification results can be achieved in the noise-free case.  To be able to identify 
such a large structure with incomplete measurement and to achieve mean error of less 
than 3% under 10% noise is a remarkable feat, which, to the knowledge of the authors, 
has not been reported thus far.  Indeed, compared to the best results obtained from the 
previous SSI methods that could identify a structural system of 50-DOFs under 5% 
noise in recent studies (Koh et al. 2003), the results achieved from the proposed SSI 
strategy are much better, despite a double larger system of 100 DOFs to be identified.  
Furthermore, the results again confirm that the effect of the low-frequency component 
of interface force on the identification of a substructure could be negligible. 
Table 2.3. Absolute error in identified stiffness of 100-DOF unknown-mass system. 
Noise level (%) Mean error (%)  Maximum error (%) CSI SSI PSI  CSI SSI PSI 
0 4.80 0.00  0.02  13.15 0.07 0.13 
5 5.76 0.95 0.89 
(5.10) 
 15.59 2.99 2.81 
10 6.91 2.97 2.48  17.99 9.75 7.36 
Note: The value in parentheses is the mean absolute error of the identification result of 50-
DOF unknown mass system under 5% noise in the recent study (Koh et al. 2003). 
 
Table 2.4. Absolute error in identified mass of 100-DOF unknown-mass system. 
Noise level (%) Mean error (%)  Maximum error (%) CSI SSI PSI  CSI SSI PSI 
0 3.36 0.00 0.01  14.67 0.07 0.07 
5 3.79 0.81 0.86 
(5.00) 
 13.69 3.91 2.71 
10 4.71 2.50 2.55  14.45 8.24 6.73 
Note: The value in parentheses is the mean absolute error of the identification result of 50-
DOF unknown mass system under 5% noise in the recent study (Koh et al. 2003). 
 
As an illustration, the identified mass and stiffness results achieved by CSI and SSI are 
expressed as the ratio of identified to exact values in Figure 2.6.  Note that for a large 
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and unknown mass structural system, SSI and PSI yield much better results than CSI.  
In the stiffness identification, the mean error of identified results under 10 % noise for 
CSI is about 6.91 %, but reduces to 2.97 % and 2.48% for SSI and PSI, respectively.  
Correspondingly, the maximum absolute error also greatly reduces from 17.99 % to 
9.75 % and 7.36%.  Likewise, in the mass identification, there is a significant 
improvement with reduction in the mean error from 4.71 % for CSI to 2.55% for PSI 
and correspondingly in the maximum error from 14.45 % to 6.73 %.  Furthermore, the 















































Figure 2.6. The ratio of (a) identified stiffness to exact stiffness and (b) identified mass to 
exact mass based on signals with 10% noise in the 100-DOF structural system. 
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of 27% for SSI and 2% for PSI as compared to CSI (380min. on a duo core 2, 3GHz 
PC). ).  As compared to the computational time in the previous structure of 20 DOFs, it 
is concluded that the larger structures are to be identified, the more efficiency the SSI 
strategy achieves. 
2.3 Experimental Studies 
The numerical simulation results presented in the previous section are very 
encouraging.  Nevertheless, it is important that the strategy be examined using a real 
environment.  For this purpose, a 10-storey steel frame with a total height of 2.0 m and 
a plan of 0.2×0.4 m was fabricated and experimentally tested.  The frame was designed 
with 6 flexible columns (rectangular section of 0.0045×0.025 m) and relatively stiff 
beams (square hollow sections of 0.025×0.025×0.003 m) as shown in Figure 2.7 and it 
was fabricated as shown in Figure 2.8.  Combined by the symmetry of the structure 
and loading, this reduces the significant motion to a single translation at each level, 
producing a shear building behavior.  Besides, the mass of a beam system at each level 
is much heavier than that of total six columns between two adjacent levels.  Thus, the 
use of lumped mass formulation for the equation of motion is fully justified.  The 
density of the steel used is approximately 7540 kg/m3.  The lumped mass of each level 
was approximately calculated based on the member sizes.  The mass values for levels 
1 to 9 and level 10 are 3.25 kg and 3.00 kg, respectively. 
The gap between the analytical model and the real model is inevitable.  The limitation 
of accuracy in the analytical model may arise due to modeling errors posed by the 
geometric complexity, inappropriate assumption of boundary, continuity condition and 
other factors which affect the stiffness of the structure (Raphael and Smith 2003; 
Catbas et al. 2007).  Therefore, in order to verify the identification results from the 
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proposed SSI strategy based on dynamic measurements, the actual storey stiffness 
values are measured by a static test and are used as a benchmark for comparison. 
2.3.1 Static Test 
The static test was conducted to estimate of the as-built stiffness of the frame structure.  
The model was mounted horizontally to a rigid vertical support to facilitate applying 
force at each level by hanging weight along the model using hooks as shown in Figure 
2.9.  The displacement at each level was measured using displacement transducer and 
was recorded using a signal acquisition system (data logger).  To compute the stiffness 
value for each level, the difference of displacement between two adjacent levels is 
measured.  Therefore, four displacement transducers were located at two adjacent 
levels with one transducer at each side of each level.  The measurements at the either 
sides allowed for an observation of possible torsional coupling.  The average 




= Δ  (2.8) 
where iK  is the stiffness of storey i .  W  is the applied weight and xΔ  is the 
difference of displacement between level i  and level 1i − . 
The most important point in the static test conducted here is that in order to achieve 
reliable measured stiffness values, the applied weight has to be sufficiently heavy so 
that the value of displacement difference between two adjacent levels is large enough 
compared to noise value.  To accomplish this, the weight is incrementally applied until 
the measured stiffness values converge; that is, at the sufficient weight level if we 
continue putting additional weight, the measured stiffness values still do not change.





   
 
Figure 2.7. The design of a 10-storey steel frame for the experimental study.  Note that the 
three cross sections are drawn in different scales. 
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In this experiment, four different weights of 10, 20, 30 and 35 kg were sequentially 
applied for each level.  The weight was first applied at storey 10 and the displacements 
were measured at the storeys 9 and 10.  The procedure is then repeated for the 
remaining storeys by shifting the whole system of the applied weights and the 
transducers inwards up to level 1.  The stiffness values of each storey for four weight 
levels were computed and presented in Figure 2.10. 
Figure 2.10 shows that for weights from 20 to 35 kg, the stiffness values at all storeys 
are very consistent while for the weight of 10 kg, the stiffness values have a small 





Figure 2.8. A 10-storey steel frame fabricated for the experimental study. 
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already converge when the applied weight is heavier than 20 kg.  The average stiffness 
results from the weights of 20 to 35 kg are presented in Table 2.5 and used as 
benchmark values for comparing with identified values obtained from dynamic test, 
which will be described in the following sections. 
2.3.2 Impact Test 
In order to determine the natural frequency of the frame structure, impact tests were 
carried out.  The structure was hammered at the 10th level and the acceleration 
response signals were measured at all levels using accelerometers and were recorded 
by a 16-channel digital oscilloscope at a sampling rate of 2000 samples per second 
(S/s).  A signal of 4096 data points (about 2 s) at level 10 in the time domain was 




Data acquisition Weight 
Displacement 
transducer 
Figure 2.9. The static test set-up. 
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(FFT).  The natural frequencies are observed from the plot of the power spectrum.  An 
example of the plot is shown in Figure 2.11 for the case of an impact at level 10 and 
acceleration measurement at level 10.  It is observed that the same frequencies were 
obtained for measurements at other levels and for other impact locating. 
Table 2.5. Measured storey stiffness values from static test in the experimental study. 
































Weight: 10 kg Weight: 20 kg
Weight: 30 kg Weight: 35 kg
 
Figure 2.10. Stiffness values of the steel frame measured from different weight (loads) levels 
applied in the static test. 
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To examine the natural frequencies measured from impact test, they are compared with 
the frequencies that are computed based on the stiffness values from the static tests and 
the lumped mass values from the calculation in Section 2.3.  Figure 2.12 shows that 
the results from the both tests match very well, particularly in the lower modes.  
Moreover, this good agreement helps to confirm the accuracy of the as-built stiffness 
measured in the static tests. 
2.3.3 Dynamic Test 
The dynamic test system set-up in laboratory is shown in Figure 2.13 and Figure 2.14.  
The force generated by the shaker vertically acts on the structure by a connection rod 
at the 10th storey, as shown in Figure 2.15.  Excitation forces are input into signal 
generator (Signametrics function/pulse generator, model SM-1020).  The signal is then 
passed through a power amplifier in order to produce sufficient power for the 
electromagnetic shaker (Labworks ET-126B).  The force is measured by an ICP 
(Integrated Circuit Piezoelectric) force sensor (PCB-208C02) with a sensitivity of 
49.59 mV/lbf. 
0 20 40 60 80 100 120 140
Frequency (Hz)
Figure 2.11. The power spectrum of a response at level 10 due to impact at level 10. 
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In order to create an excitation force with broad frequency band and smoothness for 
input into the signal generator, a random data signal at a time step of 0.004 s are first 
generated.  The signal is then smoothed by converting it into a time step of 0.0001 s 
using linear interpolation as well as the backward and forward extensions of 
neighboring points (Perry 2006).  To obtain reliable identification results, four 
different force inputs labeled as A-D are generated for 1000 data points, representing a 
time interval of 0.1 s.  The measurement of these applied force time histories are 


















Impact test Static test
 
Figure 2.12. Comparison of frequencies measured from the impact test with frequencies 
computed based on stiffness values from the static test.  
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The response of the structure is measured using 10 ICP accelerometers mounted at top 
of each level.  The accelerometers used are described in Table 2.6 and are attached to 
the structure by threaded connections to nuts mounted on the structure using epoxy as 
shown in Figure 2.17.  The signals from the force sensor and the accelerometers are 
passed through signal conditioners and are recorded using a 16-channel digital 
oscilloscope (Yokogawa-DL716E) at a sampling rate of 10,000 points/s.  Although the 
highest frequency frame corresponding to the 10th mode is 115.23 Hz, the high 
sampling frequency allows for a better representation of the excitation, allowing for a 
more accurate simulation of the response during identification.  This fact is particularly 
more important as the frequencies of a substructure are often higher than those of a 
complete structure, and the accuracy of interface acceleration affects the identification 
results of a substructure. 
 
































































Figure 2.16. Time histories of measured forces applied on the steel frame in the experiment.




Table 2.6. Accelerometer specification. 
Level Range (g) Sensitivity (mV/g) Frequency range (Hz) 
1 ±10 520.30 1 - 3000 
2 ±50 99.60 1 – 2000 
3 ±50 100.90 1 – 2000 
4 ±10 522.00 1 – 3000 
5 ±50 101.10 1 – 2000 
6 ±10 505.50 1 – 3000 
7 ±10 494.00 1 – 3000 
8 ±50 99.10 1 – 2000 
9 ±10 489.00 1 – 3000 
10 ±10 513.40 1 - 3000 
 
One thousand data points, starting from just before the application of force, are 
extracted for input to the identification strategy.  The data are processed by removing 
any mean offset that may exist in the raw data.  For this purpose, a sample of 1000 data 
points immediately preceding the application of force is used.  It should be noted that 
 
Figure 2.17. An accelerometer connected to the upper plane of the steel frame. 
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this is the only form of signal processing used in this study.  The noise level in the 
signal is estimated from this pre-event portion of the record by determining the ratio of 
the standard deviation of the pre-event portion to that of the 1000 points used in the 
identification.  The ratio indicates that the noise level ranges from 1 to 5% in all 
signals. 
2.3.4 Identification with Complete Measurement 
Identification is first carried out using complete measurement of I/O data.  The 
identification is carried out using 1000 data points at a time step of 0.0001s.  The 
structural model used for identification is a shear building model with Rayleigh 
damping.  In all case the search limits are set as 300-600 kN/m for all stiffness 
parameters, 2.5-3.5 kg for all mass parameters, and 0-4 and 0-0.0002 for two damping 
parameters (α  and β ), respectively.  Identification of unknown-mass systems is much 
more difficult compared to systems where mass is known.  Thus, in order to get 
reliable results, the identification procedure was carried out five times for each of the 
four different input forces and the average of identified parameters is presented.  From 
the viewpoint of the ability of independent identification and zooming in, it is 
preferable to using SSI over PSI strategy.  The GA parameters used for identification 
are presented in Table 2.7. 
Table 2.7. GA parameters used for identification in the experiment. 
Population Size 250 × 3 
Runs 5/25 
Generations 300 
Crossover rate 0.4 
Mutation rate 0.2 
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To assess the performance and applicability of the proposed strategy for various 
substructures, three different kinds of substructures, as shown in Figure 2.18, are 
studied.  In substructure 1, [ ]1 1 3S = −  and substructure 2, [ ]2 3 8S = −  no excitation 
force is applied, whereas in substructure 3, [ ]3 9 10S = −  a dynamic force is applied at 
storey 10.  The CSI strategy is also adopted to identify all structural parameters of this 
frame and its results are compared with those of the SSI.  The identified stiffness 
results based on dynamic acceleration measurement are compared with the measured 
values based on the static test in Table 2.8.  The corresponding error is computed by 
using the measured stiffness values in the static test as the baseline.  Likewise, the 
identified mass results of SSI and CSI are shown in Table 2.9.  This table also presents 
the corresponding error by considering the calculated mass as the baseline.  The 
computational times for SSI and CSI are approximately 90 minutes for analysis 
conducted on a duo core 2, 3GHz PC. 
The identified results from the SSI strategy are very good.  To be able to identify the 
structural stiffness with unknown mass in a real system, and achieve mean error of less 
Figure 2.18. Three substructures (S1 - S3) to be identified for a ten-storey steel frame. 
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than 6 % and maximum error of less than 9 % for different substructures is a notable 
accomplishment.  These good results also highlight the importance of obtaining good 
test data and using an appropriate numerical model for the structure, i.e. the small 
difference between the physical model and the numerical model.  Moreover, an 
important point to note here is the achievement of good results in the substructures 1 
and 2 with no applied force.  This confirms that the SSI strategy can be advantageously 
employed as output-only identification for a substructure.   
From the viewpoint of structural identification, structural parts near the boundary (or 
support) and far away from an excitation source is often very difficult to identify 
accurately.  This is attributed to the difficulty in the modeling the boundary condition 
by an appropriate numerical model.  Besides, the information from vibration responses 
in these parts is less dominant compared to other parts in the structure.  Therefore, the 
identification results of these parts are less accurate if the whole structure is identified 
at one go. 
Table 2.8 clearly shows that for the CSI strategy, an error of more than 29 % at level 1 
is much greater than that at the other level.  The proposed SSI strategy can effectively 
deal with this challenge by treating the boundary as an interface DOF of the 
substructure 1 ( 1S ).  In addition, all the measured responses within the substructure 
have roughly the same contribution to the fitness value that plays a crucial role in the 
GA-based identification procedure.  As a result, the stiffness of level 1 in substructure 
1 is identified with reasonably good accuracy (maximum error about 8 %).  The results 
in Table 2.8 clearly demonstrate that the SSI strategy gives much better results than the 
CSI strategy does.  The maximum error significantly reduces from 29.75 % for CSI to 
8.76 % for SSI.  The corresponding reduction of mean error is from 12.48 to 5.72 %.  
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A graphical comparison of the identification results for stiffness values is shown in 
Figure 2.19. 
Table 2.8. Identified storey stiffness values and corresponding errors of substructures 1 to 3 
with complete measurements in the experimental study. 
Substructure Storey 
















1 1 472.78 332.15 29.75 434.50 8.10 
 2 424.38 409.64 3.47 435.33 2.58 
 3 439.60 408.73 7.02 416.44 5.27 
2 3 439.60 408.73 7.02 410.19 6.69 
 4 450.89 396.84 11.99 426.59 5.39 
 5 425.70 368.95 13.33 394.71 7.28 
 6 414.48 358.35 13.54 398.21 3.92 
 7 399.15 340.69 14.65 382.75 4.11 
 8 408.40 347.97 14.80 398.48 2.43 
 9 408.95 364.49 10.87 374.79 8.35 
3 9 408.95 364.49 10.87 373.11 8.76 
 10 431.03 397.46 7.79 397.86 7.70 
Mean absolute error  12.48  5.72 
Maximum absolute error  29.75  8.76 
Table 2.9. Calculated and identified lumped mass results (kg) of the 10-storey steel frame with 
complete measurements in the experimental study. 















1 3.25 2.50 23.08 3.27 0.08 
2 3.25 3.37 3.65 3.35 2.24 
3 3.25 3.12 3.94 2.88 12.43 
4 3.25 3.13 3.77 3.36 4.84 
5 3.25 2.93 9.93 3.18 3.82 
6 3.25 2.84 12.60 3.30 0.69 
7 3.25 2.76 15.16 3.08 5.49 
8 3.25 2.78 14.42 2.86 12.63 
9 3.25 2.77 14.77 2.91 10.42 
10 3.00  2.96 1.21 2.90 4.58 
Mean absolute error  10.25  5.72 
Maximum absolute error  23.08  12.63 
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To assess the consistency and reliability of identification results, the stiffness of 
overlap storey 3 between substructures 1 and 2, and of overlap storey 9 between 
substructures 2 and 3 are considered.  As seen in Table 2.8, for storey 3 the identified 
stiffness value of 416.44 kN/m in substructure 1 is almost the same as that of 410.19 
kN/m in substructure 2.  Likewise, for storey 9, the identified stiffness values of 
374.79 kN/m in substructure 2 is almost equal to that of 373.11 kN/m in substructure 
3.  Therefore, it is evident that the proposed SSI strategy can achieve relatively 
consistent identification results based on different substructures. 
2.3.5 Identification with Incomplete Measurement 
The robustness of the proposed strategy is studied through the identification of  
substructure 2 with incomplete acceleration measurement.  All the parameters are 
considered to be same as those in the previous complete measurement case, except that 
the search range for stiffness parameters is set as 350-600 kN/m instead.  To ensure a 
fair comparison, this range is also applied to the CSI strategy to identify structural 
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Figure 2.19. Identified stiffness values in the experimental study. 
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available sensors are conducted.  For the case of 7 sensors, the acceleration responses 
at levels 2, 3, 4, 6, 7, 8, and 9 are used for identification while for the case of 4 sensors, 
only the responses at levels 2, 4, 8 and 9 are employed.  The identified stiffness results 
of the SSI strategy in the both cases are compared with those of the CSI strategy that 
uses complete measurement as shown in Table 2.10.  
The identified stiffness results of the SSI strategy are excellent.  In view of the 
presence of inevitable experimental and numerical errors, the ability to identify a 
substructure with only using 4 sensors (half of 8 sensors used in complete 
measurement case), and to achieve a mean error of less than 4% is a notable 
accomplishment.  The robustness of the proposed SSI strategy is demonstrated by 
comparing the identification results with those obtained from the CSI strategy based on 
complete measurement.  A significant reduction in mean error is from 12.31% for CSI 
using 8 sensors to 3.28% and 3.95% for SSI using 7 and 4 sensors, respectively.  This 
indicates the fact that SSI strategy not only improves the accuracy of identification 
results, but also requires a fewer number of sensors available for its efficient 
performance. 
Table 2.10. Absolute identification error (%) of stiffness values of substructure 2 with 
incomplete measurements in the experimental study. 
Storey 
CSI  SSI 
Complete measurement  Incomplete measurement  
10 sensors  7 sensors 4 sensors 
3 7.02  5.16 6.91 
4 11.99  0.81 1.92 
5 13.33  3.23 5.62 
6 13.54  2.26 2.59 
7 14.65  2.46 0.90 
8 14.80  0.78 1.91 
9 10.87  8.25 7.83 
Mean error 12.31  3.28 3.95 
Maximum error 14.80  8.25 7.83 




2.4 Chapter Summary 
An evolutionary divide-and-conquer strategy has been presented to identify unknown 
physical parameters of large structural systems.  By judiciously combining two 
complementary methods from the divide-and-conquer approach and a recently 
improved GA, the proposed strategy can accurately identify not only stiffness and 
damping but also mass parameters for a large structure from incomplete and noise-
contaminated measurements.  Furthermore, to enhance the accuracy of identification 
results, the proposed divide-and-conquer strategy directly uses acceleration responses 
to appropriately account for the interaction effect at the interface DOFs of a 
substructure, instead of relative accelerations as having used in the previous studies.  
The proposed strategy is validated by both numerical simulations and experimental 
model tests. 
The numerical results for a seismically excited 20-storey shear building within a 
system of three coupled buildings, are outstanding.  Moreover, the robustness of the 
proposed strategy is examined on a larger structural system of 100 DOFs with 
unknown-mass information (involving 202 unknowns).  The identified mass and 
stiffness results are relatively accurate with mean error of less than 3% based on 
incomplete acceleration signals contaminated with 10% noise.  The identified results 
have shown that the proposed strategies directly using acceleration responses to 
account for the interaction effect at the interface DOFs yield more accurate 
identification results than those using relative acceleration responses. 
The experimental study to identify the stiffness of a 10-storey laboratory model using 
various substructures further substantiates the viability of the proposed strategy.  When 
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the acceleration responses are measured at all storeys, in spite of experimental noise, 
very good results are achieved for all substructures with mean error of less than 6% 
and maximum error of less than 9%.  It is worthwhile to highlight here that with 
incomplete response measurement, the proposed strategy is able to identify a 
substructure with no force applied.  To identify a 7-storey substructure using only 4 
sensors, and to achieve a very good result with mean error of less than 4% is a notable 
achievement.  From the identification viewpoint, the ability to identify structural 
parameters accurately with incomplete and contaminated-noise measurement in both 
numerical and experimental studies is indeed remarkable. 
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Chapter 3 Output-only Substructural Identification  
In the previous chapter, the substructural identification strategy has successfully 
identified the structural parameters of large structures with relatively accurate results 
based on input (load) and output (response) information.  From the practical point of 
view, however, measuring all input force information during actual vibrations of 
events such as earthquakes, winds, micro-seismic tremors and waves may not always 
be feasible.  Therefore, the task becomes much more challenging if not all input forces 
can be measured and only output responses at certain locations are available.  To this 
end, it would be useful to develop a substructural identification strategy that is able to 
identify structural parameters based on output responses only. 
The SSI strategy in the previous chapter is adapted to identify the stiffness and 
damping parameters of a substructure where only acceleration response information is 
available.  Hence, this adapted strategy is named “output-only” substructural 
identification strategy.  A key advantage of this strategy is its ability to simultaneously 
indentify structural parameters and input excitation force within a substructure.  This is 
done ingeniously by adopting a predictor-corrector algorithm to correct the output 
response of internal (within substructure) accelerations, velocities and displacements 
that are predicted using numerical integration.  Instead of using the predicted (or 
measured) internal response, the corrected response are adopted in the numerical 
integration to predict the response in the next time step, resulting in reducing the 
accumulation of errors due to measurement noise.  The performance of the proposed 
strategy is demonstrated in two numerical studies and is further substantiated by an 
experimental study on the steel frame model as described in the previous chapter. 
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3.1 Output-only Substructural Identification Strategy 
This chapter presents a strategy that is able to simultaneously identify structural 
parameters and input forces of a substructure.  The aim is to identify the stiffness 
parameters of each substructure using only acceleration measurements within the 
substructure concerned.  Thus, this strategy can be referred to as output-only 
substructural identification.  The structure may be excited by a combination of known 
and unknown dynamic forces (input).  It is assumed that the structure is initially at rest; 
the force locations within a substructure are known; the mass of a substructure is 
known and damping is of Rayleigh proportional type with unknown damping 
parameters.  The force time history at each location is identified along with the 
structural parameters.  In order to estimate the force time history within each 
substructure, accelerations need to be measured at the DOF(s) where the unknown 
force is applied and at the adjacent DOFs directly connected to that DOF(s).  For 
example, to estimate the force at level 4 in the central building as shown in Figure 2.4, 
the measurement is required at least the levels 3, 4 and 5.  Other DOFs may or may not 
be measured depending on the availability of sensors.  Note that the unknown forces 
outside the substructure of interest may not need to be identified. 
The procedure of identifying for each substructure is similar to the previous chapter, 
except that the force used in the simulations is not directly input from measured data 
but instead, is computed in order to simulate structural response to proceed.  The 
layout of output-only substructural identification for a substructure is presented in 
Figure 3.1.  Having selected a substructure, similar to the SSI strategy in Chapter 2, 
first a set of trial values is randomly initiated for unknown structural parameters (i.e. 
stiffness and damping parameters) for the substructure.  These values are used in 
conjunction with interface responses (Equations (2.5a,b)) to compute interface force 
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jP  using Equation (2.4).  It is noted that this set contains only the trial values for 
unknown structural parameters of a substructure to be identified and does not include 
any parameters related to the unknown force.  Therefore, the force is not a variable to 
be directly identified by SSRM but instead, is treated as unknown component that is 
computed based on enforcing the dynamic equations at each time step as 
 1 1 1 1 1 1un k k k k k kn ki ii i ii i ii i j i
+ + + + + += + + − −P M u C u K u P P&& &  (3.1) 
where 1un ki
+P  and 1kn ki
+P  are the unknown and known force vectors of internal forces at 
the time step 1k + .  Other notations are the same as in Chapter 2. 
Figure 3.1. A layout of identification for a substructure using output acceleration response 
only. 
Output results Start 
Randomly initial guess for unknown 
parameters of a substructure 
Predict internal 1uki +&  & 1uki +  based 
on internal measured 1uki +&&  
(Eq. 3.2a, b) 






Correct internal 1uki +&& , 1uki +&  & 1uki +  
based on 1uk ki +P , 1kn ki +P  and 1Pkj + .  
using Newmark method 









Compute interface 1ukj+&  & 1ukj+  
based on interface measured 1ukj+&&  
→ interface force 1Pkj +  
(Eq. 2.4 & 2.5a, b) 1k k= +
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The procedure of computing the force and simulating the response may be thought of 
as a predictor-corrector algorithm.  In the predictor phase, as the structure is initially at 
rest, the initial displacement, velocity and acceleration at internal and interface DOFs 
at the first time step 0k =  ( )0 0 0, ,u u u& &&  are set to be zero.  Then, internal velocities 
1u   ki
+&  and displacements 1uki +  at the measured DOFs at time step 1k +  are predicted 
from the measured internal accelerations at time step 1k +  and ‘corrected’ (revised) 
internal responses (computed in the corrector phase of the previous time step k ) using 
the following equations 
 ( ) ( )1 1 1 1;2 2k k k k k k k ki i i i i i i it t+ + + +Δ Δ +u    = u  + u +u u  =  u  + u u& & && && & &  (3.2a, b) 
The unknown internal force un iP  is then estimated from measured internal acceleration 
and predicted internal velocity and displacement, known interface force Pj  (as 
discussed in Chapter 2), and known internal force kn iP  (if any) using Equation (3.1).  
The aim of estimating the internal forces is to ‘correct’ the predicted responses at the 
measured DOFs. 
Note that at the predictor phase, the dynamic equilibrium is only established at the 
measured DOFs with applied forces.  In order to maintain the dynamic equilibrium at 
all the other DOFs at time step 1k + , based on the estimated internal forces, the 
dynamic analysis is carried out to recompute the response by using a Newmark’s 
constant acceleration integration method.  This step can be understood as a corrector 
phase.  In this phase, the measured and predicted internal responses at all the measured 
DOFs, except for those at the DOFs with applied forces, are corrected (or revised).  
The corrected responses are first stored to compute the fitness value in GA procedure, 
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and are then passed on to predict the response of the next time step.  The process is 
repeated until the time step reaches the data length of time history. 
The highlight of the proposed output-only SSI strategy here is the corrector phase.  
This phase corrects the predicted response at the measured DOFs to make sure the 
dynamic equilibrium at the end of each time step, resulting in corrected estimate of 
internal response.  The corrected internal responses play a dual role: to predict the 
response at the next time step and to compute fitness values in GA.  By using the 
corrected response to predict the response as in Equations (3.2a, b), the possible 
accumulation of error in these numerical integrations is significantly reduced, thereby 
improving the accuracy of the estimated internal forces.  Besides, the corrected 
acceleration is employed as a simulation response for comparison with the measured 
internal acceleration in the fitness function, in order to enable GA to find out the better 
soluti 
3.2 Numerical Studies 
As in the previous chapter, the performance of the proposed strategy is demonstrated 
on the same two structural systems: a seismically excited system of thee shear 
buildings connected by two link bridges and a large structural system of 100-storey 
shear building.  However, due to the specific requirement, there are some changes in 
the locations of response measurements and applied forces as discussed in the 
corresponding systems.  The GA parameters are also similar to those used in the 
previous chapter.  As before, the search ranges of all stiffness and damping parameters 
for the following numerical examples are also set as half to double the exact values.  
The identification is considered in the presence of 0, 5, and 10% noise.  For each case, 
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the identification is repeated 5 times and the average results reported.  In all case, the 
stiffness and damping parameters and the forces are identified. 
In addition, to assess the effectiveness of the output-only substructural identification, 
the identified results in all the case studies below are compared to those obtained from 
output-only structural identification (Perry and Koh 2008) that identifies the structure 
as a whole without substructuring. 
3.2.1 Identification of 20-DOF System without Input Forces 
In order to test the performance of the proposed strategy, a system of three shear 
buildings, as studied in Chapter 2, connected by two link bridges at levels 4 and 12 
subjected to the North-southern component of the 1940 El Centro earthquake is also 
examined in this section.  Since the need of responses at the force location as well as at 
the adjacent DOFs to estimate force time histories, the accelerations at levels 0 
(ground), 1, 3, 4, 5, 7, 9, 10, 11, 12, 13, 16, 18, 20 of the central building are measured.  
When considering a central building only, we have to account for the coupling forces 
between buildings.  In Chapter 2, it is assumed that these forces are measured, but this 
is really a challenging task during the earthquake occurrence.  Using the proposed 
strategy, the central building and these coupling forces can be identified without any 
information of the other two buildings as shown in Figure 2.4(b), where 1F  and 2F  
represent the unknown coupling forces from the adjacent  buildings.  The structure is 
divided in the same way in Chapter 2 with two substructures [ ]1 11 20S = − , (i.e. the 
11th to 20th storey inclusive) and [ ]2 1 10S = − . 
As the key interest here is in the identified stiffness, a comparison of results of CSI and 
SSI strategies are presented in Table 3.1 in term of the absolute mean and maximum 
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errors of the identified stiffness.  As a further illustration, the ratio of identified to 
exact stiffness in the worst case of 10% noise using the output only SSI strategy are 
shown in Figure 3.2. 
Table 3.1. Absolute error in identified stiffness of 20-DOF system using only output 
acceleration responses. 
Noise level (%) Mean error (%)  Maximum error (%) CSI SSI  CSI SSI 
0 0.03 0.00  0.07 0.01 
5 0.66 0.62  2.39 1.80 
10 1.30 1.28  4.47 3.44 
 
In the absence of noise, the identified result is accurately achieved with almost no 
error.  The result proves the correctness of the proposed strategy.  In the presence of 
5% and 10% noise, the mean errors are less than 1% and 2%, respectively.  From the 
viewpoint of identification with no input force information, the ability to identify a 
substructure using incomplete and noisy acceleration measurement with such small 
errors is indeed a noteworthy accomplishment.  Besides using substructure to reduce 
the number of unknowns to enhance the convergence, the good identification results 
can be partly attributed to the fact that, by treating the force as unknown (instead of 
measuring it), the effect of noise in force measurement is avoided.  It is also important 
to note that the identification is successfully achieved without involving the other parts 
of the structure and completely independent of the size and complexity of the entire 
structure. 
Comparing the mean and maximum errors of CSI and SSI strategies in Table 3.1, it is 
observed that although the SSI gives better results than CSI does, the effectiveness of 
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SSI is not fully demonstrated for this structure of only 20 DOFs.  The next section will 
test the proposed strategy on a much larger structure of 100 DOFs. 
3.2.2 Identification of 100-DOF System without Input Forces 
In order to assess the effectiveness of the output-only substructural identification on 
large structures, the 100-DOFs structural system presented in Chapter 2 is examined.  
However, due to the specific requirement of measuring responses to predict force time 
histories as discussed in Section 3.1, the force location and response measurements are 
adjusted.  For every 10 levels, a force is applied at the respective 5th level and six 
accelerations are taken at the respective 2nd, 4th, 5th, 6th, 8th, 10th levels.  The structure is 
identified in 10 substructures: [ ]1 91 100S = − , [ ]2 81 90S = − , [ ]3 71 80S = − , 
[ ]4 61 70S = − , [ ]5 51 60S = − , [ ]6 41 50S = − , [ ]7 31 40S = − , [ ]8 21 30S = − , 


























Figure 3.2. The ratio of identified stiffness to exact stiffness of the central building of a three 
shear building system based on signals with 10% noise using the output-only SSI strategy. 




Table 3.2. Absolute error in identified stiffness of 100-DOF system using only output 
acceleration responses. 
Noise level (%) Mean error (%)  Maximum error (%) CSI SSI  CSI SSI 
0 0.16 0.04  2.00 0.43 
5 1.20 1.00  7.92 3.90 
10 2.51 1.97  17.28 7.75 
 
A comparison of the mean and maximum errors of identified stiffness results using 
CSI and SSI based on only acceleration responses are presented in Table 3.2.  The 
ratio of identified stiffness to exact stiffness obtained by CSI and SSI is also shown in 


























Figure 3.3. The ratio of identified stiffness to exact stiffness of the 100-DOF structural 
system based on incomplete measurement accelerations with 10% noise using the output-














































































Figure 3.4. Examples of actual forces (heavy line) and identified forces (light line) at levels 5, 
25, 55 and 95 in substructures 1, 2, 5 and 10, respectively, under 10% noise. 
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The effectiveness of output-only SSI strategy is illustrated through the identification of 
large structures under measurement noise condition.  Indeed, for the case of 10% 
noise, the SSI strategy gives better results than the CSI strategy.  The maximum 
absolute error is 7.75% for SSI, significantly less than 17.28% for CSI.  The 
improvement in identification accuracy is also clearly observed in Figure 3.3.  To the 
writer’s knowledge, structural identification of such a large system using only output 
acceleration responses has not been reported thus far.  Besides, the efficiency of the 
proposed output-only SSI strategy is demonstrated by 61% saving in computational 
time as compared to CSI (337 mins), run on a duo core 2, 3GHz PC. 
In addition to identifying the structural properties, the output-only SSI strategy can 
identify internal input forces.  It is observed that the identified forces under 0% noise 
perfectly match the actual forces and thus are not to be presented here.  Instead, Figure 
3.4 shows an example of four identified forces compared with the actual force for a 
case of 10% noise in measurement signals.  The figure shows that even with limited 
and contaminated measurement data, the proposed strategy can reproduce accurate 
input forces accurately.  
3.3 Experimental Studies 
The numerical simulation results presented in the previous section are indeed very 
good for identification of stiffness, damping parameters and input forces for large 
structural systems.  To further assess the performance of the proposed strategy on a 
more realistic way, a small-scale 10-storey steel frame is experimentally tested as 
described in Section 2.3.  The implementation of the experiment is similar to those 
reported in the previous chapter.  Note that although the excitation force is measured, it 
is not used for identification procedure (i.e. treated as unknown), but is used for 
Chapter 3. Output-only Substructural Identification 
83 
 
verification of force to be identified by the proposed strategy.  The mass parameters 
identified in the last test are adopted as the values for known mass in this section.  The 
identification is carried out using 1000 data point at a time step of 0.0001s.  In all 
cases, the search ranges are set as 300-600 kN/m for all stiffness parameters and 0-
0.0002 for α  and β  of Rayleigh damping, respectively.   
It is indeed a very challenging task to identify accurate structural parameters without 
force measurement, particularly when the numerical model does not necessarily 
represent the real structure exactly.  Since the proposed strategy aims to identify both 
structural parameters and input force simultaneously, a substructure should have at 
least one applied force within it.  Therefore, an upper half of the frame from storeys 6 
to 10, i.e. [ ]6 10S = − , is chosen as a substructure of interest.  Identification of this 
substructure is carried out in two cases: complete (full) measurement using 6 sensors 
and incomplete measurement using 4 sensors.  The output-only CSI strategy using 
only acceleration responses is also used for comparison purpose. 
3.3.1 Identification with Complete Measurement 
Six accelerations at storey 5 (interface) to storey 10 (force location) are used for 
identification.  The identified stiffness results based on dynamic acceleration 
measurement using the SSI and CSI strategies are compared with the measured values 
based on the static test (as-built values) in Table 3.3.  Note that the mass values used as 
known parameters for CSI and SSI here are taken from the corresponding identified 
mass results in Section 2.3.4.  
As seen in Table 3.3, the identified stiffness results using SSI closely match the as-
built values with the mean error 6.09% and the maximum error 10.47%.  From the 
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experimental point of view with about 5% noise in measured signals, the results are 
relatively good.  The identified stiffness values of the output-only SSI strategy are in 
better agreement with the as-built values than those of the output-only CSI strategy.  
The maximum absolute error is 10.47% for SSI, less than 12.99% for CSI. 
As a by-product of the strategy, the identified force is also of practical usefulness.  
Figure 3.5 shows the excellent agreement between the identified force and the force 
measured by a force sensor used in the experiment. 
Table 3.3. Absolute error in identified stiffness of 10-storey frame model using only output 




Identified stiffness (kN/m) and error (%) 




CSI Error SSI Error  SSI Error 
6 414.48 372.76 10.07 371.09 10.47 368.63 11.06 
7 399.15 370.14 7.27 411.21 3.02 408.08 2.24 
8 408.40 399.05 2.29 420.44 2.95 421.99 3.33 
9 408.95 415.69 1.65 433.95 6.12 432.33 5.72 
10 431.03 375.05 12.99 397.04 7.89 397.59 7.76 
Mean absolute error 6.85  6.09  6.02 












Time (s)  
Figure 3.5. An example of measured force (heavy line) and identified forces (dash line) using 
only output acceleration responses in the experiments. 
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3.3.2 Identification with Incomplete Measurement 
In order to evaluate the effect of using incomplete measurement on the identification 
results, the same substructure is re-examined using four acceleration responses at 
storeys 5, 7, 9, and 10.  Since the identified mass values based on the same number of 
responses are not carried out in the previous chapter, the identification for this 
substructure still uses the same mass values employed for the case of SSI with 
complete measurement as the above section.  The identification results are also 
summarized together with those of complete measurement case in Table 3.3. 
The identified stiffness results shown in Table 3.3 are very good.  It is worth noting 
here that although the output-only SSI strategy uses only a limited number of 
acceleration responses, it still gives a better result than the output-only CSI strategy 
with complete measurement does.  The mean error of 6.85% and maximum error of 
12.99% for output-only CSI with complete measurement reduce correspondingly to 
6.02% and 11.06% for output-only SSI with incomplete measurement. 
3.4 Chapter Summary 
This chapter has presented an output-only substructural identification strategy to 
simultaneously identify stiffness and damping parameters as well as input forces for 
large structures.  The results have demonstrated that the proposed strategy successfully 
identifies structural parameters not only in the numerical simulation but also in the 
experimental study.  Using incomplete acceleration response contaminated by 10% 
noise in the numerical simulation, stiffness parameters of a large structural system of 
100-DOFs are accurately achieved with the mean absolute error of less than 2%.  From 
identification point of view, to attain the small error for a system of 100 DOFs just 
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using output acceleration responses with 10% noise contamination is really a 
remarkable feat thus far. 
Furthermore, the experimental study on a substructure of a laboratory-scale steel frame 
substantiated the practicability of the proposed strategy.  For both cases of using 
complete and incomplete measurements, the identified stiffness values from dynamic 
test are very close to the measured stiffness values with mean absolute error of less 
than 7%.  The ability to identify a substructure, requiring no input measurement and 
thus eliminating the adverse effect of input measurement error, represents a significant 
step forward to local damage detection that is presented in the next chapter.  In 
addition, the proposed strategy allows for force estimation that could be useful for 
structural health monitoring and verification of the input parameters assumed in the 
design. 
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Chapter 4 Local Structural Damage Quantification 
Natural disasters including earthquakes and typhoons as well as man-made hazards 
such as terrorist attacks have frequently occurred in recent years, causing damage to 
structures and resulting in loss of human lives and economic activities.  In these 
unfortunate events, structural damage quantification is a priority for effective 
management of disasters and speedy assessment on whether and how the damaged 
structures should be repaired.  However, a challenging problem in damage detection 
for large and complex structure is the requirement of a large number of sensors and the 
numerical difficulty to achieve the reliable damage information.  Moreover, for a 
complex structure, there may be only a limited number of critical areas (or ‘hot spots’) 
where damage is likely to occur (Huang and Yang 2008).  Therefore, it is highly 
desirable to focus the detection of any damage on such critical areas, referred to as 
local structural damage detection, resulting in considerable reduction of the number of 
sensors required. 
This chapter presents a local damage quantification strategy to detect the location as 
well as the magnitude of damages at critical areas in large and complex structures 
without the global information.  By means of substructural identification presented in 
Chapters 2 and 3, structural damages are locally quantified at such critical locations 
through identifying changes in their key stiffness parameters before and after damages 
take place.  This strategy, to be described in Section 4.1, can quantify damage extents 
in both ways: with and without force information.  Some substructures in the same 
100-DOF shear building structure as considered in the previous chapters are used to 
demonstrate the performance of the strategy.  In addition, to illustrate the effectiveness 
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of this proposed strategy for complex structures, a long-span truss is considered where 
the damage occurring at the middle of a span is accurately detected.  The proposed 
strategy is also utilized to experimentally identify the damaged members in the 10-
storey steel model as presented in the previous chapters. 
4.1 Local Damage Quantification 
Damage is often manifested through changes of stiffness properties in structural 
members.  Therefore, by identifying changes or reductions in stiffness values of 
substructures, structural damages at critical areas can be detected, localized and 
quantified.  Based on this principle, a local structural damage quantification strategy is 
presented in Figure 4.1 where superscript “u” and “d” denote the undamaged and 
damaged conditions, respectively.  The measurement data of substructures is assumed 
to be available in both undamaged and damaged conditions.  The strategy can quantify 
damages in two cases: known and unknown input forces. 
In the first case with known input forces, the proposed strategy assumes that all the 
structural mass, stiffness and damping parameters of the selected substructures are 
unknown.  These parameters in the undamaged condition are first identified using the 
substructural identification strategy based on measurements of input forces and output 
acceleration responses as presented in Chapter 2.  These identified parameters are then 
setting as a starting point for the identification of the corresponding damaged 
substructures.  This is implemented by assigning the identified parameters of the 
undamaged substructures to one in every two elements of species 4 of SSRM upon the 
identification of the corresponding damaged substructures.  This has obvious benefit in 
that only changes need to be identified, giving the identification a good starting point 
resulting in a more accurate identification.  Since structural mass may be changed 
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when damage occurs, the identification procedure in the damaged state is also the same 
as those in the undamaged state.  In other words, all the structural parameters of 
substructures are set to be unknown. 
Alternatively, in the second case with unknown input forces, the proposed strategy 
assumes that the input forces and the structural stiffness and damping parameters of 
the selected substructures are unknown, while the corresponding mass parameters are 
known.  The local damage quantification procedure here is essentially similar to that in 
the first case, but the output-only substructural identification strategy is employed to 
identify structural parameters of substructures in both undamaged and damaged states. 
Finally, damages at critical areas are locally quantified in terms of the reduction of 
stiffness as a ratio of the undamaged stiffness as shown in Figure 4.1. 
4.2 Numerical Studies 
In order to demonstrate and assess the performance of the proposed strategy, several 
damages in the 100-storey shear building as presented in the previous chapters are 
numerically simulated for different damage extents.  These damages are then detected 
and quantified in both cases of known and unknown input forces in this section.  In 
addition, a long-span truss with a damage occurring at the middle of a span is 
considered for the case of unknown input force. 
 




Figure 4.1. A local damage quantification procedure using substructural identification 
strategies. 
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4.2.1 Local Damage Quantification with Known Input Force 
First, the local damage quantification with known input force is conducted.  Critical 
areas in a large structure should have a high priority for monitoring over the rest of the 
structure.  In this example, it is assumed that the damages take place at three storeys 
62, 63, and 66 in the 100-storey shear building presented in Chapter 2 with damage 
magnitudes of 10%, 10% and 20% respectively.  Therefore, a substructure including 
storeys 61 to 67 is chosen to identify independently of the rest of the structure.  Six 
acceleration measurements are taken at storeys 60, 61, 63, 65, 66 and 67 and input 
force is measured at storey 63.  The I/O noise level is set at 10% for all cases of 
undamaged and damaged states.  Note that the responses at other storeys outside this 
substructure are not needed.  The identification is carried out 5 times for the 
substructure in both undamaged and damaged states and the average results are used to 
compute the reduction in stiffness for each storey.  The GA parameters and search 
ranges are set exactly the same as those used in Chapter 2. 
In the context of structural damage identification, there are two key aspects to be 
typically considered: true damage and false damage.  True damage is the identification 
value at the damaged location whereas false damage is the identification value at the 
undamaged location.  Both these aspects are presented in Table 4.1 and graphically 
shown in Figure 4.2.  The first aspect is the true damage identified at the damaged 
storeys 62, 63 and 66, along with the corresponding absolute errors compared to 
simulated damages.  The results indicate that even when 10% noise is present in the 
measurements of undamaged and damaged conditions, the strategy is able to 
accurately localize and quantify even damage magnitude of 10% with a small error of 
3%. 
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Table 4.1. Local damage quantification results in a substructure (storeys 60 to 67) of a 100-
storey shear building with known input forces (damage 10% at storeys 62, 63 and 20% at 
storey 66). 
Storey Identified damage extent 
(%) 
Absolute error  
(%) 
62 11.59 1.59 
63 13.00 3.00 
66 21.26 1.26 
Maximum false damage 5.36  
Note: noise level is 10% in all case of undamaged and damaged states. 
 
Just as important, the second aspect is the reduction of the damage magnitude falsely 
reported at the undamaged storey.  As an indication of this error, the maximum false 
damage identified at the undamaged storeys is also examined.  The results highlight 
that the identification is successful all the runs in term of true damage extent identified 
being significantly larger than maximum false damage identified. Indeed, the true 
damage extent of 11.59% is much larger than the maximum false damage of 5.36%. 
In addition, the results in Table 4.1 show that the strategy is able to accurately identify 



















Story level  
Figure 4.2. Damage quantification results in a substructure (storeys 60 to 67) of a 100-storey 
shear building using incomplete acceleration responses and a known input forces under 10% 
noise (damage 10% at storeys 62 and 63 and 20% at storey 66). 
Storey 
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63.  It also successfully quantity damages at different extents, for instance damage 
extents of 10% at storeys 62 and 63 and 20% at storey 66.  These inferences are further 
affirmed in the experimental study in Section 4.3. 
4.2.2 Local Damage Quantification with Unknown Input Force 
4.2.2.1 100-Storey Shear Building 
Similar to the previous section, damage identification is also carried out locally on the 
100-storey shear building as presented in Chapter 3 with unknown input force 
information.  Here, damages are simulated at two storeys 63 and 66 by reducing the 
stiffness values of 10% and 20% respectively.  Since the SSI strategy is able to identify 
each part in a large structure independently, a substructure including storeys 61 to 68 is 
selected to identify a zone where damages supposedly occur.  The acceleration 
responses at two interface storeys 60 and 68 as well as five internal storeys 61, 62, 64, 
65, and 66 are taken for damage identification.  Note that the mass value is assumed to 
be known and all the GA parameters and search ranges are taken the same as those 
used in Chapter 3. 
Similar to the previous case with known input forces, this example also considers two 
aspects of identification results: true damage and false damage as presented in Table 
4.2.  The results show that even when input force information is not measured, the 
proposed strategy is able to accurately quantify the true damages at storeys 63 and 66 
with a relatively small error of 0.62%.  This confirms that the damage identification in 
each selected zone is completely independent of the rest of structure.  To facilitate 
reliable damage detection, the identification of true damage should exceed any false 
damage by a reasonable margin.  Indeed, the identification values of true damages 
(10.62%) in this substructure are two times larger than that of maximum false damage 
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(4.72%).  Furthermore, the results, as shown in Figure 4.3, indicate that the strategy 
can identify multiple damages with different magnitudes, for instance 10% and 20% 
damages at storey 63 and 66, respectively. 
Table 4.2. Local damage quantification results in a substructure (storeys 60 to 68) of a 100-
storey shear building with unknown input forces (damage 10% at storey 63 and 20% at storey 
66). 
Storey Identified damage extent 
(%) 
Absolute error  
(%) 
63 10.62 0.62 
66 19.57 0.43 
Maximum false damage 4.72  
Note: noise level is 10% in all case of undamaged and damaged states. 
 
4.2.2.2 Long-Span Continuous Truss 
In order to illustrate the effectiveness of identifying a critical local area in a complex 
structure without the need of input force information and of any response measurement 
in the rest of the structure, a long-span continuous truss is studied as shown in Figure 
4.4(a).  The plane truss comprises 57 truss members and their structural properties are: 
Young’s modulus, E  = 200 GPa (steel), density, ρ  = 7860 kg/m2 and cross section 
area, A  = 0.0015 m2.  The natural periods of the first two modes are 0.094 and 0.076 
s.  Rayleigh damping is assumed with damping ratio of 2% for each of the first two 
modes. 
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Assuming a damage occurring at the middle of the first span, it is simulated by 
reducing a given stiffness value of an element in the mid-span zone of the truss.  Two 
damage severities of 10% and 20% at element 11 (Figure 4.4) are considered.  To get 
acceleration ‘measurements’ for identifying damage in the truss, dynamic analysis is 
carried out for the whole truss before and after the reduction of the stiffness.  
A substructure, comprising 15 elements, at a critical area as shown in Figure 4.4 is 
chosen to identify this damage.  For each of these elements, the axial rigidity EA  is 
considered as unknown.  Moreover, the two Rayleigh damping constants (α  and β ) 
for the substructure are treated to be unknown.  A fairly broad search range from half 
to double the exact values is set for all unknown parameters.  The identification is 
considered in the presence of 10% noise in the acceleration measurements.  For each 




















Story level  
 
Figure 4.3. Damage quantification results in a substructure (storeys 60 to 68) of a 100-storey 
shear building using incomplete acceleration responses with 10% noise only (damage 10% at 
storey 63 and 20% at storey 66). 
Storey 
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First, consider the identification result of true damage as presented in Table 4.3.  In the 
presence of 10% noise, damage extents are reasonably quantified with absolute errors 
of 1.64% and 2.76% for the damage severities of 10% and 20%, respectively.  The 
results have demonstrated that the proposed strategy is effective in identifying damage 
locations and extents in a local area of a complex structure in a standalone manner, i.e. 
without the need of any measurement outside this area and without knowing input 
excitation forces. 
Table 4.3. Local damage quantification results in a mid-span substructure of a long-span 
continuous truss with unknown input forces (damage 10% and 20% at member 11). 






1 8.36 1.64 1.15 
2 17.24 2.76 2.72 
Note: noise level is 10% in all case of undamaged and damaged states. 
Figure 4.4. A long-span truss structure: (a) a complete structure and (b) a substructure.  
(a) 
(b) 
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The extent of falsely identified damage at undamaged elements is also presented in 
Table 4.3 and graphically illustrated in Figure 4.5.  It is observed that the extent of true 
damage identified exceeds the extent of false damage in all the runs, illustrating the 
good performance of the proposed strategy for local damage quantification in complex 
structures.  The true damage (8.36%) is much larger than the maximum false damage 
(1.15%). 
4.3 Experimental Studies 
The proposed strategy has successfully identified damages at localized areas in large 
and complex structures in the numerical study.  Nevertheless, it is highly desirable to 
examine the performance of the proposed strategy on a real model.  Thus, the 10-
storey steel frame as studied in the two previous chapters is again used in this chapter.   





















Figure 4.5. Damage quantification results in a substructure of a long-span continuous truss 
using only acceleration measurements contaminated by 10% noise (damage 10% at member 
11)  
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- Capability of identifying a single damage and multiple damages with some 
close to one another, 
- Effect of different damage extents on the accuracy of identification results, 
- Effect of damages outside a substructure on the accuracy of its identification 
results, 
- Verification of the accuracy of the identification results through comparing the 
results of the same damages to be identified in various substructures and 
- Last, the margin of true damages in compared to maximum false damages. 
To do this, two damage extents are progressively introduced at five damage locations.  
The two damage extents 1 and 2 for each storey are created by completely cutting one 
and two center column respectively, as shown in Figure 4.6.  As the frame is 
constructed of six columns at each storey, a cut of one column corresponds to a 
reduction of approximately 16.67% in stiffness at that storey.  Therefore, the damage 
extents 1 and 2 correspond to the damage magnitudes of 16.67% and 33.33%.  Ten 
damage scenarios are sequentially created as described in Table 4.4.  The damages are 
identified in the two cases of known and unknown input force measurements.  In each 
case, the identification is carried out with complete and incomplete acceleration 
measurements as presented in the next subsections.  Note that all the results presented 
in the following section are the average values computed from repeating the damage 
identification 5 times. 
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4.3.1 Local Damage Quantification with Known Input Force 
For purpose of local damage detection, damages are identified in two independent 
substructure 1, [ ]1 3 9S = − , and substructure 2, [ ]2 1 6S = − .  These two substructures 
have an overlap part from storeys 3 to 6 so that the damages at storeys 4 and 5 are 
identified in the both substructures.  Note that the notations of substructures here are 
different from those in Chapter 2.  However, all the GA parameters used are the same 




Figure 4.6. Damage applied to the frame structure: single cut at one column corresponding 
to damage 16.67% (above) and double cuts at two columns corresponding to damage 
33.33% (below). 
Double cuts applied for two center 
columns at bottom and top sides 
Single cut applied for one center 
column at the bottom side 
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Table 4.4. Damage scenarios considered in the experimental study. 
Damage scenario Number of damages Damage  
storey 
Damage extent * 
 
D1 One damage 8 1 
D2 One damage 8 2 
D3 Two damages 5 1 
  8 2 
D4 Two damages 4 1 
  5 1 
  8 2 
D5 Three damages 4 2 
  5 1 
  8 2 
D6 Three damages 4 2 
  5 2 
  8 2 
D7 Four damages 2 1 
  4 2 
  5 2 
  8 2 
D8 Four damages 2 2 
  4 2 
  5 2 
  8 2 
D9 Five damages 2 2 
  4 2 
  5 2 
  8 2 
  9 1 
D10 Five damages 2 2 
  4 2 
  5 2 
  8 2 
  9 2 
(*) - Damage extents 1 and 2 correspond to stiffness reduction of 16.67% and 33.33%, 
respectively. 
 
4.3.1.1 Complete Acceleration Measurement 
Acceleration measurements at storeys 1 to 9 are used in damage identification for the 
both substructures.  The identification results for substructures 1 and 2 are summarized 
in Table 4.5 and Table 4.6, respectively.  In addition, to facilitate the assessment of the 
five aspects mentioned above, some typical damage results are graphically illustrated 
Chapter 4. Local Structural Damage Quantification 
101 
 
in Figure 4.7 and Figure 4.8 for substructures 1 and 2, respectively.  All the afore-
mentioned aspects are discussed as below. 
Table 4.5. Damage quantification results of substructure 1 using complete (full) measurements 
























D1 8 17.14 0.47   1.44 
D2 8   35.94 2.61 3.61 
D3 5 19.61 2.94   8.04 
 8   36.89 3.55  
D4 4 19.37 2.70   8.69 
 5 18.92 2.25    
 8   34.33 0.99  
D5 4   37.65 4.31 9.39 
 5 18.50 1.83    
 8   30.97 2.37  
D6 4   37.83 4.49 7.84 
 5   36.81 3.47  
 8   35.10 1.76  
D7 4   36.78 3.44 11.18 
 5   37.33 3.99  
 8   34.49 1.15  
D8 4   38.66 5.32 11.56 
 5   36.17 2.83  
 8   35.46 2.12  
D9 4   37.79 4.45 8.70 
 5   33.58 0.24  
 8   38.05 4.71  
 9 11.96 4.71    
D10 4   34.71 1.37 13.43 
 5   34.34 1.00  
 8   39.37 6.03  
 9   31.53 1.81  
Mean values  2.89   2.95 8.39 
Maximum values  4.71   6.03 13.43 
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Table 4.6. Damage quantification results of substructure 2 based on complete (full) 
























D3 5 18.62 1.95   3.78 
D4 4 18.56 1.89   4.15 
 5 16.82 0.15    
D5 4     37.04 3.70 5.77 
 5 17.34 0.67    
D6 4     37.95 4.61 8.15 
 5     37.75 4.41  
D7 2 20.65 3.98   5.58 
 4     37.58 4.24  
 5     36.97 3.63   
D8 2     38.10 4.76 4.11 
 4     37.45 4.11  
 5     36.36 3.02   
Mean values  1.73   4.15 5.26 
Maximum values  3.98   4.76 8.15 
 
For a single damage, three scenarios D1 and D2 in Figure 4.7 and D3 in Figure 4.8 
show that local damage identification results are excellent.  The maximum absolute 
error in these scenarios is only 2.6%.  Likewise, for multiple damages, two damage 
scenarios D10 in Figure 4.7 and D8 in Figure 4.8 indicate that even damages occurring 
up to 4 storeys in substructure 1 and 3 storeys in substructure 2, the proposed strategy 
still gives very good results.  In 7-storey substructure 1, four damaged storeys are well 
quantified with mean absolute error of about 2.5%.  Similarly, in 6-storey substructure 
2, three damaged storeys are appropriately identified with mean absolute error of 
4.2%.  Furthermore, the good results indicate that the proposed strategy is capable of 
quantifying two damages in adjacent storeys, such as two damages at storeys 4 and 5, 
or 8 and 9. 



























































































































































Figure 4.7. Typical local damage identification results within substructure 1 using complete 
(full) measurements and a known input force: D1 (16.67% at storey 8), D2 (33.33% at storey 
8), D3 (16.67% at storey 5 and 33.33% at storey 8), D4 (16.67% at storeys 4, 5 and 33.33% 
at storey 8), D6 (33.33% at storeys 4, 5, 8), D7 (16.67% at storey 2 and 33.33% at storeys 4, 
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To evaluate the effect of different damage extents on the accuracy of identification 
results, consider two damage extents 1 (16.67%) and 2 (33.33%) simultaneously taking 
place such as scenarios D3 and D4 in Figure 4.7 and D7 in Figure 4.8.  The different 
damage extents do not really affect the accuracy of identification results.  This is 
affirmed by comparing the maximum absolute errors of these damage scenarios with 
those of a single damage and multiple damages in scenarios D1, D2 and D10 in Figure 
4.7 or D3 and D8 in Figure 4.8. 
One of the concerns in local damage detection is whether damages occurring outside 
the substructure considered affect the accuracy of the identification results.  This 













































































Figure 4.8. Typical local damage identification results with substructure 2 based on 
complete (full) measurements and a known input force: D3 (16.67% at storey 5 and 33.33% 
at storey 8), D4 (16.67% at storeys 4, 5 and 33.33% at storey 8), D7 (16.67% at storey 2 and 
33.33% at storeys 4, 5, 8), D8 (33.33% at storeys 2, 4, 5, 8). 
torey Stor y 
t rey t rey 
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4.7 and Figure 4.8.  Comparing the identified damage magnitudes in these scenarios, it 
is seen that although two damage extents of 16.67% and 33.33% substantially occur at 
storey 2 outside substructure 1, the identified damage magnitudes at storeys 4, 5 and 8 
of substructure 1 in all the three scenarios are very similar.  This implies that damages 
within each critical area considered are able to be identified independently, without the 
effect of any damage outside it. 
To verify the accuracy of the identification result at a damaged location, we can 
compare the identified magnitude of a damage that is identified in different 
substructures.  This fact can be verified by looking at scenarios D4, D7 and D8 as 
shown in Figure 4.7 and Figure 4.8.  In these scenarios, the damages at storeys 4 and 5 
are identified in both substructures 1 and 2.  It is observed that the damage magnitudes 
at storeys 4 and 5 identified by substructure 1 agree well with those identified by 
substructure 2. For example in scenario D7, the identified damage magnitudes of 
36.78% and 37.33% at storeys 4 and 5 in substructure 1 are nearly the same as 37.58% 
and 36.97% at the corresponding storeys in substructure 2. 
From practical point of view, to help the practitioner to confidently decide damage 
locations, a good strategy has to identify true damage magnitudes reasonably beyond 
the maximum damage magnitude that are falsely reported at the undamaged location.  
The results presented in Table 4.5 and Table 4.6 for all damage scenarios indicate that 
the identified magnitude of the true damages is usually two times higher than that of 
the maximum damage, except the scenario D9 where the identified damage magnitude 
(11.96%) at storey 9 is only 37% higher than the maximum false damage magnitude 
(8.70%). 
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4.3.1.2 Incomplete Acceleration Measurement 
To examine the proposed strategy in the case of incomplete measurements, the same 
identification procedure as above is conducted again, but the measurements at storeys 
5 and 7 of substructure 1 and at storeys 2 and 4 of substructure 2 are no longer used for 
damage identification.  The identification results for substructure 1 and 2 are 
summarized in Table 4.7 and Table 4.8 and graphically illustrated in Figure 4.9 and 
Figure 4.10, respectively. 
Table 4.7. Damage quantification results of substructure 1 based on incomplete measurements 






















D1 8 18.39 1.72     3.85 
D2 8     38.82 5.48 2.74 
D3 5 18.77 2.10   7.59 
 8     38.99 5.65   
D4 4 28.69 12.02   5.26 
 5 18.62 1.95    
 8     36.72 3.38   
D5 4     45.96 12.62 7.21 
 5 19.90 3.23    
 8     34.16 0.82   
D6 4     46.22 12.88 4.60 
 5     35.38 2.04  
 8     35.83 2.49   
D9 4     44.81 11.47 5.97 
 5     32.02 1.32  
 8     37.83 4.49  
 9 13.44 3.23       
D10 4     41.97 8.63 8.41 
 5     32.66 0.68  
 8     38.98 5.64  
 9     32.35 0.99   
Mean values  4.04   5.24 5.70 
Maximum values  12.02   12.88 8.41 
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Table 4.8. Damage quantification results of substructure 2 based on incomplete measurements 






















D3 5 18.46 1.79   5.21 
D4 4 19.80 3.13   6.12 
 5 16.87 0.20    
D5 4     38.75 5.41 7.55 
 5 18.91 2.24    
D6 4     38.66 5.32 8.90 
 5     37.84 4.50  
D7 2 18.33 1.66   6.81 
 4     38.31 4.97  
 5     37.17 3.83   
D8 2     35.40 2.06 5.67 
 4     38.07 4.73  
 5     36.68 3.34   
Mean values  1.80   4.27 6.71 
Maximum values  3.13   5.41 8.90 
 
Considering scenarios D1 and D2 for substructure 1 and D3 for substructure 2 as 
shown in Figure 4.9 and Figure 4.10, it is seen that though acceleration responses are 
not fully available for damage identification, the proposed strategy still achieves very 
good results for a single damage.  The maximum absolute error for damage extent 1 
(16.67%) is less than 2% and that for damage extent 2 (33.33%) is less than 6%.  
Similarly, for multiple damages, the identification results are also relatively good as 
presented in Figure 4.9 (D10) and Figure 4.10 (D8).  As expected, however, the 
identification results with complete measurements are better than those with 
incomplete measurement.  This can be attributed to the coupling effect of the two 
damages at two adjacent storeys.  This implication is more apparent in scenarios D5 
and D9 of substructure 1 in Figure 4.9. 
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Table 4.7 and Table 4.8 show that even though the acceleration measurement is 
incomplete, the identified true damage magnitudes maintain a reasonable margin of 






















































































































Figure 4.9. Typical local damage identification results within substructure 1 using 
incomplete measurements and a known input force: D1 (16.67% at storey 8), D2 (33.33% at 
storey 8), D3 (16.67% at storey 5 and 33.33% at storey 8), D5 (16.67% at storey 5 and 
33.33% at storeys 4, 8), D9 (16.67% at storey 9 and 33.33% at storeys 2, 4, 5, 8), D10 
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4.3.2 Local Damage Quantification with Unknown Input Force 
As discussed in Chapter 3, to evaluate the effectiveness of the output-only SSI strategy 
without the measurement of input forces, the substructure of interest has to be applied 
by at least one excitation force.  In the same way, to test the local damage 
quantification strategy with unknown force, the same substructure (including storeys 6 
to 10) used in Chapter 3 is employed again in this chapter.  All the GA parameters are 
also like those in Chapter 3, except that the search range is set 200-600 kN/m for 
stiffness at all storeys.  Since the selected substructure includes storeys 6 to 10, there 













































































Figure 4.10. Typical local damage identification results within substructure 2 using 
incomplete measurements and a known input force: D3 (16.67% at storey 5 and 33.33% at 
storey 8), D4 (16.67% at storeys 4, 5 and 33.33% at storey 8), D7 (16.67% at storey 2 and 
33.33% at storeys 4, 5, 8), D8 (33.33% at storeys 2, 4, 5, 8). 
Storey t rey 
Storey Storey 
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4.3.2.1 Complete Acceleration Measurement 
The identification results for all the interested damage scenarios just based on 
acceleration measurements are graphically presented in Figure 4.11 and summarized in 
Table 4.9. 























D1 8 17.97 1.30   3.17 
D2 8   37.80 4.46 4.68 
D9 8   39.52 6.18 8.42 
 9 20.74 4.07    
D10 8   41.17 7.83 11.04 
 9   39.12 5.78  
Mean values  2.69  6.02 6.83 
Maximum values  4.07  7.83 11.04 
 
For a single damage at storey 8, the identification results presented in scenarios D1 and 
D2 (Figure 4.11) are really excellent in both damage extents 1 and 2.  The absolute 
error for damage extent 1 is only 1.3% as well as that for damage extent 2 is just 4.5%. 
Furthermore, for two damages at adjacent storeys 8 and 9, the results as shown in 
Figure 4.11 indicate that the proposed strategy can quantify appropriate damage 
extents with maximum absolute error of less than 8%, particularly for different damage 
extents in scenario D9. 
Furthermore, Table 4.9 shows that the true damage magnitude exceeds the maximum 
false damage by an appropriate margin (more than 2 times).  This implies that the 
damage identification result is relatively reliable. 




4.3.2.2 Incomplete Acceleration Measurement 
Here, the damage identification also follows the same procedure in the complete 
measurement case above, but only four measurements at storeys 5, 7, 9 and 10 are 
employed for identification.  The identification results for damage scenarios D1, D2, 
D9 and D10 are summarized in Table 4.10 and correspondingly shown in Figure 4.12. 
As seen in Table 4.9 and Table 4.10, the mean and maximum absolute errors using 
incomplete measurements are virtually equal to those using complete measurements.  
For example, for identified damage extent 1, the maximum absolute error 















































































Figure 4.11. Typical local damage identification results within a substructure using 
complete (full) acceleration measurements: D1 (16.67% at storey 8), D2 (33.33% at storey 
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implies that despite incomplete acceleration measurements, the proposed strategy is 
still able to appropriately quantify true damage extents. 























D1 8 19.04 2.37   1.28 
D2 8   39.78 6.44 2.98 
D9 8   43.08 9.74 3.48 
 9 21.05 4.38    
D10 8   42.99 9.65 10.42 
 9   38.54 5.20  
Mean values  3.37  7.76 4.54 

















































































Figure 4.12. Typical local damage identification results within a substructure using 
incomplete acceleration measurements: D1 (16.67% at storey 8), D2 (33.33% at storey 8), 
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4.4 Chapter Summary 
This chapter has presented a local damage quantification strategy utilizing SSI and 
output-only SSI developed in the two previous chapters.  The proposed strategy is 
capable of locally identifying damages at critical areas where damages likely take 
place first in a large and complex structure.  Damages in these areas can be accurately 
quantified by using only acceleration responses and input excitation forces within the 
selected substructure, or even more difficult with unknown input force information.  
The numerical studies on a 100-storey shear building and a long-span continuous truss 
demonstrate that damages in the substructure of interest are identified completely 
independent of the rest of entire structure, i.e. without the need of any measurements 
outside the substructure. 
Damage identification of a 10-storey steel model has also been carried out in this 
chapter.  Such experimental studies are essential to provide the important insight into 
the performance of the proposed strategy on a realistic test.  Experimental studies have 
often been lacking from similar research due to having to deal with many difficulties 
posed.  The results of identifying different extents (16.67% and 33.34%) of damages 
simultaneously occurring at five storeys have led to the following conclusions. 
- The proposed strategy succeeds in identifying accurately damage locations and 
quantifying reasonable damage extents not only for a single damage but also 
for multiple damages with some close to one another.  The damage extent of a 
single damage is more accurately identified than that of multiple damages. 
- When many damages with different magnitudes occur at adjacent locations, the 
accuracy of identification results is improved by utilizing complete 
measurements. 
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- Damages taking place outside the substructure considered do not affect its 
damage identification result. 
- The accuracy of damage results is verified through identifying damages in 
various substructures. 
- The magnitude of true damage exceeds that of maximum false damage by a 
reasonable margin. 
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Chapter 5 Evolutionary Divide-and-Conquer Strategy for Moving 
Force Identification in Time Domain 
For bridge condition monitoring, it is important to know not only static forces of 
vehicles but also the dynamic forces due to vehicle-bridge interaction and road 
roughness.  This is because the dynamic wheel forces may increase road surface 
damage by a factor of 2 to 4 over that due to static wheel forces.  While it is possible to 
measure moving forces by using an instrumented vehicle (Heywood 1994), this 
approach is usually costly and the results has to be generalized or calibrated for other 
vehicles.  Weight-in-motion techniques have also been developed to determine axle 
loads from measured responses (Moses 1978; Peters 1986), but they mainly acquire 
static equivalent forces (to measure the vehicle weight). 
Alternatively, moving dynamic forces can be determined indirectly using the measured 
response data of bridges, which falls within the domain of system identification.  There 
are many approaches, as discussed in the literature review, developed to identify 
moving forces based on dynamic responses of bridges.  Nevertheless, large 
fluctuations still exist at the two ends of the identified force time histories, i.e. upon 
entry and exit of forces with respect to the bridge 
In this chapter, the evolutionary divide-and-conquer strategy is applied, in a different 
way, for indirectly identifying interaction forces between a road bridge and moving 
vehicles based on measured dynamic response.  Special attention is given to reducing 
the fluctuations at the start and end of force time histories where identification error 
tends to be high.  To improve numerical efficiency, the strategy works by dividing the 
force time histories into a number of time sub-domains in which the initial 
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displacement and force values are identified by means of an improved genetic 
algorithm.  Therefore, the proposed strategy may be referred to as time sub-domain 
strategy for moving force identification.  
The moving forces are determined progressively and the results for each time sub-
domain are used to compute the structural response so as to define the search space for 
initial displacement of subsequent time sub-domain.  The performance of the strategy 
is assessed through numerical studies in which the identified results are compared with 
published results.  The effects of axle spacing of vehicles and number of measurement 
points on the accuracy of identified results are also investigated. 
5.1 Moving Force Formulation 
Consider a simply supported beam of a road bridge traversed by a convoy of multiple 
vehicles modeled as a series of time varying force ( )if t  moving at velocity v  as 
shown in Figure 5.1.  Three assumptions are made:  (1) the bridge behaves as an Euler-
Bernoulli beam; (2) the ratio of vehicle-to-bridge weight is small so that the vehicle 
weights are negligible when considering an integrated system of a bridge and vehicles; 









Figure 5.1. A simply supported beam subjected to multiple moving forces. 
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and (3) the bridge is initially at rest before the moving forces arrive.  No restriction is 
imposed on the type of force histories to be identified (including random forces).  The 
equation of motion for the beam can be written as  
 ( ) ( )2 42 4
1




u x t u x t u x tm c EI f t U t x v L
t t x =
∂ ∂ ∂+ + =∂ ∂ ∂ ∑  (5.1) 
where ( ),u x t  is the beam deflection at coordinate x  and time t , m  mass per unit 
length, L  length of beam, c  damping constant, E  modulus of elasticity, I  area 
moment of inertia, N  total number of moving forces considered, and 
 ( ) ( )( ) ( ), , ,i i i i LU t x v L x x t H t t H t t vδ ⎡ ⎤⎛ ⎞⎛ ⎞= − × − − − +⎜ ⎟⎢ ⎥⎜ ⎟⎝ ⎠⎝ ⎠⎣ ⎦  (5.2) 
In the above equation, δ  is the Dirac delta function, ix  the location of the force if  at 
time t  on the beam, it  the arrival time of the 
hi  force at the beam, and H  Heaviside 
step function (used to activate entry or exit of moving force). 
Let ( )n xφ  and ( )nq t  denote the thn  vibration mode of a beam and the generalized 
coordinate corresponding to the thn  mode, respectively.  Based on the mode 








u x t x q tφ
=
= ∑  (5.3) 
Equation (5.1) can be rewritten in terms of the generalized coordinates as follows 
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d q t dq t




+ + = ∑  (5.4) 
where nξ , ωn  are the damping ratio and vibration frequency of the thn  mode, 
respectively.  Equation (5.4) can be solved numerically, and in this study Newmark’s 
constant-average acceleration method (Bathe 1996) is adopted. 
5.2 Moving Force Identification 
The proposed time sub-domain strategy aims to identify each moving dynamic force 
from a set of dynamic forces traversing a road bridge simultaneously.  The key steps in 
the strategy are illustrated in Figure 5.2.  This strategy divides a long force time history 
into shorter time histories so as to reduce the length of unknown force vector identified 
to a manageable size in each stage of identification and hence improve the numerical 
convergence.  Instead of identifying the entire long force time history, it is conceivably 
more efficient to carry out identifying forces in a shorter duration.  Thus, the force 
time history is identified progressively from these time sub-domains.  The time sub-
domain idea is analogous to the substructural identification strategy in Chapter 2 and 3, 
whereby a large structural system is partitioned into smaller systems with significantly 
better identification.  In the substructural identification strategy, a key challenge is to 
tackle the interface forces between substructures.  One way is to reformulate the 
equations of motion and treat the interface motions as input forces to the substructure.  
Similarly, the time sub-domain strategy has to resolve the ‘interface’ between time 
sub-domains as manifested through unknown initial conditions for each time sub-
domain. 
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For each trial set of the unknown vector of each sub-domain in GA, forward analysis is 
carried out by numerically solving the equation of motion.  The initial values, 
corresponding to the initial conditions of vehicle-bridge interaction forces for each 
sub-domain are treated as unknown and their accuracy could significantly affect the 
accuracy of force values identified.  There are two methods to compute the initial 
values.  In the first method, initial values are computed by simulating response of 
structure using the identified forces of previous sub-domains.  In the second method, 
initial acceleration are directly taken from the measured values and numerically 
integrated to give initial velocity and displacement.  However, in both methods, the 




- Structural parameters 
- Velocity of vehicles 
- Wheel axle spacing 
- Measured responses 
- Number of identification points 
- Number of interpolation points 
Define length of a time sub-domain 
Identified forces for the thi  time sub-
domain using the improved GA 
Define initial search space for the initial 
displacement condition for the 1( )thi +  
time sub-domain 
Simulate the response of the thi  sub-
domain 




Figure 5.2. A layout of moving force identification procedure. 
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drift in the identified force time histories.  This is because the error due to noise could 
propagate and progressively increase.  To avoid this cumulative error and enhance 
independent capability of identifying each time sub-domain, the second method is 
preferred with modification.  Instead of integrating from the measured acceleration to 
get the initial displacement, the initial value is simultaneously identified with the 
unknown force values in each sub-domain.  The unknown vector in the improved GA 
thus comprises two parts: the first part for the initial displacements and the second part 
for the force values.  It is noted that the speed of convergence and accuracy of a GA is 
greatly dependent on the size of search space.  With this in mind, an initial search 
space for initial displacements of a sub-domain is set up based on the simulated 
displacement at the last step in the previous sub-domain (computed using the identified 
force values).  Hence, the accuracy of identified force values in each time sub-domain 
is greatly improved and the drift in the identified forces is then eliminated. 
Accordingly, the initial search space for initial displacement of the thn  mode, nS , is 
defined as 
 { }( )maxlastn n nS q W q= ± ×  (5.5) 
where lastnq  is the calculated displacement of the 
thn  mode at the last step in the 
previous time sub-domain,  { }nq  simulated displacement vector of the thn  mode for 
all the time sub-domains identified, and W  initial window parameter.  Utilizing the 
identified forces, the simulated displacement vector { }nq  of the thn  mode is 
computed.  Given the maximum absolute value of elements in vector { }nq , the initial 
search space of the initial displacement becomes gradually wider when the 
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displacement magnitudes gradually increase with vehicle approaching the mid-span of 
the bridge.  As would be expected, the width of S  subsequently becomes constant as 
the displacement magnitudes decrease with vehicle moving away from the mid-span of 
the bridge.  The initial window parameter ( )W  determines the width of the initial 
search space and a value of about 0.1 has been found to give good performance in this 
study. 
For determining the initial accelerations for each sub-domain, the measured 
accelerations can be expressed in terms of the generalized accelerations at time step i  
and the mode shape matrix [ ]
mN n×Φ as 
 { } [ ] { }1 1mmi iN nN nu q×× ×= Φ&& &&  (5.6) 
where mN  and n  are the number of measurement locations and the number of modes 
used, respectively.  This gives 
 { } [ ] { }1 1m mi in Nn Nq u+×× ×= Φ&& &&  (5.7) 
where ( ) 1−+ = T TΦ Φ Φ Φ is the least-squares pseudo-inverse of matrix Φ .  The initial 
velocity condition can be assigned as the generalized velocity vector { } 1inq ×& .  The 
generalized velocity vector at time step i  can be directly computed from the 
generalized acceleration vector by adopting the trapezoidal rule as follows  
 { } { } { } { }( )1 11 1 1 12i i i in n n nhq q q q− −× × × ×= + +& & && &&  (5.8) 
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Note that the low frequency component in moving vehicle forces often plays a crucial 
role in bridge dynamic analysis.  Hence, the length (or duration) of a sub-domain to be 
used for identification should be selected so that it is sufficient to identify the low 
force frequency vibration.  The length of the time sub-domain should cover at least the 
period corresponding to the lowest dominant frequency of the moving force, which can 
be estimated based on Fourier transform of field measurement.  For example, the first 
distinguishable frequencies for different vehicles were reported based on field 
measurement (Chan et al. 2000).  Nevertheless, in some cases with very small time 
step used (for example, due to numerical stability requirement), a sufficient length 
usually requires a very large number of unknowns (force values) to be identified, 
resulting in slow convergence.  To satisfy simultaneously both requirements, a simple 
yet effective solution by means of linear interpolation is incorporated in the proposed 
strategy.  This allows the use of a longer sub-domain length without increasing the 
number of unknown force values to be identified and thus without compromising the 
convergence speed of identification. 
A force time history is digitally represented as a series of data points.  Hence, each 
time sub-domain is a set of data points in a certain time interval.  In practice, the high 
frequency fluctuation of moving vehicle force is often not significant.  Thus, even if a 
very small time step (or a high sampling frequency) is used in identification procedure, 
it is not necessary to identify all force values at every time step.  Instead, it would be 
sufficient to identify a selected number of force values, based on which the other force 










f i f i N
N
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where iintf  is the 
thi  interpolated force value,  jidf  and 
1j
idf
+  are the thj  and ( 1)thj +  
identified force values of a time sub-domain, respectively, and intN  is the number of 
interpolated force values between two identified force values. 
Each force time history in a sub-domain includes the identified and interpolated force 
values.  Therefore, the length of the time sub-domain is computed as 
 ( 1)sub id int intT N N N= + −  (5.10) 
where subT  is the length of one time sub-domain and idN  the number of unknown force 
values in each sub-domain. 
The procedure of the improved GA employed here is similar to that used in the 
Chapter 2 and 3.  Nevertheless, the time domain in which the identification is carried 
out and unknown variable vectors are different.  Instead of using the whole time 
histories of forces and responses to identify the structural parameters as in these 
previous chapters, the identification of the moving forces is here conducted only 
within each time sub-domain of response measurement.  In addition, the unknown 
variable vector does not contain structural parameters (which are assumed to be known 
or identified independently), but rather the force values and initial conditions for each 
time sub-domain. 
For each trial set of the force value and initial condition, forward analysis within a time 
interval of a sub-domain is carried out by numerically solving the dynamics equations 
to achieve a simulated acceleration time history.  The simulated acceleration time 
histories are then compared with the measured accelerations at all measurement 
locations through a fitness function as defined in Equation (5.11). 
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 (5.11) 
where superscripts m  and s  denote measured and simulated quantities respectively, 
mN  number of measurement sensors, subT  number of time steps in one time sub-
domain (i.e. data length).  Constant α  is chosen the same values as the one in 
Equation (2.6). 
5.3 Numerical Studies 
To evaluate the effectiveness of the proposed strategy, identification is performed on a 
system of two-axle forces.  This problem was studied by Zhu and Law (2001) and their 
results are used for comparison here.  In addition, the effects of the axle spacing and 
the number of measurement points on the accuracy are studied under three different 
levels of measurement noise of 1%, 5% and 10%.  Two vehicle axle loads at 4.27 m 
apart, moving at a speed of 30 m/s, are simulated as time-varying force functions 




( ) 99.152[1 0.1sin(10 ) 0.05sin(40 )] kN
( ) 99.152[1 0.1sin(10 ) 0.05sin(50 )] kN
f t t t






where the constant part represents for the static weight of vehicle axle and the 
sinusoidal functions represent the dynamic interaction force of the bridge-vehicle 
system. 
The bridge span is modeled as a simply supported beam with the physical and material 
parameters as shown in Table 5.1.  The first five natural frequencies of the beam are 
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3.9, 15.6, 35.1, 62.5 and 97.6 Hz.  In each time sub-domain, 11 data points for each 
force are to be identified and 8 data points are linearly interpolated between two 
adjoining identified data points, resulting in a total of 91 points per time sub-domain.  
A fairly broad search range, i.e. half to double the static weight of corresponding axle, 
is adopted for all unknown force values.  The GA parameters given in Table 5.2 are 
used in all the cases considered, unless otherwise stated. 
Table 5.1. Parameters of a vehicle-bridge system. 
Span Length ( )mL  30 
Flexural Stiffness ( )2NmEI  2.5×1010 
Unit Mass ( )kg/mm  5000 
Damping Ratios allξ  0.02 
 
Table 5.2. GA parameters used in SSRM. 
Population Size 250 × 3 
Runs 5/25 
Generations 300 
Crossover rate 0.4 
Mutation rate 0.2 





From practical point of view, it is more convenient to measure accelerations than 
displacements or velocities.  Thus, acceleration is used as the response quantity.  The 
simulation is carried out using a sampling frequency of 1000 Hz.  To evaluate the 
sensitivity of identified results to noise in acceleration measurement, the acceleration 
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responses are contaminated by including noise in the same way as described in 







−= ×  (5.13) 
where •  denotes vector 2-norm.  In each case study, the error presented is the 
average error over 5 runs.  It is found that virtually exact time histories of the moving 
forces are identified if noise is absent.  Therefore, this paper will ignore zero-noise 
case and focus only on how measurement noise will affect identification accuracy.  
Three levels 1%, 5% and 10% of measurement noise are considered in this case study. 
5.3.1 Comparison of Identified Results between Different Methods 
For comparison, all parameters of bridge-vehicle systems used in this study are 
identical to those used in  Zhu and Law (2001), except that only 7 measurement points 
are used, instead of using 10 measurement points as in the reference.  These points are 
evenly distributed along the beam length.  As expected, it is observed that the dynamic 
responses are mainly contributed from the several low frequency modes.  Hence, only 
the first three modes are considered to simulate the acceleration responses and to 
identify moving forces.  Table 5.3 shows the relative errors of the proposed method in 
comparison with the published results. 
Table 5.3 shows that the relative errors of identified forces are significantly reduced to 
approximately half of those reported in Zhu and Law (2001) even though less 
measurement points are used.  This is due to the fact that force identification is carried 
out in time sub-domain which is of a much smaller unknown system and therefore 
easier to achieve good results than identifying the entire time domain.  The good 
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results also demonstrate that the identified force results are relatively insensitive to the 
noise level. 
Table 5.3. Relative errors (%) of identified moving forces with axle spacing of 4.27 m. 
Noise (%) Force 




10  Measurement 
Points 
7  Measurement 
Points 
1 
Force 1 11.56 6.65 
Force 2 12.00 6.85 
Total Force N. A. 2.12 
5 
Force 1 13.04 6.62 
Force 2 13.24 6.90 
Total Force N. A. 2.61 
10 
Force 1 16.31 6.92 
Force 2 16.08 7.40 
Total Force N. A. 2.83 
Note: N. A. – Not available. 
 
The identified force time histories generally agree very well with the exact forces.  As 
an example, the results based on 7 measurement points under 5% noise are presented 
in Figure 5.3.  It is noteworthy that the fluctuations in the force time history at the 
entry and exit ends have significantly diminished in comparison with all previous 
reported works.  The force time history comparison as shown in Figure 5.3  and error 
comparison in Table 5.3 both indicate that the identification result of the total force is 
better than that of each individual force.  When the distance between two forces is 
small compared with the bridge span, the forces practically act as one force and it 
would be difficult to distinguish one force component from the others.  This issue will 
be further studied below. 

























































Figure 5.3. Identified moving forces for 5% noise: (a) force 1; (b) force 2; (c) total force; 
simulated force: continuous line; identified force: dash line 
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5.3.2 Effects of Axle Spacing 
To study the effect of the axle spacing on the accuracy of the proposed method, four 
different axle spacings of 6, 8, 10, and 12 m are considered.  The relative errors of the 
identified forces for different axle spacings and measurement noise levels are 
summarized in Table 5.4.  The identification results are very good even for 10% 
measurement noise, as illustrated in Figure 5.4 for 6-m and 10-m axle spacings.  The 
closer spacing between moving forces makes it more difficult to differentiate the 
contributions of individual forces to the bridge response.  For example, in the case of 
force 1 under 10% noise, the relative error increase from about 4% to about 6% when 
axle spacing reduces from 12 m to 6 m. 
Table 5.4. Relative errors (%) of identified moving forces for different axle spacings. 
Noise (%) Force Axle Spacing (m) 6 8 10 12 
1 Force 1 5.90 4.70 3.80 3.55 
Force 2 6.40 5.37 4.46 3.91 
5 Force 1 5.93 4.80 4.00 4.02 
Force 2 6.92 5.66 4.64 4.18 
10 Force 1 6.06 4.70 4.17 4.11 
Force 2 6.93 5.59 4.89 5.35 
 
Table 5.4 shows again, that the proposed identification strategy is not particularly 
sensitive to measurement noise.  The identified force time histories closely match the 
actual ones very well even when the acceleration is contaminated with 10% noise.  
Furthermore, the significant reduction of the fluctuation at both ends of the identified 
force time histories is affirmed in Figure 5.4. 




5.3.3  Effects of Number of Measurement Points 
The number of measurement points is reduced from 7 to 5 and then 3.  As before, the 
measurement points are evenly distributed on the bridge and all other parameters 
remain unchanged.  For comparison, the time histories of identified force 2 from the 
number of 3, 5 and 7 measurement points with 10% noise level are shown in Figure 
5.5.  The relative errors of the identified results for various noise levels are presented 
in Table 5.5. 
Figure 5.4. Identified moving force 1 for 10% noise: (a) 6 m axle spacing; (b) 10 m axle 
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Number of Measurement Points 
3 5 7 
1 Force 1 4.03 3.72 3.80 Force 2 4.81 4.16 4.46 
5 Force 1 4.30 4.20 4.00 Force 2 5.55 5.05 4.64 
10 Force 1 5.44 4.71 4.17 Force 2 7.43 5.53 4.89 
 
Table 5.5 shows that when the measurement noise level is relatively low such as 1% 
and 5%, the number of measurement points slightly affects the accuracy of identified 
result.  For a higher noise level of 10%, the accuracy of force identification is 
significantly improved with increasing measurement points.  For example, in the case 
of force 2, the relative error reduces slightly from 4.81% to 4.46% corresponding to 3 
to 7 measurement points with noise level of 1%.  For 10% noise level, however, the 
error reduces considerably from 7.43% to 4.89%.  When the moving force is near one 
of the bridge ends, the magnitude of the resulting response is relatively small 
compared to that when the force moves near the mid-span.  Hence, by increasing the 
number of measurement points with some located near the two ends of the bridge, the 
identification accuracy improves considerably.  This is further illustrated in Figure 5.5 
for an identified force based on three different numbers of measurement points under 
10% noise.  While the identified forces agree very well with the exact forces in all 
three cases, the identified force based on three measurement points shows some 
fluctuations in the time history near the entry and exit ends.  However, these 
fluctuations almost vanish when the number of measurement points increases to seven. 




5.4 Chapter Summary 
The evolutionary divide-and-conquer strategy is effectively applied for identifying 






















































Figure 5.5. Identified moving force 2 for 10% noise: (a) 3 measuring points; (b) 5 measuring 
points; (c) 7 measuring points; simulated force: continuous line; identified force: dash line. 
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problem from numerical convergence point of view is resolved by dividing the entire 
time domain into sub-domains in which identification is made easier and more 
efficient.  The divide-and-conquer strategy identifies moving forces as well as initial 
displacements in each time sub-domain.  The moving force time histories are 
constructed progressively, with the incorporation of numerical enhancement 
techniques to overcome challenges in identifying multiple moving forces.   
The proposed force identification method has been tested in various aspects and shown 
to perform well.  The results are relatively insensitive to measurement noise.  For a 
noise level of 10% and a limited number of measurement points, good results are 
obtained with errors much smaller than known published results.  The practical 
approach of linear interpolation helps to keep the number of unknown force values 
manageable in each time sub-domain, and mitigates the previously reported problem of 
large fluctuations at both ends of the force time histories.  The proposed time sub-
domain strategy can be further extended to general bridges based on the finite element 
formulation. 
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Chapter 6 Conclusions and Future Work 
6.1 Conclusions 
The primary objective of this study is to develop a robust and efficient identification 
strategy for large systems, based on a divide-and-conquer approach and an improved 
genetic algorithm.  The strategy is named evolutionary divide-and-conquer strategy.  It 
works by dividing a large system with many unknowns into many smaller systems 
with manageable number of unknowns that are identified by an improved genetic 
algorithm. 
First, the strategy has been applied for identifying the structural parameters of large 
structural systems.  The large structures are decomposed into many smaller parts, 
called substructures.  Hence, the proposed strategy can be referred to as substructural 
identification (SSI).  The interaction effect at the interface DOFs of a substructure is 
ingeniously accounted for by directly using only measured accelerations and without 
resorting measured velocities and displacements.  Its performance is illustrated on a 
seismically excited 20-storey shear building that is coupled to two adjacent buildings 
by link bridges.  Its robustness and effectiveness is further assessed on a larger system 
of 100-storey shear buildings with unknown mass information (involving 202 
unknowns).  The results for the large structure are quite accurate.  Based on incomplete 
acceleration measurements contaminated by 10% noise, both mass and stiffness 
parameters are accurately identified with mean error of less than 3%.  The results also 
show that substructural identification directly using acceleration responses to account 
for the interaction effect at the interface DOFs yield more accurate identification 
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results than those using relative acceleration responses.  It is also found that for large 
and unknown mass structural systems, substructural identification gives much better 
results than complete structural identification.  This finding is further confirmed in the 
experimental study.  The good performance of SSI is again substantiated by achieving 
very good experimental results (mean error of less than 3%) for the identification of a 
7-storey substructure using only 4 sensors. 
The proposed strategy has successfully and effectively identified the physical 
parameters of large structural systems.  Nevertheless, in reality there are situations 
where the measurement of input forces is difficult or even impossible for large 
structures.  Thus, the SSI strategy is further developed to deal with this challenge.  The 
SSI strategy is adapted to identify simultaneously stiffness and damping parameters as 
well as input forces.  This is done ingeniously by adopting a predictor-corrector 
algorithm to correct the output response of internal (within substructure) accelerations, 
velocities, and displacements that are predicted using numerical integration.  As the 
identification is carried out based on acceleration (output) responses only, this adapted 
SSI strategy can be called output-only substructural identification.  Of course, a trade-
off of output-only SSI is that the mass values have to be determined or reasonably 
assumed.  The results demonstrate that the output-only SSI strategy successfully 
identifies structural parameters not only in the numerical simulation but also in the 
experimental study.  Using incomplete acceleration measurements with 10% noise in 
the numerical simulation, stiffness parameters of a 100-storey shear building are 
accurately achieved with mean absolute error of less than 2%.  To attain the small error 
for this large structure just using acceleration responses is a remarkable feat thus far.  
Moreover, since the computation of input force is model based, and the structural 
model does not perfectly match the system, the experimental results are expectedly 
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less accurate.  Nevertheless, it is found that the output SSI strategy gives good result.  
Using only 4 acceleration measurements, the identified stiffness value for a 5-storey 
substructure is very close to the measured stiffness with mean absolute error of less 
than 6%.  The ability to identify a substructure, requiring no input measurement and 
thus eliminating the adverse effect of input measurement error, represents a significant 
step forward to local damage detection that is discussed in the next paragraph.  In 
addition, the proposed strategy allows for appropriate force estimation that could be 
useful information for structural heath monitoring as well as help to verify the input 
parameters assumed in the design. 
The key advantage of substructural identification is capable of identifying each 
structural part independently.  Therefore, it is particularly effective to apply SSI to 
quantify any damages at critical areas of large structures, so called local damage 
quantification.  Damage that is manifested as a change in the stiffness of structural 
members, is localized and quantified by using acceleration responses and input 
excitation force within the considered substructure, or even more difficult by using 
only acceleration responses and without input force information.  The local damage 
quantification strategy is numerically verified on a 100-storey shear building and a 
long-span continuous truss, and is further tested experimentally on a 10-storey steel 
frame model.  Damage identification capability is indeed well demonstrated.  
Moreover, the experimental studies provide important insight of its performance as 
follows: 
- Not only a single damage but also multiple damages with some adjacent to one 
another are accurately detected and quantified at each specific area 
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independently.  The damage extent of a single damage is more accurately 
identified than that of multiple damages. 
- The accuracy of the identification results of many damages, taking place 
adjacent to one another with different magnitudes, can be improved by utilizing 
more acceleration measurements. 
- Damages taking place outside the substructure considered do not significantly 
affect its damage identification result. 
- The accuracy of damage results is verified through identifying damages in 
various substructures. 
- The magnitude of true damage always exceeds that of maximum false damage 
by a reasonable margin (about twice). 
Finally, the versatility of the evolutionary divide-and-conquer strategy is demonstrated 
by applying it, in a different way, to identify interaction forces between a bridge and 
moving vehicles based on measured dynamic responses.  Special attention is given to 
reducing the fluctuations at the start and end of force time histories where 
identification error tends to be high.  To improve numerical efficiency, the strategy 
works by dividing the force time histories into a number of time sub-domains in which 
the initial displacement and force values are identified by means of a improved GA.  It 
is found that the identified time histories closely match the exact time histories and the 
error of results are much smaller than that of published results.  In particular, the 
problem of large fluctuations at both ends of the identified force time histories is 
significantly mitigated. 
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In conclusion, a robust identification strategy based on a divide-and-conquer approach 
and an improved genetic algorithm has been developed in this thesis.  This strategy is 
successfully applied for the identification of the structural parameters of large 
structures up to 202 unknowns, and for the quantification of local damages at critical 
areas in large structures, as well as for the identification of moving interaction forces 
between a bridge and moving vehicles, based on limited and noise contaminated 
acceleration measurements. 
6.2 Recommendations for Future Work 
Based on the experimental and numerical simulation results obtained, some potential 
areas for further investigation and application of the evolutionary divide-and-conquer 
identification strategy are highlighted as below. 
- The proposed strategy generally succeeds in identifying the structural 
parameters for large structures by dividing it into many substructures.  While 
large shear buildings and truss structures are studied in the content of this 
thesis, plate and shell structures have not been investigated.  Therefore, it is 
highly recommended that future studies should apply this strategy to these 
specific structures.  Moreover, an important consideration when applying SSI 
to identify these large structures is the selection of an appropriate substructure 
size.  Based on this work, it is suggested that the number of unknowns for each 
substructure should not exceed 50. 
- It would be also interesting to apply output-only substructural identification to 
tackle current challenges in the identification of offshore structures such as 
jack-up platforms, where the measurement of wave forces acting on jack-up 
legs is very costly and even infeasible.  The stiffness of each individual leg and 
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the fixity between spud-can foundation and seabed would provide valuable 
information not only for designing a new jack-up but also for monitoring many 
existing ones around oceans.  Thus, it will be useful to apply output-only SSI to 
estimate these stiffness and fixity parameters without the need of measurements 
of wave forces. 
- From structural health monitoring point of view, local structural damage 
detection is an important area for future research, particularly with the 
application for aerospace and maritime structures.  Thus, this would be very 
interesting to improve the local damage quantification strategy, presented in 
chapter 4, to monitor marine vessels subjected to ice impact forces in the arctic 
sea as well as to monitor critical parts in an aircraft such as wings and tail. 
- Finally, the moving force identification strategy proposed in chapter 5 is 
carried out only for a simply supported beam bridge.  It should be further 
extended to general bridges using the finite element formulation with taking 
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