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Kurzdarstellung
Die laufenden Aufrüstungsarbeiten des Large Hadron Colliders haben das Ziel, die
Luminosität der Teilchenkollisionen zu erhöhen. Die erhöhte Luminosität liefert
zwar neue Möglichkeiten für Präzisionsmessungen und Teilchensuchen, stellt aber
gleichzeitig eine große Herausforderung an die beteiligten Experimente. Aus diesem
Grund wird auch der ATLAS-Detektor aufgerüstet. Der Fokus ist dabei, eine hohe
Effizienz des Triggers sicherzustellen, der die interessanten Physikereignisse in Echtzeit
auswählt. Dafür wird das Flüssig-Argon-Kalorimeter des ATLAS-Detektors mit einer
neuen Ausleseelektronik ausgerüstet.
Um die Funktionsfähigkeit zu testen, wurde ein Demonstrationsaufbau der zu-
künftigen Ausleseelektronik installiert und von 2014 bis 2018 parallel zur ATLAS-
Datennahme betrieben. In dieser Arbeit werden die Daten, die mit dem Aufbau
aufgezeichnet wurden, analysiert. Die neue Ausleseelektronik erlaubt es, komplexere
Algorithmen zur Erkennung von Signal- und Untergrundereignissen zu nutzen. Es
handelt sich dabei um Variablen zur Beschreibung der Form von elektromagnetischen
und hadronischen Teilchenschauern im Flüssig-Argon-Kalorimeter. Die Effizienz dieser
Variablen wird untersucht. Dabei wird nach Kombination mehrerer Variablen eine
Untergrundunterdrückung hadronischer Jets von 75 % bei einer Elektronenerkennungs-
effizienz von 90 % erreicht.
Die zukünftige, erhöhte Luminosität führt dazu, dass sich bei Teilchenkollisionen
die Zahl der Ereignisse, die sich sowohl zeitlich als auch räumlich überlappen, erhöht.
Der Effekt dieser Überlappereignisse hat Auswirkungen auf die Energierekonstruktion.
Daher wird eine Untersuchung der Überlappereignisse durchgeführt, um eine möglichst
genaue Kenntnis über diese zu erhalten.
Für die Rekonstruktion aus den Signalen der im Detektor deponierten Energie
stehen verschiedene digitale Signalfilter zur Auswahl. Die Performanz hinsichtlich der
Signalerkennung dieser Algorithmen wird überprüft. Es zeigt sich, dass neue digitale
Signalfilter zwar den Effekt des zeitlichen Überlapps von Detektorpulsen reduzieren,
jedoch sehr sensitiv auf die genaue Pulsmodellierung sind.
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Abstract
The ongoing upgrade activities at the Large Hadron Collider aim for an increase of the
luminosity in the particle collisions. The increased luminosity delivers new capabilities
for precision measurements and searches for signatures of new physics. At the same
time, challenges arise for the experiments. For this reason, the ATLAS detector is
upgraded. The focus is on maintaining the high efficiency of the trigger that selects
interesting physics events in real-time. Therefore, the Liquid-Argon calorimeter of
the ATLAS detector is upgraded with new readout electronics.
To evaluate the performance, a demonstrator readout was installed and operated in
parallel to the data taking of the main readout between 2014 and 2018. In this thesis,
the data recorded with the demonstrator is analyzed. The new readout electronics
allow more sophisticated algorithms to distinguish between signal and background
events. They are based on variables that describe electromagnetic and hadronic
showers. The proposed shower-shape variables are studied concerning their trigger
efficiency and background rejection power. With a combination of the shower-shape
variables, a background rejection power of 75 % for hadronic jets is achieved while
keeping the electron trigger efficiency at 90 %.
The increase in luminosity will lead to an increase in in-time and out-of-time pile-up
effects. These have an impact on the energy reconstruction. Therefore, pile-up events
are investigated, to gain precise knowledge about their effects.
For the energy reconstruction of the detector signals, different digital filter algo-
rithms are available. The signal detection efficiency of these algorithms is examined.
While new filter algorithms are capable of reducing the effect of out-of-time pile-up,
they depend greatly on the correct phase of the pulse shape.
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1. Introduction
What is our universe made of and which forces drive its development? These questions
have driven humankind from time immemorial. Particle physicists are particularly
keen to answer them. In the last century, a theory emerged that combines the ele-
mentary particles and three out of the four fundamental forces, the Standard Model
of Particle Physics [1–5]. An introduction to this theory and the motivation for the
studies of this thesis are given in chapter 2.
To study subatomic particles and verify the predictions of the Standard Model,
very high energies are necessary. The most powerful particle accelerator ever built is
the Large Hadron Collider (LHC) [6, 7] at the European Organization for Nuclear
Research (CERN). Here, particles are brought to collision with energies never achieved
before. The particles that emerge from these collisions are observed with particle
detectors like the ATLAS detector [8]. In chapter 3, the LHC and the ATLAS detec-
tor are introduced. Calorimeters are used for the energy measurement of particles.
In chapter 4, a description of the Liquid-Argon (LAr) calorimeter of the ATLAS
detector is given.
The discovery of the Higgs boson in 2012 [9, 10] is the most recent verification
of the predictions of the Standard Model and exemplifies the first, very successful
runs of the LHC. Nevertheless, the Standard Model cannot describe all phenomena.
To improve the search for signatures of physics beyond the Standard Model, precise
measurements of the Standard Model parameters and searches for new phenomena
are necessary. For this, the LHC follows an ambitious upgrade schedule. It foresees
an increase in luminosity for Run 3 starting in 2021. To cope with the challenges of
an increased luminosity and exhaust its capabilities, the ATLAS detector is upgraded
as well. In chapter 5, an overview of the Phase-I upgrade [11] of the ATLAS detector
is given. It includes the installation of new readout electronics for the Level-1 (L1)
trigger readout of the LAr calorimeter. This upgrade is crucial for keeping a high
efficiency for selecting interesting physics events while suppressing background to a
level which the trigger system can cope with. The new trigger readout electronics
of the LAr calorimeter will allow more sophisticated algorithms for the selection of
1
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signal and background events of the particle collisions. For this, a precise energy
reconstruction with digital filter algorithms is important. In chapter 6, the processing
of LAr calorimeter signals is described.
For the evaluation of the performance of the new readout electronics, a demonstrator
readout was installed and operated during Run 2 of the LHC. This demonstrator
already provides all features of the future trigger readout system. In particular,
event sequences can be studied in detail over longer time intervals, which was not
possible before. The data taken with this demonstrator are analyzed in this thesis.
In chapter 7, the preparation of the data for the analysis is presented. The shower-
shape variables that will allow distinguishing between signal and background events
are studied in chapter 8. The increase in luminosity leads to an increase in pile-
up effects, which have an impact on the energy reconstruction. Therefore, precise
knowledge about pile-up is vital. In chapter 9, the effects of pile-up on the signal
and energy reconstruction are investigated. For the reconstruction of the energy, a
selection of different filter algorithms is available. In chapter 10, the advantages and
disadvantages of new digital filter algorithms are discussed.
2
2. Physics Motivation
In this chapter, the current state of particle physics is introduced. First is a review of
the Standard Model of Particle Physics1 in section 2.1. Followed by a short overview
of the successes and shortcomings of this theory in section 2.2. Section 2.3 gives an
overview of extensions of the Standard Model, which motivate further searches at the
LHC.
2.1. The Standard Model of Particle Physics
The Standard Model [1–5] provides a theory that comprises the understanding of
particle physics as of today. It describes three out of the four fundamental interactions2,
electromagnetism, the strong interaction, and the weak interaction. Furthermore, it
includes the elementary particles.
The Standard Model classifies as elementary particles all particles that do not have
a substructure. They can be grouped into two categories according to their spin.
Bosons have integer spin and obey Bose-Einstein statistics [12]. Spin-1 bosons are
referred to as the force carriers. Fermions with half-integer spin obey Fermi-Dirac
statistics [13, 14] and are called matter particles. Fermions can be further classi-
fied into quarks, q, which couple to all three forces, charged leptons, ℓ±, which do
not interact via the strong force, and neutrinos, ν, which only couple to the weak force.
There are many well-written books on the Standard Model, e.g. [15–19]. The
following sections are a summary of the key features which are presented in detail in
these books.
1The Standard Model of Particle Physics is referred to as Standard Model throughout this thesis.
2The fourth fundamental interaction is gravity, which in comparison to the other three interactions is
too weak to play an important role in LHC physics, and is therefore not included in the Standard
Model.
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2.1.1. Fundamental Interactions
The Standard Model is a relativistic quantum field theory whose Lagrangian fulfills
a set of global symmetries, connected by Noether’s theorem [20]. The invariance
under the transformation of time, space, and rotation leads to the conservation of
energy, momentum, and angular momentum. Additionally, the Standard Model is
based on a local gauge symmetry group SU(3)C × SU(2)L × U(1)Y . The invariance
under transformations related to this group leads to the conservation of color charge,
weak isospin, and weak hypercharge. To fulfill the invariance under local gauge
transformations, gauge fields need to be introduced into the Lagrangian. Excitations
of these gauge fields can be interpreted as gauge bosons.
Electroweak Interaction
In the 1960s, Glashow, Salam, and Weinberg unified electromagnetism and the weak
interaction to the electroweak interaction [1–3]. The electroweak interaction is based
on a SU(2)L × U(1)Y symmetry group. The corresponding charges are the weak
isospin, T , for SU(2)L and the hypercharge, Y , for U(1)Y .
To fulfill gauge invariance under SU(2)L transformations, three gauge fields W 1µ , W 2µ ,
and W 3µ are introduced. For gauge invariance under U(1)Y transformations, a gauge
field Bµ is introduced. In experiments, these gauge fields are not observed, but
mixings of them.
The charged gauge fields W ±µ of the weak interaction are a linear combination of
W 1µ and W 2µ :
W ±µ =
W 1µ ∓ iW 2µ√
2
. (2.1)
The gauge fields W 3µ and Bµ mix to the neutral field, Zµ, of the weak interaction and
the gauge field, Aµ, of electromagnetism:(︄
Zµ
Aµ
)︄
=
(︄
cos θW − sin θW
sin θW cos θW
)︄(︄
W 3µ
Bµ
)︄
(2.2)
where θW is the Weinberg angle, which is connected to the coupling constants gw of
SU(2)L and gY of U(1)Y :
sin θW =
gY√
g2w + g2Y
. (2.3)
The resulting gauge fields W ±µ , Zµ, and Aµ are still massless. The reason is that
the electroweak theory does not allow elementary particles to have a mass due to
local gauge invariance. Yet, observations show that the gauge bosons of the weak
interaction and the fermions are massive.
4
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Electroweak Symmetry Breaking
This conflict is resolved by the Higgs mechanism [21–25]. It introduces a scalar Higgs
field with a degenerate ground state with a non-vanishing vacuum expectation value.
This ground state spontaneously breaks the electroweak gauge symmetry leading to
SU(2)L × U(1)Y → U(1)Q.
Electromagnetism
The unbroken symmetry group U(1)Q is the symmetry group of electromagnetism.
The charge, Q, is related via
Q = T3 +
1
2Y (2.4)
to the third component of the weak isospin, T3, and the hypercharge.
Electromagnetism is described by Quantum Electrodynamics (QED) [26]. The local
gauge field is the above mentioned Aµ. It can be interpreted as the photon field. The
gauge boson of electromagnetism, the photon, γ, is massless. Therefore, the range of
electromagnetic interactions is infinite. The photon does not carry any charge hence
there is no self-interaction.
Weak Interactions
The decay of quarks and leptons can be explained by the theory of weak interac-
tions [27]. In contrast to the photon, the three mediators of the weak interaction
W ± and Z0 are massive. Furthermore, the weak interaction is unique for its parity
violation as it only couples to left-handed fermions.
Strong Interactions
The strong interaction is described by Quantum Chromodynamics (QCD) [28–31]. The
Lagrangian of the strong interaction is invariant under SU(3)C transformations. Here,
C denotes the charge of the strong interaction, color. It comes in three types, denoted
by red, green, and blue. Eight massless gluons, g, mediate the strong interaction.
They carry a color and anti-color charge themselves, which leads to gluons coupling
to other gluons.
The strong interaction possesses two particular features. At very short distances,
the coupling constant of the strong interaction becomes tiny. That leads to quarks
and gluons behaving like quasi-free particles and is called asymptotic freedom. The
second feature is called confinement. It explains why one cannot observe single quarks.
5
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When trying to separate two quarks, the force between them increases. If the energy
is sufficient, a quark-antiquark pair is produced. Hence, only zero net color states are
observable, called hadrons.
2.1.2. Matter Particles
As mentioned before, fermions have half-integer spin and are referred to as the matter
particles. They can be further divided into quarks and leptons. There are six quarks
that carry color, weak, and electromagnetic charge. The electromagnetic charge comes
in multiples of 13e, where e is the elementary charge. The quarks are grouped into
three families, being up, u, and down, d, strange, s, and charm, c, and top, t, and
bottom, b, quark. The six leptons do not carry a color charge which implicates that
they do not interact via the strong interaction. They can be further divided into the
electrically charged leptons, electron, e, muon, µ, and tau, τ , and the electric neutral
neutrinos (νe, νµ, ντ ). Like the quarks, leptons can be grouped into three families.
Each of them is composed of an electrically charged lepton and the corresponding
neutrino. Additionally, each fermion has a corresponding antiparticle with an opposite
charge, but the same mass.
In fig. 2.1, an overview of the elementary particles of the Standard Model is given.
6
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Figure 2.1.: The elementary particles of the Standard Model [32]. In the left three
columns, the fermions (purple and green) are summarized according to their families.
Their couplings to the bosons (red) are indicated in light brown. Additionally, the
mass, the electric charge, and the spin are stated for each particle.
7
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2.2. Verifications of the Standard Model and Challenges
The Standard Model is very successful in explaining experimental results. Many
predictions of the Standard Model have been experimentally confirmed. Namely,
gluons which are described by QCD were discovered in 1979 at the German Elec-
tron Synchrotron (DESY)3 [33–36]. In 1983, the gauge bosons predicted by the
electroweak theory W −, W + [37, 38], and Z0 [39] have been observed at the Super
Proton–Antiproton Synchrotron at the CERN4. And being one of the most recent
discoveries, the Higgs boson has been detected in 2012 at the LHC [9, 10].
Still, the Standard Model does not explain all physical phenomena. As already
mentioned, it does not incorporate gravitation as described by general relativity [40].
Also, according to the original version of the Standard Model neutrinos should be
massless. But neutrino-oscillations have been observed [41, 42], which require a
neutrino mass. Furthermore, the matter we know accounts only for 5 % of the
content of the universe. The rest, dark matter and dark energy, with 27 % and 68 %
respectively, are not explained by the Standard Model [43]. And finally, there is
the matter-antimatter asymmetry which means that there is an imbalance between
matter and antimatter in the universe [44]. The observed CP-violation5 is not strong
enough to explain this asymmetry.
2.3. Extensions to the Standard Model
The above-mentioned phenomena that are not explained by the Standard Model lead
to the assumption that there is physics beyond the Standard Model [45]. Various
theories exist that either extend the Standard Model or provide new explanations for
these phenomena.
One of the theories that extend the Standard Model is supersymmetry. Supersym-
metry relates half-inter spin particles, fermions, with integer spin particles, bosons, and
vice versa. For each elementary particle of the Standard Model exists a superpartner
whose spin differs by 12 unit. As for the nomenclature, the spin-0 partners of fermions
are prepended with an s, e.g. squarks (short for scalar quarks) and sleptons (scalar
leptons). The spin-12 partners of bosons are appended with an -ino, e.g. gauginos.
Yet, no superpartners with the same mass and quantum numbers are observed. As
a consequence, supersymmetry must be broken resulting in different masses of the
3Deutsches Elektronen-Synchrotron
4Conseil européen pour la recherche nucléaire
5CP is the symmetry of charge conjugation and parity.
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superpartners [46, 47].
So far, there are no signals of physics beyond the Standard Model in the experimental
searches at the LHC. A reason could be that the new particles have larger masses
than covered by the LHC, which would require a new particle collider with higher
center-of-mass energy. Another reason could be that the cross-sections are below the
current sensitivity, which will be improved through more accumulated luminosity [48].
The search for signatures of new physics with improved sensitivity is the goal of
LHC and ATLAS runs in the next decade, and the reason for the detector upgrade.
9
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3. Experimental Setup
The data that are analyzed in this thesis were recorded by the ATLAS detector at
the LHC. In this chapter, the experimental setup is introduced. Section 3.1 gives an
overview of the LHC, its structure, and a short run history. In section 3.2, the ATLAS
detector is outlined. In section 3.3, physics processes at the LHC are explained that
are of importance to this thesis.
3.1. The Large Hadron Collider
The LHC [6, 7] is used to accelerate and collide particles at four interaction points. It
was built by CERN. The LHC is installed in a nearly circular tunnel near Geneva,
Switzerland, at the Franco-Swiss border. It is the last part of a chain of particle
accelerators (see fig. 3.1). The tunnel is in a depth of 45–170 m below the surface and
has a circumference of 26.7 km. It was formerly used for the Large Electron Positron
Collider [49].
The LHC is designed as a synchrotron with two beam pipes where the particles
travel in opposite directions. The design center-of-mass energy for proton-proton
(pp) collision is
√
s = 14 TeV and
√
s = 5.5 TeV per nucleon pair for lead nuclei.
The LHC is not a perfect circle but consists of eight straight sections and eight
arcs. To bend the beams, 1232 superconducting dipole magnets are installed at the
arcs. They are cooled by liquid helium to 1.9 K and have magnetic fields with a
strength of 8.33 T to keep the beams on their circular path. Also, there are quadrupole
magnets to focus the beams and higher-order magnets for further corrections installed.
The protons are not spread continuously in the beams but packed in bunches with
a time spacing of ∆tBC = 25 ns between the bunches. That leads to a bunch-crossing
frequency of:
fBC =
1
tBC
= 40 MHz. (3.1)
Each of these bunches can contain up to 1.15 × 1011 protons.
11
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Figure 3.1.: Overview of the CERN accelerator complex [50]. The LHC is the last
part of a chain of particle accelerators.
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LHC (1 ring) = 88.924 µs
3 batches 3 batches 4 batches
SPS = 7/27 LHC
PS = 1/11 SPS
72 bunches at
25 ns spacing
234 334 334 334
Bunch Train Pattern
3564 = {[(72b + 8e) · 2 + 30e] + [(72b + 8e) · 3 + 30e] + [(72b + 8e) · 4 + 30e]}
+ {[(72b + 8e) · 2 + 30e] + [(72b + 8e) · 3 + 30e] + [(72b + 8e) · 4 + 30e]} · 3
+ 80e
Filling Scheme
τ1 = 12 bunch gap in the PS (72 bunches on h = 84)
τ2 = 8 missing bunches (SPS injection kicker rise time = 225 ns)
τ3 = 38 missing bunches (LHC injection kicker rise time = 0.975 µs)
τ4 = 39 missing bunches (LHC injection kicker rise time = 1.0 µs)
τ5 = 119 missing bunches (LHC beam dump kicker rise time = 3 µs)
Beam Gaps
τ1
τ2
τ3 τ4
τ5
Figure 3.2.: Schematic view of the 25 ns filling scheme for high luminosity [51].
Not all of the 3564 possible bunches are filled during operation. The LHC has
different filling schemes for various operation modes [51]. For high luminosity produc-
tion, the 25 ns filling scheme is used (see fig. 3.2). In this scheme, the bunches are
arranged in 39 batches of 72 bunches1. That results in a total of 2808 filled bunches.
More details on the other filling schemes can be found in [51].
Besides the center-of-mass energy, the instantaneous luminosity, L, is an important
parameter for a particle collider. The instantaneous luminosity is defined as:
L = N
2
b nbfrevγr
4πϵnβ∗
F, (3.2)
where N 2b is the number of protons per bunch, nb is the number of bunches per
beam, frev is the revolution frequency, γr is the relativistic factor of protons, F is the
geometric correction factor due to the crossing angle at the interaction point, ϵ is the
normalized transverse beam emittance, and β∗ is the beta function at the interaction
point.
The LHC was designed to deliver an instantaneous luminosity of L = 1034 cm−2 s−1.
To get the rate at which certain processes occur, the instantaneous luminosity is
1A bundle of consecutively filled bunches is called bunch train.
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multiplied by the corresponding cross-section σ:
dN
dt = L · σ. (3.3)
The integrated luminosity, Lint, gives the total number of events in a certain time
interval:
Lint =
∫︂
L dt. (3.4)
It quantifies the amount of collision data that are collected by an experiment over a
given time, t.
At the mentioned interaction points, the four main experiments are installed:
• The ALICE experiment [52] studies the collisions of heavy ions, in particular lead
nuclei, to address the physics of strongly interacting particles and quark-gluon
plasma at extremely high temperatures and densities.
• The LHCb experiment [53] focuses on b-physics, namely measurements of
CP-violation and rare decays of b-hadrons.
• The two multi-purpose detectors, the ATLAS experiment [8] and the CMS ex-
periment [54], are designed to measure Standard Model parameters, study the
properties of the Higgs boson, which was discovered by these two experiments
in 2012 [9, 10], and search for physics beyond the Standard Model.
The ATLAS detector is described in section 3.2.
In September 2008, the first beams were steered around the LHC [55]. Shortly after
the start, there was an incident that caused a one-year break to repair the resulting
damage [56]. The beams were back in November 2009 [57]. In March 2010, an
energy of 3.5 TeV per beam was achieved [58] and exceeded in April 2012 with 4 TeV
per beam [59]. During this period of data taking, the so-called Run 1 (2009–2013),
an integrated luminosity of Lint = 6.1 fb−1 at a center-of-mass energy of 7 TeV and
23.1 fb−1 at 8 TeV was recorded [60]. The data-taking stage was followed by a
two-year period, the Long Shutdown 1, for maintenance work on the accelerator
and the detectors. The operation restarted in April 2015 [61] delivering collisions
with a center-of-mass energy of 13 TeV to the experiments [62]. During Run 2, an
integrated luminosity of Lint = 4.0 fb−1, 38.5 fb−1, 50.2 fb−1, and 63.4 fb−1 at a center-
of-mass energy of 13 TeV was recorded for the years 2015–2018 [63]. Run 2 ended
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Figure 3.3.: Total integrated luminosity for Run 1 [65] and Run 2 [66]. In green is
the delivered luminosity by LHC and in yellow the recorded luminosity by ATLAS.
in December 2018 followed by the ongoing Long Shutdown 2 [64]. The LHC will
presumably resume operation in 2021 with Run 3.
In fig. 3.3, an overview of the integrated luminosities for Run 1 and Run 2 is shown.
3.2. The ATLAS Detector
The ATLAS detector [8] is a general-purpose detector built for studying particle
collisions. With dimensions of 25 m in diameter and a length of 44 m, it is the
largest detector at the LHC. It weighs approximately 7000 t. The ATLAS detector
is constructed in layers around the interaction point. With the inner detector
being closest to the interaction point, surrounded by the calorimeters and the muon
spectrometer. In this section, a brief overview of the different parts of the ATLAS
detector is given. A more detailed description can be found in [8]. In fig. 3.4, a general
layout of the ATLAS detector is shown. In table 3.1, the performance goals for the
different detector components are given.
3.2.1. The Coordinate System
ATLAS uses a right-handed Cartesian coordinate system with its origin being at the
interaction point. The positive direction of the x-axis points from the interaction
point towards the center of the LHC, while the positive direction of the y-axis is
15
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Figure 3.4.: Schematic overview of the ATLAS detector [8].
Table 3.1.: General performance goals of the ATLAS detector [8]. The requirements
of the hadronic calorimeter are given for jets. For high-pT muons, the performance of
the muon spectrometer is independent of the tracking system. The units for energy,
E, and transverse momentum, pT, are given in GeV.
Detector component Required resolution η coverage
Measurement Trigger
Tracking σpT/pT = 0.05 % pT ⊕ 1 % ±2.5
EM calorimeter σE/E = 10 %/
√
E ⊕ 0.7 % ±3.2 ±2.5
Hadronic calorimeter
barrel and end-cap σE/E = 50 %/
√
E ⊕ 3 % ±3.2 ±3.2
forward σE/E = 100 %/
√
E ⊕ 10 % 3.1–4.9 3.1–4.9
Muon spectrometer σpT/pT = 10 % at pT = 1 TeV ±2.7 ±2.4
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defined to point upwards from the interaction point. The z-axis points in the direction
of the beam. That results in the x-y plane being transverse to the beam direction.
The ATLAS detector is divided into two sides, where the positive z is side-A and the
negative z is side-C.
Commonly, spherical coordinates are used with the polar angle, θ, measured with
respect to the z-axis, and the azimuthal angle, ϕ, measured in the x-y plane relative
to the x-axis. The polar angle, θ, is often replaced by the pseudorapidity, η, which is
defined as:
η = − ln tan
(︃
θ
2
)︃
. (3.5)
Differences in pseudorapidity, ∆η, are Lorentz invariant under boosts in the direction
of the beam axis. The spatial separation between two particles in the η-ϕ space is
measured with:
∆R =
√︂
(∆η)2 + (∆ϕ)2. (3.6)
3.2.2. Variables in the Transverse Plane
In pp collisions at the LHC, the elementary particles that form a proton, the so-called
partons (quarks and gluons), interact2. Since the exact positions and momentum
fraction of these partons are not measurable, the rest frame of each interaction is
unknown. That is the reason for introducing variables defined in the plane transverse
to the beam direction.
The transverse momentum is Lorentz invariant under boosts in the direction of the
beam axis:
pT :=
√︂
p2x + p2y = |p| · sin θ. (3.7)
Despite the energy being a scalar quantity and hence independent of direction a
transverse energy is introduced:
ET := E · sin θ. (3.8)
Two more quantities are used in particle physics. The scalar sum of all measured
transverse energies:
EsumT :=
∑︂
i
ET,i. (3.9)
In the case of the ATLAS detector, it is summed up over all detector cells.
2For more on this see section 3.3.
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The second quantity is the negative of the vector sum of all measured transverse
energies:
E⃗
miss
T := −
∑︂
i
(︄
ET × cos ϕi
ET × sin ϕi
)︄
= −
(︄
Ex,i
Ey,i
)︄
. (3.10)
Again, it is summed up over all detector channels of the ATLAS detector.
The magnitude of this vector is called missing transverse energy:
EmissT = |E⃗
miss
T | =
⌜⃓⃓⎷(︄∑︂
i
Ex,i
)︄2
+
(︄∑︂
i
Ey,i
)︄2
. (3.11)
It is the sum of the energies of particles that leave the detector without interaction,
which are mainly neutrinos.
3.2.3. The Magnet System
The purpose of the magnet system of the ATLAS detector is to bend the tracks
of charged particles on their way through the detector in order to measure their
transverse momentum. It consists of four superconducting magnets, one solenoid and
three toroids. The central solenoid [67] generates an axial magnetic field of 2 T for the
inner detector. The three toroids, one in the barrel region and two in the end-caps,
provide a toroidal magnetic field of 0.5 T (barrel) and 1 T (end-caps) for the muon
spectrometer. In fig. 3.5, an overview of the layout of the magnet system is shown.
3.2.4. The Inner Detector
The purpose of the inner detector [68, 69] is to record the tracks of charged particles
that emerge at the interaction point. Therefore, it is installed nearest to the beam
pipe and extends up to a radius of 1.15 m. The inner detector is embedded in the
central solenoid. The magnetic field of the solenoid bends the tracks of the charged
particles as they cross the inner detector. Examining the curvature of a bent track
allows a determination of the charge and the momentum of the particle. The inner
detector is composed of three detectors. In fig. 3.6, an overview of the layout of the
inner detector is shown.
The innermost part of the inner detector is the pixel detector [70, 71]. For the
detector material, silicon pixels are used. Each pixel has a size of 50 µm × 400 µm.
They are arranged in three cylindrical layers and three disks on each side of the
18
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Figure 3.5.: Schematic overview of the ATLAS detector magnet system [8]. The
parts of the magnet system are marked in red. There are eight barrel toroid coils,
and eight end-cap toroid coils per side. In the center, the solenoid windings are
depicted.
Figure 3.6.: Schematic overview of the inner detector of the ATLAS detector [8].
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detector and cover a range of |η| < 2.5. In total, there are over 80 million readout
channels.
During the Long Shutdown 1, the insertable B-layer [72] was installed. Therefore,
the beam pipe had to be replaced to get the insertable B-layer as close as 33.25 mm
to the beam. The pixels of the insertable B-layer have a size of 50 µm × 250 µm. The
insertable B-layer has about 6 million additional channels.
Surrounding the pixel detector is the semiconductor tracker [73]. It consists of four
cylindrical layers and nine disks on each detector side, and also covers a range of
|η| < 2.5. The structure of the semiconductor tracker is similar to that of the pixel
detector, but instead of pixels, silicon strips are used. In total, the semiconductor
tracker has about 6.3 million readout channels.
The transition-radiation tracker [74] is the outermost part of the inner detector. It
consists of drift tubes with a diameter of 4 mm. These tubes are arranged in numerous
layers in a barrel and two end-cap parts and cover a range of up to η = 2.0. Resulting
in an average of 36 hits per particle track. The drift tubes are filled with a xenon-based
gas mixture3. In between the drift tubes, polypropylene fibers and foils are installed
as the transition-radiation material. The transition radiation that is emitted when
charged particles cross the border between two materials with different dielectric
constants allows separating electrons from charged pions according to their relativistic
γ factor. The transition-radiation tracker has about 351 000 readout channels.
3.2.5. The Calorimeter System
The ATLAS calorimeter system consists of the LAr calorimeter [76] and the Tile
calorimeter [77]. They cover a range of |η| < 4.9. In fig. 3.7, an overview of the
calorimeters is shown. As the main subject of this thesis, the LAr calorimeter is
discussed in detail in chapter 4.
The Tile calorimeter is a sampling calorimeter. For the absorber, steel is used and
scintillating tiles are the active material. It consists of three parts: the barrel covers
|η| < 1.0 and the two extended barrels cover 0.8 < |η| < 1.7. The Tile calorimeter
is arranged in three layers in depth of different thicknesses. In terms of interaction
lengths4, λ, the layers of the barrel are 1.5 λ, 4.1 λ, and 1.8 λ thick, and the layers of
3Due to large, irreparable gas leaks, some parts of the transition-radiation tracker are filled with an
argon-based gas mixture [75].
4The mean free path of a particle between two interactions.
20
3.2. The ATLAS Detector
Figure 3.7.: Schematic overview of the calorimeter of the ATLAS detector [8].
the extended barrels 1.5 λ, 2.6 λ, 3.3 λ, respectively. The Tile calorimeter has more
than 9800 readout channels.
3.2.6. The Muon Spectrometer
The muon spectrometer [78] is the outermost part of the ATLAS detector. In fig. 3.8,
an overview of the structure is shown. The purpose of the muon spectrometer is to
record charged particles that exit the calorimeters, which are mainly muons. There-
fore, the tracks are bent by the magnetic fields of the three toroids. The barrel
toroid bends the tracks in a region of |η| < 1.4, the two end-cap toroids in a region of
1.6 < |η| < 2.7, respectively. In the transition region (1.4 < |η| < 1.6), the tracks are
bent by a combination of the magnetic fields of the barrel and end-cap toroids.
The tracks are measured in chambers which are arranged in three cylindrical layers
in the barrel and three planes perpendicular to the beam axis in the end-caps. These
21
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Figure 3.8.: Schematic overview of the muon spectrometer of the ATLAS detec-
tor [8].
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are mainly monitored-drift tubes that are installed in a range of |η| < 2.7. Only in
the innermost layer of the planes (2.0 < |η| < 2.7) cathode-strip chambers are used.
For the muon trigger (|η| < 2.4), different chambers are used. In the barrel region,
resistive-plate chambers are installed in a range of |η| < 1.05. For the end-cap
region, thin-gap chambers cover the range of 1.05 < |η| < 2.7. In total, the muon
spectrometer has more than 1 million readout channels.
3.2.7. The Trigger System and Data Acquisition
With a bunch-crossing frequency of 40 MHz, the LHC produces a large number of
pp collisions each second. Due to the technical capabilities of data storage, it is
not possible to record all events that are registered by the ATLAS detector [79]. In
addition, the cross-section of events that are interesting for physics studies is rather
low (see section 3.3). Therefore, to decrease the number of events that are recorded
they are selected based on the signatures they leave in the detector.
The Trigger and Data Acquisition (TDAQ) system [8] is responsible for the selection
and recording of the events. During Run 1, the trigger system had three levels, the
L1 trigger, the Level-2 (L2) trigger, and the event filter. Between Run 1 and Run 2,
it received an upgrade combining the L2 trigger and the event filter to the high-level
trigger [80, 81]. Resulting in a two-level trigger system. In fig. 3.9, an overview of the
structure is shown.
The first level is the L1 trigger which is realized in custom-built hardware [83].
It identifies regions-of-interest and sends the corresponding information to the next
trigger stage. The decision to accept an event is taken by the central trigger processor
which receives information from three subsystems.
The Level-1 Calorimeter (L1Calo) trigger takes information from the calorimeters
with a coarser granularity. It is discussed in more detail in section 4.4.
The Level-1 Muon (L1Muon) trigger uses information from the resistive-plate
chambers in the barrel region and the thin-gap chambers in the end-cap region. The
new Level-1 Topological (L1Topo) trigger [84] was installed before Run 2. It finds
specific topologies that interesting physics objects leave in the detector. For making a
decision, the L1 trigger has less than 2.5 µs, reducing the rate from 40 MHz to 100 kHz.
The second stage is the high-level trigger which is realized in software running on
commercial hardware. It applies algorithms that are similar to the offline reconstruc-
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Figure 3.9.: Schematic overview of the Run 2 configuration of the TDAQ system [82].
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tion on the regions-of-interest, or the full event information. To take a decision, it
has a processing time of 0.2 s. The average recording rate of the high-level trigger is
1 kHz.
3.3. Physics at the Large Hadron Collider
As described in section 3.1, at the LHC bunches of protons are brought to collision.
A collision between two protons can either be elastic or inelastic. In the case of an
elastic collision, both protons stay intact.
Inelastic collisions can be further divided into single and double diffractive, and
non-diffractive events. In single diffractive events, one proton gets excited to a higher
mass state while the other proton stays intact. This process does not change the
quantum numbers of the proton and the excited proton returns to its stable ground
state afterward. In the case of a double diffractive event, both protons get excited [85].
For inelastic interactions, it has to be considered that protons are not elemen-
tary particles5. Therefore, to explain inelastic collisions between protons Feynman
introduced the so-called parton model [87]. In the parton model, a proton can be
understood as being composed of point-like constituents (quarks q and gluons g),
called partons. Thus, an inelastic pp collision can be described by partons colliding.
At the interaction points of the LHC, different physics processes can occur when these
partons collide depending on the cross-section of the process. In fig. 3.10, an overview
of the total production cross-sections for different processes is given.
Measurements show that the total cross-section of inelastic pp collisions increases
with the center-of-mass energy,
√
s [89]. This has been already predicted by Heisenberg
in 1952 [90]. In fig. 3.11, measurements from the ATLAS detector and other hadron
collider experiments are compared to the predictions of different event generators.
Inelastic pp collision can either be soft or hard depending on the momentum transfer.
Usually, the momentum transfer is low, and the soft interactions are predominant.
But the hard interactions with high momentum transfer are the ones of interest.
Both hard and soft interactions can be explained by QCD, but the degree of under-
standing of hard and soft interactions is different. Describing hard interactions, the
perturbative QCD delivers predictions with high precision. Soft interactions, on the
other hand, are less well understood and cannot be described by perturbation theory.
5A proton consist of two up and one down quark, called the valence quarks, and an infinite sea of
quark-antiquark pairs, called sea quarks [86].
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Figure 3.10.: Overview of the Standard Model total production cross-section
measurements at the ATLAS detector. Theoretical predictions are compared to the
measured cross-sections [88].
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Figure 3.11.: Cross-section of inelastic pp collisions as a function of
√
s [89]. The
measured data from several experiments are compared to various predictions from
event generators.
The non-perturbative processes of soft interactions have to be modeled. Many hard
interactions do not occur alone but are superimposed by soft interactions. Therefore,
it is crucial to understand soft interactions [91].
In fig. 3.12, an exemplary inelastic collision simulated with SHERPA [92] is shown.
Besides the hard interaction, other processes occur which are explained in the following.
When objects that carry a color charge are accelerated, Bremsstrahlung can occur.
If the emission of a gluon is associated with an incoming parton it is called initial-state
radiation, for outgoing partons, it is called final-state radiation [94]. These gluons
can form parton showers. Meaning, that the gluons split into qq̄ or gg pairs which
can, in turn, emit gluons again [95].
Beam remnants are partons that do not take place in the hard interaction. Either
they interact with other remnants or keep moving in the beam direction. Interactions
between remnants are called multiple parton interactions. Beam remnants and
multiple parton interactions are summarized as underlying events [96].
At the interaction points, when the two beams are crossed and the bunches collide,
usually more than one pp collision occurs. In fact, the number of pp collisions per
bunch crossing denoted with the Greek letter µ was on average 33.7 for the data
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Figure 3.12.: Exemplary inelastic pp collision at the LHC simulated with
SHERPA [93]. In red, the hard scattering process of interest is marked. Mul-
tiple parton interactions are indicated in purple. Partons can emit Bremsstrahlung
(blue) and hadronize (light-green). If a hadron is unstable it decays (dark-green).
QED-Bremsstrahlung is marked in yellow.
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Figure 3.13.: Luminosity-weighted distribution of the average number of interac-
tions per bunch crossing for the years 2015–2018 [97]. Additionally, the integrated
luminosity of the reference period and the µ for each year is indicated. All data
were recorded at a center-of-mass energy of 13 TeV.
taking in the years 2015–2018 at 13 TeV (see fig. 3.13). These overlapping events are
called pile-up. There are two different types of pile-up. If the interactions happen
in the same bunch crossing, it is called in-time pile-up. If detector pulses of events
from consecutive bunch crossings overlap, it is called out-of-time pile-up. Pile-up,
in general, poses a major challenge to the energy reconstruction which is discussed
in section 6.2.
A term that is closely related to pile-up is the minimum-bias event. Minimum-bias
events are events that fulfill a minimum set of criteria to make sure an inelastic
pp collision took place. Therefore, this strongly depends on how the trigger of an
experiment is set up. In the case of ATLAS, minimum-bias events are predominantly
soft interactions with low transverse momentum [98].
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This chapter introduces the LAr calorimeter [76] of the ATLAS detector. The LAr
calorimeter consists of the Electromagnetic Barrel Calorimeter (EMB) in the barrel
region. Furthermore, in both end-caps, an Electromagnetic End-Cap Calorimeter
(EMEC), a Forward Calorimeter (FCal), and a Hadronic End-Cap Calorimeter (HEC)
are situated. In section 4.1, the important physics processes for energy measurement
are described, followed by the structure of the LAr calorimeter in section 4.2. In sec-
tion 4.3 and section 4.4, the readout system and the trigger system are introduced,
respectively.
4.1. Energy Measurement Working Principal
Calorimeters are used to measure the energies of electromagnetically interacting
particles, mainly electrons1 and photons but also hadrons. They work in a way that
the particles are fully absorbed inside the calorimeter, while the energy deposition is
measured. An explanation of calorimeters for particle physics can be found in [99].
The following section refers to this document focusing on those parts which are of
importance for this thesis.
There are two types of calorimeters, homogeneous and sampling calorimeters.
Homogeneous calorimeters are made of a single type of material. The LAr calorimeter
is a sampling calorimeter consisting of active and passive material. In a sampling
calorimeter, the passive material serves as the absorber. An incident particle interacts
(via electromagnetic or strong interaction) with the absorber and produces secondary
particles with lower energies. This process repeats itself resulting in a so-called particle
shower. The energy deposited in the active material generates a signal which is a
measure of the energy of the particle. In the case of a homogeneous calorimeter, a
single material serves both purposes.
The LAr calorimeter, as the name states, uses liquid argon as the active material.
For the absorber, three different kinds of materials are used, copper, lead, and tungsten.
1What is said about electrons also applies for positrons.
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Figure 4.1.: Energy loss per radiation length X0 of electrons and positrons in lead
depending on their energy [100]. For high energies Bremsstrahlung, is dominating
while for lower energies ionization is predominant.
Electrons and photons initiate an electromagnetic shower when they interact with
the detector. An overview of the interactions between particles and matter can be
found in [100]. These interactions are of statistical nature. For high energies, electrons
mainly induce Bremsstrahlung. At the critical energy, EC, this process is superseded
by ionization which dominates for low energies. For photons, pair production (e+e−)
is predominant for high energies, while Compton scattering and the photoelectric
effect prevail for low energies.
A parameter which is closely related to the longitudinal and lateral size of an
electromagnetic shower is the radiation length, X0. It depends on the characteristics
of the material [100]. For electrons, X0 gives the range at which they reduce their
energy to 1/e of the initial energy. Photons reduce their energy to 1/e of the initial
energy after traveling a distance of 97X0.
In fig. 4.1, the energy loss of electrons in lead is shown. In addition, the predominant
processes as a function of energy are displayed.
32
4.2. Structure of the Liquid-Argon Calorimeter
As mentioned above, the detector signal is generated in the active material. When
charged particles go through the liquid-argon layer, they ionize it and produce
electron-ion pairs. If an electric field is applied, the electrons and ions drift in different
directions. The drifting electrons induce a current in the readout electrode. This
current produces a triangular signal with a sharp rising edge and a long declining
slope. The pulse length corresponds to the drift time of electrons in liquid argon
given the electric field [101].
Since a part of the energy is deposited in the absorber material, only a fraction of
the energy of the incident particle is measured. The sampling fraction, fsamp, accounts
for that. It is calculated with
fsamp =
Eactive
Eabsorber + Eactive
, (4.1)
where Eactive is the energy that is deposited in the active material, and Eabsorber is the
energy that is deposited in the absorber. Therefore, to get the actual energy of the
particle the measured energy has to be divided by fsamp.
The relative energy resolution of a calorimeter can be written as the quadratic sum
σ
E
= a√
E
⊕ b
E
⊕ c. (4.2)
The three terms are in order of appearance, the stochastic term, the noise term, and
the constant term.
The stochastic term accounts for statistical fluctuations in the shower development.
While the fluctuations are small for homogeneous calorimeters, they pose the major
limitation to the energy resolution in sampling calorimeters. The noise term accounts
for the electronics noise, the quantization noise, and the pile-up noise. The constant
term does not depend on energy. It accounts for contributions from non-uniformities
in the calorimeter coming e.g. from mechanical structures or the readout electronics.
4.2. Structure of the Liquid-Argon Calorimeter
The LAr calorimeter is made of three separate cryostats, one barrel and two end-caps.
The barrel cryostat houses the EMB. In each end-cap cryostat, an EMEC, a HEC, and
an FCal are placed. All parts use liquid argon as active material which is cooled down
to an operating temperature of 87 K [102]. In total, the LAr calorimeter has more
than 182 000 readout channels. In fig. 4.2, an overview of the LAr calorimeter is shown.
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(EMB)
Figure 4.2.: Schematic overview of the LAr calorimeter [103].
34
4.2. Structure of the Liquid-Argon Calorimeter
Figure 4.3.: The accordion geometry of the EMB [101]. In the upper part, a slice
of the EMB transverse to the beam line is shown. In the lower part, an enlarged
section is displayed to show the arrangement of the absorber, the active material,
and the electrodes.
In the EMB and the EMECs, the absorber and electrodes are arranged in an
accordion geometry. This shape has been chosen to guarantee full ϕ coverage without
any cracks. Furthermore, it makes sure that particles cross multiple layers of active
and absorber material when traversing the ATLAS detector. In the upper part
of fig. 4.3, an overview of the accordion geometry in the EMB is depicted. In the
lower part, the structure of the liquid-argon gaps is shown.
4.2.1. Barrel Geometry
The EMB, that is installed in the barrel cryostat, consists of two half barrels. They
are separated at z = 0 with a small 4 mm crack. In the EMB, lead is used as absorber
material. The accordion waves of the EMB are parallel to the axial direction. To
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Table 4.1.: Overview of the cell sizes of the different detector layers of the EMB [8].
Cell Size (∆η × ∆ϕ) Coverage
Presampler
Front Layer
Middle Layer
Back Layer
0.025 × 0.1
0.025/8 × 0.1
0.025 × 0.025
0.025 × 0.025
0.075 × 0.025
0.075 × 0.025
|η| < 1.52
|η| < 1.4
1.4 < |η| < 1.475
|η| < 1.4
1.4 < |η| < 1.475
|η| < 1.35
keep the gap size between the absorber layers constant, the angles of the accordion
structure vary with the radius.
The EMB is separated into three layers in depth. To estimate the energy that is
lost in the material in front of the electromagnetic calorimeter, an additional layer,
the presampler, is installed. The detector layers differ in the size of the cells that are
read out through the electrodes. In fig. 4.4, the segmentation of the barrel in three
layers is shown. In table 4.1, a summary of the different cell sizes as a function of η is
given.
The depth of the EMB in radiation lengths is between 22 X0 and 33 X0. In fig. 4.5a,
the thickness of the different detector layers of the EMB is shown as a function of η.
4.2.2. End-Cap Geometry
The calorimeters in the end-cap cryostats have different absorber materials. While
the EMECs use lead, as the EMB does, for the HECs and the front part of the
FCals copper serves as the absorber. In the two back parts of the FCals, tungsten is
installed.
The EMECs are separated into two coaxial wheels, an outer wheel (1.375 < |η| <
2.5) and an inner wheel (2.5 < |η| < 3.2). Like in the EMB, an accordion geometry is
used in the EMECs. But in contrast to the EMB, the accordion waves run parallel to
the radial direction and the gap sizes are not constant.
For the outer wheel of the EMEC, there are three different detector layers in depth.
In the range of |η| < 1.8, there is an additional presampler layer. The inner wheel
only consists of two detector layers in depth. In table 4.2, a summary of the different
cell sizes is given.
The thickness in radiation lengths varies for the EMECs from 24–38 X0 for the outer
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Figure 4.4.: Segmentation of the EMB for η = 0 in three layers [8]. The different
cell sizes and the accordion geometry are indicated.
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Figure 4.5.: The total amount of material in radiation lengths X0 for the EMB
and the EMEC as a function of η [8]. The three different detector layers are depicted
in different colors. The presampler is pooled with the material that is in front of the
LAr calorimeter.
Table 4.2.: Overview of the cell sizes of the different detector layers of the EMEC [8].
Cell Size (∆η × ∆ϕ) Coverage
Presampler
Front Layer
Middle Layer
Back Layer
0.025 × 0.1
0.050 × 0.1
0.025 × 0.1
0.025/8 × 0.1
0.025/6 × 0.1
0.025/4 × 0.1
0.025 × 0.1
0.1 × 0.1
0.050 × 0.025
0.025 × 0.025
0.1 × 0.1
0.050 × 0.025
1.5 < |η| < 1.8
1.375 < |η| < 1.425
1.425 < |η| < 1.5
1.5 < |η| < 1.8
1.8 < |η| < 2.0
2.0 < |η| < 2.4
2.4 < |η| < 2.5
2.5 < |η| < 3.2
1.375 < |η| < 1.425
1.425 < |η| < 2.5
2.5 < |η| < 3.2
1.5 < |η| < 2.5
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wheel and 26–36 X0 for the inner wheel. In fig. 4.5b, the thickness of the different
detector layers of the EMEC as a function of η is shown.
4.3. Readout Electronics
The readout electronics of the LAr calorimeter are divided into the front-end electronics
and the back-end electronics. In fig. 4.6, an overview of the readout electronics is
given.
4.3.1. Front-End Electronics
The front-end electronics [104] of the LAr calorimeter consist of four different boards.
They are installed on the detector in the Front-End Crates (FECs).
• The calibration board is used to inject high precision pulses into the readout
chain. The calibration pulses do not have the characteristic triangular shape.
Still, the shape is close to the detector signal. The difference is the declining
slope of the calibration pulse which has an exponential shape. The calibration
pulse is created by discharging a capacitor which explains the shape of the
signal.
• On the Front-End Boards (FEBs), the detector signals from 128 calorimeter
channels go through a chain of analog processing (see fig. 4.7). First, the signal
is preamplified and split for the main readout and the trigger readout path.
The signal of the main readout path then gets shaped and sampled with the LHC
bunch-crossing frequency of 40 MHz (see fig. 4.8). Afterward, the samples are
stored in switched-capacitor arrays and, if accepted by the L1 trigger, digitized
and sent to the back-end electronics.
On the trigger readout path, the first two stages of analog summing are realized.
In the shaper, four signals are summed up. Further summing is done on the
layer-sum boards. The summed signal gets processed further on the next board
of the front-end electronics.
• On the Tower-Builder Board (TBB), the final stage of the analog summation
of trigger signals is executed2. Signals from the layer-sum boards are added
together for different detector layers forming a so-called trigger tower. Thus, a
2In the FCals and the HECs no further summation is needed. Thus, instead of TBBs Tower-Driver
Boards (TDBs) are used.
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Figure 4.6.: Block diagram of the current LAr calorimeter readout electronics [8].
The lower part is the electronics which are installed in the detector cryostat. In the
middle part, the front-end electronics are displayed which are placed on the detector.
The back-end electronics in the upper part of the figure are situated off-detector.
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Figure 4.7.: The architecture of the FEB [104]. The dataflow for four readout
channels is sketched.
trigger tower is the sum of the signals of an area of ∆η × ∆ϕ = 0.1 × 0.1 over
all detector layers. This trigger-tower signal is then sent to the L1 trigger.
• The controller board receives and distributes the 40 MHz LHC clock, the Level-1
Trigger Accept (L1A) signal, and further calibration and control signals.
4.3.2. Back-End Electronics
The back-end electronics [105] are placed in an off-detector counting room (USA15)
70 m from the ATLAS detector. The boards of the back-end electronics are installed
in the readout crates.
• The readout driver performs digital signal processing which is further discussed
in chapter 6. After an L1A signal, it receives the signals from eight FEBs being
equivalent to 1024 calorimeter channels. The main task is to reconstruct the
energy and the time of the hit and to calculate a quality factor for the pulse.
This information is then sent to the data acquisition system.
• The trigger, timing, and control system distributes the LHC clock and the L1A
signal to the front-end electronics and the readout drivers.
• The L1 trigger receiver interfaces the TBBs to the L1 trigger. As part of the
trigger-sum chain, it converts the energy to transverse energy.
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Figure 4.8.: The different stages of the pulse processing [8]. In the analog shaper,
the triangular detector pulse shape is changed to a bipolar shape. Afterwards, the
pulse shape is sampled with 40 MHz. The samples are indicated with dots on the
bipolar pulse shape.
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4.4. Level-1 Calorimeter Trigger
The L1Calo trigger [82, 106] gets its input from 7200 analog trigger towers. Different
algorithms analyze the signals and send their results to the central trigger processor
and to the L1Topo trigger.
During Long Shutdown 1, the L1Calo trigger received a small upgrade. In fig. 4.9,
an overview of the structure of the L1Calo trigger during Run 2 is shown.
• During Long Shutdown 1, the pre-processor modules were equipped with new
multi-chip modules. The new multi-chip modules digitize the analog trigger
tower signals with 80 MHz, use a filter technique to get the bunch-crossing
timing and extract the transverse energy. Timing and energy are sent to the
next two modules.
• The jet-energy modules identify jets3. For that, they use a sliding window
algorithm. Since Run 2, the jet-energy modules do no longer send hit counts
of jet objects, but trigger objects. The trigger objects contain location, energy,
and type of the identified object.
• The cluster-processor modules work similarly to the jet-energy modules. They
identify electrons, photons, and τ leptons above a certain ET threshold. For
this, they use a sliding window algorithm. Like the jet-energy modules, they do
no longer send hit counts of e/γ and τ objects, but trigger objects.
• The new common-merger modules take the results from the jet-energy modules
and cluster-processor modules and sum them up. The data are then sent to the
L1Topo trigger. In addition, the new common-merger modules send hit counts
to the central trigger processor.
3In the process of hadronization quarks and gluons from pp collision form cones of mostly hadrons,
which are called jets.
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Figure 4.9.: Block diagram of L1Calo trigger [82]. The new components that were
introduced before Run 2 are indicated in green.
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The first runs of the LHC were already very successful. Namely, the observation of
the Higgs boson is without dispute the most famous achievement.
Despite this, open questions remain that the Standard Model cannot explain. In
order to probe the Standard Model and to identify possible extensions, precision
measurements of the Standard Model parameters and processes are performed, as
well as searches for new particles and phenomena. To address these goals, a large
number of recorded pp collisions is decisive. This will be achieved by an increase of
luminosity. To deliver a higher luminosity, an upgrade of the LHC is planned. The
key points of this upgrade are outlined in section 5.1.
The upgrade of the LHC brings new challenges for the experiments, as an increase in
luminosity leads to an increase of pile-up events. To cope with these challenges, each
experiment has its own upgrade agenda. In section 5.2, the different Phase-I upgrades
of the ATLAS detector are introduced briefly. A more detailed overview of the
Phase-I upgrade of the LAr calorimeter readout electronics is discussed in section 5.3.
In section 5.4, an introduction of the demonstrator of the future readout electronics
is given.
5.1. Upgrades of the Large Hadron Collider
The LHC was shut down in December 2018. It undergoes several upgrades during
the period of the Long Shutdown 2 (2019–2020). The linear accelerator Linac 4 will
be integrated into the injector chain and will replace Linac 2. This will lead to a
higher injection energy to the Proton Synchrotron Booster. The Proton Synchrotron
Booster itself receives an upgrade in the form of a new injection and acceleration
system. The last accelerator before the LHC, the Super Proton Synchrotron, gets a
new radio-frequency system. Furthermore, a replacement of 20 magnets is planned.
In addition, the diodes in the interconnections between the dipole magnets will be
consolidated [107].
After the Long Shutdown 2, Run 3 is scheduled for the years 2021–2023. During
this period, it is foreseen that the LHC will reach its design center-of-mass energy
45
5. Upgrade Plans
Figure 5.1.: Overview of the LHC operation and upgrade plan [110].
of 14 TeV in pp collisions. The instantaneous luminosity will be about 2.2 times the
design luminosity. By the end of Run 3, an integrated luminosity of Lint = 300 fb−1 is
expected [108].
For the years 2024–2026, the Long Shutdown 3 is planned. The LHC will receive
a major upgrade, resulting in the era of the High Luminosity LHC (HL-LHC) [109]
from 2027–2037. The luminosity will be further increased to 5–7.5 times the design
instantaneous luminosity. This will lead to an integrated luminosity of Lint =
250–320 fb−1 per year and a total foreseen integrated luminosity of Lint = 4000 fb−1
for the 12 years of operation of the HL-LHC [108]. In fig. 5.1, an overview of the
longterm schedule of the LHC is shown.
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5.2. The Phase-I Upgrade of the ATLAS Detector
Though the increase in luminosity provides potential for the physics program, it is
also a challenge. An increase in luminosity leads to an increase in the average number
of interactions per bunch crossing, ⟨µ⟩, enhancing the effects of pile-up. To cope
with that and to maintain trigger thresholds that are close to the ones of the initial
runs, an upgrade of the ATLAS detector is inevitable. Therefore, during the Long
Shutdown 2, several upgrades focusing on the trigger readout will be installed [11].
• In August 2020, the first of two new small wheels will replace an existing one in
the muon spectrometer. During the year-end technical stop of 2021, the second
new small wheel will be installed [111]. They will provide the L1Muon trigger
with precision tracking to reduce the fake trigger rate [112].
• For the LAr calorimeter, new trigger readout electronics will be installed to
provide information to the L1 trigger with finer granularity [113]. In section 5.3,
the upgrade of the LAr calorimeter is described in more detail.
• To cope with the above-mentioned upgrades, the TDAQ system itself needs to
be upgraded. The L1Muon trigger will get signals from the new small wheels
of the muon spectrometer. For the L1Calo trigger, new feature extractors
will be installed to cope with the finer granularity from the LAr calorimeter
readout [82].
5.3. Upgrade of the Liquid-Argon Calorimeter
The Phase-I upgrade of the LAr calorimeter focuses on the upgrade of the trigger
readout electronics. The intention is to provide the L1 trigger with information with a
finer granularity compared to the current scheme. In fig. 5.2, an overview of the future
readout electronics of the LAr calorimeter is shown. In [113], a detailed description
of the upgrade plans can be found.
5.3.1. Supercells
The current trigger readout is based on the approach of trigger towers. This means
that the energy in an area of ∆η × ∆ϕ = 0.1 × 0.1 is summed up across all LAr
calorimeter layers. After the Phase-I upgrade, the trigger is provided with data
from so-called supercells. The supercells follow a finer segmentation scheme. The
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5.3. Upgrade of the Liquid-Argon Calorimeter
Table 5.1.: Comparison of the current trigger tower granularity and the future
supercell granularity in the EMB. The respective sizes are given in ∆η and ∆ϕ. In
addition, the number of elementary cells, nη and nϕ, that are grouped together to
form a trigger tower and a supercell are listed [113].
EC TT SC
Layer ∆η × ∆ϕ nη × nϕ ∆η × ∆ϕ nη × nϕ ∆η × ∆ϕ
PS 0.025 × 0.1 4 × 1
0.1 × 0.1
4 × 1 0.1 × 0.1
Front 0.003 125 × 0.1 32 × 1 8 × 1 0.025 × 0.1
Middle 0.025 × 0.025 4 × 4 1 × 4 0.025 × 0.1
Back 0.05 × 0.025 2 × 4 2 × 4 0.1 × 0.1
information will be separately provided for each detector layer. In addition, the front
layer and the middle layer will have a higher granularity. This results in a tenfold
increase in granularity. In table 5.1, the different sizes of trigger towers and supercells
in terms of elementary cells are summarized for the EMB. In fig. 5.3, the modifications
between those two concepts are shown.
5.3.2. Upgrade of the Front-End Electronics
In the front-end electronics, in fig. 5.3 the layer-sum boards will be replaced with an
upgraded version. The same applies to the base planes. In addition, new LAr Trigger
Digitizer Boards (LTDBs) will be installed.
Layer Sum Board
The current layer-sum boards produce ∆η × ∆ϕ = 0.1 × 0.1 sums per detector layer
for the trigger towers. As for the supercells, a finer granularity in the front layers and
the middle layers is needed, they will be replaced with new layer-sum boards.
Base Plane
The new base planes have to keep the FEB slots intact while providing slots for the
LTDB. In addition, they have to cope with the transmission of an increased number
of signals from FEB to LTDB compared to the current trigger readout system.
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Figure 5.3.: Comparison of the granularity of the trigger tower and the supercell
concept. For the trigger tower on he left, the energies are summed up across all four
layers. The new supercells will be separately read out per detector layer and the
segmentation in the front layer and the middle layer will be finer [113].
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Figure 5.4.: Block diagram of the new LTDB [113]. The signals transmitted by the
base plane enter on the left. The analog part is marked in light green. Everything
right of the Analog-to-Digital Converters (ADCs) accounts for the digital part of
the LTDB.
LAr Trigger Digitizer Board
The new LTDB receives the signals of up to 320 supercells. It has to fulfill two tasks,
building analog sums for the TBBs, and digitizing the supercell signals. Hence, the
LTDB has an analog and a digital part. In fig. 5.4, an overview of the LTDB is shown.
The electronics of the analog part have to provide signals that use the full range
of the 12 bit ADC, while at the same time keeping the signal-to-noise ratio at a
reasonable level. Therefore, a suitable gain, shaping, and offset needs to be chosen.
In addition, the functionality of the legacy trigger chain must be maintained. In the
case, that the supercell has the same size as the trigger tower the signals are sent
to the LTDB and to the TBB/TDB. If the signals have a finer granularity than the
trigger tower, they are summed in groups of four according to the corresponding
trigger tower.
In the digital part, the signals will be digitized with a sampling rate of 40 MHz.
To maintain the signal-to-noise ratio the quantization error should not exceed the
intrinsic electronics noise of the preamplifiers, linear mixers, and summing amplifiers.
The digitized signals will then be transmitted via optical fibers to the back-end
electronics.
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Figure 5.5.: Block diagram of the new LDPS [113]. The signals are received from
the LTDBs from the left. At the core of the LDPS is the FPGA which reconstructs
the energy for each bunch crossing. The reconstructed energy is then sent to the
L1Calo trigger.
5.3.3. Upgrade of the Back-End Electronics
The new LAr Digital Processing System (LDPS) marks the upgrade of the back-end
electronics. In fig. 5.5, a block diagram of the architecture is shown. The LDPS
receives signals from 124 LTDBs. At the core of the new system, powerful Field
Programmable Gate Arrays (FPGAs)1 extract the transverse energy of each supercell.
One FPGA will process the data of up to 320 supercells. For each bunch crossing,
the LDPS sends the reconstructed energy to the L1Calo trigger. Hence, it is crucial
that the LDPS can efficiently receive and transmit large data streams. In addition,
the LDPS buffers the data for potential usage by the high-level trigger and the data
acquisition system. Special, so-called FELIX cards distribute the trigger, timing,
and control signals to the LTDBs and the LAr Digital Processing Blades (LDPBs).
Furthermore, the LDPS has to be integrated into the data acquisition system.
The LDPS consists of 31 LDPBs. Each of those is composed of four advanced-
mezzanine cards. Every advanced-mezzanine card is equipped with one FPGA. The
whole system is installed next to the legacy trigger electronics in the USA15 counting
room.
1An FPGA can be understood as a set of logical blocks (like memory, look-up tables, and digital
signal processors) with reprogrammable interconnections.
52
5.3. Upgrade of the Liquid-Argon Calorimeter
5.3.4. Upgrade of the Level-1 Calorimeter Trigger
The upgrade of the L1Calo trigger focuses on utilizing the finer granularity which
is provided by the supercell readout scheme. To process the supercell data two new
subsystems, the electromagnetic feature extractor and the jet feature extractor, will
be installed. In addition to the finer granularity, the feature extractors will be able to
handle the already digitized signal.
The upgraded system will operate similar to the legacy system of the L1Calo trigger.
The electromagnetic feature extractor will identify e/γ and τ candidates, while the jet
feature extractor will identify energetic jet candidates and calculate EsumT and EmissT .
For the time after Long Shutdown 2, it is planned to run the feature extractors in
parallel to the current system. To keep the cluster processors and the jet/energy-sum
processors working, they will still receive their data from the TBBs. For further
explanations of the legacy system refer to section 4.4.
In fig. 5.6, the architecture of the upgraded system is shown. In [82], a detailed
description of the upgrade can be found.
5.3.5. Shower Shape Variables
Due to the finer granularity, the feature extractors will be able to use more sophis-
ticated algorithms to identify a signal event and distinguish it from a background
event. For the identification of electrons2, three variables have been investigated
in [113]. These variables are used similarly in the offline identification of electrons.
The studies are made with the ATLAS detector simulation [114]. Electrons from
Z → e+e− decays were taken as signal events. Hadronic jets serve as background.
To get Run 3 conditions (⟨µ⟩ = 80), the signal was overlaid by minimum-bias events
generated with PYTHIA [115]. The interaction of the particles with the detector is
simulated with GEANT4 [116].
In the following, the three shower-shape variables are introduced together with the
results of the studies in [113].
The first shower-shape variable is the energy ratio, Rη. To calculate it, the starting
point is the supercell with the highest transverse energy deposition in the middle
layer. In the next step, the transverse energies are summed up in clusters around
that very same supercell. Rη is defined as the ratio between the transverse energies
2The same holds for photons though they wont be mentioned in the following.
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Figure 5.6.: Block diagram of the L1Calo trigger Phase-I upgrade [82]. The new
parts are marked in yellow and orange.
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Figure 5.7.: Rη distributions for electrons and background jets with pT >
20 GeV [113]. Since electrons produce a narrow shower in the ATLAS detector,
the distribution is close to unity. As expected, the distribution of background jets is
broader.
in a 3 × 2 cluster of supercells and a 7 × 2 cluster:
Rη =
E
(2)
T,∆η×∆ϕ=0.075×0.2
E
(2)
T,∆η×∆ϕ=0.175×0.2
. (5.1)
In fig. 5.7, the distribution for electrons and background jets are compared. The
different shower widths of the two processes help to distinguish them. Electrons
produce a narrower shower depositing most of their energy in the 3 × 2 cluster of
supercells. That results in a Rη distribution close to unity. The background jets, on
the other hand, produce a much broader shower with more energy deposited in the
supercells around the 3 × 2 cluster.
The second shower-shape variable investigated is the energy fraction in the back
layer, f3. It is the ratio between the transverse energy deposited in the back layer in
an area of ∆η × ∆ϕ = 0.2 × 0.2 and the energy in an electromagnetic cluster in the
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Figure 5.8.: f3 distributions for electrons and background jets with pT >
20 GeV [113]. Since electrons deposit their energy mainly in the front layer and the
middle layer only a small fraction is measured in the back layer. Hadronic jets on
the other hand are expected to extend to the Tile calorimeter depositing a bigger
fraction of their energy in the back layer.
front layer, the middle layer, and the back layer. For the front layer and the middle
layer, the clusters have a size of ∆η × ∆ϕ = 0.075 × 0.2. f3 is defined as:
f3 =
E
(3)
T,∆η×∆ϕ=0.2×0.2
E
(1)
T,∆η×∆ϕ=0.075×0.2 + E
(2)
T,∆η×∆ϕ=0.075×0.2 + E
(3)
T,∆η×∆ϕ=0.2×0.2
. (5.2)
In fig. 5.8, the distribution for electrons and background jets are compared. The
longitudinal development of electromagnetic and hadronic showers is different as the
hadronic showers of the background jets develop into the Tile calorimeter. That
results in the deposition of more energy in the back layer. Electrons, on the other
hand, will deposit the main fraction of their energy in the front layer and the middle
layer.
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Figure 5.9.: wη,2 distributions for electrons and background jets with pT >
20 GeV [113]. The smaller lateral development of electromagnetic showers com-
pared to hadronic showers is visible.
The last investigated shower-shape variable is the shower width, wη,2. It measures
the width of the energy distribution in the middle layer in a 3 × 2 cluster of supercells.
It is defined as:
wη,2 =
⌜⃓⃓⃓
⎷⃓
∑︁(︂
E
(2)
T × η2
)︂
∆η×∆ϕ=0.075×0.2
E
(2)
T,∆η×∆ϕ=0.075×0.2
−
⎛⎜⎝
∑︁(︂
E
(2)
T × η
)︂
∆η×∆ϕ=0.075×0.2
E
(2)
T,∆η×∆ϕ=0.075×0.2
⎞⎟⎠
2
.
(5.3)
In fig. 5.9, the distribution for electrons and background jets are compared. The
spread of the transverse energy from an electron shower is small compared to the
spread of a jet. The explanation is caused by the smaller lateral development of
electromagnetic showers, similarly to Rη.
In fig. 5.10, the effect on the trigger rates of successively applying these variables
is shown. The objective is to keep a high signal detection efficiency while getting
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Figure 5.10.: Trigger rates for ⟨µ⟩ = 80 as a function of ET with (a) 90 % and
(b) 95 % trigger efficiency [113]. The signal events are electrons with pT > 20 GeV
from simulated Z → e+e− decays.
the ET threshold as low as possible for a given trigger rate of about 20 kHz. The
optimized cut parameters on the shower-shape variable are Rη ≥ 0.93 (0.94), wη,2 <
0.0146 (0.014), and f3 ≤ 0.02 (0.02). Additionally, a 1 GeV cut on the HadCore
variable was applied. The name HadCore refers to a cluster of 2 × 2 trigger towers in
the Tile calorimeter right behind the electromagnetic shower. For a desired trigger
efficiency of 95 % (90 %) at a trigger rate of 20 kHz that leads to an ET threshold of
21.5 GeV (20 GeV).
5.4. Demonstrator System of the Phase-I Upgrade of the
Trigger Readout Electronics
To assess technical issues and evaluate the performance, a demonstrator system of
the Phase-I trigger readout electronics has been built. The focus was on studying
whether the electronics disturb the current readout system and if they add extra
noise, and on gaining experience about the supercell pulse shapes and timing [117].
The LAr demonstrator system consists of two pre-prototype LTDBs which are
named after the institutes that built the boards. They are made of non-radiation hard
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commercial components. The BNL3 board is based on a digital motherboard and an
analog mezzanine, while the LAL/Saclay4 board is based on an analog motherboard
and a digital mezzanine. Each LTDB demonstrator board digitizes up to 320 supercell
signals. They have been extensively tested at the electronic-maintenance facility at
CERN before installation during the Long Shutdown 1 in 2014. The coverage of the
two boards is 0 < η < 1.4, and 916 · π < ϕ <
11
16 · π [117].
Two ATCA Test Boards for Baseline Acquisition (ABBAs) [118] serve as LDPBs.
Both ABBAs are equipped with two FPGAs. Each FPGA receives its data from the
supercells in one specific ϕ-slice, iϕ, in the EMB5. The corresponding ϕ-slices are iϕ =
18, 19, 20 and 21.
During Run 2 calibration pulses and noise measurements were performed. The
results of these measurements are in accordance with the expected outcomes (see
figs. 5.11 and 5.12).
During the year-end technical stop of 2017/2018, the two pre-prototype LTDBs
and the two ABBAs were decommissioned. As a replacement, two pre-production
LTDBs [119] were installed at the beginning of 2018. To replace the ABBAs, a
Liquid-Argon Carrier (LArC) board and two LAr Trigger prOcessing MEzzanines
(LATOMEs) were installed in mid-2018.
3Brookhaven National Laboratory
4Laboratoire de l’Accelerateur Lineaire and Saclay
5The EMB is separated in 64 ϕ-slices. Each cover a range of π32 in ϕ.
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Figure 5.11.: Measured pulse shapes of a front layer supercell of the LAr demon-
strator system [117]. As signals, calibration pulses were injected with different
amplitudes/DAC values. The pulse shapes meet the expectations. The amplitude of
the pulse shapes behave linearly up to DAC values of 8000. For higher DAC values,
the analog part of the LAr demonstrator system saturates.
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Figure 5.12.: Measured noise level in transverse energy as a function of η of the
LAr demonstrator system supercells [117]. The noise level per supercell is between
100–250 MeV. This is in accordance with the expected values which are the quadratic
mean of the noise of the corresponding elementary cells. The offset at η = 0.8 is due
to the change of the absorber thickness, electrodes, and calibration resistors.
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Calorimeter Signals
The Phase-I upgrade of the LAr calorimeter foresees the installation of new trigger
readout electronics. The new electronics allow the trigger to use more sophisticated
algorithms to distinguish between signal and background. These algorithms need to
have precise information about the energy deposition in the supercells. To obtain this
information, digital filter algorithms are used.
In section 6.1, the LAr calorimeter pulse shapes are presented. The different sources
of noise that lead to a distortion of the detector signals are discussed in section 6.2.
This is followed by a few general remarks about digital filter algorithms in section 6.3.
Afterward, two different filter algorithms are introduced. Section 6.4 explains the
computation of the Optimal Filter coefficients. Section 6.5 does the same for the
Wiener filter coefficients. An extension to the Wiener filter, the forward correction, is
presented in section 6.6.
6.1. Pulse Shapes of the Liquid-Argon Calorimeter
When particles ionize the liquid argon, they produce a triangular current pulse as
described in section 4.1. The transformation of this detector pulse to the digital
samples that are used for energy reconstruction consists of multiple steps: preamplifi-
cation, analog shaping, and digitization. The process is shown in fig. 6.1 as an example.
The triangular detector pulse shape has a very short rise time of a few nanoseconds,
followed by a linear decay over about 450 ns. First, this signal gets amplified in the
preamplifier. Next is the CR-(RC)2 shaper which acts as a bandpass and transforms
the unipolar triangular detector pulse shape into a bipolar pulse shape. The peak of
the bipolar pulse shape is slightly shifted with respect to the triangular pulse shape.
The bipolar pulse shape has a short positive lobe which continues in the negative
range with a long undershoot. The undershoot has a depth of about 20 % of the peak
amplitude. Peak and undershoot of the bipolar pulse shape integrate to zero.
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Figure 6.1.: The shaping of the detector pulse of the LAr calorimeter. First, the
triangular pulse shape (black) gets preamplified (blue). Then, it is shaped through
two RC circuits (green and magenta) and a CR circuit (red). The digitized samples
are indicated with black dots.
The pulse is then digitized by the ADC at a sampling rate of 40 MHz before being
sent to the digital signal processing. Both the detector pulse and the bipolar pulse
have a length of about 500 ns, which is much greater than the bunch crossing time of
25 ns.
The actual pulse shape differs between the four detector layers of the LAr calorimeter.
In fig. 6.2, examples of measured pulse shapes are shown. The signals are produced
with cosmic muons and are in good agreement with the simulated pulse shapes.
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Figure 6.2.: Comparison of measured (red) and simulated (blue) pulse shapes of
the EMB [120]. The difference is indicated in green.
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6.2. Sources of Noise
The two sources for signal distortion are electronics and pile-up noise.
Electronics noise itself has two sources. The thermal motion of electrons in electrical
conductors leads to thermal noise before and in the preamplifier. The second source
is the quantization noise of the ADC. In the ADC, the input signal is first sampled,
turning the continuous-time signal in a discrete-time signal. Then, the discrete-time
signal is quantized, which means that the input value is rounded to the nearest
quantization level1, leading to an irrevocable error [121].
As discussed in section 3.3, besides the interaction of interest, multiple additional
pp collisions may occur during a bunch crossing. These additional interactions are
called pile-up interactions. With an increase in the luminosity, the average number of
pp collisions, µ, increases. Hence, this leads to an increase in pile-up effects. There
are two types of pile-up, in-time pile-up and out-of-time pile-up.
In-time pile-up is the effect of multiple interactions during one bunch crossing. If
particles from different interactions deposit their energy in the same cell, the energy
depositions overlap. This looks like an energy deposition from a single event since it
is not possible to distinguish between the various depositions.
Out-of-time pile-up, on the other hand, comes from additional interactions in bunch
crossings before and after the interaction of interest. As discussed in section 6.1, the
pulse shapes are spread over several bunch crossings due to their length. Therefore, it
is possible, that the signals of interactions from consecutive bunch crossings overlap.
Due to the structure of the bunch train2 (see section 3.1), pile-up leads to a shift in
the baseline of the ADC. At the beginning of a bunch train, the positive contributions
of the bipolar pulse shape raise the baseline, resulting in a positive baseline shift.
After a few bunch crossings, the negative contributions of the undershoot compensate
for the positive contributions and the baseline returns to its pedestal value. After
the end of the bunch train, the negative contributions of the undershoot lower the
baseline, resulting in a negative baseline shift. If the time between two bunch trains
is shorter than the length of the undershoot, this affects the following bunch train.
In fig. 6.3, an example of this baseline shift is depicted schematically.
1An n bit ADC has 2n quantization levels.
2A continuous sequence of filled bunches is called bunch train.
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Figure 6.3.: Schematic depiction of the baseline shift (red) due to pile-up. The
bunch train is highlighted in orange. The contributions of the pile-up are drawn in
blue. Modified version taken from [122].
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6.3. Digital Filter Algorithms
In signal processing, the term filtering refers to an operation that modifies an input
signal. It aims to remove unwanted signal components, e.g. to reduce the noise [123].
Filter algorithms are characterized by their impulse response. It is the output of
the filter to a unit sample excitation described by the Kronecker δ-function:
δ(n) =
{︄
0, if n ̸= 0,
1, if n = 0.
(6.1)
6.3.1. Finite Impulse Response Filter
The Finite Impulse Response (FIR) filter is characterized by an impulse response
of finite duration. From a mathematical point of view, the FIR filter is a linear
combination of the M last samples x(n) of the input signal:
y(n) =
M−1∑︂
k=0
bkx(n − k), (6.2)
where y(n) is the output signal of the filter, bk is the k-th value of the impulse response,
also called filter coefficient, and M is the length or order of the filter. When excited
by a δ-function, the response of the FIR filter is identical to the filter coefficients bk.
Because of this finite response, FIR filters are intrinsically stable [123].
6.3.2. Infinite Impulse Response Filter
The Infinite Impulse Response (IIR) filter has an impulse response of infinite duration.
Similar to the FIR filter, the output is a linear combination of M input samples. But
in addition, N output samples are fed back into the calculation:
y(n) = 1
a0
(︄
M∑︂
k=0
bkx(n − k) −
N∑︂
k=1
aky(n − k)
)︄
(6.3)
where M is the feed-forward filter order, bk are the feed-forward filter coefficients, N
is the feed-back filter order, and ak are the feed-back filter coefficients. When excited
by a δ-function, the response of the IIR filter does not return to zero [123].
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6.4. Optimal Filter
The Optimal Filter is a FIR filter [124]. It is currently used to obtain information
about the amplitude and the timing of the LAr calorimeter pulses. The design of the
Optimal Filter was described by Cleland and Stern in 1993. The filter coefficients
of the Optimal Filter are determined in such a way that the signal-to-noise ratio is
maximized. To determine the filter coefficients, knowledge about the pulse shape of
the detector signal and the autocorrelation matrix of the total noise is required.
Starting from a signal with known pulse shape, g, but unknown amplitude, A, and
unknown time deviation, τ , (in relation to the bunch-crossing time), the measured
samples of the signal are:
Si = Ag(ti − τ). (6.4)
Applying a Taylor expansion to linearize the dependence on τ leads to:
Si = Agi − Aτg′i + ni, (6.5)
with the noise contribution, ni. The notational convention g(ti) = gi was used. To
determine the amplitude and the time deviation from the samples, Si, two FIR filters
with coefficients, ai and bi, are used:
u =
∑︂
i
aiSi, (6.6)
v =
∑︂
i
biSi. (6.7)
To determine ai and bi, the expectation value of u is required to be A and the
expectation value of v to be Aτ :
A = ⟨u⟩ =
∑︂
i
(Aaigi − Aτaig′i + ⟨ni⟩), (6.8)
Aτ = ⟨v⟩ =
∑︂
i
(Abigi − Aτbig′i + ⟨ni⟩). (6.9)
Assuming unbiased noise (⟨ni⟩ = 0), leads to the following constraints on the coeffi-
cients: ∑︂
i
aigi = 1,
∑︂
i
aig
′
i = 0, (6.10)∑︂
i
bigi = 0,
∑︂
i
big
′
i = −1. (6.11)
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The variances of u and v are given by:
Var(u) =
∑︂
ij
aiaj⟨ninj⟩
=
∑︂
ij
aiajRij,
(6.12)
and
Var(v) =
∑︂
ij
bibj⟨ninj⟩
=
∑︂
ij
bibjRij,
(6.13)
with the expectation value ⟨ninj⟩ = Rij, the autocorrelation function of the noise
evaluated at time ti − tj . The autocorrelation matrix R of the total noise is composed
of the autocorrelation of the electronics noise Rt and the autocorrelation of the pile-up
noise Rp. The summation of their components gives:
⟨ninj⟩ = R(ti − tj) = Rt(ti − tj) + Rp(ti − tj) = Rij. (6.14)
The variances of u and v are minimized, while satisfying the constraints of eqs. (6.10)
and (6.11). Introducing the Lagrange multipliers λ, κ, µ, and ρ leads to two functions:
Iu =
∑︂
ij
aiajRij − λ
(︄∑︂
i
aigi − 1
)︄
− κ
∑︂
i
aig
′
i, (6.15)
Iv =
∑︂
ij
bibjRij − µ
∑︂
i
bigi − ρ
(︄∑︂
i
big
′
i + 1
)︄
. (6.16)
Setting the partial derivatives with respect to ai and bi to zero:
∂Iu
∂ai
=
∑︂
j
ajRij − λgi − κg′i = 0, (6.17)
∂Iv
∂bi
=
∑︂
j
bjRij − µgi − ρg′i = 0. (6.18)
This leads to a set of linear equations, which can be expressed in matrix form
using a ≡ (a0, . . . , aN−1)T and b ≡ (b0, . . . , bN−1)T with the expected pulse shape
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g = (g0, . . . , gN−1)T and its derivatives g′ and the inverse of the autocorrelation
function V = R−1:
a = λV g + κV g′, (6.19)
b = µV g + ρV g′. (6.20)
Using the constraints of eqs. (6.10) and (6.11), one can determine the Lagrange
multipliers:
g a = λgT V g+κgT V g′ = λQ1 + κQ3 = 1, (6.21)
g′a = λg′T V g+κg′T V g′ = λQ3 + κQ2 = 0, (6.22)
g b = µgT V g+ρgT V g′ = µQ1 + ρQ3 = 0, (6.23)
g′ b = µg′T V g+ρg′T V g′ = µQ3 + ρQ2 =−1, (6.24)
where the following abbreviations are used:
Q1 = gT V g, (6.25)
Q2 = g′T V g′, (6.26)
Q3 = gT V g′ = g′T V g. (6.27)
The solutions of the Lagrange multipliers are:
λ = Q2∆ , κ = −
Q3
∆ , (6.28)
µ = Q3∆ , ρ = −
Q1
∆ , (6.29)
where ∆ = Q1Q2 − Q23.
Using the Lagrange multipliers together with the known pulse shape, g, and the
measured autocorrelation matrix, R, the eqs. (6.19) and (6.20) are fully determined
and the coefficients, ai and bi, of the Optimal Filter can be calculated. Hence, the
amplitude, A, and the time deviation, τ , can be computed from the signal samples,
Si:
ˆ︁A(n) = M−1∑︂
i=0
ai · S(n + i − M), (6.30)
ˆ︁τ(n) = 1
A(n)
M−1∑︂
i=0
bi · S(n + i − M). (6.31)
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6.5. Wiener Filter
The Wiener filter is a least square error filter [121, 123]. The filter coefficients are
chosen to minimize the error between an input signal, S, and a desired output signal,
A. In the following, the calculation of the filter coefficients is described for an FIR
filter. A Wiener filter, however, can also be realized as IIR filter.
The relation between an input signal, S, and the output signal, ˆ︁A, of a Wiener
filter with filter depth, M , is described by:
ˆ︁A(n) = M−1∑︂
i=0
aiS(n − i) = aT S, (6.32)
where ai are the filter coefficients. Both the filter coefficients and the input signal
can be written as a vector: aT = (a0, . . . , aM−1) and ST = (S(n), . . . , S(n − M + 1)).
The error of the Wiener filter is defined as the difference between the desired output
signal, A(n), and the actual output signal, ˆ︁A:
eWF(n) = A(n) − ˆ︁A(n) = A(n) − aT S. (6.33)
The desired output corresponds to the transverse energy, ET, deposited in the LAr
calorimeter. The next step is to minimize the average squared error by variation of
the filter coefficients, a:
⟨e2WF(n)⟩ = ⟨(A(n) − aT S)2⟩ (6.34)
= ⟨A(n)2⟩ − 2aT ⟨A(n)S⟩ + aT ⟨SST ⟩a (6.35)
= rAA(0) − 2aT rAx + aT Rxxa. (6.36)
Here, Rxx = ⟨SST ⟩ denotes the M × M autocorrelation of the samples S(n) and
rAx = ⟨A(n)S⟩, the cross-correlation vector between the input signal and the desired
output signal. The partial derivatives of the error ⟨e2WF(n)⟩ are set to zero with respect
to the filter coefficients for all n:
∂
∂a
⟨e2WF(n)⟩ = 0 = −2rAx + 2aT Rxx. (6.37)
Rearranging this equation leads to:
aT = Rxx−1rAx. (6.38)
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With this, the filter coefficients of the Wiener filter can be calculated.
In general, A can have any shape. In this thesis, different desired output signal
shapes are used. The base of all shapes is a single δ-peak. The amplitude of this
peak corresponds to the deposited transverse energy. This peak can optionally be
prepended with a pre-peak sample with half the amplitude of the peak or appended
with a post-peak sample with half the amplitude of the peak. It is also possible to
use both a pre-peak and a post-peak sample.
6.6. Wiener Filter with Forward Correction
An extension of the Wiener filter is the Wiener Filter with Forward Correction
(WFFC). The motivation behind it is to correct the undershoot of the bipolar pulse
shape, as it can bias the pulse shapes of following signals. If the initial signal comes
from a large energy deposition, the resulting pulse shape has a deep undershoot.
In the worst case, the pulse shape of a following signal falls completely below the
pedestal value.
The WFFC consists of a Wiener filter with a peak and post-peak as desired output
signal and the forward correction. The forward correction works in several steps:
1. If a correction exists for the analyzed sample, it gets applied.
2. The peak detection checks if a sequence of a peak followed by a post-peak is
present. The criterion of the ratio of peak to post-peak is eased by a margin.
For the ratio between post-peak and peak applies:
Apeak
Apost-peak
= 12 − m. (6.39)
The margin is usually set to m = 0.15 [125].
3. If the desired sequence is detected, the post-peak sample is reduced by half
the peak amplitude. In addition, the calculation of the forward correction is
initiated.
4. The correction is calculated based on the amplitude of the peak. The falling
and rising edge of the undershoot are corrected by one FIR filter each. In the
flat part of the undershoot, the correction is a constant term.
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As the WFFC uses feedback from its output for its calculation, it is not an FIR filter
but an IIR filter.
The implementation and stability of the WFFC has been tested on an FPGA [126].
Furthermore, the WFFC have been studied in multiple simulations [125, 127, 128].
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Demonstrator Data
This chapter summarizes the fundamentals of the LAr demonstrator analysis. In sec-
tion 7.1, the trigger coverage is described. A short overview of the used datasets is
given in section 7.2. In section 7.3, the process of energy reconstruction is explained.
Before an analysis, the pedestal value and the sample of the peak of the pulse are
determined for each supercell. This preprocessing of the LAr demonstrator datasets
is introduced in section 7.4. In section 7.5, irregular signals that are recorded in some
events are shown.
7.1. Trigger Coverage
Two dedicated trigger items for the LAr demonstrator have been included in the
L1Topo trigger. The objective was to record electromagnetic and hadronic showers
with a high ET within the region of the LAr demonstrator.
The trigger items select electromagnetic showers with ET > 20 GeV and hadronic
showers with ET > 100 GeV in a region of 0 < η < 1.5 (0 < η < 1.4 for hadronic
showers) and 1632 · π < ϕ <
23
32 · π in the EMB [129]. Due to the prescaling of the
trigger items, the resulting trigger rate is about 1 Hz.
When the condition of a trigger item is met, the L1Topo trigger sends the L1A
signal and the Trigger Type (TType) to the trigger, timing, and control system, which
distributes it to the ABBAs to read out the data.
The L1A signal has just a single bit. The TType has 8 bit, see table 7.1. Out of the
eight bits, the following three are important for the readout of the LAr demonstrator:
• If bit 7 is set, the ATLAS detector is in physics mode, in contrast to the
calibration mode.
• If bit 4 is set, the trigger was caused by an energy deposition in the LAr
demonstrator region.
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Table 7.1.: The bits of the TType and their meaning [130].
Sub-Trigger Physics ALFA1 FTK2 LAr demonstrator
bit 7 6 5 4
Sub-Trigger Muons Calorimeter ZeroBias3 Random
bit 3 2 1 0
• If bit 2 is set, the trigger was caused by an energy deposition in the calorimeter.
The requirement for the ABBAs to be read out is that bit 7 and bit 4 are set. Hence,
any combination including these two bits is sufficient. The majority of the recorded
events have 0x90 and 0x94 as TType.
In fig. 7.1a, an exemplary distribution of the transverse momentum, pT, of recorded
electrons during run4 334 487 (recorded 30 July 2017) is shown. In fig. 7.1b, the η
and ϕ distribution of the recorded electrons with pT > 20 GeV is shown.
1ALFA [131] stands for Absolute Luminosity for ATLAS. The ALFA detector is located 240 m from
the interaction point of the ATLAS detector and is designed to measure elastic pp collisions at
small angles.
2The Fast Tracker (FTK) [132] project has been canceled recently [133].
3A recorded event of a bunch crossing with no further requirements.
4In the following, the term run refers to a period of data taking.
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Figure 7.1.: In the left figure, the pT distribution of the electrons recorded by the
LAr demonstrator for run 334 487 is displayed. The right figure shows the η and
ϕ distribution of the electrons (pT > 20 GeV). Both the trigger coverage (red) and
the region of the LAr demonstrator (green) are highlighted. The information on the
electrons are included in the dataset of the main readout (see section 8.1).
7.2. The Datasets
7.2.1. Dataset of the Main Readout
The datasets of the main readout are already processed by the ATLAS reconstruction
software. The process is briefly explained.
From the raw data of the main readout so-called Event Summary Data (ESD) files
are produced. ESD files contain the detailed output of the reconstructed events. In
the next step, Analysis Object Data (AOD) files are produced from the ESD files.
AOD files contain reduced information of the reconstructed event, which is sufficient
for most analyses. During this process, only cells that are neighboring the cell with
the highest energy deposition are kept [134–136].
The AOD files are converted to ROOT5 [137] files. This conversion process is
also used to build the supercells by summing up the corresponding elementary cells.
The mentioned reduction in information leads to a potential underestimation of the
energies of the supercells at the edges of the energy deposition.
The ROOT files of the main readout contain several quantities. For the analysis,
the following quantities are important:
• BCID: The number of possible bunch crossings is 3564 (see section 3.1). The
5ROOT is a data analysis framework developed by CERN.
77
7. Preparation of Liquid-Argon Demonstrator Data
Bunch-Crossing Identification (BCID) denotes every bunch with the corre-
sponding number (0–3563). It is not unique, as it gets reset after one bunch
revolution.
• BCTime: The time in seconds starting from 1 January 1900 (epoch of the
Network Time Protocol [138]).
• BCTimeNS: The offset to the last full second of the BCTime in nanoseconds.
• L1ID: The Level-1 Identification (L1ID) is a 32-bit number. It consists of a
24-bit event counter which is increased for each L1A signal. The event counter
gets periodically reset. These resets are registered by the 8-bit event counter
reset counter [139].
• SC E: The energy of the supercell in MeV.
• SC Et: The transverse energy of the supercell in MeV.
• SC Eta: The η-coordinate of the supercell.
• SC ID: The supercell identifier is a 32-bit number that holds information about
the position of the readout channel in the ATLAS detector. Each readout channel
in the ATLAS detector is related to a unique identifier. More information can
be found in [140].
• SC Phi: The ϕ-coordinate of the supercell.
• SC Sampling: The detector layer of the supercell.
• TType: See section 7.1.
• Trigger Item: See section 7.1.
• Different Reconstruction Variables: Information on the reconstructed
particles, which is explained in section 8.1.
7.2.2. Dataset of the LAr Demonstrator
The data that are read out from the ABBAs are recorded in ROOT files. While
usually only four samples of the peak of the pulse are recorded in the main readout
of the LAr calorimeter, the ABBAs allow recording of 50 samples. The pulses are
recorded in a way that the peak is around the 22nd sample.
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Table 7.2.: The relation between the source ID, the ABBA FPGA, the ϕ-slice, iϕ,
and the LTDB type [130]. The first item of the ABBA FPGA is the last number
of the IP address, the second item is the UDP port. The LTDBs types are named
after the institutes that built the boards: Brookhaven National Laboratory (BNL)
and Laboratoire de l’Accelerateur Lineaire and Saclay (LAL/Saclay).
Source ID ABBA FPGA iϕ LTDB
0x410512 19:2 18 BNL
0x410511 20:2 19 BNL
0x410521 19:1 20 LAL/Saclay
0x410522 18:2 21 LAL/Saclay
The ROOT files of the LAr demonstrator contain several quantities. For the
analysis the following quantities are important:
• ADC: For each channel, the raw ADC samples are stored.
• BCID: See section 7.2.1.
• L1ID: See section 7.2.1.
• SourceID: The identifier is a 32-bit number that relates to an FPGA on the
ABBAs. More details on the relation are in table 7.2.
• TimeStamp: See BCTime in section 7.2.1.
• TimeStampNOffset: See BCTimeNS in section 7.2.1.
• TType: See section 7.1.
7.3. Energy Reconstruction
Different filter algorithms are used to reconstruct the energy from the ADC samples6.
Besides the filter coefficients, further constants7 for each supercell are needed: the
pedestal value, p, the conversion factor, fconv, to calculate the energy in MeV from
the ADC counts, and the high voltage correction factor, fHV. If the high voltage of a
6If not stated otherwise an Optimal Filter is used for the energy reconstruction.
7More information about these constants can be found in appendix A.1.
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cell does not correspond to the nominal value a correction factor is applied. For cells
with the nominal high voltage, this factor is 1.
The filter coefficients of the Optimal Filter are derived with the ATHENA8 [141]
framework. Together with the pedestal values, the conversion factors, and the high
voltage correction factors, they are taken from [142]. Because these constants were
determined for run 334 487, the majority of the studies in this thesis uses this run.
The actual reconstruction of the energy from the ADC samples, Si, involves several
steps:
1. The pedestal value, p, is subtracted from each sample.
2. Each sample is multiplied with the conversion factor, fconv, to translate the
ADC counts to MeV.
3. Each sample is multiplied with the high voltage correction factor, fHV. These
first steps lead to:
Si,mod = (Si − p) · fconv · fHV. (7.1)
4. A filter algorithm is applied to the modified ADC samples, Si,mod.
In fig. 7.2, an example of the response of an Optimal Filter applied on a sampled
pulse shape is shown. Because the Optimal Filter is set up with 5 filter coefficients,
the resulting filter response consists of 46 samples.
8The ATHENA framework is the official ATLAS software.
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Figure 7.2.: In black the ADC samples are displayed. The samples are already
modified (pedestal value subtracted, ADC to MeV conversion factor and high voltage
correction factor applied). The response of an Optimal Filter is drawn in red. It is
shifted by 5 samples for reasons of comparability to the ADC samples.
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7.4.1. Pedestal Value Adjustment
For the energy reconstruction, it is important to know the value of the pedestal for
each supercell. But studies of the pedestal values indicate that they are not fully
stable and may change from run to run. Hence, the predetermined pedestal values of
each supercell are checked before analyzing the data. If necessary, the pedestal values
are adjusted.
The process of checking the pedestal values has two steps. It is done on the un-
modified ADC samples. First, the mean, S̄, and the standard deviation, σS̄, of the 50
samples of one event are determined. If σS̄ < 1 for the BNL LTDB and σS̄ < 1.5 for
the LAL/Saclay LTDB, the difference, ∆S̄,p, between the mean and the predetermined
pedestal value is recorded, else it is discarded. This process is done for each event of
a run.
In the second step, the mean, ∆̄S̄,p, and the standard deviation, σ∆, of the recorded
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∆S̄,p values are calculated for each supercell. Because the number of recorded ∆S̄,p
values may vary for the different supercells, the maximum number of entries for a
single supercell in each detector layer is determined. The predetermined pedestal
value is adjusted by ∆̄S̄,p if the following conditions are met:
• At least 5 % of the maximum number of recorded ∆S̄,p values by a supercell in
the same detector layer,
• and σ∆ < 1.
In addition, it is checked if σ∆ < 2, else the supercell is excluded from analysis, as the
pedestal is expected to be unstable. Furthermore, supercells with a ∆̄S̄,p > 100 ADC
counts are excluded.
7.4.2. Peak Sample Identification
In addition to the pedestal values, the usual sample of the peak, Speak, is determined
for each supercell. The supercells are expected to have the peak of the recorded pulse
shape in a certain, fixed sample. This peak is supposed to be in the 22nd sample.
Again, studies indicate that it does not hold up for each supercell and may change
from run to run due to the instability of the prototype electronics.
The process of determining the sample of the peak takes only events with an energy
that is above 2 GeV into account. To ensure that higher energy depositions have a
bigger impact on the determination of the sample of the peak, the sample weighted
with the height, h, of the peak is recorded for each event. The height is the ADC
count minus the corresponding pedestal value:
h = Si − p. (7.2)
This process results in a histogram for each supercell (see fig. 7.3). Though the
largest sum is in sample 20, a small part of the depositions is in sample 21. Hence, it
has to be considered that the peak sample may vary.
The histograms are analyzed for each supercell. If the histogram has at least 5 %
of the maximum number of recorded ∆S̄,p values by a supercell in the same detector
layer, the bin of the histogram with the largest sum is set as Speak of the supercell.
Else, Speak is not set.
Next, the most frequent peak sample per LTDB is determined. If Speak is not set,
its peak sample is set to the most frequent one.
Figure 7.4 shows the histogram of the Speak for each LTDB for run 334 487. The
most supercells have an Speak around sample 20.
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Figure 7.3.: For each supercell, the sample of the peak weighted with the height is
recorded. As an example, the distribution for a supercell for run 334 487 is shown.
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The majority of the peak samples is around sample 20.
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7.5. Irregular Signals
Some issues in the LAr demonstrator data lead to an exclusion of an event. In the
worst case, a supercell is excluded for the full run. In general, there are known
problematic supercells (see [130]) that are excluded from the analysis. But in some
cases, problems occur during the runs and lead to irregularities in the data. These
irregularities need to be identified to exclude the events from the analysis. In the
following, some detected issues are introduced.
• The baseline is shifted and takes on an (almost) constant value which is either
much higher or lower than the pedestal (see fig. 7.5).
• Figure 7.6a shows an irregular response of the analog shaper to a delta peak.
The delta peak is injected in the readout chain before the shaper.
• Every 3564 bunch crossings9, the LTDBs are expected to send the so-called
K comma symbol10 to the ABBAs. This K code is sent to synchronize the
sender and the receiver. If the ABBA does not receive the K code the fiber
between the LTDB and the ABBA is unlocked. Therefore, the ABBA overwrites
the received data with an unlocked pattern [130].
An example of the unlocked pattern is shown in fig. 7.6b.
• The entire pulse of an energy deposition has to be recorded for the energy
reconstruction to work. If a pulse is at the beginning or the end of 50 samples,
the energy can not be reconstructed. Some examples are displayed in fig. 7.7.
• There are many other anomalies in the recorded data. Some are shown in
fig. 7.8.
93564 bunch crossings correspond to one bunch revelation.
10Also referred to as K code.
84
7.5. Irregular Signals
0 5 10 15 20 25 30 35 40 45 50
Sample
1000
1500
2000
2500
3000
3500
4000
4500
5000
5500
A
D
C
 C
o
u
n
ts
Irregular Signals
LAL/Saclay LTDB
ADC
Pedestal
(a)
0 5 10 15 20 25 30 35 40 45 50
Sample
0
200
400
600
800
1000
1200
1400
A
D
C
 C
o
u
n
ts
Irregular Signals
LAL/Saclay LTDB
ADC
Pedestal
(b)
Figure 7.5.: A shifted baseline with a value much higher or lower than the pedestal
value.
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Figure 7.6.: In the left figure, the response of the analog shaper to an injected
delta peak is displayed. The right figure shows the unlocked-fiber pattern of the
ABBA. These events are excluded from further analysis.
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Figure 7.7.: Pulses at the beginning or the end of the 50 samples that are not fully
recorded. These pulses are excluded from further analysis.
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Figure 7.8.: Anomalies in the recorded data. Such events are excluded from further
analysis.
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The following chapter presents a study of the background rejection power of the
shower-shape variables introduced in section 5.3.5.
While both the LAr demonstrator and the main readout cover the same energy
range, the main readout has a dynamic gain selection. With the highest of the three
different gains, a high precision is achieved at lower energies. For this reason, the
results of the main readout serve as a reference.
In section 8.1, definitions for the particle identification are introduced. Section 8.2
explains the matching process between the LAr demonstrator and the main readout
datasets. After this, the energy distribution of the supercell with the highest energy
deposition in the middle layer, the hottest supercell, is studied in section 8.3. In sec-
tions 8.4 to 8.6, the performance of the shower-shape variables is investigated, with
each section focusing on one variable. In section 8.7, the results of this study are
compared with the results from simulations presented in [113].
8.1. Particle Identification
To study the background rejection power of the three shower-shape variables, the
particle that produced the shower must be known. The main readout data files that
are produced by the ATLAS reconstruction software contain further information on
identified particles. Possible particle types are electrons, photons, muons, tau leptons,
and hadronic jets. For each type, the transverse momentum, pT, the transverse energy,
ET, and the ϕ and η coordinates are included. As the studies focus on electrons and
jets, the other particle types are not discussed further.
For each electron candidate, the pass/fail status with respect to the three sets of
criteria are recorded. A full description of the sets can be found in [143]. In the
following, a short summary is presented. The three sets of cut criteria are in order of
increasing background rejection power:
• The loose set cuts on hadronic leakage variables that compare the ratio between
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ET in the Tile calorimeter and ET in the LAr calorimeter. Cuts on shower-shape
variables for the middle layer are included as well.
• The medium set contains all cuts from the loose set. It also includes cuts on
shower-shape variables for the presampler, cuts on track quality variables1, and
cuts on the track-cluster matching.
• The tight set contains all cuts from the medium set. It also includes further
cuts on the track quality and the track-cluster matching, as well as particle
identification variables using information from the transition-radiation tracker.
For the Phase-I studies in [113], the tight cuts are used, together with a pT > 20 GeV
cut on the electron momentum. The same cuts are used here.
Jets are identified with the anti-kt clustering algorithm [144] with a distance
parameter of R = 0.4. In addition, a 20 GeV cut on the transverse momentum of the
jet is applied.
In order to associate a particle with an event, the ϕ and η coordinates must be
within the hottest supercell or one of its neighbors. If neither an electron nor a jet
is assigned to an event, it is discarded. To use the particle information of the main
readout for the LAr demonstrator, the events of the two datasets need to be matched.
8.2. Matching of Main Readout and Demonstrator Data
The matching process uses the L1ID, the BCID, and the TType. In total, over
3 million LAr demonstrator events are studied. About 96 % of these events are
matched with main readout events.
To verify the matching process, the energy depositions in four supercells (one per
detector layer) are compared. The data are taken from run 334 487. Figure 8.1 shows
the correlation between the LAr demonstrator and the main readout. In general, all
four supercells show a good correlation between the transverse energy deposited in
the LAr demonstrator and the main readout. Only for ET < 1 GeV differences are
visible.
Next, the signal detection efficiency is investigated for different energy ranges. The
1Which are related to the number of hits in the inner detector.
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Figure 8.1.: Correlation, ρ, between the transverse energy deposited in the LAr
demonstrator and the main readout for four supercells. For energies above 1 GeV,
all detector layers show a good correlation.
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Figure 8.2.: Signal detection efficiency of four supercells. The energies below
10 GeV are summed up in intervals with a width of 1 GeV. Between 10 GeV and
20 GeV, the intervals have a width of 2 GeV. In the front layer and the middle layer,
energies above 20 GeV are summed up in the last point.
following criterion has to be fulfilled for a signal to be detected:
∆Erel =
⃓⃓⃓⃓
ET,demo − ET,main
ET,main
⃓⃓⃓⃓
< 0.1 (8.1)
where ∆Erel is the relative energy difference, ET,demo is the transverse energy deposited
in the supercell of the LAr demonstrator, and ET,main the summed transverse energies
in the corresponding elementary cells of the main readout. In fig. 8.2, the signal
detection efficiency of this procedure is shown for the same four supercells as before.
While the front layer, the middle layer, and the back layer reach a signal detection
efficiency of 90 % for ET > 2 GeV, the presampler only reaches this threshold at 3 GeV.
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This is in agreement with the observations regarding the energy correlation. The
difference for small energies has to be taken into account when comparing the shower-
shape variables calculated for the main readout with those for the LAr demonstrator.
Finally, the energy depositions of a shower as seen by the LAr demonstrator and
the main readout are compared. An event with ET > 200 GeV in the hottest supercell
is displayed in fig. 8.3. For the hottest supercell and the neighboring supercells in
η direction, the energy depositions show a good agreement. Nonetheless, certain
differences are visible. As described in section 7.2, the amount of recorded data in
the main readout is reduced. Only the energy information of the supercells in the
region of the hottest supercell are included. For some events, this has an impact on
the calculated energy of the 7 × 2 cluster of Rη, for example.
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Figure 8.3.: Shower distribution of a matched event. On the left are the distributions
in the main readout, on the right the ones of the LAr demonstrator. Figures (a)
and (b) display the distributions in the front layer. Figures (c) and (d) display the
distributions in the middle layer. In the region of the energy deposition, they show
good agreement.
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8.3. Energy Distribution of the Hottest Supercell
The starting point for the calculation of all three shower-shape variables is the hottest
supercell in the middle layer. In both readouts, this supercell is required to have a
minimum energy deposition of ET > 4 GeV. The energy distribution of the hottest
supercell in the middle layer is displayed in fig. 8.4 for electrons and jets. In total,
about 1 million events are used for studies of the shower-shape variables.
The energy distributions of the electrons and the jets show a good agreement.
Next, the coordinates of the hottest supercell for the LAr demonstrator and the main
readout are compared. The difference in terms of units of the supercell width is shown
in fig. 8.5.
For the majority of the events, the hottest supercells are the same for the LAr
demonstrator and the main readout; both for electrons and jets, the fraction of the
events with different coordinates of the hottest supercell is below 1 %.
For the following studies, two more cuts are applied to the LAr demonstrator
and the main readout: the hottest supercell must be in a ϕ-slices with iϕ = 19 or
iϕ = 20. Further, the range of the possible η-slices, iη, is limited to iϕ = 3–52. When
calculating f3 in section 8.5, the η-range is reduced iϕ = 4–51.
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Figure 8.4.: Energy distribution of the hottest supercell in the middle layer. The
left figure shows the distribution for electrons, the right for jets. On both, an energy
cut of 4 GeV is applied.
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Figure 8.5.: Difference in the coordinates of the hottest supercell of the LAr
demonstrator and the main readout. The difference is given in units of the supercell
width.
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8.4. Studies of the Shower-Shape variable Rη
The first shower-shape variable that is studied is the energy ratio, Rη. The definition
can be found in eq. (5.1). Jets are expected to form a broader shower in the LAr
calorimeter as compared to electrons.
Figure 8.6 shows the Rη distribution for electrons and jets.
For the electrons, the Rη distribution of the main readout shows the expected
narrow shape shifted towards 1. The Rη distribution of the LAr demonstrator is
slightly broader and tends to lower Rη values.
As predicted by the simulations, the distributions of the jets show a broad shape.
Both distributions are very similar.
To further investigate the differences for electrons, the energy depositions in the
3 × 2 cluster are compared between the LAr demonstrator and the main readout
in fig. 8.7. The energy depositions in the 7 × 2 cluster are shown in fig. 8.8.
For the 3 × 2 cluster, the distributions of both the electrons and the jets show a
good agreement. This confirms the results shown in fig. 8.3. For the hottest supercell
and the closest neighboring supercells, the energy depositions are very similar.
While for the 7 × 2 cluster, the distributions of the LAr demonstrator and the main
readout for electrons and jets are very similar, a slight shift of the distribution of the
LAr demonstrator with respect to the main readout is visible.
The difference becomes more apparent when comparing the ratio between the
energy in the outer part of the 7 × 2 cluster, which is ET,7×2 − ET,3×2, and the energy
of the 3 × 2 cluster. Figure 8.9 shows the ratios for electrons and jets. The ratio for
the jets of the LAr demonstrator shows a slight shift with respect to the main readout.
For the electrons, a clear difference is visible. The ratio of the energy depositions in
the outer part of the 7×2 cluster is almost double for the LAr demonstrator compared
to the main readout. This has an impact on the Rη value and is responsible for the
difference in the Rη distribution of the LAr demonstrator and the main readout.
The reason is the better energy resolution of supercells of the main readout which
are summed up from individual elementary cells. These elementary cells have a lower
least significant bit compared to the supercells read out by the LAr demonstrator.
The least significant bit of elementary cells in the middle layer is in the order of 1/8 of
the noise level. For the supercells of the LAr demonstrator, the least significant bit is
in the order of the noise level.
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Figure 8.6.: Comparison of the Rη distribution for electrons and jets between the
LAr demonstrator and the main readout.
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Figure 8.7.: Comparison of the energy distribution in the 3 × 2 cluster for electrons
and jets between the LAr demonstrator and the main readout.
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Figure 8.8.: Comparison of the energy distribution in the 7 × 2 cluster for electrons
and jets between the LAr demonstrator and the main readout.
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Figure 8.9.: Comparison of the ratio between the energy in the outer part of the
7 × 2 cluster and the energy of the 3 × 2 cluster for electrons and jets.
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Figure 8.10.: Comparison of the Rη distribution for electrons and jets for the LAr
demonstrator.
The background rejection power of Rη for the LAr demonstrator is compared
in fig. 8.10. In direct comparison, the expected differences are visible. The peak of
the Rη distribution of the electrons is shifted towards 1, while the peak of the jets is
around 0.8. In addition, the distribution of the electrons is more narrow compared to
the broad, almost flat distribution of the jets.
To evaluate the background rejection power, the cut efficiency, ϵcut, is determined.
It is defined as:
ϵcut =
∫︂ 1
x
f(Rη) dRη, (8.2)
where f(Rη) is the relative frequency of Rη, and x is the cut value. The background
rejection power is defined as 1 − ϵJetscut over the cut efficiency of the signal, ϵecut, which
is called trigger efficiency. Both the cut efficiencies for electrons and jets and the
background rejection power are shown in fig. 8.11.
The cut efficiency for electrons and jets is 1 for small Rη values. For jets, the cut
efficiency starts decreasing for Rη > 0.55. While for electrons, the decrease starts
for Rη > 0.85. The background rejection power is about 60 % (50 %) for a desired
trigger efficiency of 90 % (95 %). With the Rη distributions of the main readout2, a
background rejection power of about 82 % (75 %) can be achieved.
2See appendix A.2
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Figure 8.11.: Cut efficiencies for electrons and jets and the background rejection
power. For the background rejection power on the right, 90 % (red) and 95 % (green)
trigger efficiency are marked.
8.5. Studies of the Shower-Shape variable f3
The definition of the energy fraction in the back layer, f3, can be found in eq. (5.2).
Compared to electrons, jets are expected to deposit a higher fraction of their energy
in the back layer.
Figure 8.12 shows the distributions of f3 for electrons and jets for the LAr demon-
strator and the main readout. The f3 distribution for electrons shows the expected
narrow shape which is shifted towards zero. In the LAr demonstrator, the distribution
is slightly broader than in the main readout.
For the jets, the f3 is much broader and slowly decays towards higher values. The
distributions of the LAr demonstrator and the main readout show a good agreement.
To examine the differences in the distributions, the energy depositions in the 3 × 2
cluster in the front layer are compared for the LAr demonstrator and the main readout
(see fig. 8.13). The energy depositions in the 2 × 2 cluster in the back layer are shown
in fig. 8.14. The 3×2 cluster of the middle layer is already examined in section 8.4. In
the front layer, the distributions of electrons and jets show good agreement between
the LAr demonstrator and the main readout. In the 2 × 2 cluster in the back layer,
the mean and standard deviation values for the LAr demonstrator and the main
readout differ for electrons. This leads to the difference in the f3 distributions for the
LAr demonstrator and the main readout. For jets, the energy distributions of the
2 × 2 cluster in the back layer show a good agreement.
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Figure 8.12.: Comparison of the f3 distribution for electrons and jets between the
LAr demonstrator and the main readout.
The background rejection power of f3 for the LAr demonstrator is compared
in fig. 8.15. The comparison of the f3 distributions of the LAr demonstrator and the
main readout exhibits the expected differences between them. The narrow distribution
of the electrons is clearly distinguishable from the broader shape of the jet distribution.
The definition of the cut efficiency for f3 differs from the one for Rη as the cut
direction is reversed. It is defined as:
ϵcut =
∫︂ x
0
f(f3) df3, (8.3)
where f(f3) is the relative frequency of f3, and x is the cut value. Again, the
background rejection power is defined as 1 − ϵJetscut over the trigger efficiency, ϵecut. Both
the cut efficiencies for electrons and jets and the background rejection power are
shown in fig. 8.16.
For electrons, the cut efficiency is a bit steeper for low f3 values and converges
to 1 for f3 > 0.1. The curve of the cut efficiency for jets is a bit flatter and gets
close to 1 for cuts on f3 > 0.2. The background rejection power is about 37 % (30 %)
for a desired trigger efficiency of 90 % (95 %). With the f3 distributions of the main
readout3, a background rejection power of about 62 % (52 %) can be achieved.
3See appendix A.2
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Figure 8.13.: Comparison of the energy distribution in the 3×2 cluster for electrons
and jets between the LAr demonstrator and the main readout in the front layer.
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Figure 8.14.: Comparison of the energy distribution in the 2×2 cluster for electrons
and jets between the LAr demonstrator and the main readout in the back layer.
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Figure 8.15.: Comparison of the f3 distribution for electrons and jets for the LAr
demonstrator.
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Figure 8.16.: Cut efficiencies for electrons and jets and the background rejection
power. For the background rejection power on the right, 90 % (red) and 95 % (green)
trigger efficiency are marked.
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8.6. Studies of the Shower-Shape variable wη,2
The last shower-shape variable to be studied is the shower width, wη,2. The definition
can be found in eq. (5.3). Electrons are expected to spread their energy across fewer
supercells than jets.
Figure 8.17 shows the distributions of wη,2 for electrons and jets for the LAr demon-
strator and the main readout. Both the wη,2 distribution of the electrons and the
jets show good agreement for the LAr demonstrator and the main readout. This is
because of the similar energy depositions in the 3 × 2 cluster, as has been shown in
the Rη studies.
Next, the background rejection power of wη,2 for the LAr demonstrator and the
main readout is studied. The wη,2 distributions for electrons and jets are displayed
in fig. 8.18.
Because the energy spread of the electrons is on average smaller than for the jets,
the two distributions are separated by a clear shift.
The cut efficiency for wη,2 is carried out in the same manner as for f3. Also, the
definition of the background rejection power is identical. Both the cut efficiencies for
electrons and jets and the background rejection power are shown in fig. 8.19.
The similarities in the f3 distributions are reflected in the cut efficiency curves.
For electrons, the rise starts at a lower wη,2 value than for the jets. The background
rejection power is about 67 % (57 %) for a desired trigger efficiency of 90 % (95 %).
With the wη,2 distributions of the main readout4, a background rejection power of
about 70 % (67 %) can be achieved.
4See appendix A.2
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Figure 8.17.: Comparison of the wη,2 distribution for electrons and jets between
the LAr demonstrator and the main readout.
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
,2ηw
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
R
e
la
ti
v
e
 F
re
q
u
e
n
c
y
 /
 0
.0
0
1
Electrons
Jets
 Distribution
,2ηw
Demonstrator
 > 4 GeV
hottest
TE
Figure 8.18.: Comparison of the wη,2 distribution for electrons and jets for the
LAr demonstrator.
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Figure 8.19.: Cut efficiencies for electrons and jets and the background rejection
power. For the background rejection power on the right, 90 % (red) and 95 % (green)
trigger efficiency are marked.
8.7. Trigger Efficiency Performance of the Shower-Shape
Variables
In the following, the simulation studies performed in [113] are compared with results
from this analysis. As a reminder of section 5.3.5, the simulation study suggests two
sets of optimized cut parameters for the shower-shape variables.
• Set 95 (95 % ϵecut): Rη ≥ 0.93, f3 ≤ 0.02, wη,2 < 0.0146
• Set 90 (90 % ϵecut): Rη ≥ 0.94, f3 ≤ 0.02, wη,2 < 0.014
In addition, a 1 GeV cut on the HadCore5 variable is used in the simulation. This
cut is neglected here, as no information from the Tile calorimeter is available. It is,
however, important to note that a cut on the HadCore variable is very efficient. This
has to be taken into account when comparing the results from this analysis to the
simulation studies.
The proposed cuts are applied to the data of the LAr demonstrator and the main
readout. The resulting trigger efficiency and the background rejection power are
summarized in table 8.1.
While both the LAr demonstrator and the main readout show a good background
rejection power, the trigger efficiencies are below expectations for the optimized cut
5The definition can be found in section 5.3.5.
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Table 8.1.: Achieved trigger efficiency and background rejection power with the
two sets of optimized cut parameters for the shower-shape variables.
Achieved Achieved
Trigger Efficiency Background Rejection
LAr Demonstrator
Set 95 38 % 96 %
Set 90 32 % 97 %
Main Readout
Set 95 80 % 91 %
Set 90 71 % 94 %
parameters. What is striking is that not just the LAr demonstrator does not meet
the expectations, but also the main readout. As the data from the main readout is
expected to contain the most accurate energies, the results can be seen as an upper
limit. Because of the missing cut on the HadCore variable, a direct comparison is not
meaningful though.
To investigate the possible trigger efficiency further, a simple variation of the cut
parameters is done. For Rη, the cut parameter is varied in the range of 0.75–0.95 in
steps of 0.01. The cut parameter of f3 is varied in the range of 0.01–0.1 in steps of
0.01, for wη,2 in the range of 0.0135–0.015 in steps of 0.0001.
The results for the trigger efficiency and the background rejection power together
with the corresponding cut parameters are summarized in table 8.2. Selected are the
parameters with which at least 95 % (90 %) trigger efficiency are achieved. Because
several sets of cut parameters fulfill these conditions, a grid search was performed
to find the ones with the highest background rejection power. For the simulation
studies in [113], the background rejection power was not given explicitly. Instead, the
reduction of the trigger rate for different ET thresholds was examined.
For the main readout, the outcomes of the cut parameters are close to the ones
of the simulation. The results of the cut parameters for the LAr demonstrator are
mixed: while the values for wη,2 are almost identical to the simulation, Rη and f3
show a clear difference.
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Table 8.2.: Achieved trigger efficiency and background rejection power with the vari-
ation of the cut parameters for the shower-shape variables. In [113], the background
rejection power was not given explicitly for the simulation studies.
Achieved Achieved Cut values on
Trigger Efficiency Background Rejection Rη f3 wη,2
LAr Demonstrator
95 % 68 % 0.82 0.1 0.0144
90 % 75 % 0.82 0.08 0.0139
Main Readout
95 % 81 % 0.89 0.03 0.0145
91 % 86 % 0.91 0.03 0.014
Cut Parameters from [113]
Set 95 0.93 0.02 0.0146
Set 90 0.94 0.02 0.014
8.8. Conclusion
About 95 % of the LAr demonstrator events are successfully matched to main readout
data. Roughly one-third of the events are good for the studies of the shower-shape
variable.
The comparison between the shower-shape variables calculated for the LAr demon-
strator and the main readout data show the impact of the main readout’s higher
precision for small energies. This has a direct effect on the shower-shape variables,
especially when it comes to the energies in the outer part of the 7 × 2 cluster in the
middle layer (used for the calculation of Rη) and the 2 × 2 cluster in the back layer
(used for the calculation of f3). The deviations lead to distributions of Rη and f3 for
the LAr demonstrator that are not as narrow as the ones for supercells calculated
from the main readout.
These differences have an impact on the cut parameters. When compared with the
optimized parameters from [113] for 95 % and 90 % trigger efficiency, only the values
of wη,2 match. While the values of Rη and f3 differ just slightly for the main readout,
the broader distributions of Rη and f3 obtained by the LAr demonstrator and the
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main readout lead to clear differences in these values. Adjusting the cut parameters
leads to a lower background rejection power.
While the studies show the power of the shower-shape variables to reduce back-
ground, they also demonstrate the dependence on a precise energy reconstruction.
Even small changes in the reconstructed energies have an impact on the distribution
of Rη and f3. Therefore, it is important to study the cut parameters within the
running system. If necessary, they have to be adjusted to get a sufficiently high trigger
efficiency.
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With the future increase of the luminosity, the average number of pile-up events will
rise. While the design luminosity of the LHC is L = 1034 cm−2 s−1, a peak luminosity
of L = 2.1 × 1034 cm−2 s−1 was reached in 2018 [145]. The average number of pile-up
events during Run 2 was ⟨µ⟩ = 33.7, as shown in fig. 3.13.
Both the luminosity and the average number of pile-up events are expected to
further increase after the future upgrades of the LHC. Following the Phase-I upgrade,
a luminosity of L = 2.2 × 1034 cm−2 s−1 and a ⟨µ⟩ = 60 are expected [113]. For the
HL-LHC, a luminosity of L = 5–7.5 × 1034 cm−2 s−1 and a ⟨µ⟩ between 140 and 200
are expected [108].
As explained in section 6.2, pile-up effects pose a major challenge to the energy
reconstruction. Since pile-up noise is part of the noise term of the energy resolution
(see eq. (4.2)), it has a direct impact on it. It is expected in the HL-LHC era, that
the noise term will dominate the energy resolution [108].
As stated in section 3.3, the interactions of interest have a high momentum trans-
fer. But these hard interactions are often superimposed by pile-up events with low
momentum transfer. Hence, a good understanding of pile-up effects is necessary to
determine their impact on the measurement of hard interactions.
The data of the LAr demonstrator allow a study of the pile-up effects. In contrast
to the main readout of the LAr calorimeter, which only reads out four samples around
the peak of each pulse, the LAr demonstrator data contain 50 ADC samples. That
means the complete pulse of an event is recorded. With the peak of the pulse being
around the 22nd sample, it is possible to examine bunch crossings that are before
and after the peak.
In section 9.1, the process of assigning the BCIDs to samples is described. In sec-
tion 9.2, the energy distribution of the pile-up events is studied. The effect of pile-up
on the baseline is examined in section 9.3. The development of the average pile-up
energy over the course of a run is investigated in section 9.4.1. In section 9.4.2, the
pile-up energy dependence on µ is analyzed.
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9.1. BCID Assignment and Examined Range
For the following pile-up analyses, it is necessary to assign a BCID to each of the 50
ADC samples. This is done for each event in the same manner. First, the supercell
with the highest energy deposition is identified. Next, the sample of the energy
deposition, SE, of this supercell is determined. If SE is in a range of ±5 around the
usual Speak of the supercell (see section 7.4), the event is valid for the pile-up analysis.
Otherwise, it is discarded, to exclude events with a potential unstable Speak. The
event’s BCID is then assigned to the sample SE. This allows a determination of the
BCID for each sample of this supercell and event. This takes into account that the
peak of the bipolar pulse shapes is about 50 ns behind the peak of the detector pulse
(see fig. 4.8).
To assign the correct BCID to the samples of the other supercells, it is necessary
to calculate the shift, δshift, between SE and Speak. With δshift and the individual Speak
of each supercell, it is possible to assign each sample to a BCID.
As described in section 7.4, the process of the peak sample determination is error-
prone. Hence, the assigned BCID should be regarded with caution.
The examined range of samples is the same for all pile-up analyses. It is adjusted
individually for each supercell. Only samples before Speak are investigated. To account
for possible shifts of Speak, this range is reduced by the 5 samples in front of Speak.
9.2. Pile-Up Energy Spectrum
For the spectrum of the pile-up energy depositions in the examined range, only
samples which are a local maximum are selected. Also, the bunch crossing of the
sample has to be within a bunch train. The resulting energy spectra of the four
detector layers for run 334 487 are shown in fig. 9.1. They are overlaid with the energy
spectra of the triggered events for the same run for comparison.
Both the energy spectra of the pile-up and of the triggered events show an exponen-
tial decay in the low ET part. For high ET, the shape of the spectra changes to a power
law [146, 147]. The maximum energy of the pile-up events is smaller than that of
the triggered events. This is explained by the low momentum transfer in soft collisions.
Because µ, the average number of pp collisions, is not constant over a run, the
energy spectra should be studied for different µ. Therefore, each event is assigned a µ
value. The values are read from the ATLAS Run Queries database [148] and assigned
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Figure 9.1.: The energy spectra of pile-up (red) and triggered events (black) in all
four detector layers. The data are from run 334 487.
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Figure 9.2.: The pile-up energy spectra of the four detector layers for different µ
intervals. The data are from run 334 487.
Table 9.1.: Average pile-up energy of the four layers for different µ intervals.
µ range 15–20 20–25 25–30 30–35 35–40 40–45
Layer Average pile-up energy in MeV
Presampler 368 383 405 427 458 471
Front 116 119 125 130 138 141
Middle 275 279 286 293 302 305
Back 210 211 214 216 218 219
to intervals of width 5. The energy spectra for two different µ intervals are shown
in fig. 9.2.
As the average pile-up energy depositions, ⟨Epile-up⟩, for the four detector layers
indicate, the energy spectra shift towards higher energies for higher µ. However, the
maximum energies do not change significantly. Instead, the fraction of high-energy
entries increases, as more particles deposit their energies in the supercells. On average,
the highest pile-up energies are deposited in the presampler and the middle layer.
⟨Epile-up⟩ for different µ intervals is summarized in table 9.1. While ⟨Epile-up⟩ increases
from µ = 15–20 to µ = 40–45 by over 100 MeV in the presampler, it is almost constant
for all µ intervals in the back layer.
To compare the total values of ⟨Epile-up⟩, it is important to take the size of the
different supercells into account (see table 5.1). The supercells of the presampler
and the back layer have the same size in η × ϕ. The supercells of the front and the
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Figure 9.3.: The average pile-up energy of the four layers for different µ. In the
front layer and the middle layer, four neighboring supercells are summed to partially
account for different supercell sizes.
middle layer have a 4-times finer separation in η. Additionally, the middle layer is
the largest in terms of radiation lengths (see fig. 4.5). Because a simple conversion
of the different cell sizes is not possible, a direct comparison of the total values of
⟨Epile-up⟩ is not meaningful.
Because of the larger size in terms of radiation lengths, the supercells in the middle
layer have a higher ⟨Epile-up⟩ than the supercells in the front layer. Though the
supercells in the presampler and the back layer have the same size in η × ϕ, ⟨Epile-up⟩
is higher in the presampler than in the back layer. The reason for this is, that the
most low-energetic particles are stopped before they can reach the back layer.
Finally, the η-dependence of ⟨Epile-up⟩ for different µ intervals is shown in fig. 9.3.
To enhance comparability, in the front layer and the middle layer four neighboring
supercells are summed up. For the supercells in the front layer, the middle layer,
and the back layer no significant change in ⟨Epile-up⟩ is apparent. In the presampler,
however, ⟨Epile-up⟩ increases noticeably for η > 0.8.
9.3. Pile-Up Baseline Shift
Because the BCID is known for every sample, it is possible to assign the energy of
the sample to this BCID. The assigned energy is divided by the recorded average
number of pp collisions, µ. This is done to account for the change of µ over time
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Figure 9.4.: Overview of the bunch structure of run 330 470 [149]. The filled
bunches are marked in red in the line 1-Paired. The pattern starts with 56 empty
bunches followed by the first block which consists of a 2-batch and three 3-batch sets.
The 2-batch set has two bunch trains of 48 filled bunches, which are separated by a
gap of 7 empty bunches. The 3-batch set consists of three bunch trains of 48 filled
bunches with two gaps of 7 empty bunches each. The following three blocks consist
of a 2-batch and four 3-batch sets. Between the blocks, 35 bunches are empty. The
last 156 bunches are empty again.
(see section 9.4.2). After the analysis of a full run, the average pile-up energy for each
BCID, ⟨Epile-up/µ⟩, is calculated.
As an example, run 330 470 (recorded on 24 July 2017) is investigated. The filling
scheme for this run differs from the 25 ns filling scheme as described in section 3.1.
An overview of the bunch structure is shown in fig. 9.4.
In fig. 9.5, the average pile-up energy per bunch crossing is displayed for a sequence
of 250 bunch crossings. The number of registered energy depositions differs for each
BCID. To exclude BCIDs with only a few entries, a threshold of 5 % of the maximum
number of entries is set.
The effect of pile-up manifests itself in a shift of the baseline. It looks the same for
all detector layers and reflects the expectations. The curve for the presampler is used
as an example for the following discussion.
Before the first bunch train, the negative baseline shift caused by the last bunch
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Figure 9.5.: Average energy deposition for a sequence of 250 bunch crossings. The
energy of the supercells of the same layer is summed. To account for the change of
µ over the course of a run, the energies are divided by the average number of pp
collisions. The bunch trains are highlighted in red.
115
9. Pile-Up Analysis
train – which is not shown in the plot – returns to the pedestal. This effect is also
visible before the fourth bunch train. After the beginning of the first bunch train,
the baseline rises until the undershoots of the pulses compensate for the shift (as
described in section 6.2).
In the gap between the first and the second bunch train, a negative baseline shift
is visible. Since the gap is not long enough for the baseline to return to its pedestal
value, it distorts the positive baseline shift at the beginning of the second bunch train.
For this reason, the baseline shift is not as pronounced as the first. The same applies
to the gap between the second and the third bunch train.
At the end of the third bunch train, a negative baseline shift is expected. Yet, for
the middle layer (and especially the front layer), the baseline seems to shift in the
positive direction. To investigate this potential baseline shift further, the data of the
four ϕ slices are displayed separately in fig. 9.6.
It shows, that the potential baseline shift is visible for ϕ = 2.01 and ϕ = 2.11. Also,
the amplitude of the first positive baseline shift for ϕ = 2.01 has half the value of
the other ϕ slices. Therefore, the single supercells in the front layer at ϕ = 2.01 are
investigated. The data of the two most common patterns are shown in fig. 9.7.
The curve is much noisier due to lower statistics in these individual supercells.
Figure 9.7a generally shows the expected baseline shift. Yet, at the end of the third
bunch train, the unexpected positive baseline shift is visible. In fig. 9.7b, the bunch
trains do not show this baseline shift. Though in some bunch crossing ranges, the
samples shift in the same direction, for the majority of the entries, the values seem to
be distributed randomly between −1 MeV and 1 MeV. Still, at the end of the third
bunch train, the potential positive baseline shift is visible.
The cause for the potential positive baseline shift can not be determined ultimately.
One hypothesis is that for the supercell with iϕ = 28, Speak is not determined by the
peak sample identification. Instead, a default value is used for this supercell in this
run. Further, the instability of the prototype electronics has to be taken into account.
It has been observed that in some runs, Speak of individual supercells was not stable.
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Figure 9.6.: Mean energy deposition for a sequence of 250 bunch crossings. The
bunch trains are highlighted in red. To account for the change of µ over the course
of a run, the energies are divided by the average number of pp collisions. The data
of the supercells of the four ϕ slices are summed.
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Figure 9.7.: Mean energy deposition for a sequence of 250 bunch crossings. The
bunch trains are highlighted in red. To account for the change of µ over the course
of a run, the energies are divided by the average number of pp collisions. The data
are of the supercells with iϕ = 20 on the left and iϕ = 28 on the right.
9.4. Studies of the Bunch-Train Beginning
As seen in section 9.3, the positive baseline shift reaches a maximum at the beginning
of a bunch train. The following studies examine the position of the maximum. To
prevent the bunch crossing from being affected by a previous pulse, a gap of 25 empty
bunch crossings is required ahead of the bunch train. All events that fulfill these
conditions are used for the analyses.
9.4.1. Development of the Average Pile-Up Energy during a Run
The development of the average pile-up energy, ⟨Epile-up⟩, of the bunch crossing with
the highest positive baseline shift is studied over the course of run 333 487 (recorded
on 17 August 2017). Because every recorded event is marked with a timestamp, it is
possible to assign each bunch crossing to a point in time during a run. The duration of
the run is divided into time slices of 30 min. For each time slice, ⟨Epile-up⟩ is calculated.
The development of ⟨Epile-up⟩ in the four detector layers is shown in fig. 9.8. It is
overlaid with the development of µ during that run, taken from the ATLAS Run
Queries database [148].
At the beginning of a run, the LHC is filled with bunches of approximately
1.15 × 1011 protons. Due to collisions, this number decreases with each bunch crossing.
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Figure 9.8.: Development of the average pile-up energy in the sample with the
maximum of the positive baseline shift in each bunch train (red) over the course
of run 333 487. It is overlaid with the development of µ (black) for this run. The
average over time slices of 30 min is taken.
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Hence, over the course of a run, the luminosity decreases and with it the average
number of pp collision, µ. The curves shown in fig. 9.8 support this assumption.
9.4.2. Correlation between Pile-Up Energy and µ
This study uses data from run 338 183 (recorded on 13 October 2017).
In addition to the requirements on the gap in front of the bunch train (see sec-
tion 9.4), only supercells in a region with η < 0.8 are considered in this study. This
ensures that for each detector layer, the ⟨Epile-up⟩ of all examined supercells is similar
(see fig. 9.3). If a sample meets these criteria, it is recorded together with the corre-
sponding µ value. For the analysis, the µ values are assigned to intervals of width 5.
After examining a full run, ⟨Epile-up⟩ is calculated for each µ range. The correlation
between energy and µ is shown in fig. 9.9 for each detector layer.
In general, all four detector layers show a correlation between ⟨Epile-up⟩ and µ. The
observations of ⟨Epile-up⟩ in section 9.3 for the different detector layers also apply for
this study. When µ changes from 20–25 to 55–60, ⟨Epile-up⟩ increases by a factor of
2.
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Figure 9.9.: The correlation, ρ, between the average pile-up energy of the maximum
of the positive baseline shift and µ. All four detector layers show a good correlation.
The data are from run 338 183. For a visual reference, the diagonal is marked in red.
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9.5. Conclusion
In the data of the LAr demonstrator, the effects of pile-up are observable.
The average pile-up energy correlates with the average number of pp collisions.
While this effect has only a minor impact in the back layer, the presampler is greatly
affected by it. The reason is that low energy particles do not reach the back layer
and lose all their energy in the inner layers. Furthermore, supercells that are in the
more forward region with |η| > 0.8 are exposed to higher average pile-up energy.
The additional energy deposition poses a major challenge to the L1 trigger. Espe-
cially the baseline shift at the beginning of a bunch train can lead to fake triggers,
which occupy the limited trigger rate. Although an increase of the pT threshold could
account for this, events of interest would be suppressed too. Hence, it is necessary to
study pile-up mitigation techniques. An example is the preprocessor of the L1Calo
trigger, which was equipped with new multi-chip modules during Long Shutdown 1.
These modules allow a dynamic, bunch-by-bunch pedestal correction [150].
The new trigger readout electronics will implement a pedestal correction. Because
the average pile-up energy depends on the location of the supercell, it is necessary to
calculate the correction for each supercell individually.
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In this chapter, the Wiener filter is examined as an alternative to the Optimal
Filter for energy reconstruction in the trigger readout of the LAr calorimeter. The
focus is on the signal detection efficiency for different phase shifts of the pulse
shape. In section 10.1, the pulse shapes that are used for the calculation of the filter
coefficients are introduced. In section 10.2, the WFFC and its ability to correct the
undershoot are studied. In section 10.3, two configurations of the Wiener filter are
investigated.
10.1. Pulse Shape Comparison
As described in section 6.5, the pulse shape of the signal has to be known to calculate
the filter coefficients of the Wiener filter. The same applies to the Optimal Filter
(see section 6.4). The physics pulse shapes used here are predicted from the calibration
pulse shapes with the Response Transformation Method [151]. To compare the
predicted pulse shapes and the measured pulse shapes of recorded events, events with
Emain > 5 GeV from run 334 487 are examined.
First, the phase shift, tshift, between the two kinds of pulse shapes is determined.
For that, the predicted pulse shape is sampled multiple times at 40 MHz. Each time,
it is shifted by 500 ps. The objective is to find the time shift, tminshift, where the sum of
the squared residuals is minimal. Only the six samples around the peak are taken
into account, as they are used by the filter algorithms to reconstruct the energy. The
sum is defined as:
5∑︂
i=0
(Smeasi − Scali (tshift))2 (10.1)
where Smeasi are the measured samples, and Scali (tshift) are the samples of the predicted
pulse shape for a given tshift.
In the next step, the difference between the Smeasi and Scali (tminshift) for each of the
25 samples of the pulse shape is recorded. With the recorded values, the average
difference between the measured detector pulse shape and the predicted pulse shape
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Figure 10.1.: Comparison between the average detector pulse shape and the pulse
shape predicted from the calibration pulse. The data are taken from run 334 487.
for each sample is determined. The average measured pulse shape is obtained by
applying the difference to each sample of the predicted pulse shape.
In fig. 10.1, a comparison between the average detector pulse shape and the pulse
shape predicted from the calibration pulse is shown. 153 measured pulse shapes are
examined for the presampler, 243 for the front layer, 628 for the middle layer, and
123 for the back layer. Especial the front layer shows good agreement of the samples
around the peak between measured pulse and calibration.
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10.2. Studies on the Wiener Filter with Forward Correction
The filter coefficients for the study of the performance of the WFFC are determined
with AREUS1 [125, 127]. For the calculation, the predicted pulse shapes from calibra-
tion described in section 10.1 are used since they agree well with the measured data.
The filter depth is MWF = 6. For the FIR filter that corrects the falling edge of the
undershoot, the filter depth is Mfall = 4, and for the FIR filter that corrects the rising
edge of the undershoot, it is Mrise = 3. The margin on the peak to post-peak sample
ratio is m = 0.15. In fig. 10.2, the operating principle as described in section 6.6 is
shown in separate figures.
The WFFC seeks to correct the undershoot of the bipolar pulse shape. This im-
proves the energy resolution in subsequent samples. In fig. 10.3, an example of such
a situation is shown. In sample 20 of the ADC output, an energy deposition with
about 13 GeV is visible. This is followed by a second energy deposition in sample 32.
The pulse shape of the second energy deposition is biased by the undershoot of the
first energy deposition. While both filters correctly estimate the energy of the first
energy deposition, the Optimal Filter underestimates the second hit and sends an
energy value of about 2 GeV to the L1Calo trigger. Due to the forward correction,
the WFFC correctly estimates the second hit energy value of about 7 GeV.
As discussed in [125], the energy resolution of the WFFC is highly dependent on the
phase of the incoming pulses. Since the phase of the recorded pulses can no longer be
shifted, the WFFC is instead trained on shifted pulse shapes. To investigate the phase
shift behavior of the WFFC, 25 sets of filter coefficients for pulse shapes shifted in
steps of 1 ns in a range of 0–24 ns are calculated and applied to the recorded events.
In the following, the focus is on a supercell in the front layer with η = 0.46 and
ϕ = 1.91, as the measured pulse shapes for the front layer show the best agreement
with the predicted pulse shapes from calibration.
As an example, the response with coefficients for a phase shift of 9 ns and 14 ns
are compared in fig. 10.4. With the set of filter coefficients for a phase shift of 9 ns,
the peak is detected. The set of filter coefficients for a pulse shape that is shifted
by 14 ns does not detect the peak. The reason is, that the ratio between the peak
and the post-peak sample changes when the pulse shape is shifted. Consequently, the
WFFC does not deliver the desired output anymore. In this case, the peak sample gets
1AREUS stands for ATLAS Readout Electronics Upgrade Simulation. As the name states, it is
a software framework to simulate the future readout electronics of the LAr calorimeter of the
ATLAS detector.
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Figure 10.2.: Illustration of the operating principle of the WFFC. The starting
point builds the ADC samples drawn in black in fig. (a). In fig. (b), the response
of the Wiener filter (red) to the ADC samples is displayed. The subsequent peak
detection recognizes a peak in sample 22 followed by a post-peak in sample 23. In
fig. (c), the response of the Wiener filter with the applied forward correction is drawn
in green. The energy value of the peak (blue) is sent to the L1Calo trigger as shown
in fig. (d). The data are taken from run 334 487.
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Figure 10.3.: Filter response of the WFFC and the Optimal Filter to an energy
deposition in the undershoot. While both filters correctly estimate the first energy
value, only the WFFC would send a correct estimation of the second hit to the
L1Calo trigger. The data are taken from run 338 183.
overestimated and the post-peak sample underestimated. With about 2 GeV, it does
not meet the requirement that the ratio between the peak sample and the post-peak
sample has to be at least 0.35. The peak sample has a value of about 7 GeV, which
requires the post-peak sample to be at least 2.45 GeV.
To classify this, the signal detection efficiencies of the 25 sets of filter coefficients for
the WFFC are compared to eight sets of filter coefficients for the Optimal Filter. For
the Optimal Filter, the pulse shape is shifted in steps of 3 ns in a range of 0–21 ns. The
filter coefficients of the Optimal Filter are derived with the ATHENA framework [142].
For this study, only events with Emain > 5 GeV, where Emain is the energy estimated
by the main readout, are investigated. This is the case for 254 events in run 334 487
for the supercell in the front layer. A signal is considered as being detected, if:⃓⃓⃓⃓
Ereco − Emain
Emain
⃓⃓⃓⃓
< 0.1 (10.2)
where Ereco is the energy estimated by the corresponding filter. In fig. 10.5, the signal
detection efficiency of the WFFC and the Optimal Filter are compared. For most of
the Optimal Filter coefficients, the phase shift does not influence the outcome. With
seven of the eight sets, a high signal detection efficiency of above 90 % is achieved.
This is different in the case of the WFFC. Only for two phase shifts, namely 9 ns and
10 ns, the signal detection is above 90 %.
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Figure 10.4.: WFFC response to an energy deposition with two sets of filter
coefficients for different phase shifts of the pulse shape. The data are taken from
run 334 487.
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Figure 10.5.: Comparison of the signal detection efficiency of the WFFC and the
Optimal Filter with filter coefficients for different phase shifts of the pulse shape.
The data are taken from run 334 487.
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10.3. Studies on the Wiener Filter
The filter coefficients for the study of the performance of the Wiener filter are deter-
mined with AREUS. For the calculation, the predicted pulse shapes from calibration
described in section 10.1 are used. The filter depth is MWF = 6. The Wiener filter is
studied using two different desired output signals during the calculation of the filter
coefficients.
The first one has as desired output signal a peak with no pre-peak or post-peak
sample. In fig. 10.6, the response with sets of filter coefficients for a phase shift of
10 ns and 24 ns are compared. For the coefficients for a phase shift of 10 ns, the desired
output signal is apparent. The energy of the peak is slightly overestimated. Also, the
samples before and after the peak show large oscillations in the positive and negative
direction. The coefficients for a phase shift of 24 ns show instead of the desired output
signal a signal with two peaks that have almost the same height. The explanation for
this behavior is similar to the WFFC studies in section 10.2. Due to the shift in the
ratios of the different samples, the Wiener filter does not deliver the desired output
signal anymore.
For the signal efficiency, the same conditions as used for the WFFC are applied.
In fig. 10.7, the signal detection efficiency of the Wiener filter is shown. Only for two
phase shifts, namely 8 ns and 14 ns, the signal detection is above 90 %.
The second investigated Wiener filter has as desired output signal a peak with a
pre-peak and a post-peak sample. Due to this, the deflections before and after the
peak are flattened out. In fig. 10.8, the response with sets of filter coefficients for a
phase shift of 9 ns and 20 ns are compared. For the coefficients for a phase shift of
9 ns, the desired output signal is apparent. At the same time, the estimated energy is
much closer to the expected result. The coefficients for a phase shift of 20 ns shows
instead of the desired output signal a signal with two peaks that have almost the
same height. Also, the location of the maximum of the Wiener filter response has
changed from being two samples after the peak to three samples after the peak. This
has an impact on the bunch crossing identification2.
For the signal efficiency, the same conditions as used for the WFFC are applied.
In fig. 10.9, the signal detection efficiency of the Wiener filter is shown. Over the
range of a phase shift of 2–16 ns, the Wiener filter shows a signal detection with over
90 %.
2Besides the energy estimation, the correct bunch crossing identification is the second major task of
the trigger system. This topic is not covered in this thesis, however.
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Figure 10.6.: Filter response of the Wiener filter to an energy deposition for two
different phases. The data are taken from run 334 487.
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Figure 10.7.: Signal detection efficiency of the Wiener filter with filter coefficients
for different phase shifts of the pulse shape. The data are taken from run 334 487.
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Figure 10.8.: Filter response of the Wiener filter to an energy deposition for two
different phases. The data are taken from run 334 487.
0 5 10 15 20
Phase [ns]
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
S
ig
n
a
l 
D
e
te
c
ti
o
n
 E
ff
ic
ie
n
c
y
Signal Detection Efficiency
Wiener Filter
 > 10 GeV
main
E
Figure 10.9.: Signal detection efficiency of the Wiener filter with filter coefficients
for different phase shifts of the pulse shape. The data are taken from run 334 487.
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10.4. Conclusion
The studies show that the WFFC has both advantages and disadvantages. The
WFFC is capable to remove the bias from the undershoot of the bipolar pulse shape.
Therefore, it is possible to detect two consecutive signals which are separated by less
than the length of the pulse shape. On the other hand, the WFFC relies on a stable
shift of the pulse shape to deliver a high signal detection efficiency. If the pulse shape
is shifted by more than a nanosecond, the energy is not estimated correctly. In the
worst case, if the ratio between the energy of the peak and the post-peak sample does
not match the required threshold, the signal is not detected at all.
As the WFFC, the Wiener filter performance depends strongly on the pulse shape
phase. Due to the varying ratios between the samples of the signal, the Wiener filter
cannot deliver the expected output signal. This has an impact on signal detection
efficiency. For the configuration of the Wiener filter with a narrow response, the
results show, that as soon as the phase is shifted by a nanosecond the signal detection
efficiency drops significantly.
The Wiener filter with a pre-peak and a post-peak sample shows better results.
For a wide range of phase shifts, the signal detection efficiency is comparable with
the Optimal Filter.
The bunch crossing identification has not been taken into account. This is equally
as important for the trigger readout as the precise estimation of the energy deposited
in the LAr calorimeter. If the wrong bunch crossing is identified, the data acquisition
system does not record the correct samples for the offline reconstruction. Hence, the
event is not usable for physics analyses.
The studies of the Wiener filter show that a shift of the pulse shape may lead to
a different output of the filter algorithms, with the maximum being in a different
sample than expected.
Overall, the Optimal Filter which is already used in the trigger readout seems to
be the most applicable. Nevertheless, the Wiener filter with pre-peak and post-peak
sample shows similar results in terms of signal detection efficiency. Both the WFFC
and the Wiener filter with neither a pre-peak nor a post-peak sample depend on
a stable pulse phase. With a stable phase, however, the WFFC could be a good
candidate for higher luminosities as expected in the era of the HL-LHC. Because with
a higher luminosity, consecutive energy depositions in a single supercell are more
likely. This, however, needs further investigations that may be carried out during the
upcoming LHC Run 3 2021–2024.
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The LHC and the ATLAS experiment can look back at a very successful history.
To maintain this status, both follow an ambitious upgrade schedule. An increase in
the luminosity delivered by the LHC is necessary to achieve precise measurements
of Standard Model parameters and at the same time search for physics beyond the
Standard Model.
Run 3 already foresees an increase in luminosity and center-of-mass energy of the
particle collisions. On the one hand, this brings new opportunities for the ATLAS
detector, on the other hand, it is also associated with new challenges. The increase in
luminosity leads to an increase in signal and background events. Due to the technical
limits on the L1 trigger rate, it is not possible to record all events. While a raised
trigger threshold for keeping the trigger rate low would be an easy fix, this would
also affect the acceptance of signals that contain physics of interest. To overcome this
issue, an upgrade of the readout electronics of the LAr calorimeter is planned.
The new trigger electronics will allow a precise estimate of the energy deposition. At
the same time, the elementary cells of the LAr calorimeter are summed up with higher
granularity. The newly introduced supercells enable the use of more sophisticated
shower-shape variables at trigger level. Data taken with a prototype of the future
trigger readout electronics of the LAr calorimeter allows an investigation of these
variables. Data that are processed by the ATLAS reconstruction software serve as a
reference. Cuts on the single shower-shape variables Rη, f3, and wη,2 allow distinguish-
ing between signal and background. The combination leads to a background rejection
power of 75 % (68 %) while keeping the trigger efficiency for electrons at 90 % (95 %).
Possible extensions to these studies could calculate the trigger rate reduction for the
data taken in an experimental environment. An integration of the information of the
Tile calorimeter to calculate e.g. the HadCore variable would allow a comparison of
the trigger rate reduction to predictions from simulations. This was not possible with
the dataset available from the demonstrator setup.
The increased luminosity will lead to pile-up effects, which will challenge the filter
algorithms that are used for the energy estimation in the trigger readout. In the data
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taken with the prototype, a visible baseline shift at the beginning of a bunch train is
apparent. The average energy deposited by pile-up events correlates with the average
number of pp collisions. Therefore, a pedestal correction is crucial to be implemented
in the new trigger readout electronics. Since the pile-up effects are dependent on
the location of the cell, both in η direction and the detector layer, it is necessary to
correct each supercell individually.
At the same time, it is important to have filter algorithms for the estimation of the
energy deposited in the supercells that have a high signal detection efficiency.
The Wiener filter could be an alternative to the Optimal Filter that is currently
used in the main readout. Different configurations of the Wiener filter show mixed
results when it comes to signal detection efficiency. While a Wiener filter with a
pre-peak and a post-peak sample is comparable to an Optimal Filter, the WFFC with
only a post-peak sample and a Wiener filter with neither a pre-peak nor a post-peak
sample depend greatly on the correct phase of the pulse shape. Hence, they are not
feasible for effective signal detection. Nevertheless, the WFFC with its correction of
the undershoot could be a suitable option for the era of the HL-LHC, where closely
spaced events in a single cell are more likely to appear. A more robust implementation
of the WFFC with a pre-peak and post-peak sample is object to future studies.
Because the correct estimation of low energies is important for the precise calcu-
lation of the shower-shape variables, especially f3 and Rη, further studies should
focus on the signal detection efficiency for the low energy range. Also, studies on
different filter algorithms addressing the correct identification of the bunch crossing
are necessary. It is crucial to record the correct data with the bunch crossing at which
the event took place.
While the results from simulations are a good measure for the ability of the new
trigger electronics, it is important to validate them with data taken with real hardware
in an experimental environment. This way, an effective and reliable data taking can
be ensured.
With the precision measurement of the Standard Model parameters and the search
for signatures of new physics, the ATLAS detector follows a challenging physics
program. The results obtained in this thesis will help to ensure an efficient and robust
energy reconstruction in the LAr calorimeter trigger readout, which is the basis for
foreseen physics measurements.
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A.1. Calibration Runs
The ATLAS detector can be operated either in calibration or in physics mode. During
calibration mode, the calibration boards of the LAr calorimeter readout electronics
are used to inject signals in readout channels. In the following, a short overview of
the calibration process is given. For more details refer to [152].
There are three different types of calibration runs. During a pedestal run, no
signals are injected. These runs are used to determine a pedestal value1 for each
channel. Also, the noise level can be monitored and the autocorrelation matrix of
the electronics noise can be obtained. The matrix is used for the calculation of the
filter coefficients (see chapter 6). In fig. A.1, the pedestal values of the supercells are
shown.
During a delay run, each readout channel is pulsed 200 times with signals with
given input current. The time delay between the calibration pulse and the sampling
clock is shifted in steps of about 1 ns. From the outputs, precise pulse shapes can be
obtained. Since the signals of the calibration board differ from the physics signals,
the physics pulse shapes have to be predicted from the obtained pulse shapes. The
physics pulse shapes are then used for the calculation of the filter coefficients (see
chapter 6).
During a ramp run, each readout channel is pulsed various times depending on the
detector and the gain. Thereby, the input currents (DAC2 values) are varied. From
ADC values of the amplitude of the resulting pulses and the DAC values, the gain of
the readout channel can be obtained.
The process of the computation of the ADC to MeV conversion factors which are
displayed in fig. A.2 is explained in detail in [152]. For the computation, a factor from
the prediction of the physics pulse shapes, thus from the delay runs, and the gain
obtained in the ramp runs are used.
Figure A.3 shows the high-voltage correction factors which are calculated from
1The ADC value without any input signal.
2Digital-to-Analog Converter
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Figure A.1.: The measured pedestal values for the four LTDBs.
the official ATLAS database. All constants are derived using the ATHENA frame-
work [142].
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Figure A.2.: The ADC to MeV conversion factor for the four LTDBs.
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Figure A.3.: The high-voltage correction factors for the four LTDBs.
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A.2. Additional Plots of the Shower-Shape Variables Study
In sections 8.4 to 8.6, the cut efficiencies of the three shower-shape variables Rη,
f3, and wη,2 are shown for the LAr demonstrator. In addition, the values of the
background rejection power of the main readout are given. The corresponding figures
are shown in the following.
In fig. A.4, both the cut efficiencies of Rη for electrons and jets, and the background
rejection power of Rη are shown.
In fig. A.5, both the cut efficiencies of f3 for electrons and jets, and the background
rejection power of f3 are shown.
In fig. A.6, both the cut efficiencies of wη,2 for electrons and jets, and the background
rejection power of wη,2 are shown.
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Figure A.4.: Cut efficiencies for electrons and jets and the background rejection
power. For the background rejection power on the right, 90 % (red) and 95 % (green)
trigger efficiency are marked.
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Figure A.5.: Cut efficiencies for electrons and jets and the background rejection
power. For the background rejection power on the right, 90 % (red) and 95 % (green)
trigger efficiency are marked.
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Figure A.6.: Cut efficiencies for electrons and jets and the background rejection
power. For the background rejection power on the right, 90 % (red) and 95 % (green)
trigger efficiency are marked.
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