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Abstract. We consider the spectrum of additive, polynomially vanishing random perturbations of deter-
ministic matrices, as follows. Let MN be a deterministic N ×N matrix, and let GN be a complex Ginibre
matrix. We consider the matrix MN = MN + N−γGN , where γ > 1/2. With LN the empirical measure
of eigenvalues of MN , we provide a general deterministic equivalence theorem that ties LN to the singular
values of z −MN , with z ∈ C. We then compute the limit of LN when MN is an upper triangular Toeplitz
matrix of finite symbol: if MN =
∑d
i=0 aiJ
i where d is fixed, ai ∈ C are deterministic scalars and J is the
nilpotent matrix J(i, j) = 1j=i+1, then LN converges, as N → ∞, to the law of
∑d
i=0 aiU
i where U is a
uniform random variable on the unit circle in the complex plane. We also consider the case of slowly varying
diagonals (twisted Toeplitz matrices), and, when d = 1, also of i.i.d. entries on the diagonals in MN .
1. Introduction
Write GN for an N × N random matrix whose entries are i.i.d. standard complex Gaussian variables
(a Ginibre matrix), and let {MN}∞N=1 be a sequence of deterministic N × N matrices. Consider a noisy
counterpart given by
(1.1) MN := MN +N−γGN ,
where γ ∈ (1/2,∞) is fixed, noting that by standard estimates, see [8, Corollary 1.2],
(1.2) ‖N−γGN‖ →N→∞ 0 a.s.,
where ‖ · ‖ denotes the operator norm. Let λi, i = 1, . . . , N denote the eigenvalues of MN , and let
(1.3) LN := N
−1
N∑
i=1
δλi
denote the associated empirical measure. In this paper, we study the convergence of LN for a class of
matrices MN . Discussions of background and related approaches are deferred to subsections 1.3 and 1.4.
1.1. Main results. For a probability measure µ on C which integrates the log function at infinity, and
z ∈ C, denote the Logarithmic potential associated with µ by
(1.4) Lµ(z) :=
∫
log |z − y|µ(dy).
The importance of the logarithmic potentials lies in the fact that the pointwise convergence of Lµn(z) to a
limit Lµ(z) implies the weak convergence µn → µ.
Our first main result is a deterministic equivalence theorem for LLN (z). We formulate here a simplified
version under more stringent conditions than necessary, and refer to Theorem 2.1 for the general statement,
which also has an explicit description of the functions gN appearing in the statement of Theorem 1.1. Let
Id = IdN stand for the identity matrix of dimension N . Let J = JN denote the nilpotent matrix with
Jij = 1j=i+1 for 1 ≤ i < j ≤ N .
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Figure 1. The eigenvalues of MN , with N = 4000 and various γ. On the top left, MN =
J + J2. On the top right, MN = DN + J with DN (i, i) = −1 + 2i/N . On the bottom,
MN = DN + J with DN i.i.d. uniform on [−2, 2].
Theorem 1.1. Fix γ > 1/2. Fix z ∈ C and let sN (z) denote the number of singular values of MN − z Id
smaller than N−γ+1/2+δN , where 0 < δN →N→∞ 0. Suppose sN (z) logN/N →N→∞ 0. Then, there exist
explicit, deterministic functions gN (z) so that
|LLN (z)− gN (z)| →N→∞ 0, in probability.
The importance of Theorem 1.1 (and its more elaborate version, Theorem 2.1) lies in the fact that it
reduces the question of weak convergence of the random empirical measure LN to computations involving
the deterministic matrices MN . Still, these computations are, in general, non-trivial. The other results in
this paper are instances in which these computations can be carried through and the limit of LN can be
described explicitly.
Our second main result deals with upper triangular Toeplitz matrices of finite symbol, that is banded
upper triangular Toeplitz matrices.
Theorem 1.2. Let ai, i = 0, 1, . . . , d be complex (deterministic) numbers. Let MN :=
∑d
i=0 aiJ
i, and let
MN and LN be as in (1.1) and (1.3). Then LN converges weakly in probability to the law of
∑d
i=0 aiU
i,
where U is uniformly distributed on the unit circle.
A generalization of Theorem 1.2 to the twisted Toeplitz setup appears in Section 4, see Theorem 4.1 there.
As the next theorem shows, in the case of two diagonals in MN more can be said. For x1, x2 ∈ R we denote
x1 ∨ x2 := max{x1, x2}.
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Theorem 1.3. Let DN be a diagonal matrix with entries di, set MN = DN + J and let MN be as in (1.1).
a) Let di be i.i.d. random variables of law ν supported on a subset of a simply connected compact set with
Lebesgue area 0. Then LN converges weakly in probability to a measure µ characterized by Lµ(z) = (Eν log |z−
d1|) ∨ 0.
b) Let f : [0, 1]→ C be Ho¨lder-continuous and set di = f(i/n). Then LN converges weakly in probability to
a probability measure µ satisfying
µ =
∫ 1
0
uniff(z),1dz,
where unifa,b denotes the uniform law on a circle in the complex plane of radius b and center a.
See Section 3 for details and further examples, and note that Theorem 1.3 a) is Corollary 3.6, while Theorem
1.3 b) is Corollary 3.9.
An illustration of Theorems 1.2 and 1.3 is provided in Figure 1.
Remark 1.4. We chose to consider throughout the paper only the case of perturbation matrices GN which
are complex Ginibre matrices. We believe that the results should carry over in a rather straightforward way
to the case of real Ginibre matrices, and with a significant effort to the i.i.d. setup, in the same spirit as [27].
To avoid additional technicalities, we did not pursue these extensions here.
1.2. A Thouless–type formula. Both Theorems 1.2 and 1.3(a) can also be formulated in terms of Lya-
punov exponents. Consider the vector space
V := {x ∈ RN : ((MN − z Id)x)j = 0, 1 ≤ j ≤ N − d}.
This space is d–dimensional. Further, to find x ∈ V, having chosen x1, x2, . . . , xd, one can solve for the
remaining entries of x using the equations (MN − z Id)x)j = 0 for 1 ≤ j ≤ N − d to propagate the solution.
Concisely, we can find d× d transfer matrices (Tj(z))N−d1 so that for all 1 ≤ j ≤ N − d
(x`)
j+d
`=j+1 = Tj(z) · (x`)j+d−1`=j .
For details, see Definition 5.1; for the exposition here, the explicit form of this matrix will not be necessary.
In the setup of Theorem 1.2, these matrices will all be identical. In the setup of Theorem 1.3 part (a),
the matrices will be i.i.d. scalars. In either case, the sequence (Tj(z))
N−d
1 is stationary, and we can consider
the Lyapunov spectra as the set of values
{µ1(z), µ2(z), . . . , µd(z)} :=
{
lim
n→∞
1
n
log ‖Tn(z)Tn−1(z) · · ·T1(z)v‖ : v ∈ Cd
}
In the setup of Theorem 1.3 part (a), there is a single Lyapunov eigenvalue, given by µ1(z) = E log |d1−z|.
This allows us to write that
LLN (z)→ µ1(z) ∨ 0.
In the setup of Theorem 1.2, if we set P (x) =
∑d
i=0 aix
i we have that
LLN (z)→
∫ 2pi
0
log |P (eiθ)− z| dθ
2pi
.
On the other hand, factorizing P (x)− z = ad
∏d
i=1(x− λi(z)), we can write∫ 2pi
0
log |P (eiθ)− z| dθ
2pi
=
d∑
i=1
((log |λi(z)|) ∨ 0) + log |ad|.
Furthermore, in the Toeplitz case, the eigenvalues of Tj(z) = T1(z) are just the roots of the symbol P (x),
and the Lyapunov spectra are nothing but log |λi(z)| for 1 ≤ i ≤ d. Hence, we have that in both Theorem
1.3 part (a) and Theorem 1.2,
LLN (z)→
d∑
i=1
(µi(z) ∨ 0) + log |ad|.
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Figure 2. Numerical evaluation of eigenvalues of UNMNU
∗
N with UN Haar-distributed
unitary and N = 1000. On the top left, MN = J + J
2. On the top right, MN = DN + J
with DN (i, i) = −1 + 2i/N . On the bottom, MN = DN + J with DN i.i.d. uniform on
[−2, 2], N = 4000. The computation was performed in Scipy with a 64-bit floating point
precision. Note the similarity with Figure 1.
A similar result had appeared previously in the study of the Thouless formula for the strip [4, Theorem
2.4]. For the twisted Toeplitz cases (such as in Theorem 1.3 part (b)), the formula must be replaced by an
average over local Lyapunov exponents.
1.3. Connection to pseudospectra. The fact that the spectrum of non–normal matrices and operators
is not stable with respect to perturbations is well known, see e.g. [22] for a comprehensive account and [5]
for a recent study. To illustrate the issue, we attach in Figure 2 an actual simulation of UNMNU
∗
N where
MN is as in Figure 1 and UN is a random Haar-distributed unitary matrix. While the spectrum of MN is
real, the numerical simulations produce errors that make the spectrum look similar to the one for the noisy
perturbed model MN , compare with Figure 1. See [23] for early examples of the same phenomenon.
The –pseudospectrum, defined by
Λ(MN ) := {z ∈ C : σN (MN − z Id) ≤ } ,
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Figure 3. The matrix MN = DN −DNJ + J2, with DN (i, i) = −1 + 2i/N. The leftmost
image shows eigenvalues of MN+N
−γGN for N = 4000. Theorem 4.1 gives the distributional
convergence of the spectra of this matrix on adding Gaussian noise. The rightmost image
shows pseudospectral level lines for N = 100. The levels displayed are 100−k, for k ranging
from 1 to 12. Pseudospectral lines generated by Andre´ Gaul’s pseudopy package, based off
Eigtool by Thomas G. Wright.
with σN (·) the smallest singular value, is a type of worst–case quantification of the instability of the spectrum.
See [23] for the original formulation and [22] for an extensive background and applications in numerical
analysis and beyond.
In the literature on pseudopsectra, an outsize importance is placed on exponentially good pseudospectra,
i.e. Λ where  < e
−δN for some δ. Of particular relevance here, simulations of randomly perturbed non–
normal matrices suggest that their spectra concentrate on sets that strongly resemble exponentially good
pseudospectral level lines, see e.g. [15]. In particular, in the upper-triangular Toeplitz case, these curves are
precisely the image of the unit circle in the complex plane by the Toeplitz symbol.
Furthermore, all of the models of non–normal matrices that we consider have been, not coincidentally,
the subjects of study from the point of view of exponentially good pseudospectra. The work [23] describes
many examples of non–normal matrices and gives plots of pseudospectral level lines adjacent their perturbed
eigenvalues. The top two plates in Figures 1 and 2 are Examples 2 and 4 from [23]. Subsequent work [15]
proved, using transfer matrices, some estimates for the locations of the -pseudospectrum and exponentially
good pseudospectrum of large Toeplitz matrices, and showed in the upper triangular case that the latter
converges to the spectrum of the limit Toeplitz operator, namely to the the image of the unit circle by
the symbol; our Theorem 1.2 shows that indeed, for upper triangular symbols of finite support and under
small Gaussian perturbations, the empirical measure converges to a limit with precisely this support. The
work [25], motivated in part by the Hatano–Nelson model, considers the pseudospectra of random bidiagonal
matrices, identifying four regions of distinct pseudospectral growth. Finally [24] computes the exponentially
good pseudospectrum of some classes of twisted Toeplitz matrices, including the top–right example of Figures
1 and 2 (the “Wilkinson” matrix). See also [26] for related results in the continuous setup.
As we shall see in Section 2, adding small Gaussian noise to MN − z Id roughly has the effect of boosting
any exponentially small singular values to the order of unity. Hence in situations in which there are only
a few singular values of MN − z Id that are exponentially small, the log potential at MN − z Id +N−γGN
can be approximated by computing the log potential of MN − z Id and subtracting from it the contribution
of exponentially small singular values. Indeed, if the exponential growth rates of these extremal singular
values are harmonic as functions of z away from the spectra, then a discontinuity in the Laplacian of
the log–potential occurs exactly where the exponential growth of extremal singular values changes signs.
In particular, an exponentially good pseudospectral level line would be contained in the limiting spectral
support of MN − z Id +N−γGN . See Figure 3 for an illustration.
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However, as a consequence of the theorems we show in this paper, we see that pseudospectrum alone is in
general not sufficient for understanding the limiting spectral distribution of randomly perturbed non–normal
matrices, except for special cases, e.g. when only one singular value of MN − z Id is exponentially small, or
in the Toeplitz upper-triangular case.
1.4. Previous results on typical perturbations and strategy. Our work is an attempt to address
the same issue from a “typical” perturbation point of view, and in this sense continues the line of research
initiated in [10, 27] and [6], which we now describe.
In [10], the authors consider the case where MN converges in ∗-moments, that is, there exists an op-
erator a in a non-commutative probability space (A, tr) so that for any non commutative polynomial P ,
N−1 trP (MN ,M∗N ) → trP (a, a∗). Under a regularity assumption on a and the existence of polynomially
vanishing perturbations of MN with empirical measure converging to the spectral measure µa associated with
a, they show that LN converges to µa in probability. They further show that their assumptions are satisfied
when MN = J . The paper [27] shows that this result is stable in the sense that replacing GN by a matrix with
i.i.d. entries satisfying mild assumptions does not change the result. The proofs in [10] and [27] controls the
log potential ofMN by methods inspired by free probability, and in particular breaks down if the ∗-moment
limit does not coincide with the limit of LN . Further, in [10] one can find an example of a matrix MN (with
only one non-zero diagonal) where the latter is indeed the case - namely, MN (i, j) = J(i, j) · 1j 6=0 mod logN .
In [6], the authors consider the latter situation and prove a limit theorem, where the limit does depend
on γ. The method of proof is very different from [10, 27] - it involves a combinatorial analysis of detMN (z)
whereMN (z) :=MN−z Id. Noting that LLN (z) = 1N log |detMN (z)|, concentration of measure arguments
then identify the terms contributing to the determinant.
Our approach in this paper is related to [6] in that we also compute |det(MN (z))|. However, our starting
point is to relate the latter to a truncation of MN (z) = MN − z Id, where the lowest lying singular values of
MN (z) are eliminated (we refer to this as a “deterministic equivalent model”, using terminology borrowed
from [11]). The level of truncation depends on γ, which parametrizes the strength of the perturbation.
Once this step has been established, we can study the small singular values of MN (z) using transfer-matrix
techniques, in case MN is Toeplitz with a finite symbol or a slowly-varying version of such a matrix. This
analysis was not present in [10, 6, 27] and seems to be new in the context of the stability that we study.
We note that other approaches to the study of perturbations of non-normal operators exist. In particular,
Sjo¨strand and Vogel [17], [18] identify the limit of the empirical value of a random perturbation of a banded
Toeplitz matrix with two non-zero diagonals, one above and one below the main diagonal. Their methods,
which are quite different from ours, are limited to γ > 5/2, and yield more quantitative estimates on the
empirical measure and its outliers.
The structure of the paper is as follows. In the next section, we introduce and prove the deterministic
equivalence. Various standard algebraic facts needed for the proofs are collected in Appendix A. Section 3
presents the analysis of the deterministic equivalent model in the case where only two diagonals are present;
the latter restriction simplifies the analysis because transfer matrices reduce to a scalar in that case. Section
4 treats the case of d > 1, and reduces the twisted Toeplitz case to piecewise-constant twisted Toeplitz
matrices, described in Theorem 4.4. The proof of the latter appears in Section 5.
1.5. Notation. We use throughout the following standard notation. For two real-valued sequences {an}
and {bn} we write an = o(bn) if lim supn→∞ bn/an = 0, an = O(bn) if lim supn→∞ |bn|/|an| < ∞, and
an  bn if lim supn→∞ |an|/|bn| = ∞. For any x ∈ R, we denote x− := −min{x, 0} and x+ := max{x, 0}.
For any x > 0, we denote log+(x) := (log(x))+. For x1, x2 ∈ R we denote x1 ∨ x2 := max{x1, x2} and
x1 ∧ x2 = min{x1, x2}. We use ej to denote the standard unit vector, all of whose entries are 0 except for 1
at the j-th entry. For two random variables Xi, i = 1, 2, we write X1
L
= X2 to denote that X1 and X2 have
the same law. For any matrix M , denote by ‖M‖2 := [Tr(MM∗)]1/2 its Hilbert-Schmidt norm, and for any
vector v denote by ‖v‖2 its Euclidean norm.
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2. The deterministic equivalent
Let ΣN (MN (z)) be the diagonal matrix of singular values of MN (z) := MN − z Id. Suppose the entries of
ΣN (MN (z)) are arranged to be non-decreasing going down the diagonal. That is, Σii(z) = σN−i+1(MN (z))
for i ∈ [N ] := {1, 2, . . . , N}, where Σii(z) is the i-th diagonal entry of ΣN (MN (z)), and σi(MN (z)) is the
i-th largest singular value of MN (z). By invariance of the Gaussian matrix,
det(z Id−MN ) L= det(ΣN (MN (z)) +N−γGN ).
Suppose that ΣN (MN (z)) is decomposed into two blocks of sizes N1 +N2 = N, so that
(2.1) ΣN (MN (z)) :=
(
SN (MN (z))
BN (MN (z))
)
, and N−γGN :=
(
X1 X2
X3 X4
)
.
For ease of writing, when the matrix MN is clear from the context, we simply write ΣN (z), SN (z), and BN (z)
instead of ΣN (MN (z)), SN (MN (z)), and BN (MN (z)). Now by the Schur complement formula,
(2.2) det(ΣN (z) +N
−γGN )
L
= det(BN (z) +X4) · det(S˜N (z)),
where
(2.3) S˜N (z) := SN (z) +X1−X2(BN (z) +X4)−1X3.
(Since the entries of X4 are i.i.d. Gaussian, the matrix (BN (z) + X4) is a.s. invertible and hence S˜N (z) is
well defined.) The decomposition in (2.2) proves useful when we choose the decomposition so that the entries
of BN (z) are somewhat large with respect to the noise. For such a decomposition as we will see later (see
Theorem 2.1) the log determinant of BN (z) correctly characterizes the log-potential of the limiting spectral
distribution of MN . So we need to define BN (z) appropriately.
Fix a sequence of {εN} going down to zero. We define N∗ := N∗(z, γ, εN ) as the largest integer i so that
(2.4) Σii(z) < ε
−1
N N
−γ(N − i+1)1/2.
If no such 1 ≤ i ≤ N exists then we let N∗ = 1. Now set N1 = N∗. This defines BN (z). With this choice of
BN (z) we have the following result.
Theorem 2.1. Fix z ∈ C. Suppose that N∗ logN/N → α < ∞. Then for any {εN} that tends to 0 slowly
enough that log(ε−1N )/ logN → 0,
(2.5)
1
N
log |det(ΣN (z) +N−γGN )| − 1
N
log |det(BN (z)| → −α(γ − 12 ),
in probability, as N →∞. If α = 0, we may take εN = N−η for any η > 0.
The proof of Theorem 2.1 requires a two-fold argument. First we show that the truncation level chosen
above assures that X4 is negligible with respect to BN (z). In particular, we obtain the following result.
Lemma 2.2. For any given sequence of {εN}, such that εN ∈ (0, 1) for all N , we have
(2.6) Edet(BN (z) +X4) = det(BN (z)).
and
(2.7) Var det(BN (z) +X4) ≤ ε
2
N
1− ε2N
(det(BN (z)))
2
.
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Proof. Since the entries of X4 are independent with zero mean, (2.6) follows from Lemma A.1. To compute
the second moment, we again use Lemma A.1 and the fact that entries of X4 are independent with zero
mean and variance N−2γ to obtain
E|det(BN (z) +X4)|2 =
N−N∗∑
k=0
∑
S⊂[N ]\[N∗]
|S|=N−N∗−k
E|detX4[Sˇ]|2 ·
(∏
i∈S
|Σii(z)|2
)
=
N−N∗∑
k=0
(k!)N−2γk
∑
S⊂[N ]\[N∗]
|S|=N−N∗−k
∏
i∈S
|Σii(z)|2 ,
where Sˇ := ([N ] \ [N∗]) \S. As the diagonal entries of ΣN (z) are arranged in non-decreasing order, recalling
the definition of BN (z) and N
∗ we find that∏
i∈S
|Σii(z)|2 ≤ |detBN (z)|
2(
ε−1N N−γ
)2k
(N −N∗)k
,
for any S ⊂ [N ] \ [N∗] with |S| = N −N∗ − k. Therefore,
E|det(BN (z) +X4)|2 ≤
N−N∗∑
k=0
(
N −N∗
k
)
(k!)N−2γk
|det(BN (z))|2
(ε−1N−γ)2k (N −N∗)k
≤ 1
1− ε2N
|det(BN (z))|2.
The last display together with (2.6) yields (2.7). 
Remark 2.3. Bounding higher (centered) moments of det(BN (z) + X4) and applying the Borel-Cantelli
lemma one can strengthen the conclusion of Theorem 2.1 and show that (2.5) holds almost surely. This in
turn shows that the conclusions of the main theorems of the paper, such as Theorems 1.2, 1.3, and 4.4 hold
almost surely. We do not pursue this direction here.
Lemma 2.2 shows that if εN ↓ 0 then the log determinant of BN (z)+X4 is asymptotically the same as that
of BN (z). To establish Theorem 2.1 we also need to show that the log-determinant of the Schur complement,
log det(S˜N (z)), is asymptotically negligible, see (2.2). To this end, we obtain the following lower bound.
Proposition 2.4. Set N˜ := N∗ ∨d√Ne. If N∗ ≤ N/2, then there exist absolute constants c2, c1 > 0 so that
(2.8) P[|det(S˜N (z))| ≤ N−γN∗
√
(N∗!)e−c1N˜ ] ≤ e−c2N˜ .
Before bringing the proof of Proposition 2.4, we recall the following lemma, which is proved in [6, Lemma
4.4] (in the real case, but the proof carries over to the complex case). An alternative proof can be given
based on [19, Theorem 4].
Lemma 2.5. Suppose that E is a Q × Q standard Gaussian matrix. Then for any Q × Q matrix M
independent of E and all t ≥ 0,
P[|det(E +M)| ≤ t] ≤ P[|detE| ≤ t].
We will also need the following lemma, whose proof is an adaptation of the proof of [6, Lemma 2.5].
Lemma 2.6. Let E be an N0 ×N0 matrix of independent complex standard Gaussians. There are absolute
constants c′1 > 0 and c
′
2 > 0 so that for all N
′
0 ≥ N0,
P[|detE| ≤
√
N0!e
−c′1N ′0 ] ≤ 1
c′2
e−c
′
2N
′
0 .
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Proof. We begin by recalling from [7] that if E is a complex Ginibre matrix of dimension N × N matrix,
then
|detE|2 L= 2−N
N∏
r=1
χ22r,
where χ2r are independent chi-square random variables with r degrees of freedom, i.e. they have the distribu-
tion of the square of the length of an r-dimensional standard real Gaussian vector. Now fix a large integer
K and denote
FK :=
K∏
r=1
χ2r.
Then, FK ≤ 2−N ′0 with exponentially (in N ′0) small probability. Then, proceeding as in the proof of [6,
Lemma 2.5], we find that
EL−2K ≤
K!
N0!
for a sufficiently large K, where
LK :=
N0∏
r=K+1
χ2r.
The rest follows from Markov’s inequality. 
Proof of Proposition 2.4. By Lemma 2.5, for all t ≥ 0
P[|det(S˜N (z))| ≤ t] ≤ P[|det(X1)| ≤ t],
where X1 is an N
∗×N∗ matrix of i.i.d. complex Gaussians of variance N−2γ . Hence, the desired conclusion
follows from Lemma 2.6. 
We turn to finding an upper bound on the determinant of S˜N (z). To this end, we first derive an upper
bound on the norm of the inverse of BN (z) +X4.
Lemma 2.7. Fix {εN} such that εN < 1/8 for all N , and assume that N∗ ≤ N/2. Then,
P
(
‖(BN (z) +X4)−1‖ ≤ 2εNNγ(N −N∗)−1/2
)
≥ 1− exp(−cN),
for some absolute constant c.
Proof. Gordon’s theorem for Gaussian matrices (see [8, Corollary 1.2]) and the triangle inequality give
E‖X4‖ ≤ 2
√
2N−γ
√
N −N∗.
Since A 7→ ‖A‖ is a 1-Lipschitz function, the standard concentration inequality for Gaussian random variables
applies and yields
P
(
‖X4‖ ≥ 4N−γ
√
N −N∗
)
≤ exp(−2c(N −N∗)) ≤ exp(−cN),
for some absolute constant c. On the other hand, by our definition, see (2.4),
σmin(BN (z)) ≥ ε−1N N−γ
√
N −N∗,
where σmin(B) denotes the minimum singular value of B. Since εN < 1/8, Weyl’s inequality (see [12,
Theorem 3.3.16(c)]) gives that
σmin(BN (z) +X
4) ≥ (2εN )−1N−γ
√
N −N∗,
with probability at least 1− exp(−cN). This completes the proof. 
Building on Lemma 2.7 and using a standard concentration inequality we have the following result.
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Lemma 2.8. Fix {εN} such that εN < 1/8 for all N , and assume that N∗ ≤ N/2. Then there exist absolute
constants c′ and C ′ such that the `2-norm of each of the rows of X2(BN (z) +X4)−1X3 is at most
C ′εNN−γ+1/2,
with probability at least 1− exp(−c′N).
Proof. By the rotation invariance of X2 and X3,
X2(BN (z) +X4)
−1X3
L
= X2DX3,
where D is a diagonal matrix with entries equal to the singular values of (BN (z) +X4)
−1. Hence, a row of
X2(BN (z) +X4)
−1X3 is equal in distribution to
N−γ(Dx)tX3,
where x is an (N−N∗) dimensional standard complex Gaussian vector independent of X3 and for any vector
y the notation yt denotes its transpose. From the rotation invariance of X3, it follows that
(Dx)tX3
L
= ‖Dx‖2et1X3.
The law of ‖Dx‖2 is stochastically dominated by the law of ‖D‖‖x‖2, and so we conclude that the law of the
`2-norm of a row of X2(BN (z)+X4)
−1X3 is stochastically dominated by 14 ·N−2γχ2N∗ ·χ2(N−N)∗ ·‖(BN (z)+
X4)
−1‖, where again {χr} are random variables distributed as the length of an r-dimensional standard real
Gaussian vector. Applying Lemma 2.7 and standard tail bounds for χ–variables, the result follows. 
Using Lemma 2.8 we now find an upper bound on the determinant of the Schur complement.
Lemma 2.9. Fix {εN} such that εN → 0 and εN < 1/8 for all N , and assume that N∗ ≤ N/2. Then there
are absolute constants c¯ and C¯ such that
|det(S˜N (z))| < C¯N∗N−γN∗ε−N
∗
N (N)
N∗/2
with probability at least 1− exp(−c¯N).
Proof. Note that the rows of X1 have `2 norm at most 2N
1/2−γ with probability at least 1 − exp(−c¯1N)
where c¯1 is some absolute constant. By construction of the diagonal matrix SN (z), its entries (and hence
the `2 norm of its rows) are bounded by ε
−1
N N
−γ+1/2. It follows from these facts and Lemma 2.8 that the
`2 norm of the rows of S˜N (z) are bounded by a constant multiple of ε
−1
N N
1/2−γ , with probability at least
1− exp(−c¯N). Hadamard’s bound on the determinant yields the desired conclusion. 
Equipped with all the ingredients we are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. From Lemma 2.2, upon using Markov’s inequality we find
P
(∣∣∣∣det(BN (z) +X4)det(BN (z)) − 1
∣∣∣∣ ≥ 12
)
≤ 4ε
2
N
1− ε2N
.
Therefore we see that there is a set ΩN,1 such that on ΩN,1 we have
(2.9)
∣∣∣∣ 1N log det(BN (z) +X4)− 1N log detBN (z)
∣∣∣∣ ≤ 2N
∣∣∣∣det(BN (z) +X4)det(BN (z)) − 1
∣∣∣∣ ≤ 1N ,
and
(2.10) P(ΩcN,1) ≤
4ε2N
1− ε2N
.
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Since γ > 1/2, from Proposition 2.4 and Lemma 2.9 we also obtain that∣∣∣∣ 1N log |det(S˜N (z))| − N∗ logNN (−γ + 12 )
∣∣∣∣ ≤ N∗N
[
log C¯ + log
(
1
εN
)
+
1
2
log
N
N∗
]
+ (c1 + 1)
N˜
N
≤ N
∗ logN
N
 log C¯ + log
(
1
εN
)
+ 12 log(N/N
∗)
logN
+ γ
+ (c1 + 1)N˜
N
(2.11)
on an event ΩN,2 such that
(2.12) P(ΩcN,2) ≤ exp(−c¯N) + exp(−c2N˜).
Hence when N∗ logN/N → α < ∞, then taking | log(εN )| = o(logN), the desired conclusion holds. With
εN = N
−η and N∗ = o(N/ logN) we deduce from (2.11) that
(2.13)
∣∣∣∣ 1N log det(S˜N (z))
∣∣∣∣ = o(1),
on the event ΩN,2. Now combining (2.9)-(2.10) and (2.12)-(2.13) we see that the convergence in (2.5) holds
in probability. 
3. Bidiagonal matrices: rigidity theorems for small singular vectors of DN + J
In this section, we develop estimates for the small singular values of the bidiagonal matrix MN = DN +J
where DN = − diag(d1, d2, . . . , dN ) is a diagonal matrix. These are then used to prove Theorem 1.3. For all
i ≤ j, let Di,j be defined by
Di,j :=
∏
i≤`<j
d`.
Note that Di,i = 1 by this definition. For all i ≤ j define a vector by, for each k,
(3.1) vi,jk :=

0 k < i,
Di,k i ≤ k ≤ j,
0 j < k.
The point of these vectors is that they solve (MNv
i,j)k = 0 for k between the boundaries. Precisely:
(3.2) (MNv
i,j)k =

1 k = i− 1
−Di,j+1 k = j
0 otherwise.
Hence if Di,j+1 is much smaller than some Di,k  1 for i < k ≤ j, then this will be nearly a small singular
vector, i.e. a singular vector corresponding to a small singular value.
Note that for i ≤ k ≤ j − 1, we have the identity
(3.3) vi,jk+1 = dkv
i,j
k .
Using the vectors vi,j we now construct approximate small singular vectors. Fix an integer L := LN , the
choice of which will be determined later. Consider integers
0 = i1 < i2 < i3 < · · · < iL < iL+1 = N.
The vectors
{
wj = vij+1,ij+1‖vij+1,ij+1‖−12 , j = 1, 2, . . . , L
}
have disjoint supports and are therefore orthog-
onal. We use these vectors as approximations for the small singular vectors and quantify the approximation.
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To this end, define
(3.4)
Dij ,ij+1+ := max
ij<s≤r≤ij+1
r∑
p=s
{|Dp,r|+ |Ds,p|}, and
Dij ,ij+1− := max
ij<s≤r≤ij+1
r∑
p=s
{
1
|Dp,r| +
1
|Ds,p|
}
.
Provided the entries {|dk| : ij ≤ k ≤ ij+1} are consistently larger than 1 or consistenly smaller than 1, at
least one of these quantities will be close to 1. Even in the case of independent dis, in which there may exist
a relatively long string of diagonal entries with possibly atypical magnitude, it is unlikely that both of these
will be large. We then let
(3.5) D := max
1≤j≤L
[
min
{
Dij ,ij+1+ ,Dij ,ij+1−
}]
≥ 1.
When D is small, the approximation will be good. Let pij denote the coordinate projection from CN to the
coordinates that support wj . Our main result in this section on singular values of MN is the following.
Theorem 3.1. The (L+ 1)-st smallest singular value satisfies
σN−L(MN ) ≥ D−1.
There is an absolute constant C > 1 so that the product of the L smallest singular values of MN satisfies
(3.6) (C‖MN‖D
√
L)−L
L∏
k=1
‖pikMNwk‖2 ≤
L−1∏
k=0
σN−k(MN ) ≤
L∏
k=1
‖pikMNwk‖2.
The proof of Theorem 3.1 is deferred to Section 3.2.
3.1. Applications. Theorem 1.3 regarding the behavior of the eigenvalues of MN in the bidiagonal case
follows from direct applications of Theorems 3.1 and 2.1. We show now how these applications follow.
We begin with a particularly simple case to consider that is not directly related to Theorem 1.3.
Corollary 3.2. Consider a Jordan block
JN (z) =

z 1
z 1
. . .
. . .
z 1
z
 .
Setting F−1 = min{|1− |z||, N−1, |1− |z|−1|}/2, there is a constant C(z) > 1, depending only on z, so that
for all N , we have
σN−1(JN (z)) ≥ F−1, σN (JN (z)) ≥ F−1(|z| ∧ 1)N/C(z), and σN (JN (z)) ≤ C(z)(|z| ∧ 1)N .
Proof. We apply Theorem 3.1 with a single block, i.e. L = 1, i1 = 0, and i2 = N. We bound D ≤ F upon
observing that |Dp,r| = |z|r−p for r ≥ p. By the Gershgorin circle theorem we also have that ‖JN (z)‖ =
‖JNJ∗N‖1/2 = O(|z| ∨ 1). Therefore, the proof now finishes upon using (3.1)-(3.2). 
Remark 3.3. Observe that the same conclusions as in Corollary 3.2 hold if the diagonal of JN were replaced
by arbitrary complex numbers having the same modulus.
Remark 3.4. By combining Corollary 3.2 with Theorem 2.1, we get a new proof of [6, Theorem 1.4].
When DN is a diagonal matrix of i.i.d. random variables the outcome is similar.
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Corollary 3.5. Suppose the entries of DN are i.i.d. complex random variables with
(3.7) E|d1|±β0 <∞ for some β0 > 0 and E log |d1| 6= 0.
Then, for every ε > 0, there is a δ > 0 and an L ≤ 5N1−δ so that with probability approaching 1 as N →∞,
σN−L(MN ) ≥ N−ε and
L−1∏
k=0
σN−k(MN ) = e−N(E log |d1|)−+o(N).
Proof. The key to the proof is to construct a partition of [N ] so that D is small and the upper and the lower
bounds of (3.6) are evaluated easily. To this end, we first note that
(3.8) lim
β→0
(
E|d1|±β
)1/β
= e±E log |d1|,
which follows from Taylor’s theorem and dominated convergence using (3.7).
Now we focus on the case E log |d1| > 0. By (3.8) there exists a β > 0 so that pβ := E|d1|−β < 1. We fix
this β for the remainder of the proof. Next we recall that if {Zk} is a non-negative martingale with Z0 = 1
then Doob’s maximal inequality implies that
(3.9) P
[
sup
1≤k
Zk ≥ t
]
≤ 1
t
.
Let Gδ be the set of j ∈ [N ] so that there exists a k ∈ [N ] for which
j∨k∏
i=j∧k
(|di|−βp−1β ) ≥ N2δ.
Then
P(j ∈ Gδ) ≤ P(sup
k≥0
j+k∏
i=j
(|di|−βp−1β ) ≥ N2δ) + P( sup
2≤k≤j
j∏
i=k−1
(|di|−βp−1β ) ≥ N2δ) =: P1 + P2.
Setting Zk :=
∏j+k−1
i=j (|di|−βp−1β ), one sees that {Zk} is a non-negative martingale with Z0 := 1. Applying
(3.9) one gets that P1 ≤ N−2δ. Similarly, setting Zk =
∏j
i=j−k+1(|di|−βp−1β ), one gets P2 ≤ N−2δ. Thus,
E|Gδ| ≤ 2N1−2δ, and hence by Markov’s inequality, with probability at least 1 − N−δ, |Gδ| ≤ 2N1−δ. Let
S ⊂ Z be defined by
(3.10) S :=
{bNδkc; k ∈ [bN1−δc]}⋃{∪x∈Gδ(x+ {0, 1})},
where for two sets S1 and S2 we denote S1 + S2 := {s1 + s2 : s1 ∈ S1, s2 ∈ S2}. Enumerate the elements of
S as {i2 < i3 < i4 < · · · < i|S|+1}. Extend the collection i’s by letting i1 = 0, L = |S| + 1, and iL+1 = N.
Then L ≤ 5N1−δ with probability at least 1−N−δ, and the separation ik+1 − ik ≤ Nδ for all k.
From the definition of the set S, it follows that when ij 6∈ Gδ, we have for any ij ≤ r < ij+1 and any
k ≥ r,
k∏
i=r
|di|−1 ≤ N2δ/βpk/ββ ≤ N2δ/β ,
where the last inequality follows from the fact that pβ < 1. Hence, Dij ,ij+1− ≤ 2Nδ(1+2/β). Recalling the
definition of S once more we see that when ij ∈ Gδ, we have ij+1 = ij + 1. Thus, in that case Dij ,jj+1− ≤ 2.
Therefore, we conclude that if E log |d1| > 0 then D ≤ 2Nδ(1+2/β), with probability at least 1−N−δ. Using
(3.8), a similar argument yields that
(3.11) D
ij ,ij+1
+ ≤ 2Nδ(1+2/β) for all j = 1, 2, . . . , L,
with probability at least 1 −N−δ, when E log |d1| < 0. Therefore, the same bound as above holds for D in
this case.
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Now taking δ = δ(ε) small enough and invoking the first part of Theorem 3.1, one concludes that with
the same probability, σN−L(MN ) ≥ N−ε, as claimed.
To show the second part of the corollary, we claim that for any η > 0 there is a δ′ := δ′(η) > 0, with
limη→0 δ′(η) = 0, such that for all t > 0
(3.12) max
{
P
[
k∑
i=1
log |di| ≤ −t+ k(E log |d1| − η)
]
,P
[
k∑
i=1
log |di| ≥ t+ k(E log |d1|+ η)
]}
≤ e−δ′t.
To see the above, applying Markov’s inequality, we note that for any β′ ∈ (0, β0],
P
[
k∑
i=1
log |di| ≥ t+ k(E log |d1|+ η)
]
≤
E
[∏k
i=1 |di|β
′
]
exp (β′kE log |d1|) · e
−β′t−β′kη.
Now using (3.8) and choosing β′ sufficiently small (depending on η) we deduce
P
[
k∑
i=1
log |di| ≥ t+ k(E log |d1|+ η)
]
≤ e−δ′t.
Using a similar argument for the second probability in the left hand side of (3.12), we conclude that (3.12)
holds.
We continue with the proof of the second part of the corollary. From (3.12) we conclude that for any
η > 0, there is a constant C¯(η) > 0, with limη→0 C¯(η)−1 = 0, so that, with probability 1 − N−100, for all
1 ≤ j ≤ L,
(3.13)
e2(ij+1−ij)(E log |d1|−η)−C¯(η) logN ≤
ij+1∏
i=ij+1
|di|2 = ‖pijMNvij+1,ij+1‖22 ≤ e2(ij+1−ij)(E log |d1|+η)+C¯(η) logN .
In the case that E log |d1| > 0, using the fact that ij+1 − ij ≤ Nδ we see that
ij+1∏
i=ij+1
|di|2 ≤ ‖vij+1,ij+1‖22 ≤ Nδ max
ij<r≤ij+1
r∏
i>ij+1
|di|2.
Proceeding similarly to the proof of (3.13) and applying an union bound we conclude that with probability
at least 1−N−99, for all 1 ≤ j ≤ L
(3.14) e2(ij+1−ij)(E log |d1|−η)−C¯(η) logN ≤ ‖vij+1,ij+1‖22 ≤ e2(ij+1−ij)(E log |d1|+η)+(C¯(η)+δ) logN .
Recall that ‖pikMNwk‖2 = ‖pikMnvik+1,ik+1‖2/‖vik+1,ik+1‖2. Hence combining (3.13)-(3.14), using the fact
ij+1− ij ≤ Nδ again, and taking η → 0 sufficiently slowly with N , so that C¯(η) logN = o(Nδ), we conclude
that if E log |d1| > 0 then
(3.15) e−o(N) ≤
L∏
k=1
‖pikMNwk‖2 ≤ eo(N),
with probability approaching one as N →∞.
Turning to the case E log |d1| < 0 we begin with the estimate
1 ≤ ‖vij+1,ij+1‖22 ≤ NδDij ,ij+1+ ≤ 2N2δ(1+1/β), for all j = 1, 2, . . . , L,
with probability at least 1−N−δ, where the last step follows from (3.11). Therefore
(3.16) e
∑N
i=1 log |di|−o(N) ≤
L∏
k=1
‖pikMNwk‖2 =
∏N
i=1 |di|∏L
j=1 ‖vij+1,ij+1‖2
≤ e
∑N
i=1 log |di|,
with probability approaching one, as N →∞.
To complete the proof using Markov’s inequality and the union bound we note that P(maxi |di| ≥ N2/β0) =
O(1/N). Therefore, using the Gershgorin circle theorem we derive that ‖MN‖2 = ‖M∗NMN‖ = O(N4/β0)
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with probability tending to one. Now applying Theorem 3.1, the derived bound on D, using (3.15) when
E log |d1| > 0, and (3.16) and Chebycheff’s inequality when E log |d1| < 0, the corollary follows. 
The next corollary and Remark 3.7 following it, combine Corollary 3.5 with Theorem 2.1 to obtain
Theorem 1.3 b).
Corollary 3.6. Suppose that DN is a diagonal matrix of i.i.d. complex random variables of law ν, and let
MN = DN +J . Suppose that E|d1|±β0 <∞ for some β0 > 0 and that E log |d1−z| 6= 0, for Lebesgue-a.e. z ∈
C. Then LN converges weakly in probability to the probability measure with log potential (E log |d1 − z|)+.
Remark 3.7. Let S := Supp (d1). The condition that Lν(z) = E log |d1 − z| 6= 0, for Lebesgue-a.e. z is
satisfied, for example, when S is contained in a compact simply connected set of two-dimensional Lebesgue
measure 0. Indeed, note that Lν is harmonic on S c. Lν cannot vanish identically in S c because S c is
connected and lim supz→∞ Lν(z) =∞. By [16, Theorem 3.1.18], it follows that the zero set of Lν in S c has
zero Lebesgue measure.
Proof of Corollary 3.6. We note first that by Weyl’s inequalities for singular values, if d↓i , i = 1, . . . , N
denote the monotone decreasing reordering of the variables |d1|, . . . , |dN | then |σi(MN ) − d↓i | ≤ 2 for all i,
with probability approaching 1 as N →∞. (In the last statement, we used that ‖J‖ ≤ 1 and that by (1.2),
‖N−γGN‖ →N→∞ 0.) By Weyl’s majorant theorem [3, Theorem II.3.6] it follows that, with probability
tending to 1 as N →∞,
N∑
i=1
log+ |λi(MN )| ≤
N∑
i=1
log+ σi(MN ) ≤
N∑
i=1
log+(|di|+ 2).
Since E|d1|β0 < ∞ it follows that E log+(|d1|+ 2) < ∞. Therefore, denoting by BC(0, R) the ball of radius
R in the complex plane centered at zero and using the law of large numbers, we find that
LN (BC(0, R)
c) =
1
N
N∑
i=1
1{|λi(MN )|>R} ≤ (log+R)−1 ·
1
N
N∑
i=1
log+ |λi(MN )| ≤ 2 ·
E log+(|d1|+ 2)
log+R
,
with probability approaching one. Since R <∞ is arbitrary, this in turn implies that the sequence of random
probability measures {LN}N∈N is tight. Therefore, by [20, Theorem 2.8.3], the corollary follows once one
proves that LMN (z)→ E log |d1 − z|+ in probability for Lebesgue almost every z ∈ C.
To prove the convergence of LMN , we check that DN − z Id +J satisfies the hypotheses of Corollary 3.5
for Lebesgue-a.e. every z. By assumption E|d1|β0 < ∞ and hence E|d1 − z|β0 < ∞ for all z ∈ C. Observe
that for any M > 0 ∫
C
∫
|z−y|<M
1
|z − y| |dz|
2ν(dy) = 2piM
with |dz|2 the 2-dimensional Lebesgue volume element. In particularly, as this is locally integrable, by
Jensen’s inequality, we have that
E|z − d1|−β0 ≤
(
E|z − d1|−1
)β0
<∞
is finite for Lebesgue-a.e. z, where without loss of generality we have assumed β0 ≤ 1. Hence MN − z Id
satisfies the hypotheses of Corollary 3.5 for Lebesgue-a.e. z ∈ C.
Let z ∈ C be a point at which these hypotheses are satisfied. Choosing ε, η > 0 sufficiently small so that
ε < γ− 12 −η, we get from Corollary 3.5 that there is a δ > 0 and an L ≤ 5N1−δ so that σN−L(MN −z Id) ≥
N−ε and
(3.17)
L−1∏
k=0
σN−k(MN − z Id) = e−N(E log |d1−z|)−+o(N),
with probability approaching to one, as N →∞. Applying Theorem 2.1, with εN = N−η, we get that
(3.18)
1
N
log |det(MN − z Id)| − 1
N
log
|det(MN − z Id)|∏N∗−1
k=0 σN−k(MN − z Id)
→ 0
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in probability, where we recall that N∗ was defined in (2.4) as the largest i so that
σN−i < Nη−γ(N − i)1/2 < N−ε.
So N∗ ≤ L, and therefore
(3.19) (Nη−γ(N −N∗)1/2)L ≤
∏L−1
k=0 σN−k(MN − z Id)∏N∗−1
k=0 σN−k(MN − z Id)
≤ ‖MN − z Id ‖L.
As we have already seen during the proof of Corollary 3.5 that ‖MN‖ = O(N2/β0) with probability approach-
ing one, by the triangle inequality the same bound continues to hold for ‖MN − z Id ‖. Therefore, using the
fact that L = O(N1−δ) we deduce that both the upper and lower bounds in (3.19) are sub-exponential in
N . On the other hand, since MN is an upper triangular matrix, by Chebycheff’s inequality it also follows
that |det(MN − z Id)| = eNE log |d1−z|+o(N), with probability tending to one. Hence, combining (3.17)-(3.18)
we deduce
1
N
log |det(MN − z Id)| − 1
N
log
eNE log |d1−z|+o(N)
e−N(E log |d1−z|)−+o(N)
→ 0
in probability. As this holds for Lebesgue almost every z ∈ C, the claimed statement follows. 
The next corollary deals with MN = DN + J where the entries in DN vary slowly.
Corollary 3.8. Suppose that f : [0, 1] → C is α-Ho¨lder continuous, and that di = f(i/N) for 1 ≤ i ≤ N.
For every ε > 0, there is a δ > 0 and an L = O(N1−δ) so that σN−L(MN ) ≥ N−ε and
L−1∏
k=0
σN−k(MN ) = e
∑N
i=1−(log |f(i/N)|)−+o(N).
Proof. The key to the proof is again to construct a suitable partition of [N ]. Fix any δ ∈ (0, 1). Inductively
define aj ∈ N by setting a1 := 1 and letting
aj+1 :=
{
inf{aj < k ≤ N : log |f(k/N)| > N−δ}, if log |f(aj/N)| < 0,
inf{aj < k ≤ N : log |f(k/N)| < −N−δ}, if log |f(aj/N)| > 0.
From the definition of {aj} and the Ho¨lder continuity of f we see that there is a constant C0 so that
1
2
N−δ ≤ |f(aj/N)− f(aj+1/N)| ≤ C0
(
aj+1 − aj
N
)α
and note that |{aj}| = O(Nδ/α). Let
S := ∪bN1−δck=1 bNδkc
⋃
{aj : j ∈ N}.
Enumerate the elements of S as {i2 < i3 < i4 < · · · < i|S|+1}. Extend this by letting i1 = 0, L = |S|+ 1, and
iL+1 = N. Then, upon reducing δ if necessary, we obtain L = O(N
1−δ), and the separation ik+1 − ik < Nδ
for all k.
Next, recalling the definition of Ds,r, by the construction of {aj}, and the triangle inequality we also have
that either
|Ds,r| ≤ 2e(r−s)N−δ for all ik < s ≤ r ≤ ik+1 or |Ds,r| ≥ 1
2
e−(r−s)N
−δ
for all ik < s ≤ r ≤ ik+1.
Hence D ≤ 4eN δ, which upon an application of Theorem 3.1 yields that given any ε > 0, there exists δ > 0,
sufficiently small such that σN−L(MN ) ≥ N−ε. As ‖MN‖ = ‖MNM∗N‖1/2 = O(supx∈[0,1] |f(x)|), by the
Gershgorin circle theorem, applying Theorem 3.1 once again, it remains to show that
(3.20)
L∏
k=1
‖pikMNwk‖2 = e
∑N
i=1−(log |f(i/N)|)−+o(N)
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where we recall that wk = vik+1,ik+1‖vik+1,ik+1‖−12 for 1 ≤ k ≤ L. To this end, we note that for each
1 ≤ k ≤ L we have that either
log |f(s/N)| ≤ N−δ for all ik < s< ik+1 or log |f(s/N)| ≥ −N−δ for all ik < s< ik+1.
Using the Ho¨lder continuity of f we further have that |f(ik+1/N)| ≤ 2eN−δ in the first case and |f(ik+1/N)| ≥
1
2e
−N−δ in the second case. Therefore, in the first case, we have that
1 ≤ ‖vik+1,ik+1‖22 ≤ 2e2Nδ,
and
|Dik+1,ik+1+1|=
ik+1∏
j=ik+1
|f(j/N)| = exp
 ik+1∑
j=ik+1
(log |f(j/N)|)+ −
ik+1∑
j=ik+1
(log |f(j/N)|)−

= exp
(
O(1)−
ik+1∑
j=ik+1
(log |f(j/N)|)−
)
.
Hence,
(3.21) ‖pikMNwk‖2 = exp
(
O(logN)−
ik+1∑
j=ik+1
(log |f(j/N)|)−
)
.
Arguing similarly, in the second case, we have that
|Dik+1,ik+1 |2 ≤ ‖vik+1,ik+1‖22 ≤ 2e2Nδ|Dik+1,ik+1 |2,
and therefore
(3.22) ‖pikMNwk‖2 = exp
(
O(logN)
)
= exp
(
O(logN)−
ik+1∑
j=ik+1
(log |f(j/N)|)−
)
.
Combining (3.21)-(3.22) we arrive at (3.20). This completes the proof. 
Building on Corollary 3.8, the next corollary is Theorem 1.3 b).
Corollary 3.9. Suppose f : [0, 1] → C is Ho¨lder continuous, and that di = f(i/N) for 1 ≤ i ≤ N. Set
MN = DN + J . Then LN converges weakly in probability to a probability measure with log potential∫ 1
0
(
log |f(t)− z|)
+
dt.
The proof follows a very similar track as the derivation of Corollary 3.6 from Corollary 3.5. Moreover, as
we will see later in Section 5, the proof of Theorem 4.4 also follows a very similar line of arguments. Hence,
the proof of Corollary 3.9 is omitted.
3.2. Proof of Theorem 3.1: estimates for the small singular values of DN +J . The proof is divided
into three separate claims: Corollary 3.13, which is a bound on the (L + 1)-st smallest singular value,
Proposition 3.11, which is an upper bound on the product of small singular values, and Proposition 3.14,
which is a lower bound on the product of small singular values.
Recall the notation in (3.3) and (3.5), and that that pij is the coordinate projection from CN to the coor-
dinates that support wj . Let ρj be the same coordinate projection that in addition kills the ij+1 coordinate,
i.e. the last entry of the support of wj .
Lemma 3.10. For all 1 ≤ j ≤ L, and any vector x∈ CN ,
infa∈C ‖pij(x− awj)‖2
‖ρj(MNx)‖2 ≤ min
{
Dij ,ij+1+ ,Dij ,ij+1−
}
,
where Dij ,ij+1+ and Dij ,ij+1− were defined in (3.4).
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Proof of Lemma 3.10. By definition of MN , we have for any 1 ≤ p < N and any vector x ∈ CN ,
xp+1 = dpxp−(MNx)p.
By iterating this identity and using (3.2), we have for ij+1 ≥ p > k ≥ ij + 1
xp − awjp = (xk − awjk)Dk,p +
p−1∑
r=k
(MNx)rDr+1,p.
Reversing the roles of k and p and rearranging the formula, this also shows that for ij+1 ≥ k > p ≥ ij + 1
xp − awjp =
(xk − awjk)
Dp,k +
k−1∑
r=p
(MNx)r
Dp,r+1 .
Picking a so that (xij+1 − awjij+1) = 0 or (xij+1 − awjij+1) = 0 we have that
(3.23) |xp − awjp| ≤
{∑p−1
r=ij+1
|(MNx)r| · |Dr+1,p|, p > ij + 1,∑ij+1−1
r=p |(MNx)r| · |Dp,r+1|−1, p < ij+1 − 1.
Hence, using the first inequality of (3.23), upon applying Jensen’s inequality,
|xp − awjp|2 ≤
{ p−1∑
r=ij+1
|(MNx)r|2 · |Dr+1,p|
}
·
{ p−1∑
r=ij+1
|Dr+1,p|
}
Summing this bound from p = ij + 1 to p = ij+1, rearranging the terms, and using the definition of Dij ,ij+1+ ,
‖pij(x− awj)‖22 =
ij+1∑
p=ij+1
|xp − awjp|2 ≤
{ij+1−1∑
r=ij+1
|(MNx)r|2
}
·
{
Dij ,ij+1+
}2
= ‖ρj(MNx)‖22 ·
{
Dij ,ij+1+
}2
.
Next using the second inequality of (3.23) and proceeding similarly as above we complete the proof. 
We now proceed to using these estimates in order to control the product of the small singular values of
MN . We begin with obtaining an upper bound on the product of small singular values. To this end, we use
Lemma A.2, which is a multivariate generalization of Courant-Fischer-Weyl min-max principle for singular
values.
Proposition 3.11.
(3.24)
L−1∏
k=0
σN−k(MN ) ≤
L∏
k=1
‖pikMNwk‖2.
Proof. Denote W :=
[
w1 w2 · · · wL]. Since the columns of W are orthonormal, from Lemma A.2 it
follows that
(3.25)
L−1∏
k=0
σN−k(MN ) ≤ det(W ∗M∗NMNW ).
To evaluate the rhs of (3.25) we define the L× L matrix M by
Mj,k := (eij+1)tMNwk,
where {e`}N`=1 are canonical basis vectors in CN . Recalling (3.2) we note that W ∗M∗NMNW =M∗M. On
the other hand, the matrix M being upper triangular we also have
(3.26)
L∏
j=1
‖pijMNwj‖22 =
L∏
j=1
|Mj,j |2 = |detM|2 = det(W ∗M∗NMNW ).
The proof concludes by invoking (3.25). 
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We next show that vectors v which have a sizeable component orthogonal to S := span{wj} will neces-
sarily have ‖MNv‖2 large. To this end, let ψ be the orthogonal projection map from CN to S. Let ρ be the
projection
(3.27) ρ :=
∑`
j=1
ρj .
The projections ρ and ψ interact in that
(3.28) ρMNψ = 0,
which follows immediately from the definition of wj . We can then combine this observation with the earlier
Lemma 3.10 to obtain the next lemma.
Lemma 3.12. For any vector v ∈ CN ,
‖v‖22 − ‖ψv‖22 = ‖(1− ψ)v‖22 ≤ ‖ρMNv‖22D2.
Proof. On the one hand, using the orthogonality of pij ,
‖v‖22 − ‖ψv‖22 = inf{aj}⊂C ‖(v −
∑
j
ajw
j)‖22 = inf{aj}⊂C
∑
j
‖pij(v − ajwj)‖22 =
∑
j
inf
aj∈C
‖pij(v − ajwj)‖22.
Hence using Lemma 3.10 and (3.5), we get
‖v‖22 − ‖ψv‖22 ≤
∑
j
‖ρjMNv‖22D2.
The stated conclusion of the lemma follows by the orthogonality of the ρj . 
The last lemma immediately implies a lower bound for the (L+ 1)-st smallest singular value.
Corollary 3.13.
σN−L(MN ) ≥ D−1
Proof. We recall the standard variational characterization of this singular value in the maximin form:
σN−L(MN ) = sup
VL
inf
x⊥VL
‖MNx‖2,
where VL is an L-dimensional space and x is of unit `2-norm. Setting VL = S, the stated corollary immedi-
ately follows from Lemma 3.12. 
Now it remains to find a lower bound on the product of the small singular values; this is slightly more
involved.
Proposition 3.14. With notation as above,
L−1∏
k=0
σN−k(MN ) ≥ (8(‖MN‖ ∨ 1)D
√
L)−L
L∏
k=1
‖pikMNwk‖2.
Proof. Using Lemma A.2 we see that it is enough to find a uniform lower bound on
∏L
k=1 ‖MNvk‖2 over
all collections of orthonormal vectors {vk}Lk=1. We bound each ‖MNvk‖2 below in one of two ways. If
1 − ‖ψvk‖22 ≥ 12L then vk has a large enough component in the S⊥ direction that we apply Lemma 3.12 to
conclude
(3.29) ‖MNvk‖2 ≥ ‖ρMNvk‖2 ≥ 1√
2LD
≥ 1
8D
√
L
‖pikMNwk‖2
‖MN‖ ,
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where ρ is as in (3.27). Without loss of generality, we may permute the ordering of the vectors so that the
first v1, v2, . . . , vp are those that satisfy 1− ‖ψvk‖22 < 12L . For these vectors, we have that
(3.30) ‖MNvk‖22 = ‖ρMN (1− ψ)vk‖22 + ‖(1− ρ)MNvk‖22,
where we have used that ρMNψ = 0. We now consider two cases. First suppose
‖(1− ρ)MNψvk‖2 ≤ 4‖(1− ρ)MN (1− ψ)vk‖2.
Since
‖(1− ρ)MN (1− ψ)vk‖2 ≤ ‖MN‖ · ‖(1− ψ)vk‖2,
we obtain
‖(1− ρ)MNψvk‖2 ≤ 4‖MN‖ · ‖(1− ψ)vk‖2.
Hence by (3.30) and Lemma 3.12 we deduce
‖MNvk‖2 ≥ ‖ρMN (1− ψ)vk‖2 = ‖ρMNvk‖2 ≥ D−1‖(1− ψ)vk‖2
≥ 1
4‖MN‖D‖(1− ρ)MNψvk‖2.(3.31)
On the other hand, if
‖(1− ρ)MNψvk‖2 > 4‖(1− ρ)MN (1− ψ)vk‖2,
then by (3.30) and the triangle inequality we see that
‖MNvk‖2 ≥ ‖(1− ρ)MNvk‖2
≥ ‖(1− ρ)MNψvk‖2 − ‖(1− ρ)MN (1− ψ)vk‖2 ≥ 3
4
‖(1− ρ)MNψvk‖2.(3.32)
Hence, combining (3.31)-(3.32) and noting that D ≥ 1 we conclude that in either case,
‖MNvk‖2 ≥ 1
4(‖MN‖ ∨ 1)D‖MNψvk‖2,
where we have again applied the fact that ρMNψ = 0. Thus
(3.33)
p∏
k=1
‖MNvk‖2 ≥
(
1
4(‖MN‖ ∨ 1)D
)p p∏
k=1
‖MNψvk‖2.
The rest of the proof boils down to finding a lower bound on the rhs of (3.33). To this end, let Y1 be the
matrix whose columns are {ψvk}pm=1. Since the columns of W :=
[
w1 w2 · · · wL] span the subspace
S, there must exist an L× p matrix A1 such that Y1 = WA1. We extend the matrix A1 to an L×L matrix
A so that the last L− p columns of A are orthonormal and are also orthogonal to the first p columns of A1.
Such an extension is always possible by first extending arbitrarily to a basis and then running Gram-Schmidt
on the final L− p columns. Set Y := WA and denote the columns of Y by ym, for m ∈ [L].
Turning to bound the rhs of (3.33), by Hadamard’s inequality we now find that
(3.34)
p∏
k=1
‖MNψvk‖22 ≥
det(Y ∗M∗NMNY )∏L
k=p+1 ‖MNyk‖22
.
We separately bound the numerator and the denominator of (3.34).
Note that yk =
∑L
m=1 am,kw
m where am,k is the (m, k)-th entry of A. Since {wm}Lm=1 are orthonormal,
for k = p+ 1, p+ 2, . . . , L, we have
(3.35) ‖MNyk‖2 ≤ ‖MN‖ · ‖yk‖2 = ‖MN‖ ·
√√√√ L∑
m=1
|am,k|2‖wm‖22 = ‖MN‖,
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where in the last step we also use the fact that the last L−p columns of A have unit `2-norm. The inequality
(3.35) takes care of the denominator of (3.34). Thus it remains to find a lower bound of the numerator of
(3.34). To obtain such a bound, we observe that
(3.36) det(Y ∗M∗NMNY ) = det(W
∗M∗NMNW ) det(AA
∗) =
 L∏
j=1
‖pijMNwj‖22
 · det(AA∗).
where the last step follows from (3.26). It now remains to bound det(AA∗).
Let am,m′ be the (m,m
′)-th entry of A∗A. Using the orthonormality of {wk}Lk=1 we have that for any
1 ≤ m,m′ ≤ p,
am,m′ =
L∑
r=1
a¯r,mar,m′ =
[
L∑
r=1
ar,mw
r
]∗ [ L∑
r=1
ar,m′w
r
]
= (ψvm)
∗(ψvm′).
Since vm ⊥ vm′ , for m 6= m′, we see that
(ψvm)
∗(ψvm′) = −((Id−ψ)vm)∗((Id−ψ)vm′).
By our construction we have that ‖ψvm‖22 > 1− 12L , for m = 1, 2, . . . , p. Thus
|am,m′ | = |(ψvm)∗(ψvm′)| ≤ ‖(1− ψ)vm‖2‖(1− ψ)vm′‖2 ≤ 1
2L
,
for all 1 ≤ m 6= m′ ≤ p. By a similar reasoning we also obtain that
|am,m| ≥ 1− 1
2L
,
for m = 1, 2, . . . , p. Since the last L− p columns of A are orthonormal and orthogonal to the first p columns
we further obtain
am,m = 1, m = p+ 1, p+ 2, . . . , L; am,m′ = 0, p+ 1 ≤ m 6= m′ ≤ L,
and
am,m′ = 0, m ∈ [p],m′ = p+ 1, p+ 2, . . . , L.
So in the first p rows of the matrix A∗A we find that the diagonal entries are at least 1− 12L and the sum of
off-diagonal entries in a row is at most (p − 1)/(2L). The last L − p rows of A∗A are simply {em′}Lm′=p+1.
Hence by the Gershgorin circle theorem all eigenvalues of A∗A are at least 12 which implies
(3.37) det(AA∗) = det(A∗A) ≥ 2−L.
Therefore, from (3.33)-(3.36), we derive
p∏
k=1
‖MNvk‖2 ≥
(
1
8(‖MN‖ ∨ 1)
)L
·D−p ·
L∏
k=1
‖pikMNwk‖22.
Combining this bound with (3.29) finishes the proof of the proposition. 
4. Limiting spectrum of noisy version of banded twisted Toeplitz matrices
We consider in this section upper triangular twisted Toeplitz matrices of finite symbols, namely upper
triangular matrices with a finite number of slowly varying diagonals; a particular case is the case of upper
triangular Toeplitz matrices of finite symbol.
Our main result is the following theorem.
Theorem 4.1. Fix d ∈ N, α0 > 1/2 and α` ∈ (0, 1] for ` ∈ [d]. For each ` ∈ [d] ∪ {0}, let f` : [0, 1] 7→ C
be an α`-Ho¨lder continuous function, and let D
(`)
N be the diagonal matrix with entries {f`(i/N)}i∈[N ]. Set
MN :=
∑d
`=0D
(`)
N J
` and set MN as in (1.1). Then LN converges weakly in probability to µd,f , the law of∑d
`=0 f`(X)U
`, where X ∼ Unif(0, 1), U is uniformly distributed on the unit circle in C, and X and U are
independent of each other.
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Remark 4.2. Theorem 1.2 follows from Theorem 4.1 by taking f`(·) = a`.
Recall the notation Lµ for the log-potential of a measure µ, see (1.4). Similar to Theorem 1.3, we prove
Theorem 4.1 by showing that for Lebesgue a.e. z ∈ C, LLN (z) → Lµd,f (z) in probability. Toward this end
we begin by identifying Lµd,f (·). For z ∈ C and x ∈ [0, 1], introduce the symbol
(4.1) Pz,x(λ) := Pz,x,d,f (λ) := fd(x)λ
d + fd−1(x)λd−1 + · · ·+ f1(x)λ+ f0(x)− z.
Let dˆ := dˆ(x) denote the degree of Pz,x(·). If dˆ > 0 then Pz,x(·) has dˆ roots λ1(z, x), λ2(z, x), . . . , λdˆ(z, x)
(multiplicities allowed). Partition [0, 1] as follows: for ` ∈ {1, . . . , d} set
(4.2) A` := {x ∈ [0, 1] : f`(x) 6= 0},B` := A` \ (∪dj=`+1Aj),
and in particular Bd := Ad. Set B0 := [0, 1] \ (∪d`=1B`).
Lemma 4.3. For Lebesgue a.e. z ∈ C we have
(4.3) Lµd,f (z) =
d∑
`=1
∫ 1
0
∑`
j=1
log+ |λj(z, x)|+ log |f`(x)|
 · 1B`(x) dx
+ ∫ 1
0
log |f0(x)− z|1B0(x) dx.
Setting Y :=
∑d
`=0 f`(X)U
`, we see that the law of Y is compactly supported in C. Therefore, for any
z ∈ C and ε > 0,
Eµd,f
∣∣log |Y − z|1{|Y−z|≥ε}∣∣ <∞.
On the other hand from Lemma 4.5 we will see that for Lebesgue a.e. z ∈ C,
lim
ε↓0
Eµd,f
∣∣log |Y − z|1{|Y−z|≤ε}∣∣ = 0.
Therefore, by Fubini’s theorem one can use iterated integrals to evaluate Lµd,f (z), for Lebesgue almost every
z ∈ C. Note that this does not imply the integrability of individual terms under the integral sign in the rhs
of (4.3).
Proof of Lemma 4.3. Following the discussion above we proceed to evaluate Lµd,f (z) using iterated integrals.
To this end, we have
Lµd,f (z) =E
(
log
∣∣∣∣∣z −
d∑
`=0
f`(X)U
`
∣∣∣∣∣
)
=
1
2pi
∫
S1
∫ 1
0
log |Pz,x(λ)| dx dλ
=
d∑
`=1
∫ 1
0
 1
2pi
∫
S1
∑`
j=1
log |λ− λj(z, x)|
 dλ+ log |f`(x)|
1B`(x) dx+ ∫ 1
0
log |f0(x)− z|1B0(x) dx.
Since
1
2pi
∫
S1
log |z′ − λ|dλ =
{
log |z′|, if |z′| ≥ 1
0, otherwise,
the claim follows. 
4.1. Reduction to piecewise constant {f`}d`=0. To prove Theorem 4.1 we adopt a strategy similar to the
proof of Theorem 1.3. Namely, we find approximate singular vectors corresponding to small singular values
of MN − z Id for almost all z ∈ C. To this end, note that
(4.4) ((MN − z Id)w)i = (f0(i/N)− z)wi +
d∑
`=1
f`(i/N)w`+i,
for i ∈ [N−d]. Therefore, given any arbitrary values of {w`}j+d−1`=j one can construct a N -dimensional vector
w such that ((MN−z Id)w)i = 0 for i ∈ [N−d]\[j+d−1]. Such choices of w will be candidates for approximate
singular vectors. To study these vectors we note from (4.4) that (wj+d, . . . , wj+1)
T = Tj(wj+d−1, . . . , wj)T
for some transfer matrix Tj . Iterating, we have that (wN , . . . , wN−d+1)T = (
∏
k Tk) · (wj+d−1, . . . , wj)T.
Unlike Theorem 1.3, where the transfer matrices are actually scalars, here the transfer matrices {Tk} are in
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general non-commuting if {f`}d`=0 are varying. This complicates the study of the approximate singular value
vector w.
To overcome this difficulty we employ the following two-fold argument. We introduce a regularized model
where the {f`}d`=0 are piecewise constant and hence {D(`)N }d`=0 have constant diagonal blocks. Then, the
transfer matrices {Tk} are constant, and hence commute, within each block. This will be sufficient to derive
the necessary properties of the small approximate singular vectors, which in turn allows us to deduce that if
the sizes of the blocks are chosen carefully then the empirical spectral distribution (esd) of the regularized
model admits the limit as described in Theorem 4.1. To complete the proof of Theorem 4.1 we then show
that the limits of the esds of the regularized model and the original model must be the same.
We now introduce the regularized model. Let {f`}d`=0 be as in Theorem 4.1. Fix some δ1, δ2 ∈ (0, 1). For
` ∈ [d] ∪ {0}, let Dˆ(`)N be a diagonal matrix with
(Dˆ
(`)
N )i,i := f`
(biNδ1−1c
Nδ1
)
· 1
(∣∣∣∣f`(biNδ1−1cNδ1
)∣∣∣∣ ≥ N−δ2) , i ∈ [N ],
and define the regularized version of MN as
(4.5) MˆN :=
d∑
`=0
Dˆ
(`)
N J
`, MˆN = MˆN +N−γGN .
Note that in MˆN we have an additional truncation 1(|f`(·)| ≥ N−δ2). This means that if in a certain block
{f`}d`=d?+1 are smaller than N−δ2 then in that block MˆN can be treated as a matrix with d? non-zero
off-diagonal entries. This, in particular, implies that if d? = 0 then in that block MˆN becomes a diagonal
matrix. Furthermore the truncation at N−δ2 allows to derive bounds on the operator norm of the transfer
matrices, which will be later used during the proofs.
Now we can state our main result for MˆN . Its proof, which is the main technical part of the proof of
Theorem 4.1, is deferred to Section 5.
Theorem 4.4. Fix d ∈ N, α0 > 1/2, α` ∈ (0, 1] for ` ∈ [d] and δ1, δ2 ∈ (0, 1/2) such that max{δ1, δ2} ≤
(γ − 1/2)/(20d2). For each ` ∈ [d] ∪ {0}, let f` : [0, 1] 7→ C be an α`-Ho¨lder continuous function. Let MˆN
be as in (4.5). Then LMˆN converges weakly in probability to µd,f .
4.2. Proof of Theorem 4.1 assuming Theorem 4.4. The proof is motivated by the proof of [10, Theorem
4, Theorem 5] and the replacement principle, which was introduced in [21, Theorem 2.1]. (We will use a
version of the replacement principle from [2, Lemma 10.1].)
We begin with some preparatory material. To apply the replacement principle we will need the following
“regularity” property of the limit, closely related to [10, Definition 1].
Lemma 4.5. For Lebesgue almost every z ∈ C,
lim
ε→0
Eµd,f
[
log (|X − z|) 1{|X−z|≤ε}
]
= 0.
Proof. Applying Tonelli’s theorem for any probability measure µ on R and 0 ≤ a1 < a2 < 1,
log(a2)µ((a1, a2))−
∫ a2
a1
log(x)dµ(x) =
∫ a2
a1
[∫ a2
x
1
t
dt
]
dµ(x) =
∫ a2
a1
µ((a1, t))
t
dt.
As 0 ≤ a1 < a2 < 1, rearranging the above we obtain∫ a2
a1
| log(t)|dµ(t) ≤ | log(a2)|µ((0, a2)) +
∫ a2
a1
µ((0, t))
t
dt.
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Therefore, recalling the definitions of µd,f from the statement of Theorem 4.1 and Pz,x(·) from (4.1), we
have ∣∣Eµd,f [log (|X − z|) 1{|X−z|≤ε}]∣∣
≤ − 1
2pi
log ε
∫ 1
0
∫ 2pi
0
1{|Pz,x(eiθ)|≤ε} dθ dx+
1
2pi
∫ ε
0
∫ 1
0
∫ 2pi
0
1{|Pz,x(eiθ)|≤t}
t
dθ dx dt
=: − 1
2pi
log ε
∫ 1
0
∫ 2pi
0
1{|Pz,x(eiθ)|≤ε} dθ dx+ Termd(ε).(4.6)
We will show that
(4.7) lim
ε→0
Termd(ε) = 0.
This will take care of the second term in the rhs of (4.6), and a similar argument (which we omit) applies
to the first term, completing the proof of the lemma.
Turning to prove (4.7), fix 1 > αd > αd−1 > · · · > α1 > 0. Recalling that {λi(z, x)}di=1 are the roots of
the equation Pz,x(λ) = 0 on the set Bd, see (4.2), we write there |Pz,x(eiθ)| = |fd(x)| ·
∏d
j=1 |λj(z, x)− eiθ|.
Splitting the integral into the two parts |fd(x)| ≥ tαd and |fd(x)| ≤ tαd , we obtain
Termd(ε) ≤ 1
2pi
∫ ε
0
∫ 1
0
∫ 2pi
0
∑d
j=1 1{|λj(z,x)−eiθ|≤t
1−αd
d }
t
dθ dx dt+ Termd−1(ε),
where
Termd−1(ε) :=
1
2pi
∫ ε
0
∫ 1
0
∫ 2pi
0
1{|Pz,x(eiθ)|≤t} · 1{|fd(x)|≤tαd}
t
dθ dx dt
Since for any λ ∈ C, and s > 0 sufficiently small, ∫ 2pi
0
1{|λ−eiθ|≤s}dθ ≤ 4s, we conclude that
(4.8) lim sup
ε→0
Termd(ε) ≤ lim sup
ε→0
Termd−1(ε).
Denote P
(d)
z,x (λ) := Pz,x(λ)− fd(x)λd and, when fd−1(x) 6= 0, let {λ(d)i (z, x)}d−1i=1 denote its roots. Using the
triangle inequality, for any t ∈ (0, 1), we further have that
{|Pz,x(eiθ)| ≤ t} ∩ {|fd(x)| ≤ tαd} ⊆ {|P (d)z,x (eiθ)| ≤ 2tαd}
=
(
{|P (d)z,x (eiθ)| ≤ 2tαd} ∩ {|fd−1(x)| ≥ tαd−1}
)⋃(
{|P (d)z,x (eiθ)| ≤ 2tαd} ∩ {|fd−1(x)| ≤ tαd−1}
)
.
Therefore arguing as in the lines leading to (4.8) we obtain
lim sup
ε→0
Termd−1(ε)
≤ lim sup
ε→0
1
2pi
∫ ε
0
∫ 1
0
∫ 2pi
0
∑d−1
j=1 1{|λ(d)j (z,x)−eiθ|≤2
1
d−1 t
αd−αd−1
d−1 }
t
dθ dx dt+ lim sup
ε→0
Termd−2(ε)
≤ lim sup
ε→0
Termd−2(ε),
where
Termd−2(ε) :=
1
2pi
∫ ε
0
∫ 1
0
∫ 2pi
0
1{|P (d)z,x (eiθ)|≤2tαd} · 1{|fd−1(x)|≤tαd−1}
t
dθ dx dt.
Iterating the above argument and using induction we deduce that
(4.9) lim sup
ε→0
Termd(ε) ≤ lim sup
ε→0
∫ ε
0
∫ 1
0
1{|f0(x)−z|≤(d+1)tα1}
t
dx dt.
Since f0 is an α0-Ho¨lder-continuous function with α0 > 1/2, we have that f0([0, 1]) := {f0(x) : x ∈ [0, 1]}
has zero Lebesgue measure (in C), by a volumetric argument. Moreover the set f0([0, 1]) being a closed set,
for every z /∈ f0([0, 1]) we have dist(z, f0([0, 1])) := infx∈[0,1] |z − f0(x)| > 0. Therefore, given a z /∈ f0([0, 1])
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there exists ε > 0 sufficiently small such that {x ∈ [0, 1] : |f0(x)− z| ≤ (d+ 1)εα1} = ∅. Thus, from (4.9) we
deduce (4.7). This completes the proof of the lemma. 
To prove Theorem 4.1 we need another ingredient.
Lemma 4.6. Fix z ∈ C. Let ν˜zMN be the symmetrized version of empirical measure of the singular values
of MN − z Id. Define ν˜zMˆN similarly. Then both ν˜
z
MN and ν˜
z
MˆN converge weakly in probability, as N →∞,
to the symmetrized version ν˜z of the law of |∑d`=0 f`(X)U ` − z|, where X and U are as in Theorem 4.1.
Proof of Lemma 4.6. For any probability measure µ supported on [0,∞), we let µ˜denote its symmetrized
version, given by µ˜((−y,−x)) = µ˜((x, y)) = 12µ((x, y)) for any 0 < x < y < ∞. We let ν˜zMN and ν˜zMˆN be
the symmetrized versions of the empirical measures of the singular values of MN − z Id and of MˆN − z Id,
respectively. Note first that ‖N−γGN‖ →N→∞ 0 in probability (and in fact, a.s.) and that there exists a
constant C = C({f`}, z) so that ‖MN − z Id ‖ ≤ C, ‖MˆN − z Id ‖ ≤ C. Therefore, it follows from Weyl’s
inequalities that for any metric on the space of probability measures on R compatible with the weak topology,
d(ν˜zMN , ν˜
z
MN )→N→∞ 0, d(ν˜zMˆN , ν˜
z
MˆN
)→N→∞ 0,
in probability. On the other hand, by definition, ‖MN − MˆN‖ ≤ N−min{αδ1,δ2}, where α := mind`=0{α`} and
therefore, by Weyl’s inequalities,
d(ν˜zMN , ν˜
z
MˆN
)→N→∞ 0.
Combining the last two displays, we deduce that it is enough to show that ν˜zMN converges weakly to ν˜
z
f , the
symmetrized version of the law of |∑d`=0 f`(X)U `− z|. To this end, we will employ the method of moments.
We will show that for every k ∈ N,
(4.10) lim
N→∞
1
N
tr [(MN − z Id)(MN − z Id)∗]k = E
∣∣∣∣∣
d∑
`=0
f`(X)U
` − z
∣∣∣∣∣
2k
 .
This will complete the proof. Since we can absorb z in f0(·) it is enough to prove (4.10) only for z = 0.
We begin by evaluating the rhs of (4.10) for z = 0. As U−1 = U∗, we have
(4.11)
∣∣∣∣∣
d∑
`=0
f`(X)U
`
∣∣∣∣∣
2k
=
kd∑
`=−kd
F
(k)
` (X)U
`,
for some functions {F (k)` (·)}. Since EU ` = EU−` = 0 for any 0 6= ` ∈ N, we get
(4.12) E
∣∣∣∣∣
d∑
`=0
f`(X)U
`
∣∣∣∣∣
2k
 = E[F (k)0 (X)] = ∫ 1
0
F
(k)
0 (x)dx.
Expanding the sum in the lhs of (4.11) and collecting the coefficient of U0 it follows that
(4.13) F
(k)
0 (x) =
∑
{`i}2ki=1:
∑k
i=1(`2i−1−`2i)=0
k∏
i=1
f`2i−1(x) ·
k∏
i=1
f`2i(x).
Turning to identifying the lhs of (4.10) we see that
(4.14) (MNM
∗
N )
k =
k∑
i=1
d∑
`i=0
D
(`1)
N J
`1(J∗)`2D(`2)N D
(`3)
N · · ·D(`2k−1)N J`2k−1(J∗)`2kD(`2k)N .
As {D(`)N } are diagonal matrices, using the facts that
(J`)i,j = 1{1≤j=i+`≤N}, [(J∗)`]i,j = 1{1≤j=i−`≤N}, i, j ∈ [N ],
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we have that
(4.15) ∆(`)i,i = (D
(`1)
N )i,i · (D(`2)N )i+s1,i+s1 · (D(`3)N )i+s1,i+s1 · · · (D(`2k−1)N )i+sk−1,i+sk−1 · (D(`2k)N )i+sk,i
·
k∏
j=1
1{i+sj−1+`j∈[N ]} · 1{i+sj∈[N ]},
where
∆(`)i,i :=
(
D
(`1)
N J
`1(J∗)`2D(`2)N D
(`3)
N · · ·D(`2k−1)N J`2k−1(J∗)`2kD(`2k)N
)
i,i
,
and for j ∈ [k] sj :=
∑j
i=1(`2i−1 − `2i) and s0 := 0. Using the fact that {D(`)N } are diagonal matrices again
we deduce from (4.15) that if sk 6= 0 then ∆(`)i,i = 0 for any i ∈ [N ].
Thus to establish (4.10) we only need to consider the sum over {`i}2ki=1 such that sk = 0. Fixing such a
sequence of {`i}2ki=1 we observe that for any i ∈ [N − 2kd] \ [2kd]
(4.16) ∆(`)i,i = (D
(`1)
N )i,i · (D(`2)N )i+s1,i+s1 · (D(`3)N )i+s1,i+s1 · · · (D(`2k−1)N )i+sk−1,i+sk−1 · (D(`2k)N )i,i,
and ∆(`)i,i is bounded for the remaining indices in [N ]. Since (D
(`)
N )i,i = f`(i/N), for any {`i}2ki=1 we find
that
lim
N→∞
1
N
N∑
i=1
∆(`)i,i =
∫ 1
0
k∏
i=1
f`2i−1(x) ·
k∏
i=1
f`2i(x)dx.
Substituting in (4.14) and using (4.12)-(4.13), we arrive at (4.10) (with z = 0). This completes the proof. 
We next introduce further notation. The Stieltjes transform of a probability measure µ on R is defined as
Gµ(ξ) :=
∫
1
ξ − y µ(dy), ξ ∈ C \ R.
We use the following standard bounds on the Stieltjes transform, see [10, (6)-(8)], in order to integrate the
logarithmic function: for any τ, % > 0, and a, b ∈ R such that b− a > % we have
(4.17) µ([a, b]) ≤
∫ b+%
a−%
|=Gµ(x+ iτ)|dx+ τ
%
,
and
(4.18) µ([a, b]) ≥
∫ b−%
a+%
|=Gµ(x+ iτ)|dx− τ
%
.
We need also the symmetrized form of the Stieltjes transform, as follows. For a N ×N matrix CN , define
C˜N :=
[
0 CN
C∗N 0
]
and the Stieltjes transform
GCN (ξ) :=
1
2N
tr
(
ξ − C˜N
)−1
, ξ ∈ C \ R.
GCN (·) is the Stieltjes transform of the symmetrized version of the empirical measure of the singular values
of CN . Using the resolvent identity, we have that for two N ×N matrices CN and DN ,
(4.19) |GCN (ξ)−GDN (ξ)| ≤
‖CN −DN‖
(=(ξ))2 .
We are finally ready to prove Theorem 4.1.
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Proof of Theorem 4.1. To show that LMN and LMˆN admit the same limit we need to show that for every
continuous bounded function f : C 7→ R
(4.20)
∫
f(z)dLMN (z)−
∫
f(z)dLMˆN (z)→ 0,
as N →∞, in probability. By continuity we have that max` supx∈[0,1] |f`(x)| <∞, and then ‖MN‖, ‖MˆN‖ <
∞. Therefore, using (1.2), we have that ‖MN‖, ‖MˆN‖ < ∞ with probability approaching one. Thus, it
suffices to show that (4.20) holds for compactly supported functions f . Furthermore, an application of the
Stone-Weierstrass theorem yields that one can restrict attentions to smooth functions, namely it is enough
to consider f ∈ C2c (C).
Turning to the proof of (4.19) for such f , we use [2, Lemma 8.1] to note that we need to show that:
(i) The expression
1
N
‖MN‖22 +
1
N
‖MˆN‖22
is bounded in probability.
(ii) For Lebesgue almost all z ∈ BC(0, R),
1
N
log |det(MN − z Id)| − 1
N
log |det(MˆN − z Id)| → 0,
as N →∞, in probability.
As already noted above, ‖MN‖, ‖MˆN‖ <∞ with probability approaching one, condition (i) is immediate.
It remains to establish condition (ii). By the definitions of ν˜zMN and ν˜
z
MˆN , we have
(4.21)
1
N
log |det(MN − z Id)| − 1
N
log |det(MˆN − z Id)| =
∫
log |x|dν˜zMN (x)−
∫
log |x|dν˜zMˆN (x).
We point out to the reader that both MN − z Id and MˆN − z Id being Gaussian perturbations of some
deterministic matrices are non-singular almost surely, and therefore both sides of (4.21) are well defined on
a set with probability one. Now from Lemma 4.6 we have that for any ε > 0 and R0 ≥ 1,
(4.22)
∫
(ε,R0)∪(−R0,−ε)
log |x|dν˜zMN (x)−
∫
(ε,R0)∪(−R0,−ε)
log |x|dν˜zMˆN (x)→ 0, in probability.
We observe that
E
∫
x2dν˜zMN (x)
=E
[
1
N
tr {(MN − z Id)(MN − z Id)∗}
]
≤ 3
[
|z|2 + 1
N
tr(MNM
∗
N ) +N
−(1+2γ) tr(GNG∗N )
]
≤ C,
for some C < ∞. Thus using the fact that | log |x||/x2 is decreasing for |x| ≥ √e, we have that, for any
R0 >
√
e ,
E
[∫
(−R0,R0)c
log |x|dν˜zMN (x)
]
≤ logR0
R20
E
[∫
(−R0,R0)c
x2dν˜zMN (x)
]
≤ logR0
R20
· C.
By the same argument
(4.23) E
[∫
(−R0,R0)c
log |x|dν˜zMˆN (x)
]
≤ logR0
R20
· C.
So, applying Markov’s inequality we see that for any η > 0, there exists R0(η) such that
(4.24) lim
η→0
lim sup
N→∞
P
(∣∣∣∣∣
∫
(−R0(η),R0(η))c
log |x|dν˜zMN (x)−
∫
(−R0(η),R0(η))c
log |x|dν˜zMˆN (x)
∣∣∣∣∣ > η
)
= 0.
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Combining (4.21)-(4.24) we see that to establish condition (ii) it remains to show that for any η > 0, there
exists ε(η) such that
(4.25) lim
η→0
lim sup
N→∞
P
(∣∣∣∣∣
∫ ε(η)
−ε(η)
log |x|dν˜zMN (x)−
∫ ε(η)
−ε(η)
log |x|dν˜zMˆN (x)
∣∣∣∣∣ > 2η
)
= 0.
To prove the above it is enough to show that
(4.26) lim
η→0
lim sup
N→∞
P
(∣∣∣∣∣
∫ ε(η)
−ε(η)
log |x|dν˜zMN (x)
∣∣∣∣∣ > η
)
= 0
and
(4.27) lim
η→0
lim sup
N→∞
P
(∣∣∣∣∣
∫ ε(η)
−ε(η)
log |x|dν˜zMˆN (x)
∣∣∣∣∣ > η
)
= 0,
where ε(η) is as in (4.25). It follows from Theorem 4.4 that for Lebesgue almost every z ∈ C, LLMˆN (z)→N→∞Lµd,f (z) in probability, which is equivalent to the statement that
(4.28)
∫
log |x|dν˜zMˆN (x)→
∫
log |x|dν˜zf (x), in probability.
Applying Lemma 4.6 we have that
(4.29)
∫
(−ε,ε)c∩(−R0,R0)
log |x|dν˜zMˆN (x)→
∫
(−ε,ε)c∩(−R0,R0)
log |x|dν˜zf (x), in probability,
for any ε > 0 and R0 <∞. As ν˜zf is compactly supported using (4.23) we obtain that
lim
η→0
lim sup
N→∞
P
(∣∣∣∣∣
∫
(−R0(η),R0(η))c
log |x|dν˜zMˆN (x)−
∫
(−R0(η),R0(η))c
log |x|ν˜zf (x)
∣∣∣∣∣ > η
)
= lim
η→0
lim sup
N→∞
P
(∣∣∣∣∣
∫
(−R0(η),R0(η))c
log |x|dν˜zMˆN (x)
∣∣∣∣∣ > η
)
= 0,
where R0(η) is as in (4.24). Therefore, from (4.28)-(4.29) we now deduce that, for every ε > 0,∫ ε
−ε
log |x|dν˜zMˆN (x)→
∫ ε
−ε
log |x|dν˜zf (x), in probability.
This together with Lemma 4.5 yields (4.27). It remains to establish (4.26).
To this end, from [9, Proposition 16] we have that, for any t > 0,
P(σN (MN − z Id) < t) ≤ C0N1+2γt2,
for some constant C0. Therefore, for any η > 0,
(4.30) lim sup
N→∞
P
(∣∣∣∣∣
∫ N−(1+γ)
−N−(1+γ)
log |x|dν˜zMN (x)
∣∣∣∣∣ ≥ η/2
)
≤ lim sup
N→∞
P(σN (MN − z Id) < N−(1+γ)) = 0.
Since ‖MN − MˆN‖ ≤ N−δ′ , where δ′ := min{αδ1, δ2}, from (4.19) and setting τ = N−δ′/4 we obtain
|GMN−z Id(x+ iτ)−GMˆN−z Id(x+ iτ)| ≤ N−δ
′/2.
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Setting % = N−δ
′/8, κ = δ′/16, and using (4.17)-(4.18) in the second inequality, we have that
−
∫ N−κ
N−(1+γ)
log(x)dν˜zMN (x) ≤ (1 + γ) logN · νzMN ([N−(1+γ), N−κ])
≤ (1 + γ) logN
(
2N−δ
′/8 + ν˜zMˆN ([N
−(1+γ) − 2%,N−κ + 2%])
)
≤ (1 + γ) logN
(
2N−δ
′/8 + 2ν˜zMˆN ([0, 2N
−κ])
)
≤ 2(1 + γ) logN ·N−δ′/8 − 4(1 + γ)
κ
∫ 2N−κ
0
log(x)dν˜zMˆN (x),(4.31)
for all large N , where in the third inequality we used the symmetry of ν˜zMˆN and % = o(N
−κ).
It remains to bound the integral of log(·) over (N−κ, ε). Toward this, using integration by parts we note
that, for 0 ≤ a1 < a2 < 1 and any probability measure µ on R,
(4.32) −
∫ a2
a1
log(x)dµ(x) = − log(a2)µ([a1, a2]) +
∫ a2
a1
µ([a1, t])
t
dt.
Arguing as in (4.31) we obtain∫ ε
N−κ
ν˜zMN ([N
−κ, t])
t
dt ≤ 2N−δ′/8
∫ ε
N−κ
1
t
dt+
∫ ε
N−κ
ν˜zMˆN ([N
−κ/2, t+N−κ])
t
dt
≤ 2κN−δ′/8 · logN + 2
∫ 2ε
N−κ/2
ν˜zMˆN ([N
−κ/2, t])
t
dt,(4.33)
where in the last step we have used the fact that t+N−κ ≤ 2t for any t ≥ N−κ, and a change of variable.
A similar reasoning yields that
(4.34) − log(ε)ν˜zMN ([N−κ, ε]) ≤ − log(ε)
(
2N−δ
′/8 + ν˜zMN ([N
−κ/2, 2ε])
)
.
Thus combining (4.31), and (4.33)-(4.34), and using (4.32) we deduce that for ε > 0 sufiiciently small and
all large N ,
−
∫ ε
N−(1+γ)
log(x)dν˜zMN (x) ≤ C ′0
[
logN ·N−δ′/8 −
∫ 2ε
0
log(x)dν˜zMˆN (dx)
]
,
where C ′0 is some large constant. Now, combining this with (4.27)-(4.30), the claim in (4.26) follows. This
completes the proof of the theorem. 
5. The piecewise constant case - proof of Theorem 4.4
Similar to the proof of Theorem 1.3, the main step in the proof of Theorem 4.4 is the proof of convergence
of the log-potentials LLMˆN (z), which will use Theorem 2.1. To verify the assumptions of Theorem 2.1 we
need to find an analogue of Theorem 3.1. To this end, we need to identify approximate singular vectors
of MˆN (z) := MˆN − z Id corresponding to small singular values, establish that ‖MˆN (z)w‖2 cannot be small
for any vector w orthogonal to these approximate singular vectors, and obtain matching upper and lower
bounds, up to sub-exponential factors, on the product of the small singular values. Overall, we follow a
scheme similar to the one in Section 3. However, as we will see below, some significant changes are necessary
when treating the case d > 1, even in the constant diagonal set-up.
We begin by fixing additional notation. Set
(5.1) bk := {i ∈ [N ] : biNδ1−1c = k}, k = 0, 1, . . . , L0 := bNδ1c.
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Note that if i ∈ bk, for some k, then for any ` ∈ [d]∪ {0}, (Dˆ(`)N )i,i = f`(kN−δ1)1{|f`(kN−δ1 )|≥N−δ2} =: t`(k),
i.e. the diagonals of MˆN are constant within each bk. Therefore, for any w ∈ CN and i ∈ bk,
(5.2) (MˆN (z)w)i = (t0(k)− z)wi +
d∑
`=1
t`(k)w`+i.
Using (5.2) we will construct vectors w for which MˆN (z)w ≈ 0. It will be easier to reformulate (5.2) as a
system of linear equations, for which we need to define the following notion of transfer matrix.
Definition 5.1. Fix k ∈ N ∪ {0} such that bk 6= ∅. Denote
dˆN := dˆN (k) := max{` : |t`(k)| 6= 0}.
For dˆN (k) > 0 denote
tˆ(k) :=
(
tdˆN−1(k)
tdˆN (k)
,
tdˆN−2(k)
tdˆN (k)
, . . . ,
t1(k)
tdˆN (k)
)
and define the following dˆN × dˆN matrix:
Tk(z) :=
[
−tˆ(k) z−t0(k)tdˆN (k)
IdˆN−1 0dˆN−1
]
,
where 0n is the n-dimensional vector of all zeros.
Recall the symbol Pz,x, see (4.1). The next result shows that the eigenvalues of the transfer matrix Tk(z)
are the roots of the equations Pz,x(λ) = 0 for some appropriate choices of x.
Lemma 5.1. Fix k ∈ N∪ {0} such that bk 6= ∅. Let dˆN and Tk(z) be as in Definition 5.1. Assume dˆN > 0.
Fix any ` ∈ [dˆN ]. Denote
v`(k)
T :=
(
λˆdˆN−1` (z, k) λˆ
dˆN−2
` (z, k) · · · 1
)
,
where {λˆ`(z, k)}dˆN`=1 are the roots of the equation
Pˆz,k(λ) := td(k)λ
d + td−1(k)λd−1 + · · ·+ t1(k)λ+ t0(k)− z = 0.
Then for any ` ∈ [dˆN ], v`(k) is an eigenvector of Tk(z) corresponding to λˆ`(z, k).
Proof. Since {λˆ`(z, k)}dˆN`=1 are the roots of the equation Pˆz,k(λ) = 0, from the definition of Tk(z) we note
that
Tk(z)v`(k) =

λˆdˆN` (z, k)− 1tdˆN (k) Pˆz,k(λˆ`(z, k))
λˆdˆN−1` (z, k)
...
λˆ`(z, k)
 = λˆ`(z, k) · v`(k).
This completes the proof. 
Lemma 5.1 shows that the eigenvalues of Tk(z) are the roots of the polynomial equation Pˆz,k(λ) = 0. If
min`{|f`(x)|} ≥ N−δ2 , then it is easy to see that Pz,x(λ) = Pˆz,k(λ) where x = kN−δ1 . Therefore, in such
cases, the roots of Pz,x(λ) and Pˆz,k(λ) coincide. This property will be later used in the proof of Theorem
4.4.
Note that Lemma 5.1 also provides the eigenvectors of Tk(z). Using these eigenvectors we now construct
approximate singular vectors of MˆN (z), corresponding to small singular values.
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Construction of approximate singular vectors. Recall, see (5.1), that {bk}L0k=0 is a partition of [N ] with
L0 = bNδ1c, so that within each block bk, the entries of the diagonals of MˆN remains constant. However,
for certain values of N , the last block bL0 may have a small length. To overcome this, we slightly modify
MˆN . Namely, we replace the (off)-diagonal entries of MˆN in the last two blocks by their average. By a slight
abuse of notation, we continue to write {bk} to indicate the blocks in which the (off)-diagonal entries of the
modified MˆN are constant. Note that we now have that N
1−δ1/2 ≤ |bk| ≤ 2N1−δ1 , for all k. Since this extra
modification results in a change of operator norm of O(N−αδ1 +N−δ2), where we recall α := mind`=0{α`}, it
is enough to prove Theorem 4.4 for the modified MˆN (z).
Fix δ3 ∈ (0, 1/3). Next we choose a refinement of the above partition {{b(j
′)
k }L
′
k
j′=1}L0k=0 ⊂ {bk}L0k=0 such
that Nδ3/2 ≤ |b(j′)k | ≤ 2Nδ3 for all k ∈ [L0] ∪ {0} and j′ ∈ [L′k]. Since δ1 < 1/2 and δ3 < 1/3, such a
property can be ensured. Fix
(5.3) L :=
L0∑
k=0
L′k = O(N
1−δ3).
Further let
0 = i1 < i2 < i3 < · · · < iL+1 = N,
be the end points of the partition {{b(j)k }L
′
k
j=1}L0k=0. That is, for any k ∈ [L0] ∪ {0} and j′ ∈ [L′k] we have
b
(j′)
k = [ij+1] \ [ij ] for some j ∈ [L] ∪ {0}, which in turn implies that Nδ3/2 ≤ ij+1 − ij ≤ 2Nδ3 for all
j ∈ [L] ∪ {0}.
Next fix k ∈ [L0] ∪ {0} and j′ ∈ [L′k] and assume that b(j
′)
k = [ij+1] \ [ij ] for some j ∈ [L] ∪ {0}. For
` ∈ [dˆN (k)] define the N -dimensional vectors wj`(k) as follows
(wj`(k))m :=
{
λˆ`(z, k)
m−ij−1 for m = ij + 1, ij + 2, . . . , ij+1
0 otherwise
where λˆ1(z, k), λˆ2(z, k), . . . , λˆdˆN (z, k) are the roots of the equation Pˆz,k(λ) = 0.
Remark 5.2. Note that when dˆN (k) = 0 then a block in MˆN (z) becomes diagonal. Since the singular
values of a diagonal matrix are the absolute values of its diagonal entries, we do not need to bother with
constructing approximate singular vectors. Therefore, when computing bounds on the small singular values
we will assume that dˆN (k) > 0, and define the candidates for small singular vectors {wj`(k)} only in that
case.
The next lemma gives a simple but useful property of the vectors {wj`(k)}. Before stating the result let
us introduce one more notation. Fix any N -dimensional vector u. For k ∈ [L0] ∪ {0}, denote
uJk,mK :=

um+dˆN (k)−1
um+dˆN (k)−2
...
um
 , m = 1, 2, . . . , N − dˆN (k) + 1.
Lemma 5.3. Fix k ∈ [L0] ∪ {0} and j′ ∈ [L′k] such that b(j
′)
k = [ij+1] \ [ij ] for some j ∈ [L] ∪ {0}. Assume
that dˆN (k) > 0.
(i) Let u be an N -dimensional vector such that
(5.4) uJk,m+ 1K = Tk(z)uJk,mK, m ∈ [ij+1 − dˆN (k)] \ [ij ].
Then
(MˆN (z)u)m = 0, m ∈ [ij+1 − dˆN (k)] \ [ij ].
(ii) For any ` ∈ [dˆN (k)] we have
(MˆN (z)w
j
`(k))m = 0, m ∈ [ij+1 − dˆN (k)] \ [ij ].
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Proof. The condition (5.4) implies that
tdˆN (k)(k)um+dˆN (k) = (z − t0(k))um −
dˆN (k)−1∑
m′=1
tm′(k)um+m′ ,
for m ∈ [ij+1 − dˆN (k)] \ [ij ]. The conclusion of part (i) is now immediate from (5.2) and the definition of
dˆN (k). To prove (ii) we note that w
j
`(k)Jk,mK = λˆ`(z, x)m−ij−1v`(k), for m ∈ [ij+1− dˆN (k)] \ [ij ], where v`
is as in Lemma 5.1. Thus from Lemma 5.1 it follows that
Tk(z)w
j
`(k)Jk,mK = λˆ`(z, k)m−ij−1Tk(z)v`(k) = λˆ`(z, k)m−ijv`(k) = wj`(k)Jk,m+ 1K.
Now the proof completes by applying part (i). 
Identification of the set of bad z’s. Recall that to prove Theorem 4.4 we only need to find the limit
of the log-potential for Lebesgue almost every z ∈ C. As we will see below, our methods to control the
small singular values of MˆN (z) break down when Pz,x(λ) = 0 has roots near the unit circle or when the
Vandermonde matrix
(5.5) V (k) :=
[
v1(k) v2(k) · · · vdˆN (k)
]
loses invertibility. In the next lemma we show that the collection of all such bad z’s has small Lebesgue
measure.
Lemma 5.4. Let BN denote the collection of z ∈ C such that either of the following properties hold:
(i) For some k ∈ [L0] ∪ {0}, such that dˆN (k) > 0,
|tdˆN (k)(k)|dˆN (k)−1|det(V (k))|2 ≤ N−2δ1d.
(ii) For some k ∈ [L0]∪ {0}, such that dˆN (k) > 0, there exists a root λ of the equation Pˆz,k(λ) = 0 such
that 1−N−3δ1 ≤ |λ| ≤ 1 +N−3δ1 .
(iii)
L0
inf
k=0
|z − t0(k)| ≤ N−
α0δ1
2(2α0−1) .
Then Leb(BN ) ≤ N−δ1 for all large N .
Proof. We first estimate the area of z satisfying (ii). Fix k ∈ [L0]∪ {0} such that dˆN := dˆN (k) > 0. For any
ε > 0, denote Aε := BC(0, 1 + ε) \BC(0, 1− ε), where we recall that BC(0, r) denote the open disc of radius
r in the complex plane centered at zero. Let Qk(λ) := Pˆz,k(λ) + z =
∑dˆN
`=0 t`(k)λ
`. Then, the set of z for
which there exists a λ ∈ AN−3δ1 so that Pˆz,k(λ) = 0 are contained in the image Qk(AN−3δ1 ). Therefore the
set of all z’s satisfying property (ii) is contained in ∪kQk(AN−3δ1 ). The area of such an image Qk(AN−3δ1 )
can be estimated by sup|z|<2 |Q′k(z)|Leb (AN−3δ1 ) . Since L0 = O(Nδ1), it follows that for all N sufficiently
large
Leb (∪kQk(AN−3δ1 )) ≤
1
3
N−δ1 .
Turning to the set of z satisfying (i), we recall that the discriminant of a polynomial P˜ (λ) :=
∑m
`=1 t`λ
`
is
(5.6) D(P˜ ) := det[Disc(P˜ )] = t2m−1m
∏
1≤`<`′≤m
(λ` − λ`′)2,
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where
Disc(P˜ ) :=

tm tm−1 · · · · · · t0
. . .
. . .
tm tm−1 · · · · · · t0
mtm · · · 2t2 t1
. . .
. . .
. . .
. . .
mtm · · · 2t2 t1

.
Since z appears in Pˆz,k(λ) only as coefficient of λ
0, expanding the determinant we see
det[Disc(Pˆz,k)] = (dˆN tdˆN (k))
dˆN · zdˆN−1 + PdˆN−2(x)zdˆN−2 + · · ·+ P0(x),
for some continuous functions {P`(·)}dˆN−2`=0 . Let {z`(k)}dˆN−1`=1 be the roots of the equation det[Disc(Pˆz,k)] = 0.
Hence,
|D(Pˆz,k)| = (dˆN tdˆN (k))dˆN
dˆN−1∏
`=1
|z − z`(k)|.
Therefore, recalling (5.6) we obtain that
|tdˆN (k)|2dˆN−1|det(V (k))|2 = |tdˆN (k)|2dˆN−1
∏
1≤`<`′≤dˆN (k)
|λˆ`(z, k)− λˆ`′(z, k)|2
= |D(Pˆz,k)| = |dˆN tdˆN (k)|dˆN
dˆN−1∏
`=1
|z − z`(k)|.
Thus the set of all z’s satisfying property (i) is contained in
∪L0k=0 ∪dˆN−1`=1 BC(z`(k), dˆ−1N N−2δ1),
whose Lebesgue measure is bounded above by N−3δ1 . Taking a union on O(Nδ1) possible k-s we find that
the Lebesgue measure of the set of z satisfying property (i) is bounded by 13N
−δ1 . To complete the proof it
remains to prove the same for the set of z satisfying property (iii). This follows from a volumetric argument.
Indeed, recalling the definition of t0(·) we find that
L0
inf
k=0
|z − t0(k)| ≥ min{dist(z, f0([0, 1])), |z|}.
Using the fact that f0 is an α0-Ho¨lder continuous function from the triangle inequality we obtain that
dist(z, f0([0, 1])) ≤ N−ε ⇒ z ∈
dNε/α0e⋃
k=0
BC(f0(k/N
ε/α0), 2N−ε)
for ε > 0. As α0 >
1
2 , setting ε =
α0δ1
2(2α0−1) it yields that
Leb({z : dist(z, f0([0, 1])) ≤ N−ε} ∪BC(0, N−ε)) ≤ 1
3
N−δ1 .
This completes the proof. 
Next, building on Lemma 5.3(ii) we show that for z /∈ BN and vectors w not belonging to the span of
{wj`(k)}, the `2-norm of MˆN (z)w cannot be too small. This yields a bound on the number of small singular
values of MˆN (z).
Fix k ∈ [L0] ∪ {0} and j′ ∈ [L′k]. This fixes some j ∈ [L] ∪ {0} such that b(j
′)
k = [ij+1] \ [ij ]. Denote
Sk,j := span(wj`(k) : ` ∈ [dˆN (k)]) and let ψk,j be the orthogonal projection onto Sk,j . Further let pik,j and
ρk,j be the projections onto the span of {em}ij+1m=ij+1 and {em}
ij+1−dˆN (k)
k=ij+1
, respectively, where em is the m-th
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canonical basic vector. When needed, we will view pik,j , ρk,j , and ψk,j as projection matrices of appropriate
dimensions.
Lemma 5.5. Fix R < ∞ and z ∈ BC(0, R) \ BN . Let k ∈ [L0] and j′ ∈ [L′k] such that b(j
′)
k = [ij+1] \ [ij ]
for some j ∈ [L] ∪ {0}. Then there exists a positive finite constant C1(R, d,f), depending only on R, d, and
max` supx∈[0,1] |f`(x)|, such that for any w ∈ CN , we have
(5.7) ‖pik,j(w − ψk,jw)‖2 ≤ C1(R, d,f)N2dδ1+d
2δ2+2δ3+
α0δ1
2(2α0−1) ‖ρk,jMˆN (z)w‖2.
Note that Lemma 5.5 is similar to Lemma 3.10. Analogous to the proof of Lemma 3.10, here also the
proof proceeds by identifying a vector y ∈ Sk,j and showing that ‖pik,j(x − y)‖2 satisfies the bound (5.7).
For d > 1, the choice of an appropriate vector y is significantly more difficult and requires new ideas.
Proof of Lemma 5.5. We write λˆ` := λˆ`(z, k) and dˆN := dˆN (k). First let us consider the case dˆN = 0. This
implies that Sk,j = ∅. Therefore, ψk,j = 0 and ρk,j = pik,j . So, it is enough to show that
(5.8) ‖pik,jw‖2 ≤ N
α0δ1
2(2α0−1) ‖pik,jMˆN (z)w‖2.
Since dˆN = 0, from (5.2) we further have that
pik,jMˆN (z)w = (t0(k)− z)pik,jw.
Using the fact that z /∈ BN we have that infk |t0(k) − z| ≥ N−
α0δ1
2(2α0−1) . This yields (5.8) and hence (5.7) is
established for dˆN = 0. It remains to prove the same when dˆN > 0.
Without loss of generality, we assume that {λˆ`}dˆN`=1 are arranged in decreasing order of moduli, and define
d0 so that |λˆ1| ≥ |λˆ2| ≥ · · · ≥ |λˆd0 | ≥ 1 > |λˆd0+1| ≥ · · · ≥ |λˆdˆN |, with d0 = dˆN if all λˆ` ≥ 1 and d0 = 0 if all
λˆ` < 1 . Define a (2dˆN )× (2dˆN ) matrix
L :=
[
v1(k) v2(k) · · · vdˆN (k) v1(k) · · · vd0(k) 0 · · · 0
λˆ
bj−dˆN
1 v1(k) λˆ
bj−dˆN (k)
2 v2(k) · · · λˆbj−dˆNdˆN vdˆN (k) 0 · · · 0 vd0+1(k) · · · vdˆN (k)
]
,
where {v`(k)}dˆN`=1 are as in Lemma 5.1 and bj := ij+1− ij . Since z ∈ BC(0, R) \ BN , the eigenvalues {λˆ`}dˆN`=1
are all distinct, and hence the vectors {v`(k)}dˆN`=1 are linearly independent. Therefore, rank(L) = 2dˆN , and
the system of linear equations
(5.9)
(
wJk, ij + 1K
wJk, ij+1 − dˆN + 1K
)
= L

a1
...
adˆN
a′1
...
a′
dˆN

admits a unique solution. Set
y :=
dˆN∑
`=1
a`w
j
`(k) and ζ := ζ(w) := w − y.
With this choice of ζ we will show that
(5.10) ‖pik,jζ‖2 ≤ C1(R, d,f)N2dδ1+d2δ2+2δ3‖ρk,jMˆN (z)w‖2,
for some constant C1(R, d,f). This will complete the proof. Indeed, from the definition of the projection
operator ψk,j it follows that
(5.11) ‖w − ψk,jw‖2 ≤ ‖ζ‖2.
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On other hand we note that Sk,j ⊂ span({em}ij+1m=ij+1). Therefore pik,jψk,j = ψk,j . Recalling that y ∈ Sk,j ,
we have
‖w − ψk,jw‖22 = ‖(Id− pik,j)w‖22 + ‖pik,j(w − ψk,jw)‖22
and
‖ζ‖22 = ‖(Id− pik,j)ζ‖22 + ‖pik,jζ‖22 = ‖(Id− pik,j)w‖22 + ‖pik,jζ‖22.
Thus from (5.11) we obtain
‖pik,j(w − ψk,jw)‖2 ≤ ‖pik,jζ‖2,
and so it is enough to show that (5.10) holds.
We turn now to the proof of (5.10) Recalling that y ∈ Sk,j , the span of {wj`(k)}`∈[dˆ], an application of
Lemma 5.3(ii) implies that ρk,jMˆN (z)y = 0. So, using (5.2) and recalling the definition of Tk(z) we see that
(5.12) ζJk,m+ 1K = Tk(z)ζJk,mK +

1
tdˆN
(k) (MˆN (z)w)m
0
...
0
 , m ∈ [ij+1 − dˆN ] \ [ij ].
From the linear independence of {v`(k)}dˆN1 , there are {a˜`}dˆN`=1 so that
(5.13)
(
1 0 · · · 0) = dˆN∑
`=1
a˜`v`(k)
T.
Hence denoting βm := (tdˆN (k))
−1(MˆN (z)w)m we observe that (5.12) simplifies to
(5.14) ζJk,m+ 1K = Tk(z)ζJk,mK + βm dˆN∑
`=1
a˜`v`(k), m ∈ [ij+1 − dˆN ] \ [ij + 1].
Iterating (5.14) we obtain
ζJk,m+ 1K = Tk(z)m−ijζJk, ij + 1K + m∑
m′=ij+1
βm′Tk(z)
m−m′
 dˆN∑
`=1
a˜`v`(k)

= Tk(z)
m−ijζJk, ij + 1K + dˆN∑
`=1
a˜`
 m∑
m′=ij+1
βm′ λˆ
m−m′
`
v`(k),(5.15)
for m ∈ [ij+1 − dˆN ] \ [ij + 1], where the last step follows from the fact that v`(k) is an eigenvector of Tk(z)
corresponding to λˆ` (see Lemma 5.1). Recalling that bj := ij+1− ij we note that (5.15) in particular implies
(5.16) ζJk, ij+1 − dˆN + 1K = Tk(z)bj−dˆN ζJk, ij + 1K + dˆN∑
`=1
a˜`
ij+1−dˆN∑
m′=ij+1
βm′ λˆ
ij+1−dˆN−m′
`
v`(k).
Now recalling the definitions of {wj`(k)}`∈[dˆN ] we see that
wj`(k)Jk, ij + 1K = v`(k) and wj`(k)Jk, ij+1 − dˆN + 1K = λˆbj−dˆN` v`(k).
Since ζ = w −∑dˆN`=1 a`wj`(k), from (5.9) we obtain
(5.17) ζJk, ij + 1K = d0∑
`=1
a′`v`(k) and ζJk, ij+1 − dˆN + 1K = dˆN∑
`=d0+1
a′`v`(k).
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Plugging these in (5.16) we deduce
d0∑
`=1
a˜`
ij+1−dˆN∑
m′=ij+1
βm′ λˆ
ij+1−dˆN−m′
`
+ a′`λˆbj−dˆN`
v`(k)+ dˆN∑
`=d0+1
a˜`
ij+1−dˆN∑
m′=ij+1
βm′ λˆ
ij+1−dˆN−m′
`
− a′`
v`(k) = 0.
Since {v`(k)}dˆN`=1 are linearly independent vectors it further implies that
(5.18)
a′`λˆ
bj−dˆN
` +a˜`
ij+1−dˆN∑
m′=ij+1
βm′ λˆ
ij+1−dˆN−m′
`
 = 0, ` ∈ [d0]; a′` = a˜`
ij+1−dˆN∑
m′=ij+1
βm′ λˆ
ij+1−dˆN−m′
`
 , ` ∈ [dˆN ]\[d0].
Thus from (5.15) and (5.17), using (5.18), we further obtain that for any m ∈ [ij+1 − dˆN ] \ [ij ],
ζJk,m+ 1K = Tk(z)m−ijζJk, ij + 1K + dˆN∑
`=1
a˜`
 m∑
m′=ij+1
βm′ λˆ
m−m′
`
v`(k)
=
d0∑
`=1
a′`λˆm−ij` + a˜`
 m∑
m′=ij+1
βm′ λˆ
m−m′
`
v`(k)
+
dˆN∑
`=d0+1
a˜`
 m∑
m′=ij+1
βm′ λˆ
m−m′
`
v`(k)
= −
d0∑
`=1
a˜`
ij+1−dˆN∑
m′=m+1
βm′ λˆ
m−m′
`
v`(k) + dˆN∑
`=d0+1
a˜`
 m∑
m′=ij+1
βm′ λˆ
m−m′
`
v`(k).(5.19)
Since the first coordinate of ζJk,m+ 1K is ζm+dˆN , |λˆ`| ≥ 1 for ` ∈ [d0], and |λˆ`| ≤ 1 for ` ∈ [dˆN ] \ [d0], using
the triangle inequality from (5.19) we see that
|ζm+dˆN | ≤
d0∑
`=1
|a˜`||λˆ`|dˆN−1
ij+1−dˆN∑
m′=m+1
|βm′ |+
dˆN∑
`=d0+1
|a˜`||λˆ`|dˆN−1
m∑
m′=ij+1
|βm′ |
≤ ‖Tk(z)‖dˆN−1
ij+1−dˆN∑
m′=ij+1
|βm′ |
 ·
 dˆN∑
`=1
|a˜`|
 , for m ∈ [ij+1 − dˆN ] \ [ij ].(5.20)
From (5.17) and (5.18) it also follows that
ζJk, ij + 1K = d0∑
`=1
a′`v`(k) = −
d0∑
`=1
a˜`
ij+1−dˆN∑
m′=ij+1
βm′ λˆ
ij−m′
`
v`(k).
Thus
ij+dˆ
max
m=ij+1
|ζ(m)| ≤ ‖ζJk, ij + 1K‖2 ≤ d0∑
`=1
|a˜`| ·
ij+1−dˆN∑
m′=ij+1
|βm′ |
 · ‖v`(k)‖2
≤ √d · (‖Tk(z)‖d−1 ∨ 1) ·
ij+1−dˆN∑
m′=ij+1
|βm′ |
 ·
 dˆN∑
`=1
|a˜`|
 ,(5.21)
where we have used the fact that
‖v`(k)‖2 ≤
√
d · (|λˆ`|d−1 ∨ 1).
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Hence, combining (5.20)-(5.21) we obtain
(5.22) ‖pik,j(ζ)‖2 ≤ bj
ij+1
max
m=ij+1
|ζj | ≤ 2Nδ3
√
d · (‖Tk(z)‖d−1 ∨ 1) ·
ij+1−dˆN∑
m=ij+1
|βm|
 ·
 dˆN∑
`=1
|a˜`|
 .
Now to complete the proof we need to find a bound on
∑dˆN
`=1 |a˜`|. To this end, recall that (a˜1, . . . , a˜dˆN )
satisfies the system of linear equations (5.13). Using Cramer’s rule it is easy to check that a˜` =
∏
`′ 6=`
λˆ`′
λˆ`′−λˆ`
.
Therefore, recalling that V (k) :=
[
v1(k) v2(k) · · · vdˆN (k)
]
,
|a˜`| =
∏
`′ 6=`
∣∣∣∣∣ λˆ`′λˆ`′ − λˆ`
∣∣∣∣∣ ≤ (‖Tk(z)‖d−1 ∨ 1) ·∏
`′ 6=`
∣∣∣∣ 1λˆ`′ − λˆ`
∣∣∣∣ ≤ ((2‖Tk(z)‖) d(d−1)2 ∨ 1) · | det(V (k))|−1
≤
(
(2‖Tk(z)‖)d(d−1) ∨ 1
)
· | det(V (k))|−2.
Recalling that βm = (tdˆN (k))
−1(MˆN (z)w)m, an application of Cauchy-Schwarz yields
(5.23) ‖pik,j(ζ)‖2 ≤ 2d2d3/2N3δ3/2 ·
(
‖Tk(z)‖d2 ∨ 1
)
· ‖ρk,jMˆN (z)w‖2 · |tdˆN (k)|−1|det(V (k))|−2.
Since z ∈ BcN (cf. Lemma 5.4),
|tdˆN (k)| · | det(V (k))|2 ≥
|tdˆN (k)|dˆN (k)−1|det(V (k))|2
supx∈[0,1] |fdˆN (x)|dˆN−2
≥ C−10 N−2δ1d,
for some C0 <∞. By the Gershgorin circle theorem we also have that
(5.24) ‖Tk(z)‖2 = ‖Tk(z)∗Tk(z)‖ = O
(
(tdˆN (k))
−2) = O(N2δ2),
where the last step follows from the fact that the non-zero entries of MˆN are bounded below by N
−δ2 .
Therefore, plugging the last two bounds in (5.23) we arrive at (5.10). 
Denote
(5.25) L :=
L0∑
k=0
L′k · dˆN (k) = O(dN1−δ3).
Building on Lemma 5.5 we now prove a lower bound on the (L + 1)-st smallest singular value of MˆN (z).
First we prove an estimate that will also be useful in obtaining a lower bound on the product of the small
singular values of MˆN (z). To state it, we let ψ :=
∑
ψk,j , i.e. ψ is the orthogonal projection operator onto
the space spanned by ∪Sk,j , and ρ :=
∑
ρk,j .
Lemma 5.6. Fix R <∞ and z ∈ BC(0, R) \ BN . Then for any vector w ∈ CN we have
‖w − ψw‖2 ≤ C1(R, d,f)N2dδ1+d
2δ2+2δ3+
α0δ1
2(2α0−1) ‖ρMˆN (z)w‖2,
where C1(R, d,f) is as in Lemma 5.5.
Proof. The proof is a simple application of Lemma 5.5. Since
∑
pik,j = 1, pik,jψk,j = ψk,j , and {pik,j} are
orthogonal it follows that
‖w − ψw‖22 =
∥∥∥∑(pik,jw − ψk,jw)∥∥∥2
2
=
∑
‖pik,j(w − ψk,jw)‖22.
Now the result follows from Lemma 5.5 upon noting the fact that {ρk,j} are orthogonal. 
From Lemma 5.6 we immediately obtain the following corollary.
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Corollary 5.7. Fix R <∞ and z ∈ BC(0, R) \ BN . Then
σN−L(MˆN (z)) ≥ C1(R, d,f)−1N−(2dδ1+d
2δ2+2δ3+
α0δ1
2(2α0−1) ),
where C1(R, d,f) is as in Lemma 5.5.
The proof of Corollary 5.7 is similar to that of Corollary 3.13, and hence omitted.
Remark 5.8. Let {δi}3i=1 be such that
(5.26) max
{
δ1, δ2, δ3,
α0δ1
2(2α0 − 1)
}
≤ 1
40d2
·
(
γ − 1
2
)
and δ1 <
δ3
4
.
It follows from Corollary 5.7 that there are only at most L = O(N1−δ3) singular values of MˆN (z) that are
O(N−
1
3 (γ−1/2)), which upon choosing εN = N−
1
3 (γ−1/2) in (2.4), implies that N∗ ≤ L = o(N/ logN). This
verifies that the number of small singular values of MˆN (z), for z ∈ BC(0, R) \ BN is as desired. In the
remainder of this paper we will work with {δi}3i=1 satisfying (5.26).
Equipped with Remark 5.8 we note that it remains to find matching upper and lower bounds, up to sub-
exponential factors, on the product of small singular values. In the context of Theorem 3.1 the upper bound
on the product of the small singular values was achieved by finding a collection of orthonormal vectors which
were approximate singular vectors, and then appealing to Lemma A.2. In the current set-up, one notes that
the approximate singular vectors, in particular {wj`(k)}dˆN`=1 for any j and k, are not orthogonal. Therefore
we need to work with an orthonormal basis of Sk,j . To this end, a key step will be to obtain bounds on the
determinant of U∗k,jUk,j where Uk,j := pik,jMˆN (z)Uk,j , and the columns of Uk,j are an orthonormal basis of
Sk,j . We start with bounds on det(Wk,j) where Wk,j := W ∗k,jWk,j , and Wk,j is the matrix whose columns
are {wj`(k)}dˆN (k)`=1 .
Lemma 5.9. Fix R <∞ and z ∈ BC(0, R) \ BN . Let k ∈ [L0] and j′ ∈ [L′k] such that b(j
′)
k = [ij+1] \ [ij ] for
some j ∈ [L] ∪ {0}. Assume dˆN (k) > 0. Then
C2(R, d,f)
−1N−2dδ1−d
2δ2
dˆN (k)∏
`=1
(
|λˆ`(z, k)| ∨ 1
)2bj ≤ det(Wk,j) ≤ C2(R, d,f)N3δ1d dˆN (k)∏
`=1
(
|λˆ`(z, k)| ∨ 1
)2bj
,
for all large N , uniformly over k ∈ [L0] and j′ ∈ [L′k], where C2(R, d,f) is some positive finite constant
depending only on d, R, and {f`(·)}d`=0.
Proof. Throughout the proof, for ease of writing, we write dˆN and {λˆ`}dˆN`=1 instead of dˆN (k) and {λˆ`(z, k)}dˆN (k)`=1 .
We first derive the upper bound. Using Hadamard’s inequality we observe that
(5.27) det(Wk,j) ≤
dˆN∏
`=1
(Wk,j)`,` =
dˆN∏
`=1
‖wj`(k)‖22.
We note that ‖wj`(k)‖22 =
∑bj−1
m=0 |λˆ`|2m, where we recall that bj = ij+1 − ij ≤ 2Nδ3 . Therefore, using the
fact that z /∈ BN , which in turn implies that |λˆ`| 6= 1, we obtain
(5.28) ‖wj`(k)‖22 ≤ |1− |λˆ`|2|−1 ·
[
2|λˆ`|2bj1(|λˆ`| > 1) + 21(|λˆ`| < 1)
]
.
Since z /∈ BN , the desired upper bound follows from (5.27)-(5.28).
For the lower bound, we apply the Cauchy–Binet formula, which gives
(5.29) det(Wk,j) =
∑
S⊂[N ]
|S|=dˆN
|det(Wk,j [S])|2,
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where Wk,j [S] is the dˆN × dˆN square submatrix of Wk,j with rows indexed by S. Hence for a lower bound,
we may pick any S and bound det(Wk,j) ≥ |det(Wk,j [S])|2. Take
S = ([dˆN − d0] + ij) ∪ (ij+1 − d0 + [d0]).
Then we can write
Wk,j [S] :=
[
V1 V2
V3 V4
]
,where
(V1)i,` = λˆ
i−1
` , i ∈ [dˆN − d0], ` ∈ [d0],
(V2)i,` = λˆ
i−1
`+d0
, i ∈ [dˆN − d0], ` ∈ [dˆN − d0],
(V3)i,` = λˆ
i+bj−1−d0
` , i ∈ [d0], ` ∈ [d0],
(V4)i,` = λˆ
i+bj−1−d0
`+d0
, i ∈ [d0], ` ∈ [dˆN − d0].
In the cases that either d0 = 0 or d0 = dˆN , we need only compute the determinant of V2 or V3 respectively.
Otherwise, by the Schur–complement formula,
(5.30) |det(Wk,j [S])| =
∣∣∣∣det([V3 V4V1 V2
])∣∣∣∣ = |det(V3) det(V2) det(Id−V −12 V1V −13 V4)|.
Observe V2 is a Vandermonde matrix. Writing V3 = V˜3 · D, where D := diag(λˆbj−d01 , · · · , λˆbj−d0d0 ), we see
that V˜3 is also a Vandermonde matrix.
As z 6∈ BN , we can bound the discriminant of
{
λˆ`
}
from below, and as we can bound |λˆ`| ≤ ‖Tk(z)‖, we
have that there is some C(R, d,f) so that
(5.31) |det(V2)2 det(V˜3)2| ≥ (2‖Tk(z)‖ ∨ 1)−d(d−1)
∏
1≤`<`′≤dˆN
|λˆ`(z)− λˆ`′(z)|2 ≥ C(R, d,f)−1N−2δ1d−δ2d2
Hence,
(5.32) |det(V2)2 det(V3)2| ≥ C(R, d,f)−1N−2δ1d−δ2d2 ·
dˆN∏
`=1
(
|λˆ`(z, k)| ∨ 1
)2bj
.
Note that the desired lower bound follows from (5.29), (5.30) and (5.32) once we show that
(5.33) ‖V −12 V1V −13 V4‖ ≤ 1/2.
To this end, first let us recall the following standard inequality:
‖M‖ ≤ ‖M‖2 =
√∑
i,j
M2i,j ≤ max{n1, n2} ·max
i,j
|Mi,j |
for any matrix M of dimension n1 × n2. As |λ`| < 1 for ` ≥ d0 + 1 and |λ`| ≤ ‖Tk(z)‖ for ` ≤ d0, we note
that
‖V˜3‖, ‖V1‖,≤ d‖Tk(z)‖d ≤ dNδ2d and ‖V2‖, ‖V4‖ ≤ d.
We can then trivially bound
‖V −12 ‖−1 = σmin(V2) ≥ |det(V2)|/‖V2‖d0−1 and ‖V˜ −13 ‖−1 = σmin(V˜3) ≥ |det(V˜3)|/‖V˜3‖dˆN−d0−1.
Hence, using (5.32)
(5.34) ‖V −12 V1V −13 V4‖ ≤
d4dN2d
2δ2
|det(V2)| · | det(V˜3)|
‖D−1‖ ≤ C(R, d,f)d4dN3d2δ2+dδ1 · ‖D−1‖.
Since z /∈ BN , and 4δ1 < δ3, the entries of D are bounded below by
(1 +N−3δ1)bj−dˆN ≥ exp
(
1
2
N−3δ1(bj − dˆN )
)
≥ exp
(
1
8
N−3δ1+δ3
)
≥ exp(Nδ1/8),
for all large N . Therefore, ‖D−1‖ ≤ exp(−Nδ1/8) and hence, in particular, it is smaller than any power of
N . Thus, from (5.34) we establish (5.33). This completes the proof of the lemma. 
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Building on Lemma 5.9 we now derive bounds on det(U∗k,jUk,j) where we recall that Uk,j := pik,jMˆN (z)Uk,j ,
and the columns of Uk,j are an orthonormal basis of Sk,j .
Lemma 5.10. Fix R < ∞ and z ∈ BC(0, R) \ BN . Let k ∈ [L0] and j′ ∈ [L′k] such that b(j
′)
k = [ij+1] \ [ij ]
for some j ∈ [L]∪ {0}. Assume dˆN (k) > 0. Then there exists a constant C3(R, d,f) > 1, depending only on
R, d, and {f`(·)}d`=0, such that
C3(R, d,f)
−1N−5dδ1−2dδ2
dˆN (k)∏
`=1
(
|λˆ`(z, k)| ∧ 1
)2bj ≤ det(U∗k,jUk,j)
≤ C3(R, d,f)N2d2δ2+2dδ1
dˆN (k)∏
`=1
(
|λˆ`(z, k)| ∧ 1
)2bj
.(5.35)
Proof. Since {wj`(k)}dˆN`=1 span the subspace Sk,j , there exists a dˆN×dˆN matrix Γ such that Uk,j = Wk,jΓ. The
orthonormality of the columns of Uk,j implies Γ
∗Wk,jΓ = Id. This in particular implies that ΓΓ∗ = (Wk,j)−1.
Thus
(5.36) det(U∗k,jUk,j) = det(Γ
∗W ∗k,jMˆN (z)
∗pi∗k,jpik,jMˆN (z)Wk,jΓ) =
det(W ∗k,jMˆN (z)
∗pi∗k,jpik,jMˆN (z)Wk,j)
det(Wk,j)
.
The bound on the denominator of the rhs of (5.36) follows from Lemma 5.9. To evaluate the numerator
we recall from Lemma 5.3(ii) that ρk,jMˆN (z)Wk,j = 0(ij+1−dˆN )×dˆN , where 0n1×n2 is the matrix of zeros of
dimension n1 × n2. So, we only need to evaluate the next dˆN rows of MˆN (z)Wk,j .
To this end, we note that for any m = ij+1 − dˆN + 1, . . . , ij+1, and ` ∈ [dˆN ], we have
(MˆN (z)w
j
`(k))m = (t0(k)− z)(wj`(k))m +
ij+1∑
m′=m+1
tm′−m(k)(w
j
`(k))m′
= (t0(k)− z)λˆm−ij−1` +
ij+1∑
m′=m+1
tm′−m(k)λˆ
m′−ij−1
`
= λˆ
m−ij−1
`
Pˆz,k(λˆ`)− m+dˆN∑
m′=ij+1+1
tm′−m(k)λˆm
′−m
`

= −
m+dˆN∑
m′=ij+1+1
tm′−m(k)λˆ
m′−ij−1
` = −λˆbj`
m+dˆN−ij+1∑
m′=1
tm′+ij+1−m(k)λˆ
m′−1
` ,
where the second last step follows from the fact that Pˆz,k(λˆ`) = 0. This implies that
pik,jMˆN (z)w
j
`(k) =
0(ij+1−dˆN )×1−λˆbj` ∆v`(k)
0(N−ij+1)×1
 , where ∆ :=

0 0 · · · 0 tdˆN (k)
0 0 · · · tdˆN (k) tdˆN−1(k)
... . .
.
. .
.
. .
. ...
0 tdˆN (k) · · · t3(k) t2(k)
tdˆN (k) tdˆN−1(k) · · · t2(k) t1(k)
 .
It further yields that
pik,jMˆN (z)Wk,j =
0(ij+1−dˆN )×dˆN−∆V (k)Λbj
0(N−ij+1)×dˆN
 ,
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where Λ is a diagonal matrix with entries {λˆ`}dˆN`=1, and recall V (k) is the dˆN × dˆN matrix whose columns
are {v`(k)}dˆN`=1. Thus
det(W ∗k,jMˆN (z)
∗pi∗k,jpik,jMˆN (z)Wk,j) = det
(
(Λ∗)bjV (k)∗∆∗∆V (k)Λbj
)
=
dˆN∏
`=1
|λˆ`|2bj · det(V (k)V (k)∗) · det(∆∗∆).(5.37)
Using (5.24) and that z /∈ BN (cf. Lemma 5.4) respectively,
det(V (k)V (k)∗) =|det(V (k))|2 ≤ ‖Tk(z)‖dˆN (dˆN−1) = O
(
Nd
2δ2
)
,
|det(V (k))|2 ≥ N−2δ1d ·
(
sup
x∈[0,1]
|fdˆN (x)|dˆN−1
)−1
.
As for ∆, det(∆) = tdˆN (k)
dˆN , and so
N−2dδ2 ≤ det(∆∗∆) ≤ sup
x∈[0,1]
|fdˆN (x)|2dˆN .
Now the desired bound on det(U∗k,jUk,j) follows from (5.36)-(5.37), upon an application of Lemma 5.9.

Building on Lemma 5.10 we now derive the upper bound on the product of small singular values of
MˆN (z). Before proceeding to the statement of the relevant result let us remind the reader that we chose a
partition of {bk}L0k=0 of [N ] such that for k ∈ [L0] ∪ {0}, bk := {i ∈ [N ] : biNδ1−1c = k}. We also noted
that N1−δ1/2 ≤ |bk| ≤ 2N1−δ1 for all k ∈ [L0] ∪ {0}. We then considered a refinement {{b(j
′)
k }L
′
k
j′=1}L0k=0 of
{bk}L0k=0 where Nδ3/2 ≤ |b(j
′)
k | ≤ 2Nδ3 for all k ∈ [L0] ∪ {0} and j′ ∈ [L′k]. Finally recall that 0 = i1 <
i2 < i3 < · · · < iL+1 = N , with L :=
∑L0
k=0 L
′
k, are the endpoints of the partition {{b(j
′)
k }L
′
k
j′=1}L0k=0, and
bj := ij+1− ij . Therefore fixing k ∈ [L0]∪ {0}, and j′ ∈ [L′k] fixes j ∈ [L]∪ {0} such that b(j
′)
k = [ij+1] \ [ij ].
Corollary 5.11. Fix R <∞ and z ∈ BC(0, R) \BN . Recall L :=
∑L0
k=0 L
′
k · dˆN (k) and L =
∑L0
k=0 L
′
k. Then
L−1∏
m=0
σN−k(MˆN (z)) ≤ C3(R, d,f)LN (2d2δ2+2dδ1)L
L0∏
k=0
dˆN (k)∏
`=1
(
|λˆ`(z, k)| ∧ 1
)|bk|
,
for all large N , where C3(R, d,f) is as in Lemma 5.10. If, for some k, dˆN (k) = 0, then the innermost
product becomes empty which, by convention, is set to equal 1.
Proof. Fix k ∈ [L0] ∪ {0}, and j′ ∈ [L′k] such that b(j
′)
k := [ij+1] \ [ij ]. Let Uk,j be the N × dˆN (k) matrix
whose columns form an orthonormal basis of Sk,j . Denote
(5.38) U :=
[
U0,0 · · · U0,L′0−1 U1,L′0 · · · U1,L′0+L′1−1 · · · UL0,L
]
.
Note that if dˆN (k) = 0 for some k, then Uk,j is an empty matrix. Therefore, it is equivalent to ignore such
k’s while constructing the matrix U . We will show that
(5.39)
(
det(U∗MˆN (z)∗MˆN (z)U)
)1/2
≤
{
C3(R, d,f)N
2d2δ2+2dδ1
}L
·
L0∏
k=0
dˆN (k)∏
`=1
(
|λˆ`(z, k)| ∧ 1
)|bk|
.
Since, the columns of U are orthonormal, this, together with Lemma A.2, yields the desired upper bound
on the product of small singular values.
Turning to prove (5.39) we note the following: For any k ∈ [L0] ∪ {0} and j′ ∈ [L′k] such that b(j
′)
k :=
[ij+1] \ [ij ] and dˆN (k) > 0, the columns of MˆN (z)Uk,j belong to the subspace
Tk,j := span
(
{em}ij+1m=ij+1−dˆN (k)+1, {em}
ij
m=ij−dˆN (k−)+1
)
,
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where (a) k− := k if j′ > 1, and (b) k− := k − 1 if j′ = 1, and we set dˆN (−1) := 0.
This, in particular, implies that
(5.40) det(U∗MˆN (z)∗MˆN (z)U) = det(U∗T UT ),
where UT is matrix obtained from piT MˆN (z)U = MˆN (z)U by deleting its zero rows, and piT is the orthogonal
projection onto span(∪dˆN (k)>0Tk,j). For any v ∈ CN , let us denote pˆik,jv to be the bj-dimensional vector
obtained from pik,jv by deleting its zero rows. Equipped with this notation, we also note that UT is a L×L
block upper triangular matrix with {pˆik,jMˆN (z)Uk,j} as its diagonal blocks. This yields that
(5.41) det(UT ) =
∏
det(pˆik,jMˆN (z)Uk,j).
Since
det(U∗k,jMˆN (z)
∗pˆi∗k,j pˆik,jMˆN (z)Uk,j) = det(U
∗
k,jMˆN (z)
∗pi∗k,jpik,jMˆN (z)Uk,j),
combining (5.40)-(5.41), and applying Lemma 5.10 we arrive at (5.39). This completes the proof of the
lemma. 
It remains to find a matching lower bound on the product of the small singular values. Recall the notation
L0, L,L, see (5.1),(5.3),(5.25).
Lemma 5.12. Fix R <∞ and z ∈ BC(0, R) \BN . Then there exists a constant C4(R, d,f), depending only
on R, d, and {f`}d`=0, such that
L−1∏
m=0
σN−m(MˆN (z)) ≥
(
C4(R, d,f)N
7d2δ1+3d
3δ2+4dδ3+
α0dδ1
2(2α0−1)
)−L
· L−L/2
L0∏
k=0
dˆN (k)∏
`=1
(
|λˆ`(z, k)| ∧ 1
)|bk|
,
for all large N .
The proof of Lemma 5.12 is similar to that of Proposition 3.14. Hence, we provide only a brief outline
below.
Proof of Lemma 5.12. Using Lemma A.2 again we see that it is enough to find a uniform lower bound on
L∏
m=1
‖MˆN (z)wm‖2
over all collections of orthonormal vectors {wm}Lm=1. Analogous to the proof of Proposition 3.14 we bound
each ‖MˆN (z)wm‖2 in one of two ways. If 1− ‖ψwm‖22 ≥ 12L then applying Lemma 5.6 we deduce
(5.42) ‖MˆN (z)wm‖2 ≥ ‖ρMˆN (z)wm‖2 ≥ 1√
2L
C1(R, d,f)
−1N−(2dδ1+d
2δ2+2δ3+
α0δ1
2(2α0−1) ),
where we recall that ψ is the orthogonal projection onto the subspace S := span(∪Sk,j).
Without loss of generality, assume wm, m ∈ [p] satisfies 1−‖ψwm‖22 < 12L . Proceeding similarly as in the
steps leading to (3.33) we find
(5.43)
p∏
m=1
‖MˆN (z)wm‖2 ≥
(
C1(R, d,f)
−1N−(2dδ1+d
2δ2+2δ3+
α0δ1
2(2α0−1) )
4(‖MˆN (z)‖ ∨ 1)
)p
p∏
m=1
‖MˆN (z)ψwm‖2.
Let Y1 be the matrix whose columns are {ψwm}pm=1. Since the columns of U span the subspace S, there
must exist an L × p matrix A1 such that Y1 = UA1. We extend the matrix A1 to an L × L matrix A so
that the last L− p columns of A are orthonormal and are also orthogonal to the first p columns of A1. Set
Y := UA and let us denote the columns of Y to be ym, for m ∈ [L].
Turning to bound the rhs of (5.43), by Hadamard’s inequality we now find that
(5.44)
p∏
m=1
‖MˆN (z)ψwm‖22 ≥
det(Y ∗MˆN (z)∗MˆN (z)Y )∏L
m=p+1 ‖MˆN (z)ym‖22
.
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We separately bound the numerator and the denominator of (5.44). An argument similar to the proof of
(3.36) yields
(5.45) ‖MˆN (z)ym‖2 ≤ ‖MˆN (z)‖.
It remains to find a lower bound of the numerator of (5.44). To obtain such a bound, we observe that
(5.46) det(Y ∗MˆN (z)∗MˆN (z)Y ) = det(U∗MˆN (z)∗MˆN (z)U) det(AA∗).
Proceeding similarly as in the proof of (5.39), and applying the lower bound derived in Lemma 5.10 we
deduce
(5.47) det(U∗MˆN (z)∗MˆN (z)U) ≥
{
C3(R, d,f)N
5dδ1+2dδ2
}−L · L0∏
k=0
dˆN (k)∏
`=1
(
|λˆ`(z, k)| ∧ 1
)2|bk|
.
Arguments analogous to (3.37) further show that det(AA∗) ≥ 2−L ≥ 2−dL. Plugging this bound in (5.46),
and using (5.47) we obtain
det(Y ∗MˆN (z)∗MˆN (z)Y ) ≥
{
C3(R, d,f)2
dN5dδ1+2dδ2
}−L · L0∏
k=0
dˆN (k)∏
`=1
(
|λˆ`(z, k)| ∧ 1
)2|bk|
.
Therefore, from (5.43)-(5.45), and using the fact that p ≤ L ≤ dL, we derive
p∏
m=1
‖MˆN (z)wm‖2 ≥
(
C1(R, d,f)C3(R, d,f)N
5dδ1+2d
2δ2+2δ3+
α0δ1
2(2α0−1)
8(‖MˆN (z)‖ ∨ 1)
)−dL
·
L0∏
k=0
dˆN (k)∏
`=1
(
|λˆ`(z, k)| ∧ 1
)|bk|
.
Since by the Gershgorin circle theorem, ‖MˆN (z)‖ ≤ |z| +
∑d
`=0 supx∈[0,1] |f`(x)|, using (5.42) we complete
the proof of the lower bound. 
We are now ready to finish the proof of Theorem 4.4.
Proof of Theorem 4.4. The tightness of the sequence of random probability measures {LMˆN }N∈N in P(R),
the set of all probability measures on R is immediate from the domination by singular values, see the proof
of Corollary 3.6. Therefore, by Prokhorov’s theorem {LMˆN }N∈N admits subsequential limits. We need to
show that all subsequential limits coincide and are given by the deterministic probability measure µd,f .
Suppose on the contrary that there exists a subsequence {Nm} such that the above does not hold, i.e. the
limit along the subsequence is not µd,f . We fix a further arbitrary subsequence {Nmn} ⊂ {Nm} with
Nmn ≥ 2n for all n ∈ N and prove for that subsequence that
(5.48) LMˆNmn
⇒ µd,f as n→∞, in probability.
This will prove the theorem. Turning to the proof of (5.48), we first apply [20, Theorem 2.8.3] and deduce
that it is enough to show that for Lebesgue a.e. z ∈ C,
(5.49) LMˆNmn (z)→ Lµd,f (z), as n→∞, in probability,
where LMˆN (·) is the log-potential of the esd of MˆN . Since µd,f is compactly supported, one can check the
proof of [20, Theorem 2.8.3] to deduce that in fact it suffices to establish (5.49) for Lebesgue a.e. z ∈ BC(0, R)
for some large R.
We will show that given any ε > 0, there exists a set Bˆε ⊂ C, depending on the subsequence {Nmn}, with
Leb(Bˆε) ≤ ε, such that for all z ∈ BC(0, R) \ Bˆε, the convergence in (5.49) holds. Since ε > 0 is arbitrary,
this will complete the proof of (5.49).
Toward this end, define Bˆε := ∪n≥n0(ε)BNmn ∪ f0([0, 1]) for some n0(ε) ≥ 1, where BN is as in Lemma
5.4. Since f0(·) is a α0-Ho¨lder continuous function with α0 ≥ 1/2, a simple volumetric estimate shows that
Leb(f0([0, 1])) = 0. Hence, using Lemma 5.4 and the union bound we see that, given any ε > 0, there exists
n0 := n0(ε) such that Leb(Bˆε) ≤ ε. With this choice of the set Bˆε, we now prove (5.49).
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To this end, our goal is to apply Theorem 2.1. We need to show that all the assumptions of Theorem
2.1 are satisfied. From Remark 5.8 we have that for any z ∈ BC(0, R) \ Bˆε, N∗ = o(N/ logN) along the
subsequence {Nmn}. Therefore applying Theorem 2.1 we conclude that for z ∈ BC(0, R) \ Bˆε,
(5.50)
∣∣∣∣ 1Nmn log |det(MˆNmn (z))| − 1Nmn log |detB(MˆNmn (z))|
∣∣∣∣→ 0, as n→∞, in probability.
Thus it remains to find
lim
n→∞
1
Nmn
log det
∣∣∣B(MˆNmn (z))∣∣∣ .
To this end, we note that
(5.51) |detB(MˆN (z))| = |det MˆN (z)|∏N∗
p=0 σN−p(MˆN (z))
=
∏L0
k=0 |t0(k)− z||bk|∏N∗
p=0 σN−p(MˆN (z))
.
Since ‖MˆN (z)‖ = O(1) for any z ∈ BC(0, R), and N∗ ≤ L = O(N1−δ3) by (5.25), using the definition of N∗
we have that
lim
n→∞
1
Nmn
log
 L−1∏
p=N∗+1
σNmn−p(MˆNmn (z))
 = 0.
Hence, it is enough to find limn→∞Υn(z) and show that it equals Lµd,f (z), where
Υn(z) :=
1
Nmn
log
(
L0∑
k=0
|bk| log |t0(k)− z| −
L−1∑
p=0
log σNmn−p(MˆNmn (z))
)
.
Since L = O(N1−δ3), we have, using Lemma 5.12, that for any z ∈ BC(0, R) \ Bˆε,
lim sup
n→∞
Υn(z) ≤ lim sup
n→∞
1
Nmn
log
 L0∑
k=0
|bk|
log |t0(k)− z| −
dˆNmn (k)∑
`=1
log
(
|λˆ`(z, k)| ∧ 1
)

= lim sup
n→∞
1
Nmn
log
 L0∑
k=0
|bk|

dˆNmn (k)∑
`=1
log
(
|λˆ`(z, k)| ∨ 1
)
+ log |tdˆNmn (k)(k)|

 ,(5.52)
where the last step follows from the fact that {λˆ`(z, k)}dˆN (k)`=1 are the eigenvalues of the matrix Tk(z), and
hence
(5.53)
dˆNmn (k)∏
`=1
|λˆ`(z, k)| = |det(Tk(z))| = |z − t0(k)||tdˆNmn (k)(k)|
.
We claim that for any z ∈ BC(0, R) \ Bˆε,
(5.54) sup
n
sup
k∈[L0]∪{0}
∣∣∣∣∣∣
dˆNmn (k)∑
`=1
log
(
|λˆ`(z, k)| ∨ 1
)
+ log |tdˆNmn (k)(k)|
∣∣∣∣∣∣ ≤ C(f , d, R) <∞,
for some constant C(f , d, R) depending only on {f`}d`=0, d, and R. Indeed, noting that the closed set
f0([0, 1]) ∈ Bε, we have η0 := dist(z, f0([0, 1]) > 0. Upon using the triangle inequality we therefore conclude
that there exists η > 0, such that for every k ∈ [L0]∪{0}, every root of the polynomial equation Pˆz,k(λ) = 0
is greater than η in absolute value. Thus,
sup
k∈[L0]∪{0}
∣∣∣∣∣∣
dˆNmn (k)∑
`=1
log
(
|λˆ`(z, k)| ∧ 1
)∣∣∣∣∣∣ ≤ d| log(η)|,
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for all n. Since η0 ≤ |z − t0(k)| ≤ R + supx∈[0.1] |f0(x)|, for all k ∈ [L0] ∪ {0}, using (5.53) again the claim
in (5.54) follows.
Next fix x ∈ [0, 1]. It is easy to check that for any x ∈ (0, 1), Pˆz,k(λ)→ Pz,x(λ) where k = bxNδ1c. Since
the roots of a polynomial are continuous function of its coefficients we have that
dˆNmn (k)∑
`=1
log
(
|λˆ`(z, k)| ∨ 1
)
+ log |tdˆNmn (k)(k)| →
dˆ(x)∑
`=1
log (|λ`(z, x)| ∨ 1) + log |fdˆ(x)(x)|,
as n → ∞, where k = bxNδ1c. Therefore, using (5.54) and the bounded convergence theorem, from (5.52)
we deduce that
lim sup
n→∞
Υn(z) ≤
∫ 1
0

dˆ(x)∑
`=1
log (|λ`(z, x)| ∨ 1) + log |fdˆ(x)(x)|
 dx = Lµd,f (z).
Now applying Corollary 5.11 and using a similar reasoning as above, it also follows that for any z ∈ BC(0, R)\
Bˆε, we have lim infn→∞Υn(z) ≥ Lµd,f (z). This together with (5.50) shows that, for any ε > 0, the
convergence in (5.49) holds for all z outside a set of Lebesgue measure at most ε. Hence, the proof of the
theorem is now complete. 
Appendix A. Some algebraic facts
In this section we collect a couple of standard matrix results which have been used in the proofs appearing
in Sections 2, 3, and 5.
The first result shows that the determinant of the sum of the two matrices can be expressed as a linear
combination of products of the determinants of appropriate sub-matrices. The proof trivially follows from
the definition of the determinant. For a proof we refer the reader to [14]. We adopt the convention that the
determinant of the matrix of size zero is one. The following result essentially follows from the definition of
the determinant of a matrix.
Lemma A.1. For an N × N matrix A, and X,Y ⊆ [N ] we write A[X,Y ] for the sub-matrix of A which
consists of the rows in X and the columns in Y . Then for any two N ×N matrices A and B we have
(A.1) det(A+B) =
∑
X,Y⊂[N ]
|X|=|Y |
(−1)sgn(σX) sgn(σY ) det(A[Xˇ, Yˇ ]) det(B[X,Y ]),
where Xˇ := [N ] \ X, Yˇ := [N ] \ Y and σZ for Z ∈ {X,Y } is the permutation on [N ] which places all the
elements of Z before all the elements of Zˇ, but preserves the order of elements within the two sets.
The next lemma deals with the characterization of products of singular values.
Lemma A.2. Let A be a N ×N matrix. Then for any k ≤ N − 1, we have
(A.2)
k∏
k′=0
σN−k′(A) = inf
ξ0,ξ1,...,ξk
(det(Ξ∗kA
∗AΞk))
1/2
= inf
ξ0,ξ1,...,ξk
k∏
k′=0
‖Aξk′‖2,
where the infimums are taken over set of orthonormal vectors {ξ0, ξ1, . . . , ξk} and Ξk is the matrix whose
columns are {ξk′}kk′=0.
The equality (A.2) can be thought of as a generalization of Courant-Fischer-Weyl min-max principle.
The equality of the leftmost and the rightmost terms in (A.2) follows from [13, Page 200, Ex. 12]. For
completeness, we provide a proof.
Proof. Using Hadamard’s determinantal inequality we first observe that
inf
ξ0,ξ1,...,ξk
(det(Ξ∗kA
∗AΞk))
1/2 ≤ inf
ξ0,ξ1,...,ξk
k∏
k′=0
‖Aξk′‖2.
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Next setting ξ0, ξ1, . . . , ξk to be the right singular vectors ofA corresponding to σN (A), σN−1(A), . . . , σN−k(A),
respectively, we see that the product of the `2-norms of Aξk′ , for k
′ = 0, 1, . . . , k, equals the product of (k+1)-
st smallest singular values of A. Hence, we deduce
k∏
k′=0
σN−k′(A) ≥ inf
ξ0,ξ1,...,ξk
k∏
k′=0
‖Aξk′‖2.
Therefore to prove (A.2) it is enough to show that
(A.3)
k∏
k′=0
σN−k′(A) ≤ inf
ξ0,ξ1,...,ξk
(det(Ξ∗kA
∗AΞk))
1/2
.
Let A = UΣW be the singular value decomposition of A. Thus
(A.4) det(Ξ∗kA
∗AΞk) = det(Ξ∗kW
∗Σ2WΞk).
Instead of taking the infimum over all Ξk, whose columns are othonormal, we may change variables and
take the infimum over all Wk = WΞk, which is again a collection of (k+ 1) orthonormal columns. Applying
Cauchy-Binet formula,
det(W ∗kΣ
2Wk) =
∑
S⊂[N ]
|S|=k+1
|det((ΣWk)[S])|2,
where (ΣWk)[S] is the (k+ 1)× (k+ 1) matrix with rows in S. Since Σ is a diagonal matrix we observe that
det((ΣW`)[S]) = det((W`)[S]) ·
∏
i∈S
σi(A) ≥ det((W`)[S])
k∏
k′=0
σN−k′(A).
Hence
det(W ∗kΣ
2Wk) ≥
k∏
k′=0
σ2N−k′(A)
∑
S⊂[N ]
|S|=k+1
|det((Wk)[S])|2 =
k∏
k′=0
σ2N−k′(A) det(W
∗
kWk),
where we have again applied the Cauchy-Binet formula. Since the columns of Wk are orthonormal, combining
the above with (A.4), the inequality (A.3) follows. This completes the proof. 
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