Classic SAR image analysis methodologies require strong a priori knowledge of the data, which put undesired limitations in the applications. In the case of high resolution SAR images such as the data acquired by TerraSAR-X, the great variety, diversity, and irregularity of the observed scenes make the number of semantic classes which can be distinguished within a scene increase exponentially, with respect to what was observable in the past.
In the case of TerraSAR-X, images can be acquired in three different acquisition modes at different resolutions, with the most interesting one being the sliding spotlight mode which yields the highest resolution products available, and the ever-present speckle noise and differences in conditions of acquisition make hard to establish enough robust statistical description models for these datasets, and impossible to adopt a single one (Buckreuss et al. 2009 ).
In addition, both the definition and setting of parameters have major disadvantages, such as failure at finding meaningful patterns because of poorly chosen parameter settings, incorrect discovery of patterns which do not exist (Keogh et al. 2003) , or overestimate of the importance of a parameter (Domingos 1998) . This drawbacks would especially affect image information mining applications, which usually process large volumes of data.
A data-driven approach, independent of any statistical model, and requiring few parameters (ideally none) to be set, would help in overcoming these problems: this can be achieved by extracting information and computing similarities within the F o r P e e r R e v i e w O n l y data on the sole basis of their computational complexity, estimated with solutions based on algorithmic information theory.
The idea is to exploit through data compression the contextual information contained in image patches extracted from a high resolution SAR scene: such solutions are commonly used in multimedia applications, where large numbers of pictures are indexed and retrieved. An information distance is computed between any two patches generating a distance matrix, which can be then clustered in an unsupervised way.
Methodologies
The theory to the base of these methodologies, not yet familiar within the geoscience community, is known as algorithmic information theory (AIT) (Li et al. 1997) : AIT-based solutions allow to quantify the information shared between two general objects independently from any statistical distribution or generative model. Even though these quantities are uncomputable, they can be approximated by compression factors, enabling practical applications.
An universal distance
Complexity and information content are tightly related concepts that can be addressed by Shannon's classic probabilistic theory (Shannon 1948) or by the more recent algorithmic point of view, independently defined in (Kolmogorov 1965) , (Chaitin 1990), and (Solomonoff 1964) . The Kolmogorov complexity (or algorithmic complexity) of a binary string x, which is the size in bits (binary digits) of the shortest self-delimiting program q used as input by a universal Turing machine to compute x and halt:
with Qx being the set of instantaneous codes that generate x. One interpretation of K(x) is as the quantity of information needed to recover x from scratch. So, strings presenting recurring patterns have low complexity, whereas the complexity of random strings is high and almost equals their own length. It is important to remark that K(x) is not a computable function of x.
The conditional complexity K(x|y) of x related to y quantifies the information needed to recover x if y is given as an auxiliary input to the computation. Note that if y carries information which is shared with x, K(x|y) will be considerably smaller than K(x), while if y gives no information at all about x, then K(x|y) = K(x), and K(x|y) = K(x) + K(y). The joint complexity K(x, y) is defined as the length of the shortest program which outputs x followed by y.
An important application of these notions is the ultimate estimation of shared information between two objects: the Normalized Information Distance (NID) (Bennett et al. 1998) . The NID is a similarity metric minimizing any admissible metric, proportional to the length of the shortest program that computes x given y, as well as computing y given x. The distance computed on the basis of these considerations is, after normalization, 
The NID is a positive quantity r in the domain 0 ≤ r ≤ 1, with r = 0 iff the objects are identical and r = 1 representing maximum distance between them.
Compression-based approximations
Since the complexity K(x) is not a computable function of x, a suitable approximation is defined by considering it as the size of the ultimate compressed version of x, and a lower bound for what a real compressor can achieve (Li et al. 2004 ) . This allows approximating K(x) with C(x), i.e. the length of the compressed version of x obtained with any off-the-shelf lossless compressor C, such as one belonging to the LZ-family (Ziv et al. 1978) .
Note that it is not possible to estimate how close to the lower bound of K(x) this approximation is. To clarify this consider two strings b and p having the same length n, where the former is the random output of a Bernoulli process, and the latter represents the first n digits of the number π. The quantity K(p) will be much smaller than K(b), since exists a program in a natural language of length K(p) << n that outputs the number π, while a program that outputs a random sequence of bits will have a length close to n, so K(p) << K(b). Nevertheless, a standard compressor will not be effective in representing neither b nor p in a compact way, so C(p) ≈ C(b) ≈ n. This example shows how the error in the approximation ranges from negligible values to strong biases in the complexity estimation.
The equation 2 can be estimated by the Normalized Compression Distance (NCD) as follows:
where C(x, y) is an approximation of the joint Kolmogorov complexity K(x, y) and represents the size of the file obtained by compressing the concatenation of x and y. In plain English, the idea is that if x and y share common information, they will compress better together than separately, since the compressor will be able to reuse the recurring patterns found in one of them to more efficiently compress the other. The NCD can be explicitly computed between any two strings or files x and y, and has been applied with success to diverse datatypes in a basically unsupervised way (Cilibrasi et al. 2005) .
The approximation of K(x) with C(x) is data dependant, being some compressors more efficient than others on certain data types: therefore, the choice of the compressor is not a free parameter in itself: for each dataset a compression algorithm able to fully exploit the redundancies in that kind of data should be adopted (Keogh et al. 2004) ; better compression, in fact, means better approximation of the Kolmogorov complexity. Performance comparisons for general compression algorithms have shown that this dependence is generally loose (Cebrian et al. 2005) , but increases when compressors for specific data types are employed; as examples, the choice of ad hoc compression algorithms for sequences of DeoxyriboNucleic Acid (DNA) and RiboNucleic Acid (RNA) yields better results for unsupervised (Li et al. 2001) or for the estimation of the information content in the sequences (Liu et al. 2008) .
Being totally data-driven and parameter-free and skipping the feature extraction step, this methodology can be surprisingly applied both to optical and SAR data with essentially no modifications; examples of both unsupervised and supervised classification and artefact detection for optical data are described in (Cerra et al. 2009 ): before this work, experiments on Earth Observation images with data compression based techniques can be found only in (Watanabe et al. 2002) , while none have been ever performed on SAR scenes. In this paper we use a modified version of the NCD in 3, considering C(x) as the size of the compressed version of x when choosing Jpg2000 as compression algorithm (Epfl 2009). Note that computing C(x, y) requires to compress the image resulting from merging x and y in a single image. This allows exploiting the vertical information within the images intrinsically within the computation of the information distance, whereas a compressor for general data is limited since it linearly scans the data, failing at capturing the full information about the spatial distribution of the pixels.
Experiments

Hierarchical clustering
We apply the introduced technique to automatically separate different urban structures within a TerraSAR-X spotlight scene. The city taken into account is Paris: 35 tiles of size 128x128 presenting different kinds of built structures have been manually chosen, then a distance matrix containing the compression distances between every pair of tiles has been created. Finally, the tool Complearn ) has been used to perform an unsupervised hierarchical clustering of the image subsets. The interesting aspect of the classes of interest is that it is possible to consider some sub-classes within them: namely, for the tiles belonging to the sport structures area different structures such as tennis courts, a stadium and a sport palace can be considered separately, while for the Eiffel tower it is possible to distinguish between tower base, main structure (up to the second floor), upper part and antenna, thanks to the 3 dimensional effect in the scene due to the tower displacement for positioning ambiguities caused by its height.
Results in fig. 1 show that it is possible to separate not only different kinds of built areas, but also different structures within each built area, if these are not homogeneous as in the case of city centre and residential area subsets.
Estimation of the optimal number of looks
Another aspect of the previously introduced techniques is their reliability in applications to noisy data. Since the NCD is resistant to noise (Cebrian et al. 2007) , these notions could be exploited to estimate the information content of multilooked images, asses the quality of the multilooking procedure and evaluate the number of looks L which gives the best compromise between spatial resolution and attenuation of speckle noise. An informal experiment has been carried out on a collection of 40 TerraSAR-X image subsets acquired over Egypt belonging to four classes: desert, forest, city, and fields. An unsupervised hierarchical clustering has been carried out as for the experiment in fig. 1 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 alarm is considered for each image subset lying in a branch related to another class. If with L=1.2 the speckle noise is still negatively affecting the clusters separation introducing around 10% of false alarms, the false alarms drop to 0 when L ranges from 2.0 to 4.0, suggesting that choosing L within this range provides to the users an image with a better characterization of the scene contents. Further experiments could help in fixing a tool which automatically chooses the optimum value for L in a given scene.
Conclusions
A compression-based, parameter-free and unsupervised hierarchical clustering method has been applied in this work to SAR images. The described approach does not need any a priori knowledge of the data, since the usual steps of parameters setting and features extraction are skipped. Therefore, SAR images varying greatly in content, resolution, and also acquired by different sensors, may be analyzed by the same tools, allowing discovering patterns and similarities within the data.
The same methods can be also applied to automatically estimate the number of looks representing the best compromise between preserved spatial resolution and 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
