Generalizing the algebraic formulation of the First Fundamental Theorem of Calculus (FFTC), a class of constraints involving a pair of operators was considered in [27] . For a given constraint, the existences of extensions of differential and Rota-Baxter operators, of liftings of monads and comonads, and of mixed distributive laws are shown to be equivalent. In this paper, we give a classification of the constraints satisfying these equivalent conditions.
Introduction
The algebraic study of analysis has a long history. In the 1930s, the notion of a differential ring or algebra was introduced by Ritt [20] to give an algebraic study of differential analysis and differential equations. Here a differential algebra is an (associative) algebra R with a linear operator d satisfying the Leibniz rule (1) d(xy) = d(x)y + xd(y) for all x, y ∈ R.
Through the later work of Kolchin and many other mathematicians, differential algebra has been developed into a vast area including differential Galois groups, differential algebraic groups and differential algebraic geometry, with broad applications in number theory, logic and mechanical proof of mathematical theorems [17, 23, 25] . The algebraic abstraction of the integral analysis came much later, as a byproduct of the work of G. Baxter in probability in 1960 [2] . A Baxter algebra, later called Rota-Baxter algebra, is an algebra R with a linear operator P such that (2) P(x)P(y) = P(P(x)y) + P(xP(y)) + λP(xy) for all x, y ∈ R.
Here λ is a given scalar in the base ring, called the weight of the Rota-Baxter operator. After the pioneering work of Cartier and Rota [3, 22] in combinatorics, the recent developments of Rota-Baxter algebras have ranged from multiple zeta values in number theory to renormalization of perturbation quantum field theory [1, 5, 8, 10, 14, 21, 22] . As a differential analog of a Rota-Baxter operator of weight λ, a differential operator of weight λ [12] is defined to satisfy the equation With the algebraizations of both differential and integral analyses in place, it is natural to formulate an algebraic abstraction of the two analyses through the well-known First Fundamental Theorem of Calculus (FFTC), leading to the notion of a differential Rota-Baxter algebra with weight. To be precise, a differential Rota-Baxter algebra of weight λ is a triple (R, d, P) consisting of (i) an algebra R, (ii) a differential operator d of weight λ on R, and (iii) a Rota-Baxter operator P of weight λ on R, such that
reflecting the FFTC. See [7, 13, 21] for a variation, called an integro-differential algebra. This natural algebraic abstraction of the FFTC has quite remarkable categorical implications in terms of liftings of monads and mixed distributive laws, as shown in [26] which has attracted interests from combinatorics, differential algebra, probability and computer science [4, 6, 15, 24] .
We fix an algebra R and let R N denote the Hurwitz series algebra over R [16, 12] . Then R N , with a natural differential operator ∂ R , is the cofree differential algebra on R. Further, we have a comonad, denoted by C, giving differential algebras [26] . Also let X(R) be the mixable shuffle product algebra [10] . Then (X(R), P R ), where P R is a naturally defined Rota-Baxter operator, is the free Rota-Baxter algebra on R which results in a monad, denoted by T, giving Rota-Baxter algebras [26] . In [12] , a differential operator on R is uniquely extended to X(R), enriching X(R) to be the free differential Rota-Baxter algebra and giving a lifting of the monad T. Further, by the lifting, we obtain a mixed distributive law of the monad T over the comonad C [26] . Similarly, given a Rota-Baxter operator on R, we construct a cover 1 of the operator on R N , and enrich R N to be the cofree differential Rota-Baxter algebra which gives a lifting of the comonad C [26] . The same mixed distributive law also follows.
These results show that the coupling of a differential operator and a Rota-Baxter operator via FFTC leads to the existences of extensions of differential operators, of covers of Rota-Baxter operators, of liftings of monads, and of mixed distributive laws. Then there are the following natural problems. To investigate Problem 1, a follow-up study of [26] was carried out in [27] where the identity in the FFTC is viewed as an example of a polynomial identity in two noncommutative variables symbolizing the differential operator and Rota-Baxter operator. Thus we work in the noncommutative polynomial algebra k x, y in two variables x, y and regard each polynomial ω = ω(x, y) in k x, y as a constraint between two linear operators q and Q, both defined on an algebra R, given by a formal identity ω(q, Q) = 0. When q and Q are the differential operator and Rota-Baxter operator respectively, ω(x, y) = xy − 1 gives the FFTC as in (4) .
Before attempting the most general case, we consider a class Ω ⊂ k x, y of constraints in which to investigate Problem 1. The class of constraints is
It was a pleasant surprise to find out in [27] that, for these constrains, the following categorical properties are in fact equivalent: extensions of differential operators, covers of Rota-Baxter operators, liftings of monads, and existence of mixed distributive laws. See Theorem 2.15 for a precise statement. The theorem provides an answer to Problem 1.
The purpose of this paper is to address Problem 2, namely the dependence of these categorical properties on the constraints. According to [26] , the polynomial xy − 1 representing the FFTC provides an example where all these equivalent categorical properties are fulfilled. As these categorical properties are quite strong, one would expect that polynomials with such properties are quite rare. In this paper we confirm this expectation, by explicitly displaying all such polynomials, through their connection with the covers of Rota-Baxter operators.
Here is an outline of the paper. In Section 2, we give the preliminary concepts and results leading to Theorem 2.15 on the equivalence among the existences of covers of operators, of extensions of operators, of liftings of monads, and of mixed distributive laws. We then state Theorem 2.16 classifying all polynomials in Ω satisfying these equivalent properties. In Section 3, Theorem 2.16 is rephrased as Theorem 3.1 and proved in several steps. It would be interesting to determine whether this equivalence of categorical properties holds for more general polynomials in k x, y and to achieve a classification of such polynomials. Conjecture 3.2 gives a formulation in this direction.
Throughout the paper, we fix a commutative ring k with identity and an element λ ∈ k. Unless otherwise noted, we work in the categories of commutative k-algebras with identity, with or without linear operators. All operators and tensor products are also taken over k. Thus references to k will be suppressed unless doing so can cause confusion. We let N denote the additive monoid of natural numbers {0, 1, 2, . . .} and N + = {n ∈ N | n > 0} the positive integers. Let δ i, j , i, j ∈ N denote the Kronecker delta. For categorical notations, we follow [19] .
Background and the statement of the main theorem
In this section we provide background to state the main theorem and prove preliminary results required in the proof of the main theorem. In Section 2.1, we review free Rota-Baxter algebras and cofree differential algebras, and the corresponding adjoint functor pairs. We also prove a property in a special case which will be applied repeatedly in the proof of the main theorem. In Section 2.2, we start with the category of operated algebras and consider its enrichments by adding differential operators or Rota-Baxter operators. We give covers of operators or extensions of operators in a operated algebra to certain objects in these enriched categories. Building on these preparations, we state in Section 2.3 the theorem on the equivalence of extensions or covers of operators, liftings of monads and existence of distributive laws, and the main theorem which gives a classification of the constraints for which each and hence all the equivalent conditions hold.
Additional details can be found in [8, 12, 27] . The proof of the main theorem will be given in the next section.
2.1. Free Rota-Baxter algebras and cofree differential algebras. Recall from [8, 10] the construction of the free commutative Rota-Baxter algebra X(A) of weight λ on a commutative algebra A with identity 1 A . As a module, we have
Define an operator P A on X(A) by assigning
for all x 0 ⊗ x 1 ⊗ · · · ⊗ x n ∈ A ⊗(n+1) and extending by additivity.
Then by [10, Theorem 4.1], the module X(A), with the mixable shuffle product, the operator P A and the natural embedding j A : A → X(A), is a free Rota-Baxter algebra of weight λ on A. More precisely, for any Rota-Baxter algebra (R, P) of weight λ and any algebra homomorphism ϕ : A → R, there exists a unique Rota-Baxter algebra homomorphismφ :
For later use, we give a class of Rota-Baxter algebras with non-zero Rota-Baxter operators.
Example 2.1. Take A = k in X(A). Then [10, Proposition 6.1] states that X(k) is an algebra with basis z i :
The multiplication on X(k) is given by (6) z m z n = m j=0 m + n − j n n j λ j z m+n− j for all m, n ∈ N.
In particular, when λ = 0, one sees (7) z m z n = m + n n z m+n , giving the divided power algebra. The identity element of X(k) is z 0 and the operator P k : X(k) → X(k) is given by
For a given m ∈ N + , I m := ⊕ i≥m kz i is a Rota-Baxter ideal of (X(k), P k ), that is,
giving rise to the quotient Rota-Baxter algebra (X(k)/I m , P k ). Then for m ≥ 2,
We let ALG denote the category of commutative algebras, and let RBA λ , or simply RBA, denote the category of commutative Rota-Baxter algebras of weight λ. Then we have a functor F : ALG → RBA given on objects A by F(A) = (X(A), P A ) and on morphisms ϕ : A → B by
Then the universal property of the free Rota-Baxter algebras X(A) has the following formulation. Furthermore, the adjunction in Proposition 2.2 provides a monad T = T RBA = T, η, µ on ALG giving Rota-Baxter algebras [26, § 2.2]. Indeed, for every algebra A, T (A) = X(A), η A is the natural embedding from A to X(A), and µ A : X(X(A)) → X(A) is extended additively from µ A ((a 00 ⊗ · · · ⊗ a 0n 0 ) ⊗ · · · ⊗ (a k0 ⊗ · · · ⊗ a kn k )) = (a 00 ⊗ · · · ⊗ a 0n 0 )P A (· · · P A (a k0 ⊗ · · · ⊗ a kn k ) · · · ), where (a 00 ⊗ · · · ⊗ a 0n 0 ) ⊗ · · · ⊗ (a k0 ⊗ · · · ⊗ a kn k ) ∈ X(X(A)) with a i0 ⊗ · · · ⊗ a in i ∈ A ⊗(n i +1) for n 0 , . . . , n k ≥ 0 and 0 ≤ i ≤ k.
Next we review some background on differential algebras with weights, defined in (3), and refer the reader to [12] for details.
For any algebra A, let A N denote the k-module of functions f :
, the λ-Hurwitz product on A N is given by (8) ( f g) n = n k=0 n−k j=0 n k n − k j λ k f n− j g k+ j for all f, g ∈ R N .
In the special case when λ = 0, we have (9) ( f g) n = n j=0 n j f n− j g j .
With this product, A N is called the algebra of λ-Hurwitz series over A. Further define
Then ∂ A is a differential operator of weight λ on A N , making (A N , ∂ A ) into a differential algebra of weight λ. We also obtain a recursive formula for ( f g) n :
Let DIF denote the category of differential algebras of weight λ, and G : ALG → DIF be a functor given on objects A by G(A) := (A N , ∂ A ) and on morphisms ϕ : A → B by In other words, the differential algebra (A N , ∂ A ), together with the algebra homomorphism
is a cofree differential algebra of weight λ on the algebra A.
The adjunction in Proposition 2.3 gives rise to a comonad C = C, ε, δ on ALG giving differential algebra [26, § 3] . For every A ∈ ALG, 
Then (X(k), d) is a differential algebra of weight λ. By [11, Corollary 3.7] , the completion of (X(k), d) is isomorphic to the algebra k N of Hurwitz series over k.
Covers and extensions of operators.
In [27] , we also introduced a class of polynomials that serve as relations between a pair of operators as follows. In the noncommutative polynomial algebra k x, y in two variables x and y, consider the subset (12) Ω
Let q and Q be two operators on an algebra R. Each ω := ω(x, y) ∈ Ω is regarded as a relation ω(q, Q) = 0 between q and Q. As a special case, ω = xy − 1 is regarded as the relation ω(d, P) = dP − id R = 0 between the operators d and P in a differential Rota-Baxter algebra (R, d, P) [12] reflecting the First Fundamental Theorem of Calculus.
Definition 2.5. An operated algebra [9, 18] is an algebra R with a linear operator Q on R, thus denoted as a pair (R, Q). Let OA denote the category of operated algebras.
As its enrichment, we have Definition 2.6. ([27, Definition 2.6]) For a given ω ∈ Ω and λ ∈ k, we say that the triple (R, d, Q) is a type ω operated differential algebra of weight λ if (i) (R, d) is a differential algebra of weight λ, (ii) (R, Q) is an operated algebra, and (iii) ω(d, Q) = 0, that is,
There is a one-to-one correspondence between operators P on R N and sequences (P n ) of linear maps where, for each n ∈ N, P n : R N → R is given by
For any operators Q, J on R N , and each f ∈ R N , n ∈ N, we obtain
We now recall the notion of a cover (called coextension in [27] ) of an operator on an algebra to the cofree differential algebra generated by this algebra. Definition 2.7. For a given operator Q : R → R, we call an operator Q :
The operator Q is called a cover of Q because ε R is surjective. For each ω ∈ Ω, we established the existence and uniqueness of a cover as the following proposition shows. 
.
For a given ω ∈ Ω, let ODA ω denote the category of type ω operated differential algebras of weight λ in Definition 2.6. Thanks to Proposition 2.8, we obtain a functor (16) G
Applying (14), (15) is equivalent to
The following equivalent characterizations of a Rota-Baxter algebra in terms of covers will be useful in the proof of our main result Theorem 2.16. Proposition 2.9. Let (R, Q) be an operated algebra and Q be any cover of Q to R N .
(i) (R, Q) is a Rota-Baxter algebra of weight λ if and only if
The proof of Proposition 2.9 is straightforward.
The following special case of Proposition 2.9.(ii) will be used repeatedly in the proof of Theo-
As a consequence, we have Corollary 2.10. Let (R, P) be a Rota-Baxter algebra of weight 0. If there are f, g ∈ R N such that
then the cover P ω of P to (R N , ∂ R ) is not a Rota-Baxter operator of weight 0.
Next we recall the definition of extensions of operators in [27] .
Definition 2.11. For a given operator q : R → R satisfying q(1 R ) = 0, we call an operator q :
Since 1 X(R) = 1 R by the definition of the mixable shuffle product on X(R), we haveq(1 X(R) ) = q(1 R ) = 0 for an extensionq of q to X(R). 
and
We let OA 0 denote the category of operated algebras (R, q) with the property q(1 R ) = 0. Thus DIF is a subcategory of OA 0 . Let ORB ω denote the category of type ω operated Rota-Baxter algebras of weight λ. Proposition 2.13 gives a functor (23) F ω : OA 0 → ORB ω .
As a generalization of a differential Rota-Baxter algebra, we introduced in [27] the concept of type ω differential Rota-Baxter algebras.
Definition 2.14. For a given ω ∈ Ω and λ ∈ k, we say that the triple (R, d, P) is a type ω differential Rota-Baxter algebra of weight λ if (i) (R, d) is a differential algebra of weight λ, (ii) (R, P) is a Rota-Baxter algebra of weight λ, and (iii) ω(d, P) = 0, that is,
See [27, Example 3.5] for examples of type ω differential Rota-Baxter algebras from analysis. The category of type ω differential Rota-Baxter algebras of weight λ will be denoted by DRB ω . Note that DRB ω is a subcategory of ORB ω (resp., ODA ω ).
In the subsequent subsection, we will provide conditions ensuring that the restriction of the functor G ω : OA → ODA ω to the subcategory RBA of OA gives a functor RBA → DRB ω . Likewise for F ω , as indicated in the following diagram.
ODA ω DRB ω
Main results. In this section, assume that k is a domain of characteristic 0. As in (12), let
The following theorem shows that the existences of covers of Rota-Baxter operators, and of extensions of differential operators, of liftings of monads and comonads, and of mixed distributive laws are equivalent.
Let ω ∈ Ω be given. The following statements are equivalent:
(i) For every Rota-Baxter operator P on every algebra R, the unique cover P ω of P to R N given in Proposition 2.8 is a Rota-Baxter operator. (ii) For every differential operator d on every algebra R, the unique extensiond ω of d to X(R) given in Proposition 2.13 is a differential operator. Here for
(vii) There is a mixed distributive law β : TC → CT such that (ALG C )T β is isomorphic to the category DRB ω , whereT β is a lifting monad of T given by the mixed distributive law β.
It is important to classify in concrete terms the elements ω ∈ Ω that satisfy the equivalent conditions in the theorem. We obtain two results in this direction, first in the case when the weight is zero and then in the case when the weight is arbitrary. As we will see, the conditions imposed on ω are very strict.
Consider the following subsets of Ω:
Then we give the main theorem in this paper: 
Proof of the main theorem
Recall that all the seven statements in Theorem 2.15 are equivalent for a given ω ∈ Ω, and the first statement amounts to saying that the cover of a Rota-Baxter operator is again a Rota-Baxter operator. So we just need to prove the following theorem and then Theorem 2.16 follows.
∈ Ω be given.
(i) The following statements are equivalent.
(a) For every Rota-Baxter algebra (R, P) of weight 0, the cover P ω of P on the differential algebra (R N , ∂ R ) of weight 0 given in Proposition 2.8 is again a Rota-Baxter operator of weight 0;
The following statements are equivalent.
(a) For every Rota-Baxter algebra (R, P) of arbitrary weight λ, the cover P ω of P on the differential algebra (R N , ∂ R ) of weight λ given in Proposition 2.8 is again a Rota-Baxter operator of weight λ;
Proof. (Summary) The proof is divided into four parts. Let ω = xy − (φ(x) + yψ(x)) with φ, ψ ∈ k[x]. The first three parts cover the proof of Item (i), partitioned into the following three cases of ω.
Case 1. ψ = 0. This is proved in Section 3.1; Case 2. ψ 0 and φ = 0. This is proved in Section 3.2; Case 3. ψ 0 and φ 0. This is proved in Section 3.3. The fourth part, given in Section 3.4, proves Item (ii) of the theorem.
Based on this result and computations in some other cases, we propose the following (i) The following statements are equivalent.
(a) For every Rota-Baxter algebra (R, P) of weight 0, there is a cover P ω of P on the differential algebra (R N , ∂ R ) of weight 0 that satisfies ω(∂ R , P ω ) = 0 and is a Rota-Baxter operator of weight 0;
(a) For every Rota-Baxter algebra (R, P) of arbitrary weight λ, there is a cover P ω of P on the differential algebra (R N , ∂ R ) of weight λ that satisfies ω(∂ R , P ω ) = 0 and is a Rota-Baxter operator of weight λ;
Theorem 3.1 provides two classes of type ω differential Rota-Baxter algebras by the following corollary.
Corollary 3.3. Fix an ω ∈ Ω 0 (resp., ω ∈ Ω k ) and assume that (R, P) is a Rota-Baxter algebra of weight 0 (resp., weight λ) and (R, d) is a differential algebra of weight 0 (resp., weight λ), where λ ∈ k is arbitrary. Then we obtain two type ω differential Rota-Baxter algebra (R N , ∂ R , P ω ) and (X(R),d ω , P R ) of weight 0 (resp., weight λ).
Proof. Applying Theorem 3.1, P ω is a Rota-Baxter operator of weight 0 (resp., weight λ) on R N . Also by (15) , ∂ R and P ω satisfy the required relation. Thus (R N , ∂ R , P ω ) is a type ω differential Rota-Baxter algebra of weight 0 (resp., weight λ). Similarly, by Proposition 2.13 and Theorem 2.15, (X(R),d ω , P R ) is a type ω differential Rota-Baxter algebra.
For a given
Recall from Example 2.1 that, for m ∈ N + , P k is a Rota-Baxter operator on the quotient algebra X(k)/I m . These Rota-Baxter algebras (X(k)/I m , P k ) will be used extensively with Corollary 2.10 to give counterexamples in the later proofs. (i) For every Rota-Baxter algebra (R, P) of weight 0, the cover P ω of P on the differential algebra (R N , ∂ R ) of weight 0 is again a Rota-Baxter operator of weight 0; (ii) φ = a 0 , that is, ω = xy − a 0 ; (iii) For every Rota-Baxter algebra (R, P) of weight 0, we have (26) P ω ( f ) = (P( f 0 ), a 0 f 0 , a 0 f 1 , · · · ) for all f ∈ R N .
Proof. By (25), we have
In particular, when n = 1, (26) gives P ω 1 ( f ) = a 0 f 0 = a 0 δ 0,r z 0 = 0. This is a contradiction. Therefore, φ = a 0 . (i) =⇒ (ii). We just need to show that if r := deg φ ≥ 1, then there is a Rota-Baxter algebra (R, P) such that the cover P ω of P is not a Rota-Baxter operator on R N . When r ≥ 1, we see a r 0. Let M n denote the maximum of the subscripts m of the expressions f m appearing on the right hand side of (27) . Then M n = n − 1 + r. Take (R, P) := (X(k)/I 2 , P k ) in Example 2.1, and
Also by P ω 0 ( f ) = P( f 0 ) = 0, we have (29)
P ω r ( f ) = a r z 0 , P ω n ( f ) = 0 for each n ∈ N with n < r. Let g := (g k ) ∈ (X(k)/I 2 ) N with g k := δ k,0 z 0 , i.e., g is the identity element of (X(k)/I 2 ) N . Then (28) and (29) give
a i ( f P ω (g)) i . So applying (9), we have
Applying f j = 0 for each j < r again, we obtain (32) P ω 1 ( f P ω (g)) = a r f r P ω 0 (g).
Combining (30), (31) and (32), we obtain P ω 1 ( P ω ( f )g) + P ω 1 ( f P ω (g)) − P ω 0 ( f ) P ω 1 (g) + P ω 1 ( f ) P ω 0 (g) = (a 2 r z 0 + a r f r P ω 0 (g)) − a r f r P ω 0 (g) = a 2 r z 0 0. Thus by Corollary 2.10, P ω is not a Rota-Baxter operator on R N . (ii) =⇒ (i). By Proposition 2.9.(ii), we need to show that for any Rota-Baxter algebra (R, P), and all f, g ∈ R N , n ∈ N,
holds. Applying Proposition 2.9.(i), we have
Exchanging f and g, and then applying the commutativity of the multiplication, we obtain
by exchanging k and n − k. Combining (34) and (35), and n k = n−1 k + n−1 n−k , we obtain (i) For every Rota-Baxter algebra (R, P) of weight 0, the cover P ω of P on the differential algebra (R N , ∂ R ) of weight 0 is again a Rota-Baxter operator of weight 0; (ii) deg ψ = 1 and b 1 = 1, that is, ω = xy − (b 0 y + yx); (iii) For every Rota-Baxter algebra (R, P) of weight 0 and each f ∈ R N , we have
Proof. Recall from (25) that the cover P ω is given by
In particular,
In general, by iterating (37), we obtain
(ii) =⇒ (iii). For any f ∈ R N , P ω 0 ( f ) = P( f 0 ) follows from the definition of a cover. By ω := xy − (b 0 y + yx) and (37), we obtain P ω 
Thus we obtain s = 1 and z 1 = b 1 z 1 . Then b 1 = 1 since z 1 is one of the basis elements. Therefore, ω = xy − (b 0 y + yx).
(i) =⇒ (ii). Let s := deg ψ. Consider (R, P) := (X(k)/I 3 , P k ) and take g := (g k ) ∈ (X(k)/I 3 ) N with g k := δ k,0 z 0 , i.e., g is the identity element of (X(k)/I 3 ) N . Then P ω 1 ( P ω ( f )g) = P ω 1 ( P ω ( f )). So applying (38), we obtain
. Now let f := ( f ℓ ) ∈ (X(k)/I 3 ) N with f ℓ := δ ℓ,0 z 0 . Applying f = g and the commutativity of the multiplication, we have (7) and (38), we obtain
Combining (41) and (42) gives M n := max{ j 1 + j 2 + · · · + j n | 0 ≤ j 1 , j 2 , · · · , j n ≤ s} = ns.
Together with P ω 0 ( f ) = P( f 0 ) = P(δ 0,s 2 z 0 ) = 0 from s 2 > 0, we obtain (43)
P ω s ( f ) = b s s z 1 , P ω n ( f ) = 0 for each n ∈ N with n < s. Then (40) gives
Also by (38) and (9), we have
Here the last equation follows from f i = δ i,s 2 z 0 since 0 ≤ i ≤ j ≤ s ≤ s 2 with equality holding in the last inequality if and only if s = 1. Further applying (43), we have
Combining (44), (45) and (46), we obtain
Then by Corollary 2.10, when s ≥ 2, P ω is not a Rota-Baxter operator. When s = 1, we obtain b 1 − 1 = 0, i.e., b 1 = 1.
Therefore, we must have s = 1 and b 1 = 1.
(ii) =⇒ (i). Let (R, P) be an arbitrary Rota-Baxter algebra (R, P). We will prove that P ω is a Rota-Baxter operator on R N by verifying the componentwise formulation
) for all f, g ∈ R N , n ∈ N, of the Rota-Baxter relation in (2) . We will carry out the verification by induction on n.
First by Proposition 2.9.(i), we have
. Assume that for a given k ∈ N, (47) holds. Then we derive
(by (10)).
This completes the induction. 
In particular, if n = 1, then (48) becomes
Expanding the recursion in (48), we obtain
Repeating this process leads to
Let M n denote the maximum of the subscripts of the expressions f m appearing on the right hand side of (50):
By first partitioning s ∈ N into s > 1 , s = 1 and s < 1 (that is s = 0) and then partitioning each of the three cases into the subcases of r > s, r = s and r < s (the latter subcase is valid only when s > 1 and s = 1), we partition (r, s) ∈ N 2 into eight cases in the following lemma. 
Since the two indices of the Kronecker deltas are possibly equal only when i and j 1 , · · · , j n are maximized, we have We first prove the first and second equations in all the cases of the lemma. When s > 1, namely s − 1 > 0, by maximizing k, (51) becomes P ω n ( f ) = a r b n−1 s δ n−1+r+(n−1)(s−1),M n u + b n s δ n−1+s+(n−1)(s−1),M n P(u) = a r b n−1 s δ r+(n−1)s,M n u + b n s δ s+(n−1)s,M n P(u). Thus when r > s (resp., r = s, resp., r < s), we obtain M n = r + (n − 1)s (resp., M n = ns, resp., M n = ns) and P ω n ( f ) = a r b n−1 s u (resp., P ω n ( f ) = a r b n−1 s u + b n s P(u), resp., P ω n ( f ) = b n s P(u)), proving the first and second equations in cases (i) -(iii) of the lemma.
When s = 1, namely s − 1 = 0, (51) becomes
Thus when r > s = 1 (resp., r = s = 1, resp., r < s = 1), we obtain M n = n − 1 + r (resp., M n = n, resp., M n = n) and P ω
, proving the first and second equations in Item (iv) -(vi) of the lemma.
When s < 1, namely s = 0 and s − 1 = −1, by minimizing k, (51) becomes P ω n ( f ) = a r δ n−1+r,M n u + b n 0 δ 0,M n P(u). Thus when r > s = 0 (resp., r = s = 0), we obtain M n = n − 1 + r (resp., M n = n − 1) and P ω n ( f ) = a r u (resp., P ω n ( f ) = a r u + δ n,1 b 0 P(u)), proving the first and second equations in Item (vii) -(viii) of the lemma. Now we prove the third equations in all the cases of the lemma. In each of the cases (i) -(vii), since M n > 0, we have P ω 0 ( f ) = P( f 0 ) = P(δ 0,M n ) = 0. For case (viii), P ω 0 ( f ) = P( f 0 ) = P(δ 0,M n u) = P(δ 0,n−1 u) = δ n,1 P(u). This proves the third equations when σ = 0.
In each of the cases (i) -(viii), take σ with 1 ≤ σ < n. Then n > 1 and so M σ < M n . Thus the expressions f τ appearing in P ω σ ( f ) all vanish since the subscripts of the expressions are strictly smaller than M n . Therefore, P ω σ ( f ) = 0. This completes the proof of Lemma 3.6. We also need the following facts to proceed. For a Rota-Baxter algebra (R, P), take f := ( f ℓ ) and g := (g k ) in R N . Then
Let N f denote the maximal subscript of expressions f m appearing in the right hand side of (53):
Now take (R, P) := (X(k)/I m , P k ) from Example 2.1. Let g = (g k ) with g k := δ k,0 z 0 , i.e., g is the identity element of (X(k)/I m ) N . Then by (49),
(49) also gives P ω Proof. By Corollary 2.10, we only need to prove that, for each given ω as in the proposition, there is a Rota-Baxter algebra (R, P) and f, g ∈ R N such that
We Case (i). s > 1, r > s. In Lemma 3.6.(i), take (R, P) := (X(k)/I 1 , P k ), n := r and u := z 0 . Then the lemma gives M r = r +(r −1)s, P ω r ( f ) = a r b r−1 s z 0 and P ω σ ( f ) = 0 for σ < r. Let g ∈ (X(k)/I 1 ) N be the identity element. Since P ω σ ( f ) = 0 for σ < r and r > 2 by the assumption of Case (i), (55) and (56) give
, respectively. Also in this case, N f = max{r, s} = r in (54). So we have N f < M r . Then by f ℓ = δ ℓ,M r z 0 , (53) gives P ω 1 ( f P ω (g)) = 0. Thus we obtain
. This is what we need.
We use the similar argument as in Case (i) to prove other cases as follows. 
Case (iv). s = 1, r > s. We consider (R, P) := (X(k)/I 1 , P k ) and divide the proof into two subcases depending on whether or not (56) give
, respectively. Further, by N f = r < M r and f ℓ = δ ℓ,M r z 0 , (53) gives P ω 1 ( f P ω (g)) = 0. Thus we obtain
In Lemma 3.6.(iv), we can take n := r − 1 and u := z 0 . Then M r−1 = 2(r − 1),
and P ω σ ( f ) = 0 for σ < r − 1. Let g := (g k ) ∈ (X(k)/I 1 ) N with g k := δ k,1 z 0 . Then by (52), we have
Further, by N f = r ≤ M r−1 and f ℓ = δ ℓ,M r−1 z 0 , (53) gives P ω 1 ( f P ω (g)) = a r f r P ω 0 (g) = a r f r P(g 0 ) = 0. By P ω 0 ( f ) = P ω 0 (g) = 0, we have P ω 0 ( f ) P ω 1 (g) + P ω 1 ( f ) P ω 0 (g) = 0. Thus we obtain
Case (v). s = 1, r = s. In Lemma 3.6.(v), take (R, P) := (X(k)/I 1 , P k ), n := 1 and u := z 0 . Then M 1 = 1, P ω 1 ( f ) = a 1 z 0 + b 1 P(z 0 ) = a 1 z 0 and P ω 0 ( f ) = 0. Let g := (g k ) ∈ (X(k)/I 1 ) N with g k := δ k,0 z 0 . So g is the identity. By (55) and P ω 0 ( f ) = 0, we have
). Since f ℓ = δ ℓ,1 z 0 and P ω 0 (g) = P(g 0 ) = 0, (53) gives P ω 1 ( f P ω (g)) = 0. By (56) and P ω 0 ( f ) = 0, we have P ω 0 ( f ) P ω
We consider (R, P) := (X(k)/I 3 , P k ) and divide the proof into two subcases depending on whether or not b 1 = 1.
First assume b 1 1. In Lemma 3.6.(vi), take n := 1 and u := z 0 . Then M 1 = 1, P ω 0 ( f ) = 0 and P ω 1 ( f ) = b 1 P(z 0 ) = b 1 z 1 . Let g := (g k ) ∈ (X(k)/I 3 ) N be the identity, so g k := δ k,0 z 0 . Then (53) and (55) give
Next assume b 1 = 1. Let both f := ( f ℓ ) and g := (g k ) be the identity element of (X(k)/I 3 ) N . Then P ω 0 ( f ) = P ω 0 (g) = z 1 . By (49), we have P ω 1 ( f ) = P ω 1 (g) = a 0 z 0 + b 0 z 1 . Then applying the commutativity of the multiplication and (55), we have
Thus we obtain P ω 1 ( P ω ( f )g) + P ω 1 ( f P ω (g)) − P ω 0 ( f ) P ω 1 (g) + P ω 1 ( f ) P ω 0 (g) = 2a 0 z 1 0. Case (vii). s = 0, r > s. In Lemma 3.6.(vii), take (R, P) := (X(k)/I 1 , P k ), n := r and u := z 0 . Then M r = 2r − 1, P ω r ( f ) = a r z 0 and P ω σ ( f ) = 0 for σ < r. Let g := (g k ) ∈ (X(k)/I 1 ) N be the identity with g k := δ k,0 z 0 . Since P ω σ ( f ) = 0 for σ < r, (55) gives P ω 1 ( P ω ( f )g) = a r P ω r ( f ). By N f = r ≤ M r and f ℓ = δ ℓ,M r z 0 , (53) gives P ω 1 ( f P ω (g)) = a r f r P ω 0 (g) = 0. By P ω Let g = f , i.e., g := (g k ) ∈ (X(k)/I 3 ) N with g k := δ k,0 z 0 . Then applying the commutativity of the multiplication and (55), we have
To recapitulate, applying Corollary 2.10, we obtain that for each (s, r) ∈ N × N, the given cover P ω of the chosen P on (R N , ∂ R ) is not a Rota-Baxter operator, completing the proof of Proposition 3.7. (iia)=⇒(iib). If Item (iia) holds, then as a special case, for every Rota-Baxter algebra (R, P) of weight 0, the cover P ω of P is still a Rota-Baxter operator of weight 0. So by Theorem 3.1.(i), ω is in Ω 0 , that is, ω = xy − a 0 or ω = xy − (b 0 y + yx).
First consider ω = xy − a 0 . Then (25) gives P ω n ( f ) = a 0 f n−1 for all f ∈ R N , n ∈ N + . Together with P ω 0 ( f ) = P( f 0 ), we obtain (59)
P ω ( f ) = (P( f 0 ), a 0 f 0 , a 0 f 1 , · · · ).
We take (R, P) := (X(k)/I 1 , P k ) of weight λ, and f = g ∈ (X(k)/I 1 ) N with f ℓ := δ ℓ,0 z 0 . Applying (59), we have (60) P ω 1 ( f ) = P ω 1 (g) = a 0 z 0 , P ω 0 ( f ) = P ω 0 (g) = P(z 0 ) = 0. Then we obtain 1 k=0 1−k j=0 1 k 1 − k j λ k P ω 1− j ( f ) P ω k+ j (g) = P ω 0 ( f ) P ω 1 (g) + P ω 1 ( f ) P ω 0 (g) + λ P ω 1 ( f ) P ω 1 (g) = λa 2 0 z 0 (by (60)) and P ω 1 ( P ω ( f )g) + P ω 1 ( f P(g)) + λ P ω 1 ( f g) = a 0 P ω 0 ( f )g 0 + a 0 f 0 P ω 0 (g) + λa 0 f 0 g 0 (by (59)) = λa 0 z 0 . (by (60))
Thus for a given nonzero λ, (58) holds in the case of n = 1 for the above chosen Rota-Baxter algebra (X(k)/I 1 , P k ) and f, g ∈ X(k)/I 1 if and only if a 0 = 0 or a 0 = 1, i.e., ω = xy or ω = xy − 1. Next consider ω = xy − (b 0 y + yx). Then applying (25) gives (61) P ω 1 ( f ) = b 0 P( f 0 ) + P( f 1 ) for all f ∈ R N . We take (R, P) := (X(k)/I 2 , P k ), and f, g ∈ (X(k)/I 2 ) N with f ℓ := δ ℓ,1 z 0 , g k := δ k,0 z 0 . Then we obtain (62)
P ω 0 ( f ) = 0, P ω 0 (g) = z 1 , P ω 1 ( f ) = P( f 1 ) = z 1 , P ω 1 (g) = b 0 P(g 0 ) = b 0 z 1 . 1 − k j λ k P ω 1− j ( f ) P ω k+ j (g) = P ω 0 ( f ) P ω 1 (g) + P ω 1 ( f ) P ω 0 (g) + λ P ω 1 ( f ) P ω 1 (g) = z 1 2 + λb 0 z 1 2 = λz 1 + λ 2 b 0 z 1 and P ω 1 ( P ω ( f )g) + P ω 1 ( f P ω (g)) + λ P ω 1 ( f g) = P ω 1 ( P ω ( f )) + P ω 1 ( f P ω (g)) + λ P ω 1 ( f ) (since g is the identity element) = b 0 P( P ω 0 ( f )) + P( P ω 1 ( f )) + b 0 P(( f P ω (g)) 0 ) + P(( f P ω (g)) 1 ) +λ (b 0 P( f 0 ) + P( f 1 )) (by (61)) = b 0 P( P ω 0 ( f )) + P( P ω 1 ( f )) + b 0 P( f 0 P ω 0 (g)) + P f 1 P ω 0 (g) + f 0 P ω 1 (g) + λ f 1 P ω 1 (g) +λ (b 0 P( f 0 ) + P( f 1 )) (by (8)) = λz 1 (by (62)).
Thus for a nonzero λ ∈ k, (58) holds in the case of n = 1 for the above chosen Rota-Baxter algebra and f, g if and only if λz 1 + λ 2 b 0 z 1 − λz 1 = λ 2 b 0 z 1 = 0, which holds if and only if b 0 = 0. Thus ω = xy − yx.
Therefore, ω must be in Ω k = {xy, xy − 1, xy − yx}. (iib)=⇒(iia). For ω = xy − 1, the cover P ω of P on (R N , ∂ R ) is again a Rota-Baxter operator of weight λ by [26, Proposition 3.8] . When ω = xy or ω = xy − yx, we need to show that the cover P ω of P on (R N , ∂ R ) satisfies (58).
For ω = xy, applying (25), we have (63) P ω n ( f ) = 0 for all n ∈ N + , f ∈ R N . By Proposition 2.9.(i), (58) holds for n = 0. If n ∈ N + , then the maximum of the subscripts m of the expressions P ω m appearing in each term of the left side of (58) is strictly larger than 0 and then by (63), each term in the left side of (58) is 0. Thus (58) holds for all n ∈ N + .
For ω = xy − yx, by (25) , the cover P ω of P is given by (64) P ω n ( f ) = P ω n−1 (∂ R f ) = P ω 0 (∂ n R f ) = P( f n ) for all n ∈ N, f ∈ R N . Furthermore, for all f, g ∈ R N , and n ∈ N, n − k j λ k P(P( f n− j )g k+ j ) + P( f n− j P(g k+ j )) + λP( f n− j g k+ j ) (by (2)) = n k=0 n−k j=0 n k n − k j λ k P( P ω n− j ( f )g k+ j ) + P( f n− j P ω k+ j (g)) + λP( f n− j g k+ j ) (by (64)) = P(( P ω ( f )g) n ) + P(( f P ω (g)) n ) + λP(( f g) n ) (by (8)) = P ω n ( P ω ( f )g) + P ω n ( f P ω (g)) + λ P ω n ( f g). (by (64)) Then (58) holds. Now we have completed the proof of Theorem 3.1.
