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We investigate the initial–boundary value problem⎧⎪⎨
⎪⎩
ut = u + vp in Ω × (0, T ),
vt = v + uq in Ω × (0, T ),
u(x, t) = v(x, t) = 0 on ∂Ω × (0, T ),
u(x,0) = ρϕ(x), v(x,0) = ρψ(x) in Ω,
where p,q 1 and pq > 1, Ω is a bounded domain in RN with a smooth boundary ∂Ω ,
ρ > 0 is a parameter, ϕ(x) and ψ(x) are nonnegative continuous functions on Ω . We show
that the life span (or blow-up time) of the solution of this problem approaches the life
span of the solution of the ODE system obtained when dropping the diffusion terms as
ρ → ∞. The proof is based on the comparison principle and Kaplan’s method.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the initial–boundary value problem⎧⎪⎨
⎪⎩
ut = u + vp in Ω × (0, T ),
vt = v + uq in Ω × (0, T ),
u(x, t) = v(x, t) = 0 on ∂Ω × (0, T ),
u(x,0) = ρϕ(x), v(x,0) = ρψ(x) in Ω,
(1)
where p,q  1 and pq > 1, Ω is a bounded domain in RN with a smooth boundary ∂Ω , ρ > 0 is a parameter, ϕ(x) and
ψ(x) are nonnegative continuous functions on Ω .
In Escobedo and Herrero [3], it was shown that the problem (1) with a bounded nonnegative continuous initial data has
a unique nonnegative classical solution, and the comparison results also were proved (see also [14]).
We denote by T (ρ) the maximal existence time of a classical solution (u, v) of the problem (1), that is,
T (ρ) := sup
{
T > 0: sup
0tT
(∥∥u(·, t)∥∥L∞(Ω) + ∥∥v(·, t)∥∥L∞(Ω))< ∞},
and we call T (ρ) the life span of (u, v). If T (ρ) < ∞, then we have
limsup
t→T (ρ)
(∥∥u(·, t)∥∥L∞(Ω) + ∥∥v(·, t)∥∥L∞(Ω))= ∞.
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limsup
t→T (ρ)
∥∥u(·, t)∥∥L∞(Ω) = limsup
t→T (ρ)
∥∥v(·, t)∥∥L∞(Ω) = ∞
(see [2]).
The blow-up of solutions for the single equation
ut = u + up (2)
has been studied extensively since the pioneering work of Fujita [5]. Among others, Friedman and Lacey [4] gave a result
on the life span of solutions of (2) in the case of small diffusion. Subsequently, Gui and Wang [6], Lee and Ni [10] obtained
the leading term of the expansion as ρ  ∞ of life span Tρ of the solution for (2) with the initial data ρϕ(x). They proved
that Tρ is expanded as
Tρ = 1
p − 1‖ϕ‖
1−p
L∞ ρ
1−p + o(ρ1−p)
as ρ → ∞. Later, Mizoguchi and Yanagida [11] extended the result and determined the second term of the expansion of Tρ
as ρ  ∞. They proved that when ϕ attains the maximum at only one point a ∈ Ω , T (ρ) is expanded as
Tρ = 1
p − 1‖ϕ‖
1−p
L∞ ρ
1−p + 2
p − 1‖ϕ‖
2(1−p)−1
L∞
∣∣ϕ(a)∣∣ρ2(1−p) + o(ρ2(1−p))
as ρ → ∞. Moreover, Mizoguchi and Yanagida [12] extended the result on the life span of solutions of (1) in the case of
small diffusion. Recently, the author [15] extended the results in [11,12] to general nonlinearities f (u) in the case of large
initial data.
On the other hand, the blow-up of the solution for problem (1) has also been studied in several directions. Among others,
the life span of the solution of the problem (1) is studied in Huang, Mochizuki and Mukai [7] and Mochizuki [13]. They
obtained an estimate of the life span in the cases of small initial data and large initial data. Later, Kobayashi [9] extended
the results in [7,13] to the problem (1) with vp and uq replaced by |x|σ1 vq and |x|σ2uq . For other results on problem (1),
we refer the reader to the survey [1], the recent monograph [14] and the references therein.
The aim of this paper is to obtain the leading term of the expansion of the life span T (ρ) as ρ → ∞. Let M(ϕ) be the
maximum of ϕ on Ω .
Our ﬁrst result concerns the case of q > p.
Theorem 1. Let q > p  1. Suppose that ϕ,ψ ∈ C(Ω) satisfy ϕ,ψ  0 in Ω , ϕ = ψ = 0 on ∂Ω and ϕ + ψ ≡ 0.
(i) If ϕ = 0, then we have
lim
ρ→∞ρ
pq−1
p+1 T (ρ) = M(ϕ)− pq−1p+1
(
q + 1
p + 1
) p
p+1
∞∫
1
dz
(zq+1 − 1) pp+1
.
(ii) If ϕ = 0, then we have
lim
ρ→∞ρ
pq−1
q+1 T (ρ) = M(ψ)− pq−1q+1
(
p + 1
q + 1
) q
q+1
∞∫
1
dw
(wp+1 − 1) qq+1
.
Remark 1. In the case p > q we obtain a result similar to Theorem 1 by changing the roles of p and q.
We note that in the case q > p and ϕ = 0, the leading term of T (ρ) as ρ → ∞ is exactly equal to the life span of the
initial value problem
zt = wp, wt = zq, t > 0, z(0) = ρM(ϕ), w(0) = 0.
This implies that the diffusion term has an effect only on higher order terms of T (ρ) as ρ → ∞. This problem is future
work.
Our next result concerns the leading term of T (ρ) as ρ → ∞ in the case p = q.
Theorem 2. Let p = q > 1. Suppose that ϕ,ψ ∈ C(Ω) satisfy ϕ, ψ  0 in Ω , ϕ = ψ = 0 on ∂Ω and ϕ + ψ ≡ 0. Then we have
lim
ρ→∞ρ
p−1T (ρ) = min
{
inf
x∈Ω
∞∫
ϕ(x)
dz
{zp+1 + (ψ(x))p+1 − (ϕ(x))p+1} pp+1
,
inf
x∈Ω
∞∫
ψ(x)
dw
{wp+1 + (ϕ(x))p+1 − (ψ(x))p+1} pp+1
}
.
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span of the initial value problem
zt = wp, wt = zq, t > 0, z(0) = ρϕ(x), w(0) = ρψ(x).
In order to prove this theorem, we employ the comparison principle and Kaplan’s method [8]. In [11,12,15], to obtain the
precise expansion of the life span of the single semilinear parabolic equation, the authors use a complicated construction of
suitable supersolutions and subsolutions, or the Energy method. However those arguments do not apply to the semilinear
parabolic system (1). We simply employ the standard comparison principle and the classical Kaplan’s method [8].
This paper is organized as follows: In Section 2 we give some preliminary results on the ODE system. In Section 3 we
prove Theorem 1. Section 4 is devoted to the proof of Theorem 2.
2. Blow-up time of the ODE system
In this section we consider the ODE system{
zt = wp, t > 0,
wt = zq, t > 0,
z(0) = α, w(0) = β,
(3)
where α and β are nonnegative constants.
Here, for each nonnegative constants α and β with (α,β) = (0,0), we deﬁne the functions F (z;α,β) and G(w;α,β) by
F (z;α,β) :=
∞∫
z
du
(
p+1
q+1 uq+1 + β p+1 − p+1q+1αq+1)
p
p+1
for z α
and
G(w;α,β) :=
∞∫
w
dv
(
q+1
p+1 vp+1 + αq+1 − q+1p+1β p+1)
q
q+1
for w  β,
respectively. We also deﬁne the inverse functions of F (z;α,β) and G(w;α,β) with the ﬁrst variable by F−1(u;α,β) and
G−1(v;α,β), respectively. Concerning a solution (z(t;α,β),w(t;α,β)) of (3), we have the following lemma.
Lemma 3. Let p,q > 0 and pq > 1. Suppose that α and β are nonnegative constants and (α,β) = (0,0). Then the solution
(z(t;α,β),w(t;α,β)) of (3) is
z(t;α,β) = F−1(F (α;α,β) − t;α,β),
w(t;α,β) = G−1(G(β;α,β) − t;α,β).
Moreover, the life span T (α,β) of (z,w) is
T (α,β) = F (α;α,β) = G(β;α,β).
Proof. Multiplying the equation zt = wp by zq and the equation wt = zq by wp , we obtain the equality
zt z
q = zqwp = wtwp .
Integrating this equality over (0, t), we have
z(t)q+1 − αq+1
q + 1 =
w(t)p+1 − β p+1
p + 1 .
Hence we obtain
z =
{
q + 1
p + 1
(
wp+1 − β p+1)+ αq+1}
1
q+1
,
w =
{
p + 1
q + 1
(
zq+1 − αq+1)+ β p+1}
1
p+1
.
Substituting those in the equations of (3), we see that (z,w) satisﬁes the initial-value problem
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{
p + 1
q + 1
(
zq+1 − αq+1)+ β p+1}
p
p+1
, t > 0, z(0) = α,
wt =
{
q + 1
p + 1
(
wp+1 − β p+1)+ αq+1}
q
q+1
, t > 0, w(0) = β.
Dividing the ﬁrst equation by the right-hand side of the ﬁrst equation and integrating it over (0, t), we have
F (α;α,β) − F (z(t);α,β)= t.
Hence we obtain
z(t;α,β) = F−1(F (α;α,β) − t;α,β).
Similarly, we obtain
w(t;α,β) = G−1(G(β;α,β) − t;α,β).
Moreover these imply that the life span T (α,β) of (z,w) is
T (α,β) = min{F (α;α,β),G(β;α,β)}.
By using the change of variables
uq+1 = q + 1
p + 1
(
vp+1 − β p+1)+ αq+1,
we see that
F (α;α,β) =
∞∫
α
du
(
p+1
q+1 uq+1 + β p+1 − p+1q+1αq+1)
p
p+1
=
∞∫
β
dv
(
q+1
p+1 vp+1 + αq+1 − q+1p+1β p+1)
q
q+1
= G(β;α,β).
Therefore we obtain
T (α,β) = F (α;α,β) = G(β;α,β). 
3. Proof of Theorem 1
In this section we prove Theorem 1 by deriving upper and lower estimates of T (ρ). We ﬁrst give a lower estimate
of T (ρ).
Lemma 4. Assume the assumptions of Theorem 1.
(i) If ϕ = 0, then we have
lim infρ→∞ρ
pq−1
p+1 T (ρ) M(ϕ)−
pq−1
p+1
(
q + 1
p + 1
) p
p+1
∞∫
1
dz
(zq+1 − 1) pp+1
. (4)
(ii) If ϕ = 0, then we have
lim infρ→∞ρ
pq−1
q+1 T (ρ) M(ψ)−
pq−1
q+1
(
p + 1
q + 1
) q
q+1
∞∫
1
dw
(wp+1 − 1) qq+1
. (5)
Proof. Comparing the solution (u, v) of (1) with the solution(
z
(
t;ρM(ϕ),ρM(ψ)),w(t;ρM(ϕ),ρM(ψ)))
of (3) with α = ρM(ϕ) and β = ρM(ψ), we obtain
u(x, t) z
(
t;ρM(ϕ),ρM(ψ)) and v(x, t) w(t;ρM(ϕ),ρM(ψ))
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T (ρ) T
(
ρM(ϕ),ρM(ψ)
)
. (6)
First we assume that ϕ = 0. By (6) and Lemma 3, we have
T (ρ)
∞∫
ρM(ϕ)
dz
{ p+1q+1 zq+1 + (ρM(ψ))p+1 − p+1q+1 (ρM(ϕ))q+1}
p
p+1
= (ρM(ϕ))− pq−1p+1
∞∫
1
dz
(
p+1
q+1 zq+1 + ρ p−q M(ψ)
p+1
M(ϕ)q+1 − p+1q+1 )
p
p+1
.
Hence, multiplying this by ρ
pq−1
p+1 and taking ρ → ∞, we obtain (4) by Lebesgue’s theorem.
Next we assume that ϕ = 0. By (6) and Lemma 3, we have
T (ρ)
∞∫
ρM(ψ)
dw
(
q+1
p+1wq+1 − q+1p+1 (ρM(ψ))p+1)
q
q+1
= (ρM(ψ))− pq−1q+1 ( p + 1
q + 1
) q
q+1
∞∫
1
dw
(wq+1 − 1) qq+1
.
Hence, multiplying this by ρ
pq−1
p+1 and taking ρ → ∞, we obtain (5). 
Next we give an upper estimate of T (ρ).
Lemma 5. Assume the assumptions of Theorem 1.
(i) If ϕ = 0, then we have
limsup
ρ→∞
ρ
pq−1
p+1 T (ρ) M(ϕ)−
pq−1
p+1
(
q + 1
p + 1
) p
p+1
∞∫
1
dz
(zq+1 − 1) pp+1
. (7)
(ii) If ϕ = 0, then we have
limsup
ρ→∞
ρ
pq−1
q+1 T (ρ) M(ψ)−
pq−1
q+1
(
p + 1
q + 1
) q
q+1
∞∫
1
dw
(wp+1 − 1) qq+1
. (8)
Proof. In order to prove this lemma, we employ Kaplan’s method [8]. First we consider the case of ϕ = 0. We may assume
without loss generality that ϕ(0) = M(ϕ). We deﬁne by (λR , ηR(x)) the ﬁrst eigenpair of{
−ηR = λRηR in BR :=
{
x ∈ RN : |x| < R},
ηR = 0 on ∂BR ,
satisfying
ηR > 0,
∫
BR
ηR(x)dx = 1.
We note that
λR = λ1
R2
, ηR(x) = R1−Nη1
(
x
R
)
.
Let BR ⊂ Ω . We set
z(t) :=
∫
BR
u(x, t)ηR(x)dx, w(t) :=
∫
BR
v(x, t)ηR(x)dx,
α(R) :=
∫
ϕ(x)ηR(x)dx, β(R) :=
∫
ψ(x)ηR(x)dx.BR BR
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∫
B1
η1(x)dx = 1, we have
lim
R→0α(R) = ϕ(0) and limR→0β(R) = ψ(0). (9)
Multiplying the equations of (1) by ηR , integrating by parts, and using Jensen’s inequality, we obtain⎧⎨
⎩
zt −λR z + wp, t > 0,
wt −λRw + zq, t > 0,
z(0) = ρα(R), w(0) = ρβ(R).
Hence we have(
eλRt z(t)
)
t  e
λRt
(
w(t)
)p
,
(
eλRt w(t)
)
t  e
λRt
(
z(t)
)q
.
Integrating these inequalities over (0, t), we see that
eλRt z(t) − ρα(R)
t∫
0
eλRt1
(
w(t1)
)p
dt1,
eλRt w(t) − ρβ(R)
t∫
0
eλRt1
(
z(t1)
)q
dt1.
Substituting the second inequality into the ﬁrst inequality, it follows that
eλRt z(t) − ρα(R)
t∫
0
eλRt1
{
ρβ(R)e−λRt1 +
t1∫
0
eλR (t2−t1)
(
z(t2)
)q
dt2
}p
dt1.
Moreover we have
z(t) ρα(R)e−λRt +
t∫
0
eλR (t1−t)
{
ρβ(R)e−λRt1 +
t1∫
0
eλR (t2−t1)
(
z(t2)
)q
dt2
}p
dt1
 ρα(R)e−λRt +
t∫
0
e−λR {(p−1)t1+t}
{
ρβ(R) +
t1∫
0
(
z(t2)
)q
dt2
}p
dt1
 ρα(R)e−λRt + e−pλRt
t∫
0
{
ρβ(R) +
t1∫
0
(
z(t2)
)q
dt2
}p
dt1.
We ﬁx 0<  < 1 and take TR > 0 such that e−λR T R > 1−  . Then we have
z(t) (1− )ρα(R) + (1− )p
t∫
0
{
ρβ(R) +
t1∫
0
(
z(t2)
)q
dt2
}p
dt1
for 0< t < TR . We set
h(t) := (1− )ρα(R) + (1− )p
t∫
0
{
ρβ(R) +
t1∫
0
(
z(t2)
)q
dt2
}p
dt1.
Then we have{(
ht(t)
) p+1
p
}
t =
p + 1
p
htt(t)
(
ht(t)
) 1
p
= (p + 1)(1− )p+1(z(t))q
{
ρβ(R) +
t∫
0
(
z(t1)
)q
dt1
}p
 (p + 1)(1− )(h(t))qht(t)
= p + 1 (1− ){(h(t))q+1}t .q + 1
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(
ht(t)
) p+1
p − {(1− )ρβ(R)}p+1  p + 1
q + 1 (1− )
[(
h(t)
)q+1 − {(1− )ρα(R)}q+1].
Hence we obtain
ht(t)
(
p + 1
q + 1
) p
p+1
(1− ) pp+1
[(
h(t)
)q+1 + q + 1
p + 1 (1− )
p(ρβ(R))p+1 − {(1− )ρα(R)}q+1]
p
p+1
.
Dividing the left-hand side by the right-hand side and integrating it over (0, t), we have
(
q + 1
p + 1
) p
p+1
(1− )− pp+1
h(t)∫
(1−)ρα(R)
dz
[zq+1 + q+1p+1 (1− )p(ρβ(R))p+1 − {(1− )ρα(R)}q+1]
p
p+1
 t.
We take large ρ > 0 so that
T ,R(ρ) :=
(
q + 1
p + 1
) p
p+1
(1− )− pp+1
∞∫
(1−)ρα(R)
dz
[zq+1 + q+1p+1 (1− )p(ρβ(R))p+1 − {(1− )ρα(R)}q+1]
p
p+1
=
(
q + 1
p + 1
) p
p+1
ρ
− pq−1p+1 (1− )− pq+p−1p+1
∞∫
α(R)
dz
{zq+1 + q+1p+1 (1− )p−q−1ρ p−q(β(R))p+1 − (α(R))q+1}
p
p+1
< TR .
Then z blows up at some T  T ,R(ρ). Hence we see that
T (ρ) T ,R(ρ).
Thus we have
ρ
pq−1
p+1 T (ρ)
(
q + 1
p + 1
) p
p+1
(1− )− pq+p−1p+1
∞∫
α(R)
dz
{zq+1 + q+1p+1 (1− )p−q−1ρ p−q(β(R))p+1 − (α(R))q+1}
p
p+1
.
Therefore, by q > p and Lebesgue’s theorem, it follows that
limsup
ρ→∞
ρ
pq−1
p+1 T (ρ)
(
q + 1
p + 1
) p
p+1
(1− )− pq+p−1p+1
∞∫
α(R)
dz
{zq+1 − (α(R))q+1} pp+1
= α(R)− pq−1p+1
(
q + 1
p + 1
) p
p+1
(1− )− pq+p−1p+1
∞∫
1
dz
(zq+1 − 1) pp+1
.
Taking R → 0 with (9) and then  → 0, we obtain (7).
Next we consider the case of ϕ = 0. Similarly, we have
w(t) ρβ(R)e−λRt +
t∫
0
eλR (t1−t)
{ t1∫
0
eλR (t2−t1)
(
w(t2)
)p
dt2
}q
dt1.
Hence, by the same argument, we obtain (8). 
Now Theorem 1 is an immediate consequence of Lemmas 4 and 5.
4. Proof of Theorem 2
In this section we prove Theorem 2 by deriving upper and lower estimates of T (ρ). We ﬁrst give a lower estimate
of T (ρ).
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lim inf
ρ→∞ ρ
p−1T (ρ)min
{
inf
x∈Ω
∞∫
ϕ(x)
dz
{zp+1 + (ψ(x))p+1 − (ϕ(x))p+1} pp+1
,
inf
x∈Ω
∞∫
ψ(x)
dw
{wp+1 + (ϕ(x))p+1 − (ψ(x))p+1} pp+1
}
. (10)
Proof. Putting
u˜(x, s) = ρ−1u(x, t), v˜(x, s) = ρ−1v(x, t), s = ρ p−1t,
(u˜, v˜) satisﬁes⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u˜s = ρ1−pu˜ + v˜ p in Ω ×
(
0, S˜(ρ)
)
,
v˜ s = ρ1−pv˜ + u˜p in Ω ×
(
0, S˜(ρ)
)
,
u˜(x, s) = v˜(x, s) = 0 on ∂Ω × (0, S˜(ρ)),
u˜(x,0) = ϕ(x), v˜(x,0) = ψ(x) in Ω,
(11)
where the life span S˜(ρ) of (u˜, v˜) satisﬁes
S˜(ρ) = ρ p−1T (ρ). (12)
Now we ﬁx  > 0 and take ϕ˜(x), ψ˜(x) ∈ C2(Ω) such that
ϕ(x) +  < ϕ˜(x) < ϕ(x) + 2, ψ(x) +  < ψ˜(x) < ψ(x) + 2 in Ω.
We deﬁne
f (x, s) := z((1+ )s; ϕ˜(x), ψ˜(x)), g(x, s) := w((1+ )s; ϕ˜(x), ψ˜(x)).
Then, by a simple calculation,
S˜ := sup
{
S > 0: sup
0sS
(∥∥ f (·, s)∥∥L∞(Ω) + ∥∥v(·, s)∥∥L∞(Ω))< ∞}
satisﬁes
(1+ ) S˜ = min
{
inf
x∈Ω
∞∫
ϕ˜(x)
dz
{zp+1 + (ψ˜(x))p+1 − (ϕ˜(x))p+1} pp+1
, inf
x∈Ω
∞∫
ψ˜(x)
dw
{wp+1 + (ϕ˜(x))p+1 − (ψ˜(x))p+1} pp+1
}
.
We easily see that
f s − ρ1−p f − gp = gp − ρ1−p f , gs − ρ1−pg − f p =  f p − ρ1−pg
hold for x ∈ Ω, 0 s  S˜ . Moreover, by the positivity and the smoothness of ϕ˜(x) and ψ˜(x), there are positive constants
m =m(), M = M() such that
m f (x, s), g(x, s) M and
∣∣ f (x, s)∣∣, ∣∣g(x, s)∣∣ M
hold for x ∈ Ω , 0 s S˜ −  . Hence, for suﬃciently large ρ > 0,
f s − ρ1−p f − gp  0 and gs − ρ1−pg − f p  0
hold for x ∈ Ω , 0 s S˜ −  . Thus we see that ( f , g) is a supersolution of (11) in Ω × (0, S˜ − ) for large ρ > 0. By the
comparison principle, we have
u˜(x, s) f (x, s) and v˜(x, s) g(x, s)
for x ∈ Ω , 0 smin{ S˜ − , S˜(ρ)}. This implies that
S˜ −   S˜(ρ).
Then, by (12), we have
S˜ −   ρ p−1T (ρ).
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S˜ −   lim inf
ρ→∞ ρ
p−1T (ρ)
holds. Taking  → 0, we obtain (10). 
Next we give an upper estimate of T (ρ).
Lemma 7. Assume the assumptions of Theorem 2. Then we have
limsup
ρ→∞
ρ p−1T (ρ)min
{
inf
x∈Ω
∞∫
ϕ(x)
dz
{zp+1 + (ψ(x))p+1 − (ϕ(x))p+1} pp+1
,
inf
x∈Ω
∞∫
ψ(x)
dw
{wp+1 + (ϕ(x))p+1 − (ψ(x))p+1} pp+1
}
. (13)
Proof. We prove this lemma by a method similar to that of Lemma 5. First we ﬁx a ∈ Ω with ϕ(a) + ψ(a) = 0. We deﬁne
by ηa,R(x)
ηa,R(x) := ηR(x− a),
where ηR(x) is deﬁned in the proof of Lemma 5.
Let BR(a) := {x ∈ RN : |x− a| < R} ⊂ Ω . We set
z(t) :=
∫
BR (a)
u(x, t)ηa,R(x)dx, w(t) :=
∫
BR (a)
v(x, t)ηa,R(x)dx,
α(R) :=
∫
BR (a)
ϕ(x)ηa,R(x)dx, β(R) :=
∫
BR (a)
ψ(x)ηa,R(x)dx.
By ϕ(x),ψ(x) ∈ C(Ω), ηa,R(x) = R1−Nη1( x−aR ) and
∫
B1
η1(x)dx = 1, we have
lim
R→0α(R) = ϕ(a) and limR→0β(R) = ψ(a). (14)
Multiplying the equations of (1) by ηa,R , integrating by parts, and using Jensen’s inequality, we obtain⎧⎨
⎩
zt −λR z + wp, t > 0,
wt −λRw + zp, t > 0,
z(0) = ρα(R), w(0) = ρβ(R).
By a method similar to that of Lemma 5, we have
limsup
ρ→∞
ρ p−1T (ρ) (1− )− p
2+p−1
p+1
∞∫
α(R)
dz
{zp+1 + (1− )−1(β(R))p+1 − (α(R))p+1} pp+1
for small R > 0 and 0<  < 1. Taking R → 0 with (14) and then  → 0, we obtain
limsup
ρ→∞
ρ p−1T (ρ)
∞∫
ϕ(a)
dz
{zp+1 + (ψ(a))p+1 − (ϕ(a))p+1} pp+1
.
Similarly, we also obtain
limsup
ρ→∞
ρ p−1T (ρ)
∞∫
ψ(a)
dw
{wp+1 + (ϕ(a))p+1 − (ψ(a))p+1} pp+1
for any a ∈ Ω with ϕ(a) + ψ(a) = 0. Consequentially, we obtain (13). 
Now Theorem 2 is an immediate consequence of Lemmas 6 and 7.
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