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Capítulo 1
Introducción
En este capítulo se describe de manera detallada el contexto sobre el cual se desarrolla
el presente trabajo a cerca del reconocimiento y clasificación de actividades infantiles
utilizando sonido ambiental, como propuesta de tema para la tesis doctoral. A su vez,
se presenta el planteamiento específico del problema, analizando los factores que influyen
en él y las consideraciones a tomar en cuenta. Se describen además, de manera breve,
las soluciones propuestas a través de este trabajo para abordar el problema aquí tratado,
mencionando los métodos aplicados para llegar a ellas. También se muestra la hipótesis de
investigación, así como el objetivo general y los objetivos específicos. En la parte final del
capítulo se presentan las contribuciones hechas con la realización del presente trabajo y la
forma en la que está estructurado este documento.
1.1. Planteamiento del problema
La Inteligencia Artificial es una área de la tecnología que surge a partir de diversos
trabajos desarrollados a mediados del siglo XX [16]. En estos trabajos, principalmente a
partir de los presentados por el matemático británico Alan Turing, se comienza a despertar
el interés por la idea de lograr que las máquinas puedan igualar la capacidad de pensar
del ser humano [102]. A partir de esa época, y con el continuo avance de la tecnología, la
Inteligencia Artificial ha sido una área en constante desarrollo, logrando tener influencia
en diversos campos de aplicación, mediante la generación de soluciones y propuestas que
1
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tienen como finalidad facilitar la interacción del ser humano con su entorno.
El éxito y gran avance de la Inteligencia Artificial en las últimas décadas ha provoca-
do el surgimiento de distintas subáreas con la finalidad de aplicar soluciones a problemas
específicos, atendiendo cada vez un mayor número de necesidades y áreas de oportunidad.
En este sentido, cada vez son más los trabajos enfocados a la aplicación de métodos de
Inteligencia Artificial en áreas donde previamente esta no había tenido influencia, o había
sido muy limitada, logrando de esta manera incidir de forma importante y fundamental
en el desarrollo tecnológico de los últimos años.
Una importante subárea de la Inteligencia Artificial en donde ha habido grandes avan-
ces y se han desarrollado numerosas aplicaciones en los últimos años es la Inteligencia
Ambiental [92, 26]. La Inteligencia Ambiental se caracteriza por dirigir sus trabajos e in-
vestigaciones a la creación de espacios donde los usuarios interaccionen de forma natural
con su entorno mediante el desarrollo de aplicaciones, interfaces y sistemas inteligentes
que resulten invisibles para el usuario, integrándolos con los objetos de uso cotidiano [98].
La Inteligencia ambiental ha sido fundamental en los últimos años para el desarrollo de
trabajos enfocados a los conceptos de Internet de las Cosas (IoT) y Ciudades Inteligentes
(Smart Cities) [24, 135, 5, 10, 127, 71].
Como se mencionó anteriormente, la Inteligencia Ambiental es una subárea de la Inte-
ligencia Artificial enfocada a brindar soluciones para facilitar la interacción de los usuarios
con su entorno. Uno de los temas que ha generado interés en los últimos años es el recono-
cimiento de actividades humanas (HAR), en el cual el objetivo es determinar la actividad
o conjunto de actividades que están siendo realizadas por una persona o grupo de personas
en cierto instante, mediante el correcto análisis de datos obtenidos a partir de determinada
fuente de datos. Los trabajos desarrollados sobre este tema se enfocan en poder brindar
algún tipo de servicio al usuario una vez detectada la actividad que se encuentra realizando.
Para la generación de un modelo de reconocimiento y clasificación de actividades hu-
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manas es necesario definir algunos aspectos importantes en los cuales se basa el análisis a
realizar:
Grupo de Interés. Antes de plantear otros aspectos del tipo de análisis a realizar, es
necesario identificar el grupo de personas al cual está dirigido el modelo de recono-
cimiento y clasificación de actividades. Acotar de manera precisa el grupo de interés
ayuda a definir de manera más sencilla otros parámetros del modelo, como tipo de
datos a analizar, fuente de datos, algoritmos y métodos utilizados, etc.
Fuente de Datos. Otro parámetro importante a definir para el modelo de clasificación
de actividades es la fuente de datos a utilizar. La fuente de datos es el medio que
provee datos al modelo y, dependiendo del grupo de interés y tipo de modelo a
desarrollar, algunas fuentes de datos son más convenientes que otras. Entre las fuentes
de datos más comunes utilizadas en sistemas de reconocimiento y clasificación de
actividades humanas se encuentran: audio, video, imágenes y sensores. La estrategia
de recolección de datos para el modelo depende del tipo de dato utilizado.
Una vez que se tiene definido el grupo de personas a las cuales está dirigido el estudio y
el tipo de datos con los que se va a trabajar, es importante también definir el tratamiento
y tipo de análisis que se hará con los datos recolectados para la generación del modelo
de clasificación. En los últimos años, se han utilizado diversas técnicas de Aprendizaje
Automático para aplicaciones de Inteligencia Ambiental, ya que es posible automatizar,
mediante distintos algoritmos, la identificación de patrones o tendencias presentes en los
datos recolectados de cierto fenómeno [57, 83, 87].
Los tipos de implementación de Aprendizaje Automático pueden clasificarse en dos
categorías:
1. Aprendizaje Supervisado. En el Aprendizaje Supervisado, los algoritmos trabajan
con datos “etiquetados”, intentando encontrar una función que, dadas las variables
de entrada, les asigne la etiqueta de salida adecuada. El algoritmo se entrena con
un “histórico” de datos y así “aprende” a asignar la etiqueta de salida adecuada a un
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nuevo valor, es decir, predice el valor de salida [107, 74]. El Aprendizaje Supervisado
se suele utilizar el problemas de clasificación y problemas de regresión, los cuales se
diferencian uno del otro por el tipo de variable objetivo. En los casos de clasificación,
la variable objetivo es de tipo categórico, mientras que en los casos de regresión es
de tipo numérico [108].
2. Aprendizaje no Supervisado. En el Aprendizaje no Supervisado no se dispone de
datos “etiquetados” para el entrenamiento, solo se conocen los datos de entrada. Este
tipo de aprendizaje tiene un carácter “exploratorio” ya que solo es posible describir la
estructura de los datos de entrada para intentar encontrar algún tipo de organización
que simplifique el análisis (por ejemplo, agrupamiento basado en similitudes) [60, 74].
En el capítulo 2 se presentan trabajos relacionados a los conceptos anteriormente men-
cionados involucrados en la generación de modelos de reconocimiento y clasificación de
actividades humanas.
Se han desarrollado numerosos trabajos y propuestas en el tema de reconocimiento
y clasificación de actividades humanas, tomando en cuenta las posibles variables que se
pueden definir. Dependiendo del grupo de personas a las cuales vaya dirigido el análisis, se
tienen distintas consideraciones a tomar en cuenta y se atacan distintas problemáticas. Los
modelos de clasificación de actividades infantiles regularmente están enfocados a ofrecer
soluciones referentes a la seguridad de los niños, ya que es un grupo vulnerable y muy
susceptible a accidentes.
La presente tesis se enfoca en la generación de un modelo de clasificación de actividades
infantiles mediante el sonido ambiental. Para acotar de una mejor manera el grupo de
individuos a los que está dirigido el análisis, se enfoca a niños de entre 12 y 36 meses, debido
a que en ese rango de edad realizan actividades similares, además de ser precisamente en
ese rango de edad cuando son más propensos a sufrir accidentes, por lo que un sistema de
reconocimiento de actividades ayudaría a detectar actividades potencialmente peligrosas
para ellos. Los modelos de análisis de actividades en niños es un tema poco explorado, y
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las propuestas que se han desarrollado utilizan fuentes de datos que pueden interferir en el
comportamiento natural de los niños (por ejemplo, sensores incrustados en las prendas),
causando que el proceso de recolección de datos no se lleve a cabo de manera adecuada.
Debido a eso, en este trabajo se aplican técnicas de Aprendizaje Automático y análisis del
sonido ambiental para la generación de un modelo de clasificación de actividades en niños,
puesto que esta fuente de datos no interfiere con las actividades mientras los datos son
capturados.
1.2. Hipótesis de Investigación
La hipótesis de investigación para el presente trabajo es:
A través de la utilización de datos del sonido ambiental se puede reconocer y clasificar
actividades correctamente en un 70% en niños de 12 a 36 meses mediante la generación
de un modelo clasificador desarrollado con técnicas de aprendizaje automático supervisado.
1.3. Preguntas de Investigación
Una vez revisados los aspectos a tomar en cuenta para la generación de un modelo
de reconocimiento y clasificación de actividades infantiles, se puso especial interés en la
fuente de datos a utilizar. Se identificó que el sonido ambiental es una fuente de datos que
tiene la ventaja de que el proceso de captura de datos es completamente invisible para los
niños. En base a eso surgieron las siguientes preguntas de investigación:
¿Qué tipo de información provee el sonido ambiental para su análisis en la generación
de un modelo de clasificación de actividades infantiles?
¿Cuáles son las características posibles a extraer del sonido ambiental para la gene-
ración del modelo de clasificación?
¿Que subconjunto de características describe mejor las actividades analizadas en el
modelo de clasificación?
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Además, como se mencionó anteriormente en este documento, se plantea la aplicación
de técnicas de Aprendizaje Automático supervisado para la generación del modelo de
clasificación. Este sentido, surgen las siguientes preguntas:
¿Cuáles algoritmos clasificadores pueden ser aplicados a la generación del modelo de
clasificación?
¿Qué métodos de selección de características eficientan el modelo de clasificación?
¿Cuáles algoritmos clasificadores logran una mayor precisión en la clasificación de
actividades infantiles una vez desarrollado el modelo?
¿Cuál es el comportamiento del modelo de clasificación al combinar distintas técnicas
de selección de características con los distintos algoritmos clasificadores implemen-
tados?
¿Qué técnicas o métodos complementarios pueden utilizarse para mejorar la precisión
del modelo de clasificación?
1.4. Objetivos de la Tesis
Se presentan los siguientes objetivos de investigación.
1.4.1. Objetivo General
El objetivo general del presente trabajo es: Reconocer y clasificar correctamente acti-
vidades realizadas por niños de 12 a 36 meses de edad utilizando el sonido ambiental como
fuente de datos.
1.4.2. Objetivos Específicos
Para cumplir con el objetivo general, se plantean los siguientes objetivos específicos:
Definir el conjunto de actividades a tomar en cuenta durante el análisis de datos.
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Recolectar las señales de audio mediante las herramientas o dispositivos selecciona-
dos.
Extraer las características de las señales de audio.
Aplicar mecanismos de selección de características para elegir las que mejor describan
a las actividades analizadas.
Optimizar la cantidad de datos requeridos para el análisis.
Generar e implementar un modelo de análisis y clasificación de los datos obtenidos
para las actividades definidas mediante técnicas de Aprendizaje Automático super-
visado.
Evaluar el modelo de clasificación generado con cada algoritmo clasificador imple-
mentado y tomando en cuenta el proceso previo de selección de características.
1.5. Contribuciones de la Tesis
Análisis del sonido ambiental como fuente de datos para clasificación de actividades
infantiles.
Selección de características del sonido ambiental para generación de modelo de cla-
sificación.
Aplicación de métodos de Aprendizaje Automático supervisado en la generación de
un modelo de clasificación de actividades infantiles utilizando sonido ambiental.
1.6. Organización de la Tesis
Los capítulos siguientes de este trabajo de tesis se organizan de la siguiente manera:
Capítulo 2. En el capítulo 2 se presentan los conceptos involucrados en la generación de
modelos de clasificación de actividades humanas, especialmente los presentes en trabajos
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enfocados a niños. Además se mencionan las tecnologías implementadas y los métodos
de Aprendizaje Automático comúnmente utilizados para este tipo de trabajos. De forma
paralela también se muestra un recorrido por los trabajos relacionados a la clasificación de
actividades humanas y clasificación de actividades infantiles, contrastando las propuestas
que se han hecho en base a fuentes de datos utilizadas, tecnologías, métodos, algoritmos,
etc.
Capítulo 3. En este capítulo se describen las actividades tomadas en cuenta para la
generación del modelo de clasificación, además se presentan los métodos de recolección de
datos y la forma en la que se compone el dataset utilizado para el análisis. Aquí mismo
se presentan los métodos de extracción de características aplicados, y la optimización de
datos propuesta mediante el proceso de selección de características, mencionando los al-
goritmos implementados.
Capítulo 4. Este capítulo muestra la forma en la que se generan los modelos de clasifi-
cación de actividades infantiles, tomando en cuenta los distintos algoritmos de clasificación
implementados y comparando la generación de modelos con subconjuntos de característi-
cas resultantes del proceso de selección.
Capítulo 5. En el capitulo 5 se presentan los resultados obtenidos a partir de la eva-
luación de los modelos de clasificación generados.
Capítulo 6. Aquí se muestra la discusión de los resultados obtenidos para los distintos
modelos de clasificación evaluados, comparando sus resultados.
Capítulo 7. En el capítulo final de esta tesis se presentan las conclusiones a las que
se llega después de la realización de este trabajo de investigación, además de las contribu-
ciones obtenidas y el trabajo futuro.
Capítulo 2
Estado del Arte
En este capítulo se presentan los conceptos involucrados en el tema de Inteligencia
Ambiental y reconocimiento de actividades humanas, sobre los cuales se basa el presente
trabajo de investigación, además de aquellos conceptos específicos para el área de recono-
cimiento y clasificación de actividades infantiles. También se mencionan los métodos de
Aprendizaje Automático utilizados en la generación del modelo de clasificación, así como
técnicas de selección de características aplicadas y tecnologías comúnmente utilizadas para
este tipo de trabajos. De forma paralela a la descripción de los conceptos y métodos, se
mencionan trabajos relacionados para contrastar las propuestas y trabajos desarrollados
por otros autores con la propuesta mostrada en el presente trabajo.
2.1. Introducción
Con el continuo y gran avance de la tecnología en los últimos años, la Inteligencia
Ambiental ha sido una área que se ha visto enormemente favorecida. Mediante el desarrollo
y surgimiento de nuevos dispositivos y tecnologías, ha sido posible la creación de diversas
aplicaciones en esta área, las cuales han impactado de forma positiva en la sociedad y
vida de los seres humanos. La Inteligencia Ambiental ha hecho posible el desarrollo de
conceptos y disciplinas innovadoras como lo son las Ciudades Inteligentes (Smart Cities)
y el Internet de las Cosas (IoT), eficientando las actividades de los individuos mediante
aplicaciones que facilitan la interacción con su entorno [35, 47, 104, 13, 48, 93, 30, 100].
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Figura 2.1: Metodología general para la Clasificación de Actividades Humanas.
2.2. Clasificación de Actividades Humanas
Entre los distintos temas que abarca la Inteligencia Ambiental, uno que ha tenido gran
relevancia en los últimos años y sobre el cual se han desarrollado numerosos trabajos es el
de clasificación de actividades humanas. El reconocimiento y clasificación de actividades
humanas busca, a partir de cierta fuente de datos, detectar la actividad que está siendo
realizada por determinada persona o grupo de personas, mediante el análisis de un conjunto
de datos recolectados. De manera general, la metodología para la generación de un modelo
de reconocimiento y clasificación de actividades humanas se muestra en la Figura 2.1 y se
describe a continuación:
2.2.1. Recolección de Datos
Cuando se realiza el planteamiento de un modelo de reconocimiento y clasificación de
actividades humanas existen varios aspectos a tomar en cuenta. Un elemento fundamental
para el análisis es la fuente de datos a utilizar, ya que de ello dependerá el uso de otros
elementos para la generación del modelo. Dependiendo de la fuente de datos utilizada se
define la forma de recolección de datos para el modelo.
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Sensores Embebidos
Una de las fuentes de datos más utilizadas en los sistemas de reconocimiento y clasifi-
cación de actividades humanas son los sensores embebidos, los cuales son colocados en las
prendas de la persona para medir alguna característica de interés o detectar algún tipo de
comportamiento o actividad. Los sensores mayormente utilizados para este fin son los ace-
lerómetros, sensores de presión, sensores de temperatura y dispositivos de radiofrecuencia
(RFID) [9, 140, 54, 32, 118, 78, 44, 55, 137].
Teléfonos Inteligentes
El continuo avance en la tecnología de los teléfonos inteligentes ha hecho posible que
éstos puedan fungir como fuente de datos en los sistemas de reconocimiento y clasificación
de actividades, valiéndose de los diversos sensores con los que cuentan. Los principales
sensores presentes en los teléfonos inteligentes utilizados como fuente de datos son:






El tipo de sensor utilizado depende del modelo de clasificación para el que se recolectan
los datos, pudiendo ser más conveniente el uso de uno u otro sensor. De manera general,
los trabajos de reconocimiento y clasificación de actividades humanas que utilizan algún
tipo de sensor presente en los teléfonos inteligentes han venido en aumento en los últimos
años [94, 96, 106, 44, 21, 56, 123, 21].
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Audio
El audio, específicamente el sonido ambiental, ha sido utilizado como fuente de da-
tos en distintos trabajos sobre reconocimiento y clasificación de actividades humanas
[38, 39, 18, 22], ya que provee información suficiente para llevar a cabo el análisis. A
diferencia de otras fuentes de datos, el audio tiene la ventaja de que su captura puede pa-
sar inadvertida para los individuos sujetos al análisis, ya que no es necesario que se porte
algún dispositivo como sucede con otras fuentes de datos, si no que simplemente pueden
situarse micrófonos en el área donde se estén analizando las actividades.
Esta fuente de datos generalmente se utiliza en modelos de reconocimiento de acti-
vidades humanas desarrollados para hogares inteligentes (Smart Homes), ya que resulta
sencillo ubicar los sensores de audio de manera estratégica dependiendo de las actividades
que se quieran analizar. Comúnmente, este tipo de sistemas busca detectar la actividad
realizada por un individuo para brindar algún tipo de servicio.
El uso de los micrófonos presentes en los teléfonos inteligentes se ha vuelto común
cuando se trabaja con el audio como fuente de datos para un sistema de reconocimiento
y clasificación de actividades humanas, ya que al hacer uso de estos micrófonos no se
requiere de dispositivos extra para el proceso de captura de datos, reduciendo así los
costos al utilizar dispositivos con los que las personas cuentan con mayor frecuencia cada
día.
Video
Como se ha mencionado anteriormente, el reconocimiento y clasificación de actividades
humanas es un tema que puede aplicarse en distintas áreas. Muchos de los los trabajos
desarrollados enfocados a sistemas de monitoreo y vigilancia se basan en la utilización de
video como fuente de datos [52, 88, 51, 111, 53, 69]. Los modelos de este tipo principal-
mente buscan predecir actividades o comportamientos de los individuos en base a videos
capturados de actividades realizadas.
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Tabla 2.1: Características de audio comúnmente utilizadas en modelos de Clasificación de
Actividades Humanas.
Dominio del Tiempo Dominio de la Frecuencia
RMS (Root Mean Square) Fundamental frequency
Energy Frequency components
ZCR (Zero Crossing Rate) Spectral centroid
Maximum amplitude Spectral flux
Minimum energy Spectral density
Spectral roll-of
Dispositivos de Radio Frecuencia
El avance de la tecnología, especialmente en los sensores y la electrónica, ha provo-
cado que cada vez sean más variadas las posibles fuentes de datos para los sistemas de
reconocimiento y clasificación de actividades humanas. La tecnología de Identificación por
Radio Frecuencia (RFID) ha sido utilizada en este tipo de modelos de manera exitosa,
ya que mediante el uso de un dispositivo RFID es posible identificar con gran seguridad
y precisión la posición del portador del dispositivo. Generalmente los dispositivos RFID
se utilizan en combinación con otro tipo de sensores para aportar mayor información al
modelo de reconocimiento y clasificación de actividades humanas [37, 125, 97, 72, 6, 134].
2.2.2. Extracción de Características
Una característica de audio es cualquier aspecto medible cualitativa o cuantitativa-
mente de un sonido, estas medidas son una serie de parámetros que representan de forma
compacta la información del sonido y se pueden utilizar para caracterizarla. Mediante un
correcto proceso de extracción, es posible obtener distintas características que se pueden
utilizar para clasificar las señales de audio. Estas características pueden separarse en dos
tipos: dominio del tiempo y dominio de la frecuencia. Algunas de las características co-
múnmente utilizadas para el análisis de audio en modelos de reconocimiento y clasificación
de actividades humanas se muestran en la tabla 2.1.
Aunque es posible obtener un número considerable de características a partir de una
CAPÍTULO 2. ESTADO DEL ARTE 14
señal de audio, es importante considerar el tipo de análisis que se va a realizar sobre los
datos recolectados, ya que ciertas características son más utilizadas que otras para este
tipo de trabajos.
2.2.3. Entrenamiento del Modelo
Una vez que se han llevado a cabo las etapas de captura de datos y extracción de carac-
terísticas, se tienen los elementos necesarios para la generación y entrenamiento del modelo
de clasificación. Para la generación del modelo es necesario implementar un algoritmo de
clasificación, que será el encargado de analizar los datos capturados y clasificarlos en las
clases analizadas. Algunos de los algoritmos de clasificación más utilizados en modelos de
reconocimiento y clasificación de actividades humanas son:
k-Nearest Neighbors (k-NN) [101].
Nearest Centroid (NC) [28].
Random Forests (RF) [11].
Artificial Neural Network (ANN) [70].
Recursive Partitioning Tree (Rpart) [41].
Cada uno de los algoritmos clasificadores mencionados anteriormente se describen en
secciones posteriores en este documento. Entrenar el modelo de clasificación consiste en
“alimentarlo” con un conjunto de datos preetiquetados para su análisis, de forma que el
algoritmo identifique el “comportamiento” de las características que hacen que una clase
se distinga de las demás. Generalmente, de los datos recolectados en el proceso previo
de recolección de datos, se destina un 70% de ellos para la etapa de entrenamiento del
modelo, como en los trabajos presentados por Galván et al. [40], Anguita et al. [7] y Reyes
et al. [95].
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2.2.4. Clasificación de la Actividad
Una vez que el modelo ha sido entrenado, es capaz de recibir nuevas muestras y cla-
sificarlas en base al comportamiento que identificó en los datos durante el proceso de
entrenamiento. Generalmente, de los datos recolectados en el proceso previo de recolección
de datos, se destina un 30% de ellos para la fase de prueba, a partir de la cual se obtiene
la precisión del modelo para clasificar casos nuevos a las clases correctas.
2.3. Modelos de Clasificación
Como se ha mencionado anteriormente, al momento de desarrollar un modelo de reco-
nocimiento y clasificación de actividades humanas uno de los aspectos más importantes a
considerar es el grupo de personas a las que va dirigido el análisis, ya que de ello dependerá
la elección de otros elementos como la fuente de datos, dispositivos de captura, etc. En el
área de reconocimiento y clasificación de actividades humanas se han desarrollado traba-
jos para distintos grupos de interés, cada uno con sus particularidades y consideraciones
propias.
Uno de los grupos de personas para los que se han desarrollado modelos de reconoci-
miento de actividades son los adultos mayores, ya que es un grupo normalmente vulnerable
y para el cual un sistema de este tipo puede resultar útil para ofrecer soluciones a distintas
problemáticas propias de su edad. Tomando en cuenta lo anterior, muchos de los traba-
jos desarrollados están enfocados al cuidado de personas mayores en hogares, en donde
mediante un modelo de reconocimiento y clasificación de actividades es posible detectar
comportamientos o actividades peligrosas para los individuos, ya sea por su edad o por
determinada condición en la que se encuentren [89, 17, 8].
Khan et al. [61]. desarrollaron un sistema de reconocimiento y clasificación de activida-
des humanas basado en video para adultos mayores. En este sistema los autores analizan
seis distintas actividades consideradas anormales para el grupo de personas al que está
dirigido, las actividades son: caída hacia adelante, caída hacia atrás, dolor en el pecho,
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desmayo, vómito y dolor de cabeza.
Ruan et al. [97] proponen un modelo de localización y reconocimiento de actividades,
enfocado a personas adultas, haciendo uso de etiquetas RFID pasivas, con lo cual buscan
atacar el problema de que tienen muchos otros modelos que utilizan sensores y baterías
embebidas en las prendas de las personas o portadas directamente en alguna parte del
cuerpo, lo cual resulta poco práctico en situaciones reales.
Otro de los grupos de individuos para el cual comúnmente se han desarrollado trabajos
de reconocimiento y clasificación de actividades son las personas que padecen algún tipo de
enfermedad. Dependiendo de la condición que padezcan los individuos sujetos al análisis,
los sistemas de reconocimiento de actividades ayudan en la detección de actividades que
puedan poner en peligro la salud de las personas, sirviendo de esta manera como apoyo en
el monitoreo médico [29, 75, 80].
En este sentido, Guo et al. [43] desarrollaron un sistema de reconocimiento de activida-
des para pacientes con enfermedades como Alzheimer, Parkinson o epilepsia, basado en el
acelerómetro y giroscopio presentes en los teléfonos inteligentes, con el cual obtienen una
precisión superior al 80% en el reconocimiento de actividades potencialmente peligrosas
para los pacientes. Para lograr detectar la actividad, el paciente debe traer consigo el te-
léfono inteligente.
Cheng et al. [23] presentan un trabajo enfocado a pacientes con Parkinson para la
detección de actividades utilizando el acelerómetro presente en los teléfonos inteligentes.
Las actividades de interés para este trabajo son: caminar y cambiar de posición (sentarse
y pararse), considerando el tiempo empleado en cada actividad.
El reconocimiento y clasificación de actividades humanas también se ha enfocado en el
desarrollo de sistemas para hogares inteligentes, para detectar actividades realizadas por
los ocupantes y brindar algún tipo de servicio [62, 112, 138]. Mehr et al. [82] desarrollaron
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un sistema de reconocimiento de actividades para hogares inteligentes con el objetivo de
detectar actividades simples como bañarse, arreglarse e ir a trabajar, mediante redes neu-
ronales para el análisis y clasificación de los datos.
Chahuara et al. [18] presentaron un sistema de reconocimiento automático de activida-
des cotidianas para hogares, mediante la combinación de múltiples sensores, actuadores y
equipos de automatización, incluyendo sensores de audio. Bianchi et al. [12] desarrollaron
un sistema de reconocimiento de actividades humanas, haciendo uso de sensores portátiles
y técnicas de aprendizaje profundo para el análisis de datos, enfocado al reconocimiento
y la detección de actividades cotidianas dentro de un hogar inteligente. Los autores men-
cionan que el análisis se realiza sobre 9 distintas actividades y se logra una precisión del
97%.
También se han desarrollado sistemas de reconocimiento y clasificación de activida-
des humanas enfocados a la seguridad, especialmente en la vigilancia a través de video
[121, 3, 20]. Karthikeswaran et al. [59] desarrollaron un modelo para detectar automá-
ticamente comportamientos inusuales en videos de vigilancia, a través de un método de
clasificación lineal adaptativa y marcos de Internet de las Cosas (IoT). Los autores re-
portan una precisión del 97% y mencionan que este sistema puede utilizarse en lugares
generales, por ejemplo, centros comerciales, aeropuertos y estaciones de ferrocarril o en
locales privados donde la seguridad es la principal preocupación.
Otro de los grupos de individuos para los cuales se han desarrollado trabajos en cuanto
a reconocimiento y clasificación de actividades se refiere son los niños. La siguiente sección
profundiza en este tema y describe algunos de los trabajos desarrollados en esta área.
2.4. Clasificación de Actividades Infantiles
Hoy en día es cada vez más común que tanto el padre como la madre en una familia
trabajen fuera de casa, provocando que, en caso de tener hijos pequeños, estos estén al
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cuidado de terceras personas, ya sea familiares o escuelas infantiles, y muchas de las veces
puedan estar realizando actividades potencialmente peligrosas al no estar monitoreados
en todo momento por un adulto. Inclusive al estar en casa, los niños son un grupo muy
susceptible a accidentes domésticos, los cuales en algunos casos pueden ser fatales.
Según la Organización Mundial de la Salud (OMS) [1], algunas de las principales cau-
sas de muerte infantil son: accidentes de tráfico, ahogamientos, caías y quemaduras. A
excepción de los accidentes de tráfico, las otras causas suceden en su mayoría en el hogar y
es por descuido de los padres. Es así como contar con un sistema que ayude a las familias
a monitorear el comportamiento de los niños puede beneficiar significativamente, ya que
ayuda a detectar comportamientos y actividades potencialmente peligrosas.
Se han desarrollado numerosos y diversos trabajos de reconocimiento y clasificación
de actividades enfocados a niños. Boughorbel et al. [14] desarrollaron un sistema de reco-
nocimiento de actividades infantiles mediante la combinación de múltiples sensores (prin-
cipalmente acelerómetros) situados en un dispositivo portátil. Los autores analizan siete
actividades comunes en niños: caminar, acostarse, correr, subir escaleras, caerse, pararse
y otra. En este trabajo se reportan precisiones de hasta 99% para algunas de las activi-
dades analizadas, esta precisión varía dependiendo de las características utilizadas para la
clasificación.
Adaškevičius et al. [2] presentan un sistema de reconocimiento de actividades infantiles
con la finalidad de detectar las actividades y periodos de inactividad que puedan provocar
desórdenes en la salud de los niños. Este modelo basa su funcionamiento en un aceleró-
metro para el proceso de recolección de datos y puede analizar actividades como caminar,
trotar, sentarse y saltar (duración y tipo de actividad). Los autores reportan una precisión
de 87.56% en la clasificación de las actividades analizadas.
Westeyn [126] presentó un sistema de reconocimiento de actividades para controlar el
progreso del desarrollo de los niños con juguetes aumentados, enfocado a detectar niños
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con autismo, entre otro tipo de condiciones. En este trabajo, los juguetes se encuentran
integrados con sensores como cámara, acelerómetro, micrófono, entre otros, que permitan
capturar datos para su análisis.
Kushbu et al. [68] describen un trabajo de reconocimiento de actividades infantiles para
niños de 16 a 29 meses de edad mediante el uso de tarjetas de radio frecuencia (RFID)
y acelerómetros en la pierna, mano y cintura del cuerpo para prevenir accidentes infanti-
les como lesiones no intencionales en el hogar. Las actividades analizadas en este trabajo
son: rodar, quedarse quieto, sentarse, caminar y gatear. Suzuki et al. [113] desarrollaron
un sistema de apoyo para el personal y los padres de los jardines de niños, que ayude a
vigilar las actividades que los infantes realicen. Para este trabajo los autores utilizaron un
acelerómetro situado en la parte superior del brazo del niño.
Al analizar los trabajos desarrollados en el área de reconocimiento y clasificación de
actividades infantiles es posible observar que la gran mayoría de ellos utilizan sensores
incrustados en las prendas de los niños, lo cual presenta las siguientes desventajas:
Interferencia. El hecho de que sea necesario que los sensores sean portados por los
niños hace que en determinadas situaciones los propios sensores puedan dificultar la
realización de las mismas acividades a analizar.
Energía. Al utilizar sensores ubicados en las prendas de los niños, se vuelve necesario
que las baterías se estén reemplazando o recargando constamente, para asegurar un
funcionamiento adecuado del proceso de captura de datos para el modelo.
Daños. Debido a la propia naturaleza en el comportamiento de los niños, al utilizar
sensores incrustados en las prendas, resulta común que estos puedan sufrir daños
ocasionados por la misma realización de las actividades y la ubicación en la que se
encuentran los sensores.
Fiabilidad. Tomando en cuenta todos los factores mencionados en los puntos ante-
riores, al utilizar sensores incrustados en las prendas de los niños es posible que los
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datos capturados presenten variaciones o no sean confiables al 100%, ya que hay
variables que pueden estar afectando la captura.
Como se mencionó anteriormente, los trabajos de reconocimiento y clasificación de ac-
tividades infantiles pueden tener la problemática de la fuente de datos que utilizan, ya que
el proceso de captura de datos no se realiza de manera inadvertida para los niños. De ahí
la importancia de utilizar una fuente de datos que no interfiera con el comportamiento
natural de los niños al momento de estar realizando y analizando las actividades.
2.5. Aprendizaje automático
Como se ha mencionado anteriormente, es cada vez más común encontrar trabajos que
implementan técnicas de Aprendizaje Automático en el área de Inteligencia Ambiental.
Especialmente en el área de análisis de datos, el Aprendizaje Automático es utilizado cada
vez más en temas de diagnóstico y predicción, debido a la característica de analizar datos
de manera eficiente.
El Aprendizaje Automático se centra en el desarrollo de modelos que pueden cambiar
o adaptarse cuando se alimentan con datos nuevos. El proceso de Aprendizaje Automá-
tico es en parte similar al de la minería de datos, ambos analizan datos para encontrar
patrones. Sin embargo, en el Aprendizaje Automático este análisis no se realiza para pre-
sentar información para la comprensión humana, como lo es en la minería de datos, sino
que se utilizan esos datos para detectar patrones y ajustar las acciones a realizar por el
modelo. Como se mencionó en la sección introductoria de este documento, los algoritmos
de Aprendizaje Automático se clasifican, de manera general, en supervisados y no super-
visados. Los algoritmos supervisados analizan nuevos datos para encontrar similitudes con
datos previamente analizados (proceso de entrenamiento), mientras que los algoritmos no
supervisados pueden formar inferencias a partir de un conjunto de datos.
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Un gran número de problemas cae en el llamado “Aprendizaje Inductivo” [77], la prin-
cipal diferencia entre ellos radica en el tipo de objetos que se intentan predecir. Algunas
clases habituales son las siguientes:
Regresión. En los problemas de regresión, los valores de los conjuntos que se desean
reproducir deben tener un valor continuo, siendo este el valor que se desea reproducir.
Para ello se seleccionan las características con las que se realizarán las predicciones, a
las que se denominan variables independientes. Una vez realizado esto se debe definir
una fórmula matemática y calcular los parámetros de modo que al introducir las ca-
racterísticas se obtenga el valor deseado. Esta se conoce como variable dependiente.
Entre los modelos matemáticos más populares que se utilizan en este tipo de proble-
mas son: la regresión lineal [105], los bosques de regresión y las redes neuronales de
regresión [109].
Clasificación. En los problemas de clasificación los valores de los conjuntos que se
desean reproducir deben ser categorías [66]. Uno de los casos más habituales es tener
únicamente dos posibles categorías: verdadero o falso, a lo que se llama clasificación
binaria. Cuando se tienen más de dos categorías, los problemas se denominan clasifi-
cación multiclase. Al igual que en los problemas de regresión es necesario identificar
las variables independientes, la fórmula y los parámetros con los que se predice la
variable dependiente. Solo que en este caso la variable dependiente es discreta. Una
forma de ver el resultado de los modelos en estos problemas es mediante el uso de la
matriz de confusión. Este tipo de matriz es una tabla de resultados en la que se com-
para los valores reales con los predichos. Algunos términos importantes relacionados
con la matriz de confusión son:
• Verdadero positivo: cuando el resultado real es verdadero y el valor predicho
también es verdadero.
• Verdadero negativo: cuando el resultado real es falso y el valor predicho también
es falso.
• Falso positivo: cuando el resultado real es falso pero el valor predicho es verda-
dero.
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• Falso negativo: cuando el resultado real es verdadero pero el valor predicho es
falso.
La calidad y eficiencia de los modelos se mide con diferentes parámetros como la
precisión (“Accuracy”), la exactitud (“Precision”), la exhaustividad (“Recall”) y el F1.
En primer lugar, la precisión es el porcentaje de acierto. Por otro lado, la exactitud
es el porcentaje de acierto en la categoría que se considera positiva. La exhausti-
vidad es el porcentaje de acierto entre los valores que son positivos en la realidad.
Finalmente, F1 es un promedio ponderado de la exactitud y la exhaustividad. Los
modelos matemáticos más populares que se utilizan en este tipo de problemas son:
el K vecino más cercano (k-NN) [90], la regresión logística [64], las máquinas de
vectores de soporte (SVM) [27] y las redes neuronales artificiales [141].
2.5.1. Algoritmos Clasificadores
Una parte fundamental de las aplicaciones que hacen uso del Aprendizaje Automático
es el algoritmo clasificador que se utiliza, ya que existen distintos algoritmos que se pueden
implementar, dependiendo del tipo de problema que se quiere solucionar. Algunos de los
algoritmos clasificadores más comunes son los siguientes:
k-Nearest Neighbors (k-NN)
Este método ha sido ampliamente utilizado en diferentes aplicaciones estadísticas. Pre-
senta un enfoque no paramétrico, donde su base consiste en, a partir de un conjunto de
datos de entrenamiento, un grupo de muestras k se identifica por ser el más cercano a las
muestras desconocidas. Para desarrollar este proceso, se calcula la distancia euclidiana,
definida como ||−→x −−→y ||, entre un conjunto dado de consultas y las entradas, identificando
los puntos de entrada más cercanos para cada consulta. Luego, la salida de las muestras
desconocidas se determina calculando el promedio de las características de entrada, en
función de las muestras iniciales [116]. Este algoritmo de clasificación ha sido utilizando
en diversos trabajos sobre reconocimiento y clasificación de actividades humanas [21, 55].
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Nearest Centroid (NC)
Este método de clasificación ha sido utilizado en diversos trabajos de reconocimiento
de actividades humanas [91], presenta un enfoque de agrupamiento particional, donde los
objetos de datos se agrupan en k grupos, dependiendo de su similitud. El parámetro k
debe especificarse inicialmente. La primera selección de centroides se realiza al azar. Para
medir la cercanía entre un centroide y un objeto de datos, se calcula la distancia euclidiana.
Luego, después de esta primera agrupación, se obtiene un nuevo centroide para cada grupo,
así como la distancia entre cada objeto de datos a cada centro, reasignando los puntos de
datos de acuerdo con la distancia. El punto en un grupo se trata como el centroide si
la suma de todas las distancias entre este punto y todos los objetos del grupo logran la
minimización óptima. El objetivo principal de NC es minimizar la suma de distancias entre
los objetos de un grupo y su centroide [25].
Random Forests (RF)
Este clasificador fue desarrollado por Breinman et al. [15] y ha sido utilizado en distintos
trabajos [85, 46]. Su desempeño consiste en dos niveles de aleatoriedad para la construcción
de los árboles, comenzando con una versión de arranque de un conjunto de datos de
entrenamiento, llamado bagging, donde un subconjunto de los datos de entrenamiento
está destinado a cada árbol, basado en el principio de reemplazo, mientras que los datos
restantes se usan para estimar el error, calculando el error fuera de bolsa (OOB). Luego, en
el segundo nivel de árboles, se selecciona aleatoriamente un subconjunto de características
y se agrega a cada nodo a lo largo del crecimiento de los árboles de decisión. En cada nodo,
se selecciona la mejor característica, buscando reducir el error de etiqueta. Este método
basa su técnica de clasificación por el principio del voto mayoritario de todos los árboles de
decisión. Este proceso se repite de forma recursiva hasta alcanzar una profundidad definida
en el bosque o el número de muestras en un nodo no excede un umbral [139, 119].
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Artificial Neural Network (ANN)
En este método, se realiza la búsqueda de una tarea específica basada en la correlación
entre características. Su proceso consiste en un aprendizaje o entrenamiento que se asemeja
al comportamiento de las redes neuronales biológicas. A través de una serie de etiquetas
diferentes contenidas por nodos o neuronas, las ANN intentan encontrar un modelo rela-
cional entre las características de entrada y el resultado. Tres elementos principales están
presentes en este método:
1. Un conjunto de sinapsis o conexiones caracterizadas por un “peso”, donde la señal
de entrada está conectada a una neurona a través de su producto con el peso en esa
conexión.
2. Un sumador, que agrega las contribuciones de una señal golpeada por todos los pesos.
3. Una función de activación, equivalente a una función de transferencia, que está afec-
tando a las neuronas, permitiendo limitar la amplitud del resultado, proporcionando
un rango permisible para la señal de resultado en términos de valores finitos [136].
Las redes neuronales artificiales son uno de los métodos de clasificación más utiliza-
dos en los últimos años en los trabajos de reconocimiento y clasificación de actividades
humanas, ya que han mostrado buenos resultados y desempeño [49, 50, 45, 86].
Recursive Partitioning Tree (Rpart)
Este es un método estadístico para el análisis multivariado que separa las muestras en
diferentes grupos de riesgo homogéneos para determinar los predictores de supervivencia
[131, 130]. El algoritmo consiste en seleccionar el predictor que proporciona la división ópti-
ma, de modo que cada uno de los subgrupos sea más homogéneo con respecto al resultado.
Estos subgrupos se dicotomizan en subgrupos más pequeños y más homogéneos de acuerdo
con la característica que presenta las mejores divisiones para cada subgrupo. Se realiza un
proceso iterativo continuo hasta presentar pocos valores para divisiones adicionales. El pro-
ceso de poda se aplica al árbol de partición original para recortar los árboles hasta el punto
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donde se maximiza la precisión predictiva general, evitando el sobreajuste en los datos [73].
2.6. Resumen
En este capítulo se presentaron los términos relacionados con el tema de reconocimien-
to y clasificación de actividades infantiles utilizando sonido ambiental.
Al inicio del capítulo se abordaron los conceptos relacionados con la clasificación de
actividades humanas y la metodología general para la construcción de un modelo de este
tipo: 1) Recolección de datos; 2) Extracción de características; 3) Entrenamiento del mo-
delo; 4) Clasificación de la actividad. Se detalló cada uno de estos 4 puntos.
Enseguida se presentaron modelos de clasificación diseñados por otros autores, además
de explicar las diferencias y particularidades de cada tipo de modelo, en donde se dis-
tinguen 2 aspectos importantes a tomar en cuenta al momento de diseñar un modelo de
reconocimiento y clasificación de actividades humanas: 1) El grupo de individuos a los que
va dirigido el análisis; 2) La fuente de datos a utilizar. En esta parte se revisaron distintos
trabajos presentados enfocados a diferentes grupos de personas como lo son adultos ma-
yores, personas enfermas y sistemas de monitoreo.
Avanzando en el capítulo se trató también específicamente el tema de reconocimiento
y clasificación de actividades infantiles, mencionando algunos de los trabajos reportados,
las fuentes de datos que utilizan, las actividades que toman en cuenta para el análisis y
la forma en que lo realizan. Se detectó que los trabajos enfocados a niños generalmente
utilizan como fuente de datos sensores incrustados en las prendas de los niños, lo que pue-
de traer diversos problemas al modelo e inclusive interferir con el comportamiento natural
de los niños al momento de estar realizando las actividades. En este sentido, se comentó
también que el enfoque del presente trabajo es utilizar una fuente de datos que no inter-
fiera con las actividades al momento de la captura de datos, como lo es el sonido ambiental.
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En la parte final de este capítulo se presentó el tema de Aprendizaje Automático,
mencionando sus principales características y la forma en que sus técnicas se aplican al
área de reconocimiento y clasificación de actividades humanas. Además se presentaron los
principales algoritmos clasificadores utilizados en la generación de modelos de clasificación.
De forma paralela también se fueron mencionando trabajos que hacen referencia al uso de
los distintos algoritmos clasificadores en esta área.
Capítulo 3
Extracción y Selección de
Características
Este capítulo presenta lo referente a los procesos de extracción y selección de carac-
terísticas a partir de los audios capturados del sonido ambiental. Se describe cómo está
conformado el dataset, cuáles son las características extraídas y analizadas, además de las
técnicas utilizadas para la extracción y selección de características.
3.1. Introducción
La fuente de datos es un elemento fundamental en la generación de un modelo de re-
conocimiento y clasificación de actividades humanas, especialmente cuando se enfoca en
niños, por las complejidades que esto ocasiona. Las fuentes de datos utilizadas en los tra-
bajos presentados en el capítulo anterior en su mayoría consistían en sensores incrustados
en las prendas de los niños. En el presente trabajo se propone la utilización de una fuente
de datos que no se base en dispositivos portados por los individuos: el sonido ambiental.
Al utilizar el sonido ambiental como fuente de datos se tiene la ventaja de que los niños
realizan las actividades sin portar ningún tipo de sensor y los datos recolectados del sonido
ambiental proporcionan suficiente información para su análisis y la respectiva clasificación
de las actividades.
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Tabla 3.1: Descripción general de las actividades analizadas.
Actividad Descripción
Caminar Moverse a velocidad media de un lugar a otro
Correr Moverse rápidamente de un lugar a otro
Jugar Manipular objetos plásticos
Llorar Emitir sonido de llanto en reacción a algún evento
3.2. Dataset
En la mayoría de los trabajos presentados en el capítulo anterior sobre reconocimiento
y clasificación de actividades infantiles, comúnmente se analizan actividades detectables
mediante el movimiento, como caminar, correr o saltar, debido a que esos trabajos utilizan
como fuente de datos sensores de movimiento, como el acelerómetro. Con el objetivo de
analizar diferentes tipos de actividades y, en especial, tener una fuente de datos que no
interfiera en las actividades que realizan los niños, en el presente trabajo el conjunto de
datos se compone por grabaciones de audio de cuatro actividades comúnmente realizadas
por niños de 12 a 36 meses de edad, en un ambiente residencial: caminar, correr, jugar
y llorar, dos de las cuales no son detectables a través de sensores de movimiento (jugar
y llorar). La Tabla 3.1 muestra la descripción de las actividades analizadas en este trabajo.
Para la conformación del dataset utilizado en el presente trabajo, 10% de los sonidos
fueron generados de manera propia y 90% fueron tomados de Internet, a través de una
búsqueda de audios sobre actividades infantiles, la cual se llevó a cabo el 3 de Octubre de
2018 [36, 132].
A partir del proceso de adquisición de datos, se obtuvieron un total de 146 grabaciones
(considerando las grabaciones propias y las tomadas de Internet), las cuales se dividie-
ron en 2716 clips de 10 segundos. Como se muestra en [33, 114], los clips de audio de 10
segundos parecen ser lo suficientemente largos para obtener información potencialmente
útil en el proceso de clasificación de actividades mediante el análisis del sonido ambiental.
En el conjunto de datos utilizado, las grabaciones de audio con una duración superior a
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Tabla 3.2: Clips de audio por actividad.
Generadas Tomadas de Internet Total
Actividad Grabaciones Clips Grabaciones Clips Grabaciones Clips
Caminar 10 65 30 652 40 717
Correr 9 81 30 611 39 692
Jugar 9 67 17 636 26 703
Llorar 8 72 33 532 41 604
Tabla 3.3: Dispositivos de Grabación.
Dispositivo Procesador Sistema Operativo
Lanix Ilium s620 MediaTek MT6582 quad-core Android 4.2.2
Motorola Moto G4 Snapdragon617 Android 6.0.1
Hisense u965 MediaTek MT6580 Android 8.1.0
10 segundos se dividieron para generar una mayor cantidad de muestras. La Tabla 3.2
muestra el número de grabaciones obtenidas para cada actividad, así como el número de
clips de 10 segundos generados.
3.2.1. Dispositivos de Grabación
Para realizar las grabaciones de los clips de audio correspondientes a la parte del dataset
generado de manera propia se utilizaron 3 dispositivos móviles, de los cuales se muestra
su descripción en la Tabla 3.3.
3.2.2. Metadatos
En referencia al proceso de grabación de los clips de audio, este se realizó utilizando
diferentes dispositivos y diferentes configuraciones, además considerando las grabaciones
tomadas de Internet. El conjunto de datos de este trabajo incluye clips de audio con una
frecuencia de muestreo entre 44100 Hz y 96000 Hz, en canales estéreo y mono. La Tabla
3.4 muestra los metadatos de los clips de audio presentes en el dataset para cada actividad.
Las características presentadas en la Tabla 3.4 aseguran una calidad aceptable para los
archivos de audio grabados y definen los parámetros necesarios para futuras grabaciones
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Tabla 3.4: Metadatos de los clips de audio.
Actividad Frecuencia de muestreo Formato de codificación Canales
Caminar 44100 Hz - 96000 Hz mp3,wav,flac,aiff Mono, Stereo
Correr 44100 Hz - 48000 Hz mp3,wav,flac Mono, Stereo
Jugar 44100 Hz - 96000 Hz mp3,wav Mono, Stereo
Llorar 44100 Hz - 96000 Hz mp3,wav Mono, Stereo
con el fin de expandir el conjunto de datos.
3.3. Extracción de Características
Uno de los elementos fundamentales para los modelos de reconocimiento y clasificación
de actividades humanas es el proceso de extracción de características. La extracción de
características es el proceso mediante el cual se obtiene información de los clips de audio.
Esta información se utiliza para diferenciar el tipo de actividad a la que pertenece la
grabación, ya que para cada tipo de actividad, los clips de audio contienen diferentes
medidas para sus características extraídas.
3.3.1. Características de Audio
Se han propuesto una gran variedad de características de la señal para la clasificación
de audio en general. Una gran parte de estas características consiste en características de
señal de bajo nivel, que incluyen parámetros tales como la velocidad de cruce por cero, el
ancho de banda de la señal, el centroide espectral y la energía de la señal [84, 42, 129, 133].
Por lo general, tanto los promedios como las variaciones de estas propiedades de señal se
incluyen en el conjunto de características.
Un segundo conjunto de características importantes consiste en los Coeficientes Ceps-
trales de Frecuencia de Mel (MFCC) [81, 34]. Esta descripción paramétrica de la envoltura
espectral tiene la ventaja de ser independiente del nivel y de producir bajas correlacio-
nes mutuas entre diferentes características [128]. La clasificación basada en un conjunto
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de características que no están correlacionadas es típicamente más fácil que la basada en
características con correlaciones.
Tanto las características de señal de bajo nivel como los MFCC se han utilizado co-
múnmente para modelos de clasificación de audio en general. En los siguientes puntos
se describe el conjunto de características utilizado para este trabajo de reconocimiento y
clasificación de actividades infantiles mediante sonido ambiental.
3.3.2. Proceso de Extracción de Características
Este punto describe la forma en la que se llevó a cabo el proceso de extracción de ca-
racterísticas, así como la forma en la que fueron procesados los clips de audio y el conjunto
de características elegidas para llevar a cabo el análisis de las actividades definidas.
Preprocesamiento de los audios
Debido a que el conjunto de datos contiene archivos de audio de diferentes longitudes,
estos se dividieron en clips de 10 segundos, lo que hace que todas las muestras analizadas
tengan la misma longitud.
Conjunto de características
Cada clip de 10 segundos se transforma en una matriz, donde cada posición representa
la magnitud de la función correspondiente para ese clip de audio. Para evitar problemas
con la diferencia en los canales de las grabaciones (Mono y Estéreo), todas las muestras se
convirtieron al tipo Mono. La Tabla 3.5 muestra el conjunto de 34 características extraídas
para cada clip de audio de 10 segundos.
Se extrajeron un total de 34 características para cada clip de 10 segundos, por lo que
la base de datos para la comparación de los algoritmos de clasificación estaba contenida
por 2716 registros con 34 características cada uno
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Tabla 3.5: Características Extraídas.
Índice Nombre Descripción
1 Zero Crossing Rate Tasa de cambio de signo de la señal durante la duración
de un cuadro particular.
2 Energy Suma de los cuadrados de los valores de señal, norma-
lizados por la longitud respectiva.
3 Entropy of Energy Entropía de las energías normalizadas de las subtra-
mas. Se puede interpretar como una medida de cambios
abruptos.
4 Spectral Centroid Centro de gravedad del espectro.
5 Spectral Spread Segundo momento central del espectro.
6 Spectral Entropy Entropía de las energías espectrales normalizadas para
un conjunto de subtramas.
7 Spectral Flux Diferencia cuadrada entre las magnitudes normalizadas
de los espectros de los dos cuadros sucesivos.
8 Spectral Rollof Frecuencia por debajo de la cual se concentra el 90%
de la distribución de la magnitud del espectro.
9-21 MFCC’s Coeficientes cepstrales en las frecuencias de Mel for-
man una representación cepstral donde las bandas de
frecuencia no son lineales sino que se distribuyen de
acuerdo con la escala de Mel.
22-33 Chroma Vector Representación de 12 elementos de la energía espectral
en la que los contenedores representan las 12 clases de
tono temperamental de música de tipo occidental (es-
paciado de semitonos).
34 Chroma Deviation Desviación estándar de los 12 coeficientes de croma.
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Es importante mencionar que este conjunto de características se eligió debido a que
estas se han utilizado comúnmente en trabajos relacionados sobre procesamiento y análisis
de audio [103, 124, 120], especialmente los Coeficientes Cepstrales en la frecuencia de Mel,
siendo una de las características más sólidas en el área de reconocimiento y clasificación
de actividades mediante sonido [110, 38, 99, 79].
3.4. Selección de Características
La selección de características, también llamada selección de variables o selección de
atributos, es uno de los conceptos principales en el Aprendizaje Automático, ya que su
implementación impacta directamente en el desempeño del modelo creado. Las caracte-
rísticas seleccionadas de los datos para entrenar el modelo tienen una gran influencia en
el desempeño de este. Las características irrelevantes o parcialmente relevantes pueden
afectar negativamente el rendimiento del modelo, y es por esta causa que la selección de
características debe ser el primer y más importante paso del diseño de un modelo de cla-
sificación [31].
La selección de características es el proceso en el que selecciona automática o manual-
mente las características que más contribuyen a su variable de predicción o salida en la que
está interesado. Tener características irrelevantes en los datos puede disminuir la precisión
de los modelos y hacer que el modelo aprenda basándose en características irrelevantes
[63]. La selección de características es diferente a la reducción de dimensionalidad. Ambos
métodos buscan reducir el número de atributos en el conjunto de datos, pero un método de
reducción de dimensionalidad lo hace creando nuevas combinaciones de atributos, mientras
que los métodos de selección de características incluyen y excluyen atributos presentes en
los datos sin cambiarlos. En este sentido, el proceso de selección de características trae las
siguientes ventajas:
Reduce el sobreajuste. El principal beneficio de la selección de funciones es que
reduce el sobreajuste. Al eliminar datos extraños, permite que el modelo se centre solo
en las características importantes de los datos y se dejen de lado las características
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que no importan [76].
Precisión. Otro beneficio de eliminar información irrelevante es que mejora la pre-
cisión de las predicciones del modelo, ya que las características irrelevantes pueden
provocar que el modelo se “confunda” durante el proceso de clasificación [58].
Tiempo de Cálculo. El proceso de selección de características también reduce el
tiempo de cálculo involucrado para obtener el modelo, ya que resulta más sencillo
para el modelo trabajar con un subconjunto reducido de datos en lugar de trabajar
con el conjunto de datos original [65].
Sencillez. Tener un número menor de características hace que el modelo sea más
interpretable y fácil de entender.
En general, la selección de características es clave para los modelos de clasificación ya
que ayuda a aumentar la precisión de los mismos al momento de la predicción de datos.
3.4.1. Métodos de Selección de Características
Los métodos de selección de características tienen como finalidad reducir el número
de variables de entrada a aquellas que se consideran más útiles para un modelo a fin de
predecir la variable objetivo. Algunos problemas de modelado predictivo tienen una gran
cantidad de variables que pueden retrasar el desarrollo y la capacitación de los modelos y
requieren una gran cantidad de memoria del sistema. Además, el rendimiento de algunos
modelos puede verse afectado al incluir variables de entrada que no son relevantes para la
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Métodos de envoltura
Los métodos de envoltura calculan modelos con un cierto subconjunto de características
y evalúan la importancia de cada característica. Luego iteran y prueban un subconjunto
diferente de características hasta que se alcanza el subconjunto óptimo. Dos inconvenientes
de este método son el gran tiempo de cálculo para los datos con muchas características, y
que tiende a sobreajustar el modelo cuando no hay una gran cantidad de puntos de datos.
Los métodos de envoltura más notables de selección de características son la selección
hacia adelante (forward selection), la eliminación hacia atrás (backward elimination) y la
selección por pasos (stepwise selection) [67, 19].
Métodos de filtro
Los métodos de filtro utilizan una medida distinta de la tasa de error para determinar
si esa característica es útil. En lugar de ajustar un modelo (como en los métodos de envol-
tura), se selecciona un subconjunto de las características clasificándolas por una medida
descriptiva útil. Los beneficios de los métodos de filtro son que tienen un tiempo de cálculo
muy bajo y no sobreajustarán los datos. Sin embargo, un inconveniente es que son ciegos
a cualquier interacción o correlación entre características. Tres métodos de filtro diferentes
son ANOVA, correlación de Pearson y umbral de varianza [67, 19].
Es común utilizar medidas estadísticas de tipo de correlación entre las variables de
entrada y salida como base para la selección de características del filtro. Como tal, la
elección de medidas estadísticas depende en gran medida de los tipos de datos variables.
Los tipos de datos comunes incluyen numéricos (como la altura) y categóricos (como una
etiqueta), aunque cada uno puede subdividirse aún más, como números enteros y flotantes
para variables numéricas, y booleanos, ordinales o nominales para variables categóricas.
Cuanto más se sepa sobre el tipo de datos de una variable, más fácil será elegir una medida
estadística adecuada para un método de selección de características basado en filtros.
CAPÍTULO 3. EXTRACCIÓN Y SELECCIÓN DE CARACTERÍSTICAS 36
Métodos embebidos
Los métodos embebidos realizan la selección de características como parte del proceso
de creación del modelo. La regresión Lasso y Ridge son los dos métodos de selección de
características más comunes de este tipo, y el árbol de decisión también crea un modelo
utilizando diferentes tipos de selección de características [19].
3.4.2. Proceso de Selección de Características
Como se mencionó en el punto anterior, existen distintos tipos de métodos de selección
de características, en donde para cada método se pueden encontrar algoritmos con dife-
rentes enfoques, pero todos con el objetivo de reducir el número de datos para el modelo
de clasificación, con los beneficios ya explicados que esto trae.
A partir del conjunto de datos resultante del proceso de extracción de características,
en el presente trabajo se implementaron dos métodos de selección de características:
Criterio de Akaike
Algoritmos Genéticos
A continuación se describe la forma de funcionamiento de los métodos de selección de
características aplicados así como la forma en la que fueron implementados y los resultados
obtenidos.
Criterio de Akaike
El criterio de información de Akaike (AIC) [4] es una medida de la bondad de ajuste
de un modelo estadístico. Se puede decir que describe la relación entre el sesgo y varianza
en la construcción del modelo, o hablando de manera general acerca de la exactitud y
complejidad del modelo.
El AIC no es una prueba del modelo en el sentido de prueba de hipótesis. Más bien,
proporciona un medio para la comparación entre los modelos de una herramienta para la
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selección del modelo [122]. Dado un conjunto de datos, varios modelos candidatos pueden
ser clasificados de acuerdo a su AIC, siendo el mejor el modelo que tiene el AIC mínimo. A
partir de los valores de la AIC también se puede inferir que, por ejemplo, los dos primeros
modelos están más o menos empatados y el resto son mucho peores. En general, el AIC se
define como:
AIC = 2k − 2ln(L) (3.1)
Donde:
k es el número de parámetros del modelo.
ln(L) es la función de log-verosimilitud para el modelo estadístico.
Para los conjuntos de datos más pequeños, la AICc se aplica la corrección de segundo
orden:
AICc = AIC +
2k(k + 1)
N − k − 1
=
2Nk
N − k − 1
− 2ln(L) (3.2)
Donde:
N es el tamaño de la muestra de datos.
k es el número de parámetros del modelo.
El AIC no es una prueba del modelo en el sentido de la prueba de hipótesis, sino que
es una prueba entre los modelos, una herramienta para la selección del modelo.
Aplicando lo anterior al presente trabajo sobre reconocimiento y clasificación de activi-
dades infantiles, en esta etapa, se realizó un proceso de selección de características basado
en el criterio de Akaike, con el objetivo de reducir el número de características, seleccio-
nando aquellas que presentan la información más significativa para diferenciar las clases a
las que pertenecen las muestras de audio.
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MFCCs (1, 3 - 13)
Chroma Vector (2, 4, 6 - 10)
Chroma Deviation
Siguiendo este principio, se generaron modelos que toman en cuenta todas las combi-
naciones posibles formadas con las 34 características extraídas, calculando posteriormente
el AIC para cada uno de estos modelos. Luego, los modelos se clasifican según su AIC,
siendo el mejor de ellos el que tiene el AIC más bajo. Las características que forman el
mejor modelo, según el AIC, se muestran en la Tabla 3.6.
Se puede observar en la Tabla 3.6 que el modelo seleccionado por este método cuenta
con 27 características. Este subconjunto de características extraídas se tomará para la
generación de algunos de los modelos de clasificación de actividades infantiles detallados
en secciones posteriores.
Algoritmos genéticos
Para esta etapa, se implementó el algoritmo genético (AG) “Galgo” [117], utilizando
cinco métodos de clasificación diferentes, para obtener subconjuntos de cinco característi-
cas. Estos métodos de clasificación son k-NN, NC, RF, ANN y Rpart.
Galgo es un paquete desarrollado bajo el lenguaje R [115], implementado con un enfo-
que orientado a objetos y basado en una función de ajuste general para guiar la selección
de características. El procedimiento de Galgo está diseñado para comenzar con una po-
blación aleatoria de subconjuntos de características, conocidos como cromosomas. Cada
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cromosoma se evalúa midiendo su capacidad para predecir una salida o una característica
dependiente, en función de la precisión. Para esta evaluación, se incluye un método de cla-
sificación. La idea principal es reemplazar la población inicial por una nueva que incluya
características de diferentes cromosomas que presenten una mayor precisión de clasifica-
ción. Este proceso se repite suficientes veces para lograr el nivel deseado de precisión. La
mejora progresiva de la población cromosómica se realiza mediante un proceso inspirado
en la selección natural, basado en tres principios: selección, mutación y cruce.
En resumen, la aplicación de Galgo consta de cuatro etapas principales:
1. Configuración del Análisis. En esta etapa se establecen los parámetros del algo-
ritmo, incluidos los datos de entrada, el resultado, el modelo estadístico, la precisión
deseada, el esquema de estimación de errores, el método de clasificación, entre otros.
2. Búsqueda de modelos multivariados relevantes. Esta etapa consiste en el pro-
ceso de selección que comienza con la población aleatoria de cromosomas, basada en
un método de clasificación, buscando las mejores soluciones locales.
3. Refinamiento y análisis de las soluciones locales. Los cromosomas selecciona-
dos están sujetos a una estrategia de selección hacia atrás, ya que, incluso cuando
estos cromosomas presentan la mejor precisión, podría haber características incluidas
en el modelo que no contribuyen significativamente al valor de ajuste. El objetivo de
esta estrategia es derivar una población cromosómica que contenga solo característi-
cas que contribuyan efectivamente a la precisión de la clasificación.
4. Desarrollo de un modelo estadístico final. Finalmente, se obtiene un único mo-
delo representativo basado en una estrategia de selección directa, donde, de acuerdo
con una inclusión gradual, se seleccionan los genes más frecuentes presentados en la
población de cromosomas.
Como se mencionó anteriormente, Galgo evalúa la capacidad de los cromosomas para
predecir una salida o una característica mediante un método de clasificación. Los métodos
de clasificación utilizados para este trabajo en esta etapa son:
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Tabla 3.7: Configuración general de parámetros experimentales para el algoritmo genético
“GALGO”
Parámetro Valor Descripción
data Matriz de datos
de 2,672 x 34.
Marco de datos que con-
tiene las muestras utiliza-
das (muestras en colum-









chromosomeSize 5 Tamaño de los cromoso-
mas (el número de varia-
bles / genes incluidos en
los modelos).
niches 2 Número de nichos (el ni-
cho representa un con-
junto de cromosomas).
goalFitness 0.90 Valor de ajuste deseado
(fracción de clasificación
correcta).







Para la implementación del Algoritmo Genético en la selección de características, se
definió la configuración inicial mostrada en la Tabla 3.7.
Es importante mencionar que para seleccionar el tamaño del cromosoma, la configura-
ción presentada por defecto por Galgo, que es cinco, se respetó debido a diferentes puntos.
CAPÍTULO 3. EXTRACCIÓN Y SELECCIÓN DE CARACTERÍSTICAS 41
Figura 3.1: Evolución de los modelos generados por Galgo para el método de clasificación
k-NN.
Primero, debido a que el tamaño del conjunto de datos no es muy grande, por lo que se
quería reducir el modelo a un tamaño que no comprometiera el rendimiento de la clasifica-
ción, además de querer evitar la aleatoriedad en el desarrollo del modelo final, para probar
la robustez de la selección de características. Por otro lado, este es el número que Galgo
asigna de forma predeterminada si el usuario no especifica el tamaño del cromosoma por-
que, según su descripción informada en la literatura, este es el número de cromosomas que
ha presentado el mejor rendimiento para la función selección hacia los diferentes enfoques.
Este es el mismo caso para la selección del número de nichos [117].
Las Figuras 3.1, 3.2, 3.3, 3.4 y 3.5 muestran el rendimiento del ajuste para cada una de
las 200 generaciones desarrolladas para los métodos de clasificación, k-NN, NC, ANN, RF
y Rpart respectivamente. A partir de estos gráficos se puede observar que la Figura 3.4, que
corresponde a RF, es el ajuste (representada en el eje Y) con mayor precisión desde el co-
mienzo del proceso, siendo estable en términos del proceso evolutivo del algoritmo genético.
Las Figuras 3.6, 3.7, 3.8, 3.9, 3.10, 3.11, 3.12, 3.13, 3.14 y 3.15 muestran la frecuencia
de aparición de las características en los 300 modelos desarrollados para los métodos de
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Figura 3.2: Evolución de los modelos generados por Galgo para el método de clasificación
NC.
Figura 3.3: Evolución de los modelos generados por Galgo para el método de clasificación
ANN.
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Figura 3.4: Evolución de los modelos generados por Galgo para el método de clasificación
RF.
Figura 3.5: Evolución de los modelos generados por Galgo para el método de clasificación
Rpart.
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Figura 3.6: Evolución del rango con el clasificador k-NN para las características más fre-
cuentes.
Tabla 3.8: Subconjunto de cinco características elegido por el algoritmo genético para cada
clasificador.
Clasificador Características
k-NN ZCR, Spectral Spread, MFCC1, MFCC2, MFCC5
NC Energy, Spectral Spread, MFCC1, MFCC6, MFCC11
ANN Energy, Spectral Centroid, Spectral Spread, MFCC6, MFCC7
RF Energy, Spectral Spread, Spectral Rollof, MFCC2, MFCC3
Rpart Energy, Spectral Centroid, Spectral Rollof, MFCC1, MFCC2
clasificación k-NN, NC, ANN, RF y Rpart, respectivamente. . Esas características presen-
tadas en color negro son las cinco que presentaron la mayor frecuencia de aparición, por lo
tanto, seleccionadas como las más representativas. De estos, los algoritmos de bajo costo
computacional (como k-NN, Rpart y NC) adquieren una frecuencia estable (mostrada en
el eje Y) para las características seleccionadas, mientras que los modelos complejos, co-
mo ANN y RF, tienden a clasificar los genes con la capacidad para describir los fenómenos.
A partir de las Figuras 3.6, 3.8, 3.10, 3.12 y 3.14, la Tabla 3.8 muestra el subconjunto de
cinco características determinado por Galgo para cada uno de los clasificadores analizados.
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Figura 3.7: Las cinco características elegidas para el clasificador k-NN según su frecuencia.
Figura 3.8: Evolución del rango con el clasificador NC para las características más frecuen-
tes.
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Figura 3.9: Las cinco características elegidas para el clasificador NC según su frecuencia.
Figura 3.10: Evolución del rango con el clasificador ANN para las características más
frecuentes.
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Figura 3.11: Las cinco características elegidas para el clasificador ANN según su frecuencia.
Figura 3.12: Evolución del rango con el clasificador RF para las características más fre-
cuentes.
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Figura 3.13: Las cinco características elegidas para el clasificador de RF según su frecuencia.
Figura 3.14: Evolución del rango con el clasificador Rpart para las características más
frecuentes.
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Figura 3.15: Las cinco características elegidas para el clasificador Rpart según su frecuencia.
3.5. Resumen
En este capítulo se presentó la forma en la que en en este trabajo se llevan a cabo
los procesos de extracción y selección de características. En la parte inicial del capítulo
se describieron en primer lugar las actividades tomadas en cuenta para su análisis en el
presente trabajo sobre reconocimiento y clasificación de actividades infantiles, además se
describió el dataset utilizado, así como dispositivos utilizados para su generación.
De manera general, el capítulo describió dos procesos principales e importantes en la
generación de modelos de clasificación: extracción de características y selección de carac-
terísticas. En la parte de extracción de características se presentaron y describieron las
características extraídas de los audios así como la justificación para la elección de estas.
En la parte de selección de características se mencionaron los métodos comunes para llevar
a cabo este proceso, para después describir cuáles fueron y cómo se aplicaron los métodos
implementados en este trabajo.
En la parte final del capítulo se mostraron los resultados obtenidos en el proceso de
selección de características con la aplicación de los dos métodos implementados: criterio de
Akaike y Algoritmos genéticos. De esta manera, al finalizar este capítulo, se tienen ya los
subconjuntos de características a utilizar para la generación de los modelos de clasificación
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Una vez teniendo preparado el dataset, así como las características con las que se va
a trabajar, en el siguiente capítulo se presentan los modelos de clasificación generados en
base a los distintos algoritmos clasificadores que se implementaron, y tomando en cuenta
los distintos subconjuntos de características con los que se trabaja. Todo lo anterior para
determinar las características que deben de tener los modelos para maximizar el porcentaje
de precisión en la clasificación de actividades infantiles.
Capítulo 4
Generación de los Modelos de
Clasificación
En este capítulo se presentan los modelos de clasificación creados en base a los algorit-
mos clasificadores mencionados en capítulos anteriores y que se implementan en el presente
trabajo, además para la creación de los modelos se consideran tanto las características ini-
cialmente extraídas a los clips de audio como las características resultantes después de la
aplicación de los métodos de selección de características implementados.
4.1. Introducción
En los capítulos previos de este documento se describen las etapas iniciales de la genera-
ción de un modelo de reconocimiento y clasificación de actividades infantiles: extracción y
selección de características. Al llegar a este punto, ya se tienen definidas las características
extraídas de los clips de audio, así como los distintos subconjuntos de características obte-
nidos a partir de la selección de características. El siguiente paso es generar los modelos de
clasificación mediante la aplicación de algoritmos clasificadores. Finalmente la evaluación
de estos modelos se hace tomando en cuenta la precisión alcanzada por cada uno de ellos en
la clasificación de las actividades analizadas. Una vez generados y evaluados, los modelos
se comparan para obtener y describir aquellos que clasifiquen actividades infantiles con un
mayor nivel de precisión.
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4.2. Descripción de los modelos
Para la generación de un modelo de clasificación es necesario definir el algoritmo cla-
sificador que se utilizará, ya que de ello depende el funcionamiento completo del modelo
y el procesamiento que se haga con los datos. Es importante mencionar que otro aspecto
importante a considerar en la generación de los modelos de clasificación es la distribución
que se hace de los datos para las fases de entrenamiento y prueba del modelo. En este
trabajo, para todos los modelos generados, del dataset completo, se utiliza un 70% de los
datos para la fase de entrenamiento y un 30% para la fase de prueba.
Durante el tiempo de desarrollo de este trabajo sobre reconocimiento y clasificación
de actividades infantiles mediante el sonido ambiental, se llevaron a cabo distintas etapas
de experimentación, generando varios modelos de clasificación, estas fases se describen a
continuación.
4.2.1. Modelos generados con el Dataset original
En esta sección se describen los modelos de clasificación generados tomando en cuenta
el conjunto completo de 34 características extraídas a los clips de audio, descritas en
secciones anteriores.
Fase de Experimentación 1
Una experimentación inicial sobre la generación de modelos de clasificación de ac-
tividades infantiles se realizó tomando solo 70 grabaciones de audio, para las cuales se
extrajeron el conjunto completo de 34 características mencionado en el capítulo 3. Los
algoritmos clasificadores utilizados para la generación de los modelos fueron:
Support Vector Machine (SVM)
k-Nearest Neighbor (k-NN)
Random Forests (RF)
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Tabla 4.1: Precisión obtenida por los modelos en la fase de experimentación 1.
Clasificadores
SVM kNN RF ET GB
Actividad Precisión Precisión Precisión Precisión Precisión
Caminar 40.31% 100% 76.50% 100% 99.93%
Correr 55.53% 100% 71.50% 100% 99.95%
Jugar 74.94% 100% 84.00% 100% 99.95%
Llorar 41.93% 100% 73.50% 100% 99.95%
Extra Trees (ET)
Gradient Boosting (GB)
Se generó y evaluó un modelo de clasificación para cada algoritmo clasificador. Los
resultados en base a la precisión obtenida se muestran en la Tabla 4.1.
A partir de los datos presentados en la Tabla 4.1, se puede observar que los modelos
generados con los clasificadores k-Nearest Neighbors (k-NN) y Extra trees (ET) fueron los
que obtuvieron una precisión mayor (100%) para la clasificación de actividades infantiles
en base a los audios analizados, seguidos por el clasificador Gradient Boosting (GB), el
cual obtuvo una precisión del 99.94% en promedio. Por el contrario, se puede observar
que los clasificadores Support Vector Machine (SVM) y Random Forests (RF) clasifican
los archivos de audio con una precisión del 53.17% y 76.37% en promedio respectivamente.
Fase de Experimentación 2
En una segunda etapa de experimentación, se generaron modelos de clasificación ana-
lizado el dataset completo (146 grabaciones, 2716 clips de 10 segundos) con las mismas
34 características extraídas para los modelos anteriores y utilizando los mismos algoritmos
clasificadores. La Tabla 4.2 muestra los verdaderos positivos obtenidos para cada modelo
generado y la Tabla 4.3 resume la precisión alcanzada por cada modelo generado con los
algoritmos clasificadores implementados, desglosada por actividad.
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Tabla 4.2: Verdaderos positivos por actividad para cada modelo de clasificación en la Fase
de Experimentación 2.
Verdaderos positivos
SVM kNN RF ET GB
Caminar 196 199 209 211 211
Correr 180 194 193 195 194
Jugar 177 191 185 191 190
Llorar 167 170 175 177 175
Tabla 4.3: Precisión obtenida por actividad para cada modelo de clasificación en la Fase
de Experimentación 2.
Precisión
SVM kNN RF ET GB
Caminar 0.9245 0.9660 0.9372 0.9548 0.9633
Correr 0.9424 0.9417 0.9847 0.9898 0.9652
Jugar 0.8592 0.9139 0.9257 0.9502 0.9548
Llorar 0.8743 0.9497 0.9665 0.9779 0.9615
La Tabla 4.4 muestra las precisiones promedio de cada modelo considerando todo el
conjunto de actividades analizadas.
En esta misma fase de experimentación, se aplicó un proceso de selección de caracte-
rísticas para obtener subconjuntos de ellas y generar nuevos modelos de clasificación para
contrastar los resultados. Esto se describe a continuación.
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Tabla 4.5: Verdaderos positivos por actividad para cada modelo de clasificación utilizando
el conjunto de 27 características extraído mediante AIC en la Fase de Experimentación 3.
Verdaderos positivos
SVM k-NN RF ET GB
Caminar 194 200 207 209 209
Correr 178 185 193 198 193
Jugar 177 189 189 193 190
Llorar 169 168 177 177 174
4.2.2. Modelos generados con el Dataset reducido
Los modelos generados y evaluados anteriormente trabajan con el conjunto completo
de características extraídas. En esta parte del capítulo se presentan los modelos generados
que hacen uso de los subconjuntos de características generados en la etapa de selección de
características, con el objetivo de comparar los resultados de ambos tipos de modelos.
Fase de Experimentación 3
En la fase de experimentación 2 se describieron los modelos creados con el conjunto
completo de características y se presentaron los resultados obtenidos. Ligado a esa experi-
mentación, se crearon también, utilizando los mismos algoritmos de clasificación, modelos
que utilizan el subconjunto de 27 características resultante de la fase de selección de ca-
racterísticas mediante el criterio de Akaike (AIC), descrita en el capítulo 3.
A partir del análisis de clasificación basado en las características seleccionadas, los ver-
daderos positivos obtenidos se muestran en la Tabla 4.5, mientras que la Tabla 4.6 resume
la precisión por actividad. La Tabla 4.7 muestra las precisiones promedio para cada técnica
de clasificación.
Fase de Experimentación 4
Una fase posterior de experimentación en este trabajo sobre reconocimiento y clasifica-
ción de actividades infantiles utilizando sonido ambiental consistió en realizar nuevamente
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Tabla 4.6: Precisión por actividad para cada modelo de clasificación utilizando el conjunto
de 27 características extraído mediante AIC en la Fase de Experimentación 3.
Precisión
SVM k-NN RF ET GB
Caminar 0.8940 0.9346 0.9539 0.9858 0.9676
Correr 0.9468 0.9343 0.9948 0.9851 0.9747
Jugar 0.8551 0.8915 0.9220 0.9324 0.9179
Llorar 0.8989 0.9545 0.9620 0.9833 0.9721
Tabla 4.7: Precisión promedio para cada modelo de clasificación en la Fase de Experimen-







un proceso de selección de características mediante otra técnica, Algoritmos Genéticos,
como se describió en el capítulo 3. Para la generación de los modelos de clasificación en
esta fase se utilizaron las características mostradas en la Tabla 3.8, las cuales fueron las
resultantes del proceso de selección de características mediante Algoritmos Genéticos, para
cada algoritmo de clasificación implementado. Los algoritmos de clasificación utilizados en






En base a los subconjuntos de características utilizados y los algoritmos clasificadores
implementados, la Tabla 4.8 muestra la precisión obtenida en cada caso.
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Tabla 4.8: Precisión promedio para cada modelo de clasificación en la Fase de Experimenta-







Tabla 4.9: Arquitectura propuestas para la Red Neuronal Artificial en la Fase de Experi-
mentación 5.
Inputs Hidden Layers Neurons per layer Outputs Batch size Epochs
34 8 20 4 64 200
Fase de Experimentación 5
Una fase final de experimentación para este trabajo consistió en generar otro modelo
de clasificación mediante el diseño de una red neuronal artificial profunda. Para esta fase
se utilizó el mismo conjunto de datos que para los modelos generados anteriormente y se
utilizó además el conjunto completo de 34 características extraídas de los clips de audio,
descritas previamente en este documento. La arquitectura propuesta para la red neuronal
creada se presenta en la Tabla 4.9.
En la Tabla 4.10 se presentan los parámetros seleccionados para el desarrollo e imple-
mentación del modelo en la interfase Keras con Python.
Una vez que la ANN ha sido diseñada y ejecutada con la arquitectura y la partición de
los conjuntos de datos mencionados según lo propuesto, la Figura 4.1 muestra la precisión
alcanzada por el modelo a lo largo de las épocas, donde se puede observar que la precisión
alcanzada para la clasificación de las actividades de los niños usando el sonido ambiental
es 0.9979 para datos de entrenamiento y 0.9451 para datos de prueba.
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Tabla 4.10: Parámetros seleccionados para la implementación de la Red Neuronal Artificial
en la Fase de Experimentación 5.
Tipo de modelo Sequential
Función de activación de la capa de entrada Relu
Función de activación de las capas intermedias Relu
Función de activación de la capa de salida Softmax
Función de pérdida Categorical Crossentropy
Algoritmo de Optimización Adam
Figura 4.1: Gráfico de comportamiento de la precisión durante el entrenamiento y valida-
ción de la Red Neuronal Artificial en la Fase de Experimentación 5.
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Figura 4.2: Gráfica del comportamiento de la función de pérdida durante el entrenamiento
y validación de la Red Neuronal Artificial en la Fase de Experimentación 5.
La Figura 4.2 muestra la pérdida presentada por la ANN, donde se puede observar
que la pérdida para los datos de entrenamiento es 0.0018, mientras que para los datos de
prueba es 0.4070.
4.3. Resumen
En este capítulo se describieron los modelos de clasificación creados a partir de las ca-
racterísticas extraídas y las características seleccionadas mediante los métodos de selección
analizados en el capítulo 3.
Para cada modelo creado se especificó el algoritmo de clasificación utilizado y el conjun-
CAPÍTULO 4. GENERACIÓN DE LOS MODELOS DE CLASIFICACIÓN 60
to de características con el que trabaja. Inicialmente los modelos de clasificación creados
utilizaron el conjunto completo de las 34 características extraídas en la etapa de extracción
de características, se evaluaron y mostraron sus resultados en términos de precisión en la
clasificación de las actividades analizadas.
Finalmente, se describieron también los modelos creados que hacen uso de un subcon-
junto de características resultante de la etapa de selección de características. En base a
eso, se crearon dos tipos de modelos: los que utilizaron el subconjunto de 27 características
seleccionadas mediante el criterio de Akaike, y aquellos que utilizaron el subconjunto de 5
características seleccionadas por el método de Algoritmos Genéticos. Para todos los casos
se evaluaron los modelos y se presentaron los resultados. En la parte final del capítulo se
presentó la última fase de experimentación realizada, que consistió en el diseño e imple-
mentación de una red neuronal artificial, con la cual se construyó y evaluó el último de los
modelos generados, haciendo uso del conjunto completo de 34 características extraídas.
Capítulo 5
Discusión
En este capítulo se presentan las discusiones de los resultados obtenidos en el presente
trabajo sobre reconocimiento y clasificación de actividades infantiles utilizando sonido am-
biental. Especialmente se discuten los resultados obtenidos de la evaluación de los modelos
de clasificación generados, considerando los algoritmos clasificadores implementados y los
conjuntos de características analizados.
5.1. Clasificación de actividades infantiles mediante so-
nido ambiental
En base a lo investigado en el presente trabajo y a las experimentaciones realizadas en la
generación de modelos de clasificación, se puede identificar que el sonido ambiental provee
suficiente información para el reconocimiento y clasificación de actividades infantiles de
manera eficiente.
5.2. Modelos de clasificación generados con el conjunto
completo de caracaterísticas
Un elemento fundamental en la generación de modelos de clasificación es el conjunto
de características mediante el cual se analizan las actividades. En el presente trabajo se
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realizó un proceso de extracción de características sobre los clips de audio teniendo como
resultado un conjunto de 34 características, con las cuales se generaron los primeros mo-
delos de clasificación.
Los clasificadores tomados en cuenta en esta etapa fueron: Support Vector Machines
(SVM), k Nearest Neighbors (k-NN), Random Forests (RF), Extra trees (ET) y Gradient
boosting (GB). Para esta fase inicial de experimentación se trabajó con un dataset de 70
grabaciones de audio. De este análisis se puede identificar lo siguiente:
Actividades en apariencia similares como caminar y correr pudieron ser clasificadas
de forma correcta por los clasificadores ya que contienen suficiente información para
diferenciar actividades que generan un sonido ambiental similar.
k-Nearest Neighbors (k-NN) y Extra trees (ET) resultaron ser los clasificadores más
precisos a la hora de evaluar los clips de audio correspondientes a las actividades
analizadas.
En contraste con lo anterior, Support Vector Machines (SVM) y Random Forests
(RF) resultaron ser los clasificadores con una menor precisión en la clasificacion de
las actividades para esta fase de experimentación.
En este sentido, se realizó una segunda fase de experimentación similar a la anterior,
solo que ahora tomando en cuenta el conjunto completo de grabaciones de audio (2716
clips), utilizando los mismos algoritmos clasificadores y analizando el mismo conjunto de
34 características extraídas. De este análisis se puede identificar lo siguiente:
La precisión de los algoritmos clasificadores se mantiene por encima del 85% para
todos los casos.
La actividad “correr” presenta el mayor porcentaje de precisión en su clasificación,
el cual va del 94% al 98% dependiendo del algoritmo clasificador utilizado.
La actividad “jugar” presenta el menor porcentaje de precisión en su clasificación, el
cual va del 85% al 95% dependiendo del algoritmo clasificador utilizado.
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Tomando el cuenta el conjunto completo de 4 actividades, en promedio, el modelo
de clasificación que hace uso del algoritmo Extra Trees tiene el mayor porcenta-
je de precisión con un 96.75%, seguido de los algoritmos GB, RF, k-NN y SVM,
respectivamente, todos con una precisión promedio igual o superior al 90%.
Tomando en cuenta también el conjunto completo de grabaciones de audio, de la última
fase de experimentación realizada referente a la generación del modelo de clasificación
utilizando la red neuronal artificial profunda, se puede identificar lo siguiente:
Las redes neuronales artificiales profundas son eficientes para generar modelos de
clasificación de actividades infantiles a través del sonido ambiental. La red neuronal
artificial profunda con la arquitectura propuesta clasifica correctamente las activida-
des infantiles con una precisión del 94%, a través del análisis de las características
extraídas del sonido ambiental.
La precisión de la red neuronal artificial profunda es similar a otras técnicas de
Aprendizaje Automático reportadas. La red neuronal artificial profunda con la ar-
quitectura propuesta en el presente trabajo logra una precisión similar a la reportada
en en otras fases de experimentación, con otras técnicas de Aprendizaje Automático:
100% para kNN con 34 características y 94.25% para kNN con 27 características.
5.3. Modelos de clasificación generados con selección de
características
Con el objetivo de contrastar los resultados y evaluar el impacto que tiene sobre la
precisión de los modelos de clasificación un proceso de selección de características, de
manera seguida a la experimentación descrita en el punto anterior, se aplicaron dos métodos
de selección de características: criterio de Akaike y Algoritmos Genéticos.
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5.3.1. Modelos generados con características seleccionadas me-
diante criterio de Akaike
Como se presentó en el capítulo 3, a partir del proceso de selección de características
mediante el criterio de Akaike se obtuvo un nuevo subconjunto de 27 características, con el
cual se generaron los modelos descritos en el capítulo 4. Al igual que en la experimentación
anterior, los algoritmos clasificadores utilizados fueron Support Vector Machines (SVM),
k Nearest Neighbors (k-NN), Random Forests (RF), Extra trees (ET) y Gradient boosting
(GB). De los resultados presentados en esta fase de experimentación se puede identificar
lo siguiente:
Mediante la aplicación del proceso de selección de características con el criterio de
Akaike, se logró una disminución del 20% en el número de características utilizadas
por los modelos para la clasificación de actividades, al pasar de 34 a 27 características.
Los modelos generados con los algoritmos Random Forests y Extra Trees logran un
incremento en la precisión para la clasificación de las actividades.
De manera general, todos los demás algoritmos mantienen una precisión parecida en
estos modelos generados con 27 características en relación a los modelos generados
en la fase anterior donde se utilizaba el conjunto completo de 34 características.
5.3.2. Modelos generados con características seleccionadas me-
diante Algoritmos Genéticos
En el capítulo 3 se describió el proceso de selección de características mediante Algorit-
mos Genéticos, el cual genera subconjuntos de 5 características, uno para cada algoritmo
clasificador utilizado. Dichos subconjuntos se reportan en el capítulo 3, y en el capítulo
4 se generan los modelos de clasificación correspondientes que hacen uso de ellos. De los
resultados mostrados en esta fase de experimentación se puede identificar lo siguiente:
El enfoque de generación de modelos de clasificación implementando selección de
características mediante Algoritmos Genéticos demuestra una reducción importante
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de las características al utilizar solo el 14% de las características originales, al pasar
de 34 a 5 características.
Las figuras que corresponden al proceso evolutivo de k-NN, NC y Rpart, presentan
un comportamiento particular. Estos algoritmos de bajo costo computacional en el
proceso de mutación incluyen características que disminuyen la idoneidad del modelo,
y finalmente estas características se excluyen casi inmediatamente de esta selección.
Algoritmos como RF y ANN, tienen un proceso evolutivo suave, dadas las capacida-
des para encontrar una relación más compleja entre las características.
Los conjuntos de cinco características determinados por el algoritmo genético utili-
zado, alcanzan precisiones similares a los modelos generados utilizando el conjunto
original de características, pero con la ventaja de que hay una reducción del 80% en
el tamaño del conjunto de datos
5.4. Limitaciones Metodológicas
Durante el desarrollo del presente trabajo sobre reconocimiento y clasificación de acti-
vidades infantiles utilizando sonido ambiental se llevaron a cabo varios procesos, los cuales
fueron acotados a ciertas condiciones que pueden afectar la precisión de los modelos de
clasificación generados, en este sentido se identifica lo siguiente:
Durante el proceso de captura de datos, para la parte del dataset generado de manera
propia, se grabaron los audios de las actividades con un solo niño realizándolas de
manera separada. Si se requieren reconocer y clasificar actividades de 2 o más niños
interactuando o realizando más de 1 actividad a la vez, es necesario realizar otro tipo
de análisis que este trabajo no contempla.
El análisis realizado sobre los clips de audio no contempla métodos de eliminación
de ruido, por lo que si se analizan grabaciones que contengan ruidos ajenos a la
realización de la actividad, la precisión de los modelos en la clasificación de las
actividades podría variar.
Capítulo 6
Conclusiones y Trabajo Futuro
6.1. Conclusiones
En el presente trabajo se propuso la utilización del sonido ambiental como fuente de
datos para la generación de un modelo de clasificación de actividades infantiles. Como
primer proceso se describe la recolección de datos, la cual se llevó a cabo en dos etapas,
una generándolos y recolectándolos de manera propia y la otra tomándolos de Internet.
Se presentó además el proceso de extracción de características mediante dos métodos:
criterio de Akaike y Algoritmos Genéticos. De este proceso se observó que mediante ambos
métodos se logra una reducción significativa de características en relación al conjunto de
características original, 20% de reducción con criterio de Akaike y 85% de reducción con
Algoritmos Genéticos. A partir de estos resultados se puede concluir que los datos recolec-
tados del sonido ambiental contiene información que no es relevante para la diferenciación
de las actividades a clasificar y pudo ser omitida mediante los procesos de selección de
características implementados. La reducción en el número de características es importante
porque cuando las técnicas de clasificación están sujetas a grandes cantidades de informa-
ción, el tiempo de respuesta suele ser largo de manera significativa, aumentando el costo
computacional, además del hecho de que el reconocimiento y la clasificación de activida-
des los modelos generalmente están diseñados para implementarse en aplicaciones móviles,
por lo que es importante optimizar la cantidad de datos con los que trabajará el usuario
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y reducir el costo de procesamiento.
Analizando la generación y evaluación de los modelos, la mayoría de ellos muestran un
comportamiento similar en cuanto a la precisión en la clasificación se refiere. La diferencia
radica entonces en el número de características que analiza cada modelo. Por lo tanto, a
partir de los resultados obtenidos en el capítulo 4, se puede concluir que los conjuntos de
cinco características determinados por el algoritmo genético utilizado, alcanzan precisiones
similares a los modelos generados utilizando el conjunto original de características y a
los modelos generados utilizando las características seleccionadas mediante el criterio de
Akaike, pero con la ventaja de que hay una reducción del 85% en el tamaño del conjunto
de datos, incluidas todas sus implicaciones, como un procesamiento de datos más rápido,
que es muy importante cuando se trabaja con aplicaciones para dispositivos móviles ya
que sus recursos son limitados.
6.2. Publicaciones
Los resultados de este trabajo de investigación se han publicado en 3 trabajos de confe-
rencia (2 nacionales y 1 internacional), además de 1 artículo en revista indizada (Hindawi).
En el primer trabajo de conferencia nacional se presentó un enfoque preeliminar para la
clasificación de actividades infantiles utilizando sonido ambiental, analizando los archivos
de audio mediante su espectro de frecuencia para determinar si las actividades registradas
en el sonido ambiental son o no diferenciables.
Antonio García-Domínguez and Carlos E Galván-Tejada. Reconocimiento de acti-
vidades infantiles utilizando sonido ambiental: Un enfoque preliminar.Research in-
Computing Science, 139:71–79, 2017.
En el segundo trabajo de conferencia nacional se comparó el nivel de precisión de
los clasificadores Support Vector Machines, k-Nearest Neighbors, Random forests, Extra
trees y Gradient boosting en el reconocimiento de actividades infantiles utilizando sonido
ambiental.
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Diego M Blanco-Murillo, Antonio Garcıa-Domınguez, Carlos E Galván-Tejada, and
José M Celaya-Padilla. Comparación del nivel de precisión de los clasificadores sup-
port vector machines, k nearest neighbors, random forests, extra trees y gradient
boosting en el reconocimiento de actividades infantiles utilizando sonido ambiental.
Research in Computing Science, 147:281–290, 2018.
En el trabajo de conferencia internacional se propuso el criterio de Akaike como método
para selección de características en la generación de los modelos de clasificación.
Antonio García-Domínguez, Laura A Zanella-Calzada, Carlos E Galván-Tejada, Jor-
ge I Galván-Tejada, and José M Celaya-Padilla. Evaluation of five classifiers for
children activity recognition with sound as information source and akaike criterion
for feature selection. In Mexican Conference on Pattern Recognition, pages 398–407.
Springer, 2019
En el trabajo de revista indizada se generaron y evaluaron modelos de clasificación
utilizando algoritmos genéticos como método de selección de características.
Antonio García-Dominguez, Carlos E Galvan-Tejada, Laura A Zanella-Calzada, Ha-
murabi Gamboa-Rosales, Jorge I Galván-Tejada, José M Celaya-Padilla, Huizilo-
poztli Luna-García, and Rafael Magallanes-Quintanar. Feature selection using gene-
tic algorithms for the generation of a recognition and classification of children acti-
vities model using environmental sound. Mobile Information Systems, 2020, 2020.
Además, se encuentra en revisión otro trabajo de revista indizada, referente a la gene-
ración de un modelo de clasificación mediante una red neuronal artificial profunda.
6.3. Trabajo Futuro
Una vez desarrollado este trabajo de tesis, se identificaron los siguientes puntos como
trabajo futuro:
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Trabajar con un conjunto diferente de características. Extraer un conjunto de ca-
racterísticas más grande de los archivos de audio para verificar el comportamiento
de los métodos de selección de características analizados con un conjunto diferente
de características y contrastar los resultados con los obtenidos en este trabajo para
finalmente determinar cuál es el conjunto de características que mejor describe las
actividades.
Combinar métodos de selección de características. Generar modelos de clasificación
utilizando subconjuntos de características resultantes de la combinación de los mé-
todos propuesto en el presente trabajo con los métodos clásicos de selección de ca-
racterísticas como la selección hacia adelante y la eliminación hacia atrás.
Agregar al análisis más actividades comunes en niños con el rango de edad estableci-
do. Ampliar el alcance del trabajo en cuanto a número de actividades analizadas se
refiere, con la finalidad de considerar otro tipo de actividades que también puedan
ser potencialmente peligrosas para los niños y que puedan ser detectables mediante
el análisis del sonido ambiental.
Realizar un análisis de validación del conjunto de datos para establecer si el número
de características y muestras es óptimo para el tipo de estudio que se está realizando.
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