Camera pose tracking attracts much interest both from academic and industrial communities, of which the methods based on planar markers are easy to be implemented. However, most of the existing methods need to identify multiple points in the marker images for matching to space points. Then, PnP and RANSAC are used to compute the camera pose. If cameras move fast or are far away from markers, matching is easy to generate errors and even RANSAC cannot remove incorrect matching. Then, the result by PnP cannot have good performance. To solve this problem, we design circular markers and represent 6D camera pose analytically and unifiedly as very concise forms from each of the marker by projective invariance. Afterwards, the pose is further optimized by a proposed nonlinear cost function based on a polar-n-direction geometric distance. The method is from imaged circle edges and without PnP/RANSAC, making pose tracking robust and accurate. Experimental results show that the proposed method outperforms the state of the arts in terms of noise, blur, and distance from camera to marker. Simultaneously, it can still run at about 100 FPS on a consumer computer with only CPU.
Introduction
Camera pose tracking attracts much interest both from academic and industrial communities because of its plenty of applications in virtual reality, augmented reality and robotics.
One kind of the methods for camera pose tracking is based on planar fiducial markers. They are easy to be implemented and widely used in the scenes with less textures. There are two groups of fiducial markers: markers with square/rectangle information and markers with circular information.
The methods of camera pose tracking from markers with square or rectangle information are as follows. Kato and Billinghurst [13] gave the first augmented reality sys- tem based on fiducial markers known as ARToolkit, where the used marker is a black enclosed rectangle with simple graphics or texts, as shown in (a) of Figure 1 . Ababsa and Mallem [1] provided simple squares enclosing a rectangle. From 4 marker points, Maidi et al [15] developed a hybrid approach that mixes an iterative method based on the extended Kalman filter and an analytical method with direct resolution of pose parameters computation. Afterwards, the research based on planar square markers is more and more active, for example, ARTag [10, 11] , ARToolkitPlus [25, 26] , AprilTag [22] , AprilTag2 [27] and ChromaTag [9] . Some of them are shown in Figure 1 . ARTag is a black enclosed rectangle with black and white blocks where digital coding theory is used to get a low false positive and intermarker confusing rate. It has 2002 markers, a larger library and no need of pattern files, with improved performance to ARToolkit in identification and verification. ARToolkitPlus is an open source marker tracking library designed as a successor to the extremely popular open source library ARToolkit. Compared to ARToolkit, the performance of ARToolkitPlus is improved and it can be implemented with real time on mobile device. AprilTag is a stronger digital coding system and greater robustness to occlusion, warping, and lens distortion. AprilTag2 proposed a completely redesigned tag detector that improves robustness and efficiency of AprilTag. ChromaTag uses the information of opponent colors to limit and quickly reject initial false detections and grayscale. Markers with circular information have two categories: one category only gives the markers and the corresponding detections, where no camera pose computation is provided. Another category gives markers and camera pose computations. Methods of the first category are as follows. In 1992, Gatrell et al [12] gave a concentric contrasting circle as well as its extraction by computing centroids. Later, the concentric circle approach was improved by adding additional color and scale information by Cho et al [21] . Ring information was considered into the marker by Knyaz and Sibiryakov [14] . Naimark and Foxlin [20] developed a more general marker generation method, which encodes the bar code into the black circular region to produce more markers. Toyoura et al [24] designed mono-spectrum marker, as shown in (e) of Figure 1 , where low frequency components in the form of coloured degraded dots lying on a black square background are used and the computation needs GPU. Both of Prasad et al [23] and Calvet et al [6] gave extractions for images of concentric circles that are robust to blur. Methods of the second category with circular information are as follows. A square with four circles at its corners was proposed by Claus and Fitzgibbon [8] . Calvet et al [5] computed rotations from concentric circles by factorization. Bergamasco et al [3] designed a set of circular high-contrast dots arranged into concentric layers called RUNETag as shown in (f) of Figure 1 . PiTag [4] also used small circular dots but they are arranged in rectangles. Chen et al [7] computed camera pose from two coplanar separate circles.
Most of the above methods to compute camera poses need PnP based on matching between image and space points. If the used camera moves fast or is far away from markers, the matching is easy to be wrong. Even though RANSAC is employed, the performance is not good because usually the number of points in markers is small. [5] and [7] don't need matching, but the computations for camera pose are complex and there is only one kind of configuration of circles. Moreover, the computation is only for a single image in [7] that cannot be used for videos due to lacking a unified world coordinate system. Both of [5] and [7] didn't report the computation speed.
In this paper, we design circular markers to compute 6D camera poses from videos. The camera poses are unified into a global world coordinate system. PnP and RANSAC are not needed. We use projective invariance to identify the origin and the orthogonal coordinate axes of world coordinate system from images. The camera pose is analytically and unifiedly represented as concise forms. Furthermore, we establish a nonlinear cost function based on a polar-ndirection geometric distance [28] to optimize the analytical pose. Due to the concise representations, the proposed nonlinear optimization can always converge quickly. Therefore our method can run in real time with about 100 FPS on a consumer computer with only CPU. Simultaneously, it is robust to noise, blur, and distance from camera to marker with high accuracy. Experiments prove that our method outperforms the state of the arts.
Preliminaries
A bold letter denotes a vector or a matrix. ≈ denotes equality up to a scale. Homogeneous coordinates of a 2D planar point is in the form (x, y, w)
T . Cross ratio is kept invariant under a projective transformation. Each circle and the line at infinity of the circle supporting plane intersect at a pair of circular points. Two orthogonal lines on this plane intersect with the line of infinity at two points. The two points are harmonic, i.e. the cross ratio of the two points and the two circular points is −1, and are conjugate points with respect to the circle. Also, the two orthogonal lines are conjugate with respect to the circle. In fact, any two orthogonal lines are conjugate with respect to any a circle on the same plane. The locus of planar points with homogeneous coordinates (x, y, w)
T that satisfies:
is a conic. We denote 
Designed Markers
The proposed markers are based on circles. Six kinds of them are shown in Figure 3 respectively. They are simple and common in our life. Also, it is convenient to make them. The first three kinds of markers consist of two circles. In (a), the marker consists of two circles with different colors, for example red and blue. The different colors are used to distinguish the two circles. In (b) and (c), besides two circles, there is one point. The point is used to localize a world coordinate axis. In (d), (e) and (f), the markers consist of one circle, the circle center, and one direction for a world coordinate axis.
For each group in Figure 3 , we extract two points m 0 and m 1 before localizing the camera. In (d), (e) and (f), m 0 is the image of the circle center that can be extracted from the images. In (d), m 0 is the imaged point inside the circle and m 1 is the imaged point outside the circle. In (e), m 0 is recognized as the imaged nose tip, and m 1 is any of the imaged mouth tips. Once m 1 is determined, it will be fixed as the mouth tip in the next video frames. In (f), m 0 is the intersection of the two radii edges, and m 1 is any of the intersections of the radii with the circle edge. Similarly, once m 1 is determined, it will be fixed as the location in the next frame. In (a), (b) and (c), m 0 is one of the imaged circle centers that can not be extracted directly but can be computed out by the imaged circles. In (a), we let m 0 and m 1 be the two imaged circle centers. Once m 0 and m 1 are determined, they are fixed as that imaged circle center respectively in the next video frames. In (b), there is a feature point in one circle. We let m 1 be the image of this feature point. And, let m 0 be the imaged center of the circle containing this feature point. In (c), m 0 is the imaged circle center of the concentric circles and m 1 is the image of the feature point between the two circles. How to compute m 0 and m 1 in (a)? And how to compute m 0 in (b) and (c)? We give the method as follows.
A circle is imaged as a conic by a perspective camera. The conic from our markers is fitted by a polar-n-direction geometric distance method [28] . Then, the representation matrix defined in (1) is obtained. Furthermore based on the quasi-affine invariance proposed in [29] , the image of line at infinity l ∞ from (a), (b) and (c) are computed respectively. According to the invariance of polarity relationship between l ∞ and circle centers, the imaged centers of the two circles are computed as m 0 and m 1 , where we write the coordinates of m 0 as (u 0 , v 0 , 1)
T and of m 1 as (u 1 , v 1 , 1) T . The coordinates will be used later for computing camera pose in the next section. Now, we get m 0 , m 1 and l ∞ for each group of (a) (b) (c). Also we have gotten m 0 and m 1 by extracting for (d), (e) and (f). Similarly, by the invariance of polarity relationship between l ∞ and circle centers, we can get l ∞ as :
for (d) (e) and (f). Denote the transformation from the space points under the world coordinate system to the space points under a camera coordinate system as (R, t), where R is a 3x3 rotation matrix with R = (r 1 , r 2 , r 3 ), r 1 = (r 11 , r 21 , r 31 ) T , r 2 = (r 12 , r 22 , r 32 ) T , r 3 = (r 13 , r 23 , r 33 ) T and t is a 3-vector. (R, t) is the camera pose that can be analytically represented by m 0 , m 1 and l ∞ from each image into a unified world coordinate system. The process is given in the following Section 4.
Camera Pose Computation
Before calculating camera pose, the camera intrinsic parameter matrix K is calibrated and the image is transformed by K −1 . Then, we establish the world coordinate system as: the space point of m 0 is as the origin, the straight line from the space point of m 0 to the space point of m 1 as X Figure 4 . World coordinate system for marker (a) in Figure 3 axis, the line vertical to X axis on the circle plane as Y axis, and then Z axis is vertical to X axis and Y axis and facing to the camera. For example, the world coordinate system of marker (a) in Figure 3 is shown in Figure 4 . Further, we need to know the distance between the space point of m 0 and the space point of m 1 . The distance is denoted as L x . By the established world coordinate system, the space point of m 1 is (L x , 0, 0, 1)
T . Since the space point of m 0 is set as the origin of the world coordinate system, we have:
By expanding (3), we get:
where s 0 is a scale that needs to solve. According to imaging process of the infinite point in X axis, we have:
By expanding (5) and unity norm of r 1 , we get:
Up to now, r 1 is solved.
The space point of m 1 is (L x , 0, 0, 1) T . Then:
Expanding (7) and substituting (4) into the result give:
where s 1 is another scale we haven't known. Substituting (6) into (8) and solving (8) for s 0 and s 1 yield:
Then, t is determined uniquely by (4) and (9) . According to perspective process, there is :
So we obtain:
where s 3 = ±1, which can be determined uniquely by camera facing direction. According to r 1 and r 3 , r 2 is given:
In above, the camera pose R = (r 1 , r 2 , r 3 ), t are obtained. They are analytically represented as(4), (6) , (12), (13) with the solved s 0 , s 1 and s 3 .
Camera Pose Tracking with Nonlinear Optimization
When a camera captures videos containing the proposed markers in Figure 3 , 6D pose of the camera can be computed in real time and online. In order to get more accurate and robust result, we further optimize the analytical solutions of R = (r 1 , r 2 , r 3 ) and t given in Section 4 with a proposed nonlinear cost function.
Let P be the space points on circles. Then, according to camera projection model, its image point is:
where π is denoted as the camera model. If K(R, t) are accurate and the fitted conics C on the image plane have no noise, the distance [28] between p and C, denoted as
Therefore, we go to minimize the following function:
where 
and Y means:
If (18) is not satisfied, we use N to represent it. By substituting (14) into (15), the nonlinear cost function is given as follows:
arg min
We take the analytical solution in Section 4 as initial values and use Levenberg-Marquardt iteration method to optimize the initial camera pose. Ceres solver [2] is used to implement it. Since the analytical solution is accurate, the nonlinear optimization can always converge quickly. Finally, a camera pose tracking algorithm is summarized as follows.
Algorithm: Camera pose tracking
Input: Videos or image sequence. Output: Camera pose R, t for each frame.
1: Extract edges and corner points for the image. From Section 4 and Section 5, we can see that we do not use PnP and RANSAC techniques, usually used by most camera pose tracking methods from markers. Our method is not only accurate and robust but also fast at the same time. Experiments in the next section including comparisons with ARToolkitPlus [25] , AprilTag2 [27] and RUNETag [3] prove the remarks.
Experiments
We compare our method with ARToolkitPlus [25] , AprilTag2 [27] and RUNETag [3] on image frames with Gaussian noise, Gaussian blur, and different distances from camera to marker. ARToolkitPlus and AprilTag2 are considered as a de-facto standard markers for augmented reality applications. RUNETag is an accurate and robust artificial marker based on cyclic codes, published in T-PAMI in 2016. In order to get ground truths, we simulate images of 640x480 pixels from markers of ARToolkitPlus, AprilTag2, RUNETag and our method. To be fair, as it is shown in Figure 5 , the same image area of different markers is set. What's more, the same camera pose of them is set. The results show that our method outperforms ARToolkitPlus, AprilTag2 and RUNETag on Gaussian noise, Gaussian blur and different distances from the camera to markers.
Furthermore, we perform experiments on real images and make augmented reality for evaluating robustness and speed. When lights in the scene change and images get blurry, our method can still run stably. Moreover, our method can run at about 100 FPS on a consumer computer. The speed is much faster than RUNETag, which runs at less than 5 FPS on the same computer.
We also make comparison with ORBSLAM [18, 19] , showing that the camera trajectory of our method is more smooth than the camera trajectory of ORBSLAM. The high robustness and accuracies of our method make that the marker of our method can be put into a natural environment and the results of camera localization can be used as an evaluation criterion for general SLAM systems under natural environments without ground truth. 
Evaluation with Comparisons
Figure 6, Figure 7 and Figure 8 show the localization accuracies of ARToolkitPlus, AprilTag2, RUNETag and our method vs. Gaussian noise, Gaussian blur and distances from camera to marker respectively. The localization error used is Euclidean distance between the computed camera optical center and its ground truth.
At first, we evaluate with Gaussian noise. (a), (b), (c) and (d) of Figure 6 show images of different markers with Gaussian noise level σ 2 = 0.1 and with the distance 0.6m from camera to marker. (e) of Figure 6 shows the localization accuracies of ARToolkitPlus, AprilTag2, RUNETag and our method vs. different Gaussian noise levels. We can see that ARToolkitPlus and AprilTag2 are not stable. When variance σ 2 of Gaussian noise is more than 0.1, ARToolkitPlus fails. When variance σ 2 of Gaussian noise is more than 0.18, AprilTag2 fails. The main reason is that the markers can (a) (b) (c) (d) Figure 10 . Augmented reality with different blur levels, where the airplane is virtual. From (a) to (d), images are more and more blur in a dark scene. The camera pose can still be recovered and the virtual airplane is placed stably.
not be detected and recognized. RUNETag is more robust to noise than ARToolkitPlus and AprilTag2. With increasing variance σ 2 of Gaussian noise, although there are wrong ellipses detected, it can be implemented successfully and obtain good localization accuracy by RUNETag. This mainly accounts for the fact that RANSAC is used to remove outliers and PnP is used to refine camera pose. Our method has the similar accuracies with RUNETag when variance σ 2 of Gaussian noise is small. With variance σ 2 of Gaussian noise increasing, the accuracy of our method outperforms RUNETag slightly. When variance σ 2 of Gaussian noise is more than 0.25, RUNETag fails and the principal cause is that there are few right ellipses detected. However, our method can still be successful and stable all along.
Secondly, we add Gaussian blur to images with standard deviations varying from 0 to 10. (a), (b), (c) and (d) of Figure 7 show examples of images with σ = 3 of Gaussian blur and with the distance 1.0m from camera to the marker. (e) of Figure 7 shows the localization accuracies of ARToolkitPlus, AprilTag2, RUNETag and our method vs. different Gaussian blur levels. We can see that RUNETag can be successful only with zero blur. ARToolkitPlus fails when standard deviation σ of Gaussian blur is more than 7. AprilTag2 fails when standard deviation σ of Gaussian blur is more than 3. It is obvious that our method obtains the highest accuracies with the most stability.
Finally, we vary the distance from camera to marker and then localize the camera. (a), (b), (c) and (d) of Figure 8 show examples of images with the distance 2.0m and with Gaussian noise level σ 2 = 0.02. (e) of Figure 8 shows the localization accuracies of ARToolkitPlus, AprilTag2, RUNETag and our method via different distances from camera to marker. When the distance from camera to the marker is small, AprilTag2, RUNETag and our method have similar localization accuracies. With increasing the distance, localization of our method is still stable with high accuracies. However, ARToolkitPlus is unstable and has large errors. AprilTag fails when the distance is more than 2.25m. RUNETag fails when the distance is more than 1.75m. The above experimental results show that the performances of our method outperform ARToolkitPlus, AprilTag2 and RUNETag VS. Gaussian noise, Gaussian blur and distance from camera to marker in terms of localization accuracy and stability. This is mainly due to the used edges, the analytical solutions and the proposed nonlinear optimization, in which no PnP is adopted. For other kinds of markers in Figure 3 , there are the similar results. Although we use one point in (b) and (c) of Figure 3 and two points in (d) of Figure 3 , identification of them through edges has no confusion and the localization accuracies can be refined further by our proposed nonlinear optimization from the edges.
Evaluation on Real Data
In addition to the evaluation with simulation images, we also perform tests on real videos. Real videos are captured by a digital camera and a mobile phone with a rolling shutter. The image sizes are all 640x480 pixels. Virtual objects are augmented by the computed camera poses to check the stability and accuracy. The used setup is an Intel Xeon(R) E5-1620(eight cores @ 3.50GHz) and 16 GB RAM. In real life, circles are very common. Therefore, markers of our method are easy to be found in real environments. This is different from ARToolkitPlus, AprilTag2 and RUNETag. We use two disks as the marker, a red disk and a white disk. Figure 9 shows the augmented results with different illuminations, where the airplane is virtual. The scene is brighter in (a) and (b) and darker in (c) and (d). The virtual airplane is overlaid stably by the computed camera pose, although the imaged circles are small. This verifies our method is robust to illumination.
We also assess our method with real images on different blur levels. Figure 10 shows the augmented results with different image blur in a dark scene, where the airplane is virtual that is placed into the images stably. Although the condition is severe, the performance of our method is still robust.
Images in Figure 9 and Figure 10 above are captured by a digital camera. We further evaluate our method on videos captured by a rolling shutter camera in a mobile phone. Two frames from one video with weak texture are shown as (a) and (b) in Figure 11 and two frames from another video with rich texture are shown as (c) and (d) in Figure 11 , where the virtual airplane is augmented stably by our method. Simultaneously, we implement ORBSLAM [18] on the same videos of Figure 11 . ORBSLAM can not run on the video of (a) and (b) but can on the video of (c) and (d). The camera trajectory of our method and ORBSLAM on the second video are shown in Figure 12 . They are similar. But when observing them in detail, we see that the camera trajectory of our method is more smooth than that of ORBSLAM. The mean distance of camera trajectory between our method and ORBSLAM is 1.2cm. We can make a remark that our markers can be put into a real environment to be as an evaluation criterion for general SLAM systems when ground truth can not be obtained easily.
Our method is not only robust but also can run in real time. Figure 13 shows the time consumptions of our method from each frame of a video including 2160 frames, where the time of tracking camera pose is from a minimum of about 8ms to a maximum of about 21ms. The average time of tracking each frame pose is about 10ms. In terms of the speed, our method is very practical for many applications, such as AR and robotics.
Conclusions and Future Work
A new method for camera pose tracking is proposed from the designed circular markers. The main advantages are: 1)PnP/RANSAC are not needed; 2) The mainly used image features are fitted edges.
3) The given 6D camera pose are analytical and lightweight as very concise forms; 4) A proposed nonlinear cost function based on a geometric distance is used to refine the initial 6D camera pose. These make our camera localization robust, accurate and simultaneously fast. What's more, different from other planar fiducial markers, the markers of our method are easy to be found in real environments. Experimental results show that the proposed method outperforms the state of the arts in term of noise, blur, and distance from camera to marker. At the same time, this method can run at about 100FPS on a consumer computer with only CPU. In the future, the work will be extended to large scale environments like in [16, 17] .
