INTRODUCTION
Assessments of groundwater contamination from chemical waste disposal or agricultural chemical application invariably include evaluation of chemical transport through the unsaturated zone. For transforming or degrading chemicals, the magnitude of contamination depends on the residence time in the unsaturated zone. The residence time is dependent on chemical and soil characteristics and meteorologic conditions. The movement of hazardous wastes or pesticides is inherently affected by soil characteristics and the associated spatial variability occurring within and among individual waste disposal sites or agricultural use areas.
The soils literature contains numerous assessments documenting the ariability associated with textural and hydraulic characteristics of soils [e.g., JrJry, 1982; Nielsen el al., 1973) . The coefficient f variation (CV) is often used to represent the magnitude of v riability. The CV often is found to be highest for soil hydrauli~ properties (e.g., hydraulic conductivity) and lowes~ for texturfl properties such as bulk density and total porosity [e.g., Sharma and Rogowski, 1983; Warrick and Nielsen et al., 1980] . Variations in soil characteristics can contribute considerable uncertainty [e.g., Bresler and Dagan, 1981; Jury, 1982) to assessments of solute transport and groundwater contamination.
Traditionally, mathe~atical models have been used to evaluate the uncertainty of predicted chemical movement in the unsaturated zone. Cox and Baybutt [1981] have described five different modeling methods for conducting uncertainty analyses. The choice of any one method depends upon the model (or models) selected and analysis objectives. The widely used Monte Carlo procedure is suitable for developing uncertainty analyses of solute transport. These analyses make use of randomly generated time series to produce frequency distributions. Frequency distributions can be used to assess groundwater contamination by expressing the uncertainty as a probability of occurrence. Such assessments may provide estimates of various percentiles of the predicted unit solute loadings (mass per unit area) to groundwater. This paper is not subject to U.S. copyright. Published in 1988 by the American Geophysical Union.
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Monte Carlo numerical simulation methods require probability density functions of model input parameters and, in some cases, correlations among parameters. In a typical Monte Carlo run, for example, values of the various parameters are generated randomly from hypothesized or inferred distributions. Corset et at. [1988] examined uncertainty of the leaching potential of the pesticide aldicarb through a Monte Carlo simulation. Estimated distributions of field capacity and wilting point were used to characterize input parameters for the PRZM model [Carse/ ec a/., 1988) . The potential for leaching below selected depths was expressed in the form of cumulative probability distributions.
Monte Carlo techniques that are used to evaluate uncertainty of solute transport require probability distributions for hydraulic parameters that affect water-solute movement in soil. Unfortunately, such distributional and correlational information often is lacking or is not well-established. However, these obstacles have been greatly reduced by development of estimation techniques for many of the hydraulic parameters required by solute transport models [e.g., Rawls et al., 1982; Rawls and Brakensiek, 1985; El-Kadi, 1981] . Application of these estimation methods provides a basis upon which associated probability distributions of model input parameters can be inferred.
Fundamental to this approach is the need to establish good approximations to empirical distributions for many parameters in several soil classifications. A family of statistical distributions can be used advantageously to provide a commonality of form that permits correlations to be incorporated. The family of distributions known as the Johnson system [Johnson and Kotz, 1970; Johnson, 1987] was used here for this purpose. This system is rich in variety of fonn and is especially useful for data fitting, particularly where gc.od approximations to many empirical distributions are needed. It provides a significant advantage over alternatives by producing, after appropriate variable transformations, a set of normally distributed variables.
As part of this work, probability density functions were developed for soil-saturated hydraulic conductivity and other· hydraulic parameters. In addition, joint niuJiivariate denSity functions that incorporated correlations''iimorig!/ the~··\·llii-. 
In ( Rawls and Brakensiek [1985) to estimate selected soil waler relenlion characteristics.
input variables are correlated, a properly formulated joint statistical distribution permits combinations of values to be more appropriately represented, from a frequency standpoint, in the simulation. The presence of correlations implies that some combinations of values are more probable or less probable than they otherwise would be under an assumption of independence. A joint distribution serves to better represent the relative frequencies of the variables under study. A multivariate approach also provides for variance reduction and increased resolution in the sense that the effect of a smaller change in the system can be evaluated. EI- Kadi [1987] considered parameter correlation in relation to infiltration. He concluded that when correlation was accommodated, uncertainty was reduced by one third for the cases considered.
selves normally distributed. Generally, however, if the joint distribution is not normal, it may be more difficult or impossible to include the correlation structure in the distribution model. Therefore it was a goal of this research to identify, through appropriate choices of variable transformations, the associated probability distributions as members of the Johnson family that best fitted the empirical frequency distributions. Then, estimates of covariances could be used to produce a multivariate normal distribution model that embodied all of the distributional information (for these parameters) needed for subsequent Monte Carlo modeling or other simulation studies.
DATA AND PROCEDURES
Correlations among input variables can be easily incorporated into a multivariate normal distribution model, provided marginal distributions of the individual variables are them-
Et,aluation of Soil Data
The complexity and extreme variability of soil at the scale of the primary particle can be bypassed by measuring hydro- , l-/illel, 1982] for determining these curves often are time consuming and tedious. Thus simplified approaches for estimating the hydraulic properties· of soils are quite useful, especially for nonpoint source problems. Rawls and Brakensiek [1985] have demonstrated a method for computing saturated hydraulic conductivity from soil-saturated water content, sand content, and clay content. Their analysis also indicated that these characteristics can be used to estimate the parameters required by several water retention models [e.g., Brooks and Corey, 1964; Campbell, 1974; van Genuchten, 1976] . [Rawls and Brakensiek, 1985] . The saturated water contents, the sand contents, and the clay contents reported for each of the SCS classifications then were used to compute saturated hydraulic conductivity (centimeters per hour) and water retention parameters for the van Genuchten [1976] model using a multiple regression equation developed by Rawls and Brakensiek [1985] . The general form of the regression equation (where f denotes any of the variables In (K 5 ) . 9,, In (cc- Here, x, mean; s, standard deviation; CV, coefficient of variation (percent); and n, sample size. *Agricultural soil, less than 60% clay. of the regression model using 95 soils with textural classifications ranging from clays to sands. Estimated means for. final infiltration rates of each soil were within one standard deviation of the observed means. The regression equations were developed for natural soils only; modifications would be necessary for soils having temporal variations such as surface crusts, etc. Spatially, the hydraulic parameters are expected to vary with the percent sand, clay, and saturated water content. By applying the equations to each SCS soil classification with large deviations of percent sand, clay, and saturated water contents, spatial representation of hydraulic parameters can be estimated.
Statistical Analysis Procedures
The database of computed saturated hydraulic conductivities (K 5 ) and van Genuchten [1976] water retention parameters (9,, cc, N) for each of the 12 soil textural classifications was used as the basis for characterization of probability distributions for these variables. Descriptive statistics, moments, and other distributional characteristics were examined. Empirical cumulative distribution functions (CDF) were derived Here, .i, mean; s, standrad deviation; CV, coefficient of variation (percent); and n, sample size.
*Agricultural soil, less than 60%.
. , for all of these variables, and hypothesized distributions were fitted. The first objective was to obtain the set of best fitting distributions that would adequately approximate the empirical distributions. In each instance, a mathematical transformation was sought that would produce a normally distributed variable. Fitted CDF were selected generally from a class of transformed normal distributions known as the Johnson system [Johnson and Kotz, 1970] . The normal (Gaussian) distribution (denoted by NO) also was used in those cases where no transformation was necessary to achieve normality. The Johnson system involves three main distribution types: LN, lognormal; SB, Jog ratio; and SU, hyperbolic arcsine. By definition, a random variable that has a lognormal distribution will have a normal distribution after. applying a logarithmic transformation. Similarly, variables following the SB or SU distributions also can be transformed to normality, as is described below. Oftentimes, the lognormal distribution is inadequate for the representation of given empirical data, whereas the SB or SU may be well-suited. All of the types of Johnson distributions represent transformations of variables that have normal distributions after the transformations are applied. From an empirical standpoint, one would choose the transformation that does the best job of producing normally distributed data in any given case. The underlying reason why one transformation might work better than another in this regard actually is related to certain other characteristics of the distribution.
The third standard moment (termed skewness, denoted by (p1) 112 ) and fourth standard moment (termed kurtosis, denoted by /3 2 ) of Johnson family distributions can be used to discriminate among the three types. Geometrically, the plane defined by the set of all values of {3 1 and {3 2 divides into two regions: one corresponding to SB distributions, the other corresponding to SU distributions (see Figure 2) . The skewness and kurtosis of the lognormal are functions of the variance (a 2 ) of the log transform of the random variable (i.e., a 2 denotes the variance of the normal distribution that obtains for log x when X is lognormally distributed). Hence the boundary defined by the parametric equations /3 1 = (w-l)(w + 2) 2 where w = exp (u 2 ) is the locus of all points in the plane that correspond to lognormal distributions. For given skewness values, the region where kurtosis is Jess than that of the lognormal is the SB region; the region with greater kurtosis is the SU region. The SB region is bounded also by the line {32 = P. +I the limit for all distributions. Each point in the (/3 1~ /3 2 ) plane is uniquely associated with a specific Johnson distribution. For empirical data, there often will be an SB or an SU distribution thai fits better than the lognormal, a situation encountered when the ({3 1 , {3 2 ) point lies far from the lognormal boundary line. As the skewness and kurtosis coefficients approach 0 and 3, respectively, the limiting distribution is the normal.
The Johnson transformations may be given as Y has a normal distribution. In using this approach, the limits of variation (A and B) for each variable (K 5 , 9,, ex, N) were determined a priori on the basis of observed data ranges and theoretical considerations and, then, utilized in the three LN-SB-SU transformations (equations (4), (5), and (6)). Generally, the third and rourth sample moments (skewness and kurtosis) can be used to determine which of the three distribution types of the Johnson family Is an appropriate choice in any given case, as is noted above. In this application, however, where only empirical fits were needed, it was sufficient and convenient to independently fit the normal distribution to the original data set and to the Entries in the lower triangular portion of the matrix are sample Pearson product-momeni correlations. The diagonal and upper triangular entries form the triangular Cholesky decomposition of the sample covariance matiix. N, sample size. three sets generated by applying the Johnson transformations on a given variable. In each case, the first two moments (i.e., mean and variance) of the transformed values were used to estimate the corresponding parameters of a normal distribution. An objective measure of goodness of fit, the Kolmogorov-Smirnov (K-S) D statistic, then was used to select the best fitting distribution from among the four candidates (NO, LN, SB, SU) . The K-S D statistic is defined basically as the maximum observed deviation between an empirical CDF and a fitted CDF, so that the smallest observed value of D signified the mosf appropriate iransformation in any given case.
In following this procedure, a fitted normal or Johnson distribution was derived for each variable within each soil textural class. A knowledge of the type of transformation, the estimated mean and variance of the associated normal distribution, and the limits of variation were sufficient to define completely the fitted distribution of any given variable.
Data peculiarities, such as outliers, required that the fits be carefully scrutinized with respect to proper estimation of parameters. For the most part, maximum likelihood estimates of the mean and variance were computed on the basis of complete data sets, although in a few cases trimmed estimates were utilized. The goodness-of-fit criterion was based consistently on untrimmed data sets to ensure objectivity. That is, in some instances, outlying values were not used in estimating the mean and variance, but they were included for goodness-of-fit calculations.
If a case exhibited characteristics that usually are associated with truncated distributions to such a degree that a nontruncated fit was considered unacceptable, efforts were ·made to use truncated Johnson system distributions. In these situations, maximum likelihood estimates of the mean and variance of the normal parent distribution for the transformed variable were obtained using methods appropriate for the doubly truncated normal [Joltnson and Kotz, 1970] . That is, a truncated normal distribution was fitted to the transformed dat~ in these cases. The density function of a truncated normal distribution can be given as
is the density function of the non truncated normal parent distribution having mean Jl, and variance u 2 and associated CDF F(x), where
is the standard normal density with associated CDF Cll(z) and where 1,1),__.-
The limits of truncation are a and b. The first two moments of the truncated normal distribution are related mathematically to the moments of the nontruncated parent distribution through two nonlinear equations. The expressions for the expected value and variance of the truncated distribution are where z. =(a -/-1)/o, zb = (b -J.-1)/o, <P. = <f(z.), and rfb = r/J(zb). lly equating these nonlinear expressions to sample moments obtained from the data and, then, soiving numerically, estimates of the parameters J. -1 and u of the parent distribution were determined. This estimation procedure was used only in those cases where truncated normal distributions were needed.
After choosing the best fitting distribution, sample covariances (and correlations) among the selected transformed variables were computed. These served to estimate the covariances needed by a joint multivariate distribution model. Since the Johnson system provides a mechanism for developing, after transformations, a set of normally distributed variables, a multivariate normal distribution model was selected to represent the joint probability density for the transformed variables. In this inanner, the estimated covariance structure was incorporated for future tise in Monte Carlo simulations. (A onedimensional finite element solute transport model with a Monte Carlo preprocessor is currently being developed.) This identification fitting. estimation procedure is summarized in Figure 3 . It depicts the steps of determining appropriate transformations and corresponding estimates of distribution means, variances, and covariances.
The multivariate normal distribution is parameterized in terms of marginal distribution means and variances and pairwise covariances in the form of a covariance mati:ix. The multivariate normal density function is given by -CO< Z; <CO i = 1, 2,. ··,p (13) where z represents a vector of p random variables with mean vector p and variance-covariance matrix I:, and 11:1 denotes the determinant of :E. Random deviates from a correlated multivariate normal distribution can be produced by first generating a vector z of independent standard normal deviates and then applying a linear transformation of the form y =JI + rz (14) where p is the desired vector of means and T' is the transpose of an upper triangular matrix derived from the factored form of the symmetric covariance matrix I: = TT. The existence of this factorization requires that the covariance matrix be positive definite.
Within each soil textural class, after transformations were selected and distributions were fitted for all variables, sample Pearson product-moment correlations and covariances were calculated for the transformed variables, as is described above. These estimates were based on sets of complete observations in which all variables had nonmissing values. This approach utilized somewhat less information when compared to individual pairwise estimates, but it guaranteed that the covariance matrices would be positive definite and thus could be factored. The Cholesky decomposition algorithm [Kennedy and Genr/e, 1980] was used to factor the estimated covariance matrices.
RESULTS AND DISCUSSION
Descriptive statistics for saturated water, sand, and clay contents, are provided in Tables 1 and 2 . Estimated saturated hydraulic conductivity K 5 and van Genuchten [1976] water retention parameters (9,. a, N) are provided in Tables 3-5. The CV for saturated water content e. was less than 25% for all soil types. These values are consistent with those reported elsewhere [e.g., Jury, 1985] ; therefore variability for saturated water content is minimal. The CV for percent sand was greater than 50% for clay, silt, silt loam, silty clay, and silty clay loam soils and less than 20% for clay loam, loam, loamy sand, sand, sandy clay, sand clay loam, and sandy loams. The CV for clay content was greater than 40% for loamy sand, sand, and sandy loam soils and less than 35% for clay, clay loam, loam, silt, silt loam, silty clay, silty clay loam, and sand clays. Generally, the CV for simulated values of residual water content 8, and the van Genuchten [1976] model parameter N were less than 30 and 20%, respectively. Higher CV were observed for the van Genuchten [1976] model parameter value a. The CV was generally greater than 35% for a (CV for sand was 20.3). The CV for simulated saturated hydraulic conductivity K 5 ranged from 453.3 for silty clays to 52.4 for sands. Common agricultural soils such as silt loams, loamy sands, loams, and sandy loams exhibited CV of 174.6, 77.9, 275.1, and 127.0, respectively. These values compare favorably to measured CV for loamy sands, sandy loams, sands, silty clays, and silty clay loams of 69-105, 178-190,69,92-320, and 48-118, respectively [Smith et a/., 1987] . Sensitivity of the characteristic curve (equation (1)) as indicated by the CV would appear to be generally related to cr.
The results for hydraulic conductivity and van Genuchten [1976] model parameters indicated that considerable differences are expected for any simulation of solute movement in the unsaturated zone. It follows that uncertainty estimates should be incorporated into any associated modeling study.
Estimates of the distribution mean and standard deviation for appropriately transformed variables, limits of variation for the original variables, and values of the K-S goodness-of-fit statistic D (maximum absolute deviation between the empirical and fitted CDF) are displayed in Table 6 . In cases where truncated distributions were used, the truncation limits also are shown. Correlations among transformed variables are given in Table 7 ; these appear (in boldface) as the six entries below the matrix diagonal in each case. The entries on and above the diagonal comprise the upper triangular matrix that forms a factor of the estimated covariance matrix.
Figures 4-6 display plots of the empirical and fitted CDF for transformed values of saturated hydraulic conductivity and van Genuchten [1976) model parameters for each of the 12 soil textural classes. In each case, standardized (zero mean and unit variance) scaling of the transformed variable is utilized for purposes of uniform presentation.
The fitted CDF are considered acceptable for simulation because they are based on available data and because the absolute errors between observed and predicted CDF are not expected to be distinguishable when using solute transport models. The present approach met the primary objective of obtaining good approximations for most of the underlying distributions. In addition, the fitted distributions had a smoothing effect in cases where data gaps may have occurred {e.g., silt, clay, and sandy clay soils). This offers an implicit advantage for data representation.
Very few of the data sets could be adequately described by the normal distribution without using one of the Johnson transformations. The SCS textural triangle system used for classifying soils is thought to have contributed to the existence of truncated forms and of forms having properties uncharacteristic or the normal distribution. Classification schemes and/or restrictions that weight results could have produced the results observed for these soils. Notably, many data sets were significantly better described by the SB and SU distributions rather than the more commonly used lognormal, although the lognormal was selected in about one third of the cases. Truncated distributions were used in 7 of the 48 cases; the resulting fits were significantly improved in each of these.
In most cases, correlations were significant for the van Ge-I!Uchten [1976] model parameters. For example, correlations generally were greater than 0.70 for between K 15 and a, and between K 15 and N. The implication is that an assumption of independence in a Monte Carlo simulation is not plausible. {Such an assumption would add considerable white noise to the results, thus limiting their utility.)
The Monte Carlo implementation of these results would require that multivariate normal deviates be generated with means, variances, and covariances as previously estimated. These random values then would be inverse-transformed into the original scaling used for the hydraulic parameters. Equations (4)-(6) may be inverted mathematically to produce where Y represenls a normally dislributed variale wilh prescribed mean and variance. Of course, values of X generaled in Ibis manner generally must be checked to ensure that they are wilhin the specified acceptable ranges (A to B) after transforming to original scales. In addition, whenever truncated normal distribulions are involved, each element of !he mullivariale normal random deviate that is associated with a truncated distribution must be checked for range validity prior to inverse transformalion. This is necessary, since the multivariate normal distribution model is parameterized in terms of the parent distribulions of the truncated variables. A randomly generated vector would be retained only when all range constraints are satisfied. Figure 7 illustrates Monte Carlo implementation using the multivariate normal-Johnson transformation approach. The data provided in Tables 6 and 7 can be used to select and parameterize the distributions for K 5 , e,, ex, and N in any given soil textural class. The factored covariance matrices and transformed variable means can be used to generate sets of correlated normal random deviates. These values would then be translated mathematically, as in (15)- (17), depending on the fitted distributions, to produce random values for the soil waler retention parameters.
Example
For the silt loam soil data, the limits of variation, variable transformations, and estimates of the transformed variable means are obtained from Table 6 , and the factored covariance matrix is read from Table 7 :
e· ,. Table 7 , can be computed as R = DSD, where D is a diagonal matrix with elements equal to the reciprocals of the square roots of the diagonal elements ofS.
To illustrate how a random vector of values (K 5 , e,, ex, N) is produced, suppose that z' = LOll, is a vector of independent standard normal deviates. A new random vector y is derived by application of the transforma-
r-,,.,1 r . . . , That is, y is a random vector from a multivariate normal distribution with mean u and variance-covariance matrix S. Inverse transformations (equations (15HI7)) must be applied to y, as follows, in order to obtain the final random values for the original variables: These steps have been programmed as illustrated in Figure  8 . By substituting appropriate values in the input data statements, any of the 12 soil textural classes may be represented. For the case of silt loam, the program was used to generate 1000 sets of values for K 5 , E>,, a, and N. These data then were examined for agreement with the original observed data. These have been plotted in I he form of double-bar histograms (Figures 9-12) showing both sets of relative frequencies for each variable. Table 8 displays the computed percentiles of both the generated values and the observed data for comparison.
CONCLUSIONS
A method was presented for developing probability density functions for several water retention characteristics for 12 soil Observed, li = 1092; generated, n = 1000. texture classifications. Joint multivariate distributions that incorporated correlations among hydraulic variables were developed for each class using an extensive soils database. The marginal distributions used in fitting these empirical data were selected as members of a family of distributions. Application of appropriate transformations resulted in variables that were approximately normally distributed, so that a multivariate normal distribution could be used to represent each of the joint density functions.
