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Abstract
In this paper, we consider the minimum feedback vertex set problem in graphs, i.e., the problem of finding a minimal cardinality
subset of the vertices, whose removal makes a graph acyclic. The problem isNP-hard for general topologies, but optimal and near-
optimal solutions have been provided for particular networks. In this paper, the problem is considered for undirected graphs with
the following topologies: two- and higher-dimensional meshes of trees, trees of meshes, and pyramid networks. For the two-
dimensional meshes of trees the results are optimal; for the higher-dimensional meshes of trees and the tree of meshes the results
are asymptotically optimal. For the pyramid networks, there remains a small factor between the upper and the lower bounds.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The problem. For a graph G = (V, E), a subset V ′ ⊆ V is called a feedback vertex set, if the subgraph of G induced
by V − V ′ has no cycles. If V ′ has minimum cardinality among all such subsets, then V ′ is called a minimum vertex
feedback set, and is denoted by V . In this paper, we study the minimum feedback vertex set problem (MFP) which is
the problem of finding minimum feedback vertex sets.
MFP finds its origin in the area of combinatorial circuit design. Registers have to be placed inside each circuit cycle
in order to let a circuit stabilize before the arrival of its input. However, as each of them slows down the circuit, it is
important to minimize the number of such registers [11]. The problem has then been widely studied as it has many
different applications. As an example, consider the problem of removing deadlocks in an operating system context.
The system may be modeled by a directed graph (called a dependence graph), where vertices represent processes and
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edges represent resource requests. More formally, an edge (x, y) represents the request of process x for a resource
allocated to y. Cycles in the graph represent deadlocks, that is, situations in which processes indefinitely wait for
already allocated resources. Deadlocks can be solved by first computing a feedback vertex set of this dependence
graph, and then by moving the vertices of this set into a waiting queue [31]. The size of this queue should be
minimized. The problem also has applications to the constraint satisfaction problem, to Bayesian inference [5] in
artificial intelligence, and to the study of monopolies [25,26] in synchronous distributed systems.
Old and new results. MFP is known to be NP-hard for general networks [10], but optimal and near-optimal
solutions have been provided for particular topologies, such as meshes and butterflies [1,3,20], cube connected cycles
[20], hypercubes [1,8], shuffle-based networks [13], permutation graphs [16], and many others [6,7,12,17–19,21,22,
28,30,31].
In this paper, we consider MFP for certain undirected graphs of bounded degree, namely two- and higher-
dimensional meshes of trees networks, trees of meshes, and pyramid networks [4,14,15,23,24,27,29]. For the two-
dimensional meshes of trees we obtain optimal results. Using a different construction, asymptotically optimal results
are obtained for all higher dimensions. For the tree of meshes TMn we show that at least 2/3·n2·log n−5/9·n2+n−4/9
vertices must be removed, and we construct a set V ′n with |V ′n| = 2/3 · n2 · log n − 25/72 · n2 + 2/9. For the
pyramids, the construction is quite involved. Nevertheless we do not get asymptotically tight results: there is a ratio
of 135/128 ' 1.055 between upper and lower bounds.
Upper and lower bounds. Upper bounds may be obtained by hand or by running general problem solvers based on
branch-and-bound. Some work in this direction has been done [2,9], but this approach has not yet been developed to
the level of the approaches for the somewhat similar minimum Steiner tree problem. We have written an elementary
branch-and-bound program based on a greedy approach, which repeatedly removes a vertex with maximal degree
in the current graph. The program was merely intended for testing ideas, but also provided some inspiration for the
presented construction, though it could not prove its optimality.
When considering lower bounds, it is essential to distinguish directed and undirected graphs. For undirected graphs,
the scope of this paper, the situation is relatively simple: an acyclic graph is a forest. So, after removal of the vertices,
the number of remaining edges must be strictly smaller than the number of remaining vertices. For a graphG = (V, E)
in which the maximum degree of the vertices is r , this immediately gives the following condition on the number |V |
of vertices to remove: |V | − |V | ≥ |E | − |V | · r + 1. From this, we obtain a trivial but useful lower bound [3]:
|V | ≥ d(|E | − |V | + 1)/(r − 1)e. (1)
Sometimes, sharper results can be obtained by first omitting some edges in order to reduce the value of r , or by
dividing the graph into subgraphs and taking the sum of the respective contributions. A rather good lower bound is
obtained by determining the smallest number x such that |V | − x > |E | −∑1≤i≤x ri , where ri denotes the degree of
vertex i after sorting the vertices according to their degree in decreasing order.
Summary of the paper. The paper is organized as follows: In Section 2, we study the MFP in two-dimensional and
higher-dimensional meshes of trees; in Section 3, we consider the problem in trees of meshes and in Section 4, in
pyramid networks. Section 5 gives some concluding remarks and outlines future work.
2. Meshes of trees
In this section, we find lower and upper bounds on the size of the feedback vertex set for two- and higher-
dimensional meshes of trees.
2.1. Two-dimensional meshes of trees
Definition 1. A p× q mesh is a graph Mp,q = (V, E) with vi, j ∈ V , 0 ≤ i ≤ p− 1, 0 ≤ j ≤ q − 1, and E contains
exactly the edges (vi, j , vi, j+1), j 6= q − 1, and (vi, j , vi+1, j ), i 6= p − 1.
Lemma 1 ([20]). A minimum feedback vertex set of a p× q mesh Mp,q has size at least d((p− 1) · (q − 1)+ 1)/3e.
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Fig. 1. MT4,8. The circles give the mesh vertices, the triangles the vertices of the row-trees, and the squares the vertices of the column-trees.
Definition 2 ([14,27,29]). A height-k complete binary tree Tk = (V, E) is a graph composed of 2k+1 − 1 vertices
labeled with all different binary strings of length 1 ≤ i ≤ k. The root at level 0 is labeled with a distinct value ,
the 2i vertices at level i , 1 ≤ i ≤ k, are labeled with all possible distinct binary strings of length i in lexicographical
order. An edge connects any vertex x lying at level i , 1 ≤ i ≤ k with label (b1, . . . , bi−1, bi ) with vertex with label
(b1, . . . , bi−1) at level i − 1.
In Tk , the vertex at level 0 is called root, the vertices at level k are called leaves. The leaves have degree 1, the root
has degree 2, while the other vertices have degree 3. Tk has |E | = |V | − 1 = 2k+1 − 2.
Definition 3 ([14,27,29]). A two-dimensional m× n mesh of trees, where m and n are powers of 2, is a graphMTm,n
obtained from an m × n mesh Mm,n by:
• removing all mesh edges;
• building a height-h1, h1 = log n, complete binary tree along each row, using the row-vertices as leaves of the tree;
• building a height-h2, h2 = logm, complete binary tree along each column, using the column-vertices as leaves of
the tree.
The trees along the rows and columns are called row-trees and column-trees, respectively. The definition is
illustrated in Fig. 1. Two-dimensional meshes of trees are non-regular as the mesh, and root vertices have degree
2 while all the other vertices have degree 3. MTm,n has 3 · m · n − m − n vertices and 4 · m · n − 2 · m − 2 · n edges.
Using (1) gives a lower bound on the size of the minimum feedback vertex set V which will prove to be tight:
|V | ≥ d((4 · m · n − 2 · m − 2 · n)− (3 · m · n − m − n)+ 1)/2e
= m · n/2− m/2− n/2+ 1. (2)
There are two basic strategies for constructing a feedback vertex set V ′ of MTm,n :
• Using the mesh-removal strategy, V ′ consists of all the mesh vertices.
• Using the coordinate-axis-removal strategy, V ′ consists of all the vertices of the row-trees at one level above the
leaves (alternatively one can take all the vertices of the column-trees at one level above the leaves).
Both strategies are illustrated in Fig. 2.
Lemma 2. The mesh-removal strategy applied to MTm,n , gives |V ′| = m · n. The coordinate-axis-removal strategy,
gives |V ′| = m · n/2. Either strategy gives a feedback vertex.
Proof. Applying the mesh-removal strategy reduces MTm,n to a set of disconnected trees, because the row- and
column-trees are connected only at the leaves . Any of these trees is acyclic. The number of removed vertices equals
m · n.
Applying the coordinate-axis-removal strategy decomposes MTm,n into m trees consisting of level 0 up to
level log n − 2 of the row-trees, and into n unchanged column-trees. Any of these trees is acyclic, and there are no
connections between them which might give rise to cycles. MTm,n has m row-trees, from each of which n/2 vertices
get added to V ′. 
The mesh-removal strategy removes twice as many vertices as necessary, but the coordinate-axis-removal strategy
is asymptotically optimal. We now consider how to further improve it. The set V ′ is constructed along the lines of the
coordinate-axis-removal strategy with three modifications:
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Fig. 2. Applying the removal strategies toMT8,8. The removed vertices are colored white. The edges incident upon the removed vertices are drawn
with thin lines.
Fig. 3. Minimum feedback vertex set for MT8,8.
1. None of the vertices in row 0 is added to V ′.
2. None of the leftmost vertices at level log n − 1 of the row-trees (the vertices between column 0 and column 1) is
added to V ′.
3. All vertices in column 1 at level logm − 1 of the column-tree are added to V ′.
The modified construction is illustrated in Fig. 3. The last two of these modifications were suggested by an anonymous
referee of Sirocco 2004, which is gratefully acknowledged.
Theorem 1. MTm,n has a vertex feedback set V ′ with |V ′| = m · n/2− m/2− n/2+ 1.
Proof. In comparison with the original set V ′ with cardinality m · n/2, modification 1 gives a reduction by n/2;
modification 2 gives a further reduction by m − 1; and modification 3 gives an increase by m/2. Modification 1
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creates single bridges between otherwise unconnected trees. Modification 2 only creates cycles in the leftmost squares,
because the row-trees are not connected to the other squares. These cycles are cut by modification 3. 
A comparison with (2) shows that this result exactly matches the lower bound. There are not many networks of
comparable complexity for which the size of the feedback vertex set is known exactly.
2.2. Higher-dimensional meshes of trees
In this section, we show how to generalize the two vertex removal strategies to the case of meshes of trees of arbitrary
dimensions.
Definition 4. A d-dimensional n1 × · · · × nd mesh of trees, denoted MTn1,...,nd , is obtained from a d-dimensional
n1 × · · · × nd cube by:
• removing all mesh edges;
• building a height-log n j complete binary tree along each of the∏1≤i 6= j≤d ni one-dimensional subarrays of length
n j running along coordinate axis j .
A d-dimensional n1× · · ·× nd−1× nd mesh of trees can also be obtained by creating nd copies of d − 1-dimensional
n1 × · · · × nd−1 meshes of trees and connecting these at the bottom level by ∏1≤i≤d−1 ni complete binary trees of
height log nd .
For d ≥ 3, the mesh vertices have maximum degree, their degree being d. All other vertices have degree 3 except
for the tree roots with degree 2. In the following, we are not interested in exactly matching the lower bounds, so
there is no need for precise estimates of the number of vertices and edges either. For MTn1,...,nd we use the following
estimates:
Lemma 3.
|V | = (d + 1) ·
∏
1≤i≤d
ni − O
( ∑
1≤ j≤d
∏
1≤i 6= j≤d
ni
)
, (3)
|E | = 2 · d ·
∏
1≤i≤d
ni − O
( ∑
1≤ j≤d
∏
1≤i 6= j≤d
ni
)
. (4)
Proof. These estimates can be proven using induction from the recursive construction: the lemma is correct for d = 2.
For larger d , the leading constant in (4) increases by 2 when going from dimension d − 1, because each of the new
connecting trees contributes its 2 · nd − 2 edges. The leading constant in (3) increases only by 1, because nd of the
2 · nd − 1 vertices of the added trees are grid vertices, which are identified with the vertices of the other trees. For
n1 = · · · = nd , the results of this lemma can be found in [14]. 
Substituting these values in (1) together with r = d − 1, we get
Corollary 1. For a d-dimensional n1 × · · · × nd mesh of trees with d ≥ 3, a vertex feedback set has size at least∏
1≤i≤d ni − O(
∑
1≤ j≤d
∏
1≤i 6= j≤d ni ).
The two vertex-removal strategies can also be generalized: the mesh-removal strategy now amounts to removing
all vertices from the d-dimensional n1 × · · · × nd mesh, the coordinate-axis-removal strategy amounts to removing
all vertices along the d − 1 coordinate axes at one level above the leaves. For example, V ′ can be built by taking all
at level log n j − 1 from all meshes of trees running along coordinate axis j , for all 2 ≤ j ≤ d. Now we obtain the
following generalization of Lemma 2:
Theorem 2. For a d-dimensional n1 × · · · × nd mesh of trees with d ≥ 2, the set V ′ constructed with either the
mesh-removal or the coordinate-axis-removal strategy is a feedback vertex set for MTn1,...,nd . With the first strategy|V ′| =∏1≤i≤d ni , with the second strategy |V ′| = (d − 1)/2 ·∏1≤i≤d ni .
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Fig. 4. A two-dimensional TM4. The white vertices give a feedback vertex set of size 18, which is 2 more than the lower bound.
Proof. The correctness is proven as before: removing the mesh results in a set of trees whose depths have been reduced
by one. Leaving out all at one level above the leaves gives us a set of trees of depths two smaller than the original
trees plus the isolated mesh vertices. Reinserting the vertices along one coordinate axis connects the mesh vertices
with one tree, not creating any cycles. In total, the coordinate-axis-removal strategy thus removes d − 1 sets of each
(
∏
1≤i≤d ni )/2 vertices. 
Both strategies are correct for all d ≥ 2, but they are not equally good: for d = 2, only the coordinate-axis-removal
strategy is asymptotically optimal, whereas for d ≥ 4, we must use the mesh removal strategy to achieve this. Only
for d = 3 can we choose.
3. Trees of meshes
In this section, we find lower and upper bounds on the size of the feedback vertex set for trees of meshes.
Definition 5 ([15,23]). A two-dimensional n× n tree of meshes, denoted TMn , is an undirected graph (Vn, En), with
n = 2k , obtained from a complete binary tree, of 2 log n + 1 levels, as follows:
• replace each vertex of the tree with a mesh;
• replace the root with an 2k × 2k mesh;
• replace the leaves with 1× 1 meshes;
• if a parent node is a 2 j × 2 j mesh P , then its two children are 2 j × 2 j−1 meshes S1 and S2. Vertices
(1, 1), (2, 1), . . . , (2 j , 1) of P are connected respectively to vertices (1, 2 j−1), (2, 2 j−1), . . . (2 j , 2 j−1) of S1, and
vertices (1, 2 j ), (2, 2 j ), . . . , (2 j , 2 j ) of P are connected respectively to vertices (1, 1), (2, 1), . . . (2 j , 1) of S2;
• if a parent is a 2 j × 2 j−1 mesh P ′, its two children S′1 and S′2 are 2 j−1 × 2 j−1 meshes. Vertices
(1, 1), (1, 2), . . . , (1, 2 j−1) of P ′ are connected respectively to vertices (2 j−1, 1), (2 j−1, 2), . . . (2 j−1, 2 j−1) of S′1,
and vertices (2 j , 1), (2 j , 2), . . . , (2 j , 2 j−1) of P ′ are connected respectively to vertices (1, 1), (1, 2), . . . (1, 2 j−1)
of S′2.
TMn is a non-regular planar graph, with vertices of degree 1, 3, and 4. |Vn| = 2 · n2 · log n + n2 and
|En| = 4 · n2 · log n − n2 + n. The definition is illustrated in Fig. 4.
Using (1), we get the following lower bound on the number of vertices to remove:
|V n| ≥ d((4 · n2 · log n − n2 + n)− (2 · n2 · log n + n2)+ 1)/3e
= d(2 · n2 · (log n − 1)+ n + 1)/3e.
For n = 2, 4, 8, and 16, this gives 1, 13, 89, and 518, respectively.
This lower-bound result can be sharpened by separately considering the numerous meshes embedded in a tree of
meshes in combination with Lemma 1. Consider TMn with n = 2k . It is composed of four copies of TMn/2 connected
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Fig. 5. A two-dimensional TM8. The white vertices give a feedback vertex set of size 114, which is 14 more than the lower bound.
to an n × (2 · n) mesh. For n = 2k , it turns out that d(n − 1) · (2 · n − 1) + 1)/3e = (2 · n2 + 1)/3 − n + 1. So we
obtain the following recurrence relation:
|V 1| = 0,
|V n| ≥ 4 · |V n/2| + (2 · n2 − 3 · n + 4)/3.
For n = 2, 4, 8, and 16, this gives 2, 16, 100, and 556, respectively. This inhomogeneous recurrence can be made
homogeneous, and it results in a characteristic polynomial of degree 4. The roots can be guessed easily. Using the
smallest values, the coefficients can be determined. This gives
|V n| ≥ 2/3 · n2 · log n − 5/9 · n2 + n − 4/9. (5)
An upper bound can be found analogously. Again, we use that TMn consists of four copies of TMn/2 connected to
an n × (2 · n) mesh. The feedback vertex set V ′n of TMn is recursively constructed as follows:
• V ′1 is the empty set.• V ′n is composed of the four subsets V ′n/2, which are taken to be identical in each of the four copies of TMn/2 plus a
suitable subset of vertices from the connecting n× (2 · n) mesh. This mesh subset consists of every third diagonal.
These diagonals run from upper-right to lower-left. The first is starting in position (0, 2).
This construction is illustrated in Figs. 4 and 5. The construction in the meshes is standard. As a result, we can be
sure that there are no cycles in the meshes. It remains to be proven that at the connections between the meshes no
cycles arise. We only verify this for the two gluings on the left side; those on the right side can be checked analogously.
In the discussion, we refer to Fig. 6. By definition of V ′, the situation in the corners is as indicated. The question is
how the situation is at vertex x , y and z. The diagonals are indexed; in any mesh, diagonal l is running through the
vertices (i, j) with i+ j = l as far as these are part of the mesh, where vertex (0, 0) is supposed to lie in the upper-left
corner. In each mesh, all diagonals 3 · l + 2 are removed. x lies at position (n, 2 · n − 1), so vertex x is an element
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Fig. 6. Composing a tree of meshes by gluing meshes.
of V ′. In other words, the gluing is exactly such that the removed diagonals in the upper mesh can be thought to run
on in the central mesh. So, this does not cause cycles at the gluing plane. For the situation around vertex y and z, we
must distinguish two cases. Recall that n is a power of two. If n = 3 · m + 1, for some m, then the position of y is
given by (4 · n − 1, 0) = (12 · m + 3, 0) and the position of z is given by (0, n) = (0, 3 · m + 1). So, the vertex that
is two positions to the right of y is an element of V ′, and so is the vertex one position to the right of z. Thus, in this
case the diagonals which are removed in the central mesh run on in the lower mesh. In an analogous way, the same
conclusion can be obtained for the case that n = 3 · m + 2.
Let us now consider |V ′n|. (2 · n2 − 2)/3 vertices are added from the n × (2 · n) mesh. So, we get the following
recurrence relation:
|V ′1| = 0,
|V ′n| = 4 · |V ′n/2| + (2 · n2 − 2)/3.
For n = 2, 4, 8, and 16, this gives 2, 18, 114, and 626, respectively. There are considerable deviations from the lower
bound, but these are limited to the lower-order terms.
Lemma 4. The constructed set V ′n is a feedback vertex set for TMn . |V ′n| = 2/3 · n2 · log n − 2/9 · n2 + 2/9.
Proof. The solution of the recurrence relation is of the form n2 · (a · log n + b)+ c, for suitable constants a, b and c.
Solving for |V ′1| = 0, |V ′2| = 2 and |V ′4| = 18 gives a = 2/3, b = −2/9 and c = 2/9. 
It is not hard to improve this result by, e.g., using a feedback vertex set for TM4 with 16 instead of 18 vertices (see
Fig. 7). This construction saves 2 vertices for each of the n2/16 disjoint copies of TM4 in TMn , and n2/8 vertices in
total. Moreover, it is optimal for TM4 as it matches the lower bound of relation (5). General improvements, which
so far we have not achieved, can be obtained by finding optimal constructions for larger TMn , with n > 4. We now
consider a new construction for TMn that includes the optimal feedback vertex set for TM4 (see Fig. 7). There are
n2/16 disjoint copies of TM4, each of which does not contain cycles, together with a mesh with every third diagonal
removed. Using an argument similar to the one of the previous construction we can prove that connecting the copies
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Fig. 7. Feedback vertex set for TM8 of size 106, 6 more than the lower bound.
of TM4 with the mesh does not create cycles. The reason is that every TM4 is only connected with two edges (a, b)
and (c, d), to two distinct diagonals of the mesh (not connected to other TM4’s). Note also that one of these two edges
was used in the previous construction. Vertices a and b are connected by a path of length two in the related TM4, but
b and c are not connected by any path in the mesh; thus, no cycle is formed. Denote now with V ′′n the reduced-size
feedback vertex set.
Theorem 3. The constructed set V ′′n is a feedback vertex set for TMn . |V ′′n | = 2/3 · n2 · log n − 25/72 · n2 + 2/9.
Comparison with (5) shows that this result is tight to within 5/24 · n2. Going on like this, the gap between upper and
lower bound can be further reduced.
4. Pyramid networks
In this section, we find the lower and upper bounds on the size of the feedback vertex set for pyramid networks.
Definition 6 ([4,24]). A pyramid network of height n is a graph Pn = (Vn, En) with vertex set Vn = {(i, x, y)|0 ≤
i ≤ n, 0 ≤ x, y < 2i }, and a set of undirected edges given by En = {((i, x, y), (i, x, y + 1))|1 ≤ i ≤
n, 0 ≤ x < 2i , 0 ≤ y < 2i − 1} ∪ {((i, x, y), (i, x + 1, y))|1 ≤ i ≤ n, 0 ≤ x < 2i − 1, 0 ≤ y <
2i } ∪ {((i, x, y), (i − 1, bx/2c, by/2c))|1 ≤ i ≤ n, 0 ≤ x < 2i , 0 ≤ y < 2i }.
Informally, a pyramid network is composed of a collection of meshes of increasing size. Levels i , 0 ≤ i ≤ n,
consist of a 2i × 2i mesh. The 1 × 1 mesh at level 0 constitutes the top of the pyramid. In addition to the mesh
connections, each vertex is connected to one vertex in the level above it and four vertices in the level below it.
|Vn| =∑ni=0 4i = (4n+1− 1)/3; |En| =∑ni=1(2i · (2i − 1)+ (2i − 1) · 2i + 4i ) = 4n+1− 2n+2. A pyramid network
is a non-regular graph with vertices that may have degree 3, 4, 5, 7, 8 and 9. The definition is illustrated in Fig. 8.
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Fig. 8. P2. The white vertices give a feedback vertex set of size 8, matching the lower bound.
Fig. 9. P3. The white vertices give feedback vertex sets of size 34, matching the lower bound.
4.1. Small pyramids
Before going to the general case, it is instructive to first consider the smallest pyramids in some detail. Later, these
results will be used to obtain better upper and lower bounds.
Consider the two-level pyramid P1. Removing only the top vertex, the cycle in the 2× 2 mesh at level 1 remains.
Removing a single vertex at level 1, there remains a cycle through the other four vertices. So, at least two vertices
must be removed from P1. All cycles in P1 can be eliminated by either removing the top vertex and an arbitrary vertex
at level 1, or by removing two diagonally opposite vertices at level 1. Both constructions are used in Fig. 8. Thus,
|V 1| = 2.
Now consider P2. It contains four copies of P1. Therefore, |V 2| ≥ 4 · |V 1| = 8. As we can see from Fig. 8, it also
suffices to remove 8 vertices from P2 in order to obtain a cycle-free graph. Thus, |V 2| = 8.
Finally consider P3. It contains four copies of P2. Therefore, |V 3| ≥ 4 · |V 2| = 32. However, we can prove more,
observing that P3 contains in total 17 copies of P1: 16 at the two lowest levels and 1 at the two highest levels. Thus,
|V 3| ≥ 17 · |V 1| = 34. As we can see from Fig. 9, it also suffices to remove 34 vertices from P3 in order to obtain a
cycle-free graph. Thus, |V 3| = 34.
For larger Pn , we do not know the exact value of |V n|. Particularly, for P4, the best lower bound we know is
|V 4| ≥ 4 · |V 3| = 136. If there was not a vertex feedback set V ′ for P3 with |V ′| = 34 containing the top of the
pyramid, we could have proven a lower bound of 138, but the right picture in Fig. 9 shows that such a set V ′ exists. A
feedback vertex set for P4 of size 142 is shown in Fig. 10. This is the best we were able to construct.
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Fig. 10. P4. The white vertices give a feedback vertex set of size 142, 6 more than the lower bound. Edges incident upon removed vertices are not
drawn.
4.2. Lower bounds
A general lower bound on |V n| may be obtained by using (1):
|V n| ≥ d(4n+1 − 2n+2 − (4n+1 − 1)/3+ 1)/(9− 1)e
= (4n + 2)/3− 2n−1. (6)
For n = 2, 3, 4, and 5, this gives 4, 18, 78, and 326, respectively. Essentially the estimate in (6) develops as 4n/3; that
is, the estimate shows that at least (1/4− o(1)) · |Vn| vertices have to be removed.
This is a poor result, which can easily be improved. Considering pairs of levels of the pyramid we get
Theorem 4. For a pyramid network Pn of height n, we have
|V n| ≥ 2/15 · (4n+1 − 1), for n odd,
|V n| ≥ 2/15 · (4n+1 − 4), for n even.
Proof. Let xn denote the number of disjoint copies of P1 contained in Pn . By the construction of the pyramid, xn is
given by the following recurrence relation:
x1 = 1,
x2·k+1 = 16 · x2·k−1 + 1, for all k ≥ 1.
Substituting yk = x2·k+1, for all k ≥ 0, we get a basic inhomogeneous recurrence relation, which can be solved by
conventional means. The solution is yk = 16/15 · 16k − 1/15, for all k ≥ 0. So, we get x2·k+1 = (16k+1 − 1)/15, for
all k ≥ 0. For even n we use x2·k+2 ≥ 4 · x2·k+1. The number of vertices to remove from Pn is at least 2 · xn . 
For n = 2, 3, 4, and 5, this gives 8, 34, 136, and 545, respectively. Essentially the estimate in Theorem 4 develops as
2/15 · 4n+1, that is, the estimate shows that at least (2/5− o(1)) · |Vn| vertices have to be removed.
We do not believe that the results in Theorem 4 are sharp, but currently we have no better results. A larger leading
constant can be obtained by showing that for any finite n, the above estimate is not tight. For example, if it can be
shown that |V 4| ≥ c, for any constant c > 136, then by counting the number of disjoint copies of P4 in Pn , the leading
constant in the lower bound would be improved by a factor c/136.
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Fig. 11. An extendible two-level pattern.
4.3. Upper bounds
Elementary construction. A very simple upper bound is obtained by first entirely removing every second level of
Pn . More precisely, for odd n the even levels are removed, and for even n the odd levels are removed. Doing this, Pn
is decomposed into disconnected meshes. When in addition we remove from each of these a feedback vertex set, Pn
becomes acyclic. This feedback vertex set is denoted V ′n,1.
Lemma 5. |V ′n,1| = 7/45 · 4n+1 + O(log n).
Proof. For n = 2 · k + 1, the sum of the sizes of the even levels is given by ∑kj=0 16 j = (16k+1 − 1)/15 =
(4n+1 − 1)/15. A trivial feedback vertex set for an x × x mesh can be obtained by removing every third diagonal.
This set has size x2/3 + O(1). So, we can estimate the number of vertices in V ′n,1 from the odd levels on∑k
j=0(42· j+1/3+ O(1)) = 4 · (16k+1 − 1)/45+ O(k). The estimate for even n is similar. 
Comparing with the results from Theorem 4, we see that this construction leaves a factor 7/6 between the upper and
lower bounds.
Better constructions. In the lower bound computations, we used several times the fact that |V n| ≥ 4 · |V n−1|. At
first, one might hope that a vertex feedback set for Pn can be obtained by taking suitable feedback vertex sets for the
four copies of Pn−1 and removing the top. This would give |V n| ≤ 4 · |V n−1| + 1. However, the case n = 3 shows
that this does not work. The reason is that when building Pn from four copies of Pn−1 and a new top vertex, cycles do
not only arise by the connections added at the top, but particularly also by the connections added at the lower levels.
To cope with this problem, we introduce the notion of an extendible pattern:
Definition 7. Let Pk,l , 1 ≤ l ≤ k+1, be the graph with the structure of the l lowest levels of Pk . An extensible l-level
pattern consists of a vertex feedback set V ′ for Pk,l with the special property that taking 4 j , for any j > 0, copies of
Pk,l with the vertices in V ′ and their incident edges removed, no cycles arise when gluing these together in the way
they would appear in Pk+ j,l .
Extendible patterns are given in Figs. 11 and 12, with respectively 4 copies of P3,2 and of P4,3.
Assume that we know an extendible l-level pattern; then a feedback vertex set of Pn can be constructed by, starting
from the bottom, alternatively removing the vertices in the pattern in l levels, and then removing all vertices in one
level. More precisely, the levels n + 1 − j · (l + 1), 1 ≤ j ≤ b(n + 1)/(l + 1)c, are removed entirely, while on the
intermediate levels, the removal is dictated by the extendible pattern.
Let V ′n,2 be the feedback vertex set constructed for Pn with the help of a two-level pattern.
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Fig. 12. An extensible three-level pattern.
Lemma 6. |V ′n,2| = 1/7 · 4n+1 + O(1).
Proof. First, observe that an extensible two-level pattern can be obtained by removing 32 of the 80 vertices in P3,2 as
shown in Fig. 11. In this picture, 4 copies of the pattern for P3,2 are glued together. The result is a pattern of connected
but cycle-free structures spanning three diagonals, separated by diagonals which have been entirely removed. From
the 64 + 16 = 80 vertices of P3,2, 24 + 8 = 32 vertices are removed. We now consider any disjoint copy of P3,3
contained in Pn , and we remove 32 of the 80 vertices in P3,2 using the extensible two-level pattern, and then the entire
3rd level of P3,3. Globally, 32 + 4 = 36 out of 80 + 4 = 84 vertices are removed. Only at the top may there be one
partial copy of P3,3. So, |V ′n,2| = 36/84 · |Vn| ± O(1). 
Comparing with the results from Theorem 4, we see that this construction leaves a factor of 15/14 between the
upper and lower bounds. Further improvements can be obtained by using higher-level patterns.
Let V ′n,3 be the feedback vertex set constructed for Pn with the help of a three-level pattern.
Lemma 7. |V ′n,3| = 12/85 · 4n+1 + O(1).
Proof. First observe that an extensible three-level pattern can be obtained by removing 140 of the 336 vertices in
P4,3 as shown in Fig. 12. In this picture, 4 copies of the pattern for P4,3 are glued together. The result is a pattern
of connected but cycle-free structures spanning seven diagonals, separated by diagonals which have been entirely
removed. From the 256+ 64+ 16 = 336 vertices of P4,3, 96+ 36+ 8 = 140 vertices are removed. We now consider
any disjoint copy of P4,4 contained in Pn , and we remove 140 out of 336 vertices in P4,3 using the extensible three-
level pattern, and then the entire 4th level of P4,4. Globally, 140+4 = 144 out of 336+4 = 340 vertices are removed.
Only at the top may there be one partial copy of P4,4. So, |V ′n,3| = 144/340 · |Vn| ± O(1). 
Comparing with the results from Theorem 4, we see that this construction leaves a factor of 18/17 between the
upper and lower bounds.
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Fig. 13. P5. The white vertices give a feedback vertex set of size 574, 29 more than the lower bound. Vertices at different levels are depicted as
follows: 1st level vertices by circles, 2nd by triangles, 3rd by rectangles, 4th by hexagons, 5th by a bigger rectangle.
Best construction. The given feedback vertex set based on the three-level pattern can be further improved by making
the construction of the pattern explicit and generalizing it to more levels. In this way, we obtain a feedback set which,
without adding new ideas, cannot be further improved.
Let us consider the extendible two- and three-level patterns as given in Figs. 11 and 12 in more detail. In this
discussion, the levels will be counted from the bottom, so level 0 now refers to the bottom level. In both patterns, 6
out of any 16 level-zero vertices are removed. The remaining vertices, together with the edges running between them,
constitute the pattern consisting of shifted crosses. In the two-level pattern, every second level-one vertex is removed.
This suffices to eliminate all grid edges at this level, and connects the crosses in a diagonal way. In the three-level
pattern, we could do the same, but then we could have left only very few level-two vertices. Therefore, we remove
some extra level-one vertices. By removing 36 out of any 64 level-one vertices, the diagonals are cut into pieces, which
allows us to keep every second level-two vertex. These level-two vertices connect the diagonal pieces into diagonal
bundles.
This idea can be generalized. If we want to construct an extendible four-level pattern, we start with four copies of
the three-level pattern. This gives the situation in Fig. 12. In order to be able to keep a substantial number of level-
three vertices, we must remove some extra level-two vertices. As in the transition from the two-level to the three-level
pattern, by removing 36 out of any 64 level-two vertices, the diagonals are cut into pieces. Adding every second
level-three vertex connects these into diagonal bundles again. The lowest four levels of vertices in Fig. 13 illustrate
this construction.
It can also be shown that an extendible (k+1)-level pattern can be constructed by taking four copies of an extensible
k-level pattern removing an additional 1/16 of the level-(k − 1) vertices and every second level-k vertex. This idea
can be applied for constructing an even better feedback vertex set for Pn , for any n ≥ 3: for the lower n − 2 levels
we use the extensible (n − 2)-level pattern. For the highest three levels, we use the pattern depicted in Fig. 14. Let V ′n
denote the thus constructed set of vertices to remove.
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Fig. 14. The removal pattern at the top of Pn for n ≥ 3.
Theorem 5. For all n ≥ 3, V ′n is a feedback vertex set for Pn . |V ′n| = 9/64 · 4n+1 − 2.
Proof. At the lower n − 2 levels, the extensible pattern connects the vertices into eight diagonal bundles spanning
2n−2 − 1 diagonals each. By the construction at the top, these bundles are interconnected without creating cycles.
The top vertex is not removed; from level 1 and level 2 half of the vertices are removed. From the following levels
9/16 of the vertices are removed, except for level n where only 3/8 is removed. This gives
|V ′n| = 0 · 1+ 1/2 · 4+ 1/2 · 16+ 9/16 · 64+ · · · + 9/16 · 4n−1 + 3/8 · 4n
= 9/16 ·
n∑
i=0
4n − 9/16 · 1− 1/16 · 4− 1/16 · 16− 3/16 · 4n
= 9/64 · 4n+1 − 2. 
Comparing with the results from Theorem 4, we see that this construction leaves a factor of 135/128 ' 1.055 between
the upper and lower bounds.
5. Conclusion
In this paper, we have considered the minimum feedback vertex set problem in graphs. We have provided lower
and upper bounds for the problem in two- and higher-dimensional meshes of trees networks, in trees of meshes,
and in pyramid networks. Further study is needed to narrow the gap between lower and upper bounds for the pyramid
networks. A possible approach is to prove a higher lower bound for P4, as this would immediately lead to higher lower
bounds for all Pn with n > 4. Such a proof might be given with the help of an efficient branch-and-bound algorithm,
possibly built as a substantial refinement of the one implemented in our elementary program (see Section 1). This
might also allow a reduction of the gap between the upper and lower bounds for trees of meshes to less than  · n2, for
any  > 0. Designing an efficient algorithm for this aim is a challenging open problem.
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