Abstract. In this paper, we introduce an experimental approach to the design, analysis and implementation of market mechanisms based on double auction. We define a formal market model that specifies the market policies in a double auction market. Based on this model, we introduce a set of criteria for the evaluation of market mechanisms. We design and implement a set of market policies and test them with different experimental settings. The results of experiments provide us a better understanding of the interrelationship among market policies and also show that an experimental approach can greatly improve the efficiency and effectiveness of market mechanism design.
Introduction
Auction has been used for many years as the major trading mechanism for financial markets and electronic markets. The existing researches on auction mostly focus on the theoretical aspects of a market mechanism, such as incentive comparability, profit optimization, price formation, and so on [1] [2] [3] [4] . From the implementation and market design point of view, "market participants and policy makers would like to know which institution or variant or combination is most efficient, but theoretical and empirical work to date provides little guidance", as Friedman pointed out in [5] .
In this paper, we introduce a general approach for the design, analysis, and testing of market mechanisms. The design of a market mechanism involves the development of market policies and evaluation criteria. Different from most existing work in experimental economics, we do not restrict ourselves on specific market policies. Rather, we specify a range of general market policies under the certain trading structure, such as double auction, investigate the properties of market mechanisms with different combinations of market policies. In such a way, we can design a variety of market mechanisms and test them for different purposes.
This paper is organised as follows. Section 2 introduces a market model and specifies the market policies that compose a market mechanism. Section 3 presents a set of evaluation criteria for market mechanism design and testing. Section 4 describes the implementation of market policies. Section 5 presents our experimental results. Finally, we conclude the paper with related work.
The market model
In this section, we introduce a formal model of market based on double auction market structure. Double auction is a typical market structure in which a set of sellers and buyers trade together for the exchange of certain commodities. Figure 1 illustrates the general structure of double auction markets. In a double auction market, there are three sorts of actors: sellers, buyers and the market maker. The sellers and buyers are called traders. The market maker, who represents the market institution, coordinates the market. During a trading period, the sellers and buyers submit ask orders (sell orders) and bid orders (buy orders) to the market maker of the market institution, respectively. The market maker finds feasible pairs from these incoming orders according to certain market policies, such as accepting policies, matching policies, clearing policies and pricing policies. An accepting policy sets criteria for either accepting or rejecting an incoming order. A matching policy determines which ask orders match which bid orders. The time for the matched orders to be executed is determined by a clearing policy. Meanwhile, the price of the transaction price is determined by a pricing policy. According to the structure of double auction markets, the design of market mechanism for a double auction market is to specify each market policy that are to be implemented in the market.
Market setting
We consider a double auction market of a single commodity. Let I = S ∪ B be a set of traders, where S is the set of sellers and B is the set of buyers. We assume that S ∩ B = ∅ 3 . Each trader i ∈ I has a fixed valuation for the commodity, which is private information of the trader, denoted by v i . Let X be the set of incoming orders. An order x ∈ X consists of two components: the owner of the order, denoted by I(x) ∈ I, and the price of the order, denoted by p(x). For any H ⊆ X, we write H ask = {x ∈ H : I(x) ∈ S} and H bid = {x ∈ H : I(x) ∈ B}. Notice that the meaning of the order prices for sellers and buyers are different. For a seller, the order price (asking price) means that the commodity can be sold with a price no less than this price. For a buyer, the order price (bidding price) means that the commodity can be bought with a price no higher than this price.
Market Policies
Based on the market setting we describe above, we now define the market policies to govern a double auction market.
An accepting policy is a function A : X → {1, 0} that assigns to each incoming order a value either 1(accepted) or 0 (rejected). Let A = {x ∈ X : A(x) = 1} be the set of all the orders that are accepted under the accepting policy A.
A matching policy is a function M : 2 X → 2 X×X such that for any H ⊆ X,
The first condition sets the feasible condition for a match: the ask price should be less or equal to the bid price. The second condition specifies that an order can only be matched once. Let M be a set of matched pairs obtained from the accepting policy, that is, M = M(A). We use |M | to denote the number of matched pairs in M .
A pricing policy on M is a function P : M → ℜ that assigns a positive real number, interpreted as the clearing price, to a pair of ask order and bid order such that for any
Note that any pricing policy is implemented on top of certain accepting policy and matching policy. Without having matched the incoming orders, no transactions can be executed.
A clearing policy determines when to clear a matched pair. Formally, let T be the set of time points of a trading period. A clearing policy is a function C : T × M → {1, 0} such that for any t ∈ T and (x, y) ∈ M , if C(t, (x, y)) = 1, then C(t ′ , (x, y)) = 1 whenever t ′ ∈ T and t ′ > t, which means that once a matched pair is cleared, it can never come back.
With the implementation of all the above policies, a market maker can determine what, when and how the incoming orders being transacted. Briefly speaking, given a set of incoming orders, the accepting policy determines what orders are to be accepted. Among all accepted orders, the matching policy determines whose good can be sold to whom. The pricing policy determines the actual transaction prices and the clearing policy specifies when the transactions should be executed.
Evaluation Criteria of Market Mechanisms
In this section, we propose a set of evaluation criteria for the design and evaluation of market mechanisms. We introduce four indicators to measure profiting efficiency, matching efficiency, transaction volume and converging speed, respectively.
Transaction profit (PR) measures the total revenue of the market institution from all transactions that are executed in a given trading period:
where c s and c b is the charging rate of the market institution to a seller and a buyer, respectively. The charging rates represent the percentage of profit that a trader has to pay to the market institution for each transaction.
Allocation efficiency (AE) measures the efficiency of matching policies. Matching a given set of orders is usually referred to as allocation. A setM ⊆ X × X is called a potential matching on X if (x, y) ∈M implies x ∈ X ask , y ∈ X bid and v I (x) ≤ v I (y). Let M be the set of all potential matchings on X. Then the indicator AE measures the rate of the total profit that is made by the current matching policy (resulting the matched set M ) against the total surplus between buyers' valuation and sellers' valuation given by the optimal matching on all the incoming orders.
Note that the value of the denominator is independent to the currently matching policy while the numerator is determined by the current matching policy. Therefore AE measures the quality of a matching policy.
In many situations, the number of transactions indicates the successfulness of a market. We use the transaction volume (TV), i.e., the number of transactions |M |, to measure the liquidity of a market.
Finally we use convergence coefficient (CC), introduced by Smith [7] , to measure the efficiency of a clearing policy. Let
wherep is the average market clearing price. Convergence coefficient is the ratio of standard deviation of transaction prices, which measures the spreads of clearing prices.
Implementation of Market Policies
In this section, we briefly describe the approaches we have used for the implementation of each market policy we have introduced in Section 2.2.
Accepting Policy
An accepting policy defines how incoming orders are accepted by the market maker. A widely used accepting policy is quote-beating accepting policy (QBA) under which the market maker accepts an incoming order if it surpasses the current best price among the unmatched orders. Let x ask out and x bid out be the best prices among the current unmatched ask orders and bid orders, respectively. For any incoming order x, the QBA satisfies the following accepting rule:
The QBA accepts an order if it is better than the best prices in the current unmatched orders. This rule is known as New York Stock Exchange (NYSE) rule [8] .
The QBA above frequently fails to reduce the fluctuation of clearing prices as pointed by Niu et al. [8] . In order to reduce the fluctuation, they propose equilibriumbeating accepting policy (EBA). Letp be the price of the expected competitive equilibrium and δ be an adjustment parameter. For any incoming order x, the EBA makes a binary decision based on the following condition:
Under the EBA, an incoming order is accepted if it exceeds a threshold which consists of the expected competitive equilibriump and a slack δ. A key issue in the EBA is how to determine the expected equilibrium pricep and the slack δ.
We propose a new accepting policy, namely learning-based accepting policy (LBA), which requires less parameter tuning than EBA does. A key concept of LBA is to accept an incoming order at higher chances if it is likely to be successfully transacted according to the historical data. Similarly to linear reward-inaction algorithm developed by Hilgard and Bower [10] , an LBA policy updates the estimation of successful matches at certain prices according to its history data. Let L : ℜ → [0, 1] be a learning function that assigns an expected matching success rate (a real number between 0 and 1) to an order price. We use two types of learning functions, L ask (p) and L bid (p), for ask and bid orders, respectively. Let U = [0, 1] be a uniform distribution function. Let Pr(U) be a probability which is randomly drawn from distribution U. For any incoming order x, an LBA policy determines its acceptance according to the following rule:
If a randomly drawn value Pr(U) is less than or equal to L(p), the market maker accepts an incoming order. A significant part of LBA is how to update the learning function L(p) from the history data. We set the following three types of update rules. Initially, the learning function L(p) is initialised with a constant value α, where α ∈ [0, 1]. The learning function then updates with generated history data. For each successful matched
In other cases, L(p) stays still.
Matching Policy
Matching policies determine feasible matched pairs between sell orders and buy orders. Since a matching policy is relevant to all the evaluation criteria we have proposed in Section 3, the design of a matching policy is the most important part of market mechanism design. A well-known algorithm is 4-heap algorithm, proposed by Wurman et al. in [12] , which generates efficient and stable matches. The key idea of the 4-heap algorithm is to make matches between the best prices. In other words, the 4-heap algorithm makes matches from the largest bid-ask spreads. In our implementation of market policies, we use 4-heap algorithm for all the experiments we have done.
Pricing Policy
A pricing policy rules how to set the clearing price for each feasible matched pair. We have implemented three types of well-known pricing policies.
A mid-point pricing policy (MPP) is widely used in clearinghouses. The MPP is a unified pricing under which all the matched pairs are transacted at the same price. Among all the matched orders in M , let x ask in,l be the highest matched ask price and x bid in,l the lowest matched bid price. The MPP sets a unified price P(x, y) = p(x ask in,l ) + p(x bid in,l ) /2 for all (x, y) ∈ M . This pricing is the median of all prices in a given matched set.
In contrast to the MPP, k-pricing policy (k-PP) discriminates prices between different matched pairs. Under k-PP, the clearing price is a weighted average of the bid price and the ask price of the pair. The k-PP sets a clearing price P(x, y) = k · p(x) + (1 − k) · p(y), where k is a weight parameter ranges in [0, 1].
Similarly to k-PP, N -pricing policy (N -PP) is a pricing policy, proposed by Niu et al. in [8] . Let M ′ ⊆ M be all the transacted matched pairs. The N -PP determines a clearing price according to the average prices of the matched pairs in M ′ : P(x, y) =
In addition, we use a pricing policy which always clears at the competitive equilibrium, denoted by CEPP, for benchmarking purpose.
Clearing Policy
In general, there are two types of double auction markets classified by clearing timing: continuous clearing and periodic clearing. The former clears all matched pairs immediately and the later clears the matched pairs periodically. We implement two types of clearing policies: continuous clearing and round clearing, where round is the time unit that the traders submit orders in our experiment as we will explain later.
Experimental Analysis
We have implemented all the above mentioned market policies on the JCAT platform [14] . The platform has been used as a game server in the Trading Agent Competition in Market Design (TAC-MD) or known as the CAT competition. We have conducted a set of experiments to test the efficiency of each market policy and their combinations.
Our analysis includes identifying the effects of different types of bidding strategies of trading agents. We evaluate the performance of the market mechanisms by considering three types of bidding strategies implemented in the JCAT platform: zerointelligence with constraint (ZI-C), which sets its price randomly, zero intelligence plus (ZIP), which is equipped with a learning-based strategy with reactive to market information, and Roth and Erev (RE), which is devised by a reinforcement learning strategy to mimic human-like behaviour. We use the same configuration for those bidding strategies as the TAC-MD.
Our experimental settings are described as follows. Each game consists of 20 trading days with several rounds (either 3 or 5 rounds per day) to give learning time for learningbased bidding strategies. Each trader is able to submit a single order in each round; their demand is up to one order in each day. There are 20 sellers and buyers with fixed valuations assigned as follows: {$50, $55, . . . , $145}, respectively. Hence, we have the competitive equilibrium at $97.5 and 10 intra-marginal sellers and buyers. Notice that they are the base values for evaluations of market mechanisms. For all experiments, we use the 4-heap algorithm as a matching policy and 10% for the profit fee. For each type of experiments, we run 10 games with the same settings and we evaluate market performances based on the daily average of the evaluation criteria specified in Section 3.
Pricing Policy Effect
To test market performance under different pricing policies, we fix accept policy to be AAP, matching policy to be 4-heap and clearing policy to be round-based but vary the pricing policies among MPP, k-PP (with k = 0.5) and N -PP (with N = 20). The experimental results of these three pricing policies are presented in Table 1 . A key result is that pricing policies have a significant impact on the performance of CC but not for the other indicators for all three types of traders. This result suggests us to focus on CC for the design of pricing policies.
A second observation is that N -PP has smaller CC compared to other two policies for all three types of bidding strategies. This can be explained by the volume of historical data required to determine clearing prices. A higher volume helps to improve CC ratio. We use 20 pairs for N -PP, 1 pair for k-PP, and a few pairs for MPP.
Even though ZI-C traders randomly set their bidding prices, the market performance for ZI-C traders is better than the other two market reactive traders. This is particularly true with respect to PR and CC for ZIP traders and PR, AE and CC for RE traders. Therefore, it is interesting whether it is possible to improve these indicators by setting appropriate market policies.
Accepting Policy Effect
In this experiment, we investigate how accepting policies improve market performance. We compare LBA policy with other three benchmarking accepting policies: AAP, QBA and EBA. We use CEPP for pricing policy, which always clears the market at the middle point of overall traders' valuations. We use continuous clearing for clearing policy. For the LBA policy, we set α = 1.0 and dynamically change ǫ in the range between 0.005 and 0.2. We set 3 rounds/day. Table 2 gives the result of our experiments. A key observation is that LBA has better performances than AAP and QBA w.r.t. PR, AE and TV for the market reactive traders (ZIP and RE). This means that LBA signals the market reactive traders in an appropriate way: to accept the orders from the intra-marginal traders and to reject the orders from the extra-marginal traders. This means that LBA can learn the expected matching from history data efficiently. To compare with the results in the previous section, LBA significantly improves AE and TV for all three types of traders. These two indicators are preferable for the traders. However, a disadvantage of LBA is fluctuations of clearing prices as CC indicates.
As a benchmarking accepting policy, we made a set of experiments using EBA policy. We assign the competitive price for the accepting threshold. As a result, the EBA has significant performances on PR and CC. It implies that an EBA policy accepts the intra-marginal traders properly. However, this policy has lower performance on AE and TV, compared to LBA policies. It indicates that there are some unaccepted incoming orders from intra-marginal traders. Hence, the setting of the accepting threshold is too strict for some intra-marginal traders. We detail this point in the next experiment.
In this experiment, we have used a CEPP as pricing policy. In practice, the market institution is not able to obtain the competitive equilibrium. Thus, we consider a case where the market institution uses other pricing policies in the following experiments.
Robustness of Accepting Policies
Finally, we investigate robustness of accepting policies in a practical setting. We set all the parameters the same as the previous experiment except for the pricing policy. We use N -PP as pricing policy, which has been observed as a well-performing policy in the experiments described in Section 5.1. Notice that N -PP has some fluctuations with clearing prices. Therefore, our aim in this experiment is to investigate the robustness of accepting policies w.r.t. price fluctuation. In addition to the accepting policies used in the previous experiment, we use an EBA policy with slack 5, denoted by EBA(5). The reason for using the slack is to relax the rejection range of incoming orders. The results of the experiment is presented in Table 3 . According to this experimental result, the LBA policy improves all the market performances for all three bidding strategies compared to AAP and QBA policies. Therefore, the LBA policy is more robust for the volatility of clearing prices relative to other compared accepting policies. This may be because a LBA policy is adaptive to the market situations.
An interesting observation is that EBA is no longer high-performing mechanism for ZIP traders if clearing prices are fluctuated. The failure occurs when the clearing price is unbalanced from the competitive equilibrium. In such a case, the strict rejection and the unbalance of the pricing policy make the trader of one-side stop submitting orders, since there is no way to improve for ZIP traders. We also present a case where the rejection range has $5 slack from the competitive equilibrium. The slack improves all the indicators. However, the issues of EBA are how to determine a proper slack and how to estimate the competitive equilibrium.
Conclusions and Related Works
In this paper, we have introduced an experimental approach to the design, analysis, and testing of market mechanisms based on double auction. Firstly, we have defined a formal market model that specifies the market policies in a double auction market. Based on this model, we have introduced a set of criteria for the evaluation of market mechanisms. We have designed and implemented a set of specific market policies, including accepting policy, matching policy, clearing policy and pricing policy. A market mechanism is a combination of these market policies. We have conducted a set of experiments with autonomous trading agents to test the efficiency of different market policies.
There are two key findings from our experiments. First, we have observed that a pricing policy has significant effect on the convergence coefficient but does not have similar effect on the other indicators (Section 5.1). This observation suggests that a mechanism designer should focus on the reduction of fluctuations of transaction prices. Second, an LBA policy can help improving allocation efficiency. This is because an LBA policy rejects orders properly if the prices of the orders are not expected to be matched according to the historical data.
The approach that decomposes an auction mechanism into a number of parameterized market policies was introduced by Wurman et al. [15] . In this work, we give a formal definition for each market policies and discussed their properties. Niu et al. [8] presented a set of experimental results on the market mechanisms with double auction. They proposed N -pricing policy that reduces convergence coefficient and the equilibrium beating accepting policy that increased allocation efficiency. However, their experiments were based on only two simple criteria while our experiments have been based on more comprehensive criteria.
Although the system we have used for the experiments has been developed based on the JCAT platform, we have designed market mechanisms in a single market case in order to focus on the fundamental properties of market policies. This is a major difference from the CAT competition [14] and its analysis [9, 16, 17] , since they have dealt with competitive markets. Nevertheless, the findings from the experiments have provided ideas for us to improve market mechanisms for autonomous trading agents. Especially, some of the ideas have been used in the implementation of our TAC Market Design game entry, jackaroo, which won the champion of 2009 TAC Market Design (CAT) Tournament.
