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Abstract
Calcium is one of the most important intracellular messengers, which occurs in the cytosol and the endo-
plasmic reticulum of animal cells. While most calcium dynamics models either do not account properly for
the fact that the endoplasmic reticulum constitutes a microstructure of the cell or are infeasible by resolving
the fine structure very explicitly, Goel et al. [1] derived an effective macroscopic model by formal homoge-
nization. In this paper, this approach is made rigorous using periodic homogenization techniques to upscale
the nonlinear coupled system of reaction–diffusion equations and, moreover, the appropriate scaling of the
interfacial exchange term is taken into consideration.
Keywords: Calcium bidomain equations, periodic homogenization, reaction–diffusion, interfacial
exchange, nonlinear
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1. Introduction
The calcium bidomain equations are a widely used model for the dynamics of calcium ions, which act as
intracellular messengers between the extracellular space, the cytosol and the endoplasmic reticulum inside
animal cells. The calcium bidomain equations consist of one reaction–diffusion equation for the concentration
of calcium ions in the cytosol and one for the concentration of calcium ions in the endoplasmic reticulum,
which are coupled through a nonlinear (volume) reaction term. Of course, the model is based on an averaging
idea as the endoplasmic reticulum is a finely structured domain extending throughout the cell and surrounded
by cytosol. Thereby, it constitutes a microstructure of the cell and the exchange of calcium between the
cytosol and the endoplasmic reticulum in fact occurs at their common interface, i.e. the immersed surface
of the endoplasmic reticulum. We refer to [2] for the general physiological background.
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A first approach to derive the calcium bidomain equations from a homogenization approach explicitly
taking into account the multiscale nature of the problem was undertaken by [1] and we also refer the reader to
this article for a much more detailed introduction into the modelling aspects of the calcium dynamics problem
under consideration here. The homogenization approach there was only formal, however, and no rigorous
proofs were provided. In this paper, the approach is made rigorous based on periodic homogenization.
Periodic homogenization is a method for upscaling rigorously mathematical models of multiscale pro-
cesses. In many cases, the multiscale nature of the problem stems from a microstructure of the material
under consideration. While it is infeasible to resolve the microstructure in detail in numerical simulations
(and often unnecessary), upscaled models describing the processes on an observation scale much larger than
the characteristic size of the microstructure are required. In periodic homogenization, such upscaled models
are obtained by assuming the microstructure of the material to be periodic with respect to a reference cell
and considering the limit as the periodicity length approaches zero. Monographs on the subject include
[3, 4, 5, 6, 7, 8].
There are two main difficulties in upscaling the calcium dynamics problem by periodic homogenization.
On the one hand, it is important to choose the correct scaling of the material parameters with the homoge-
nization parameter as it is well known that this has a large influence on the limit problems. In particular,
different scalings may lead to different types of limit problems, cf. e.g. [9, 10, 11]. On the other hand,
the notions of convergence in periodic homogenization are of weak type, which implies that they are not
compatible with nonlinear terms a priori. Thus, additional problem-specific considerations are required in
order to characterise the limit problems. We refer the reader to e.g. [12, 13, 14, 15] for this aspect.
It is worth pointing out that bidomain models based on averaging ideas arise in other contexts in
mathematical biology as well. For example, the cardiac bidomain equations model electrical conduction in
a biological tissue, i.e. formations of many cells, where the microstructure is due to the single cells [16, 17].
Similar to the problem under consideration here, a key interest is in the effective condition describing
the exchange at the boundary between the two (microscopically) spatially separate domains. Rigorous
homogenization results for such related models can be found in [18, 19].
The paper is organized as follows. In §2 the microscale problem is introduced and the mathematical as-
sumptions on the setup are stated. The resulting homogenized limit problem is given in §3. The remaining
sections contain the details of the rigorous homogenization procedure: well-posedness and a-priori esti-
mates of the microproblem (§4), convergence (§5) and the identification of the limit problems (§6). Finally,
uniqueness of the homogenized limit problems is proven in §7.
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2. Problem setting
We consider an open bounded material body Ω ⊂ Rd, with Lipschitz-continuous boundary, which is a
mixture of two different phases. The part of Ω made up of the first material is denoted by Ω1 while the
other part is labelled with Ω2. It is assumed that Ω is periodic with respect to a scaled representative cell
Y = (0, 1)d, which contains a volume of cytosol, Z1, and a piece of endoplasmic reticulum, Z2 (each being
an open bounded domain with Lipschitz-continuous boundary), i.e. Ω is the union of a finite amount of
translated versions of εY . Then, Ωαε is defined as Ω∩
⋃
k∈Zd εZ
α
k , α ∈ {1, 2}, which is assumed connected and
having Lipschitz boundary. Here, the subscript k denotes translation of the set by k ∈ Zd and ε indicates the
ε-periodic geometry of the domain. The characteristic function of Zα is denoted by χα : Y → {0, 1}, α ∈
{1, 2}, and we express χαε (x) = χα(xε ), where χα has been extended periodically. The interface between Ω1ε
and Ω2ε (internal to Ω) is denoted by Γε. We set Γ = int(∂Z
1 ∩ ∂Z2) and the considered time interval is
labelled by S = (0, T ).
The idea of periodic homogenization (e.g. cf. [20, 21]) is then to examine the limit as ε approaches zero in
order to obtain averaged problems defined in all of Ω, which are easier to treat numerically and give useful
informations about macroscopically observable processes.
We consider the dynamics of the concentration of calcium ions in a biological cell, represented by uε in
the cytosol Ω1ε and by vε in the endoplasmic reticulum Ω
2
ε. Cf. [1], the ε-periodic problem is given by
∂tuε(x, t)−∇ · (Dε∇uε) = f(uε) in Ω1ε, (1a)
∂tvε(x, t)−∇ · (Eε∇vε) = g(vε) in Ω2ε, (1b)
Eε∇vε · n2ε = −Dε∇uε · n1ε = εmh(uε, vε) on Γε, (1c)
where nj are the outward normal vectors on Zj ∩ Γ. For technical simplicity, we assume no-flux conditions
for both concentrations at the outer cell membrane. The non-negative initial conditions are denoted by
uε(x, 0) = u0(x), vε(x, 0) = v0(x). The scaling exponent m ≥ 0 is a real number. The value of the scaling
number m is related to the speed of the interfacial exchange, cf. [10, 11] for details.
Let V(Ω) = L2(0, T ;W 1,2(Ω)), V (Ω) = {u ∈ V(Ω) | ∂tu ∈ L2(Ω×(0, T ))}, (u(t) | v(t))Ω =
∫
Ω
u(x, t)v(x, t) dx,
(u | v)Ω,t =
∫ t
0
(u(t) | v(t))Ω dt, ‖u(t)‖2Ω = (u(t) |u(t))Ω and ‖u‖2Ω,t = (u |u)Ω,t. The (standard) weak form of
problem (1) reads as follows:
Find (uε, vε) ∈ V(Ω1ε)× V(Ω2ε) such that (uε(0), vε(0)) = (u0, v0) ∈ [L2(Ω)]2 and
(∂tuε(t) |ϕ(t))Ω1ε + (Dε(t)∇uε(t) | ∇ϕ(t))Ω1ε = (f(uε(t)) |ϕ(t))Ω1ε − εm(h(uε(t), vε(t)) |ϕ(t))Γε , (2a)
(∂tvε(t) |ψ(t))Ω2ε + (Eε(t)∇vε(t) | ∇ψ(t))Ω2ε = (g(vε(t)) |ψ(t))Ω2ε + εm(h(uε(t), vε(t)) |ψ(t))Γε (2b)
for all (ϕ,ψ) ∈ V(Ω1ε)× V(Ω2ε) and a.e. t ∈ S.
3
For the coefficients of the system, we assume that their spacial variable can each be split into a macro-
scopic and a microscopic one: We assume that there exist functions D = D(x, y, t), x ∈ Ω1ε, y ∈ Z1, t ∈ S
and E = E(x, y, t), x ∈ Ω2ε, y ∈ Z2, t ∈ S, uniformly bounded from above and away from zero, periodi-
cally extended in y, such that Dε = D(x,
x
ε , t), Eε = E(x,
x
ε , t) are elliptic and ∂tDε, ∂tEε ∈ L∞(Ωε × S).
Moreover,
lim
ε→0
‖Dε(t)‖2Ω1ε = ‖D(t)‖
2
Ω×Y , lim
ε→0
‖Eε(t)‖2Ω2ε = ‖E(t)‖
2
Ω×Y . (3)
We assume f, g, h to be Lipschitz-continuous with constants Lf , Lg, Lhu and Lhv and f(0) = g(0) = 0.
For simplicity and since this is the relevant case in applications, we assume h(r, s) to be of the form
h(r, s) = h¯(r, s)(r − s) with 0 < hmin ≤ h¯(r, s) ≤ hmax < ∞. This condition can be somewhat relaxed,
however, as will be discussed below.
3. Macroscopic limit problems – summary of results
The macroscopic limit problems of problem (2) are now stated. We denote the limit functions of uε and
vε as ε → 0 by u and v, respectively. Obviously, different choices of the scaling exponents m need to be
distinguished.
It is useful to distinguish the cases m < 1 and m ≥ 1 as they correspond to particularly different limit
behaviours. It turns out that independently of the choice of m, the concentrations u and v are independent of
y. Moreover, the homogeneous Neumann boundary conditions on the external boundary of Ω are recovered.
This is also formally true for the case that ∂Ωαε ∩ ∂Ω = ∅ for both α = 1, 2.
For the statement of the limit problems, we require a couple of cell problems, which are discussed first.
3.1. Cell problems
The solutions of two cell problems are required. Let µj , νj , j = 1, . . . , d, be the Y -periodic solution of
the cell problems
−∇y · (D(x, y, t)(∇yµj(y, t) + ej)) = 0, y ∈ Z1, x ∈ Ω, t ∈ S,
−D(x, y, t)(∇yµj(y, t) + ej) · n1 = 0, y ∈ Γ, x ∈ Ω, t ∈ S,
−∇y · (E(x, y, t)(∇yνj(y, t) + ej)) = 0, y ∈ Z2, x ∈ Ω, t ∈ S,
−E(x, y, t)(∇yνj(y, t) + ej) · n2 = 0, y ∈ Γ, x ∈ Ω, t ∈ S,
(4)
the weak forms of which are given by
(D(x, · , t)(∇yµj(x, · , t) + ej) | ∇yϕ)Z1 = 0,
(E(x, · , t)(∇yνj(x, · , t) + ej) | ∇yϕ)Z2 = 0
(5)
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for all Y -periodic test functions ϕ. The vector ej is the jth unit vector in d-dimensional Euclidean space.
It is well-known that the solution of each of these cell problems exists and is unique up to addition of a
constant [7, 22].
The solutions of the cell problems allow the definition of the tensors P u = [P uij ]ij=1...n, P
v = [P vij ]ij=1...n
via
P uij(x, t) =
∫
Z1
Dij(x, y, t)(δij + ∂yiµj(y, t)) dy,
P vij(x, t) =
∫
Z2
Eij(x, y, t)(δij + ∂yiνj(y, t)) dy,
(6)
which turn out to be the macroscopic diffusion tensors in the limit problems. The tensors are uniquely
defined, symmetric and positive definite.
3.2. The case m < 1
For m < 1, it turns out that the limit functions satisfy u(x, t) = v(x, t) for a.e. x ∈ Ω, y ∈ Y , t ∈ S.
Therefore, it make sense to replace v by u and to look for the one equation satisfied by u. For ease of
notation, we also define
F (u(x, t)) =
∫
Y
(
χ1(y)f(u(x, t)) + χ2(y)g(u(x, t))
)
dy = |Z1|f(u(x, t)) + |Z2|g(u(x, t)) (7)
If m < 1 the macroscopic limit problem of problem (2) reads as follows: find u ∈ V (Ω) such that
u(0) = |Z1|u0 + |Z2|v0 and
((|Z1|+ |Z2|)∂tu(t) |ϕ(t))Ω + ((P u(t) + P v(t))∇u(t) | ∇ϕ(t))Ω = (F (u(t)) |ϕ(t))Ω (8)
for all ϕ ∈ V(Ω) and a.e. t ∈ S.
Obviously, this is not the bidomain equation(s) but it is an appropriate model when the interfacial
exchange of calcium between the cytosol and the endoplasmic reticulum is very fast.
3.3. The case m ≥ 1
If m ≥ 1, the limit functions u and v need to be considered separately. In order to be able to write the
macroscopic limit equations in a simple way, the limit of the interfacial-exchange term is written as
hex(u, v) = |Γ|h(u, v) for m = 1, hex(u, v) = 0 for m > 1. (9)
The macroscopic limit problem is given by: find u, v ∈ V (Ω) such that u(0) = |Z1|u0, v(0) = |Z2|v0 and
|Z1|(∂tu(t) |ϕ(t))Ω + (P u(t)∇u(t) | ∇ϕ(t))Ω =
(∫
Z1
f( · , y, t) dy |ϕ(t)
)
Ω
− (hex(u(t), v(t)) |ϕ(t))Ω , (10a)
|Z2|(∂tv(t) |ϕ(t))Ω + (P v(t)∇v(t) | ∇ϕ(t))Ω =
(∫
Z2
g( · , y, t) dy |ϕ(t)
)
Ω
+ (hex(u(t), v(t)) |ϕ(t))Ω . (10b)
for all ϕ ∈ V(Ω) and a.e. t ∈ S.
These equations are of the form of the calcium bidomain equations, where all effective parameters and
sink and source terms are given explicitly in dependence on the microscopic representation.
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4. Well-posedness and a-priori estimates
In this section, the well-posedness of the microscopic problem (2) as well as a-priori estimates required
for the limit passage as ε tends to zero are proven.
Lemma 4.1
The functions uε and vε are non-negative almost everywhere.
Proof We define
uε− :=
 −uε(x, t), if uε(x, t) ≤ 0,0, else, vε− :=
 −vε(x, t), if vε(x, t) ≤ 0,0, else.
Testing the weak formulation (2) with −uε−, −vε−, respectively, and adding gives
(∂tuε−(t) |uε−(t))Ω1ε + (∂tvε−(t) | vε−(t))Ω2ε + (Dε(t)∇uε−(t) | ∇uε−(t))Ω1ε + (Eε(t)∇vε−(t) | ∇vε−(t))Ω2ε
= −(f(uε) |uε−(t))Ω1ε − (g(vε) | vε−(t))Ω2ε + εm(h(uε, vε) | (uε− − vε−)(t))Γε .
Noting that the initial values are non-negative, integration with respect to time gives
1
2‖uε−(t)‖2Ω1ε +
1
2‖vε−(t)‖2Ω2ε + (Dε∇uε− | ∇uε−)Ω1ε,t + (Eε∇vε− | ∇vε−)Ω2ε,t
= −(f(uε) |uε−)Ω1ε,t − (g(vε) | vε−)Ω2ε,t + εm(h(uε, vε) | (uε− − vε−))Γε,t.
Making use of the ellipticity of D and E and the Lipschitz-continuity of f and g, we can estimate,
1
2‖uε−(t)‖2Ω1ε +
1
2‖vε−(t)‖2Ω2ε ≤ Lf‖uε−‖
2
Ω1ε,t
+ Lg‖vε−‖2Ω2ε,t + ε
m(h(uε, vε) | (uε− − vε−))Γε,t.
Using Gronwall’s lemma, it easily follows that uε− = vε− = 0 a.e. if h is such that (h(uε, vε) | (uε− −
vε−))Γε,T ≤ 0 for all possible uε, vε. This is satisfied since h(uε, vε) = h¯(uε, vε)(uε − vε) with h¯ non-
negative. J
Lemma 4.2
The functions uε and vε are bounded almost everywhere.
Proof Let M(t) = max{‖u0‖∞, ‖v0‖∞}ekt with a k ∈ R to be specified later. We define
(uε −M)+(x, t) :=
 uε(x, t)−M(t), if uε(x, t)−M(t) ≥ 0,0, else.
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Testing the weak formulation (2) with (uε −M)+, (vε −M)+, respectively, and adding gives
(∂tuε(t) | (uε −M)+(t))Ω1ε + (∂tvε(t) | (vε −M)+(t))Ω2ε
+ (Dε(t)∇uε(t) | ∇(uε −M)+(t))Ω1ε + (Eε(t)∇vε(t) | ∇(vε −M)+(t))Ω2ε
= (f(uε(t)) | (uε−M)+(t))Ω1ε+(g(vε(t)) | (vε−M)+(t))Ω2ε−εm(h(uε(t), vε(t)) | (uε−M)+(t)−(vε−M)+(t))Γε .
This implies, after integration with respect to time,
1
2‖(uε −M)+(t)‖2Ω1ε +
1
2‖(vε −M)+(t)‖2Ω2ε + ‖
√
Dε∇(uε −M)+‖2Ω1ε,t + ‖
√
Eε∇(vε −M)+‖2Ω2ε,t
= (f(uε) | (uε −M)+)Ω1ε,t + (g(vε) | (vε −M)+)Ω2ε,t − εm(h(uε, vε) | (uε −M)+ − (vε −M)+)Γε,t
− (kM | (uε −M)+)Ω1ε,t − (kM | (vε −M)+)Ω2ε,t.
Let us look at the reaction terms on the second line. If both reaction terms are negative we can choose
k = 0 and obtain the estimate
1
2‖(uε −M)+(t)‖2Ω1ε +
1
2‖(vε −M)+(t)‖2Ω2ε ≤ −ε
m(h(uε, vε) | (uε −M)+ − (vε −M)+)Γε,t.
If one of the reaction terms is non-negative, we choose k to be the Lipschitz constant associated with this
reaction function. If both reaction terms are non-negative, we choose k = max{Lf , Lg}, where Lf and Lg
are the Lipschitz constants associated with f and g, respectively. Then, we can estimate
(f(uε)− kM | (uε −M)+)Ω1ε,t ≤ (Lfuε − kM | (uε −M)+)Ω1ε,t ≤ k(uε −M | (uε −M)+)Ω1ε,t
and, analogously, for the reaction term in Ω2ε. Moreover, since we have h(uε, vε) = h¯(uε, vε)(uε − vε), it
follows that −εm(h(uε, vε) | (uε −M)+ − (vε −M)+)Γε,t ≤ 0 and, altogether, we obtain
1
2‖(uε −M)+(t)‖2Ω1ε +
1
2‖(vε −M)+(t)‖2Ω2ε
≤ k((uε −M)+ | (uε −M)+)Ω1ε,t + k((vε −M)+ | (vε −M)+)Ω2ε,t
with k equal to 0, Lf , Lg or max{Lf , Lg} depending on the reaction terms. From this, the assertion follows
using Gronwall’s inequality. J
Lemma 4.3
For the functions uε and vε there exists a constant C ≥ 0, independent of ε, such that
‖uε(t)‖2Ω1ε + ‖vε(t)‖
2
Ω2ε
+ ‖∇uε‖2Ω1ε,t + ‖∇vε‖
2
Ω2ε,t
+ εm(h(uε, vε) |uε − vε)Γε,t ≤ C (11)
for a.e. t ∈ S.
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Proof Testing the weak formulation (2) with (uε, vε), adding and integration with respect to time gives
1
2‖uε(t)‖2Ω1ε +
1
2‖vε(t)‖2Ω2ε + ‖
√
Dε∇uε‖2Ω1ε,t + ‖
√
Eε∇vε‖2Ω2ε,t + ε
m(h(uε, vε) |uε − vε)Γε,t
= (f(uε) |uε)Ω1ε,t + (g(vε) | vε)Ω2ε,t + 12‖u0‖2Ω1ε +
1
2‖v0‖2Ω2ε .
Since uε and vε are bounded and non-negative, we obtain the estimate
1
2‖uε(t)‖2Ω1ε +
1
2‖vε(t)‖2Ω2ε + ‖
√
Dε∇uε‖2Ω1ε,t + ‖
√
Eε∇vε‖2Ω2ε,t + ε
m(h(uε, vε) |uε − vε)Γε,t
≤ Lf‖uε‖2Ω1ε,t + Lg‖vε‖
2
Ω2ε,t
+ 12‖u0‖2Ω1ε +
1
2‖v0‖2Ω2ε .
Then, we obtain using Gronwall’s inequality
1
2‖uε(t)‖2Ω1ε +
1
2‖vε(t)‖2Ω2ε + ‖∇uε‖
2
Ω1ε,t
+ ‖∇vε‖2Ω2ε,t + ε
m(h(uε, vε) |uε − vε)Γε,t ≤ C. J
We state the following trace lemma without proof (e.g. see [7]).
Lemma 4.4
There exists a positive constant c0, independent of ε, such that ‖u‖2Γε ≤ c0
(
1
ε‖u‖2Ωε + ε‖∇u‖2Ωε
)
for any
u ∈ V(Ωε).
We need the trace lemma above to prove the next result.
Lemma 4.5
Let m ≥ 1. There exists a positive constant C, independent of ε, such that
‖∂tuε(t)‖2Ω1ε + ‖∂tvε(t)‖
2
Ω2ε
≤ C. (12)
Proof Taking the time derivative of the strong formulation and testing with ∂tuε (this can be made
rigorous by considering difference quotients and passing to the limit, cf. [23] e.g.) gives
∂ttuε(x, t)−∇(D′ε∇uε)−∇(Dε∇∂tuε) = f ′(uε)∂tuε,
which leads to
(∂ttuε(t) | ∂tuε(t))Ω1ε + (D′ε∇uε(t) | ∇∂tuε(t))Ω1ε + (Dε∇∂tuε(t) | ∇∂tuε(t))Ω1ε
+ εm(∂th(uε(t), vε(t)) | ∂tuε(t))Γε = (f ′(uε(t))∂tuε(t) | ∂tuε(t))Ω1ε .
Integration with respect to time and standard estimation gives
1
2
‖∂tuε(t)‖2Ω1ε + ‖
√
Dε∇∂tuε‖2Ω1ε,t
= −(D′ε∇uε,∇∂tuε)Ω1ε,t − εm(∂uh ∂tuε + ∂vh ∂tvε | ∂tuε)Γε,t + (f ′(uε)∂tuε | ∂tuε)Ω1ε,t +
1
2
‖∂tuε(0)‖2Ω1ε
≤ ‖D′ε‖∞‖∇uε‖Ω1ε,t‖∇∂tuε‖Ω1ε,t + εm‖∂uh‖∞‖∂tuε‖2Γε,t + εm‖∂vh‖∞‖∂tuε‖Γε,t‖∂tvε‖Γε,t + ‖f ′‖∞‖∂tuε‖2Ω1ε,t + c
8
for a constant c > 0. Using the trace inequality, we arrive at
1
2
‖∂tuε(t)‖2Ω1ε + ‖
√
Dε∇∂tuε‖2Ω1ε,t
≤ ‖∂tuε‖2Ω1ε,t
(
Lhuc0ε
m−1 + Lhv
c0δ2
2
εm−1 + Lf
)
+ ‖∇∂tuε‖2Ω1ε,t
(
1
2δ1
‖D′ε‖∞ + Lhuc0εm+1 + Lhv
c0δ2
2
εm+1
)
+ ‖∇uε‖2Ω1ε,t
(
‖D′ε‖∞
δ1
2
)
+ ‖∂tvε‖2Ω2ε,tLhv
c0
2δ2
εm−1 + ‖∇∂tvε‖2Ω2ε,tLhv
c0
2δ2
εm+1 + c.
for arbitrary δ1, δ2 > 0. Since Dε and Eε are elliptic, there are α, β > 0 such that
‖
√
Dε∇∂tuε‖2Ω1ε,t ≥ α‖∇∂tuε‖
2
Ω1ε,t
, ‖
√
Eε∇∂tvε‖2Ω2ε,t ≥ β‖∇∂tvε‖
2
Ω2ε,t
.
We use this estimate to continue with
1
2
‖∂tuε(t)‖2Ω1ε + ‖∇∂tuε‖
2
Ω1ε,t
(
α− 1
2δ1
‖D′ε‖∞ − Lhuc0εm+1 − Lhv
c0δ2
2
εm+1
)
≤ ‖∂tuε‖2Ω1ε,t
(
Lhuc0ε
m−1 + Lf + Lhv
c0δ2
2
εm−1
)
+ ‖∇uε‖2Ω1ε,t
(
‖D′ε‖∞
δ1
2
)
+ ‖∂tvε‖2Ω2ε,t
(
Lhv
c0
2δ2
εm−1
)
+ ‖∇∂tvε‖2Ω2ε,t
(
Lhv
c0
2δ2
εm+1
)
+ c.
We perform analogous estimations for vε and add the result to the inequality above. After carefully choosing
the δi, it follows for ε sufficiently small
1
2
‖∂tuε(t)‖2Ω1ε +
1
2
‖∂tvε(t)‖2Ω2ε ≤ ‖∂tuε‖
2
Ω1ε,t
C1 + ‖∂tvε‖2Ω2ε,tC˜1 + C2.
Using Gronwall’s lemma, we obtain the desired result. J
If m < 1, we still get the following result:
Lemma 4.6
Let m ≥ 0. There exists a positive constant C, independent of ε, such that
‖∂tuε‖L2(S,H−1(Ω1ε)) + ‖∂tvε‖L2(S,H−1(Ω2ε)) ≤ C. (13)
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Proof Using the definition of the H−1-norm and noting that the boundary terms vanish, we can estimate
‖∂tuε‖H−1(Ω1ε) + ‖∂tvε‖H−1(Ω2ε)
= sup
ϕ∈H10 (Ω1ε)
(∂tuε |ϕ)(H−1(Ω1ε) |H10 (Ω1ε))/‖ϕ‖H10 (Ω1ε) + sup
ψ∈H10 (Ω2ε)
(∂tvε |ψ)(H−1(Ω2ε) |H10 (Ω1ε))/‖ψ‖H10 (Ω2ε)
= sup
ϕ∈H10 (Ω1ε)
(
(−Dε∇uε | ∇ϕ)(L2(Ω1ε) |L2(Ω1ε)) + (f(uε) |ϕ)(H−1(Ω1ε) |H10 (Ω1ε))
)
/‖ϕ‖H10 (Ω1ε)
+ sup
ψ∈H10 (Ω2ε)
(
(−Eε∇vε | ∇ψ)(L2(Ω2ε) |L2(Ω1ε)) + (g(vε) |ψ)(H−1(Ω2ε) |H10 (Ω2ε))
)
/‖ψ‖H10 (Ω2ε)
≤ sup
ϕ∈H10 (Ω1ε)
(‖Dε‖∞‖∇uε‖Ω1ε‖∇ϕ‖Ω1ε + ‖f‖H−1(Ω1ε)‖ϕ‖H10 (Ω1ε)))/‖ϕ‖H10 (Ω1ε)
+ sup
ψ∈H10 (Ω2ε)
(‖Eε‖∞‖∇vε‖Ω2ε‖∇ψ‖Ω2ε + ‖g‖H−1(Ω2ε)‖ψ‖H10 (Ω2ε))/‖ψ‖H10 (Ω2ε)
Integration with respect to time and using lemma 4.3 gives the result. J
Proposition 4.7 (Existence)
There exists at least one solution (uε, vε) of problem (2).
Proof We begin with showing existence of solutions for a (possibly short) time interval (0, τ). For conve-
nience, the spaces V and V refer to this time interval in this proof.
Fix δ with 0 < δ < 12 and let uˆε ∈ V = L2(0, τ ;H1−δ(Ω1ε)) and vˆε ∈ W = L2(0, τ ;H1−δ(Ω2ε))
be given functions. Since the Nemytskii operators associated with f , g and h, F , G and H say, are
bounded and continuous as mappings V → L2(0, τ, L2(Ω1ε)), W → L2(0, τ, L2(Ω2ε)) and [L2(0, τ ;L2(Γε))]2 →
L2(0, τ ;H−1/2(Γε)), problem (2), in which the concentration-dependent reaction terms and interfacial-
exchange terms have been replaced by the given functions f(uˆε), g(vˆε) and h(uˆε, vˆε), has a unique solution
in the space V (Ω1ε) × V (Ω2ε) and the associated solution operator is continuous in this setting. Since the
embeddings V (Ω1ε) ↪→ V and V (Ω2ε) ↪→ W are compact, the solution mapping is continuous and compact
as a mapping into V ×W . Hence, the fixed-point operator mapping (uˆε, vˆε) ∈ V ×W to a new solution
(uε, vε) ∈ V ×W is compact and continuous.
It remains to show that ‖uε‖V , ‖vε‖W ≤ R, if ‖uˆε‖V , ‖vˆε‖W ≤ R for some R > 0. Then, by Schauder’s
fixed-point theorem, there exists at least one fixed point.
This can be shown easily making use of an interpolation inequality,
‖uε‖L2((0,τ),H1−δ(Ω1ε) ≤ C‖uε‖δL2((0,τ)×Ω1ε)‖uε‖
1−δ
L2((0,τ),H1(Ω1ε)
,
[24, p. 135], and the already obtained a-priori estimates, which yields
‖uε‖V ≤ C‖uε‖δL2((0,τ)×Ω1ε)‖uε‖
1−δ
V(Ω1ε) ≤ C(C1Rτ)
δ(C2R)
1−δ = C3Rτ δ.
This can be made smaller than R for τ small enough. The same argument can be used for ‖vε‖W .
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Noting that the above argument is independent of the initial time, the argument can be repeated so that,
after a finite number of times, the solution has been extended to the whole time interval (0, T ). J
5. Convergence
In this section, we want to investigate the convergence of the sequences of solutions as ε → 0. We use
the notion of two-scale convergence.
5.1. Two-scale convergence
For details concerning classical results on two-scale convergence, we refer to [25, 26, 27, 28, 29, 30] and,
in the context of reaction–diffusion systems, to [10] in particular. For simplicity, we discuss the two-scale
convergence for sequences independent of time. Since time is only a parameter with respect to two-scale
convergence, this is no restriction, cf. [31], e.g.
Definition 5.1 (Two-scale convergence)
A sequence of functions vε in L
2(Ω) is said to two-scale converge to a limit function v0(x, y) ∈ L2(Ω × Y )
iff
lim
ε→0
∫
Ω
vε(x)ϕ(x, x/ε) dx =
∫
Ω
∫
Y
v0(x, y)ϕ(x, y) dy dx (14)
for all ϕ ∈ C∞0 (Ω;C∞# (Y )) where the subscript # denotes periodicity. A sequence of functions vε in L2(Γε)
is said to two-scale converge to a limit function v0(x, y) ∈ L2(Ω× Γ) iff
lim
ε→0
ε
∫
Γε
vε(x)ϕ(x, x/ε) dσx =
∫
Ω
∫
Γ
v0(x, y)ϕ(x, y) dσy dx (15)
for all ϕ ∈ C∞0 (Ω;C∞# (Y )).
The following theorem is fundamental to the notion of two-scale convergence (cf. theorem 1 in [25] or
theorem 1.2 in [26]).
Theorem 5.2
Let uε be a bounded sequence in L
2(Ω). Then, there exists a subsequence such that uε two-scale converges
to a limit function u0 ∈ L2(Ω× Y ).
For the formulation of the next theorem, the proof of which is found in [10], the following notation is
introduced: For a function vα ∈ L2(Ωαε ), its zero extension to Ω is denoted by v˜α. Clearly this yields
v˜α ∈ L2(Ω), α = 1, 2.
Theorem 5.3
Let j = 1 or j = 2 and let uε be a bounded sequence in W
1,2(Ωjε). Then, there exist limit functions
u ∈ W 1,2(Ωj) as well as u1 ∈ L2(Ωj ;W 1,2# (Y )/R) such that for a subsequence the following convergence
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results hold in two-scale sense: u˜ε −→ χju and ∇˜xuε −→ χj(∇xu+∇yu1). Moreover, the trace of uε on
Γε two-scale converges to the trace of the limit function on Γ in the sense of (15).
We also cite a result stating when the product of two two-scale convergent sequences converges to the
product of their limits (cf. theorem 1.8 of [26]):
Theorem 5.4
Assume that uε and vε are two bounded sequences of functions in L
2(Ω) which two-scale converge to limits
u0 and v0 in L
2(Ω× Y ), respectively. Assume further that
lim
ε→0
‖uε‖Ω = ‖u0‖Ω×Y . (16)
Then, we have
uεvε −→
∫
Y
u0(x, y)v0(x, y) dy (17)
weakly in C∞0 (Ω)
′.
A sufficient condition for (16) to hold, is that uε is a sum of functions belonging to the following classes,
I functions being continuous with respect to one space variable,
I products of functions which only depend on one space variable and time.
An analogous result holds for sequences given on Γε, cf. [27], where condition (16) needs to be replaced
by
lim
ε→0
ε‖uε‖2Γε = ‖u0‖2Ω×Γ. (18)
The a-priori estimate (11) ensures that these standard two-scale convergence results apply to the se-
quences uε and vε, whose limits we denote by u and v, respectively.
5.2. Nonlinearities
As a notion of convergence of weak type, two-scale convergence is well suited for linear terms. In order
to handle the nonlinearities, the following additional considerations are required.
In order to be able to talk about sequences defined on the entire domain Ω, we first extend each solution
(uε, vε) to the entire domain. This can be achieved by the following result from [32, appendix I]:
Theorem 5.5
Let j = 1 or j = 2. A function uε ∈W 1,2(Ωjε) can be extended to a function u˜ε defined on all of Ω such that
‖u˜ε‖2W 1,2(Ω) ≤ C‖uε‖2W 1,2(Ωjε). (19)
For uε ∈ L2(Ωjε), the extension satisfies
‖u˜ε‖2Ω ≤ C‖uε‖2Ωjε . (20)
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Note that such an extension does not hold if the domain is disconnected [33]. Furthermore, for the
extensions from theorem 5.5, analogous estimates to (19) hold for the L∞-norm, if the L∞-norms of the
original functions are bounded.
If the function to be extended depends on additional variables, the time-dependence in uε ∈ V(Ω1ε)
for example, it also makes sense to consider its extension in the sense of theorem 5.5 since the extension
operator is linear and uε( · , t) ∈ W 1,2(Ω1ε) for a.e. t ∈ S. Thus, a linear and continuous extension operator
E: V(Ω1ε)→ V(Ω) exists whose norm is independent of ε.
If the sequence of solutions uε is bounded in L
2(0, T ;W 1,2(Ω)) ∩W 1,2(0, T ;H10 (Ω)′) ∩ L∞(Ω× S), it is
actually strongly convergent in any Lp with p <∞ to some u (see the next lemma). Then, if the Nemytskii
operator associated with the nonlinear function f is continuous, f(uε) converges to f(u).
Lemma 5.6
Let uε be a bounded sequence in L
2(0, T ;W 1,2(Ω)) ∩ W 1,2(0, T ;H10 (Ω)′) ∩ L∞(Ω × S) and let u be the
corresponding two-scale limit. Then, at least a subsequence of uε strongly converges to u in L
p(Ω× S) with
1 ≤ p <∞.
Proof Let uε be a subsequence which converges to u in V (Ω) weakly as well as in two-scale sense.
Since the embedding L2(Ω) ↪→ H10 (Ω)′ is continuous and the embedding W 1,2(Ω) ↪→ L2(Ω) is compact,
the same applies to the embedding V (Ω) ↪→ L2(0, T ;L2(Ω)) [by the lemma of Lions–Aubin, cf. 34, p. 106]
and at least a subsequence of uε (denoted by the same symbol) converges strongly to u in L
2(Ω × S).
Therefore, uε strongly converges to u in L
p(Ω× S) with 1 ≤ p ≤ 2 as well.
It remains to be shown that convergence also holds in Lp(Ω × S) with 2 ≤ p < ∞. Since uε converges
to u strongly in L2(Ω× S), a subsequence of uε exists (denoted by the same symbol) which converges to u
pointwise almost everywhere in Ω× S. Since uε belongs to the space L∞(Ω× S) and since
‖u(x, t)‖ = lim
ε→0
‖uε(x, t)‖ ≤ C a.e. in Ω× S,
u belongs to this space as well. Using an interpolation inequality [cf. 24, p. 27],
‖u‖Lp ≤ ‖u‖1−θLp1 ‖u‖θLp2 for 1 ≤ p1, p2 ≤ ∞, 0 ≤ θ ≤ 1 and
1
p
=
1− θ
p1
+
θ
p2
with p1 =∞ and p2 = 2 gives
‖uε − u‖
L
2
θ (Ω×S) ≤ ‖uε − u‖
1−θ
L∞(Ω×S)‖uε − u‖θL2(Ω×S)
for fixed 0 ≤ θ ≤ 1. Therefore, uε converges to u in Lp(Ω× S) with 2 ≤ p <∞ strongly. J
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5.3. Interfacial exchange term
From (11), we immediately obtain the estimate
εm‖
√
h¯(uε, vε)(uε − vε)‖2Γε ≤ C (21)
Using that 0 < hmin ≤ h¯(uε, vε) ≤ hmax <∞, this also implies
εm‖h¯(uε, vε)(uε − vε)‖2Γε ≤ C and εm‖uε − vε‖2Γε ≤ C. (22)
If we have m < 1, we further find that
ε‖h¯(uε, vε)(uε − vε)‖2Γε ≤ ε1−mC ≤ C and ε‖uε − vε‖2Γε ≤ ε1−mC ≤ C. (23)
Thus, h¯(uε, vε)(uε− vε) two-scale converges in trace sense to some function ξ ∈ L2(Ω×Γ) and we have that
‖ξ‖2Ω×Γ ≤ lim
ε→0
ε‖h¯(uε, vε)(uε − vε)‖2Γε ≤ limε→0 ε
1−mC = 0. (24)
Thus, ξ = 0 almost everywhere. Using the same argument, we find that uε − vε two-scale converges to 0 in
trace sense. On the other hand, since uε and vε two-scale converge in H
1(Ω1ε) and H
1(Ω2ε) respectively, we
also know that their traces converge to the traces of the (domain) limits. Thus, we find that u = v a.e. on
Ω× Γ.
If we have m > 1, we find that
εm‖
√
h¯(uε, vε)(uε − vε)‖2Γε = εm−1ε‖
√
h¯(uε, vε)(uε − vε)‖2Γε
ε→0−→ 0, (25)
since the second term is bounded, cf. estimate (11). Thus, the interfacial exchange term disappears in the
limit equation, hex = 0.
In the case m = 1, the limit needs to be characterised further. For this purpose, we proof the following
lemma, which is an adaptation of a lemma of Conca et al. [12].
Lemma 5.7
For m = 1 we have
lim
ε→0
ε(h(uε, vε) | ϕ)L2(Γε),t = (|Γ|h(u0, v0) | ϕ)Ω,t (26)
for any ϕ ∈ C∞0 (Ω).
Proof We prove the assertion in two steps. In the first step we show that the linear form µελ defined in
(∗∗) below strongly converges in (W 1,p(Ω))′ for 1 ≤ p < ∞. Therefore, we mainly adopt and rearrange
section 3 “Lemmes de base” from [35]. In the second step we use the form µελ to complete the proof.
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1. Let λ ∈ Lp′(Γ) be a Y -periodic function and 1 < p′ ≤ ∞. We define
Cλ =
1
|Z1|
∫
Γ
λ(y)dσy.
Let Ψλ be the solution of the problem
−∆Ψλ = −Cλ in Z1,
∇Ψλ · n = λ on Γ,
Ψλ Y − periodic.
The solution Ψλ exists, since −
∫
Z1
Cλ dy =
∫
Γ
λdσy. Furthermore, we define the function Ψ
ε
λ(x) :=
Ψλ(
x
ε ) satisfying  −∆Ψελ = − 1ε2Cλ in Ωε,∇Ψελ · n = 1ελ(xε ) on Γε.
Testing this problem with v ∈W 1,p(Ωε) ( 1p + 1p′ = 1) and integrating by parts leads to
ε
∫
Γε
λ(
x
ε
)v(x)dσx = ε
∫
Ωε
∇yΨλ(x
ε
)∇v(x) dx+
∫
Ωε
Cλv(x) dx. (∗)
Here we used that ε∇xΨελ(x) = ∇yΨλ(xε ).
We define the linear form on W 1,p(Ω) by
〈µελ | ϕ〉 = ε
∫
Γε
λ(
x
ε
)ϕ(x)dσx ∀ ϕ ∈W 1,p(Ω) (∗∗)
with 1p +
1
p′ = 1. With equation (∗) we estimate
ε
∫
Γε
λ(
x
ε
)v(x)dσx ≤ εC‖∇yΨλ‖[Lp′ (Z1)]n‖∇v‖[Lp(Ωε)]n + C ′Cλ‖v‖Lp(Ωε).
In this setup, the following convergence holds
µελ → µλ strongly in (W 1,p(Ω))′
with
〈µλ, ϕ〉 = 1|Y |
∫
Γ
λ(y)dσy︸ ︷︷ ︸
=µλ
∫
Ω
ϕdx.
To prove this statement, we define the following formulas using equation (∗)
µελ = µ˜
ε
λ + CλχΩε
with
〈µ˜ελ | ϕ〉 = ε
∫
Ωε
∇yΨλ(x
ε
)∇v(x) dx.
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It holds that
|〈µ˜ελ | ϕ〉| ≤ εC‖∇yΨλ‖[Lp′ (Z1)]n‖∇ϕ‖[Lp(Ωε)]n ,
where the first norm on the right-hand side is bounded since Ψλ ∈W 1,p′(Z1) and the second norm is
bounded since ϕ ∈W 1,p(Ω). Hence, µ˜ελ ε→0−→ 0 strongly in (W 1,p(Ω))′.
Furthermore, we have
CλχΩε → Cλ
|Z1|
|Y | = µλ weak
∗ in L∞(Ω).
Since L∞(Ω) is compactly embedded in W−1,∞(Ω), it follows that
CλχΩε → Cλ
|Z1|
|Y | = µλ strongly in W
−1,∞(Ω)
and hence, also strongly in (W 1,p(Ω))′.
2. Now we are going to use part 1 of the proof, where we take λ = 1 and p′ = p = 2. Notice that in this
case µλ = µ1 = |Γ|.
If a sequence of functions zε ∈ H1(Ω) is such that zε ⇀ z weakly in H1(Ω), then
〈µελ | zε〉 → µλ
∫
Ω
zdx. (+)
With uε → u0 and vε → v0 strongly in L2(S×Ω) and continuity of H, which is the Nemytskii operator
according to h, we obtain
H(uε, vε)→ H(u0, v0) strongly in L2(Ω× S).
‖∇h(uε, vε)‖L2(Ω×S) = ‖∂uh(uε, vε)∇uε + ∂vh(uε, vε)∇vε‖L2(Ω×S) is bounded, since h is Lipschitz-
continuous in both arguments and ‖uε‖L2(S;W 1,2(Ω)) and ‖vε‖L2(S;W 1,2(Ω)) are bounded. Hence, we
deduce a weakly converging subsequence h(uε, vε) in L
2(S;H1(Ω)) and for any ϕ ∈ C∞(Ω) it holds
that
ϕh(uε, vε)
ε→0
⇀ ϕh(u0, v0) weakly in L
2(S;H1(Ω)).
Combining this with (+) yields for zε = ϕh(uε(t), vε(t))
〈µε1 | ϕh(uε(t), vε(t))〉 ε→0−→ |Γ|
∫
Ω
ϕh(u0(t), v0(t))dx
for almost every t ∈ S. Finally, we are in the position to use Lebesgue’s convergence theorem and get
lim
ε→0
ε(h(uε, vε) | ϕ)Γε,t = (|Γ|h(u0, v0) | ϕ)Ω,t , J
which concludes the proof.
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6. Identification of the limit problems
Proposition 6.1
If m ≥ 1 the limit functions u and v associated with the sequence of solutions uε and vε satisfy the weak
macroproblem (10).
Proof We integrate the weak micromodel equations (2) with respect to time and choose the test functions
to be of the form
ϕ(x, t) = ϕ0(x, t) + εϕ1(x, x/ε, t)
ψ(x, t) = ψ0(x, t) + εψ1(x, x/ε, t)
with (ϕ0, ϕ1), (ψ0, ψ1) ∈ C∞0 (S;C∞(Ω)) × C∞0 (S;C∞(Ω;C∞# (Y ))). Since the determination of the limit
problems for u and v is completely analogous except for a sign difference, we only show it for u.
With the above choice of test functions, equation (2a) reads
0 =
∫
S×Ω
∂tuε(x, t)χ
1
(x
ε
)
[ϕ0(x, t) + εϕ1
(
x,
x
ε
, t
)
] dx dt
+
∫
S×Ω
D
(
x,
x
ε
, t
)
∇xuε(x, t)χ1
(x
ε
)
×
[
∇xϕ0(x, t) + ε∇xϕ1
(
x,
x
ε
, t
)
+∇yϕ1
(
x,
x
ε
, t
)]
dx dt
−
∫
S×Ω
f(uε(x, t))χ
1
(x
ε
) [
ϕ0(x, t) + εϕ1
(
x,
x
ε
, t
)]
dxdt
+
∫
S×Γε
εmh(uε(x, t), vε(x, t))
[
ϕ0(x, t) + εϕ1
(
x,
x
ε
, t
)]
dσx dt.
(†)
Note that the test function is from a slightly larger space than the spaces used in §5. The arguments for the
admissibility of these types of test functions can be found in [26] or [30]. The limit as ε tends to zero is now
determined. The functions u and u1 appearing in this proof are always understood as the limit functions
provided by theorem 5.3.
The limits of the four terms in (†) can be computed individually. For the first term, lemma 4.5 is
applicable while we make use of theorem 5.2. For the limit passage in the second term we use theorem 5.4
with (3) and theorem 5.3.
For the third term, the assumption on f is used (also cf. lemma 5.6). The fourth part can be treated
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using the results from lemma 5.7. Putting everything together,we obtain
0 = |Z1|
∫
S×Ω
∂tu(x, t)ϕ0(x, t) dx dt
+
∫
S×Ω
∫
Z1
D(x, y, t)(∇xu(x, t) +∇yu1(x, y, t))
× [∇xϕ0(x, t) +∇yϕ1(x, y, t)] dy dxdt
−
∫
S×Ω
∫
Z1
f(u(x, t)) dy ϕ0(x, t) dx dt
+
∫
S×Ω
hex(u(t), v(t))ϕ0(x, t) dxdt
for all (ϕ0, ϕ1). Choosing ϕ0 ≡ 0 yields the cell problem and u1 =
∑d
j=1 ∂xju(x, t)µj(y, t) by standard
arguments (also see the proof of proposition 6.2).
Choosing ϕ1 ≡ 0 gives
0 = |Z1|
∫
S×Ω
∂tu(x, t)ϕ0(x, t) dxdt
+
∫
S×Ω
∫
Z1
D(x, y, t)(∇xu(x, t) +∇yu1(x, y, t))∇xϕ0(x, t) dy dxdt
−
∫
S×Ω
∫
Z1
f(u(x, t)) dy ϕ0(x, t) dx dt
+
∫
S×Ω
hex(u(t), v(t))ϕ0(x, t) dxdt
for all ϕ0 ∈ C∞0 (S;C∞(Ω)). Using u1 =
∑d
j=1 ∂xju(x, t)µj(y, t), the second term can be rewritten as∫
S×Ω
P u(x, t)∇xu(x, t)∇xϕ0(x, t) dxdt,
where the tensor P u is defined in (6). Thus,
|Z1|
∫
S×Ω
∂tu(x, t)ϕ0(x, t) dxdt+
∫
S×Ω
P u(x, t)∇xu(x, t)∇xϕ0(x, t) dx dt
=
∫
S×Ω
∫
Z1
f(u(x, t)) dy ϕ0(x, t) dxdt−
∫
S×Ω
hex(u(t), v(t))ϕ0(x, t) dxdt
for all ϕ0 ∈ C∞0 (S;C∞(Ω)).
Taking the analogous steps for the function vε we get
|Z2|
∫
S×Ω
∂tv(x, t)ϕ0(x, t) dx dt+
∫
S×Ω
P v(x, t)∇xv(x, t)∇xϕ0(x, t) dxdt
=
∫
S×Ω
∫
Z2
g(v(x, t)) dy ϕ0(x, t) dxdt+
∫
S×Ω
hex(u(t), v(t))ϕ0(x, t) dxdt
for all ϕ0 ∈ C∞0 (S;C∞(Ω)), where the tensor P v is defined in (6). J
Proposition 6.2
If m < 1 the limit functions u and v associated with the sequences of solutions uε and vε, respectively,
satisfy the weak macromodel equation (8).
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Proof Consider the space V∗ = {vε ∈ L2(0, T ;L2(Ω)); vε|Ωαε ∈ V(Ωαε ), α ∈ {1, 2}}. In particular, u = v
on Γε. Addition of the equations (2a) and (2b) gives
(∂tuε |ϕ)Ω1ε + (Dε∇uε | ∇ϕ)Ω1ε + (∂tvε |ϕ)Ω2ε + (Eε∇vε | ∇ϕ)Ω2ε
+ εm(h(uε, vε) |ϕ|Ω1ε − ϕ|Ω2ε )Γε = (f(uε) |ϕ)Ω1ε + (g(vε) |ϕ)Ω2ε .
Choosing the test function as
ϕ(x, t) =
ϕ0(x, t) + εϕ1
(
x, xε , t
)
, x ∈ Ω1ε
ϕ0(x, t) + εϕ
2
(
x, xε , t
)
, x ∈ Ω2ε
with (ϕ0, ϕ
1) and (ϕ0, ϕ
2) ∈ C∞0 (S;C∞(Ω))× C∞0 (S;C∞(Ω;C∞# (Y ))) gives∫
S×Ω
χ1
(x
ε
)
∂tuε(x, t)
[
ϕ0(x, t) + εϕ
1
(
x,
x
ε
, t
)]
dx dt
+
∫
S×Ω
χ2
(x
ε
)
∂tvε(x, t)
[
ϕ0(x, t) + εϕ
2
(
x,
x
ε
, t
)]
dxdt
+
∫
S×Ω
χ1
(x
ε
)
D
(
x,
x
ε
, t
)
∇uε(x, t)
[
∇xϕ0(x, t) + ε∇xϕ1
(
x,
x
ε
, t
)
+∇yϕ1
(
x,
x
ε
, t
)]
dxdt
+
∫
S×Ω
χ2
(x
ε
)
E
(
x,
x
ε
, t
)
∇vε(x, t)
[
∇xϕ0(x, t) + ε∇xϕ2
(
x,
x
ε
, t
)
+∇yϕ2
(
x,
x
ε
, t
)]
dx dt
+
∫
S×Γε
εmh(uε, vε)
[
ϕ0(x, t) + εϕ
1
(
x,
x
ε
, t
)
− ϕ0(x, t)− εϕ2
(
x,
x
ε
, t
)]
dσ dt
=
∫
S×Ω
χ1
(x
ε
)
f(uε(x, t))
[
ϕ0(x, t) + εϕ
1
(
x,
x
ε
, t
)]
dxdt
+
∫
S×Ω
χ2
(x
ε
)
g(vε(x, t))
[
ϕ0(x, t) + εϕ
2
(
x,
x
ε
, t
)]
dxdt.
Using (24) we receive for ε→ 0∫
S×Ω
(∫
Z1
∂tu(x, t) dy +
∫
Z2
∂tv(x, t) dy
)
ϕ0(x, t) dxdt
+
∫
S×Ω
∫
Z1
D(x, y, t)[∇xu(x, t) +∇yu1(x, y, t)][∇xϕ0(x, t) +∇yϕ1(x, y, t)] dy dx dt
+
∫
S×Ω
∫
Z2
E(x, y, t)[∇xv(x, t) +∇yv1(x, y, t)][∇xϕ0(x, t) +∇yϕ2(x, y, t)] dy dxdt
=
∫
S×Ω
(∫
Z1
f(u(x, t)) dy +
∫
Z2
g(v(x, t)) dy
)
ϕ0(x, t) dxdt
and we deduce that u = v on Ω×Γ. Because u and v is independent of y we immediately have u = v on the
whole domain Ω×Y . Hence, we replace v by u and define the right-hand side F (u(x, t)) = ∫
Z1
f(u(x, t)) dy+
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∫
Z2
g(u(x, t)) dy so that∫
S×Ω
[|Z1|∂tu(x, t) + |Z2|∂tu(x, t)]ϕ0(x, t) dxdt
+
∫
S×Ω
∫
Z1
D(x, y, t)[∇xu(x, t) +∇yu1(x, y, t)][∇xϕ0(x, t) +∇yϕ1(x, y, t)] dy dx dt
+
∫
S×Ω
∫
Z2
E(x, y, t)[∇xu(x, t) +∇yv1(x, y, t)][∇xϕ0(x, t) +∇yϕ2(x, y, t)] dy dxdt
=
∫
S×Ω
F (u(x, t))ϕ0(x, t) dxdt.
We assume ϕ0 = 0 and it follows that for all ϕ
1, ϕ2 ∈ C∞0 (S;C∞(Ω;C∞# (Y )))∫
Z1
D(x, y, t)(∇xu(x, t) +∇yu1(x, y, t))∇yϕ1 dy +
∫
Z2
E(x, y, t)(∇xu(x, t) +∇yv1(x, y, t))∇yϕ2 dy = 0.
Assuming u1 =
∑d
j=1 ∂xju(x, t)µj(y, t) and v1 =
∑d
j=1 ∂xju(x, t)νj(y, t) we get
0 =
∫
Z1
D(x, y, t)
∇xu(x, t) + d∑
j=1
∂xju(x, t)∇yµj(y, t)
∇yϕ1 dy
+
∫
Z2
E(x, y, t)
∇xu(x, t) + d∑
j=1
∂xju(x, t)∇yνj(y, t)
∇yϕ2 dy.
This yields
0 =
∫
Z1
D(x, y, t)
d∑
j=1
∂xju(x, t)(ej +∇yµj(y, t))∇yϕ1 dy
+
∫
Z2
E(x, y, t)
d∑
j=1
∂xju(x, t)(ej +∇yνj(y, t))∇yϕ2 dy, J
which is the cell problem (5).
Now we assume ϕ1 = ϕ2 = 0 and it follows that for all ϕ0∫
S×Ω
(|Z1|+ |Z2|)∂tu(x, t)ϕ0(x, t) dxdt+
∫
S×Ω
∑
ij
∂xju
(∫
Z1
D(x, y, t)(δij +∇yiµj(y, t)) dy
+
∫
Z2
E(x, y, t)(δij +∇yiνj(y, t)) dy)∂xi
)
ϕ0 dxdt =
∫
S×Ω
F (u(x, t))ϕ0 dx dt. (27)
With Puij =
∫
Z1
D(x, y, t)(δij + ∇yiµj(y, t)) dy and P vij =
∫
Z2
E(x, y, t)(δij + ∇yiνj(y, t)) dy we abbreviate
this equation to (8).
7. Uniqueness of the limit problems
Finally, we show uniqueness of the macroscopic limit problems of §3.
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Proposition 7.1 (Uniqueness)
There is at most one solution of the weak problem (8).
Proof Let us suppose that there exist two solutions U1 and U2 ∈ V(Ω) of the weak problem (8) with
U1(0) = U2(0). It holds that
(∂t(U1 − U2) |ϕ)Ω + ((P u + P v)∇(U1 − U2) |ϕ)Ω = (F (U1)− F (U2) |ϕ)Ω.
Testing with ϕ = U1 − U2 and integrating from 0 to t gives us
1
2
‖U1 − U2‖2Ω + ‖
√
P u + P v∇(U1 − U2)‖2Ω,t = (F (U1)− F (U2) |U1 − U2)Ω,t +
1
2
‖U1(0)− U2(0)‖2Ω.
The function F is Lipschitz continuous, because f and g are Lipschitz continuous. So we conclude
1
2
‖U1 − U2‖2Ω ≤ LF ‖U1 − U2‖2Ω,t
With Gronwall’s Lemma we deduce that ‖U1 − U2‖2Ω ≤ 0, so U1 = U2 almost everywhere. J
Proposition 7.2 (Uniqueness)
There is at most one solution of the weak problem (10).
Proof Let us suppose that there exist two solutions (u1, v1) and (u2, v2) ∈ V(Ω)2 of the weak problem
(10) with u1(0) = u2(0) and v1(0) = v2(0). It holds that
|Z1|(∂tu1 − ∂tu2 |ϕ)Ω + (P u∇(u1 − u2) | ∇ϕ)Ω
= (
∫
Z1
(f(u1)− f(u2)) dy |ϕ)Ω − (hex(u1, v1)− hex(u2, v2) |ϕ)Ω.
for all test functions ϕ. We take ϕ = u1 − u2 and integrate from 0 to t noting that u1(0) = u2(0) to obtain
|Z1|1
2
‖u1 − u2‖2Ω + ‖
√
P u∇y(u1 − u2)‖2Ω,t
= (
∫
Z1
(f(u1)− f(u2)) dy |u1 − u2)Ω,t − (hex(u1, v1)− hex(u2, v2) |u1 − u2)Ω,t
≤ (
∫
Z1
Lf |u1 − u2|dy | |u1 − u2|)Ω,t + (|hex(u1, v1)− hex(u2, v1)| | |u1 − u2|)Ω,t
+ (|hex(u2, v1)− hex(u2, v2)| | |u1 − u2|)Ω,t
≤ |Z1|Lf‖u1 − u2‖2Ω,t + |Γ|Lhu‖u1 − u2‖2Ω,t + |Γ|Lhv
(‖v1 − v2‖2Ω,t + ‖u1 − u2‖2Ω,t) .
where we have used that f is Lipschitz with constant Lf , the functions u1 and u2 are independent of y and
h is Lipschitz with constants Lhu and Lhv .
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We perform the analogous estimations starting from the equation for v and get
|Z2|1
2
‖v1 − v2‖2Ω + ‖
√
P v∇(v1 − v2)‖2Ω,t
≤ |Z2|Lg‖v1 − v2‖2Ω,t + |Γ|Lhv‖v1 − v2‖2Ω,t + |Γ|Lhu
(‖u1 − u2‖2Ω,t + ‖v1 − v2‖2Ω,t) .
Adding the equations we get
‖u1 − u2‖2Ω + ‖v1 − v2‖2Ω ≤ C
(‖u1 − u2‖2Ω,t + ‖v1 − v2‖2Ω,t)
for a C > 0. With Gronwall’s Lemma we conclude that ‖u1 − u2‖2Ω + ‖v1 − v2‖2Ω = 0 so that u1 = u2 and
v1 = v2. J
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