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INTRODUCTION 
Ultrasonics plays an important role in quantitative nondestructive evaluation of materi-
als. Useful information on the integrity of the material can be obtained by analyzing ultra-
sonic wave reflection and diffraction from flaws. However, the interpretation of ultrasonic 
data may be in some situations very difficult due to poor signal-to-noise ratio or complex 
multiple scattering phenomena, as for instance in the case of coarse-structured materials. 
Different techniques have been developed to reduce the structure noise and enhance the 
ultrasonic echoes originating from flaws. The split-spectrum processing technique [1,2] is 
an example. In this technique, the received signal is splited over a set of selected frequencies 
by numerical fIltering, and some minimization algorithm is then applied to the resulting nar-
row band signals in order to extract the echo from the structure noise. The band-pass filters 
used in the decomposition have constant bandwidth and this is a disadvantage when using 
wide band transducers in pulse-echo mode. The received signal in that case may be a combi-
nation of low and high frequency contributions. We need thus an adaptive method that effi-
ciently localizes both short and long variations. 
Wavelet transform refers to a collection of windowed Fourier like adapted transform al-
gorithms. Given a signal these methods provide a special family of elementary functions, 
relative to which the signal is well represented. In terms of split-spectrum processing, the 
wavelets are fIlters with constant relative bandwidth and optimal time and frequency concen-
tration. This makes the splitting process of wide band signals more efficient with wavelets 
than with classical fIlters [3]. 
Wavelet transform associates to each signal a 2D representation in the time-frequency 
plane. This representation gives· locally in time all the frequency content of the signal, and for 
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diagnostic purpose this is a great advantage over time-only or frequency-only representations 
of the signal as we will show later. 
We have analyzed experimental ultrasonic data using this transform and obtained very 
promising results. ill this paper, we will concentrate on continuous wavelet transform. ill the 
next sections, basic ideas of time-frequency analysis are fIrst recalled, then continuous 
wavelet transform defInition and properties are briefly presented. We then illustrate the per-
formance of this method on two experimental examples. Some concluding remarks then end 
this paper. 
TIME-FREQUENCY ANALYSIS 
Windowing is a key point in signal analysis. We use windows whenever we are facing 
the problem of extracting the frequency content of a signal x(t) with only local information. 
ill the windowed Fourier transform case we use cut-off functions gk(t) which vanish when 
the information on x(t) is missing. Let for instance, gk(t) be the square window on the inter-
val Ik = [2k1t,2(k + 1)1t[ and let us expand each block gk(t)X(t) into its Fourier series 
L.ckneint on the interval Ik. This is equivalent to: (i) define a family of "trivial wavelets" by 
..J21t'Vkn(t) =X(t-2k1t)eint , k E Z, nEZ, X(t) being the square window function on 
[0,21t[, (ii) observe that these trivial wavelets form an orthonormal basis of the Hilbert space 
of square integrable (i.e. finite energy) functions U(R), (iii) use this basis for expanding our 
signal. 
This way of splitting into "hard blocks" produces numerical artifacts and the coefficients 
Ckn = (21t)-1 < x, 'Vkn >* do not give the frequency content of the signal x(t) around Ik. To 
suppress these artifacts, D. Gabor in 1945 replaced X(t) by a smoother window function 
g(t) = 1t-1/4 exp(-e /2). 
But we would like the discrete norm of Gabor coeffIcients, i.e. L. ICknI2, to provide an 
energy estimate on the signal. This happens when g = X but is never the case when g satis-
fies the two conditions [4, 5] 
For that reason, Gabor wavelets has been modified to 'Vkn(t) = get - ka) eint , 
0< a < 21t. 
WAVELET TRANSFORM 
(1) 
A finite energy function 'V(t) is an analyzing wavelet if its Fourier transform ':1'(00) van-
ishes at 0 in a precise manner, given by the convergence of the following integral 
* where the inner product < , > of two functions is defined by (J,g) = Cf(t)g(t)dt and the - denotes 
complex conjugation. 
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(2) 
Maximum simultaneous time and frequency localization also imposes that 'I' has to be 
integrable (i.e. J 1'I'(t)1 dt < 00). The admissibility condition (1) then becomes equivalent to 
'P(O) = 0, i.e. C'I'(t)dt = 0. 
We now choose an analyzing wavelet '1', and decide that the other wavelets 'l'ab of the 
family we will use for expanding our signal will only differ from 'I' by their position and 
their size. In other words, we define the wavelets 'l'ab as shifted in time and re-scaled ver-
sions of the analyzing wavelet 'I' 
1 t-b 
'I'.b(t) = c'l'(-), a> 0, b E R. (3) 
va a 
The wavelet coefficients ofthe signal x(t) are then defined by Wx(a, b) = < x, 'l'ab > and 
satisfy 
f~ 2 -If.~f~ 2 dadb Jx(t)1 dt=K'If 0 JWx(a,b)17" (4) 
This equality suggests that the two variable function (1/K1jI) IWx(a, b)12 may be inter-
preted as an energy distribution ofx(t) on the half-plane {(a,b); a> 0, b E R}. This also 
means that there is no loss of information in representing the signal x(t) by its wavelet coef-
ficients Wx(a,b). We have the following expansion 
(5) 
which is the desired decomposition ofx(t) on the wavelets family {'I'ab(t); a> 0, b E R}. 
This exact reconstruction formula of x(t) from its wavelet coefficients Wx(a,b) uses continu-
ously labeled wavelets. When, for numerical purposes, we approximate the continuous half-
plane by discrete points an = ao an, Inc= k ~ an , with k, nEZ, a > 1, ~ > 0, the main ques-
tion is what the necessary and sufficient condition that ensures well characterization of sig-
nals x(t) by discrete sequences {< x, 'l'1m >; k, n E Z}. Good characterization means that (i) 
ifxt(t):f. X2(t) then there exists at least a point (an, b0 such that < Xl, 'l'1m >:f. < x2, 'l'kn > 
and, (ii) if two sequences {< Xl, \jI1m >; k, n E Z} and {< X2, \jIkn >; k, n E Z} are "close", 
then so are Xl and X2. When these conditions are satisfied the corresponding set of vectors 
{'I'kn; k, n E Z} is called a frame. It was shown that the "frame condition" is equivalent to 
the existence of two constants B ~ A > 0 such that [6] 
A fJx(t)12 dt ~ I.1(x,'I'knt ~ BfJx(ttdt . (6) 
kn 
In that case the reconstruction formula (5) have to be approximated by the expression 
2 
x(t) = --I, (x, 'l'kn}'I'kn (t) 
A+B kn 
(7) 
and the error of this approximation is bounded by the ratio (B - A) / (B + A). 
An important requirement in wavelet analysis is good localization of both the analyzing 
wavelet'l'(t) and of its Fourier transform 'P(ru). It is well known from Heisenberg uncer-
729 
tainty principle that only few classes of functions satisfy this requirement and that Gaussians 
are the optimal choice. They are invariant under Fourier transform and have exponential de-
cay. Unfortunately, condition (1) prevents Gaussian wavelets from being an orthogonal ba-
sis of L2(lR). On the other hand, it is now well known from multi-resolution analysis frame-
work [7] that orthogonal wavelets are dyadic. This means that they always operate with a 
constant relative bandwidth !l.ro/ro = 2, and we have no freedom of choosing a smaller ratio. 
Moreover, Gaussian wavelets redundancy allows interpolation of the discrete time-frequency 
grid to obtain continuous time-frequency representations of signals. These continuous im-
ages may greatly enhance our interpretation of ultrasonic data. We can also realize matched 
fIltering by choosing an experimental ultrasonic echo as the analyzing wavelet, and this is 
another potential interest of non-orthogonal wavelets. 
The Gaussian analyzing wavelet we have used in this work, is the so-called Morlet's 
wavelet 
(8) 
where the norma1ization constant C is such that J 1'I'(t)12 dt = 1. This is the optimal choice 
from simultaneous time and frequency localization point of view; its Fourier transform writes 
(9) 
If we choose roo ~ 1/ ~210g(2) then we have exp( -ro~ /4) < 10-3 , so that the second 
terms in (8) and (9) can be neglected. In numerical applications we have found no signifIcant 
difference between the results obtained by the exact expression (8) or by its approximation 
(10) 
EXPERIMENTAL APPLICATIONS 
Continuous wavelet transform using Morlet's analyzing wavelet described in the preced-
ing section has been implemented on a microcomputer and integrated to a UNIX based ultra-
sonic data acquisition and analysis system developed at the CEA [8]. 
We present in this section two examples to illustrate some interesting features of wavelet 
analysis. We have also compared the relative performance of wavelet transform and the 
smoothed version ofWigner-Ville transform [9], defined as 
W x (t, v) = [Ih('!: / 2t[[ g(u - t)x(u + '!: / 2)x(u - '!: / 2)du] e-i2ltVtd'!:. (11) 
The fIrst example is a disbond problem. The sample is two austenitic steel plates of 1 
mm thickness each, joined with a thick glue ftlm. Experimental ultrasonic data from multiple 
reflection in the sample are given in Figure 1. The data was collected at a rate of 200 MHz in 
pulse-echo mode. We show in Fig. 1 two echoes obtained respectively on a well bonded 
region (a), and a region with a natural disbond (b). From a physical point of view, we expect 
the echoes coming from the interfaces steeVglue to be negligible in a well bonded region and 
relatively important in case of disbond. But neither in A-scan representation nor in Fourier 
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Fig. 1. Received signals from reflection in a sample of two austenitic steel plates joined by 
a thick glue film. (a) echo from a well bonded region. (b) echo from a region with natural 
disbond. (c) and (d) are power spectrum of respectively (a) and (b). 
representation (Fig. l(c, d» we can see significant difference between well bonded and 
"dis bonded" regions. 
Such difference can be easily observed when we look at the wavelet transform of the 
two echoes. In Fig. 2, wavelet transform modulus of respectively the well bonded region 
echo (a), and the "disbonded" region one (b) are shown in gray levels. As explained in the 
preceding sections, these plots represent the energy distribution of the echoes in the time-fre-
quency plane. We see clearly in Fig. 2(b) the new contributions that appear when the ultra-
sonic wave encounters a disbond at the steeVglue interface. These new contributions are lo-
cated at the same central frequency as the bottom reflection contributions and come in be-
tween them in time as we expected. The reason of this enhancement is that wavelet transform 
is more sensitive to signal variations than to signal amplitude. This is why ultrasonic signals 
diagnostic can be done more efficiently in wavelet representation than in classical ones. 
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Fig. 2. Wavelet transform modulus of the echoes of Fig. 1. The gray levels represent the 
coefficients with respect to their maximum from 0 dB (black) to -14 dB (light gray). 
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We also computed the smoothed version ofWigner-Ville transform (11) of the two 
echoes. We have chosen the smoothed version to reduce the undesirable interference terms. 
This smoothing however, strongly depends on the windows h(t) and get), and we have to 
choose between time-frequency localization and image interpretation. By adapting the win-
dows h(t) and get) to our data, we obtained comparable results with Wigner-Ville transform 
than with wavelet transform but with less good frequency localization. However, this is a 
special case where frequency localization is not important since all the contributions have the 
same central frequency and are sequential in time. More important, the possibility of signal 
reconstruction from its time-frequency representation is an essential feature that we do not 
have in Wigner-Ville case due to the bilinearity of this transform. As we will see in the next 
example, we can develop an efficient tool to process noisy signals by combining energy 
thresholding and signal reconstruction from wavelet coefficients. 
We have experimental ultrasonic data (Fig. 3(a» obtained from bottom reflection in an 
austenitic steel sample of 10 cm thickness. The poor signal-to-noise mtio we observe in 
Fig. 3(a) is mainly due to ultrasonic wave multiple scattering with the sample micro-struc-
ture. To enhance this signal and obtain the result shown in Fig. 3(b), we have fIrst com-
puted its wavelet transform modulus (Fig. 4), then we decided to discard all wavelet coeffi-
cients corresponding to an energy level smaller than -10 dB (Fig. 5), then we reconstructed 
the signal from the remaining coeffIcients. Note that this energy thresholding in the time-fre-
quency plane is different from spectrum or amplitude thresholding. It gives better results be-
cause each time-frequency contribution in the original signal is considered locally, so there is 
no global avemging in time domain or in frequency domain. Once we have determined the 
optimal threshold value from some representative A-scan, we can apply this technique to the 
whole B-scan to obtain signifIcant structure noise reduction (Fig. 6). 
CONCLUSION 
Wavelet transform is a new time-frequency analysis method based on signal decomposi-
tion over a set of special functions genemted by translation and dilation of a basic function 
well localized in both time and frequency. This transform enjoys very nice properties as 
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Fig. 3. (a) Received signal from bottom reflection in an austenitic steel sample. (b) The 
signal in (a) reconstructed from its remaining wavelet coeffIcients after energy thresholding 
in the time-frequency plane (see Fig. 4 and 5). 
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Fig. 4. Wavelet transform modulus of the echo of Fig. 3(a). The gray levels represent the 
coefficients from 0 dB (black) to -40 dB (white) with respect to their maximum. 
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Fig. 5. This is Fig. 4 from which we have discarded all the coefficients smaller than 
-10 dB. The signal in Fig. 3(b) is reconstructed from these surviving coefficients. 
Fig. 6. B-scan of received echoes from an austenitic steel sample. (left) Initial. 
(right) After reconstructing each A-scan as in Fig. 3 with the same technique. 
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linearity, energy conservation and multi-scale (or constant relative bandwidth) analysis. We 
have shown on experimental data how this transform is well adapted to ultrasonic signal 
analysis. Particularly the non-orthogonal case where we have optimal localization and a great 
flexibility in the basic wavelet and the relative bandwidth choices. We have found this trans-
form more efficient than the Wigner-Ville transform. The Wigner-Ville transform introduces 
negative terms in time-frequency energy representation that are hard to interpret. We can re-
duce this undesirable bilinearity effect by smoothing with two separate windows but the 
analysis resolution is reduced as well. A more important deficiency of Wigner-Ville trans-
form with respect to wavelet transform is the impossibility to reconstruct the signal from its 
Wigner-Ville coefficients. We have shown how signal reconstruction from its wavelet coef-
ficients may be efficiently combined to energy thresholding in the time-frequency plane in 
order to process noisy signals and enhance their signal-to-noise ratio. 
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