ABSTRACT. This paper studies an algorithm similar to that of Gaussian elimination in symplectic and split orthogonal groups. We discuss two applications of this algorithm in computational group theory. One computes the spinor norm and the other computes the double coset decomposition with respect to Siegel maximal parabolic subgroup.
INTRODUCTION
This paper is about Gaussian elimination in symplectic and split orthogonal groups in odd characteristic in their natural representations as matrices of size greater than 3. We consider a field to be of odd characteristic, if it is either of characteristic zero or a odd prime. Examples of such fields are C, R, Q or finite fields F q of odd characteristics. Gaussian elimination (also known as row-column operations and Gauss-Jordan elimination) went through many versions at different periods of history. It appeared in print as chapter eight in a Chinese mathematical text called, "The nine chapters of the mathematical art". It is believed, a part of that book was written as early as 150 BCE. Gauss made significant contributions to this algorithm along with many great mathematicians like John von Neumann and Alan Turing. This algorithm is referred to as Gaussian elimination as a tribute to a true legend in mathematics. For historical perspective of this algorithm we refer to a nice work by Grcar [7] .
Gaussian elimination in general linear groups consist of two objects: a: Define elementary matrices. b: Define elementary row-column operations. Using these two steps, one can reduce any element of the general linear group to a diagonal matrix with at most one non-identity element in the diagonal.
In the same spirit as above, we define elementary matrices and elementary operations for split orthogonal and symplectic groups over a field of odd characteristic (see Section 3). The main object in this paper is an algorithm very similar to Gaussian elimination in symplectic and split orthogonal groups. This algorithm yields to the following theorem and has two important applications.
Since the commutator subgroup of the orthogonal group is the kernel of the spinor norm restricted to special orthogonal group, the above corollary is a membership test for the commutator subgroup in the orthogonal group. In other words, an element g in the special orthogonal group belongs to the commutator subgroup if and only if the λ it produces in the Gaussian elimination algorithm is a square in the field, see Equation 2.3.
Application 1: Compute the spinor norm for orthogonal groups, see Section 5.2. Application 2: Compute the double coset decomposition with respect to Siegel maximal parabolic subgroup, see Section 6. The greatness of Gaussian elimination, and its true novelty, comes from the fact that it can turn a theoretical proof into an algorithm. We now have an efficient solution to the word problem in symplectic and orthogonal groups with the given set of generators. The need for such an algorithm was well articulated by Seress [14] :
The classical group can also be recognized constructively; the output is not only a proof that G is a classical group, but every element of G can be expressed effectively in terms of the given generating set. This project is now known as the constructive group recognition project. This is one of the major force in computational group theory and has evolved quite a bit [1, 6, 10, 11] over the last decade.
We describe the project very briefly, for more see [1, 11] . Let X = G ⊆ GL(d, q) be a classical group generated by a generating set X presented in its natural representation. There are standard generators S already defined for these groups. First part of the constructive group recognition algorithm is to write every element of S as a word in X . This algorithm is probabilistic in nature and requires one to solve the discrete logarithm problem in the underlying field, [11, Theorem 1.1] . Once this is done, the next step is to write every element g ∈ G as a word in S. Since every element in S is a word in X , every element in G is ultimately written as a word in X and the constructive recognition is done.
Our algorithm fits in the last leg of this process. Instead of the standard generators, we use elementary matrices and we solve the word problem in G. Our algorithm is fast and straightforward to understand compared to the one used by the standard generators [1, Section 5] . Furthermore obvious applications, like an algorithm to find the spinor norm or an algorithm for the double coset decomposition suggests some naturalness in our algorithm.
In this paper we work with a fixed basis and the corresponding matrix of bilinear form denoted as β (see Equations 2.1 & 2.2). A split orthogonal or symplectic group could have many conjugates in the general linear group which are obtained by choosing different basis for the bilinear form. We do not address the conjugacy problem in this paper, which could be important for certain problems in computational group theory. The bilinear form that we use and the generators that we define have its roots in the abstract root system of a semisimple Lie algebra and Chevalley groups defined by Chevalley and Steinberg [4, 15] . However we assume no knowledge of Lie theory or Chevalley groups in this paper.
ORTHOGONAL AND SYMPLECTIC GROUPS
We begin with a brief introduction of orthogonal and symplectic groups. We follow Carter [2] , Taylor [16] and Grove [8] in our introduction. In this section, we fix some notations which will be used throughout this paper. We denote the transpose of a matrix X by T X .
Let V be a vector space of dimension d over a field k of odd characteristic. Let β : V ×V → k be a bilinear form. By fixing a basis of V we can associate a matrix to β . We shall abuse the notation slightly and denote the matrix of the bilinear form by β itself. Thus β (x, y) = T xβ y where x, y are column vectors. We will work with non-degenerate bilinear forms, which implies, det β = 0. A symmetric or skew-symmetric bilinear form β satisfies β = T β or β = − T β respectively. In this paper, we deal with the symplectic group defined by the bilinear form defined by Equation 2.2. So any mention of symplectic group means this one particular symplectic group, unless stated otherwise. We write the dimension of V as d where d = 2l + 1 or d = 2l and l ≥ 1. In the case β is symmetric we define the corresponding quadratic form Q :
Definition 2.1 (Orthogonal Groups
Up to equivalence, there is an unique non-degenerate skew-symmetric bilinear form over k. Furthermore a skew-symmetric bilinear form exists only in even dimension. We fix a basis of V as {e 1 , . . . , e l , e −1 , . . ., e −l } so that the matrix β is:
The symplectic group with this β is denoted as Sp(2l, k). Up to equivalence, there is a unique non-degenerate symmetric bilinear form of maximal Witt index over k. This is also called the split form. We fix a basis {e 0 , e 1 , . . ., e l , e −1 , . . . , e −l } for odd dimension and {e 1 , . . ., e l , e −1 , . . ., e −l } for even dimension so that the matrix β is:
The orthogonal group corresponding to this form is a split orthogonal group. In this paper, we will simply call it the orthogonal group and this group will be denoted by O(d, k). If we need to emphasize parity of the dimension, we will write O(2l
We denote by Ω(d, k) the commutator subgroup of the orthogonal group O(d, k) which is equal to the commutator subgroup of SO(d, k). There is a well known exact sequence
where Θ is the spinor norm. The spinor norm is defined as 
ELEMENTARY MATRICES AND ELEMENTARY OPERATIONS
In what follows, the scalar t varies over the field k and 1 ≤ i, j ≤ l. Furthermore, l ≥ 2 which means d ≥ 4. We define te i, j as the matrix unit with t in the (i, j) position and zero everywhere else. We use e i, j to denote 1e i, j . We often use the well known identity e i, j e k,l = δ j,k e i,l where δ i, j is the Kronecker delta.
Elementary Matrices for O(2l, k).
We index rows by 1, 2, . . ., l, −1, −2, . . ., −l. The elementary matrices are defined as follows:
and in matrix format
The row and column operations:
Elementary Matrices for O(2l + 1, k).
We index rows by 0, 1, . . ., l, −1, . . ., −l. The elementary matrices are:
Written in matrix format, these four kind of elementary matrices are:
Here e i is the row vector with 1 at i th place and zero elsewhere.
Elementary operations for O(2l
Let us note the effect of multiplication by elementary matrices from above.
ER1
:
For E4 we only write the equations that we need later.
• Let the matrix g has
Elementary Matrices for Sp(2l, k)
.
There are three kinds of elementary matrices.
E1:
E2:
I R 0 I where R is either t(e i, j + e j,i ); i < j or te i,i .
E3:
I 0 R I where R is either t(e i, j + e j,i ); i < j or te i,i .
Elementary Operations for Sp(2l, k). Let g = A B
C D be a 2l × 2l matrix written in block form of size l × l. Then the row and column operations are as follows:
Remark: In the case of orthogonal group we note that the left multiplication by w l interchanges l th row with −l th row while multiplying both by −1.
GAUSSIAN ELIMINATION IN ORTHOGONAL AND SYMPLECTIC GROUPS
Recall the field k is of odd characteristic. Cohen, Murray and Taylor [5] proposed a generalized row-column operations, using a representation of Chevalley groups. The key idea there was to bring down an element to a maximal parabolic subgroup and repeat the process inductively. The emphasis there was to represent generators as symbols so that it takes less memory to store. Here we use the natural matrix representation of these groups. Thus our study needs no background in Chevalley groups and is easy to understand and implement. (2l, k) and O(2l, k) . The algorithm is as follows.
Gaussian Elimination for Sp
Step 1: Input:
is one of the following kind:
a: The matrix C 1 is a diagonal matrix diag(1, when g is in Sp(2l, k) and skew-symmetric when g is in O(2l, k). Justification: Observe the effect of ER1 and EC1 on the block C. This amounts to Gaussian elimination on a l × l matrix. Thus we can reduce C to a diagonal matrix and Corollary 4.2 makes sure that A has required form.
Step 2: Input:
; A 2 is a diagonal matrix diag(1, . . ., 1, λ ).
Justification: Observe the effect of ER2. It changes A 1 by A 1 + RC 1 . Using Lemma 4.5 we can make the matrix A 1 the zero matrix in the first case and A 11 the zero matrix in the second case. After that we make use of Lemma 4.6 to interchange the rows so that we get zero matrix at the place of C 1 . If required use ER1 and EC1 to make A 1 a diagonal matrix. The Lemma 4.4 ensures that D 1 becomes T A −1
.
Step 3: Input:
Justification: Using Corollary 4.3 we see that the matrix B 2 has certain form. We can use ER2 to make the matrix B 2 a zero matrix because of Lemma 4.5.
The algorithm terminates here for O(2l, k). However for Sp(2l, k) there is one more step.
Step 4: Input: matrix g 3 = diag(1, . . ., 1, λ , 1, . . ., 1, λ −1 ).
Output: Identity matrix Justification: This can be written as a product of elementary matrices by the first part of Lemma 4.7. + 1, k) . An overview of the algorithm is as follows:
Gaussian Elimination for O(2l
Step 1:
 of one of the following kind:
a: The matrix C 1 is a diagonal matrix diag(1, . . ., 1, λ ) with λ = 0. b: The matrix C 1 is a diagonal matrix diag(1, . . . , 1, 0, . . ., 0) with number of 1s equal to m and m < l. Justification: Using ER1 and EC1 we do the classical Gaussian elimination on a l × l matrix C.
Step 2: Input: Step 3: Input: Justification: Observe the effect of ER2 and the Lemma 4.5 ensures the required form.
Output:
Step 4: Input: 
Justification:
In the first case, interchange rows i and −i for all 1 ≤ i ≤ l. Now the matrix is in the form so that we can apply Lemma 4.10 and get the required result. In the second case we interchange i with −i for 1 ≤ i ≤ m. This will make C 3 = 0. Then if needed we use ER1 and EC1 on A 3 to make it diagonal. The Lemma 4.9 ensures that A 3 has full rank. Further we can use ER4 and EC4 to make X 3 = 0 and E 3 = 0. The Lemma 4.10 gives the required form.
Step 5: Input:
Output: g 5 = diag(1, 1 . . ., 1, λ , 1, . . ., 1, λ −1 ) . Justification: Lemma 4.10 ensures that B 4 is of certain kind. We can use ER2 to make B 4 = 0. If need we use Lemma 4.6 to make the first diagonal entry 1. g ∈ O(d, k) . Using the above algorithm we can reduce g to a diagonal matrix. (B) If g ∈ Sp(2l, k) using above algorithm we can reduce g to the identity. Thus g is a product of elementary matrices.
Proof of the Theorem A. (A ) Let
• 4.3. Time-complexity of the above algorithm. We establish that the worst case time-complexity of the above algorithm is O(l 3 ).
In
Step 1, we make C a diagonal matrix by row-column operations. That has complexity O(l 3 ). In
Step 2, A 1 + RC 1 is two field multiplications and two additions. In the worst case, it has to be done l 2 times and so the complexity is O(l 2 ).
Step 3 is similar to Step 2 above and has complexity O(l 2 ).
Step 4 has only a few steps that is independent of l. Then clearly, the time-complexity of our algorithm is O(l 3 ).
Lemmas used in the justification of the Gaussian elimination.
To justify the steps of Gaussian algorithm we need several lemmas. Some of these might be well known to experts but we include them here for the convenience of the reader. Proof. We observe that the matrix Y X = X 11 X 12 λ X 21 λ X 22 . The condition that Y X is symmetric implies X 11 (and X 22 if λ = 0) is symmetric and X 12 = λ T X 21 .
•
Corollary 4.2. Let g = A B C D be either in Sp(2l, k) or O(2l, k).
( Proof. We use the condition that g satisfies T gβ g = β and get CA is symmetric (using C = T C as C is diagonal) when g is symplectic and skew-symmetric when g is orthogonal. Proof. Yet again, we use the condition that g satisfies T gβ g = β and A = T A to get A −1 B is symmetric if g is symplectic and is skew-symmetric if g is orthogonal. Then Lemma 4.1 gives the required form for B.
• Proof. This follows by simple computation using T gβ g = β .
• 
.)Y where each R m is of the form t(e i, j + e j,i ) for some i < j or of the form te i,i for some i (in the case of skew-symmetric each R m is of the form t(e i, j − e j,i ) for some i < j).
Proof. Since Y X is symmetric, the matrix X is of the form X 11 X 12 X 21 x ll where X 11 is symmetric and X 21 is a row of size l − 1 and X 12 = λ T X 21 . Clearly any such matrix is sum of the matrices of the form R m Y . A similar calculation proves the result for the skew-symmetric case.
We need certain Weyl group elements which can be used for interchanging rows. We use a formula w r = x r (1)x −r (−1)x r (1) from the theory of Chevalley groups [2, Lemma 6.4.4] and construct elements w i, j and w i,− j . In our algorithm, we need elements which interchanges i th row with −i th row for any i. The element w i,−i that we create when multiplied to a matrix g interchanges its rows while simultaneously multiplying some rows by −1. However that does no harm to our algorithm. Proof.
Equating this with β gives us the required result.
COMPUTING SPINOR NORM FOR ORTHOGONAL GROUPS
In this section, we show how we can use Gaussian elimination to compute spinor norm for orthogonal groups. The classical way to define spinor norm is via Clifford algebras [8, Chapters 8 & 9] . Spinor norm is a group homomorphism Θ : O(d, k) → k × /k × 2 , restriction of which to SO(d, k) gives Ω(d, k) as kernel. However, in practice, it is difficult to use that definition to compute the spinor norm. Wall [17] , Zassenhaus [18] and Hahn [9] developed a theory to compute the spinor norm. For our exposition, we follow [16, Chapter 11] .
Let g be an element of the orthogonal group. Consider g as a linear transformation. Futhermore, denoteg = I − g and V g =g(V ) and V g = ker(g). Using β we define Wall's bilinear form [ , ] g on V g as follows:
[u, v] g = β (u, y), where, v =g(y). This bilinear form satisfies following properties:
(
extended to I by defining Θ(I) = 1. An element g is called regular if V g is non-degenerate subspace of V with respect to the form β . Hahn [9, Proposition 2.1] proved that for a regular element g the spinor norm is
). This gives , Murray and Roney-Dougal [13] used the formula of Hahn to compute spinor norm. However, we show (Corollary B) that the Gaussian elimination developed in Section 4 ouptuts the spinor norm quickly. First we observe the following:
Proof. We use Proposition 5.1. The first one follows as all elementary matrices are unipotent. The element w l = ρ (e l +e −l ) is a reflection thus Θ(w l ) = Q(e l + e −l ) = 1.
For the third part we note that diag(1, . . ., 1, λ , 1, . . ., 1, λ −1 ) = ρ (e l +e −l ) ρ (e l +λ e −l ) and hence the spinor norm Θ (diag(1, . . ., 1, λ , 1, . . ., 1, λ −1 )) = Θ(ρ (e l +λ e −l ) ) = Q(e l + λ e −l ) = λ .
Proof of Corollary B. Let g ∈ O(d, k)
. From Theorem A, we write g as a product of elementary matrices and a diagonal matrix diag(1, . . ., 1, λ , 1, . . ., 1, λ −1 ). Furthermore, the spinor norm of an elementary matrix is 1. Thus Θ(g) = Θ(diag(1, . . ., 1, λ , 1, . . ., 1, λ −1 )) = λ .
DOUBLE COSET DECOMPOSITION FOR SIEGEL MAXIMAL PARABOLIC
In this section, we compute the double coset decomposition with respect to Siegel maximal parabolic subgroup using our algorithm. Let P be the Siegel maximal parabolic of G where The problem is to get the double coset decomposition P\G/P. That is, we want to write G = ω∈Ŵ PωP as disjoint union whereŴ is a finite subset of G. Equivalently, given g ∈ G we need an algorithm to determine the unique ω ∈Ŵ such that g ∈ PωP. If G is connected with Weyl group W and suppose W P is the Weyl group corresponding to P then [3, Proposition 2.8.1] P\G/P ←→ W P \W /W P .
We need a slight variation of this as the orthogonal group is not connected.
In the case of Sp(2l, k), the Weyl group W = N(T )/T where T is a diagonal maximal torus and T = {diag(λ 1 , . . . , λ l , λ −1 1 , . . . , λ −1 l ) | λ i ∈ k × }. The group W is isomorphic to a subgroup of S 2l , the symmetric group on 2l symbols {1, . . . , l, −1, . . ., −l} and is generated by elements w i,i+1 and w i,−i which map to permutations (i, i+1)(−i, −(i+1)) and (i, −i) respectively. Thus W is isomorphic to S l ⋊ (Z/2Z) l and the subgroup W P is generated by w i,i+1 which proves that the subgroup {(i, i + 1)(−i, −(i + 1)) | 1 ≤ i ≤ l} is isomorphic to S l .
For In that case g is in the double coset Pω 0 P = P. Now suppose m ≥ 1. Then in Step 2 we multiply by E2 to make the first m rows of A 1 zero, i.e., there is a p 3 ∈ P such that p 3 p 1 gp 2 = Ã 1B1 C 1 D 1 where first m rows ofÃ 1 are zero. After this we interchange rows i with −i for 1 ≤ i ≤ m which makes C 1 zero, i.e., multiplying by ω m we get ω m p 3 p 1 gp 2 = A 2 B 2 0 D 2 ∈ P. Thus g ∈ Pω m P.
For O(2l + 1, k) we note that the elementary matrices E1, E2 and E4a are in P. Rest of the proof is similar to the earlier case and follows by carefully keeping track of elementary matrices used in our algorithm in Section 4.2.
