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INTRODUCTION 
The monotic functions of order n form, after exclusion of constant func- 
tions, a pseudo-semigroup (p.s.g.) !LXn of transformations (t.-s) on the real 
line.1 We introduce also ‘%JI, as the p.s.g. of nonconstant functions which are 
monotonic of arbitrarily high finite order. We call further G, CYN, the p.s.g. 
of those t.-s of 1131, which can be generated by infinitesimal transformations 
(i.t.-s) of %R, . In [l] it was shown that ‘331, consists of those t.-s which can be 
represented by analytic functions of a real variable allowing an analytic con- 
tinuation into the whole upper half-plane and mapping the latter into itself. 
In [2] it was proved that 6, consists of those t.-s of W, whose analytic con- 
tinuation into the upper halfplane map the latter schlicht into itself. This 
naturally leads to the conjecture that for sufficiently high n also 6, is a proper 
sub-p.s.g. of Iu7, . In [3] it was proved that this is already the case from n = 3 
on whereas 6, = ‘%Rm, and 6, = ?Jl& . The result for 6, motivates the designa- 
tion of the t.-s of Y,, as schlicht-monotonic of order n. We may therefore say 
that all t.-s of !I?& and 9.Xs are schlicht-monotonic but that this fails to be true 
for !IR~ (n > 2). This paper contains a new proof of the latter fact based on the 
following. 
THEOREM. Let f(x) be an element of 6, (n > 2) de$ned in an interval 
a < x < b. We Know that f (x) is of cZuss Cl and that f ‘(x) > 0. We may there- 
fore form the function 
zf(u, v) = logf (“t Ifv(v) (a < u, v < b) (1) 
identifying &(u, u) with log f ‘(u). Then for any n values xi (i = 1, 2, *es, n) in 
(a, b) the quadratic form 
* This investigation was supported by NSF Grant GP 1995 and by AFOSR Grant 
553-64. 
’ For n = 1 we admit only continuous strictly increasing functions. 
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if the variables wi are restricted to the (n - 1)-dimensional subspace 
L : 2 wi = 0. 
i=l 
From this theorem the result of [3] regarding the 6, (n > 2) immediately 
follows, e.g., by considering the function 
(4) 
which is monotonic of infinite order in (- 1, 1). Indeed the function (1) is 
in this case 
I&, v) = log (1 + UV) - log (1 - u”) - log (1 - V’) 
and the quadratic form (2) on L is given by 
(1’) 





But (2’) already oscillates for n = 3. E.g., setting x1 = - p, ~a = p, x3 = 0 
(0 < p < 1) gives for (2’) the form 
q* log (1 + p”) + 2w,w, log (1 - p’) + w*2 log (1 + P”) (2”) 
in which w3 = - (wr + w2) does not occur explicitly and wr and w2 are 
free variables. Its discriminant [log (1 + p2)12 - [log (1 - p2)12 is negative. 
PROOF OF THE THEOREM 
The fundamental step is a characterization of the i.t.-s of 6, (n > 2) 
expressed by the following 
LEMMA 1. t(x) (a < x < b) represents an it. of 6, (n > 2) if and only if 
t(x) is of class Cl andfor any choice of n values xi (i = 1, 2, *a*, n) in (a, b) the 
quadratic form 
i) % 
fCxi) - 5(%) wj 3 0 on L.2 
i,j=l xi - xj 
(5) 
In the proof of the lemma we shall make use of some well known facts 
regarding functions whose difference-quotient of order k > 2 is non- 
B Again we identify (e(u) - t(v))/(u - v) with c(u) if u = o. 
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negative for any choice of the variables in (a, b), as expressed in the following 
two lemmas: 
LEMRIA 2. &4 function with nonnegative kth difference quotient (k 3 2) is of 
class CiP2. 
LEMMA 3. If the functions fn(x) (n = 1, 2, . ..). defined in the same interval 
a < x < 6, all have a nonnegative kth dijference-quotient (k 3 2) and, further, 
converge to a function f(x), then f(x) h as also a nonnegative kth deference 
quotient and all derivatives of the fn(x) up to the order k - 2 converge to the 
corresponding derivatives off(x). Th e convergence is in any compact part of 
(a, 6) unifom. 
We now prove Lemma 1. Consider a one-parameter family of mappings 
y = f (x, t) (0 < t < t, , t, > 0) from YJIJn, each defined in an interval 
(at < N < 6,), which may depend on t. We assume that a, is upper and b, 
lower semicontinuous at least for t = 0. We assume further that f (x, 0) = x 
and that (2f (3c, t)/at),,, = t(x) exists in a, < zi < b, . The assumption on 
the semicontinuity of a, and b, at t = 0 is made in order to be sure that the 
differentiation defining t(x) can be made. By definition f(x) is an i.t. of Q . 
Now we introduce the quadratic form 
(6) 
with n values x2’i n (a,, , b,). After the xi have been chosen the terms in (6) 
have a meaning if t is sufficiently small and positive. From the theory of 
monotonicity of higher order we know that (6) is nonnegative. This has as 
consequence that 
It 
2 f  
w, f(% 9 t> -f(% 7 t) _ 1) wi > () 
I 
on L, 
xi - xj (6’) i,i=l 
or that 
$ wf (f (Xi ? t) - 4 - (f 6% P t) - “4 w > 0 
5, 
on L 
xi - xj (6”) 
i,j=l 
Dividing (6”) by t > 0 and taking the limit t - 0 gives, by respecting 
Lemma 3 for the diagonal terms i = j, the inequality (5), which proves the 
necessity of the condition of Lemma 1, 
We shall now prove its sufficiency. As first step we need a new form of the 
condition for n = 2 expressed in 
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LEMMA 4. The condition of Lemma I for n = 2 is equivalent to the assertion 
that t(x) has a nonnegative third dlyerence-quotient. 
PROOF. The condition of the lemma says that E(x) is of class Cl and that 
Multiplication of (5’) by l/(.~i - .x# brings it into the form 
a 5(x1) 
ax, p1 -q + & &y )" 3 0 .2 . . 2 (5”) 
where the left side of (5”) is a divergence. Integration of (5”) in the xi - x2- 
plane over a rectangle 
al < x1 < a2 , a3 < x2 < a4 (a < a, < a2 < a3 < a4 < b) 
given by an easy computation on the left side the third divided difference 
formed with the 4 values a, , a2 , a 3 , a4 of X, multiplied by the positive factor 
(a2 - a,) (a, - a3). Hence (5’) has the nonnegativity of the third difference 
quotient as consequence. The converse is almost immediate. According to 
Lemma 2 t(x) is of class Cl. Hence one can in the third difference quotient 
8(x1 9 Xl’, x-2 , x2’) perform the limiting processes x1’ -+ .rr , x2’ +x2 . The 
result is (5’). The proof of Lemma 4 is thus completed. 
In order to prove Lemma 1 we have to consider differential equations of 
the form 
where the right-hand side satisfies the following conditions: 
(a) [(y, t) is defined in a domain D 
D:O<t,<t,, ct <Y < dt (to > 0) 
with an upper continuous et and a lower semicontinuous d, . 
(b) [(y, t) is continuous. 
(c) For each t in (0, to) Qy, t) satisfies as function of y in (ct , d,) the 
inequality (5). From Lemmas 4 and 3 we conclude that ((y, t) has a con- 
tinuous derivative a[(y, t)/ay in D. Hence the Lippschitz condition is locally 
satisfied for (6) and the existence and uniqueness theorems hold. Assume now 
that for any x in c0 < x < d,, as initial value the solution exists in the whole 
interval 0 < t < t, and call it y =f(x, t). We have to show that for any t 
in (0, to), f(~, t) represents a mapping of YR, . Take two values x1 and 
xs (xi < x2) from (c,, , d,) and set 
&I 9 t) = Y&h 02 3 4 = Y2W 
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It is then identically n(t) -; yz(t). From the differential equation we have 
dydt) dy, ---5(r1,tL x=f(y2,t) dt 
and 
d rdt) - Y&J 
z ( 1 
= LYYl t t> - me 9 t) 
x1 - x2 x1 ~ x2 
or 
d rdt> - y*(t) 
z ( ) 
= E(Yl? t) - 4(Yz 9 t> 35 -YYa 
Xl - x2 y1 -y?'% x1 - x2 
This shows that 
Yl(O - Yz(t) = exp t 8YdT), T, - &dT), ddT 
Xl - x2 X(T) - Y2(4 . 
(7) 
Using again Lemma 3 and Lemma 4, Eq. (7) holds also if x1 = x2 and if all 
difference quotients are replaced by the corresponding derivatives. 
We now introduce n values xi in (co, do) and the corresponding solutions 
yi(t) =f(xi , t) of (6) and form the matrix 
According to (7) it can be expressed in the form 
(aij(t)) = (@j(t)) 
where 
Our assumptions about [(y, t) insure that the quadratic form 
2 wibii(t) wi 3 0 on L (11) 
for all t of (0, to). Our objective is to show that the quadratic form kth the 
matrix (8) is nonnegative for all t from (0, to). For this we need the following. 
LEMMA 5. If a quadratic form ~~.i=l wijbp, is nonnegative on L then the 
quadratic form CT,j-l wiebtjwj is nonnegative everywhere. 
This can be proved in the following way: According to a lemma of 1. 
Schur the nonnegativity of two quadratic forms with matrices (cii) and (dij) 
implies the nonnegativity of its “Schur-product,” i.e., the form with the 
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matrix (cii &). A consequence of it is that if a quadratic form with matrix 
(cii) is nonnegative then all matrices C, = (~7~) (n = 1, 2, *em) belong to non- 
negative quadratic forms. We apply it as follows: The quadratic form with 
matrix (bij) is nonnegative on L. An elementary consideration shows that this 
is equivalent to a representation of (bij) in the form 
Cbij) = Ccij + Yi + Yj) (12) 
where (cij) is a matrix of a form nonnegative everywhere and the ‘yi some 
real numbers. Hence 
(13) 
where the symbol o indicates Schur multiplication. Using the nonnegativity 
of the C,-forms we recognize the validity of the lemma. 
Now only a few remarks have to be added in order to prove our theorem. 
If we speak of the p.s.g. 6, generated by i.t.-s of ‘%I$, we include in it not only 
those obtained by solving differential equations of type (6) but also their 
limits, which we know lie also in mm, . Now inequality (11) shows that 
for any mapping f obtained by solving a differential equation of type (6). 
But this extends immediately to any mapping of G, by using again Lemma 3. 
The proof of 6, = 9J$ and 6, = 911, may be taken from [3].3 
Remark: Generalization of the language of [4] from matrices to kernels 
allows us to express our theorem for n = co by saying that the kernel 




1. C. LOEWNER. uber monotone Matrixfunktionen. Math. Z. 38 (1934). 
2. C. LOEWNER. “Semigroups of Conformal Mappings, Seminar on Analytic Func- 
tions,” Vol. 1. Institute for Advanced Study, Princeton, New Jersey, 1957. 
3. C. LOEWNER. On generation of monotonic transformations of higher order by 
infinitesimal transformations. J. Anal. 11 (1963). 
4. C. LOEWNER. Some theorems on positive matrices. J. Math. Anal. Appl., in press. 
a I use this occasion to correct a misprint there. On p. 198, line 14, g is to be replaced 
by g-r (inverse of g). 
