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ABSTRACT
We study the dynamics of the giant elliptical galaxy M87 from the central to the outermost regions
with the made-to-measure (M2M) method. We use a new catalogue of 922 globular cluster line-of-
sight velocities extending to a projected radius of 180 kpc (equivalent to 25 M87 effective radii), and
SAURON integral field unit data within the central 2.4 kpc. 263 globular clusters, mainly located
beyond 40 kpc, are newly observed by the Next Generation Virgo Survey (NGVS). For the M2M
modelling, the gravitational potential is taken as a combination of a luminous matter potential with
a constant stellar mass-to-light ratio and a dark matter potential modelled as a logarithmic potential.
Our best fit dynamical model returns a stellar mass-to-light ratio in the I band of M/LI = 6.0± 0.3
M/L with a dark matter potential scale velocity of 591±50 km s−1 and scale radius of 42±10 kpc.
We determine the total mass of M87 within 180 kpc to be (1.5 ± 0.2) × 1013M. The mass within
40 kpc is smaller than previous estimates determined using globular cluster kinematics that did not
extend beyond ∼ 45 kpc. With our new globular cluster velocities at much larger radii, we see that
globular clusters around 40 kpc show an anomalously large velocity dispersion which affected previous
results. The mass we derive is in good agreement with that inferred from ROSAT X-ray observation
out to 180 kpc. Within 30 kpc our mass is also consistent with that inferred from Chandra and
XMM-Newton X-ray observations, while within 120 kpc it is about 20% smaller. The model velocity
dispersion anisotropy β parameter for the globular clusters in M87 is small, varying from −0.2 at the
centre to 0.2 at ∼ 40 kpc, and gradually decreasing to zero at ∼ 120 kpc.
Subject headings: Galaxy: kinematics and dynamics — Galaxy: M87— Galaxy: globular cluster—
Method: made-to-measure
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1. INTRODUCTION
Elliptical galaxies lack the dynamical simplicity of cold
stellar disks in spiral galaxies, posing well-known chal-
lenges in determining their intrinsic properties (mass dis-
tribution, shape, orbit structure). Their dark matter
distributions are even harder to determine since they
only start to dominate at several effective radii where
the galaxies become too faint for efficient measurement
of their stellar dynamics in integrated light. Line-of-sight
(LOS) velocities of discrete Globular Clusters (GCs) and
Planetary Nebulae (PNs) can be measured in more ex-
tended regions of galaxies, even to the edge of their dark
matter halos, and provide excellent tracers of the outer
dark matter distributions.
M87, the second brightest giant elliptical galaxy in
Virgo, is located at the dynamical centre of the cluster.
The formation history of such galaxies is of keen interest
in structure formation studies. Their formation through
dry mergers in a cluster environment has been exten-
sively discussed (e.g. De Lucia & Blaizot 2007; Bernardi
et al. 2007; Liu et al. 2009, 2012). A related question
is whether the dark matter distribution at the centre of
Virgo follows an equilibrium smooth profile or exhibits
substructure. The early type Virgo galaxies’ velocity
dispersion profiles indicate that the dark matter inside
2 Mpc is smooth and dynamically relaxed (McLaugh-
lin 1999). However, the PN LOS velocity dispersion de-
creases to 78±25 km s−1 at 144 kpc, indicating that the
stellar halo of M87 may be truncated at this radius (Do-
herty et al. 2009). This result, however, is based on only
12 PN LOS velocities, and thus may be influenced by
incomplete PN sampling effects. In this work, as a first
step, we treat M87 as a relaxed, equilibrium system.
M87 has the richest GC system in the local superclus-
ter with a total of 15000 GCs (McLaughlin et al. 1994;
Peng et al. 2008). The database of M87 GCs with LOS
velocities has been growing rapidly in recent years (Dur-
rell et al. 2014 in preparation; see §5 for more complete
references and discussions). Their kinematics, together
with central stellar kinematics, have been used to de-
rive M87’s dark matter distribution, mostly using the
Schwarzschild (1979) technique (e.g. Murphy et al. 2011,
hereafter M2011; Gebhardt & Thomas 2009, hereafter
G2009). The dark matter halo and stellar parameters so
determined are often different. This is largely a reflection
of the fact that the models are degenerate in their mass
determination, lacking separate constraints on the dark
and luminous matter components. In §5, we compare
these earlier results with ours in greater detail19.
M87 also has diffuse X-ray emission from hot gas.
There are X-ray observations of the galaxy extending to
large radii. Although the hot gas may not be in com-
plete hydrostatic equilibrium, the ROSAT X-ray obser-
vations of M87 has been used to derive the mass profile
of M87 out to a radius of ∼ 270 kpc (Nulsen & Bohringer
1995), while Chandra and XMM-Newton X-ray observa-
tions have been used to derive the mass profile of M87
out to a radius of ∼ 120 kpc (Churazov et al. 2010; Das
et al. 2010). The mass derived using X-ray observations
19 Notice that different values of the distance to M87 are used
in the literature. In the preceding paragraphs, we have converted
all the radii from ′′ to kpc with the distance we have adopted,
d = 16.5 Mpc.
is less than that from GCs.
The GCs previously used to derive M87’s mass ex-
tended to a maximum radius of 45 kpc, with a rising
LOS velocity dispersion. These GCs show medium rota-
tion along the minor axis with some possible kinematical
substructures around 40 kpc where the stellar dynam-
ics data are not accessible. GC dynamics thus provide a
crucial input in this region. Furthermore, GCs extend-
ing to the extreme outer regions of M87 are crucial for
studying the dark matter halo of M87 out to the approx-
imate edge of its gravitational potential boundary. For
example, Strader et al. (2011) obtained new, precise ra-
dial velocities for 451 M87 GCs with projected radii from
∼ 5 to 185 kpc. They found much lower values than ear-
lier papers for the velocity dispersion and rotation of the
GCs within the region the previous data covers (see §5),
and also differed from previous works in seeing no evi-
dence for a transition from the inner halo to a potential
dominated by the Virgo Cluster, nor for a truncation of
the stellar halo in the outer region.
In this paper, we construct made-to-measure (M2M)
models (Hunt & Kawata 2013; Long & Mao 2010; de
Lorenzi et al. 2007; Syer & Tremaine 1996) to investigate
the dynamics of the elliptical galaxy M87 using kinematic
measurements of its GCs. In so doing, we take an early
intercept of data from the NGVS programme. Other pa-
pers in the NGVS series, related to the topics considered
here, include those on the distribution of globular clus-
ters in Virgo (Durrell et al. 2014), the properties of star
clusters, ultra-compact dwarfs (UCDs) and galaxies in
the cluster core (Peng et al. 2014; Liu et al. 2014), in-
teractions within possible in-falling galaxies (Paudel et
al. 2013), and optical-IR source classification (Mun˜oz et
al. 2014).
The paper is arranged as follows. In §2, we first de-
scribe the observational data for M87 which will be used
to constrain the M2M models, including discrete GC
LOS velocities out to 180 kpc and SAURON IFU data
within 2.4 kpc. In §3, we introduce our construction of
M2M models for elliptical galaxies, particularly when us-
ing discrete data as model constraints. In §4, we focus
on M87 describing the modelling steps taken and our re-
sults for M87. We discuss our results in §5, and draw
conclusions in §6 outlining some areas for improvement
in future investigations.
2. OBSERVATIONAL DATA
In this section, we describe the M87 observational data
that we will use for modelling. We adopt a distance to
M87 of 16.5 Mpc (Blakeslee et al. 2009; Mei et al. 2007),
and an I-band magnitude MI = 7.23 (Cappellari et al.
2006). At the distance of M87, 1 arcs corresponds to a
physical scale of 80 pc.
2.1. Photometric and number density data
We assume a spherical spatial distribution of the M87
GCs. The surface number density profile can be well
fitted by a Sersic function:
log I ∼ −bn
[( R
R0
) 1
n − 1.0
]
+ constant, (1)
where R is the projected radius, I is the surface bright-
ness, R0 is the scale radius and n is the Sersic index. The
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current best fit to the GC surface number density profile
is bn = 2.21, R0 = 510.24
′′±45.31, n = 2.71±0.17 (Peng
et al. 2008), which was derived based on all the photo-
metrically detected GCs (∼ 15000 in total) from the ACS
Virgo Cluster Survey (Coˆte´ et al. 2004; Ferrarese et al.
2006), and not just those GCs with kinematic measure-
ments. The black line in Fig. 1 shows the GC surface
number density profile along the projected radius.
The stellar surface density profile is different from that
of the GCs in M87, with the stars being more concen-
trated in the central 10 kpc than the GCs. We assume
an axisymmetric spatial distribution of the stars, and use
a 2D multi-Gaussian expansion fit to the photometric im-
age of M87. The red line in Fig. 1 is the surface bright-
ness along the major axis constructed from the MGE fit
performed in Cappellari et al. (2006), based on the Hub-
ble Space Telescope (HST)/WFPC2 and ground-based
MDM photometry in the I band. The MDM observations
have a field of view of 17.1× 17.1 arcmin2, which covers
the region R < 40 kpc for M87. It is well known that the
isophotes of M87 become progressively flattened at large
radii (e.g., Carter & Dixon 1978; Caon et al. 1990; Mi-
hos et al. 2005; Kormendy et al. 2009; Janowiecki et al.
2010). The MGE of the surface brightness we are using
is consistent with this flattening.
NGVS imaging covers a much wider field of view (the
entire Virgo Cluster), and allows improvements in both
the GC surface number density and stellar surface bright-
ness profile. However, because the NGVS profile of M87
(Ferrarese et al., in preparation) was unavailable when
this work was started, we chose to use the Cappellari
et al. (2006) surface brightness profile and the spherical
GC surface number density profile (Peng et al. 2008) in
our models. The new profiles based on NGVS are shown
in Fig. 1.
There is evidence that the GC number density is not
really spherical ( Strader et al. 2011; Forte et al. 2012;
McLaughlin et al. 1994; Durrell et al. 2014, ApJ, submit-
ted). NGVS imaging detected more GCs than before so
a 2D number density profile become possible. The black
line in the bottom panel of Fig. 1 shows the flattening of
the GC distribution derived from NGVS imaging.
The potential impact on our models of the new surface
brightness and number density profiles and the ellipticity
of the GC number density are discussed later in §5. In
future investigations, we plan to revisit the dynamics of
M87 using both NGVS optical-IR surface photometry
and an expanded sample of globular cluster velocities.
The fact that the M87 GCs and stars follow differ-
ent surface density profiles indicates that they also fol-
low different distribution functions. Even though their
dynamics follow the same potential, we construct two
individual sets of models to model the GCs and stellar
dynamics separately, as in previous investigations (e.g.
Murphy et al. 2011). The GC surface number density
profile from Peng et al. (2008) (as in Fig. 1) is used as an
observational constraint for the M2M GC models. The
MGE surface brightness from Cappellari et al. (2006) is
used as an observational constraint for the M2M stellar
models. The stellar models do not extend to large radii
because they are limited by SAURON kinematics which
only extend to R ∼ 2.4 kpc.
2.2. Kinematical data
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Fig. 1.— Top: the normalized surface density profiles. The black
line is the GC surface number density profile along projected radius
from Peng et al. (2008), the red solid and dashed line are the stellar
surface brightness profile along major and minor axis constructed
from the M87 MGE in Cappellari et al. (2006), the purple solid and
dashed lines are the g band surface brightness profile along major
and minor axis from NGVS (Ferrarese et al., in preparation). The
total luminosity/number for each profile within 80 kpc have been
normalized to be unity. Bottom: the minor to major axis ratio
q of the GC surface number density, Cappellari et al. (2006) and
NGVS stellar surface brightness, respectively.
2.2.1. GC kinematics
Strader et al. (2011) merged previous observations of
M87 GCs with their own observations to produce a cat-
alogue of 737 GCs with LOS velocity measurements. To
this we have added 263 new GCs with velocity measure-
ments (299 in total less 36 duplicates already in the cat-
alogue), most of which are at large galactocentric radii
(beyond 40 kpc). The new GCs were selected from imag-
ing in the Next Generation Virgo Survey (NGVS) (Fer-
rarese et al. 2012), which is a Large Programme on the
Canada France Hawaii Telescope (CFHT) to produce
deep optical, multiband photometry of the entire Virgo
Cluster of galaxies out to the virial radius. The contigu-
ous coverage of NGVS makes it ideally suited to finding
and studying GCs in the outer halos of galaxies and in-
tracluster regions.
Using NGVS imaging, we used colour and morpholog-
ical criteria to select candidate GCs around M87 with
g < 22.5 mag, and obtained spectroscopy for them using
Hectospec (Fabricant et al. 2005), the multifibre spec-
trograph on the MMT on Mt. Hopkins. We reduced
the spectra using the standard SAO pipeline, and ob-
tained radial velocities by cross-correlating the spectra
with stellar and GC templates. The details of the ob-
servations will be presented in a future paper (Peng et
al. 2014). We combined these data with those in the
literature to produce a sample of 966 GCs inside 320 kpc
(922 GCs within 180 kpc). Although the final sample of
GCs is from heterogeneous sources, cross-checks of over-
lapping sources indicate that they are consistent within
the error bars. Duplicate observations were combined as
appropriate to produce a velocity estimate for each ob-
ject. NGVS has contributed significantly to the number
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Fig. 2.— The GC LOS velocity distribution along the projected
radius R. The blue solid line indicates the mean GC velocity pro-
file, the red solid line shows the velocity dispersion, and the red
dashed lines indicate the 3σ boundary of the velocity distribution.
The blue dashed line represents v = 0. The vertical dashed line
at R = 180 kpc indicates the radial limit of the data used in the
M2M models.
Fig. 3.— The 2D LOS velocity map for the 922 GCs within 180
kpc (before the number of GCs is reduced to 896 by 3 σ clipping
and substructure removal). RA and Dec are in units of kpc, and
the red line indicates the orientation of the minor axis of M87.
Each plus symbol represents a GC data point and the colours indi-
cate the values of the velocities. The red dashed circle has radius
R = 40.8 kpc and the red rectangle indicates a possible substruc-
ture. The colour bar gives the velocity range in units of km s−1.
The figure also illustrates the particle binning scheme for discrete
data models. In this illustration, there are 6 radial and 8 angular
divisions with some discrete data points located in each bin. For
our M2M models, we use 16 radial and 16 angular divisions.
of GCs at larger radii. For example, the number of GCs
with kinematic measurements outside of 40 kpc is now
in excess of 440, an increase of about 50% due to NGVS.
Fig. 2 shows the velocity distribution of the GCs along
the projected radius R with M87’s systemic velocity of
1274 km s−1 (Emsellem et al. 2004) having been sub-
tracted. Each data point represents a GC, the solid blue
line is the mean velocity profile, the solid red line is the
velocity dispersion. The mean velocity and velocity dis-
persion profiles are calculated using equal count binning
and are not smoothed. The GCs inside 180 kpc have a
mean velocity fluctuating around zero (see Fig. 2), and
the spatial distribution of the GCs is nearly uniform in
radius and azimuth (see Fig. 3). Outside 180 kpc, the
mean velocity deviates slightly from zero and the velocity
dispersion becomes larger. This perhaps indicates that
GCs outside 180 kpc may not be gravitationally bound
by the potential of M87, i.e. they may be affected by
the potential of nearby galaxies. However, for the whole
sample, deviations of the mean GC velocity from zero are
not significant statistically. This situation is similar to
that seen in the PN velocity distribution (Doherty et al.
2009). We chose therefore to use only the GCs inside
180 kpc to trace the potential of M87. For the 922 GCs
inside 180 kpc, we perform 3σ velocity clipping to tidy
the data before using them in the M2M models. As a re-
sult, 6 GCs with velocities outside of 3σ from the mean
velocity distribution are excluded (see Fig. 2).
Fig. 3 shows the positions of the GCs coloured accord-
ing to their LOS velocity values. There is a large veloc-
ity dispersion and an obvious rotation around the minor
axis (indicated by the red line in Fig. 3) at R ≈ 40 kpc
in agreement with previous results (Strader et al. 2011;
Coˆte´ et al. 2001; Cohen 2000). Some of the highest veloc-
ities in this region have been identified as measurement
errors (Strader et al. 2011), and have been excluded from
our sample. The large observed velocity dispersion, how-
ever, is not due only to this effect, as we discuss below.
The extended stellar envelope of M87 may have been
built up by continual mergers, and as a result, the GCs
may not have reached virial equilibrium (Romanowsky
et al. 2012). Around the region R ≈ 40 kpc, the GCs
show strong fluctuations in kinematics and relatively
large rotation about the minor axis. From the velocity
colouring in Fig. 3, there are more substructures around
this region than any other region and this may be part of
the reason for the high velocity dispersion. Some of the
substructures are quite obvious, for example the region
marked by the red rectangle in Fig. 3, within which all
20 GCs have positive velocities. In this case, we choose
to exclude these 20 GCs from our modelling. After ex-
clusion, the large velocity dispersion around 40 kpc still
exists.
As shown in Fig. 4, there are a number of Virgo Clus-
ter Catalogue (VCC) galaxies in the GC region, but we
can not match the offending GCs with any of the nearby
(in projection) VCC galaxies. The velocity differences
between the VCC galaxies and the GCs in that region
are off by many hundreds of km/s, if not more. It is
not clear however that the kinematic fluctuations repre-
sent a real phenomenon. A companion paper (Peng et
al. 2014) will include a comprehensive examination of
possible substructures and/or kinematic features in our
sample. We proceed by reducing the impact of these data
on our modelling by increasing the individual velocity er-
rors of the 275 GCs in the region 20.4 < R < 57 kpc by
a factor of 5.0.
After the above reduction, we obtain 896 GCs inside
180 kpc. For the axisymmetric models we are going to
build, we symmetrize the data. The minor axis of M87
is indicated as the red line in Fig. 3. We put the data
in a coordinate system such that the Y axis is along the
minor axis while the X axis is along the major axis. Ev-
ery GC with position coordinates (X, Y) on the sky and
LOS velocity V is reflected with respect to the centre of
NGVS. V. Modelling the dynamics of M87 5
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Fig. 4.— Image of the Virgo centre over-plotted with the posi-
tions of GCs. Each magenta plus sign represents a GC with ve-
locity measurement. The dashed ellipticals indicate the contours
of the GC surface number density. The central Virgo galaxies in
this region have been marked out with blue ellipses. The three red
circles indicate R = 30, 50, 180 kpc, and the red line indicates the
orientation of the optical minor axis of M87.
the galaxy to generate a new GC with (-X, -Y, -V) and
reflected with respect to the Y axis to generate a new
GC with (-X, Y, -V). This reflection will help to reduce
further any GC subpopulation biases which might still
be present. Symmetrisation is a common procedure used
with many different modelling methods (e.g. Cappellari
et al. 2006; de Lorenzi et al. 2008).
After the above reductions and symmetrisation, there
are 3584 GC measurement points inside 180 kpc which
will be used in the M2M models as discrete kinematical
constraints.
2.2.2. Stellar kinematics
We take kinematic data for M87 from the SAURON
data release (Emsellem et al. 2004). The data available
are the LOS mean velocity v, velocity dispersion σ and
the h3 and h4 Gauss-Hermite coefficients, all taken from
a truncated Gauss-Hermite expansion of the LOS dis-
tribution (van der Marel & Franx 1993). Long & Mao
(2012) modelled the SAURON data of M87 with the
M2M method. We refer to Long & Mao (2012) for the
appropriate detail. We follow their data and modelling
process but also include a dark matter potential as will
be described in § 3.3.3.
The SAURON observations were adaptively binned
and processed in a centroidal Voronoi tessellation (Cap-
pellari & Copin 2003). M87 has 2112 such Voronoi bins.
Voronoi bins are not used for surface brightness. Instead
we employ a 16× 16 polar grid with pseudo-logarithmic
radial bins as described in Long & Mao (2010).
3. MODEL CONSTRUCTION
3.1. The made-to-measure method
The made-to-measure (M2M) method (Syer &
Tremaine 1996) is particle based, rather than orbit
based as in Schwarzschild’s method (Schwarzschild 1979;
Schwarzschild 1993). It is in other respects not dissim-
ilar to the widely used Schwarzschild’s method for dy-
namical modelling. For our purposes, the gravitational
potential comes from a combination of luminous matter
and dark matter and contains the parameters we want
to determine. Weighted test particles are orbited within
this potential and by modifying the particle weights at
the same time, we aim to produce a weighted particle
system in which the weights have individually converged
to constant values, and the particle system is able to re-
produce the measured observables of a real galaxy. By
varying the parameters we are interested in and running
multiple models, we are able to determine, in a maximum
likelihood sense, the best fitting parameters.
In recent years, the M2M method has been developed
to model discrete data directly, without any binning prior
to modelling (Long & Mao 2010; de Lorenzi et al. 2007;
de Lorenzi et al. 2008; Das et al. 2011; Hunt & Kawata
2013). We use the M2M code developed initially in Long
& Mao (2010), which is able to model both the IFU data
and discrete data.
The key equation that leads to weight evolution over
model time is
F = −1
2
χ2LM +
1

d
dt
S + µS − λsum
2
(
N∑
i
wi − 1)2, (2)
where , µ and λsum are positive parameters, S =
−∑Ni wi ln( wimi ) is the entropy of the system, the mi are
the prior weights and the wi are the particle weights and
are considered to vary with time. The χ2LM term com-
pares the observed data with equivalent values calculated
from the weighted particles and is thus a function of the
weights.
By maximising F with respect to the particle weights
(∂F/∂wi = 0, ∀i), we obtain the weight evolution equa-
tions in the form
d
dt
wi = −wiQ(w). (3)
The overall speed of weight convergence is controlled by
, and Q(w) is related to the observational constraints.
We do not describe the details here (see Long & Mao
2010).
With several observational constraints in a model, we
need to balance the effect of each constraint within the
weight evolution equations. For K multiple observables,
we take χ2LM in the form
χ2LM =
K∑
k
λkχ
2
k, (4)
where λk are positive parameters whose role is to per-
form the balancing, and χ2k is the usual model χ
2 for an
individual constraint. The role of the λk is described in
more detail in Long & Mao (2012), as is the process for
the determination of their values.
The second term of Eq. (2) imposes a constraint that
dS/dt should be zero. After differentiation it provides the
weight derivative term in the weight evolution equations.
The third term is the global regularization which we will
discuss later in § 4.2 for our M87 data. As the particle
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weights are taken as fractional luminosity, the last term
of Eq. (2) (involving λsum) ensures that the total lumi-
nosity of the model does not vary. The manually tunable
parameters (, µ, λsum, and potentially λk) are used to
modify the behaviour of the model as appropriate to the
real system and data being modelled.
In order to determine whether or not the particle
weights have converged, we use the same mechanism as
Long & Mao (2010). Reproduction or otherwise of the
observed data is handled via χ2LM .
3.2. Discrete data
Discrete observables (e.g. GC data) are directly in-
volved in the model as constraints. The probability,
pD,j = pD,j(x⊥j , v‖j) of the model reproducing a dis-
crete LOS measurement (xj , yj , v‖j) is found by con-
volving the LOS velocity distribution (LOSVD) with a
Gaussian incorporating the observational errors σj . The
LOSVD is usually not analytic. For modelling purpose,
we divide the model ‘sky’ into many bins in polar coor-
dinates as illustrated in Fig. 3. Each discrete data point
is located in one bin and, correspondingly, at any one
time, there will be many particles (xi, yi, v‖i) currently
located in the bin.
The probability pD,j is calculated from the particle
data as
pD,j =
1√
2piσj
∑N
i δijwi exp
[
− (v‖i−v‖j)
2
2σ2j
]
∑N
i δijwi
, (5)
where the selection function δij takes the value 1 if par-
ticle i is located in the bin corresponding to observation
j and is 0 otherwise, and N is the total number of test
particles. For modelling the M87 GCs, we use 16 × 16
bins to reduce the size of the bins so that the model cal-
culations are more representative of the measurements.
The contribution to the weight evolution is found by con-
structing the log likelihood function L
L =
M∑
j
ln pD,j , (6)
where M is the number of discrete data points. Eq. (2)
then becomes
F = −1
2
χ2LM + λDL+
1

d
dt
S + µS − λsum
2
(
N∑
i
wi − 1)2,
(7)
where λD is another constant we need to adjust. By
evolving the particle weights, we obtain the model which
has the maximum likelihood of reproducing the discrete
data sets and the χ2 modelled observables.
3.3. Gravitational potential
M87’s GCs and stars are both tracers of the same grav-
itational potential, where the potential is a combination
of a luminous matter potential, a dark matter potential
and a central black hole.
The luminous matter mass is dominated by M87 stars.
By comparison the mass of the GCs is negligible. As
indicated in § 2.1, we assume an axisymmetric spatial
distribution for the stars. An axisymmetric luminous
matter potential is constructed by deprojecting the 2D
stellar surface brightness profile. The stellar distribution
of M87 is very round: the MGE fit shows that the short-
to-long axis ratio is between 0.7-0.99 at different radii.
The flattening of dark matter and luminous matter are
correlated, with dark matter usually being systematically
rounder than luminous matter (Wu et al. 2014). We
assume a spherical dark matter potential in our models.
3.3.1. Luminous matter potential
An observed 2D surface brightness is the projection
of a 3D luminosity density distribution. An edge-on in-
clination is assumed and so the deprojection is unique
(Gerhard & Binney 1996). Assuming axisymmetry, the
stellar gravitational potential of a galaxy can be calcu-
lated by assuming (or knowing) the galaxy’s inclination
to the line of sight and deprojecting the multi-Gaussian
expansion (MGE) of its surface brightness to give a 3D
density. With an assumed constant mass-to-light ratio,
Poisson’s equation may then be solved to obtain the grav-
itational potential. The MGE technique is described in
Emsellem et al. (1994) and applied in Cappellari et al.
(2006), and we do not repeat the detail here. For M87,
we use the MGE in Cappellari et al. (2006) based on
the Hubble Space Telescope (HST)/WFPC2 and ground-
based MDM photometry in the I band.
The technique for constructing the potential from
multi-Gaussians in M2M models was implemented in
Long & Mao (2012). For M87, the surface brightness
measurements extend to R = 40 kpc where the MDM
observations end. For modelling purposes, we extrapo-
late the potential out to R = 80 kpc using the MGE
fit.
3.3.2. Central supermassive black hole
It is widely believed that a supermassive black hole re-
sides at the centre of M87 (e.g Young et al. 1978; Ford
et al. 1994). This component can be modelled by adding
a point mass in the centre of the model. However, the
radius of influence of the black hole is usually small. Tak-
ing M87 as an example, the mass of the black hole is
(6.6 ± 0.4) × 109M (Gebhardt et al. 2011). At a dis-
tance of d = 16.5 Mpc, this corresponds to an influence
radius of ∼ 3′′.
For M87, there are only a few SAURON data points
and no GC data point within 3′′, and thus the black hole
is not important given the data available. We aim to con-
strain the mass and dynamics at large radii and therefore
ignore the black hole for the models which follow.
3.3.3. Dark matter potential
A previous study revealed that GC data can not dis-
tinguish significantly between a cored dark matter halo
and an NFW halo, but may favour slightly a cored dark
matter halo (Murphy et al. 2011). We do not have sub-
stantially more data in the inner GC region, so we do not
expect a change to the results in this respect. We utilise
spherical logarithmic dark matter potentials in our M2M
models. The logarithmic model was inspired by the flat
rotation curves of spiral galaxies (e.g., Persic et al. 1996)
but is frequently used in the modelling of elliptical galax-
ies (e.g., Murphy et al. 2011). The gravitational potential
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is given by
Φ(r) =
V 2s
2
ln(R2s + r
2), (8)
where Vs is the scale velocity and Rs is the scale radius.
The corresponding density profile is
ρ(r) =
V 2s (3R
2
s + r
2)
4piG(R2s + r
2)2
, (9)
and the mass profile is
M(< r) =
1
G
V 2s r
3
R2s + r
2
. (10)
Unlike the density cusp at the centre of the NFW model
(Navarro et al. 1996), there is a core at the centre of the
logarithmic model where the density approaches a con-
stant. When r >> Rs, the density decreases as r
−2. The
logarithmic model maximizes the stellar contribution to
the mass in the central regions, and thus can be used to
create a ‘minimal’ dark matter halo scenario.
3.4. Parameter estimation
In our M87 M2M models using a luminous matter po-
tential and a logarithmic dark matter halo, there are
three, free parameters to be estimated, the stellar mass-
to-light ratio M/L and the dark matter scale velocity Vs
and scale radius Rs. In this section we explain how these
parameters, which we will refer to as p, will be estimated.
We base our approach on Morganti et al. (2013) who
argue that it is not appropriate to apply ‘normal’ χ2 anal-
yses to M2M models. In the standard χ2 procedure, one
uses certain ∆χ2 values for given degrees of freedom to
determine the confidence levels of parameters. Morganti
et al. (2013) show that the assumptions underlying such
an approach are not met in M2M models (see their § 4).
To assist us in finding the best fitting parameter values,
we define a new function G(p)
G(p) ≡ −1
2
χ2LM + λDL. (11)
For a given model, G is only calculated once, at the end of
the modelling run. From equation (2), it can be seen that
G(p) is in fact the first 2 terms of F and is negative. Our
G(p) differs from that in Morganti et al. (2013) in two
respects. Firstly it is the negative of Morganti et al.’s,
and secondly our χ2LM is defined as in equation (4) and
contains the λk parameters. Morganti et al. (2013) omit
their equivalent of the λk parameters. The first change is
minor and reflects our personal preference. The second
change, which we regard as essential in maintaining the
mathematical consistency of our overall M2M method,
introduces a more general matter with M2M methods.
A key issue that all users of M2M methods based on
Syer & Tremaine (1996) have to resolve is how to bal-
ance numerically the weight evolution equation (section
3.1) such that no single observable dominates the deter-
mination of the particle weights. de Lorenzi et al., Long
& Mao, Hunt & Kawata, Morganti et al. all have dif-
ferent approaches. A second related issue is whether or
not whatever mechanism is used to achieve the numerical
balance should also be part of the ’merit function’ used to
compare models. As is clear, our preference is for math-
ematical consistency of approach and this continues the
approach taken in the earlier Long & Mao papers. Other
researchers have adopted alternative strategies.
For a set of modelling runs spanning some region in p,
we use ∆G defined as
∆G = Gmax −G, (12)
where Gmax is the maximum value of the end of run Gs
within the set.
Morganti et al. (2013) set parameter confidence limits
for their NGC 4494 models using ∆G values determined
from the probability distribution function produced from
Monte Carlo simulations of models with mock data.
They find, as well as other results, that the confidence
limits obtained from the simulations are consistent with
the fluctuations of ∆G near its minimum (see their § 6.1).
We assume that this result is not specific to their mod-
elling and the data being modelled but is generally true,
and may be applied to our M87 M2M models to perform
the parameter estimation we require (see § 4.5 for the
detailed calculations). As a consequence, we do not per-
form any Monte Carlo simulations with mock data. Our
best fitting model parameters are determined from only
the models in the region of the minimum in ∆G.
For the avoidance of doubt, it is not the full method
and results from Morganti et al. (2013) that we use but
a subset. We base our approach on theirs but, as the
earlier text in this section shows, we do not follow it
exactly and there are clear implementation differences,
risks and assumptions.
4. MODELLING M87
In this section, we construct and run the M2M models
for M87. We use only a logarithmic dark matter halo plus
a luminous matter gravitational potential constructed by
deprojecting the 2D surface brightness using a MGE. A
central black hole is not included in the modelling. From
the potentials, we have three free parameters: the stel-
lar mass-to-light ratio M/L, and the dark matter scale
radius Rs and scale velocity Vs.
Ideally, the free parameters should be modelled simul-
taneously, and we would use the combined χ2 for the
SAURON data and L from modelling GCs to determine
the best fitting model parameters. However, for M87, the
GCs and the SAURON data will be modelled separately
for the reasons noted in § 2.1. The two sets of models
will utilise the same parameter grid.
The GCs provide good constraints on the dark matter
distribution, but weak constraints on the stellar M/L.
Conversely, the SAURON data provide good constraints
on the stellar M/L, but nearly no constraints on the
dark matter distribution. Consequently we only apply a
subsection of the parameter grid to the SAURON data.
The modelling steps are as follows.
1. GCs are modelled first with a parameter grid of
14× 13× 6 on Vs ×Rs ×M/L with
Vs = (3.5, 4.0, 4.2, 4.4, 4.6, 4.8, 5.0, 5.2, 5.4, 5.6, 5.8,
6.0, 6.2, 6.4)× 124.5 km s−1,
Rs = (0.3, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4,
1.5, 1.7)× 40.8 kpc, and
M/LI = (4.9, 5.39, 5.88, 6.37, 6.86, 7.35) M/L.
We find that Vs and Rs are constrained well by the
kinematics of the GCs. The best fitting parameters
we obtain are Vs ∼ 600 km s−1, and Rs ∼ 40 kpc.
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2. We then model the SAURON data on a subsection
of the GC parameter grid with
Vs = (4.0, 4.2, 4.4, 4.6, 4.8, 5.0, 5.2, 5.4) × 124.5 km
s−1,
Rs = (0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5) × 40.8
kpc, and
M/LI = (4.9, 5.39, 5.88, 6.37, 6.86, 7.35) M/L .
3. Finally, the model parameters and their uncertain-
ties are determined from the combination of these
two sets of models using the approach in § 3.4. Be-
cause the constraints are different in the GC and
SAURON models, G and in particular ∆G also dif-
fer. We refer to the ∆Gs as ∆GGC and ∆GSN re-
spectively.
We monitor convergence of the particle weights (see
§ 3.1) over the last 20 half mass dynamical time units
of the modelling runs using a convergence tolerance of
5%. All our models have more than 95% of the particle
weights converged so we consider particle weight conver-
gence to be a non-issue for our work.
Before applying the M2M method to M87 and its GCs,
we test our procedure for modelling discrete data using
NGC 4374 planetary nebulae data (see appendix A). We
find our procedure behaves satisfactorily.
4.1. Particle initial conditions
We set up our initial M87 models with N = 500000
particles extending to ∼ 800 kpc, which is larger than
the region for which we have data constraints in order to
ensure we have an appropriate number of higher velocity
particles. All particles are given the same initial weight
and prior equal to 1/N .
The distribution functions of the GCs and the stars
are different and thus we create separate M2M models
for the GCs and stars. For the M87 stellar models us-
ing SAURON data, the particle initial conditions are as
described in Long & Mao (2012). For the GC models,
the initial spatial distribution of particles matches the
GC number density profile. Velocities are first set us-
ing the velocity dispersion function obtained from the
isotropic Jeans equation using the GC number density
and the potential to be modelled. The potential includes
contributions from both dark matter and luminous mat-
ter. A small rotation is added for specified fractions of
particles at particular radii to assist the M2M modelling
in matching the observed GC dynamics (as discussed in
§2.2.1). Adding rotation modifies the particles’ velocities
causing the velocity distribution to become anisotropic.
Thus, neither the stellar models nor the GC models
have isotropic velocity dispersions before M2M modelling
commences.
Since we are running M2M models with free parame-
ters in the potential, we create a particle system for each
potential as required. This ensures that the particles’
velocities match the potential initially, and we only need
to match the observables by adapting the weights during
the modelling.
4.2. Regularization
The M2M approach to dynamical modelling is an ill-
posed problem in that there are many more weights to
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Fig. 5.— Test of regularization. The red, blue, black and green
lines indicate the four sets of models with µ = 0, 1, 2, 3 respectively.
be determined than there are observational constraints.
Long et al. (2013) identify some of the points to be con-
sidered in deciding whether or not to use regularization
with the M2M method. In our case, the M87 GC data
show kinematic fluctuations at certain radii, and some
of the data points are of uncertain quality. We do not
want to over-fit the data and so we choose to use entropy
regularization.
The amount of regularization is controlled by the pa-
rameter µ which is used to achieve a desired balance be-
tween fitting the observed data and delivering a smooth
solution. Entropy based regularization prevents a parti-
cle weight wi moving too far away from its ‘prior’ weight
mi (mi/e to be precise). Too much regularization may
bias the model fit to the observational data.
To examine how regularization actually affects the de-
termination of our model parameters, we run a series
of controlled tests. We deliberately choose a parameter
region where a minimum is known to exist to help us
assess the impact of regularization. As anticipated, the
smoothing effect of regularisation in this case does make
the minimum more apparent.
Different values of µ are used in a test M2M model
(utilising our M87 GC data) in which we fix two of our
three, free parameters (mass-to-light ratio M/LI = 5.88
M/L, dark matter scale velocity Vs = 625 km s−1)
and then vary the third, the dark matter scale radius
Rs. Fig. 5 shows how ∆GGC varies as Rs is varied. The
red, blue, black and green lines represent the models with
µ = 0, 1, 2, 3 respectively.
We use the minimum ∆GGC of each set of models to
indicate the best fit. For the µ = 0 set of models (no
regularization), ∆GGC (red line) shows fluctuations, and
it is hard to determine the best fitting value of Rs. The
other three sets of models reach their minimum ∆GGC
value at the same value of Rs = 40 kpc. The µ = 1 set of
models (blue line) still has some fluctuations around its
minimum. The GC kinematic data is noisy so one needs
to avoid over-fitting to the noise level. However, when
µ is large, it prevents fitting to the data, so the differ-
ence between models becomes smaller, e.g., the green line
(µ = 3) is flatter than the black line (µ = 2) around the
minimum. We need sufficient difference to distinguish
different models, so µ = 2 appears to be a reasonable
choice for the GC model of M87 and that is what we use.
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Fig. 6.— Constraints on Vs and Rs for M/LI = 6.37 M/L.
The dots indicates the parameter grid points we model, and the
colour bar shows the value of ∆GGC. The data points have
not been smoothed but have been interpolated for plotting pur-
poses. The yellow plus represents the best-fitting model obtained
by model marginalisation on Vs and Rs as shown in the side pan-
els. The red rectangle indicates the grid points we model with the
SAURON data.
For consistency with Long & Mao (2012), we use no
regularization (µ = 0) when modelling the SAURON
data.
4.3. Modelling GC kinematics
The surface number density profile (with an assumed
relative measurement error of 10%) and the discrete GC
LOS velocities are used as M2M model constraints. For
the GC models, G(p) (see equation 11) may be simplified
to
G(p) = −1
2
λsdχ
2
sd + λDL. (13)
We take λsd = 8 × 10−3 and λD = 4 × 10−3. The log
likelihood function L for the GCs’ discrete velocities is
calculated using equation (6).
The parameter space for p is as in § 4 point 1 and we
run a M2M model for each point in the space. We obtain
a region with minimum ∆GGC on the parameter space,
as illustrated in Fig. 6 for M/LI = 6.37 M/L. The
dots indicates the Vs×Rs grid we have run. In total, we
have run five sets of such models with different M/LI.
The square indicates the subset of parameter values we
use subsequently with the SAURON data.
The constraints on Vs and Rs are strong, although Vs
and Rs are degenerate diagonally. Marginalization gives
a best fitting model with Vs ∼ 573 km s−1 and Rs ∼ 48.9
kpc for the set with M/LI = 6.37 M/L. We look to
refine these parameter values by performing further ∆G
analyses (see § 4.5).
The GC kinematics have little constraining influence
on the stellar mass-to-light ratio M/LI. The set of mod-
els with different M/LI yield a minimum ∆GGC region
with slightly different dark matter halo parameters. The
minimum ∆GGC area moves diagonally with the value
of δVs < 20 km s
−1 and δRs < 10 kpc within the M/LI
range we run. A high M/LI ratio leads to a dark matter
halo with smaller Rs and Vs.
4.4. Modelling SAURON data
For modelling with SAURON data, we use surface
brightness and the Gauss-Hermite coefficients h1 to h4 of
the LOS velocity distribution as observable constraints.
The coefficients h5 and h6 (see Long & Mao 2012) are not
used. The function G(p) has the form (see equation 11)
G(p) = −1
2
(
λSBχ
2
SB +
4∑
i=1
λhiχ
2
hi
)
. (14)
There is no discrete data log likelihood term since we
are not using discrete data as a constraint. For the λ
values, we use the same values as used in the best fitting
M87 M2M model from Long & Mao (2012). That is
λSB = 4.0× 10−3, λh1 = 2.08× 10−5, λh2 = 3.94× 10−5,
λh3 = 2.04× 10−5 and λh4 = 4.12× 10−5.
The parameter space for p is as in § 4 point 2 (the
same subset of the parameter space described in § 4.3)
and we run a M2M model for each point in the space.
From the models we construct ∆GSN to assist in the
parameter estimation. In addition, we also run a set of
models with no dark matter to repeat the investigation
of Long & Mao (2012) and obtain good agreement with
their result.
Analysis of ∆GSN is covered in § 4.5.
4.5. Parameter estimation of M87
An analysis based on the ∆G values is performed to
estimate both the best-fitting modelling parameters and
their uncertainties. Fig. 7 shows the ∆G values plotted
against the three modelling parameters. The red dots
represent ∆GGC, and black stars represent ∆GSN. We
note three things from Fig. 7:
1. The ∆GSN and ∆GGC values differ by approxi-
mately an order of magnitude. This is because we
are using different observable constraints in the two
sets of models.
2. As shown in the top panel, ∆GSN values are sen-
sitive to changing the M/LI values. We choose to
determine M/LI from only ∆GSN.
3. There is a minimum region of ∆GGC when pro-
jected along the Rs and Vs axes. The variation
in ∆GSN appears to be random (i.e, the SAURON
data provides nearly no constraint on the dark mat-
ter halo). We choose therefore to use only ∆GGC
to determine Vs and Rs.
As indicated in section 3.4, we estimate the confidence
regions for the parameters from the ∆G fluctuations near
the minimum. Since the total mass within a given radius
is influenced by all three parameters, we use it to deter-
mine our confidence limit ∆G values. In the inner part,
the mass is dominated by the stellar mass-to-light ratio,
and in the outer part by the dark matter halo parameters
Vs and Rs. For the halo parameters, we first calculate
the enclosed mass at r = 82 kpc for each GC model
(see Fig. 8). The minimum ∆GGC value appears to be
at M ∼ 6.0 × 1012M. It is less clear however just how
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Fig. 7.— ∆G values plotted against the three modelling param-
eters. The black pluses represent ∆GSN from the subset parame-
ter grid model runs while the red dots represent ∆GGC from the
complete grid model runs. The black asterisks in the top panel
represents ∆GSN of the set of models with no dark matter halo.
The red and black dashed lines represent the 70% confidence levels
for ∆GGC and ∆GSN.
wide (in mass) the minimum region is for the purposes of
selecting ∆G fluctuations near the minimum. To clarify
the width, we select a set of mass points, with a regu-
lar interval, from the overall mass range, and determine
the mean and dispersion (σ) of ∆G from the nearest 30
(mass, ∆G) points. For each mass point, we plot the
mean value plus 1 σ in Fig. 8 (the red diamonds). From
the curve formed by the red diamonds, it is now consider-
ably clearer where the minimum region is and what value
of ∆G should be taken as a confidence limit (represented
by the horizontal dashed line in Fig. 8). We take as that
limit ∆GGC = 0.073 to represent a confidence level of
70%. We have applied our approach to the data in Mor-
ganti et al. (2013) Fig. 11 and arrive at the same value
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Fig. 8.— The enclosed mass at r = 82 kpc vs. ∆GGC. Each
point represents a M2M model. The 70% confidence level from the
∆GGC fluctuations near the minimum is indicated by the dashed
line ∆GGC = 0.073.
TABLE 1
The final model parameters of M87.
M/LI [M/L] Vs [km s−1] Rs [kpc] M(< 180 kpc) [M]
6.0± 0.3 591± 50 42± 10 (1.5± 0.2)× 1013
of ∆G as they obtained via their cumulative distribution
function, that is ∆G = 26.
Similarly, we calculate the enclosed total mass at r =
2.04 kpc for each SAURON model, and find the minimum
region in ∆GSN at M ∼ 9.2×1010M, and then calculate
the mean and dispersion (σ) of ∆GSN for this group of
models. We take the mean value plus 1 σ as the ∆GSN
fluctuation near the minimum, giving ∆GSN = 0.0054 as
the 70% confidence level.
Based on the discussion above, we estimate the model
parameters and their uncertainties (summarised in Ta-
ble 1) as follows:
1. For M/LI , we choose the SAURON models with
∆GSN < 0.0054. Note that the Vs and Rs values
of these models are within the 1σ confidence of the
GC model. For the models, we calculate the mean
value and dispersion of the M/LI parameter. We
take these values as the parameter estimate and
its error. We obtain M/LI = 6.0 ± 0.3 M/L.
The set of models with no dark matter halo yields
M/LI = 6.4±0.3 M/L, in agreement with Long
& Mao (2012).
2. For Vs and Rs, we first select the GC models
with ∆GGC < 0.073, and choose only those with
M/LI = (5.39, 5.88, 6.37) M/L. This is be-
cause the other values of M/LI = (4.9, 6.86, 7.35)
M/L are excluded by the 1σ confidence level on
M/LI. For these models, we calculate the mean
and dispersion of the dark matter parameters, giv-
ing Vs = 591± 50 km s−1 and Rs = 42± 10 kpc.
It must be remembered that we are not using parameter
probability distributions with their associated confidence
levels (constructed from Monte Carlo simulations, and
marginalised). As a consequence, we do not wish to use
unwarranted precision in stating error values and choose
to quote them to one significant figure only.
4.6. GC data reproduction
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To evaluate how well the GC kinematic data has been
reproduced by our models, we pick the M2M model clos-
est to the parameter values determined in § 4.5 and per-
form the following evaluation.
We divide the symmetrised observed data and the
model’s end of run weighted particle data into 6× 8 spa-
tial bins on the projection R × φ plane, and then com-
pare the velocity distribution of the data and the model
in each bin. The velocity distribution of the data in each
bin is not a pure Gaussian profile. Our model however
does match the non-Gaussian features well. For quan-
titative comparison purposes, we only extract the mean
velocity and velocity dispersion.
The resulting LOS mean velocity and velocity disper-
sion in each bin are shown in Fig. 9. The left hand pan-
els are the mean LOS velocity profile along R, with each
panel corresponding to one φ. The right hand panels
are the equivalent for LOS velocity dispersion. The data
values and errors shown are calculated by a bootstrap
process. For each individual GC measured velocity with
value vj and error σj , we construct a Gaussian velocity
distribution with mean vj and dispersion σj . A new data
set is produced where the velocity for each point is cho-
sen randomly from its Gaussian distribution, and a mean
velocity and velocity dispersion can then be obtained for
each bin position. This process is repeated 1000 times.
We calculate the average and dispersion of the 1000 mean
bin velocities as the true value of the mean velocity and
its error, and similarly for velocity dispersion.
The model mean LOS velocities match the binned GC
data well with a mean χ2 value of 0.5. For the velocity
dispersion profiles (with a mean χ2 value of 0.9), the
model matches the basic trend within the GC data with
the model dispersion decreasing with increasing radius.
The azimuthal differences in velocity dispersion are not
significant: the velocity dispersion profiles at different
directions are consistent within the error bar.
For the observed data at R ∼ 40 kpc, there is a rela-
tively large rotation along the minor axis (with a rotation
velocity of 140 km s−1), which is less well fitted by the
model, and, as anticipated, the model does not fit the
large velocity dispersion around this region. This disper-
sion can not readily be reproduced by the potential, and
we deliberately employed regularization to prevent the
model from attempting to match this fluctuation. We
also reduced the impact of the data around 40 kpc on
the model (see § 2.2.1) by increasing the errors in this
part of data. Having done this, the 1σ lower limit of
the velocity dispersion at R ∼ 40 kpc can marginally
match our model if the dispersion gradually decreases
from the centre to the outer part. The dark matter pa-
rameters are constrained primarily by GCs at radii > 40
kpc, thus giving confidence in the parameters derived
from our modelling.
For completeness, Fig. 10 shows how well the surface
number density has been reproduced (mean χ2 value of
0.05).
5. DISCUSSION
5.1. Mass distribution
We calculate the total mass as the sum of the luminous
matter and dark matter contributions. The dark matter
mass within radius is determined with equation (10). For
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Fig. 9.— The LOS mean velocity and velocity dispersion profiles.
Each panel shows a profile along R in the specified direction. The
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dots with error bar are calculated from the GC data, and the solid
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Fig. 10.— Reproduction of the GC surface number density per
kpc2 for R < 180 kpc. 24 radial bins have been used. Normal-
ization of the observed surface number density profile has been
adapted to match the number of particles in the model.
luminous matter, the mass is determined as the stellar
mass-to-light ratio multiplied by the integral of the MGE
luminosity density (see Emsellem et al. 1994).
We find that the total mass of M87 within 180 kpc
is (1.5 ± 0.2) × 1013M. Furthermore, the dark matter
distribution is consistent with a smooth halo within 180
kpc.
As one of the most studied galaxies, the mass of M87
has been derived many times and the literature shows
a broad variation in its value. Below we compare our
results with earlier studies using mass estimates based
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mainly on GC kinematics and X-ray studies extending
to large radii. We display our comparison in Fig. 11.
Previous mass estimates obtained using GCs kinemat-
ics are marginally consistent with our result but, with
one exception, systematically larger. It must be pointed
out that none of the existing studies included measure-
ments beyond 50 kpc. Extending to 180 kpc, our data is
therefore far better suited to constrain the dark matter
distribution.
Of the existing measurements, the mass measured by
Deason et al. (2012) within 42 kpc is consistent with our
result. However, their study assumed a constant velocity
dispersion anisotropy (see equation 16) and they found
β = −1.1, which is inconsistent with our result (see §5.3).
The masses derived in earlier studies by Wu & Tremaine
(2006) and Cohen (2000), based on the same data as
Deason et al. (2012), are also consistent with our mass.
An even earlier study by Merritt & Tremblay (1993) used
only 43 GC velocity measurements and their result (with
its large error bar) agrees with ours to within 1.5σ. These
previous results employ various assumptions and confus-
ingly relate the GC and star surface number densities
which may affect the mass estimation. We focus our
comparison therefore on two recent Schwarzschild mod-
els (G2009 and M2011).
The M2011 study used not only GCs extending to 45
kpc but also VIRUS-p data out to ∼ 19 kpc, while the
G2009 work was constructed using SAURON data and
the same GCs as in M2011, but also used high spatial
resolution long-slit observations of stellar light (van der
Marel 1994). Both M2011 and G2009 obtained larger
masses than our study. For r < 40 kpc, their mass is ∼
60% larger than our value. Their GC data only extended
to 45 kpc and around this radius the GCs show a large
velocity dispersion which may be due to GC kinematical
substructures (see Fig. 3). The large dispersion around
40 kpc is not consistent with the gradually decreasing
velocity dispersion at larger radii (R > 60 kpc). We
choose not to fit the large dispersion in the M2M models
as indicated in Fig. 9. Due to the lack of data outside
of 45 kpc, the M2011 and G2009 masses are likely over-
estimated. Also, other previous studies may have been
affected by the large dispersion around 40 kpc as well.
In general, the mass derived in M2011 is closer to
our results. The M2011 value is a balance between the
VIRUS-p data and the GCs’ larger velocity dispersion.
In fact, M2011 showed that the mass derived with the
VIRUS-p data alone is even smaller. Thus it appears
that the VIRUS-p data extending to 238′′ (∼ 19 kpc) do
have some ability to constrain the dark matter compo-
nent of the total mass distribution.
Strader et al. (2011) derived the M87 mass by Jeans
analysis using a GC catalogue they had constructed in-
cluding 737 GCs extending to radii of ∼ 150 kpc. They
break the data set down into three radial bins and ob-
tained the enclosed mass for each position. Compared
with our results, their mass in the two inner bins is about
20% larger than ours, but is 25% smaller for r ∼ 85
kpc. Their results are in agreement with ours to within
∼ 1.5σ.
M87 also has diffuse X-ray emission. The galaxy
mass has been derived from ROSAT, Chandra and
XMM-Newton observations under the assumption that
the hot gas is in hydrostatic equilibrium (Das et al. 2010;
Churazov et al. 2008; Nulsen & Bohringer 1995). The
early result based on ROSAT observations has a relative
large uncertainty, while the Das et al. (2010) mass pro-
file is based on data from Chandra and XMM, and uses
a Bayesian approach, which is more accurate, to find the
most likely mass profile. The mass derived from X-ray
observations is smaller than previous dynamical mass es-
timates. The mass estimated from ROSAT observation
is in good agreement with our mass out to 180 kpc. The
Chandra and XMM-Newton mass is slightly larger than
ours, but their estimates are generally consistent with
our estimates, to within 10% (1 σ) at r < 30 kpc, and
about 20% (2σ) larger within 120 kpc. There is evidence
that the hot gas in M87 is disturbed, suggesting that the
hydrostatic equilibrium assumption is not valid and this
may affect the mass determination from X-ray emissions
(Churazov et al. 2008). On the other hand, perhaps our
dynamical studies may still be affected by the kinematic
substructures as well. Overall, we consider the agree-
ment between these two different probes (X-ray and our
GC kinematics) to be satisfactory.
5.2. Stellar mass to light ratio
We estimate the M87 stellar mass-to-light ratio to be
M/LI = 6.0±0.3 M/L. The stellar mass to light ratio
of M87 has been assessed many times in the V band. For
comparison purposes, we transfer the previous estimates
to I band with distance (d = 16.5 Mpc) using
M/L1 = (M/L2)× L2
L1
× d2
d1
, (15)
where d2 and d1 refer to the distances used for the eval-
uation of M/L1 and M/L2 respectively.
Long & Mao (2012) estimated M/LI = 7.05 M/L
at a distance d = 15.6 Mpc and with no dark matter
included. This corresponds to M/LI = 6.7 M/L at
d = 16.5 Mpc, and we confirmed this result in § 4.5.
Taking the V-band magnitude as Mv = 8.23, M2011
obtained M/LV = 9.1 ± 0.2 M/L at a distance
d = 17.2 Mpc which corresponds to M/LI = 7.5 ± 0.2
M/L. G2009 gave M/LV = 6.3 ± 0.8 M/L with
d = 17.2 Mpc which implies M/LI = 5.2± 0.7 M/L.
The M2011 M/LI is larger because the velocity dis-
persion from the VIRUS-p data is systematically larger
than that of the SAURON data (Murphy et al. 2011).
The small M/LI in G2009 may be caused by a model
degeneracy. They obtained a more concentrated dark
matter distribution (Vs = 715± 15 km s−1, Rs = 14± 2
kpc) which could act to reduce the stellar mass-to-light
ratio.
5.3. The velocity dispersion anisotropy
To characterise the velocity dispersion anisotropy of
our M2M models, we take the β(r) parameter defined, in
spherical coordinates (r, θ, φ), as
β(r) = 1− σ
2
θ(r) + σ
2
φ(r)
2σ2r(r)
(16)
where the σ functions are the velocity dispersions in the
indicated directions. More detail on β(r) may be found
in Binney & Tremaine (2008).
M2M models can reproduce the velocity dispersion
anisotropy in the discrete data. The blue solid and
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Fig. 11.— The mass profile of M87. The red solid and dashed lines indicate our total mass and its uncertainties. Our luminous mass
profile is plotted with red dotted line, while the width represents its uncertainty. The black dash-dotted line is the mass profile from M2011
and was constrained from VIRUS-p data extending to ∼ 19 kpc and GCs extending to 45 kpc. The black dotted line is the mass profile
from G2009 and was constructed using SAURON data and the same GCs as M2011. The vertical grey shade over the G2009 and M2011
profile indicates the position r = 45 kpc, and both the M2011 and G2009 mass profiles outside of this position are extrapolated from their
models. The magenta ‘’s indicate the mass obtained by Strader et al. (2011) by Jeans analysis using their new GCs combining the old
GCs in literatures. The blue solid region is the mass profile and corresponding uncertainties derived from X-ray gas kinematics based on
Chandra and XMM-Newton observations(Das et al. 2010), while the region within the dark blue dashed lines is the mass and corresponding
uncertainties from the early ROSAT observation (Nulsen & Bohringer 1995). The black circle, diamond, square and star with error bars
are the masses derived with different GC samples or different methods by Deason et al. (2012), Wu & Tremaine (2006), Cohen (2000) and
Merritt & Tremblay (1993), respectively.
dashed lines in Fig. 12 indicate the β profile in the GC
M2M model and its uncertainty. The uncertainty is de-
rived from the M2M models within the confidence level
the same as the models used to derive mass profile un-
certainty. The uncertainty is larger at high radii due to
the limited number of particles available to calculate β.
The velocity dispersion anisotropy in the M87 GCs sys-
tem was first studied by Coˆte´ et al. (2001), and they
found the GC orbit structure to be largely isotropic.
Consistently, the β parameter of our GC model is gen-
erally small, agreeing with the fact the M87 is located
at the centre of Virgo cluster and may have evolved
from multiple mergers resulting in generally isotropic
orbital motions. β is negative in the inner ∼ 15 kpc,
and increases to become positive reaching a maximum
at R ∼ 40 kpc. It then drops to become negative again
for R > 120 kpc. By examining each velocity dispersion
component, we find that σ2r is smaller in the inner ∼ 20
kpc compared to the velocity dispersion profile obtained
from an isotropic Jeans analysis, and is mainly respon-
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Fig. 12.— The velocity dispersion anisotropy β parameter as
a function of radius r. The red circle indicates the β value for
the M2M model constrained by the SAURON data, blue solid and
dashed lines are the β profile of our GC model and its corresponding
uncertainty, black solid and dashed lines are the stellar β profile
from M2011 and with its uncertainty, and green diamonds are from
the GC models of M2011.
sible for the negative β in the centre. For the region
R > 20 kpc, σ2r is similar to isotropic values, with the
deviation of β from zero (isotropic) being mainly caused
by the decrease of σ2φ and σ
2
θ from isotropic values. These
two dispersions are highest in the centre and decrease at
R > 20 kpc due to the partial regular rotation, with β
largest at R ∼ 40 kpc where the rotation is at its great-
est (see Fig 3). The variation of velocity anisotropy in
the inner region may be related to GC destruction pro-
cesses which are supposed to have a dynamical selection
effect on the survival of GCs (Murali & Weinberg 1997;
McLaughlin 1995).
We overplot in Fig. 12 the β profile converted from Fig.
12 of M2011. The anisotropy of the GC model in M2011
is generally consistent with our model. They obtain a
maximum value of β near 30 kpc where the rotation is
largest in their dataset. The anisotropy of both M2011’s
models and our GC models are consistent with that of
the stellar model out to ∼ 20 kpc. The anisotropy of
our GC model at R < 5 kpc is uncertain due to few GCs
being observed in the brightest part of the galaxy. M2011
find a stellar β increasing to a positive value again near
the centre of the galaxy. This is consistent with β ∼ 0.15
in our M2M model constrained with the SAURON data.
Fig. 12 also shows that β becomes negative again at
R > 120 kpc. There is however a large uncertainty in
the β value at large radii. This uncertainty may be a
numerical artefact due to the finite number of particles
we are using and the finite model size.
The mean effective (half mass) radius rh of GCs is re-
lated to the two-dimensional (projected) galactocentric
distance Rgc observationally with rh ∝ Rαgc (e.g. Jorda´n
et al. 2005; Spitler et al. 2006; Go´mez & Woodley 2007).
In an earlier simulation (Webb et al. 2013), the distri-
butions of M87 GC orbits are used to explain the ob-
served index α = 0.14. In this case, they found that,
assuming the GCs are tidally filled under an isothermal
potential, a very high velocity anisotropy (β ∼ 0.99) is
needed to explain the α value for M87’s GCs. This is
in conflict with what we have found dynamically. The
velocity anisotropy β profile from our dynamical mod-
elling should put strong constraints on such simulations.
Based on our M2M modelling, a high velocity anisotropy
such as β = 0.99 would not be a preferred value for the
M87 GC system.
5.4. Model degeneracy
This is the first time that kinematic data out to the
approximate edge of a galaxy’s gravitational boundary
has been used to constrain its dark matter distribution.
There are only about 20 elliptical galaxies with discrete
data extending to 3 − 10Re in the literature (Coccato
et al. 2009), including our test galaxy NGC 4374 as in
appendix A. Based on the M2M modelling of M87, we
discuss what kind of data can help remove degeneracies
in dynamical models of galaxies.
Dynamical models mainly suffer from three levels of
degeneracy, (1) mass-anisotropy degeneracy, (2) dark
matter-luminous matter degeneracy and (3) degeneracy
of parameters in the dark matter distribution even when
the total mass is known.
IFU data is helpful to remove the mass-anisotropy de-
generacy. However such data usually only extends to
R < 2Re. Having a large sample of discrete GC velocities
at large radii, as in the current paper, helps significantly
as it provides information on the line-of-sight velocity
distribution and hence the orbit distribution at these
radii. Even in a galaxy with a relatively large velocity
dispersion anisotropy, discrete data works well to remove
the mass-anisotropy degeneracy in a M2M model (Mor-
ganti et al. 2013) using local regularization(Morganti &
Gerhard 2012). The global regularization we are us-
ing may prevent us from creating a strongly anisotropic
model from isotropic initial conditions. Our models are
however showing M87 to be a low anisotropy system with
β(r) values not inconsistent with Murphy et al. (2011).
The total mass of the galaxy is well constrained by our
GC kinematic observations, and so we do not believe the
mass-anisotropy degeneracy for M87 to be significant.
The luminous and dark matter degeneracy is hard to
remove except when we can derive the stellar mass-to-
light ratio from stellar population studies. What is usu-
ally assumed is a constant stellar mass-to-light ratio, and
an analytic dark matter distribution. In this case, we
can either try to constrain the stellar mass-to-light ratio
from the central IFU data where dark matter contributes
little, or constrain the dark matter distribution with dis-
crete data extending to large radii. For the galaxies with
discrete data extending to a few effective radii, the dark
matter distribution is still relatively unconstrained, and
therefore similarly the stellar mass-to-light ratio. For
M87, the dark matter distribution has been constrained
well out to large radii, in the region where the stellar
mass-to-light ratio has little influence.
Parameters of the dark matter distribution are degen-
erate even when the dark matter mass within a few effec-
tive radii is constrained (de Lorenzi et al. 2008; Napoli-
tano et al. 2011). When modelling M87 with GCs, we
have GC kinematic data extending to ∼ 25Re. As we can
see in Fig. 13, the scale radius and velocity are degener-
ate for a logarithmic dark matter halo. The typical range
NGVS. V. Modelling the dynamics of M87 15
Fig. 13.— Degeneracy of the scale velocity and scale radius in the
logarithmic dark matter model. The insert panel enlarges the inner
region marked by the dashed rectangle box. Each line represents a
mass distribution of a logarithmic model. Dashed lines are models
with VL = 650 km s
−1, and solid lines are models with VS = 550
km s−1. Black indicates RL = 53 kpc and red indicates RS = 28.6
kpc. (The subscript S indicates ‘smaller’ and L is ‘larger’.)
for M87 solutions (with a 1.0 σ confidence boundary) is
shown with RS = 28.6 kpc, RL = 53 kpc, VS = 550 km
s−1, VL = 650 km s−1, where the subscript S and L in-
dicate smaller and larger values of the scale radius and
velocity. In the inner part of a galaxy, the mass is more
sensitive to the scale radius with RS leading to a larger
mass, while at large radii the mass is more sensitive to
the scale velocity with VL leading to a larger mass.
Our GC data covers a large region of M87 and so we
have obtained a robust solution for the free parameters.
However we still have some degeneracy diagonally. The
two halos with RS , VS and RL, VL have similar mass dis-
tributions. The former has a larger mass at R ∼ 40 kpc
and a smaller mass at higher radii, and conversely so for
the latter. The ill-understood large velocity dispersion at
R ∼ 40 kpc may be part of the reason for this degeneracy
(see Peng et al. 2014 for more details).
We can see that the models with parameters diago-
nally distributed have even smaller difference on the mass
distribution in the inner part. Data only extending to
R < 50 kpc, as in previous investigations, have a very
weak ability to distinguish these kinds of models, and
that may be part of the reason that M2011 and G2009
obtained very different dark matter distributions even
when they used the same GC data.
In our M87 investigation, we have focused on a log-
arithmic potential for the dark matter distribution. It
must be noted however that the widely used NFW pro-
file suffers similar degeneracy issues, as discussed in the
appendix. Dark matter potentials are usually assumed
to be spherical. If we allow a variation of the dark matter
halo shape, the shape will also be degenerate radially.
Much effort has been devoted to constraining the dark
matter distribution of elliptical galaxies. IFU data ex-
tending to ∼ 2Re like VIRUS-p is helpful to remove
mass-anisotropy degeneracy near the centre, but has lim-
ited constraining power on the dark matter distribution.
As shown in Fig. 11, the discrepancy between M2011
mass and our mass is less than 20% at r < 15 kpc, but
increases to be 60% at r = 40 kpc. If we extrapolate
the M2011 mass out to r = 180 kpc, the discrepancy in-
creases to be 100%. As we have illustrated above, model
parameters in the mass distribution are degenerate and
extrapolation of the mass profile to larger radii is not re-
liable. Discrete data extending to much larger radii than
IFU data normally extend (e.g. SAURON Bacon et al.
2001, CALIFA Sa´nchez et al. 2012) are critical to con-
straining the dark matter distributions for most galaxies.
5.5. Uncertainties in our model parameters
Uncertainties in our model parameters arise from three
main sources: 1) the stellar surface brightness profile
used is not as extended spatially as the new NGVS pro-
file, 2) the GC surface density profile is assumed to be
spherical when it actually appears to be elliptical, 3) a
spherical dark matter halo is assumed. We discuss these
three sources in turn.
The new NGVS surface brightness profile differs by
5% − 20% from the Cappellari et al. (2006) profile we
used at 40 < R < 80 kpc, where the luminous matter
fraction is 30%− 15%. Using the NGVS surface bright-
ness would have caused a difference of ∼ 3% in the total
mass at 40 < R < 80 kpc, with even smaller differences
in other regions. The effect on the mass-to-light ratio
would be very small.
The recent NGVS result (Durrell et al. 2014, submit-
ted) shows that the GC distribution is not spherical, as
shown in Fig. 1, but is round in the centre, becoming
more elliptical at large radii. The GC number density
does not affect the potential, as the mass of the GCs
is negligible compared to that of the stars in the main
galaxy. The initial spatial distribution of the M2M test
particles in the GC models will be affected, as will the
number of particles used to construct model observables.
We do not expect the GC distribution to affect the re-
sults significantly (see Fig. 14).
Recent cosmological simulations show that the shape
of a dark matter halo may be correlated with the shape
of the luminous matter distribution it contains, with the
dark halo usually being rounder than the luminous mat-
ter (Wu et al. 2014). The stellar distribution and GC
distribution in Fig. 1 show that M87 is quite round in
the centre, with the axial ratio q becoming smaller at
large radii. The flattening of the logarithmic dark matter
potential may be very roughly estimated as 2/3 + qdm/3
(Binney & Tremaine 2008, p. 77), where qdm is the ax-
ial ratio of the dark matter halo. As a consequence we
do not expect the flattening of the potential to be that
severe.
In order to assess quantitatively the effects of points
2) and 3), we run isotropic axisymmetric Jeans models
utilising the discrete GC data, following the approach in
Watkins et al. (2013). To be consistent with the M2M
models, the potential is a combination of a luminous mat-
ter distribution and a dark matter halo. The luminous
matter distribution is constructed from the (deprojected)
surface brightness profile multiplied by a constant mass-
to-light ratio. We take the ratio as M/LI = 6.0 as ob-
tained from the M87 M2M models. The dark matter
halo is a logarithmic halo with two parameters, the scale
velocity Vs and the scale radius Rs as before, and a third
optional free parameter, the axial ratio qdm . The GC
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Fig. 14.— Mass profiles for the four Jeans models. For the ellipti-
cal halos, “radius” is taken to be
√
ab where a,b are the major and
minor axis values. The pluses represent the typical error bars at
different radii for the mass profiles. The maximum mass differences
between the models are ≈ 10%.
number density profile is required for the calculation of
the velocity moments. We create four sets of Jeans mod-
els with the following conditions,
1. a spherical GC number density and a spherical dark
matter potential,
2. an elliptical GC number density with known flat-
tening and a spherical dark matter potential,
3. a spherical GC number density and an axisymmet-
ric dark matter potential with the flattening qdm
as a free parameter,
4. an elliptical GC number density and an axisym-
metric dark matter potential with qdm again free.
The mass profile of the best models are shown in
Fig. 14, these four sets of Jeans models only have minor
differences in the total mass of the system. In particular,
the models with an elliptical GC surface number density
have a smaller mass with up to a 10% difference. The
models favour a round dark matter halo with qdm ap-
proaching unity. The flattening of a dark matter halo is
correlated with scale velocity, but its effect on the total
mass is small. We expect that were the analysis to be
performed using M2M modelling the results would not be
dissimilar. A more rigorous treatment will be the subject
of a future investigation.
6. CONCLUSION
We have created M2M models to study the dynamics
of the giant elliptical galaxy M87. We model with dis-
crete GC data and SAURON IFU data in separate sets of
models. As part of the modelling we have used a smooth
logarithmic dark matter halo, while the M87 luminous
matter distribution (excluding GCs) is constructed from
a multi-Gaussian Expansion fit, assuming a constant stel-
lar mass-to-light ratio. The surface number density of
GCs (fitted by a Sersic profile) and the stellar surface
brightness are used as tracer densities of the GC and
SAURON models respectively. GC velocities are used
directly in the model as discrete data and are not binned
prior to modelling. With the 263 new GC velocities from
NGVS survey, we have modelled with 896 GC discrete
LOS velocity measurements extending to R ∼ 180 kpc.
For the M87 GC models, we use regularization to reduce
fluctuations in the model log likelihood functions.
The mass of M87 is found to be 1.5 ± 0.2 × 1013M
within 180 kpc. Degeneracies within the dynamical
models have been partly removed since we have GC
constraints at large radii. Our three key parameters
are well determined with the dark matter scale veloc-
ity Vs = 591 ± 50 km s−1, the dark matter scale radius
Rs = 42 ± 10 kpc, and the stellar mass-to-light ratio
M/LI = 6.0± 0.3 M/L.
Previous results derived from M87 GCs (mostly with
R < 50 kpc) (e.g. Murphy et al. 2011; Gebhardt &
Thomas 2009) give estimates for M87’s mass generally
larger than our value. These earlier, larger mass values
may be the result of the large velocity dispersion at R ∼
40 kpc in the GC data. This large dispersion may be
caused by kinematic substructures. On the other hand,
the only previous results obtained by GCs at large radius
(extending to 150 kpc but with less data point than our
sample), the mass obtained by Strader et al. (2011) by
Jeans analysis is smaller than our mass at R ∼ 85 kpc.
The mass we derive is in good agreement with that
inferred from ROSAT X-ray observation out to 180 kpc.
Within 30 kpc our mass is also consistent with that in-
ferred from Chandra and XMM-Newton X-ray observa-
tions, while within 120 kpc it is about 20% smaller.
The velocity dispersion anisotropy of the best-fitting
GC model is small and is consistent with the M87 stellar
anisotropy in the regions of overlap. This suggests that
M87 may have been formed by multiple mergers which
made the motions isotropic. Our result places strong
constraints on the orbital distribution of GCs.
Different kinds of data play different roles within the
kinematical models. The stellar mass-to-light ratio is
mainly constrained by the SAURON IFU data, while the
GC velocities at large radii are critical to constrain the
dark matter distribution. In previous models, the lack of
GC data at R > 50 kpc affected the results in two ways.
Firstly, the large velocity dispersion at R ∼ 40 kpc prob-
ably causes an overestimate of the total mass. Secondly,
the degeneracy between the dark matter parameters (Vs
and Rs) is difficult to remove, which is part of the rea-
son why M2011 and G2009 obtained very different dark
matter distributions (see Fig 11). With GCs extending to
R = 180 kpc, we can better overcome these problems and
remove the degeneracy between parameters in the dark
matter distribution, and thus partly remove the degen-
eracy between the dark matter distribution and stellar
mass-to-light ratio.
The current investigation can be improved in several
respects. Firstly, since the work was completed, more
M87 GC velocities have become available due to the on-
going NGVS programme. Secondly, GCs in M87 can be
divided into blue and red groups (Coˆte´ et al. 2001) which
behave somewhat differently in their kinematics (Strader
et al. 2011). It would be interesting to investigate their
dynamics separately with the M2M method. Thirdly, the
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stellar surface brightness distribution of M87 is more ex-
tensively sampled by recent ACS+NGVS data (Ferrarese
et al., in preparation) and would improve modelling of
the stellar component. Fourthly, the flattening of the GC
distribution and the dark matter halo can be accommo-
dated in our modelling. Lastly, the effect of the central
black hole can be taken into account in a straightforward
manner. Whilst preliminary studies indicate that none
of these will change our results significantly, we will ad-
dress these matters in a future investigation to provide
even more precise constraints on the dynamical structure
of M87.
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APPENDIX
TESTING THE M2M MODELLING PROCEDURE WITH NGC 4374
As well as GCs, PN discrete data are a good tracer of the gravitational potential of elliptical galaxies. Within
the galaxies with publicly available PN velocity data, NGC 4374 has the most (∼ 450) PNs with good velocity
measurements (Coccato et al. 2009). There is a Jeans analysis for these data which implies a standard NFW halo for
the galaxy (Napolitano et al. 2011). We consider the NGC 4374 PN data to be a good data set to test our procedure
for modelling discrete data, and aim to provide a cross check on the results from Napolitano et al. (2011).
The spherical approach
Most elliptical galaxies have a surface brightness profile which can be well fitted by a Sersic profile (Sersic 1968;
Capaccioli 1989; Caon et al. 1993; Graham et al. 2003; Ferrarese et al. 2006; Coˆte´ et al. 2007). We use the Sersic
profile (see Eq. 1) as a starting point for creating a spherical potential from the inverse Abell transform of the 1D
surface brightness profile (Binney & Tremaine 2008).
The luminosity density j(r) is derived from the inverse Abell transform
j(r) = − 1
pi
∫ ∞
r
dI
dR
dR√
R2 − r2 , (A1)
where I is the fitted Sersic surface brightness profile. The mass
M(r) = 4pi(M/L)
∫ r
0
j(s)s2ds, (A2)
and potential
Φ(r) = −4piG(M/L)
[1
r
∫ r
0
j(s)s2ds+
∫ ∞
r
j(s)sds
]
, (A3)
are obtained directly from j(r). The stellar mass-to-light ratio is M/L and G is the gravitational constant.
Multiple integrations are needed to obtain the potential from the surface brightness profile so, for performance
reasons, we use interpolation tables during modelling. The potential and its associated accelerations are pre-calculated
and stored in tables. Linear interpolation is used on the tables to obtain the required values.
The Sersic profile of the main body of a galaxy may not fit the very centre of the galaxy well due to the presence of
a ‘core’ or a ‘cusp’ at the centre. This effect usually extends to a few arc-seconds (Ferrarese et al. 2006), and affects
the calculation of the potential. If the kinematic data in use reaches the region within the influence radius of the ‘core’
or ‘cusp’, we add a linear function in the centre to approximate the real surface brightness profile.
NFW dark matter halo
The NFW profile (Navarro et al. 1996) is a prediction from cold dark matter models. The profile has two free
parameters, the virial mass Mv and concentration parameter C. The virial mass is the mass within the virial radius
rv. The average density is cvρ
0
c , where ρ
0
c = 1.37 × 10−7Mpc−3 is the critical density, and cv takes the value of 178
( Lokas & Mamon 2001). (We take the Hubble constant as H0 = 70km/s/Mpc.)
The virial mass is
Mv = 4/3pir
3
vcvρ
0
c , (A4)
and the mass within radius r is
M(< x) = Mvg(C)
[
ln(1 + Cx)− Cx
1 + Cx
]
, (A5)
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Fig. 15.— The total mass-to-light ratio (in units of M/LV,) profile of NGC 4374. The dark blue solid and dashed lines are the total
mass-to-light ratio profile of the minimum ∆G model and its uncertainty. The orange solid and dashed lines are the stellar M/LV and
uncertainty. The grey and red dashed regions are the corresponding total and stellar mass-to-light ratios of Napolitano et al. (2011).
where x = rrv , and g(C) =
1
ln(1+C)−C/(1+C) .
The gravitational potential is
Φ(x) = −V 2v g(C)
ln(1 + Cx)
x
, (A6)
where V 2v ≡ V (rv)2 = GMvrv .
Mv and C are not independent. In the collisionless cold dark matter model, there is a relationship found from
numerical simulations (Maccio` et al. 2008)
C(Mv) ≈ 12
( Mv
1011M
)−0.094
, (A7)
where the 1σ dispersion is 0.11 dex.
In M2M models using the NFW dark matter profile, we have three, free parameters, the stellar mass-to-light ratio
M/L, the virial mass Mv, and the concentration parameter C.
M2M Modelling
We create spherical M2M models for NGC 4374 to test how the discrete data constraint works in a M2M model.
The surface brightness profile in the V -band to 6.7Re, the long slit velocity dispersion profile within 1Re, and 450
PNs out to 6Re are used as model constraints. We use Re = 6.02 kpc and LV = 7.64× 1010LV, following Napolitano
et al. (2011). The normalized PNs number density profile is consistent with the stellar surface brightness. The velocity
dispersion of the PNs is about 20% smaller than the stellar velocity dispersion in the overlap region. This may be due
to the limited number of PN velocities at this region. We assume that the PNs and stars follow the same distribution
function and model them together. The data are generally the same as Napolitano et al. (2011) used for their Jeans
analysis for the galaxy. The only difference is that we include all the PNs in our model as constraints, while Napolitano
et al. (2011) has binned the data and simply excluded the PN data within the overlap regions.
The initial M2M models are set up with N = 500000 particles extending to 20Re, with particle initial conditions set
following § 4.1.
The gravitational potential is an NFW dark matter halo plus the luminous matter potential. As for M87, we ignore
the effects of any central black hole. The luminous matter potential is constructed from the fitted Sersic surface
brightness profile (R0 = 113.5
′′, n = 6.11, bn = 5.16) following §3.3.1.
The M2M model has three, free parameters: the stellar mass-to-light ratio M/LV, the virial mass Mv, and the
concentration parameter C. We run a series of models with a parameter grid of 12× 5× 6 on Mv × C ×M/LV.
Given the constraints are surface brightness, the long slit velocity dispersion and the PN discrete velocity data, we
take G(p) (see equation 11) as
G(p) = −1
2
(
λSBχ
2
SB + λVDχ
2
VD
)
+ λDL, (A8)
where the SB and VD terms are self-explanatory and L is the log likelihood function for the PN discrete velocity data.
The values of the λ parameters are λSB = 10
−3, λVD = 2× 10−3 and λD = 4× 10−3.
Using our M2M models, we constrain the mass of NGC 4374 to within a ∼ 25% uncertainty at r < 6Re. However, we
can not obtain tight constraints on the model parameters C, Mv and M/LV . The dark matter and luminous matter
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Fig. 16.— The β(r) profile. The dark blue solid and dashed lines are the β profile and uncertainties of the minimum ∆G model. The
heuristic β(r) of NGC 4374 from a Jean analysis is shown in black solid line (Napolitano et al. 2011), and the grey dashes are the modelled
β profile from Kronawitter et al. (2000). The filled square with 1σ error bars is the anisotropy value derived from direct kurtosis inferences
(Napolitano et al. 2011).
are degenerate, and, for the dark matter, the mass distribution of an NFW halo is more sensitive to C in the region
with dynamical data and the influence of Mv is weak. If we want to obtain better constraints on the model parameters
for NGC 4374, the dynamical data must extend to larger radii where the mass distribution is more sensitive to Mv,
then we can partly remove the degeneracy.
Fig. 15 shows the 1σ error of the mass distribution. We have constrained the total mass of NGC 4374 to be
1.89+0.27−0.08× 1012M with 6Re. The 1σ error bar is derived from models within the confidence level ∆G = 0.006, where
the criterion 0.006 is the ∆G fluctuation round the minimum ∆G (see § 3.4). These models within 1σ error roughly
have the concentration parameter C in the range 7− 16, virial mass Mv in the range (100− 350)× 7.6× 1010M, and
stellar mass to light ratio M/LV in the range 4− 8. The mass at R < 6Re is generally consistent with that obtained
from the Jeans analysis of Napolitano et al. (2011). The stellar mass-to-light ratio we obtain is slightly smaller, and
may be affected by the PNs inside 1Re which were simply excluded in Napolitano et al. (2011). Thus, the total mass
inside 2Re we obtain is also slightly smaller.
Fig. 16 shows that the velocity dispersion anisotropy β profile of the best model has a shape similar to Napolitano
et al. (2011). However, our β is ∼ 0.1 is systematically smaller, with a slightly smaller mass. What we have found is
a degenerate solution of Napolitano et al. (2011). This may be another effect contributing towards a smaller stellar
mass-to-light ratio.
If the system is assumed to have a constant dispersion profile as we have here for NGC 4374, the LOS velocity
distribution kurtosis κ is then a simple matter of projection effects for a given β and luminosity profile. Thus its
internal anisotropy β can be directly obtained without any need for dynamical modelling (Napolitano et al. 2009).
The black square with error bar in Fig. 16 indicates the β value of NGC 4374 obtained in this way (Napolitano et al.
2011), and this matches our β value although the error bar is large. In the Jeans analyses, Napolitano et al. (2011)
assumed an analytic β profile which prevents the model having β < 0. In our models, we did not make any assumptions
about the anisotropy, the model naturally producing the anisotropy profile as constrained by the discrete data.
We have shown above the success of our method in modelling the discrete velocity data for PNs in NGC 4374.
The M2M results are understandable and acceptable in the context of the physical scenario being modelled. We are
confident that our procedure can be applied to the M87 globular cluster system.
