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1Abstract
A Study on Active/Passive Pneumatic Actuators for Assistive Systems
by
Daisuke Kaneishi
Doctor of Philosophy in Engineering - Mechanical Engineering
University of California, Berkeley
Professor Masayoshi Tomizuka, Chair
The need for intelligent assistive devices is growing. Due to advances in medicine, people
are living longer and able to recover from severe neurological incidents, resulting in an increased
population with neuromuscular weakness. In workplaces such as assembly lines, there is a high
possibility of work-related fatigue or injury, such as when workers squat down or lift their arms
during their work tasks. Assistive devices could help remedy loss of strength on their extremities
as well as keep the work environment safe and productive, allowing these growing segments of the
population in need of the devices to live more self-sufﬁcient, productive, and higher-quality lives.
In the design of assistive systems, an important design goal is prolonged operational time,
which requires the minimum usage of energy. Energy consumption can be reduced by modifying
the mechanical characteristics of assistive systems according to the dynamic characteristics of the
human body, which vary considerably between tasks. This dissertation investigates 1) the design
of actuators with adjustable mechanical impedance, 2) control strategies to search for, and adjust
to, a suitable mechanical impedance for assistance and 3) sensing technologies for classifying the
tasks in which the human engages.
The ﬁrst part of this dissertation characterizes a pneumatic variable stiffness actuator named
an Active/Passive Pneumatic Actuator (AP2A). The actuator consists of an air cylinder and an array
of solenoid valves. These valves and the corresponding switching algorithms tune the chamber
pressures and make the AP2A function as a mechanical spring with desired stiffness. The actuator
has a low mechanical impedance compared to geared motors, which enables it to achieve efﬁcient
interaction. Control strategies of an assistive system with the AP2A are discussed in the second
part. This control framework utilizes the characteristics of the AP2A to provide assistance when
necessary and to operate transparently (i.e., neither to assist nor to disturb the users) otherwise.
Energy consumed by the AP2A and the assisted system is minimized by solving an optimal control
problem. Finally, an estimator is introduced to detect assistive timing for the assistive system
2with the AP2A. This estimator utilizes physiological signals such as surface electromyogram and
prior knowledge of a muscular model, classifying if the user is under the speciﬁed condition to
be assisted by the AP2A. It demonstrates that the user’s effort can be saved, also reducing the
number of procedures to collect training data for the estimator before using assistive systems.
The performance of the actuator, the controller, and the estimator proposed in this dissertation are
veriﬁed through experiments.
From the above, this dissertation contributes to developing the AP2A that provides assistance
and saves energy usage of assistive systems by working as a mechanical spring with stiffness
optimized for achieving effective interaction under speciﬁc conditions. This actuator supports
assistive devices that can be deployed in the real world, properly assisting the users when needed.
iTo Lily, George, Charlie,
my sister,
Yoshiko Kaneishi
and my parents
Rie and Masahiro Kaneishi
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1Chapter 1
Introduction
1.1 Background
1.1.1 Demand for Assistive Devices
Among various types of assistive technologies, such as a pacemaker and an assistive listening de-
vice, the development of assistive devices to enhance motor function is becoming an important
problem for a variety of reasons. One of the reasons is that, thanks to advanced medical tech-
nologies, death rates of diseases in the United States (US) have declined slowly; for example,
age-standardized stroke death rates have declined by 38% among individuals over the age of 35
[1]. Accordingly, there are around 7 million stroke survivors in the US and 610,000 new stroke
survivors every year [2]. There are approximately 288,000 people with spinal cord injury (SCI)
living in the US; about 40% of the population has survived from vehicle crashes [3]. People with
after-effects of stroke or SCI may suffer from motor paresis or hemiplegia which mostly limit their
activities of daily living.
Another reason is the increase in the elderly population in the US, as age can be a risk factor
for disabilities. We can assume longer average life expectancy in developed countries, owing to the
advanced medical technologies as well as a high standard of living in an afﬂuent society. Fig. 1.1
shows a trend of the number of elderly (65 years or older) in the US and the ratio of the number
to the total population [4]. There are approximately 40 million individuals over the age of 65, and
this number is assumed to increase by up to 85 million by 2050. Similar trends can be conﬁrmed in
other developed countries. For an extreme example, there will be approximately 40 million elderly
in Japan by 2050, which is twice as large as the population in 2010 (Fig. 1.2) [5]. When the aging
population increases, as suggested in the ﬁgures, it can be easily anticipated that the number of
individuals with diseases will also increase.
Growing shortages of labor population can be an additional reason. The demographics in
Fig. 1.1 and 1.2 indicate the decrease of the labor population in parallel with the increase of the
aging population. These facts indicate that there may not be enough medical therapists and atten-
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Figure 1.1: The number of elderly over 65 and the ratio to the total population in the US [4].
Figure 1.2: The number of elderly over 65 and the ratio to the total population in Japan [5].
dants regardless of the abilities of health care workers to provide the population with the required
assistance. The elderly and people with disabilities may not be able to receive sufﬁcient medical
care in the near future, though the number of those individuals has been increasing.
National programs have accelerated in the 2000s [6], developing intelligent assistive technolo-
gies. These programs aim to help individuals with living longer through the continuing improve-
ments in the medical technologies. Industrial companies also start introducing assistive devices
in their factories (e.g., an assembly process) in the late 2010s. These devices have been used
successfully to reduce the physical toll on employees and to keep the work environment safe and
productive for the employees [7, 8]. Thus, the demand for physical assistive devices is growing
more than ever before.
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1.1.2 Modeling Intelligent Assistive Devices as Cyber-Physical Systems
One of the conventional approaches to build such assistive devices is to utilize robotic technolo-
gies. Numerous studies have been conducted for robotic therapies, smart prostheses, manipula-
tion/mobility aids, including industrial applications [6, 9]. Fig. 1.3a and 1.3b show MIT-MANUS
[10, 11] and Lokomat [12] that are well-known robotic therapy devices for the upper/lower-limbs.
Aiming to replace part of physical work done by medical therapists, these devices have been used
to assess the effects of robot-aided therapies on stroke/SCI patients’ motor control and functional
abilities (upper-limbs [13, 14], lower-limbs [15, 16]).
These intelligent assistive devices have common functions, while each device is specialized in
speciﬁc tasks. Three main common functions are sensing environments, recognizing and deciding
the next action based on the perceived results, and acting on the environment. Introducing ideas
of the Cyber-Physical Systems (CPS, stemming from Cybernetics [17]), these three functions can
be described as the Cyber part, which includes Computational Platform and Network Fabric.
Fig. 1.4 shows a schematic diagram of the CPS. The computational platforms consist of sensors,
computers, and actuators, and the network fabric connects those platforms (e.g., Network-based
Gait Rehabilitation System [18]). The last component in Fig. 1.4, Physical plant, is the Physical
part of the CPS, which includes environments (e.g., users of assistive devices) as well as hardware
that is not realized by computers (e.g., mechanical parts/hardware designs of assistive devices).
From this point of view, the assistive devices are required to interact with the physical plant to
address their assigned tasks. An ankle-foot prosthesis in Fig. 1.3c is aimed to provide a lower-limb
amputee with sufﬁcient mechanical power during walking. In Fig. 1.3d, a wheelchair mounted
robotic arm, named iARM, is assumed to help the user with daily activities such as wearing acces-
sories and drinking from a cup. These tasks are identical to design objectives in engineering study,
speciﬁed elaborately in clear descriptions by using a model of the physical plant. The intelligent
assistive devices are then designed based on the objectives and assessed according to how well
their behavior match those models [21].
Fig. 1.5 shows one of the common models of the physical plant [22] implemented to intelli-
gent assistive devices. The assistive devices are modeled as artiﬁcial movement control systems
(AMCS) in the ﬁgure, which consist of a controller, an actuator, sensors, and controlled plant1.
The actuator and sensors are modeled as physical interfaces sensing and acting on the physical
plant. Human movement control systems (HMCS) expresses users of assistive devices. In the
same way as the AMCS, the HMCS consists of the four components which correspond to the
central nervous system, muscles, the physiological sensory systems, and the skeleton/passive tis-
sues, respectively. The HMCS has an additional component called parallel systems (e.g., tongue,
head), which model behavior generating explicit commands (i.e., discrete signals). The behavior
includes pressing buttons [24], moving faces and eyes [25], and giving voice commands [26]. The
intention may be estimated implicitly from physiological or kinesiological signals (i.e., continuous
1To distinguish the physical plant (Fig. 1.4) and the identical term in Fig. 1.5, the latter is called the controlled
plant following [23].
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(a) Design of MIT-MANUS [13]. (b) Design of Lokomat [12].
(c) Design of a powered ankle-foot prosthesis [19]. (d) Examples of iARM usage [20].
Figure 1.3: Examples of robotic therapy devices, prostheses, and manipulation aids.
Figure 1.4: Schematic of the Cyber-Physical-System [21].
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Figure 1.5: Model of (A)Human & (B)Artiﬁcial Movement Control Systems (HMCS/AMCS) [22].
bio-signals) related to the intention such as neural signals from the central nervous system (e.g.,
electroencephalogram (EEG) [27] and oxygenated hemoglobin [28]), activation of the muscles
(e.g., electromyogram (EMG) [29]), and movements of the skeletal systems (e.g., joint angle [30]
and angular velocity [31]). Characteristics of individuals, such as disabilities as well as high phys-
ical abilities, can be represented in one or several components of the HMCS. For example, disuse
muscular atrophy may affect the actuator component, deafness may be described in the sensors
component, and osteoporosis/limb deﬁciencies may be modeled in the controlled plant compo-
nent. These models of the HMCS may be useful to select sensors, actuators, and controllers of the
AMCS to satisfy the design objectives.
These two models, the AMCS and the HMCS, are connected with a representation of the bond
graph (1-junction 5-port) [32]. Two bonds (i.e., arrows) from the two actuator components suggest
that these actuators work as effort sources (i.e., force generators in mechanical systems). The 1-
junction represents that forces encountered at the junction are required to add to zero, and this
junction becomes an effort source for the Artiﬁcial Plant in the controlled plant component. At
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the same time, the 1-junction works as ﬂow sources, which modiﬁes velocities of Skeletal system
and External load in the controlled plant component.
1.2 Motivation
1.2.1 Improvement of Energy Efﬁciency for Assistive Devices
Focusing on building the AMCS includes operational time, one of the critical information is miss-
ing in Fig. 1.5, energy efﬁciency. Robotic therapy devices in Fig. 1.3a and 1.3b are assumed to
be utilized in medical facilities or laboratories, and they can be designed as large as possible. In
those facilities, the devices can neglect energy efﬁciency with an assumption that the actuators can
generate forces for an inﬁnitely long period, as there are abundant power sources that can provide
enough power to the devices. In terms of wearable assistive devices, such as exoskeletons, the size
of power sources is limited due to its portability. Accordingly, the operational time of such assis-
tive devices is generally limited due to the capacity of the power sources. This consideration may
be supported by nominal operational time of current products that are at most 4 hours (e.g., HAL
for well-being, single-joint type: 2 hours [33], ATOUN model Y: 4 hours [34]). The motivation
of this study is thus improving the energy efﬁciency of intelligent, wearable assistive devices for
daily activities.
1.2.2 Task Speciﬁc Assistance by Modiﬁcation of Mechanical
Characteristics
According to Fig. 1.5, one of the control techniques improving energy efﬁciency of the AMCS is
to regulate a magnitude of control signals (i.e., forces) while producing enough work to satisfy the
design objectives. This problem can be regarded as an optimal control problem and solved by a
linear quadratic regulator (LQR) [35].
Another idea is to utilize interactions with the physical plant (i.e., taking 1-junction into con-
sideration2) [37]. Studies with a biped [38] and hopping [39] robots have indicated that, during
the interaction with the physical plants, consideration of mechanical characteristics of the AMCS
could improve energy efﬁciency. In the case of intelligent assistive devices, they are required to
cooperate with the users whose physical abilities determine the design objectives of the devices.
Assist-as-needed control paradigms have been introduced to new assistive devices in the ﬁeld of
gait therapies as replacements for continuous assist control methods [40]. Researchers proposed
the control paradigms, intending to encourage patients using their residual abilities efﬁciently.
From the viewpoint of the actuator, compared to the continuous assistance control, the control
paradigms save the amount of assistive force generated by the actuator and corresponding energy
2From the perspective of controller design, the Port-Hamiltonian approach [36] may be suitable to consider this
problem.
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consumption. The reason being that, with the control paradigms, the actuator is only required to
offset a shortage of the user’s force.
The assist-as-needed control paradigms are specialized for gait therapy/assistance, as gait is
one of the most essential human behaviors3 for independent living. The movement has been well
investigated [44], and there exist mathematical models describing joint impedance of the HMCS
during gait [45]. The assist-as-needed control paradigms utilize this knowledge of the HMCS
and modify mechanical characteristics of the AMCS by controlling actuators implemented an
impedance/admittance control scheme [46] or a vector ﬁeld control scheme (path-control: [47],
velocity-ﬁeld: [48], force-ﬁeld: [49]) for suitable assistance. Meanwhile, quasi-passive and pas-
sive exoskeletons have also been investigated for loaded and normal gait assistance, which could
reduce the energy inputs (i.e., the metabolic cost of transport) of the HMCS. There were no actu-
ators on the quasi-passive exoskeleton [50]. Moreover, the passive exoskeletons only consist of a
mechanical system (i.e., a spring and a clutch) without power sources of the AMCS [51]. These
ﬁndings suggest that, instead of controlling the mechanical impedance of the actuators, inherent
mechanical characteristics of the quasi-passive and passive devices can be utilized for reducing
the energy consumption of the HMCS. Energy consumed by the whole system may be reduced
by selecting the devices with mechanical characteristics that are suitable for the speciﬁc task (i.e.,
gait). However, compared to the actuators, these passive devices necessitate a work for exchang-
ing components in other tasks. Since the mechanical components have a limited operational range,
these devices may hinder the users’ performance if tasks are modiﬁed.
1.2.3 Technical Issues
The motivation of this study is to improve the energy efﬁciency of the AMCS for wearable assistive
devices, which are supposed to assist daily activities. Daily activities are not limited to a single
task, as upper-extremities are involved in many tasks in daily living, such as writing, opening
door, and lifting objects. It is nearly impossible to develop a unique control law that improves the
energy efﬁciency of the AMCS while supporting all of those activities (i.e., tasks), as the dynamic
characteristics of the HMCS vary considerably between tasks. However, as stated in section 1.2.2,
energy consumed by the AMCS, as well as the HMCS, may be reduced by tuning mechanical
characteristics of the devices for each speciﬁc task to be assisted by the devices. It is conceivable
that a control framework that integrates task-speciﬁc controllers along with a task classiﬁer may
improve the energy efﬁciency of the assistive devices.
This dissertation thus explored control strategies for the assistive devices in multi-tasks, both
with variable dynamic characteristics. From the viewpoint of control, one of the challenges is to
develop the control strategy to adapt appropriately to each task assigned by the user to ensure per-
formance and safety. Another challenge is that the control strategy is required to detect transitions
between these assigned and non-assigned tasks while all the tasks have their own unique dynamics
3Accordingly, biped robots have been developed since 1973 [41] and utilized to elucidate human gait mechanisms
such as dynamics of passive walking [42, 43]
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of the AMCS and HMCS. Above discussions inspire to develop the intelligent, wearable assistive
devices for an elbow joint which address the following three technical issues:
• Actuator with low, variable mechanical impedance suitable for sensing of and reactions to
transitions between tasks
• Controller to search and adjust to the suitable mechanical impedance of the assistive system
including actuators for each task based on identiﬁcation of the HMCS
• Sensor & estimator to extract features of the human movement, allowing for task identiﬁ-
cation and for tracking which tasks the user is currently performing
To approach these issues, a single-degree-of-freedom assistive device is designed to focus on the
development of control strategies with the simpliﬁed AMCS and HMCS models. In particular, the
effectiveness of assistance in an upper-extremity task (i.e., load-lifting) and transitions between the
task and non-assigned tasks were investigated in this study.
1.3 Contributions
1.3.1 Actuator
Literature Review
When the world’s ﬁrst industrial robot (Unimate) emerged in the early 1960s, hydraulic and pneu-
matic actuators were utilized to manipulate heavy objects in factories. These actuators can produce
a high power-to-weight ratio. However, the controlled plant includes non-linearity due to the char-
acteristics of ﬂuids. Thereafter an electrical servo motor was developed, which can produce high
power similar to the hydraulic and pneumatic actuators. There are several advantages to replace
the hydraulic actuators with servo motors. From the viewpoint of control, a controlled plant of
the motor can be described as a linear system, which is a suitable application for classical control
theory [52]. A reduction gear generally attached to the motor also enables engineers to model the
controlled plant with ease [53]. The reason being that interactive forces/torques can be separated
from the plant as disturbances due to its high mechanical impedance (i.e., non-backdrivablity).
The geared electrical motors have been widely utilized in assistive devices with well-designed
mechanisms reducing the impedance gradually. A rotary series elastic actuator (RSEA), which is
inspired by a series elastic actuator (SEA) shown in Fig. 1.6a [54], has been developed to avoid
the expensive, solid system for physical human-robot interaction (pHRI) [55]. The RSEA enables
to sense the interaction without a force sensor as well as adding inherent compliance to the geared
motors (Fig. 1.6b). The SEA/RSEA is thus useful to compensate frictions in cable-driven systems
by placing the springs close to the user [56, 57]. Further improvements have been made by design-
ing Variable Impedance Actuators (VIAs) [58, 59, 60]. An additional control input (e.g., another
geared motor in Fig. 1.6c [61]) to the system enables VIAs to control the assistive force as well as
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the joint dynamics to assist their users [62]. Note that (quasi-)direct drive motors with a low gear
ratio have also been investigated for assistive devices [63, 64].
Actuators are not limited to the motors. Soft/biomimetic robotics has become one of the
major research topics in the ﬁeld of assistive devices recently. In this ﬁeld, pneumatic actuators
attract attention again and have been actively investigated in place of the geared motors [65, 66].
In general, pneumatic actuators are lightweight, deliver high power output per unit mass, and have
less inherent mechanical impedance compared to the motors. Pneumatic actuators can be classiﬁed
into two types, soft-bodied actuators (e.g., Fig 1.6d) and the articulated soft actuators. AMcKibben
artiﬁcial muscle is one of the most popular soft-bodied actuators for assistive devices [67, 68]. An
air cylinder is said to be one of articulated soft actuators, which has already been investigated as a
variable stiffness actuator [69, 70].
Quasi-passive and passive components may be useful to modify the joint dynamics. Com-
pared with those actively controlled actuators, these components ensure the safety (i.e., stability
in this dissertation) of the system, as energy is not injected (i.e., just stored and dissipated) to the
system by these devices. For example, springs or elastic bands are simple and have been used
to develop a practical assistive device such as Wilmington Robotic EXoskeleton (WREX) shown
in Fig. 1.7a [71]. These springs can be combined with transmission systems such as mechani-
cal/electroadhesive clutches to achieve more complex assistance [51, 72]. A damper or a brake
can be designed with magnetorheological (MR) ﬂuids which change its behavior by modifying the
magnetic ﬁeld [73]. Comparing with active components, design parameters (e.g., stiffness of the
spring) may become optimum only in conﬁrmed situations. Once tasks are modiﬁed, these devices
may hinder the users’ performance since the mechanical elements have a limited operational range.
Contribution
Matthew et al. have investigated an Active/Passive EXoskeleton-α (APEX-α) [74], incorporating
the merits of both active and passive components. As shown in Fig. 1.8, one three-port solenoid
valve (V2) connects both chambers to either the pressure source or sink to control pressures to the
desired values actively. The other two valves (V1) allow a pneumatic cylinder to be connected to
V2 or sealed to maintain the amount of gas in each chamber. The sealed state can be maintained
without any energy consumption for long-term operations, similar to the behavior of passive com-
ponents. Besides, it was indicated that the sealed state with well-adjusted pressures could be uti-
lized for augmenting the user’s performance. However, kinetic parameters of the assistive device
(e.g., assistive torque and joint stiffness of the APEX-α) were not taken into consideration in the
prior study [74, 75].
Inspired by this actuator design, this dissertation introduces an Active/Passive Pneumatic Ac-
tuator (AP2A), which can be controlled as both active and passive components. The array of
valves in Fig. 1.8 is modiﬁed to control pressures in each chamber separately. With these setups,
the chamber pressures can be modiﬁed to work as a passive spring with controllable stiffness. Its
characteristics are empirically evaluated and analyzed as a variable stiffness actuator in chapter 2.
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(a) Design of a SEA [54]. (b) Design of a RSEA [55].
(c) Design of a VSA [61]. (d) Design of a soft pneumatic actuator [65].
Figure 1.6: Examples of actuators.
(a) Design of a WREX [71]. (b) Design of an EksoVest [7].
Figure 1.7: Examples of assistive devices with passive components.
CHAPTER 1. INTRODUCTION 11
Figure 1.8: Design of an Active/Passive EXoskeleton-α (APEX-α) [74].
1.3.2 Controller
Literature Review
Fig. 1.9 shows an overview of typical force/torque controllers for assistive devices to modify the
mechanical impedance. These controllers may serve as the controller component in Fig. 1.5.
Though the force/torque controller is focused in the following paragraphs, a position controller
can be utilized in a low-level controller. In such a case, the high-level controller can tune the ad-
mittance for assisting the user’s motion [76], instead of controlling the impedance. Note that, com-
paring Fig. 1.9 with Fig. 1.5, y, yˆ are assumed to be sensory feedback from the sensor component,
and u is a control signal to the actuator, respectively. Many control frameworks utilize bio-signals
y to infer the user’s intention (e.g., a muscular force/joint torque in this paper) to achieve the de-
sired assistance. An estimator can help the processing of y and re-design of sensory inputs yˆ for
the high-level controller if needed. Based on the bio-signals y and their derived estimates yˆ, the
high-level controller designs a reference force/torque r for a low-level controller.
The design of the high-level controller is more dependent on applications compared with the
estimator and the low-level controller. For power augmentation, the high-level controller can be
a constant gain with a feed-forward compensator [77] to simply amplify the human torque. The
controller can be designed to modify the sensitivity of the pHRI system by tuning its mechanical
impedance [30, 31] (i.e., a relation between the user’s torque and the joint velocity of the sys-
tem). The mechanical impedance can be actively compensated according to load-side force [78]
measured by a force sensor or mechanisms such as a SEA, and the impedance can be modiﬁed
adaptively [79]. For rehabilitation, assist-as-needed controllers have been introduced as described
in the prior section 1.2 [80, 81, 82]. One of these controllers, called a force-ﬁeld controller [81],
provides high impedance (i.e., sizable resistive force) only if the user deviates from the given de-
sired motion during rehabilitation. In other words, it does not resist the user’s motion when the
user can successfully move according to the desired trajectory. An oscillator may be applied as a
high-level controller according to the speciﬁc task [83, 84].
The controllers above are generally designed based on the HMCS models in Fig. 1.5. Re-
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Figure 1.9: Overview of controller design for assistive devices.
cent studies suggest that the high-level controller can be designed with model-free, data scientiﬁc
methods [85, 86, 87]. These methods utilize online empirical data of inputs (e.g., maximal oxygen
consumption (VO2max) for yˆ) and outputs (e.g., assist torque for u), searching for the suitable
control outputs to reduce a deﬁned cost related to inputs through trial and error efﬁciently.
The control signal u in Fig. 1.9 is required at the actuator level to follow the desired trajectory
r. A torque of DC motors can be controlled by tuning current inputs to the motor. Precise torque
control can be achieved with a RSEA by rejecting effects caused by disturbances such as frictions
of transmission cables [57]. For pneumatic actuators, nonlinear controllers have been developed to
tune output forces with electrical valves [88, 89].
Contribution
This study introduces both a low-level controller of the AP2A stated in section 1.3.1 and a high-
level controller. A low-level controller of the AP2A is introduced in chapter 2. The control law is
designed based on a mathematical model of the AP2A as well as a model-free method. The control
signal to the AP2A tunes the chamber pressures, and the actuator can start to function as a passive
spring once both pressures reach the desired range.
The proposed high-level controller enables assistance only when necessary by switching be-
tween discrete modes (e.g., no-assist and assist mode). The high-level controllers developed in
previous studies provide suitable assistance only for predeﬁned scenarios. The assistance provided
by the controllers may disturb the users’ movement in different scenarios. With the proposed
concept, when the users start to do other tasks that are beyond the scope of the assist mode, the
controller can switch its control law by switching to the other mode to achieve transparent inter-
action (i.e., neither to assist nor disturb the users). Note that, with this concept, more than two
discrete modes can be implemented in the high-level controller corresponding to the number of
scenarios in which the user needs assistance (e.g., assist mode1: lifting objects, assist mode2:
holding objects, assist mode3: opening a jar).
Fig. 1.10 shows a basic concept of the high-level controller for the two discrete modes. The
dynamics f , the control laws of the device u, and inputs from the user d are different in each
discrete mode q. In each mode, different control laws u1 and u2 are implemented. The control
law u1 in the no-assist mode q1 can be designed as a zero-impedance controller, which enables
the user to move the limbs without any resistive force as if there is no external device. Another
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Figure 1.10: Proposed design of a high-level controller for assistive devices used in daily living.
control law u2 in the assist mode q2 is optimized to a task in the speciﬁc scenario (e.g., a repetitive
load-carrying task). The high-level controllers designed in prior work (e.g., [30]) can be utilized to
design the control law u2 for suitable assistance. The output of the high-level controller is one of
these control laws, and it becomes the reference r to the low-level controller in Fig. 1.9. A guard
condition G in Fig. 1.10 contains inputs y and yˆ as elements. The guard classiﬁes the user’s states
based on the inputs if the user is performing the task or not. A transition occurs from no-assist
mode to assist mode when the guard condition G associated with edges (q1, q2) is enabled, and
vice versa. The state variables x are assumed to be measurable as sensory inputs y cover all the
states x.
This high-level controller design problem in Fig. 1.10 can then be broken down into two
problems: design of the guard G associated with edges (q1, q2) and (q2, q1), and design of the
control laws u1 and u2. Note that the motivation of this study is to develop an energy efﬁcient
assistive device that can be used in daily living. Therefore, these control laws u1,u2 need to be
minimized with suitable system dynamics f and guard G that are related to the actuator design
and the estimator, respectively. Given system dynamics and guard conditions, chapter 3 describes
a computational method of the reference r which balances the competing goals of minimizing the
energy consumption of the devices while maximizing the user assistance.
1.3.3 Sensor & Estimator
Literature Review
Physiological signals have been investigated to estimate human intention for assistive devices since
the potential usage was proposed in Cybernetics. The world’s ﬁrst powered upper limb prosthesis
was realized in 1955 which utilized surface electromyography (sEMG) as one of sensory feedback
of the AMCS [90]. These physiological signals obtained by sensors are found to have a consider-
able amount of noise making it difﬁcult to extract physical meaning as well as the intention of the
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users. Several models as estimators have been investigated by machine learning (ML) algorithms
with signal processing, which make prostheses recognize sEMG patterns deﬁned by the user [91,
92, 93]. Recent studies suggest that algorithms such as a deep convolutional network [94] and
reinforcement learning [95] may also be adapted to the pattern recognition problem.
ML algorithms are applied to other assistive devices to design estimators, as the algorithms
can be applied for any type of data. Supervised machine learning algorithms, such as the artiﬁcial
neural network (ANN) and linear discriminant analysis (LDA), have been used in combination
with sEMG to develop the models of estimators detecting the user’s muscular state for exoskeletons
[96, 97]. In general, the following three steps are required to train the algorithms for the classiﬁers.
First, the number of user’s muscular state is deﬁned. For example, three hand poses can be selected
[97], and numbers are assigned to each pose (e.g., 1: transverse volar grip, 2: lateral pinch, and 3:
extension grip). Then, speciﬁc tasks (e.g., holding a jar, holding a key, holding a plate) are chosen
to collect training data corresponding to each of the deﬁned states. In the end, users are asked to
perform these tasks to obtain training data including sEMG signals, interacting with real objects
if needed. The maximum voluntary contraction (MVC) may also be acquired to normalize sEMG
in the last step. These procedures enable the ML algorithms to design functions as estimators that
relate these experimental data to the assigned number of poses (i.e., muscular states).
In parallel with the development of estimators with ML algorithms, knowledge obtained from
scientiﬁc studies, such as biology and neuroscience, is used effectively to develop the HMCS
model including physiological signals in Fig. 1.5. In terms of actuators of the HMCS model,
Hill introduced the well-known dynamic muscle model [98]. Being added a pennation angle, a
tendon model, and properties occurred by aging [99, 100], the muscle model has been improved
through several studies to match the model behavior with that of the physical plant. Utilizing the
knowledge of these muscle models obtained through the scientiﬁc studies, musculoskeletal models
and simulations have been developed to investigate muscular activities [101, 102, 103] from the
engineering point of view4. These musculoskeletal models have also been utilized in the HMCS
model of assistive devices, being simpliﬁed by engineers to develop the devices that satisfy the
requirements accordingly. Assistive devices are thus able to track the user’s limbs precisely by
estimating the associated joint torques with sensory feedback of the user’s joint angles and surface
electromygraphy (sEMG) [76, 77, 104].
Estimators may be developed with the HMCS model (i.e., the musculoskeletal model) instead
of ML algorithms, as patterns of muscular activation in each state (e.g., in three hand poses) can
be simulated with the HMCS model. It can be said that the HMCS model enables to develop the
estimators without any experimental data when the model matches with the physical plant. With
knowledge of the HMCS model, assistive device users may be able to receive beneﬁts of reducing
4According to a reference [21], ”In science, the value of a model lies in how well its behavior matches that of
the physical system. In engineering, the value of the physical system lies in how well its behavior matches that of
the model”. The model in engineering does not have to interpret the physical plant. For example, one of the simple
models of laptop applications can be deﬁned as ”if 2 is pressed on a keyboard, print 2 on a screen”. There is no
physical phenomenon between the keystroke and the screen display. However, the model is well-known to laptop
users while they do not have any knowledge about mechatronics.
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their efforts to collect data before using the devices.
Contribution
In this dissertation, an estimator is introduced with the knowledge of the ML algorithms and the
HMCS model to extract features of the human movement, allowing for task identiﬁcation, and for
tracking if the user is currently performing a task assigned by the user. In particular, a framework
is proposed to design the binary sEMG classiﬁer as an estimator in Fig. 1.9, which can be useful
for limited applications (e.g., load-lifting) but requires fewer tasks for collecting training data.
As described above, the ML algorithms can be applied for any type of training data to design a
classiﬁer. Since the algorithms are generalized, these algorithms require training data obtained in
all procedures for the classiﬁcation. It is not desirable for the users to deal with the procedures
only for collecting the training data before using the devices. The procedures can be reduced by
the proposed framework which incorporates the knowledge of the HMCS model about a relation
between the muscular parameters and the associated force. The performance of the proposed
framework was compared with that of the ANN and validated through experiments in chapter 6.
1.4 Summary
1.4.1 Summary of Contributions
A brief summary of the contributions are as follows:
• Characterization of an Active/Passive Pneumatic Actuator (AP2A), which can work as a pas-
sive spring with controllable stiffness to achieve suitable transitions between several assist
modes [105, 106].
• Proposal of a high-level controller which segments dynamics of the assistive systems in
assist and no-assist modes, and a control structure appropriate for assist mode to balance the
competing goals of minimizing the energy consumption of the devices while maximizing the
user assistance [107].
• Experimental validation and analysis of performance of the controller with the AP2A in
application to a pendulum and an exoskeleton [108].
• Development of an estimator as guards of the high-level controller, which classiﬁes tasks
while reducing the users’ efforts to collect training data for the use of daily assistive devices
[109].
1.4.2 Dissertation Outline
Relations between each contribution are depicted in Fig. 1.11 which is designed based on Fig. 1.4
and Fig. 1.5. In chapter 2, design and a low-level controller of the AP2A are discussed. Based
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on desired values, the controller modiﬁes control signals u for solenoid valves, which determine
the switching timings and the amount of valve opening times. The desired values are provided by
a high-level controller of the AP2A discussed in chapter 3. This controller sets the reference r,
balancing the energy consumption of the AP2A (i.e., air consumption from a compressor) and the
external power source. The performance of the high-level controller is veriﬁed with two physical
plants, a pendulum and human subjects (chapters 4 and 5). It is difﬁcult to model the energy
consumption of a human subject (e.g., the metabolic cost of transportation), as human modeling is
still ongoing research in both science and engineering. A pendulum is relatively easy to model and
to measure several parameters such as a joint torque, and it is utilized to ﬁgure out the effects of
assistance provided by the AP2A in chapter 4. In chapter 5, experimental results from prior work
[74, 110] were analyzed for reasoning the performance of the AP2A as assistive devices. The
design of an estimator for an assistive device is described in chapter 6, which works as guards in
Fig. 1.10 to inform the high-level controller of timing to start/stop assistance. Concluding remarks
and open issues are discussed in the last chapter 7.
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Figure 1.11: Overview of this dissertation.
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Chapter 2
Control of Active/Passive Pneumatic
Actuator
2.1 Chapter Overview
Assistive devices with active components (e.g., electrical geared motors) modify the dynamics
adaptively at the expense of energy. Passive components (e.g., springs) change the mechanical
impedance around the human joints without energy consumption. However, replacements are
required to modify the impedance. This chapter contributes to developing an Active/Passive Pneu-
matic Actuator (AP2A) inspired by the prior work [74], which utilizes the advantages of both active
and passive components for energy-efﬁcient interaction. Design and two low-level controllers of
the AP2A are proposed in sections 2.4 and 2.5, describing the control methods to tune stiffness
and equilibrium of the AP2A with an array of solenoid valves. Experimental results suggest that
the AP2A can work as a passive spring with controllable stiffness.
2.2 Modeling of Pneumatic Actuator and Air Mass Flow
Fig. 2.1 shows the design mechanisms of the AP2A improved from prior work [74]. In prior
work, the valve array consists of one 3-way valve and two 2-way valves. By connecting to the
supply pressure source (Psupply) or atmosphere (Patm), the valve 2 (V2) determines to pressurize or
depressurize gas in both chambers. The other valve (V1) opens the corresponding ports to modify
the pressures in each chamber (i.e., Pext , Pf lex). Otherwise, V1 seals a chamber of the air cylinder
by closing the ports, and it makes the actuator work as a passive spring.
The valve array allows the chamber pressures to be set independently. However, there will
be a delay when one of the chamber pressure (Pext) needs to be increased while the other (Pf lex)
is required to be decreased. It is impossible to pressurize and depressurize the chamber pressures
at the same time, as there is only one V2. Thus, by adding an additional V2, the array of valves
was modiﬁed to control pressures in each chamber separately. In this section, a numerical model
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Figure 2.1: Comparison of a valve array proposed in prior work [74] and current study.
of a pneumatic cylinder and air mass ﬂow through the valves V1 and V2 are described to design a
low-level controller of the actuator.
2.2.1 Modeling of Pneumatic Cylinder
The basic dynamics of a pneumatic actuator can be modeled as Fig. 2.2. The dynamics of the
system shown in Fig. 2.2 can be expressed as:
Fp := PaAa−PbAb−PatmAr (2.1)
ml¨ = Fp+Fl (2.2)
where Fp is pneumatic force applied to the rod, Pi is air pressures in a chamber i (i.e., chamber a
or b), Aa,Ab are an effective area calculated from the bore of the actuator, Patm is the atmospheric
pressure, Ar is a cross-sectional area of a rod, m is mass of the rod and external load, Fl is force
applied to the rod. In each chamber, the following equations are derived from the ideal gas law
under the assumptions of the perfect gas:
PiVi = miRT (2.3)
Va := V0a +Aal (2.4)
Vb := V0b +Ab(L− l) (2.5)
where Vi is a volume of the chamber i, mi is a mass of gas in the chamber i , R is the ideal gas
constant, T is a temperature of the air, V0i is a volume at the end of stroke area for the chamber i, l
is a position of the rod, L is a stroke of the actuator. When all processes occurring in the chambers
are assumed to be isothermal (i.e., T to be constant) [89]:
P˙a = (m˙aRT −PaAal˙)/Va (2.6)
P˙b = (m˙bRT +PbAbl˙)/Vb (2.7)
where m˙i is a mass ﬂow of air entering or leaving the chamber i.
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Figure 2.2: Model of a pneumatic actuator.
2.2.2 Empirical Modeling of Air Mass Flow
The air mass ﬂow can be described as a nonlinear function of the system inputs. The ﬂow m˙i can
be expressed as [70, 89]:
m˙i =Ψ(Pu,Pd)Av(u) (2.8)
Ψ :=
⎧⎪⎪⎨
⎪⎪⎩
CfC1
Pu√
T
(z≤ Pcr)
CfC2
Pu√
T
z1/k
√
1− z(k−1)/k (z> Pcr)
where u is a control input (e.g., an input voltage to the valve), Cf is a non-dimensional discharge
coefﬁcient, Pu is an upstream pressure, and Pd is a downstream pressure. z is a ratio of these
pressures such that:
z := Pd/Pu (2.10)
C1,C2, and Pcr are constants for a given gas:
C1 :=
√
k
R
(
2
k+1
)k+1/k−1
, C2 :=
√
2k
R(k−1) , Pcr :=
(
2
k+1
)k/k−1
(2.11)
where k is a heat speciﬁc ratio of the gas. Av is an effective valve area which is utilized to describe
the mass ﬂow through a single valve. The area is algebraically related to the valve spool position
tuned by the control inputs u. The control of the area has been investigated for a solenoid valve
[111] as well as a proportional valve [70, 89]. One idea is to utilize the theoretical model expressed
in the equations above. However, the AP2A utilizes a series of two solenoid valves (V1, V2
in Fig. 2.1). Thus a switching algorithm of the two solenoid valves is designed to tune the air
ﬂow. An input-output function was empirically estimated, representing a relation between a valve
opening time of V1 tv1i and the air mass ﬂow m˙i.
Fig 2.3 shows a switching algorithm of the two solenoid valves V1 and V2 attached to the
chamber a1. The algorithm is expressed as a ﬁnite state machine (FSM) [17]. The algorithm
1The switching algorithm is described only for the chamber a in the following paragraphs. However, the identical
algorithm was applied to the valves for the chamber b.
CHAPTER 2. CONTROL OF ACTIVE/PASSIVE PNEUMATIC ACTUATOR 21
outputs digital command signals v1 and v2 to the solenoid valves V1 and V2, respectively. One of
the inputs tv1a is a valve opening time of V1, and the other input v2a ∈ {0,1} is a binary control
signal of V2 in Fig. 2.1. The control input for V2 is determined based on a sign of the system input
(i.e., the air mass ﬂow) as follows:
v2a=
{
0 (m˙a > 0)
1 (m˙a ≤ 0)
Names of each discrete mode in the FSM suggest binary output signals v1 and v2, as described in
Fig 2.4. For example, a discrete mode named H/L indicates v1 is High (= 1), and v2 is Low (= 0).
Note that V1 seals the chamber a when v1 is low, and V2 pressurizes the system when v2 is low.
2.2.3 Experimental Validation
Experimental Identiﬁcation Method for Air Mass Flow
Several control inputs tv1a and v2a were applied to the FSM in Fig. 2.3 to empirically estimate an
input-output function between the inputs and the air mass ﬂow m˙a. For each value, the FSM was
terminated once it came back to the discrete state Ini (i.e., in each trial, the experimental time was
t ∈ [0, tcycle]). The mass ﬂow m˙a resulting from the control inputs were approximated as outputs
with pressure measurements as follows:
m˙a ≈ (ma(tcycle)−ma(0))/tcycle (2.13)
= (Pa(tcycle)−Pa(0))Vf ix/(tcycleRT ) (2.14)
Figure 2.3: Switching algorithm of solenoid valves V1 and V2 for the chamber a.
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Figure 2.4: Another representation of output signals of the FSM in Fig. 2.3.
where Pa(0) is the initial pressure in the chamber a, and Vf ix is the ﬁxed volume of Va in each trial.
The following curves were developed as empirical, nominal functions:
m˙a = gˆa(tv1a) =
{
θ1a+(1− exp(−θ2a+tv1a))(Pu−Pd)θ3a+ (v2a= 0) (2.15a)
θ1a−(1− exp(−θ2a−tv1a))(Pu−Pd)θ3a− (v2a= 1) (2.15b)
By non-linear curve ﬁtting, the coefﬁcients θ1a±,θ2a±,θ3a± were acquired for each condition of
Pa(0) and Vf ix. Possible gaps in the empirical functions were investigated as γa.
Experimental Setups
Fig. 2.5 shows the experimental setup. A 0.75 inch bore, 4 inch stroke cylinder was used in the
experiment (Bimba, D044). A potentiometer was attached to the rod to measure the position of
the rod. The valve array in Fig. 2.5 consisted of two three-port solenoid valves (Festo, MHE3-
MS1H-3/2G-QS-6-K) for each chamber. One of the valves functions as V1 (Fig. 2.1) was operated
as a two-port solenoid valve. An air compressor was used to supply compressed air at 515 kPa
(= Psupply) to the actuator. Two pressure sensors (Omega, PX40-100G5V) were used for each
chamber to measure the supply pressure Psupply near V2 and the pressure inside the chamber (i.e.,
Pi). A linear actuator (Eco-worthy, stroke 200mm) was introduced to regulate the rod position of
the cylinder. A microcontroller (STM32, F746ZG) sampled the above sensors and logged the data
to a PC via serial communication. The microcontroller controlled the linear actuator for the rod
position and tuned the control inputs (i.e., tv1i, v2i).
Experimental Conditions
The parameters θki±, k ∈ {1,2,3} in (2.15a) and (2.15b) were identiﬁed empirically. The values of
tv1i and v2i were set as follow:
tv1i = 0.2,0.4,0.8,1.2,1.6,2.0,2.4 (2.16)
v2i = 0,1 (2.17)
CHAPTER 2. CONTROL OF ACTIVE/PASSIVE PNEUMATIC ACTUATOR 23
Figure 2.5: Experimental setups and a schematic of the AP2A.
The unit of tv1i is millisecond. Other variables in Fig 2.4 were implemented to the microcontroller
as follows:
[tcycle, twait , tdead]T = [10,5,1.25]T (2.18)
to f f = tcycle− (twait + ton) (2.19)
All units are millisecond. Pi(0) and Vf ix in (2.14) were modiﬁed for each trial, as well as the input
signals tv1i and v2i. The reason being that Pi(0) and Vf ix may affect the mass ﬂow according to
the theoretical mass ﬂow model (2.8). Thus, experiments were conducted under combinations of
different Pi(0) (i.e., z ≤ Pcr, z > Pcr) and Vf ix (i.e., the rod position was ﬁxed at the bottom and
top l ≈ 12.5 and 86.5mm, respectively). Five trials were carried out to estimate the mass ﬂow m˙i
under each condition (i.e., in total 280 trials for each chamber a and b). These trials were conducted
with the setups explained above. After collecting the data, the ﬁtting problem to estimate θk± was
solved by lsqnonlin solver in MATLAB 2017a.
Experimental Results
Fig. 2.6 and 2.7 show empirical results of an air mass ﬂow estimated by (2.14) and ﬁtting curves
gˆa+ and gˆa− in (2.15a) and (2.15b). Note that these ﬁgures are the empirical results of chamber
a. Fig. 2.6 shows the empirical condition of air intake (i.e., pressurization, v2a = 0), and Fig. 2.7
suggests the empirical condition of air exhaust (i.e., depressurization, v2a = 1). The rod position
was ﬁxed at the bottom in Fig. 2.6a and 2.7a and at top in Fig. 2.6b and 2.7b. In those ﬁgures,
red crosses and squares suggest the empirical data estimated in different pressure conditions (i.e.,
Pa(0)). Dotted black lines indicate ﬁtting curves with computed coefﬁcients. The computed coef-
ﬁcients for the condition v2a= 0 are:
[θ1a+,θ2a+,θ3a+]T = [1.5 ·10−6,7.3 ·102,5.0 ·10−1]T (bottom) (2.20)
= [3.7 ·10−6,6.9 ·102,4.7 ·10−1]T (top) (2.21)
[θ1b+,θ2b+,θ3b+]T = [1.7 ·10−7,4.0 ·102,5.0 ·10−1]T (bottom) (2.22)
= [3.1 ·10−7,7.1 ·102,5.0 ·10−1]T (top) (2.23)
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(a) Rod position at the bottom. (b) Rod position at the top.
Figure 2.6: Experimental plots of air mass ﬂow m˙a and the ﬁtting curves when m˙a > 0.
(a) Rod position at the bottom. (b) Rod position at the top.
Figure 2.7: Experimental plots of air mass ﬂow m˙a and the ﬁtting curves when m˙a < 0.
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When the condition was modiﬁed to v2a= 1, the coefﬁcients of the curves are:
[θ1a−,θ2a−,θ3a−]T = [3.4 ·10−8,7.9 ·102,8.0 ·10−1]T (bottom) (2.24)
= [4.5 ·10−9,7.9 ·102,1.0]T (top) (2.25)
[θ1b−,θ2b−,θ3b−]T = [2.7 ·10−9,8.0 ·102,8.0 ·10−1]T (bottom) (2.26)
= [6.5 ·10−9,8.0 ·102,8.0 ·10−1]T (top) (2.27)
2.2.4 Discussion
All four ﬁgures indicate that the nominal function (2.15a), (2.15b) ﬁt to the experimental data
regardless of initial pressures on the chamber. As suggested in the empirical results, such as the
difference between (2.20) and (2.21), the computed coefﬁcients of the function were not identical
when the initial rod position was modiﬁed.
According to these results, an average of the two ﬁtting curves estimated at the bottom and
top was utilized as an air mass ﬂow model in the following sections. The upper bound of model
errors was computed as uncertainties based on the averaged model and these empirical results.
For example, the uncertainty γa+ was determined by computing the errors between the average
function and the empirical results (2.20), (2.21). Similarly, nominal functions gˆa− and gˆb± were
investigated through the analysis. The air mass ﬂows m˙i are now assumed to be written with the
function gi and system inputs tv1i, v2i as follows:
m˙i = gi(tv1i,v2i) (2.28)
In the following text, a part of the system inputs (i.e., v2i) is neglected for simpliﬁcation.
2.3 Force Control of a Pneumatic Actuator
In this section, an active force controller is designed with the air mass ﬂow model. The system can
be expressed with a state vector x ∈ R4, an input vector u ∈ R2, and a disturbance d:
x(t) := [l, l˙,Pa,Pb]T (2.29)
u(t) := [tv1a, tv1b]
T (2.30)
d(t) := Fl (2.31)
x˙= f (x,u,d)
=
⎡
⎢⎢⎣
l˙
(Fp+Fl)/m
(ga(tv1a)RT −PaAal˙)/Va
(gb(tv1b)RT +PbAbl˙)/Vb
⎤
⎥⎥⎦ (2.32)
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Note that the ﬁrst two states in (2.29) can be neglected under certain conditions. For examples, in
previous studies, the rod position l seemed to be regulated by a servo motor [70] (i.e., an actuator
controlled the external force Fl) or a relatively heavy load [69] (i.e., adding an external load to the
rod, m = 10 kg). As well as the previous studies, the system is assumed to be stabilized around a
ﬁxed point, assuming that the external force Fl is well-controlled by the external controller. With
this assumption, the reduced-order system with a new state vector x¯ ∈ R2 can be expressed as:
x¯(t) := [Pa,Pb]T (2.33)
˙¯x= fr(x¯,u,d)
=
[
(ga(tv1a)RT −PaAal˙)/Va
(gb(tv1b)RT +PbAbl˙)/Vb
]
(2.34)
2.3.1 Force Control with Air Mass Flow Model
The chamber a was utilized to achieve force control in order to validate the air ﬂow model. As-
suming that the chamber b is kept open, the pneumatic force in (2.1) becomes:
Fp = PaAa−Patm(Ab+Ar) (2.35)
Considering the control of the force Fp by tuning the pressure Pa, a derivative of the force is
computed according to (2.35) as follows:
F˙p = P˙aAa = (gaRT −PaAal˙)AaVa (2.36)
Note that the function ga indicating the air mass ﬂow includes the uncertainty γa, as it was discussed
in the previous sections. Thus, the uncertainty needs to be taken into consideration for this force
control. A sliding mode control (SMC) was utilized to handle the model uncertainty. A sliding
surface sF ∈ R of SMC can be written as:
sF := Fp−Fpd (2.37)
Note that the relative degree of the system is one, as the control input (i.e., tv1a) appears by taking
the ﬁrst derivative of the sliding variable. Therefore, the ﬁrst-order SMC was chosen with the
following control law:
tv1a = gˆ
−1
a
(
1
RT
(F˙p,d
Va
Aa
+PaAal˙)− γasgn(sF)
)
(2.38)
|ga− gˆa| ≤ γa (2.39)
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Stability
A Lyapunov function can be chosen as follows:
W :=
1
2
s2F (2.40)
then,
W˙ = sF s˙F (2.41)
= sF
(
F˙p− F˙p,d
)
= sF
(
1
Va
((ga− gˆa+ gˆa)RT −PaAal˙)− F˙p,d
)
= sF
Aa
Va
RT (ga− gˆa− γasgn(sF))
≤ 0
which guarantees the force Fp is bounded around the sliding surfaces.
2.3.2 Experimental Validation
Experimental Setups
The same experimental setups in the previous section (Fig. 2.5) were used in this experiment.
A force sensor (ATI Industrial Automation, F/T Sensor Mini45) was added to the experimental
setups to measure the pneumatic force, attached between the cylinder and the linear actuator. The
force data was measured at 1000Hz with NI-DAQ USB-6363 using MATLAB 2017a. The data
were synchronized with the data captured by the microcontroller. A low-pass ﬁlter (3rd order,
Butterworth, cutoff: 10Hz) was applied to the measured force data to remove the noise arising
from the sensor.
Experimental Conditions
Two experiments were conducted to conﬁrm the performance of the force controller. In the ﬁrst
experiment, two-step input signals were applied as the desired signal (i.e., Fp,d = 20, 80N), which
are close to the minimum and maximum values of the reference in the following experiment. In
this experiment, the linear actuator was set at the top of the stroke (i.e., l = 0.09m).
In the second experiment, the desired force Fp,d was designed as a sinusoidal signal. The
frequency was set at 0.15Hz, and the magnitude of the signal was 25N biased by 50N. The
desired pressure Pad corresponding to the minimum and maximum values of the reference were 190
and 365 kPa, which were the values assumed to be around the atmosphere and a supply pressure
(=515 kPa). The linear actuator was ﬁxed at the bottom and top of the stroke (i.e., l≈ 0.02, 0.09m)
as well as the previous experiments to model the air mass ﬂow m˙i.
CHAPTER 2. CONTROL OF ACTIVE/PASSIVE PNEUMATIC ACTUATOR 28
Experimental Results
The experimental results are shown in Fig. 2.8 and 2.9. Fig. 2.8 shows a result of step responses.
Solid blue and red lines indicate empirical step responses to different references (20 and 80N,
respectively). The means and standard deviations of the output forces at the steady-state were
20.1±0.5 and 80.0± 0.8 N. Note that the system is assumed to be the ﬁrst order as expressed in
(2.36). However, the responses seem to be the second-order during the rise time due to the effects
of the low-pass ﬁlter.
Fig. 2.9 shows responses to a sinusoidal input (0.15Hz) in steady-state and errors between
empirical results and the references. Solid blue lines and dotted black lines suggest the empirical
results and the references, respectively. The rod position was ﬁxed at the bottom in Fig. 2.9a and
at the top in 2.9b of the stroke, respectively. The maximum errors in these ﬁgures were 5.1 and
10.5N, respectively.
2.3.3 Discussion
Experimental results suggest that the AP2A with a control law (2.38) including the air ﬂow model
can perform well in steady-state, however, its bandwidth may become narrow in some cases. Re-
sponses to step inputs show the steady-state performance of the system. As shown in Fig. 2.8,
the mean output errors were less than ±5%. Though a chattering effect was conﬁrmed due to
the SMC, these empirical results suggest that the designed controller had small steady-state er-
rors. Thus, with our system setups utilizing the developed air ﬂow model, the actuator could be
controlled to reach the desired force.
Fig. 2.9 shows responses to a sinusoidal input (0.15Hz). Fig. 2.9a shows empirical force
response when the rod position was at the bottom. The empirical force was tuned to be within
Figure 2.8: Force responses to step inputs when the rod position was set at the top.
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(a) Rod position at the bottom. (b) Rod position at the top.
Figure 2.9: Force responses to sinusoidal inputs ( f = 0.15Hz).
±10% of the desired force (i.e., the maximum error was 5.1N). In this experimental condition,
it can be said that the control law including the air ﬂow model (2.38) worked well to control the
pneumatic force. In contrast, when the position was set at the top, the maximum error increased
to 10.5N which was around ±20% of the desired force. Fig. 2.9b indicates that there was a delay
that caused the tracking error.
These differences indicate one of the limitations of the switching algorithm in Fig 2.3. When
the rod moved from the bottom to top, a volume of the chamber a became larger as the rod posi-
tion determines the volume. More supply air was required to increase the pressure by ﬁlling the
chamber with the compressed air if the rod position was set at the top. However, the compressed
air that the chamber could intake was limited because of the maximum valve opening time which
was ﬁxed to assure the constant sampling period (i.e., feedback cycle). Thus, the pneumatic force
was not responsive to the sinusoidal reference, and the tracking error in Fig. 2.9b was conﬁrmed
accordingly.
Above all, the AP2A with the model-based force controller could perform well in the steady-
state. In the following sections, step responses of the AP2A in the steady-state were further vali-
dated by controlling chamber pressures (i.e., Pa and Pb) simultaneously.
2.4 Model-based Control for Variable Stiffness Actuator
The force controller utilized one of the chambers (i.e., chamber a), but the pneumatic actuator has
two chambers. It is thus able to control two parameters in theory, and the desired stiffness is now
introduced to response as a variable stiffness actuator [69, 70]. Moreover, a switching controller
was implemented to make the AP2A work as a nonlinear passive spring.
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2.4.1 Simultaneous Force and Stiffness Control
References for Variable Stiffness Actuator
An instantaneous stiffness K of the actuator towards Fl can be expressed as:
K =
∂Fl
∂ l
=
∂ (ml¨−Fp)
∂ l
=
PaAa
l
+
PbAb
(L− l) (2.42)
Given an equilibrium point leq (i.e., the point where Fp = 0,∀t) and the desired stiffness Kd at the
equilibrium point of the passive nonlinear spring, the corresponding desired pressure Pˆid for the
chamber i is calculated by solving the following simultaneous equations based on (2.1) and (2.42):
Fp = PˆadAa− PˆbdAb−PatmAr = 0 (2.43)
Kd =
PˆadAa
leq
+
PˆbdAb
(L− leq) (2.44)
Though the rod moved from the equilibrium point, the mass of air in each chamber is expected
to be constant to work as the desired nonlinear spring. According to (2.4) and (2.5), the desired
pressure Pid at the rod position l for the chamber i can be computed as follows:
Pid := PˆidVi(leq)/Vi(l) (2.45)
Sliding Mode Control
The controller for the AP2A is designed based on the reduced model (2.33) and references (2.43)
to (2.45) with the assumptions. A sliding surface s ∈ R2 is written as:
s :=
[
sa
sb
]
=
[
Pa−Pad
Pb−Pbd
]
(2.46)
The control input tv1i appears by taking the ﬁrst derivative of the sliding variables. The ﬁrst-order
sliding mode control (SMC) is thus expressed as:
u = uSMC (2.47)
=
[
gˆ−1a
(
(P˙adVa+PaAal˙)/RT − γasat(sa/φa)
)
gˆ−1b
(
(P˙bdVb−PbAbl˙)/RT − γbsat(sb/φb)
) ]
|gi− gˆi| ≤ γi (2.48)
where gˆi is a nominal function in (2.28) for each chamber i, and φi is a constant for the SMC to
avoid a large magnitude of chattering.
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Now, the control law in (2.47) enables to tune the stiffness Kd and the equilibrium point leq
of the AP2A. The controller is then extended to hybrid systems by adding another discrete mode
q2 as shown in Fig. 2.10. In a discrete mode q1 as an initial mode, the controller utilizes the SMC
in (2.47) to tune pressures actively in each chamber by controlling valves V1 and V2. When a
difference between the state variables and the corresponding desired values falls within a speciﬁc
range (i.e., when a guard in Fig. 2.10 is enabled), then the controller switches its mode from q1
to q2. In the discrete mode q2, the controller seals the chambers by V1 and makes the actuator
work as a passive component. Thus, the guard associated with an edge (q1,q2) (i.e., a condition to
transit from q1 to q2) ensures the AP2A to perform as a nonlinear spring. Thresholds ε ∈R2 in the
guard were deﬁned as 5% of the desired pressures in this study.
Stability
With this control law, the Lyapunov function can be selected such that:
W :=
1
2
sT s (2.49)
Then, with (2.34) to (2.48):
W˙ = sas˙a+ sbs˙b (2.50)
= sa
(
1
Va
((ga− gˆa+ gˆa)RT −PaVal˙)− P˙ad
)
+ sbs˙b
= sa
RT
Va
(ga− gˆa− γasat(sa/φa))+ sbs˙b
≤ 0
Figure 2.10: Design of a switching controller of the AP2A.
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which guarantees the state vector x¯ is bounded around the sliding surfaces (i.e., pressures are
bounded around the desired values).
2.4.2 Experimental Validation
Experimental Setups
The same experimental setups in the previous sections (Fig. 2.5) were used in the ﬁrst experiment.
Thus the descriptions are omitted to avoid duplication.
Experimental Conditions
Two experiments were conducted with the proposed SMC. In the experiments, the initial condition
of the state x in (2.29) were set to be:
x(0) := [leq,0,Patm,Patm]T (2.51)
The initial rod position errors were conﬁrmed to be within ±1.0mm. Both chambers were open
to the atmosphere. The linear actuator remained stopped at the initial position to stabilize the rod
position during each trial.
The ﬁrst experiment was conducted to conﬁrm the performance of the proposed controller.
The equilibrium point leq in (2.51) was set at 30.0, 50.0, and 70.0mm as experimental conditions.
The desired stiffness Kd was set to be 2.00 ·103 and 4.00 ·103N/m. According to these conditions,
the desired pressures were computed as a solution of (2.43) to (2.45) in each trial by the microcon-
troller. The microcontroller then tuned the pressures in the chambers according to the computed
values. Five trials were conducted for each condition, and in total 30 trials were conducted in this
experiment. Each trial was carried out for 10 seconds. The rod position and pressures in both
chambers were measured in each trial.
Another ﬁve trials were carried out as the second experiment under the speciﬁc condition
(leq = 50.0mm, Kd = 2.00 ·103N/m). The microcontroller tuned the pressures as well as the ﬁrst
experiment. In this experiment, after the 10 seconds, the linear actuator produced the force against
the pneumatic force Fp produced by the AP2A to move the rod from l ≥ 70.0mm to l ≤ 30.0mm
at a constant speed, as shown in Fig. 2.11. In Fig. 2.11, the solid black line shows the empirical
data collected by the potentiometer. The dotted red line shows the linear approximated line based
on the data with lsline function by MATLAB 2017a. The speed was estimated to be around
4.2mm/s. The bottom curve shows errors between the black and the red line. The rod position, the
pressures, and the interaction force were all measured in each trial. Table 2.1 shows the parameters
of the model-based controller implemented in these experiments.
Experimental Results
The performance of the proposed controller are shown in Fig. 2.12 and 2.13 that were obtained in
the ﬁrst experiment. Fig. 2.12 shows the pressures in each chamber under several conditions, and
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Figure 2.11: Rod position moved by the linear actuator during the second experiment.
Table 2.1: Parameters of the experimental setups in Fig 2.5
Params (unit) Value Params (unit) Value
Aa (m2) 2.85 ·10−4 Ab (m2) 2.53 ·10−4
T (K) 293 R (J/kgK) 287
V0a (m
3) 5.94 ·10−6 V0b (m3) 5.94 ·10−6
L (m) 1.02 ·10−1 Ar (m2) 3.22 ·10−5
Patm (Pa) 1.01 ·105 Psupply (Pa) 5.15 ·105
φa (Pa) 0.20Pˆad φb (Pa) 0.20Pˆbd
γa (kg/s) 2.62 ·10−4 γb (kg/s) 4.22 ·10−5
all the pressures were bounded around the sliding surface (i.e., desired pressures) in all trials. Each
row and column show different conditions in terms of the desired stiffness and the equilibrium
point, respectively. Five solid colored lines suggest sensor measurements of chamber pressures Pa
and Pb in ﬁve trials conducted under each experimental condition. Blue areas suggest the range
within ±5% of desired pressures. Part of the experimental data (i.e., 1 second from the beginning)
was extracted and shown in these ﬁgures. A few trials did not stop chattering as shown in Fig. 2.12,
however, we conﬁrmed that the behavior stopped within 2 seconds in all trials.
Fig. 2.13 shows the interaction force measured by different sensors when the rod position was
moved by the linear actuator as shown in Fig. 2.11. The corresponding solid lines (except a black
line) in Fig. 2.13a and 2.13b were collected in the same trial but by different sensors. Fig. 2.13a
shows an interaction force measured by the force sensor while Fig. 2.13b shows a pneumatic
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force computed based on (2.1) by the pressure data. In both ﬁgures, the x-axis shows the rod
position measured by the potentiometer. Vertical and horizontal dotted black lines suggest the
desired equilibrium point (i.e., leq =0.05mm) and the desired force at the equilibrium point (i.e.,
Fp =0N), respectively. The solid black line shows the desired force based on the constant desired
stiffness (i.e., Kd = 2.00 · 103N/m). Note that when the rod position started to be moved by the
linear actuator, rapid rises (i.e., jumps) were conﬁrmed in the force sensor measurements. This
phenomenon is not shown in the ﬁgure as it appeared at the beginning of the trials.
2.4.3 Discussion
Performance of Proposed Sliding Mode Controller
The objective of these experiments was to validate the performance of the proposed model-based
controller, allowing the AP2A to respond as a passive nonlinear spring with controllable stiffness.
The SMC was designed as (2.47) and implemented to the microcontroller to tune pressures safely.
The guard in Fig. 2.10 switched the discrete states when the differences between the desired and
measured pressures on both chambers converged to a speciﬁc range. Thus, the performance of
the SMC and the guard can be interpreted as that of the proposed controller. The performance of
the SMC can be conﬁrmed in Fig. 2.12. Blue areas suggest pressure ranges within ±5% of the
desired pressures. Chattering was conﬁrmed around the areas, which are the typical feature of the
SMC. Though the pressures chattered, they were bounded around the areas (i.e., sliding surfaces in
(2.46)) under all experimental conditions. Therefore, the experimental results suggest that the SMC
functioned in all experiments to control the pressures safely in each chamber. Accordingly, the
AP2A can function as an active actuator as well as previous studies [69, 70] when the thresholds ε
in Fig. 2.10 are set to zero to disable the transition from discrete mode q1 to q2. Note that pressures
in each chamber chattered differently. One of the reasons may be that the mass ﬂow through two
valves (i.e., functions gi expressed in (2.28)) was not modeled well for precise control, suggesting
the need for model improvements if necessary.
Fig. 2.12 also suggests the performance of the guard in Fig. 2.10. The end of chattering can be
regarded as a sign of the guard being enabled, as control inputs u became zero in q2 (i.e., passive
mode). According to Fig. 2.12, the chattering terminated around 0.6 seconds in most of the trials.
It was conﬁrmed that, in all trials, the behavior terminated within 2 seconds. Besides, the steady-
state pressures were within ±5% of desired pressures (i.e., blue areas). Thus, the performance of
the guard was validated, demonstrating that the guard was enabled to allow the AP2A to respond
as a passive component at the desired pressures. Note that the guard could be enabled sooner
by improving the mass ﬂow model. The SMC certiﬁes that each pressure stabilizes in a speciﬁc
range (2.50) separately. However, the control law does not assure that both pressures remain in the
range simultaneously. The switching time was not predictable as simultaneous convergence was
not proven. The simultaneous convergence may be demonstrated if the automaton with the SMC
(i.e., q1 in Fig. 2.10) is divided into two discrete modes, which have a single control input tv1a and
tv1b separately.
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Figure 2.12: Experimental pressure data with the desired stiffness and equilibrium.
(a) Measured with a force sensor. (b) Estimated with pressure sensors.
Figure 2.13: References and stiffness curves obtained in the experiments.
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Performance as Passive Variable Stiffness Actuator
The effective stiffness of the AP2A in q2 (i.e., passive mode) was conﬁrmed in Fig. 2.13. The ﬁgure
shows the desired stiffness as a solid black line. The force sensor measurements show similar
stiffness curves between the trials in Fig. 2.13a. This result indicates that the AP2A responded
as a passive spring with the desired stiffness. However, errors were found in the y-axis between
the curves and the reference. These errors were not conﬁrmed in the estimated pneumatic force
by the pressure sensors Fig. 2.13b. As mentioned in section 2.4.2, jumps were measured by the
force sensor at the beginning of the actuation of the linear actuator. Thus, these errors may be
due to drifts of the force sensor caused by the initial actuation and/or other mechanical factors
in interaction force such as frictions. Further investigations are required to conﬁrm the overall
performance.
According to the results, the AP2A may be able to handle a broader range of effective stiff-
ness than the variable stiffness actuator (VSA) consists of electrical geared motors. As shown in
Fig. 2.12, the pressures also stayed within ±5% of desired pressures when the desired stiffness Kd
was set to be 4.00 · 103N/m. The desired stiffness is twice as large as that of the VSA with elec-
trical motors [61]. Much higher stiffness may be implementable to the AP2A with a high supply
pressure [69].
Limitation
A reduced model in (2.34) was utilized to control pressures with an assumption that the external
force Fl is controlled to stabilize the system around the equilibrium point. This assumption may
be reasonable for assistive devices with the AP2A. The user can maintain a speciﬁc posture for
about 1 second, waiting for the pressures to converge. To satisfy safety in any situation, it would
be better to use the full state model in (2.29). Another limitation is that the switching controller
design in Fig. 2.10 was not able to tune the pressures again. A new edge (q2, q1) (i.e., a transition
from a discrete mode q1 to q2) and the corresponding guard are required to maintain the passive
assistance and to avoid continuous switching between the two modes. The limitations above will
be further investigated to improve the performance of the AP2A as a passive, variable stiffness
actuator in the next section.
2.5 Model-free Control for Passive Variable Stiffness Actuator
A model-based feedback control was introduced in the previous section, which used the SMC. The
solenoid valves were utilized to tune the pressures according to the desired pressures calculated in
(2.45). Instead of controlling the valve’s effective area [69, 70], a valve opening time tv1i was used
as a control input to tune the pressures. The valve opening time tv1i determined the air mass ﬂow
of the chamber i. The feedback controller designed the control input tv1i based on the current state
of chamber pressures Pi.
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Reconsidering of the switching algorithm in Fig. 2.3, the algorithm needs to take the wait time
twait into account in each feedback cycle because of the two valves arranged in series. As discussed
in section 2.3.3, this drawback limits the bandwidth (i.e., responsiveness) of the AP2A. In terms
of a switching controller in Fig. 2.10, it does not guarantee the switching timing from discrete
mode q1 to q2. In other words, the controller does not grantee when the inequality conditions with
thresholds ε in Fig. 2.10 will be satisﬁed. Accordingly, there is a variation in the switching timing
as shown in Fig. 2.12.
A model-free feedforward control utilizing Differential Evolution (DE) is proposed to ap-
proach this problem in this section. An overview of the proposed control method is shown in
Fig. 2.14. Once the solenoid valve is activated for tv1i seconds from the initial condition (i.e.,
t = 0), then the valve is turned off to make the actuator work as a passive spring. It is a kind of
one-shot method and no feedback loops, and this approach can reduce the length of time for which
the actuator waits for switching to the passive mode.
2.5.1 Differential Evolution for Model-free Pressure Control
After activating the valves for tv1i seconds once, the air pressure in the chamber i is expressed as:
mi(tv1i) = mi(0)+
∫ tv1i
0
m˙i(Pu(t),Pd(t))dt (2.52)
Pi(tv1i) = mi(tv1i)RT/Vi(tv1i) (2.53)
where the volume Vi(tv1i) is dependent on the pneumatic and external forces as described in (2.1)
to (2.5). The problem is to ﬁnd the best valve opening time t∗v1i that minimizes differences between
Figure 2.14: Differences between the model-based feedback control and the proposed method.
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the chamber pressures Pi and the desired values that are calculated in (2.45). The air ﬂow model
in (2.8) or the empirical model such as (2.28) were required to compute suitable valve opening
time tv1i in each feedback loop when the model-based control was utilized to tune the chamber
pressures. Instead, an evolutionary computational algorithm is introduced in this study. These air
ﬂow models can be neglected by utilizing the algorithm, which is a model-free method.
Differential Evolution for Black-Box Optimization
Evolutionary computational algorithms have been investigated to solve black-box optimization
problems, and these algorithms have also been applied to assistive technologies recently. For
example, Zhang et al. utilized Covariance Matrix Adaptation Evolution Strategy (CMA-ES) to
ﬁnd the optimal control strategy for an ankle exoskeleton while executing gait assistance [87].
A relatively simple algorithm was chosen in this study, called Differential Evolution (DE) [112].
Showing comparable performance compared to CMA-ES, DE has also been utilized to search for
parameters in controllers [113].
Algorithm 1 utilizing DE shows the procedure implemented in our experiments. First of
all, target vectors t1 ∈ RD×1 in the ﬁrst generation P1 ∈ RD×NP are chosen randomly within the
constraints, covering the entire parameter space. Note that D is a dimension of decision variables
(i.e., D = 2 for the chambers), NP is the size of a population. The kth target vectors in the Gth
generation PG are expressed as:
tG(k) = [tv1ak,G, tv1bk,G]
T , k = 1, ...,NP (2.54)
t ≤ tv1ik,G ≤ t (2.55)
where t, t ∈ R are the lower and upper limits of the valve opening time. With this representation,
the initialization process can be written as:
t1(k) = t ·12×1+(t− t) ·X (2.56)
Algorithm 1 Differential Evolution based on [112]
1: procedure
2: set parameters NP, F , andCR;
3: G← 1;
4: initialize PG = [ tG(1), ..., tG(NP) ] with (2.56), (2.57);
5: while J(tG(best))> J¯ do
6: for k = 1 to NP do
7: generate mutants vG(k) based on (2.59);
8: generate trials uG(k) based on (2.60);
9: for k = 1 to NP do
10: if J(uG(k)) ≤ J(tG(k)) then
11: tG(k)← uG(k);
12: G← G+1;
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X= [X1,X2]T , X1,X2 ∼U [0,1] (2.57)
The mutant vectors vG(k) ∈ RD×1 are then generated based on each target vector as follows:
vG(k) = [vv1ak,G,vv1bk,G]
T , k = 1, ...,NP (2.58)
vG(k) = tG(best)+F · (tG(r1)− tG(r2)) (2.59)
where tG(best) is the target vector showing the best performance among the population PG, r1,r2 ∈
{1, ...,NP} are random, non-equal integers, and F ∈ (0,1] is a constant scalar. Note that if the
mutant vectors do not satisfy the constraints (2.55), then the vectors are computed again using
(2.59) until they satisfy the conditions. In the next step, crossover is introduced to generate trial
vectors uG(k) ∈ RD×1 such that:
uv1ik,G =
{
vv1ik,G, Y ≤CR ‖ i= Zi
tv1ik,G, Y >CR
∧
i = Zi
(2.60)
where Y is a random variable with a uniform distribution computed for each ith element (i ∈
{1, ...,D}, and in this study D = 2 as i ∈ {a,b}), Zi ∈ {1, ...,D} is a random integer for the kth
vector to guarantee that the trial vector includes at least one element from the corresponding mu-
tant vector. CR ∈ [0,1] is the crossover constant scalar. In the end, the population PG is updated by
comparing the performance of the target vector tG with that of the trial vector uG. The performance
is graded based on the following cost function:
J(sG(k)) =
√
(Pa(sG(k))−Pad)2+(Pb(sG(k))−Pbd)2 (2.61)
where sG(k) is either the target vector tG(k) or the trial vector uG(k). Pi is measured chamber
pressure after opening the valves for tv1ik,G, and Pid is the desired pressures computed using (2.45)
with the measured rod position. If the trial vector performs better than the target vector, then
the trial vector is replaced with the target vector in order to generate a new population PG+1.
Otherwise, the target vector is retained in PG+1. This sequence of procedures is repeated to search
for the best control inputs that meet the stated requirement (i.e., J ≤ J¯ in Algorithm 1).
2.5.2 Experimental Validation
Experimental Setups
Fig. 2.15 shows the experimental setups for the second experiment to implement the control
method with DE. A 0.75 inch bore, 3 inch stroke cylinder was used in these experiments (Bimba,
SR-043-D). A potentiometer was attached to the rod to measure the position of the rod. The valve
array consisted of two 5-port solenoid valves (SMC, SY7340-5GZ). Note that the valve used in
this experiment was different from the previous experiment in section 2.4.2. An air compressor
with a regulator provided the cylinder with compressed air at 600 kPa (= Psupply). Three pressure
sensors (Omega, PX40-100G5V) were utilized to measure the supply pressure and pressures in the
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chambers (i.e., Psupply and Pi). A DC geared motor (Maxon, EC60ﬂat with GP52C) with a dedi-
cated motor driver (Maxon, Escon50/5) was introduced to control the rod position of the cylinder.
A microcontroller (STM32, F746ZG) sent feedback of the rod position to control the geared motor.
It also sent the control signals to the solenoid valves to activate them for a certain time according to
outputs from the DE algorithm (i.e., tv1i). The microcontroller sampled all the sensors and logged
the data on a laptop via serial communication. The DE algorithm ran on the laptop with MATLAB
2016b, and a new generation PG+1 was computed based on the measured data.
Experimental Conditions
Two experiments were conducted with the model-free controller. The ﬁrst experiment was con-
ducted with a ﬁxed rod position. In this experiment, the performance of the proposed method using
DE was evaluated on its ability to tune the air pressures in the chambers precisely. The desired
stiffness and equilibrium point were set at Kd = 4.00 · 103N/m and leq =38.0mm, respectively.
According to these desired values, the desired pressures were computed as a solution of (2.43)
to (2.45) on the laptop. Note that the geared motor was also controlled to ﬁx the rod position at
38.0mm during the experiment.
The second experiment was conducted under the dynamic condition. The aim of this exper-
iment was to conﬁrm the performance of the proposed method under a practical situation where
Figure 2.15: Experimental setups and a schematic of the pneumatic system.
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the rod position was repeatedly modiﬁed by external forces. In this experiment, the AP2A was
expected to function as a semi-active variable stiffness actuator as described in Fig. 2.16. Note that
an identical state machine for chamber b was implemented in the experiment, but it is omitted from
Fig. 2.16. In Mode1, both chambers were connected to atmospheric sources so that the cylinder
did not experience any internal forces that would move its rod. When the rod position exceeded a
threshold (i.e., lthre = 38.0mm in Fig. 2.16) due to the external force, the mode transitioned from
Mode1 to Pre-Mode2. The air pressures were then tuned in order to function as a passive spring
with desired stiffness in Mode2. The desired stiffness and equilibrium point in Mode2 were set
at Kd = 4.00 · 103N/m and leq =48.0mm, respectively. In Pre-Mode2, the solenoid valves were
opened to the supply pressure source for a certain time (i.e., tv1i) according to the outputs from the
DE algorithm. The mode transitioned from Pre-Mode2 to Mode2 after the pressurization, and both
chambers were closed so that the cylinder performed as the passive spring.
Note that the geared motor was persistently actuated to control the rod position in the second
experiment. The motor started from l < lthre, and it rotated with l˙ > 0 at a constant speed until the
rod position satisﬁed, l > lthre+5mm. After one second, the motor rotated the opposite direction
until the rod position became, l < lthre−15mm. This pattern of movements was repeated for 25
iterations, within 15 seconds per iteration.
In both experiments, the size of the population NP was set to be 25, and the constant values F ,
CR were determined empirically to be 0.36 and 0.55, respectively. DE algorithm was terminated
when the minimum cost among the population J(ui,G) became smaller than the following condition
J¯:
J¯ =
√
(0.05 ·Pad)2+(0.05 ·Pbd)2 (2.62)
All the parameters explained in the above sections are summarized in Table 2.2.
Experimental Results
In terms of the two experiments with the second experimental setups, it took at most 5 minutes to
conﬁrm the cost of all the trial vectors (i.e., J(uG(k))) in a population PG. In the ﬁrst experiment,
Figure 2.16: Function of solenoid valves for the chamber a in the second experiment.
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Table 2.2: Parameters of experimental setups in Fig. 2.15
Params (unit) Value Params (unit) Value
Aa (m2) 2.85 ·10−4 Ab (m2) 2.53 ·10−4
Ar (m2) 3.22 ·10−5 Patm (Pa) 1.01 ·105
R (J/(kg ·K)) 2.87 ·102 T (K) 2.93 ·102
D 2 NP 25
t (ms) 2.00 ·10 t (ms) 0.00
F 3.60 ·10−1 CR 5.50 ·10−1
the minimum cost J in the third generation became smaller than the requirement (2.62). Fig. 2.17
shows the progress in the population between the ﬁrst and third generations (i.e., P1 and P3). The
black plots in Fig. 2.17 (i.e., 25 black dots) indicate each target vector in the population. Fig. 2.17a
and 2.17b show the plots in three-dimensional space (cost J as a function of valve opening times
tv1i). Fig. 2.17c and 2.17d show the plots in two-dimensional space of the valve opening times,
omitting the vertical axis and associated cost, J. Dotted green squares in these ﬁgures indicate
borders of the black plot. The best inputs and the corresponding cost were:
t3(best) = [7.5,7.1]T , J(t3(best)) = 9.41 (2.63)
where t3(best) is reported in milliseconds. At that time, the desired pressures and the measured
values were: {
[Pad ,Pbd ] = [319,261]
T
[Pa,Pb] = [310,259]T
(2.64)
where the pressures are reported in kilo-pascal.
In the second experiment, the minimum cost J became smaller than (2.62) in the fourth gen-
eration. Fig. 2.18 shows the progress of the population between the ﬁrst and fourth generations.
The best inputs and the corresponding cost were:
t4(best) = [14.6,15.3]T , J(t4(best)) = 9.38 (2.65)
The corresponding desired pressures and the measured pressure values were:{
[Pad ,Pbd ] = [269,259]
T
[Pa,Pb] = [263,252]T
(2.66)
2.5.3 Discussion
Validation of Differential Evolution
Fig. 2.17 and 2.18 show the progress of the population between the ﬁrst and the last generation in
which the best inputs were found. As shown in Fig. 2.17c and 2.18c, the population in the ﬁrst
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(a) Experimental data of the 1st generation. (b) Experimental data of the 3rd generation.
(c) Projection of Fig. 2.17a. (d) Projection of Fig. 2.17b.
Figure 2.17: Progress of experimental data using the DE while ﬁxing the rod.
generation were uniformly distributed within the range of inputs (i.e., tv1i) according to (2.56),
searching thoroughly for the best inputs. After ﬁnding the inputs showing the best performance
among the population, the algorithm (DE) started to focus on searching around those inputs based
on (2.59). These results can be conﬁrmed by comparing Fig. 2.17c with 2.17d (or Fig. 2.18c
with 2.18d) that a border (i.e., a green square) of the plots shrank around the inputs showing the
minimum cost.
Performance of Model-free Controller
Empirical results from the ﬁrst experiment suggest that the proposed control method could be
useful to tune the pressures in the chambers. The experimental conditions of the ﬁrst experiment
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(a) Experimental data of the 1st generation. (b) Experimental data of the 4th generation.
(c) Projection of Fig. 2.18a. (d) Projection of Fig. 2.18b.
Figure 2.18: Progress of experimental data using the DE while moving the rod.
were similar to those of the experiment conducted in section 2.4, with the exception of the choice
of control methods. The desired stiffness and equilibrium point were set to be constant, and the
rod position was ﬁxed by the external force provided by the motor during the experiment. In
section 2.4, a modiﬁed PWM signal designed by the algorithm in Fig. 2.3 was utilized to tune air
ﬂow with solenoid valves. The PWM method was able to compensate for uncertainties in the ﬂow
model within the feedback loop. However, the rising time of the PWM method was relatively slow
(around 50 milliseconds) due to the high frequency of valve opening and closing utilized to achieve
the feedback control. In comparison, the proposed method requires less than 10 milliseconds to
reach the desired pressures, as shown in (2.63). Beyond this fact, the proposed method was able
to switch to the passive mode right after activation without chattering, while the previous method
required around 500 milliseconds. In terms of the steady-state errors, both control methods were
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able to tune the steady-state pressures within ±5% of desired pressures. These results indicate that
the proposed control method could be useful to make the air cylinder work as a passive nonlinear
spring.
The second experiment was conducted for further investigation on the abilities of the pro-
posed control method. In section 2.4, an assumption was built that the rod position of the actuator
was ﬁxed during the pressure control. The ﬁrst empirical results such as Fig. 2.17 suggested that,
with the model-free control method, the air pressures could reliably be tuned to the desired values
under similar experimental conditions in section 2.4. However, in practice, the assumption may
not be satisﬁed when the AP2A is utilized for assistive devices. The second experiment was thus
conducted to conﬁrm if the proposed method also works in a dynamic situation. Since the external
force controlled the rod position, the dynamics of the cylinder were different from the ﬁrst experi-
ment based on (2.1) to (2.5). Nonetheless, the steady-state pressures were also within ±5% of the
desired pressures as shown in (2.66). In this sense, the proposed method is said to have an ability
to tune the pressures both in the static and dynamic situations.
One of the most interesting results is that the best valve opening times (2.65) were longer
than that of the ﬁrst experiment (2.63), though the desired pressures (2.66) were smaller than those
of the ﬁrst experiment (2.64). These results are counter-intuitive, however, the proposed control
method could handle unexpected characteristics of hardware and/or software. In this study, the
FSM shown in Fig. 2.16 was implemented correctly in the microcontroller. However, there was
an additional mode in between Mode 1 and Pre-Mode 2 due to delays in response times (i.e., the
mode with Valves 1a and 2a to be on). This unexpected characteristics of hardware forced the
valve opening time to be longer than the expected time.
Limitation
One of the major limitations of the proposed method is that it requires the collection of empirical
data in each situation before using the device. It is made obvious by comparing the ﬁrst and the
second experimental results. The proposed model-free method may be time-consuming and may
not be suitable for people with disabilities in some cases. However, it took around 20 minutes to
search the optimal inputs in both experiments. Besides, the cylinder may be tuned to perform as the
desired passive spring in advance by utilizing the knowledge of human modeling and optimization
[114].
Another limitation is that the proposed method is not robust to unexpected motion when com-
pared to the model-based method in section 2.4. Since the air cylinder is expected to work as
a passive spring in repetitive tasks, environmental changes (e.g., sudden changes of movements
provided by the geared motor) were not considered.
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2.6 Summary
This chapter introduced an Active/Passive Pneumatic Actuator (AP2A) whose dynamic responses
(i.e., mechanical impedance) can be actively modiﬁed according to the desired values. The AP2A
consists of a pneumatic actuator and an array of solenoid valves. Section 2.2 described an air ﬂow
model with a switching algorithm as well as a mathematical model of a pneumatic actuator. In the
following section, a model-based force (i.e., pressure) control was achieved with the models. In
section 2.4, the pressure controller was applied to two chambers in order to achieve simultaneous
control of equilibrium and stiffness of the actuator. A switching controller was also included in
the pressure controller to make the AP2A function as a nonlinear mechanical spring. Experimental
results suggest that the chamber pressures were controlled around ±5% of the desired pressures
under several conditions. The AP2A could switch its mode to function as a passive spring once both
pressures reach within ±5% of the desired value. In the last section 2.5, a model-free controller
was further investigated for the switching control with the evolutionary algorithm (i.e., Differential
Evolution). This model-free controller enabled the AP2A to switch its mode faster than the model-
based controller (i.e., 10ms and 500ms, respectively). Besides, the controller did not require the
air ﬂow model which takes time to identify under several conditions. From the above, design and
low-level controllers of the AP2A were characterized through experiments.
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Chapter 3
Active/Passive Switching Control
Framework
3.1 Chapter Overview
This chapter introduces a high-level controller of assistive systems utilizing an Active/Passive
Pneumatic Actuator (AP2A). A physical plant (i.e., users of assistive devices) may take actions
based on its objectives that vary according to situations. In these situations, the high-level con-
troller designs a control law to achieve transparent interaction (i.e., neither to assist nor to disturb
the plant). Once the plant engages in speciﬁc tasks, these objectives are assumed to be invariant.
Under those speciﬁc tasks, a computational method is required to search for desired behavior (i.e.,
mechanical characteristics) of the AP2A to cooperate with the physical plant efﬁciently. Dynamic
responses of the AP2A can be modiﬁed according to desired pressures, as discussed in chapter 2.
The high-level controller is designed to compute the desired pressures which enable to assist the
physical plant while improving the energy efﬁciency of the actuator. A simulation study is con-
ducted to validate the performance of the high-level controller, utilizing a numerical model of a
pendulum which imitates elbow joint movements of a human. The simulation results suggest that
the proposed controller can compute desired pressures balancing assistance and energy consump-
tion of the AP2A.
3.2 System Design and Modeling
Fig. 3.1 shows a proposed system that incorporates the AP2A, assuming that the rotational axis of
external sources (e.g., human joints or electrical motors of robots) is aligned to that of an orange
connector. The AP2A is a linear actuator as described in Fig. 2.1, while mechanical joints actuated
by electrical motors or human joints are mainly rotational joints. A movable range of the rod could
limit the joint motions. A transmission system is introduced to modify a relation between the linear
rod position of the AP2A and the rotational angle. With these setups, a rotation of the joint angle
CHAPTER 3. ACTIVE/PASSIVE SWITCHING CONTROL FRAMEWORK 48
Figure 3.1: Schematics of the connection between the AP2A and a sub-assembly.
θ results in a linear translation of the rod position l via the transmission such as Bowden cables.
The relation can be expressed as follows:
l := l0+ rθ (3.1)
where r is a radius of the connector, and an assistive torque τp is also dependent on the radius as
follows:
τp := Fpr (3.2)
Fp := PaAa−PbAb−PatmAr (3.3)
where Fp is a force produced by the pneumatic actuator, Pi are pressures in the chamber i, Ai are
corresponding effective areas calculated from the bore of the actuator, Ar is a cross-sectional area
of a rod, and Patm is atmospheric pressure, respectively. Note that the radius r can be tuned for
speciﬁc purposes with novel hardware design [115]. The model in Fig. 3.1 can be expressed with
a continuous state vector x ∈ R5 as follows:
x(t) := [θ , θ˙ , l,Pa,Pb]T (3.4)
The dynamics around the joint can be modeled as:
Iθ¨ + τ f = τp+ τg+ τext (3.5)
where I is the effective inertia of the arm sub-assembly, τ f is friction in the system, τg is a gravita-
tional torque, and τext is other external torques applied to the system. Note that the term τ f includes
several nonlinear frictional effects [116] arising in the cable-transmission system. However, these
effects are neglected except for dynamic friction in this study. The dynamics can then be simpliﬁed
as:
Iθ¨ +Bθ˙ = τp+ τg+ τext (3.6)
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where B is the damping coefﬁcient. The gravitational torque τg is expressed as:
τg :=−mgl f sin(θ) (3.7)
where m is the mass of the arm-assembly and other external loads, g is the gravitational accelera-
tion, and l f is a length between a rotational axis and an effective center of mass. The external joint
torque τext is dependent on the system design. The AP2A is applied to a robot arm (i.e., a single
joint pendulum) and an exoskeleton (i.e., Active/Passive EXoskeleton, APEX) in this dissertation.
In these applications, the external torque is assumed to be a torque provided by an actuator or a
human user. More details are described in the following sections and chapter 5, respectively.
The dynamics of the chamber pressures of the AP2A can be described based on the ideal gas
law. Under the assumptions of the perfect gas:
Pi = miRT/Vi (3.8)
Va := Aal
Vb := Ab(L− l)
where Vi and mi are a volume and mass of the air in the chamber i, R is the gas constant, T is a
temperature of the air, and L is a stroke of the cylinder. Assuming the temperature to be constant
(i.e., isothermal condition), derivatives of (3.8) are expressed as:
P˙a = (m˙aRT −Pal˙)/l (3.9)
P˙b = (m˙bRT +Pbl˙)/(L− l) (3.10)
where m˙i is a mass ﬂow of air entering or leaving the chamber i.
A representation of hybrid systems is utilized to describe a numerical model of the AP2A.
A state of Valve 1 (V1) in Fig. 2.1 switches dynamics of the chamber pressures, as discussed in
section 2.2. It is reasonable to model the AP2A as two different dynamical systems based on the
state of V1. Hybrid systems combine discrete and continuous systems [17, 117] and are also called
as impulsive/switched systems [118]. They offer a highly versatile method to represent systems
whose dynamics change in time such as biped robots. According to deﬁnition 3.1 in [117], a
hybrid automaton H is a collection H = (Q,X , f , Init,Dom,E,G,Re), where Q is a set of discrete
systems, X is a set of continuous states, f (·, ·, ·) is a vector space, Init is a set of initial states,
Dom(·) is a domain, E(·, ·) is a set of edges, G(·, ·) is a guard condition, and Re(·, ·) is a reset
map. Fig. 3.2 shows the model which is utilized in the following simulation study. The model is
expressed as follows; Q : q1,q2, X : (3.4), f : (3.11),(3.12), Init : (3.13), Dom : (3.14), E : (3.15),
G : (3.16),(3.17),(3.18), Re : (3.23),(3.24).
In Fig. 3.2, there are two discrete modes deﬁned as no-assist and passive mode (i.e., q1 and
q2). The only difference between these two modes is the discrete state of Valve 1 (i.e., on/off)
in Fig. 2.1. In q1, the pressures are constant at atmospheric pressure as Valve 1 is kept open.
Accordingly, there is no torque produced by the AP2A (i.e., τp = 0) as derived by (3.2), achieving
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Figure 3.2: Numerical model of the system utilizing the AP2A described with hybrid systems.
transparent interaction with the external torque. On the other hand, the amount of air in each
chamber is maintained in q2. The air mass ﬂow m˙i in (3.9), (3.10) is equal to zero in q2. Note that
the amount of air is modiﬁed instantaneously during every transition (i.e., resets of each edge).
Dynamics in two discrete modes are thus modeled with the continuous state vector x in (3.4)
as follows:
x˙= f (q1,x,d) =
⎡
⎢⎢⎢⎢⎣
θ˙
(−Bθ˙ + τp+ τg+ τext)/I
rθ˙
0
0
⎤
⎥⎥⎥⎥⎦ (3.11)
x˙= f (q2,x,d) =
⎡
⎢⎢⎢⎢⎣
θ˙
(−Bθ˙ + τp+ τg+ τext)/I
rθ˙
−Pal˙/l
Pbl˙/(L− l)
⎤
⎥⎥⎥⎥⎦ (3.12)
where the input d is replaced with the external torque. The initial states Init(q1,x(0)) is deﬁned as
follows:
x(0) := [θ0, 0, l0+ rθ0, Patm, Patm]T (3.13)
Domains of q1 and q2 are common and expressed as:
Dom(q1) = Dom(q2) := {x ∈ R5| x≤ x≤ x} (3.14)
x := [θ , −∞, 0, Patm, Patm]T
x := [θ , ∞, L, Psupply, Psupply]T
where θ0,θ ,θ are initial, lower, and upper bound of the joint angle, and Psupply is the supply
pressure from a compressor.
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The model in Fig. 3.2 has three edges (i.e., three transitions between modes), and these edges
are deﬁned as follows:
Edge := {e1,e2,e3}= {(q1,q2),(q2,q2),(q2,q1)} (3.15)
For simulation studies1, guards are deﬁned based on time t to enable the edges as follows:
G(e1) := {t ∈ R | t = t1} (3.16)
G(e2) := {t ∈ R | t = ti} (3.17)
G(e3) := {t ∈ R | t = tN} (3.18)
t0 = 0≤ t1 ≤ t2 ≤ ...≤ tN ≤ tN+1 = Tend (3.19)
where i= 2, ...,N−1, N is the total number of switching, and Tend is a termination time, assuming
that a physical plant (e.g., users of assistive devices) starts and ends its task at t = 0 and t = Tend .
The condition (3.16) suggests that a guard corresponding to e1 (i.e., G(e1)) is set to be t = t1, and
thus, the mode switches from q1 to q2 at time t1. Notice that the assistance provided by the AP2A
is implicitly dependent on these guard conditions corresponding to each edge. The switching times
are thus chosen as a decision vector ξ ∈ RN as follows:
ξ = [t1, t2, ..., tN ]T (3.20)
Resets correspond to e1 and e2 are designed to optimize the assistance in q2 (i.e., passive
mode) during t ∈ [t j, t j+1) for j = 1, ...,N− 1. The pneumatic torque τp provided by the AP2A
is dependent on the pressures Pa and Pb, as described in (3.2). A decision vector z ∈ R2(N−1) is
selected, expressing the pressures after transitions as follows:
z := [z1,z2, ...,z2(N−1)]T (3.21)
z≤ z≤ z (3.22)
where z,z ∈ R2(N−1) are the lower and upper bounds of the decision vector and set to be vectors
of Patm and Psupply, respectively. With the vector of desired pressures z, the resets are deﬁned
corresponding to the edges e1,e2 at time t j as φ j : R3×R2 → R5 such that:
Re(e1,x) = Re(e2,x) := φ j(xφ (t j),z j) (3.23)
φ j(xφ (t j),z j) := [xφ (t j)T ,zTj ]
T
xφ := [θ , θ˙ , l]T
z j := [z2 j−1,z2 j]T
1For physical assistive devices, the guards in (3.16) and (3.18) can be replaced with sensory feedback from sensor
components which detects assistive timings as discussed in Fig. 1.10.
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The reset for e3 at time tN , φN : R3 → R5, is deﬁned as:
Re(e3,x) := φN(xφ ) (3.24)
φN(xφ ) := [xTφ ,Patm,Patm]
T
Fig. 3.3 shows the relations between the discrete modes (q1 and q2) and the decision variables
(ξ and z). The vector z j is shown in square brackets, and each column suggests chamber pressures
Pa(t+j ) and Pb(t
+
j ) in q2, respectively. The decision variables ti in ξ are shown on the horizontal
axis, and they describe the switching timing. Note that, with this model, the pressures are assumed
to be modiﬁed to their desired values instantaneously in each transition, as time delay due to these
edges is neglected in this study.
Problem Formulation
It is important to decide a cost function governing the optimization of the decision vectors, ξ
and z. The traditional controller design of the assistive device reduces the energy expenditure of
external actuators or the users (e.g., muscle exertions [76]). At the same time, reducing the energy
consumption of the assistive device is essential to prolong operational time. Therefore, two factors
are taken into consideration, i.e., the energy cost of the external source Jext and that of the AP2A
Jap.
Figure 3.3: Another representation of the model in Fig. 3.2.
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The energy cost Jext relates to joint torques, as the external power (e.g., electricity) is converted
into the torque to perform tasks via external actuators. In classical physics, work that the torque
acts on the joint is equal to the energy consumed by the system such that:
Wt0→t1 =
∫ t1
t0
(τext
dθ
dt
)dt (3.25)
According to this equation, the system neither does any work nor consumes energy when the
angular velocity is equal to zero. It means that human does not consume any energy when they
ﬂex their elbow joints to lift objects and retain the posture (i.e., θ(t) = θ0). This result is not
realistic, as work considered in classical physics neglects thermal energy and so forth. From the
above, the energy cost of the external source Jext is deﬁned as the amount of torque produced in
the task as follows:
Jext(ξ ,z) :=
∫ Tend
0
L1(x(t | ξ ,z))dt (3.26)
=
∫ Tend
0
τ2ext(t | ξ ,z)dt
If a task is repetitive (e.g., dumbbell curls), it is reasonable to focus on reducing the joint torque
during a single period to optimize the entire amount of the torque. In such a case, Tend is deﬁned
as a period of repetitive motion.
The energy cost of the AP2A is mainly due to the use of compressed air from a supply pressure
source. Increments of the mass of the air for e1 and e2 are expressed as:
m˜a(z2 j−1, t j) := (z2 j−1−Patm)Va(t j)/RT
m˜b(z2 j, t j) := (z2 j−Patm)Vb(t j)/RT
From the above, the cost function within a period is deﬁned as follows:
Jap(ξ ,z) :=
N−1
∑
j=1
L2(x(t+j | ξ ,z),z) (3.27)
=
N−1
∑
j=1
(m˜a+ m˜b)
Note that energy to activate solenoid valves is neglected in this study. The total energy cost can be
expressed with weight factors ω1 and ω2 such that:
J(ξ ,z) := ω1Jext +ω2Jap (3.28)
From the above, the problem is summarized as follows:
min
ξ ,z
J(ξ ,z) (3.29a)
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s.t.
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x(0)−x0 = 0, (3.29b)
x˙− f = 0 (3.29c)
g(x,ξ ,z) = 0 (3.29d)
h(x,ξ ,z)≥ 0 (3.29e)
The equations correspond as follows; Cost: (3.29a)→ (3.28), Initial value: (3.29b)→ (3.13), ODE
model: (3.29c) → (3.11), (3.12), and constraints: (3.29d) → (3.23), (3.24) and (3.29e) → (3.14),
(3.19), (3.22), respectively.
Gradient Formula for the Problem
A constrained optimal control problem is formulated, and the termination time Tend of the problem
is speciﬁed while the terminal state is not ﬁxed. Teo et al. have investigated to solve optimal
control problems using a direct sequential method, which is called as Control Parameterization
Method [119, 120]. Liu et al. utilized the method and investigated a solution to a class of optimal
control problems with state jumps [118]. The formulated problem in (3.29) is solved based on
these works. Note that the proof of the solution is neglected.
First, a time-scaling transformation [120] is applied to the problem as it requires to optimize
the switching timing ξ in (3.20). The transformation works by mapping the variable switching
timing t j to ﬁxed points j in a new time horizon expressed with a new variable s ∈ [0, N+1] as
follows:
dt(s)
ds
:=
N+1
∑
k=1
ηkχ[k−1,k)(s)
ηk := tk− tk−1
χ[k−1,k)(s) :=
{
1 if s ∈ [k−1,k)
0 else
where k = 1, ...,N+1, and s(0) = 0, s(N+1) = Tend . The transformation can be expressed equiv-
alently as the following equation:
t(s) =
s
∑
k′=0
ηk′ +ηs+1(s−s)
where k′ = 0, ...,N, and η0 = 0. Fig. 3.4 shows an example of the transformation.
The decision vector ξ and corresponding constraints in (3.19), (3.20) are then replaced with
a new decision vector η ∈ RN+1 as:
η := [η1, ...,ηN+1]T , ηk ≥ 0 (3.30)
Accordingly, a new state vector y ∈ R5 is introduced as follows:
y(s) := x(t(s))
y(0) = x(0)
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Figure 3.4: Graphical representation of the time-scaling transformation.
Introducing the vector y, the dynamics in (3.11), (3.12) can be expressed for s ∈ [k−1,k) as
follows:
y˙=
{
ηk f (q1,y) = fˆ1 (k = 1,N+1)
ηk f (q2,y) = fˆ2 (else)
The original problem is then reformulated to search feasible vectors η and z, which minimize the
following cost functional derived from (3.26), (3.27), and (3.28):
Jext(η ,z) =
N+1
∑
k=1
∫ k
k−1
L1(y(s | η ,z))ηkds
Jap(η ,z) =
N−1
∑
j=1
L2(y( j+ | η ,z),z)
J(η ,z) = ω1Jext(η ,z)+ω2Jap(η ,z)
Based on [118], the gradients of the cost functional Jext(η ,z) with respect to η and z are
expressed with the costate vector λ ∈ R5 of the system as follows:
∂Jext
∂η
=
N
∑
k′=0
{
λT (k′+ | η ,z)∂y(k
′+ | η ,z)
∂η
+
∫ k′+1
k′
∂H(y(s | η ,z),λ (s | η ,z),η)
∂η
ds
}
(3.31)
∂Jext
∂z
=
N
∑
k′=0
λT (k′+ | η ,z)∂y(k
′+ | η ,z)
∂z
(3.32)
where k′ = 0, ...,N, and H is Hamiltonian deﬁned for s ∈ [k′,k′+1) as:
H :=
{
ηk′+1L1(y)+λT fˆ1 (k′ = 0,N)
ηk′+1L1(y)+λT fˆ2 (else)
(3.33)
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The gradients of the cost functional Jap(η ,z) with respect to η and z are acquired by computing
derivatives of the cost functional and are given as follows:
∂Jap
∂η
=
N−1
∑
j=1
∂L2
∂y
∂y( j+)
∂η
(3.34)
∂Jap
∂z
=
N−1
∑
j=1
(
∂L2
∂y
∂y( j+)
∂z
+
∂L2
∂z
)
(3.35)
To compute the gradients (3.31) to (3.35), it is required to compute three terms, the costate
vector λ , and partial derivatives of right and left limit of y (i.e., y(s+) and y(s−), respectively) with
respect to the decision vectors. The costate vector λ (s) in s ∈ [k′,k′+1) is derived as a solution of
the backward initial-value problem stated as follows:
λ˙ (s) =−∂H
∂y
, λ ((k′+1)−) = 05×1 (3.36)
where 0m×n denotes a m-by-n matrix of zeros. The right limit of partial derivatives y(k′+) with
respect to the decision vectors is computed based on (3.23) as:
∂y(k′+ | η ,z)
∂η
=
∂φk′(y(k′−),z)
∂η
=
∂φk′
∂y
∂y(k′−)
∂η
(3.37)
∂y(k′+ | η ,z)
∂z
=
∂φk′
∂y
∂y(k′−)
∂z
+
∂φk′
∂z
(3.38)
∂y(k′+ | η ,z)
∂η
=
∂φk′(y(k′−),z)
∂η
=
∂φk′
∂y
∂y(k′−)
∂η
(3.39)
∂y(k′+ | η ,z)
∂z
=
∂φk′
∂y
∂y(k′−)
∂z
+
∂φk′
∂z
(3.40)
Since the initial conditions are independent on the decision variables, the derivatives at k′ = 0 are
set as follows:
∂y(0+ | η ,z)
∂η
=
∂y(0− | η ,z)
∂η
= 05×(N+1) (3.41)
∂y(0+ | η ,z)
∂z
=
∂y(0− | η ,z)
∂z
= 05×2(N−1) (3.42)
The left limit of partial derivatives y(k′−) with respect to the decision vectors is expressed as:
∂y(k′− | η ,z)
∂η
=V (k′),
∂y(k′− | η ,z)
∂z
=U(k′) (3.43)
CHAPTER 3. ACTIVE/PASSIVE SWITCHING CONTROL FRAMEWORK 57
where V ∈R5×(N+1) andU ∈R5×2(N−1) are computed as solutions to the following matrix initial-
value problem in s ∈ [k′ −1,k′) such that:
V˙ (s) =
∂ fˆ2(y,η)
∂y
V (s)+
∂ fˆ2(y,η)
∂η
(3.44)
V (k′ −1) = ∂y((k
′ −1)+ | η ,z)
∂η
(3.45)
U˙(s) =
∂ fˆ2(y,η)
∂y
U(s) (3.46)
U(k′ −1) = ∂y((k
′ −1)+ | η ,z)
∂z
(3.47)
3.3 Simulation Study
Implementation
The problem was solved by fmincon solver (internal point method) based on the computed gra-
dients (3.31) to (3.35) in MATLAB 2016b installed in a laptop (Intel Core i-5, RAM 8GB). The
pseudo-code shows an abstract of an algorithm used in the simulation to compute the gradients
(3.31) to (3.35). The costate trajectory (3.36) was computed backward in time after calculating a
partial derivative of (3.33) with respect to y. The partial derivatives of right and left limit of y with
respect to the decision vectors were computed alternately and iteratively with respect to k′. ODE45
solver was utilized to compute the costate trajectory and the matrix initial-value problem, and the
number of steps was 1000. The trapezoidal rule was applied for the integral computation in (3.31)
with the same step size.
Algorithm 2 Gradient Computation
1: procedure
2: k′ ← 0.
3: Get λ (s) with (3.36).
4: Get elements at k′ in (3.31) to (3.35) with (3.41) and (3.42).
5: k′ ← 1.
6: while k′ < N+1 do
7: Get λ (s) with (3.36).
8: Get ∂y(k′− | η ,z)/∂ (η ,z) by (3.43) to (3.47).
9: Get ∂y(k′+ | η ,z)/∂ (η ,z) by (3.37) and (3.38).
10: Get elements at k′ in (3.31) to (3.35).
11: k′ ← k′+1.
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As shown in (3.21) and (3.30), the total number of decision variables is 3N − 1 using the
number of switching N. It is obvious that the number of decision variables is proportional to the
number of switching, and the computation cost increases as the number of switching increases. A
simulation study in this chapter limits the switching time N to be 4.
Conditions of Simulation
Fig. 3.5 shows schematics of experimental environments used in the simulation study. A pendulum
in Fig. 3.5 imitates the elbow joint movements of a human. Comparing with Fig. 3.1, an electrical
motor and a load were introduced to actuate the system as an external torque and to change a
mass of the sub-assembly. The external joint torque τext (τm in Fig. 3.5) needs to be determined
to conduct the simulation as discussed in section 3.2. In this simulation study, an objective of
the system was determined to track a given reference θd while holding the load, which imitates the
simplest motion of robot arms in factories. A simple, proportional position controller was designed
as an initial investigation to simplify the computation of gradients as discussed in section 3.2. The
desired angle θd was assumed to be a sinusoidal wave. The joint torque τm provided by the current
controlled motor was thus determined as follows:
τm(i) = NKti (3.48)
i = −Kp(θ −θd)− τgFF (θd)NKt (3.49)
τgFF := −(marm+mload)gl f sin(θd) (3.50)
θd(t) := θ0(1+ cos(2π f t))/2
where N is a reduction gear ratio, Kt is a torque constant, i is a current input, Kp is the proportional
gain of the controller, marm,mload are the mass of the arm sub-assembly and the load, and f is the
frequency of the motion. A block diagram of this setup is shown in Fig. 3.6 from the viewpoint of
Figure 3.5: Experimental environments for the simulation study.
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Figure 3.6: Block diagram of a position-controlled motor implemented in the pendulum.
the position-controlled motor. With this control, the dynamics (3.6) can be rewritten as follows:
(Iall + Iload)θ¨ +Bθ˙ = τp+ τg+ τm (3.51)
τg = −(marm+mload)gl f sin(θ) (3.52)
where Iload is an inertia of the load, and Iall includes the inertia of the arm sub-assembly, a rotor of
the motor, and a reduction gear.
Five simulations were conducted with four different weights as follows:
[ω1,ω2] = [10−3,106], [2.5 ·10−1,106], [5.0 ·10−1,106], [102,106] (3.53)
These weights were determined, aligning the number of digits of costs Jext and Jap. The ﬁfth
condition was the control condition in which a discrete state stayed in q1. In all simulations, the
decision vectors were initially set as:
η = 2 ·15×1 (3.54)
z = 3Patm ·16×1 (3.55)
The parameters of the optimization problem (3.29) applied in this study are shown in Table 3.1.
Simulation Results
Computational time solving the optimization problem under the four conditions were 720, 600,
230, 630 seconds, respectively. Table 3.2 shows the computed energy costs Jext and Jap under
the optimal conditions, which are deﬁned in (3.26) and (3.27), respectively. Note that the control
condition was computed by including additional constraints (ηNA(1) = 10.0 and ηNA(2), ηNA(3),
ηNA(4), ηNA(5) = 0.0), assuming that the AP2A never switched to q2 (i.e., passive mode). The
optimal solutions η∗,z∗ to each condition were:
η∗1 = [1.0,3.0,3.8,1.5,0.7]
T (3.56)
z∗1 = [1.0,1.0,1.0,1.0,1.0,1.0]
TPatm (3.57)
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Table 3.1: Parameters of the numerical model in Fig 3.5
Params (unit) Value Params (unit) Value
l0 (m) 3.60 ·10−2 r (m) 3.00 ·10−2
Aa (m2) 2.85 ·10−4 Ab (m2) 2.53 ·10−4
Ar (m2) 3.22 ·10−5 L (m) 7.56 ·10−2
R (J/(kgK)) 2.87 ·102 T (K) 2.93 ·102
Patm (Pa) 1.01 ·105 Psupply (Pa) 7.09 ·105
N 1.86 ·102 Kt (Nm/A) 1.14 ·10−1
Kp (Nm/rad) 1.60 ·101 l f (m) 3.00 ·10−1
θ0 (rad) 1.05 f (Hz) 1.00 ·10−1
Iall (kgm2) 4.23 Iload (kgm2) 2.69 ·10−1
B (kgm/s) 2.43 ·101 marm (kg) 3.24 ·10−1
mload (kg) 2.97 g (m/s2) 9.81
Table 3.2: Computed costs in the simulation study
No Weight Conditions [ω1,ω2]
Assist [10−3,106] [2.5 ·10−1,106] [5.0 ·10−1,106] [102,106]
Motor Jext (102(Nm)2s) 2.64 2.63 2.15 1.71 1.25
Exo Jap (10−4kg) N/A 0.0 0.0 0.23 2.95
η∗2 = [0.0,10.0,0.0,0.0,0.0]
T (3.58)
z∗2 = [1.0,1.0,1.0,1.0,1.0,1.0]
TPatm (3.59)
η∗3 = [0.0,10.0,1.0,0.0,0.0]
T (3.60)
z∗3 = [2.0,1.0,1.0,1.0,1.0,1.0]
TPatm (3.61)
η∗4 = [0.0,2.8,7.1,0.0,0.1]
T (3.62)
z∗4 = [6.5,1.7,5.1,1.0,5.0,2.3]
TPatm (3.63)
Units of η were reported in seconds. Fig. 3.7 to Fig. 3.10 show the assistive torque τp produced
by the AP2A under the optimal condition (3.57), (3.59), (3.61), and (3.63), respectively. The left
and right ﬁgures indicate the torque changes in scaled-time s and in time t, respectively. Dotted
colored lines suggest the timing at which transitions occurred, and the lines in the left and right
ﬁgures correspond to each other. Notice that, as shown in Fig. 3.2, the AP2A is modeled as a device
that starts and ends its assistance in q1 (i.e., no-assist mode). The assistive torque is, accordingly,
equal to zero in s ∈ [0,1) and s ∈ [4,5] in all the ﬁgures.
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(a) In scaled-time s. (b) In time scale t.
Figure 3.7: Assistive torque simulated under the optimal condition η∗1 and z
∗
1.
(a) In scaled-time s. (b) In time scale t.
Figure 3.8: Assistive torque simulated under the optimal condition η∗2 and z
∗
2.
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(a) In scaled-time s. (b) In time scale t.
Figure 3.9: Assistive torque simulated under the optimal condition η∗3 and z
∗
3.
(a) In scaled-time s. (b) In time scale t.
Figure 3.10: Assistive torque simulated under the optimal condition η∗4 and z
∗
4.
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3.4 Discussion
The proposed control framework optimizes two variables, η and z, based on the weight factor ω1
and ω2. Table 3.2 indicates how the weight conditions effect to the cost of Jap as well as Jext . For
the long-term usage of the AP2A, it is essential to reduce the consumption of the supply air. By
weighting the energy cost Jap with ω2, the proposed framework provides the optimal result which
saves the supply air. Accordingly, the cost Jap was zero under the ﬁrst weight condition. The vector
z∗1 in (3.57) indicates the AP2A did not use any supply air but replaced the air in the chambers with
the atmosphere during switching. This replacement is also indicated in Fig. 3.7a, which indicates
changes of the torque in scaled time-series s. In the ﬁgure, the assistive torque was modiﬁed to be
zero at the beginning of each switching timings due to the replacement. The other variable η1∗
was not modiﬁed effectively from the initial condition, as indicated in (3.56). Fig. 3.7b suggests
that the assistive torque was modiﬁed several times by replacing the air in chambers. The cost Jext
was equal to the cost under the control condition (i.e., no-assist condition). It means that the torque
provided by the AP2A under the ﬁrst weight condition did not assist the pendulum’s movement.
Function as Passive Devices to Save Energy
The switching timings η were modiﬁed by taking the cost of the pendulum Jext into considera-
tion. Under the second weight condition (i.e., [ω1,ω2] = [0.25 ·10−1,106]), the switching timings
η2 were modiﬁed to (3.58) and Fig. 3.8b. Table 3.2 shows that the cost Jext decreased by 18%
compared with that of the ﬁrst condition while maintaining the cost Jap to be zero. The air in the
chambers was replaced with the atmosphere (i.e., not with the supply air) during switching under
the second condition, as suggested in (3.59). Under the ﬁrst condition, chamber pressures could
not provide the pendulum with the assistive torque effectively, being modiﬁed at each switching
timing. By optimizing the switching timings η under the second condition, the control framework
had the AP2A stay in the passive mode during t ∈ [0,Tend) to provide the user with assistance
effectively.
The function of the AP2A under the second condition was equivalent to a mechanical, nonlin-
ear spring. The proposed control framework had the capability of modifying the chamber pressures
(i.e., τp) three times in s ∈ [1,4). Since the number of switching times was preset (N = 4), e1 and
e3 were enabled once, and e2 was enabled twice. The AP2A was thus able to take three different
passive modes in which the actuator worked as a mechanical spring with different stiffness and
equilibrium. Under the second condition, the controller discarded these two chances and switched
only once at the beginning of the task to save the energy by working as a mechanical spring, as
shown in Fig. 3.8b. Thanks to this decision, the AP2A could store initial potential energy of the
load to elastic energy by compressing the air in the chamber (i.e., increasing Pa). Accordingly, the
assistive torque shows the positive value in s ∈ [2,3) to provide the pendulum with assistance.
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Function as Active/Passive Device to Enhance Assistance
The proposed framework can also be applied to reduce the energy consumption of the external
power source at the expense of the supply air. The framework enables the AP2A to provide the
assistive torque as much as possible by further weighting the cost Jext . The larger ω1 becomes,
the larger the proportion of the cost Jext to the total cost J will be. The ﬁrst column of Table 3.2
suggests that the two costs are different by six orders of magnitude due to differences of units (i.e.,
(Nm)2s and kg). The supply air starts to be used when the two costs are in the same order under the
third condition. The chamber pressures z∗3(3) in (3.61) indicates the AP2A used the supply air to
provide more assistance, however, the switching timings η3∗ were not modiﬁed from those under
the second condition η2∗ as indicated in (3.58) and (3.60). Fig. 3.9a also indicates these numerical
results, as the assistive torque τp was modiﬁed to be about 1Nm at s = 1. Table 3.2 suggests that
the cost Jext decreased along with a slight increase in the cost Jap under the third condition.
The fourth condition was regarded as the case which neglected the cost of the AP2A, Jap. In
contrast to Fig. 3.9b, the control framework started to utilize the chances to switch passive modes
by optimizing η4 as well as z4. The pressures in each chamber (i.e., z4) were tuned by switching
the modes to optimize the assistive torque τp. Accordingly, the magnitude of the assistive torque
τp was increased by switching to the next mode if the assistance was not sufﬁcient, which can be
conﬁrmed in the transition at s = 1 (i.e., around t = 0.0 second in Fig. 3.10b). Besides, excessive
assistance could be reduced by switching to the next passive mode at s = 2 (i.e., around t = 3.0
seconds in Fig. 3.10b). It can be conﬁrmed that the cost Jext under the fourth condition becomes
the minimum among other conditions while Jap shows the largest value among others.
From the above, the proposed framework could balance the competing goals for reducing
the energy consumption and delivering suitable assistance, by optimizing the chamber pressures z
during transitions and the switching timings η .
Limitations
One of the limitations of the numerical method applied to the optimal control problem in (3.29)
was found to be slow. In this study, the indirect method was utilized to solve the optimization
problem. This method may not be suitable if the plant is modeled as a highly nonlinear system.
Recent studies suggest direct methods may solve the problem faster and more robust, which solve
it as a nonlinear optimization problem and do not compute the ordinary differential equations such
as the costate equations (3.36). These faster and more robust methods need to be investigated
further with the existing optimization method.
3.5 Summary
A control framework was introduced as a high-level controller of an assistive system with the
AP2A engaging in a repetitive, load manipulation task. A mathematical model of the system was
described with hybrid systems, which included no-assist and passive (i.e., assist) modes as well as
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the model in Fig. 1.10. This chapter focused on the formulation of optimal control parameterization
problem to search for the optimal pressures z of the AP2A and switching timings η to minimize
the energy consumption of the system. These pressures and switching timings can be provided as
a reference to the low-level controller in chapter 2.
The simulation study was conducted with a numerical model of a pendulum to evaluate the
performance of the control law obtained as the solution of the optimal control problem. A cost
function of the problem included energy consumed by the AP2A (i.e., amount of the supply air)
and the pendulum (i.e., a joint torque produced by a motor) with weight factors. By weighting
the cost of the AP2A Jap, the proposed framework tuned the switching timings η effectively to
assist the pendulum passively without any supply air consumption while reducing the joint torque
by 18%. On the other hand, by weighting the cost of the pendulum Jext , the proposed framework
enabled the AP2A to reduce the motor torque actively by more than half at the expense of the
supply air. From these results, the proposed framework has the potential to balance the competing
goals of minimizing the energy consumption of the devices while maximizing the user assistance
under the speciﬁc condition.
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Chapter 4
Veriﬁcation Test of Active/Passive Switching
Control Framework
4.1 Chapter Overview
This chapter describes experiments with a pendulum emulating human elbow joint to validate per-
formance of an Active/Passive Pneumatic Actuator (AP2A) conﬁrmed in chapter 3. In particular,
this experimental study focuses on the validation of passive assistance (i.e., assistance staying in
passive mode). A simpliﬁed model expressed with hybrid systems is introduced to solve the opti-
mal control problem discussed in section 3.2 efﬁciently. Section 4.3 describes a simulation study
with the introduced model to search for reference pressures. Section 4.4 explains experiments with
the pendulum to validate the effects of the passive assistance provided by the AP2A. Experimental
results suggest that passive assistance could improve the energy efﬁciency of the pendulum as well
as the AP2A.
4.2 System Identiﬁcation of Pendulum
Fig. 4.1 and 4.2 show an overview of the experimental setup and its schematic diagram, respec-
tively. It utilizes the same concept, as shown in Fig. 3.1 and 3.5. A geared motor was placed in
the middle of the system, which controlled the arm movements by transmitting a torque τm with
a belt. A pneumatic cylinder working as the AP2A was connected to a geared motor by another
transmission belt. A pneumatic force produced by the AP2A in passive mode (i.e., q2 in Fig. 3.2)
was expected to reduce the motor torque to save energy of a power supply. In order to modify
dynamics around a rotational joint, a load was attached to an arm of the pendulum. Connectors
of the belts (orange circles in Fig. 4.2) were identical so that the joint angles/torques between the
connectors are assumed to be identical. Note that a direction of rotation was reversed from Fig. 3.5.
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Figure 4.1: Experimental setups.
Figure 4.2: Schematics of the experimental setups in Fig. 4.1.
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Linearized System Model for Identiﬁcation
The system model described in section 3.2 is applicable to the pendulum. However, model pa-
rameters need to be identiﬁed to conduct a simulation and to design controllers for experiments.
Detaching the pneumatic actuator and a load from the system, a frequency response analysis was
conducted to identify the damping coefﬁcient B in (3.6). The dynamics identiﬁed in the experiment
is expressed as follows:
Iθ¨ +Bθ˙ = NKti+ τg (4.1)
I := N2Irot + Ig+ Iarm (4.2)
where θ is a joint angle of the pendulum, N is a reduction gear ratio, Irot , Ig, Iarm are the inertia of
a rotor, a gear, an arm sub-assembly, and Kt is a torque constant. Without a load, the gravitational
torque τg was assumed to be small and neglected in this analysis. The system is thus rewritten as
the linear, second-order ordinary differential equation.
Experimental Setups
Experimental setups for the system identiﬁcation are shown in Fig. 4.1. A joint angle θ was
measured by an encoder (US Digital, MA3-A10). A DC geared motor (Maxon, EC60ﬂat with
GP52C) with a dedicated motor driver (Maxon, Escon50/5) was introduced to produce a torque
τm by current control. Simulink Real-Time was introduced to control the motor of the arm. The
current i used in the experiments were also logged by Simulink Real-Time. The system ran on the
laptop with MATLAB 2016b.
Fig. 4.1 also shows setups for the AP2A used for further experiments described in section 4.4.
A 0.75 inch bore, 3 inch stroke cylinder (Bimba, SR-043-D) was implemented with a potentiome-
ter measuring a rod position l. The valve array consisted of two 5-port solenoid valves (SMC,
SY7340-5GZ). An air compressor with a regulator provided the cylinder with compressed air.
Three pressure sensors (Omega, PX40-100G5V) were utilized to measure the supply pressure and
pressures in the chambers (i.e., Psupply, Pa, and Pb). A microcontroller (Nucleo F746ZG, STM)
sampled pressure sensors and the potentiometer and logged the data on a laptop via serial commu-
nication. The start timings of the microcontroller and Simulink Real-Time were synchronized.
Experimental Conditions for System Identiﬁcation
Nominal parameters in (4.1) and (4.2) are shown in Table 4.1. A frequency response analysis was
conducted to identify the parameters in (4.1). The motor driver was operated in a current control
mode, and sinusoidal signals with multiple frequencies were input to the driver as a reference of
the current i in (4.1). Due to the mechanical constraints of the experimental setups, the frequencies
f were determined as follows:
f = 0.05, 0.08, 0.1, 0.2, 0.4, 0.5, 0.8, 1.0, 1.2, 1.5
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Table 4.1: Nominal parameters of a geared motor in Fig. 4.1
Params (unit) Value Params (unit) Value
Irot (kgm2) 1.21 ·10−4 Ig (kgm2) 1.73 ·10−6
Iarm (kgm2) 3.89 ·10−2 N 1.86 ·102
Kt (Nm/A) 1.14 ·10−1 − −
where the unit of f was hertz (Hz). 30 cycles of steady-state responses were collected via Simulink
Real-Time at 2000Hz for each frequency. The magnitude and phase delay of the measurement data
were computed based on the reference inputs. Those parameters were estimated by lsqnonlin
solver, and frd function was utilized to draw a Bode plot. Those functions were used in MATLAB
2016b.
Experimental Results & Discussion
Fig. 4.3 shows the Bode diagram according to the experimental results of the system identiﬁcation.
Blue lines with crosses indicate the experimental results. Red lines with dots were obtained by
ﬁtting parameters of the linearized second-order model in (4.1) to the results. The model G(s) was
estimated as follows:
G(s) :=
Θ(s)
I(s)
=
4.8
s2+5.75s
(4.3)
According to Table 4.1, the nominal inertia I and the numerator of the model G(s) (i.e., NKt) are
computed as follows:
I = 4.23, NKt = 21.2 (4.4)
With this nominal inertia I, the empirical model G(s) is expressed as:
G(s) =
NKt
Is2+Bs
=
20.3
4.23s2+24.3s
(4.5)
There is only a slight difference (ca. 5%) between nominal and empirical values of the numerator
(i.e., NKt) by comparing (4.4) and (4.5). Based on this observation, the damping factor B in the
model is determined as 24.3 kgm/s and the value is utilized in the following simulation study and
experiments.
4.3 Simulation Study
Modeling of a Pendulum with AP2A
A numerical model of the pendulum with the AP2A is shown in Fig. 4.4, modiﬁed from Fig. 3.2.
Considering of passive assistance provided by the AP2A, the number of switching time N is set to
be 2 in this study. The edge e2 is thus neglected in Fig. 4.4 compared to Fig. 3.2. Since motions of
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Figure 4.3: Bode plot obtained through the identiﬁcation process.
Figure 4.4: Simpliﬁed numerical model based on Fig. 3.2, focusing on passive assistance.
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the pendulum can be controlled, the passive assistance is assumed to begin and end at t = 0,Tend in
this simulation study and the following experiments, respectively. A hybrid automation H of the
model is expressed as follows; Q : q1,q2, X : (4.6), f : (4.13),(4.14), Init : (4.7), Dom : (4.15),
E : (4.16), G : (4.17),(4.18), Re : (4.20),(4.21).
Two discrete modes (i.e., the no assist and passive mode) were considered (i.e., q1 and q2) in
the model. A continuous state vector x ∈ R5 and the initial state Init(q1,x(0−)) are expressed as:
x(t) := [θ , θ˙ , l,Pa,Pb]T (4.6)
x(0−) := [θ0,0, l0+ rθ0,Patm,Patm]T (4.7)
where x(0−) is the left limits of x at t = 0 (i.e., the state just before a transition), l is a rod position
of a pneumatic actuator, Pi are pressures in the chamber i, θ0 and l0 are the initial angle and rod
position, and Patm is atmospheric pressure (=101 kPa), respectively. Each parameter is shown in
4.2, and note that a relation between the joint angle and the rod position is deﬁned as follow:
l := l0+ rθ (4.8)
where r is a radius of the connectors.
The dynamics around the rotation axis in Fig. 4.2 is expressed in the same way as (3.6):
Iall θ¨ +Bθ˙ = τp+ τg+Nτm (4.9)
Iall := N2Irot + Ig+ Iarm+ Iload (4.10)
τp = (−PaAa+PbAb+PatmAr)r (4.11)
τg = −mgl f sin(θ) (4.12)
where Iload is an inertia of the load, τp, and τg are the torque provided by the AP2A, and the
gravitational torque. The assistive torque τp is deﬁned in (3.2) and (3.3). However, the direction of
the torque is reversed as shown in Fig. 4.2. The constant, damping coefﬁcient B is the parameter
identiﬁed in the previous section. Note that m (:= marm+mload) is the mass of the arm-assembly
marm and other external loads mload . The dynamics f in discrete modes are thus written with (3.1),
(3.9), (3.10), and (4.9) as follows:
x˙= f (q1,x,d)
=
⎡
⎢⎢⎢⎢⎣
θ˙
(−Bθ˙ + τp+ τg+Nτm)/Iall
rθ˙
0
0
⎤
⎥⎥⎥⎥⎦
(4.13)
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x˙= f (q2,x,d)
=
⎡
⎢⎢⎢⎢⎣
θ˙
(−Bθ˙ + τp+ τg+Nτm)/Iall
rθ˙
−Pal˙/l
Pbl˙/(L− l)
⎤
⎥⎥⎥⎥⎦
(4.14)
where the input d is replaced with the motor torque Nτm, and L is a stroke of the cylinder. Note
that the processes occurring in the chambers are assumed to be isothermal [69]. Domains of q1
and q2 are common and expressed as:
Dom(q1) = Dom(q2) := {x ∈ R5|x≤ x≤ x} (4.15)
where x := [0,−∞,0,Patm,Patm]T is the lower bound and x := [0.7π,∞,L,Psupply,Psupply]T is the
upper bounds of the state.
One of the main differences between Fig. 4.4 and Fig. 3.2 are edges and guards. The model
in Fig. 4.4 has two edges, and these edges are deﬁned as follows:
Edge := {e1,e3}= {(q1,q2),(q2,q1)} (4.16)
Guards are set based on time t to enable the edges:
G(e1) := {t ∈ R | t = t1 = 0} (4.17)
G(e3) := {t ∈ R | t = tN = Tend} (4.18)
where N = 2 and Tend is an end time of a given task. Corresponding reset maps in Fig. 4.4 are
deﬁned as follows:
xφ (t) := [θ , θ˙ , l]T (4.19)
φ1(xφ ,z) := [xTφ ,z(1),z(2)]
T (4.20)
φ2(xφ ) := [xTφ ,Patm,Patm]
T (4.21)
where z ∈ R2 is the only decision vector as an initial condition of chamber pressures, Pa(0+),
Pb(0+). This vector determines an assistive torque τp provided by the AP2A in q2 (i.e., passive
mode) according to (4.11). The lower and upper bounds of the vector are deﬁned as:
z≤ z≤ z (4.22)
where z= [Patm,Patm]T and z= [Psupply,Psupply]T .
Problem Formulation
A task in this study was assumed to simulate tasks in factories, as a monotonous, repetitive, heavy
load manipulation that is one of the major tasks achieved by industrial robots. An enormous
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number of studies have been conducted on the design of motion controllers in this ﬁeld since 1980s
[121, 122, 123]. However, in order to align with the numerical analysis conducted in chapter 3,
the motor torque τm was simpliﬁed to be a sum of a gravity compensation term and the output of
proportional control, as described in (3.48) to (3.50). The desired trajectory θd is assumed to be
the repetitive load manipulation so that it was expressed as a sinusoidal wave:
θd(t) := θ0(1.5+ cos(2π f t)) (4.23)
where f is a frequency of the motion.
Assuming a given task for a period Tend , a cost function is deﬁned to minimize motor torque
as discussed in section 3.2:
J(z) :=
∫ Tend
0
L(x(t | z))dt =
∫ Tend
0
(Nτm)2 dt (4.24)
Note that the desired trajectory in (4.23) is repetitive. For computational efﬁciency, a single period
of the task is considered in this study (i.e., Tend = 1/ f ).
The whole problem is thus expressed as follows:
min
z
J(z) (4.25a)
s.t.
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x0−x(0) = 0, (4.25b)
x˙− f (q,x) = 0 (4.25c)
g(x,z) = 0 (4.25d)
h(x,z)≥ 0 (4.25e)
The equations correspond as follows: Cost: (4.25a) → (4.24), Initial value: (4.25b) → (4.7), ODE
model: (4.25c) → (4.13), (4.14), and constraints: (4.25d) → (4.20), (4.21) and (4.25e) → (4.15),
(4.22), respectively.
Solution and Implementation
The cost (4.24) is implicit to decision variables z. The problem was solved as an optimal parameter
selection problem [119], and the same approach was introduced in this study. The derivation/proof
of the method is not shown here as it is not the objective of this study.
The gradients of the cost functional J with respect to z are expressed as follows [119]:
∂J
∂z
= λT (t+0 | z)
∂x(t+0 | z)
∂z
+
∫ t f
t0
∂Hx(t | z),λ (t | z))
∂z
dt (4.26)
where t+0 , t f are the right limit of initial time and the terminal time, which are identical to 0,Tend ,
respectively. The costate vector λ ∈ R5 of the system is derived as a solution of the backward
initial-value problem:
λ˙ (t) =−∂H
∂x
, λ (Tend) = 0 (4.27)
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Hamiltonian of the system H in (4.26) is described as follows:
H = L(x(t | z))+λT f (q,x) (4.28)
However, the Hamiltonian is not explicit with respect to z in this problem as shown in (4.24). Thus,
(4.26) can be simpliﬁed as:
∂J
∂z
= λT (t+0 )
∂x(t+0 | z)
∂z
= λT (0+)
∂x(0+ | z)
∂z
(4.29)
The problem was solved in MATLAB 2016b installed in a laptop (Intel Core i-5, RAM 8GB).
The derivatives (5.24) were computed as follows: compute the costate trajectory backward in time
t ∈ [0,Tend] with (5.25), and then calculate a partial derivative of (5.17) with respect to z. The
cost (5.22) was computed as follows: compute the state trajectory forwards in time t ∈ [0,Tend]
with (5.10) and (5.11), and then calculate the integral in (5.22) with the trajectory and given z.
ODE45 solver was utilized to compute the state and costate trajectories, and the number of steps
was 200. The trapezoidal rule was applied for the integral computation with the same step size.
fmincon solver (internal point method) was used to solve the optimization problem (5.23) based
on the computed gradient.
Initial values of the decision vector were set as mean of its lower and upper bounds:
z0 = 0.5(z+ z) (4.30)
In this study, the supply pressure Psupply was set at 5Patm. Tasks were assumed to be modiﬁed by
changing the frequency f in (4.23), and simulations were conducted under f = 0.1,0.3Hz. Note
that Table 4.1 and 4.2 show the parameters of the pendulum used in this study.
Table 4.2: Parameters of the numerical model of the system in Fig. 4.2
Params (unit) Value Params (unit) Value
θ0 (rad) 0.26 l0 (m) 3.78 ·10−2
Iload (kgm2) 3.84 ·10−2 B (kgm2/s) 2.43 ·101
Aa (m2) 2.85 ·10−4 Ab (m2) 2.53 ·10−4
Ar (m2) 3.22 ·10−5 r (m) 3.00 ·10−2
marm (kg) 3.24 ·10−1 mload (kg) 2.97
l f (m) 3.00 ·10−1 L (m) 7.56 ·10−2
Patm (Pa) 1.01 ·105 Psupply (Pa) 5.07 ·105
Kp (Nm/rad) 1.60 ·101 f (Hz) {1.00,3.00} ·10−1
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Simulation Results
The computational time was less than 5 seconds under each condition. The optimal solution z∗ to
the problem (4.25) were:
z∗ | f=0.1 = [0.103,0.472]T ·106 = [1.0,4.7]TPatm (4.31)
z∗ | f=0.3 = [0.224,0.506]T ·106 = [2.2,5.0]TPatm (4.32)
The optimal solutions and the initial conditions (4.30) are shown in Fig. 4.5a and 4.6a. Fig. 4.5a
and 4.6a show contours of the cost J in (4.24). Blue dotted lines indicate the range of chamber
pressures. Fig. 4.5b and 4.6b show the array of computed cost with brute-force search by gridding
the constraints of each decision variable (4.22) into 10 equal sections. Costs under the optimal
solutions J∗ and the control condition J0 (i.e., no assistance) were as follows:
[J∗,J0] | f=0.1 = [118,232] (4.33)
[J∗,J0] | f=0.3 = [260,314] (4.34)
The costs J0 are shown in Fig. 4.5b and 4.6b as ﬂat, transparent surfaces.
Fig. 4.7 shows the simulation results in different coordinate systems. The axes are a pneumatic
force Fp in (3.3) and stiffness K of the AP2A at the initial position. This transformation was
computed as follows [106]:[
Fp
K
]
=
[ −Aa Ab
Aa/(L− x3(0)) Ab/x3(0)
]
z+
[
PatmAr
0
]
(4.35)
Note that z is the decision vector as the initial conditions of chamber pressures, Pa(0+), Pb(0+).
Dotted blue lines in Fig. 4.7 indicate the range in the transformed coordinate systems. Fig. 4.8
shows a relation between the assistive torque and the joint angle. A solid blue and orange lines
show the stiffness curves under the different frequencies ( f = 0.1 and 0.3Hz), respectively. Solid
black lines are linear approximations of the curves.
4.4 Experimental Validation
Experimental Conditions & Data Analysis
The frequency f of the desired trajectory θd in (4.23) was set to be 0.1 and 0.3Hz in the same
way as the simulation study. There were 10 pressure conditions which modiﬁes passive assistance
provided by the AP2A, including the control condition (no assistance provided by the AP2A).
These 10 conditions were determined based on the simulation study. Considering of the contour
and the optimal condition in Fig. 4.5a, the chamber pressure Pa was set as Patm, and Pb was modiﬁed
around the optimal condition when the frequency was set to be 0.1Hz. In the other condition
(i.e., f =0.3Hz), Pa was modiﬁed around the optimum, while Pb was set around Psupply based on
Fig. 4.6a.
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(a) Contour of cost J and the minimum. (b) Cost functions J and J0.
Figure 4.5: Simulation results ( f =0.1Hz).
(a) Contour of cost J and the minimum. (b) Cost functions J and J0.
Figure 4.6: Simulation results ( f =0.3Hz).
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(a) Results of Fig. 4.5a. (b) Results of Fig. 4.6a.
Figure 4.7: Simulation results of Fig. 4.5a and 4.6a in different coordinate systems.
Figure 4.8: Stiffness curves and linear approximation computed in the simulation study.
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In the experiments, the arm with an external load was lifted manually to the initial joint angle
θ0. The chamber pressures Pa and Pb were then modiﬁed, and the chambers were sealed after
the modiﬁcation. When all the initial conditions were set, the motor was actuated to follow the
desired trajectory θd in (4.23). The experimental data (i.e., each state in x and the motor current i)
were obtained in the steady-state. 7 cycles of the motion data were collected under each pressure
condition. The cost in (4.24) was computed as follows:
J =
∫ Tend
0
(Nτm)2 dt =
∫ Tend
0
(NKti(t))2 dt (4.36)
Note that Tend is a period of the task and is dependent on the experimental condition (i.e., 1/ f ).
An average of the experimental motor current i was used to compute the cost (4.36). A polynomial
function of degree two was designed according to the computed costs, which was the minimum
bounding plane that lay on the top of the costs [109]. Figures were created using plot3, surf,
and contour functions in MATLAB 2016b.
Experimental Results
The pressure conditions which indicated the minimum costs J∗ in the experiments were:
z∗ | f=0.1 = [0.082,0.366]T ·106 = [0.81,3.61]TPatm (4.37)
z∗ | f=0.3 = [0.171,0.448]T ·106 = [1.69,4.42]TPatm (4.38)
Empirical costs under the minimum condition J∗ and the control condition J0 (i.e., no assistance)
were as follows:
[J∗,J0] | f=0.1 = [214,462] (4.39)
[J∗,J0] | f=0.3 = [68,138] (4.40)
All of the experimental conditions and corresponding costs are shown in Fig. 4.9 and 4.10. Black
plots in those ﬁgures represent 10 pressure conditions conﬁrmed in the experiments. Red plots
were the pressure condition which indicated the minimum cost among others. Fig. 4.9a and 4.10a
show contours of the estimated polynomial function. The costs J0 are shown as ﬂat, transparent
surfaces in Fig. 4.9b and 4.10b. The experimental costs Jˆ under the optimal pressure conditions in
(4.31) and (4.32) were estimated by the developed polynomial function as follows:
Jˆ | f=0.1 = 260 (4.41)
Jˆ | f=0.3 = 102 (4.42)
4.5 Discussion
Validation of Computational Search Method for Passive Assistance
The global minimum of the optimal control problem in (4.25) was able to ﬁnd with the gradient
method. Fig. 4.5a and 4.6a show the solution to the problem obtained by the gradient method.
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(a) Contour of estimated experimental cost J. (b) Estimated experimental cost function J and J0.
Figure 4.9: Experimental results ( f =0.1Hz).
(a) Contour of estimated experimental cost J. (b) Estimated experimental cost function J and J0.
Figure 4.10: Experimental results ( f =0.3Hz).
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Fig. 4.5b and 4.6b provide intuitions of the optimization. Fig. 4.5 and 4.6 suggest that the solver
was able to ﬁnd the global minimum in the range of (4.22). The gradient in (4.26) was well
computed and able to search for the minimum with fmincon solver. Note that the problem
seemed to be a constrained convex problem in the range of (5.19), as shown in these ﬁgures. The
solution was thus found to be the global optimum in this problem. However, it may be required to
combine the gradient method with other searching methods such as Genetic Algorithm to ﬁnd the
global optimum if cost functions become complicated.
Along with the simulation study, the performance of the computational search method was
conﬁrmed throughout experiments. According to the experimental results, the minimum condition
of a chamber pressure P∗b in (4.37) was about 4.5 times larger than that of the pressure P
∗
a which
was close to Patm when the frequency was set to be 0.1Hz. A ratio of P∗b to P
∗
a reduced to 2.6 in
the other condition (i.e., f =0.3Hz), as P∗a increased to about 1.5Patm in (4.38). The same trends
were conﬁrmed in the results obtained from the simulation study. Ratios of P∗b to P
∗
a in (4.31)
and (4.32) were about 5 and 2.3, respectively. The optimal condition in the simulation study and
the minimum pressure condition found in the experiments were slightly different as suggested in
(4.31) and (4.37). One of the reasons being that there were errors between a numerical model and
experimental setups as the model neglected several nonlinear effects. However, estimated costs Jˆ
in (4.41) and (4.42) were smaller than the cost without any assistance (i.e., J0 in (4.39) and (4.40)).
This fact suggests that, regardless of errors between the numerical model and the physical plant
(i.e., the pendulum), the amount energy consumed by the motor (i.e., the cost J) could be reduced
to perform the required tasks by modifying chamber pressures of the AP2A based on solutions of
the optimal control problem. Thus, the computational search method successfully found references
of chamber pressures for passive assistance to reduce the energy consumption of the pendulum.
The computational method introduced in this chapter may be useful when passive assistance
is required rather than active assistance. Compared with the simulation conducted in chapter 3, the
computational time decreased from 230 to 5 seconds, while both simulation results provided the
optimal pressures for passive assistance. The reason being that the number of decision variables
decreased from 11 to 2, such as (3.60) and (4.31). The computational method proposed in this
chapter can only be used for passive assistance. However, the method could solve the problem
much faster than the one proposed in chapter 3.
Analysis of Passive Assistance as Variable Stiffness Actuator
Passive assistance designed by the search method reduced the energy consumption of a pendulum
in the experimental study. It is important to understand how the AP2A assisted the pendulum to
reduce energy consumption. Dynamic responses of the AP2A in the passive mode are determined
by the chamber pressures, Pa(0+) and Pb(0+). As discussed above, ratios of P∗b to P
∗
a obtained in
the simulation studies were about 5 and 2.3 when the frequencies were set to be 0.1 and 0.3Hz,
respectively. However, these differences between Pa and Pb are not intuitive to understand the
effects of passive assistance provided by the AP2A.
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The effects of passive assistance can be analyzed from the viewpoint of the pneumatic force
Fp and stiffness K of the AP2A by introducing a transformation in (4.35). Fig. 4.7 shows the
simulation results in the transformed coordinate systems. The pneumatic force increased from the
initial conditions regardless of the frequencies. As shown in Fig. 4.8, an assistive torques τp indi-
cated positive values under both conditions. The force was utilized to produce the assistive torque
performing gravity compensation of the load. To increase the assistive torque (i.e.,the pneumatic
force) as much as possible, the stiffness K decreased to about 4 kN/m when the frequency f was
0.1Hz (Fig. 4.7a). The stiffness indicated about 6 kN/m under the other condition (Fig. 4.7b).
These differences of stiffness were conﬁrmed as slopes of the curves in Fig. 4.8. In Fig. 4.8, the
stiffness of the AP2A modiﬁed the joint stiffness Kθ (Nm/rad). These results suggest that, by
tuning the chamber pressures of the AP2A, the dynamics of the pendulum about the joint was
optimized to minimize the energy consumption. From the above, the AP2A worked as a variable
stiffness actuator to improve the energy efﬁciency of the pendulum.
Advantages of Passive Assistance
Experimental results suggest that the AP2A may be able to reduce the energy consumption of a
whole system by tuning chamber pressures appropriately. As described in (4.24), a cost J is the
amount of energy consumed by a pendulum (i.e., a motor) in a single period (i.e., 1/ f ) during a
repetitive task. For each period, the amount of energy saved by the passive assistance ΔJ can be
computed as a difference between costs with the assistance J∗ and without any assistance J0. The
energy saved by the AP2A thus increases incrementally during the repetitive task. On the other
hand, the energy consumed by the AP2A Jap was deﬁned as the amount of air consumed from the
supply power source (i.e., a compressor) as discussed in section 3.2. With this model, the AP2A
does not consume any energy in each period, as the chamber pressures are modiﬁed only once at
the beginning of the task to provide passive assistance. When the sum of the saved energy ΔJ for
each period during the task exceeds the energy consumed by the AP2A Jap, it can be said that
the AP2A reduces the energy consumption of the whole system (i.e., a pendulum and the AP2A)
compared with that of the system without any assistance.
Another advantage of the AP2A is that the effort of replacing hardware may be reduced by
implementing the AP2A. Fig. 4.7a and Fig. 4.7b show solutions to the optimization problem (4.25)
under different frequency conditions. These ﬁgures suggest that the optimal pneumatic force and
stiffness were dependent on the frequencies (i.e., task conditions). If assistive devices are devel-
oped with mechanical springs, the springs need to be replaced manually according to task condi-
tions. With the AP2A as a variable stiffness actuator, hardware setups did not have to be modiﬁed
other than chamber pressures in the experiments, while the AP2A could provide passive assistance
without modifying hardware setups.
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Limitation
There are several limitations in this study, as the performance of the AP2A and its controller were
evaluated under limited conditions. First, desired trajectories in (4.23) were designed as sinusoidal
waves with two frequencies. In general, desired trajectories of tasks are not limited to the sinusoidal
waves. Another limitation is that the number of conﬁrmed pressure condition may not be sufﬁcient
(i.e., 10 plots in Fig. 4.9a and 4.10a). As a future work, the numerical model of the hardware setups
is required to be improved, and the performance of the AP2A needs to be further veriﬁed under
various conditions.
4.6 Summary
This chapter empirically veriﬁed the performance of an Active/Passive Pneumatic Actuator (AP2A)
and its high-level controller discussed in chapter 3. A numerical model of the hardware setups (i.e.,
a pendulum) was introduced and identiﬁed its parameters in section 4.2. A simpliﬁed optimal con-
trol problem was formulated with the system model by adding constraints to the previous problem.
The constraints limited transitions between discrete modes, allowing the AP2A to provide pas-
sive assistance. A computational method was proposed to search the optimal pressures efﬁciently,
which minimizes a joint torque produced by an electrical motor under the speciﬁc condition. Ex-
perimental conditions were determined based on the simulation study, and several pressure con-
ditions were veriﬁed with a pendulum in the experiments. Similar trends were conﬁrmed in the
simulation and experimental results in terms of the optimal pressures (e.g., (4.31) and (4.37)) and
cost functions (e.g., Fig. 4.5 and 4.9). Results from simulation and experimental study suggest
that energy consumed by the pendulum was reduced under the optimal condition compared with
that under the condition without assistance. From the above, by tuning the chamber pressures of
the AP2A once at the beginning, passive assistance could reduce the energy consumption of the
external power sources (i.e., a motor torque) while saving the supply air of the AP2A.
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Chapter 5
Analysis of Veriﬁcation Test with Human
Subject
5.1 Chapter Overview
Performance of an Active/Passive Pneumatic Actuator (AP2A), as well as the high-level controller,
is validated empirically in chapter 4. Experiments conducted in chapter 4 utilize a robotic system
(i.e., a pendulum), which makes it possible to model the system and to estimate its energy con-
sumption. Based on these experimental results, this chapter investigates the performance of the
AP2A as assistive devices. An Active/Passive EXoskeleton-α (APEX-α) is introduced as an as-
sistive device, which utilizes the active/passive framework [75]. Prior experimental results [74,
110] are reexamined in this chapter by gathering the knowledge acquired through the simulation
study in chapter 4.
5.2 Hardware Design of Active/Passive EXoskeleton-α
Matthew et al. developed an Active/Passive EXoskeleton-α (APEX-α) in Fig. 5.1, which utilizes
the active/passive framework [75]. The hardware design of the APEX-α is brieﬂy explained in the
following paragraphs. More details can be found in references such as [74, 75]. The APEX-α is
comprised of two sub-assemblies as shown in Fig. 5.2; an arm and a backplate sub-assembly. A
cable-driven system is adopted to connect these two sub-assembly in order to limit variations of
the effective limb mass and moment of inertia. As a result, the total mass of the APEX-α is 2.54 kg
with only 0.39 kg on the user’s arm.
The arm sub-assembly is the cable-driven pulley for the elbow joint. A pair of Bowden cables
run through a ﬁxture on the pulley in opposite directions and up through a guide. Crimps at the
ends of cables are used to secure the cable tensions. The arm sub-assembly consists of two separate
bars, and the bars are attached to the user with adjustable aluminum cuffs around the upper arm
and forearm, respectively. Thus, the rotation axis of the pulley is aligned with the user’s elbow
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Figure 5.1: User wearing the APEX-α [74].
Figure 5.2: CAD design of an arm and a backplate sub-assembly of the APEX-α [74].
joint. The backplate sub-assembly which houses the air cylinders with valves and a pulley for the
Bowden cables. Rods of the actuators are ﬁxed to one cable with a clamping mechanism. The
clamped cable winds around the stationary pulley on the backplate. The cable is then crimped to
the end of the other cable, which creates a closed-loop. Therefore, the linear translation of the rods
results in the rotation of the arm pulley via the Bowden cable.
5.3 Description of Prior Experimental Validation
Here experimental setups and conditions are brieﬂy described based on prior work [74, 110].
Subjects
Six healthy individuals (ﬁve males, one female, aged 23±3 years, bodyweight 73.8±19.44 kg,
height 1.77±0.08m) were recruited under informed consent to evaluate the performance of the
APEX-α . This experiment was approved by the Institutional Review Board of the University of
California, Berkeley (IRB: 2012-12-4872).
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Assist Conditions
The active/passive control framework was introduced for the APEX-α , which can be modeled as
Fig. 4.4. The APEX-α can remain in the passive mode without additional power consumption
while providing the assistive torque to the user. Its function in the passive mode was deﬁned by
the initial conditions of chamber pressures (i.e., Pa(0+) and Pb(0+)). For example, by selecting
the initial pressure conditions to have high stiffness around an elbow joint, the condition could im-
itate devices reducing magnitudes of physiological or pathological tremors [124, 125]. Table 5.1
shows four experimental pressure conditions, which were the combination of atmospheric pressure
(Patm) and the maximum supply pressure (Psupply), evaluating a wide pressure range of the actuator.
Fig. 5.3 describes the pressure conditions in Table 5.1. The initial pressures on ﬂexion and exten-
sion chambers (i.e., Pa(0+) and Pb(0+)) are shown on discs. Initial pressures in sealed chambers
are shown in green (Patm) and orange (Psupply). Chambers open to the atmosphere (Patm) are shown
in blue. One of the control conditions CAPEX was deﬁned as a condition activating the two-way
valves to keep the atmospheric pressures (i.e., without assistance), and the other (i.e., conditionC)
was deﬁned as a condition without the APEX-α . A test was deﬁned as a trial in each condition.
Tasks
Dumbbell curls were chosen as it concentrates exertion to muscles producing the elbow motion,
while the pronation of the wrist allowed for better ergonomic ﬁt to the exoskeleton. A curl was
Table 5.1: Assist conditions of the APEX-α [74, 110]
Pa Pb Valve
States
1 Psupply Patm Closed
Assist 2 Patm Patm Closed
Conditions 3 Patm Psupply Closed
4 Psupply Psupply Closed
Control CAPEX Patm Patm Open
Condition C N/A N/A N/A
Figure 5.3: Side view of the arm and the load in each experimental condition [74, 110].
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deﬁned by a complete ﬂexion and extension of the elbow (i.e., one repetition) with a dumbbell.
As shown in Fig. 5.4, subjects sat on a curl weight bench to exclude effects from a shoulder
joint, performing curls using their right arm at a frequency of 0.5Hz. A set deﬁned as a series
of curls continued until failure, which was determined either objectively or subjectively. Failure
was detected when subjects were not able to maintain the pace of 0.5Hz or when subjects reported
discontinuation due to muscular fatigue or discomfort. Three sets were performed with ﬁve min-
utes gap between each set in each test, in one day. Subjects were asked to perform six tests in a
randomized order corresponding to the four assist conditions and two control conditions. The six
tests were performed in two-day intervals to minimize any carryover fatigue effects between days.
Experimental Setups
Fig. 5.4 shows an overview of the experimental setups. Each subject wore the APEX-α , and an
elbow joint of the subject and the exoskeleton were aligned manually. Besides, each subject put on
active motion capture markers (Impulse X2, PhaseSpace Inc.). The curls were performed with a
dumbbell of 3.59 kg. A metronome was set at 60 bpm in each set to ensure that all subjects moved
at the desired frequency.
All subjects were asked to fully ﬂex their elbows and to hold their postures while the actu-
ators were pressurized at the beginning of each test. Chambers of the actuator were then con-
nected to an air compressor, and the chamber pressures were all once pressurized to 446 kPa (i.e.,
Psupply = 4.4Patm). According to the conditions in Table 5.1, any valves required to be opened
to the atmosphere were opened if needed. In the end, all the valves were closed to maintain the
amount of air in the chambers except the control conditions.
Figure 5.4: User performing dumbbell curls with the APEX-α in the experiment [75].
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Data Analysis & Results
Fig. 5.5a shows the number of curls measured in each set as experimental results for each test. The
investigator counted the number of performed curls and cross-checked against the motion capture
data. In Fig. 5.5a, red, green, blue boxes indicate distributions of the ﬁrst, second, and third sets
among the subjects, respectively. Three sets in the same test are plotted next to each other in order,
and the ﬁgure was plotted by boxplot function with MATLAB 2016b.
Total curl counts of each subject and each test were computed using results from the second
and third sets. Then, those total counts were normalized respectively to their corresponding test of
control conditionC to conﬁrm the effects of assistance in each test. Fig. 5.5b shows the normalized
curl count for each test. The ﬁgure was also plotted by boxplot function. Table 5.2 shows the
numerical results of Fig. 5.5b, showing mean and deviations of normalized values obtained under
each condition. These results were obtained by mean and std functions with MATLAB 2016b.
(a) Number of curl counts. (b) Normalized number of curl counts.
Figure 5.5: Experimental results in each condition shown in Table 5.1.
Table 5.2: Mean and standard deviation of results in Fig. 5.5b
Experimental Conditions
1 2 3 4 CAPEX C
1.30±0.48 0.96±0.30 0.54±0.23 0.98±0.12 0.75±0.17 1.00±0.00
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5.4 Simulation Study
A simulation study was conducted based on the experimental conditions. Compared to the simula-
tion study in section 4.3, it becomes more difﬁcult to model the external torque τext . A simpliﬁed
human elbow joint model is introduced in this study based on literature review.
System Modeling as Hybrid Systems
The model described in Fig. 4.4 is utilized in the following simulation study. Fig. 5.6 shows
another representation of Fig. 4.4. The system is expressed as follows: Q : q1,q2, X : (5.1), f :
(5.10),(5.11), Init : (5.3), Dom : (5.12), E : (5.13), G : (5.14),(5.15), Re : (5.17),(5.18). There
are two discrete modes, as shown in Fig. 4.4.
Schematics of the APEX-α is shown in Fig. 5.7. To represent the model, a continuous state
vector x ∈ R5 is deﬁned as:
x(t) := [θ , θ˙ , l,Pa,Pb]T (5.1)
(5.2)
where θ , θ˙ are the joint angle and angular velocity of an elbow joint, and l is a rod position,
respectively. The initial states Init(q1,x(0−)) is expressed as:
x(0−) := [θ0,0, l0+θ0r,Patm,Patm]T (5.3)
where x(0−) is the left limits of x at t = 0 (i.e., the state just before a transition), r is a radius of
the connector, and l0,θ0 is the offset of the rod position and the initial joint angle, respectively.
As it was described in section 3.2, dynamics around the elbow joint in this model can be
expressed as:
Iθ¨ = τp+ τg+ τh (5.4)
τp = (PaAa−PbAb−PatmAr)r (5.5)
τg = −mgl f sin(θ) (5.6)
where I is the effective inertia of the forearm and exoskeleton including external loads, τp is the
assistive torque, τg is the gravitational torque, and τh is the external torque provided by the user.
Note that m in (5.6) is the mass of the forearm including exoskeleton and external loads (i.e., mh
and mext) in this section.
Comparing (5.4) with (3.6), the damping coefﬁcient B is neglected in this model as friction
around the arm sub-assembly is small owing to the design. However, the friction caused by the
cable-transmission system was taken into consideration. The assistive torque τp is dependent on
the pneumatic forces Fp produced by each cylinder and the efﬁciency of the cable-transmission
system. With the radius of connector r, the assistive torque is modeled as:
τp := 2εFpr (5.7)
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Figure 5.6: Another representation of Fig. 4.4 in the simulation study.
Figure 5.7: Schematics of the APEX-α based on Fig. 5.2.
where ε is a force transmission efﬁciency. In the previous studies [126, 127], the transmission
efﬁciency ε was dependent on materials of the cable and the sheath (i.e., the coefﬁcient of kinetic
friction μ of these materials) as well as the wrapping angle of the cable Θ, which can be modeled
as follows:
ε = exp(−μΘ) (5.8)
In terms of the APEX-α , the wrapping angle Θ may not be constant in practice due to the user’s
shoulder movement, as shown in Fig. 5.1 and 5.4. The parameter is assumed to be constant in
this study to focus on the movement engaging one degree of freedom (i.e., elbow motions). Based
on the previous study [126], the force transmission efﬁciency ε is characterized as a ratio of the
tension after the sheath T2 to that before the sheath T1:
ε = T2/T1 (5.9)
Empirical trials were conducted to conﬁrm the relation between input torque from the pneumatic
actuator and output torque to the arm sub-assembly of the APEX-α . As a result, the coefﬁcient ε
in the system was found empirically to be 0.55 when the wrapping angle of the cable Θ was set to
be 180 deg. The value seems to be reasonable as Carlson et al. suggested that the coefﬁcient was
around 0.6 when they used a steel cable with no lining [126]. The empirical results suggested that
there was also static friction. However, it is neglected in this model. Thus, the dynamics in discrete
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modes q1 and q2 are expressed with (3.1), (3.9), (3.10), and (4.9) as follows:
x˙= f (q1,x,d) =
⎡
⎢⎢⎢⎢⎣
θ˙
(τp+ τg+ τh)/I
rθ˙
0
0
⎤
⎥⎥⎥⎥⎦ (5.10)
x˙= f (q2,x,d) =
⎡
⎢⎢⎢⎢⎣
θ˙
(τp+ τg+ τh)/I
rθ˙
−Pal˙/l
Pbl˙/(L− l)
⎤
⎥⎥⎥⎥⎦ (5.11)
where the input d is replaced with the user’s joint torque τh, and L is a stroke of the cylinder. Note
that a domain of q1 and q2 is common and it is:
Dom(q1) = Dom(q2) := {x ∈ R5|x≤ x≤ x} (5.12)
where x := [0,−∞,0,Patm,Patm]T is the lower bound of the states and x := [7/9π,∞,L,Psupply,Psupply]T
is the upper bound of the states.
The simulation model has two edges as shown in Fig. 4.4 which are deﬁned as follows:
Edge := {e1,e3}= {(q1,q2),(q2,q1)} (5.13)
Guard conditions of assistive devices are generally dependent on the sensory outputs (e.g., outputs
from an estimator [109]) to provide the users with suitable assistance. In order to separate the per-
formance of the estimator, the guards G(e1),G(e3) are enabled based on simulation time (Fig. 4.4)
as follows:
G(e1) := {t ∈ R | t = 0} (5.14)
G(e3) := {t ∈ R | t = Tend} (5.15)
where Tend is an end time of a given task. There are reset maps φ1,φ2 for each edge that includes
the initial conditions of the pressures for each discrete mode. The chamber pressures are assumed
to be tuned instantaneously during transitions. The assistive torque provided by the APEX-α in q2
depends on the chamber pressures, and it is determined by the initial conditions. A decision vector
z ∈R2 is thus set to be the chamber pressures in reset maps φ1 in Fig. 4.4 (i.e., Pa(0+) and Pb(0+))
for computing suitable assistance during dumbbell curls as follows:
xφ (t) := [θ , θ˙ , l]T (5.16)
φ1(xφ ,z) := [xTφ ,z(1),z(2)]
T (5.17)
φ2(xφ ) := [xTφ ,Patm,Patm]
T (5.18)
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The lower and upper bounds of the vector are deﬁned as:
z≤ z≤ z (5.19)
where z = [Patm,Patm]T and z = [Psupply,Psupply]T . As a physical interpretation, this vector z mod-
iﬁes the assistive torque, which may increase or decrease the user’s joint torque τh corresponding
to the dynamics in (5.11).
Problem Formulation
Modeling the user’s joint torque τh is a challenging task as it depends on the user’s intention.
In this study, the user is assumed to perform the repetitive motion (i.e., dumbbell curls) in q2
when the guard G(e1) is enabled at t = 0. Bennett et al. investigated the stiffness of an elbow
joint during cyclic, voluntary movement [128]. The study suggests that, without any loads, the
mechanical properties of the joint were compliant (≤15Nm/rad), and approximated by a quasi-
second order model. To move through its range of motion while carrying loads, a joint stability1
can be increased by co-contraction of agonists and antagonists about the joint [129]. This fact
suggests that the mechanical properties of the joint while carrying loads becomes stiffer than those
without loads accordingly. The torque τh in q2 is thus assumed to be the sum of outputs of a PD
controller with high gains (i.e., high stiffness) and a gravity compensation term of the forearm
weight, which performs the given task by following a reference θd:
τh := Kd(θ˙d − θ˙)+Kp(θd −θ)+μmhgl f sin(θ) (5.20)
where μ is an error coefﬁcient from the nominal model, Kd and Kp are constant gains representing
damping and stiffness factor of the human joint. The given task in q2 is set to be dumbbell curls,
and the desired motion is expressed as follows:
θd(t) = θ0(1+ cos(2π f t)) (5.21)
where f is the frequency of the motion according to the previous experimental conditions [74].
It is important to determine a cost function in order to optimize the decision variables z.
The authors measured assistance provided by the APEX-α during dumbbell curls by counting the
number of curls within a certain period [74]. The number of curls is assumed to be negatively
correlated with the amount of joint torques produced by the muscles (i.e., τh). This assumption
stems from the known fact that a low muscular force can be maintained longer than a high force.
It is reasonable to focus on the joint torque during a single curl to optimize the entire amount of
the torque as dumbbell curls are regarded as repetitive motions. From the above, the cost function
within a period for a single curl Tend (= 1/ f ) is deﬁned as follows:
J(z) :=
∫ Tend
0
L(x(t | z))dt =
∫ Tend
0
τ2h (t | z)dt (5.22)
1A joint stability is deﬁned in (section 2.4) of a reference [129] as ”the ability of a joint to maintain an appropriate
functional position throughout its range of motion”.
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The whole problem is expressed as follows:
min
z
J(z) (5.23a)
s.t.
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x0−x(0) = 0, (5.23b)
x˙− f (q,x) = 0 (5.23c)
g(x,z) = 0 (5.23d)
h(x,z)≥ 0 (5.23e)
The equations correspond as follows: Cost: (5.23a) → (5.22), Initial value: (5.23b) → (5.3), ODE
model: (5.23c) → (5.10), (5.11), and path constraints: (5.23d) → (5.17), (5.18) and (5.23e) →
(5.12), (5.19), respectively.
Gradient Formula for the Problem and Implementation
As well as the problem (4.25), the problem (5.23) was also solved by fmincon solver (internal
point method) in MATLAB 2016b. Gradients of the cost functional J with respect to the decision
variables z can be computed according to the prior work [119]:
∂J
∂z
= λT (0)
∂x(0+ | z)
∂z
(5.24)
The costate vector λ ∈ R5 in (5.24) is derived as a solution of the backward initial-value problem:
λ˙ (t) =−∂H
∂x
, λ (Tend) = 05×1 (5.25)
where H is Hamiltonian of the system deﬁned as:
H = L(x(t | z))+λT f (q,x) (5.26)
The costate trajectory was computed backward in time t ∈ [0,Tend] with (5.25), and the result was
multiplied with the partial derivative with respect to z to compute the gradients (5.24).
The cost (5.22) was calculated by computing the state trajectory forwards in time t ∈ [0,Tend]
with (5.11) with ODE45 solver. The number of steps was set to 200. The integral in (5.22) was
computed with the trajectory and given z. The trapezoidal rule was applied for the integral com-
putation with the same step size. Figures were created using plot3, mesh, contour functions.
The initial values were set as mean of its upper and lower bounds as follows:
z0 = 0.5(z+ z) (5.27)
Parameters implemented in the simulation are shown in the following Table 5.3.
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Table 5.3: Parameters of the numerical model in Fig. 5.7
Params (unit) Value Params (unit) Value
Patm (Pa) 1.01 ·105 Psupply (Pa) 7.09 ·105
θ0 (rad) 1.22 l0 (m) 1.10 ·10−2
r (m) 2.00 ·10−2 Ar (m2) 3.22 ·10−5
Aa (m2) 2.85 ·10−4 Ab (m2) 2.53 ·10−4
I (kgm2) 6.00 ·10−2 l f (m) 3.00 ·10−1
mh (kg) 1.50 mext (kg) 3.59
ε 5.50 ·10−1 L (m) 7.62 ·10−2
Kd (Nms/rad) 4.00 ·101 Kp (Nm/rad) 1.20 ·102
μ 9.00 ·10−1 f (Hz) 5.00 ·10−1
Simulation Results
The computational time was about 25 seconds, and the optimal solution z∗ to the problem (5.23)
were:
z∗ = [0.418,0.101]T ·106 = [4.12,1.00]TPatm (5.28)
Fig. 5.8a shows a contour of the cost (5.22) and plots under the initial and optimal conditions that
correspond to (5.27) and (5.28). Fig. 5.8b shows the array of computed costs (5.22) with brute-
force search by gridding the constraints of each decision variable (5.19) into ten equal sections.
Fig. 5.9a shows a relationship between the joint angle θ and the user’s torque τh computed by
(5.20). Fig. 5.9b shows a relationship between the angle and the computed assistive torque τexo
provided by the APEX-α during a single curl. In both ﬁgures, a solid black line represents the data
computed under the experimental condition C. Solid, red, green, and blue lines represent the data
computed under the optimal condition (5.28) and the experimental conditions 1, 3 in Table 5.1.
Table 5.4 shows computed costs (5.22) under the optimal condition (5.28) and other empirical
conditions. Table 5.5 shows the costs under condition C divided by that of each condition in
Table 5.4.
5.5 Discussion
Test Validation
Fig. 5.5a shows the results of every set in all tests observed from all the subjects. A general trend
can be conﬁrmed that the number of curls decreased by repeating the sets. Comparing median val-
ues, it can also be conﬁrmed that decreases between the ﬁrst and second sets were more signiﬁcant
than those between the second and third sets. On the other hand, the standard deviations of the
second and third sets among the subjects were signiﬁcantly lower than that of the ﬁrst set for all
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(a) Contour of cost J and the minimum. (b) Cost function J in (5.22).
Figure 5.8: Simulation results as a solution to the problem (5.23).
(a) Human joint torque. (b) Assistive torque provided by the AP2A.
Figure 5.9: Stiffness curves during a curl under the optimal and other conditions.
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Table 5.4: Computed costs by (5.22) for experimental conditions
Experimental Conditions
Opt 1 2 3 4 CAPEX C
151 151 193 230 178 213 213
Table 5.5: Costs JC divided by each cost in Table 5.4
Experimental Conditions
Opt 1 2 3 4 CAPEX C
1.41 1.41 1.10 0.93 1.20 1.00 1.00
tests. These results suggest that the initial test was assumed to have variability. Based on these
observations, the results of the ﬁrst set were neglected as they may not be suitable to evaluate the
performance of the APEX-α which is designed for long-term use in daily lives. Besides, each sub-
ject’s curl counts were normalized to the corresponding test of control condition C, as reductions
of curl counts were dependent on the subjects. The results in Fig. 5.5b and Table 5.2 are discussed
as experimental results for further discussion.
Validation of Simulation Study for Optimality
As a simulation result shown in (5.28), assist condition 1 can be said to the optimal condition. Al-
though a performance index of the experiments (i.e., the number of curls) was different from that
of the simulation study (i.e., the user’s joint torque), it is speculated that the better the APEX-α
assisted the user in the experiments, the more the number of curls increased. Now the empirical
result under assist condition 1 is compared with those under the other three modes (i.e., 2,3,4).
Fig. 5.5b suggests that the largest normalized number of curls was observed under the assist condi-
tion 1. This result suggests that the APEX-α provided the best assistance under the assist condition
1 among other conditions, which was identical to the simulation result. Therefore, it can be said
that the optimal condition could be found through the simulation study.
Validation of Assistance with APEX-α
The experimental study suggests that the APEX-α could adapt to the user’s task by optimizing
the initial pressures with the proposed control framework. When an assistive device is not opti-
mized, the user’s performance may degrade by wearing the device. For example, comparing the
results of two control conditions (i.e., CAPEX and C) in Fig. 5.5b, the normalized number of curls
decreases when subjects just wore the APEX-α . This result is most likely due to the low transmis-
sion efﬁciency caused by frictions of Bowden cables, as described in (5.9). However, the median
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value observed in condition 1 was larger than one, which is the value for the control condition
C. The mean value of assist condition 1, including an outlier in Fig. 5.5b, was found to be 1.30.
These results suggest that the APEX-α was able to provide the subjects with assistance improving
performances of dumbbell curls in the experiments while compensating effects of the frictions.
As is the case with Fig. 5.5b, Table 5.2 indicates its quantitative results. All conditions except
condition 3 were able to assist the user appropriately (i.e., increasing the number of curls compared
to the control condition CAPEX ). As a physical interpretation of Table 5.2, the assistive torque
τp produced under condition 1 helped the user with ﬂexing their elbow joints. Since Pa(0+) is
larger than Pb(0+), the APEX-α started to provide a positive assistive torque. It can be said that
the subjects were assumed to have a lighter load during dumbbell curls under condition 1, and
accordingly, the subjects could save some amount of their joint torques required to achieve the
task. From this point of view, it is reasonable that the ratio of the cost JC to the cost J1 in Table 5.5
becomes larger than one, as the APEX-α reduces the user’s joint torque (i.e., the cost J in (5.19)).
Fig. 5.9a obtained from the simulation study suggests that the user’s torques τh were decreased
under the optimal and the condition 1 compared to the torque under the condition C. The APEX-
α is assumed to have provided a positive assistive torque in the experiments as suggested in the
simulation results Fig. 5.9b under the optimal and condition 1. Fig. 5.9b also supports discussion in
previous chapters that the APEX-α can tune its dynamic properties (e.g., stiffness) in the passive
mode just by modifying the initial chamber pressures.
Aside from the optimal assistance, the median value observed under condition 2 was almost
equal to one. Chamber pressures under the condition 2 saved the amount of air from a supply pres-
sure source, as the condition was identical to atmospheric pressure (i.e., Pa(0+) = Pb(0+) = Patm).
The APEX-α did not consume any air from the compressor under this experimental condition.
Based on these observations, it is interesting to note that the frictions were compensated just by
closing the two-way valves of the APEX-α in the same way as the results discussed in section 3.4.
Notice that Table 5.1 shows that the only difference between condition 2 and the control condition
CAPEX was the valve states. When the valves were kept open, pressures did not change in both
chambers of the AP2A. By closing the valves, the AP2A worked as a nonlinear spring, which
enabled the AP2A to store potential energy of the load during extension and to convert the energy
to kinetic energy as assistance during ﬂexion. Besides, it is important to mention that only a little
amount of supply air was consumed at the beginning of every pressure condition. The compressor
can thus be replaced by a portable cartridge system, and the devices could be suitable for long-term
operation used in daily life. From the above discussion, the APEX-α has the potential to function
as a mechanical spring that can adapt to the user’s task.
Comparison between Simulation and Experimental Results
A similar tendency can be conﬁrmed in numerical and experimental results. When comparing Ta-
ble 5.5 with Table 5.2, the best performance can be conﬁrmed under condition 1 (1.30 in Table 5.2
and 1.41 in Table 5.5, respectively). The worst performance can be conﬁrmed under the same
assist condition 3 in both simulation and empirical results (0.93 and 0.54, respectively), as it is the
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only condition that is assumed to resist the subject’s motion. Note that the performance index of
the simulation study in Table 5.5 was different from that of the experiments in Table 5.2. As men-
tioned above, the values in Table 5.2 indicate the normalized number of curls in the experiments.
Instead, the values in Table 5.5 show the normalized, squared user’s joint torque during a single
curl. It is speculated that the more the number of curls increased, the better the APEX-α assisted
the user in the experiments. It means that the number of curls decreases if the user is required
to produce more joint torque in each curl due to insufﬁcient/exceed assist torque provided by the
APEX-α . The amount of the squared user’s torque during a single curl is thus assumed to be neg-
atively correlated with the number of curl in the experiments. However, there is still no meaning
to compare the magnitudes of the values in Table 5.2 with those in Table 5.5. If a function that
indicates a relation between the user’s joint torque and the number of curls is discovered, it may
support and reinforce the discussion above.
Limitation
There are several limitations in terms of experimental conditions and the simulation. First, the
performance of the APEX-α was only conﬁrmed when the task was set to be dumbbell curls. It
is required to validate the performance of the device in other tasks/movements if the APEX-α is
aimed to use in daily life. Second, curl counts were only used as an index to evaluate the perfor-
mance of the APEX-α . It may be also important to consider the effects on a shoulder joint and/or
a low back as well as the elbow joint. Third, some experimental results were not able to explain
with the simulation study. For example, some subjects did not improve their performance under
the optimal assist condition (i.e., assist condition 1), as shown in Fig. 5.5b. One of the reasons
may be that individual differences were not taken into consideration in the simulation. A human
kinematic and dynamic modeling [130, 131] will be developed in conjunction with improving the
accuracy of the simulation study.
5.6 Summary
This chapter analyzed the prior experimental study [74, 110], utilizing a control framework pro-
posed in chapter 4. An Active/Passive EXoskeleton-α (APEX-α) was introduced as the hardware
design that utilizes an Active/Passive Pneumatic Actuator (AP2A). The prior experimental condi-
tions and the results were described brieﬂy in the following section. A simulation study was con-
ducted to analyze the effects of passive assistance in the experiments. A mathematical model of
the APEX-α was described with the friction caused by the cable and the sheath. Besides, a human
joint torque was modeled based on the knowledge from prior work. An optimal control problem
was formulated and solved in the same way as chapter 4 in order to search the optimal pressures for
suitable assistance of the APEX-α . Experimental results suggested that the AP2A could improve
the users’ performance (i.e., increased the number of curls) under the optimal pressure condition.
Other similar trends were also conﬁrmed between the experimental and the simulation results by
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comparing 5.2 with 5.5. From the above, the proposed high-level controller of the AP2A may be
useful for assistive devices to ﬁnd suitable assistance under speciﬁc conditions.
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Chapter 6
Intention Estimation using Bio-signals
6.1 Chapter Overview
This chapter introduces a framework to design a binary classiﬁer with surface electromyography
(sEMG) for the assistive devices. Performance of an Active/Passive Pneumatic Actuator and its
high-level controller are validated with a pendulum and human subjects in chapters 4 and 5. In
terms of the high-level controller in Fig. 4.4, there is an assumption that the pendulum starts and
ﬁnishes its task at time t = 0 and Tend , respectively. This assumption is no longer satisﬁed when
assistive devices are used in daily lives.
This chapter proposes a framework for assistive devices such as an exoskeleton to develop a
sEMG classiﬁer that detects the assistive timing. Based on the experimental condition in chapter 5,
this sEMG classiﬁer aims to detect if its user performs dumbbell curls or not. The framework
reduces the number of tasks to collect training data before using the devices. Experiments are
conducted to validate the performance of the classiﬁer, and results suggest that the classiﬁer can
detect the assist timing accurately.
6.2 Classiﬁcation Framework with Less Training Data
Concepts of Proposed Classiﬁcation Framework
Surface electromyography (sEMG) is one of the most popular bio-signals to estimate human mo-
tions. It is natural to select physiological signals related to muscular activation in order to classify
the movements. In this study, the movements are classiﬁed into two classes; movements with and
without a load. Larger joint torques are required to achieve the movements with the load (i.e.,
dumbbell curls) compared to those without the load. Muscles are largely activated to produce
large joint torques, as the muscles are actuators of the human body. Spatiotemporal summation of
the muscular activation can be measured as sEMG with appropriate sensors. The upper ﬁgure in
Fig. 6.1 conceptually indicates differences of sEMG conﬁrmed in the movements with and without
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Figure 6.1: Difference of classiﬁers designed by the ANN and the proposed framework.
a load. In the ﬁgure, sEMG under loaded/ unloaded muscular states are shown in blue and white
circles. These plots are assumed to show a trend according to the above discussion.
The lower ﬁgures in Fig. 6.1 outline differences of classiﬁers designed by an artiﬁcial neural
network (ANN) and a proposed framework. Dotted red lines suggest threshold functions designed
by each algorithm to classify these muscular states. Since the ANN is designed for any inputs
to develop a function that classiﬁes several data, all the data are required to train the ANN. For
example, the ANN requires two different training data to solve the binary classiﬁcation problem in
Fig. 6.1, which is deﬁned as S and ¬S. S are training data obtained during a repetitive load-lifting
motion (i.e., blue circles in Fig. 6.1). ¬S are training data except the data obtained in the condition
of S (i.e., white circles as unloaded muscular states). Based on the data S and ¬S, the ANN can ﬁnd
a function as a threshold that classiﬁes these two data. On the other hand, the proposed framework
utilizes the data ¬S to develop the threshold function. As discussed above, the sEMG data in this
problem are assumed to show a trend. Based on this assumption, the threshold function is set to be
the minimum bounding plane that lies on all the observed data in the unloaded muscular state (¬S).
The use of prior knowledge may enable the device users to reduce procedures to obtain training
data S while the function classiﬁes S and ¬S as well as the function designed by the ANN.
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Sensors and Tasks for Collection of Training Data
The performance of the proposed framework depends on the choice of training data ¬S. The data
¬S in Fig. 6.1 only include sEMG. However, measurable data are not limited to the sEMG signals.
Based on the Hill muscle model, a joint angle and the angular velocity are utilized as training
data in addition to sEMG. The muscle model can be divided into an active contractile element and
passive elastic elements [132]. A muscular force Fce produced by the active contractile element
can be expressed as follows:
Fce = f (l, l˙)a (6.1)
where f (l, l˙) is a function of a muscular length and contraction velocity, and a is series of neural
signals which activate the muscle. However, this muscular length l and contraction velocity l˙ can
not be measured from the body surface. Considering of an analogy between the ﬂexor/extensor
muscle groups and the elbow joint dynamics, the above three parameters Fce, l and l˙ are assumed
to be related to the joint torque τh, the joint angle θ , and the angular velocity θ˙ , respectively. Then,
(6.1) can be modiﬁed as follows:
τh ≈ fh(θ , θ˙) · sEMG (6.2)
Note that sEMG is assumed to be a spatiotemporal summation of the neural signal a. Based on
this assumption, sEMG is expected to show a larger value with ﬁxed θ , θ˙ when the user is in the
loaded muscular state compared to the unloaded state.
Tasks for obtaining training data ¬S determine the performance of classiﬁers as well as the
classiﬁer designed by the proposed framework. The binary classiﬁer in this problem is required
to distinguish the loaded/unloaded muscular states. With the proposed framework in Fig. 6.1, it
is reasonable to obtain training data ¬S which indicate the largest sEMG in order to improve the
classiﬁcation accuracy. Based on (6.2), sEMG has a positive relation with joint torques τh. sEMG
is expected to have a positive relation with angular acceleration and shows the largest value during
the fastest motion. Thus, the task to obtain the training data is decided to be the motion without a
dumbbell at the highest frequency (i.e., the fastest motion).
6.3 Experimental Validation
Subjects
A cohort of three healthy individuals (three males, mean age 26.3 years) was recruited under in-
formed consent to evaluate the performance of the classiﬁer developed by the proposed framework.
This experiment was approved by the Institutional Review Board of the University of California,
Berkeley (IRB: 2012-12-4872).
Experimental Conditions for Collection of Training Data
Frequencies of the task were determined empirically, conﬁrming that all subjects were able to
perform elbow ﬂexion and extension using the full range of motion. The fastest motion was set to
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be at 1.0Hz to obtain training data (i.e., ¬S) in this experiment. On the other hand, a frequency for
testing data during a repetitive motion with a dumbbell of 3.59 kg (i.e., the loaded muscular state)
was deﬁned at 0.25Hz. Based on the frequency, the other frequencies for testing data obtained in
the unloaded muscular state were determined at 0.25 and 0.5Hz. Summarizing the experimental
conditions, subjects performed elbow ﬂexion and extension using the full range of motion 5 times
in each of the conditions in Table 6.1. Fig. 6.2 shows a subject’s motion during the experimental
task (iv). A metronome was used to ensure subjects moved at the desired frequency during the
experiments. Subjects were asked to be relaxed and perform naturally so as not to co-contract their
muscles intentionally.
Data Collection
An overview of the experimental setup is shown in Fig. 6.3. Each subject wore the devices on their
right arm. All sensors used in the experiment were connected to a PC for synchronized sampling.
MYO (Thalmic Labs [133]) were used to measure sEMG in this experiment. MYO consists of
eight dry sEMG electrodes. One of the electrodes placed on the top of biceps by locating MYO
on the upper arm, as shown in Fig. 6.3. sEMG was sampled at 50Hz providing eight channels of
8-bit, with the data transferred to the computer via Bluetooth. Note that, in terms of quantitative
Table 6.1: Experimental conditions for each task
Tasks
(i) (ii) (iii) (iv)
Frequency (Hz) 0.25 0.5 1.0 0.25
Load (Dumbbell) × × × ©
Used as Test Data? © © × ©
Used as Training Data? × × © ×
Figure 6.2: Elbow ﬂexion and extension performed by subjects during the experimental task (iv).
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Figure 6.3: Overview of the experimental setups.
sEMG analysis, it is important to follow the guidelines (e.g., [134]) to certify several conditions,
such as the sampling rate and placements of electrodes. MYO did not have enough sampling rate
(i.e., up to 200Hz) for the analysis, and it was not suitable to place its electrodes properly to target
muscles. However, the aim of this experimental study was not focusing on sEMG analysis such as
signal processing. The aim was to validate the performance of the sEMG classiﬁer designed by the
proposed framework. Thus, a simple wireless measurement device, MYO, was introduced in this
experiment, which has been exploited in the ﬁelds of assistive devices [135]. A 3D printed device
with a potentiometer measured an elbow joint angle during experiments. The potentiometer was
aligned with a rotation axis of the subject’s elbow. A voltage of the potentiometer was sampled by
a micro-controller (Arduino Leonardo) at 50Hz. A resolution of the angle was found to be 0.3 deg.
Data Processing and Analysis
The Euclid-norm of eight sEMG signal from MYO was calculated, and the ﬁfth order moving
average ﬁlter was then applied to the norm for smoothing. The measurement noise in the angular
data was removed using the third-order low-pass Butterworth ﬁlter with cut-off frequency at 4Hz
(MATLAB 2016b). The angular velocity was estimated from the ﬁltered joint angle by discretiza-
tion.
According to the proposed framework in section 6.2, an algorithm to design the threshold
function was interpreted into the following constrained optimization problem:
min
Θ
J(Θ) =
m
∑
i=1
1
2m
(h(Θ,x(i))− y(i))2 (6.3a)
s.t.
{
h(Θ,x(i)) = X (i)Θ (6.3b)
h(Θ,x(i))≥ y(i) (6.3c)
where m is the size of training data, x(i) ∈ R2 is the ith sample from the training data for the joint
angle and angular velocity, y(i) ∈ R is the ith sEMG sample, Θ is the coefﬁcients of the function,
and h(Θ,x(i)) is a polynomial function in the two variables with the coefﬁcients. The joint angle
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and angular velocity were used as features in this study since these two parameters were assumed
to be related to sEMG as explained in (6.2).
The dimensions of Θ and X (i) are dependent on the degree of polynomial function h(Θ,x(i)).
The degree of polynomial h(Θ,x(i)) was varied from zero to three to compare the classiﬁcation
accuracy with different orders as described in section 6.4. For example, if h(Θ,x(i)) is a polynomial
function of degree two, then Θ ∈ R6, and X (i) ∈ R1×6 can be expressed as follows:
X (i) = [1,θ (i), θ˙ (i),θ (i)θ˙ (i),(θ (i))2,(θ˙ (i))2] (6.4)
The optimization problem was solved by fmincon solver in MATLAB 2016b. The initial values
for the coefﬁcient vector were all set to be one.
To compare the performance of the proposed framework with a popular classiﬁer, an artiﬁcial
neural network (ANN) was introduced to classify the loaded/unloaded muscular states. Two tests
were conducted to conﬁrm the performance of the ANN in this study. For the ﬁrst test, as a
conventional manner, the test data obtained in tasks (i.e., tasks (i), (ii), and (iv) in Table 6.1) were
applied to Neural Pattern Recognition (nprtool, NN Toolbox in MATLAB 2016b) as Inputs. A
two-column vector for Targets was deﬁned appropriately to indicate the loaded/unloaded muscular
states (i.e., S and ¬S). The number of hidden neurons was set to be ten. 70% of Inputs were used
for Training, and 15% for Validation, 15% for Testing, respectively. The initial settings were
utilized to set these parameters. The classiﬁcation results in TestCon f usionMatrix were shown as
results in the next section.
For the other tests, training data obtained in the task (iii) were applied as Inputs (i.e., only
the data obtained for the unloaded muscular state were provided to train the ANN). A two-column
vector for Targets was deﬁned to indicate all the data were obtained for the unloaded muscular
state (i.e.,¬S only). The number of hidden neurons, the percentages of Training, Validation, and
Testing were set as same as the ﬁrst test. Additional tests with a new set of data were conducted
in the evaluation phase. In this phase, test data obtained in the tasks (i), (ii) and (iv) were applied
as Inputs. The vector for Targets was deﬁned appropriately to indicate loaded/unloaded muscular
states. The results inCon f usionMatrix were shown as results in the next section.
Accuracy, precision, recall, and F-measure were calculated based on the classiﬁcation results.
Based on a conventional manner, the loaded/unloaded muscular states were set as positive/negative
in true condition, respectively. With this notation, precision is the proportion of the data truly posi-
tive in the data predicted as positive (i.e., the proportion of the data actually obtained in the loaded
muscular state among the data classiﬁed as the loaded muscular state). Recall is the proportion of
the data predicted as positive in the data truly positive (i.e., the proportion of the data classiﬁed as
the loaded muscular state among the data obtained in the loaded muscular state). F-measure shows
the harmonic mean of precision and recall and indicates the performance of the classiﬁcation func-
tion.
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Results
Validation of Experimental Data for Comparison
Fig. 6.4 shows processed experimental data of one subject. Red, yellow, magenta and green plots
represent the data obtained from the task (i) to (iv) in Table 6.1, respectively. Fig. 6.4a shows the
experimental result plotted in three-dimensional space (joint angle/angular velocity/sEMG) during
ﬁve repetitions of the subject’s elbow ﬂexion and extension. Fig. 6.4b shows a projection of the
three-dimensional space into the two-dimensional plane (joint angle/angular velocity). It can be
noticed that the subject performed the motions at different frequencies as explained in Table 6.1,
as each plot suggests different sizes of minor axis (i.e., magnitudes of the angular velocity) of
ellipses. The other two subjects showed similar performance to the subject shown in Fig. 6.4.
Classiﬁcation Results
Fig. 6.5 shows the experimental data of Fig. 6.4 with black planes which indicate different degrees
of polynomial functions developed by the proposed framework. From Fig. 6.5a to Fig. 6.5d, each
graph shows polynomial functions of order zero to three, respectively. Table 6.2 shows the results
of mean values of the data for all three subjects, representing the cost, accuracy, precision, recall,
and F-measure. The costs were calculated by (6.3a) for each function. As described in section 6.2,
these black surfaces lie on all the training data (i.e., magenta) in the three-dimensional space.
Note that, as a graphical interpretation, points above the black plane were classiﬁed as the loaded
muscular state. Table 6.3 shows the classiﬁcation results of classiﬁers designed by the ANN and
the proposed framework. The ﬁrst two-column describes the ANN trained in the ﬁrst and the
second tests (details in section 6.3), and the last column indicates the proposed framework (the
polynomial function of degree two, Fig. 6.5c).
6.4 Discussion
Classiﬁcation Performance of Proposed Framework
According to Table 6.2, the performance of the proposed framework was dependent on the degree
of a polynomial function in (6.3). A polynomial of degree zero had the highest mean precision
of 1.00, and all the test data obtained in the unloaded muscular states were classiﬁed correctly.
This result suggests that the polynomial was equal to the maximum sEMG value observed in the
training data when a degree of a polynomial function was zero. As discussed in section 6.2, the
training sEMG data are assumed to be larger than testing sEMG data in unloaded muscular states.
Thus, all the test data obtained in the unloaded muscular states were smaller than the polynomial
(i.e., the black plane) regardless of frequencies, as shown in Fig. 6.5a. However, it misclassiﬁes
about half of the test data in the loaded states, as recall shows only 0.479.
The proposed framework developed polynomials in different orders to increase recall. It can
be conﬁrmed in Table 6.2 that increasing the degree of polynomials increased recall and decreased
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(a) In three-dimensional space. (b) Projection of Fig. 6.4a.
Figure 6.4: Experimental relations of three features collected in all the tasks.
(a) Degrees of zero. (b) Degrees of one.
(c) Degrees of two. (d) Degrees of three.
Figure 6.5: Experimental data with different degrees of polynomial functions as thresholds.
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Table 6.2: Performance of each function designed by the proposed framework
Degree of the polynomial function
0 1 2 3
Cost 3.52 ·103 1.11 ·103 8.79 ·102 6.93 ·102
Accuracy 0.793 0.952 0.957 0.935
Precision 1.00 0.984 0.944 0.889
Recall 0.479 0.894 0.952 0.957
F-measure 0.633 0.937 0.946 0.921
Table 6.3: Comparison of performance of two algorithms
Algorithm
ANN Proposed
Task (i) © × ×
Used as Task (ii) © × ×
Training Data Task (iii) × © ©
Task (iv) © × ×
Accuracy 0.996 0.656 0.957
Measure Precision 1.00 0.00 0.944
for Analysis Recall 0.991 0.00 0.952
F-measure 0.995 0.00 0.946
precision. However, a polynomial function of degree three may not necessarily be the best clas-
siﬁer. The reason is that F-measure, a harmonic mean of precision and recall, decreased above
the degree of two. The polynomial function of degree three had the best ﬁt to data obtained in
the unloaded muscular state, as shown by the smallest mean costs in Table 6.2. Therefore, the
polynomials above the degree of two were assumed to be overﬁtting functions to training data.
Fig. 6.5 suggests visually that increasing the degree of polynomials deformed shapes of func-
tions intricately within the ellipse composed of the training data shown in Fig. 6.4. Above all, a
quadratic function had the highest mean accuracy and F-measure according to Table 6.2, and thus,
the quadratic function was taken to be the optimal function for this classiﬁcation problem.
Comparison with Artiﬁcial Neural Network
Table 6.3 shows the classiﬁcation results of the ANN and the proposed framework. The experi-
mental data obtained in the tasks (i), (ii), and (iv) were used as testing data to compute the results.
When the ANN was trained in a conventional manner (i.e., the ﬁrst column in the ANN in Ta-
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ble 6.3), then the performance of the ANN was better than the proposed framework. However, the
performance reversed when the number of tasks was reduced (i.e., less training data) to train the
classiﬁer designed by the ANN (i.e., the second column in the ANN in Table 6.3). The precision,
recall, and F-measure of the ANN were all zero, and these ﬁgures suggest that the function was not
able to predict positive at all. It suggests that all data were classiﬁed as the unloaded muscular state
as there was no training data obtained in the loaded muscular state, i.e., task (iv). This result sup-
ports the known fact that the ANN requires training data which include both positive and negative
data (i.e., data obtained in loaded and unloaded muscular states) in order to improve performance.
Therefore, the proposed framework could design a better classiﬁer compared to the ANN though
less training data are available (i.e., the third column in Table 6.3).
Limitation
The number of subjects and experimental conditions were not sufﬁcient to validate that the pro-
posed framework can be utilized in daily living. More experiments need to be conducted over
different loading conditions, motions, and individuals. The effects of muscle fatigue on the recov-
ered classiﬁer also need to be determined.
6.5 Summary
This chapter proposed a framework to design a classiﬁer for assistive devices to detect assistive
timing of a load-lifting task (i.e., dumbbell curls). The framework could design the binary sEMG
classiﬁer, which required fewer tasks to collect its training data compared to an artiﬁcial neural
network (ANN). The proposed framework developed a polynomial function that lay on top of the
training data collected in the unloaded muscular state at the highest frequency.
The performance of the framework was validated through experiments. A quadratic poly-
nomial was found to be optimal among the other three different polynomials developed by the
proposed framework. The proposed framework could design the classiﬁer with the optimal poly-
nomial, which achieved a high accuracy (i.e., 95.7%) with fewer number of tasks to train the
classiﬁers. The performance of the optimized classiﬁer was compared with the ANN which was
trained with data obtained from several tasks. The results suggested that the classiﬁer was found to
be comparable to the ANN in this problem (i.e., 95.7% and 99.6%). From the above, the proposed
framework may be useful for assistive devices to detect the assistive timing while reducing the
efforts of the users.
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Chapter 7
Conclusion
7.1 Concluding Remarks
This dissertation investigated technical issues in the development of intelligent assistive devices
for daily living. Demands for the devices and state-of-the-art technologies in the related ﬁeld were
discussed in chapter 1, where the assistive devices were modeled as the Cyber-Physical-Systems
(CPS). One of the limitations of the CPS model was the disregard of energy efﬁciency, which
is a critical issue in the development of assistive devices for daily living. To address this issue,
literature reviews were conducted from the viewpoint of three main components of the CPS model;
actuators, controllers, and sensors with estimators. This dissertation contributed to improving three
components in the development of energy-efﬁcient, assistive devices.
Design and Control of Variable Stiffness Actuators with Pneumatic Systems
Chapter 2 introduced an Active/Passive Pneumatic Actuator (AP2A) whose stiffness (i.e., mechan-
ical impedance) can be actively modiﬁed according to the desired values1. Several actuators, such
as series elastic actuators and pneumatic actuators, have been investigated for effective physical
human-robot interaction. These actuators can modify their mechanical characteristics at the ex-
pense of energy from external power sources (e.g., electrical batteries). Passive components, such
as springs and elastic bands, do not require any energy. However, their mechanical characteristics
are not able to change without manual replacements. The AP2A has advantages of both active
and passive components, which consists of an air cylinder and an array of solenoid valves. The
AP2A neither assists nor disturbs external forces applied to a rod when both chambers are open
to the atmosphere (i.e., the no-assist mode in Fig. 3.2). A reaction force produced by the cylinder
can be modiﬁed by sealing chambers with valves after tuning air pressures. Once the chambers
are sealed, the cylinder reacts to the external forces passively as a mechanical spring without any
energy consumption (i.e., the assist mode in Fig. 1.10 or the passive mode in Fig. 3.2).
1These works were published in [105, 106].
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Chapter 2 introduced two controllers that utilize these characteristics of the AP2A. Experi-
mental results suggest that the model-based, switching controller enabled the AP2A to function
as a mechanical spring with desired stiffness and equilibrium. A model-free controller was inves-
tigated in parallel with the model-base controller to modify the stiffness and equilibrium without
the identiﬁcation of complex, nonlinear models of the air mass ﬂow. Thus, this dissertation con-
tributed to characterizing the AP2A that can modify its mechanical characteristics with less energy
consumption.
Control Strategies for Variable Stiffness Actuators
Chapter 3 introduced a high-level controller which outputs the desired stiffness and equilibrium
(i.e., desired chamber pressures) of the AP2A as a reference2. Most of the controllers developed
in prior work focus on assistance under a speciﬁc condition (e.g., gait assistance). A control
framework proposed in Fig. 1.10 has the potential to handle multiple tasks carried out in daily
activities. This framework is applied to the AP2A, as the low-level controller can handle both
no-assist and assist modes with the valves. This dissertation investigated the assist mode for a
load-lifting task (e.g., dumbbell curls). Optimal control problems were formulated in chapters 3,
4, and 5, searching for a reference that is optimized for the task in terms of the energy efﬁciency
while maintaining task performance.
In chapter 3, a simulation study was conducted with a numerical model of a pendulum with
a load to evaluate the performance of references obtained as the solutions to the optimal control
problem. A cost function of the problem included energy consumed by the AP2A (i.e., amount
of supply air) and the pendulum (i.e., a joint torque produced by a motor) with weighting factors.
When the cost of the pendulum had a signiﬁcant weighting factor, the controller designed a refer-
ence that reduced the motor torque by tuning pressures actively at the expense of the supply air.
On the other hand, the controller designed a reference that tuned the AP2A to assist the pendulum
passively with less energy consumption when the cost of the AP2A had a signiﬁcant weighting
factor. From the simulation results, this dissertation contributed to developing a control structure
of the AP2A to balance the competing goals of minimizing the energy consumption of the AP2A
while maximizing the assistance.
The performance of passive assistance was further investigated with the pendulum and an
exoskeleton in chapters 4 and 5. Chapter 4 described experiments with the pendulum, which is
generally concise and straightforward to model and analyze the performance of the whole sys-
tem compared to the system including human subjects. Chapter 5 introduced an Active/Passive
EXoskeleton-α (APEX-α), which utilized the AP2A [74]. Experimental results obtained in prior
work [74, 110] were reexamined along with numerical analysis based on chapter 3. These ex-
perimental results and analysis indicated that the reference designed for passive assistance could
improve the energy efﬁciency of the AP2A as well as the task performance of the pendulum and
2These works were published in [107, 108].
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the human subjects. Thus, this dissertation contributed to validating performance of the controller
of the AP2A in application to the pendulum and the APEX-α .
A Task Classiﬁer for Assistive Timing Detection
Chapter 6 introduced a framework to design a classiﬁer for assistive devices to detect changes in
users’ behavior for assistive timing3. When the assistive devices with the high-level controller in
Fig. 1.10 are utilized in daily life, the controller requires guards G which enable transitions from
no-assist to assist mode and vice versa. In other words, the control framework needs an estimator
(i.e., a classiﬁer) to detect assistive timing from sensory feedback signals.
Several estimators have been investigated with machine learning (ML) algorithms. These
algorithms with signal processing techniques make assistive devices recognize and classify patterns
of physiological signals (e.g., surface electromyography). These ML algorithms require training
data obtained through several procedures to improve the performance of the classiﬁer. Chapter 6
introduced a framework that reduces the number of procedures to develop the classiﬁer without
degradation of the performance. Experiments were conducted to validate the performance of two
classiﬁers that were developed by the proposed framework and the artiﬁcial neural network. The
experimental results suggested that the performance of the classiﬁers was found to be equivalent
to each other. Thus, this dissertation contributed to developing an estimator as guards of the high-
level controller.
7.2 Open Issues
As discussed above, this dissertation made a signiﬁcant contribution to the development of intelli-
gent assistive devices. However, there are several open issues. A few of them are discussed in the
following paragraphs.
Analysis of Active Assistance
A simulation study in Chapter 3 indicated that the high-level controller could design a reference
for passive assistance to save energy of the AP2A (e.g., Fig. 3.8 and 3.9). The performance of
the passive assistance was further investigated in experiments, as described in chapters 4 and 5.
In chapter 3, the high-level controller could also generate a reference for active assistance (e.g.,
Fig. 3.10), which reduced a motor torque by tuning pressures actively at the expense of supply air.
Since active assistance utilized all the chances (i.e., N = 4 in the simulation study) to switch the
modes, chamber pressures were modiﬁed three times, as shown in Fig. 3.10b. When the number of
switching times is increased, the reference may differ from the result shown in Fig. 3.10. Further
simulation analysis, as well as experimental validations, are required to validate the performance
of active assistance.
3This work was published in [109].
CHAPTER 7. CONCLUSION 112
Increase of the Number of Assist Modes
The performance of the high-level controller was evaluated under limited experimental conditions.
Two discrete modes (i.e., no-assist and assist modes) were considered in this dissertation as shown
in Fig. 1.10. In particular, a task in the assist mode was set to be a repetitive load manipulation
such as dumbbell curls. As stated above, the proposed framework in Fig. 1.10 has the potential to
handle multiple tasks. The number of tasks (i.e., assist modes) needs to be increased to develop
intelligent assistive devices for daily living. In each task, experiments are required to validate the
performance of an augmented high-level controller with several indexes, which can estimate the
energy consumption or the metabolic cost, such as maximal oxygen consumption (VO2max).
Validation with Human Subjects
In chapter 5, the performance of the high-level controller was conﬁrmed with young, healthy sub-
jects (aged 23±3 years) by reexamining experimental results from prior work [74, 110]. These
results suggested that the control framework and the assistive device with the AP2A (i.e., an Ac-
tive/Passive EXoskeleton-α) may be useful in workplaces such as assembly lines to remedy mus-
cular fatigue or to prevent injuries during load-lifting tasks. However, further experiments need
to be conducted with the elderly and people with disabilities in order to proof the performance
as assistive devices. Human modeling techniques also need to be investigated in parallel with
these experiments, which represent the physical abilities of individuals. The human models can be
implemented as constraints of the optimal control problem to prescribe assistive devices that are
suitable for each individual.
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