This paper presents a method to perform likelihood-based inference in nonlinear dynamic equilibrium economies. This type of models has become a standard tool in quantitative economics. However, existing literature has been forced so far to use moment procedures or linearization techniques to estimate these models. This situation is unsatisfactory: moment procedures suffer from strong small samples biases and linearization depends crucially on the shape of the true policy functions, possibly leading to erroneous answers. We propose the use of Sequential Monte Carlo methods to evaluate the likelihood function implied by the model. Then we can perform likelihood-based inference, either searching for a maximum (Quasi-Maximum Likelihood Estimation) or simulating the posterior using a Markov Chain Monte Carlo algorithm (Bayesian Estimation). We can also compare different models even if they are nonnested and misspecified. To perform classical model selection, we follow Vuong (1989) and use the Kullback-Leibler distance to build Likelihood Ratio Tests. To perform Bayesian model comparison, we build Bayes factors. As an application, we estimate the stochastic neoclassical growth model.
Introduction
This paper presents a method to undertake likelihood-based inference in nonlinear dynamic equilibrium models. We show how the use of simulation methods allows us to estimate the structural parameters of the model (those describing preferences and technology) and to perform model comparison. Both task can be implemented either from Bayesian or from a classical perspective.
During the last two decades, dynamic equilibrium models have become the standard tool in quantitative economics. However, and despite their widespread use, there has been a discussion about what is the best procedure to select values for the model structural parameters, with numerous economist moving away from formal inference tools.
Part of the reason behind the reduction in the use of explicit statistical methods might have been the limitations of available tools. The existing literature has been forced to use either moment procedures 1 or linearization techniques 2 to estimate nonlinear dynamic equilibrium economies. This situation is unsatisfactory. Moment procedures may suffer from strong small samples biases and as limited-information methods, may not use efficiently all the existing information. Linearization techniques depend crucially on the shape of the true policy function being accurately approximated by a linear relation. But even in this case, linearization deals poorly with the responses of the economy to big shocks and it might induce spurious dynamics 3 .
The main obstacle stopping the move towards full likelihood-based inference is the difficulty in evaluating the likelihood function implied by a nonlinear dynamic equilibrium economy. In fact, beyond a few particular cases 4 , the literature has not proposed procedures to evaluate the likelihood function. The different types of moment methods avoid the problem moving away from full information approaches to inference. Linearization renounces to evaluate the true likelihood function of the model and concentrates, instead, in the likelihood of an associated, more tractable, linear problem. We propose the use of Sequential Monte Carlo methods to solve this problem. We describe how simple techniques can be fruitfully applied to simulate and evaluate the likelihood function implied by the nonlinear solution of a dynamic equilibrium economy. To do so we borrow from a growing literature on nonlinear filtering mainly developed outside economics (see the seminal paper by Gordon, Salmond and Smith (1993) and the review of the literature in the recent book by Doucet, de Freitas and Gordon (2001) ). We adapt this know-how in a straightforward way to deal with the likelihoods of dynamic equilibrium models and we show how we get accurate and stable evaluations of the likelihood function. With these evaluations available, the door for likelihood-based inference is open, either by searching for a maximum of the function (Quasi-Maximum Likelihood estimation) or by simulating the posterior distribution of the parameters using a Markov Chain Monte Carlo algorithm (Bayesian estimation).
Being able to perform likelihood-based inference is important because of several reasons. The likelihood function is a natural and coherent framework for empirical analysis. From a more foundational perspective, the likelihood principle states that all the empirical evidence obtained from the data is contained in the likelihood function (Berger and Wolpert (1988) ). From a more applied position, likelihood-based inference is a simple way to deal with missispecified models (Monfort (1996) ). A point that sometimes seem to be easily forgotten is that all dynamic equilibrium economies are false by construction and that we need statistical theories that are built on the explicit recognition of that premise. Likelihood inference works elegant and transparently with these false models. Also we know that likelihood-based inference has both attractive asymptotic properties and good small sample behavior (see White (1994) for quasi-maximum likelihood and Fernández-Villaverde and Rubio (2001) for bayesian procedures).
Finally, and for us the most compelling reason, it is that likelihood inference lets us to compare models even if they are all the models are nonnested and misspecified. Being able to compare different competing models that try to account for the empirical observations is one of the most important task of quantitative economics and likelihood-based methods provide a complete toolbox to accomplish this goal. To perform classical model selection, we can follow Vuong (1989) and use the Kullback-Leibler distance to build Likelihood Ratio Tests. To perform bayesian model comparison, we can build Bayes factors from the output of the Markov Chain Monte Carlo undertaken to compute the posterior distribution of the parameters.
To illustrate our method we compute and estimate the benchmark dynamic equilibrium economy, the stochastic neoclassical growth model. After we solve the model nonlinearly, we estimate the model using both bayesian and quasi-likelihood methods and we perform montecarlo analysis to evaluate the efficiency of our procedure. We show that likelihoodbased inference in dynamic equilibrium economies is an efficient, simple and powerful tool to learn from the data in systematic and rigorous way. Our paper is built on an extensive literature dealing with inference on dynamic equilibrium economies. We will cite only some of the most important original contributions. As mentioned above, the literature on moment conditions, initiated by Hansen (1992) , has provided a set of different methods to estimate dynamic models that have been widely applied. Sargent (1989) first proposed to borrow from the filtering tradition to evaluate the likelihood function of dynamic equilibrium economies. However his use of the Kalman filter implied that the technique has been only able to deal with linear models. Altug (1989) , also in a linear framework, proposed to estimate the likelihood in the spectrum domain. An spectrum approach was also followed by Diebold, Ohanian and Berkowitz (1998) for estimation purposes and by Watson (1993) to compare models with data. From a bayesian perspective, DeJong, Ingram and Whiteman (2000) pioneered the Bayesian estimation of Real Business Cycles models using importance sampling. Landon-Lane (1999) and Otrok (2001) first applied the Markov Chain Monte Carlo methods to the estimation problem and Schorfheide (1999) pioneered the estimation of dynamic equilibrium economies using a the information in impulse-response functions of linearized solutions. We also built on the contributions of the literature on non-linear filtering. We however, delay the discussion of that literature until section 2.
The rest of the paper is organized as follows. In the next section we describe our general framework for likelihood-based inference and shows the different steps involved in the evaluation of the likelihood function of the model for a given set of parameter values. Section 3 uses this evaluation to performs bayesian inference. Section 4 explores quasi maximum likelihood estimation in our framework. Section 5 concludes and an appendix discuss computational details.
A General Framework for Likelihood-Based Inference
In this section we develop a general framework to estimate and compare a general class of nonlinear dynamic equilibrium models. This class includes the standard stochastic neoclassical growth model. Because of the importance of this model, the workhorse of quantitative macroeconomics, we will use it as our basic example of how to conduct likelihood-based inference.
Nevertheless we want to emphasize that our framework can be applied to a much wider set of models. Examples includes monetary cycle models (Chari, Kehoe and McGrattan (2000) or Woodford (1995 and ), asset pricing models (as in Mehra and Prescott (1985)) or public finance models (Chari, Christiano and Kehoe (1994) ) among many others.
The structure of our procedure is simple. First, for a given set of parameter values, we will compute the equilibrium of the model and obtain the associated policy functions. Since we want to conduct inference in the original model and not a related, quasi-linear approximation, we will use a nonlinear method that can deliver a solution as accurate as desired (up to the limits of floating point arithmetic). With the policy functions, we will construct the state space representation of the model. Under certain mild conditions, this state representation implies that a nonlinear filter can evaluate the likelihood function of the data at the selected parameter values. Since in most cases there will be no analytic expression for the updating scheme of the state space representation, we will use a Sequential Monte Carlo scheme to filter the data and simulate the likelihood function. Plugging this likelihood evaluation algorithm into an optimization routine or a Markov Chain Monte Carlo we will search the parameter space to perform likelihood-based inference, either maximizing the likelihood function or, after specifying some priors on the parameters, finding posterior distributions. Finally, if we applied the algorithm to several models, the output of the estimation can be also used straightforwardly for model comparison, either building likelihood ratios (Voung (1989)) or bayes factors (see Fernández-Villaverde and Rubio (2001)) even if the models are misspecified and nonnested.
The rest of this section is divided in three parts. First, we will present the our canonical dynamic equilibrium economy. Second, we will describe the finite elements method, our choice of nonlinear solution procedure for this model, and review briefly how to use it to solve numerically the Euler Equation associated with the model. Third, we will use this numerical solution to evaluate the likelihood function for some given parameter values.
The Stochastic Neoclassical Growth Model
Now we present the stochastic neoclassical growth model with leisure, the benchmark of all dynamic general equilibrium economies. This model is so well known (see the textbook exposition of Cooley and Prescott (1995) ) that we only go through the bare minimum exposition required to fix notation.
There is a representative agent in the economy, whose preferences over stochastic sequences of consumption and leisure
are representable by the utility function
where β ∈ (0, 1) is the discount factor, τ fixes the elasticity of intertemporal substitution, θ controls labor supply and E 0 is the conditional expectation operator.
There is one good in the economy which is produced according to the aggregate production function:
where k t is the aggregate capital stock, l t is the aggregate labor input and λ t is a stochastic process representing random technological progress. We assume that F is strictly increasing in both inputs, strictly concave, has decreasing marginal products that obey the Inada conditions and is homogeneous of degree one. Since with constant returns to scale and free entry, the number of firms is indeterminate in equilibrium we will assume the existence of just one representative firm. For further simplicity, we will assume the usual Cobb-Douglas functional form:
with α ∈ (0, 1).
The stochastic process λ t follows an AR(1) process:
In general we will restrict ourselves to cases where the process to be stationary (i.e. |ρ| < 1).
Capital evolves according to the law of motion
and the economy must satisfy the resource constrain
A competitive equilibrium can be defined in an standard way as a sequence of allocations and prices such that both the representative household and the firm maximize and markets clear.
Since it is well known that both welfare theorems hold in this economy, we can solve the equivalent (and much simpler) social planner's problem. We will then maximize the utility of the representative household subject to (2), (3), (4), (5) and some initial conditions k 0 and λ 0 . We can think about this problem as to find two policy functions for consumption c (·, ·) and labor l (·, ·) that deliver the optimal choice of these two variables as functions of the two state variables, capital and the technology level 5 .
The solution to this problem is fully characterized by the following two equations, an Euler intertemporal condition
where
is the marginal utility of consumption at time t, and an intratemporal necessary condition
plus (2), (3), (4), (5) and the boundary condition c(0, λ t ) = 0. Substituting (2), (3), (4), (5) into the two equations we define a system of partial differential equations.
The finite elements method
This system of equations does not have a known analytical solution and we need to use a numerical method to solve it. There exist a wide literature on solving nonlinear dynamic equilibrium models (see Judd (1998) and Marimón and Scott (1999) for a general introduction). The most straightforward approach is to attack the social problem directly using Value Function Iteration. This approach presents important advantages. It is safe and reliable, with useful convergence theorems (Santos and Vigo (1998) ). However it presents the huge disadvantage for estimation purposes of being relatively slow (see Rust (1997) and Rust et al. (2001) for accelerating algorithms). Also Value Function Iteration is difficult to use in non-pareto optimal economies. The best alternative is the use of perturbation or projection methods (see Gaspar and Judd (1997) for an exposition of the former and Judd (1992) and McGrattan (1999) for the latter). These methods are attractive because of their speed and their convergence properties. These properties are not only of theoretical importance but of key practical relevance. Since an intermediate step in order to evaluate the likelihood function of the economy is to solve for the policy functions model and we may need to perform a huge number of these evaluations for different parameter values, we want to use a fast solution method. Convergence properties assure us that, up to some fixed accuracy level, we are indeed getting the nonlinear solution of the model.
We choose the Finite Elements Method to solve our model. Beyond the simple and intuitive structure of the approach, several computational reasons induced us to make this choice. First Finite Elements provides us a lot of flexibility in the grid generation: we can create very small elements (and consequently very accurate approximations of the policy function) in the neighborhood of the mean of the stochastic steady state distribution of capital and the stochastic shock and large ones in the areas of the state space less travelled. Second, large numbers of elements can be handled exploit the sparsity of the problem. Third the Finite Element Method is very well suited for an implementation in parallel machines.
We want to emphasize however that nothing stop us for using some other scheme as a perturbation method or a projection method with an spectral basis. In particular we are intrigued by the low computational cost of finding higher-order terms in perturbation methods shown by Gaspar and Judd (1997) . We would like to repeat the inference exercise with this approach in the near future. We now provide a brief exposition of our application of the finite elements method used it here is described in the next subsection. The interested reader should consult any textbook on finite elements (for instance Hughes (2000)) or, for the neoclassical growth model without leisure McGrattan (1999) .
The first step is to note that, using (3) we can rewrite (6) as
and
As mention before, the problem is to find two policy functions c(k, λ) : (6) and (7) together with (9) and (10). Note however that, since (7) gives a relation between the two policy functions, we only need to solve for one of the two. For the rest of the exposition we will assume that we actually solve for c(k, λ) and use (7) to find l (c(k, λ)).
The goal of all projection methods is to find c fe (k, λ; θ), an approximation to c(k, λ), that only depends on a finite-dimensional set of parameters θ and that satisfies the functional equation in some weighted sense to be defined below. The peculiarity of the Finite Element Method is that it divides the domain of c(k, λ) into nonintersecting subdomains (called elements) and it performs a piecewise linear approximation 6 in each of these elements in such a way that the solution preserves continuity over the whole domain and satisfies the boundary condition.
To apply Finite Elements we need to have a bounded domain of the state variables to be partition in nonintersecting elements. First we will bound the second dimension, the productivity level of the economy, transforming λ t+1 . We will define z t = tanh(ln λ t ), which is defined on [−1, 1]. Then, we can write (3) as
. Now, since exp(tanh
, we rewrite (6) as
Note that for convenience we use the same notation for the unknown function c in both (6) and (12) although they are not the same function since their domain is different. Since both representations of the Euler equation are equivalent, we will concentrate in solving (12) and we will understand c(k, z) to be the solution to it.
Once we have bounded the second state variable, we need to do the same with capital. In this second case, it is difficult to find an elegant way to do so. We opt for just fixing an ex-ante upper bound for capital k. This bound would depend on the steady-state value of capital and we will pick it to be sufficiently high that it will only bound with an extremely low probability.
Then we can define
as the domain of c fe (k, z; θ) and we can divide Ω into different subintervals as desired. Each subinterval will be a nonoverlapping rectangle,
, where k i is the ith grid point for capital and z j is jth grid point for the technology shock. Clearly
Note that in no moment we are requiring these elements to be of equal size. In fact in our computations we will have differently sized elements: we will create small elements in the areas of Ω where the economy will spend most of the time in equilibrium while just a few, big size elements will cover wide areas of the state space infrequently visited 7 .
Next we need to choose a functional form for c fe . In this case we select
0 elsewhere 7 In fact there is a whole area of research concentrated on the optimal generation of an element grid. See for example Thomson, Warsi and Mastin (1985) .
Several important features of this functional form deserve further comment. First, note that
e. the function is 0 everywhere except inside two elements. Second c fe (k i , z j ; θ) = θ ij ∀i, j. These are two important features of the finite elements method. First, the basis functions, Ψ ij , are zero at most of the domain 8 , and second, the values of θ specify the values of c fe at the corners of
Once the domain and the functional form of c fe is specified, we need to choose the fix in which we want (12) to be zero. Let us define U c (k t+1 , λ t+1 ) fe be the marginal utility of consumption evaluated at the finite element approximation value of consumption, c fe and leisure l fe . In this case, we have a residual equation:
and a Galerkin weighting implies that we will solve the system of θ equations Z
on the θ unknowns. The system can be simplified if we note that since
Finally, in order to solve (15), we need to choose some numerical method to perform both the integral in the residual equation (13) and in (15) . Given the structure of the first of the integral, a Gauss-Hermite method is appropriate, while for the second one we will use a Gauss-Legendre algorithm (see Press et al. (1992) for a description of both methods).
The likelihood function
Consider the following observed quarterly time series {y t } T t=1 ∈ × T t=1 R 3 , where, for each t, the first component is real gross domestic product, the second is hours worked and the third is investment. We assume we observe these three series out of pure convenience. By one hand we want to capture the main empirical predictions of the stochastic neoclassical model and those refer to the joint behavior of output, hours and investment (with consumption as a direct by-product). By the other hand, and only for illustration purposes, we want to keep low the dimensionality of the problem. However the empirical analysis can be performed with very different combinations of data and the following lines should be understood as an example of how to evaluate the likelihood function associated with a vector of observations. Let γ ≡ (θ, ρ, τ , α, δ, σ ² , β) ∈ Θ ⊂ R 7 be the structural parameters that fully describe the preferences and technology of the model. Then, to make timing and dependence from structural parameter values more explicit, let us introduce the slightly modified notation c γ (k t , z t−1 , ² t ) : R + × R × R → R + to denote the model consumption policy function given some parameter values γ and l (c γ (k t , z t−1 , ² t )) for the labor supply given consumption. These functions depend on the beginning of the period states s t = (k t , z t−1 ) and the productivity shock ² t . This policy function and the model imply the transition and choice equations
where x t = (y t , l t , i t ) 0 are the model-equivalent variables to the data y t , ∀t ≥ 1, and
Also we will use the notation f fe (s t , ² t ; γ) and h fe (s t , ² t ; γ) for the transition and choice equations when we use the finite element approximation at parameter θ, c γ ¡ k t , z t−1 , ² t ; θ ¢ fe instead of true policy function. Finally we will assume that the difference between y t , the observed variables and x t , the model equivalent variables, is due to a vector measurement errors ε t (possibly always equal to zero). Then the following relationship between {y t } T t=1 and {x t } T t=1 holds:
and the transition equation for measurement errors is given by a function
where u t are the innovations to the measurement errors. The complete state space representation of the dynamic equilibrium economy is then given by:
We briefly discuss the introduction of measurement errors and the constraints on (18) and (19) . The measurement errors play a dual role. First, they make the framework general enough to deal with models where these errors are of paramount importance. For instance, Ireland (1989) argues that they capture all the data dynamics unspecified by the model and amount to a mixing of dynamic equilibrium economies with a Vector Autoregression. Second, measurement errors help to avoid the problem of stochastic singularity associated with the estimation of the model. Most dynamic equilibrium economies have a low number of shocks driving dynamics over time. However we may want to perform inference using data of higher dimensionality to try to capture the information embodied in the interactions between the different variables. To see this point note the stochastic neoclassical growth model has only one source of uncertainty, the stochastic productivity shock, while in our application we want to use a three dimensional data vector. This implies that we need, at least, two more stochastic shocks. An alternative could be to introduce additional sources of stochastic variation inside the model, as with shocks to preferences in the utility function or to the depreciation rate. Leeper and Sims (1994) argue in favor of this path. We can accommodate that alternative making our function g equal to the identity function. A second choice, the one followed here, is to rely on nontrivial measurement errors. It is important to emphasize that our choice in this particular application is made more based on convenience and easiness of presentation that on a firm belief that introducing measurement is the optimal way to increase the stochastic dimensionality of our model. We are aware, indeed, that measurement errors relax the discipline of empirical work and that they may trick the researcher into believing that the model performs much better than it does otherwise, since they end up accounting for all the interesting dynamics of the data. With this caution in mind, we nevertheless believe that measurement errors are a reasonable assumption and that they reflect the unavoidable reality that National Accounting is only able to produce estimates of the measured variables and not the true value of those.
With respect to the constraints in g (x t , ε t ) and j (ε t−1 , u t ), we will only require that they are such we can evaluate p (y t | x t ). This weak restriction allow us to deal with structures of the measurement error that are much more general than the usual specifications in the literature. Also, using the well know trick of appropriately defining ε t , we can easily deal with higher order serial correlation of the measurement errors.
Out of pure simplicity, in our benchmark application we will assume a linear structure of the function g:
where ε t ∼ N (0, Σ n×n ) and total absence of serial correlation in ε t , E (ε t , ε s ) = 0 n×n for every t, s such that s 6 = t, E (ε t , z s ) = 0 n for every t, s and n = 3. We will call the diagonal elements of Σ σ 1 , σ 2 and σ 3 . Then, the model has a simplified Nonlinear State-Space representation of the form:
with the stochastic processes defined as above.
We can rewrite (26) as ( 27) and then the likelihood function is approximated by
is a random draw from p
|γ´∀i and N is the total of random draws.
Clearly to evaluate the likelihood we only need a procedure to efficiently draw from p
|γ´, or equivalently to evaluate p (y t |x t , Σ) for the (unobserved) true value of the choice variables.
Numerical likelihood algorithm
We outline now the algorithm used to numerically evaluate the likelihood function of the data for some particular parameter values.
Our previous discussion highlighted how computing that likelihood amounts to solve a nonlinear filtering problem. This problem is not trivial. Once we depart from the linear, gaussian world where the Kalman filter operates, a much more involved machinery is required. During the 1970s and 1980s several approaches to address nonlinear filtering were developed. Famous examples among them are the Gaussian Sum approximations (Alspach and Sorenson (1997)) or the Extended Kalman Filter (Jazwinski (1970)). However, Monte Carlo evidence soon suggested these approximations delivered a poor performance when applied to real applications (Tanizaki (1996) ). Also grid-based filters, based on deterministic numerical integration, were proposed (Bucy and Senne (1971). Their use was limited as they turned out to be very difficult to implement, with a constant need to readjust to small changes in the model or its parameter values, and too computationally expensive to be of any practical use beyond very low dimensions.
At the end of the 1980s, the work of Kitagawa (1987) renewed the interest in the use of Monte Carlo techniques to address the nonlinear filtering problem. However soon it was clear that it is not direct to import basic Monte Carlo techniques. For instance a recursive extension of the Importance Sampling scheme is bound to fail as the number of observations grows (Robert and Casella (1999) ).
The key innovation was proposed by Gordon, Salmond and Smith (1993). They pointed out that resampling from the simulated data could be performed using properly chosen weights. With these resampling it is feasible to solve efficient and consistently the filtering problem. We use the Gordon, Salmond and Smith's approach, known generically as Sequential Monte Carlo 10 to address the problem of estimating and comparing dynamic equilibrium economies. The basic intuition of the procedure is simple. For a given vector of value of the model state variables, we will generate draws for the model innovations (in our case the productivity shock). Then, given the innovations and the states and using the policy functions, we will find the choice variables corresponding to each draw. With these choice variables we can evaluate the likelihood of the measurement errors associated with the observations and, using a strong law of the large numbers, evaluate the likelihood function. The key of the procedure is however that, for the next period we will not carry over all the simulations generated. We will draw with replacement from them and the resampling distribution will depend on the previously computed probabilities of each particular draw 11 .
In that way the resampling favors those draws that are "closer" in probability to the data. The weighting eliminates from the simulation those draws that begin to wander away from the observations. This wandering away of the simulations as the sample length grows is precisely the main problem behind the failure of standard Monte Carlo Techniques and resampling addresses that problem in its root. Before we move on it is worthy to note that the fitting criterion implied by the weights is very similar to the intuition behind genetic algorithms: we allow randomness to generate new simulations but we favor the survival of the simulations we like. We prefer our filtering scheme to other procedures in the literature. For instance Mariano and Tanizaki (1995) propose a version of rejection sampling. This methods is however difficult to implement since we need to use an appropriate density for the rejection test. Finding the right density is a time-consuming task that requires substantial work for each particular model. Geweke and Tanizaki (1999) use the whole joint likelihood and draw from the distribution of the whole set of states over the sample using a Metropolis-Hasting algorithm. This approach increases notably the dimensionality of the problem, specially for relatively long samples and also requires good proposal densities and a good initialization of the chain.
A detailed description of the algorithm is provided below in pseudocode. As mentioned above, the procedure takes some parameters and observations and maps them into a likelihood evaluation. In the particular implementation we describe we initialize the simulation around the deterministic steady state values of the model. Deterministic steady states are natural choices for this initialization, but not necessarily the most efficient. For instance in the neoclassical growth model, the mean of the capital distribution of the stochastic case may be above or below the deterministic value depending on the degree of risk aversion. We could then compute this mean for a given set of parameters values and use that value to initialize the algorithm. We conjecture that the gains in efficiency for such a procedure are of second order.
Let us end this section mentioning that the appendix describes some monte carlo evidence on the convergence properties of the algorithm.
Likelihood-Based Inference I: a Bayesian Perspective
In this section we will show how we conduct bayesian inference on our model given our nonlinear solution method and our algorithm to simulate the likelihood function. With these two first steps solved as shown in the second section, bayesian inference is an standard exercise. First we specify prior distributions on the structural parameters of the model and the measurement errors variances. Then we compute the posterior distributions of these parameters conditional on the observed data. Markov Chain Monte Carlo methods provide a general, efficient and well tested procedure to accomplish this task. The output of the Markov Chain can be also used to find the marginal likelihood of the model (see Gelfand and Dey (1994) ).
We will divide our exposition in four parts. In the first part we will specify the priors over our space of parameters. In the second part we will introduce a Metropolis-Hasting algorithm to draw a sample from the posterior and we will explain how to nest the likelihood computation inside any standard Markov Chain Monte Carlo. The third part presents results from a monte carlo experiment. We will generate an artificial data sample using our model and use this sample as the input data to find the posterior distributions of our parameters. This exercise will allow us to evaluate the efficiency of our procedure. Finally, the fourth part uses real data to find the parameter posteriors.
Specifying the Priors
The parameters of the stochastic neoclassical growth model described above are collected in a ten dimensional vector γ 0 ≡ (γ, Σ) ≡ (θ, ρ, τ , α, δ, σ ² , β, σ 1 , σ 2 , σ 3 ) ∈ Θ × Φ, composed by the seven parameters that described preferences and technology and the three variances of the measurement error.
Numerical Likelihood Evaluation Algorithm
Input:
Output : L({y t } T t=1 |γ, Σ)
Solution
Step:
• Use finite elements to solve R ³ c γ ¡ k, z, ²; θ ¢ fe´= 0 and get f (s, ²; γ) and h(s, ²; γ)
Initialization
• Fix k 0 and z 0
Importance Sampling
Step: 
Likelihood Evaluation
Selection
• Resample with replacement N particles ³ © s 6. While t < T , set t ← t + 1 and go to step 3
We adopt standard distributions for the priors. The parameter governing labor supply, θ, follows a uniform distribution between 0.2 and 0.5. That range captures the range of plausible values of time share supplied to the market in the deterministic steady state. The persistence of the technology shock, ρ, also follows a uniform distribution between 0.75 and 1. This region implies a stationary distribution of the variables of the model 12 with a relatively high low bound on the degree of persistence. The inverse of the elasticity of substitution, τ , follows a gamma with mean and variance equal to 2. That choice easily encompasses a logarithmic specification. However it gives a very low probability to the much higher values (around 10) suggested by Hall (198?) and others. Even if we regard this micro evidence as important, we tend to see of minor importance in a representative agent model. As Lucas (1987) pointed out, in the steady state of the model the product τ and the rate of growth of output is equal to a constant plus the interest rate 13 . As a consequence high values of τ would imply that small differences in growth rates across countries would translate into much more higher differences in interest rates than the observed disparities in interest rates. The prior for the technology parameter, α, is uniform between 0.2 and 0.4. Note that we do not follow the standard calibration procedure of just setting α to labor share in income as measure from National Income accounts. Several reasons justify that choice. The existence of quasi-rent that make input payments different from their marginal productivities, measurement problems or the difficulties in dealing with proprietors' income are some of the most prominent of those reasons. The prior on the depreciation rate is also an uniform between 0 and 0.1. That range covers most national accounts estimates of quarterly depreciation. The discount factor, β, is a highly discussed parameter in the literature that has been shown to be remarkably difficult to estimate precisely. We take a very conservative stand on its prior. We adopt a uniform distribution between 0.9 and 0.999. This interval encompasses a long run annual real interest rate between 0.1% and 44%, more than enough to cover all reasonable values.
The standard deviation of the innovation of productivity, σ ² , also follows a uniform between 0.2 and 0.5. For the three variances of the measurement errors we choose gamma distributions to stay in the positive reals. The hyperparameters chosen reflect an (relatively 12 Note that this prior rules out almost surely the presence of a unit root in the output process. One attractive point of Bayesian inference is that, in contrast with classical methods, it is not necessary to use special tools to deal with unit roots (Sims and Uhlig (1991) ). In the same way our filter can deal with these unit roots paying the cost of a somehow lower efficiency. As a consequence our prior choice is not motivated by any technical reason but out of our view of what is a reasonable characteristic of the data. We are using a version of the neoclassical growth model without long-run technological progress. Then, as we will describe below, we will filter our data using a H-P filter before we feed them into the likelihood function. Since the H-P filter removes up to two unit roots (King and Rebelo (1993)), we are only ruling out the presence of three unit roots in the output process, a highly implausible hypothesis. 13 From the deterministic Euler condition, (1 + g) τ = β (1 + r) and then τ g = log β + r.
imprecise) opinion in favor of small variances. Table 3 .1 summarizes the previous discussion. We will use the notation π(γ, Σ) : Θ × Φ → R + to denote the product of the priors of the model, i.e. the density of the prior on γ and Σ.
Drawing from the Posterior
With the likelihood evaluation algorithm and the priors we only need to look at out parameter posterior. Since in general we will not have a close form solution (we do not even have an analytic expression for the likelihood) we will need to draw a sample from the posterior to approximate the theoretical posterior. For that task we select a Metropolis-Hastings algorithm (see Robert and Casella (1999) ). This Markov Chain Monte Carlo methods is well known and tested, easy to implement and direct to move from one application to another 14 .
For convenience a pseudocode of the algorithm is also included. It takes as inputs the data and a prior on parameters and a draw of size M from P (γ, Σ| {y t } T t=1 ). This procedure produces a Markov chain {(γ 1 , Σ 1 ) , (γ 2 , Σ 2 ) , ..., (γ M , Σ M )} of parameter values such that the distribution of these values converges to the true posterior implied by the likelihood and the prior. 14 As it was the case with the finite elements method, this is not the only possible choice. Specially attractive is the use of a perfect sampler (see Casella et al. (2000) for a gentle introduction and Fill et al. (2000) for applications to continuous state spaces) since by construction they generate the desired distribution and we do not need to check convergence. However perfect sampling is still too computationally expensive for high dimensional problems as the ones we are interested in and the extension to continuous state spaces not yet fully tested by practitioners.
Metropolis-Hastings Algorithm
Input: {y j } T j=1 and a prior π(γ, Σ) Output : Draw of size M of the posterior p(γ, Σ| {y t } T t=1 )
where we use our numerical likelihood evaluation algorithm
7. While m < M, set m ← m + 1 and go to step 4
Given this Markov chain and a function of interest g (·) defined over some aspect of the simulation output (γ i , Σ i ), the expectation of such function, µ = E (g (γ, Σ)) can be approximated by a strong law of large numbers by
. Then, using appropriate indicators functions, we can approximate the different moments of the distribution or compute quantiles. Also, an appropriate Central Limit Theorem assures that
¢ , allowing us to evaluate the accuracy and stability of the estimates and to build probability intervals statements.
It can be seen in the pseudocode that we need to fix some initial parameter values and pick as a transition density q (· |·) to generate new parameter values. For the first task the mean of the prior is usually a good choice. For the second, since in practice it is efficient to seek densities that are easy to simulate from, we will pick as our default transition density a random walk
where ε is an innovation from a multivariate normal distribution of appropriate dimensions. Also the symmetry of q (· |·) implies:
An interesting by-product of the simulation output is that it can be used to build the marginal likelihood of the model. Following Gelfand and Dey (1994). For any 10-dimensional probability density h (·) with support contained in Θ × Φ, Gelfand and Dey note that:
This expression is an unbiased and consistent estimator of the marginal likelihood and satisfies a Central Limit Theorem if
Then, from the M draws of the simulation and applying a Strong Law of Large Numbers, we can compute:
As a choice of h we modify Geweke's (1998) proposal. First, from the output of the simulation define d
Then, for a given p ∈ (0, 1) define the set 
where b p is an appropriate normalizing constant. With this choice, if the posterior density is uniformly bounded away from zero on every compact subset of Θ × Φ, our computation approximates the marginal likelihood.
With the output of the Markov chain Monte Carlo, the estimation of the marginal likelihood is then rather direct: we use the computed values of L({y t } T t=1 |γ, Σ)π (γ, Σ) for each point in the Markov chain and we find its harmonic mean using the function h as a weight.
Simulation Results
As a first step to test our procedure we will simulate data with our model, use that data as sample and then find the posterior distributions of the parameter values.
To do so first we need to pick "true" parameter values. We select benchmark calibration values for the stochastic neoclassical growth model (see Cooley and Prescott (1995) We solve the model using our finite element method and we draw a sample of size of size 100. We use that our priors, our likelihood evaluation algorithm with 2000 simulations per period and a 2500 Metropolis-Hastings iterations. We graph our 10 empirical distributions in figure 3.1 and report the mean and standard deviations of these distributions in table 3.3 (remember than under a quadratic loss function the mean of the posterior is the optimal point estimate of the parameter). Even for such a low number of iterations (future versions of the paper will report longer simulations) our method does an excellent job of pinning down the values of the parameters. In particular all the structural parameters except the variance of the productivity shock are estimated in an unbiased and tight way. The procedure seem to have more problems dealing with the standard deviation of the measurement errors. Computational evidence gathered by the authors (Fernández-Villaverde and Rubio (2001)) in a similar, but linear, context, suggest that these problems may be due to the small size of the Markov Chain.
This simulation may be biased in favor of our technique since we initialize the MetropolisHastings close to the true parameter values. Future drafts will discuss robustness checks when the algorithm is initialized far away from the true value of the parameters.
Estimation Results
We take some data Description of the data. H-P filter. An alternative to bayesian inference is to perform quasi maximum likelihood inference. Given our previous exposition, such task is relatively simple. We only need to plug-in our maximization algorithm inside a maximization routine and let the procedure find a maximum of the function. However our simulation procedure makes difficult to use a simple Newton-Raphson update scheme. Since we cannot compute derivatives analytically, we approximate them numerically. The sampling error associated with the likelihood function evaluation makes these numerical derivatives very unstable and the procedure faces extraordinary difficulties to converge. We find, however, that using a simulated annealing scheme we get very successful estimates of the parameter value.
Again we will discuss simulation and U.S. data estimation results. Model comparison in this framework.
Simulation Results
To test our procedure we use the same simulated data that in the section 3. We report our point estimates and standard errors in table 4.1. 
Estimation Results
We take some data Comment on comparison with Bayesian estimates[to be completed] 
Appendix
This appendix presents further details about the computational details of the paper. First it will offer some details on the finite element method. Second it will discuss the issue of the convergence of the simulated likelihood and finally it will describe some aspects of the Metropolis-Hastings algorithm.
The Finite Element Method
We divide the domain of the model in 140 elements, with 10 points in the grid of capital and 10 in the grid of the stochastic shock. As mentioned in the main text we distributed the elements in an non-uniform fashion to get more accuracy in those regions more visited by the economy in equilibrium. We solve the resulting system of nonlinear equations with a quasi-newton procedure. As a robustness check we increased the number of elements to 750, 50 in the grid of capital and 15 on the grid of stochastic shocks without any relevant change in the policy functions. To illustrate this point we plot in figure A.1 the policy functions for labor at different values of capital for a fixed productivity shock. The green line is the policy function derived from the usual linear-quadratic approximation. The red line is the labor policy function from finite element methods with 750 elements and the (completely overlapped by the red line) blue line is the same policy function for 140 elements. Of course the computation time for 140 elements is substantially shorter, specially since in the present version of the code we do not take explicit advantage of the sparsity of the finite element problem.
Also is important to notice that indeed using a nonlinear solution methods can make a difference even in the stochastic neoclassical growth model. In figure A.2 we plot the differences in investment implied by a linear policy function and the Finite Element policy function with 140 elements, normalize by the size of investment. Each of the 10 panel plots the difference for a fixed level of the productivity shock and the x-axis covers the range of values of capital.
Convergence
To show the convergence properties of our procedure to evaluate we show how the likelihood functions changes over time when we increase the number of simulations. Figure A.3 shows the log-likelihood function of the simulated data, given the "true" calibrated, values. Over the x-axis we have the number of draws in the Sequential Monte Carlo step. Although there are some fluctuations in the evaluation, these are minor (in the third decimal, that correspond to less than 0.1% in levels) and tend to get reduced as we increase the number of draws. Figure  A .4 draws the same figure for some perturbed version of the parameters values. These value were generated using the proposal density of the Metropolis-Hastings algorithm once on the "true" parameters. The new likelihood is accurately evaluated as lower (as it should be by construction) with a somehow bigger variance than the previous one. The likelihood ratio is reported in Figure A .5. and also provides a clear and relatively constant evaluation of the ratio.
Efficiency can be improved if we deal properly with the tails of the distribution [to be completed].
The Metropolis-Hastings Algorithm
A keystone in simulation-based inference is the ability to draw pseudorandom numbers from an arbitrary measure. The advent of powerful and accessible computing methods during the last years has provided tools for this task. In particular, Monte Carlo techniques, especially those based on Markov chains, have rapidly become a standard tool for inference 15 . A Markov chain Monte Carlo method for the simulation of a distribution f is any method that produces an ergodic Markov chain {θ 1 , θ 2 , ....} whose ergodic distribution is f 16 .
One of the most universal Markov chain Monte Carlo methods, and one imposing minimal requirements on the density f , is the Metropolis-Hastings algorithm. There are two requirements to implement the algorithm:
1. The ability to numerically evaluate the density f . 15 For a complete reference of Monte Carlo Statistical Methods, see Robert and Casella (1999) . 16 Actually f does not even need to be normalized and it can be just a kernel.
2. The definition of a conditional density q (y |θ ) with respect to the dominating measure of the model that can also be evaluated numerically.
The first requirement is usually the most demanding. In Bayesian inference f is equal to the likelihood function times the prior. While priors tend to be easy to evaluate, often likelihood functions do not have any closed form and some numerical or simulation procedure is needed.
The Metropolis-Hastings algorithm produces the desired chain {θ 1 , θ 2 , ....} the following the algorithm described in the main text. The intuition behind the algorithm is simple: if f (y) q (x |y ) ≥ f (x) q (y |x) we always accept the new proposal Y t since we move "uphill" in the distribution and we want to visit the regions where the density is higher. When f (y) q (x |y ) < f (x) q (y |x) we stay in the same point with probability 1 − ρ (x,y) and we explore new areas with probability ρ (x,y). That implies that, if we are in a very high probability region of the domain, this last probability will tend to be very small and the algorithm will tend to stay in the original region.
The success of the algorithm will depend on the fulfillment of a number of technical conditions. In practice, however, the main issue is to assess the convergence of the simulated chain to a draw from the ergodic density. In particular, in addition to more formal tests of convergence, it is extremely important to adjust the parameters of the transition density (in the case of the random walk, the variance of the innovation term) to get an appropriate acceptance rate 17 . If the acceptance rate is very small, the chain will not visit a set large enough in any reasonable number of iterations. If the acceptance rate is very high, the chain will not tend to stay enough time in high probability regions. Gelman, Roberts and Gilks (1996) suggest that a 20% acceptance rate tends to give the best performance. We found that, in our models, an acceptance rate of around 40% outperformed different alternatives and it was the target used to adjust the variance of the proposal density. An updated and fairly complete guide to convergence can be found in Mengersen, Robert and Guihenneuc-Jouyaux (1999).
Computational Details
All the programs needed for the computation of the model were programed in Fortran 95 and compiled in Compaq Visual Fortran 6.6 to run on Windows based machines and in Silicon Graphics (name of the compiler) and paralellized with MPI directives to be run in the IBM-SP facilities at the Minnesota Supercomputer Institute. Report time and further details [to be completed]. 
