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a b s t r a c t
In this paper we consider the numerical differentiation of functions specified by noisy data.
A new approach, which is based on an integral equation of the first kind with a suitable
compact operator, is presented and discussed. Since the singular system of the compact
operator can be obtained easily, TSVD is chosen as the needed regularization technique
and we show that the method calls for a discrete sine transform, so the method can be
implemented easily and fast. Numerical examples are also given to show the efficiency of
the method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Numerical differentiation is a problem to determine the derivative of a function from the values on an interval or some
scattered points. It arises frommany scientific researches and applications, e.g., the identification of the discontinuous points
in an image process [1]; the problem of solving the Abel integral equation [2]; the problem of determining the peaks in
chemical spectroscopy [3] and some inverse problems in mathematical physical equations [4]. The main difficulty is that
it is an ill-posed problem, which means that small errors in the measurement of a function may lead to large errors in
its computed derivatives [5,4]. A number of techniques have been developed for numerical differentiation [6–8,4,9]. One
type of method is to transform the differentiation problem into an operator equation of the first kind. In fact, for given
g(t) ∈ H1[0, 1], to find f = Dg = g ′ is equivalent to solve the Volterra integral equation of the first kind
(K1f )(s) =
∫ s
0
f (t)dt = g(s)− g(0), s ∈ [0, 1]. (1.1)
In this paper we will point out the disadvantage of operator K1 and a new operator which is a modified form of K1 will be
presented. Since a singular system of the new operator can be obtained easily, it seems natural to use the TSVD method for
this problem and good results may be expected. A convergence result, analogous to the literature [4], will be obtained by
our method. Comparing with the Tikhonov regularization method used in [4], the regularization parameter can be obtained
easily by TSVD method. Moreover, it is well known that the Tikhonov method has a finite saturation index, which means
that it is impossible to improve the convergence rates of the regularization solutionwith increasing smoothness assumption
of exact solutions. But for TSVD method this disadvantage will be overcome. Moreover, we will point out that our method
calls for a discrete sine transform when the noisy values of the function to be differentiated at the nodes are given, so the
method can be implemented easily and fast.
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The paper is organized as follows. The disadvantage of operator K1 will be pointed out in Section 2, and in Section 3 an
improved operator will be presented and its properties will be discussed. In Section 4, algorithms based on TSVDmethod for
numerical differentiation are proposed and analyzed. The numerical implement of themethodwill be discussed in Section 5,
some numerical examples are also given to show the efficiency of the new method.
2. A classical operator and its disadvantage
In some papers, numerical differentiation is considered as a Volterra integral equation of the first kind: [5,9]
(K1f )(s) =
∫ s
0
f (t)dt = g(s)− g(0) =: g(s), s ∈ [0, 1] (2.1)
where K1 : L2[0, 1] → H1[0, 1] ⊂ L2[0, 1] is a compact operator. Instead of g , in practice we usually only have perturbed
data gδ . And the conditions
‖gδ − g‖ ≤ δ (2.2)
gδ(0)− g(0) = , || ≤ C1δ (2.3)
are assumed with δ being a known error level and C1 a constant. The perturbed form of Eq. (2.1) is
(K1f )(s) = gδ(s), (2.4)
where
gδ(s) = gδ(s)− gδ(0). (2.5)
The self-adjoint operator K ∗1 K1 can be given as
(K ∗1 K1f )(r) =
∫ 1
r
∫ s
0
f (t)dtds, r ∈ [0, 1]. (2.6)
It can be verified that the eigen problem K ∗1 K1e = λe is equivalent to{
λe′′ + e = 0
e(1) = e′(0) = 0 (2.7)
and the solution is
λj = 4
(2j− 1)2pi2 , ej = ej(t) =
√
2 cos λ−1/2j t, j ∈ N.
Therefore the singular values and the corresponding singular functions of the operator K1 can be taken as [5]
σj = λ1/2j =
2
(2j− 1)pi ,
vj = ej,=
√
2 cos σ−1j t, uj = σ−1j Kvj =
√
2 sin σ−1j s, j ∈ N.
(2.8)
In the following we discuss the generalized smooth scale of a function with respect to the operator K1, which is a key index
concerning convergence rates of a regularizationmethod [5]. We need some results of Fourier series. For a periodic function
φ(t)with period 2l, its Fourier series has the form
φ(t) ∼ a0
2
+
∞∑
j=1
(
aj cos
jpi t
l
+ bj sin jpi tl
)
,
or
φ(t) ∼
∞∑
j=−∞
cjejpi it/l,
where
aj = 1l
∫ l
−l
ϕ(t) cos
jpi t
l
, j = 0, 1, 2, . . .
bj = 1l
∫ l
−l
ϕ(t) sin
jpi t
l
, j = 1, 2, . . .
cj = 12 (aj − ibj), b0 = 0, a−j = aj, b−j = −bj.
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Fig. 1. g1(t) = 12 t2, δ1 = 0.001.
Lemma 2.1 (Dirichlet–Jordan Test [10]). Suppose that function φ(t) is 2l-periodic and of bounded variation on [0, 2l], and let
Sn(t) be the partial sum of the Fourier series of φ(t). Then
(1) Sn(t) converges to the value 12 {φ(t + 0) + φ(t − 0)}, in particular, Sn(t) converges to φ(t) at every point of continuity of
φ(t);
(2) if φ(t) is continuous on a closed interval I, Sn(t) converges uniformly in I.
Lemma 2.2 ([10]). Suppose that function φ(t) is 2l-periodic and of bounded variation on [0, 2l], and let {cj}∞j=1 be the Fourier
coefficients of φ(t). Then
|cj| = O(|j|−1), as n→∞. (2.9)
Suppose now f ∈ Hn[0, 1], then from integration by parts we can get
〈f , vj〉 =
√
2
∫ 1
0
f (t) cos jpi tdt
= √2
n
2∑
l=1
(−1)l−1σ 2lj ((−1)jf (2l−1)(1)− f (2l−1)(0))+ (−1)
n
2 σ nj
∫ 1
0
f (n)(t) cos jpi tdt
If n is even, (2.10)
or
〈f , vj〉 =
√
2
∫ 1
0
f (t) cos jpi tdt
= √2
n−1
2∑
l=1
(−1)l−1σ 2lj ((−1)jf (2l−1)(1)− f (2l−1)(0))+ (−1)
n−1
2 σ nj
∫ 1
0
f (n)(t) sin jpi tdt.
If n is odd. (2.11)
It is well known that for a function f ∈ N(K1)⊥, f ∈ R((K ∗1 K1)ν), ν ≥ 0, if and only if [5]
‖f ‖ν :=
( ∞∑
j=1
σ−4νj 〈f , vj〉2
)1/2
<∞. (2.12)
Remark 2.3. Thus we can get: if f ∈ H1[0, 1], f (1) = 0, then f ∈ R(K ∗1 ) = R((K ∗1 K1)
1
2 ). Furthermore, if f ′ is of bounded
variation on [0,1], then f ∈ R((K ∗1 K1)ν),∀ν < ν = 34 . On the other hand, however, if f (1) 6= 0 and the other conditions
are still valid, then 〈f , vj〉 = O(j−1), j → ∞ and, as a result, f ∈ R((K ∗1 K1)ν),∀ν < ν = 14 . We know that Tikhonov and
TSVD generally determine approximations that belong to the range of K ∗ and thus have a root at t = 1. Properties of f at the
endpoint 1make an essential impact on convergence results. The following two figures show the Tikhonov regularization so-
lutions of Eq. (2.4)with the accurate right-hand side functions, respectively, g1(t) = 12 t2 and g2(t) = 12 (t−1)2 (Figs. 1 and 2).
It is obvious that the result of the second solution is much better than the first one. The reason is that g ′1(1) 6= 0 but
g ′2(1) = 0.
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Fig. 2. g2(t) = 12 (t − 1)2, δ1 = 0.001.
3. Improved operator and its properties
It is clear that the operator K1 is the inverse of the following operator T1:{
T1g = Dg = g ′,
D(T1) = {g ∈ H1[0, 1] | g(0) = 0}. (3.1)
We consider now a slightly different operator T defined by{
Tg = Dg = g ′,
D(T ) = H10 [0, 1] = {g ∈ H1[0, 1] | g(0) = g(1) = 0}. (3.2)
Then T is invertible and K = T−1 = K1Q : L2[0, 1] ∩ R⊥ → L2[0, 1] is a compact operator. Here R denotes one dimensional
subspace in L2[0, 1] of constant functions, andQ : L2[0, 1] → L2[0, 1]∩R⊥ is the orthogonal projection operator. Obviously,
the operator K is the restriction of K1 to R⊥ and K ∗h is the unique antiderivative H of −h which has vanishing mean,
i.e., belongs to R⊥. So we have K ∗ = QK ∗1 : L2[0, 1] → L2[0, 1] ∩ R⊥. It can be verified that the eigen problem K ∗Ke = λe is
equivalent to{
λe′′ + e = 0,
e′(1) = e′(0) = 0,
〈e, c〉 = 0, ∀c ∈ R,
and the solution is
λj = 1
(jpi)2
, ej(t) =
√
2 cos jpi t, j = 1, 2, . . . .
Therefore the singular values and the corresponding singular functions of the operator K can be taken as [5]
σj = λ1/2j =
1
jpi
, vj = ej, uj = σ−1j Kvj =
√
2 sin jpi t, j = 1, 2, . . . . (3.3)
For a function g ∈ R(K) = H10 , the solution to the equation
Kf = g (3.4)
can be expressed by the singular system of operator K as follows [5]
f (t) =
∞∑
j=1
〈f , vj〉vj(t) =
∞∑
j=1
1
σj
〈g, uj〉vj(t). (3.5)
The above formula shows the expansion of function f by the singular functions {vj}∞1 is just the Fourier cosine series of f
on [0,1]. The important thing is that these Fourier cosine coefficients {〈f , vj〉}∞1 can be calculated in terms of the singular
values {σj}∞1 and the Fourier sine coefficients {〈g, uj〉}∞1 of the given function g . Thus from Lemma 2.2 we have
Theorem 3.1. Suppose f ∈ H1[0, 1]⋂ R⊥, then we have
f ∈ R((K ∗K) 12 ). (3.6)
Moreover, if f ′ is of bounded variation on [0,1] and then
f ∈ R((K ∗K)ν), ∀ν < ν := 3
4
. (3.7)
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Proof. If f ∈ H1[0, 1]⋂ R⊥, let h = −f ′ then we have
h ∈ L2[0, 1] and K ∗h = f .
Hence
f ∈ R(K ∗) = R(K ∗K) 12 .
Moreover if f ′ is of bounded variation on [0,1], then (3.7) is followed from Lemma 2.2 and (2.12). 
Remark 3.2. Generally a function g(s) ∈ H1 does not inD(T ). Let
g(s) = g(s)− g(0)(1− s)− g(1)s,
then g(s) ∈ D(T ) and g ′(s) = g ′(s) + g(1) − g(0). Thus the differentiation problem for g can be transformed to solve the
following operator equation
Kf = g. (3.8)
Remark 3.3. It can be seen that the disadvantage of the operator K1 has been overcome by the operator K .
Remark 3.4. It would be worth to point out that this choice of operator equation also causes some natural saturation: To
achieve a convergence rate O(δ2/3), for example, it is necessary to have f ∈ H2[0, 1] ∩ R⊥ and f ′ ∈ H10 [0, 1]. Moreover if f ′′
is of bounded variation, then the convergence rate will be approximately O(δ7/9).
4. Algorithms based on TSVD
Instead of g(s), in practice we usually only have perturbed data gδ(s). And the condition
‖gδ − g‖ ≤ δ
is assumed with δ being a known error level. The perturbed form of Eq. (3.8) is
Kf = gδ, (4.1)
where
gδ(s) = gδ(s)− gδ(0)(1− s)+ gδ(1)s.
4.1. gδ(0), gδ(1) given exactly
At first, we suppose that gδ(0), gδ(1) are exact, that is
gδ(0) = g(0), gδ(1) = g(1). (4.2)
Then
‖gδ − g‖ ≤ δ, (4.3)
that means δ is still the error level for the perturbed data in Eq. (4.1). The TSVD solution f
δ
to Eq. (4.1) can be given as
follows [11].
f δ(x) =
m∑
i=1
1
σi
〈gδ, ui〉vi (4.4)
wherem = m(δ) is determined by the discrepancy principle
∞∑
i=m+1
〈gδ, ui〉2 ≤ τ 2δ2 <
∞∑
i=m
〈gδ, ui〉2. (4.5)
Theorem 4.1 ([11]). Let gδ satisfies (4.3), τ > 1, f δ is the TSVD solution to Eq. (4.1).
(1) If f
Ď = K Ďg = g ′ ∈ R((K ∗K)ν), ν ≥ 0, then
sup
‖gδ−g‖≤δ
‖f δ − f Ď‖ = o(δ 2ν2ν+1 ), as δ→ 0, (4.6)
and
‖f δ − f Ď‖ ≤ Cν,τ‖f Ď‖
1
2ν+1
ν δ
2ν
2ν+1 , (4.7)
232 Z. Zhao et al. / Journal of Computational and Applied Mathematics 232 (2009) 227–239
where
Cν,τ = [(τ + 1) 2ν2ν+1 + (τ − 1)− 12ν+1 ]. (4.8)
It is well known that the convergence rates in (4.6) or (4.7) are order optimal with respect to the setR((K ∗K)ν) [5]. After
having f
δ
, we can obtain an approximation of f = g ′ in the form
f δ = f δ + gδ(1)− gδ(0). (4.9)
From Theorems 3.1 and 4.1, we have the following result.
Corollary 4.2. If ‖gδ − g‖ ≤ δ, g ∈ H2[0, 1], f = g ′ and f δ is defined by (4.9), then
‖f δ − f ‖ = o(δ 12 ), as δ→ 0. (4.10)
Moreover if g ′′ is of bounded variation, then ∀µ < µ = 35 , f δ satisfies
‖f δ − f ‖ = o(δµ), as δ→ 0. (4.11)
4.2. gδ(0), gδ(1) given not exactly
We now consider the case that condition (4.2) is not valid. Suppose
gδ(0)− g(0) = 1(δ), gδ(1)− g(1) = 2(δ), (4.12)
and
|i(δ)| ≤ C1δ, i = 1, 2 (4.13)
with a constant C1 > 0. The error estimate of the data in Eq. (4.1) becomes now
‖gδ − g‖ ≤
(
1+ 2√
3
C1
)
δ =: δ. (4.14)
Then Theorem 4.1 and Corollary 4.2 are still valid in the present case if δ there is replaced by δ. In the following we show
that if ν < 34 the error level δ can be improved in some sense.
Lemma 4.3. Suppose that δ > 0 is sufficiently small and (4.12), (4.13) are satisfied. Let
η = η(δ) = C2δ1/2 (4.15)
with C2 being a constant, and let
k(t) = k(t, δ) =

21
η2
(t − η), 0 ≤ t ≤ η,
0, η < t < 1− η,
−22
η2
(t − 1+ η), 1− η ≤ t ≤ 1,
(4.16)
then
lim
δ→0 ‖Qk‖ν = 0, ∀ν <
3
4
.
Proof. We have
〈Qk, vj〉 = 〈k, vj〉 = −σj
∫ η
0
21
η2
sin
1
σj
tdt + σj
∫ 1
1−η
22
η2
sin
1
σj
tdt =: G1j + G2j.
Since
G1j = −σj
∫ η
0
21
η2
sin
1
σj
tdt = −2σ 2j
21
η2
sin2
η
2σj
,
then for ν < 34 ,
∞∑
j=1
σ−4νj G
2
1j <∞.
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Thus ∀ε > 0, there exists an integer N0 = N0(ε)which satisfies
∞∑
j=N0
σ−4νj G
2
1j <
ε
2
.
On the other hand, (4.13) shows that there exists a value δ0 = δ0(ε) > 0 such that
N0−1∑
j=1
σ−4νj G
2
1j <
ε
2
, ∀δ < δ0.
Thus
lim
δ→0
∞∑
j=1
σ−4νj G
2
1j = 0.
Similarly,
lim
δ→0
∞∑
j=1
σ−4νj G
2
2j = 0,
and hence the assertion is valid. 
Theorem 4.4. Suppose ‖gδ − g‖ ≤ δ, (4.12), (4.13), (4.15) are satisfied, and let
ĝ(s) = g(s)− gδ(0)(1− s)− gδ(1)s,
f δ˜ be the TSVD solution to Eq. (4.1) with the error level
δ˜ =
(
1+
√
2C2C1√
5
δ
1
4
)
δ. (4.17)
Let f
δ˜ = f δ˜ + gδ(1)− gδ(0), then ∀ν < 34 we have
‖f δ˜ − g ′‖ ≤ Cν,τ (‖g ′‖ν + ‖Qk‖ν) 12ν+1
(
1+
√
2C2C1√
5
δ
1
4
) 2ν
2ν+1
δ
2ν
2ν+1 + 2C1√
3C2
δ
3
4 . (4.18)
Proof. Assume that δ > 0 is sufficiently small and define
g˜(s) =

ĝ(s)+ 1 +
∫ s
0
21
η2
(t − η)dt, 0 ≤ s ≤ η,
ĝ(s), η < s < 1− η,
ĝ(s)−
∫ s
1−η
22
η2
(t − 1+ η)dt, 1− η ≤ s ≤ 1.
(4.19)
Then we have
g˜(0) = g˜(1) = 0,
g˜(η) = ĝ(η), g˜(1− η) = ĝ(1− η).
Therefore g˜ ∈ H10 and g˜ ′(s) = ĝ ′(s) + k(s). Now we regard gδ given in (4.1) as the perturbed form of g˜ , and the error level
can be estimated as follows
‖gδ − g˜‖ ≤ ‖gδ − ĝ‖ + ‖̂g − g˜‖
≤ δ +
(∫ η
0
21(s− η)4
η4
ds+
∫ 1
1−η
22(s− 1+ η)4
η4
ds
)1/2
= δ +
(
1
5
η(21 + 22)
)1/2
≤
(
1+
√
2C2C1√
5
δ
1
4
)
δ = δ˜.
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On the other hand,
‖˜g ′ − ĝ ′‖ = ‖k‖
≤
(∫ η
0
421
η4
(t − η)2dt +
∫ 1
1−η
422
η4
(t − 1+ η)2dt
)1/2
=
(
4(21 + 22)
3η
)1/2
≤ 2C1√
3C2
δ
3
4 .
Therefore
‖f δ˜ − g ′‖ = ‖f δ˜ − ĝ ′‖
≤ ‖f δ˜ − g˜ ′‖ + ‖˜g ′ − ĝ ′‖ + ‖̂g ′ − g ′‖
≤ Cν,τ (‖˜g ′‖ν) 12ν+1 δ˜ 2ν2ν+1 + 2C1√
3C2
δ
3
4
≤ Cν,τ (‖˜g ′‖ν) 12ν+1
(
1+
√
2C3/21√
5
δ
1
4
) 2ν
2ν+1
δ
2ν
2ν+1 + 2C1√
3C2
δ
3
4 .
The assertion of the theorem follows from the above and
‖˜g ′‖ν = ‖g ′ + Qk‖ν ≤ ‖g ′‖ν + ‖Qk‖ν . 
Remark 4.5. If ν < 34 and δ is sufficiently small, then (4.18) and Lemma 4.3 show that
‖f δ˜ − g ′‖ ∼ Cν,τ‖g ′‖
1
2ν+1
ν δ
2ν
2ν+1 .
This is an estimate similar to the case that gδ(0), gδ(1) are given exactly.
5. Numerical implementation
In practical problem, the perturbed data of functions is usually given at nodes. In this case, our approach naturally calls
for a discrete sine transform(DST) of the data.
Give N + 1 knots
tj = jh, h = 1N , j = 0, 1, . . . ,N
and the noisy vector gδ = (gδ0, gδ1, . . . , gδN) of the vector g = (g0, g1, . . . , gN) = (g(t0), g(t1), . . . , g(tN)) is given, and the
condition
‖gδ − g‖ ≤ δ
is assumed. Then we let g = (g0, g2, . . . , gN−1), where,
gi = gδi + (i− N)hgδ1 + ihgδN , i = 0, 1, . . . ,N − 1.
Then the expansion
gi =
N∑
k=1
Ck sin(kpi ih)
can be obtained, where the coefficients
Ck = 2N
N∑
j=1
gδj sin(kpi j/N), k = 1, 2, . . . ,N.
We let
rn = (rn0, rn1, . . . , rnN−1)
where
rnj =
N∑
k=n
Ck sin(kpi ih)
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Fig. 3. Example 1 with δ1 = 0.1.
Fig. 4. Example 1 with δ1 = 0.01.
then we can give the approximate derivative of function g
f δ(t) =
m∑
k=1
Ckkpi cos(kpi t)
wherem is determined by the discrepancy principle
‖rm+1‖ ≤ τ δ̂ < ‖rm‖
where
δ̂ =
{
δ, gδ0 = g(0), gδN = g(tN)
δ˜, other cases.
In the following, we present numerical results of some examples. In all the cases, N = 2048. The perturbed discrete data
are given by
gδi = g(ti)+ i, |i| < δ1,
where {i}Ni=0 are generated by Function (2× rand(N + 1, 1)− 1)× δ1 in Matlab. In this case we can get C1 ≈
√
3 in (4.13).
All examples are computed by using Matlab and the error level δ˜ in (4.17) with parameters τ = 1.01, C2 = 0.01. The
L2-norm relative errors and the maximum-norm relative errors are given in the tables to verify the theoretical results. Two
figures with δ1 = 0.1 and 0.01 for each example are given to compare qualitatively the computed solutions and the exact
ones.
Let us first consider the numerical comparison between the classical scheme and improved scheme with the condition
g ′(1) 6= 0.
Here and in what follows, the solid curve means the exact solution, while the green dash-dotted and red dotted indicate
the solutions of classical and improved schemes, respectively.
Example 1. First we consider the function
g(t) = exp(t), 0 ≤ t ≤ 1.
From Remark 2.3 and Theorem 3.1, we have the convergence rates (µ = 2ν2ν+1 ) of classical scheme and improved scheme
are O(δ1/3) and O(δ3/5) respectively. The numerical results are shown in Table 1 and Figs. 3 and 4.
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Table 1
Numerical results of Example 1.
δ1 Improved scheme Classical scheme
m ‖f
δ˜−g ′‖∞
‖g ′‖∞
‖f δ˜−g ′‖
‖g ′‖
‖f δ˜−g ′‖
δ3/5
m ‖f
δ˜−g ′‖
‖g ′‖
‖f δ˜−g ′‖
δ1/3
1e−1 4 0.0570 0.0194 0.1938 17 0.1813 0.8659
1e−2 6 0.0351 0.0094 0.3741 44 0.1057 1.0615
1e−3 14 0.0146 0.0026 0.4149 167 0.0525 1.1487
1e−4 32 0.0063 0.0008 0.4725 494 0.0269 1.3119
1e−5 80 0.0024 0.0002 0.4787 1627 0.0087 1.0438
Table 2
Numerical results of Example 2.
δ1 Improved scheme Classical scheme
m ‖f
δ˜−g ′‖∞
‖g ′‖∞
‖f δ˜−g ′‖
‖g ′‖
‖f δ˜−g ′‖
δ3/5
m ‖f
δ˜−g ′‖
‖g ′‖
‖f δ˜−g ′‖
δ3/5
1e−1 4 0.0914 0.0285 0.1761 3 0.0379 0.2358
1e−2 10 0.0427 0.0098 0.2421 6 0.0099 0.2456
1e−3 22 0.0190 0.0029 0.2834 12 0.0027 0.2689
1e−4 41 0.0077 0.0009 0.3367 28 0.0008 0.3076
1e−5 102 0.0031 0.0002 0.3376 61 0.0002 0.3321
Fig. 5. Example 2 with δ1 = 0.1.
The numbers in columns 4 and 7 show that the results of improved scheme are much better than the classical one.
Moreover, the numbers in columns 5 and 8 exhibit that the ratios are stable when δ → 0. Furthermore, fit the numbers in
columns 4 and 7 to
kδµ̂ = ‖f
δ˜ − g ′‖
‖g ′‖ (5.1)
(find k and µ̂, which can be determined by data linearization method [12], so that kδµ̂ is the least-squares power curve.) we
can obtain µ̂ = 0.5591 for improve scheme and µ̂ = 0.3340 for classical one (Table 1).
In the following, we give a further comparison between two schemes with the condition g ′(1) = 0.
Example 2. We consider the function
g(t) = exp(t)− exp(1)t, 0 ≤ t ≤ 1
because the condition g ′(1) = 0 is satisfied, so the convergence rates of both the improved scheme and classical one are
O(δ3/5). The numerical results are shown in Table 2 and Figs. 5 and 6. The numbers in columns 4 and 7 show that the results
of two schemes are similar. Fit the numbers in columns 4 and 7 to (5.1), we can obtain µ̂ = 0.5591 for improve scheme
µ̂ = 0.5606 for classical one.
These two examples show that the improved scheme are much better than the classical one if the condition g ′(0) = 0
is not satisfied, even if g ′(0) = 0 is hold, the improved scheme can also obtain a similar result to the classical one. So the
improved scheme is more practical than the classical one.
Next, we give a further verification of theoretical results. The functions in Examples 1 and 2 are infinite smooth. In the
following, we construct a function to verify the results of Theorem 3.1.
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Fig. 6. Example 2 with δ1 = 0.01.
Table 3
Numerical results of Example 3.
δ1 m
‖f δ˜−g ′‖∞
‖g ′‖∞
‖f δ˜−g ′‖
‖g ′‖
‖f δ˜−g ′‖
δ3/5
1e−1 14 0.1297 0.0426 0.9833
1e−2 31 0.0588 0.0141 1.2930
1e−3 72 0.0263 0.0043 1.5723
1e−4 175 0.0108 0.0011 1.5297
1e−5 391 0.0044 0.0003 1.6309
Fig. 7. Example 3 with δ1 = 0.1.
Example 3. In this example g ′′ is discontinuous, but still of bounded variation:
g(t) =

− cos(3pi t), 0 ≤ t < 1
3
1,
1
3
≤ t < 2
3
12 exp(t − 2/3)− 12t − 3, 2
3
≤ t ≤ 1.
From Theorem 3.1 the convergence rate of this example is µ = 35 . The numerical results are shown in Table 3 and Figs. 7
and 8.
Fit the numbers in columns 4 to (5.1) we can get µ̂ = 0.5412.
Example 4. This example is used for verifying the result of Remark 3.4
g(t) = cos(4pi t)− 4 cos(2pi t).
In this example, g ′′(0) = g ′′(1) = 0 and hence it is easy to obtain that the convergence rate is O(δ 79 ). The numerical
results are shown in Table 4 and Figs. 9 and 10. Fit the numbers in columns 4 to (5.1) we can get µ̂ = 0.7509.
We conclude the paper by giving some remarks.
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Fig. 8. Example 3 with δ1 = 0.01.
Table 4
Numerical results of Example 4.
δ1 m
‖f δ˜−g ′‖∞
‖g ′‖∞
‖f δ˜−g ′‖
‖g ′‖
‖f δ˜−g ′‖
δ7/9
1e−1 10 0.0055 0.0040 0.7340
1e−2 14 0.0016 0.0008 0.9375
1e−3 23 0.0004 0.0002 1.1109
1e−4 38 0.0001 2.5242e−005 1.2280
1e−5 64 1.5767e−005 3.9632e−006 1.4016
Fig. 9. Example 4 with δ1 = 0.1.
Fig. 10. Example 4 with δ1 = 0.01.
(1) A new approach to the numerical differentiation of perturbed functions is proposed and analyzed. All the test
numerical examples presented in the paper show that the new method works quite well.
(2) We can also solve Eq. (4.1) by using other regularization methods to obtain the approximate derivative. Since the
singular system of operator K has been obtained, all other methods can be implemented easily and fast.
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