In recent years, computation offloading, through which applications on a mobile device can offload their computations onto more resource-rich clouds, has emerged as a promising technique to reduce battery consumption as well as augment the devices' limited computation and memory capabilities. In order for computation offloading to be energyefficient, an accurate estimate of battery consumption is required to decide between local processing and computation offloading. In this paper, we propose a novel technique for estimating battery consumption without requiring detailed information about the mobile application's internal structure or its execution behavior. In our approach, the relationship is derived between variables that affect battery consumption (i.e., the input to the application, the transmitted data, and resource status) and the actual consumed energy from the application's past run history. We evaluated the performance of the proposed technique using two different types of mobile applications over different wireless network environments such as 3G, WiFi, and LTE. The experimental results show that our technique can provide tolerable estimation accuracy and thus make correct decisions between local processing and computation offloading.
Introduction
Since the first-generation iPhone was released in 2007, the popularity of smart devices, such as smart phones and smart tablets, has been increasing continuously. Each year, dozens of new smartphone models are introduced into the market. Worldwide sales of smartphones exceeded those of feature phones in early 2013 [17] . This phenomenon is attributed to significantly improved mobile hardware performance, various high-speed wired/wireless connectivity options, and, consequently, the availability of a wide variety of mobile applications for daily life and business. The vision of "a computer in my hand" has now become a reality.
Unlike stationary computers that have an unlimited power supply, smart devices are battery-operated for portability. Therefore, low power consumption is a critical requirement in mobile hardware and software design. Considerable effort has been expended to address limited battery lifetime, ranging from efficient power management techniques, such as dynamic power management [4] and dynamic voltage and frequency scaling [3] , to new battery technologies based on nanomaterials such as fluoride shuttle [1] and grapheme [15] . Recently, cloud computing has emerged as a solution to the inherent resource limitation of mobile devices. In the cloud-based approaches, applications on the mobile device can offload their computation to the cloud to conserve energy, as well as augment the computation and memory capabilities of the mobile device ( [5] , [6] , [9] , [11] , [13] , [14] , [16] ). Computation offloading reduces the workload on the mobile device but it requires wireless communication to migrate the computation to more resource-rich clouds. Therefore, computation offloading is energy-efficient only if the communication energy does not exceed the computation energy for local processing ( [12] ).
To determine whether and which portion of the computation to offload, the energy consumption needs to be estimated before execution. Communication energy is a critical factor that determines the energy consumed by computation offloading, and it depends mainly on the size of the data transmitted between the mobile device and the cloud and the network bandwidth. Computation energy depends on the computation time that is affected by the input data and the resource status such as CPU load and memory availability. Many studies ([6] , [9] , [10] , [13] , [18] ) have been conducted to develop models, methods and algorithms for an accurate estimation of energy consumption, but they are limited for these reasons:
• It is assumed that the size of the results transmitted from the clouds to the mobile device is predefined or known in advance. For some applications, this assumption does not hold. For example, the size of an output video from the video transcoding application is different from that of an input video due to differences in coding efficiency of the corresponding codecs.
• The internal structures of applications or their execution behaviors (e.g., the number of instructions in a function, the number of loop iterations, etc.) can be obtained automatically with the help of dedicated programming tools such as compilers or provided by application developers. Such pieces of information are useful for an accurate estimation of the computation time. However, development of such tools requires significant efforts.
In this paper, we propose a technique for energy consumption estimation to address the abovementioned shortcomings. Mobile applications consist of several functional Copyright c 2014 The Institute of Electronics, Information and Communication Engineers modules. Some of them must run on mobile devices. Examples include a user interface or codes for handling a peripheral such as a mobile device's camera. For other modules, the decision to offload computation must be made based on energy efficiency. The novel aspect of our technique is that it treats the module of an application as a black box and thus does not require detailed information about how it works internally. Instead, it derives the relationship between variables that affect the energy consumption (e.g., input parameters to the module, transmitted data, and resource status) and the actual consumed energy from the past run history. The integral part of our approach is that various filtering techniques are applied to extract subsets of past run history that are closely related to the module of which energy consumption needs to be estimated. Once having done that, the regression methods are applied. In doing so, irrelevant past history has less influence on the estimation. Furthermore, since it is not known which filtering technique performs best for a given module, our technique selects the best filtering technique dynamically over time based on various error measurement metrics. We evaluated the performance of the proposed technique using two different types of mobile applications: a face recognition application and a video transcoding application. At the same time, we varied the underlying wireless network environments, including highspeed 4G networks such as Long Term Evolution (LTE) [2] . The experimental results showed that our technique delivers tolerable estimation accuracy and can make correct decisions between computation offloading and local processing.
The remainder of the paper is organized as follows: Sect. 2 summarizes related work; Sect. 3 explains the proposed estimation technique in detail; and Sect. 4 presents the experimental results. Finally, we conclude in Sect. 5.
Related Works
Significant research [11] has been conducted on offloading decisions for improving performance or saving energy. Chang et al. [5] provide a performance/power evaluation model to determine whether offloading a kernel function benefits the application. Their model is based on a simple yet general energy consumption model such as that defined in Kumar et al. [12] . Similarly, Kumar et al. [13] extend a general energy consumption model of the offloading to be well suited for a content-based image retrieval (CBIR) program. In particular, they decompose a queryprocessing operation in a CBIR session into several steps and are thus able to define a fine-grained energy consumption model.
Cuervo et al. [6] use various profiling data as input to a global optimization problem that determines which methods should execute locally and which should execute remotely. Their goal is to find a program partitioning strategy that minimizes the smartphone's energy consumption, subject to latency constraints.
Kovachev et al. [10] define the cost function of the offloading that consists of three parts-the data transfer cost, the memory cost, and the CPU cost-and apply integer linear programming to find an optimized partitioning strategy for a given set of offloadable modules of a mobile application, with the objectives of minimizing memory usage, energy usage, and execution time.
Xian et al. [18] present a method that uses timeout for offloading decisions. In their approach, the computation is offloaded to servers only if it is not completed after its breakeven time, which is the minimum computation time that can benefit from offloading. They use the online statistical information to find the optimal timeout, instead of estimating execution time for each computation instance.
Although our work is similar to others in that past run history is used for predicting computation time, there are important distinguishing differences. First, we do not assume that the size of the results generated from an application module is known before executing it. Second, we assume that the internal structure of an application module and its execution behavior are also unknown. These pieces of information are derived from the past run history. Therefore, our work is generic enough to be applicable to a wide range of mobile applications.
Dynamic Estimation of Energy Consumption
For a given module of a mobile application, Fig. 1 depicts the steps to estimate energy consumption for local processing and computation offloading. The query point represents the set of information needed to run an instance of the module. This includes the input parameters required by the module and the current resource status of the target system such as CPU load and memory availability. The input parameters are important variables that affect not only the computation time but also the communication time, as the output of the module is correlated with the input to the module, thus influencing the size of data transmitted between the mobile device and the clouds.
When it needs to be determined whether a given application's module must be offloaded, the first step is to extract subsets of past run history that are relevant to the query point by applying a set of filters. In the second step, using the selected datasets, regression methods are applied to predict the output size as well as the computation times on the mobile device and the cloud, respectively (e.g., T local (i), T cloud (i), and D output (i), i = 1, . . . , N). Note that since the resource status affects only the computation time, it is not used by filters for predicting the size of the output of the module. For the third step, the best estimates for T local , T cloud , and D output are selected based on prediction accuracies. The expected energy consumptions for local processing and computation offloading are computed using the selected values and sampling data of consumed energy by the target mobile device as shown in the following equation: Fig. 1 Sequence of steps to estimate energy consumption. T local (i) and T cloud (i) are estimated computation times for local processing and computation offloading based on the filter i, respectively, whereas D output (i) is the predicted size of the result transmitted from the cloud to the mobile device using the filter i. E local and E cloud are estimated energy consumption for local processing and computation offloading using the best estimations for T local , T cloud , and D output (e.g.,
respectively. N denotes the number of available filters.
where T local (i), T cloud ( j), and D output (k) are the best estimations for the computation time on the mobile device, the computation time on the cloud, and the output size using datasets extracted by filters i, j, and k, respectively. The sampling data include the average amount of energy consumed by the mobile device for performing computation for one second (J comp ), for sending or receiving data for one second (J send and J receive ), and for being idle for one second (J idle ), respectively. Calculating the energy consumption for local processing is straightforward, whereas the energy needed for computation offloading consists of three components: the energy for sending data to the cloud for the module to execute remotely (E tx ), the energy for receiving the execution result from the cloud (E rx ), and the energy consumed by the mobile device sitting idle until the remote execution of the module finishes and the result is returned (E idle ). E tx and E rx are proportional to communication time and are therefore dependent on the size of transmitted data (D input and D output (k)) and the network bandwidth (BW).
Note that the size of data to send to the cloud need not be estimated; it can be computed by summing the sizes of the input parameters and code size of the module, if necessary. While the module runs on the cloud, the mobile device must sit idle for T cloud . Therefore, energy consumed during this period must also be taken into account. Finally, when E cloud is found to be less than E local , the module will be offloaded. Otherwise, the module will be processed locally. When the module finishes its execution, the query point of the module, the actual execution time either on the mobile device or in the cloud, the actual size of the result, and accuracies of individual estimations are stored for later use.
Note that we assume that during the lifetime of an application, the mobile device periodically monitors the network bandwidth and resource status such as the CPU load and memory availability of the mobile device and the cloud. In order to reduce monitoring overhead for the cloud, when the module is offloaded, such pieces of information are piggybacked with the execution results and the monitoring period re-starts from that point. Although this process requires extra energy, its impact is relatively small [6] . Detailed descriptions of each of these steps are presented in the next section.
Regression Methods
Regression analysis is the part of statistics that investigates the relationship between two or more variables in a nondeterministic fashion. In this work, we use the linear regression method because the computational cost is cheaper than for nonlinear regression methods such as quadratic and cubic methods. Note that using linear regression does not mean that we assume that the energy consumption of a given module is a linear function of the input parameters and the resource status. Instead, only the subset of the past run history that is sufficiently close to the query point, which is selected by filters, will be approximated by a linear relationship.
Multiple linear regression models take the form:
where Y is the dependent variable, the β i 's are regression coefficients, and x i 's are independent variables. In our work, the number of independent variables varies depending on the number of input parameters required by the given module and the type of the dependent variable (e.g., the computation time and the output size). For example, suppose that a module requires two input parameters, p and q, and CPU load and memory availability are considered for the resource status. Then, the computation time is derived by
Memory and the output size is derived by Y = β 0 + β 1 P + β 2 Q, where P, Q, CPU, and Memory are variables representing values of p, q, CPU load, and memory availability, respectively. Due to differences in the units of measurement for individual parameters as well resource status, for multiple regression it is advantageous to carry out standardization of variables before fitting a curve. Let x i and s i be the sample average and sample standard deviation of observed x i . In the standardized model, each variable x i is coded by
The coded variable simply re-expresses any x i value in units of standard deviation above or below the mean. The benefits of standardization are (1) increased numerical accuracy in all computations and (2) more accurate estimation than for the parameters of the un-standardized model. This is because the individual parameters of the standardized model characterize the behavior of the regression function near the center of the data rather than near the origin [7] . Therefore, given k independent variables, we use the following regression function to predict the expected values of Y, E(Y):
Filtering Technique
Linear regression methods attempt to fit a straight line to the available data to minimize the sum of squared deviations of the predicted values from the actual observations. Therefore, if the observations do not show strong linearity, applying the linear regression model will not generate accurate predictions. To address such a limitation, we apply linear regression methods only to subsets of observations that are extracted by a filter in such a way that the selected datasets are close to the query point and show strong linearity. Figure 2 shows the effects of using filters. Suppose that the query point is q 2 . The predicted value of Y by the filtering-based method, h 2 (q 2 ), is closer to the actual observation than a prediction without filters, f (q 2 ). This is because while h 2 (x) is generated from data points close to q 2 , f (x) is derived from all observed data and, therefore, it minimizes the error for data points not only close to q 2 but also far from q 2 . The closeness of each data point to the query point is defined by a distance function of the filter. Since the range and distribution of independent variables are unknown, the distance function should normalize distances with respect to the query point. For this purpose, we used standardized Euclidean distance. The distance between data point D = (d 1 , d 2 , . . . , d n ) and query point Q = (q 1 , q 2 , . . . , q n ) is defined as follows: Fig. 2 The effects of using filters. Individual rectangles represent the actual values of Y given X is q 1 , q 2 , and q 3 , respectively. The dashed line, f (x), is generated by a linear regression method using all observed data, whereas the solid lines, h i (x), are based on subsets of data points close to corresponding query points (q 1 , q 2 , and q 3 ). Once the distance is computed, it is compared with a configurable threshold value, α(≥ 0). If the absolute difference between Distance(D, Q) and α is less than or equal to zero, then D is included for linear regression analysis. If the threshold value is too large, it is more likely that data points irrelevant to the query point are included for analysis, thus decreasing prediction accuracy. On the other hand, using smaller threshold values may cause useful data to be omitted.
Distance(D, Q)
= n i=1 (d i − q i ) 2 d i = d i − d i s i , q i = q i − d i s i d i :
Dynamic Estimator
For a given application module, it is difficult to know in advance which predictor generates the most accurate predictions, because it is highly dependent on the characteristics of the modules. The novel aspect of our approach is to select dynamically a best predictor over time for the target module by using the previous prediction history.
The prediction history database of the dynamic estimator maintains the past prediction history of each predictor, and it is organized in a two-dimensional matrix: columns represent the predictors and the variables that affect the computation time of the module, and each row represents the expected computation time of the predictors and the actual computation time of a module instance (see Fig. 3 ). When the prediction is needed, the dynamic estimator runs all the registered predictors in parallel. Then it gathers the most recent k prediction history of each predictor and selects the one that shows the most accuracy. We used several wellknown fitness functions as metrics for measuring prediction accuracy, such as mean squared error, mean absolute error, relative squared error, and so on. Then, for each predictor, the sum of eight ranks is computed and the one with the smallest sum is selected as the best predictor.
Empirical Analysis

Prototype Applications and Test Environments
For our experiments, we implemented prototype mobile applications by applying the FREEMA framework [14] that enables seamless execution of Android applications in the cloud. The applications are a face recognition application and a video transcoding application, which are frequently used in mobile environments. The face recognition application was implemented so that a module that extracts coordinates of identified faces in a given image would be executed in clouds. As for the video transcoding application, it downloads a video from a repository and converts it to a format the device is able to play. Therefore, video downloading and transcoding were implemented into a module that would be executed in clouds.
In order to investigate the performance of our approach under different mobile communication networks, we used 3G and Wi-Fi networks as well as high-speed 4G networks, such as LTE. Energy consumption of the device was measured with an external power monitoring tool. All energy measurements were collected by supplying the device with a constant voltage of 3.9V and tracking the current with a sampling rate of 5,000Hz. Table 1 shows the main features of commercially available smartphones that we used in the experiments, while Table 2 shows the sampling data of consumed energy for the smartphone. When computing the amount of energy required, energy components (J comp , J send , J receive , and J idle ) in (1) are replaced with corresponding sampled data. For instance, when the 4G network is used for the mobile communication, J comp lte , J send lte , J receive lte , and J idle lte should be used. Individual mobile devices have their own energy consumption profiles, and automatic collection of these energy parameters may require support from the underlying framework. For a cloud server, we used a high-performance server computer with a 3.4 GHz quad core CPU and 16GB memory.
Analysis
In most cases, the computation time of an application is highly dependent on its input. For example, in the cases of the face recognition and video transcoding applications, the image size and source video size are primary inputs that determine the computation time. For the face recognition application, we used different images with various resolutions between 400 × 492 and 4800 × 3600. For the video transcoding application, we used source video files in MP4 format with sizes ranging from 6.4MB to 215MB for conversion to AVI. Figure 4 shows distributions of execution times of individual applications according to their primary input parameters. Given an application, it is not known which value for a threshold used by the filtering technique performs best. Therefore, we used four different values (0.05, 0.1, 0.15, and 0.2) for the threshold and the dynamic estimator eventually selected the best one. The resource monitoring activity of the mobile device requires both CPU processing and network communications and is an extra cost to enable accurate predictions. Figure 5 shows the amount of energy consumed for resource monitoring. Although the amount of consumed energy for resource monitoring is different for different network types, their magnitude is marginal. However, as the number of target cloud servers to monitor and the monitoring frequency increase, the cost will also increase. One way to compensate this extra cost is to allow several applications supporting offloading to share the resource status information.
According to Fig. 6 , the proposed prediction technique performs well in all prototype applications. For the face recognition and video transcoding applications, the output size is indeterministic in that the output is highly dependent on not only the size of the input but also its content. However, for the face recognition application, because the numbers of faces appearing in the experimental input images did not vary significantly, its prediction accuracy was relatively higher than for the video transcoding application. Figure 7 shows the accuracy of various predictors. In the face recognition application, predictors with filters outperformed those with no filter. However, in the case of the video transcoding application, the predictors without filters showed slightly better performance. This can be explained by the distributions of execution times of application instances. As shown in Fig. 4 , the distribution of the execution time of the video transcoding application is almost linear. On the other hand, as execution times of the face recognition application does not show strong linearity, applying linear regression analysis using the entire dataset generates more errors than using subsets of history data. Another interesting observation in Fig. 7 is that the threshold values defining the closeness of data point to query point show different performances with different applications as well as with different mobile communication networks. However, since the dynamic estimator considers past prediction accuracy of individual predictors, its accuracy is close to that of the best one under the given circumstances. Figure 8 shows the energy saved by using offloading. It compares the amount of actual energy consumed when the offloadable modules were executed on the mobile device, on the cloud server, and on the location selected by the offloading decision based on the energy consumption predicted by the dynamic estimator. When high-speed networks such as Wi-Fi and LTE were used, the energy saved by offloading was greater because data transmission time was less, resulting in reduced energy consumed for data communication. However, in the case of the face recognition application, the computation time is very small. Therefore, even if a highspeed network is used, it is more likely that energy saved by remote execution (E local − E idle ) is exceeded by the energy consumed by data transmissions between the cloud and the mobile device (E tx + E rx ). In such cases, it is more profitable to run the modules locally.
Interestingly, although in some cases the prediction error rate of the dynamic estimator is relatively high, energy savings obtained by online offloading as decided by the dynamic estimator was improved. The goal of the offloading decision is to select the best option for executing application modules in terms of energy efficiency. Therefore, even though individual predictions generated by the dynamic estimator may not be accurate, if their predictions are accurate enough to rank the options in terms of energy consumption, the offloading decision maker will make the correct decisions, thus achieving energy savings.
Conclusion
In this paper, we proposed a novel technique for battery consumption estimation without requiring detailed information about the internal structure of a mobile application or its execution behavior. In our approach, the relationship is derived between variables that affect the battery consumption (i.e., the input to the application, the transmitted data, and resource status) and the actual consumed energy from the past application run history. In addition, since it is difficult to know which predictor generates the most accurate predictions in advance, we proposed a dynamic estimator that dynamically selects a best predictor over time for the target module by using previous prediction history.
In the current work, we used only independent variables to select relevant observations to the query point. Therefore, we plan to extend the filtering technique so that not only will the independent variables but also the dependent variable be used to select observations that are close to the query point and show strong linearity.
The response time is another important property when choosing a mobile application or service. However, providing fast response time sometimes conflicts with energy savings. Therefore, we plan to investigate trade-offs between user experience and energy consumption and to develop offloading decision algorithms to take into consideration both the response time and the energy consumption, thus being able to provide acceptable delay time while consuming as little energy as possible.
