INTRODUCTION
The trajectory planning problem for navigation of mobile robots or manipulation of robotic arms has been traditionally treated for environments of stationary or deter-
The calculation of both the minimum distance and the expected collisiontime has been investigated in the past [Canny 86, Gilbert 87, Gilbert 89, Kyriakopoulos 89 ] but in the case where fullinformation about the description of the objects and their motion is available.Unfortunately, this isnot the case in realistic environments where the information is based on measurements by a sensing system and the motion of the objects is not known but just observed. The uncertainty introduced by both factors should be included in the calculation procedures.
In this paper, the major contribution is the treatment of uncertainty introduced by both the sensing process and the unknown attitude of the moving obstacles.The distance estimation problem is posed as a filtering problem. Finally, the issue of collision time prediction is covered in depth. Such a process is computationally expensive.
If the Lz or Leo are used, then the distance problem is linear programming as opposed to quadratic for the case of the Euclidean norm.
Linear programming for problems of moderate complexity, such as the one at hands, performs considerably better than quadratic.
A statement of the problem in the deterministic case is given in section 2 in order to introduce the framework under which analysis is going to be performed. Section 
where K_(t), Kj(t) axe compact sets of cartesian points representing the two objects.
Based on the above definition the necessary and sufficient condition so that no collision occurs between the two objects would be
where d°> 0 is a safety constant.
Sets K_(t), Kj(t) are described by an equation of the form
where C C _a, is a compact set and describes the shape of the object
The basic assumption adopted in this work [Kyriakopoulos 89 ] is that set C representing the shape of the object is a convex polyhedron described by
3)
A point x E _ after it is rotated and translated by R(t) and T(t) respectively, it comes to a new point x' where
x'= R(t). _ + T(t).
! Therefore K(t) since it comes from rotation and translationof points = E C can be described as
Representations of distance
Based on definitions i2.1) and (2.3) and on equation (2.2), the problem to find the minimum distance between two solids
representing the robot and an obstacle respectively, is recasted to a mathematical prograxnming problem of the form:
• To (t) and IL(t),T,(t), Ro(t), To(t) are the rotation and translation matrices for the robot and the obstacle describing their current configuration.
In view of (2.4) and (2.5), the distance between the solids C, and Co can be viewed as a function of their configuration [Gilbert 85 ] described as a quadruple P = (Ro(t),T°(t),tL(t),T,(t)): 
3.2

Estimation of kinematic parameters
Naturally, the assumptions made about the models of uncertainty are necessary in order to enable the creationof models of motion of the moving object, and the sensing process. The models presented here are for the two dimensional case. Future work is going to incorporate the full3-D case which adds complexity just to the formulas.
On the other hand, the 2-D case perfectlyserves the navigation problem considered here.
The equations of motion of the moving obstacle are : A variation of the Kalman filter proposed [Athans et.al68 ] may well be used to get a close to optimal estimate _" of state vector X. The selection of this specific filter was clone because it is a second order filter which normally gives better results in terms of bias errors. The utilizationof Kalrnan filter provides, at every instant t_ :
• f((tJti), the optimal estimate of state X based on measurements up to and including tl,and
• P(ti/t,) the error covariance matrix.
The prediction equations for the future, based on the information up to and in- 
Bounds of distance functions
From (2.6), it becomes evident the fact that the dependency of d on quadruple P = (P_(t),To(t),R,(t),T,(t)) implies its dependence on the motion vector X. This comes from the fact that Ro(t) and To(t) explicitly' depend on X. In fact, in the 2-D case:
Assuming that R,(t) and T,(t) are well known at t, the distance d becomes a function of the random variable X, or :
and 
Taking expected values in both sides of (3.7),
where A,,,,_(-) denotes the minimum eigenvalue of a matrix.
In order to make possible the utilizatiou of (3.8), the Hessian of d(X) has to be explicitly found, in order to get the eigenvalues in closed form. This would be more efficient for an on-line distance estimation scheme.
Derivatives of distance functions
The analysis that follows considers the 2-D case and is consistent with the development of [Gilbert et.al 85] . The 3-D extension is straightforward.
where a defines the kind of used norm. Let where o,7__.._._ = -(w_g,,(L_,) + w_gn(L,)) . _ir,O+ (_g,',(L,,) -_g_(L=)). co_0 (3.15) ao Similarly, the Hessian is very easy to obtain and is given in appendix B with its eigenvalues.
In appendix C the following theorem is proved: 
The Hessian is given in appendix B with its eigenvalues.
In appendix C the following corollary is proved using the theorem 3.1 : Vxd(X) = Vxe'(P,w:,w:).
Distance Estimation Algorithm
In summary, the steps of the distance estimation (prediction) algorithm are given:
• from one of (B. 
In the above equations 3"i and _0(k) must satisfy Dvoretzky's conditions for conver- :,:,......................................... 
is computed using (3.8) not everywhere but only at random instants t_ produced by Assume that a trial time instant t, -7sec is randomly produced by the probability of (4.2). . 4.............. :44................ ":...................................  i ................   ......................................................................... _..........:;" "_,................_................................... i........... In this search dl was used, as measure of distance, because it is computationally faster, while it gives the same collision time as du.
Finally an issue of interest is the selection of the time horizon T of search. It should be based on a number of criteria depending on safety and performance issues.
In this work a reasonable and safe selection was considered:
where n is a positive integer.
SIMULATION RESULTS
The case study considers a mobile robot endowed with a vision and motion control system and a moving obstacle (figure 6). The collision time was calculated using the modified AESRS that was outlined in the previous chapter. As a metric, dl(t) was used. Therefore using a SUN 3-150 we were able to perform 30 iterations/sec. At time instants t = 4, 5, 6 sec the collision time was found to be tc = 7, 6.8, 6.69 sec respectively, while the actual collision time is tc = 6.63 sec.
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DISCUSSION-FUTURE RESEARCH
A theoretical analysis of the distance estimation and collision time prediction problems between moving polyhedra was presented along with simulation results. The 
and becomes a linear programming problem of 9 variablesand m + I+ 6 constraints.
More than one minimizing vectors may exist,with allof them corresponding to the same minimum. More than one minimizing vectors may exist, with all of them corresponding to the same minimum.
APPENDIX B
In this appendix, the derivation of the eigenvalues of the Hessian of the distance function is presented for two cases of norms. 
The Generalized gradient of f at z is of(z) = co{w: vf(z,) --, w, vf(z,) exists, z, -, _} where co denotes the convex hull. Finally the Generalized directional derivative f°(z; v) is defined as:
is said to be regular at z provided: Proof: The proof is given in [Clarke83](proposition 2.1.5).1.
The following theorem is key to our development Theorem
C-4:
Let U be a sequentially compact space, and let g : _n × U ---* have the following properties:
(a) g(z, u) is upper semicontinuous in (z, u).
(b) g is locally Lipschitz in z, uniformly for u in U.
(c) g_ (z,u; .) = g'_ (z,u; .), the derivatives being w.r.t z.
If we let f(x) = m_x._u{g(x,u)) then:
(1) f is locally Lipschitz.
(2).f'(z; v) exists.
(
(co(.) denotes the convex hull of a set).
Proof." The proof is given in [Clarke75](Theorem 2.1).1.
2t
Finally, the following proposition is the last pieceof the proof under development. 2)dl'(P; P') exists.
Lemma
3)dl'(P;P') =rain{< Vp_l(P, wo, w_),P' >: (Wo, W_) e W(P)} where W(P) = {(wo, w,) E Co × C_ :vl(P, wo, W_)=d_(P)} 4)Od_(P) = co{ < Verb(P, Wo, wr),P' >: (w,,, w,) E W(P)}.
From lemma C-5 the following statements are shown to be equivalent:
Odt(P)=(_},singleton;
X7d_(P) exists; Vdl(P)-_.
Result
When the configuration of Co and C, is such that there is only one pair of points (wo. , w:) minimizing dr(P) (i.e when W(P) is singleton) then according to the above results Vpdt(P)= _7p_t(P, wo,w;). Q.E.D.I.
Before continuing with the proof of corollary 3.2 the following lemma is proved: Thus f is convex. 
