Abstract Preconditioned conjugate gradient method is applied for solving linear systems Ax = b where the matrix A is the discretization matrix of second-order elliptic operators. In this paper, we consider the construction of the transform based preconditioner from the viewpoint of image compression. Given a smooth image, a major portion of the energy is concentrated in the low frequency regions after image transformation. We can view the matrix A as an image and construct the transformed based preconditioner by using the low frequency components of the transformed matrix. It is our hope that the smooth coe cients of the given elliptic operator can be approximated well by the low-rank matrix. Numerical results are reported to show the e ectiveness of the preconditioning strategy. Some theoretical results about the properties of our proposed preconditioners and the condition number of the preconditioned matrices are discussed.
Introduction
In this paper, we study the numerical solution of second-order elliptic boundary value problems. Using nite di erences or nite elements, such problems generally are reduced to linear systems of the form Ax = b, where A is a sparse matrix. We consider here symmetric and positive de nite problems. One of the most popular iterative methods for solving such systems is the conjugate gradient (CG) method, see Axelsson and Barker 1, p.18]. In general, the convergence rate of the CG method depends on the condition number (A) of A. The smaller (A) is, the faster the convergence of the method will be. One way to speed up the convergence rate of the method is to precondition the system. Thus, instead of solving the original system Ax = b, we solve the preconditioned system M ?1 Ax = M ?1 b. The matrix M, called a preconditioner to the matrix A, is chosen with two criteria in mind: Mr = d is easy to solve for any vector d; the spectrum of M ?1 A is clustered and/or M ?1 A is well-conditioned compared to A. In 2] . R. Chan and T. Chan proposed using Fast Fourier Transforms (FFTs) based preconditioners for the numerical solutions of second-order elliptic equations. Their approach is to average the coe cients of A to form a circulant approximation. Part of their motivation is to exploit the fast inversion of circulant systems via the Fast Fourier Transforms (FFTs). They proved that circulant preconditioners can be chosen so that (M ?1 A) = O(n), where 1=n is the mesh-size. Works in this direction can be found in Huckle 10] where skew circulant preconditioners are used for these discretization matrices. In 13, 14] , the construction of circulant approximations on anisotropic elliptic problems and L-shaped domains of elliptic problems has been considered. Moreover, the idea of FFT{based preconditioners has been applied to systems arising from implicit time-marching methods for rst-order hyperbolic equations, see Holmgren and Otto 8, 9] .
One can view the circulant preconditioners as approximations to the original given equation with the given boundary conditions being replaced by periodic ones. It is thus natural to consider using other fast transform based preconditioners to precondition elliptic problems. Chan and
Wong 5] proposed using sine transform based preconditioners for matrices A. For rectangular regions, the condition number of the sine transform based preconditioned system is proved to be of O(1).
In this paper, we consider the construction of the transform based preconditioner from the viewpoint of image compression. In image processing, it is well known that for typical images, a major portion of the signal energy is concentrated in the low frequency regions after image transformation 11]. Thus it is already su cient to reconstruct the image if only the low frequency regions of the compressed image are kept in the frequency domain. This leads us to approximate the transformed matrix SAS in the transform domain by the sum of a diagonal matrix and a low-rank matrix. Here S is the discrete sine transform matrix. The low-rank matrix corresponds to the low frequency components of the transformed matrix. It is our hope that the variations of the smooth coe cients of the given elliptic operator can be approximated well by the low-rank matrix in the transform domain. Numerical results in x4 are given to illustrate the e ectiveness of the preconditioning technique. We will also see that the performance of our preconditioner is better than the FFT{based preconditioner and the sine transform based preconditioner proposed in 2] and 5] respectively.
Let`be the rank of the low-rank matrix added in the transform domain. For the rectangular domain, both the construction of our proposed preconditioner M`and the matrix-vector multiplication M ?1 v for any vector v can be done in O((`2 + 1)n 2 log n) + O(`2n) operations.
For the theoretical result, we will show that the condition number of the preconditioned system M ?1 A is of order O(1). Moreover, when`= 0, our proposed preconditioner M`is just equal to the sine transform based preconditioner given in 5].
The outline of the paper is as follows. In x2, we construct our preconditioner using discrete sine transform matrix and the low-rank approximation. We also analyze the spectral condition number of the preconditioned system. In x3, we extend the construction of our preconditioner to irregular domains. Finally, numerical results are given in x4.
2 Preconditioners by Approximation in the Transform Domain 
Here D i are symmetric tridiagonal matrices for 1 i n and A i are diagonal matrices for 2 i n.
The motivation for the construction of our preconditioners is given by the following result in the Fourier analysis. We rst denote C (m) to the set of functions that are m-times di erentiable with its mth derivative in L 1 0; 2 ] for m > 0. Moreover we let F n be the discrete Fourier matrix with its entries given by
p n e ?2 ijk=n ; 0 j; k n ? 1:
Lemma 1 Given a periodic function a(s; t) de ned on 0; 2 ] 0; 2 ]. Let A n = a j;k ] 0 j;k<n with a j;k = a 2 j n ; 2 k n ; 0 j; k < n: If a(s; ) and a( ; t) are uniformly in C (m+1) for 0 t 2 and 0 s 2 respectively with m > 0, then F n A n F n can be approximated well by a matrix of low-rank. Using the fact that a(s; t) are uniformly in C (m+1) for 0 t 2 and 0 s 2 respectively with m > 0, we have jb jk j c 1 maxfjjj + 1; jkj + 1g m+1 ; 0 j; k < n: (4) Equating the entries of 1 n F n A n F n to b jk and using (4), we obtain j 1 n F A n F n ] j;k j c 2 maxfjjj + 1; jkj + 1g m+1 ; 0 j; k < n:
Then we de ne the matrix L n = l j;k ] 0 j;k<n by L n ] j;k = ( 1 n F n A n F n ] j;k ; 0 j; k `; 0;`< j; k < n:
Therefore, we have
where c 3 is dependent on m but independent of`and n. Hence the result follows. It follows that the matrix A n with the properties de ned in Lemma 1 can be approximated well by a low-rank matrix in the transform domain. In image processing terminology, one can view A n as an image. In transform image coding, an image is transformed to a domain signi cantly di erent from the image spatial domain, and the transform coe cients are then coded. A large amount of energy is concentrated in a small fraction of the transform coe cients (low frequency components). Therefore, it is possible to code only a fraction of the transform coe cients without seriously a ecting the image 11].
In the following, we will use the sine transform matrix to construct the preconditioner for the matrix A in (3).
Sine Transform Matrix
In this subsection we recall some of the results in approximating a given matrix by matrices that can be diagonalized by the discrete sine transform. Let S n be the n-by-n discrete sine transform matrix. Its (i; j)th entry is given by s 2 n + 1 sin( ij n + 1 ); 1 i; j n: We note that S n is symmetric, orthogonal and the matrix-vector multiplication S n v can be computed in O(n log n) operations for any n-vector v, see Yip and Rao 15] . Given an n-by-n matrix A n . The minimizer s(A n ) of kA n ? Bk F over all matrices B that can be diagonalized by S n is called the optimal sine transform approximation to A n , see Chan et al. 4] . Here k k F denotes the Frobenius norm of the matrix. The matrix s(A n ) is uniquely determined by A n and is given by s(A n ) = S n (S n A n S n )S n ; (5) where (S n A n S n ) denotes the diagonal matrix whose diagonal is equal to the diagonal of the matrix S n A n S n , i.e., (S n A n S n )] j;k = ( S n A n S n ] j;j ; j = k; 0; j 6 = k:
In 4], we gave an approach of constructing s(A n ) with the cost O(n 2 ) operations. We remark that if A n is a band matrix, then the cost can be reduced to O(n) operations. It is well known that the discrete sine transform matrix S n diagonalizes the set of tridiagonal, Toeplitz, symmetric matrices. By the de nition of s(A n ) or (5), the optimal sine transform preconditioner gives exact approximation to all matrices in the set, in particular to the 1-dimensional discrete Laplacian: tridiag ?1; 2; ?1]. Therefore, the system tridiag ?1; 2; ?1]x = b can be solved in exactly one iteration by the PCG method with the optimal sine transform preconditioner.
Construction of Preconditioners
We note from (5) that the optimal sine transform based preconditioner is constructed by only extracting the information from the main diagonal of the transformed matrix S n A n S n . From Lemma 1 and the transform coding in image processing, these lead us to use the sum of a diagonal matrix and a low-rank matrix to construct the preconditioner for elliptic problems. We hope that the variation of the smooth coe cients of the given elliptic operator can be captured well by the low-rank approximation (low frequency components after image transformation) in the transform domain.
More precisely, given an n-by-n matrix A n and` 0, we de ne s`(A n ) S n `( S n A n S n )S n ; (6) where `( S n A n S n ) is a matrix with its entries given by `( S n A n S n )] j;k = 8 > < > :
S n A n S n ] j;k ; 0 j; k `, S n A n S n ] j;j ;`+ 1 j < n, 0; otherwise:
We note that when`= 0, `( ) = ( ) and s`( ) = s( ) as in (5). Thus we see that our preconditioner is just a natural extension of the optimal sine transformed based preconditioner. However, we introduce the low-rank approximation in the preconditioner to deal with the variation of the coe cients of the given elliptic operator. The following Lemma gives the property of s`(A n ).
Lemma 2 If A n is Hermitian, then s`(A n ) is also Hermitian. Moreover, we have
In particular, if A n is positive de nite, then s`(A n ) is also positive de nite.
Proof: It is easy to see that s`(A n ) is Hermitian as S n and S n A n S n are. Let R`be the (`+ 1)-by-(`+ 1) principal submatrix of `( S n A n S n ). We just note that min (A n ) = min (S n A n S n ) minf min (R`); miǹ +1 j<n f S n A n S n ] j;j gg = min ( `( S n A n S n )) = min (s`(A n )): The inequality for the supremum can be proved likewise.
We construct a preconditioner M`for the matrix A in (3) by taking the approximations s`( ) to each n-by-n block of A:
where s`( ) is the approximation given by (6).
Lemma 3 Let A be an n 2 -by-n 2 symmetric positive de nite matrix of the form given in (3). Let M`be the preconditioner for A. Then M`is symmetric positive de nite.
Proof: The matrix M`can be given by the following formula:
M`= (I S n ) `( I S n ) (8) where is the the Kronecker tensor product and `( S n A n S n ) `( S n A n S n ) `( S n D n S n ) 1 C C C C C C C A : (9) Now let P be the n 2 -by-n 2 permutation matrix de ned as follows: for k = 1; 2; : : : ; n, rows (k ? 1)(`+ 1) + 1 through k(`+ 1) of P are rows (k ? 1)n + 1; : : : ; (k ? 1)n +`+ 1 of I n 2 and for k = 1; 2; : : : ; n ?`? 1, rows n(`+ 1) + (k ? 1)n + 1 through n(`+ 1) + kn of P are rows + k + 1;`+ n + k + 1; : : : ;`+ n(n ? 1) + k + 1 of I n 2 . Theñ 
Here~ (0) is an (`+ 1)n-by-(`+ 1)n matrix and~ (j) (1 j n ?`? 1) are n-by-n matrices.
By using Cauchy's Interlace Theorem 7], we have min (A) = min (P T (I n S n )A(I n S n )P )
The result follows.
According to Lemma 3,~ (0) is a band symmetric matrix of bandwidth (4`+ 3) and~ (j) are tridiagonal symmetric matrices. We can compute the LU decompositions for all diagonal blocks.
That will take O(`2n + n 2 ) operations. Hence the cost of solving the linear system M`x = b is O(n 2 log n +`2n + n 2 ) operations.
We remark that the block Cholesky factorization of A can be written as 
We see that the preconditioner M`is also of this form and can be constructed by the method of block factorization.
Lemma 4 Let A be an n 2 -by-n 2 symmetric positive de nite matrix of the form given in (3).
Let M`be the preconditioner for A. Then the block factorization of M`is given by 
Next we show that the condition number of the preconditioned system (M ?1 A) is bounded by a constant which is independent of the size of the matrix A.
Theorem 1 Let A be the 5-point discretization matrix of (1) on the unit square satisfying conditions (2) . If M`is the preconditioner de ned in (7) To prove the above inequality, we note that c min min ((I S n )A 0 (I S n )) min ((I S n )A(I S n ))
Irregular Domains
We consider irregular domains that are union of rectangular domains. In this case, the matrix A has the form given in (3) but the diagonal submatrices D i of A are of di erent sizes and the submatrices A i may not be square matrices. We use the result in Lemma 4 and derive the preconditioner for this case.
When A i are square, the preconditioner can be constructed using the method in Lemma 4. Therefore, we only concentrate on the sub-block of A where the A i are not square. Assume that only one of the sub-block of A is not square, let D i and D i+1 be n 1 -by-n 1 and n 2 -by-n 2 symmetric tridiagonal matrices respectively and A i+1 is an n 2 -by-n 1 matrix where A i+1 ] j;k = 0; j 6 = k:
For simplicity, we also assume that n 1 > n 2 . The block factorization of A in this case still be of the form given by (11) . Therefore, we construct our preconditioner in the form given by (13) except that the matrix (i) , which are approximations to i , are de ned as follows:
where J is an n 1 -by-n 2 matrix such that J] j;k = ( 1; j = k; 0; otherwise:
We remark that constructing s`(J T ( (i) ) ?1 J) requires O(n 1 n 2 ) operations. Therefore, for a given irregular domain which is the union of N rectangular regions, the construction cost of the preconditioner is bounded by O(Nn 2 ) + O(n 2 log n) + O(`3n) where n is the size of the largest diagonal block of A. For an L-shaped domain, the construction cost of the preconditioner is bounded by O(n 2 log n) + O(`3n). In solving the system with M`x = b, we are required to multiply each (i) and s`(A i ) to some vector and to solve systems with coe cient matrices (i) .
By noting the forms of (i) and s`(A i ) in the transform domain, the system M`x = b can be solved in O(n 2 log n +`3n) operations.
Numerical Results
In this section, we compare the performance of our preconditioners with the MINV-type preconditioners on the unit square. The is a parameter controlling the variation of the coe cient function and the " is a parameter controlling the ratio of anisotropy of elliptic problems. We discretize the equation using the standard 5-point scheme. The initial guess and the right hand side are chosen to be random vectors and are the same for all methods. The PCG iterations are stopped when the residual vector r k at the k-th iteration satis es jjr k jj 2 =jjr 0 jj 2 < 10 ?7 . In our experiments, we rst symmetrically scale A by its diagonal before applying the preconditioner. This technique has also proven to be very useful when used in conjunction with other kinds of preconditioners. We apply diagonal scaling to all methods. Tables 1{3 show the numbers of iterations required for convergence for equations (i), (ii) and (iii) respectively. In Tables 1{3, the notation I means no preconditioner is used, the symbol C denotes that the FFT{based block-factorization preconditioner is used and the parameter n is equal to 1=h where h is the mesh-size. We remark that when`= 0, the preconditioner M`is just equal to the sine transformed based preconditioner proposed by Chan and Wong 5] . We see from Tables 1{3 that the performance of our preconditioner M 15 is better than the others, especially when n is large. In addition, Figures 1 and 2 show the eigenvalue distributions of the preconditioned systems for equations (i) with " = 1 and 2 respectively. We note that for the sine transformed based preconditioned systems and the MINV preconditioned systems, the eigenvalues are clustered around 1 and are in a relatively small interval. Therefore, by incorporating low-rank approximations in the sine transform based preconditioner, we can improve the performance of the PCG method.
In Table 4 , we compare the time per PCG iteration for di erent types of preconditioners in the Ultra SPARC workstation. In order to exploit the Fast Fourier Transforms (FFTs) and the Fast Sine Transforms (FSTs) algorithms, we choose n = 2 m ? 1 for the sine transform based preconditioners and n = 2 m for the FFT{based preconditioners. We use the FFTs and FSTs programs obtained from the double precision version of FFTPACK in NETLIB, to implement the PCG method. We observed from Table 4 that the time per PCG step for the sine transformed based preconditioner is relatively expensive than that for MINV preconditioner. In Figure 2 , we plot the time that required for solving equation (i) by the PCG method against the grid size n. We observe that the time achieved to reach convergence, with the sine transform based preconditioners and the MINV preconditioners are almost the same when the grid size n is large.
However, the FST is highly parallelizable and therefore we expect that the method is e cient in the parallel computing environment.
To further illustrate the performance of the preconditioner, Table 5 . We again see that the number of iterations of our proposed sine transformed based preconditioner is less than the others.
In summary, we propose sine transformed based block factorization preconditioners for elliptic problems from the viewpoint of image transform coding. Preliminary numerical results show that the preconditioning strategy may be an e cient and e ective method. We also remark that the method can be extended to other transform based preconditioners like the cosine transform based preconditioner for queueing problem, see 3]. Here x denotes using I, + denotes using MINV, o denotes using C, * denotes using M 15 .
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