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Abstract
The term direct scattering study refers to a numerical tool used to analyze solitons in non-
integrable equations. The direct scattering study amounts to the calculation and analysis of
the discrete eigenvalues of the Zakharov-Shabat (ZS) eigenvalue problem. For this purpose, a
fast and accurate numerical method is of paramount importance. Hill's method is an elegant
numerical scheme that combines Fourier theory, Floquet theory and Hill's equation, and can
be used to calculate the spectrum of the ZS eigenvalue problem for periodic potentials. In
order to study decaying potentials deﬁned on the entire real line we analyzed the limit of the
period L → ∞. Numerical results revealed an optimal choice of the Floquet exponent that
ensures accurate results with no spurious eigenvalues. The reduction of Hill's method to a
single Floquet exponent also results in a much faster calculation of the discrete spectrum of
the ZS eigenvalue problem.
The direct scattering study was applied to time-dependent oscillating solitons that arise as
attractors in the parametrically driven nonlinear Schrödinger equation. The driving strength
and damping coeﬃcient were treated as parameters. We identiﬁed four diﬀerent types of
attractors within the parameter space, each with a unique soliton content. The diﬀerent
types of attractors are the result of larger radiation emissions that are associated with larger
driving strengths. The soliton content was also used to study the impact of the period-
doubling route to temporally chaotic soliton attractors. We showed that the increase in
driving strength responsible for the period-doubling bifurcations weakens the energy of the
soliton. This weakening eﬀect may be responsible for the loss of stability of the oscillating
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soliton associated with increased driving strengths.
In the small damping regime the zero attractor occupies a large part of the parameter
space. The oscillating solitons appear as transients in this region. The direct scattering study
revealed that the radiation emissions of the soliton transients increase when the driving
strength is increased. This indicates that increased driving sustains the soliton transient,
and that larger radiation emissions are necessary to destabilize the soliton. In some cases
increased driving can lead to the restabilization of the oscillating soliton, although it mostly
leads to the formation of spatio-temporal chaos.
Excessive driving strengths lead to the formation of spatio-temporal chaos for any damp-
ing coeﬃcient. Oscillating solitons also appear as transients in the spatio-temporally chaotic
region of the parameter space. The direct scattering study revealed that radiation plays an
essential role in the formation of spatio-temporal chaos. The way in which the radiation
leads to chaos depends on the damping regime. For smaller damping coeﬃcients a solitary
radiation wave can become unstable due to the driving strength. For larger damping coeﬃ-
cients an unstable radiation tail are formed from radiation waves that is emitted over a large
period of time.
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Chapter 1
Introduction
The parametrically driven nonlinear Schrödinger (PDNLS) equation describes resonant phe-
nomena in a large variety of physical systems, including nonlinear Faraday resonance in
oscillating water tanks [74, 104, 106], spin waves in easy-plane ferromagnets [15, 33, 112],
parametric ampliﬁcation of light pulses in optical ﬁbers [42, 66, 72, 76, 86, 89, 92] and me-
chanical resonators in microelectromechanical and nanoelectromechanical systems [59, 95].
A remarkable aspect of the PDNLS equation is that fact that it admits a large class of soliton
solutions [15, 16, 18, 75].
Solitons are localized waves that propagate through nonlinear media with a constant
velocity while maintaining their shape. The development of the inverse scattering transform
(IST) method [4, 46, 113] resulted in the development of soliton theory that describes the
role of solitons in the dynamics of integrable equation. Numerical calculations played an
important role in the development of soliton theory [43, 111], and remain an indispensible
tool in contemporary studies of solitons. In order to keep up with the growing computational
demands of solitons, it is important that the accuracy and eﬃciency of numerical methods
are improved. The improvement of numerical techniques is one of the aims of the present
thesis.
Another central theme of the thesis is the interaction between solitons and radiation.
1
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 1. INTRODUCTION 2
Radiation arises in the form of dispersive wave trains with small amplitudes. In idealized
conditions, solitons are unaﬀected by interactions with radiation. However, when other
factors such as higher-order nonlinearities, nonlocalities, external driving and dissipation are
taken into account, these interactions play a crucial role in soliton dynamics. While our
study is concentrated on the PDNLS equation, our methods can be applied more generally
to investigate the interaction between solitons and radiation in non-integrable equations.
1.1 Development of soliton theory
Solitons were ﬁrst reported by John Scott Russell [88] in 1844. The circumstances of the
discovery are best described in his own words:
I was observing the motion of a boat which was rapidly drawn along a narrow
channel by a pair of horses, when the boat suddenly stopped - not so the mass
of water in the channel which it had put in motion; it accumulated round the
prow of the vessel in a state of violent agitation, then suddenly leaving it behind
rolled forward with great velocity, assuming the form of a large solitary elevation,
a rounded, smooth and well-deﬁned heap of water, which continued its course
along the channel apparently without change of form or diminution of speed. I
followed it on horseback, and overtook it still rolling on at a rate of some eight or
nine miles an hour, preserving its original ﬁgure some thirty feet long and a foot
to a foot and a half in height. Its height gradually diminished, and after a chase
of one or two miles I lost it in the windings of the channel. Such, in the month
of August 1834, was my ﬁrst chance interview with that singular and beautiful
phenomenon which I have called the Wave of Translation, ...
At the time Russell's Wave of Translation, later called a solitary wave, contradicted the
shallow-water wave theory of Airy [10], as was pointed out by Stokes [93] in 1847. However
Russell was adamant to prove the existence of these waves, leading him to generate solitary
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 1. INTRODUCTION 3
waves in water tank experiments. It was left to Boussinesq [27] and Rayleigh [87] to resolve
this issue in the 1870's. They showed that the combination of dispersion and nonlinearity
can lead to the formation of solitary waves. Prior to this, the models for shallow water waves
ignored the eﬀects of dispersion. In 1895 Korteweg and De Vries [63] derived a model for
shallow water waves that combines dispersion and nonlinearity. Their model, known as the
Korteweg-deVries (KdV) equation, admits solitary wave solutions that ﬁt the description of
Russell's solitary waves.
During the sixty years that followed the derivation of the KdV equation, interest in the
study of solitary waves faded. Solitary waves may have been regarded as a rare occurence,
restricted to shallow water waves. However, an unexpected result reported by Fermi, Pasta
and Ulam [43] in 1955 renewed interest in the subject. They conducted an experiment of
heat transfer in a lattice, consisting of uniform masses that are connected with nonlinear
springs. They expected the heat energy to spread evenly across all modes of the lattice.
To their surprise the energy spread only to a few nearby modes. More surprising was the
fact that the majority of the energy returned to the originally excited mode periodically.
They conﬁrmed this near recurrence through numerical simulations. Zabusky and Kruskal
studied the same heat conduction problem by using a continuum approximation, resulting
in the KdV equation. Using numerical simulations, they found that the solitary waves pass
through each other without alteration of the speed or shape. They called these waves solitons
to emphasize the fact that these special solitary waves have photon-like collision properties.
In 1967 Gardner, Greene, Kruskal and Miura [46] developed an analytical method to
solve the KdV equation analytically. Their method, the inverse scattering transform (IST)
method, was used to show that any initial disturbance results in the formation of solitons
accompanied by a dispersive radiation tail. This discovery marked the birth of soliton theory.
In 1968 Lax [65] introduced an elegant reformulation of the IST method. He showed that
the KdV equation arises as the compatibility condition of two linear operators, commonly
referred to as the Lax pair. The idea of the Lax pair was used by Zakharov and Shabat [113]
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CHAPTER 1. INTRODUCTION 4
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Figure 1.1: Schematic representation of the inverse scattering transform method.
to extend the inverse scattering transform method to solve the nonlinear Schrödinger (NLS)
equation in 1971. In 1972 Wadati [101] showed that the IST method can also be used to solve
the modiﬁed Korteweg-deVries (mKdV) equation. In 1973 Ablowitz Kaup Newell and Segur
(AKNS) [3] extended the IST method to solve the sine-Gordon (SG) equation. A year later
the same authors [4] developed a method to generate a class of integrable equation, known
as the AKNS hierarchy, that can be solved through the IST method. The AKNS hierarchy
includes the KdV, NLS, SG, mKdV and the sinh-Gordon equations.
1.2 The soliton content
The concept of the soliton content is rooted within the framework of the inverse scattering
transform method. The inverse scattering transform method is a typical transformation
method, similar to Fourier and Laplace transform methods for linear equations. This was
recognized by Ablowitz, Kaup, Newell and Segur in 1974 [4] with their paper entitled The
Inverse Scattering TransformFourier Analysis for Nonlinear Problems. The idea behind
any transformation method is to transform an initial condition into a space where the time
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CHAPTER 1. INTRODUCTION 5
dependence is simple. One can therefore easily calculate the time evolution of the transformed
data. The inverse transform is then applied to reconstruct the solution at this later time. In
Figure 1.1 we show a schematic representation of the inverse scattering transform method.
Here ψ (x, 0) represents the initial condition. The ﬁrst step (indicated → in the schematic
representation) is to transform the initial condition onto the so-called scattering data, S(0).
The scattering data is deﬁned in terms of the Zakharov-Shabat eigenvalue problem. This
step is usually referred to as the direct scattering problem. The second step (indicated ↓ in the
schematic representation) is the calculation of the scattering data at t = τ . If the equation
is integrable, the time evolution of the scattering data is trivial thanks to the existence of
the Lax pair. The third step (indicated ← in the schematic representation) is to reconstruct
the solution ψ (x, τ) from the scattering data S (τ), using the inverse transformation. This
is usually referred to as the inverse scattering problem.
The range of initial value problems that can be solved by the inverse scattering transform
method is limited. Although the IST can theoretically solve any initial value problem for
integrable equations, it can only solve a limited class of initial value problems in practice.
The reason for this is the diﬃculty of solving the direct and inverse scattering problems. So-
lutions can be obtained for pure solitons, i.e. solutions with zero radiation. Even in the case
of reﬂectionless potentials that contain a large number of solitons, the IST becomes so com-
plicated that other methods were developed to ﬁnd analytical expressions for these solutions,
including Hirota's method [51, 52, 53, 54] and Darboux transformations [79]. Important ex-
ceptions are solutions obtained by Satsuma and Yajima in 1974 [90] for a class of sech initial
conditions of the NLS equation. This class of solutions, in general, contains radiation. To
this day, analytical solutions can only be found for special initial conditions, and for more
general initial conditions, the analytical solutions are intractable. For this reason, computer
simulation and analysis remain of paramount importance in current studies of soliton theory.
Due to the complexity of the IST method, many attempts were made to simplify the
problem. One way to do this is by studying only the soliton content. The soliton content forms
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CHAPTER 1. INTRODUCTION 6
part of the scattering data, and reveals the number, structure and physical characteristics of
solitons that form during the time evolution of the initial disturbance. In the integrable case,
the soliton content is time independent. This reﬂects the fact that no solitons are formed,
destroyed or altered as a result of collisions between solitons. Therefore, by solving the direct
scattering problem only partially, one can obtain important information about the resulting
solution.
1.3 Adiabatic analysis
The integrable equations of the AKNS hierarchy are idealized models that serve only as
approximations to many natural phenomena. This idealization is reﬂected by the fact that
solutions to these equations obey an inﬁnite number of conservation laws. Integrability is very
fragile, and the smallest perturbations destroy the integrability. Many of these perturbations
arise in physical problems, and include dissipative eﬀects, external driving, non-local eﬀects
and higher-order nonlinearities. A detailed description of these so-called near-integrable
equations is described in a comprehensive review by Kivshar and Malomed [60] in 1989.
They show that solitons are observed in many near-integrable equations, and that these
solitons don't share the same properties as their integrable counterparts. For example, in
most cases collisions between near-integrable solitons are inelastic, resulting in the formation
of radiation, the formation of breathers or even the destruction of solitons. Indeed unstable
soliton solutions are frequently encountered in near-integrable equations. Although these
solutions clearly don't satisfy the indestructible criteria of Zabusky and Kruskal's original
deﬁnition, the term soliton is widely used to deﬁne these spatially localized waves.
Soon after the development of soliton theory, it was realized that the inverse scattering
transform method can be used to study the eﬀect of perturbations on solitons. In 1977
Kaup [57] introduced the adiabatic analysis, an analytical method to study solitons in near-
integrable equations. Adiabatic analysis is a perturbation method that estimates the time
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CHAPTER 1. INTRODUCTION 7
evolution of the soliton content. This in turn allows one to study the eﬀect of a perturbation
on the time evolution of solitons. Kaup used this approach to show that any soliton in the
NLS equation is destroyed after a suﬃciently large time when a small damping perturbation
is introduced. His method was applied to a large number of equations. However, there are
some restrictions to the use of adiabatic analysis, namely 1) the method ignores the eﬀect of
radiation, 2) the method only applies to small perturbations of integrable equations and 3)
adiabatic analysis can only be applied to solutions that are solvable via the IST method. The
ﬁrst of these restrictions can be resolved by including higher-order terms of the perturbation
method, resulting in the perturbed inverse scattering method (see for example Malomed [69]
and Kivshar and Malomed [60]) that allows one to also study the eﬀect of the perturbations
on radiation. However, restrictions 2) and 3) are not improved by this method.
1.4 The direct scattering study
An alternative method that forms the main theme of this thesis is the direct scattering
study. The direct scattering study amounts to the calculation and analysis of the soliton
content. This method is, in essence, a numerical version of adiabatic analysis. However, the
main diﬀerence between the methods is that the adiabatic analysis is used to determine the
time evolution of the soliton. In the direct scattering study, the behaviour of the soliton is
simulated numerically prior to the application of the direct scattering study. Therefore the
goal of the direct scattering study is to analyze the soliton. An important advantage of the
direct scattering study is that the soliton content can be used to calculate the distribution
of energy between solitons and radiation. Therefore the direct scattering study gives some
information about the radiation, whereas adiabatic analysis considers only the characteristics
of the solitons.
The direct scattering study was ﬁrst applied in 1986. Overman developed a code, based on
Floquet theory, to calculate the soliton spectrum of the sine-Gordon equation with periodic
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CHAPTER 1. INTRODUCTION 8
boundary conditions. The code was used by himself and coworkers [82] to study chaos in a
damped-driven sine-Gordon equation. The direct scattering study was also used by Ablowitz
and coworkers [2, 50] to investigate numerical chaos in the NLS equation. The soliton content
was used to reveal the source of the chaos as so-called homoclinic crossings, the result of
numerically-induced perturbations that destroy the integrability.
The numerical method for the direct scattering study was later extended to potentials
deﬁned on the real line. In 1992 Boﬀetta and Osborne [22] proposed a shooting method for
the calculation of the soliton content of the NLS equation for potentials deﬁned on the real
line. In the context of potentials deﬁned on the real line, the direct scattering study is useful
for studies of the perturbed and unperturbed NLS equation. For the latter case, the soliton
content is useful for studying the generation of solitons, while in the former it is used in the
study of the inﬂuence of perturbations on solitons in near-integrable systems.
The generation of solitons in the unperturbed NLS remains an important ﬁeld of study,
especially in the ﬁeld of nonlinear optics. In 1994 Burak and coworkers [29] studied the
generation of solitons from Gaussian initial conditions. In 2001 Klaus and Shaw [61] used
the direct scattering study to investigate the eﬀect of chirping on soliton generation. In the
same publication the authors reported the generation of moving solitons from real potentials,
which in turn led them to the formulation and proof of the single lobe theorem in 2002
[62] that gives conditions for the generation of stationary solitons. In the same year Panoiu
and coworkers [83] used the direct scattering study to investigate the generation of solitons
through a superposition of solitons with diﬀerent frequencies. In 2008 the direct scattering
study was applied by Tsoy and De Sterke [98] to study the eﬀect of amplitude-only and
phase-only ﬁlters on solitons in optic systems. In 2012 Derevyanko and Small [39] used the
direct scattering study to analyze disordered optical ﬁelds propagating in nonlinear bulk
waveguides.
The direct scattering study is particularly useful in the study of solitons in perturbed NLS
systems. This application of the direct scattering study forms the main topic of the thesis.
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CHAPTER 1. INTRODUCTION 9
This method was applied to study the eﬀects of a large variety of perturbations on single
solitons, including periodic ampliﬁers [73], higher-order dissipation combined with linear gain
[100], diﬀerent ampliﬁers, phase modulators and ﬁlters [84]. The direct scattering study was
also applied to study the eﬀect of numerous perturbations on soliton complexes, known as
breathers. These perturbations include linear damping [23, 85], quintic nonlinearities [14],
intrapluse Raman scattering and third-order dispersion [48, 84], variation of the transverse
linear refractive index [94] and a symmetric harmonic trap [21].
The calculation of the soliton content amounts to the calculation of the discrete spectrum
of a linear operator, known as the Zakharov-Shabat eigenvalue problem. The numerical
study of the spectrum of linear operators has received much attention recently, due to its
importance in linear stability analysis. A particularly useful scheme is the Hill's method, an
eﬃcient scheme that combines Floquet and Fourier theory to solve Hill's equation. Deconinck
and Kutz [38] proposed this method to calculate the soliton content of the KdV equation.
The author, along with Herbst and Molchan [81], proposed a reﬁnement of the method for
the calculation of the soliton content of the NLS equation. The method not only reduces
the computation time, but also allows accurate calculation of discrete eigenvalues near the
continuous spectrum.
1.5 The parametrically driven nonlinear Schrödinger equa-
tion
In this thesis we consider the parametrically driven nonlinear Schrödinger (PDNLS) equation,
given by
iψt + ψxx + 2 |ψ|2 ψ = ψ + hψ∗ − iγψ (1.1)
The left hand side of this equation describes the motion of waves in dispersive media with
weakly nonlinearity. The right hand side of the equation describes the eﬀects of dissipation
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CHAPTER 1. INTRODUCTION 10
and external time-periodic driving. The strength of the damping and driving is given by
γ > 0 and h > 0 respectively.
The PDNLS equation describes resonant phenomena in a large variety of physical systems.
The equation was ﬁrst derived by Kaup and Newell [58] in 1978 as a model describing dipolar
excitations in one-dimensional condensates. In 1984 Miles [75] used the PDNLS equation to
model Faraday resonance that was reported earlier that year [74, 108] in hydrodynamic
systems, and has since been used by Wang, Wei and coworkers [102, 103, 104, 105, 106, 115]
to study waves in vertically oscillating water troughs. In 1991 Barashenkov and coworkers
[15] derived the PDNLS equation as a model for breathers in easy-plane ferromagnets, based
on the model Zakharov and coworkers [112] derived in 1974. The same model was applied
recently by Clerc, Coulibaly, Laroze and coworkers [33, 34, 35, 99] in the context of easy-
plane ferromagnets. Since then it was derived in a large variety of physical systems, including
parametric ampliﬁcation of light pulses in optical ﬁbers [42, 66, 72, 76, 86, 89, 92], mechanical
resonators in microelectromechanical and nanoelectromechanical systems [59, 95], and many
more physical contexts (see for example [18, 20] and the references therein).
An important property of the PDNLS equation is it admits soliton solutions. This is due
to the fact that the parametric driving can compensate for energy losses associated with the
dissipation. Kaup and Newell [58] were ﬁrst to investigate solitons in the PDNLS equation.
They used the perturbed inverse scattering technique to show that phase-locking can lead to
stable breathers, provided that the driving strength is suﬃciently large. Miles [75] reported
two time-independent solitons ψ± that arise when the driving strength is suﬃciently large.
Barashenkov and coworkers [15] studied the stability of these solitons. They found that the
ψ− soliton is unstable for any choice of damping and driving strenghts γ and h respectively,
while the ψ+ soliton has a stable region in the parameter space.
The attractors of the unstable ψ+ solution form the basis of our study of the PDNLS
equation. These attractors arise whenever the ψ+ soliton is unstable. Attractors are deﬁned
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CHAPTER 1. INTRODUCTION 11
in terms of heteroclinic orbits ψhet (x, t) satisfying
limt→−∞ψhet (x, t) = ψ+ (x) . (1.2)
The attractor ψa (x, t) is deﬁned in terms of the asymptotic behaviour of the heteroclinic
orbit, given by
ψa (x, t) := limt→∞ψhet (x, t) . (1.3)
Bondila and coworkers [25] did a study of the attractors of the ψ+ soliton. They calculated
attractors numerically by means of direct simulation. They reported a large number of time-
periodic or quasiperiodic oscillating solitons (also sometimes called breathers) that arise as
attractors. The report also indicated a period-doubling route to temporal chaos within the
region of oscillating soliton attractors. The oscillating soliton attractors of the ψ+ soliton
form the basis of our study of the PDNLS equation. These attractors consist of a soliton part
and radiation waves. The soliton part consists of a single quiescent soliton that oscillates
temporally. During these oscillations the soliton emits radiation waves that move away from
the soliton. The attractors arise as the result of a balance between energy lost through
the dissipative radiation waves and energy pumped into the soliton through the parametric
driving.
The purpose of the thesis is to inverstigate the inﬂuence of damping and driving on 1) the
spatial characteristics of the soliton part of the attractor and 2) the energy of the radiation
emissions. This is done through the application of the direct scattering study. In order to
apply the direct scattering study, one has to generate the attractors numerically. This is
done through direct simulation, the same method employed by Bondila and coworkers [25].
The advantage of direct simulation is its ability to generate temporally chaotic attractors
and soliton transients. The transients give insight into the transition from soliton attractors
to other attractors that happens when, for example, the driving strength is increased or
decreased within a speciﬁc damping regime.
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Another way of generating stable and unstable solitons is through a combination of
ﬁxed-point iteration and numerical continuation. This method can also be used to calcu-
late soliton complexes. Time-independent soliton complexes were reported by Barashenkov
and Zemlyanaya [16] in 1999. Zemlyanaya and Alexeeva [114] reported time-periodic soli-
ton complexes generated and analyzed numerically. In a series of papers, Barashenkov,
Zemlyanaya, Alexeeva and Van Heerden [13, 18, 20, 114] analyzed these soliton complexes
and calculated the attractor chart of stable soliton complexes. Although the soliton content
of these complexes is still unknown, its study lies beyond the scope of this thesis.
1.6 Structure of the thesis
The thesis is structured as follows: In Chapter 2 we give a brief outline of the inverse
scattering transform method for the focusing NLS equation. In order to apply the direct
scattering study, one needs a good intuitive understanding of the IST method. The IST
method is used to deﬁne the soliton content. We put special emphasis on the relationship
between the soliton content and the characteristics of the associated solitons. We also give
an example of the adiabatic analysis of the damped NLS equation.
Chapters 3 and 4 are dedicated to the numerical schemes used to analyze the PDNLS
equation. A signiﬁcant contribution of this thesis is the development of an eﬃcient way to
calculate the soliton content of the NLS equation. In Chapter 3 we derive our method that
was reported in [81] that consists of a reﬁnement of Hill's method, based on an optimal choice
of the Floquet exponent. We show many examples to illustrate the advantages and accuracy
of this choice.
In Chapter 4 we derive the fourth-order split-step method, the numerical method used
to simulate solitons of the PDNLS equation, based on the algorithm of Neri [78]. We also
demonstrate that the computational speed of the fourth-order split-step method compares
favourably to that of the pseudo-spectral Runge-Kutta method, a method which is equivalent
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to the former in terms of accuracy.
Chapters 5 and 6 are devoted to the study of the attractors of the PDNLS equation.
Chapter 5 is dedicated to the description of the soliton attractors reported by Bondila and
coworkers. We look at the inﬂuence of damping and driving on the characteristics of the
soliton attractors. These results were obtained by inspection of the solutions. Although
these results are not new, they represent the most comprehensive description of the soliton
attractors to date. It also forms the basis for the direct scattering study.
The direct scattering study of the PDNLS equation constitutes the main result of this
thesis, and is performed in Chapter 6. The chapter starts with a description of the direct
scattering study, and reviews the relevant relationships between the soliton content and the
associated solitons. Once this is established, we study the soliton content of the oscillating
soliton attractors. We use the soliton content to classify four types of attractors based on the
soliton content. We also show that the soliton content reﬂects the properties of the soliton
attractors, discussed in Chapter 5. We then turn our attention to the transition from soliton
attractors to the zero attractor, resulting from an increase in driving strength. This is done
in two ways. Firstly, we consider the eﬀect of period-doubling on the associated soliton. We
also look at the eﬀect it has on radiation emissions, and use this to show that the period-
doubling route to chaos may act as a catalyst for the destabilization of the soliton attractor.
The second way we analyze the zero attractor region is to study the soliton transients that
arise in the zero attractor region. The soliton content reveals that these transients behave
the same as the soliton attractors. Finally we study the transition from soliton attractors to
spatio-temporal chaotic attractors. In particular, we use the direct scattering study to show
the role of radiation in the formation of spatio-temporal chaos. We show that the formation
of breathers play an essential role in the transition to spatio-temporal chaos.
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Chapter 2
The inverse scattering transform method
The most important mathematical property of the NLS equation is the fact that it is inte-
grable. As a result, the NLS equation has inﬁnitely many conservation laws, as well as large
classes of soliton solutions with elastic collision properties. More importantly, the NLS equa-
tion can be solved for an arbitrary initial condition through the inverse scattering method
(IST).
In this chapter, we treat the integrable NLS equation analytically. We give a brief outline
of the IST, ﬁrst applied to the NLS equation by Zakharov and Shabat [113]. The main
purpose of the chapter is to demonstrate that the ideas of the IST can be used to analyze
any solution by ﬁnding the so-called soliton content from the initial condition. The soliton
content can be used to determine the number of solitons that will emerge from any given
initial condition. In addition, the soliton content reveals the amplitude and velocity of each
soliton.
The chapter is structured as follows: In Section 2.1 we discuss the Lax pair of the NLS
equation. Its existence ensures that the NLS equation is integrable. Moreover, the transfor-
mations of the IST are deﬁned in terms of the ZS eigenvalue problem that forms part of the
Lax pair. In Section 2.2 we consider the properties of the Zakharov-Shabat (ZS) eigenvalue
problem. The spectral structure of the ZS eigenvalue problem forms the basis of the IST.
14
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In Section 2.3 we give a brief outline of the IST. The derivation of the formulas is left out.
There are, however, many books dedicated to the topic, for example [7, 8, 80]. In Section 2.4
we discuss the conservation laws of the NLS equation. In Section 2.5 we analyze the IST
and show the relationship between solitons and the scattering data. We show that all so-
lutions of the NLS equation consist of two ingredients, namely solitons and radiation. This
serves as motivation for deﬁning the soliton content of a solution. In Section 2.6 we discuss
the perturbed IST method. This method relies on the techniques of the IST to analyze
near-integrable partial diﬀerential equations.
2.1 The Lax pair
The IST was ﬁrst applied to the Korteweg-de Vries (KdV) equation by Gardner, Greene,
Kruskal and Muira in 1967 [46]. Lax introduced the Lax pair formulation of the IST in
1968 [65]. His approach helped Zakharov and Shabat to generalize the method to the NLS
equation [113]. It also helped Ablowitz, Kaup, Newell and Segur to apply the IST to other
nonlinear integrable equations, such as the sine-Gordon equation [3, 4].
To deﬁne the Lax pair, consider two linear operators L and M , where L is the operator
of an eigenvalue problem
Lv = λv, (2.1)
and M is the operator of an associated time evolution equation
vt = Mv. (2.2)
If the compatibility condition between (2.1) and (2.2) produces a nonlinear evolution equa-
tion, the pair L and M is called the Lax pair of that nonlinear evolution equation.
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For the focusing nonlinear Schrödinger equation, deﬁned as
iqt + qxx + 2 |q|2 q = 0, (2.3)
the Lax pair was ﬁrst reported by Zakharov and Shabat [113]. They showed that (2.3) arises
as the compatibility condition between
v1x = −iζv1 + qv2
v2x = −q∗v1 + iζv2
, (2.4)
and
v1t = i
(|q|2 − 2ζ2) v1 + (2ζq + iqx) v2
v2t = (2ζq
∗ − iq∗x) v1 − i
(|q|2 − 2ζ2) v2 , (2.5)
where the eigenvalue ζ ∈ C is constant in time. As a result, the NLS equation is integrable,
and can be solved by the inverse scattering transform method. The eigenvalue problem (2.4)
is known as the Zakharov-Shabat (ZS) eigenvalue problem.
2.2 Spectral properties of the ZS eigenvalue problem
The spectrum of the ZS eigenvalue problem (2.4) consists of a continuous set and a discrete
set. The continuous spectrum is deﬁned as the dense set
σc = {ζ ∈ C a dense point, |v (x, ζ) is bounded for all x} , (2.6)
and the discrete spectrum is deﬁned as
σd =
{
ζ
∣∣|v (x, ζ)| → 0 as |x| → ∞} , (2.7)
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where v (x, ζ) = [v1 (x, ζ) , v2 (x, ζ)]
T . We restrict ourselves to (2.4) where |q| vanishes suf-
ﬁciently fast as |x| → ∞. It is suﬃcient to restrict ourselves to the case where q is square
integrable, i.e. q ∈ L2.
Before we discuss the spectrum of the ZS eigenvalue problem, it is important to develop
some of its basic properties. It follows directly from the ZS eigenvalue that, if
[
v1 (x, ζ) v2 (x, ζ)
]T
satisﬁes the ZS eigenvalue problem (2.4), then
[
v∗2 (x, ζ
∗) −v1 (x, ζ∗)
]T
also satisﬁes the
ZS eigenvalue problem. From this symmetry it follows that ζ ∈ σd implies ζ∗ ∈ σd. Therefore
it is suﬃcient to consider only the upper half of the complex plane for the spectral problem.
Since both sets of spectra are deﬁned in terms of the asymptotic behaviour of v, the
fact that q vanishes when |x| approaches inﬁnity is signiﬁcant. Indeed, as |x| → ∞ the ZS
eigenvalue problem reduces to
v1x = −iζv1
v2x = iζv2
.
From this, the following solutions are readily obtained:
φ ∼
 1
0
 e−iζx
φ¯ ∼
 0
1
 eiζx
as x→ −∞,
ψ ∼
 1
0
 e−iζx
ψ¯ ∼
 0
1
 eiζx
as x→∞. (2.8)
These functions are called the Jost eigenfunctions. Since the Wronskians of the functions,
W
(
φ, φ¯
)
= W
(
ψ¯, ψ
)
= 1, are nonzero, it follows that both sets
{
φ; φ¯
}
and
{
ψ; ψ¯
}
are bases
for the ZS eigenvalue problem. Therefore one can express any solution as a linear combination
of these bases. We can also express the function φ as a linear combination of ψ and ψ¯, leading
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to the scattering equation
φ (x, ζ) = b (ζ)ψ (x, ζ) + a (ζ) ψ¯ (x, ζ) , (2.9)
for complex functions a (ζ) and b (ζ). The symmetry of the eigenfunctions implies that
φ¯ =

−φ∗2 (x, ζ∗)
φ∗1 (x, ζ
∗)
 , ψ¯ =

ψ∗2 (x, ζ
∗)
−ψ∗1 (x, ζ∗)
 ,
where φ = [φ1, φ2]
T and ψ = [ψ1, ψ2]
T .
The properties discussed above allow us to describe the sets of spectra (2.6) and (2.7) in
more detail. It follows from the Jost eigenfunctions (2.8) that, for any real value of ζ, the
function v is bounded. Therefore the continuous spectrum consists of the entire real line, i.e.
σc ≡ R. Note that this holds for any q that decays suﬃciently fast. It is well known that
the Jost eigenfunctions φ and ψ, and the function a (ζ) can be analytically continued into
the upper half of the complex plane [8]. From the scattering equation (2.9) it follows that
discrete eigenvalues in the upper half of the complex plane satisﬁes a (ζ) = 0. The analyticity
of the function a (ζ) ensures that discrete eigenvalues are isolated. The rapid decay of the
potential q (x) ∈ L2 as |x| approaches inﬁnity ensures that there are only a ﬁnite number of
discrete eigenvalues.
In what follows, we show the main steps of the inverse scattering transform method. It
is important to notice the fundamental role of the ZS eigenvalue problem in this method.
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2.3 Outline of the IST
The scattering data are deﬁned in terms of the spectrum of the ZS eigenvalue problem, σc
and σd, and the associated eigenfunctions. It is deﬁned as follows:
S (t) = {ζ1, · · · , ζN , C1, · · · , CN , ρ (ξ)} . (2.10)
Here ζ1, · · · , ζN are the N discrete eigenvalues. The complex numbers C1, · · · , CN are the
normalisation constants, deﬁned in terms of the discrete eigenfunctions:
φ (x, ζj) = Cjψ (x, ζj) . (2.11)
Finally, the reﬂection coeﬃcient ρ (ξ) is deﬁned in terms of the eigenfunctions corresponding
to the continuous spectrum as
ρ (ξ) =
b (ξ)
a (ξ)
for ξ ∈ R. (2.12)
The IST consists of three steps. The ﬁrst step, the direct scattering problem, maps the initial
potential q (x, 0) onto the initial scattering data S (0). The second step calculates the time
evolution of the scatteri g data, that is, ﬁnds S (t) from S (0). The ﬁnal step, the inverse
scattering problem, reconstructs the solution q (x, t) from the evolved scattering data S (t).
In the following, we show the formulas required to solve each step.
Direct scattering problem
The functions a (ξ) and b (ξ) can be expressed in terms of the Wronskians of φ (x, ξ), ψ (x, ξ)
and ψ¯ (x, ξ) as follows:
a (ξ) = W (φ, ψ) , b (ξ) = −W (φ, ψ¯) . (2.13)
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The functions a (ξ), φ (x, ξ) and ψ (x, ξ) can be extended to form analytic functions a (ζ),
φ (x, ζ) and ψ (x, ζ), where ζ ∈ C lies in the upper half of the complex plane. To ﬁnd the
discrete eigenvalues, one simply needs to ﬁnd the zeros of the function a (ζ). To ﬁnd the
functions φ (x, ζ) and ψ (x, ζ) for the potential q (x, 0) ∈ L2, let
M (x, ζ) = eiζxφ (x, ζ) (2.14)
and
N (x, ζ) = e−iζxψ (x, ζ) . (2.15)
The advantage of the functionsM (x, ζ) and N (x, ζ) is that they have ﬁxed boundary condi-
tions for |x| approaching inﬁnity (see (2.8)). By expressing the solutions of the ZS eigenvalue
problem in terms of the Green's functions and applying the Fourier transform method (for
more details, as well as a proof of existence and uniqueness of solutions, see [7]) one can
obtain the following Volterra integral equations:
M1 (x, ζ) = 1 +
∫ x
−∞ q (x
′)M2 (x′, ζ) dx′
M2 (x, ζ) = −
∫ x
−∞ e
2iζ(x−x′)q∗ (x′)M1 (x′, ζ) dx′
, (2.16)
and
N1 (x, ζ) = −
∫∞
x
e2iζ(x−x
′)q (x′)N2 (x′, ζ) dx′
N2 (x, ζ) = 1 +
∫∞
x
q∗ (x′)N1 (x′, ζ) dx′
. (2.17)
Once the functions M (x, ζ) and N (x, ζ) are known, one can calculate the scattering data by
constructing the functions a (ζ) and b (ζ) from equations (2.13).
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Time evolution of the scattering data
The time evolution of the scattering data can be calculated from the temporal Lax operator
(2.5). It can be shown that
a (ζ, t) = a (ζ, 0)
b (ζ, t) = b (ζ, 0) e4iζ
2t
. (2.18)
Therefore
ζj (t) = ζj (0) , Cj (t) = Cj (0) e
4iζ2t for j = 1, · · · , N, (2.19)
and
ρ (ξ, t) = ρ (ξ, 0) e4iξ
2t. (2.20)
The inverse scattering problem
To reconstruct the solution q (x, t) from the evolved scattering data S (t), one needs to solve
the following Gel'fand-Levitan-Marchenko integral equation:
K (x, y) = F ∗ (x+ y)−
∫ ∞
x
[∫ ∞
x
K (x, s′)F (s+ s′) ds′
]
F ∗ (y + s) ds, (2.21)
where the function F (x) is deﬁned in terms of the scattering data
F (x) =
1
2pi
∫ ∞
−∞
ρ (ξ) eiξxdξ − i
N∑
j=1
Cje
iζjx. (2.22)
Then
q (x, t) = −2K (x, x) . (2.23)
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2.4 Conservation laws
It is well known that the NLS equation has an inﬁnite sequence of conservation laws. Of
particular importance is the three lowest-order integrals,
E =
∫ ∞
−∞
|q|2 dx,
M = i
∫ ∞
−∞
(qxq
∗ − q∗xq) dx,
and
H =
1
2
∫ ∞
−∞
(|qx|2 − |q|4) dx.
Here E is the total mass, M is the momentum and H is the Hamiltonian. The ﬁrst of
these conserved integrals, namely the mass, are used extensively throughout the thesis. This
quantity has diﬀerent meanings in diﬀerent physical applications. In hydrodynamics, it refers
to total mass, in quantum mechanics it is the number of quanta, in optics it refers to the
power of the pulse. In all these applications, the conserved quantity E has some energy-
related meaning.
An interesting fact about the IST method is that the quantities can be divided between
the soliton part and the radiation part. In particular, for a potential q (x, 0) we get that (see
e.g. [60])
E = Esol + Erad = 4
N∑
n=1
ηn +
1
pi
∫ ∞
−∞
ln |a (ξ)|−2 dξ, (2.24)
where the potential q (x, 0) hasN discrete eigenvalues ζ1, ζ2, · · · , ζN where ζn = ξn+iηn. From
the time independence of both the discrete eigenvalues and the function a (ζ), it follows that
the mass of the solitons Esol and the mass of radiaton Erad are also conserved quantities.
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2.5 The soliton structure of the NLS
As early as 1974, soon after the NLS equation was solved [113], it was recognized that the
general structure of the NLS equation can be well understood in terms of the IST. As it
turns out, all solutions are made up of a combination of two ingredients, namely solitons and
radiation. Solitons are localised waves that propagate with constant velocity and without
change in shape. Radiation, on the other hand, refers to linear dispersive wave trains of
small amplitude. The structure of solutions of the NLS equation was elegantly described by
Ablowitz, Kaup, Newell and Segur [4] who noted: when the solutions are valid for long time,
the radiation has signiﬁcantly decayed and the solitons can be seen as localized pulses with
permanent shape travelling in a sea of radiation.
We saw that the IST consists of three steps. The ﬁrst step, the direct scattering problem,
maps the initial condition, q (x, 0) , onto the scattering data S (0) . The question we ask is the
following: what information about the solution q (x, t) is contained in the initial scattering
data S (0)?
As it turns out, the direct scattering problem maps the potential q (x, t) onto a soliton
set and a radiation set. The information about the solitons, or the soliton content, makes
up the discrete scattering data. This is the part of the scattering data that is related to the
discrete spectrum of the ZS eigenvalue problem, i.e. the discrete eigenvalues ζ1, · · · , ζN and
their associated normalisation coeﬃcients C1, · · · , CN . The information about the radiation
is contained in the continuous scattering data, consisting of the reﬂection coeﬃcient ρ (x) for
x ∈ R. The interaction between solitons and radiation is not trivial, and is captured in the
inverse scattering problem, in particular (2.21) - (2.23). However, the time evolution of the
discrete scattering data (2.19) and the continuous scattering data (2.20) are uncoupled. This
means that, during the time evolution of any potential, no solitons are created or destroyed.
Also, from the conservation of mass (2.24) it follows that the mass of both the soliton part
and the radiation part of all solutions are conserved. Therefore, given the initial scattering
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data, one can calculate the total mass of the solitons and the total mass of the radiation.
The rest of this section is dedicated to the relationship between the initial scattering data
and the corresponding solutions. We start by considering radiation. This is used to develop
an intuitive idea of the relationship between radiation and the continuous scattering data.
This is followed by the most important part of the chapter, namely the relationship between
solitons and the scattering data. This is done by considering soliton solutions, i.e. solutions
with zero reﬂection. Finally, we consider a Gaussian initial potential to demonstrate the
soliton content in a solution consisting of a soliton with non-zero radiation.
2.5.1 Radiation
Radiation arises naturally for potentials with small amplitude. Ablowitz, Kaup, Newell and
Segur [4] showed that, for small potentials, the IST reduces to the Fourier transform method
for solving the linearized NLS equation. In their paper, they considered a solution of the form
q (x, t) = εp (x, 0) , where p ∈ L2 and ε → 0. In this case, there are no discrete eigenvalues.
To ﬁnd the reﬂection coeﬃcient, we substitute the initial condition into the integral equations
(2.16), giving
M1 (x, ξ) = 1 +O
(
ε2
)
. (2.25)
Substituting (2.25) into the second equation of (2.16) gives
M2 = −e2iξx
∫ x
−∞
q∗ (x′) e−2iξx
′
dx′ +O
(
ε2
)
. (2.26)
In the limit x → ∞ it follows that a (ξ) = 1 in the leading order of ε. Then ρ (ξ) = b (ξ) =
−q˜∗ (−2ξ), where q˜ (k) is the Fourier transform of q (x), deﬁned by
q˜ (k) =
∫ ∞
−∞
q (x′) e−ikx
′
dx′.
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Note that, in this case, the forward scattering problem reduces to a Fourier transform. From
equation (2.20) it follows that the time evolution of the reﬂection coeﬃcient is given by
ρ (ξ, t) = −
∫ ∞
−∞
q∗ (x′, 0) e2iξx
′+4iξ2tdx′.
For the inverse scattering problem, the GLM equation (2.21) becomes
K (x, y) = F ∗ (x+ y) +O
(
ε2
)
,
and, in the leading order, reduces to
q (x, t) = −2F ∗ (2x) = 1
2pi
∫ ∞
−∞
q˜ (ξ, 0) ei(ξx−ξ
2t)dξ.
This shows that, for small ε, the reﬂection coeﬃcient reduces to a Fourier transform,
while the inverse scattering problem reduces to an inverse Fourier transform. The solution
disperses as time evolves, as is the case in the linearized NLS equation. This has led to the
term nonlinear Fourier analysis to describe the IST.
In the general case, the reﬂection coeﬃcient corresponds to the dispersive part of the
solution. The radiation forms dispersive wave trains of small amplitude, and thus radiates
away from the solitons. Radiation arises in general, unless the potential has zero reﬂection,
i.e. ρ (ξ) ≡ 0. These solutions are called reﬂectionless potentials, or soliton solutions. These
solutions and their related scattering data are considered next.
2.5.2 Soliton solutions
As a consequence of integrability, the NLS equation has soliton solutions. Solitons are spa-
tially localised waves that interact elastically with each other. Soliton solutions can be ob-
tained in various ways. Inverse scattering theory can be applied by choosing the appropriate
scattering data and solving the inverse scattering problem. To do so, one sets the reﬂec-
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tion coeﬃcient ρ ≡ 0, and chooses a number of discrete eigenvalues and their corresponding
normalisation coeﬃcients [8]. Other methods have also been developed for ﬁnding soliton
solutions, such as Hirota's method [53] and Darboux transformations [71]. In this section,
we consider single solitons, breathers and soliton collisions. Throughout the discussion we
emphasize the relationship between the discrete eigenvalues of the ZS eigenvalue problem
and solitons.
Single solitons
Single soliton solutions of the NLS equation are given by
q (x, t) = 2ηsech [2η (x+ 4ξt)− 2δ0] exp
[
−2iξx+ 4i (η2 − ξ2) t− i(ψ0 + pi
2
)]
. (2.27)
From (2.27) it follows that the amplitude of the soliton is given by 2η, while the velocity
is given by −4ξ, and the width of the soliton is inversely proportional to its amplitude. It
is important to note that these characteristics are directly related to the discrete spectrum.
Indeed, the discrete spectrum consists of a single eigenvalue in the upper half of the complex
plane ζ = ξ + iη. The initial position and initial phase of the soliton is determined by δ0 and
ψ0 respectively. In terms of the scattering data, these parameters depend on the imaginary
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Figure 2.1: Single solitons, with their associated discrete spectra. In (a), the soliton cor-
responds to an eigenvalue ζ = −0.25 + i. In (b), the soliton corresponds to an eigenvalue
ζ = 0.5i. In (c), the soliton corresponds to an eigenvalue ζ = 0.5 + 0.25i.
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part of the eigenvalue η and the normalisation coeﬃcient C1. The relationship is given by
C1 (0) = 2ηe
2δ0+iψ0 . (2.28)
In Figure 2.1 the solutions of three diﬀerent solitons are plotted. On the right hand side
of each picture, the associated discrete spectrum is shown. In (a), the discrete eigenvalue is
ζ = −0.25+i. The soliton travels with velocity V = −4ξ = 1, where ξ represents the real part
of the eigenvalue. The soliton has an amplitude A = 2η = 2. In (b), the discrete eigenvalue
is given by ζ = 0.5i. Since the real part of the eigenvalue is zero, the soliton is stationary,
with amplitude A = 2η = 1. In (c), the associated eigenvalue is given by ζ = 0.5 + 0.25i. The
velocity is given by V = −4ξ = 2, while the amplitude is given by A = 2η = 0.5. Note also
that the width is inversely proportional to the amplitude. For example, the soliton in (a),
with large amplitude, is much thinner than the one in (c), with small amplitude.
Breathers
Breathers are soliton solutions that are associated with the two ZS eigenvalues with identical
real parts. This corresponds to two solitons with identical velocity. One could think of this as
a nonlinear analogue of a superposition of two solitons. Here we consider breathers with zero
velocity, associated with ZS eigenvalues ζ1,2 = iη1,2. In this case breathers are time periodic.
To study the spatial structure of breathers, we use the following exact solution [11]
q (x, t) =
4i (η22 − η21)
[
η1cosh (2η2x) e2iη
2
1t − η2cosh (2η1x) e2iη22t
]
(η2 − η1)2C+ + (η1 + η2)2C− − 4η1η2cosφ
, (2.29)
where η2 > η1, C± = cosh [2 (η2 ± η1)x] and φ = 2 (η22 − η21) t. The temporal period of these
solutions are pi/ (η22 − η21). The spatial structure of the breather depends on the relative
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Figure 2.2: Solution of a breather with large relative distance, associated with ZS eigenvalues
ζ1 = 0.75i, ζ2 = 0.25i. (a) t = pi, (b) t = 2pi − 0.628, (c) t = 2pi, (d) t = 2pi + 0.628.
distance between the ZS eigenvalues, deﬁned as
drel =
η1 − η2
η1
.
Breathers that arise for large relative distances between ZS eigenvalues (drel ≥ 0.5) behave
diﬀerently to breathers with small relative distances between ZS eigenvalues (drel < 0.5 ).
We consider each case separately:
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Large relative distance
Two purely imaginary ZS eigenvalues with a large relative distance are associated with a
breather that consists of an oscillating quiescent soliton at the origin and two lateral waves
that appear and disappear periodically. In Figure 2.2 we show the solution for the breather
that arises for ZS eigenvalues ζ1,2 = iη1,2 for η1 = 0.75 and η2 = 0.25. The breather has a
temporal period of T = 2pi. In (a) the solution is shown at t = pi. The solution consists
of a single soliton. As time evolves, the width of the soliton decreases while the amplitude
increases. In (b) we show the solution at t = 2pi − 0.628. Here we see that two lateral waves
are formed on opposite sides of the soliton. These waves separate from the soliton while the
soliton's amplitude increases and its width decreases. In (c) the solution is shown for t = 2pi.
Here the amplitude of the soliton reaches its maximum. At this point the two smaller waves
are completely separated from the soliton. As time evolves beyond t = 2pi the amplitude of
the soliton decreases, the width of the soliton increases, and the lateral waves are absorbed
by the widening soliton. This is shown in (d) where the solution is shown for t = 2pi+ 0.628.
At t = 3pi the solution returns to the single soliton shown in (a), completing the cycle.
Small relative distance
Two purely imaginary ZS eigenvalues with small relative distance correspond to breathers
that vary between a single-soliton and two-soliton states. The two solitons periodically attract
each other, followed by a collision. During the collision, a single soliton forms with two lateral
waves on opposite sides of the soliton. After the collision, the two solitons re-emerge, followed
by a period where the two solitons move away from each other. This continues until they
reach a maximum separation distance. Thereafter the solitons attract each other again, and
the cycle is repeated. An example is shown in Figure 2.3 for the breather corresponding to
purely imaginary ZS eigenvalues with imaginary parts η1 = 0.55 and η2 = 0.45. In this case
the temporal period of the breather is given by T = 10pi. In (a) we show the solution at
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Figure 2.3: Solution of a breather with small relative distance, associated with ZS eigenvalues
ζ1 = 0.55i, ζ2 = 0.45i. (a) t = 5pi, (b) t = 10pi − 3.456, (c) t = 10pi, (d) t = 10pi + 3.456.
t = 5pi. This represents the point in time where the two solitons are separated the furthest
in terms of spatial position. As time evolves, these solitons move toward each other. When
they get close to each other, they start to interact. The result is that their amplitudes start
to decrease while the value at x = 0 increases. This is shown in (b) where t = 9pi − 0.314.
As time evolves beyond t = 10pi − 3.456, the two solitons collide, leading to the formation
of a single soliton with two smaller waves on opposite sides. In (c) we show the solution
at t = 10pi where the amplitude of the single solution reaches its maximum while the two
smaller waves are completely separated from the soliton. As time evolves beyond t = 10pi
I , 
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the amplitude of the soliton decreases and widens until the two original solutions re-appear.
This is shown in (d) where t = 10pi + 3.456. These solitons move away from each other until
they return to the maximum separation at t = 15pi. At this point the solution is the same
as the solution at t = t1 shown in (a), completing the cycle.
Soliton collisions
A remarkable aspect of solitons in the NLS equation is that their collisions are reﬂectionless,
and after collision each soliton retains its form and velocity as before the collision. Indeed, the
only eﬀect the collision has on the solitons is a change in phase. Let's consider the collision
of two solitons associated with ZS eigenvalues ζ± = ±ξ + iη, corresponding to two solitons
with the same shape and velocity, traveling in opposite directions. An analytical expression
of the solution is given by [11]
q (x, t) = −8iηξ A+ iB
D
e−2i(η
2+ξ2)t, (2.30)
where
A = 4cosh4ηξt [ξcosh2ηx cos2ξx− ηsinh2ηx sin2ξx] ,
B = sinh (4ηξt) [ξsinh2ηx sin2ξx+ ηcosh2ηx cos (2ξx)] ,
and
D = ξ2cosh4ηx+
(
η2 + ξ2
)
cosh8ηξt− η2cos4ξx.
The behaviour during the collision of the solitons depends on the amplitude/velocity ratio
deﬁned as
rcol = η/ξ. (2.31)
For a large amplitude/velocity ratio (rcol > 1/4) the collision is diﬀerent to the case of solitons
with a large amplitude/velocity ratio (rcol ≤ 1/4) . Let's consider each case separately:
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Large amplitude/velocity ratio
The collision of two solitons with large amplitude/velocity ratio has an interesting resem-
blance to breathers. Indeed, at the climax of the collision, the solution consists of a soliton
with two lateral waves. The collision of solitons with large amplitude/velocity ratio is il-
lustrated in Figure 2.5 where we show the soliton collision associated with ZS eigenvalues
±0.2 + 0.2i. In (a) we show the solution on the left, while the ZS eigenvalues are shown on
the right. The solution shows that, after the collision, the two solitons propagate without
change of velocity or shape. In Figure 2.5 (b) to (h) we show the behaviour of the solution
during the collision. In (b) the solution is shown at t = −50. Here we can see the two solitons
approaching each other. In (c) the solution is shown for t = −20. Here we see that, as the
two solitons get closer to one another, the neighbouring tails begin to interact. The inter-
action leads to the amplitude at x = 0 to increase. As time progresses, a small wave starts
to form at the origin. This can be seen in (d) where the solution is shown for t = −7. Here
we see that, during this time, the amplitude of the newly-formed wave increases, while the
amplitudes of the original solitons decrease. This continues until t = 0, where the collision is
at its climax, shown in (e). Here the solution consists of a soliton situated at the origin, and
two lateral waves. At this point the amplitude of the soliton obtains its maximum. Note the
resemblance with breathers shown in Figure 2.2 (d) and Figure 2.3 (d).
As time evolves beyond t = 0, the amplitude of the central soliton decreases while the
amplitudes of the lateral waves increase. This marks the reformation of the original solitons.
In Figure 2.3 (e) we show the solution at t = 7. Here we see that the amplitudes of the
lateral waves increase, while the solution at the origin decreases. In (f) the solution is shown
at t = 20 where we see the two solitons formed. At t = 50 the two soliton have completely
passed through each other, and propagate as before the collision. This is shown in (g).
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Figure 2.4: Soliton collision associated with ZS eigenvalues ζ = ±0.2+0.2i. In (a) the solution
(left) and the ZS eigenvalues (right) are shown. The solution is shown for (b) t = −50, (c)
t = −20, (d) t = −7, (e) t = 0, (f) t = 7, (g) t = 20, (h) t = 50.
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Small amplitude/velocity ratio
The behaviour of the solution during the collision of two solitons with small amplitude/velocity
ratio is diﬀerent to those observed in breathers. At the climax of the collision. the solution
consists of a large number of thin waves similar to an interference pattern.
The collision of solitons with small amplitude/velocity ratio is illustrated in Figure 2.5 where
we show the soliton collision associated with ZS eigenvalues ±0.2 + 0.05i. In (a) we show
the solution on the left, while the ZS eigenvalues are shown on the right. The diﬀerence in
behaviour during collision can be seen on the interval −50 ≤ t ≤ 50. In Figure 2.5 (b) to (h)
we show the behaviour of the solution during the collision. It is important to note that the
spatial interval of these plots is varied. In (b) the solution is shown at t = −300. Here we
can see the two solitons approaching each other. In (c) the solution is shown for t = −75.
Here we see that, as the two solitons get closer to one another, a number of smaller waves
are formed symmetrically about the origin. As time evolves, a larger number of these smaller
waves are formed. This can be seen in (d) where the solution is shown for t = −25. At this
point the amplitudes of these waves increases up to the climax of the collision at t = 0 shown
in (e). Note the contrast between this solution and that of the large amplitude/velocity ratio
solution shown in Figure 2.2 (e).
As time evolves beyond t = 0, the ampitude of the wave at the origin decreases while
the smaller waves spread across the spatial domain (note the diﬀerence in spatial interval of
these ﬁgures). This marks the reformation of the original solitons. In Figure 2.3 (f) we show
the solution at t = 25. Here we see that the original solitons almost fully recovered their
shape while the smaller waves are disappearing. In (g) the solution is shown at t = 75 where
we see the two solitons formed. At t = 300 the two soliton have completely passed through
each other, and propagate as before the collision. This is shown in (g).
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Figure 2.5: Soliton collision associated with ZS eigenvalues ζ = ±0.2 + 0.05i. In (a) the
solution (left) and the ZS eigenvalues (right) are shown. The solution is shown for (b)
t = −300, (c) t = −75, (d) t = −25, (e) t = 0, (f) t = 25, (g) t = 75, (h) t = 300.
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Multiple solitons
Soliton solutions can be found for any ﬁnite number of soliton. If the solution consists of
N solitons, corresponding to N discrete eigenvalues ζj = ξj + iηj for j = 1, 2, · · · , N , with
distinct real parts, it can be shown that, in the limit as t → ∞, the solitons separate to
form N solitons of the form (2.27). If this restriction is dropped, multiple breathers can be
formed. Breathers have the same elastic collision properties as solitons.
2.5.3 The soliton structure for general solutions
For arbitrary initial conditions, solutions consist of solitons and radiation. Although solitons
and radiation interact, no energy is transferred during propagation. In terms of the IST, the
discrete scattering data describes the behaviour of the soliton part of the solution, while the
continuous scattering data describes the behaviour of the radiation. As was discussed, the
discrete spectrum of a potential contains the number of solitons, as well as the amplitude
and velocity of each of them. Therefore, we use the term soliton content for the discrete
spectrum associated with a solution. The purpose of this thesis is to use the soliton content
to analyze solitons arising in the PDNLS equation, a near integrable equation.
For the NLS equation, this concept is perhaps best illustrated by means of an example.
Consider the Gaussian initial condition
q (x, 0) = e−x
2
. (2.32)
From the single lobe theorem (discussed in Chapter 3), it follows that the associated ZS
eigenvalue problem has exactly one purely imaginary eigenvalue. Numerical results show that
ζ ≈ 2i/15. This implies that a stationary soliton with amplitude A ≈ 4/15 will emerge as
time evolves. Figure 2.6 (a) shows the numerically calculated time evolution of the Gaussian
intial condition. We see that the initial pulse spreads across the spatial domain. A part of
the solution forms a stationary soliton, as was predicted by the discrete eigenvalue, while the
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Figure 2.6: The solution of a Gaussian initial condition. In (a), the solution is shown. In
(b), the solution is shown at t = 500. The dotted line shows the soliton content, given by
4
15
sech 4
15
x, corresponding to the discrete spectrum of the associated ZS eigenvalue problem. It
is seen that the solution approaches the soliton on the interval −10 < x < 10, with dispersive
tails. In (c), the amplitude is shown for t ≤ 500.
rest of the solution disperses, corresponding to radiation in the system. In Figure 2.6 (b)
we show the solution at t = 500. The dotted line represents the sech-like soliton (2.27)
with amplitude A = 4/15. We see that the solution consists of the predicted soliton with
dispersive tails. Therefore, given an initial condition, the corresponding discrete spectrum
can be used to ﬁnd the soliton content, that is, the part of the solution that does not disperse
over time. In Figure 2.6 (c), the amplitude of the solution is shown as a function of time.
We see that the amplitude oscillates around the dotted line due to the interaction between
the soliton and radiation. This line represents the predicted soliton amplitude A = 4/15.
, 
x 
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2.6 Beyond integrability: Perturbed NLS equations
The NLS equation describes waves in dispersive media that contain a cubic nonlinearity.
When other factors, like damping, driving, and higher order nonlinearities are taken into
account, the resulting equation is no longer integrable. The perturbed NLS equation can be
written in the form
iqt + qxx + 2 |q|2 q = R (q) . (2.33)
Since the perturbed NLS equation (2.33) is no longer integrable, it can no longer be solved
through the inverse scattering transform method. In particular, the scattering data no longer
satisfy the evolution equations (2.18) - (2.20). However, if q is a solution of the perturbed
NLS equation (2.33), one can still calculate the scattering data of the solution S (t0) , where
t0 is a ﬁxed point time. Likewise, given the scattering data S (t1) , the solution q (x, t1) can
be reconstructed, where t1 is an arbitrary ﬁxed point in time. Therefore, in the perturbed
case, one has to ﬁnd an expression of the time evolution of the scattering data.
For small perturbations of the NLS equation, i.e. equation (2.33) with   1, the time
evolution of the scattering data can be calculated by means of a perturbation expansion. Of
particular importance is the time evolution of the discrete spectrum, as it contains the soliton
content. This approach was ﬁrst developed by Kaup [57]. As an example, he considered the
NLS equation with a small damping term, i.e. (2.33) with
R (q) = iq. (2.34)
He considered a single soliton initial condition of the form (2.27), and showed that the ﬁrst
order expansion yields the following time evolution of the discrete eigenvalue ζ = ξ + iη:
ζ (t) = ξ (0) + iη (t) e−2t. (2.35)
In terms of the soliton content, this shows that the amplitude of the soliton decreases, while
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Figure 2.7: Time evolution of the discrete spectrum in the damped NLS equation.
the width of the soliton increases. Since the real part is time independent, the velocity of
the decaying soliton stays constant.
To show the accuracy of the method, lets consider (2.33), R (q) = iq and  = 0.01, and
initial condition
q (x, 0) = eix/2sechx. (2.36)
From (2.27) it follows that the ZS eigenvalue problem with potential (2.36) has only one
discrete eigenvalue in the upper-half complex plane, given by ζ (0) = −1
4
+ 1
2
i. In Figure 2.7
the discrete spectrum, as predicted by the perturbation expansion (2.35), is shown with the
solid line. The dotted line shows the time evolution of the discrete spectrum, calculated
numerically (the numerical methods are discussed in Chapters 3 - 4). We see that the
perturbation expansion is accurate for t < 100. This is to be expected, since the perturbation
expansion is O () accurate, and therefore accurate up to t ∼ O (1/) .
The time evolution of the discrete spectrum can be generalized for arbitrary perturbations.
If the scattering data are known for the initial condition q (x, 0), i.e. the discrete eigenvalues
ζ1, · · · , ζN , the Jost eigenfunctions ψ = [ψ1, ψ2]T and φ = [φ1, φ2]T , and the function a (ζ)
1= 1 
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deﬁned in (2.9), it can be shown that [60]
dζj
dt
=
1
a′ (ζj)
∫ ∞
−∞
[R (q)ψ1 (x, ζn)φ2 (x, ζn) +
+ ∗R∗ (q)ψ2 (x, ζn)φ1 (x, ζn)] dx. (2.37)
From (2.37), it is clear that, as  → 0, the rate of change of ζj (t) decreases to zero. Since
the expansion is O () accurate, (2.37) predicts the change of discrete eigenvalues accurately
for t ∼ O (1/) .
Unfortunately the perturbation analysis does not provide a lot of insight for larger values
of , say  > 0.1. Even so, solitons have been found in many NLS-type equations with large
perturbations, such as the complex Ginzburg-Landau and other generalized NLS equations.
In many cases, these solitons are found numerically. Moreover, many solitons found in non-
integrable equations are temporally periodic, quasi-periodic, or temporally chaotic. In these
cases, standard analytical methods, such as linearization and perturbation analyses (including
the perturbed IST method) cannot be used to analyze the solitons.
In this thesis, we present a numerical approach to study solitons in non-integrable equa-
tions. We call this the direct scattering study. Our method relies on numerical methods to
generate a (potentially time-dependent) soliton. The time evolution of the soliton content is
then calculated numerically by using the soliton solution, at ﬁxed times, as a potential of the
ZS eigenvalue problem. The discrete spectrum of the resulting operator is then calculated
numerically. The discrete spectrum of the associated ZS eigenvalue problem reveals the soli-
ton content of the solution at a particular point in time. Therefore the time evolution of the
discrete spectrum can be used to identify diﬀerent types of solitons. In Chapter 5, we apply
the direct scattering study to solitons in the PDNLS equation. The numerical methods are
developed in Chapters 3 - 4.
It is important to understand the diﬀerence between our direct scattering study and the
perturbed IST method. In the latter analysis, the time evolution of the discrete spectrum
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is used to predict the behaviour of the solution. In our analysis, the solution has already
been generated. Therefore, the time evolution of the discrete spectrum is used to describe
the spatial characteristics of the soliton.
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Chapter 3
Solving the Zakharov-Shabat eigenvalue
problem numerically
The Zakharov-Shabat (ZS) eigenvalue problem forms the basis of the inverse scattering
transform method to solve integrable partial diﬀerential equations, such as the nonlinear
Schrödinger (NLS) equation. In Chapter 2 we showed that the scattering data are deﬁned
in terms of the eigenvalues and eigenfunctions of the ZS eigenvalue problem. While the exis-
tence and uniqueness of the scattering data are well established, it has proven very diﬃcult
to solve the ZS eigenvalue problem analytically. Indeed, there are only a small sub-class of
potentials that can be solved analytically. This includes pure solitons (also known as re-
ﬂectionless potentials), the Satsuma-Yajima sech potentials [90], and rectangular potentials
solved by Manakov [70]. For many other potential, such as Gaussian potentials, the analyt-
ical solution of the ZS eigenvalue problem remains unsolved. Therefore one has to rely on
numerical methods to study the behaviour of the scattering data.
The development of the IST method for periodic potentials led Overman [82] to solve
the ZS eigenvalue problem numerically for periodic potentials. The ability to visualize the
soliton content played an important role in the study of the IST for periodic potentials
[31, 44, 45, 55, 64, 67]. Recently Deconinck and Kutz [38] introduced a particularly eﬃcient
43
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scheme that combines Floquet and Fourier-Hill theory for the calculation of the full spectrum
for operators with periodic boundary conditions. The method is known as Hill's method, and
is used extensively in this thesis.
Potentials deﬁned on the real line are more awkward for direct numerical treatment
due to the nature of the boundary conditions imposed on the eigenfunctions. Boﬀetta and
Osborne [22] developed a method to calculate the direct scattering transform in this case,
where they impose the boundary conditions using a shooting method. Another approach is
to approximate inﬁnite line potentials with periodic potentials with large periods. In this
case, the potential of the large interval limit L → ∞ is referred to as the homoclinic orbit.
Gardner [47] proved that the spectrum of periodic potentials converge to the spectrum of the
homoclinic orbit as the interval length L→∞. Deconinck and Kutz [38] used Hill's method
to solve the ZS eigenvalue problem, relating to the Korteweg-de Vries equation on the inﬁnite
line, by using increasingly large periods.
In this chapter we study the rate of the large interval convergence numerically through
Hill's method. Our numerical results show that, for the periodic ZS spectrum, there is an
optimal choice of the Floquet exponent that converges fastest as the interval length L→∞.
By convergence, we do not only mean better accuracy, but also the absence of spurious
eigenvalues. By reducing the calculation of the periodic ZS-spectrum, the computational
time is reduced signiﬁcantly. These results are reported in the paper written by the author,
Herbst and Molchan [81]. The chapter is structured as follows: In Section 3.1 we develop
Floquet theory and apply it to the ZS eigenvalue problem. Floquet theory forms the basis
of Hill's method, that is applied to the periodic ZS eigenvalue problem in Section 3.2. In
Section 3.3 we consider the large interval limit of the periodic ZS eigenvalue problem. We
formulate the use of a speciﬁc Floquet exponent, and use numerous numerical examples to
justify this choice.
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3.1 Floquet theory and the periodic ZS eigenvalue prob-
lem
Floquet theory applies to systems of ODE's of the form
v′ = P (x)v, (3.1)
where v = [v1 (x) v2 (x) · · · , vN (x)]T, and the matrix P is periodic with period L, i.e.
P (x+ L) = P (x) .A fundamental matrix of (3.1) is a matrix V whose columns v1,v2, · · · ,vN
consist of N linearly independent solutions of (3.1). Therefore V ′ = PV. The principal fun-
damental matrix is the unique fundamental matrix satisfying V (0) = I, where I is the N×N
identity matrix.
For any fundamental matrix V of (3.1), it can be shown that there exists a non-singular
constant matrix B satisfying
V (x+ L) = V (x)B ∀x. (3.2)
One can also show that, for any two fundamental matrices, the corresponding non-singular
constant matrices are similar. Therefore the eigenvalues of the matrix B only depend on the
system (3.1), and not on the choice of the fundamental matrix. The N eigenvalues of B,
ρ1, ρ2, · · · , ρN are called the Floquet multipliers of the system (3.1). The Floquet exponents
ν1, ν2, · · · , νN are deﬁned as ρj = eiνjL for j = 1, 2, · · · , N.
Floquet's theorem is deﬁned as follows:
Theorem 1 (Floquet's theorem): Let ρ = eiνL be a Floquet multiplier of the
periodic system (3.1). Then there exists a solution v (x) such that v (x+ L) =
ρv (x) . The solution satisﬁes v (x) = eiνxφ (x), where the function φ (x) is L-
periodic, i.e. φ (x+ L) = φ (x) ∀x.
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Another useful theorem from Floquet theory is given below:
Theorem 2: Let ρ1, ρ2, · · · , ρN be the N Floquet multipliers for the system (3.1).
Then
ρ1ρ2 · · · ρN = exp
[∫ L
0
tr {P (x)} dx
]
.
Consider the periodic ZS eigenvalue problem
v1x = −iζv1 + qv2
v2x = −q∗v1 + iζv2
, (3.3)
where the potential q (x+ L) = q (x) is a solution to the NLS equation. The continuous
spectrum of the periodic ZS eigenvalue problem is deﬁned as
σ(p)c (q) = {ζ |v (x, ζ) is bounded for all x} , (3.4)
while the discrete spectrum is a subset of the continuous spectrum deﬁned as
σ
(p)
d (q) = {ζ|v (x+ 2L) = v (x)} . (3.5)
We can rewrite equation (3.3) in the form v′ = Pv, where
P =
 −iζ q
−q∗ iζ
 . (3.6)
Since P (x+ L) = P (x), Floquet theory applies. From Floquet theory it follows that, for
any ﬁxed choice of ζ, all solutions of (3.3) have the form
v (x) = eiνxφ (x) , (3.7)
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where φ (x) = [φ1 (x) φ2 (x)]
T is L periodic, i.e. φ (x+ L) = φ (x). Clearly the eigenfunc-
tions are bounded if and only if ν ∈ R in (3.7). For any ν, the corresponding eigenfunctions
satisfy
v (x+ L) = eiνLv (x) . (3.8)
Since ei(ν+
2pi
L )L = eiνL, all bounded eigenfunctions can be represented by (3.7) with Floquet
exponents on the interval
ν ∈
[
−pi
L
,
pi
L
)
. (3.9)
For any ﬁxed ζ ∈ C, the system (3.3) produces two Floquet exponents ν1 and ν2. Since the
trace of P in (3.6) is zero, it follows from Theorem 2 that
eiν1Leiν2L = 1.
Therefore ν2 = −ν1. This implies that, for any ﬁxed ζ ∈ σ(p)c , if the corresponding eigen-
function v satisﬁes v (x+ L) = eiν1Lv (x), then ζ has a linearly independent eigenfunction
w satisfying w (x+ L) = e−iν1Lw (x) . This symmetry implies that all eigenvalues of the pe-
riodic ZS eigenvalue problem can be obtained by considering only the Floquet exponents in
the interval
ν ∈
[
0,
pi
L
]
. (3.10)
As a result the continuous spectrum of the periodic ZS eigenvalue problem arises as line
segments in the complex plane, see for example Calini and Ivey [31]. One can deﬁne the
continuous spectrum and the discrete spectrum of the periodic ZS eigenvalue problem in
terms of Floquet theory as follows:
σ(p)c (q) =
{
ζ|v (x+ L) = eiνLv (x) for ν ∈
[
0,
pi
L
)}
, (3.11)
σ
(p)
d (q) =
{
ζ|v (x+ L) = eiνLv (x) for ν = 0 or pi
L
}
. (3.12)
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3.2 Hill's method for the periodic ZS eigenvalue problem
We now proceed to develop a numerical method to calculate the continuous spectrum of the
ZS eigenvalue problem for periodic potentials. The method, known as Hill's method, was
developed by Deconinck and Kutz [38].
We know from Floquet theory that all eigenfunctions can be written in the form (3.7). If
we substitute this into the ZS eigenvalue problem (3.3) we get
iνφ1 + φ1x = −iζφ1 + qφ2
iνφ2 + φ2x = −q∗φ1 + iζφ2
. (3.13)
Therefore Floquet theory allows us to redeﬁne the original eigenvalue problem to a set of
eigenvalue problems (3.13), depending on the Floquet exponents ν ∈ [0, pi
L
]
. Since φ1 and φ2
are periodic, we can write these functions as Fourier series
φp (x) =
∞∑
n=−∞
φˆp,ne
iµnx, (3.14)
where
φˆp,n =
1
L
∫ L/2
−L/2
φp (x) e
−iµnxdx, (3.15)
p = 1, 2, and µn = −2pinL . The derivative of (3.14) is formally given by
φ′p (x) =
∞∑
n=−∞
iµnφˆp,ne
iµnx. (3.16)
By substituting the Fourier series (3.14) and its formal derivative (3.16) into the ZS eigenvalue
(3.13), one can write
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∞∑
n=−∞
eiµnx/L
[
iα (ν;n) φˆ1n − qφˆ2n
]
= −iζ
∞∑
n=−∞
eiµnx/Lφˆ1n
∞∑
n=−∞
eiµnx/L
[
−q∗φˆ1n − iα (ν;n) φˆ2n
]
= −iζ
∞∑
n=−∞
eiµnx/Lφˆ2n
. (3.17)
where α (ν;n) = ν + µn. If we multiply equations (3.17) with the factor eiµmx/L for any
integer m, it follows from the orthogonality of the exponential functions that
iα (ν;m) φˆ1m −
∞∑
n=−∞
Im,n (q) φˆ2n = −iζφˆ1m
−
∞∑
n=−∞
Im,n (q∗) φˆ1n − iα (ν;m) φˆ2m = −iζφˆ2m
, (3.18)
where
Im,n (q) = 1
L
∫ L/2
−L/2
qeiµn−mxdx. (3.19)
Equation (3.18) is a system of inﬁnitely many equations, known as Hill's equations [68]. In
order to solve it numerically, we discretize the system. This is done by choosing a grid with
N points on the interval
[−L
2
, L
2
]
, for a large even number N . Let ∆x = L
N
, xj = j∆x for
j = −N
2
, · · · , N
2
− 1. We also use the notation qj = q (xj). The integral Im,n (q) is estimated
by the sum
Im,n (q) ≈ 1
L
N/2−1∑
j=−N/2
qje
iµn−mxj∆x. (3.20)
If we write xj and ∆x in terms of L , N , and j in (3.20), we get
Im,n (q) ≈ q˜n−m,
where q˜n corresponds to the discrete Fourier transform (DFT), deﬁned as
q˜n =
1
N
N/2−1∑
j=−N/2
qjexp
(
2piijn
L
)
,
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for −N
2
≤ n ≤ N
2
− 1. The values of q˜n can be calculated by the fast Fourier transform
algorithm. Note that the DFT has the property that q˜n = q˜n+aN , for any integer a. If we let
m = −N
2
, · · · , N
2
− 1 in (3.18), we arrive at a matrix eigenvalue problem
 A B
C −A

 φˆ1
φˆ2
 = −iζ
 φˆ1
φˆ2
 , (3.21)
where φˆp =
[
φ˜p,−N/2 φ˜p,−N/2+1 · · · φ˜p,N/2−1
]T
for p = 1, 2, A is the diagonal matrix
A =

iα
(
ν;−N
2
)
0 · · · 0
0 iα
(
ν;−N
2
+ 1
) . . . 0
...
. . . . . . 0
0 · · · 0 iα (ν; N
2
− 1)

, (3.22)
B is the Toeplitz matrix
B =

q˜0 q˜−1 · · · q˜1
q˜1 q˜0
. . .
...
...
. . . . . . q˜−1
q˜−1 · · · q˜1 q˜0

, (3.23)
and
C = B∗. (3.24)
The ﬁrst row of the matrix B is given by
[
q˜0 · · · q˜−N/2 q˜N/2−1 q˜N/2−2 · · · q˜1
]
,
and the matrix B∗ is the complex conjugate of B. Hill's method amounts to the calculation
of the eigenvalues of the matrix (3.21) for diﬀerent values of ν ∈ [0, pi
L
]
.
The convergence criteria of Hill's method are still a work in progress. Numerical evidence
was supplied for many problems, see for example [38]. There are also some cases where the
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results diverge, as is shown in [26]. Convergence was proved for self-adjoined operators by
Curtis and Deconinck [37]. Johnson and Zumbrun [56] proved convergence for a class of
operators of the form
L =
m∑
j=0
(
∂
∂x
)j
aj, (3.25)
where the matrix am is positive deﬁnite, and the matrices aj are periodic for j = 0, · · · ,m,
i.e. aj (x+X) = aj (x). The class of operators (3.25) include nonselfadjoint operators. The
periodic ZS eigenvalue falls outside the class of the Johnson-Zumbrun operators (3.25), since
the matrix am = a1 is not positive deﬁnite. However, our numerical results indicate that
Hill's method converges for the periodic ZS eigenvalue problem as is clear from the results
in the next section.
3.3 Large interval limit (L→∞) of periodic ZS eigenvalue
problem
The aim of this chapter is to develop a numerical method that will allow us to study the
behaviour of the discrete spectrum of the ZS eigenvalue problem associated with decaying
potentials deﬁned on the real line q (x) ∈ L2 (R). The discrete spectrum of the ZS eigenvalue
problem (3.3) in the upper half of the complex plane is deﬁned as
σd(Lx) :=
ζ ∈ C, Imζ > 0
∣∣∣∣∣∣∣v (x) ∼
 0
1
 eiζx as x→∞, v(x) ∼
 1
0
 e−iζx as x→ −∞
 .
(3.26)
The continuous spectrum consists of the entire real line, while the discrete spectrum consists
of a ﬁnite number of pairs of complex conjugates in the complex plane. In order to obtain
a numerical scheme to calculate the discrete spectrum (3.26), we propose the truncation
of the interval of x to a large but ﬁnite interval. This is done by reducing the interval to
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x ∈ [−L
2
, L
2
]
, and imposing periodic boundary conditions. The truncated potential q˜ becomes
q˜ (x) =
 q (x) for x ∈
[−L
2
, L
2
]
q (x+ L) = q (x) for all x
. (3.27)
The spectrum of the resulting periodic ZS eigenvalue problem is then calculated through
Hill's method.
The ZS eigenvalue problem changes signiﬁcantly when periodic boundaries are imposed.
It is obvious from the Floquet form of the eigenfunctions (3.7) that, in the periodic setting, no
discrete eigenvalues of the form (3.26) exist. Instead, the spectrum of the periodic problem
arises as line segments in the complex plane. These line segments form due to the symmetry of
the Floquet exponents. The convergence of the truncation of the interval was studied in 1997
by Gardner [47]. He proved that, for any ﬁxed Floquet exponent, the continuous spectrum
converges to the discrete spectrum of the unbounded potential as the interval length L→∞.
He also proved that, in the limit, the multiplicities of eigenvalues are preserved and that no
spurious eigenvalues are formed. Therefore, provided that Hill's method converges and that
the length of truncation L is suﬃciently large, the continuous spectrum of the truncated
ZS eigenvalue problem is contained in a δ-neighbourhood of the discrete eigenvalue of the
homoclinic orbit.
This leads us to the question: is there a speciﬁc choice of Floquet exponent that converges
fastest? We propose the use of a speciﬁc Floquet exponent νc, reported by the author, Herbst
and Molchan in [81] to give the fastest convergence, where
νc =
pi
2L
. (3.28)
We have no analytical justiﬁcation for this conjecture. However, the method provides the best
estimate in numerous problems, while producing no spurious eigenvalues, as is demonstrated
shortly. The rest of this chapter is devoted to provide numerical evidence in favour of this
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conjecture.
For our ﬁrst example, consider the following class of decaying potentials
q (x) = Asech (x) . (3.29)
The discrete spectrum for these potentials were calculated analytically by Satsuma and Ya-
jima [90], and are given by
σd = {±ζ1,±ζ2, · · · ,±ζM} , (3.30)
where
ζj = i
(
A+
1
2
− j
)
, j = 1, . . . ,M, (3.31)
and where M is the largest integer satisfying
M < A+
1
2
. (3.32)
It follows that there are no discrete eigenvalues for A ≤ 0.5, while the ﬁrst complex conjugate
pair of eigenvalues occurs as A is increased beyond A = 0.5. For A = 0.52, the eigenvalue
pair is given by ζ = ±0.02i.
Figures 3.1 (a) and (b) show the numerical results for A = 0.48 and A = 0.52 respectively,
where an interval length L = 60 and N = 256 Fourier modes are used. The lines represent
the continuous spectrum (of the periodic problem), calculated by uniform samples of the
Floquet exponent in the interval ν ∈ [0, pi
L
]
. Note that there is no marked diﬀerence between
the line segments in (a) and (b). In addition the dots, corresponding to the discrete spectrum
of the periodic problem, i.e. ν = 0, and ν = pi/L have no counterpart in the spectrum of
the homoclinic orbit. Indeed, they bear little if any relation to the discrete eigenvalue of
the homoclinic orbit, and produce multiple spurious eigenvalues. In contrast, the eigenvalues
obtained by choosing ν = νc of (3.28), indicated with crosses, produce much better results.
In (a) all these points lie on the real line, corresponding to the continuous spectrum of the
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Figure 3.1: Numerical results for the potentials (3.29) with L = 60. (a) A = 0.48. (b)
A = 0.52.
homoclinic orbit. In (b) one eigenvalue lies on the imaginary axis, close to the eigenvalue of
the homoclinic orbit, ζ = 0.02i. The rest of the eigenvalues lie on the real line, and thus no
spurious eigenvalues are calculated when νc is used.
It is now easy to visualize what happens if the amplitude A in (3.29) is increased from A =
0.48 to A = 0.52. The discrete eigenvalues marked by crosses on the real axis, corresponding
to ν = νc, move closer to the origin. For A = 0.5 the two values on either side of the origin
in Figure 3.1 (a) form a double value at the origin. If A is further increased, they split into
a complex conjugate pair. A further increase in A move them away from the origin on the
imaginary axis while the next two on the real axis move closer to the origin, also splitting
into complex conjugate pairs as A is increased beyond A = 1.5.
It should be noted that, for potentials of the form (3.29), an alternative numerical ap-
proach [38] is to approximate the sech function not by truncation, but by the periodic function
cn (x, k) with k → 1 (L→∞). We only consider truncated potentials of the form (3.27) since
we are primarily interested in potentials deﬁned on the real line. In Figure 3.2 the continuous
spectrum is shown for the truncated potential (3.29) with A = 0.52. Here we use N = 512
Fourier modes to calculate the spectrum. Note that the scales in Figures 3.2 (a) to (c) are
larger than the scales in (d) to (h). In Figure 3.2 (a), we see that, for L = 60, the continuous
- -
x 
• 
~ ~ 4' l ~ 4 
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• 
, 
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spectrum consists of a series of line segments, each connected to the real line. For larger
L the two segments adjacent to the imaginary axis approach the imaginary axis to join at
the origin for L = 102.7, as shown in Figure 3.2 (b). As the interval length is increased
further, these two pieces move up the imaginary axis to form the pitchfork shape seen in
Figure 3.2 (c). As L increases further, the two outer segments start to decrease, moving
closer to the imaginary axis, as shown in Figures 3.2 (d) and (e). Figure 3.2 (f) shows the
spectrum for L = 317.8, where the two line segments collide on the imaginary axis. With a
further increase in L, a gap on the imaginary axis opens up, with the upper part receding
towards the eigenvalue of the homoclinic orbit at ζ = 0.02i, as is shown in Figure 3.2 (g) and
(h).
It is only after the gap on the imaginary axis forms that the spectrum becomes isolated
clearly demonstrating Gardner's results. Of particular interest is the discrete eigenvalues
calculated using the Floquet exponent νc, indicated by crosses in Figure (3.2). Note that
these values accurately predict the discrete eigenvalue for the homoclinic orbit, long before
the spectrum is isolated and Gardner's results are applicable.
The next issue we address is the rate of convergence of the choice of Floquet exponent
νc =
pi
2L
as L is increased. In particular we want to establish the fact that this choice of
Floquet exponent converges faster to the discrete eigenvalue than other choices. To show
this, we consider the potential (3.29) with A = 2, i.e. q (x) = 2sechx. This is the initial
condition for a breather solution with two eigenvalues in the upper half of the complex plane
at ζ = 0.5i and ζ = 1.5i. In this experiment, we ﬁx the number of Fourier modes N = 128
for increasing values of L. Figure 3.3 shows the error, given by Im (ζn − ζa), where ζn is the
numerically calculated eigenvalue, and ζa is analytical eigenvalue. The solid line shows the
error when the Floquet exponent ν = νc is used to ﬁnd ζn. The dashed lines show the errors
when Floquet exponents ν± are used, where
ν± = (1± )× νc, (3.33)
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Figure 3.2: Numerical results for the potentials (3.29) with A = 0.52. (a) L = 60. (b)
L = 102.7 (c) L = 120. (d) L = 240. (e) L = 300. (f) L = 317.8 (g) L = 320. (h) L = 360.
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Figure 3.3: Errors for the potential q (x) = 2sechx for diﬀerent values of L. Here ζn corre-
sponds to the numerically calculated eigenvalues, and ζa corresponds to the analytical eigen-
values. The solid, dashed and dotted lines correspond to Floquet exponents ν = νc, ν+ν−
respectively, used to calculate ζn. (a) ζa = 0.5i. (b) ζa = 1.5i.
and  = 0.01. For both eigenvalues ζ = 0.5i and ζ = 1.5i, we see that the proposed Floquet
exponent converges somewhat faster than the other choices.
Our next numerical example is a class of super Gaussian potentials given by
q (x) = Ae−x
2M
for M = 1, 2, 3, · · · . (3.34)
The potentials (3.34) are real, square integrable functions that are monotonically increasing
for x < 0 and monotonically decreasing for x > 0. Therefore they satisfy the criteria for the
single lobe theorem [62]. The theorem states that all eigenvalues of (3.34) must be purely
imaginary. In addition, the number of eigenvalues are given by
N =
⌊
1
2
+
1
pi
∫ ∞
−∞
q (x) dx
⌋
, (3.35)
where bxc is the integer part of x. This implies that new eigenvalues are created on the
imaginary axis whenever
A = (2N − 1)Ac, (3.36)
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Figure 3.4: Imaginary part of eigenvalues for Gaussian potentials (3.34) where M = 1.
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Figure 3.5: Critical amplitudes of super Gaussian potentials
for N = 1, 2, · · · , where
Ac =
[
4
pi
Γ
(
1 +
1
2M
)]−1
. (3.37)
In Figure 3.4 we show the numerical results for Gaussian potentials, i.e. (3.34) forM = 1.
We calculate the eigenvalues for amplitudes 0 ≤ A ≤ 12Ac, where Ac =
√
pi
2
, using an interval
length L = 100, N = 1024 Fourier modes, and Floquet exponent ν = νc. Note that these
potentials cannot be approximated by simple periodic functions, as was the case for the
sech potentials, and one is therefore left no choice but to truncate. Figure 3.4 shows that
eigenvalues are created at Ac, 3Ac, · · · , 11Ac, in agreement with the analytical result (3.36).
We also calculated the critical amplitude Ac numerically for super Gaussian potentials
(3.34) with M ≤ 20, using an interval length L = 100, and Floquet exponent ν = νc. The
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Figure 3.6: Spectrum of the two rectangular pulse. In (a), the imaginary parts of the eigen-
values are shown. In (b) the real parts of the eigenvalues are shown. The `x' points in (b)
indicates the points where complex eigenvalues are born or annihilated.
results are shown in Figure 3.5. The solid line represents the analytical result (3.37). The dots
show the numerically calculated critical amplitudes for N = 1024 Fourier modes, while the
crosses show the critical amplitudes for N = 2048 Fourier modes. Once again the numerical
results are in good agreement with the analytical results, in particular for N = 2048 Fourier
modes. Indeed, for M ≥ 10, more Fourier modes are required to produce accurate results of
Hill's method, since the slope of the super Gaussian potentials increases as M is increased.
As a ﬁnal example, we consider a class of double rectangle potentials, given by
q (x) = Ar2 (x) , (3.38)
where
r2 (x) =
 1 if 1 ≤ |x| ≤ 20 otherwise . (3.39)
For this potential, the single lobe theorem no longer guarantees only purely imaginary eigen-
values. In [1], Abdullaev and coworkers derived an analytical expression for the discrete
spectrum of potentials of the form (3.38). Desaix and coworkers [40] factorized this formula
to ﬁnd critical amplitudes where eigenvalues appear or disappear. They showed that crit-
1= 
x"""",,·······, 
x,,""",,· .... · .. ····x 
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ical amplitudes, where purely imaginary eigenvalues are born or annihilated, are given by
equation (3.36), where Ac = pi4 . They also showed that complex eigenvalues are born or
annihilated on the real line when
A = |ξ/sin2ξ| , (3.40)
where ξ ∈ R satisﬁes the equation
cot
[
ξ
√
1 + cosec2 (2ξ)
]
+
cot (2ξ)√
1 + cosec2 (2ξ)
= 0. (3.41)
In Figure 3.6 the numerical results are shown for 0 ≤ A ≤ 5.7. In (a) the imaginary parts
of the eigenvalues are shown. We used a solid line to indicate purely imaginary eigenvalues,
and a dotted line to indicate eigenvalues in the complex plane. In (a) we see that purely
imaginary eigenvalues are born at amplitudes Ac and 5Ac, while purely imaginary eigenvalues
are annihilated at amplitudes 3Ac and 7Ac. This agrees well with the analytic results. In
(b) the numerical results for the real parts of the eigenvalues are shown with the solid lines.
The crosses indicate the amplitudes and real parts where complex eigenvalues are born or
annihilated, according to equations (3.40) and (3.41). We see that the numerical results are
in good agreement with the analytical results.
3.4 Concluding remarks
In this chapter we developed a numerical method to calculate the discrete spectrum of the
Zakharov-Shabat eigenvalue problem for decaying potentials on the real line. To do this,
the potential is truncated, and treated as a periodic potential, resulting in an auxiliary
eigenvalue problem, namely the periodic ZS eigenvalue problem. To solve the auxiliary
eigenvalue problem, the Hill's method is applied, developed by Deconinck and Kutz [38].
Numerical results show that, as the interval of truncation is increased, the spectrum of the
auxiliary problem converges to the spectrum of the original problem, albeit in a complicated
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 3. THE ZS EIGENVALUE PROBLEM 61
way. It is also found that the rate of convergence depends on the choice of Floquet exponent.
The Floquet exponent that produces the optimal rate of convergence is predicted based
on numerical evidence [81]. This allows us to accurately calculate the discrete spectrum
through the calculation of a single matrix eigenvalue problem. In Chapter 5 we use this to
calculate the time evolution of the discrete spectrum of a perturbed NLS system, namely the
parametrically driven nonlinear Schrödinger (PDNLS) equation. In order to do this, we ﬁrst
need to solve the PDNLS equation numerically. To do this, we develop the split-step method
in Chapter 4.
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Chapter 4
The split-step method for the PDNLS
equation
Numerical simulation plays a vital role in the study of nonlinear partial diﬀerential equa-
tions. For example, in the development of soliton theory, numerical experiments played a
foundational role. Fermi, Pasta and Ulam (FPU) [43] studied a nonlinear lattice problem
numerically in 1955. Contrary to their expectations, the experioments revealed that the ef-
fect of nonlinearity is not to leak energy to higher order modes. They used direct simulation
to conﬁrm their results. Zabusky and Kruskal [111] investigated the FPU in the continuum
limit by studying the KdV equation. The results of numerical simulation were responsible
for their discovery of the reﬂectionless collision property of solitons. These results paved the
way for the development of modern soliton theory.
The split-step method is frequently used in the direct simulation of NLS-type equations.
For the NLS equation, the method was ﬁrst implemented in 1973 by Hardin and Tappert
[49]. Taha and Ablowitz [96] compared the split-step method to a number of ﬁnite diﬀerence
schemes, including the integrable ﬁnite diﬀerence scheme developed earlier by Ablowitz and
Ladik [5, 6]. They showed that the split-step method is best scheme in terms of eﬃciency,
i.e. computational speed. In 1988, Neri [78] derived a fourth-order accurate symplectic
62
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split-step method. Forest and Ruth [45] showed that the fourth-order split-step method can
be generalized, and derived the method by means of the Campbell-Baker-Hausdorf (CBH)
formula in 1990. In the same year, Yoshida [110] constructed a method, using the CBH
formula, to construct symplectic schemes of any even order. Since then, the split-step method
has been implemented to many NLS-type equations, such as the complex Ginzburg-Landau
equation [12], generalized NLS equations [77], and higher-dimensional NLS equations [9].
In this chapter we develop two numerical schemes for solving the PDNLS equation. In Sec-
tion 4.1 a fourth-order pseudo-spectral Runge-Kutta method is developed. In Sections 4.2 -
4.4 a fourth-order split-step scheme is developed, based on Bondila [24]. The chapter is
concluded in Section 4.5 where we compare the two methods to show that the split-step
method is the faster of the two. We also comment on the stability of the two methods.
4.1 The pseudo-spectral Runge-Kutta method
The Runge-Kutta method is often employed for the integration of systems of ordinary diﬀer-
ential equations. To apply the method to the PDNLS equation,
iψt + ψxx + 2 |ψ|2 ψ − ψ = hψ∗ − iγψ, (4.1)
one has to reduce the PDNLS to a system of ODE's by truncating and discretizing the
spatial domain. We do this by truncating the spatial domain to the interval x ∈ [0, L] for
a large, but ﬁnite L. On this interval, we deﬁne a grid with N points, x0, x1, · · · , xN−1,
where xj = j ×∆x and ∆x = LN . The points on the grid is deﬁned by ψj (t) = ψ (xj, t) for
j = 0, 1, · · · , N − 1.
An important step in the discretization of the PDNLS is to approximate the spatial
derivative term, ψxx, in terms of the points on the grid. To accomplish this, we note that,
after the truncation of the spatial interval, we can express the function ψ (x, 0) as a Fourier
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series,
ψ (x, t) =
∞∑
n=−∞
ψˆn (t) e
2piinx/L, (4.2)
where
ψˆn (t) =
1
L
∫ L
0
ψ (x, t) e−2piinx/Ldx. (4.3)
The second derivative of (4.2) is formally given by
ψxx (x, t) =
∞∑
n=−∞
−
(
2pin
L
)2
ψˆn (t) e
2piinx/L. (4.4)
After discretization, if we substitute xj = j× LN into the sum 4.4, we get ψxx (xj) ≈ ψ˜j, where
ψ˜j (t) ≈
N/2−1∑
n=−N/2
−
(
2pin
L
)2
Ψn (t) e
2piinx/L. (4.5)
Here Ψn (t) ≈ ψˆn (t) is the discretized Fourier coeﬃcient, given by
Ψn (t) =
1
L
N−1∑
j=0
ψj (t) e
−2piinxj/L∆x. (4.6)
If we substitute xj = jL/N and ∆x = L/N into the sum (4.6), we get
Ψn =
1
N
N/2−1∑
j=−N/2
ψj (t) e
−2piijn/N . (4.7)
This leads us to a discretized system of ODE's, given by
ψ˙j = iψ˜j + 2i |ψj|2 ψj − iψj − ihψ∗j − γψj (4.8)
for j = 0, 1, · · · , N − 1. Equations (4.7) and (4.5) are well-known deﬁnitions of the discrete
Fourier transform (DFT) and the inverse discrete Fourier transform (IDFT) respectively.
These mappings can be eﬃciently calculated by means of the fast Fourier transform (FFT),
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an eﬃcient algorithm that was developed by Cooley and Tukey [36].
Finally, we integrate the system of ODE's (4.8), using the fourth-order Runge-Kutta
method. The formula is given by
ψj (τ) = ψj (0) +
1
6
(k1 + 2k2 + 2k3 + k4) ,
where
k1 = τg (ψj) ,
k2 = τg
(
ψj +
1
2
k1
)
,
k3 = τg
(
ψj +
1
2
k2
)
,
and
k4 = τg (ψj + k3) .
The function g is deﬁned by the right-hand side of equation (4.8), i.e.
g (ψj) = iψ˜j + 2i |ψj|2 ψj − iψj − ihψ∗j − γψj.
There are three sources of errors, namely the error associated with the discretization of
the system, the error incurred with the use of the DFT to estimate the spatial derivative
term, and the error incurred when integrating the system of ODE's. Provided that the
spatial structure of the solution, ψ, is suﬃciently smooth, it can be shown that the error of
discretization, as well as the aliasing error associated with the discrete Fourier transform, is
exponentially small (see for example [97, 28]). Since |ψ| → 0 as |x| → 0, this smoothness
is guaranteed, provided that the interval length L, and the number of grid points N , are
suﬃciently large. Therefore, the largest part of the error is incurred by the time integration,
resulting in an error of O (τ 5).
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4.2 First-order split-step scheme
The PDNLS can be written in the form
ψt = (L+N)ψ, (4.9)
where the operators L and N are deﬁned by
Lψ = iψxx − iψ − ihψ∗ − γψ, (4.10)
and
Nψ = 2i |ψ|2 ψ. (4.11)
The formal solution of (4.9) at t = τ is given by
ψ (x, τ) = e(L+N)τψ (x, 0) , (4.12)
where the exponential operator is deﬁned by
eA = I + A+
1
2!
A2 +
1
3!
A3 + · · · . (4.13)
The solution (4.12) can be split by writing the formal solution (4.12) as the product of two
exponential operators,
e(L+N)τψ (x, 0) ≈ eLτeNτψ (x, 0) . (4.14)
The split operator on the right hand side of equation (4.14), eLτeNτ , is not equivalent to
the original operator, e(L+N)τ . This is veriﬁed by expressing each operator as a Taylor series
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(4.13). The operator e(L+N)τ becomes
e(L+N)τ = I + τ (L+N) +
τ 2
2
(
L2 + LN +NL+N2
)
+O
(
τ 3
)
, (4.15)
while the Taylor series for the split operator eLτeNτ is given by
eLτeNτ = I + τ (L+N) +
τ 2
2
(
L2 + 2LN +N2
)
+ O
(
τ 3
)
. (4.16)
From these expansions, it follows that the exponential operators are o ly equivalent when
the operators L and N commute, i.e. LN = NL. One can easily check that L and N ,
deﬁned in (4.10) and (4.11) respectively, do not commute. A comparison between the Taylor
series of the solution (4.15) and the Taylor series of the split operator (4.16) shows that the
latter operator coincides with the former operator in the ﬁrst order of τ . In other words, the
accuracy of the splitting is of O (τ).
The solution of the right hand side of (4.14) is equivalent to solving two equations. Firstly,
let ψ˜ (x, τ) be the intermediate solution, deﬁned by
ψ˜ (x, τ) = eNτψ (x, 0) . (4.17)
Equation (4.17) is the formal solution of the initial value problem
ψ˜t = 2i
∣∣∣ψ˜∣∣∣2 ψ˜,
(4.18)
ψ˜ (x, 0) = ψ (x, 0)
at t = τ . Since
(|ψ|2)
t
= 0 in (4.18), the intermediate solution is given by
ψ˜ (x, τ) = ψ (x, 0) e2i|ψ(x,0)|
2τ . (4.19)
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Substitution of (4.19) into equation (4.14) then gives the ﬁrst-order split-step scheme
ψ (x, τ) = eLτ ψ˜ (x, τ) . (4.20)
Equation (4.20) is the formal solution of the equation ψt = Lψ at t = τ , i.e.
ψt = iψxx − iψ − ihψ∗ − γψ
(4.21)
ψ (x, 0) = ψ˜ (x, τ) .
Since the operator (4.21) is linear, one can solve it by using Fourier theory. To solve the
linear equation, we write the solution in the form
ψ (x, τ) = e−γτf (x, τ) , (4.22)
where f (x, t) is a complex function. If we substitute this into the equation (4.21), we get
ft + fxx − f − hf ∗ = 0. (4.23)
Separating the real and imaginary parts of f , we get the following system of equations:
−bt + axx − a+ ha = 0
at + bxx − b+ hb = 0
, (4.24)
where f (x, t) = a (x, t) + ib (x, t) for the real functions a and b.
From a numerical perspective, one has to truncate the spatial interval to a ﬁnite interval
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x ∈ [0, L]. After truncation, one can expand the functions a and b in Fourier series,
a (x, t) =
∞∑
n=−∞
An (t) e
2piinx/L
b (x, t) =
∞∑
n=−∞
Bn (t) e
2piinx/L
,
where
An (t) =
1
L
∫ L
0
a (x, t) e−2piinx/L
Bn (t) =
1
L
∫ L
0
b (x, t) e−2piinx/L
.
Note that, by applying the Fourier series, periodic boundary conditions are imposed.
If we substitute the Fourier series into the system (4.24) we get
B˙n = − (k2n + 1 + h) A˙n
A˙n = (k
2
n + 1− h) B˙n
(4.25)
for n = 0,±1,±2, · · · . The solution of equation (4.25) is given by
An (τ) = An (0) cosωnτ + αnBn (0) sinωnτ
Bn (τ) = Bn (0) cosωnτ − α−1n An (0) sinωnτ
, (4.26)
for h2 < (1 + k2n)
2, and
An (τ) =
An(0)−αnBn(0)
2
eωnτ + An(0)+αnBn(0)
2
e−ωnτ
Bn (τ) =
Bn(0)−α−1n An(0)
2
eωnτ + Bn(0)+α
−1
n An(0)
2
e−ωnτ
, (4.27)
for h2 > (1 + k2n)
2. Here kn = 2pin/L, ωn =
∣∣∣(1 + k2n)2 − h2∣∣∣1/2 and αn = ∣∣∣1+k2n−h1+k2n+h ∣∣∣1/2.
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 4. SPLIT-STEP METHOD FOR THE PDNLS 70
Since the functions a (x, t) and b (x, t) are real, the Fourier coeﬃcients satisfy
An (t) = A
∗
−n (t) , Bn (t) = B
∗
−n (t) . (4.28)
Moreover, the Fourier coeﬃcients of the functions a (x, t) and b (x, t) can be expressed in
terms of the Fourier coeﬃcients of the function f (x, t) through the identities
An (t) =
Fn (t) + F
∗
−n (t)
2
, Bn (t) =
Fn (t)− F ∗−n (t)
2i
, (4.29)
where
Fn (t) =
1
L
∫ L
0
f (x, t) e−2piinx/L, (4.30)
satisfying
f (x, t) =
∞∑
n=−∞
Fn (t) e
2piinx/L. (4.31)
Therefore, using the Fourier coeﬃcients F±n (t) of the complex function f (x, t), one can
calculate the Fourier coeﬃcients A±n (t) and B±n (t) of the real and imaginary part of f (x, t)
respectively.
In order to calculate the Fourier coeﬃcients Fn numerically, we need to discretize the
spatial interval. This is done by choosing N points x0, x1, · · · , xN−1, where xj = j×∆x with
a step size ∆x = L
N
for n = −N/2, · · · , N/2 − 1. We deﬁne the notation fj (t) = f (xj, t).
We use a truncated Fourier series to estimate the Fourier series (4.31), given by
fj (t) =
N/2−1∑
n=−N/2
Fn (t) e
2piijn/N . (4.32)
To calculate the Fourier coeﬃcients, we estimate the integral (4.30) through the ﬁnite sum
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Fn (t) =
1
L
N−1∑
j=0
fj (t) e
−2piinxj/L∆x
= 1
N
N−1∑
j=0
fj (t) e
−2piijn/N
. (4.33)
The fast Fourier transform (FFT) can be used to evaluate the sum (4.33), and the inverse
fast Fourier transform (IFFT) can be used to evaluate the sum (4.32). Note that the DFT
has the identity Fn+N (t) = Fn for all n. Therefore, by using the identity FN/2 (t) = F−N/2 (t),
it follows that
A−N/2 (t) = F−N/2 (t) (4.34)
and
B−N/2 (t) = 0. (4.35)
To summarize, the ﬁrst-order split-step method consists of ﬁve steps:
• Discretize the interval x ∈ [0, L], let xj = j × LN , and let ψj (t) = ψ (xj, t) for j =
0, 1, · · · , N − 1.
• Calculate the intermediate solution ψ˜j (τ) from ψj (0) using the solution (4.19).
• Use the transformation (4.22) and the FFT to calculate the Fourier coeﬃcients F−N/2 (0) , F−N/2+1 (0) , · · · , FN/2−1 (0) .
• Use equations (4.26) - (4.29) and (4.34) - (4.35) to calculate the evolved Fourier
coeﬃcients F−N/2 (τ) , F−N/2+1 (τ) , · · · , FN/2−1 (τ)
• Use the IFFT and the transformation (4.22) to calculate the solution ψ0 (τ) , ψ1 (τ) , · · · , ψN−1 (τ) .
The bulk of the computational time is spent on the calculation of the FFT in step 2 and the
IFFT in step 5.
For the split-step scheme described above, there are two sources of errors, namely 1) the
splitting of the operator (4.12) into the operator (4.14) and 2) the truncation and discretiza-
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tion of the spatial grid to solve the linear PDE (4.21). The error incurred by the truncation
and discretization is exponentially small, as in the case of the fourth-order pseudo-spectral
Runge-Kutta method. Therefore, the error consists mainly from the time splitting, produc-
ing an error of O (τ 2), as follows from (4.15) and (4.16) and the subsequent discussion in
Section 4.1. Therefore, the method is O (τ), as is claimed in the title of this section.
4.3 Second-order split-step method
To construct a second order accurate scheme, we write the formal solution of the PDNLS
equation as
ψ (x, τ) = e[(c1+c2)N+(d1+d2)L]τψ (x, 0) ,
where c1 + c2 = d1 + d2 = 1. We then split the equation as
ψ (x, τ) = ec1Nτed1Lτec2Nτed2Lτψ (x, 0) + e (τ) , (4.36)
where e (τ) denotes an error term. If each exponential operator in equation (4.36) is expanded
as a Taylor series and compared to the Taylor series expansion of the formal solution (4.15),
one gets the following system of equations that ensures an O (τ 2) accurate solution:
c1 + c2 = 1
d1 + d2 = 1
c1d1 + c1d2 + c2d2 = 1/2
c2d1 = 1/2
. (4.37)
The system (4.37) has multiple solutions. From a numerical point of view, it is convenient to
choose d2 = 0, since the calculation of the linear operator eαLτ requires the computationally
expensive calculation of an FFT and an IFFT, while the calculation of the nonlinear operator
eαNτ is much faster. From the choice d2 = 0, one can ﬁnd a solution c1 = c2 = 1/2, d1 = 1.
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Then equation 4.36 becomes
ψ (x, τ) = eNτ/2eLτeNτ/2ψ (x, 0) + O
(
τ 3
)
. (4.38)
4.4 Fourth-order split-step scheme
Yoshida [110] showed that one can construct higher order split-step schemes from the second
order split-step scheme (4.38) without using the Taylor series expansion. Rather, one can
apply the Campbell-Baker-Hausdorﬀ (CBH) formula for operators. The CBH formula relates
to the product of two exponential operators. The formula states that
eXeY = eZ ,
where
Z = X + Y +
1
2
[X, Y ] +
1
6
[X,X, Y ] + [Y, Y,X] +
+
1
12
([X,X, Y ] + [Y, Y,X]) +
1
720
([Y, Y, Y, Y,X] + [X,X,X,X, Y ]) +
(4.39)
+
1
360
([Y,X,X,X, Y ] + [X,X, Y, Y,X]) +
+
1
120
([X,X, Y, Y,X] + [Y, Y,X,X, Y ]) + · · ·
Here [·, ·] denotes the commutator, deﬁned by [X, Y ] = XY − Y X, and higher order bracket
terms are deﬁned by [X, Y, Z] = [X, [Y, Z]] etc. The commutator has some basic properties
that can be easily veriﬁed,
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[X,X] = 0,
[aX, bY ] = ab [X, Y ] for a, b ∈ R,
[X, Y ] = − [Y,X] ,
[[A,B] , C] = [A,B,C]− [B,A,C] .
(4.40)
By applying the CBH formula twice, one can show that
eXeY eX = eW , (4.41)
where the operator W can be expanded as
W = 2X + Y +
1
6
[Y, Y,X]− 1
6
[X,X, Y ] +
7
360
[X,X,X,X, Y ]−
− 1
360
[Y, Y, Y, Y,X] +
1
90
[X, Y, Y, Y,X] + (4.42)
+
1
45
[Y,X,X,X, Y ]− 1
60
[X,X, Y, Y,X] +
1
30
[Y, Y,X,X, Y ] + · · · .
The advantage of this representation is that all brackets contain an odd number of terms,
due to the reversibility of the operator (4.41). Indeed, using the expansion (4.42), one can
represent the second-order split step operator
S2 (τ) = e
τ
2
NeLτe
τ
2
N (4.43)
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as
S2 (τ) = e
W2 , (4.44)
where
W2 = α1τ + α3τ
3 +O
(
τ 5
)
,
and
α1 = L+N, α3 =
1
12
[L,L,N ]− 1
24
[N,N,L] , α5 =
7
5760
[N,N,N,N, L] + · · · .
To construct fourth order scheme Sτ4 , we apply the CBH formulas (4.41) and (4.42) to the
following operator,
S4 (τ) = S2 (a1τ)S2 (a0τ)S2 (a1τ) , (4.45)
where
S2 (a1τ) = exp
(
a1τα1 + a
3
1τ
3α3 + a
5
1τ
5α5 + · · ·
)
,
S2 (a0τ) = exp
(
a0τα1 + a
3
0τ
3α3 + a
5
0τ
5α5 + · · ·
)
.
From these expressions, and the CBH formulas for symmetric operators (4.41) and (4.42), it
follows that
S4 (τ) = e
W4 (4.46)
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where
W4 = 2
{
a1τα1 + a
3
1τ
3α3 + O
(
τ 5
)}
+
+
{
a0τα1 + a
3
0τ
3α3 + O
(
τ 5
)}
+
(4.47)
+
1
6
{
[a0τα1, a0τα1, a1τα1] + O
(
τ 5
)}−
− 1
6
{
[a1τα1, a1τα1, a0τα1] + O
(
τ 5
)}
+ O
(
τ 5
)
.
The commutator in the third bracket is zero, since
1
6
[a0τα1, a0τα1, a1τα1] =
a20a1τ
3
6
[α1, α1, α1] = 0.
Similarly, the commutator in the fourth term of equation (4.47) is zero. Therefore the
operator (4.47) becomes
W4 = (2a1 + a0) τα1 +
(
a30 + 2a
3
1
)
τ 3α3 + O
(
τ 5
)
. (4.48)
To ensure that the operator S4 (τ) is fourth order accurate, we need to show that W4 =
α1τ + O (τ
5). From (4.48) it follows that
2a1 + a0 = 1
a30 + 2a
3
1 = 0.
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These equations are satisﬁed when
a0 = − 2
1/3
2− 21/3 , (4.49)
a1 =
1
2− 21/3 . (4.50)
Therefore, the fourth-order accurate scheme is given by equation (4.45) where a0 and a1 are
given by equations (4.49) and (4.50) respectively.
4.5 Comparison between Runge-Kutta method and the
split-step method
In Section 4.1 we developed a fourth-order pseudo-spectral Runge-Kutta method for solv-
ing the PDNLS equation. In sections 4.2 to 4.4 we developed the fourth-order split-step
method for solving the PDNLS. Both methods are fourth-order accurate in terms of tem-
poral integration, while spatial errors of in both cases are exponentially small provided that
the interval length L is chosen suﬃciently large, and that the solution is suﬃciently smooth
[97]. Therefore, in terms of accuracy, the methods are equivalent. However, the split-step
method is superior in terms of eﬃciency, i.e. computational time. For the fourth-order
pseudo-spectral Runge-Kutta scheme, each time step requires one FFT computation and one
IFFT computation for k1, · · · , k4, resulting in a total of four FFT computations and four
IFFT computations per time step. For the fourth-order split-step scheme, each operator
eαLτ requires a single FFT, and a single IFFT to be calculated. From the respective schemes
(4.43) and (4.45) it follows that, during t each time step, only three FFT's and three IFFT's
need to be calculated. Based on the reduction of Fourier transform evaulations, the split-step
method yields a 33% improvement in terms of computational time.
In Figure 4.1 we show the percentage improvement of the split-step method in compar-
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Figure 4.1: Percentage of increase of computational speed for the split-step method relative
to the Runge-Kutta method
ison to the Runge-Kutta method for diﬀerent numbers of grid points N . We see that the
improvement is slightly below 33%. This may reﬂect the fact that the split-step method has
larger storage requirements.
Since the majority of the compuation time depends on the calculation of the FFT, it
is important to maximize the eﬃciency of the FFT algorithm. The eﬃciency of the FFT
algorithm depends largely on the size of the vector N , representing the number of spatial
grid points chosen during the discretization of the original PDE. The eﬃciency of the FFT
algorithm depends on the ability to factorize the number N . In particular, the FFT algorithm
works best when the number of grid points is of the form N = 2j, while it performs worst
when N is a prime number. For example, the split-step method for N = 2039 grid points
takes almost ten times longer than the split-step method for N = 211 = 2048 grid points. For
this reason we used N = 2048 grid points for the split-step method throughout the thesis.
For the unperturbed NLS equation, a stability analysis for the Runge-Kutta method and
split-step method was carried out by Yang [109]. He showed that the Runge-Kutta method is
stable if and only if the spatial stepsize ∆x and the temporal stepsize ∆t satisfy the inequality
∆t
∆x2
≤ 2
√
2
pi2
. (4.51)
He also showed that the split-step scheme is stable whenever the criterion of Weideman and
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Herbst [107] is satisﬁed:
∆t
∆x2
<
1
pi
. (4.52)
However, it was shown that the split-step scheme is also stable for intervals of the ratio
∆t/∆x2 outside the stability criterion (4.52).
We compared the stability of the numerical schemes of the PDNLS equation to that of
the unperturbed NLS equation. Our results show that the stability criterion (4.51) also
applies for the Runge-Kutta scheme for the PDNLS equation. For the split-step scheme of
the PDNLS equation we chose ∆t = 0.005 and ∆x = 200
2048
≈ 0.05 . The results were stable
in all our simulations performed in Chapter 5 and Chapter 6, despite the fact that the ratio
∆t/∆x2 lies outside the stability region (4.52). A rigorous stability analysis is required to
determine wheter the stability criterion 4.52 is improved as a result of the dissipation in the
PDNLS equation. This analysis is beyond the scope of the present thesis.
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Chapter 5
Oscillating soliton attractors of the
PDNLS equation
The parametrically driven nonlinear Schrödinger (PDNLS) equation is an important math-
ematical model that describes a large variety of physical phenomena. The model is used to
describe Faraday resonance in vertically oscillating water tanks [74, 75, 104], magnetization
waves in an easy-plane ferromagnet [15, 32, 112], the eﬀect of phase-sensitive ampliﬁers on
solitons propagating in optical ﬁbres [41, 89], and many more (see [20] and the references
therein).
The PDNLS equation admits soliton solutions. Many of these solutions cannot be ex-
pressed analytically, and can only be obtained by numerical methods. In this chapter we
review some of the results that are reported in the literature. This chapter lays the founda-
tion for the direct scattering study of the PDNLS equation that follows in Chapter 6.
This chapter is structured as follows: In Section 5.1 we look at the solutions of the PDNLS
equation. We use this to deﬁne the oscillating soliton attractors that form the basis of our
study. In Section 5.2 we look at the temporal structure of the oscillating soliton attractors.
This includes a discussion of the period-doubling route to temporal chaos. In Section 5.3 we
look at the spatial structure of the oscillating soliton attractors. The inﬂuence of the damping
80
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coeﬃcient on the formation and propagation of radiation waves of the oscillating soliton
attractors is considered in Section 5.4. The results are brieﬂy summarized in Section 5.5.
5.1 Solutions of the PDNLS equation
The PDNLS equation is given by
iφt + φxx + 2 |φ|2 φ = hφ∗e2it − iγφ. (5.1)
The left hand side of equation (5.1) is the focusing nonlinear Schrödinger (NLS) equation.
The right hand side of (5.1) relates to damping and driving of the PDNLS equation. In
particular the parameters γ > 0 and h> 0 correspond to the strength of the damping and
parametric driving respectively. In the absence of damping and driving, i.e. γ = h = 0,
the PDNLS equation becomes the integrable NLS equation. One can therefore think of the
damping and driving as a perturbation of the integrable NLS equation. It is convenient to
make the substitution φ (x, t) = ψ (x, t) eit. Then the PDNLS equation becomes autonomous:
iψt + ψxx + 2 |ψ|2 ψ − ψ = hψ∗ − iγψ. (5.2)
This simpliﬁes the application of the split-step method, the numerical scheme we use to
integrate the PDNLS equation. Another advantage of this form is that it admits time-
independent soliton solutions. Therefore, throughout the chapter, we work with this form of
the PDNLS equation.
The simplest solution of the PDNLS equation (1.1) is the zero solution ψ ≡ 0. The zero
solution is stable provided that the driving strength is not too large. If the driving strength
exceeds the critical driving strength h > hc (γ) , the zero solution is unstable. Here
hc =
√
1 + γ2. (5.3)
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Figure 5.1: Stability chart of the ψ+ solution
Moreover, for large driving strengths h > hc all spatially localized solutions are unstable with
respect to continuous spectrum instabilities [15].
The PDNLS equation has two time-independent, spatially localized soliton solutions,
provided that the driving strength issuﬃciently strong (γ ≤ h). These solitons are given by
ψ± (x) = A±e−iθ
±
sech
(
A±x
)
, (5.4)
where A± =
(
1±√h2 − γ2)1/2 , θ+ = 1
2
arcsin (γ/h) and θ− = θ+ − pi
2
. The solution ψ−
is unstable for all combinations of damping and driving strengths, γ and h respectively.
The solution ψ+ has a stable region, shown in Figure 5.1. The stability of the ψ+ solution
was studied by Barashenkov and coworkers [15]. They showed that the solution ψ+ loses
its stability whenever the driving strength h becomes too large. For smaller damping co-
eﬃcients (γ < 0.378) the instability is the result of a Hopf bifurcation. For larger damping
coeﬃcients(γ ≥ 0.378) the instability is suﬀered as result of continuous spectrum instabilities.
The attractors of the unstable ψ+ solution form the basis of our study of the PDNLS
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equation. These attractors are deﬁned in terms of heteroclinic orbits ψhet (x, t) satisfying
limt→−∞ψhet (x, t) = ψ+ (x) . (5.5)
The attractor ψa (x, t) is deﬁned in terms of the asymptotic behaviour of the of the heteroclinic
orbit, given by
ψa (x, t) := limt→∞ψhet (x, t) . (5.6)
To calculate the heteroclinic orbits numerically, we use ψ+ (x) as an initial condition, and
integrate the solution numerically over a long period of time by using the fourth-order split-
step method. The numerical round-oﬀ error of the initial condition ψ+ (x) is suﬃcient to
destabilize the solution. This initial condition provides the smallest possible numerical per-
turbation. We can therefore treat the resulting solution as a simulation of a heteroclinic
orbit. It should be noted that heteroclinic orbits are not necessarily unique. There could
be multiple heteroclinic orbits. The study of the uniqueness of the numerically obtained
heteroclinic orbits is beyond the scope of this thesis.
In 1995, Bondila and coworkers [25] undertook a numerical study of the attractors that
arise in the unstable region of the ψ+ solution. Their study relied on the direct simulation
of heteroclinic orbits described above. They reported that, in the region where the zero
solution is unstable (h > hc), spatio-temporally chaotic attractors arise due to instabilities
in the continuous spectrum. In the region h < hc, three types of attractors were identiﬁed,
namely the zero attractor, spatio-temporally chaotic attractors, and most notably oscillating
soliton attractors. Oscillating soliton attractors are spatially localized, while being temporally
periodic or quasiperiodic. These results are summarized in Figure 5.2. The aim of this chapter
is to describe the oscillating soliton attractors.
In this thesis we restrict ourselves to the study of the oscillating soliton attractors. How-
ever, it should be noted that more localized solutions of the PDNLS equation are also reported
in the literature. Unstable travelling solitons were reported by Barashenkov and Zemlyanaya
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Figure 5.2: Attractor chart of the ψ+ solution
[17, 19]. Soliton complexes were obtained by using Newton's ﬁxed point iteration method.
These solutions were numerically continued to obtain both stable and unstable solutions.
Stable soliton complexes were ﬁrst reported in 1999 by Barashenkov and Zemlyanaya [16].
The same authors recently constructed a stability chart for two-soliton complexes [18]. Quasi-
periodic two-soliton complexes were also obtained by Alexeeva and Zemlyanaya [13] through
direct simulation.
5.2 Temporal behaviour of oscillating soliton attractors
Bondila and coworkers [25] reported that the oscillating soliton attractor region consists of
temporally periodic and quasi-periodic solitons. The temporally periodic oscillating soliton
attractors can be classiﬁed as N -periodic solutions. Here, an N -periodic solution ψN (x, t)
with minimal period T is deﬁned as a wave whose amplitude contains exactly N local maxima
and N local minima on the interval 0 ≤ t < T . Examples of a 1-period, a 2-period and a
quasiperiodic oscillating soliton attractor are shown in Figure 5.3 (a), (b) and (c) respectively.
In each case the modulus of the solution is shown on the left, while the phase portrait of the
attractor at x = 0, ψ (0, t), is shown on the right. The latter representation is useful for the
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Figure 5.3: Solutions (left) and amplitudes (right) of oscillating soliton attractors. (a) 1-Periodic
(b) 2-Periodic (c) Quasi-periodic
identiﬁcation of the temporal period, and is sometimes referred to as a the Lissajous ﬁgure.
These attractors were calculated for a ﬁxed damping γ = 0.15, where driving strengths of
h = 0.19, h = 0.202 and h = 0.2087 were used to generate (a), (b) and (c) respectively.
For most combinations of damping and driving, the associated oscillating soliton attrac-
tors consist of 1-period solitons. The only exception is in a narrow band that is bounded by
the zero attractor region. This part of the oscillating soliton attractor region is shaded in the
attractor chart shown in Figure 5.4. In this band the oscillating soliton attractors exhibit a
complicated structure that is characterized by a period-doubling route to chaos.
A period-doubling route to chaos arises in the small damping regime (γ < 0.27) whenever
the damping is ﬁxed, and the driving is increased above the Hopf bifurcation value hH . A
further increase in driving leads to the emergence of the zero attractor. Here hH is the critical
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driving strength where the Hopf bifurcation occurs. An example is shown in Figure 5.5 for
the case where we ﬁx the damping coeﬃcient γ = 0.15. Here we show the local maxima and
minima of the amplitudes of oscillating soliton attractors for diﬀerent driving strengths. For
driving strengths 0.15 < h < 0.17 the ψ+ solution is stable. For the critical driving strength
hH = 0.17 the ψ+ solution loses its stability by means of a Hopf bifurcation. The result
is the emergence of a 1-period oscillating soliton attractor. The 1-period oscillating soliton
attractor arises for 0.17 < h < 0.198. At h = 0.198 a period-doubling bifurcation occurs,
resulting in a 2-period oscillating soliton attractor for 0.198 < h < 0.204. At h = 0.204 a
second period-doubling bifurcation occurs, resulting in the formation of a 4-period oscillating
soliton attractor. For driving strengths 0.204 ≤ h ≤ 0.2063 a series of period-doubling
bifurcations occur. A further increase in driving strength (0.2063 < h < 0.2102) leads to the
formation of temporally chaotic attractors. For large driving strengths the oscillating soliton
attractor makes way for the zero attractor (0.2102 < h < 0.74) or a spatio-temporally chaotic
attractor (h > 0.74).
We have shown that, for the majority of combinations of damping and driving (γ, h) within
the oscillating soliton attractor region, the associated attractors have a 1-period temporal
structure. For these attractors the temporal period T is a decreasing function of both the
damping coeﬃcient γ and the driving strength h. To illustrate this, Figure 5.6 (a) shows the
temporal period T as a function of the damping coeﬃcient γ when the driving strength is
ﬁxed at h = 0.55. As the damping increases, the temporal period decreases. In Figure 5.6 (b)
the temporal period T is shown as a function of the driving strength h for a ﬁxed damping
coeﬃcient of γ = 0.3. Once again we see that the temporal period T decreases when the
driving strength h is increased.
To summarize we have shown that. multiple-period and quasiperiodic oscillating soliton
attractors are associated with combinations of damping and driving strengths (γ, h) situated
in a narrow band on the boundary between the oscillating soliton attractor region and the
zero attractor region. These complicated temporal structures are the result of series of
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Figure 5.4: Attractor chart. The shaded area indicates oscillating soliton attractors that are
not 1-periodic attractors. These attractors consists of N-periodic and quasiperiodic oscillating
soliton attractors, where N ≥ 2.
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Figure 5.5: Period doubling route to chaos for γ = 0.15.
period-doubling bifurcations that leads to temporal chaos. The majority of attractors that
form within the oscillating soliton attractor region have a 1-period temporal structure. The
periods of these attractors are decreasing functions of both damping and driving strengths.
5.3 Spatial structure of oscillating soliton attractors
Oscillating soliton attractors consist of two ingredients, namely a single soliton and radiation.
The soliton is spatially centred at the origin, and oscillates with time. The characteristics of
the soliton include the period of temporal oscillation, the maximum and minimum values of
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Figure 5.6: Temporal period of oscillating soliton attractors. In (a), the driving strength is ﬁxed at
h = 0.55. In (b), the damping coeﬃcient is ﬁxed at γ = 0.3.
the amplitude, and the magnitude of the oscillations. The latter is deﬁned as
m (γ, h) = maxt {|ψa (0, t)|} −mint {|ψa (0, t)|} , (5.7)
where ψa (x, t) is the oscillating soliton attractor that arises for the combination of damping
and driving strength (γ, h). In general an increase in the amplitude of a soliton leads to a de-
crease in its width and vice versa. Radiation consists of moving waves with small amplitudes.
These waves arise in pairs, symmetric about the origin. The radiation waves dissipate, and
consequently have a ﬁnite lifespan, i.e. their amplitudes decay to zero as they move away
from the origin. Other important characteristics are the velocities of the radiation waves and
their amplitudes at the moment of formation. The latter gives an indication of the energy
that is radiated from the soliton.
This leads us to the question: How do the characteristics of the soliton and the radiation
depend on the damping and driving? For a ﬁxed driving strength, an increase in damping
leads to a smaller magnitude of oscillation of the amplitude. Indeed, the maximum soliton
amplitude decreases while the minimum soliton amplitude increases. This leads to a decrease
in the energy of the radiation. This decrease, along with the fact that dissipation increases,
causes the lifetime of the radiation waves to decrease. An increase in the driving strength
has the opposite eﬀect on these characteristics. These results are summarized in Table 5.1.
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Component Characteristic Increase: Damping Increase: Driving
Temporal Period Decrease Decrease
Soliton Maximum Amplitude Decrease Increase
Minimum Amplitude Increase Decrease
Energy Decrease Increase
Radiation Velocity Unchanged Unchanged
Lifetime Decrease Increase
Table 5.1: Inﬂuence of increased damping and driving on the characteristics of the oscillating soliton
attractor.
Also included in the table is the interesting characteristic of the velocity of radiation waves,
namely that the velocity of the radiation waves is independent of the damping and driving
strengths. We also included the dependence of the temporal period of oscillating soliton
attractors on the damping and driving strengths, as discussed in the previous section.
In order illustrate these important characteristics, we consider the oscillating soliton at-
tractors that arise when the damping is ﬁxed at γ = 0.3, and when the driving strength is
varied.
γ = 0.3 case
We start this case study by considering the characteristics of the soliton itself. Table 5.1
shows that an increase in driving strength leads to an increase in the maximum amplitude
and a decrease in the minimum amplitude of the soliton. It is therefore clear from the
deﬁnition in equation (5.7) that an increase in driving strength leads to an increase in the
magnitude of oscillation m (0.3, h) . This characteristic is illustrated in Figure 5.7 where we
show the magnitude of oscillations as a function of the driving strength h.
The properties of the radiation are best illustrated by considering the imaginary part of
the oscillating soliton attractors. We use the notation
ψm (x, t) = Im {ψa (x, t)} .
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Figure 5.7: The magnitude of oscillations (5.7) as a function of the driving strength h for ﬁxed
γ = 0.3.
For 1-period oscillating soliton attractors, two sets of radiation wave trains are formed during
each temporal cycle. Each wave train consists of a hill and a valley. These wave trains are
spatially symmetric about the centre. Each wave train travels away from the origin. An
example of the radiation wave trains is shown in Figure 5.8.
An important relationship between the driving strength h and radiation waves exists,
namely that larger driving strength leads to the emission of larger radiation waves. In
particular, the amplitude of the radiation waves is an increasing function of the driving
strength h. To illustrate this, we show the maximum amplitude of the valleys at the formation
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Figure 5.8: An example of the two pairs of radiation wave trains that form during each cycle. This
is the imaginary part of the soliton ψm (x, t) for γ = 0.3 and h = 0.6.
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Figure 5.9: Amplitude of valleys of radiation wave trains for γ = 0.3 and diﬀerent driving strengths.
of the wave trains as a function of the driving strength h. The results are shown in Figure 5.9.
Here we can clearly see that the amplitudes increase with the driving strength.
The eﬀect of increased amplitudes of the radiation waves, caused by increased driving
strengths, is that the lifespan of the radiation waves increases. This, in turn, leads to increased
radiation energy. To illustrate this, we introduce the mass of radiation of ψm (x, t), deﬁned
as
Rm (γ, h) =
∫ ∞
x0
|ψm (x, t0)|2 dx, (5.8)
where
x0 := Smallest positive root of ψm (x, t0)
and t0 is the point in time where the amplitude of ψm (0, t) is a global minimum. This means
that t0 satisﬁes the criteria
∂ψm
∂t
(0, t0) = 0,
∂2ψm
∂t2
(0, t0) > 0.
In essence equation (5.8) measures the energy of the radiation tail. In Figure 5.10 (a) we
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Figure 5.10: The mass of radiation is shown as a function of driving strength h for γ = 0.3 in (a).
In (b) a graphical representation the mass of radiation Rm (0.3, 0.82) is shown.
show the mass of radiation for diﬀerent driving strengths h for ﬁxed damping γ = 0.3. It
is clear that the mass of radiation is an increasing function of the driving strength h. In
Figure 5.10 (b) we show a graphical representation of the mass of radiation. In this example
we show the imaginary part of the oscillating soliton attractor that arises when the damping
coeﬃcient is γ = 0.3 and the driving strength is h = 0.82.
The next aspect of radiation we consider is the formation of radiation waves. To do this,
we consider the spatial proﬁle of the radiation waves. Here the spatial proﬁle is deﬁned as
the projection of the local extremes of ψm (x, t) onto the space-time (x, t) plane. The local
extrema are deﬁned as the set
{
ψm (x, t)
∣∣∣∣∂ψm∂x = 0
}
. (5.9)
For small driving strengths hH < h < 0.46 two radiation waves form symmetrically about
the origin at x = ±xf for xf > 0, both moving away from the origin. An example is
shown in Figure 5.11 (a) where the spatial proﬁle is shown for h = 0.39. The hills satisfying
∂2ψm/∂x
2 > 0 are indicated with a solid line, while the valleys satisfying ∂2ψm/∂x2 < 0 are
indicated with a dotted line. For driving strengths 0.459 < h ≤ 0.53 the hills no longer move
away from the origin, but move towards the origin. At the origin the two hills collide. After
collision, both hills continue their propagation, unchanged by the collision.
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Figure 5.11: The three diﬀerent ways that radiation is emitted. h = 0.39 in (a), h = 0.46 in (b),
and h = 0.53 in (c).
An example is shown in Figure 5.11 (b), corresponding to the oscillating soliton attractor
arising for h = 0.46. As the driving strength h → 0.528, the points of formation xf → 0.
For h ≥ 0.528 both sets of radiation waves form at the origin, i.e. xf = 0. An example
is shown in Figure 5.11 (c), corresponding to the solution for h = 0.53. This is a typical
pattern of radiation wave formation in the large damping regime γ > 0.275. For smaller
damping coeﬃcients this pattern is destroyed by the formation of the zero attractor in the
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zero attractor region.
5.4 The eﬀect of damping on radiation
Barashenkov and coworkers [20] investigated the inﬂuence of damping coeﬃcient on the
radiation emitted by oscillating soliton attractors. Their study relied on the calculation of
the ﬂux of the oscillating soliton attractors through points x = ±R, where R is chosen large
enough so that the ﬂux through these points is not aﬀected by the oscillation of the soliton,
thus ensuring that the ﬂux is only due to radiation. They showed that, in the large damping
regime (γ > 0.28) the ﬂux is larger than in the small damping regime (γ < 0.25). They
argued that the ability of oscillating soliton attractors to emit more radiation in the large
damping regime acts as a stabilizing agent for the 1-period oscillating soliton attractors, thus
eliminating the period-doubling bifurcations that leads to the zero attractor in the small
damping regime. This result is counter-intuitive in the sense that larger damping coeﬃcients
correspond to stronger dissipation. One may therefore expect lower ﬂux in this regime. The
eﬀect of damping on the emission of radiation is best illustrated by considering the spatial
proﬁle of the oscillating soliton attractors.
Before we discuss the relationship between the damping coeﬃcient and the radiation,
let's ﬁrst consider the formation of radiation waves. During each temporal oscillation, a wave
train is emitted in both directions, each consisting of a hill and a valley. We refer to this as
the original wave train. The original wave train, together with the previous wave trains, form
a radiative tail. During the time evolution of the oscillating soliton attractor, some waves
in the radiative tail interact with each other. The result is the formation of two additional
radiation waves in the form of a hill and a valley. We refer to these waves as the interaction
waves. The formation of interaction waves plays a crucial role in the propagation of the
radiation waves.
We use Figure 5.12 to illustrate the formation of interaction waves in the case of the
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Figure 5.12: In (a) the spatial proﬁle of the attractor (γ = 0.2 , h = 0.2364). The solutions
ψm (x, t) are shown for t = 7, t = 7.8 and t = 10 in (b), (c) and (d) respectively, where +
indicates the hill and  the valley of the original wave train. The arrows in (d) shows the
interaction waves.
oscillating soliton attractor associated with damping coeﬃcient γ = 0.2 and driving strength
h = 0.2634. In Figure 5.12 (a) we show the spatial proﬁle of the attractor. Since the
solution ψ (x, t) is spatially symmetric about the origin, we only consider the half-plane
x ≥ 0. The solid lines represent valleys (∂2ψm/∂x2 > 0) while the dashed lines represent hills
(∂2ψm/∂x
2 < 0). At t = 4.6 we see the formation of an original wave train, consisting of a hill
(dashed line) and a valley (solid line). At t = 7.8 the interaction waves are formed xf = 9.5
units away from the origin. In Figure 5.12 (b)  (d) we show the solution ψm (x, t). In (b) the
solution is shown at t = 7 where the interaction waves haven't formed. We use + to indicate
the hill and  to indicate the valley of the original wave train. In (c) the solution is shown
at t = 7.8. The interaction waves form at the saddle point xf = 9.8. As time evolves beyond
.. r~." . .,-..__ 
t 
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t = 7.8, the saddle point splits to form a local maximum and a local minimum, resulting in
the formation of the interaction waves. In (d) we show the solution at t = 10. The arrows
are used to indicate the interaction waves. The interaction waves separate the hill (+) and
the valley () of the original wave train.
We studied the radiation waves of the oscillating soliton attractors for diﬀerent choices
of damping coeﬃcient γ. For a ﬁxed driving strength h an increase in damping coeﬃcient
γ results in a loss of energy emitted through radiation (see Table 5.1). To compensate for
this, we vary the driving strength with the damping coeﬃcient γ by ﬁxing the magnitude of
oscillations m (γ, h) = 0.25. In other words, for each damping coeﬃcient γ we associate the
driving strength hr (γ) deﬁned as
hr (γ) := {h |m (γ, h) = 0.25} . (5.10)
The fact that, for any ﬁxed damping γ, the magnitude of oscillations increases monotonically
with h ensures that the number hr (γ) is unique.
We calculated the spatial position of the formation of interaction waves xf for diﬀerent
combinations of damping γ and driving strengths hr (γ). In Figure 5.13 (a) we show xf
as a function of the damping coeﬃcient γ. When the damping γ is increased, the point of
formation xf moves away from the origin on the intervals 0.1 ≤ γ ≤ 0.27 and 0.29 < γ ≤ 0.31.
This shows that xf is larger in the case of larger damping. The function xf mostly decreases
on the interval γ > 0.27, while some jump discontinuities occur. This can be explained
as follows: At the formation of interaction waves, the waves form between two pre-existing
radiation waves. We refer to the neighbouring radiation wave closest to the origin as the
left wave, and the one furthest from the origin as the right wave. As the damping increases,
the point of formation approaches the right wave. As xf approaches the right wave, the
interaction waves and the right wave repel each other. The consequence is that the interaction
waves form closer to the origin. This accounts for the decreasing of the point of formation
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Figure 5.13: Formation points of interaction radiation waves. In (a) the spatial point of for-
mation xf is shown for attractors for diﬀerent damping coeﬃcients γ, each with a magnitude
of oscillation m (γ, h) = 0.25. In (b), (c) and (d) the local extremes are shown for γ = 0.27,
γ = 0.29 and γ = 0.291 respectively.
xf . At the same time the right wave moves further away from the origin. The repulsion of
the right wave leads to the formation of a kink in the spatial proﬁle. When the damping is
increased beyond a critical damping coeﬃcient the formation of interaction waves xf occurs
on the opposite side of the right wave. In other words, the right wave becomes the left wave.
In Figure 5.13 (a) the critical points consist of the cusp at γ = 0.29 and the discontinuities
at γ = 0.32 and γ = 0.33. Therefore despite the decreasing intervals of Figure 5.13 (a) we
conclude that larger damping coeﬃcients lead to the interaction waves forming further away
from the origin.
The crossing of the interaction waves from one side of a radiation wave to the other is best
explained by means of an example. In Figure 5.13 (a) the shaded area 0.27 ≤ γ ≤ 0.291 shows
a typical example of this crossing. In Figure 5.13 (b)  (d) we show the spatial proﬁle of the
interaction radiation wave and its neighbouring radiation waves. In (b) the spatial proﬁle is
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Figure 5.14: The time evolution of the value of the hill of the original radiation wave for
γ = 0.1 (solid line) and γ = 0.32 (dashed line). In (a) the values are shown for 0 ≤ t ≤ 18.
In (b) the log of the values are shown for 8 ≤ t ≤ 18.
shown for the γ = 0.27 attractor. Here we see that the interaction waves form approximately
in the middle of the left wave and the right wave. In Figure 5.13 (c) the spatial proﬁle
is shown for γ = 0.29 attractor. Here we see that the formation of the interaction waves
occur much closer to the right wave. Notice the kink in the right wave that is caused by the
repulsion between the right wave and the interaction waves. In Figure 5.13 (d) we show the
spatial proﬁle of the γ = 0.291 attractor. Here we see that the interaction waves form on the
opposite side of the right wave of (b) and (c), in the process becoming the left wave of the
interaction waves.
The formation of interaction waves results in an increase in the rate of decay of the
amplitudes of the hill and the valley of the original wave train. Larger values of xf imply
that the original wave train propagates undisturbed for larger periods of time. This causes
the amplitudes of the hill and the valley of the original wave train to decay slower. Therefore
the interaction waves play an important role in the result of Barashenkov and coworkers [20].
To illustrate this, we consider the value of the hill of the original wave train. In Figure 5.14 (a)
we plot the time evolution of the value of the hill. The solid line shows the value of the hill
for the γ = 0.1 attractor, while the dotted line shows the value of the hill for the γ = 0.32
attractor.
For 0 ≤ t ≤ 6 we see a great diﬀerence in the behaviour of the respective hills. The solid
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line (γ = 0.1) decreases rapidly on the interval 0 ≤ t ≤ 3, before it increases on the interval
3 ≤ t ≤ 6. Thereafter the value decreases exponentially. On the other hand, the dotted line
(γ = 0.32) decreases monotonically. On the interval 0 ≤ t ≤ 6 the rate of change of the value
of the hill corresponding to the γ = 0.32 attractor is much slower than that of the γ = 0.1
attractor. The rapid rate of change of the γ = 0.1 attractor is attributed to the formation
of interaction waves that occurs at t = 0.88. For the γ = 0.32 attractor the interaction
waves form only at t = 9.7, and have very little eﬀect on the value of the hill. The eﬀect of
dissipation becomes clearly visible after suﬃciently long time. In Figure 5.14 (b) we show
the values of the hills for t > 8 by using a logarithmic scale. Here we see that the value of
the γ = 0.32 attractor decays faster than that of the γ = 0.1 attractor. This is due to the
fact that, in the former case, the damping is greater, resulting in a larger rate of dissipation.
5.5 Conclusion
In this chapter we deﬁned the oscillating soliton attractors that can be obtained numerically
by means of direct simulation. We showed that many of the characteristics of radiation can
be obtained through inspection of the solutions themselves. In particular, we managed to
gain much insight into the properties of the radiation waves. This is due to the fact that
radiation waves move away from the soliton. They can therefore be easily detected. However,
little insight was gained into the behaviour of the soliton itself. To obtain more insight into
the soliton part of the oscillating soliton attractors we apply the direct scattering study. The
next chapter is devoted to this topic.
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Chapter 6
The direct scattering study of the
PDNLS equation
The oscillating soliton attractors of the PDNLS equation emit radiation waves on a periodic
basis. These radiation waves propagate away from the soliton itself. Radiation waves can be
easily identiﬁed provided that they are well separated spatially from the soliton. However,
during their formation, it is diﬃcult to distinguish between the soliton and radiation. This
combination of solitons and radiation is usually referred to as a dressed soliton. The purpose
of the direct scattering study is to undress the attractor, i.e. to determine the soliton part
and the radiation part of the attractor.
This chapter contains the main results of the thesis, and combines all the theory and
numerical schemes of previous chapters to analyze the attractors of the PDNLS equation.
The chapter is structured as follows: In Section 6.1 we give a description of the direct
scattering study that is applied throughout this chapter. In Section 6.2 we apply the direct
scattering study to the oscillating soliton attractors. We identify four types of attractors, each
characterized by its soliton content. In Sections 6.3 and 6.4 we apply our knowledge of the
soliton structure of oscillating soliton attractors to the zero attractor region. In Section 6.3
we discuss the eﬀect of the period-doubling route to chaos on the soliton structure of the
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Figure 6.1: Schematic representations of the inverse scattering transform (a) and the direct
scattering study (b).
oscillating soliton attractors. In Section 6.4 we study the soliton transients that arise in the
zero attractor region. Finally in Section 6.5 we study the soliton transients that arise at
the onset of chaos in the spatio-temporally chaotic region, followed by a brief summary in
Section 6.6.
6.1 Description of the direct scattering study
The direct scattering study is a numerical study of soliton solutions in near-integrable equa-
tions. The direct scattering study amounts to the calculation and analysis of the soliton
content. The soliton content consists of the discrete eigenvalues of the associated ZS eigen-
value problem. We refer to these eigenvalues as the ZS eigenvalues. The soliton content
reveals the number of solitons as well as the characteristics of each soliton while it can be
used to calculate the total mass of the radiation. Due to a symmetry of the ZS eigenvalue
problem we consider only the upper half of the complex.
The direct scattering study is closely related to the IST method. Figure 6.1 shows a
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schematic representation of the IST method and the direct scattering study. In Figure 6.1 (a)
we show the representation of the IST method that is used to solve intergrable equations such
as the unperturbed NLS equation. The purpose of the IST method is to solve an initial value
problem, i.e. to ﬁnd the solution ψ (x, τ) for a given initial condition ψ (x, 0) . The initial
scattering data S (0) are found by solving the direct scattering problem. The soliton content
forms part of the scattering data. The equations that govern the time evolution of the
scattering data are known explicitly, and can be used to calculate the evolved scattering data
S (τ). In particular, in the integrable case the soliton content is time-independent, reﬂecting
the fact that solitons are not altered by interactions with other solitons and radiation. The
solution ψ (x, τ) can be reconstructed through the inverse scattering problem. The IST
method is discussed in more detail in Chapter 2.
In Figure 6.1 (b) the schematic representation of the direct scattering study is shown. In
this case the initial value problem is solved numerically, i.e. the solution ψ (x, t) is known at
t = 0 and t = τ at the onset of the direct scattering study. In this case, we are interested in
the time evolution of the soliton content. This is due to the fact that, in the near-integrable
case, the soliton content is no longer time-independent. The soliton content S (0) and S (τ)
describe the soliton structure of the solution ψ (x, t) at t = 0 and t = τ respectively. The
time evolution of the soliton content describes the way that the soliton changes, and provides
some information about the radiation waves.
The eﬀectiveness of the direct scattering study relies on the ability to interpret the soliton
content. We therefore brieﬂy review the relationship between the ZS eigenvalues and solitons
in the integrable NLS case. This relationship is discussed in more detail in Chapter 2. We
look at three types of soliton content that arise frequently in the direct scattering study of the
PDNLS equation, namely 1) one purely imaginary ZS eigenvalue, 2) two purely imaginary
ZS eigenvalues and 3) two complex ZS eigenvalues symmetric about the imaginary axis.
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One purely imaginary ZS eigenvalue
In the integrable NLS case a single purely imaginary ZS eigenvalue ζ = iη is associated with
a quiescent soliton. The amplitude of the soliton is given by A = 2η and the width is pro-
portional to 1/A. One can also obtain the total mass of the soliton and that of the radiation
from the conservation law of the mass. These quantities act as indicators of the distribution
of energy between the soliton and radiation. Therefore in the direct scattering study, a sin-
gle purely imaginary ZS eigenvalue reveals the shape and total mass of the soliton and the
total mass of the radiation. Since the oscillating soliton attractors consist of an oscillating
quiescent soliton that emits radiation, it is no surprise that a single purely imaginary ZS
eigenvalue arises in the direct scattering study of these attractors.
Two purely imaginary ZS eigenvalues
In the integrable NLS case two purely imaginary ZS eigenvalues are associated with a breather
solution. In Chapter 2 we discussed the behaviour of breathers. In particular we showed that
the relative distance of the ZS eigenvalues determine the spatial structure of the breather.
However, the behaviour of all breathers is similar during the time when their amplitudes
approach their maximum. This behaviour plays an important role in the direct scattering
study of the PDNLS equation. An example of the behaviour of breathers during the time
when they approach their maximum is illustrated in Figure 6.2. Here we show the breather
corresponding to two ZS eigenvalues ζ1 = 0.75i and ζ2 = 0.25i. In Figure 6.2 (a) we show
the time evolution of the local maxima of the absolute value of the breather. The shaded
area shows the stage where the amplitude of the breather approaches its maximum. In
Figure 6.2 (b) we see the solution at t = 5.65. At this stage the amplitude of the central
soliton increases while its width decreases. As this happens, two lateral waves are formed
on opposite sides of the soliton. As time evolves, these waves move away from the soliton,
until t = 2pi, where the soliton's amplitude reaches its maximum. The solution at this point
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Figure 6.2: Breather solution corresponding to two purely imaginary ZS eigenvalues ζ1 = 0.75i
and ζ2 = 0.25i. In (a) the spatial proﬁle of the solution is shown. In (b) and (c) the solution
is shown for t = 5.65 and t = 2pi respectively.
is shown in (c). At this stage the two lateral waves reach their maximum distance from the
soliton. Note that the formation of lateral waves of breathers is similar to the formation of
radiation waves in oscillating soliton attractors of the PDNLS equation. In the latter case the
emission of suﬃciently large radiation waves results in the formation of two purely imaginary
ZS eigenvalues.
Two symmetric complex ZS eigenvalues
Here we consider a soliton content consisting of two ZS eigenvalues ζ± = ±ξ + iη. In the
integrable case this corresponds to two solitons with equal amplitudes A = 2η travelling in
opposite directions with velocities V = ±4ξ. Therefore the soliton content reveals the fact
that the soliton solution consist of two solitons. The soliton content also reveals the amplitude
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Figure 6.3: Solutions during the climax of the collision of two colliding solitons. In (a) the
solution is shown associated with a large amplitude/velocity ratio η = 0.2 and ξ = 0.2. In (b)
the solution is shown for a small amplitude/velocity ratio with η = 0.05 and ξ = 0.2.
and velocity of each. However, the soliton content does not reveal the spatial position of these
solitons. This is due to the fact that the soliton content is time-independent. Consequently
the same soliton content used to describe two solitons approaching each other is also used
to describe two solitons in the process of colliding and two solitons moving away from each
other. Within the context of the oscillating soliton attractors, two symmetric complex ZS
eigenvalues indicate that the attractor behaves like two moving soliton during the process of
collision.
In Chapter 2 we saw that the behaviour of two solitons during collision is determined by
the amplitude/velocity ratio rcol = η/ξ. For large ratios the collision results in the formation
of a thin soliton with two lateral waves on each side. An example is shown in Figure 6.3 (a),
corresponding to the collision that occurs for solitons associated with ZS eigenvalues ζ =
±0.2 + 0.2i. For this reason we interpret two symmetric ZS eigenvalues in the complex plane
with a large amplitude/velocity ratio as indicators of large lateral waves. similar to those
observed in the case of two purely imaginary ZS eigenvalues.
In contrast, for small amplitude/velocity ratios the collision results in the formation of a
number of smaller waves next to the lateral waves. An example is shown in Figure 6.3 (b)
where we show the solution corresponding to ZS eigenvalues ζ = ±0.2 + 0.05i. Instead of the
formation of two solitary lateral waves, we see the formation of a wave train on each side of
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Figure 6.4: Type I attractor, corresponding to γ = 0.3, h = 0.51. The time evolution of the
imaginary part of the ZS eigenvalue is shown in (a). In (b) we show the image of the ZS
eigenvalue on the complex plane.
the soliton. In this example each wave train consists of ﬁve smaller waves. Note that, in this
case, the wave trains formed during the collision of two solitons resemble the radiation wave
trains that form in oscillating soliton attractors of the PDNLS equation. In the latter case
the formation suﬃciently large radiation tails results in the formation of two symmetric ZS
eigenvalues in the complex plane with a small amplitude/velocity ratio.
6.2 The soliton structure of soliton attractors
Oscillating soliton attractors consist of a quiescent soliton that oscillates temporally while
emitting radiation waves. We calculated the soliton content for a large number of oscillating
soliton attractors. We identiﬁed four types of oscillating soliton attractors, classiﬁed Type I
- Type IV, each with a unique soliton structure. To illustrate the behaviour of each type of
attractor we ﬁx the damping γ = 0.3 and change the driving strength h. The characteristic
soliton content of each type of attractor is discussed. Once the properties of each type of
attractor are established, we discuss the general soliton structure of the oscillating soliton
attractors of the PDNLS equation.
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Type I attractor
For a ﬁxed damping coeﬃcient γ = 0.3, Type I attractors arise for driving strengths 0.38 <
h < 0.54. For these attractors the soliton content consists of a single purely imaginary
ZS eigenvalue, oscillating on the imaginary axis. Figure 6.4 shows the behaviour of the
soliton content for the soliton attractor corresponding to a driving strength of h = 0.51.
Figure 6.4 (a) shows the time evolution of the imaginary part of the ZS eigenvalue. In
Figure 6.4 (b) we plot the range of the ZS eigenvalues on the complex plane, showing the
path of the ZS eigenvalue on the imaginary axis.
In the integrable NLS case, a single purely imaginary ZS eigenvalue corresponds to a
quiescent soliton. Therefore the soliton content shows that the soliton of a Type I attractor
is similar to solitons that arise in the integrable NLS case.
In Chapter 5 we showed that the energy of the radiation that is emitted by oscillating
soliton attractors increases with the driving strength. In the integrable NLS case one can
get a time-independent measurement of the mass of the radiation from the conservation law
(2.24),
mrad = mtotal −msoliton =
∫ ∞
−∞
|ψ (x)|2 dx− 4
N∑
j=1
ηj, (6.1)
where the potential ψ (x) has N discrete eigenvalues, each given by ζj = ξj + iηj. Due to
the non-integrability of the PDNLS equation, the total mass of radiation mrad becomes time
dependent for the oscillating soliton attractors. In this case it is sensible to deﬁne the average
radiation mass as
m¯rad (γ, h) =
1
T
∫ T
0
mrad (t) dt, (6.2)
where ψ (x, t) is the Type I attractor that arises for a damping coeﬃcient γ and a driving
strength h, mrad (t) is the mass of radiation at time t, and T is the temporal period of
the attractor. In Figure 6.5 we show the average radiation mass for Type I attractors that
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Figure 6.5: Energy of radiation of Type I attractors for diﬀerent driving strengths that arises
for ﬁxed damping γ = 0.3.
arises when the damping is ﬁxed at γ = 0.3. We see that the average radiation mass is
approximately linearly related to the driving strength. Therefore the soliton content reﬂects
the fact that increased driving strengths lead to increases in the energy of radiation emissions.
Type II attractor
For a ﬁxed damping γ = 0.3, Type II attractors arise for driving strengths 0.54 ≤ h <
0.7. The soliton content of these attractors consist of one oscillating purely imaginary ZS
eigenvalue and a pair of two complex ZS eigenvalues that appear and disappear periodically.
The pair of ZS eigenvalues is symmetric about the imaginary axis. We refer to them as side
eigenvalues . Figure 6.6 shows the soliton content of the Type II attractor associated with the
driving strength h = 0.65. Figure 6.6 (a) shows the time evolution of the imaginary part of the
soliton content. We use dotted lines to represent purely imaginary ZS eigenvalues and solid
lines to represent ZS eigenvalues with non-zero real parts. We see that the side ZS eigenvalues
appear and disappear in the region where the purely imaginary eigenvalue approaches a local
minimum. In Figure 6.6 (b) the real part of the discrete spectrum is shown, illustrating the
symmetry of the side eigenvalues. Here we see that the side eigenvalues are not formed at
the origin, but on the real line at ζ ≈ ±0.4. In Figure 6.6 (c) we show the range of the ZS
eigenvalues in the complex plane. We used a logarithmic scale of the imaginary part of the
eigenvalue to emphasize the behaviour of the side eigenvalues.
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Figure 6.6: Type II attractor, corresponding to γ = 0.3, h = 0.65. The time evolution of the
imaginary parts and the real parts of the ZS eigenvalues are shown in (a) and (b) respectively.
In (c) the image of the ZS eigenvalues on the complex plane is shown.
During the lifetime of the side eigenvalues, the soliton content consists of three ZS eigen-
values. In the integrable case this corresponds to a quiescent soliton and two solitons moving
in opposite directions with velocities V = ±4ξ, where the real parts of the side eigenvalues
are given by ±ξ. The imaginary parts of the side eigenvalues are small in comparison to the
real parts, resulting in a small amplitude/velocity ratio. The side eigenvalues are therefore
excited by the formation of larger radiation tails. Indeed, this result is consistent with the
results from Section 5.3, showing that increases in driving strength leads to 1) increases in
the amplitude of the radiation waves, 2) increases in the lifespan of radiation waves and 3)
increases in the frequency of radiation wave formation. All these factors contribute to the
formation of fatter radiation tails that are responsible for exciting the side eigenvalues.
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Figure 6.7: Comparison between the attractor (solid line) and the reconstructed collision of
two solitons associated with the side eigenvalues (shaded area).
To illustrate the relationship between the side eigenvalues and the radiation tail, we
consider the Type II attractor that arises for damping and driving γ = 0.3 and h = 0.65
respectively at t = 2002.35. At this point in time the soliton content of the attractor includes
two side eigenvalues given by ζside ≈ ±0.43 + 0.03i. The soliton collision of the unperturbed
NLS equation associated with the side eigenvalues can be reconstructed. This is done by
plugging the side eigenvalues into the solution (2.30) of the integrable NLS equation corre-
sponding to two complex symmetric ZS eigenvalues. For the reconstruction we evaluate the
solution (2.30) at t = 0, the point where the soliton collision is at its climax. In Figure 6.7
we compare the solution of the attractor at t = 2002.35 to the reconstructed soliton collision.
We use a solid line for the solution of the Type II attractor and a shaded area for the recon-
structed soliton collision. On the interval −5 ≤ x ≤ 5 we see that the reconstructed solution
does not ﬁt the attractor's solution well. This shows that the side eigenvalues do not describe
the soliton itself. However, outside this interval, the reconstructed solution is similar to the
radiation tail of the attractor's solution. This shows that the side eigenvalues correspond to
the radiation tail (|x| > 5 in this example). In other words, the side eigenvalues are excited
by radiation tails with high energy in the form of large total mass.
The side eigenvalues indicate that the oscillating soliton attractor has radiation tails with
large total mass, representing a state of high radiation. As driving strength increases, the
energy of radiation emissions increases. The eﬀect of larger radiation emissions on the soliton
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Figure 6.8: Imaginary parts of the side eigenvalues that arises in Type II attractors corre-
sponding to driving strenghts h = 0.55 (solid lines) and h = 0.65 (dotted line).
content is that both the lifetime and the maximum value of the imaginary part of the side
eigenvalues increase. To illustrate this, Figure 6.8 shows the time evolution of the imaginary
part of the side eigenvalues associated with Type II attractors that arises for the damping
coeﬃcient γ = 0.3 and driving strengths h = 0.55 and h = 0.65. The time of each attractor
is scaled so that the formation of the side eigenvalue occurs at t = 0.We see that the lifetime
of the side eigenvalues of the attractor corresponding to h = 0.55 is less than 0.4 units of
time. The disappearance and reappearance of the side eigenvalues are typical of small side
eigenvalues, i.e. side eigenvalues with small imaginary parts. On the other hand the lifetime
of the side eigenvalues of the attractor corresponding to h = 0.65 is larger than 1 unit of
time. It is also clear that the imaginary part of the side eigenvalue of the h = 0.65 attractor
is much larger than that of the h = 0.55 attractor.
Type III attractor
For a ﬁxed damping coeﬃcient γ = 0.3 Type III attractors arise for driving strengths 0.7 <
h ≤ 0.775. The soliton content of Type III attractors consists of 1) an oscillating purely
imaginary ZS eigenvalue 2) side eigenvalues and 3) a second purely imaginary ZS eigenvalue
that appears and disappears periodically. In Figure 6.9 the soliton content is shown for the
h = 0.77 attractor. Figure 6.9 (a) shows the time evolution of the purely imaginary part of the
ZS eigenvalues. Note that the second purely imaginary eigenvalue, marked with the dotted
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Figure 6.9: Type III attractor, corresponding to γ = 0.3, h = 0.77. The time evolution of the
imaginary parts and the real parts of the ZS eigenvalues are shown in (a) and (b) respectively.
In (c) the image of the ZS eigenvalues on the complex plane is shown.
line, appears when the original purely imaginary ZS eigenvalue approaches its maximum. In
Figure 6.9 (b) the time evolution of the real part of the discrete eigenvalues are shown. Here
we see the side eigenvalues appearing and disappearing periodically. In Figure 6.9 (c) we
show the range of the ZS eigenvalues. Since the paths of the purely imaginary ZS eigenvalues
overlap, we show the range of the larger (and permanent) purely imaginary ZS eigenvalue
with the arrow on the right hand side. We use the arrow on the left to indicate the path
of the smaller (and temporary) purely imaginary ZS eigenvalue. Once again we plotted
the imaginary axis on the logarithmic scale to emphasize the behaviour of the smaller ZS
eigenvalues.
The formation of a second purely imaginary ZS eigenvalue is an indication that the nature
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Figure 6.10: Spatial proﬁle of the imaginary part of the Type III attractor arising when
γ = 0.3 and h = 0.77.
of the soliton that arises in a Type III attractor is diﬀerent to that of the Type I and Type II
attractors. During the period where the soliton content consists of two purely imaginary ZS
eigenvalues, the soliton and radiation interact to form the breather-like behaviour discussed
in the previous section. In particular, during the period of co-existence of the two purely
imaginary ZS eigenvalues, the velocity of the radiation waves decreases. This is illustrated
in Figure 6.10, showing the spatial proﬁle (as deﬁned in equation (5.9) in Section 5.3) of
the imaginary part of the Type III attractor that arises for a damping coeﬃcient γ = 0.3
and a driving strength of h = 0.77. The convention of Chapter 5 is used, namely that solid
lines represent valleys, while dotted lines represent hills. The shaded area indicates the
period 2007.25 ≤ t ≤ 2008.1 where the soliton content consists of two purely imaginary ZS
eigenvalues. During this period two radiation waves form at t = 2007.3. These radiation
waves decelerate on the period 2007.3 ≤ t ≤ 2007.65, an indication that the radiation waves
resemble the behaviour of the lateral waves that arises for breathers. For t > 2007.65 the
velocities of the radiation waves grow, ending the breather structure of the soliton. This
behaviour coincides with the disappearance of the second purely imaginary ZS eigenvalue.
It is important to note that, during the period where two purely imaginary ZS eigenvalues
coexist, it is diﬃcult to distinguish between lateral waves that forms part of a breather
and radiation waves that move away from the soliton. For this reason we use the term
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Figure 6.11: Illustration of the diﬀerence between lateral waves and radiation tails. The
solution of the attractor are shown for γ = 0.3, h = 0.77 and t = 2008.
lateral waves of the attractor to describe these waves during the transition from breathers
to radiation waves. These waves are isolated waves situated on opposite sides of the central
soliton, clearly discernable from the radiation tail. To illustrate the diﬀerence between the
lateral waves and the radiation tail we show the solution of the attractor arising for γ = 0.3
and h = 0.77 at t = 2008 in Figure 6.11. At the time, the soliton content consists of two
purely imaginary ZS eigenvalues. The lateral waves are situated next to the soliton, while
the radiation tail is shown in the shaded area. The second purely imaginary ZS eigenvalue
describes the behaviour of the lateral waves of the attractor.
The eﬀect of increased driving strength on the soliton content of Type III attractors
is that the lifetime of the second purely imaginary ZS eigenvalue increases, as well as its
maximum value. As a result, the two purely imaginary ZS eigenvalues move closer to each
other when the driving strength is increased. In other words the distance between the two
purely imaginary ZS eigenvalues decreases. To demonstrate this, we deﬁne ζ1 (t) as the
larger of the two purely imaginary ZS eigenvalues, and ζ2 (t) as the smaller of the two. Let
dmin (γ, h) represent the minimum distance between the two purely imaginary ZS eigenvalues
associated with the soliton attractor that arises when the damping and driving is given by γ
and h respectively. In other words we let
d (γ, h) = min {Im ζ1 (t)− Im ζ2 (t)} . (6.3)
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Figure 6.12: Minimum distance between the two purely imaginary ZS eigenvalues associated
with Type III attractors that arises for γ = 0.3 and 0.7 ≤ h ≤ 0.775.
In Figure 6.12 we show the minimum distance d (0.3, h) as a function of the driving strength
h. Here we see that the distance decreases when the driving strength is increased. As the
driving strength approaches h = 0.78, the distance between the purely imaginary eigenvalues
d (0.3, h) decreases. This marks the transition from Type III attractors to Type IV attractors.
Type IV attractor
For 0.775 < h ≤ 0.875, a Type IV attractor arises. The soliton content diﬀers from that of
a Type III attractor in the behaviour of the purely imaginary ZS eigenvalues. In this case,
the second purely imaginary ZS eigenvalue does not disappear at the origin. Instead, the
two imaginary ZS eigenvalues collide. After the collision, the two eigenvalues move into the
complex plane, symmetric about the imaginary axis, and disappear into the real line, in a
similar way that the side eigenvalues disappear. We refer to these eigenvalues as splitting
eigenvalues. While this happens, a purely imaginary ZS eigenvalue forms at the origin. In
Figure 6.13 the soliton content is shown for h = 0.87. The time evolution of the imaginary
parts of the ZS eigenvalues is shown in Figure 6.13 (a). In Figure 6.13 (b) we show the time
evolution of the real parts of the ZS eigenvalues. Here we see how the splitting eigenvalues
move symmetrically in the complex plane. In Figure 6.13 (c) the behaviour of the splitting
eigenvalues is shown for 2007 < t < 2008. Here we see how the two purely imaginary ZS
eigenvalues collide on the imaginary axis, and how they move into the complex plane before
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Figure 6.13: Type IV attractor, corresponding to γ = 0.3, h = 0.87. The time evolution of the
imaginary parts and the real parts of the ZS eigenvalues are shown in (a) and (b) respectively.
In (c) the image of the splitting eigenvalues on the complex plane is shown.
disappearing into the real line.
From Section 6.1 we know that symmetric ZS eigenvalues with a large amplitude/velocity
ratio describe the lateral waves of the oscillating soliton attractor, while symmetric ZS eigen-
values with a small amplitude/velocity ratio describe the radiation tail of the oscillating
soliton attractor attractor. The amplitude/velocity ratio changes signiﬁcantly during the
lifetime of the splitting eigenvalues. The amlitude/velocity ratio is very large initially, due to
the small real parts at the formation of the splitting eigenvalues. At this time the splitting
eigenvalues describe breather-like lateral waves of the Type IV attractor. As the splitting
eigenvalues approach the real line, the amplitude/velocity approahes zero. A small ampli-
tude/velocity ratio shows that the splitting eigenvalues describe an entire radiation tail with
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Figure 6.14: Spatial proﬁle of the imaginary part of the Type IV attractor arising when γ = 0.3
and h = 0.87.
large total mass, and not only the lateral waves. Therefore the splitting eigenvalues describe
the transition of the newly-emitted radiation waves from solitary breather-like lateral waves
initially to the stage where they are diﬃcult to distinguish from the rest of the radiation tail.
The velocity of the radiation waves indicate the transition described above. This is
illustrated in Figure 6.14 where we show the spatial proﬁle (as deﬁned in equation (5.9) in
Section 5.3) of the Type IV attractor that arises for γ = 0.3 and h = 0.87. The light shading
corresponds to the period where the soliton content consists of two purely imaginary ZS
eigenvalues. The dark shading corresponds to the period where the soliton content consists of
two symmetric ZS eigenvalues, after the ZS eigenvalues split into the complex plane. During
the period where the soliton content consists of two purely imaginary ZS eigenvalues, the
behaviour of the radiation waves are similar to that of Type III attractors. This illustrates
that the velocity of the lateral waves decreases during the formation of two purely imaginary
ZS eigenvalues. However during the formation of the splitting eigenvalues 2007.4 ≤ t ≤
2007.6 the radiation waves accelerate away from the soliton. After the splitting eigenvalues
disappear, the radiation waves maintain a constant velocity.
In terms of the scattering data of Type IV attractors, an increase in driving strength h
causes the collision of purely imaginary ZS eigenvalues to occur higher on the imaginary axis.
The point of collision is an indication of the size of the breather. Collision points situated
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Figure 6.15: Point of collision of two purely imaginary ZS eigenvalues for diﬀerent driving
strengths.
higher on the imaginary axis correspond to breathers with larger amplitudes and smaller
widths. Figure 6.15 shows the point on the imaginary axis where the collision occurs as a
function of the driving strength. We can clearly see that larger driving strength leads to a
gigher collision point, corresponding to larger breathers.
General case:
In general, the soliton content of any oscillating soliton attractor exhibits the characteristics
of one of the types of attractors described above. We use this fact to categorize all oscillating
soliton attractors by the behaviour of their soliton content. Therefore a Type I attractor is
an oscillating soliton attractor whose soliton content consists of a single purely imaginary ZS
eigenvalue that oscillates on the imaginary axis. A typical example of the behaviour of the
soliton content of a Type I attractor is shown in Figure 6.4. The soliton content of a Type II
attractor consists of a purely imaginary ZS eigenvalue that oscillates on the imaginary axis
along with side eigenvalues that appear and disappear periodically. A typical example of the
behaviour of the soliton content of a Type II attractor is shown in Figure 6.6. The soliton
content of a Type III attractor consists of an oscillating purely imaginary ZS eigenvalue,
side eigenvalues, and a second purely imaginary ZS eigenvalue that appears and disappears
periodically. A typical example of the behaviour of the soliton content of a Type III attractor
is shown in Figure 6.9. The soliton content of a Type IV attractor consists of splitting
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Attractor Oscillating imaginary Side Second purely imaginary Splitting
type ZS eigenvalue eigenvalues ZS eigenvalue eigenvalues
I !
II ! !
III ! ! !
IV ! ! !
Table 6.1: Characteristics of the soliton content of the diﬀerent types of attractors.
eigenvalues and side eigenvalues. An example is shown in Figure 6.13.
The characteristics of the soliton content of each type of attractor are summarized in
Table 6.1. It is important to note the hierarchy of the types of attractor, namely that the
complexity of the soliton content increases with the type number. For example the soliton
content of a Type II attractor is more complicated than a Type I attractor, since the latter
consists of three ZS eigenvalues, while the former consists of only one ZS eigenvalue.
We calculated the type of attractors within the oscillating soliton attractor region. In
Figure 6.16 we show the regions of the four diﬀerent types of attractors. Here II marks
Type II attractor region etc. In terms of this attractor chart we can deﬁne three damp-
ing regimes, namely a small damping regime (γ < 0.27), an intermediate damping regime
(0.27 ≤ γ < 0.33) and a large damping regime (0.33 ≤ γ ≤ 0.378). The small damping regime
coincides with the zero attractor region. The zero attractor region is bounded below by Type
I or Type II attractors. In this regime not all types of attractors arise. The second regime of
interest is the intermediate damping regime. For any ﬁxed damping coeﬃcient in this regime
we see that all four types of attractors arise. The γ = 0.3 case study is an example of the
behaviour of attractors in this regime. In the large damping regime no Type IV attractors
exists. Here the spatio-temporally chaotic region is bounded below by a Type I, Type II or
Type III attractor. Below we give a brief description of each regime.
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 6. DIRECT SCATTERING STUDY OF THE PDNLS 120
0.24 0.26 0.28 0.3 0.32 0.34 0.36 0.38
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
γ
h
Zero
Stationary
I
II
III
IV
Chaos
No Localised Solutions
Figure 6.16: Attractor chart of the (γ, h) plane. We see the regions on which the Type I - IV
attractors exist.
Small damping regime (γ < 0.27):
In the small damping regime we see that the zero attractor region is bounded below by
Type I or Type II attractors. From Chapter 5 we know that the oscillating soliton attractors
undergo a period-doubling route to chaos. From the attractor chart it is clear that the
period-doubling route to chaos does not change the soliton structure of the oscillating soliton
attractors. This raises the question: do the period-doubling bifurcations that lead to chaos
aﬀect the behaviour of the soliton content? In Section 6.3 this question is addressed.
Another noteworthy observation is that, for damping coeﬃcients 0.25 ≤ γ < 0.27 the
zero attractor region is bounded below by Type I or Type II attractors, while it is bounded
above by Type IV attractors. This suggests that, in the zero attractor region, unstable
oscillating soliton solutions exist. Since we use direct simulation to generate the attractors,
we are restricted to the study of stable solutions. However solitons arise as transients in the
zero attractor region. In Section 6.4 we apply the direct scattering study to investigate the
restabilization of the oscillating soliton attractors in the regime 0.25 ≤ γ < 0.27.
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Intermediate damping regime (0.27 ≤ γ ≤ 0.33):
In this regime we see the hierarchy of the types of attractors, namely that larger driving
strength leads to more complicated soliton structures. The Type I attractor region is bounded
below by the stable attractor region. The Type I attractor region is bounded above by
the Type II attractor region. This reﬂects the fact that radiation emissions increase for
larger driving strengths, resulting in the formation of larger radiation tails. Type II region is
bounded above by the Type III attractor region. This indicates the fact that the larger lateral
waves is formed. It also indicates that the behaviour of the lateral waves change, resulting in
breather-like behaviour during the period when the soliton increases in amplitude. Type III
region is bounded above by Type IV attractor region. This shows that, for larger driving
strengths, large lateral waves form, resulting in the excitation of splitting eigenvalues. The
eﬀect of driving strength on the soliton content of the oscillating soliton attractors were
demonstrated in the γ = 0.3 case study above.
Large damping regime (0.23 ≤ γ ≤ 0.378):
In the large damping regime there exists no Type IV attractors. Therefore the spatio-
temporally chaotic attractor region is bounded below by Type I, Type II or Type III attrac-
tors. This suggests that there may be a diﬀerent mechanisms involved in the transition from
soliton attractors to spatio-temporally chaotic attractors. This is investigated in Section 6.5.
6.3 The eﬀect of period-doubling bifurcations on the soli-
ton content of attractors
The relationship between the temporally chaotic attractors and the zero attractor region are
investigated in this section. In Chapter 5 we showed that, for any ﬁxed damping γ < 0.27,
an incremental increase in driving strength h leads to a period-doubling route to temporally
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Figure 6.17: Period-doubling route to chaos of the oscillating soliton attractors for ﬁxed
damping γ = 0.26. In (a) the local extremes of the amplitudes are shown. In (b) the local
extremes of the purely imaginary ZS eigenvalues are shown.
chaotic soliton attractors. If the driving is increased further, the zero attractor arises. The
period-doubling route to chaos was studied in detail by Barashenkov and coworkers [20] who
showed that the chaos is caused by a homoclinic explosion. The aim of this section is to
study the eﬀect that the period-doubling route to chaos has on the soliton content of the
oscillating soliton attractors. The purpose of this analysis is to study the transition from
temporally chaotic attractors to the zero attractor.
The time evolution of the soliton content of the period-doubling attractors undergoes
the same period-doubling route to chaos as the attractors themselves. To illustrate this we
calculated the time evolution of the ZS eigenvalues for diﬀerent driving strengths when the
damping is ﬁxed at γ = 0.26. The results are shown in Figure 6.17. In Figure 6.17 (a)
we show the local extremes of the amplitudes of oscillating soliton attractors for diﬀerent
driving strengths. In Figure 6.17 (b) we show the local extremes of the purely imaginary
ZS eigenvalues of the same oscillating soliton attractors. At h = 0.3 the Hopf bifurcation
results in the formation of 1-period oscillating soliton attractors. At h = 0.407 the ﬁrst
period-doubling bifurcation occurs. The eﬀect of the bifurcations and the resulting temporal
chaos are observed in the behaviour of both the amplitude and the soliton content of the
oscillating soliton attractor.
In the integrable NLS case, the total mass of the solitons within a solution is conserved,
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 6. DIRECT SCATTERING STUDY OF THE PDNLS 123
and is given by
msol = 4
N∑
n=1
ηn,
where η1, · · · , ηN are the imaginary parts of theN associated ZS eigenvalues. In the perturbed
case, the integrability is broken, and the mass of the soliton part of the solution becomes
time dependent, i.e.
msol (t) = 4
N∑
n=1
ηn (t) . (6.4)
The attractors that bound the zero attractor region from below are Type I or Type II at-
tractors. In each case, the oscillating soliton attractor consists of a quiescent soliton and
radiation. For Type II attractors, we know that the side eigenvalues describe the radiation
tail, and not the soliton itself. Therefore, in order to measure the energy of the soliton, we
modify equation (6.4) to only take the purely imaginary ZS eigenvalue into account, giving
mTII (t) = 4ηim, (6.5)
where ηim is the imaginary part of the purely imaginary ZS eigenvalue ζ = iηim. The subscript
in (6.5) indicates that the modiﬁed mass equation applies to Type II attractors. For Type I
attractors equations (6.4) and (6.5) are equivalent. In order to study the formation of the
zero attractor region, we analyze the minimum soliton mass, deﬁned as
mmin (γ, h) = min {mTII (t)} .
This represents the minimum energy of the soliton part of the attractor that arises when
the damping and driving strengths are given by γ and h respectively. In other words the
minimum soliton mass of an oscillating soliton attractor represents the point when the soliton
is at its weakest.
For any ﬁxed damping γ = γ0, the function mmin (γ0, h) becomes a function of the driving
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strength h only. In this case an increase in the driving strength leads to a smaller minimum
soliton mass, provided that the driving strength remains in the Type I or Type II attractor
region. In other words the derivative
dmmin (γ0, h)
dh
< 0 (6.6)
For γ < 0.27, we argue that this relationship is responsible for the formation of the zero
attractor region as follows: Oscillating soliton attractors exist as the result of a balance
between energy fed by the driver and energy lost due to dissipation [20]. The energy is fed
into the solution through the soliton. This is obvious from the fact the radiation waves are
both dispersive and dissipative. We argue that, for the driver to pump enough energy to
balance the energy lost through dissipation, the energy of the soliton (i.e. its total mass)
should exceed a critical mass throughout the propagation of the attractor. This critical mass
depends on the damping coeﬃcient γ. From Chapter 5 we know that the minimum energy
of an attractor decreases when the driving strength is increased. If the driving strength is
increased beyond a critical point, the minimum soliton mass decreases below the critical
mass. The result is that the driver loses its ability to feed enough energy into the system to
compensate for the energy loss through dissipation, leading to the zero solution to act as the
attractor. This critical driving strength represents the lower boundary of the zero attractor
region.
The period-doubling bifurcations inﬂuence the relationship between the minimum soliton
mass and driving strength. For any ﬁxed γ0 < 0.27 let hpd represent the critical driv-
ing strength where the ﬁrst period-doubling bifurcation occurs. Let h1 and h2 be driving
strengths within the oscillating soliton attractor region satisfying
h1 < hpd < h2. (6.7)
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Figure 6.18: The minimum soliton mass for diﬀerent driving strengths when the damping is
ﬁxed at (a) γ = 0.15 and (b) γ = 0.26.
Then the following inequality holds:
dmmin (γ0, h)
dh
∣∣∣∣
h=h2
<
dmmin (γ0, h)
dh
∣∣∣∣
h=h1
. (6.8)
Since both derivatives are negative, this inequality implies that the function mmin (γ0, h)
decreases faster after the period-doubling bifurcation occurs. We illustrate the inequality
(6.8) in Figure 6.18. In Figure 6.18 (a) and (b) we show the minimum soliton mass that
arises for diﬀerent driving strengths when the damping is ﬁxed at γ = 0.15 and γ = 0.26
respectively. Note that, in both cases, the minimum soliton mass has a negative slope. The
vertical lines indicate the critical driving strength hpd where the attractor undergoes the ﬁrst
period-doubling bifurcation. We can see that, in both cases, the function mmin decreases
faster, conﬁrming the validity of inequality (6.8).
The inequality (6.8) shows that the minimum soliton mass decreases faster after the
period-doubling bifurcations occur. Earlier we argued that the destabilization of the oscillat-
ing soliton attractors is related to the minimum soliton mass. In particular, we argued that
the oscillating soliton attractor is destabilized when the minimum soliton energy decreases
beyond a critical mass. Within this argument the faster rate of decrease associated with the
inequality (6.8) means that the minimum soliton energy required to destabilize the oscillating
soliton attractor is obtained faster. That is, as a result of the period-doubling bifurcations,
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Figure 6.19: A typical heteroclinic orbit that arises in the zero attractor region. Here γ = 0.2
and h = 0.75.
a smaller driving strength is required to destabilize the oscillating soliton attractor. One can
therefore think of the period-doubling route to chaos as a catalyst for the formation of the
zero attractor region associated with increased driving strength. `
6.4 Soliton transients of the zero attractor
The study of soliton transients in the zero attractor region is motivated by the attractor
chart Figure 6.16 that shows the diﬀerent types of oscillating soliton attractors. Firstly, the
chart shows that, in the regime 0.25 ≤ γ ≤ 0.27, the zero attractor region is bounded below
by Type I or Type II attractors and is bounded above by Type IV attractors. The soliton
transients give insight into the transition from a Type I or Type II to a Type IV attractor.
Another reason for studying the soliton transients is the fact that, for γ ≤ 0.25, the spatio-
temporally chaotic region is bounded below by the zero attractor region. Soliton transients
arise in both these cases. These transients may give insight into the transition from the zero
attractor region to the spatio-temporally chaotic attractor. This transition is investigated in
Section 6.5.
We start the discussion of the soliton transients with a typical example of a soliton
transient that forms in the heteroclinic orbit in the zero attractor region. In the zero attractor
region the heteroclinic orbit, deﬁned in equations (5.5) - (5.6) approaches the zero solution
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Figure 6.20: The soliton content of the heteroclinic orbit that arises when γ = 0.2 and
h = 0.75. The imaginary and real parts of the soliton content is shown in (a) and (b)
respectively.
as t→∞. Figure 6.19 shows the heteroclinic orbit that arises when the damping and driving
strengths are given by γ = 0.2 and h = 0.75 respectively. In this case the soliton transient is
deﬁned for t ≤ 117. The soliton transient consists of an oscillating soliton. The amplitudes
of the hills increase and the amplitudes of the valleys decreases as time approaches t = 117,
resulting in an increase in the magnitude of oscillations. After t = 117 the heteroclinic orbit
rapidly decays to the zero attractor.
In order to study the soliton transients, we applied the direct scattering study to the
soliton transients. This allows us to compare the behaviour of the soliton transients to those of
the oscillating soliton attractors. Since the magnitude of oscillations of the soliton transients
increases until the solution decays to zero, we applied the scattering data by calculating
the soliton content during the ﬁnal oscillation of the soliton transient. This is where the
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soliton content is most complex. To illustrate our application of the direct scattering study
we continue the example of the soliton transient that arises when the damping and driving
is γ = 0.2 and h = 0.75 respectively. In Figure 6.20 we show the soliton content of the
heteroclinic orbit. On the interval t < 105, the orbit behaves like a Type I attractor. For
105 < t < 110, the orbit behaves like a Type II attractor, due to the formation of the
side eigenvalues. This is followed by a brief period 110 < t < 117 where the orbit behaves
like a Type IV attractor. During the period where the heteroclinic orbit decays to zero
117 < t < 120 the soliton content also decays until it consists of the empty set for t > 120.
For our application of the direct scattering study, we only look at the behaviour of the
soliton content during the ﬁnal (and largest) oscillation that occurs, in this example the
interval 114 < t < 117. Therefore, since the soliton content behaves like that of a Type IV
attractor during the ﬁnal oscillation, the soliton transient is classiﬁed as a Type IV transient.
Calculations show that soliton transients exhibit the behaviour of the oscillating soliton
attractors. Figure 6.21 shows the transient chart of the zero attractor region. Here II indicates
the Type II transient region etc. The transient chart shows that larger driving strengths
lead to more complicated soliton structures. The soliton content during the ﬁnal oscillation
represents the state of the soliton that is required to destabilize the soliton transient. The
radiation emissions of a Type I transient are small relative to the radiation emissions of a
Type II transient. This is due to the fact that the side eigenvalues are excited by a large
radiation tails. Likewise, the radiation emissions of a Type IV attractor are large relative to
those of a Type II transient. This is due to the formation of large lateral waves that excite
the splitting eigenvalues. It is interesting to note that the spatio-temporally chaotic region
is bounded below by Type IV transients in the small damping regime (γ < 0.25) .
The transient chart presents an intuitive understanding of the behaviour of heteroclinic
orbits in the zero attractor region. Oscillating soliton attractors consist of solitons that
balance the energy pumped into the soliton through driving with the energy leaked through
radiation emissions. For the soliton transients in the zero attractor region there are always an
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Figure 6.21: The four types of soliton behaviour observed before the soliton decays to the zero
solution.
imbalance between these energies. Initially the energy pumped into the soliton exceeds the
energy leaked through radiation. The result of this imbalance is the growth of the magnitude
of oscillations. This growth leads to an increase in the energy of the radiation emissions.
This continues until the soliton transient reaches a point where the energy leaked through
radiation exceeds the energy pumped into the system, resulting in the decay of the solution to
zero. Therefore the transient chart shows that, for larger driving strengths, larger radiation
emissions are required to initiate the decay of the heteroclinic orbit to the zero attractor.
The argument above provid s some insight into the restabilization of the oscillating soliton
attractor in the regime 0.25 ≤ γ ≤ 0.27. An increase in driving strength has two eﬀects on
the soliton transient. Firstly it increases the magnitude of oscillations, resulting in a smaller
minimum soliton mass. From the previous section we know that this decrease in minimum
soliton mass acts as a destabilizing agent, resulting in the decay to zero that is associated with
the zero attractor region. Secondly, the zero attractor chart Figure 6.21 shows that larger
driving strengths leads to larger radiation emissions of the soliton transients. This means that
larger radiation emissions are required to destabilize the soliton transient. In other words
larger energy losses through radiation are required to unbalance the energy pumped into the
system. The restabilization occurs when the increase in energy lost through radiation is no
longer suﬃciently large to exceed the energy gained through the driving.
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Figure 6.22: Attractor chart. The shaded area is where the stable zero attractor region and
the spatio-temporally chaotic attractor region overlap.
6.5 Soliton transients of spatio-temporally chaotic attrac-
tors
Spatio-temporally chaotic attractors arise when the driving strength h is large relative to the
damping coeﬃcient γ. In this case the energy of the soliton gained through the parametric
pumping exceeds the energy lost through dissipation. The resulting increase in energy leads
to the formation of multiple solitons, leading to the solution to spread across the spatial
domain.
A related problem is the stability of the zero solution. The zero solution is unstable when-
ever the driving strength exceeds the critical driving strength hc =
√
1 + γ2. A consequence
of this instability is that any localized solution in the region h > hc is unstable. This instabil-
ity is also responsible for the formation of spatio-temporally chaotic attractors. However, the
criterion h > hc is not a necessary condition for the formation of spatio-temporally chaotic
attractors. In particular, for damping coeﬃcients γ < 0.378 there exist a region where the
spatio-temporally chaotic attractors coexists with stable zero solutions. This is shown in the
attractor chart in Figure 6.22. The shaded area shows the region where the spatio-temporally
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Figure 6.23: An example of the onset of spatio-temporal chaos for the heteroclinic orbit that
arises for damping coeﬃcient γ = 0.2 driving strength h = 0.85.
chaotic attractors arise in spite of a stable zero solution, i.e. where h < hc. Note that, in
the regime γ < 0.378, the spatio-temporally chaotic attractor is bounded by the oscillating
soliton attractor region or the zero attractor region.
The purpose of this section is to apply the direct scattering study to the heteroclinic
orbits that give rise to the spatio-temporally chaotic attractors. The direct scattering study
investigates the role of the soliton and radiation in the formation of chaos. The heteroclinic
orbits in the spatio-temporal chaotic region have soliton transients, similar to the case of
the zero attractor region discussed in the previous section. Therefore our application of
the direct scattering study is identical to the latter analysis, namely the calculation of the
soliton content of the transient that arises at the onset of chaos. In particular, we study the
heteroclinic orbits that form near the lower boundary of the spatio-temporally chaotic region.
An example of a typical heteroclinic orbit that arises in the spatio-temporally chaotic region
is shown in Figure 6.23 for the case of damping coeﬃcient γ = 0.2 and driving strength
h = 0.85. Here we see that a soliton transient arises for t < 108. At this point, spatio-
temporal chaos is formed through the formation of multiple solitons. For our application of
the direct scattering study, we calculate the soliton content during the ﬁnal oscillation of the
soliton transient 105 ≤ t ≤ 108 to investigate the behaviour of soliton and radiation at the
onset of chaos.
The numerical results reveal ﬁve diﬀerent types of transient regimes, based on the be-
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haviour of their corresponding soliton content. These regimes are classiﬁed as the small
damping regime, the single-split regime, the double-split regime, the no-split regime and the
large damping regime. It is appropriate to describe each regime through an example. Once
the characteristics of each regime are described, we proceed to describe the role of the soliton
and radiation in the formation of spatio-temporal chaotic attractors.
Small damping regime (γ ≤ 0.21)
The behaviour of the soliton content of the transients in the small damping regime diﬀers
from that of the oscillating soliton attractors. In Figure 6.24 we show the results for the
heteroclinic orbit that arises for damping coeﬃcient γ = 0.2 and driving strength h = 0.802.
In Figure 6.24 (a) and (b) we show the time evolution of the real and imaginary parts of
the ZS eigenvalues respectively. At t ≈ 114 we see the splitting of two purely imaginary ZS
eigenvalues into the complex plane in a similar way that Type IV attractors split into the
complex plane. However, instead of disappearing into the real axis, the eigenvalues remain in
the complex plane, and move towards the imaginary axis. This is followed by the formation
of multiple purely imaginary ZS eigenvalues when t > 116. The motion of the splitting
eigenvalues in the complex plane is shown in Figure 6.24 (c). Here we can clearly see the
unusual behaviour of the splitting eigenvalues. In Figure 6.24 (d) we show the solution at
the onset of chaos t = 116. Note that the amplitude of the soliton is small in comparison to
that of the lateral waves.
The soliton content shows that the lateral waves are instrumental in the formation of
chaos. The fact that the ZS eigenvalues split into the complex plane is an indication that
the lateral waves move away from the original soliton during this period. The return of the
ZS eigenvalues to the imaginary axis indicates the fact that, during this time, the velocities
of the lateral waves decrease until they becomes quiescent. The fact that the ZS eigenvalues
remain in the complex plane indicates that the lateral waves of the transient solitons in this
regime are larger than the lateral waves of Type IV attractors.
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Figure 6.24: Onset of chaos for the heteroclinic orbit for γ = 0.2 and h = 0.802. We show the
time evolution of the real (a) and imaginary (b) parts of the ZS eigenvalues, the behaviour of
the splitting eigenvalues (c) and the solution at the onset of chaos t = 116 (d).
Single splitting regime (0.21 ≤ γ ≤ 0.292)
In the single-splitting regime, the soliton content of the transients behaves like a Type IV
attractor. As an example, we consider the transient that arises in the case when the damping
coeﬃcient is γ = 0.24 and the driving strength is h = 0.812. The results are shown in
Figure 6.25. In Figure 6.25 (a) and (b) the time evolution of the real and imaginary parts
of the soliton content are shown respectively. At t ≈ 158 the eigenvalues split and disappear
into the real line at t ≈ 160. Thereafter the formation of multiple ZS eigenvalues marks
the onset of spatio-temporal chaos. In Figure 6.25 (c) we show the motion of the splitting
eigenvalues in the complex plane. It is clear that the splitting eigenvalues are similar to that
of a Type IV attractor. In Figure 6.25 (d) we show the solution at t = 160. As was the case
in the small damping regime example, the soliton is small in comparison to the lateral waves
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Figure 6.25: Onset of chaos for the heteroclinic orbit for γ = 0.24 and h = 0.812. We show
the time evolution of the real (a) and imaginary (b) parts of the ZS eigenvalues, the behaviour
of the splitting eigenvalues (c) and the solution at the onset of chaos t = 160 (d).
at the onset of chaos.
The behaviour of the soliton content shows that, in the single-splitting regime, the lateral
waves resemble the lateral waves of Type IV attractors. In other words they are suﬃciently
large to excite the splitting eigenvalues, and they move away from the soliton with increased
velocity during this process. The fact that the ZS eigenvalues disappear into the real line
is an indication that the lateral waves are weaker than those of the small damping regime.
Even so, their role is still crucial in the formation of chaos. This is illustrated by the fact
that the central soliton is very small at the onset of chaos, as is shown in Figure (6.25) (d).
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Figure 6.26: Onset of chaos for the heteroclinic orbit for γ = 0.32 and h = 0.93. We show the
time evolution of the real (a) and imaginary (b) parts of the ZS eigenvalues, the behaviour of
the splitting eigenvalues (c) and the solution at the onset of chaos t = 443 (d).
Double splitting regime (0.292 < γ ≤ 0.347)
The soliton content of transients in the double-splitting regime is characterized by a double-
split of the splitting eigenvalues. An example is given by the transient that arises for the
damping coeﬃcient γ = 0.32 and driving strength h = 0.93. The results are shown in
Figure 6.26. In Figure 6.26 (a) and (b) the time evolution of the real and imaginary parts
of the soliton are shown respectively. Here we see that, at t ≈ 442.5 the ZS eigenvalues split
into the complex plane. However, instead of disappearing into the real axis, they return to
the imaginary axis. At t ≈ 443.1 the ZS eigenvalues collide on the imaginary axis. After
the collision they split onto the imaginary axis to form two purely imaginary ZS eigenvalues
(hence the name double splitting). In Figure 6.26 (c) we show the motion of the splitting
ZS eigenvalues in the complex plane. Notice that, after splitting, the real parts of the ZS
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eigenvalues remain relatively close to the imaginary axis (as compared to the previous two
examples). In Figure 6.26 (d) we show the solution at t = 443 at the onset of chaos. Notice
that, in contrast to the previous examples, the amplitude of the soliton is large in comparison
to the amplitudes of the lateral waves.
The soliton content reveals that the lateral waves are weaker than those of the smaller
damping regimes. During the splitting of the ZS eigenvalues, the amplitude/velocity ratio re-
mains large. In this sense the double-splitting eigenvalues are the opposite of side eigenvalues,
since side eigenvalues always maintain a small amplitude/velocity ratio. The double-splitting
eigenvalues indicate the fact that the lateral waves remains near the central soliton, in con-
trast to the smaller damping cases where the lateral waves move away from the central soliton
with increasing velocities. As the role of the lateral waves becomes smaller, the role of the
central soliton becomes bigger.
No-splitting regime (0.347 < γ ≤ 0.378)
In the no-split regime, purely imaginary eigenvalues remain on the imaginary axis. In Fig-
ure 6.27 we show the results for the transient that arises when γ = 0.35 and h = 1.019. In
(a) and (b) we show the time evolution of the real and imaginary parts of the soliton content
respectively. At t = 870 we see two purely imaginary ZS eigenvalues. The smaller of these
eigenvalues does not disappear or collide, but remains on the imaginary axis until the onset
of chaos at t = 873.5. In Figure 6.27 (c) we show the solution at the onset of chaos t = 873.5.
Here we see that the amplitude of the soliton is large in comparison to the amplitudes of
the radiation waves. Note also that the lateral waves are not isolated, but form part of a
radiation wave train consisting of three large radiation waves each.
The soliton content reveals that the role of the lateral waves is much smaller than in the
smaller damping regimes. The fact that the ZS eigenvalues do not split indicates that the
radiation waves do not move away from the central soliton. The result is the formation of
a number of smaller quiescent radiation waves. This is in stark contrast to the formation of
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Figure 6.27: Onset of chaos for the heteroclinic orbit for γ = 0.35 and h = 1.019. We show
the time evolution of the real (a) and imaginary (b) parts of the ZS eigenvalues and the
solution at the onset of chaos t = 873.5 (d).
large isolated lateral waves in the small and single-splitting regimes.
Large damping regime (γ > 0.378)
In the large damping regime, the zero attractor is unstable, resulting in the formation of
chaos. In Figure 6.28 we show the results for the spatio-temporal attractor that arises in
the case where the damping coeﬃcient is γ = 0.4 and the driving strength is h = 1.1. In
Figure 6.28 (a) we show the solution on the interval 350 ≤ t ≤ 450. It is important to note
that, in this case, the soliton does not oscillate during the transient. This is due to the fact
that, in the large damping regime, the spatio-temporal chaotic region is bounded below by
the stable ψ+ soliton. Therefore no radiation is emitted. At t ≈ 430 the additional solitons
have spread across the spatial interval. In particular, the two lateral wave trains approach the
-
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Figure 6.28: The heteroclinic orbit that arises for γ = 0.4 and h = 1.1 is shown in (a). In
(b) the time evolution of the imaginary parts of the ZS eigenvalues are shown. In (c) - (f)
the solution is shown for t = 404, t = 407, t = 407.65 and t = 407.78 respectively.
origin. The result is the formation of a solution that satisﬁes periodic boundary conditions
instead of the decaying boundaries on the inﬁnite line, and is therefore irrelevant to our study.
In Figure 6.28 (b) we show the time evolution of the imaginary part of the soliton content. In
this case all ZS eigenvalues are purely imaginary. The eigenvalue ζ ≈ 0.7i remains constant,
reﬂecting the fact that the soliton transient is non-oscillating, and emits no radiation. At
t = 385 we see the formation of a second purely imaginary ZS eigenvalue. This eigenvalue
increases monotonically with time, and is followed by the formation of numerous other ZS
eigenvalues with similar behaviour. In Figure 6.28 (c)  (e) we show the solution at diﬀerent
times to illustrate the formation of additional solitons. In Figure 6.28 (c) we show the solution
at t = 404. Here we see two lateral waves forming in the tail of the soliton. The amplitudes
of these lateral waves grow until t = 407, shown in (d). As time evolves beyond this point
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the amplitudes of the large lateral waves decrease, leading to the formation of two additional
solitons at t = 407.65 shown in (e). As time evolves beyond this point the amplitudes of the
original lateral waves increase, while the newly-formed solitons move in opposite directions
until t = 407.78, where three solitons are formed on each side of the original soliton transient.
Discussion
The soliton content of the transients reveal the role of radiation in the formation of chaos.
Splitting eigenvalues indicate the emission of large lateral waves. In the small damping regime
the ZS eigenvalues remain in the complex plane after splitting. This reﬂects the fact that
the lateral waves are so large that the energy pumped into the system oﬀsets the eﬀect of
dissipation, resulting in the formation of solitons. In contrast, ZS eigenvalues remain on
the imaginary axis for transients in the no-splitting regime, a regime where the damping
coeﬃcient is much larger. This shows that the radiation emitted is much smaller. In this
case, instead of single waves changing from lateral waves to solitons, a quiescent radiation
tail forms. During each temporal oscillation of the soliton, a small amount of radiation
is emitted. Instead of dissipating, the energy of these small radiation waves is added to
the radiation tail, resulting in an increase in the energy of the tail. As time evolves, the
radiation tail gradually grows until the energy pumped into the system excites the formation
of solitons from within these tails. This represents two diﬀerent mechanisms for the formation
of additional solitons that leads to chaos, namely 1) soliton formation from lateral waves (in
the small and single-splitting regimes) and 2) soliton formation from radiation wave train
(double-splitting, no-splitting and large damping regimes).
This leads to the question: what causes these diﬀerent mechanisms of soliton formation?
To answer this question, consider the attractor chart Figure 6.23. There are three boundaries
that aﬀect the mechanism of the formation of chaos, namely the Hopf bifurcation boundary
that forms the lower boundary of the oscillating soliton attractor region and the upper and
lower boundaries of the shaded area. The upper boundary corresponds to the boundary
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where the zero solution loses its stability. We refer to this as the unstable zero boundary.
The lower boundary of the shaded area represents the onset of the spatio-temporally chaotic
regime. That is, for a ﬁxed damping coeﬃcient, the boundary is the smallest driving strength
from which the spatio-temporally chaotic attractor emerges. We refer to this as the spatio-
temporally chaotic boundary.
From the attractor chart we can see that the spatio-temporally chaotic boundary is sand-
wiched between the unstable zero boundary and the Hopf bifurcation boundary, provided that
γ < 0.378. From Chapter 5 we know that larger driving strength leads to larger radiation
emissions of oscillating soliton attractors. In the previous section we showed that the same
applies to soliton transients in the zero attractor region. Therefore a large distance between
the Hopf bifurcation boundary and the spatio-temporally chaotic boundary indicates that
the transient near the latter boundary emits large radiation, and vice versa. For γ < 0.3 we
see that this distance is large, corresponding to large radiation emissions. This is reﬂected in
the soliton content of the small and single-splitting damping regimes. At γ = 0.3 the slope of
the Hopf bifurcation boundary increases. Although the slope of the spatio-temporally chaotic
boundary also increases, it is much smaller than the Hopf bifurcation boundary. However,
this increased slope means that the distance between the spatio-temporally chaotic boundary
and the zero instability boundary decreases. As this distance becomes smaller, the rate of
decay of the harmonics decreases, resulting in a slower rate of dissipation. This accounts
for the formation of large radiation tails that are unaﬀected by dissipation. Therefore the
radiation waves that are emitted do not dissipate. The result is that these waves, together
with previously emitted radiation waves, form a radiation wave train. Since the radiation
waves remain in the tail, smaller radiation waves are required to lead to the formation of
spatio-temporal chaos. The fact that smaller radiation waves are emitted is reﬂected by the
fact that no splitting eigenvalues arise in the regime γ > 0.347.
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6.6 Conclusion
The application of the direct scattering study showed that there are four diﬀerent types
of soliton attractors, each with a distinct behaviour of the soliton content. In particular,
we showed that side eigenvalues are used to describe a large radiation train, while splitting
eigenvalues indicate the formation of large lateral waves. These results were used to reinforce
the fact that larger driving strengths lead to larger radiation emissions of the associated
oscillating soliton attractor.
We used the direct scattering study to show that the period-doubling bifurcations lead
to a faster decrease of the minimum soliton energy associated with an increase in driving
strength. The decrease of the minimum soliton energy is associated with the formation
of the zero attractor. Therefore the period-doubling bifurcations act as a catalyst for the
formation of the zero attractor region.
We showed that oscillating solitons arise as transients in the zero attractor region. Our
analysis of the oscillating soliton attractors were used to identify the fact that larger ra-
diation emissions are required to destabilize the solitons when larger driving strengths are
applied. This showed that additional energy pumped into the system by means of larger
driving strengths counteracts the energy leaked through radiation. Therefore larger radia-
tion emissions are required to destabilize when larger driving strengths are applied. This
explains the restabilization of the oscillating soliton attractors in the regime 0.25 ≤ γ ≤ 0.27.
We also studied the formation of chaos in the spatio-temporally chaotic region. The direct
scattering study was used to show the lateral waves play an important role in the formation
of chaos in the smaller damping regime, while the radiation tails play an important role in
the formation of chaos in the larger damping regime.
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Conclusion
The direct scattering study is a numerical tool for the analysis of soliton dynamics in non-
integrable equations. The direct scattering study amounts to the calculation and analysis
of the soliton content, deﬁned as the time-dependent discrete spectrum of the associated
Zakharov-Shabat (ZS) eigenvalue problem. In particular, our study concentrated on solitons
that decay suﬃciently fast when |x| → ∞. The eﬀectiveness of the direct scattering study
depends on a fast and accurate numerical scheme for the calculation of the soliton content.
To develop a fast and accurate numerical scheme, we analyzed the Hill's method, proposed
by Deconinck and Kutz [38]. Since Hill's method is developed for periodic boundaries, we
analyzed the method for the limit L → ∞. Numerical results show that the solutions
can be ambiguous, particularly in the case when discrete eigenvalues are situated near the
continuous spectrum. While the results can be improved by increasing the interval length L,
the computational cost of this approach is expensive. Our analysis showed that unambiguous
solutions can be obtained by choosing an optimal Floquet exponent. The optimal Floquet
exponent was obtained numerically, and was shown to converge faster than other choices of
the Floquet exponent when the interval length L is increased. Another advantage of the
use of the optimal Floquet exponent is that the Hill's method is reduced to a single matrix
eigenvalue problem, resulting in a signiﬁcant improvement in computation cost.
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The aim of the thesis is the application of the direct scattering study to analyze solitons
of the parametrically driven nonlinear Schrödinger (PDNLS) equation. In order to apply the
direct scattering study, one has to generate solitons numerically. We used a fourth-order split-
step method to obtain these solutions through direct simulation. We showed that the method
is faster than the fourth-order pseudospectral Runge-Kutta method. The basic properties
of the numerically-generated attractors were obtained through inspection. In particular, we
showed that increased driving strengths lead to solitons with larger magnitudes of oscillations
accompanied by emission of larger radiation waves while increased damping coeﬃcients has
the opposite eﬀect. We also showed that an increase in driving strength and an increase in
damping coeﬃcient results in a decrease of the temporal period of the soliton attractor.
Once these basic properties had been established, we applied the direct scattering study
to analyze the oscillating soliton solutions. The purpose of this study was to gain more
insight into the behaviour of the soliton and the radiation waves. We classiﬁed four diﬀerent
types of attractors, each with a unique behaviour set of the soliton content. These results
reﬂect the characteristics that were reported above. A particularly important result is the
so-called side eigenvalues, a symmetric set of eigenvalues that appears and disappears on
the real line. We demonstrated that these eigenvalues describe wave trains of radiation. We
note that this type of eigenvalues was not reported in previous studies of related perturbed
NLS equations. These eigenvalues are likely to be overlooked when a shooting method is
used. Another important result is that we showed that multiple ZS eigenvalues are formed
in the majority of the region of the parameter space where oscillating solitons appear. This
limits the use of adiabatic and perturbed inverse scattering studies that assume only a single
purely imaginary ZS eigenvalue. This result is in good agreement with the perturbed inverse
scattering study performed by Shchesnovich and Barashenkov [91]. Their results accurately
described the region where only a single ZS eigenvalue exists. However, in the region where
multiple ZS eigenvalues coexist, their analysis was inaccurate.
For smaller damping coeﬃcients, the zero attractor occupies a large area of the attractor
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chart. It is well known [25] that an increase in driving strength in this regime results in a
period-doubling route to temporally chaotic oscillating soliton attractors. A further increase
in driving strength leads to the destabilization of the soliton, resulting in the zero solution
to emerge as the only attractor. The direct scattering study showed that, in the oscillating
soliton attractor region, an increase in driving strength weakens the minimum soliton energy
of the resulting attractor. We analyzed the impact of the period-doubling route to chaos on
the minimum soliton energy of oscillating soliton attractors. We showed that the minimum
energy of the soliton decreases faster as a result of the period-doubling bifurcations. In
other words, the eﬀect of period-doubling is that solitons weakens faster when driving is
increased. The result is that the soliton becomes more susceptible to dissipation, leading to
the destabilization of the soliton and the zero attractor to arise.
An important result was to show that the oscillating solitons arise as transients in regions
of the parameter space where they do not arise as attractors. We analyzed the transient
solitons by means of the direct scattering study. The results show that an increase of driving
strength in the zero attractor region causes the transient soliton to emit larger radiation
waves. The energy lost through radiation destabilizes the soliton, causing it decay to zero.
Therefore the emission of larger radiation waves indicates that more radiation energy are
required to destabilize the soliton. This implies that increased driving strengths stabilize the
transient soliton. Therefore the weakening eﬀect associated with increased driving strengths
on solitons (described in the previous paragraph) is counteracted by the stabilizing eﬀect
responsible for larger radiation emissions. These results explain the existance of a damp-
ing regime where the oscillating soliton attractor restabilizes when the driving strength is
increased suﬃciently.
We also studied the soliton transients that arise in the spatio-temporally chaotic attractor
regime. Spatio-temporal chaos is the result of the formation of multiple additional solitons.
The direct scattering study showed that radiation plays a vital role in the formation of
these additional solitons. We showed that there are diﬀerent mechanisms involved in the
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formation of the chaos. For smaller damping coeﬃcients the additional solitons arises from
single radiation waves that are emitted. For large damping coeﬃcients fat radiation tails are
formed. These radiation tails are made up of numerous radiation waves that are emitted
over a long period of time. The tails are formed due to the fact that the radiation waves no
longer decay due to dissipation and the fact that they become quiescent. In this regime the
solitons are formed from radiation tails rather than isolated radiation waves.
Future work
The thesis presents two diﬀerent branches of open questions. The ﬁrst branch relates to
the rigorous analysis of the numerical methods used in the thesis, namely the Hill's method
and the split-step method. The second branch is further studies in the PDNLS and related
equations. Let's look at each one separately.
The Hill's method is a topic of current research. The problem of convergence is still an
open question. While some progress has been made to show convergence for self-adjoint
[37] and some classes of nonselfadjoint eigenvalue problems [56], proof of the convergence of
the ZS eigenvalue problem related to the NLS equation is still outstanding. We tested our
scheme with numerous problems, and the evidence is overwhelmingly in favour of convergence
of this problem. A proof of convergence for this problem may lead to more general conditions
that ensure convergence of Hill's method. Another line of research is to investigate whether
the concept of an optimal Floquet exponent can be extended to more general eigenvalue
problems. In terms of the direct scattering study, a useful extension of the Hill's method
would be a study of the convergence of the associated eigenfunctions in the L→∞ limit. If
convergence is proven, one can extend the direct scattering study to include the calculation
of the normalization coeﬃcients. The normalization coeﬃcients can be used to determine
the position of solitons, and also the exact state of the breather. This would be particularly
useful for cases where the soliton content consists of more than one ZS eigenvalue. Another
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 7. CONCLUSION 146
outstanding issue is that of the stability of the split-step method for the PDNLS equation.
Our results suggest that the damping may have a stabilizing eﬀect on the split-step scheme.
There are also many open questions in terms of the dynamics of the PDNLS equation.
The direct scattering study can be extended to the study of the soliton complexes that
were reported. It would be interesting to compare the role of radiation of these complexes
with the results we obtained for the oscillating soliton attractors. Another interesting line
of research is to study the eﬀect of perturbations, such as higher-order nonlinearities and
nonlocal eﬀects, on the oscillating solitons attractors. For perturbations that preserve the
stability of the oscillating soliton attractors, it would be interesting to establish the eﬀect of
these perturbations on the strength of the soliton and radiation. If perturbations destabilize
the oscillating soliton attractors, it would be interesting to test whether oscillating solitons
arise as long-term transients. The direct scattering study of these transients may provide
some insight into the mechanisms of instability, and the role of radiation in this process.
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