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Abstract
We consider an equation with drift and either critical or supercritical fractional diffusion.
Under a regularity assumption for the vector field that is marginally stronger than what is re-
quired for Ho¨lder continuity of the solutions, we prove that the solution becomes immediately
differentiable with Ho¨lder continuous derivatives. Therefore, the solutions to the equation are
classical.
1 Introduction
The purpose of this paper is to study the regularity assumptions needed on a vector field b for the
solutions to an equation with drift and fractional diffusion
ut + b · ∇u+ (−△)
su = f (1.1)
to be differentiable (and therefore classical). We do not assume the vector field b to be divergence
free.
We will concentrate in the so called supercritical case s ∈ (0, 1/2]. The case s = 1 is usually
referred to as the critical case, and s ∈ (0, 1/2) as the supercritical regime because the drift term
is of higher order than the diffusion term. In [17] it is shown that if b ∈ C1−2s in space for s < 1/2
or b ∈ L∞ for s = 1/2, then u becomes Ho¨lder continuous for positive time. In this paper we
prove that with the slightly better regularity assumption b ∈ C1−2s+α for any α ∈ (0, 2s), we
obtain that the solution u becomes C1,α in space. This is large jump in regularity for a seemingly
minimal extra regularity assumption in b. Note that b ∈ C1−2s is the assumption that matches
the scaling of the equation. A slightly better assumption like b ∈ C1−2s+α allows us to use local
perturbative techniques and thus obtain much better regularity results.
For the case s ≥ 1/2, a related result has recently been obtained in [15], where a similar
regularity for an eigenvalue problem is established.
Our main result is the following.
Theorem 1.1. Let b be a vector field in L∞([−1, 0], C1−2s+α(B1)) and f ∈ L
∞([−1, 0], C1−2s+α(B1))
for some α ∈ (0, 2s), then any bounded solution u of (1.1) in [−1, 0]×B1 is C
1,α in space. More-
over, an estimate holds
||u||L∞([−1/2,0],C1,α(B1/2)) ≤ C
(
||u||L∞([−1,0]×Rn) + ||f ||L∞([−1,0],C1−2s+α(B1))
)
where the constant C depends on s, n and ||b||C1−2s+α only.
If b ∈ C1−2s and f ∈ C1−2s (case α = 0) we can prove that u is almost Lipschitz in space
making a mild local smallness assumption. We state that as a second theorem. The proof is
contained in the proof of Theorem 1.1.
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Theorem 1.2. There exists a δ > 0 such that the following result holds. Let b ∈ [−1, 0]× B1 be
a vector field such that for some r > 0 and any t ∈ [−1, 0],
sup
|x−y|<r
|b(t, x)− b(t, y)|
|x− y|1−2s
≤ δ. (1.2)
Assume also that f ∈ C1−2s in space, then any bounded solution u of (1.1) in [−1, 0]×B1 is C
β
in space for all β < 1. Moreover, an estimate holds
||u||L∞([−1/2,0],Cβ(B1/2)) ≤ C
(
||u||L∞([−1,0]×Rn) + ||f ||L∞([−1,0],C1−2s(B1))
)
where the constant C depends on r, s, n, β and ||b||C1−2s only.
The focus of this paper is on the regularity estimates for the solution u and not on the existence
or uniqueness for a given vector field b and initial value u(x, 0) = u0. It is our intention to use
this result as a useful criteria to conclude that a solution is classical that could be applied to a
variety of nonlinear equations with drift and fractional diffusion. Some applications are:
• It implies the result in [5] about a regularity criteria for the supercritical surface quasi-
geostrophic equation.
• It complements [4] and [12] to prove that the solutions to the supercritical Burgers equation
become classical for large time, instead of only Ho¨lder continuous.
• Combined with [17], it implies the result in [6]. Moreover, it proves a more general version
of the result where u = L(−△)−sθ for any operator L of order zero (any combination of
Riesz transforms or singular integrals), without assuming that div u = 0.
• For any conservation law with fractional diffusion
θt + divF (θ) + (−△)
sθ = 0
with F being a smooth nonlinear function, it proves that if θ ∈ C1−2s+α, then actually
θ ∈ C1,α and it is a classical solution.
• For the Hamilton Jacobi equation with fractional diffusion
ut +H(∇u) + (−△)
su = 0,
if H is smooth, it implies that if u ∈ C1,1−2s+α for some α > 0 then, applying Theorem
1.1 to the directional derivatives of u, u ∈ C2,α for all α < 2s. In the case of s = 1/2, this
provides an improvement of the regularity obtained in [18].
We also plan to use this result in future work for obtaining partial regularity results for non-
linear problems for which some decay can be proved. For example, we expect that the methods
in this paper would allow us to improve the results from [16] and [4], although these two results
have recently been improved with different methods in [8] and [12].
We stress that there is no assumption on the divergence of b for either Theorem 1.1 or Theorem
1.2. This allows us to apply the result to a larger class of equations. Moreover, there is no energy
inequality for equation (1.1) and variational methods do not seem to be suitable for a proof.
The idea of the proof is to approximate locally the solution to the drift-diffusion equation by a
solution to a drift-less problem via a change of variables (which is equivalent to approximating the
solution locally by the solution to a problem with constant drift). The drift-less problem has C∞
solutions, so we use it to show that there is a plane from which the solution separates slowly. A
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precise estimate on this separation leads to the C1,α estimate. This general idea goes back to the
classical result of Cordes [7] and Nirenberg [14] for second order elliptic equations. For stationary
integro-differential equation of order larger than one, it was developed in great generality in [2].
There is a difficulty that arises when trying to apply this method to integral equations of order
one or less. The problem is that the affine functions that are used in the approximations have a
linear growth at infinity that already makes the tails of the integrals divergent when s ≤ 1/2. In
this paper this difficulty is overcome by rewriting the equation using the extension from [1] and
complementing the affine function in the original variable x with an extra term in the variable y
with appropriate homogeneity (depending on s).
The organization of the paper is as follows. In section 2 we explain the extended problem.
The value 1 + 2s appears as the order of the second term in the expansion of solutions to the
extended problem, and that is the main reason of the constraint α < 2s in Theorem 1.1 even for
f = 0. In section 3 we discuss the applicability of Theorem 1.1 to viscosity solutions. Essentially,
the proof uses only the comparison principle with smooth sub and supersolutions, and thus it
adapts perfectly to the case of viscosity solutions. In sections 4 and 5, we develop the necessary
regularity estimates for the drift-less problem. These estimates are not difficult and they take a
large proportion of this article. But they need to be proved because the fractional heat equation
is not classical in its extended version. The proofs in section 4 and 5 use essentially the same
ideas as the usual heat equation and hence they are very standard. On a first read of this paper,
it would be convenient to just skim through the results in these two sections. In section 6, the
Ho¨lder estimates from [17] are adapted to the extended problem. Sections 7, 8 and 9 are where
the most important work of this paper is carried out specifically in order to prove Theorem 1.1.
Notation:
• The variable x will always be used for a point in Rn and y to be the extra coordinate in R+
for the extension to the upper half space. Sometimes the capital letter X will be used to
denote a point in the upper half space Rn × R+. Thus X = (x, y).
• By B+1 we denote the half ball centered at (0, 0) in the upper half space. i.e. B
+
1 = {(x, y) ∈
R
n × R+ : |x|2 + y2 < 1}.
• By B01 we denote the unit ball either in the original space R
n or in the boundary of the
upper half space Rn × {0}.
• By (∂B1)
+ we denote the upper half part of the boundary of the unit ball ∂B1 for which
y > 0. Thus (∂B1)
+ = ∂B1 ∩ {y > 0}. Also ∂B
+
1 = B
0
1 ∪ (∂B1)
+.
2 The extended problem
In [1], the fractional Laplacian was characterized as a Dirichlet to Neumann problem for a degen-
erate elliptic equation. More precisely, given a function f ∈ Rn → R, we can compute (−△)sf by
solving the following Dirichlet problem in the upper half space
u(x, 0) = f(x) in Rn
div ya∇u = 0 in Rn × R+
(2.1)
Then (−△)sf = c limy→0 y
a∂yu. Here ∇u stands for the full gradient respect to the original
variable x ∈ Rn and the extended variable y ∈ R+. The constant a is equal to 1− 2s. The most
effective way to remember the relation between a and s is to use dimensional analysis. The order
of the operator (−△)s is 2s, whereas ya∂yu is of order 1− a (−a because of y
a and +1 because of
∂y), thus 2s = 1− a.
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Note that since in this paper we focus on the case s ∈ (0, 1/2), the value of a stays in the range
a ∈ (0, 1).
We rewrite the equation (1.1) using the characterization of the fractional Laplacian as a Dirich-
let to Neumann operator given in [1].
ut(t, x, 0) + b(t, x) · ∇xu− c lim
y→0
ya∂yu(t, x, y) = f(t, x) for x ∈ R
n and t ∈ (0,∞)
div ya∇u = 0 for y > 0
(2.2)
The multiplicative constant c depends on the value of s (or, equivalently, on a). In terms of
the smoothness of the solution of (2.2), the value of c is irrelevant, since it can be modified with
a simple change of variables. So we will study the equation (2.2) with c = 1.
The usefulness of this construction comes from the fact that the equation has become local.
There is no integro-differential operator in (2.2), so the usual difficulty of keeping track of errors
coming from the tails of the integrals that one has to deal with when studying regularity of
integro-differential equations disappears in (2.2).
In the next lemmas, we will explore the behavior close to y = 0 of the solution to (2.1) when
the original function f is smooth.
It is useful to remember some special harmonic functions for the extension (2.1). The following
list plays the role of the first few harmonic polynomials.
• For any constant vector A ∈ Rn, the function u(x, y) = A ·x solves (2.1) and limy→0 y
a∂yu =
0.
• The function u(x, y) = 11−ay
1−a solves (2.1) and limy→0 y
a∂yu = 1.
• For any constant vector A ∈ Rn, the function u(x, y) = 11−ay
1−a A · x solves (2.1) and
limy→0 y
a∂yu = A · x.
• The function u(x, y) = x2 − n1+ay
2 solves (2.1) and limy→0 y
a∂yu = 0.
Functions of the form A ·x+ B1−ay
1−a play the role of the linear harmonic functions. Note that
the next harmonic polynomial would be of the form A ·x 11−ay
1−a, which has degree 2−a = 1+2s.
The following lemmas show that a first order approximation of smooth functions f close to the
boundary in the extension problem (9.1) has an error of order 1 + 2s. This is the reason why in
our main theorem, even if the right hand side is zero, we do not obtain a regularity estimate of
the solution u in the space C1,2s or better.
Lemma 2.1. Let f : Rn → R be a bounded function, f ∈ C1,1(B1), and u be its extension to the
upper half space:
u(x, 0) = f(x) on Rn × {0}
div ya∇u = 0 in Rn × (0,+∞)
Then, for x ∈ B1/2, u has the following expansion
u(x, y) = f(x) + y1−ag(x) +O(y2). (2.3)
More precisely, the error in the expansion is bounded by Cy2(||f ||L∞(Rn) + ||f ||C1,1(B1)) for a
constant C depending only on a and dimension.
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Proof. Note that since f is bounded, u is bounded as well from the maximum principle. Therefore,
the estimate of the expansion is trivially true for y > 1. We need to check the case of y smaller
than 1.
We compute u in terms of f explicitly using the Poisson kernel from [1].
u(x, y) = Cs
∫
Rn
f(x+ z)
y1−a
(|z|2 + y2)
n+1−a
2
dz
We consider g(x) = −c(−△)sf and we have
f(x) = Cs
∫
f(x)
y1−a
(|z|2 + y2)
n+1−a
2
dz
y1−ag(x) = Cs
∫
(f(x+ z)− f(x))
y1−a
|z|n+1−a
dz
Therefore, we estimate the error in (2.3).
|u(x, y)−f(x)− y1−ag(x)| =
= Cs
∣∣∣∣∣
∫
(f(x+ z)− f(x))y1−a
(
1
(|z|2 + y2)
n+1−a
2
−
1
|z|n+1−a
)
dz
∣∣∣∣∣
Since the kernel is even, the first order part of f in B1/2 intergrates to zero and we can estimate
the integral with the C1,1 norm of f .
≤ C
∫
(|z|2χB1/2 + χRn\B1/2)y
1−a
∣∣∣∣∣ |z|
n+1−a − (|z|2 + y2)
n+1−a
2
(|z|2 + y2)
n+1−a
2 |z|n+1−a
∣∣∣∣∣ dz
In order to estimate the value of this integral, we split the domain of integration in two subdomains:
R
n \By/2 and By/2.
For |z| > y/2, we can estimate the numerator in the kernel as∣∣∣|z|n+1−a − (|z|2 + y2)n+1−a2 ∣∣∣ ≤ C|z|n−1−ay2.
For z ∈ Rn \By/2, we estimate the integral
C
∫
Rn\By/2
|z|2y1−a
C|z|n−1−ay2
(|z|2 + y2)
n+1−a
2 |z|n+1−a
dz = Cy2
∫
Rn\By/2
y1−a
(|z|2 + y2)
n+1−a
2
dz
= Cy2
∫
Rn\By/2
y−n
(|z/y|2 + 1)
n+1−a
2
dz = Cy2
Finally, for |z| < y/2, we have
(|z|2 + y2)
n+1−a
2 ≈ Cyn+1−a∣∣∣|z|n+1−a − (|z|2 + y2)n+1−a2 ∣∣∣ ≈ Cyn+1−a
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Thus, we estimate
C
∫
By/2
|z|2y1−a
∣∣∣∣∣ |z|
n+1−a − (|z|2 + y2)
n+1−a
2
(|z|2 + y2)
n+1−a
2 |z|n+1−a
∣∣∣∣∣ dz ≤ C
∫
By/2
|z|2y1−a
|z|n+1−a
dz = Cy2
Which finishes the estimate of the error in (2.3).
The following lemma is a localized version of Lemma 2.1.
Lemma 2.2. Let u solve
u(x, 0) = f(x) on B01
div ya∇u = 0 in B+1
Assume that f ∈ C1,1(B01) and u ∈ L
2(B+1 , y
a). Then u has the following expansion in B+1/2.
u(x, y) = f(x) + y1−ag(x) +O(y2) (2.4)
for a function g ∈ C1+a and the error is controlled by Cy2(||f ||C1,1 + ||u||L2(ya)), where C depends
on n and a only.
Proof. Let v be the extension to the upper half space of the function f extended to Rn as zero
outside B01 .
v(x, 0) =
{
f(x) for |x| < 1
0 for |x| ≥ 1
div ya∇v = 0 in Rn × (0,+∞)
We apply Lemma 2.1 and obtain an expansion like (2.4) for v.
We are left to show that the remainder w = u − v has an expansion of the same kind. From
the maximum principle, |v| is bounded by ||f ||L∞ , and therefore ||v||L2(B+
1
,ya) ≤ C||f ||L∞ and
||w||L2(B+
1
,ya) ≤ C(||f ||L∞ + ||u||L2(B+
1
,ya)).
We can consider the odd extension of w to the full ball B1 by w(x,−y) = −w(x, y) so that w
solves the degenerate elliptic equation across {y = 0}:
div |y|a∇w = 0 in B1.
We apply the Harnack inequality from [11] to w. Then w is Ho¨lder continuous in the interior of
B1. Moreover, from the Cacciopoli inequality∫
B7/8
ya|∇w|2 ≤ C
∫
B1
ya|w|2. (2.5)
We will apply the boundary Harnack principle from [10] to w in B+1 . In order to apply that
theorem, we split w into its positive and negative parts
wp = w+ on ∂B+3/4
div ya∇wp = 0 in B+3/4
wn = w− on ∂B+3/4
div ya∇wn = 0 in B+3/4
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Thus, w = wp − wn, wp = wn = 0 on B03/4 and both w
p and wn are nonnegative. Since
div ya∇(y1−a) = 0 in the upper half space {y > 0} we can apply the Boundary Harnack theorem
from [10] to obtain that both wp/y1−a and wn/y1−a are Ho¨lder continuous up the the boundary
in B+5/8. Therefore, there exist a Ho¨lder continuous function g˜ such that
w(x, y) = g˜(x, y)y1−a in B+5/8.
Recalling that u = v+w, so far we have proved that u has an expansion of the form u(x, y) =
f(x) + y1−ag(x) +O(y1−a+α) for some α > 0 (the Ho¨lder exponent in g˜).
We can repeat the same argument for any derivative (or incremental quotient) of w with
respect to x. From Cacciopoli’s inequality, all those derivatives are in L2(ya) and also solve the
same equation. Therefore we obtain
wxi(x, y) = g˜xi(x, y)y
1−a in B+5/8.
with gxi Ho¨lder continuous. Repeating this argument, we obtain that g˜ is C
∞ in the x variable.
Now consider u2(x, y) = y
a∂yw. Then we have∫
y−au22 =
∫
B+
5/8
ya|∂yw|
2 ≤ C
∫
B+
3/4
ya|w|2 ≤ C(‖f‖L∞ + ||u||L2(B+
1
,ya))
2
u2(x, 0) = g˜(x, 0)
Moreover, as it is pointed out in [1], u2 satisfies the conjugate equation
div y−a∇u2 = 0 in B
+
5/8
So we can start over out argument with u2 instead of u and −a instead of a to obtain a Ho¨lder
continuous function h such that
u2(x, y) = g˜(x, 0) + y
1+ah(x, y) in B+1/2.
Therefore
w(x, y) =
∫ y
0
∂yw(x, z) dz =
∫ y
0
∂yy
−ag˜(x, 0) + yh(x, y) dz = y1−ag˜(x, 0) +O(y2)
Which finishes the proof.
Remark 2.3. Note that the function g(x) corresponds to the fractional Laplacian of f .
g(x) = lim
y→0
u(x, y)
y1−a
=
1
1− a
lim
y→0
ya∂yu(x, y)
Corollary 2.4. Let f : B01 → R be a C
1,1 function and u : B+1 → R satisfy the extension PDE:
u(x, 0) = f on B01
div(ya∇u) = 0 in B+1
where a > 0. Then there exists a number D and C > 0 such that
|u(x, y)− f(0)−∇f(0) · x−Dy1−a| ≤ C(x2 + y2 + |x|y1−a) (2.6)
where C and an upper bound for |D| depend on ||f ||C2(B0
1
) and ||u||L2(B+
1
,ya).
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Proof. From Lemma 2.2, u has an expansion of the form
u(x, y) = f(x) + y1−ag(x) +O(y2)
Since f ∈ C1,1, f(x) = f(0) + x · ∇f(0) +O(|x|2).
The function g is C1+a. Since a > 0, then g is Lipschitz. If we choose D = g(0), we have
g(x)y1−a = g(0)y1−a +O(|x|y1−a).
Adding the three terms together, we finish the proof.
3 Weak solutions
3.1 Viscosity solutions
Since we do not make any assumption on the divergence of b, integration by parts is complicated
and the distributional sense is not suitable for defining weak solutions of (1.1). Since we are
assuming that b is continuous, we can use the concept of viscosity solutions developed originally
by Crandall and Lions for Hamilton-Jacobi equations. The most straight forward way to define it
for the integral equation (1.1) is the following.
We say that a continuous function u is a viscosity solution of (1.1) if for every point (x0, t0) ∈
(−1, 0]×B01 and every bounded function φ : [−1, t0]× R
n such that
1. ϕ is smooth around (t0, x0),
2. φ(t0, x0) = u(t0, x0),
3. φ ≥ u (or respectively φ ≤ u) in [−1, t0]× R
n,
then
φt(t0, x0) + b(t0, x0) · ∇φ(t0, x0) + (−△)
sφ(t0, x0) ≤ f(t0, x0) ( or ≥ f(t0, x0) respectively.)
This is the definition used in [18]. in the same way as distributional solutions of PDEs are
defined based on the property of integration by parts against smooth functions, viscosity solutions
are defined based on the property of the comparison principle with smooth sub and super solutions.
This concept is more apparent in the following definition of viscosity solution for the extended
problem (2.2). Indeed, the definition says that a continuous function u is a viscosity solution if it
satisfies the appropriate comparison conditions with respect to smooth sub and super solutions.
We give the precise definition below.
We say that a continuous function u : [−1, 0]× B
+
1 → R solves (2.2) in the viscosity sense if
for any t ∈ [−1, 0], u(t, x, y) solves the Dirichlet problem (2.1) (classically) in {t} × B+1 and for
every function φ : [t0 − ε, t0]×B
+
ε (x0)→ R such that
1. ϕ is smooth in [t0 − ε, t0]×B
0
ε (x0),
2. ϕ satisfies div ya∇φ = 0 in B+ε (x0) for all t ∈ [t0 − ε, t0],
3. φt + b · ∇φ− limy→0 y
a∂yφ ≥ f (or ≤ f respectively) in (t0 − ε, t0]×B
0
ε (x0)
4. φ ≥ u (or ≤ u respectively) on {t0 − ε} ×B
+
ε (x0) ∪ [t0 − ε, t0]× (∂Bε(x0))
+,
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then φ ≥ u or φ ≤ u respectively, in the whole domain [t0 − ε, t0]× B
+
ε (x0).
It is not hard to prove that the definitions of viscosity solution for (1.1) implies the correspond-
ing definition for (2.2) after the extension (2.1).
Viscosity solutions is the most appropriate type of weak solutions for the results in this paper.
The actual equation is used directly only in the proof of Lemma 7.1, and the way it is used is to
compare the solution with a classical subsolution.
Note that for any other type of weak solution u (for example entropy solutions), the same
function would solve the equation in the viscosity sense as long as the comparison principle with
classical sub and super-solutions holds. In practical cases, a drift-fractional diffusion equation may
be obtained as the linearization of an equation for which the comparison principle can be shown
to apply, and thus the results of this paper would apply as well.
3.2 The vanishing viscosity method
One way to avoid the concept of weak solutions completely is by adding a vanishing viscosity term
and proving uniform estimates. This method is usually called the vanishing viscosity method. In
this context, it is not related to the concept of viscosity solutions at all despite the unfortunate
similarity of the names.
The idea consists in adding an artificial viscosity term to the equation
ut + b · ∇u+ (−△)
su− ε△u = f in [−1, 0]× Rn.
With the added artificial viscosity ε△u, the equation has a smooth classical solution.
If we prove that the estimates in this paper hold uniformly as ε → 0, then the existence of
classical solutions for (1.1) follows by passage to the limit. In terms of the extended equation, the
same idea applies to
ut + b · ∇u− ( lim
y→0
ya∂yu)− ε△u = f in (−1, 0]×B
0
1 .
div ya∇u = 0 in [−1, 0]×B+1 .
The estimates in this paper are indeed uniform as ε → 0. The explicit form of the equation
(2.2) is used only for Proposition 6.1 and Lemma 7.1. The first is a localized version of the result
in [17], which adapts to the vanishing viscosity method (as pointed out in that paper). The second
also adapts to the vanishing viscosity method as it is analyzed in Remark 7.3.
The vanishing viscosity method is a very common approach for nonlinear conservation laws.
It is used for example in [3], [13] and [9] for problems with drift and fractional diffusion.
In this paper we prefer to focus on the estimates but we will point out precisely how the proofs
adapt to either continuous viscosity solutions or to the vanishing viscosity approximation. It turns
out that the precise form of the equation is used only in very specific steps in the paper, so it is
only necessary to analyze the type of solution at those points (See remarks 7.2 and 7.3)
4 Interior estimates for the fractional heat equation
In order to carry out the perturbative arguments to prove the main theorem, we need to have
good local regularity estimates for the drift-less equation.
ut(t, x, 0)− lim
y→0
ya∂yu(t, x, y) = 0 on (−1, 0]×B
0
1
div ya∇u = 0 in [−1, 0]×B+1
(4.1)
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For any time t ∈ (0, 1), the solution of (4.1) is going to be C∞ in in the interior of B01 .
Moreover, u and all its partial derivatives of any order respect to x are Lipschitz in time. The
smoothness with respect to y can then be understood by Lemma 2.2.
Proposition 4.1. Let u be a bounded continuous solution of the equation (4.1), then u and ut
are C∞ with respect to the x variable in the interior of the domain. Moreover, for any multiindex
α, the following estimate holds
||∂αx u||L∞([−1/2,0]×B+
1/2
) ≤ Cα ‖u‖L∞([−1,0]×B+
1
) ,
||∂αx ∂tu||L∞([−1/2,0]×B0
1/2
) ≤ Cα ‖u‖L∞([−1,0]×B+
1
) .
Here the constant Cα depends on α, s and n only.
Proof. Note that if we show an estimate for u in C∞x (B
0
3/4), then the C
∞
x estimate in B
+
1/2 follows
by the fact that, for each time, u is a bounded solution of the Dirichlet problem for the elliptic
equation of the extension. The same argument cannot be made for ut since a priori we cannot
conclude that ut is bounded in the extension where y > 0.
By a classical translation and scaling argument, it is enough to show the estimate at the point
(0, 0, 0).
Let h(t, x) be the fractional heat kernel,
ht + (−△)
sh = 0 in (0,+∞)× Rn
h(x, 0) = δ0
There is no known closed form for h(t, x) in real variables. However, in Fourier variables it
is simply hˆ(t, ξ) = e−t|ξ|
2s
. Let us extend h to the upper half space h(t, x, y). Using the scale
invariance of the equation, we have that for some function H : Rn × R+ → R+,
h(t, x, y) = t−
n
2sH
(
t−
1
2s x, t−
1
2s y
)
(4.2)
The function H is the extension to the upper half space to the function whose Fourier transform
is e−|ξ|
2s
. It is bounded, smooth in x, and H(x, 0) ≈ (1 + |x|)−n−2s. From the Poisson formula in
[1] we also obtain |DkH(x, y)| ≤ C(1 + y)2s(1 + |x|+ y)−n−2s−k. The function h is bounded and
C∞ in x and t except around the point (0, 0, 0).
This function h is the heat kernel of fractional diffusion in the whole space. We will multiply it
by a smooth cutoff function in order to find an expression of u(x, y, t) in terms of localized integral
quantities. Let η be a smooth radially symmetric function in x and y, supported in B+7/8 and
identically one in B+3/4. Note that since η is radially symmetric and smooth, ∂yη(x, y) = O(|y|) as
y → 0. In particular limy→0 y
a∂yη(x, y) = 0.
At any point x ∈ B01/2, we can recover u(t, x) by the formula
u(x, t) = lim
τ→0+
∫
B0
1
u(τ, z)h(t− τ, x− z)η(x− z) dz. (4.3)
This formula allows us to compute estimates for solutions u of (4.1) in a bounded domain.
Let h˜(t, x, y) = h(t, x, y)η(x, y). Note that since ∂yη(x, y) = O(y) near {y = 0}, h˜ satisfies
h˜t − lim
y→0
ya∂yh˜ = 0.
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and also div ya∇h˜ is a bounded function supported in B
+
7/8 \ B
+
3/4 which is C
∞ in x. Let us
analyze its behavior as t→ 0.
div ya∇h˜(t, x, y) = div (ya∇ (hη))
= h div (ya∇η) + 2ya∇h · ∇η
= t−
n
2sH(t−
1
2sx, t−
1
2s y) div (ya∇η) + 2yat−
n
2s−1∇H(t−
1
2sx, t−
1
2s y) · ∇η
≈ C(x, y).
The last estimate uses that H(x, y) ≈ (|x| + y)−n−2s and ∇H(x, y) ≈ (|x| + y)−n−2s−1 for large
|x|+ y.
Using (4.3), we compute
u(0, x, 0)−
∫
B0
1
u(−1, z)h(1, x− z) dz =
∫ 0
−1
∂t
∫
B0
1
u(t, z)h˜(−t, x− z) dz dt
=
∫ 0
−1
∫
B0
1
ut(t, z) h˜(−t, x− z)− u(t, z) h˜t(−t, x− z) dz dt,
=
∫ 0
−1
∫
B0
1
−(−∆)su(t, z) h˜(−t, x− z)
+ u(t, z) (−∆)sh(−t, x− z) η(x− z) dz dt
=
∫ 0
−1
∫
B+
1
u(t, z, y) div
(
ya∇
(
h˜(−t, x− z, y)
))
dz dy dt
Now we have u(0, x, 0) written as a sum of two convolutions with functions which are C∞ in
x and compactly supported. Therefore u is C∞ in x and the first estimate of the Lemma follows.
From the equation (4.1), we have that
ut = lim
y→0
ya∂yu.
Since u is C∞ in x, the right hand side is well defined and C∞ in x. From this we deduce the
second estimate of the Lemma.
Remark 4.2. It is impossible to find a better regularity estimate in time in terms of the L∞
norm of u only. The problem is that the estimate for ∂tu on B
0
1/2 cannot be extended to B
+
1/2.
One can show that if u = 0 on (0, 1/2) × (∂B1)
+ and u = 1 on (1/2, 1) × (∂B1)
+, then indeed
the solutions to (4.1) will be only Lipschitz in time on {1/2} × B01/2. However, just assuming
that u is continuous on (0, 1)× (∂B1)
+ would imply that u is C1 in time from the expression of
ut = limy→0 y
a∂yu as a convolution.
5 Boundary behavior for the fractional heat equation
In this section we study the Ho¨lder continuity of the solution to the fractional heat equation (4.1)
on the parabolic boundary. All the estimates in this section are proved by comparing the actual
solution with explicit barriers. The results are very natural. They simply say that if the Dirichlet
boundary data for the fractional heat equation is Ho¨lder continuous, then the solution is Ho¨lder
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continuous on the boundary. We tried to make the computations of the barriers as simple as
possible, but some tedium is unavoidable. On a first reading of this paper, it would be advisable
to skim through the results in this section.
The estimates in this section follow from the local properties of the fractional heat equation
(4.1). The equation is properly a parabolic evolution equation on [−1, 0]×B01. For each fixed value
of t, u solves the elliptic equation div ya∇u = 0 on {t} × B+1 . We can expect to find regularity
estimates on [−1, 0] × B01 and also on {t} × B
+
1 for each t. However, in this section we do not
intend to analyze a modulus of continuity with respect to t for u(t, x, y) for positive values of y,
since intuitively those quantities are not connected by the equation.
We start by constructing a barrier that will be useful to understand the continuity of u close
to ∂B1 for each fixed t.
Lemma 5.1 (Barrier for (∂B1)
+). Let α ∈ (0, 1) and X0 = (x0, y0) be any point on ∂B
+
1 \{y = 0}.
There exists a constant C > 0 such that the function
B(X) = C(1 − |X |2)α + |X −X0|
α
is a supersolution of
div ya∇B ≤ 0 in B+1 .
Proof. One way to simplify the computations is to note that
div ya∇B = ya
(
△B +
a
y
∂yB
)
.
Let us use this formula to estimate the equation in the two terms of the definition of B. We
compute
div ya∇
(
(1− |X |2)α
)
= ya
(
△(1− |X |2)α +
a
y
∂y(1 − |X |
2)α
)
,
= ya
(
−α2(n+ a)(1− |X |2)α−1 + α(α − 1)4|X |2(1− |X |2)α−2
)
.
= yaα(1− |X |2)α−2
(
−2(n+ a)(1 − |X |2) + 4|X |2(α− 1)
)
This is a negative value since α < 1. Moreover, it becomes very negative as |X | gets close to 1.
Now we estimate the second term.
div ya∇ (|X −X0|
α) = αya
(
n+ α− 1 + a
y − y0
y
)
|X −X0|
α−2
Since y0 is positive and a > 0,
≤ αya (n+ α− 1 + a) |X −X0|
α−2
For all X ∈ B+1 , (1 − |X |
2)α−2 > c|X −X0|
α−2, so we can choose a constant C > 0 such that
div ya∇ (C(1− |X |)α + |X −X0|
α) ≤ 0
for all X ∈ B+1 .
Lemma 5.2 (Continuity on (∂B1)
+). Let u : B
+
1 → R be the solution to
div ya∇u = 0 in B+1
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Assume that for some (x0, y0) ∈ (∂B1)
+ and every (x, y) ∈ ∂B+1 we have
|u(x0, y0)− u(x, y)| ≤ C0((x − x0)
2 + (y − y0)
2)α
Then for some C > 0,
|u(x0, y0)− u(x, y)| ≤ CC0((x− x0)
2 + (y − y0)
2)α
for all (x, y) ∈ B+1 . Here C depends on s, n and α.
Proof. From the assumption, the function U(x, y) = u(x0, y0) + C0B(x, y) is larger or equal than
u on ∂B+1 , where B(x, y) = B(X) is the supersolution constructed in Lemma 5.1. Therefore, from
comparison principle u ≤ U in the whole half ball B+1 . Therefore
u(x, y)− u(x0, y0) ≤ C0B(x, y) ≤ C0C(|x − x0|+ |y − y0|)
α.
The next barrier is useful to analyze the Ho¨lder continuity close to B01 of solutions to div y
a∇u =
0 in B+1 . This barrier is not used in the rest of this section.
Lemma 5.3 (Barrier for B01). Let α ∈ (0, 1 − a) and x0 ∈ B
0
1 . There is a C ≥ 1 such that the
function
B(x, y) = |X − (x0, 0)|
α + Cyα
is a supersolution in the upper half space
div ya∇B ≤ 0 for y ∈ (0, 1).
The proof is a direct computation similar to the one of Lemma 5.1, so we omit it.
We now construct an auxiliary function that will be useful to construct barriers. Let B be the
only bounded solution of the following problem.
B(x, y) = 0 on (∂B1)
+
− lim
y→0
yaB(x, y) = 1 in B01
div ya∇B = 0 in B+1
The explicit formula for B can be computed using the intuition from [1] that the equation in
the upper half plane can be understood as the Laplace equation in fractional dimension.
B(X) =
∫
B0
1
Φ(z −X)− |X |−n−a+1Φ(z −X/|X |2) dz (5.1)
where Φ(X) = 1/|X |n−1+a for any X ∈ Rn+1 is the fundamental solution at the origin. It is
elementary to check that this is the correct formula for B.
From the formula (5.1) we can see a couple of elementary properties of B:
1. There exists c > 0 such that B(x, 0) ≥ c(1− |x|)s.
2. The maximum of B is achieved at x = y = 0. Moreover there exists c > 0 such that
B(0, 0)−B(x, y) ≥ c(|x|2 + y1−a).
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Lemma 5.4 (Continuity on ∂B01 × (−1, 0)). Let u be a solution to the localized fractional heat
equation (4.1). Assume that for some x0 ∈ ∂B
0
1 and t0 ∈ [−1, 0] we know
|u(t, x, y)− u(t0, x0, 0)| ≤ C0
(
|x− x0|
2 + y1−a + (t0 − t)
)α
for all (t, x, y) ∈ ({−1} ×B+1 ) ∪ ([−1, t0]× (∂B1)
+). Then there is a constant C > 0 such that
|u(t, x, y)− u(t0, x0, 0)| ≤ CC0
(
|x− x0|
2 + y1−a + (t0 − t)
)sα/2
for all (t, x, y) ∈ [−1, t0]×B
+
1 .
Here C depends on α, n and a but not on t0.
Proof. Let r = (|x− x0|
2/4 + y1−a/(1− a) + (t0 − t)). Let U be the following barrier function
U(t, x, y) = (x0 − x) · x0 +
1
1− a
y1−a + (t0 − t) + 2B(x, y)
where B(x, y) is the function in (5.1).
We see that r ≤ U ≤ Crs/2 in [−1, t0]×B
+
1 .
For a given (t1, x1, y1) ∈ [−1, t0] × B
+
1 , let us choose ρ = 4r
s/2
1 (where r1 = |x1 − x0|
2/4 +
y1−a1 /(1− a) + (t0 − t1)) so that on [−1, t0]× (∂B1)
+ ∪ {−1} ×B+1 we have
C0ρ
α−1U + C0ρ
α ≥ u(t, x, y)− u(t0, x0, 0)
Since both the left hand side and right hand side solve the localized fractional heat equation, then
also for all (t, x, y) ∈ [−1, t0]×B
+
1
u(t, x, y)− u(t0, x0, 0) ≤ C0ρ
α−1U + C0ρ
α
In particular
u(t1, x1, y1)− u(t0, x0, 0) ≤≤ CC0r
sα/2
1 .
The inequality from the other side follows by applying the same barrier bound to u(t0, x0, 0)−u.
Lemma 5.5 (Continuity on t = 0). Let u be a solution to the localized fractional heat equation
(4.1). Assume that for some x0 ∈ B
0
1 we know
|u(t, x, y)− u(−1, x0, 0)| ≤ C0
(
|x− x0|
2 + y1−a + t+ 1
)α
(5.2)
for all (t, x, y) ∈ {−1} ×B+1 ∪ [−1, 0]× ∂B
+
1 . Then there is a constant C > 0 such that
|u(t, x, y)− u(−1, x0, 0)| ≤ CC0
(
|x− x0|
2 + y1−a + t+ 1
)sα/2
for all (t, x, y) ∈ [0, T ]×B+1 .
where C depends on α, n and a.
Proof. We will use the following barrier function
U(t, x, y) = |x− x0|
2 +
n
(1 + a)
(
−y2 + 2y1−a
)
+ 2n(t+ 1)
which is a solution to (4.1). Let r = |x− x0|
2 + y1−a + t+ 1. Note that there are constants c and
C such that cr ≤ U ≤ Cr.
From (5.2),
|u(t, x, y)− u(−1, x0, 0)| ≤ C0r
α for all (t, x, y) ∈ {−1} ×B+1 ∪ [−1, 0]× (∂B1)
+
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Therefore, for any r1 > 0, on the parabolic boundary (t, x, y) ∈ {−1}×B
+
1 ∪ [−1, 0]× (∂B1)
+ we
have
u(t, x, y)− u(−1, x0, 0) ≤ C0cr
α−1
1 U + C0r
α
1
For any point (t1, x1, y1) and corresponding value of r1, we apply comparison principle to obtain
that
u(t, x1, y1)− u(−1, x0, 0) ≤ C0Cr
α
1 .
Using the same argument to bound u(−1, x0, 0)− u we finish the proof.
Lemma 5.6 (Main result of this section). Let u be a solution to the localized fractional heat
equation (4.1). Assume that ||u||L∞([−1,0]×B+
1
) ≤ C0 and the following regularity for the boundary
data:
||u||Cα({−1}×B+
1
) ≤ C0 (5.3)
||u||Cα([−1,0]×∂B0
1
) ≤ C0 (5.4)
||u(t, ., .)||Cα((∂B1)+) ≤ C0 for all t ∈ [−1, 0] (5.5)
There is a constant C such that if (t, x, y) is any point in [−1, 0]× B+1 and (t
∗, x∗, y∗) is either
its closest point on {t} × (∂B1)
+ if y > 0 or its closest point on ({−1} ×B01) ∪ ([−1, 0]× ∂B
0
1) if
y = 0, then
|u(t, x, 0)− u(t∗, x∗, y∗)| ≤ CC0(|x− x
∗|+ |y − y∗|+ |t− t∗|)α˜ (5.6)
for some α˜ > 0 depending on s, n and α only.
Proof. We will start the proof by analyzing the case y = 0. In this case y∗ = y = 0.
The point (t∗, x∗, 0) belongs either to the bottom of the parabolic boundary: {−1} × B01 or
the lateral boundary [−1, 0]× ∂B01 . We will analyze each of the two cases.
If (t∗, x∗, 0) ∈ {−1} × B01 , then from (5.3), (5.4) and (5.5), the hypothesis of Lemma 5.5 are
satisfied (with α/2 instead of α). So we apply Lemma 5.5 and prove (5.6) with α˜ = s2α/2
If (t∗, x∗, 0) ∈ [−1, 0]× ∂B01 , then from (5.3), (5.4) and (5.5), the hypothesis of Lemma 5.4 are
satisfied (with α/2 instead of α). So we apply Lemma 5.4 and prove (5.6) with α˜ = s2α/2
So we have finished the proof in the case y = 0. What we proved so far implies that for every
(t0, x0, y0) ∈ [−1, 0]× (∂B1)
+ and (t0, x, y) ∈ [−1, 0]× ∂B
+
1 (recall ∂B
+
1 = (∂B1)
+ ∪B01), we have
|u(t∗, x, y)− u(t∗, x∗, y∗)| ≤ CC0(|x− x
∗|+ |y − y∗|)α˜ (5.7)
Let us analyze the case y > 0 now. In this case (x∗, y∗) ∈ ∂B1. On the other hand, from (5.5)
and (5.7), we can apply Lemma 5.2 with x0 = x
∗ and y0 = y
∗ and finish the proof.
Remark 5.7. Note that the barriers in this section could be used (together with the comparison
principle) to show the existence of the solution of the Dirichlet problem for (4.1) by Perron’s
method.
6 Ho¨lder estimates for the equation with drift
Our assumption b ∈ C1−2s+α means that the vector field b is slightly better than C1−2s. From
[17], just from b being in the class C1−2s, we can obtain that the solution u is Ho¨lder continuous.
In this section, we adapt the result of [17] to the extended problem which allows us to localize the
estimate.
15
Proposition 6.1. Let u be a bounded function in [−1, 0]×B+1 solving
ut + b · ∇u− lim
y→0
ya∂yu(t, x, y) = f on (−1, 0]×B
0
1
div ya∇u = 0 in [−1, 0]×B+1
(6.1)
where b is a vector field in [−1, 0]×B1 which is C
1−2s in x and f is a scalar function in L∞([−1, 0]×
B01). Then u is Ho¨lder continuous in [−1/2, 0]×B
0
1/2 and also in {t}×B
+
1/2 for every t ∈ [−1/2, 0]
||u||Cα([−1/2,0]×B0
1/2
) + ||u||L∞([−1/2,0],Cα(B+
1/2
)) ≤ C||u||L∞((−1,0]×B+
1
)
for some constants α > 0 and C depending on s, ‖b‖C1−2s and the dimension n.
Proof. Consider the function v : [−1, 0]× Rn × R+ defined by
v(t, x, 0) =
{
u(t, x, 0) if |x| < 1
0 otherwise
div ya∇v = 0 for y > 0
Note that the function u− v satisfies
(v − u)(t, x, 0) = 0 in B01 ,
div ya∇(v − u) = 0 in B+1 .
Moreover, ‖v − u‖L∞ ≤ 2 ‖u‖L∞ . Thus, for every fixed value of t we can apply Lemma 2.2 to
obtain that
g(t, x) = lim
y→0
ya∂y(v − u)(t, x, y)
is differentiable in x (with an estimate depending only on ‖u‖L∞ . In particular, g is bounded on
[−1, 0]×B03/4.
Now, let us analyze the equation for v. We see that vt = ut and ∇v = ∇u on [−1, 0] × B
0
1 .
Therefore v satisfies the equation.
vy + b · ∇v − lim
y→0
ya∂yv(t, x, y) = f + g on (−1, 0]×B
0
1
div ya∇v = 0 in [−1, 0]×B+1
Since the right hand side g is bounded in [−1, 0]×B03/4, we can apply the main theorem from [17]
to obtain that v is Ho¨lder continuous in [−1/2, 0]×B+2/3. That means that u is Ho¨lder continuous
on [−1/2, 0]×B02/3. From this, one concludes that u is Ho¨lder continuous on {t} × B
+
1/2 for each
t ∈ [−1/2, 0] using the barrier from Lemma 5.3 and that u(t, ., .) solves the equation div ya∇u = 0
in B+1 .
7 The approximation lemma
The main lemma in this section says that if the vector field b and the right hand side f are very
small, then u differs very little from the solution to the fractional heat equation with the same
boundary condition. This lemma is important in order to carry out our proof by perturbation.
Indeed, the main idea of the proof of Theorem 1.1 will be to approximate the solution u with the
smooth solution of the drift-less problem with zero right hand side.
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Lemma 7.1. Let u be a continuous function that solves
ut + b · ∇u− lim
y→0
ya∂yu(t, x, y) = f on (−1, 0]×B
0
1
div ya∇u = 0 in [−1, 0]×B+1
(7.1)
Assume that ‖u‖L∞ ≤ 1, ‖u‖Cα([−1,0]×B0
1
) ≤ C and ‖u‖L∞([−1,0],Cα(B+
1
)) ≤ C for some α > 0.
Let v be a solution of the driftless problem
vt(t, x, 0)− lim
y→0
ya∂yv(t, x, y) = 0 on (−1, 0]×B
0
1
div ya∇v = 0 in [−1, 0]×B+1
v(t, x, y) = u(t, x, y) on the parabolic boundary: ([−1, 0]× (∂B1)
+) ∪ ({−1} ×B+1 ).
(7.2)
Then for every ε > 0 there exists a δ > 0 so that ‖u− v‖L∞([−1,0]×B+
1
) < ε every time that
||b||L∞([−1,0]×B0
1
) < δ and ||f ||L∞([−1,0]×B0
1
) < δ.
Proof. From Lemma 5.6, the for any (x, y, t) ∈ [−1, 0]×B+1 and (x
∗, y∗, t∗) as in Lemma 5.6, we
have
|v(x, y, t)− v(x∗, y∗, t∗)| ≤ C(|x − x∗|+ |y − y∗|+ |t− t∗|)α˜
On the other hand, since ‖u‖Cα([−1,0]×B0
1
) ≤ C and ‖u‖L∞([−1,0],Cα(B+
1
)) ≤ C, we also have
|u(x, y, t)− u(x∗, y∗, t∗)| ≤ C(|x − x∗|+ |y − y∗|+ |t− t∗|)α˜
But v(x∗, y∗, t∗) = u(x∗, y∗, t∗). Therefore, if (x, y, t) belongs to either [−1, 0] × (B+1 \ B
+
1−ρ) or
[−1,−1 + δ]×B01 , we have
|v(x, y, t)− u(x, y, t)| ≤ Cρα˜.
Moreover, on each time slice t ∈ [−1,−1+δ], we use maximum principle for the degenerate elliptic
equation
div ya∇(u − v) = 0 on {t} ×B+1 .
Then |u−v| ≤ Cρα˜ in [−1,−1+δ]×B+1 . Choosing ρ small enough, we can assure that |u−v| < ε/2
in ([−1, 0]×B+1 ) \ ([−1 + ρ, 0]×B
+
1−ρ).
From Proposition 4.1, ∇v is bounded in [−1 + ρ, 0] × B01−ρ with a bound depending only on
dimension, a, ρ and ‖v‖L∞ = 1. Therefore
vt(t, x, 0) + b · ∇v − lim
y→0
ya∂yv(t, x, y) ≤ Cδ in [−1 + ρ, 0]×B
0
1−ρ
We can conclude using maximum principle that v˜ = v− ε/2−Cδt ≤ u. Indeed, we know that
v˜ ≤ u on the boundary and complement of [−1 + ρ, 0]×B1−ρ, whereas inside we have
v˜t(t, x, 0) + b · ∇v˜ − lim
y→0
ya∂y v˜(t, x, y) ≤ −δ.
Similarly, we prove that v + ε/2 + Cδt ≥ u. We finish the proof by choosing δ small so that
Cδ < ε/2.
Remark 7.2. Note that the fact that u solves the equation (2.2) is used only to apply the
comparison principle with the classical subsolution v¯, thus u only needs to satisfy (2.2) in the
viscosity sense.
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Remark 7.3. The proof of Lemma 7.1 adapts with little work to the vanishing viscosity frame-
work. Indeed, if the equation for u is
ut + b · ∇u− ( lim
y→0
ya∂yu)− ε0△u = f on (−1, 0]×B
0
1
div ya∇u = 0 in [−1, 0]×B+1
(7.3)
then under the same hypothesis plus ε0 < δ, the solution to (7.2) approximates (7.3). The only
modification in the proof is that when we analyze the equation for v we also have the term ε0△v,
which is small since by Proposition 4.1, v is C2 in x.
8 The improvement of flatness lemma
Our main regularity result is proved iteratively by showing that the values of the solution separate
less and less from a plane in smaller scales. In each iteration we use the essential improvement of
flatness lemma which is stated and proved below.
Lemma 8.1. Let α be any positive number less than 2s, b ∈ C1−2s, and u be a continuous function
that solves
ut + b · ∇u− lim
y→0
ya∂yu(t, x, y) = f on (−1, 0]×B
0
1
div ya∇u = 0 in [−1, 0]×B+1
(8.1)
Assume that ‖u‖L∞ ≤ 1 and ‖b‖L∞ ≤ δ and ||f ||L∞ < δ. Then, if δ is small enough, there is a
radius r > 0, a vector A ∈ Rn and a C1 function D : [−r2s, 0]→ R such that
sup
[−r2s,0]×B+r
|u(t, x, y)− A · x−D(t)−
D′(t)
1− a
y1−a| ≤ r1+α (8.2)
Moreover, |A| is bounded by a universal constant C depending only on dimension, s, and ||b||C1−2s
and so are |D(t)| and |D′(t)|.
The idea of the proof is to use Lemma 7.1 from the previous section to show that u differs
very little from a solution v to the drift-less problem with zero right hand side. This function v is
smooth, so u is close to a smooth function and the result follows.
Proof of Lemma 8.1. From Proposition 6.1, the function u is Ho¨lder continuous in [−1/2, 0]×B01/2
and on {t} ×B+1/2 for all t ∈ [−1/2, 0].
Let v be the solution to the fractional heat equation in [−1/2, 0]× B+1/2 with u as boundary
values:
vt(t, x, 0)− lim
y→0
ya∂yv(t, x, y) = 0 on (−1/2, 0]×B
0
1/2
div ya∇v = 0 in [−1/2, 0]×B+1/2
v(t, x, y) = u(t, x, y) on ([−1/2, 0]× ∂B+1 ) ∪ ({−1/2} ×B
+
1/2).
(8.3)
From Lemma 7.1, |u− v| ≤ ε in [−1/4, 0]×B+1/4, where ε is arbitrarily small depending on the
choice of δ.
From Proposition 4.1, the function v is C∞ respect to x, and ∂tv and ∂t∇v are bounded in
the interior of [−1/2, 0]×B+1/2 with estimates depending on the oscillation of v, which is less than
one. In particular, if A = ∇v(0, 0, 0) and D = v(t, 0, 0), v satisfies
|v(t, x, 0)−D(t) −A · x| ≤ C(|x||t| + |x|2) ≤ Cr1+2s in [−r2s, 0]×B+r .
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Also from Proposition 4.1, D′(t) is bounded depending only on dimension and s.
Since v satisfies the equation (8.3), then D′(t) = ∂tv(t, 0, 0) = limy→0 y
a∂yv(t, 0, y). From
Lemma 2.2, v has an expansion of the following form in [−r2s, 0]×B+r .
v(t, x, y) = v(t, x, 0) +
y1−a
1− a
lim
y→0
ya∂yv(t, x, y) +O(y
2)
= A · x+D(t) +
D′(t)
1− a
y1−a +O(r1+2s)
Meaning that the last error term O(r1+2s) is bounded by Cr1+2s = Cr2−a for some constant C
independent of u and v.
Therefore, if α < 2s, we can choose r small such that
|v(t, x, y)−D(t)−A · x−
D′(t)
1− a
y1−a| ≤ Cr1+2s
≤
1
2
r1+α
Now we choose δ so that the ε that we obtained from Lemma 7.1 is less than 14r
1+α. So we
obtain
|u(t, x, y)−D(t)−A · x−
D′(t)
1− a
y1−a| ≤
1
2
r1+α + 2ε ≤ r1+α
which finishes the proof.
9 The proof of the main theorem
We start the proof of our main theorem by proving the result in the case b(t, 0) = 0 and f(t, 0) = 0.
The proof of the general case follows below and consist of combining this lemma with a change of
variables following the flow of the vector field.
Lemma 9.1. Let α ∈ (0, 2s), and u be a solution of
ut + b · ∇u− lim
y→0
ya∂yu(t, x, y) = f on (−1, 0]×B
0
1
div ya∇u = 0 in [−1, 0]×B+1
(9.1)
Assume u(0, 0, 0) = 0, ||u||L∞([−1,0]×B+
1
) ≤ 1 and
sup
(t,x)∈[−1,0]×B1
(
|b(t, x)|
|x|1−2s+α
)
≤ δ and sup
(t,x)∈[−1,0]×B1
(
|f(t, x)|
|x|1−2s+α
)
≤ δ (9.2)
(in particular b(t, 0) = 0 and f(t, 0) = 0 for all t). Then there exist A ∈ Rn and D : [−1/2, 0]→ R
such that ∣∣∣∣u(t, x, y)−A · x−D(t)− D′(t)1− ay1−a
∣∣∣∣ ≤ C(|x| + y + t 12s )1+α (9.3)
Proof. Let ρ > 0 be the radius r of Lemma 8.1. We will prove iteratively that there exists Ak and
Dk uniformly bounded such that
sup
(t,x,y)∈[−ρ2sk,0]×B+
ρk
∣∣∣∣u(t, x, y)− Ak · x−Dk(t)− D′k(t)1− a y1−a
∣∣∣∣ ≤ ρk(1+α). (9.4)
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For k = 0, we choose A = 0 and D = 0 and (9.4) holds. Now, let us assume we have shown
(9.4) up to some value of k and prove it for k + 1.
Let
v(t, x, y) = ρ−k(1+α)
(
u(ρ2skt, ρkx, ρky)− ρk Ak · x−D(ρ
2skt)− ρ−2sk
D′(ρ2skt)
1− a
y1−a
)
and b˜ = ρ(2s−1)kb(ρ2skt, ρkx) and f˜ = ρk(2s−1−α)f(ρ2skt, ρkx). We have that v solves
vt(t, x, 0) + b˜ · ∇v − lim
y→0
ya∂yv(t, x, y) = f˜ − ρ
−kαb˜ ·Ak on (−1, 0]×B
0
1 ,
div ya∇v = 0 in [−1, 0]×B+1 .
(9.5)
Note that f˜−ρ−kαb˜ ·Ak is small because of the assumption (9.2) and the fact that Ak is uniformly
bounded (independently of δ).
Note that the term −D(t) adds a −D′(t) to the derivative of v respect to time, which is
compensated by the term −D
′(t)
1−a y
1−a which does the same thing with the boundary derivative
limy→0 y
a∂yv(t, x, y).
From the inductive hypothesis, we know that |v| ≤ 1 in [−1, 0]× B+1 and from (9.2), we have
that |b˜| ≤ δ and |f˜ | < δ in [−1, 0]× B+1 . We can apply Lemma 8.1 to v to obtain that there are
A and D uniformly bounded such that∣∣∣∣v(t, x, y)− v(0, 0, 0)−A · x−D(t)− D′(t)1− ay1−a
∣∣∣∣ ≤ ρ1+a.
Therefore (9.4) holds for k+1 with Ak+1 = Ak + ρ
kαA and Dk+1 = Dk + ρ
k(α+a)D. This finishes
the proof of (9.4) by induction in k.
Note that by construction
|Ak| ≤ C
∑
i<k
ραi
|Dk|, |D
′
k| ≤ C
∑
i<k
ρ(α+a)i
So |Ak| and |Dk| are bounded by a convergent geometric series, and then they stay bounded
uniformly in k. Moreover, if we set
A = lim
k→∞
Ak
D = lim
k→∞
Dk
then, also by the geometric series bound, |Ak−A| ≤ Cρ
−kα and |Dk−D| ≤ Cρ
−k(α+a). Therefore,
(9.4) implies (9.3) and we finish the proof.
Remark 9.2. In the proof of Lemma 9.1, we see the importance of rewriting the equation (1.1)
using the extension as in (2.2). The slope with respect to time Dt is compensated by subtracting
Dy1−a/(1 − a) in the extended (artificial) variable. The terms fit together nicely and the error
terms from the nonlocal operators are completely avoided. Indeed, in this supercritical case, those
error terms would be very difficult to control without using the extension.
Remark 9.3. If α = 0, Lemma 9.1 still applies with A = 0, and all Ak in the proof equal to zero
as well.
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We now have all the results needed to prove the main theorem.
Proof of Theorem 1.1. Let u be a bounded solution to (1.1) in [−1, 0]× Rn. By the usual trans-
lation and dilation argument, it is enough to show that the estimate holds at the point (0, 0). We
will prove that there is a vector A ∈ Rn such that
|u(0, x)− u(0, 0)−A · x| ≤ C|x|1+α
(
||u||L∞ +
r1+α
δ
||f ||C1−2s+α
)
(9.6)
where δ is the constant from Lemma 9.1 and r depends on ‖b‖C1+2s−α .
We first normalize the solution by considering
u˜ =
u(r2st, rx)− u(0, 0)
||u||L∞ +
r1+α
δ ||f ||C1−2s+α
,
f˜ =
r2sf(r2st, rx)
||u||L∞ +
r1+α
δ ||f ||C1−2s+α
,
b˜ =
r2s−1b(r2st, rx)
||u||L∞ +
r1+α
δ ||f ||C1−2s+α
.
In this way, ||u˜||L∞ ≤ 1, and also ||f˜ ||C1−2s+α ≤ δ and ||b˜||C1−2s+α ≤ δ if r is small.
Note that u˜, b˜ and f˜ also satisfy the equation (1.1). We would finish the proof if we could apply
Lemma 9.1 to u˜, b˜ and f˜ . We extend u˜ and f˜ to the upper half space. Note that the extension of
u has the same L∞ norm as u by the maximum principle (indeed, all that is needed is that the
extension of u is bounded in [−1, 0]×B+1 ). The only hypothesis we are missing in order to apply
Lemma 9.1 are (9.2). We will make another change of variables.
We solve the following ODE backwards in time:
V (0) = 0,
V˙ (t) = b(t, V (t)) for t ∈ (−1, 0).
Since b is continuous, the ODE has at least one solution. Moreover, |V˙ | ≤ C since b is bounded.
We also define
S(t) =
∫ 0
t
f˜(s, 0) ds,
which is clearly the solution of
S(0) = 0
S˙(t) = −f(t, 0)
Therefore we now consider
u∗(t, x, y) = u˜(t, x+ V (t), y)− S(t)
b∗(t, x) = b(t, x+ V (t))− b(t, V (t))
f∗(t, x) = f˜(t, x)− f(t, 0).
And they solve the equation
u∗t + b
∗ · ∇u∗ − lim
y→0
ya∂yu
∗ = f∗ in (−1, 0]×B01
div ya∇u∗ = 0 in [−1, 0]×B+1
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Moreover, since ||f˜ ||C1−2s+α ≤ δ and ||b˜||C1−2s+α ≤ δ, then f
∗ and b∗ satisfy (9.2). So, we can
apply Lemma 9.1 to u∗ to obtain that there is A∗ ∈ R
n and D∗ : [−1/2, 0]→ R such that∣∣∣∣u∗(t, x, y)− u∗(0, 0, 0)−A∗ · x−D∗(t)− D′∗(t)1− a y1−a
∣∣∣∣ ≤ C(|x| + y + t 12s )1+α.
But note that u˜(0, x, y) = u∗(0, x, y) and
u(0, x, y) =
(
||u||L∞ +
r1+α
δ
||f ||C1−2s+α
)
v∗(0, r−1x, r−1y)
Therefore, if we set A = A∗
(
||u||L∞ +
r1+α
δ ||f ||C1−2s+α
)
r−1, we obtain
|u(0, x, 0)− u∗(0, 0, 0)−A · x| ≤ Cr|x|
1+α (||u||L∞ + ||f ||C1−2s+α) ,
which finishes the proof (recall that r depends on ||b||C1−2s+α).
Proof of Theorem 1.2. Repeating the proof of Theorem 1.1 but with α = 0 and A = 0, Theorem
1.2 follows. The smallness of b˜ follows from (1.2) for small r.
Remark 9.4. If we follow the iteration in the proof of Theorem 1.1 in the vanishing viscosity
framework, we see that the artificial viscosity term ε△u gets magnified in each successive scaling
by ρk(s−1). For a large value of k, this value would be above the threshold to apply Lemma 7.1.
But at that point the second order diffusion takes over, and the rest of the iteration is trivial using
the regularization of the perturbed second order heat equation.
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