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Abstract. In this paper, we study the pricing of contingent claims under
G-expectation. In order to accomodate volatility uncertainty, the price of the
risky security is supposed to governed by a general linear stochastic differential
equation (SDE) driven by G-Brownian motion. Utilizing the recently developed
results of Backward SDE driven by G-Brownian motion, we obtain the super-
hedging and suberhedging prices of a given contingent claim. Explicit results in
the Markovian case are also derived.
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1 Introduction
It is well known that the Black-Scholes formula depends on the underlying
volatility. Since it is difficult to forecast the prospective volatility process in
practice, it is natural to permit volatility uncertainty in contingent claim pricing
models (see [1]).
Motivated by measuring risk and other financial problems of volatility un-
certainty, Peng [19] introduced the notion of sublinear expectation space, which
is a generalization of probability space. As a typical case, Peng studied a
fully nonlinear expectation, called G-expectation Eˆ[·] (see [23] and the refer-
ences therein), and the corresponding time-conditional expectation Eˆt[·] on a
space of random variables completed under the norm Eˆ[| · |p]1/p. Under this
G-expectation framework (G-framework for short) a new type of Brownian mo-
tion called G-Brownian motion was constructed. The stochastic calculus with
respect to the G-Brownian motion has been established. For a recent account
and development ofG-expectation theory and its applications we refer the reader
to [5, 6, 13, 17, 18, 24, 25, 26, 28, 29].
There are other recent advances and their applications in stochastic calculus
which consists of mutually singular probability measures. For instance, Denis
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and Martini [3] developed quasi-sure stochastic analysis and Soner et al. [27]
have obtained a deep result of existence and uniqueness theorem of 2BSDE.
Various stochastic control (game) problems and the applications in finance are
studied in [10, 11, 12, 14, 15].
In this paper, we suppose that there are a riskless asset a risky security in a
financial market. Different from the existing literatures (see [2, 6, 30, 31]), the
price St to the risky security is governed by
dSt = ηtStdt+ µtStd〈B〉t + σtStdBt,
where B is a G-Brownian motion. For a given contingent claim ξ ∈ L2G(Ω) with
maturity time T , we obtain its superhedging and suberhedging prices. Explicit
results in the Markovian case are also derived. Our study bases on the recently
developed BSDE driven by G-Brownian motion in [7] and [8]:
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
g(s, Ys, Zs)d〈B〉s
−
∫ T
t
ZsdBs − (KT −Kt).
We mainly utilize the existence and uniqueness theorem in [7] and some impor-
tant properties such as comparison theorem, Feynman-Kac formula and Gir-
sanov transformation in [8].
The paper is organized as follows. In section 2, we formulate our contingent
claim pricing problem. The main results are given in section 3. In the Appendix,
we present some fundamental results on G-expectation theory and give proofs of
the comparison theorem of SDE driven by G-Brownian motion and the Girsanov
transformation in our context.
2 Statement of the problem
There are a riskless asset with return rt and a risky security in a financial
market. The price St to the risky securities is given by
dSt = ηtStdt+ µtStd〈B〉t + σtStdBt, t ≤ T , (2.1)
where (ηt), (µt), (σt) and
(
σ−1t
)
are all bounded processes in M2G(0, T ). The
readers may refer to the Appendix to find the basic definitions and fundamental
results in the G-framework.
We denote the wealth process by (Yt) and the amount of money invested in
the security by (ψt) at time t. Then the wealth process follows
dYt = rtYtdt+ ψt[(ηt − rt)dt+ µtd〈B〉t] + ψtσtdBt. (2.2)
Set Zt = ψtσt, bt = σ
−1
t (ηt − rt) and dt = σ−1t µt. Then (2.2) becomes
dYt = rtYtdt+ btZtdt+ dtZtd〈B〉t + ZtdBt, (2.3)
here Z is called the portfolio. In this note, we suppose that every Z ∈M2G(0, T )
is an admissible portfolio.
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At the initial time τ ∈ [0, T ], consider an investor with initial wealth η ∈
L2G(Ωτ ) and denote by Y
η,Z,τ the unique solution of the following SDE:
{
dY η,Z,τt = rtY
η,Z,τ
t dt+ btZtdt+ dtZtd〈B〉t + ZtdBt, t ∈ [τ, T ],
Y η,Z,ττ = η,
(2.4)
where Z ∈ M2G(τ, T ) is a given portfolio. For a contingent claim ξ ∈ LβG(ΩT )
with β > 2, we define the superhedging set
Uτ = {η ∈ L2G(Ωτ ) : ∃Z ∈M2G(τ, T ) such that Y η,Z,τT ≥ ξ, q.s.}
and the superhedging price Sτ = ess inf{η : η ∈ Uτ}. Similarly define the
subhedging set
Lτ = {η ∈ L2G(Ωτ ) : ∃Z ∈M2G(0, T ) such that Y −η,Z,τT ≥ −ξ, q.s.}
and the subhedging price Sτ = ess sup{η : η ∈ Lτ}.
Remark 2.1 For τ = 0, U0 ⊂ R, thus S0 = inf{y ∈ R : y ∈ U0} is well defined.
For τ > 0, Sτ = ess inf{η : η ∈ Uτ} is defined in the following sense:
(1) Sτ ∈ L2G(Ωτ );
(2) For each η ∈ Uτ , we have η ≥ Sτ q.s.;
(3) If ζ ∈ L2G(Ωτ ) such that ζ ≤ η q.s. for each η ∈ Uτ , then Sτ ≥ ζ q.s..
In this note, we will show that Sτ is well-posed which is non-trivial due to
the non-dominated probability measures in P. Similarly, Sτ is well defined.
3 Main results
3.1 State price process
We consider the following G-BSDE:
Yt = ξ−
∫ T
t
(rsYs+ bsZs)ds−
∫ T
t
dsZsd〈B〉s −
∫ T
t
ZsdBs− (KT −Kt), t ≤ T .
(3.1)
In order to introduce the state price process which can be used to solve the G-
BSDE (3.1), we construct an auxiliary extended G˜-expectation space (Ω˜T , L
2
G˜
(Ω˜T ), Eˆ
G˜)
with Ω˜T = C0([0, T ],R
2) and
G˜(A) =
1
2
sup
σ2≤v≤σ¯2
tr
[
A
[
v 1
1 v−1
]]
, A ∈ S2.
Let {(Bt, B˜t)} be the canonical process in the extended space (see [8]). Note
that 〈B, B˜〉t = t.
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By the state price process we mean the unique solution pi = (pit) to
dpit/pit = −rtdt− btdB˜t − dtdBt, pi0 = 1, (3.2)
which admits a closed form (see [8]): for 0 ≤ t ≤ T,
pit = exp{−
∫ t
0
(rs + bsds)ds} exp{−
∫ t
0
bsdB˜s − 12
∫ t
0
b2sd〈B˜〉s}
exp{− ∫ t
0
dsdBs − 12
∫ t
0
d2sd〈B〉s}.
By applying Itoˆ’s formula to pitYt, we obtain
Yt = Eˆ
G˜
t [
piT
pit
ξ], t ≤ T . (3.3)
3.2 Hedging prices
Theorem 3.1 (Hedging prices) Let ξ ∈ L2G(ΩT ) be a contingent claim. Sup-
pose that (rt), (ηt), (µt), (σt) and
(
σ−1t
)
are bounded processes in M2G(0, T ).
Then the superhedging and subhedging prices at any time τ are given by
Sτ = Eˆ
G˜
τ [
piT
piτ
ξ]
and
Sτ = −EˆG˜τ [−
piT
piτ
ξ].
Proof. By the definition of subhedging price, it is easy to get Sτ from the
superhedging price Sτ . Thus we only need to prove the superhedging price.
Step 1: We first show that for any η ∈ Uτ ,
η ≥ EˆG˜τ [
piT
piτ
ξ], q.s..
If η ∈ Uτ , then there exists a Z ∈M2G(τ, T ) such that Y η,Z,τT ≥ ξ. Thus
Y η,Z,τt = Y
η,Z,τ
T −
∫ T
t
(rsY
η,Z,τ
s +bsZs)ds−
∫ T
t
dsZsd〈B〉s−
∫ T
t
ZsdBs, t ∈ [τ, T ].
(3.4)
Let (Y¯t, Z¯t, K¯t)t≤T be the solution of the G-BSDE (3.1) corresponding to the
terminal value Y η,Z,τT . Then by (3.4) we get (Y¯t, Z¯t, K¯t) = (Y
η,Z,τ
t , Zt, 0) for
t ∈ [τ, T ]. Let (Y˜t, Z˜t, K˜t)t≤T be the solution of theG-BSDE (3.1) corresponding
to the terminal value ξ. Then by (3.3) we have Y˜t = Eˆ
G˜
t [
piT
pit
ξ] for t ≤ T . Note
that Y η,Z,τT ≥ ξ, then by the comparison theorem of G-BSDEs (see [8]) we
obtain
Y¯τ = Y
η,Z,τ
τ = η ≥ Y˜τ = EˆG˜τ [
piT
piτ
ξ], q.s..
Step 2: We now prove that EˆG˜τ [
piT
piτ
ξ] = Y˜τ ∈ Uτ .
For this purpose, we consider the following wealth process (Yˆt)t∈[τ,T ] with
the initial wealth Y˜τ and portfolio Z˜:
Yˆt = Y˜τ +
∫ t
τ
(rsYˆs + bsZ˜s)ds+
∫ t
τ
dsZ˜sd〈B〉s +
∫ t
τ
Z˜sdBs, t ∈ [τ, T ].
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On the other hand, (Y˜t, Z˜t, K˜t)t≤T is the solution of the G-BSDE (3.1) corre-
sponding to the terminal value ξ. Thus we get
Y˜t = Y˜τ +
∫ t
τ
(rsY˜s+ bsZ˜s)ds+
∫ t
τ
dsZ˜sd〈B〉s+
∫ t
τ
Z˜sdBs+ K˜t− K˜τ , t ∈ [τ, T ].
Note that K˜ is a decreasing process, then by the comparison theorem of SDE
(see Appendix) we obtain YˆT ≥ Y˜T = ξ q.s., which implies that Y˜τ ∈ Uτ .
This completes the proof. 
Remark 3.2 In the special case where ξ can be perfectly hedged, that is, there
exist y and Z such that Y y,Z,0T = ξ, then
S0 = S0 = Eˆ
G˜
t [
piT
piτ
ξ] = −EˆG˜t [−
piT
piτ
ξ].
Remark 3.3 Vorbrink (2010) obtains a characterization of hedging prices un-
der G-expectation. However, in place of our assumption, he adopts the strong
assumption that ηt = rt and µt = 0, so pit = exp{−
∫ t
0 rsds}.
3.3 Some special cases
Suppose that (rt), (σt) and
(
σ−1t
)
are deterministic continuous functions on the
time interval [0, T ]. ξ = Φ(ST ) is a contingent claim, where Φ : R→ R is a local
Lipschitz function, i.e., there exist a constant L > 0 and an positive integer m
such that
|Φ(x)− Φ(x′)| ≤ L(1 + |x|m + |x′|m)|x− x′|.
We consider the following G-BSDEs:
Yt = Φ(ST )−
∫ T
t
(rsYs + bsZs)ds−
∫ T
t
dsZsd〈B〉s −
∫ T
t
ZsdBs − (KT −Kt),
(3.5)
Y¯t = −Φ(ST )−
∫ T
t
(rsY¯s+ bsZ¯s)ds−
∫ T
t
dsZ¯sd〈B〉s −
∫ T
t
Z¯sdBs− (K¯T − K¯t).
(3.6)
By (3.3) and Theorem 3.1, we have Sτ = Yτ and Sτ = −Y¯τ .
By applying Itoˆ’s formula to exp{− ∫ t0 rsds}Yt, we obtain that Y˜t = exp{− ∫ t0 rsds}Yt,
Z˜t = exp{−
∫ t
0 rsds}Zt and K˜t =
∫ t
0 exp{−
∫ u
0 rsds}dKu is the solution of the
following G-BSDE:
Y˜t = exp{−
∫ T
0
rsds}Φ(ST )−
∫ T
t
bsZ˜sds−
∫ T
t
dsZ˜sd〈B〉s−
∫ T
t
Z˜sdBs−(K˜T−K˜t).
(3.7)
By the Girsanov transformation (see Appendix), we can define a consistent
sublinear expectation (E˜t[·])t≤T such that B˜t = Bt +
∫ t
0 bsds +
∫ t
0 dsd〈B〉s is
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a G-Brownian motion and K˜t is a martingale under E˜. Thus equation (3.7)
becomes
Y˜t + (K˜T − K˜t) = exp{−
∫ T
0
rsds}Φ(ST )−
∫ T
t
Z˜sdB˜s. (3.8)
Taking E˜t on both sides of equation (3.8), we obtain
Y˜t = E˜t[exp{−
∫ T
0
rsds}Φ(ST )]
= exp{−
∫ T
0
rsds}E˜t[Φ(ST )]
= exp{−
∫ T
0
rsds}E˜t[Φ(St exp(
∫ T
t
rsds− 1
2
∫ T
t
σ2sd〈B〉s +
∫ T
t
σsdB˜s))]
= exp{−
∫ T
0
rsds}E˜t[Φ(St exp(
∫ T
t
rsds− 1
2
∫ T
t
σ2sd〈B˜〉s +
∫ T
t
σsdB˜s))]
= exp{−
∫ T
0
rsds}E˜t[Φ(x exp(
∫ T
t
rsds− 1
2
∫ T
t
σ2sd〈B˜〉s +
∫ T
t
σsdB˜s))]x=St
= exp{−
∫ T
0
rsds}E˜[Φ(x exp(
∫ T
t
rsds− 1
2
∫ T
t
σ2sd〈B˜〉s +
∫ T
t
σsdB˜s))]x=St
= exp{−
∫ T
0
rsds}Eˆ[Φ(x exp(
∫ T
t
rsds− 1
2
∫ T
t
σ2sd〈B〉s +
∫ T
t
σsdBs))]x=St .
Thus we can get the following theorem.
Theorem 3.4 Suppose that (rt), (σt) and
(
σ−1t
)
are deterministic continuous
functions on the time interval [0, T ]. Let ξ = Φ(ST ) be a contingent claim,
where Φ : R→ R is a local Lipschitz function. Then
Sτ = exp{−
∫ T
τ
rsds}Eˆ[Φ(x exp(
∫ T
τ
rsds− 1
2
∫ T
τ
σ2sd〈B〉s +
∫ T
τ
σsdBs))]x=St
(3.9)
and
Sτ = − exp{−
∫ T
τ
rsds}Eˆ[−Φ(x exp(
∫ T
τ
rsds−1
2
∫ T
τ
σ2sd〈B〉s+
∫ T
τ
σsdBs))]x=St .
(3.10)
For each (τ, x) ∈ [0, T ]× R, we set
u(τ, x) = exp{−
∫ T
τ
rsds}Eˆ[Φ(x exp(
∫ T
τ
rsds− 1
2
∫ T
τ
σ2sd〈B〉s +
∫ T
τ
σsdBs)).
(3.11)
Then Sτ = u(τ, St) and u is the unique viscosity solution of the following
PDE (see Theorem 4.5 in [8]):
{
∂tu+G((σtx)
2∂2xxu) + rtx∂xu− rtu = 0,
u(T, x) = Φ(x).
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Example 3.5 We study the super and subhedging prices of a European call
option. Let the parameters in equation (2.1) be constants, i.e.
ηt := η, µt := µ and σt := 1.
Then the price process (St) becomes
dSt = ηStdt+ µStd〈B〉t + StdBt.
Suppose further that rt ≡ r and r is a constant. Thus bt = η − r, dt = µ and
the state price is
pit = exp{−µ(η−r)t} exp{−rt−(η−r)B˜t− 12 (η−r)2〈B˜〉t} exp{−µBt− 12µ2〈B〉t}.
Consider a European call option on the risky security that matures at date T
and has exercise price K. The super and subhedging prices at t can be written
in the form c(St, t) and c(St, t) respectively. At the maturity date,
c(ST , T ) = c(ST , T ) = max[0, ST −K] ≡ Φ(ST ).
By Theorem 3.1,
c(St, t) = Eˆ
G˜
t [
piT
pit
Φ(ST )]
and
c(St, t) = −EˆG˜t [−
piT
pit
Φ(ST )].
By the PDE approach, we obtain the following equations:
∂tc+ sup
σ2≤v≤σ2
{ 12vS2∂2SSc}+ rS∂Sc− rc = 0, c(S, T ) = Φ(S)
and
∂tc− sup
σ2≤v≤σ2
{− 12vS2∂2SSc}+ rS∂Sc− rc = 0, c(S, T ) = Φ(S).
Because Φ(·) is convex, so is c(·, t). It follows that the respective suprema in the
above equations are achieved at σ2 and σ2, and we obtain
∂tc+
1
2σ
2S2∂2SSc+ rS∂Sc− rc = 0, c(S, T ) = Φ(S)
and
∂tc+
1
2σ
2S2∂2SSc+ rS∂Sc− rc = 0, c(S, T ) = Φ(S).
Therefore,
c(St, t) = E
Pσ [
piT
pit
Φ(ST )) | Ft]
and
c(St, t) = E
Pσ [
piT
pit
Φ(ST ) | Ft].
In other words, the super and subhedging prices are the Black-Scholes prices
with volatilities σ and σ respectively.
Remark 3.6 In the above example, we find that the super and subhedging prices
are independent of η and µ.
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4 Appendix
We review some basic notions and results of G-expectation, the related spaces
of random variables and the backward stochastic differential equations driven
by a G-Browninan motion. The readers may refer to [7], [19], [20], [21], [22],
[23] for more details.
Definition 4.1 Let Ω be a given set and let H be a vector lattice of real valued
functions defined on Ω, namely c ∈ H for each constant c and |X | ∈ H if X ∈ H.
H is considered as the space of random variables. A sublinear expectation Eˆ on H
is a functional Eˆ : H → R satisfying the following properties: for all X,Y ∈ H,
we have
(a) Monotonicity: If X ≥ Y then Eˆ[X ] ≥ Eˆ[Y ];
(b) Constant preservation: Eˆ[c] = c;
(c) Sub-additivity: Eˆ[X + Y ] ≤ Eˆ[X ] + Eˆ[Y ];
(d) Positive homogeneity: Eˆ[λX ] = λEˆ[X ] for each λ ≥ 0.
(Ω,H, Eˆ) is called a sublinear expectation space.
Definition 4.2 Let X1 and X2 be two n-dimensional random vectors defined
respectively in sublinear expectation spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2). They
are called identically distributed, denoted by X1
d
= X2, if Eˆ1[ϕ(X1)] = Eˆ2[ϕ(X2)],
for all ϕ ∈ Cl.Lip(Rn), where Cl.Lip(Rn) is the space of real continuous functions
defined on Rn such that
|ϕ(x) − ϕ(y)| ≤ C(1 + |x|k + |y|k)|x− y| for all x, y ∈ Rn,
where k and C depend only on ϕ.
Definition 4.3 In a sublinear expectation space (Ω,H, Eˆ), a random vector
Y = (Y1, · · ·, Yn), Yi ∈ H, is said to be independent of another random vec-
tor X = (X1, · · ·, Xm), Xi ∈ H under Eˆ[·], denoted by Y⊥X, if for every test
function ϕ ∈ Cl.Lip(Rm × Rn) we have Eˆ[ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
Definition 4.4 (G-normal distribution) A d-dimensional random vector X =
(X1, · · ·, Xd) in a sublinear expectation space (Ω,H, Eˆ) is called G-normally
distributed if for each a, b ≥ 0 we have
aX + bX¯
d
=
√
a2 + b2X,
where X¯ is an independent copy of X, i.e., X¯
d
= X and X¯⊥X. Here the letter
G denotes the function
G(A) :=
1
2
Eˆ[〈AX,X〉] : Sd → R,
where Sd denotes the collection of d× d symmetric matrices.
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Peng [22] showed that X = (X1, · · ·, Xd) is G-normally distributed if and
only if for each ϕ ∈ Cl.Lip(Rd), u(t, x) := Eˆ[ϕ(x +
√
tX)], (t, x) ∈ [0,∞) × Rd,
is the solution of the following G-heat equation:
∂tu−G(D2xu) = 0, u(0, x) = ϕ(x).
The function G(·) : Sd → R is a monotonic, sublinear mapping on Sd
and G(A) = 12 Eˆ[〈AX,X〉] ≤ 12 |A|Eˆ[|X |2] =: 12 |A|σ¯2 implies that there exists
a bounded, convex and closed subset Γ ⊂ S+d such that
G(A) =
1
2
sup
γ∈Γ
tr[γA],
where S+d denotes the collection of nonnegative elements in Sd.
In this paper, we only consider non-degenerate G-normal distribution, i.e.,
there exists some σ2 > 0 such that G(A)−G(B) ≥ σ2tr[A−B] for any A ≥ B.
Definition 4.5 i) Let ΩT = C0([0, T ];R
d), the space of real valued continuous
functions on [0, T ] with ω0 = 0, be endowed with the supremum norm and let
Bt(ω) = ωt be the canonical process. Set
H0T := {ϕ(Bt1 , ..., Btn) : n ≥ 1, t1, ..., tn ∈ [0, T ], ϕ ∈ Cl.Lip(Rd×n)}.
Let G : Sd → R be a given monotonic and sublinear function. G-expectation is
a sublinear expectation defined by
Eˆ[X ] = E˜[ϕ(
√
t1 − t0ξ1, · · ·,
√
tm − tm−1ξm)],
for all X = ϕ(Bt1 − Bt0 , Bt2 − Bt1 , · · ·, Btm − Btm−1), where ξ1, · · ·, ξn are
identically distributed d-dimensional G-normally distributed random vectors in
a sublinear expectation space (Ω˜, H˜, E˜) such that ξi+1 is independent of (ξ1, ···, ξi)
for every i = 1, · · ·,m− 1. The corresponding canonical process Bt = (Bit)di=1 is
called a G-Brownian motion.
ii) Let us define the conditional G-expectation Eˆt of ξ ∈ H0T knowing H0t , for
t ∈ [0, T ]. Without loss of generality we can assume that ξ has the representation
ξ = ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · ·, Btm −Btm−1) with t = ti, for some 1 ≤ i ≤ m,
and we put
Eˆti [ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · ·, Btm −Btm−1)]
= ϕ˜(Bt1 −Bt0 , Bt2 −Bt1 , · · ·, Bti − Bti−1),
where
ϕ˜(x1, · · ·, xi) = Eˆ[ϕ(x1, · · ·, xi, Bti+1 −Bti , · · ·, Btm −Btm−1)].
Define ‖ξ‖p,G = (Eˆ[|ξ|p])1/p for ξ ∈ H0T and p ≥ 1. Then for all t ∈ [0, T ],
Eˆt[·] is a continuous mapping on H0T w.r.t. the norm ‖·‖1,G. Therefore it can be
extended continuously to the completion L1G(ΩT ) of H0T under the norm ‖·‖1,G.
Let Lip(ΩT ) := {ϕ(Bt1 , ..., Btn) : n ≥ 1, t1, ..., tn ∈ [0, T ], ϕ ∈ Cb.Lip(Rd×n)},
where Cb.Lip(R
d×n) denotes the set of bounded Lipschitz functions on Rd×n.
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Denis et al. [4] proved that the completions of Cb(ΩT ) (the set of bounded
continuous function on ΩT ), H0T and Lip(ΩT ) under ‖ · ‖p,G are the same and
we denote them by LpG(ΩT ).
For each fixed a ∈ Rd, Bat = 〈a, Bt〉 is a 1-dimensional Ga-Brownian motion,
where Ga(α) =
1
2 (σ
2
aaT
α+−σ2
−aaT
α−), σ2
aaT
= 2G(aaT ), σ2
−aaT
= −2G(−aaT ).
Let piNt = {tN0 , · · · , tNN}, N = 1, 2, · · · , be a sequence of partitions of [0, t] such
that µ(piNt ) = max{|tNi+1 − tNi | : i = 0, · · · , N − 1} → 0, the quadratic variation
process of Ba is defined by
〈Ba〉t = lim
µ(piNt )→0
N−1∑
j=0
(BatN
j+1
−BatN
j
)2.
For each fixed a, a¯ ∈ Rd, the mutual variation process of Ba and Ba¯ is defined
by
〈Ba, Ba¯〉t = 1
4
[〈Ba+a¯〉t − 〈Ba−a¯〉t].
Definition 4.6 Let M0G(0, T ) be the collection of processes in the following
form: for a given partition {t0, · · ·, tN} = piT of [0, T ],
ηt(ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t),
where ξi ∈ Lip(Ωti), i = 0, 1, 2, · · ·, N − 1. For p ≥ 1 and η ∈ M0G(0, T ),
let ‖η‖Hp
G
= {Eˆ[(∫ T
0
|ηs|2ds)p/2]}1/p, ‖η‖Mp
G
= {Eˆ[∫ T
0
|ηs|pds]}1/p and denote
by HpG(0, T ), M
p
G(0, T ) the completions of M
0
G(0, T ) under the norms ‖ · ‖HpG ,‖ · ‖Mp
G
respectively.
Theorem 4.7 ([4, 9]) There exists a weakly compact set P ⊂M1(ΩT ), the set
of probability measures on (ΩT ,B(ΩT )), such that
Eˆ[ξ] = sup
P∈P
EP [ξ] for all ξ ∈ H0T .
P is called a set that represents Eˆ.
Let P be a weakly compact set that represents Eˆ. For this P , we define
capacity
c(A) := sup
P∈P
P (A), A ∈ B(ΩT ).
A set A ⊂ ΩT is polar if c(A) = 0. A property holds “quasi-surely” (q.s. for
short) if it holds outside a polar set. In the following, we do not distinguish two
random variables X and Y if X = Y q.s..
Definition 4.8 A process {Mt} with values in L1G(ΩT ) is called a G-martingale
if Eˆs[Mt] =Ms for any s ≤ t.
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Let S0G(0, T ) = {h(t, Bt1∧t, · · ·, Btn∧t) : t1, . . . , tn ∈ [0, T ], h ∈ Cb,Lip(Rn+1)}.
For p ≥ 1 and η ∈ S0G(0, T ), set ‖η‖SpG = {Eˆ[supt∈[0,T ] |ηt|p]}
1
p . Denote by
SpG(0, T ) the completion of S
0
G(0, T ) under the norm ‖ · ‖SpG .
We consider the following type of G-BSDEs (in this paper we always use
Einstein convention):
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
gij(s, Ys, Zs)d〈Bi, Bj〉s
−
∫ T
t
ZsdBs − (KT −Kt), (4.1)
where
f(t, ω, y, z), gij(t, ω, y, z) : [0, T ]× ΩT × R× Rd → R
satisfy the following properties:
(H1) There exists some β > 1 such that for any y, z, f(·, ·, y, z), gij(·, ·, y, z) ∈
MβG(0, T );
(H2) There exists some L > 0 such that
|f(t, y, z)−f(t, y′, z′)|+
d∑
i,j=1
|gij(t, y, z)−gij(t, y′, z′)| ≤ L(|y−y′|+|z−z′|).
For simplicity, we denote by SαG(0, T ) the collection of processes (Y, Z,K)
such that Y ∈ SαG(0, T ), Z ∈ HαG(0, T ;Rd), K is a decreasing G-martingale with
K0 = 0 and KT ∈ LαG(ΩT ).
Definition 4.9 Let ξ ∈ LβG(ΩT ) and f satisfy (H1) and (H2) for some β > 1.
A triplet of processes (Y, Z,K) is called a solution of equation (4.1) if for some
1 < α ≤ β the following properties hold:
(a) (Y, Z,K) ∈ SαG(0, T );
(b) Yt = ξ+
∫ T
t f(s, Ys, Zs)ds+
∫ T
t gij(s, Ys, Zs)d〈Bi, Bj〉s−
∫ T
t ZsdBs−(KT −
Kt).
Theorem 4.10 ([7]) Assume that ξ ∈ LβG(ΩT ) and f , gij satisfy (H1) and
(H2) for some β > 1. Then equation (4.1) has a unique solution (Y, Z,K).
Moreover, for any 1 < α < β we have Y ∈ SαG(0, T ), Z ∈ HαG(0, T ;Rd) and
KT ∈ LαG(ΩT ).
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4.1 Comparison theorem of SDEs
Let τ ∈ [0, T ] and η ∈ L2G(Ωτ ), we consider the following type SDE:
Xt = η +
∫ t
τ
b(s,Xs)ds+
∫ t
τ
h(s,Xs)d〈B〉s +
∫ t
τ
σ(s,Xs)dBs + Vt − Vτ , (4.2)
where b, h, σ are given functions satisfying b(·, x), h(·, x), σ(·, x) ∈M2G(τ, T ) for
each x ∈ R and the Lipschitz condition, i.e.,
|b(t, x) − b(t, x′)|+ |h(t, x)− h(t, x′)|+ |σ(t, x) − σ(t, x′)| ≤ K|x− x′|;
(Vt)t∈[τ,T ] is a given RCLL process such that Eˆ[supt∈[τ,T ] |Vt|2] <∞. Peng [23]
proved that the above SDE has a unique solution X ∈M2G(τ, T ).
Theorem 4.11 Let (X it)t∈[τ,T ], i = 1, 2, be the solutions of the following SDEs:
X it = η
i +
∫ t
τ
bi(s,X
i
s)ds+
∫ t
τ
hi(s,X
i
s)d〈B〉s +
∫ t
τ
σ(s,X is)dBs + V
i
t − V iτ .
If η1 ≥ η2, b1 ≥ b2, h1 ≥ h2, V 1t − V 2t is an increasing process, then X1t ≥ X2t .
Proof. We have
Xˆt = ηˆ +
∫ t
τ
bˆsds+
∫ t
τ
hˆsd〈B〉s +
∫ t
τ
σˆsdBs + Vˆt − Vˆτ ,
where Xˆt = X
1
t −X2t , ηˆ = η1− η2, bˆs = b1(s,X1s )− b2(s,X2s ), hˆs = h1(s,X1s )−
h2(s,X
2
s ), σˆs = σ(s,X
1
s ) − σ(s,X2s ), Vˆt = V 1t − V 2t . For each given ε > 0, we
can choose Lipschitz function l(·) such that I[−ε,ε] ≤ l(x) ≤ I[−2ε,2ε]. Thus we
have
b1(s,X
1
s )− b1(s,X2s ) = (b1(s,X1s )− b1(s,X2s ))l(Xˆs) + bεsXˆs,
where bεs = (1−l(Xˆs))(b1(s,X1s )−b1(s,X2s ))Xˆ−1s ∈M2G(τ, T ) such that |bεs| ≤ K.
It is easy to verify that
|(b1(s,X1s )− b1(s,X2s ))l(Xˆs)| ≤ K|Xˆs|l(Xˆs) ≤ 2Kε.
Thus we can get
bˆs = b
ε
sXˆs +ms +m
ε
s, hˆs = h
ε
sXˆs + ns + n
ε
s, σˆs = σ
ε
sXˆs + l
ε
s,
where |mεs| ≤ 2Kε, |nεs| ≤ 2Kε, |lεs| ≤ 2Kε, ms = b1(s,X2s )− b2(s,X2s ) ≥ 0 and
ns = h1(s,X
1
s )− h2(s,X2s ) ≥ 0. Let Γεt be the solution of the following SDE:
Γεt = 1−
∫ t
τ
bεsΓ
ε
sds−
∫ t
τ
[hεs − (σεs)2]Γεsd〈B〉s −
∫ t
τ
σεsΓ
ε
sdBs.
By applying Itoˆ’s formula to Γεt Xˆt, we obtain that
Xˆt ≥ (Γεt )−1[
∫ t
τ
mεsΓ
ε
sds+
∫ t
τ
(nεs − σεs lεs)Γεsd〈B〉s +
∫ t
τ
lεsΓ
ε
sdBs].
Note that Γεt = exp(−
∫ t
τ
bεsds−
∫ t
τ
[hεs − 12 (σεs)2]d〈B〉s −
∫ t
τ
σεsdBs), thus we can
get Xˆt ≥ 0 by letting ε→ 0. 
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4.2 Girsanov transformation
We consider the following G-BSDE:
Yt = ξ +
∫ T
t
bsZsds+
∫ T
t
dsZsd〈B〉s −
∫ T
t
ZsdBs − (KT −Kt),
where (bt)t≤T and (dt)t≤T are bounded processes. For each ξ ∈ LβG(ΩT ) with
β > 1, define
E˜t[ξ] = Yt.
By Theorem 5.1 in [8], we know that E˜t[·] is a consistent sublinear expectation.
Theorem 4.12 ([8]) Let (bt)t≤T and (dt)t≤T be bounded processes. Then
(1) B˜t := Bt −
∫ t
0 bsds−
∫ t
0 dsd〈B〉s is a G-Brownian motion under E˜;
(2) for any decreasing G-martingale K˜ with K˜0 = 0 and K˜T ∈ LβG(ΩT ) for
some β > 1, we have E˜t[K˜T ] = K˜t;
(3) the quadratic variation process of B˜ under E˜ equals to 〈B〉.
Proof. (1) and (2) can be found in [8]. We only prove (3). For each fixed t > 0,
it is easy to check that
lim
n→∞
Eˆ[|
n−1∑
i=0
|B˜ i+1
n
t − B˜ in t|
2 − 〈B〉t|2] = 0.
By Proposition 3.7 in [7], we can get E˜[|∑n−1i=0 |B˜ i+1
n
t − B˜ in t|
2 − 〈B〉t|β ] → 0
as n → ∞ for some β ∈ (1, 2). On the other hand, E˜[|∑n−1i=0 |B˜ i+1
n
t − B˜ in t|
2 −
〈B˜〉t|β ]→ 0 as n→∞. Thus 〈B˜〉t = 〈B〉t under E˜. 
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