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Abstract
Probabilistic Quantum Memory (PQM) is a data structure that computes the distance from a binary input
to all binary patterns stored in superposition on the memory. This data structure allows the development of
heuristics to speed up artificial neural networks architecture selection. In this work, we propose an improved
parametric version of the PQM to perform pattern classification, and we also present a PQM quantum circuit
suitable for Noisy Intermediate Scale Quantum (NISQ) computers. We present a classical evaluation of a
parametric PQM network classifier on public benchmark datasets. We also perform experiments to verify
the viability of PQM on a 5-qubit quantum computer.
Keywords: Quantum computing, Probabilistic quantum memory, Machine learning
1. Introduction
Quantum Computing is a computational paradigm that has been harvesting increasing attention for
decades now. Several quantum algorithms have time advantages over their best known classical coun-
terparts [1, 2, 3, 4]. The current advances in quantum hardware are bringing us to the era of Noisy
Intermediate-Scale Quantum (NISQ) computers [5]. The quest for quantum supremacy is the search for an
efficient solution of a task in a quantum computer that current classical computers are not able to efficiently
solve. Some authors argue that given the current state of the art, we will achieve quantum supremacy in the
next few years [6]. One of the approaches to achieve this supremacy and to expand the potential applications
of quantum computers is through quantum machine learning [7].
Machine learning (ML) [8] aims at developing automated ways for computers to learn a specific task from
a given set of data samples. ML has several applications in image classification [9], NP-hard problems [10]
and others. Some of the limitations of ML are the lack of algorithms to select an ML method and to avoid
local minimums.
Quantum machine learning investigates the use of quantum computing concepts to build quantum-
enhanced machine learning models able to outperform the classical ones [7]. For instance, quantum com-
puting can be used to efficiently convert a nonlinearly separable dataset into a linearly separable one by
exploiting the exponential size of quantum spaces [11] and to select neural networks architectures with-
out dependence of weights initialization [12, 13]. Quantum machine learning proposes speedups of some
algorithms used in machine learning such as reinforcement learning [14] and systems of linear equations [15].
There are several works proposing quantum machine learning models such as a quantum generalization
of a neural network [16], a quantum distance-based classifier [17], and quantum associative memories [18,
19, 20, 21]. In [20, 21] is introduced a Probabilistic Quantum Memory (PQM) that computes the Hamming
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distance from an n-bits input pattern to k n-bits patterns with computational cost linear in the number of
bits, O(n).
However, the PQM [20] (and quantum associative memories in general) has received criticism from
various authors. The memory state is lost in every execution of the retrieval algorithm when the memory
state is measured. Memory collapse is considered to be the main limitation of this memory [22] as argued
in [23] since the O(m) cost to reload m patterns in the memory using its storage algorithm jeopardizes the
PQM advantages. Another author [24] claims that the probabilistic quantum memory cannot be considered
as a complete model. However, in [4] we show a PQM application in which a single execution of the retrieval
algorithm is sufficient to evaluate, probabilistically, the artificial neural networks architectures without the
need for weights initialization. We used the PQM as a data structure to store and train artificial neural
networks in superposition and to devise a quantum algorithm able to evaluate and select neural network
architectures.
The objective of this work is to improve the PQM model in pattern classification tasks extending the
model described in [25]. To accomplish this aim, we propose two approaches:
1. We introduce the Parametric PQM (P-PQM), where the parameter allows the PQM to compute a
weighted Hamming distance and adapt the model to the given training dataset.
2. We also propose a hybrid classical-quantum version of the PQM retrieval algorithm suitable for NISQ
computers.
The remainder of this work is structured as follows. Section 2 gives the concepts of quantum computing
to make this work self-contained. Section 3 describes related works and the probabilistic quantum memory,
and Section 4 presents a quantum weightless classifier and one of its limitations. Section 5 and Section 6
show the main contributions of this work. In Section 5, we describe the proposed parametric probabilistic
quantum memory and present simulated experiments to evaluate a weightless neural network based on the
P-PQM. In Section 6, we present a modification of the PQM that allows its implementation in a NISQ
computer. Finally, in Section 7 we draw some conclusions and list some possible further works.
2. Quantum Computing
Quantum computing is a field that is receiving increasing attention due to its current advances [5]. It is
a field that uses concepts and results from quantum mechanics and computing theory. A quantum computer
is a computational device capable of representing and manipulating information at the quantum level to
perform computational tasks [26]. In quantum computing, the quantum bit (qubit) represents the basic
unit of information, representing a two-level quantum system. Analogously to the behavior of a subatomic
particle, the qubit can be in more than one basis state at a given time. Eq. (1) describes one qubit in
superposition (linear combination), where |0〉 and |1〉 are orthonormal vectors (basis), α and β are the
probabilistic amplitudes (complex numbers) associated with the states |0〉 and |1〉, and |α|2 + |β|2 = 1.
|ψ〉 = α|0〉+ β|1〉 (1)
As is customary in quantum computing, the basis is fixed to {|0〉, |1〉}, and is called the computational
basis, where
|0〉 =
[
1
0
]
and |1〉 =
[
0
1
]
.
Quantum gates are used to modify the state of a quantum system.
In the computational basis, a gate is represented by a unitary matrix and carries out a reversible operation
on the quantum state.
The Pauli gates are examples of quantum operators. They are defined by the matrices below.
X =
[
0 1
1 0
]
;Y =
[
0 i
−i 0
]
;Z =
[
1 0
0 −1
]
2
The Hadamard gate H (Eq. (2)) can create a state superposition; where H|0〉 = 1√
2
(|0〉 + |1〉) and
H|1〉 = 1√
2
(|0〉 − |1〉).
H =
1√
2
[
1 1
1 −1
]
(2)
Controlled gates operate on a target qubit depending on the state of another qubit used as control.
The CNOT gate is the controlled version of the X gate and flips target qubit if the control qubit is in
the state |1〉. Eq. (3) describes the CNOT gate.
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 (3)
An important characteristic of quantum systems is the need to measure for extracting information from
a quantum state. After a measurement, the system collapses to one of its superposed basis states. Given
the quantum state described in Eq. (4), the probability of finding |i〉 after a measurement is pi = |αi|2 and
the state will collapse to |i〉.
|ψ〉 =
∑
i
αi|i〉 (4)
Due to the capacity of dealing with states in superposition and other incorporated quantum effects (such
as entanglement), quantum computers provide an alternative way of computing, which presumably could
be used to solve problems in a way that presumably has no counterpart in classical computing [1].
3. Related works
The first model of Quantum Associative Memory (QAM) was proposed in [18] and used a variation of
Grover’s algorithm. The main idea of QAM is to store patterns in superposition, allowing to store 2n patterns
using n qubits. The use of Grover’s algorithm is one limitation of the first QAM that searches for exact
patterns and not similar patterns. The QAM performs a search for exact patterns and not similar patterns,
and the required number of quantum operators limit the use of QAM in NISQ computers. A Probabilistic
Quantum Memory (PQM) was proposed in [20]. The retrieval algorithm of the PQM is not based on Grover’s
algorithm and searches for similar patterns instead of performing an exact search. However, the retrieval
algorithm is probabilistic and depends on the distribution of patterns stored in the memory.
Quantum associative memories have been used to perform classification tasks in several works [27, 17,
23, 4, 28, 29, 30]. In [29] Grover’s algorithm and a quantum associative memory based on it are used to
perform classification tasks in a toy dataset representing orange and apples with 3-qubit patterns. In [23]
the PQM is used to classify digits from the MNIST dataset, the PQM accuracy on the test set is only 50%.
An evaluation of the PQM in benchmark classification datasets was performed in [25]. One limitation of
the PQM is the lack of parameters to adjust the model to a dataset [25, 23].
3.1. Probabilistic Quantum Memories
In this section, we present the quantum memory model used to build a weightless network classifier.
The Probabilistic Quantum Memory (PQM) [20, 21] is a content-addressable quantum memory. It outputs
the probability of a given input pattern being stored in the memory by calculating the Hamming distance
between the input pattern and all the patterns stored in the memory. It is a probabilistic model designed to
recognize incomplete or noisy information. Despite being an associative model, the PQM possess a highly
scalable storage capability, being able to store all the possible 2n binary patterns of n bits. The following
subsections explain the PQM storage and retrieval algorithms.
3
3.1.1. The Storage algorithm
The storage algorithm receives a dataset data = ∪ri=1{pi} with r patterns each with n bits, uses three
quantum registers and follows Algorithm 1 to produce state |M〉 described in Eq. (5).
|M〉 = 1√
r
r∑
i=1
∣∣pi〉 (5)
Before being processed and stored on the memory, every pattern must be initialized in an input register |p〉n.
The memory itself is separated from the input patterns which have not yet been processed and resides in the
register |m〉n. After the end of the storage algorithm, the register |m〉n will be in the state |M〉; |m〉n refers to
the memory quantum register during the construction of the uniform superposition and |M〉 is the resulting
memory state. The last quantum register used is an auxiliary two-qubit register |u〉2 = |u1u2〉 = |u1〉⊗ |u2〉,
ui ∈ {0, 1}, which is used to keep tabs on which patterns are already stored and which still need to be
processed and written. The algorithm initial state
∣∣ψ10〉 using the three registers is shown in Eq. (6).∣∣ψ10〉 = |p1p2 · · · pn;u1u2;m1m2 · · ·mn〉 (6)
Algorithm 1: Probabilistic quantum memory storage algorithm
1 Prepare the initial state
∣∣ψi0〉 = |01, · · · , 0n; 01; 01, · · · , 0n〉
2 foreach pi ∈ data do
3 Load pi into quantum register |p〉n
4
∣∣ψi1〉 = ∏nj=1 2CNOTpij ,u2,mj ∣∣ψi0〉
5
∣∣ψi2〉 = ∏nj=1XmjCNOTpij ,mj ∣∣ψi1〉
6
∣∣ψi3〉 = nCNOTm1···mn,u1∣∣ψi2〉
7
∣∣ψi4〉 = CSr+1−iu1,u2 ∣∣ψi3〉
8
∣∣ψi5〉 = nCNOTm1···mn,u1∣∣ψi4〉
9
∣∣ψi6〉 = ∏nj=1 CNOTpij ,mjXmj ∣∣ψi5〉
10
∣∣ψi7〉 = ∏nj=1 2CNOTpij ,u2,mj ∣∣ψi6〉
11 Unload pi from quantum register |p〉n
12 end
Algorithm 1 describes the storage algorithm receiving as input a dataset with r n-bit patterns. Step 1
initializes the quantum registers |p〉n|u〉2|m〉n with the quantum state |0〉n|01〉|0〉n. The second qubit in |u〉2
indicates whether a pattern has been already stored or not. In this case, a |1〉 in the second qubit of |u〉2,
.i.e. |u2〉 = |1〉, indicates that the pattern has not been stored yet.
The for loop in line 2 is repeated for each pattern pi in data. Step 1 initializes the quantum register
|p〉n with a pattern pi from data. Step 4 uses n 2CNOT operations to make a copy of the n bits from the
pattern in |p〉n to the respective |m〉n register flagged by |u2〉 = |1〉. The 2CNOT operation is equivalent
to a Toffoli gate that flips the target bit if the two control bits are in state |1〉.
Step 5 applies CNOT operations to registers |p〉n and |m〉n followed by an X operation to |m〉n. This
step fills with 1s all the bits in the memory register which are equal to the respective bits in register |p〉n;
this is true only for the pattern which is being currently processed.
Line 6 uses the nCNOT operation, which is a generalization of the CNOT gate for n bits. The operation
is controlled by all the bits of |m〉n and is applied to the first bit of |u〉n. Thus, if |m〉n = |1〉n the first bit
of |u〉2 is flipped.
Step 7 adds the input pattern pi to the memory register with uniform amplitudes. This is done by
applying the CSj gate, shown below:
4
CSj =

1 0 0 0
0 1 0 0
0 0
√
j−1
j
1√
j
0 0 −1√
j
√
j−1
j

The remaining steps apply the inverse operations to return the memory to its initial state and prepare
it to receive the next pattern. The algorithm runs until all the patterns have been processed and stored on
|M〉.
3.1.2. The Retrieval Algorithm
The retrieval algorithm computes the Hamming distance between the input and all the patterns super-
posed in the memory quantum state. It probabilistically indicates the chance of a given input pattern being
in the memory based on the results of its distance distribution to the stored patterns in superposition. If
the input pattern is very distant from the patterns stored in the memory, one will obtain |1〉 as a result with
a significant probability. Otherwise, |0〉 would be obtained. Since the memory state is in a superposition,
the retrieval algorithm can calculate the distances from input to all the patterns at once.
The PQM retrieval algorithm is described in Algorithm 2. It uses three quantum registers: |i〉, |m〉 and
|c〉. The pattern size gives the size of the first two registers and |c〉 is a single qubit register. Step 1 of
the algorithm loads the input pattern into the first register. The second register |m〉 is the memory that
contains all the stored patterns and |c〉 is a control qubit initialized with a uniform superposition of |0〉 and
|1〉. The quantum state after the first step of the algorithm can be seen in Eq. (7), where r is the number
of stored patterns.
Algorithm 2: Probabilistic quantum memory retrieval algorithm
1 Load the input s pattern in the quantum register |i〉
2 |ψ1〉 =
∏n
j=1XmjCNOTij ,mj |ψ0〉
3 |ψ2〉 =
∏n
i=1
(
CU−2
)
c,mi
∏n
j=1 Umj |ψ1〉
4 |ψ3〉 = Hc
∏1
j=n CNOTij ,mjXmj |ψ2〉
5 Measure qubit |c〉
6 if c == 0 then
7 Measure the memory to obtain the desired state.
8 end
|ψ0〉 = 1√
2r
r∑
k=1
∣∣i; pk; 0〉+
1√
2r
r∑
k=1
∣∣i; pk; 1〉 (7)
Step 2 sets the jth qubit in memory register to |1〉, if the jth bit of input and memory are equal; and
set to |0〉, if they differ. If a pattern stored in the memory is identical to the input pattern, step 2 will set
its memory state to |1〉n, where n is the pattern size. In step 3, the operators U (described in Eq. (8)) and
controlled U−2 are applied to the memory registers.
U =
[
e(i
pi
2n ) 0
0 1
]
(8)
Step 3 is responsible for computing the Hamming distance between the input pattern s and the patterns
in the memory. It computes the number of 0s in the memory register (the qubits that differ between memory
5
and input). When |c〉 is |0〉, step 3 calculates the number of 0s in the memory state with a positive sign and
with a negative sign when |c〉 is |1〉.
Step 4 reverts the memory register to its original state by computing the inverse of step 2. Step 5
measures the quantum register |c〉. An input pattern similar to the stored patterns increases the probability
of measuring |c〉 = 0, and an input that is very distant to the stored patterns increases the probability of
measuring |c〉 = 1. The measurement probabilities can be seen in Eq. (9), where r is the number of stored
patterns and dH(s, p
k) denotes the Hamming distance between input and the kth stored pattern.
P (|c〉 = |0〉) =
r∑
k=1
1
r
cos2
( pi
2n
dH(s, p
k)
)
P (|c〉 = |1〉) =
r∑
k=1
1
r
sin2
( pi
2n
dH(s, p
k)
) (9)
4. The Quantum Weightless Classifier
The Quantum Weightless Neural Network Classifier [31] (QWC) is composed of Probabilistic Quantum
Memories acting as the network neurons. The model is devised by using an array of PQM instances capable
of distance-based classification. Each PQM instance, by itself, works as a single class classifier, being
responsible for the classification of just one of the classes in the dataset. The model does not demand any
training in the sense that the neurons do not have to be iteratively adjusted to learn from the training
patterns. The model classification algorithm and the necessary setup are detailed below.
4.1. The Setup Algorithm
The Quantum Weightless Classifier requires an initial setup algorithm in order to perform classification
tasks. For a given dataset with n classes, the model has n PQMs acting as neurons. The training samples
must be divided and grouped by class. For each group, a new PQM is created and used to store all the
samples belonging to that group, making in total n PQM instances, one for each class.
The setup algorithm consists in storing the training samples on their respective PQM. The n PQMs
together define a single classifier. Algorithm 3 describes the setup process. Once all the training samples
are correctly stored, the model can perform the classification task by calling the PQM retrieval algorithm.
Algorithm 3: Probabilistic Quantum Memory Classifier Setup
1 Initialize a PQM Classifier
2 for each class in dataset do
3 Create a new PQM and assign the class label to it
4 Store the class training samples on the PQM
5 Add the PQM to the PQM Classifier
6 end
7 Return the PQM Classifier
4.2. The Classification Algorithm
After the initialization described in Algorithm 3, the next module is the classification algorithm shown
in Algorithm 4. In order to classify a new sample, the Quantum Weightless Classifier must present it to all
the PQM neurons which constitute its network. Each PQM neuron performs its retrieval algorithm using
the presented sample as input. Since each PQM holds the patterns of a specific class, each output will
be the probability of the sample having similar features to the patterns of that specific class. Let X be a
random value corresponding to the number of 1s in the probabilistic quantum memory output, the PQM
neuron which outputs the smallest expected value, E(X), is assumed to be the one that correctly classifies
the sample.
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Algorithm 4: Probabilistic Quantum Memory Classifier Classification
1 for each PQM in PQM Classifier do
2 Run the PQM retrieval algorithm with input testPattern
3 Calculate the expected value E(X) from the retrieval algorithm output
4 end
5 Return the label from the PQM Classifier with the smallest E(X)
Memory 1 (M1) Memory 3 (M3)
m11 = |0110010101〉 m31 = |1111010110〉
m12 = |0101010101〉 m32 = |1100010101〉
m13 = |0111010001〉 m33 = |1101010001〉
m14 = |0011010101〉 m34 = |1111100101〉
Table 1: Memory configurations
4.3. QWC Numeric Example
In this section, we present a numerical example of the PQM classifier evaluation. We show one limitation
of the QWC with an artificial data set. Assume the memory configuration in Table 1, and that the algorithm
evaluates the input pattern |i〉 = |0111010101〉. Patterns of memory Mj in Table 1 have Hamming distance
j to the input pattern |i〉.
The dataset has two classes M1 and M3 and 10-bit patterns. We suppose that |i〉 ∈M1. To evaluate the
classifier, we need to run the PQM retrieval algorithm for memories M1 and M3 with input |i〉 to obtain
the probability of input pattern |i〉 to be in each memory. So, we begin the algorithm obtaining the initial
state in each memory:
∣∣∣ψM10 〉 = 1√
4
(
|0111010101; 0110010101;C〉
+|0111010101; 0101010101;C〉
+|0111010101; 0111010001;C〉
+|0111010101; 0011010101;C〉
)
∣∣∣ψM30 〉 = 1√
4
(
|0111010101; 1111010101;C〉
+|0111010101; 1100010101;C〉
+|0111010101; 1101010001;C〉
+|0111010101; 1111100101;C〉
)
Applying |ψ1〉=
∏n
j=1XmjCNOTijmj |ψ0〉, we obtain:
∣∣∣ψM11 〉 = 1√
4
(
|0111010101; 1110111111;C〉
+|0111010101; 1101111111;C〉
+|0111010101; 1111111011;C〉
+|0111010101; 1011111111;C〉
)
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∣∣∣ψM31 〉 = 1√
4
(
|0111010101; 0111111100;C〉
+|0111010101; 0100111111;C〉
+|0111010101; 0101111011;C〉
+|0111010101; 0111001111;C〉
)
If we denote dMα(i,mαk) as the Hamming distance between the input pattern |i〉 and every stored pattern
mαk, then dM1(i,m1k) = 1 and dM3(i,m3k) = 3, ∀k = 1 . . . 4. After step 3 of Algorithm 2 we obtain the
state.
∣∣∣ψM12 〉 = 1√
4
√
2
(
e(
ipi
2n )|i; 1110111111; 0〉
+e(
ipi
2n )|i; 1101111111; 0〉
+e(
ipi
2n )|i; 1111111011; 0〉
+e(
ipi
2n )|i; 1011111111; 0〉
)
+
1√
4
√
2
(
e(
−ipi
2n )|i; 1110111111; 1〉
+e(
−ipi
2n )|i; 1101111111; 1〉
+e(
−ipi
2n )|i; 1111111011; 1〉
+e(
−ipi
2n )|i; 1011111111; 1〉
)
.
∣∣∣ψM32 〉 = 1√
4
√
2
(
e(
3ipi
2n )|i; 0111111100; 0〉
+e(
3ipi
2n )|i; 0100111111; 0〉
+e(
3ipi
2n )|i; 0101111011; 0〉
+e(
3ipi
2n )|i; 0111001111; 0〉
)
+
1√
4
√
2
(
e(
−3ipi
2n )|i; 0111111100; 1〉
+e(
−3ipi
2n )|i; 0100111111; 1〉
+e(
−3ipi
2n )|i; 0101111011; 1〉
+e(
−3ipi
2n )|i; 0111001111; 1〉
)
Applying the step 4 of Algorithm 2, we obtain:
∣∣∣ψM13 〉 = 12[ cos ( pi20)|i;m11; 0〉+ cos ( pi20)|i;m12; 0〉
+ cos
( pi
20
)|i;m13; 0〉+ cos ( pi
20
)|i;m14; 0〉]
+
1
2
[
sin
( pi
20
)|i;m11; 0〉+ sin ( pi
20
)|i;m12; 0〉
+ sin
( pi
20
)|i;m13; 0〉+ sin ( pi
20
)|i;m14; 0〉]
8
∣∣∣ψM33 〉 = 12[ cos (3pi20 )|i;m31; 0〉+ cos (3pi20 )|i;m32; 0〉
+ cos
(
3
pi
20
)|i;m33; 0〉+ cos (3pi
20
)|i;m34; 0〉]
+
1
2
[
sin
(3pi
20
)|i;m31; 0〉+ sin (3pi
20
)|i;m32; 0〉
+ sin
(3pi
20
)|i;m33; 0〉+ sin (3pi
20
)|i;m34; 0〉]
The next step measures the control qubit |C〉. Therefore, we must verify the probability amplitudes of
|0〉 or |1〉. If only one memory Mj returns 0, the pattern is classified as a member of the class Mj .
PM1(|0〉) = cos2( pi20) ≈ 0.9755 and PM3(|0〉) = cos2( 3pi20 ) ≈ 0.79389. The recognition probability of the
input pattern |i〉 being recognized as a pattern of memory M1 or M3 is high for both memories, and then
the model can perform a wrong classification.
A PQM classifier [31, 23] is not a good classifier in this situation. If we increase the size of |i〉 and ∣∣pk〉
and if the input pattern |i〉 have a Hamming distance of 1 and 3 for all stored patterns in Mx and My,
respectively, the probability PMx(|0〉) and PMy (|0〉) will tend to 1 and the algorithm would indicate that |i〉
is in both classes. In the next section, we propose a parametric PQM that allows adjusting the model to a
dataset.
5. Parametric Quantum Weightless Classifier
The PQM retrieval algorithm output is a function of the Hamming distances between the input and the
stored patterns. This distance is not reliable for all datasets, as we have seen in the previous section. When
patterns are close to patterns from another class, there is a high probability of misclassification. In order to
improve the memory output probabilities, we propose a modified version of the PQM.
We show how, for all memory size n ∈ N, that it is possible to add a parameter t, with 0 < t ≤ 1, to
the calculation of the probability in such a way that the distance between PMx(|0〉) and PMy (|0〉) will be
sufficient to assure a greater probability to perform a correct classification.
The idea is that given dx(i,mx) < dx(i,my), where dx and dy are Hamming distances between all
patterns stored in Mx and My, respectively, we can add a parameter t in the calculation of the probabilities
and obtain values for t ∈ (0, 1) that increase the distance between the probabilities PMx(|0〉) and PMy (|0〉).
We want to make the probability
PMx(|0〉) =
p∑
k=1
1
p
cos2
(
dxpi
2nt
)
considerably close to 1, while the probability
PMy (|0〉) =
p∑
k=1
1
p
cos2
(
dypi
2nt
)
stays considerably close to zero.
A Parametric Probabilistic Quantum Memory (P-PQM) operates as the PQM, but with the addition
of a scale parameter in the retrieval algorithm. We replace the U operator used in the PQM with the U ′
operator described below, where t is a free parameter. Note that for t = 1 the P-PQM is equivalent to the
PQM.
U ′ =
[
e(i
pi
2nt ) 0
0 1
]
(10)
We define the Parametric Quantum Weightless Classifier (P-QWC), as the QWC classifier with a para-
metric retrieval algorithm. In the next section, we revisit the example of the previous section to verify the
effectiveness of the parametric approach.
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5.1. Numeric Example revisited
Taking the example in Section 4.3 as into account, we can apply the parameter from |ψ2〉, hence:
∣∣∣ψM12 〉 = 1√
4
√
2
(
e(
ipi
2nt )|i; 1110111111; 0〉
+e(
ipi
2nt )|i; 1101111111; 0〉
+e(
ipi
2nt )|i; 1111111011; 0〉
+e(
ipi
2nt )|i; 1011111111; 0〉
)
+
1√
4
√
2
(
e(
−ipi
2nt )|i; 1110111111; 1〉
+e(
−ipi
2nt )|i; 1101111111; 1〉
+e(
−ipi
2nt )|i; 1111111011; 1〉
+e(
−ipi
2nt )|i; 1011111111; 1〉
)
.
∣∣∣ψM32 〉 = 1√
4
√
2
(
e(
3ipi
2nt )|i; 0111111100; 0〉
+e(
3ipi
2nt )|i; 0100111111; 0〉
+e(
3ipi
2nt )|i; 0101111011; 0〉
+e(
3ipi
2nt )|i; 0111001111; 0〉
)
+
1√
4
√
2
(
e(
−3ipi
2nt )|i; 0111111100; 1〉
+e(
−3ipi
2nt )|i; 0100111111; 1〉
+e(
−3ipi
2nt )|i; 0101111011; 1〉
+e(
−3ipi
2nt )|i; 0111001111; 1〉
)
Applying step 4 of Algorithm 2, where n = 10, we have:
∣∣∣ψM13 〉 = 12[ cos ( pi20t)|i;m11; 0〉+ cos ( pi20t)|i;m12; 0〉
+ cos
( pi
20t
)|i;m13; 0〉+ cos ( pi
20t
)|i;m14; 0〉]
+
1
2
[
sin
( pi
20t
)|i;m11; 0〉+ sin ( pi
20t
)|i;m12; 0〉
+ sin
( pi
20t
)|i;m13; 0〉+ sin ( pi
20t
)|i;m14; 0〉]
∣∣∣ψM33 〉 = 12[ cos ( 3pi20t)|i;m31; 0〉+ cos ( 3pi20t)|i;m32; 0〉
+ cos
(
3
pi
20t
)|i;m33; 0〉+ cos ( 3pi
20t
)|i;m34; 0〉]
+
1
2
[
sin
( 3pi
20t
)|i;m31; 0〉+ sin ( 3pi
20t
)|i;m32; 0〉
+ sin
( 3pi
20t
)|i;m33; 0〉+ sin ( 3pi
20t
)|i;m34; 0〉]
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Figure 1: Graph of f(t) with maximum points.
We look for a value of t which improves the probability of |i〉 to be recognized in memory M1 and not
recognized in M3.
As PM1(|0〉) = cos2 ( pi20t) and PM3(|0〉) = cos2 ( 3pi20t).
Let f(t) be the function described in Eq. (11), where the first term is the one with the shortest Hamming
distance to the input.
f(t) = cos2
( pi
20t
)
− cos2
(
3pi
20t
)
. (11)
Any value of t that maximizes f(t) is a parameter that makes the pattern recognition more reliable.
It is sufficient to analyze the derivative of f(t) to maximize f . By looking ath the maximum of f we can
get infinite values for t that maximize the function, these values are those that give us the most significant
distances between the probabilities. Below we will give some values of t that maximizes f(t). Values of t
where f assumes minimum values lead to the classification of the input pattern |i〉 by the memory with the
greatest Hamming distance. The graph of f(t) is presented in Fig. 1.
We can obtain these values of t by calculating the derivative of f . For our numeric example, we obtain
t ≈ 0,0785398−0.238829+3.14158n , t ≈ 0,0785398−0.133197+3.14158n , t ≈ 0,07853980.238829+3.14158n , or t ≈ 0,07853980.133197+3.14158n ,∀n ∈ Z.
With n = 1, we get values t ≈ 0.044, t ≈ 0.017, and t ≈ 0.0268. Now let us calculate the probabilities
for each value of t.
i. PM1(|0〉) = cos2 ( pi20·0.044) ≈ 0.83.
i. PM3(|0〉) = cos2 ( 3pi20·0.044) ≈ 0.079.
ii. PM1(|0〉) = cos2 ( pi20·0.017) ≈ 0.96.
ii. PM3(|0〉) = cos2 ( 3pi20·0.017) ≈ 0.084.
iii. PM1(|0〉) = cos2 ( pi20·0.0268) ≈ 0.86.
iii. PM3(|0〉) = cos2 ( 3pi20·0.0268) ≈ 0.024.
Note that in all cases the distance between the memories is considerably large, giving us greater confidence
that the input pattern |i〉 is recognized by the memory M1 since the Hamming distance associated with it
is the smallest.
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Dataset Classes Instances Attributes Missing Values
Balance scale 3 625 4 No
Breast cancer 2 286 9 Yes
Lymphography 4 148 18 No
Mushroom 2 8124 22 Yes
SPECT Heart 2 267 22 No
Tic-tac-toe 2 958 9 No
Voting records 2 435 16 Yes
Zoo 7 101 17 No
Table 2: Datasets characteristics
We have just shown that it is possible to obtain a parameter to improve the capabilities of the PQM
classifier. Even in the case where the probabilities are very close and with a high value of n, the P-QWC can
solve the cases where the QWC may not be efficient. Therefore, the P-QWC classifier provides a significant
improvement over the QWC. In the next section, we use benchmark datasets to compare the QWC with the
proposed P-QWC.
5.2. Experiments
We present in this section the experiments conducted on a conventional computer with a reduced classical
version of Algorithm 2. To simulate the Probabilistic Quantum Memory classically we followed the descrip-
tion of its output probability described in Eq. (9). Once the PQM classical representation is obtained, the
QWC can be evaluated by following the setup and the classification algorithms described in Section 4. The
same algorithm applies to the P-QWC model, with the only modification being the addition of a parameter
to the Hamming distance calculation step.
To perform the experiments, we used categorical and numerical datasets from the UCI Machine Learning
Repository [32]. Table 2 presents the description of the selected datasets. All datasets were preprocessed
to binarize feature values and deal with any missing values. Datasets containing real numerical values were
not considered. We replaced missing values by the value with the highest number of occurrences for the
corresponding feature.
Following Algorithm 3, we stored the training samples in specific PQMs according to the classes they
belong to. Then, we follow Algorithm 4. The model classification accuracy was evaluated by passing the
patterns in the test set as input to each of the PQMs. The class of the PQM which outputs the lowest
expected value was set as the evaluated pattern class. This algorithm was repeatedly applied to each of the
evaluated datasets. For the P-QWC, model we optimized and selected the parameters which achieved the
best test set accuracy for each P-PQM in the classifier. We tested 15 parameter values in the range (0, 1]
for each P-PQM. In a quantum computer, it would be necessary to perform several runs to estimate the
best value of t. In this simulated experiment, we performed only one run and analyzed the output state to
determine t.
5.3. Results
We verified that the P-QWC model performed better than the QWC over all the datasets. The parameter
influence on the SPECT Heart dataset performance can be seen in Fig. 2. The curve shows the performance
obtained by using the same parameter value for all P-PQMs constituting the classifier. Considering the orig-
inal PQM performance is equivalent to P-PQM with parameter 1.0, a considerable increase in classification
performance was observed through parameter variation and even better accuracies are possible by choosing
different parameters for each P-PQM.
Table 3 describes the results obtained with the experimental setup described in Section 5.2. The accuracy
of the QWC and P-QWC models can be compared against the results obtained using the k-nearest neigh-
bors algorithm (KNN). The accuracy values shown are the average obtained from 10-fold cross-validation.
Standard deviations are included between parentheses. We choose KNN as a baseline comparison because
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Figure 2: Parameter impact on SPECT Heart dataset
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it is also based on a measurement of distance. The KNN model was set to use uniform weights for all its
points and the k nearest neighbors value was optimized, and selected from values between 1 and 50.
A nonparametric statistical test was employed to perform an appropriate comparison of the models.
We used the Wilcoxon paired signed-rank test [33] with α = 0.05 to verify whether there exist significant
differences between the compared classifiers performances over the chosen datasets. Statistically significant
results between the P-QWC and KNN models are marked in bold, significant results in the comparison
between the QWC and P-QWC models are italicized. KNN and P-QWC are statistically equivalent in
Balance scale, Breast cancer, SPECT Heart, Tic-tac-toe and Zoo datasets. KNN has better accuracy on
Mushroom and Voting records datasets. P-QWC performed better on Lymphography dataset and also
surpassed the QWC model in the SPECT Heart, Tic-tac-toe and Zoo datasets. In comparison with QWC,
P-QWC has better accuracy in all datasets with statistically significant results in datasets SPECT Heart,
Tic-tac-toe and Zoo.
The P-QWC has a performance equivalent to KNN in five out of the eight tested datasets and outperforms
it in one dataset. The main advantage of the P-QWC is its memory requirements and the ability to receive
inputs in superposition. While a RAM node memory grows exponentially with input size [34], the QWC
memory size grows linearly. This memory advantage enables us to implement new kinds of weightless neural
networks architectures [31].
6. PQM for NISQ computers
In this section, we first discuss why implementing the memory as proposed in [20] would not be feasible
on noisy small-scale quantum computers. Then, we propose a hybrid classical/quantum protocol implemen-
tation, optimized for devices with a reduced number of qubits. We performed an experiment on a small-scale
quantum computer as a proof of concept that the modified retrieval algorithm will work on NISQ computers.
13
Dataset QWC P-QWC KNN
Balance scale 0.8111 (0.0666) 0.87 (0.2512) 0.8834 (0.0488)
Breast cancer 0.7309 (0.2639) 0.7380 (0.2604) 0.6970 (0.3797)
Lymphography 0.7829 (0.0815) 0.8442 (0.1118) 0.7695 (0.0931)
Mushroom 0.886 (0.0919) 0.929 (0.073) 1.0 (0.0)
SPECT Heart 0.4405 (0.2694) 0.8157 (0.1113) 0.7921 (0.181)
Tic-tac-toe 0.4542 (0.1199) 0.8309 (0.0678) 0.6714 (0.2989)
Voting records 0.892 (0.0575) 0.8966 (0.0545) 0.9332 (0.0377)
Zoo 0.92 (0.0872) 0.98 (0.06) 0.96 (0.0663)
Table 3: 10-fold cross-validation average accuracy per dataset
6.1. Quantum-only implementation viability analysis
The PQM retrieval algorithm calculates the distance of all the stored patterns to the input and outputs
|0〉 with probability proportional to the given input pattern being close to patterns in the memory. For
patterns with n bits, three quantum registers are needed for the quantum circuit: an input quantum register
|i〉, a memory quantum register |m〉, both with n qubits; and a controlled quantum register with at least
one qubit. The retrieval algorithm can be described in 5 steps. There are 2n CNOT and NOT operations;
n U and controlled U−2 operations; one Hadamard operator; and no operations involving more than two
qubits. Operators U and CU−2 are not included in the set of gates available on the quantum device
but can be constructed as a three gate composition. Thus, the significant issues with a quantum-only
implementation are the memory scalability and the number of operations needed. A quantum memory used
to store n-bit patterns will require 2n + 2 qubits, for the storage algorithm; and 2n + 1, for the retrieval
algorithm. As the number of qubits is a limited resource on such small devices, the qubits requirement
becomes a prohibiting issue. Furthermore, the high number of quantum operators results in too much noise
being added to the output. These two issues make a quantum-only implementation on NISQ computers
impractical. Therefore, due to the discussed limitations, we devised quantum-classical storage and retrieving
algorithms to implement the PQM.
6.2. Hybrid quantum-classical implementation method
In the probabilistic quantum memory retrieval algorithm, the quantum register input always remains
in a classical state. This fact and the hybrid classical/quantum architecture used in the actual quantum
computers allows the removal of the input quantum register from Algorithm 2.
The main disadvantage of this approach is the need to recompile the circuit when the system receives
an input, but as we show in [4] the PQM has applications with a fixed input. Here, we remove the input
quantum register and keep it in a classical variable. All the control operators from the input register to
memory register are removed from the circuit and replaced with an X operation applied to the jth memory
bit only when the jth input bit is 1. We also remove the X gates from steps 2 and 4, as they would cancel
with the X gates used to obtain U = XCu1X. With these modifications, we can use the 5-qubit quantum
computer to simulate a probabilistic quantum memory up to 4-bit patterns.
In this work, we used the Quantum Information Software Kit (QISKit) SDK [35] and run the circuit on
the IBM Q Experience Tenerife 5-qubit quantum computer [36].
The memory retrieval algorithm operations are further simplified by breaking down complex quantum
operations into classical-quantum equivalent algorithms. These algorithms are conditioned on the classical
input and apply a smaller number of gates to achieve the same resulting state.
6.3. Experiments
The Tenerife 5-qubit quantum computer architecture does not have arbitrary qubits connections. All the
possible connections in the Tenerife computer are defined by its architecture topology, which can be seen in
Fig. 3.
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Figure 3: IBM Q Experience “Tenerife” 5-qubit quantum computer topology
For this experiment, the PQM is tested with 2, 3 and 4 qubits memory size. We store different patterns
on the PQM and run the retrieval algorithm using inputs with the same size as the memory patterns size.
The PQMs are constructed by storing the control bit c on the quantum register labelled as Q3 on Tenerife’s
topology. In this way, the necessary gates could be directly applied without swapping qubits. Table 4
describes the results after 8192 executions of the probabilistic quantum memory running on the Tenerife
backend and the local QISKit simulator. The calculated expected values for each memory state are included
as well.
We calculate the expected outputs, obtained through numerical evaluation; the real outputs, obtained
from the Tenerife backend; and the simulation outputs from the QISKit simulator. We calculate the per-
centual Mean Squared Error (MSE) of the expected outputs and the outputs of the experiment on the
Tenerife backend. In the first set of experiments, we use a PQM with memory size equal to one and present
all possible binary inputs. With memory state |0〉, |1〉 and 1√
2
(|0〉+ |1〉), we obtain, respectively, MSE equal
to 0.0058, 0.0059 and 0.0006. The resulting mean error was 0.0041.
In the second set of experiments, we use a 2-qubit PQM, we use all possible 2-bit strings as inputs.
With memory states |00〉, 1√
2
(|00〉 + |01〉) and |11〉, we obtain, respectively, MSE equal to 0.0072, 0.0027
and 0.0066. The resulting mean error was 0.0055.
In the third set of experiments, we use a 3-qubit PQM and all possible 3-bit strings as inputs. With
memory states |000〉, 1√
2
(|000〉 + |010〉), 1√
2
(|000〉 + |100〉), 1√
2
(|000〉 + |001〉), 1√
2
(|110〉 + |111〉) and |111〉,
we obtain, respectively, MSE equal to 0.0257, 0.0187, 0.0133, 0.023, 0.0218, and 0.026. The resulting mean
error was 0.0214.
Finally, in the fourth set of experiments we use a 4-qubit PQM and all possible 4-bit strings as inputs.
With memory states |0000〉, 1√
2
(|0000〉 + |0100〉), |1000〉, 1√
2
(|0100〉 + |1100〉), |1010〉, 1√
2
(|0110〉 + |1110〉),
|1110〉, 1√
2
(|0111〉+ |1111〉) and |1111〉, we obtain, respectively, MSE equal to 0.0228, 0.0174, 0.0236, 0.0144,
0.0228, 0.0148, 0.0248, 0.0141, and 0.0226. The resulting mean error was 0.0197. Results for inputs 0000
and 1111 are displayed in Fig. 4.
Although the calculated outputs do not correspond precisely to the predicted outputs, the probability
of obtaining |0〉 from a measurement of the quantum register |c〉 is still related to the distance between the
input and the memory content. In all experiments, the estimate of |c〉 can be used to verify if a pattern is
close to the patterns in the memory.
The proposed simplified retrieval algorithm of the PQM was successfully implemented in the Tenerife
architecture without swapping quantum bits. We conjecture that a quantum computer with planar archi-
tecture where n qubits are connected to a single qubit (to be used as a quantum register |c〉) can be used to
efficiently implement an n-qubits PQM in near term quantum computers.
15
Table 4: Probabilistic quantum memory retrieval algorithm for input |0〉size executed on the Tenerife backend with 8192
executions. The results for 1, 2, 3, and 4-qubit PQM can be seen for different memory configurations. The table shows the real
output obtained from the quantum device, the results from the local simulator, and the expected output probability calculated
numerically. We denote by Ps the Pattern Size, and by PT , PLs and PEp the probabilities obtained from the Tenerife backend,
the local QISKit simulator and the calculated expected output, respectively.
Ps Memory state PT (|c〉 = |0〉) PLs(|c〉 = |0〉) PEp(|c〉 = |0〉)
1 |0〉 0.9374 1.0000 1.0000
1 1√
2
(|0〉+ |1〉) 0.5095 0.4974 0.5000
1 |1〉 0.0913 0.0000 0.0000
2 |00〉 0.9033 1.0000 1.0000
2 1√
2
(|00〉+ |01〉) 0.6854 0.7438 0.7500
2 |11〉 0.1224 0.0000 0.0000
3 |000〉 0.7618 1.0000 1.0000
3 1√
2
(|000〉+ |010〉) 0.6758 0.8782 0.8750
3 1√
2
(|000〉+ |100〉) 0.6924 0.8735 0.8750
3 1√
2
(|000〉+ |001〉) 0.6246 0.8804 0.8750
3 1√
2
(|110〉+ |111〉) 0.2925 0.1257 0.125
3 |111〉 0.2278 0.0000 0.0000
4 |0000〉 0.7545 1.0000 1. 0000
4 1√
2
(|0000〉+ |0100〉) 0.7432 0.9271 0.9268
4 |1000〉 0.7303 0.856 0.8535
4 1√
2
(|0100〉+ |1100〉) 0.6844 0.67 0.6768
4 |1010〉 0.5441 0.4961 0.5
4 1√
2
(|0110〉+ |1110〉) 0.4830 0.3336 0.3232
4 |1110〉 0.3827 0.1396 0.1465
4 1√
2
(|0111〉+ |1111〉) 0.2423 0.073 0.0732
4 |1111〉 0.2203 0.0000 0.0000
7. Conclusion
In this work, we proposed a parametric version of the PQM named P-PQM. We performed an empirical
evaluation of a quantum weightless classifier and proposed a modification which achieved a considerable
improvement in the classification capabilities of the model. The proposed parametric quantum model used
as a classifier (P-QWC) performed better or equivalent to its unmodified version (QWC) in all datasets used
in the experiments.
We also presented a modification of the PQM to allow its implementation on Noisy Intermediate-Scale
Quantum computers. As a proof of concept, the model was implemented in a small-scale quantum computer.
We verified through experiments that a noisy version of the PQM can be implemented on a 5-qubit quantum
computer.
There are several possible future works. We can adapt the model to use different distance functions, use
different architectures for the quantum weightless classifier, investigate how to reduce noise on the P-PQM,
and define an error cost function to update the parameter t as in a variational quantum circuit.
Code avaiability
All code used in this work can be made available upon reasonable request.
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(a) Results for input pattern 0000
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(b) Results for input pattern 1111
Figure 4: Results obtained from executing the retrieval algorithm of a 4-qubit PQM on the Tenerife backend and the QISKit
local simulator, including the numerically calculated expected probabilities.
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