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Abstract 
The world relies on encryption to perform critical and sensitive tasks every day.  If 
quantum computing matures, the capability to decode keys and decrypt messages 
becomes possible.  Quantum key distribution (QKD) is a method of distributing secure 
cryptographic keys which relies on the laws of quantum mechanics.  Current 
implementations of QKD use fiber-based channels which limit the number of users and 
the distance between users.  Satellite-based QKD using free-space channels is proposed 
as a feasible secure global communication solution.  Since a free-space link does not use 
a waveguide, pointing a transmitter to receiver is required to ensure signal arrival.  In this 
thesis, a scenario consisting of five ground sites is used to compare the amount of raw 
key material that can be received from four different orbits when perfect pointing is 
assumed.  A second scenario utilizing one ground site is used to model the effect of 
pointing accuracy for the four orbits.  The data from the first scenario indicates that lower 
altitudes produce higher key rates and sun-synchronous orbits don’t always produce the 
longest or most consistent keys.  Data from the second scenario reveals a pointing bias of 
1.3 µrad or less is most desirable and that with 1.3 µrad of pointing bias, a pointing jitter 
of 0.4 µrad will have no significant effect on key rates. 
 
v 
Acknowledgments 
I would like to thank my faculty advisor, Dr. Cobb for his guidance and support through 
this effort.  I would also like to thank Dr. Hodson, Dr. Grimaila, the rest of the AFIT 
QKD team and my sponsor, Dr. Baumgartner for sharing their expertise on quantum 
systems and explaining the many complicated aspects of QKD.  Finally, I would like to 
thank my family for their support throughout the countless hours dedicated to this thesis. 
 
 
       Jeremiah A. Specht 
 
 
 
vi 
Table of Contents 
Page 
Abstract .............................................................................................................................. iv 
Table of Contents ............................................................................................................... vi 
List of Figures .................................................................................................................. viii 
List of Tables ..................................................................................................................... xi 
I.  Introduction .....................................................................................................................1 
Background...................................................................................................................1 
Problem Description .....................................................................................................3 
Research Questions ......................................................................................................4 
Methodology.................................................................................................................4 
Scope ............................................................................................................................5 
Expected Contributions ................................................................................................7 
Summary.......................................................................................................................8 
II. Background .....................................................................................................................9 
Chapter Overview .........................................................................................................9 
QKD .............................................................................................................................9 
QKD Quantum Channel Protocol ...............................................................................12 
Quantum Link .............................................................................................................17 
Computer Modeling....................................................................................................25 
Previous Work ............................................................................................................31 
Summary.....................................................................................................................33 
III. Methodology ................................................................................................................35 
Chapter Overview .......................................................................................................35 
Selecting Constraints ..................................................................................................35 
vii 
Model Assumptions ....................................................................................................48 
System Parameters and Variables ..............................................................................50 
Model Description ......................................................................................................57 
Model Verification and Validation .............................................................................67 
Summary.....................................................................................................................68 
IV. Analysis and Results ....................................................................................................70 
Chapter Overview .......................................................................................................70 
System Performance Parameters ................................................................................70 
Raw Key Rates ...........................................................................................................83 
Orbit Comparison .......................................................................................................84 
Summary.....................................................................................................................89 
V.  Conclusions and Recommendations ............................................................................90 
Chapter Overview .......................................................................................................90 
Conclusions of Research ............................................................................................90 
Significance of Research ............................................................................................94 
Recommendations for Future Research......................................................................95 
Summary.....................................................................................................................98 
Appendix A: Model Verification and Validation ..............................................................99 
Model Verification .....................................................................................................99 
Model Validation ......................................................................................................106 
Appendix B: Additional Data ..........................................................................................114 
Bibliography ....................................................................................................................124 
 
viii 
List of Figures 
Page 
Figure 1. Map of ground sites for scenario ......................................................................... 6 
Figure 2. QKD system block diagram [4] ......................................................................... 10 
Figure 3. Ground-based (1), air-based (2), and space-based (3) free-space QKD ............ 12 
Figure 4. Quantum entanglement diagram........................................................................ 14 
Figure 5. Prepare-and-measure diagram [9] ..................................................................... 15 
Figure 6: The rectilinear and diagonal bases sets [5] ........................................................ 16 
Figure 7. BB84 protocol example (R=rectilinear, D=diagonal) [5] ................................. 17 
Figure 8. Gaussian beam propagation [10] ....................................................................... 19 
Figure 9. Ray tracing from ground to satellite [12] .......................................................... 22 
Figure 10. Rayleigh and Rice distributions [17] ............................................................... 24 
Figure 11. Example TLE [21] ........................................................................................... 26 
Figure 12: Atmospheric transmittance [3] ........................................................................ 43 
Figure 13. Propagation and spot size methodology .......................................................... 61 
Figure 14. Effects of pointing error on raw key rate for satellite 25544 .......................... 73 
Figure 15. Raw key generated by satellite 25544 during an 88.8° elevation pass ............ 74 
Figure 16. Raw key generated by satellite 25544 during a 30.3° elevation pass .............. 75 
Figure 17. Raw key rate with pointing error for all orbits at ~90° elevation .................... 76 
Figure 18. Normalized raw key rate with pointing error for all orbits at ~90° elevation . 77 
Figure 19. Normalized key rate change for all four orbits ................................................ 78 
Figure 20. Effects of jitter on a high elevation pass for satellite 25544 ........................... 79 
Figure 21. Key rate differences from jitter on a high elevation pass for satellite 25544 .. 80 
ix 
Figure 22. Combined effects of jitter and pointing bias on raw key rates ........................ 81 
Figure 23. Box plot of key lengths generated by each orbit ............................................. 86 
Figure 24. Comparison of means for key length and generation time .............................. 88 
Figure 25. Pass data from the highest elevation pass ...................................................... 101 
Figure 26. Elevation difference and elevation rate of change (STK vs PyEphem) ........ 101 
Figure 27. Azimuth difference and azimuth rate of change (STK vs PyEphem) ........... 102 
Figure 28. Range difference and range (STK vs PyEphem) ........................................... 103 
Figure 29. Range rate difference and range rate (STK vs PyEphem) ............................. 104 
Figure 30. Model and HELEEOS spot sizes and relative difference for 100 km altitude
 .................................................................................................................................. 105 
Figure 31. Best pass raw key rate from model compared to data derived from Bourgoin et 
al. [3] ........................................................................................................................ 108 
Figure 32. Raw key rate comparison of overhead passes between current model and 
Denton model ........................................................................................................... 110 
Figure 33. Raw key rate difference between the two models ......................................... 112 
Figure 34. Relative raw key rate difference between the two models ............................ 112 
Figure 35. Effects of pointing error on raw key rate for satellite 27451 ........................ 114 
Figure 36. Effects of pointing error on raw key rate for satellite 32060 ........................ 114 
Figure 37. Effects of pointing error on raw key rate for satellite 35946 ........................ 115 
Figure 38. Raw key generated by satellite 27451 during an 88.9° elevation pass .......... 115 
Figure 39. Raw key generated by satellite 27451 during a 30.2° elevation pass ............ 116 
Figure 40. Raw key generated by satellite 32060 during an 89.1° elevation pass .......... 116 
Figure 41. Raw key generated by satellite 32060 during a 23.5° elevation pass ............ 117 
x 
Figure 42. Raw key generated by satellite 35946 during an 88.9° elevation pass .......... 117 
Figure 43. Raw key generated by satellite 35946 during a 28.7° elevation pass ............ 118 
Figure 44. Effect of jitter on a high elevation pass for satellite 27451 ........................... 119 
Figure 45. Key rate difference from jitter on a high elevation pass for satellite 27451 . 119 
Figure 46. Effect of jitter on a high elevation pass for satellite 32060 ........................... 120 
Figure 47. Key rate difference from jitter on a high elevation pass for satellite 32060 . 120 
Figure 48. Effect of jitter on a high elevation pass for satellite 35946 ........................... 121 
Figure 49. Key rate difference from jitter on a high elevation pass for satellite 35946 . 121 
Figure 50. Combined effects of jitter and pointing bias on raw key rates satellite 27451
 .................................................................................................................................. 122 
Figure 51. Combined effects of jitter and pointing bias on raw key rates satellite 32060
 .................................................................................................................................. 122 
Figure 52. Combined effects of jitter and pointing bias on raw key rates satellite 35946
 .................................................................................................................................. 123 
 
xi 
List of Tables 
Page 
Table 1. Ground sites selected for scenario ........................................................................ 6 
Table 2. Satellites selected for scenario .............................................................................. 7 
Table 3. Ray tracing algorithm input parameters.............................................................. 20 
Table 4. Main modules within AeroCalc package [16] .................................................... 30 
Table 5: Summary of previous experiments [3, 2] ........................................................... 31 
Table 6. Altitude Factors................................................................................................... 37 
Table 7. Satellite laser terminal summary [31] ................................................................. 42 
Table 8: Summary of parameters selected ........................................................................ 47 
Table 9: Response Variables ............................................................................................. 52 
Table 10: Control Variables .............................................................................................. 53 
Table 11: Constant Variables ............................................................................................ 55 
Table 12. Model input categories and input variables ...................................................... 58 
Table 13. Pass categories based on maximum elevation .................................................. 66 
Table 14. Satellite pass pattern period .............................................................................. 71 
Table 15. Date range used for satellite passes .................................................................. 71 
Table 16. Raw key generated over satellite scenario interval vs bias error ...................... 72 
Table 17. Differences in raw key generated by a high elevation pass for satellite 25544 
with jitter .................................................................................................................... 80 
Table 18. Effects of jitter on raw key for varied pointing biases ...................................... 82 
Table 19. Key lengths generated by each orbit ................................................................. 84 
Table 20. Raw key refresh time ........................................................................................ 85 
xii 
Table 21. ANOVA comparison of key lengths between satellites ................................... 88 
Table 22. ANOVA comparison of key refresh times between satellites .......................... 89 
Table 23. Differences in pass data between STK and PyEphem .................................... 100 
Table 24. Inputs used by Bourgoin et al. and thesis model to generated raw key rates for 
an overhead pass [3] ................................................................................................. 106 
Table 25. Comparison of model parameters [4] ............................................................. 110 
Table 26. Spot size and offset comparison between current model and Denton model [4]
 .................................................................................................................................. 111 
1 
POINTING ANALYSIS AND DESIGN DRIVERS FOR LOW EARTH ORBIT 
SATELLITE QUANTUM KEY DISTRIBUTION 
 
I.  Introduction 
Background 
Militaries throughout history have relied on strategy in order to win battles.  As 
militaries grew larger, it was necessary to relay this strategy and any changes to this strategy 
between groups.  An essential part of this communication was ensuring messages could be 
passed between groups without the adversary intercepting the message and gaining an 
advantage in battle.  From this need, cryptography was born.  “Cryptography is the art of 
rendering a message unintelligible to any unauthorized party [1].”  Today, cryptography isn’t 
limited to military use, but is used extensively in all aspects of society. 
With such widespread use and the critical nature of data being encrypted, an 
unconditionally secure, global cryptographic system is needed.  A satellite-based1 quantum 
key distribution (QKD) network is a feasible way to provide an unconditionally secure, 
global cryptographic network with current technology [2].  An unconditionally secure system 
has been demonstrated through the use of fiber-based QKD and a one-time pad2.  QKD 
encodes bits onto single photons leveraging the laws of quantum mechanics to securely share 
a cryptographic key3 between two parties and enable detection of eavesdropping.  By 
                                                 
1 ‘Satellite-based’ and ‘space-based’ are used synonymously to refer to ground to space and space to ground key 
distribution 
2 A one-time pad uses key material only once to eliminate cryptographic vulnerabilities related to repeated key 
use 
3 A cryptographic key is what is required to translate between plain text and encrypted text 
2 
implementing a one-time pad, the system has no reliance on mathematical formulas and so 
decryption is impossible without the shared cryptographic key. 
While fiber-only QKD can allow for distribution of unconditionally secure shared 
keys, it is currently not scalable or globally feasible as a fiber-only option due to two main 
limitations.  The first limitation of fiber-only QKD is the two parties must have a direct fiber 
connection in order to create a shared key.  As the number of users increase, the amount of 
fiber optic cable required grows exponentially.  The second limitation of fiber-only QKD is 
short distances between two parties due to attenuation of the signal in fiber [3].  These two 
limitations can be overcome through the use of a free-space link.  A free-space link requires 
no extra hardware to connect additional users since all users are connected through the same 
medium.  A free-space link also has less attenuation than optical fiber, which allows for 
longer link distances between users.  While a free-space link alone allows for longer 
distances between two parties, ground-based free-space QKD is still not feasible for a global 
network because of line-of-sight requirements which cannot be met due to the curvature of 
the earth and terrestrial obstacles.  A satellite-based QKD network would be able to exchange 
key material between two users anywhere on the earth.  Along with a global reach, a satellite-
based QKD network has less attenuation than a ground-based free-space QKD network since 
only a small portion of the signal path transmission is through the Earth’s atmosphere.  Due 
to these factors, satellite-based QKD is proposed as a practical option for an unconditionally 
secure, global network. 
3 
Problem Description 
In order to develop, understand, and estimate the performance of complex systems 
such as a satellite-based QKD networks, computer modeling and simulation is often used.   
To model a space-based QKD network, there are a few aspects which must be 
considered.  First of all, any kind of space-to-ground laser communication requires a pointing 
system to ensure the signal is received.  This pointing requirement is especially important 
when the signal is an extremely low-power laser, in which each photon contains a single bit 
of information.  Loss of a single photon equates to loss of a key bit.  Due to this pointing 
requirement, if the pointing error is too high, much data will be lost, and the key generation 
rate will dwindle.  Another consideration for space-based QKD is line-of-site limitations 
imposed by the orbit itself.  First, the ability to generate key is limited by the ground site 
visibility windows.  If visibility windows are short, only a limited time will be available to 
generate key.  Another concern is window frequency, which drives the ability to update keys 
over a set interval; if not enough visibility windows exist, keys cannot be updated at the 
required rate and the keys risk becoming outdated.  An aspect that must be considered as well 
is the altitude of the satellite.  Due to beam divergence, a higher satellite with a longer 
propagation distance results in a larger spot on the ground in which the photons will arrive.  
Since a geosynchronous orbit is over 35 times farther away than a satellite in low earth orbit 
(LEO) and beam divergence in the far-field increases linearly, a geosynchronous satellite will 
have a ground spot size over 35 times that of a LEO satellite.  In order to minimize the 
effects of the beam divergence, only low satellite orbits will be considered.   
4 
Research Questions 
What is the expected performance of a LEO space-based QKD system? In order to 
answer this, the following questions must be answered: 
Research Question 1:  How is the key generation rate affected by inaccuracies in 
satellite pointing? 
Research Question 2:  How much key, and at what repetition frequency can key be 
generated under ideal conditions for a proposed orbit? 
Research Question 3:  Which LEO orbit parameters will optimize key size for the 
proposed ground sites? 
This thesis will be focused on exploring the effect of the orbit and pointing accuracy of the 
satellite on the QKD key rate.  Concurrent research is also being done by Denton, another 
member of the AFIT QKD team, to analyze the atmospheric effects and performance of 
varying wavelengths on the satellite-based QKD link [4].  The results of that research will be 
compared to results from this thesis under similar conditions, ensuring both models are 
producing comparable results.  These models will enable future analyses of proposed space-
based QKD systems including expected key generation rates for the proposed scenarios. 
Methodology 
SGP4-based orbit propagation algorithms implemented in Python will be used to 
estimate satellite position and generate pass times to compare candidate orbits key lengths for 
the proposed ground stations.  Five ground sites and four orbits were selected for this 
scenario.  The pass times for each of the orbits will be generated so that the number of passes 
as well as the quality of the passes can be used to characterize key rates. 
5 
In order to characterize the communication link, this thesis will start by creating a 
simplified atmospheric model.  Once a simplified version of the communication link is 
characterized, additional factors such as atmospheric refraction and pointing errors will be 
applied to the model.  Once the communication link has been characterized, orbital 
parameters will be used to create the inputs for each point in time within a pass.  Using the 
characterization of multiple points within a pass, key generation lengths for a pass can be 
estimated.  Multiple passes can then be added together to find the total amount of key 
material for a complete scenario.  
Scope 
LEO space-based QKD can encompass many different implementations and 
scenarios.  Some of the factors which have to be defined include: ground sites, satellite orbit, 
communication link protocol, and sources of error. 
First, the ground sites and satellite orbits selected are shown in Table 1, Table 2 and 
Figure 1.  All of the ground sites are United States military undergraduate and post-graduate 
institutions.  The orbits were selected to vary altitude and inclination in order to determine 
the effects these two aspects have on the amount of key material that can be generated. 
6 
Table 1. Ground sites selected for scenario 
Ground Site Location
Air Force Institute of Technology (AFIT) Dayton, OH
Naval Postgraduate School (NPS) Monterey Bay, CA
United States Air Force Academy (USAFA) Colorado Springs, CO
United States Military Academy (USMA) West Point, NY
United States Naval Academy (USNA) Annapolis, MD  
 
 
Figure 1. Map of ground sites for scenario 
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Table 2. Satellites selected for scenario 
Non-sun-synchronous Sun-synchronous
Low
(400-500 
km)
25544 (ISS):
Inclination: 51.6°
Altitude: 410 km
32060 (Worldview 1):
Inclination: 97.9°
Altitude: 500 km
High
(700-800 
km)
27451 (Iridium 98):
Inclination: 86.4°
Altitude: 785 km
35946 (Worldview 2):
Inclination: 98.4°
Altitude: 770 km
Inclination
A
lti
tu
de
 
Next, the communication link has to be characterized and link protocols must to be 
selected.  First, the downlink will be the only direction which the quantum channel will 
operate.  Downlink will be a more feasible scenario due to added complications in an uplink 
channel from receiver size limitations and beam scattering.  Next, the link will utilize weak 
coherent pulses instead of quantum entanglement.  A weak coherent pulse model is more 
feasible with technology currently available and doesn’t limit key generation to only times 
when two ground sites are concurrently visible [3].  As described Bonato et al., signal 
tracking will be performed at a separate wavelength to maximize data rates [2].  The 
receiving ground spot will be characterized by a two-dimensional Gaussian distribution due 
to beam diffraction [3]. 
Finally, this thesis will focus on how pointing errors affect key generation rates.  The 
initial assumption will be made that there is no pointing error in order to create baseline key 
rates for comparison.  The pointing error will then be incremented until no key is exchanged. 
Expected Contributions 
This analysis of the feasibility of LEO satellite-based QKD will create a model which 
will later be integrated into AFIT’s qkdX simulation framework, adding a space segment 
8 
simulation capability.  The model created for this thesis will also be useful in demonstrating 
expected key generation rates for different orbital regimes. 
Summary 
This chapter provided a brief introduction of QKD and the need for modeling space-
based QKD, the research questions and scope of the thesis, as well a brief overview of how 
the research will be performed, and the expected contributions from this research.  Chapter II 
covers the current research on this topic and how it applies to this research.  Chapter III 
describes how the research will be conducted and what data will be extracted.  Chapter IV 
analyzes and addresses the data that results from the simulations.  Chapter V states the 
conclusions reached from the simulations and provides recommendations on future research 
for this topic. 
  
9 
II. Background 
Chapter Overview 
As discussed in Chapter I, QKD is an unconditionally secure way to distribute 
cryptographic keys.  In order to make this system globally feasible, space-based QKD is 
proposed as a necessary component of the overall architecture.  Test satellites can be 
extremely cost prohibitive along with the additional costs associated with launch.  A feasible 
way to perform initial tests is through computer simulation and ground test.  This chapter will 
begin with an explanation of QKD and the protocol used for data transmission in the 
quantum channel.  Then, attributes of the satellite-to-ground link will be covered which 
includes properties of laser propagation and atmospheric effects.  Next, several Python 
modules which can be used to support the development of a space-based QKD model will be 
explained.  Finally, two previous space-based QKD simulations will be reviewed. 
QKD 
QKD is a method of distributing unconditionally secure symmetric cryptographic 
keys.  QKD consists of two communications channels which contain three segments; the 
source (Alice), the transmission medium, and the receiver (Bob), as shown in Figure 2 [5]. 
10 
 
Figure 2. QKD system block diagram [4] 
The two channels that make up QKD are the public channel and the quantum channel [6].  
The quantum channel does not send any meaningful information, but instead transmits a 
string of random bits used to create the secure key [6].  The public channel is used to 
determine which bits will be used to create the shared key as well as for the exchange of 
encrypted information.  The transmission medium for both of these channels can be either 
fiber-based or free-space.  Since the quantum channel is the aspect of interest in a QKD 
system, QKD systems are usually categorized by the transmission medium used for the 
quantum channel. 
Fiber-based QKD. 
 Fiber-based QKD uses optical fiber as the transmission medium for the quantum 
channel.  The majority of QKD experiments implement a fiber-based channel due to several 
advantages.  As Bonato et al. states: 
“Fiber links have the advantage that the photon transfer is scarcely 
affected by external conditions, like background light, weather or 
environmental obstructions [2].” 
11 
Along with being isolated from external conditions, fiber channels also contain the signal 
within the fiber which eliminates any pointing or beam spreading issues [2].  Fiber channels 
are limited in distance due to two important factors: attenuation and polarization-preservation 
issues [2]. 
Free-space QKD. 
 Free-space QKD uses the atmosphere or vacuum between the transmitter and receiver 
as the propagation medium.  Several experiments over increasing distances have been 
performed using free-space QKD, starting with the first free-space QKD experiment 
performed by Bennett and Brassard over 32 cm, to a recent experiment performed by Ursin et 
al. demonstrating a free-space QKD link over 144 km [7, 8].  The advantages and 
disadvantages of a free-space channel are complimentary to those of the fiber-based channel.  
The atmosphere has lower attenuation than optical fiber and is non-birefringent, so the 
polarization is mostly unperturbed [2].  Although, since the signal isn’t confined to a 
waveguide, it is susceptible to beam spreading as well as the effects of external conditions 
such as background light, weather, and obstructions [2]. 
Free-space QKD can be broken down further to ground-based, air-based and space-
based as shown in Figure 3.  Ground-based free-space QKD is when both transmitter and 
receiver are on the ground and the atmospheric channel is relatively constant.  Air-based 
QKD is when the transmitter or receiver is on an airborne platform such as a hot air balloon 
or airplane.  Space-based QKD is when the transmitter or receiver is on a satellite.   
12 
 
Figure 3. Ground-based (1), air-based (2), and space-based (3) free-space QKD 
Space-based QKD has a few advantages over other forms of free-space QKD.  First, 
the majority of the propagation path between the satellite and ground station is empty space 
with no absorption or turbulence-induced beam spreading [2].  Next, space-based QKD can 
lead to global-scale QKD since it can connect any two points on the Earth’s surface [2].  
Although space-based QKD shows great potential, there are still many technical problems 
that must be overcome [2]. 
QKD Quantum Channel Protocol 
In order for the transmitter and receiver to effectively communicate, a communication 
protocol must be established.  Since quantum information encoded in photon polarization has 
13 
been successfully demonstrated over long-distance free-space links, it is the primary method 
used for encoding [3].  There are two main QKD schemes normally used: prepare-and-
measure and quantum entanglement.  Both of these schemes use a different approach to 
establish long-distance QKD links. 
The quantum entanglement approach, shown in Figure 4, requires the two ground 
sites to be within the satellite field of view at the same time so that two identically polarized 
photons are sent simultaneously to both ground sites.  This approach has two main 
drawbacks as stated by Bonato et al.  First, the satellite payload is required to have two 
telescopes capable of establishing two independent quantum links simultaneously [3].  
Second, the two ground sites cannot be too far apart because along with being within the 
field of view of the satellite, the elevation angles cannot be too low, otherwise atmospheric 
loss is too great [3]. 
14 
 
Figure 4. Quantum entanglement diagram 
The prepare-and-measure scheme uses a trusted node approach.  In this approach, 
shown in Figure 5, the satellite establishes a key with one ground site (network A), then 
establishes a second key with the next ground site (network B).  Using the second key, the 
first key is encrypted and sent to the second ground site [3].  While this approach it 
technically simpler and more cost-effective, the satellite also possesses a copy of the secure 
key [3].  As stated in Bourgoin et al., a mandate or assumption must be made that an 
eavesdropper is incapable of interrogating the key storage on the satellite [3]. 
15 
 
Figure 5. Prepare-and-measure diagram [9] 
The prepare-and-measure scheme consists of the transmitter creating encoded 
photons and the receiver measuring the photons [5].  The dominant prepare-and-measure 
protocol was presented by Charles Bennett and Gilles Brassard in 1984 and has become 
known as the BB84 protocol [5, 6]. 
BB84 Protocol. 
The BB84 protocol uses four polarization states to encode photons.  These 
polarization states are based on two conjugate bases, the rectilinear and the diagonal bases, 
which are shown in Figure 6 [2, 3, 5, 6].  For the rectilinear basis, horizontal polarization is 
coded as 0 and vertical polarization is coded as a 1.  For the diagonal basis, diagonal is coded 
as a 0 and anti-diagonal is coded as a 1 [5].   
16 
 
Figure 6: The rectilinear and diagonal bases sets [5] 
The protocol begins with the transmitter randomly selecting the bit value.  The bit is 
then transmitted using a randomly selected basis.  Next, the receiver will randomly select the 
basis used to read the received bit.  If the receiver chooses the same basis as the transmitter, 
the bit will be measured with 100% accuracy.  If the receiver chooses a different basis, there 
is a 50% probability of measuring the correct value [5].  Once bits have been received, the 
sifting process can begin.  Sifting consists of the receiver telling the transmitter which basis 
was used to measure each bit.  The transmitter then replies to the receiver with the bit 
positions which were measured with the correct basis [5].  After the key has been sifted, 
information reconciliation must be performed.  Information reconciliation consists of the 
transmitter and receiver revealing the values of selected bits.  The error rates calculated from 
this exchange can be used to determine if an eavesdropper is present.  While errors are 
introduced by an eavesdropper causing mismatches between sifted keys, errors can also be 
due to non-idealities in equipment and environmental noise.  For guaranteed security, all 
errors are assumed to be from an eavesdropper.  If the error rate is above a determined 
threshold, an eavesdropper is assumed to be present and the key exchange is terminated.  The 
17 
percent of bit used to conduct information reconciliation and the error threshold allowed are 
determined through other processes that are outside the scope of this thesis.  Figure 7, is a 
graphical representation of the BB84 protocol described. 
 
Figure 7. BB84 protocol example (R=rectilinear, D=diagonal) [5] 
 
Quantum Link 
As explained earlier, the quantum link consists of the medium used to transmit 
random bits used to generate a secure key.  A free-space quantum link has three major factors 
that affect the efficiency of the link: laser propagation, atmospheric transmission, and 
pointing accuracy. 
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Laser Propagation. 
Since the photons are not contained within a waveguide in a free-space link, the first 
issue affecting the quantum link is diffraction.  As the signal propagates away from the 
source, the signal also spreads.  Since the signal consists of single photon pulses, the photon 
itself won’t spread but each photon will take a slightly different path yielding an overall 
long-term beam that spreads.  The main factor of this spreading is the propagation distance, a 
longer propagation distance results in more spreading.  The distribution of the photons in the 
beam follows a Gaussian distribution, due to the fact that most lasers oscillate due to the 
Gaussian distribution of the electrical field [10]. 
Since a Gaussian beam has no obvious edge, an arbitrary value must be chosen to 
define edge of the beam (ω0).  One commonly used metric to define the edge of the Gaussian 
beam (ω0), is the radius which the intensity has dropped to 1/e
2 (0.135) of the peak value (I0) 
[10].  With this edge defined, equation (1) can be used to determine the intensity of the beam 
(I) at any point [10]. 
  = 	
 (1) 
As a Gaussian beam propagates, the energy spreads, which causes the intensity to 
decrease.  Initially, the beam size will increase slowly, but the beam size increases more 
rapidly until it eventually increases proportionally with the distance (x), as depicted in Figure 
8 [10].   
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Figure 8. Gaussian beam propagation [10] 
At a point much greater than the Rayleigh range4, the beam spread can be described by two 
simple equations to give either beam size (ω) or the divergence angle (θ), given in equations 
((3) [10, 11]. 
  =  1   
 (2) 
  = 42 (3) 
Atmospheric Transmission. 
For free-space transmission, not only will diffraction occur, but the photons are also 
affected by the dynamic link which they traverse.  One effect of interest in a space-based 
free-space link is beam bending caused by the changing density of the atmosphere [12].  This 
beam bending can be accounted for through simple ray tracing.  Ray tracing is performed by 
treating a “ray” as a signal transmission path from source to receiver [12].  The atmosphere is 
split into distinct layers with respective indices of refraction based on the density of the layer.  
The ray is traced beginning at the source and as it encounters the layer boundaries Snell’s law 
is used to account for the changing density between layers.  While ray tracing will enable 
modeling beam bending, it also introduces a slight focusing of the beam.  This is due to the 
                                                 
4 The Rayleigh range is the point in the beam is radius has spread by a factor of	√2, it is used as a reference 
point to separate near-field and far-field [11]. 
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increasing density of the atmosphere as the ray propagates downward.  Continually moving 
into higher density layers of atmosphere causes the ray to bend toward the vector normal to 
the atmosphere which counters some of the effects of diffraction.  One ray tracing 
methodology of interest, given by Muvvala, is a modified version detailed created by Boehm 
and Schuh [12, 13]. 
 This model begins with a description of the parameters used in Table 3. 
Table 3. Ray tracing algorithm input parameters 
Parameter Description Units 
i layer number Unitless 
hi height of each layer, i = 1 through total number of layers M 
ni total refractivity for each layer, i = 1 through N+1 Unitless 
r0 receiver location in azimuth plane defined by the azimuth 
angle of the satellite with origin at the geocenter 
m 
rsv satellite location in azimuth plane defined by the azimuth 
angle of the satellite with origin at the geocenter 
m 
e0 signal elevation angle at P0 rad 
 
The initial outgoing angle is assumed to be equal to the signal elevation angle and the initial 
y and z components are the location of P0, shown in equation (4) [12]. 
  = , " = 0, $ =  (4) 
The distance from the center of the Earth to the boundary intersection point is given by 
equation (5). 
 % = %&  ℎ% (5) 
Given the distances, ri-1 and ri, and the outgoing angle, θi-1, the path length between two 
layers can be calculated using equation (6) [12]. 
 (% = −%& sin%&  -% − %& cos%& (6) 
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Once the path length is calculated, the y and z coordinates of the intersection can be 
calculated with equations (7) and (8) [12]. 
 "% = "%&  (% cos%& (7) 
 $% = $%&  (% sin%& (8) 
The angle between the z-axis and the vector to point Pi can now be calculated from equation 
(9) [12]. 
 0% = tan& 
"%$% (9) 
The elevation angle (ei) and outgoing angle (θi) can now be calculated by applying Snell’s 
law which is shown with equations (10) and (11) [12]. 
 % = cos& 
 3%3%4& cos%&  0% (10) 
 % = % − 0% (11) 
This process can be repeated for all layers until the vector reaches the satellite, as shown in 
Figure 9. 
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Figure 9. Ray tracing from ground to satellite [12] 
In order to perform the ray tracing algorithm given above, an atmospheric model is 
needed to calculate the density for each layer.  Once the density for the layer is known, the 
ratio of density of the layer divided by the density at sea level can be used with the Edlén66 
formula, equation (13), to calculate the refractive index for the layer [14, 15]. 
Atmospheric models describe the temperature, pressure, and density of the Earth’s 
atmosphere at various altitudes.  A commonly used model is the 1976 International Standard 
Atmosphere.  This model is valid up to an altitude of approximately 84 km [16].  Using this 
model, the density at a given altitude can be calculated and used to calculate the density ratio 
shown in equation (12). 
 53(67"	8976: = 	 53(67"	97	9;767<=	53(67"	97	(9	;>; (12) 
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The refractivity of the atmosphere at sea level (nsea level) is then calculated for a given 
wavelength using the Edlén66 formula, equation (13) [14]. 
 3?@A	B@C@B = 83.4213  
24060.30130 −   
 159.9738.9 −  (13) 
Using the density ratio and the refractivity at sea level, equation (14) calculates the 
refractivity at a given altitude (naltitude). 
 3ABK%KLM@ = 3?@A	B@C@B ∗ 53(67"	8976: (14) 
Once the refractivity is known, it can be converted to an index of refraction (N) with 
equation (15) for use in Snell’s law. 
 O = 3 ∗ 10P  1 (15) 
Pointing Accuracy. 
Finally, since photons in the free-space link are not contained in a waveguide, the 
pointing accuracy of the transmitter can affect the probability of the photons arriving at the 
receiver.  In order to calculate the probability of reception, the area of the Gaussian beam 
received by the receiver aperture is integrated to get the total power received.  The total 
power received is divided by the total power in the beam to get the overall probability [10].  
Another method that can be used to calculate this probability and avoid directly calculating 
integrals is to use a couple of statistical functions.  These functions are the Rayleigh and Rice 
distributions and they can be used to calculate photon reception probabilities for two special 
cases of radial error distribution.  Both functions assume a two dimensional Gaussian with 
equal variance and a circular area of integration, which can be seen in Figure 10.  The 
Rayleigh function is a specific case of the Rice function in which the Gaussian has a zero 
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mean while the Rice function is more general and allows the Gaussian to have a non-zero 
mean as well. 
 
Figure 10. Rayleigh and Rice distributions [17] 
Using the cumulative distribution function associated with these distributions, the 
probability of a photon arriving within a given radius from the origin can be calculated.  In 
order to use these distributions, the aperture size and spot size must be on the same scale.  
The edge of the Gaussian beam is already defined by 1/e2, but the standard deviation must be 
calculated.  The D4σ method, which defines the beam diameter as four times the standard 
deviation of the distribution, also defines the edge of the beam at 1/e2 for a Gaussian beam 
[18].  Using the D4σ method, the spot diameter can be divided by four to get the standard 
deviation.  Now, the distribution functions can be used, because the size of the receiver is 
known, the size of the ground spot is known, and the standard deviation of the ground spot is 
known, so everything is scaled correctly. 
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Computer Modeling 
Since building and launching satellites can be expensive, computer modeling can be a 
useful tool to aid in the design a space system.  There are many options when choosing a 
program or a language to test a system: Proprietary or open-source computer languages; 
high-level platform independent language or low-level assembly language; compiled 
languages or scripting languages that run on the fly.  In order to create a model that can be 
widely used, a concern was a language that was open-source, free to use, and easy to 
understand.  The language chosen to meet these needs was Python.  The principles guiding 
the Python language include simplicity, readability, and easy implementation [19].  A major 
advantage of Python is the large standard library available to programmers [20].  This library 
gives programmers a lot of built in functionality rather than starting from scratch.  The 
following sections break the overall model into the major pieces that must be implemented 
and existing Python modules that could be used.  A few examples of proprietary software 
that could be used are also included. 
Orbit Propagation Module. 
The first major aspect of a space-based QKD model is orbital propagation.  The model must 
be able to take in orbital elements for a satellite and be able to propagate forward or 
backward in time to predict where a satellite will be or where it has been.  A two-line 
element set (TLE) is a snapshot of a satellite and all the required orbital elements for a given 
time.  TLEs are commonly used in the space community to communicate where a satellite is 
in the sky.  A TLE contains orbital parameters such as inclination, eccentricity, and mean 
anomaly.  The structure and information contained within a TLE can be seen in Figure 11. 
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Figure 11. Example TLE [21] 
Since a TLE is just a snapshot in time, a way to propagate the satellite through time is 
needed to predict the satellite location at different times.  This is done through the simplified 
general perturbations (SGP) model, of which the most commonly used is SGP4.  SGP4 
incorporates factors such as resonances, third-body forces, drag, and other perturbations to 
calculate satellite positions at times other than the one given in the TLE [22]. 
PyEphem 
PyEphem is a Python package which provides basic astronomical computations.  The 
numerical routines used by PyEphem come from the open-source XEphem astronomy 
application which is written in C [23, 24].  The orbital propagation algorithm used within 
XEphem is SGP4 [24].  Given a date and location, PyEphem can calculate the positions of 
celestial bodies.  If given a TLE along with a date and location, PyEphem can calculate the 
position of a satellite and the relative position of a satellite compared to coordinates on the 
ground.  There are two main objects of interest within PyEphem, observer and body. 
The first main object within PyEphem is the observer, which details an observation 
point on the surface of the Earth.  The observer object contains a time, latitude, longitude, 
ground elevation, minimum horizon, temperature, and pressure [23].  The time sets the 
scenario time for the observer and any associated objects.  The location is defined by latitude, 
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longitude and ground elevation for the observation point.  The minimum horizon sets the 
minimum elevation above the horizon which the observer can see a body.  The temperature 
and pressure are used to simulate atmospheric refraction.  By setting pressure to zero, 
refraction can be ignored [23]. 
The second main object within PyEphem is the body, which can represent planets, 
stars or satellites [23].  To create a satellite body within PyEphem a TLE, like the one in 
Figure 11, must be passed in to the readtle function.  Once the satellite is loaded, the compute 
function must be called with the observer as an argument to propagate the satellite to the 
observer scenario time. 
Once the observer and satellite have been loaded, the next_pass function can be used 
to find the next date and time when the satellite will be in view of the ground station.  Once a 
valid pass is found, the next_pass function will return the rise time, rise azimuth, maximum 
elevation time, maximum elevation, set time, and set azimuth [23].  The rise time and set 
time for the observer will account for the minimum elevation of the observer and the 
atmospheric refraction.  Setting the observer date and time within this range and calling the 
compute function will propagate the satellite to the set time.  Once propagated, the satellite 
object contains data relative to the observer such as time, elevation, azimuth, range, range 
velocity, and if the satellite is in the Earth’s shadow [23]. 
Since PyEphem is free and open-source, it has the advantage of being available to 
anyone who downloads it.  The orbit propagation algorithm, SGP4, is the same as what is 
used in other programs so it provides similar results for satellite position and data.  A 
disadvantage of the PyEphem package is the limited propagation time.  A limit is placed on 
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TLEs which only makes them valid for 100 days or the time required for the mean motion to 
change by 1% on either side of the epoch, whichever value is greater [24]. 
Systems Tool Kit (STK) 
STK is a commercial modeling package which can provide similar data to PyEphem.  
The base version of this software is free to use but additional capabilities require purchase of 
a license.  STK has a graphical user interface used for input and to display the satellite 
propagation.  The advantage of a modeling package such as STK is the ability of the user to 
begin using the software immediately, rather than needing to program the software. 
Statistical Analysis Module. 
As presented earlier, a method of calculating photon reception probabilities is to use 
statistical models such as the Rayleigh or Rice functions.  In order to use these statistical 
models, a software package must be used which contains the statistical models.  Two such 
packages are the SciPy.stats Python module and Matlab. 
SciPy.stats 
SciPy.stats is a library of statistical functions and probability distributions [25].  
Among the many statistical functions in ScyPy.stats is the Rice distribution function.  An 
important aspect of the Rice distribution function is the ability to calculate the cumulative 
density function (CDF).  This is done using the rice.cdf function. 
rice.cdf(x, b, loc=0, scale=1) 
The rice.cdf function takes in four arguments, two of which are required (x and b) and two of 
which are set to default values if not specified (loc and scale).  The x argument is the radius 
of the circle used in the CDF.  The b argument is the shape parameter, which describes the 
offset but must be scaled appropriately.  The loc parameter is not used for this thesis and left 
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to the default value of zero.  The scale parameter is used to scale the distribution to the 
appropriate size based on the standard deviation value. 
rice.cdf(x, b/std_dev, loc=0, scale=std_dev) 
Matlab 
Matlab is a mathematics program which has statistical capabilities built in as well.  In 
order to use the Rice distribution function, it must first be created using the makedist 
command. 
RiceDist = makedist(‘Rician’, ‘s’, offset, ‘sigma’, scale) 
The makedist command takes in three arguments, one is required and the other two are 
optional and set to default values if they are not defined.  The first argument is required and 
specifies the type of distribution to be made.  The optional arguments must be preceded by a 
flag to indicate which parameter is being defined.  The flag ‘s’ defines the non-centrality 
parameter for the distribution which is equivalent to the offset.  The ‘sigma’ flag defines the 
scale parameter and can scale the size of the distribution similar to the standard deviation 
used in the Python function. 
Atmospheric Modeling Module. 
As presented earlier, in order to trace the refracted path of the link, certain aspects of 
the atmosphere must be calculated.  In order to calculate the properties of the International 
Standard Atmosphere, the AeroCalc package provided within Python is used. 
AeroCalc 
The AeroCalc module is a Python module that performs various aeronautical 
engineering calculations [16].  The package is composed of five main modules: airspeed, 
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default_units, ssec, std_atm, and unit_conversion.  The modules and their functionality are 
listed in Table 4. 
Table 4. Main modules within AeroCalc package [16] 
airspeed Airspeed conversions and calculations.  Contains functions to convert 
between different types of airspeed as well as converting from aircraft 
inputs to airspeed. 
default_units Defines the default units that are used the AeroCalc modules. 
ssec Contains functions that calculate airspeed based on GPS inputs. 
std_atm Contains a description of the 1976 International Standard Atmosphere.  
Provides functions that convert between pressure, density, and 
temperature. Also provides ratios for pressure, density, and temperature 
for a given altitude with respect to sea level. 
unit_conversion Contains functions to convert between commonly used units. 
 
The module of interest in this package is std_atm since it contains a model of the 
1976 International Standard Atmosphere.  This module enables a computer model to include 
atmospheric effects on propagating photons.  This module allows for the simulation of beam 
bending as the signal propagates through the atmosphere.  In order to use the std_atm 
module, a few modifications to code syntax were required to comply with the current Python 
compiler. 
High Energy Laser End to End Operational Simulation (HELEEOS) 
HELEEOS is a software package built and maintained by the AFIT Center for 
Directed Energy (CDE) to simulate laser transmission through the atmosphere [26].  
HELEEOS provides estimates of energy on target by modeling the atmosphere.  As stated in 
the documentation, data produced by HELEEOS incorporates, “environmental effects such as 
gaseous and aerosol / non-aerosol particulate absorption and scattering, optical turbulence, 
and cloud free line of sight for virtually any location on the globe [26].”  One result 
HELEEOS produces, which is important for this thesis, is the calculation of ground spot 
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sizes.  Theses spot sizes can be used as a truth source to compare with spot sizes generated 
through the ray tracing method used in the model. 
Math Module. 
The math module in Python exists within the Python Standard Library and provides 
mathematical functionality for common mathematical functions such as sin, cos, exponent, 
and absolute value.  The functions within this package are broken into seven different 
categories: number-theoretic and representation functions, power and logarithmic functions, 
trigonometric functions, angular conversion functions, hyperbolic functions, special 
functions, and constants [27].  An important note for this package is that the functions will 
not handle complex numbers.  In order to perform calculations with complex numbers the 
cmath module must be used.  
Previous Work 
In order to set up a relevant experiment, it is necessary to review previous 
experiments.  Two major experiments involving space-based QKD that will be presented 
were performed by Bourgoin et al. and Bonato et al.  A brief overview of key aspects of the 
experiments is shown in Table 5. 
Table 5: Summary of previous experiments [3, 2] 
Parameters covered Bourgoin et al. Bonato et al.
Satellite altitude 500, 600 km 400, 500, 600 km
Key distribution direction Uplink and downlink Uplink and downlink
Key distribution method WCP & QE WCP & QE
Quantum signal wavelength 670, 785 nm 800 nm
Encoding scheme Polarization Polarization
Tracking signal wavelength N/A
Separate wavelength & 
time-multiplexed  
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Both experiments focused on LEO satellites around 500 km in altitude.  While 
Bonato et al. didn’t specify the type of orbit, Bourgoin et al. focused specifically on a sun-
synchronous noon/midnight orbit in order to optimize the amount of time in the Earth’s 
shadow [3].  Another aspect of the altitude that Bourgoin et al. explored was lowering the 
altitude to improve the signal-to-noise ratio.  The conclusion was that although lowering the 
altitude did increase the signal to noise ratio, the pass time was shortened and so the 
improved signal-to-noise ratio was offset by the shorter pass time [3].   
Both experiments also calculated and compared uplink performance and downlink 
performance.  The analysis performed by Bonato et al. pointed to better link performance in 
the downlink due to lower signal attenuation and less background noise [2].  Even though 
uplink was calculated to have lower performance in both studies, Bourgoin et al. argued the 
uplink as the preferred link direction for early implementations because of the ability to 
change hardware on the ground and perform more experiments [3]. 
Both experiments included calculations for the performance of WCP and QE as the 
distribution method.  While Bonato et al. found both methods to be feasible, the QE method 
did present additional challenges and limitations [2].  In the study performed by Bourgoin et 
al., WCP outperformed QE in both the uplink and downlink.  This superior performance was 
attributed to the ability to use higher pulse frequencies achieved in WCP [3]. 
While the wavelengths used in both experiments weren’t exactly the same, they were 
both on the shorter end of the scale compared to the wavelengths used in laser satellite 
communications presented earlier.  While Bourgoin et al. focused on 670 and 785 nm, they 
also showed a brief analysis of secure key length for several other wavelengths [3].  
Analyzing wavelengths at 405, 532, 670, 785, 830, 1060, and 1550 nm, Bourgoin et al. found 
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785 nm as the optimal wavelength for an uplink and 670 nm as the optimal wavelength for a 
downlink [3]. 
Polarization encoding is the most popular method used in free-space QKD due to the 
reasons explained in the encoding section and so Bourgoin et al. and Bonato et al. used 
polarization and did not explore any additional options [3, 2]. 
Options for tracking the signal and polarization are covered in depth by Bonato et al.  
The two options discussed by Bonato et al. are the same options presented above, a tracking 
beam at a different wavelength or a time-multiplexed tracking signal and quantum signal [2].  
For a time-multiplexed signal Bonato et al. explored tracking signal repetition rates and 
found that even a repetition rate as low as 1 Hz yielded polarization error probabilities in the 
range of 10-3 to 10-4 for satellite at altitudes from 200 to 1000 km [2].  Due to the higher 
angular rates, low altitude satellites require higher signal tracking rates compared to satellites 
at higher altitudes [2].  Signal and polarization tracking was not a focus in Bourgoin et al. 
and the assumption was, if the pointing accuracy is better than the errors caused by 
diffraction and turbulence in the atmosphere, the pointing error isn’t a dominant source of 
loss [3]. 
Summary 
In order to explain the methodology used in this thesis, some background information 
was required.  This chapter started with an overview of the types of QKD and the BB84 
protocol used in QKD.  Next, three major factors which influence free-space QKD were 
explained, including how lasers propagate in free-space, how the atmosphere effects beam 
propagation, and how reception probabilities can be calculated from pointing accuracy.  
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Then, computer modeling was covered and some of the Python modules used to help model a 
free-space QKD link.  Finally, two previous experiments and the inputs and results were 
reviewed. 
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III. Methodology 
Chapter Overview 
This chapter describes the methodology used in this thesis to answer the research 
questions provided in Chapter I.  First, the main factors for the definition of the model will be 
presented along with reasoning for the selection.  Next, the setup of the experiment will be 
presented.  Then, the assumptions made for the experiment are stated followed by the 
different variables used in the experiment.  After this, the logical flow and methodology of 
the model from inputs through to outputs will be described.  Finally, the processes used to 
validate the model will be explained. 
Selecting Constraints 
Using the space-based QKD description in Chapter II, there are many design 
considerations for a space-based QKD implementation.  Since the public channel 
implementation using classical radio frequencies has been demonstrated extensively by 
current satellite communications systems, the major design driver for space-based QKD will 
be the quantum channel.  The primary design options that will be evaluated are as follows: 
• Satellite Altitude: LEO, GEO 
• Key distribution direction: uplink, downlink 
• Key distribution method: weak coherent pulse (WCP), quantum entanglement 
• Quantum signal wavelength: 800 nm, 1064, 1550 nm  
• Encoding scheme: Polarization, phase, amplitude 
• Tracking signal wavelength: Time multiplexed with quantum signal, separate 
wavelength 
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Satellite Altitude. 
The first design aspect to consider is the altitude of the satellite.  The majority of 
research for space-based QKD focuses on LEO satellites [3, 2, 9, 28].  There is some 
research which focuses on the feasibility of GEO satellites for QKD, such as the research 
performed by Miao [29].  Some of the attributes that are studied, when determining what 
satellite altitude to use, are signal spot size at the receiver, total access time, Doppler shift, 
and geographic coverage area. 
The primary advantage of using a LEO satellite is to minimize the spot size at the 
receiver.  Even Miao, who proposes the use of a GEO satellite, admits: 
“GEO satellite is accused for its high losses for the long transmitting 
distance.  In fact, most losses come from low collecting efficiency because 
of the big spot size and the relatively small collecting telescope, which 
make most energy lost outside the telescope [29].” 
Since GEO satellites are stationary with respect to a ground site, they have the 
advantage of continuous coverage [28].  The use of LEO satellites, in order to minimize 
spreading, does come at a cost.  As Bonato stated in his study, “Geostationary satellites are 
too distant to implement a single photon link; therefore fast-moving low-orbit satellites (LEO 
orbit, from 500 to 2000 km above Earth surface) must be employed [2]”.  The key word here 
is “fast-moving,” which introduces the next attribute used to choose an altitude.  Although 
LEO satellites are much closer to the Earth's surface, they are also moving very fast with 
respect to a point on the ground, which yields limited access times to ground sites.  This is 
addressed in the analysis Armengol et al. performed, where average access duration between 
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the ISS and a ground site was two minutes [28].  This duration, along with the total number 
of accesses per day, limits the total amount of key material that can be generated for a ground 
site.   
Another facet of the fast-moving LEO satellites is the Doppler shift induced by the 
large relative speeds.  This Doppler shift can expand the range of frequencies that must be 
allowed to enter the receiver.  As more frequencies enter the receiver, more noise is allowed 
to enter as well.  Since GEO satellites are essentially stationary with respect to a ground site, 
no Doppler has to be accounted for; the range of frequencies entering the receiver can be 
small.  With this small range comes the added advantage of filtering out more noise.  While 
this Doppler shift seems like a large advantage for the GEO satellite, it turns out that the 
amount of Doppler shift induced in the quantum channel is negligible, approximately 5x10-5 
of a wavelength [30].   
Although the access times for a LEO satellite are extremely short, compared to the 
persistent coverage provided by a GEO satellite, a LEO satellite has the advantage of 
worldwide coverage [28].  This worldwide coverage allows for more options on the 
placement of ground sites and enables two sites on opposite sides of the Earth to share a 
common key. 
Table 6. Altitude Factors 
LEO GEO
Receive Spot Size Small Large
Access Time Short Long
Doppler Shift Negligible None
Coverage Area Global Regional  
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Looking at Table 6, the only real disadvantage of a LEO orbit is the short access 
times which is offset by a smaller receiver spot size and expanded coverage area.  Overall, 
these design factors drive the system toward LEO instead of GEO. 
Key Distribution Direction. 
The key distribution direction is limited to either uplink (the ground is the source) or 
downlink (the satellite is the source).  For link direction, most experiments find the optimal 
setup is using satellite QKD downlinks [3, 2, 29].  The primary driver behind choosing 
downlink is the scattering of the photons from the atmosphere.  In the experimental setup 
used by Jennewein et al., even though the source was on the ground, they acknowledged the 
challenges resulting from this choice: 
“Placing the quantum receiver in space, however, poses some technical 
challenges of its own.  In particular, the expected link losses will be higher 
for the uplink than they would be for a downlink because atmospheric 
turbulence perturbs the photons at the start of their journey up to the 
satellite.  In addition, the dark counts of single-photon detectors will rise 
due to the radiation exposure in orbit. [9].” 
The first point Jennewein et al. made was that the atmospheric turbulence scatters the 
photons more, when they experience this turbulence at the beginning of the transmission, 
rather than at the end of the transmission.  If a photon is leaving a ground source and is 
deflected a couple of degrees immediately, it then travels the full link distance moving away 
from the initial center point. 
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The advantage of a downlink is that most of the atmosphere is contained in the last 10 
km of the photon path.  This means that the photon can travel the majority of the distance 
unperturbed, and is only perturbed by the atmosphere near the end of the propagation path 
[3]. 
The next point that is made in the quote above is the increased dark counts that result 
from a single photon detector (SPD) on the satellite.  A dark count is a photon that was 
received, but was not sent by the single photon source.  The Earth can be modeled as a black 
body, emitting radiation at all wavelengths.  Since the detector on the satellite will be 
pointing back at the ground, not only will it be receiving photons from the intended source, 
but it will also be receiving photons emitted by the Earth.  Even filtering out all other 
wavelengths, the Earth will emit some photons that are close enough in wavelength to the 
photons emitted by the single photon source that they will result in dark counts [2]. 
Another major source of noise for the uplink direction is the light pollution within the 
receiver field of view (FOV) [2].  The advantage of the downlink direction is the single 
photon detector will be pointing up at the sky.  If detection is only being performed at night, 
then while the moon is not within the ground receiver FOV, then the only source of noise 
photons would be the stars and the extremely cold blackbody of space.  This results in noise 
levels in the downlink six orders of magnitude less than the noise levels in the uplink [2]. 
Key Distribution Method. 
Once the direction of the signal has been determined, the method of transmitting the 
photons between two sites must be chosen.  The two most common methods being 
researched are quantum entanglement (QE) and weak coherent pulse (WCP) [3, 2]. 
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In the QE, the satellite generates two quantum entangled photons and sends each 
photon to a ground station.  The advantage of this method is that the satellite is not a trusted 
node so it has no knowledge of the final key generated between the two ground sites [3].  The 
disadvantages of requiring two telescopes and the limitations on ground station separation 
were presented in Chapter I.  Overall, this method does not support the goals of this thesis.  
In order to make QKD global, the two ground stations must be farther apart than the satellite 
FOV. 
The WCP method allows two ground sites to be located anywhere on the earth within 
the satellite’s orbit.  The WCP method treats the satellite as a trusted node which generates a 
key with one ground station, then, while over the second ground station generates a second 
key.  Using the second key, the satellite sends the first key to the second ground station [3].  
The WCP method has several advantages over QE.  The first advantage is global reach, since 
the two ground stations aren’t required to stay within the satellite FOV; they can be located 
anywhere below the satellite orbit.  The second advantage is complexity and technology 
available [3].  WCP is much less complex than QE and the technology for WCP is 
commercially available.  Due to this simpler approach WCP is more cost-effective and faster 
to deploy than a QE system.  One last advantage of the WCP method, demonstrated in 
studies done by Bonato et al. and Bourgoin et al., is a higher key rate compared to QE [3, 2].  
The main disadvantage of the WCP method is that the satellite is a trusted node which means 
it must have a copy of the secure key.  This vulnerability can be mitigated if the key storage 
cannot be interrogated or accessed by the satellite bus [3]. 
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Quantum Signal Wavelength. 
Once the system characteristics have been defined, the characteristics of the signal 
itself must be defined.  As mentioned previously, the quantum channel uses optical lasers to 
transmit the data.  The first aspect of the signal that must be defined is the wavelength the 
lasers will operate at.  The main factors that go into this choice are commercial availability, 
atmospheric transmittance, beam spreading, and receiver characteristics. 
Although there are many useable wavelengths, the industry has focused on three 
bands for use in space; 810-850 nm, 1064 nm, 1550 nm [31].  While Table 7 only details two 
wavelengths, two recent experiments, the Lunar Laser Communication Demonstration 
(LLCD) and the Optical Payload for Lasercomm Science (OPALS), performed in 2013 and 
2014 respectively, utilized lasers with a wavelength of 1550 nm [32, 33]. 
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Table 7. Satellite laser terminal summary [31] 
 
 
Within these three bands, the lowest band, 810-850 nm, seems less popular in recent projects. 
As noted in a joint National Aeronautics and Space Agency (NASA) European Space 
Agency (ESA) optical link study group, “It appears that already there is a consolidation of 
applications in two wavelength regions, 1550 nm and 1060 nm [34].”  These results dictate 
that most likely any satellite with laser communications capabilities will be operating in one 
of these three bands. 
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The next factor to consider in choosing one of these bands is the transmittance of that 
wavelength through the atmosphere.  Since the bands presented above have good 
atmospheric transmittance, they are already being tested and used on satellites.  Using 
MODTRAN 5, Bourgoin et al. presented the chart below showing the transmittance of these 
wavelengths along with several others [3]. 
 
Figure 12: Atmospheric transmittance [3] 
As seen above, in Figure 12, the transmittance for 1550 nm is the best, followed by 1060 nm, 
and finally 830 nm with the lowest transmittance of the three bands.  From this aspect, it 
would appear that the longer wavelength, 1550 nm, would be the most optimal to use. 
While the 1550 nm band appears to be optimal, beam divergence is another factor 
that must be considered.  As shown in equation (16), beam divergence (θ) is dependent on 
the wavelength of the beam (λ) and the size of the aperture (w0) [10]. 
  ≅ 42R 		63	9=693( (16) 
If the size of the aperture is held constant, then as the wavelength gets larger, the beam 
divergence grows.  This is important because even a small difference in divergence could 
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result in large differences in the spot size on the ground due to the long transmission 
distances.  For example, if a satellite aperture has a radius of 5 cm (0.05 m), is 400 km above 
the ground site and no diffraction from the atmosphere is considered, then the resulting spot 
size can be calculated using equation (17) [10]. 
 R = RS1   R

 (17) 
From equation (17), the ground spot for the 810 nm wavelength, 400 km away has a radius of 
about 2.1 meters while the spot size for the 1550 nm wavelength is almost double the 
previous spot with a radius of about 3.9 meters.  From these results, it seems that beam 
divergence points to an opposite conclusion for the optimal wavelength when compared with 
transmittance. 
The last aspect to consider when selecting a wavelength for the quantum channel is 
the receiver characteristics.  The receiver is typically an avalanche photo diode (APD).  
Commercially available APDs are typically divided into two categories, visible (400-1000 
nm) and infrared (950-1650 nm) [3].  Visible APDs are typically made using Si, have 
detection efficiencies of >50%, and have low dark count rates [3].  Infrared APDs are 
typically made using InGaAs, have lower detection efficiencies, higher dark count rates, and 
lower repetition rates compared to visible APDs [3].  Another promising technology is a 
superconducting nanowire SPD, which has achieved high detection efficiencies in both the 
visible and the infrared categories along with low dark counts and a high repetition rate.  In 
some cases, these superconducting nanowire SPDs have reported efficiencies of 67% and 
95% for 1550 nm wavelengths at rates of 10 MHz and 50 KHz respectively [35, 36].  While 
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superconducting nanowire SPDs sound extremely promising, they are still in the research 
stages and not ready for commercial implementation [3]. 
When the receiver is considered, the 800 nm wavelength falls into the range of the 
visible APDs which have detection efficiencies of >50%.  The 1064 nm and 1550 nm 
wavelength fall into the infrared APD category which has lower efficiencies along with the 
other drawbacks listed above.  Until superconducting nanowire SPD technology becomes 
more robust and can be commercially implemented, the 800 nm wavelength would be the 
preferred wavelength to use. 
Encoding Scheme. 
Once a wavelength has been selected, the next aspect of the quantum signal is 
determining how the random bits will be encoded.  Typical encoding schemes used in 
traditional communications use phase, polarization, wavelength, or amplitude to encode bits 
[37].  Since QKD requires encoding one bit on a single photon, amplitude modulation cannot 
be used.  Increasing the amplitude requires more energy which requires using more photons 
and then the signal would no longer be secure because photons could be siphoned off without 
the receiver knowing and the key would be compromised.  Phase encoding cannot be used 
because random variations in the atmospheric refractive indices induce phase distortions 
[37].  Using a wavelength encoding scheme has the drawback of requiring a larger passband 
filter at the receiver.  If the receiver is allowing more wavelengths in, then more noise is 
allowed in and the detector has a greater probability of detecting noise instead of the actual 
signal.  The final scheme remaining is polarization.  Since the atmosphere is essentially non-
birefringent, the polarization of a photon will remain almost unperturbed [2].  Polarization is 
the most common encoding scheme used for QKD research and has been demonstrated in 
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long-distance free-space links [3, 2, 6].  The standard implementation of polarization, BB84, 
was described in Chapter II.  
Tracking Signal Wavelength. 
Although encoding photons by polarization has advantages, it also requires that the 
transmitter and receiver share the same reference frame.  A shared reference frame keeps 
error rates low by ensuring that if a photon is sent using the rectilinear frame, and then 
measured in the rectilinear frame, the correct value encoded in the photon is measured.  Any 
rotational offset between transmitter and receiver reference frames introduces a probability of 
getting the incorrect value [2].  If the two reference frames are off by 45° then there is a 
50/50 chance of the measured value being a 0 or a 1 no matter what value was sent [5]. 
In order to keep the two reference frames aligned, a higher power probe beam is 
normally used which maintains a constant polarization. The receiver uses this constant 
polarization to align its reference frame with the transmitter reference frame.  As discussed in 
Bonato et al., two common implementations of this probe are a probe at a different 
wavelength than the quantum channel or a probe which is time-multiplex with signal at the 
same wavelength [2].  Since polarization is mostly unperturbed by the atmosphere, using a 
probe at a separate wavelength yields an error rate less than 1% [2].  Using a probe at a 
separate wavelength has the advantage of maximizing the data rate for the quantum channel.  
Although using a time-multiplexed probe lowers the data rate for the quantum channel, it 
does not require additional lasers or associated hardware.  In order to maximize the data rate, 
a probe beam will be assumed to exist at a separate wavelength. 
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Experiment Setup. 
Now that the major aspects of space-based QKD have been presented, it is possible to 
review the experimental setup for this thesis presented in Chapter I.  This section will provide 
a quick review of the scenario chosen for this experiment, summarized in Table 8, the 
experimental parameters selected, and the motivation behind these selections. 
Table 8: Summary of parameters selected 
Parameters covered Parameters selected
Satellite altitude 400, 500, 770, 785 km
Key distribution direction Downlink
Key distribution method WCP
Quantum signal wavelength 800 nm
Encoding scheme Polarization
Tracking signal wavelength Separate wavelength
Pulse frequency 100 MHz  
This scenario will utilize a single satellite to distribute secure keys between five 
different ground stations presented in Chapter I: AFIT, NPS, USAFA, USMA, and USNA.  
In order to answer research question #3 and find an optimal orbit for this scenario, two 
aspects of the orbit will be compared.  Orbit altitude will be compared as well as sun-
synchronous and non-sun-synchronous inclinations in order to determine which type of orbit 
gives the longest key lengths and the most consistent key refresh rates.  The key distribution 
direction will be a downlink due to the superior performance shown in previous studies [3, 
2].  This thesis is looking at practical, real-world applications therefore; WCP will be the key 
distribution method since it is more prevalent and is more technologically feasible.  The 
quantum signal wavelength used will be 800 nm.  Polarization will be used for the encoding 
scheme because that is the standard in free-space QKD due to the stability of the encoding.  
The tracking signal will be time-multiplexed with the quantum signal at the same wavelength 
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in order to minimize space and weight on the satellite.  Finally, the pulse frequency will be 
set at 100 MHz by recommendation of the sponsor to model currently available hardware. 
Model Assumptions 
Now that the main parameters of the model have been presented, the next important 
aspects of the model to define are the assumptions made for the model.  In order to set up the 
experiment several assumptions are made which will help to limit the number of control 
variables and simplify the model for the baseline experiment.  Some of these assumptions 
will hold for all test scenarios while others will be in place to allow for a simple initial model 
and then removed during later iterations to add fidelity to the model.  An easy way to 
organize the assumptions made is by the aspect of the model the assumption affects: the 
source, the channel, the receiver, or the overall dynamics of the model. 
Source. 
The first aspect of the model is the assumptions made for the source.  The first 
assumption, assumes a perfect source which will provide one photon for every pulse.  The 
next assumption simply states that no photons are lost within the source due to absorption.  
The third assumption, states that the photons emitted by the source are all the exact same 
wavelength.  The final assumption for the source states that photons are released from the 
source at a constant rate and there is no clock jitter. 
• The source is a on demand single photon source (no multiple pulses or empty 
pulses) 
• No losses due to absorption in the transmitter 
• Photon wavelength is invariant (always emits the same energy photon) 
• Pulse frequency of transmissions is constant 
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Channel. 
The next aspect of the model is the channel in which the signals propagate.  First, 
beam wander is ignored due to the results of analysis done by Bonato et al. [2].  The next 
assumption addresses the spreading of the beam.  Since all transmission distances are 
extremely long, the far-field model of a Gaussian half-angle formula is applied.  Finally, as 
altitude increases, the atmospheric density decreases, this limits any diffraction effects 
caused by the atmosphere.  Since the standard atmosphere model being used ends at 84 km 
and diffraction effects are extremely small, this is where the effects of diffraction cease to be 
considered. 
• Beam wander isn't considered because the effects are negligible compared to 
diffraction [2] 
• Spread of the long term beam in the vacuum is modeled by Gaussian half-
angle formula 
• Calculating diffraction due to the atmosphere starts at 84 km above the Earth 
Receiver. 
The third aspect of the model is the receiver.  The first assumption is that any photon 
which arrives in the receiver aperture is detected.  Next, similar to the assumptions for the 
transmitter, no photons are lost within the receiver due to absorption.  Last, the only photons 
arriving at the receiver are photons which were sent by the transmitter. 
• Perfect single photon detector 
• No losses due to absorption in the receiver 
• No noise received at detector 
Model Dynamics. 
The final aspect of the model is the dynamics for the overall model.  The first 
assumption made eliminates any effects from Doppler even though the satellite movement 
would introduce some Doppler.  The next assumption is that the transmitter is pointing 
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perfectly at the receiver and no loss occurs due to misalignment.  This is used to create a 
baseline in key rates and key lengths to compare the effects of pointing error that are 
introduced when this assumption is removed.  The final assumption characterizes the 
distribution of photons at the receiver as a Gaussian distribution. 
• No Doppler 
• Perfect pointing (Only when comparing orbits) 
• The long term ground spot distribution is a two-dimensional Gaussian 
distribution 
 
System Parameters and Variables 
With the system parameters defined and the assumptions stated, the different 
variables within the model can be presented.  In order to properly set up the experiment, the 
variables are organized into their respective categories of response, control, and constant.  
Along with the different variables, some applicability of the results and known interactions 
are identified.  The response variables are the outputs of interest that will be recorded as the 
inputs to the experiment change.  The control variables are the inputs which will be modified 
to cause changes in the response variables.  The constant variables are also inputs that change 
the response variables but these values will be constant in order to study the effects of the 
selected control variables on the response.  The applicability of results are the aspects of the 
experiment which could possibly introduce uncertainty into the results.  The known 
interactions are the interactions that are expected to be seen from the control and the response 
variables.  All of these categories and the variables for this experiment are explained below. 
Response Variables. 
The overall experiment will only have one response variable, the key rates, which can 
also be used to generate key lengths over time.  These will be the final values that are used to 
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compare different scenarios.  The other three response variables, transmission window, 
ground spot radius, and photon reception probability are all response variables calculated 
from different functions in the model and are used as inputs to proceeding functions.  These 
response variables can be seen in Table 9. 
The first function in the model, which is analyzing the number of transmission 
opportunities, will output all of the possible communication times as the transmission 
windows.  The second function within the model, which traces the photon path from the 
satellite to the ground for a given elevation and slant range, will output the long-term ground 
spot size based on the input conditions.  The output of this function will help with initially 
understanding the problem by giving the ground spot size.  Knowing the ground spot size can 
help with visualizing the ground spot compared to the ground receiving aperture.  If the two 
are the same, then there should be very little loss due to photons arriving outside of the 
ground aperture.  As the ground spot grows with respect to the receiver aperture size, the 
probability of detection will decrease.  The third function within the model, calculates the 
photon reception probability based on the long-term ground spot size, the receiver size, and 
the pointing error. 
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Table 9: Response Variables 
Response Variable
(units)
Normal Operating 
Level & Range
Measurement 
Precision
Relationship to Objective
Transmission Window
(min)
1-3 min 1 second
The length of the transmission 
window contributes to the 
overall amount of key material 
generated
Ground Spot Radius
(meters)
15-Apr 1 mm
The ground spot radius has a 
direct effect on the photon 
reception probability
Photon Reception 
Probability
(%)
% probability 1 pulse
Probability of reception for 
each pulse contributes to the 
calculation of the total key 
material generated
Key Rates
(bits/sec)
% bits sent per sec 1 bit/sec Objective of the experiment
 
Control Variables. 
The control variables are the aspects of the experiment that are of interest and 
assumed to have an effect on the response variables.  The control variables in Table 10 are all 
aspects of the satellite (transmitter).   
The first two variables are aspects of the satellite orbit that will have an effect on the 
overall amount of key material that can be generated.  The altitude and inclination of the 
satellite will contribute to the amount of valid passes the satellite has with a ground receiver 
along with the elevation and range of the satellite with respect to a ground receiver.  The final 
control variable of the satellite is the pointing offset, which could be due to pointing bias or 
jitter.  This is the main variable in the experiment for determining how the pointing accuracy 
can affect the overall amount of key material generated.  The pointing offset will start at zero 
to get a baseline scenario of perfect pointing and tracking and will then be increased to model 
satellite pointing error. 
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Table 10: Control Variables 
Variable/Factor
(units)
Normal Level 
& Range
Measurement 
Precision
Proposed 
Settings
Predicted Effects
Orbit Altitude
(km)
410 1 km
[410, 500, 770, 
785]
More valid pass times = 
longer transmission time
Orbit Inclination
(degrees)
51.6 0.1 degrees
[51.6, 86.4, 
97.9, 98.4]
More valid pass times = 
longer transmission time
Pointing Offset
(µrad)
0 1 µrad [0-15]
Smaller offset = higher 
probability of bits 
received  
Constant Variables. 
The constant variables are the input variables that could have an effect on the key 
rates if they were allowed to vary.  These constant variables are organized into three 
categories where they apply: the overall scenario setup, the transmitter setup, and the receiver 
setup.  All the variables for these categories are listed in Table 11.  The first three variables 
are applicable to the setup of the scenario that is being used for the experiment.  This 
experiment is focused on a satellite-to-ground implementation of QKD.  The reason for this 
choice was discussed earlier.  The number and locations of the ground stations is another 
aspect of the overall scenario that is constant.  The number of atmospheric layers and their 
respective heights will be constant.  This is used to model the path bending and any 
diffraction due to the atmosphere. 
For the transmitter, the efficiency, wavelength of the signal, pulse frequency, mean 
photon number, and aperture radius will all be constant.  Rather than set these values as 
constants in the model, they are defined as variables.  This allows more fidelity and 
flexibility if other aspects of the model need to be studied since these parameters could be 
adjusted.  
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The receiver efficiency, detector efficiency, aperture radius, and minimum elevation 
are the aspects of the receiver that will be constant for this thesis.  Similar to the transmitter 
values, these receiver aspects are coded as variables but will be constant for this study. 
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Table 11: Constant Variables 
Variable/Factor
(units)
Desired Level or 
Allowable Range
Measurement 
Precision
How to Control 
(in experiment)
Anticipated 
Effects
Transmission 
Direction
(uplink/downlink)
downlink String Simulation setup
Satellite-to-
ground QKD
Ground Stations 5 String Simulation setup
Average key 
material 
generated
Atmospheric Layers 0-84 km 1 km Simulation setup
Beam bending, 
path length
Transmitter Efficiency
(%)
100% 1% Simulation setup
Perfect single 
photon emitter
Transmission 
Wavelength
(nm)
800 nm 1 nm Simulation setup
Ground spot 
size
Pulse Frequency 100 MHz 1 Hz Simulation setup
Average key 
material 
generated
Mean Photon Number
(MPN)
1 0.1 Simulation setup
Perfect single 
photon emitter
Transmitter Aperture 
Radius
(cm)
5 1 cm Simulation setup
Larger radius = 
smaller beam 
divergence
Receiver Efficiency
(%)
100% 1% Simulation setup
No absorption 
by receiver
Detector Efficiency
(%)
100% 1% Simulation setup
Perfect single 
photon detector
Receiver Aperture 
Radius
(cm)
50 1 cm Simulation setup
Larger radius = 
higher 
probability of 
bits received
Minimum Elevation
(degree)
30 1 degree Simulation setup
Lower 
elevation yields 
longer pass 
times
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Applicability of Results. 
The scenario timeframe can affect this model because different periods of time can 
have varying numbers and types of passes.  If the scenario is run for two weeks and then the 
first week is compared to the second week, it is very likely that the amount of key generated 
for one week is different than the other.  The best way to overcome this factor is to run the 
scenario for a sufficiently long time.  A longer scenario allows for more time to be used in an 
average and is likely a more accurate average of the amount of key material that can be 
generated.  Since finite time periods are run for this thesis, some uncertainty results from 
applying observations from the finite intervals to the complete scenario. 
Known/Suspected Interactions. 
There are three primary interactions which are being tested by this thesis.  Two of the 
interactions are based on the orbit and how effects the reception probability and total number 
of passes.  The third interaction being tested in this thesis involves the effects of pointing 
error on the key rates that can be achieved. 
The first suspected interaction is between the satellite altitude and ground reception 
probability.  As the altitude of the satellite increases, the signal must propagate farther which 
allows for more spreading of the beam.  This results in a larger spot size which in turn means 
the ground reception probability decreases since the receiver is covering a smaller portion of 
the total ground spot.  Overall, the altitude and probability of reception are inversely 
correlated. If the satellite altitude is increased, the probability of reception decreases and vice 
versa. 
The second suspected interaction is the satellite altitude and inclination affecting the 
total pass time between the satellite and ground station.  First, the altitude and pass times are 
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inversely correlated.  A lower altitude satellite is moving faster relative to a ground station 
which means it will have shorter pass times.  Next, the inclination effects the pass times in 
two ways.  The inclination must first be high enough that the satellite passes over a ground 
station.  If the inclination is lower than the ground station latitude, no valid passes will exist.  
The inclination also has an effect on the frequency of the passes due to the effect of 
inclination on nodal precession.  If the inclination and altitude is set so that the nodal 
precession matches the apparent motion of the Sun, the satellite is in a sun-synchronous orbit.  
A sun-synchronous orbit would allow the satellite to pass over a ground station at the same 
time each day.  A non-sun-synchronous orbit results in the satellite passing over a ground site 
at different times and maximum elevations which can lead to variability in the pass frequency 
and quality. 
The final suspected interaction is the effect of satellite pointing error on the amount of 
key material that can be generated over time.  The pointing error is inversely correlated to the 
key rate.  As the pointing error grows, the ground station receives less overall power from the 
signal and the probability of photon reception drops.  This lower probability leads to a lower 
key rate. 
Model Description 
 Now that the different control and response variables have been covered, it is 
necessary to describe the model.  First, a description of the inputs to the model is given.  
Then, the logical flow of the model will be explained, starting with orbital propagation, 
moving on to how the signal is propagated, and finishing with how the receive probability is 
calculated.  Finally, the outputs of the model will be described. 
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Inputs. 
 For clarity, the model inputs are broken into four categories based on where the 
variables apply: scenario, transmitter, channel, and receiver.  These categories and the 
respective variables within are detailed in Table 12. 
Table 12. Model input categories and input variables 
Scenario Transmitter Channel Receiver
Scenario Start Time TLE Atmospheric Layer Heights Latitude
Scenario Stop Time Wavelength Longitude
Time Step Transmitter Radius Height
Pointing Offset Minimum Elevation
Pointing Jitter Air Pressure
Transmitter Efficiency Receiver Radius
MPN Receiver Efficiency
Pulse Frequency Detector Efficiency  
Methodology. 
 Once all the inputs have been provided to the model, the resulting amount of key 
material can be calculated using the approach outlined below: 
1) Find the next pass and associated pass data 
a) Calculate the start time and end time for the next valid pass 
b) Set scenario time to the start of the pass 
c) Calculate the azimuth, elevation, altitude, range, range rate, and eclipsed status 
d) Propagate scenario time forward by the set time step interval 
e) Repeat steps c & d until the end of the pass is reached 
f) Return all pass data 
2) For each time step in the pass: 
a) Calculate the ground station pointing angle required to link the satellite and ground 
station 
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b) Calculate the spot size 
c) Calculate the probability of reception 
d) Calculate transmission probability 
e) Combine the probability of reception, probability of transmission, transmitter 
efficiency, and receiver efficiency for an overall probability 
f) Calculate key material by multiplying probability and time step 
g) Add key material generated to running totals such as pass total and scenario total 
3) Repeat steps 1 and 2 until the end of the scenario time 
 
Orbit Propagation 
 Orbit propagation is performed by the PyEphem package described in Chapter II.  
The satellite is defined by the TLE input to the model and the ground station is created based 
on the location, height, and minimum elevation angle.  In order to minimize the effects of 
drag, a satellite TLE is not used for more than a few months.  If a longer timeframe is 
needed, it is best to run small timeframes using separate TLEs.  
Once the satellite and ground station have been created, the first step in orbit 
propagation is to call the next_pass function.  The variables of interest this function returns 
are the rise time and the set time.  Since the pressure variable is set to zero for this thesis, the 
PyEphem package does not account for atmospheric bending.  This means the rise time is 
defined as the time the satellite rises above the ground station minimum elevation and the set 
time is defined as the time the satellite drops below the ground station minimum elevation 
with no path bending.  The rise time and set time are therefore used to set the beginning and 
end of the pass.  With the start and end of the pass known, the program must propagate 
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through the pass.  The scenario time is set to the start of the pass and the compute function 
within PyEphem is called.  Each time the compute function is called, all the data computed 
by PyEphem is updated.  Once the pass data for the scenario time is computed by PyEphem, 
it is saved into local variables for later use by other functions.  Next, the time step is added to 
the scenario time, the compute function is called again, and all the updated pass data is saved.  
This process is repeated until the scenario time reaches the end of the pass.  Once this 
happens, the time is set to the pass set time, compute is called, and all pass data is saved.  The 
scenario time is set to the end of the pass in order to account for data that might be skipped if 
a large time step is used.  This ensures that both the first and last data points for the pass are 
the times when the satellite is at the minimum elevation.  At this point, all data for an 
individual pass has been collected and it is returned to the rest of the program for processing. 
Signal Propagation 
 Once data for a pass has been saved, the signal propagation for each time instant must 
be calculated.  The process used by this model is to start at the ground station, calculate the 
required pointing angle, then calculate the center of the propagation path up to the satellite.  
Next, using the divergence half angle, calculate the propagation path of the upper and lower 
edges of the signal from the satellite down to the ground.  Once both edges of the signal have 
been propagated to the ground, calculate the spot size at the ground.  This process is shown 
in Figure 13. 
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Figure 13. Propagation and spot size methodology 
In order to calculate the propagated signal path, first, the program must calculate the 
ground station pointing angle.  Since the atmospheric density changes with altitude, there 
will be a slight bend in the signal due to refraction.  This means that the ground site cannot 
point directly at the satellite but must point at a slightly higher elevation to create a link 
between the satellite and the ground.  Considering the atmospheric density is highest at the 
ground and decreases with altitude, the signal will always bend down and the ground station 
and satellite must point slightly above each other in order to make the link.  Using this fact, 
the program uses the satellite elevation as the pointing angle and slowly increases the angle 
until the propagated signal path reaches the satellite altitude.  Once the resulting point angle 
is found, the elevation of that point is calculated and compared to the elevation of the 
satellite.  The methodology used for this approach is recursive and begins with the most 
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significant digit after the decimal.  This value is increased it until the pointing angle is too 
high.  Once the angle is found to be too high, the value is decreased back to the last valid 
value and the program moves down an order of magnitude to the next decimal place.  This 
process is repeated until the calculated pointing angle produces a satellite elevation equal to 
the true satellite elevation.  The methodology for calculating the pointing angle is performed 
by two functions within this program.  The el_calc function, receives and pointing angle as 
an input and returns a true elevation.  The point_angle function inputs an angle into the 
el_calc function, compares the true elevation that is output and adjusts the pointing angle as 
described above.  At this point, the pointing angle has been calculated and the program can 
now calculate the propagated path between the satellite and ground station. 
In order to calculate the propagated path of the signal, this model included the 
refraction caused by the atmosphere.  The method used to calculate the propagated path and 
account for atmospheric refraction is ray tracing.  Ray tracing involves calculating a possible 
path by using straight vectors between atmospheric layers and using Snell’s Law to calculate 
refraction at the boundaries for each of the atmospheric layers. 
In order to use Snell’s Law, the index of refraction for both layers of the atmosphere 
must first be calculated.  The first calculation in the ray tracing function is to find the index 
of refraction at each of the atmospheric layers.  This was done using the std_atm file within 
the aerocalc package described in Chapter II.   
The aerocalc module uses the alt2density_ratio function which returns a ratio of the 
density at the given altitude to the standard density for sea level [16].  As described in 
Chapter II, the Edlén66 model for refractivity can be scaled by density to represent different 
altitudes.  Using the density ratio returned from the alt2density_ratio function, the 
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refractivity of the atmosphere for an input altitude can be calculated and then converted into 
the index of refraction.  This calculation is performed for all input layers of the atmosphere 
and then returned back to the ray_trace function.  Now that the indices of refraction are 
known for each layer of the atmosphere, the ray tracing can be performed. 
The ray tracing methodology used is the process by Muvvala presented in Chapter II.  
First, a vector (ray) is placed at the ground site with the calculated pointing angle.  This 
vector extends up until it intersects the first layer of the atmosphere defined in the model.  At 
this intersection, the incoming angle of the vector is calculated and then, using Snell’s law, 
the outgoing angle for the next vector is calculated.  This next vector extends until it 
intersects the next layer of the atmosphere.  The same process using Snell’s Law and 
additional vectors is repeated until the satellite orbit is reached.  At this point, the center of 
the propagation path between the satellite and ground station has been calculated.  The next 
step is to calculate the edges of the diverging beam from the satellite down to the ground 
station.  As presented in Chapter II, the edges of the beam are defined as the point where the 
intensity has decreased to 1/e2 of the peak intensity.  In order to propagate the edges of the 
beam down, the approach given by Muvvala was rearranged and modified [12]. 
First, the Gaussian divergence half angle is added and subtracted from the angle of 
the incoming vector to the satellite to calculate both sides of the beam.  The process used to 
trace a ray up to the satellite is now reversed and the two edges of the beam are traced back 
down to the ground station using vectors and Snell’s Law. 
1. Calculate γ (angle between position vector and slant vector) and e (angle between y-
axis and slant vector) by φ (Gaussian half angle beam divergence) using equations 
(18). 
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 TUVW = TXAK  Y9<((693	ℎ9;Z	93[; (18) 
 TU\KK] = TXAK − Y9<((693	ℎ9;Z	93[; (19) 
 UVW = XAK − Y9<((693	ℎ9;Z	93[; (20) 
 U\KK] = XAK  Y9<((693	ℎ9;Z	93[; (21) 
Since the process is the same for top and bottom, TU will be used to represent TUVW and 
TU\KK] and U will be used to represent UVW and U\KK] 
2. Calculate the S (slant range) for the top and bottom of the beam with equation (22). 
 ^U = U cosTU − -U& − U sinTU (22) 
3. Calculate θ, the incoming angle of the ray using equation (23). 
 U& = cos& U&  ^U − U2^UU&  − 2 (23) 
 
4. Calculate the y and z coordinates of the intersection point between the ray and the 
boundary with equations (24) and (25). 
 "U& = "U − ^U cosU (24) 
 $U& = $U − ^U sinU (25) 
5. Calculate the angle between the z-axis and the position vector for the intersection 
point from equation (26). 
 0U& = U& − U (26) 
6. Calculate the new e angle, the angle between the y-axis and the vector with equation 
(27). 
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 U& = cos& 
 3U3U& cosU& − 0U& (27) 
7. Calculate the angle between the position vector and the slant range vector from 
equation (28). 
 TU& = 2 − 0U&  U& (28) 
8. Repeat steps 2-7 for the top and bottom of the beam until the surface of the Earth is 
reached 
Once the two beams are traced back down to the ground station, the spot size is 
calculated by finding the perpendicular distance between the two edges of the beam at the 
ground station, as shown in equation (29). 
 _9`R6=7ℎ = 	 a"\KK] − "VWb cos c2 − \KK]d (29) 
Receive Probability 
 Using the calculated ground spot size, the receiver aperture size, and the pointing 
error, the receive probability can now be calculated.  The receive probability uses the three 
parameters listed to determine the probability of a photon arriving within the receiver 
aperture.  The receive probability can be calculated by integrating the total intensity of the 
two-dimensional Gaussian that lies within the receiver aperture.  The method used to do this 
is the CDF for a Rice probability distribution.  Since the Rice distribution provided in the 
Scipy.stats package is in standardized form, it must be scaled to the diameter of the spot size.  
Using the calculated spot size, the Rice distribution is scaled such that the radius of the spot 
size is equal to two standard deviations from the mean.  Now that the Rice distribution is 
correctly scaled it can be compared with the aperture size and account for any offset.  The 
value returned from the Rice CDF represents the amount of power in the ground spot which 
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lies within the receive aperture.  Since the magnitude of the value returned by the Rice CDF 
is already normalized, it is also the probability of a photon arriving within the receiver 
aperture. 
Results. 
 Once all the probability calculations have been performed for each point in time, the 
model can output the results.  The primary data the model will output to answer the thesis 
questions are pass data, key rates and the key lengths.   
The first set of results will be the pass times and pass data.  This pass data can be used 
to analyze the valid pass times for the different ground sites in the four scenarios.  The passes 
will be sorted into four categories based on the maximum elevation of the pass shown in 
Table 13.  Sorting the passes into these categories will enable analysis of the quality of 
passes along with the total number of passes.  This can help compare orbits which might 
have more total passes with a lot of low elevation passes to orbits which might have less total 
passes but more high elevation passes. 
Table 13. Pass categories based on maximum elevation 
Pass Category Maximum Elevation (EL)
Very low elevation pass 15° ≤ EL < 30°
Low elevation pass 30° ≤ EL < 45°
Mid elevation pass 45° ≤ EL < 60°
High elevation pass 60° ≤ EL  
 The next set of results will be the key rates and of key lengths that are generated.  
This data will be used to analyze the effects of elevation and pointing offset on key rates 
within a single pass.  The key lengths for each pass will be used to analyze the cumulative 
effect of pointing error on varying maximum elevation passes.  The key lengths will also 
allow analysis to be done on both the total amount of key that can be generated and the 
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frequency and consistency of key generation.  The different key lengths and frequency of key 
generation will be an important factor when comparing the four orbits.  Since non-sun-
synchronous orbits do not have consistent pass times like the sun-synchronous orbits, 
analysis can be done to determine if the inconsistent pass times allow for more valid passes 
or cause extended periods between valid passes. 
Model Verification and Validation 
 In order to assume the program being used is producing valid data, the model must be 
compared to known valid results.  The overall model will be validated against the results 
provided by Bourgoin et al. and Denton [3, 4].  Before the model can be validated as a whole, 
pieces of the model will be verified separately against trusted and industry standard sources.  
The pieces of the model that will be verified are the orbit propagation, the signal propagation, 
and the probability estimation. 
Orbit Propagation. 
 In order to verify the orbit propagation, pass results from the PyEphem package will 
be compared with the pass results calculated by STK.  PyEphem and STK will use the same 
TLE and scenario to produce pass times and pass data.  First, the pass times will be compared 
to ensure the same number of passes exist and the start and end times for the passes are the 
same.  Once the passes have been verified, the data within the passes will be compared.  The 
data that will be compared within the passes will be time, elevation, azimuth, range, and 
range rate.  Verifying the passes and pass data between PyEphem and STK will not only 
verify that PyEphem is propagating as correctly, but will also verify that PyEphem is being 
used correctly and the correct inputs are given to PyEphem. 
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Signal Propagation. 
 In order to verify signal propagation, spot sizes calculated by this program will be 
compared to spot sizes calculated by HELEEOS.  Due to HELEEOS being limited to a 100 
km altitude height, a 100 km orbit will be the test case.  The program and HELEEOS will 
calculate spot sizes generated from a satellite with an altitude of 100 km at elevations from 5° 
to 90° at intervals of 5°.  This will verify that this program is calculating correct spot sizes at 
all valid elevations as well as a few below the valid range. 
Probability Estimation. 
 In order to verify the probability estimation technique used for this thesis, two 
external sources will be used.  The first source is a math resource website provided by the 
East Tennessee State University math department with an example of an independent two-
dimensional Gaussian distribution probability.  The parameters for this example will be used 
as input for the Rice function used in this thesis and the results of the Rice function will be 
compared to the answer provided.  This will first verify that the proper inputs are being 
provided to the Rice CDF.  Another source that will be used to verify the Rice function in the 
model will be Matlab.  Since Matlab has a Rice CDF as well, identical inputs will be 
provided to Matlab and the model and then the results from the two programs will be 
compared.   
Summary 
 This chapter provided an overview of the experiment being performed for this thesis.  
First, analysis was provided for the factors used to set up this experiment along with the 
reasoning for selections within each of these factors.  Second, the assumptions made for this 
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model were presented followed by the variables and constants used within the model.  Next, 
the methodology used by the model was described as well as how different Python packages 
were used and what changes were made to those packages.  Finally, a method for verifying 
the validity of this model was outlined.  Now that the model has been built and explained it is 
possible to verify the model and begin to input the scenarios for this research. 
  
70 
 
IV. Analysis and Results 
Chapter Overview 
This chapter will provide results and analysis of different inputs given to the model.  
First, model results will be used to determine the minimum performance standards for 
satellite pointing accuracy.  Then, model results will be used to calculate the raw key rates 
for the four scenarios described in Chapter I.  Finally, the results from the four scenarios will 
be compared to determine which orbit yields the best results. 
System Performance Parameters 
Once the model had been verified and validated, which can be seen in Appendix A: 
Model Verification and Validation, the first data calculated were the required system 
performance parameters, satellite pointing accuracy.  With these parameters, it can first be 
determined if currently available hardware is capable of meeting the performance 
requirements.  Since these parameters are dependent on the satellite orbit and not dependent 
on ground station location, the AFIT ground station was used for all four satellites.  In order 
to capture the full range of passes, the length of time for each satellite had to be determined.  
This was done by first running each satellite for one year in STK, breaking the satellite 
passes into categories based on the maximum pass elevation, and then looking at the satellite 
passes to determine the period for when the satellite pass pattern repeated.  This ensured that 
a full data set of satellite passes was captured in the most efficient way.  By doing this 
analysis, the periods for satellite passes were determined and are displayed in Table 14. 
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Table 14. Satellite pass pattern period 
Satellite Pass Pattern Period
25544 ~2 months
27451 ~4 months
32060 ~1 month
35946 ~1 month  
Once the pass pattern period was determined, the total number of passes in each pass 
category for all valid cycles was calculated as well as the percent of all passes that each 
category contained.  This was then compared to the averages for each cycle to determine 
which cycle would best represent the yearly average.  The resulting date ranges used for each 
satellite are shown in Table 15. 
Table 15. Date range used for satellite passes 
Satellite Date Start Date End
25544 5-Jan-16 21-Feb-16
27451 7-Feb-16 26-May-16
32060 1-May-16 31-May-16
35946 1-Aug-16 31-Aug-16  
Pointing Error. 
In order to maintain a stable communication channel as the satellite traverses across 
the sky, the satellite must be capable of extremely accurate and stable pointing.  In order to 
determine the pointing accuracy and stability required of the satellite, pointing bias and jitter 
were examined.  The pointing bias was first simulated by setting the pointing error to a 
constant offset value with no jitter.  The jitter was then simulated by using a Gaussian 
distribution with a mean pointing error of zero and setting the standard deviation to the jitter 
value.  Finally, the pointing bias and jitter were combined to determine how the combined 
effects compare to the individual effects and if the overall pointing requirements must change 
when both aspects are considered together.  Since the effects of the pointing bias and jitter 
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are independent of the ground site, only the AFIT ground site was used for this portion of the 
experiment. 
Pointing Bias 
In order to find the limits of the pointing bias, scenarios for each satellite were run 
with satellite pointing errors ranging from 0 µrad to 15 µrad at 1 µrad intervals.  The total key 
generated with varying levels of pointing bias for each satellite is shown in Table 16.  An 
initial look at the overall key generated for the scenario reveals an upper bound for allowable 
pointing bias of 14 µrad.  Error greater than 14 µrad does not generate raw key for any of the 
four proposed orbits. 
Table 16. Raw key generated over satellite scenario interval vs bias error 
25544 27451 32060 35946
0 μrad 38.2 Gb 30.5 Gb 12.3 Gb 10.4 Gb
1 μrad 27.3 Gb 22.3 Gb 8.93 Gb 7.67 Gb
2 μrad 13.4 Gb 11.3 Gb 4.46 Gb 3.94 Gb
3 μrad 5.95 Gb 51.0 Gb 2.02 Gb 1.78 Gb
4 μrad 2.46 Gb 21.0 Gb 853 Mb 730 Mb
5 μrad 921 Mb 775 Mb 334 Mb 269 Mb
6 μrad 311 Mb 255 Mb 121 Mb 88.3 Mb
7 μrad 93.3 Mb 74.1 Mb 39.2 Mb 25.7 Mb
8 μrad 24.8 Mb 19.0 Mb 11.2 Mb 6.62 Mb
9 μrad 5.82 Mb 4.25 Mb 2.83 Mb 1.49 Mb
10 μrad 1.20 Mb 831 Kb 616 Kb 294 Kb
11 μrad 216 Kb 140 Kb 116 Kb 49.8 Kb
12 μrad 33.6 Kb 19.3 Kb 18.7 Kb 6.95 Kb
13 μrad 4.27 Kb 1.68 Kb 2.42 Kb 615 bits
14 μrad 323 bits 0 bits 155 bits 0 bits
15 μrad 0 bits 0 bits 0 bits 0 bits
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The next aspect of the pointing bias that was examined was the rate in which the raw 
key rates decreased.  Since the signal must propagate different distances for different 
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elevations within the pass, pointing error has varying effects on the different elevations 
within the pass.  At low elevations, when the signal must propagate the farthest, a small 
pointing error can have larger effects than high elevations.  In order to capture this effect, key 
rates were examined at several different elevations within a direct overhead pass. 
 
Figure 14. Effects of pointing error on raw key rate for satellite 25544 
As shown in the raw key rate change graph in Figure 14, the largest drop in key rate 
for low elevations occurs immediately at 1 µrad of pointing error.  As the elevation increases, 
the largest drop in key rate actually shifts from 1 µrad for 15°, to 2 µrad for 30°-45°, and to 3 
µrad of pointing error for elevations greater than 60°.  This shows that the lower elevations 
are more sensitive to pointing error since the largest drop in key rate occurs at smaller 
pointing errors.  This same effect can be seen in similar graphs for the other three satellites in 
Appendix B: Additional Data.  In order to determine a maximum allowable pointing error, 
the complete pass must be considered.  Analyzing the complete pass reveals the combined 
effects of all of the elevations. 
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Figure 15. Raw key generated by satellite 25544 during an 88.8° elevation pass 
Looking at a high pass like the one shown in Figure 15, the largest decrease in key for 
the complete pass occurs at 2 µrad.  Since the previous values within the pass varied between 
1 µrad and 3 µrad, this makes sense.  If a limit is set at 50% of the max key rate, then the 
allowable pointing error for a high elevation pass is just over 2 µrad.  This same limit is 
shown for the remaining satellites in Appendix B: Additional Data. 
While this works for a high elevation pass, a lower elevation pass will be more 
affected by pointing error and should have a lower allowable pointing error.  Since almost 
69% of all the valid passes for satellite 25544 in 2016 have maximum elevations between 
15°-45°, a 30.3° max elevation pass, shown in Figure 16, was used to represent the lower 
elevation passes.  Similar to the high elevation pass, the largest drop in raw key is at 2 µrad 
of pointing error.  Although, the amount of key lost at 1 µrad is significant enough that the 
total key drops to 50% at just over 1 µrad.  Since the lower elevation passes occur the 
majority of the time and are most affected by pointing error, lower elevation passes should be 
used to determine the maximum allowable pointing error.  In this case the 30.3° pass reduces 
to half of the maximum generated key when the pointing error reaches approximately 1.3 
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µrad.  Once again, the other three satellites mirror this result and can be viewed in Appendix 
B: Additional Data. 
 
Figure 16. Raw key generated by satellite 25544 during a 30.3° elevation pass 
With the maximum pointing bias limit set for satellite 25544, it must be determined if 
this limit is sufficient for all four of the example orbits or if each orbit has a unique limit.  
The first step in comparing these orbits was to see if the key rates dropped off at similar 
rates.  To do this, the key drop off rates for the four orbits were compared at different 
elevations within a maximum elevation pass, similar to the first analysis done on satellite 
25544.  One example of this, in Figure 17, shows the key drop off rates for the four different 
orbits near the maximum elevation of 90°. 
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Figure 17. Raw key rate with pointing error for all orbits at ~90° elevation 
Initially, it appeared that all four orbits experienced the greatest decrease in key rate at 3 
µrad, but the two lower orbit satellites seem to lose more raw key at this point.  At first, this 
was a concern because it seemed the lower altitude satellites were more affected by pointing 
error than the higher altitude satellites.  This initial conclusion was not correct though, 
because the four satellites were not being compared on an equal basis.  The lower altitude 
orbits had greater change in key rate because the lower altitude orbits had higher key rates to 
begin with.  The best way to compare the four orbits equally was to normalize the key rates 
and look at the percent of change in the raw key rate across all four orbits.  The comparison 
of the normalization of the four orbits for an elevation near 90° is shown in Figure 18.  Once 
the key rates were normalized, the four orbits matched up very closely.  This was not the 
expected result from this scenario.  Initially, it was expected that a higher altitude satellite 
would be more affected by pointing error because longer propagation distances would allow 
for a greater offset, which should have caused key rates to drop faster.  The reason this effect 
did not occur is because the longer propagation distances allowed for a larger spot size as 
77 
well.  This meant that the distribution of photons arriving at the receiver was larger and since 
the distribution was more spread out, the offset would have less of an effect.  The total result 
appears to be a balance between the pointing offset and the spot size.  Even though a higher 
altitude orbit has a longer propagation distance, the larger effect of a pointing offset is 
countered by a larger spot size which is less sensitive to pointing offset. 
 
Figure 18. Normalized raw key rate with pointing error for all orbits at ~90° elevation 
 
Once the normalized results were analyzed for a single elevation, all of the elevations 
were compared to check for similar results.  Figure 19 shows the normalized cumulative 
change in key rate for all four orbits at six different elevations within a maximum elevation 
pass.  All four orbits followed a very similar trend in how the key rate changed for different 
levels of pointing bias.  From these results, it was determined that the effect of pointing error 
was similar for the four orbits and the same maximum allowable pointing bias determined for 
satellite 25544, 1.3 µrad, was appropriate for all four orbits. 
78 
 
Figure 19. Normalized key rate change for all four orbits 
Jitter 
After analyzing the pointing bias, the next aspect of the satellite pointing accuracy 
investigated was the jitter.  Instead of a constant pointing error like the pointing bias, the 
pointing jitter tends to follow a Gaussian distribution.  In order to model the jitter, a Gaussian 
random number generator with a mean of zero and a standard deviation of 0.4 µrad was used 
[38].  The results from satellite 25544 will be discussed here, but the results for the other 
three satellites can be found in Appendix B: Additional Data. 
The difference between a pass with no pointing error and a pass with the included 
jitter for satellite 25544 is shown in Figure 20.  While the jitter caused the pointing to vary, it 
was never possible to point better than the case when jitter is not included since the mean is 
centered at zero.  
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Figure 20. Effects of jitter on a high elevation pass for satellite 25544 
Since the pointing bias, showed sensitivity to elevation, it was important to check for 
the same sensitivity with the jitter.  This was done by looking at the difference between the 
two passes that were shown in Figure 20.  The differences shown in Figure 21 show no 
apparent sensitivity to the changing elevations throughout the pass.  This seems most likely 
due to the random nature of the jitter.  Since the jitter is continually changing, it is less 
sensitive to the elevation changes within the pass. 
After determining the effects of jitter within a pass, it was necessary to look for any 
effects on the complete pass.  Table 17 shows the reduction in raw key size due to jitter.  
Although the magnitude of change in raw key were different for the different orbits, 
calculating the percent change caused by the jitter shows that jitter has a similar impact on 
the four orbits.  All four orbits had raw key length reduced by roughly 3% due to the effects 
of jitter. 
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Figure 21. Key rate differences from jitter on a high elevation pass for satellite 25544 
Overall, it appears the jitter has an equal effect throughout a single pass as well as for 
different orbits.  The 0.4 µrad RMS jitter value, which was calculated experimentally by 
Reinhardt et al. with the Tesat Spacecom Laser Communication Terminal, would be 
sufficiently low enough to minimize the impact of jitter on satellite-based QKD [38]. 
Table 17. Differences in raw key generated by a high elevation pass for satellite 25544 
with jitter 
No Jitter Jitter
25544 772.2 747.2 96.8%
27451 390.6 379.2 97.1%
32060 594.7 575.9 96.8%
35946 389.9 377.7 96.9%
Max Pass Key Length (Mb)Satellite Key Length
Difference
 
Pointing Bias and Jitter 
With pointing bias and jitter examined separately, it was also necessary to combine 
the two error sources to determine the interactions between the two.  Using a test case for 
jitter in which the mean pointing error was centered at zero is not fully representative of the 
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effects of jitter on raw key rates.  With the mean centered at zero, jitter could only decrease 
raw key rates, but if a jitter were present with a small pointing bias it is possible the jitter 
could actually increase key rates.  The top line in Figure 22 shows the case presented earlier 
in which no pointing bias was present and jitter only acted to decrease raw key rates.  The 
rest of the lines in Figure 22, have varying degrees of pointing bias included demonstrate 
how jitter actually increased key rates at times.  In most cases error is considered a negative 
and is eliminated when possible.  In this case, if the pointing bias cannot be eliminated, then 
the error due to jitter actually appears to help at times.  The times when the jitter error is the 
opposite of the pointing bias, it helps to cancel out or reduce some of the effects of the 
pointing bias. 
 
Figure 22. Combined effects of jitter and pointing bias on raw key rates 
Initially, it seemed that the advantages of the jitter would be canceled out by the times 
when the jitter combined with the pointing bias to make the overall pointing error worse.  To 
evaluate the effects of the combined pointing bias and jitter, the raw key generated by a pass 
with no jitter was compared to the raw key generated by a pass with jitter.  As stated earlier 
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for the case with no pointing bias, the jitter had a negative effect yielding lower raw key 
lengths.  Once the pointing bias was increased to between one and two micro radians of error, 
the effects of the jitter disappeared and the raw key lengths were fairly similar.  The most 
interesting case though, is when pointing bias is increased beyond two micro radians of error.  
In these cases, the raw key length actually increased for all four satellites.  Since the jitter 
was random, the increased key lengths will not be representative of all scenarios.  It is 
possible that jitter could constructively increase pointing error through the majority of the 
pass and cause the key lengths to decrease.  Additional research could be done to determine 
if the random jitter has an overall positive effect on the raw key lengths when pointing bias is 
present.  Similar graphs showing the combined effects of pointing bias and jitter for the other 
three satellites are located in Appendix B: Additional Data. 
Table 18. Effects of jitter on raw key for varied pointing biases 
25544 Δ Jitter 27451 Δ Jitter 32060 Δ Jitter 35946 Δ Jitter
0 0.0 772.2 390.6 594.7 389.9
0 0.4 747.2 379.2 575.9 377.7
1 0.0 638.8 323.4 492.0 322.9
1 0.4 639.0 323.6 487.7 322.4
2 0.0 412.8 208.5 317.4 208.2
2 0.4 419.6 208.6 317.1 207.0
3 0.0 234.1 116.9 178.9 116.7
3 0.4 241.7 122.1 185.3 118.9
4 0.0 117.8 57.7 89.1 57.6
4 0.4 123.3 57.7 92.9 58.1
5 0.0 52.3 24.9 39.1 24.9
5 0.4 56.7 26.3 39.5 26.9
103.5%
104.2%
101.1%
96.9%
99.8%
99.4%
101.8%
100.9%
108.1%
103.3%
104.7%
108.4%
97.1%
100.0%
100.0%
104.5%
100.1%
105.4%
Bias
(μrad)
Jitter RMS
(μrad)
96.8%
100.0%
101.6%
96.8%
99.1%
99.9%
Total Key (Mb)
 
From the results in Table 18, it would appear that when pointing bias existed the 
presence of jitter caused the raw key lengths to increase.  When accounting for both pointing 
bias and jitter, the requirements for one depends on the other.  If the pointing bias on a 
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satellite is low, below the 1.3 µrad limit suggested earlier, then jitter has a detrimental effect 
and reduces the raw key lengths.  If pointing bias is near the 1.3 µrad limit, then a small 
amount of jitter will have negligible effects on the raw key lengths.  Finally, if the pointing 
bias is large and cannot be maintained near or below the 1.3 µrad limit, then the presence of a 
small amount of jitter is recommended and appears to have positive effects, increasing the 
raw key lengths. 
Raw Key Rates 
Once the system performance parameters had been analyzed, the four proposed orbits 
needed to be simulated to determine how much raw key each orbit could generate.  In order 
to do this, each orbit was run for the time periods shown in Table 15, for each of the selected 
ground sites.  Once pass times had been generated for all of the ground sites, the pass times 
were combined into a single file and sorted by pass start times.  With all the pass times 
generated and sorted, it was then necessary to eliminate overlapping passes.  The main factor 
used to determine which overlapping passes were kept and which passes were discarded was 
the ability to generate a key.  If two ground sites had an overlapping pass time, it was first 
determined if one site already had a pass for the current key being generated.  If one site 
already had a pass, then the other site was given the pass.  If neither site already had a pass, 
then neighboring passes were analyzed to determine if either ground site had additional 
passes nearby and the nearby passes were used to determine which site receive which pass.  
If both sites already had a pass, then the ground site which had generated the least key was 
given the pass to create a larger cumulative key.  Using this methodology, all of the 
conflicting pass times were sorted and allocated.  Now the size of the key had to be 
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determined for each cycle.  The key passed between the ground sites is limited by the 
smallest key generated between the satellite and each ground site since a one-time-pad is 
being used.  With this, the site from each cycle with the shortest key was used to determine 
the length of key generated for that cycle.  Sites with multiple passes per cycle accrued a key 
length equal to the total key generated by all the passes for that site.  With all the keys 
calculated it was then possible to determine what size of key could be generated by each 
orbit.  Table 19 shows the resulting minimum, maximum and average key lengths from all of 
the keys generated for each orbit. 
Table 19. Key lengths generated by each orbit 
25544 435.8 62.4 189.5 5.43
27451 359.4 24.7 103.8 3.17
32060 546.4 55.9 172.5 3.11
35946 315.7 18.7 156.9 2.67
Satellite Max Key
Length (Mb)
Min Key
Length (Mb)
Average Key
Length (Mb)
Average Key
Per Month (Gb)
 
Of the four orbits, the two lower altitude orbits, 25544 and 32060, generated the longest raw 
keys for both maximum raw key length, minimum raw key length, and average raw key 
length.  If the raw key were accumulated over a month, satellite 25544 generates the most 
total raw key each month. 
Orbit Comparison 
In order to compare the four orbits and determine which would be the best orbit for 
the given scenario, further analysis of the key lengths and key refresh time had to be done.  
The main factors to analyze for the key length and refresh times are the variability, the 
average, the minimum, and the maximum. 
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Raw Key Length Minimum and Maximum. 
Analysis will start with the minimum and maximum raw key lengths from Table 19, 
which represents the worst key that is generated by a satellite and the best key that is 
generated by a satellite, respectively.  Satellite 25544 performed the best with the highest 
minimum raw key length and satellite 35946 performed the worst with the lowest minimum 
raw key length.  The two lower altitude satellites, 25544 and 32060, performed better than 
the two higher altitude satellites, 27451 and 35946 with respect to the smallest key that was 
generated.  Satellite 32060 had the largest maximum key and satellite 35946 had the smallest 
maximum key.  Again, the lower altitude satellites had higher maximum keys than the two 
higher altitude satellites.  With the range of keys generated, the lower altitude satellites 
appear to generate longer raw keys than the higher altitude satellites. 
Raw Key Refresh Minimum and Maximum. 
Next, the minimum and maximum raw key refresh times must be examined.  A 
satellite that can generate a large key but it can only be done once every week might not be 
the best option.  Table 20 outlines the minimum, maximum, and average duration of time 
before a new key was generated for each satellite. 
Table 20. Raw key refresh time 
25544 0.27 1.99 1.04
27451 1.05 3.00 1.69
32060 1.11 2.03 1.71
35946 1.11 2.02 1.75
Satellite Min Key
Duration (Days)
Max Key
Duration (Days)
Average Key
Duration (Days)
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Raw Key Length Variance. 
Next, the variance of satellite key lengths must be analyzed.  A satellite which 
produces raw keys of consistent size are preferable in order to allow stable performance and 
not create additional constraints when raw key lengths are too short.  This was done by using 
the box plot in Figure 23.  In Figure 23, the line in the middle of the box is the median, the 
lower edge of the box represents the 25th percentile, the upper edge of the box represents the 
75th percentile, the whisker length extends 1.5 times the height of the box5, and the markers 
outside the whiskers are the outliers [39]. 
 
Figure 23. Box plot of key lengths generated by each orbit 
At first glance, satellite 32060 appears to have very consistent key lengths.  This is 
misleading because this data is not fully representative of the true keys generated by this 
orbit.  Since the orbit was only run for one month, only 17 total passes were recorded.  Out of 
the 17 data points, five are omitted as outliers, removing almost a third of the data.  Since 
                                                 
5 Whisker length of 1.5 times the middle 50th percentile height corresponds to approximately 2.7σ and 99.3% of 
coverage if the data is assumed to be normal distributed 
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each key generated would need to be used, the outliers must be considered as well.  This 
includes the lower outliers which could limit the size of the raw key at times.  Using all data 
points, satellite 32060 actually has the largest variance in raw key lengths ranging from 55.9 
Mb to 546.4 Mb.  Satellites 27451 and 35946, the two higher altitude satellites, actually have 
smaller variances in the raw key lengths.  Although, the total variance for satellite 25544 is 
not significantly different than satellites 27451 and 35946. 
 
Raw Key Refresh Variance. 
Along with consistent key size, a consistent raw key refresh time can be equally as 
useful.  Similar to the raw key lengths, the outliers for raw key refresh times must be 
accounted for.  When the raw key refresh variance was compared in Figure 23, the two sun-
synchronous satellites appeared to have smaller total variance in the raw key refresh times.  
This is most likely due to the nature of sun-synchronous orbits, which tend to have consistent 
ground revisit times.  Satellite 27451 had the largest variance in raw key refresh times as well 
as the raw key lengths. 
Raw Key Length Comparison of Means. 
When comparing the raw key lengths and the raw key refresh times, a more analytical 
method than observations to determine if any orbits are different from the other is to use 
statistics.  In this case an analysis of variance (ANOVA) tool was used to compare raw key 
rates and raw key refresh times to determine if any orbits were producing statistically 
different results.  The results of this ANOVA are shown in Figure 24.  While satellite 25544 
did have the highest average raw key length, it was not different enough to say that was 
statistically better than satellites 32060 or 35946.  This is further supported by the p-values of 
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the 0.9 and 0.6 from Table 21 between satellite 25544 and satellites 32060 and 35946 
respectively, indicating no significant difference.  The one satellite that was statistically 
different was satellite 27451; it produced raw key lengths that were significantly lower than 
satellites 25544 and 32060 producing p-values of 0.00 and 0.02 respectively.  This fit the 
data from Table 19 which indicated that the lower altitude satellites had produced higher 
average raw key lengths.  Although satellite 35946 was not significantly different than the 
lower altitude satellites, it did have a lower average, supporting the current conclusion that 
lower altitude satellites produce longer raw keys. 
 
Figure 24. Comparison of means for key length and generation time 
 
Table 21. ANOVA comparison of key lengths between satellites 
Satellite #1 Satellite #2 P-value Correlation
25544 27451 0.0000 No
25544 32060 0.9002 Yes
25544 35946 0.5592 Yes
27451 32060 0.0171 No
27451 35946 0.1170 Yes
32060 35946 0.9514 Yes  
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Raw Key Refresh Comparison of Means. 
The ANOVA results for the raw key refresh times, confirmed the data from Table 20.  
Satellite 25544 had a lower average raw key refresh time and it turned out to be significantly 
low enough to be statistically different than the raw key refresh times for all three of the 
other satellites.  Satellite 25544 was actually different enough to drive the p-values for the 
comparisons with the other satellites to approximately zero. 
Table 22. ANOVA comparison of key refresh times between satellites 
Satellite #1 Satellite #2 P-value Correlation
25544 27451 0.0000 No
25544 32060 0.0000 No
25544 35946 0.0000 No
27451 32060 0.9995 Yes
27451 35946 0.9751 Yes
32060 35946 0.9946 Yes  
While satellite 25544 is significantly different from the other three satellites, these 
other three satellites are extremely similar.  Comparisons between these three satellites 
produced p-values of 0.98 and up, showing the data was very similar.  The p-values for all 
comparisons are shown in Table 22. 
Summary 
This chapter began by analyzing performance parameters for the proposed scenarios, 
including maximum allowable pointing bias, and the effects of jitter on raw key rates.  Next, 
total raw key generated for the four proposed orbits were presented.  Finally, using the raw 
key lengths and the raw key refresh rate, the four orbits were compared and statistically 
analyzed for differences and similarities. 
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V.  Conclusions and Recommendations 
Chapter Overview 
This chapter will begin by presenting answers to the research questions posed in 
Chapter I, as well as introduce some import factors and relationships observed during 
analysis of the data.  Next, the significance of this research to the QKD community and the 
United States Air Force will be presented.  Finally, recommendations for future research will 
be made based on observations from this thesis. 
Conclusions of Research 
While the goal of this thesis was to answer the research questions presented in 
Chapter I, the resulting data allowed for insight and understanding of issues beyond the 
initial questions.  First, the conclusions of the research questions will be answered, which 
includes pointing error limits and orbit comparisons.  Then, additional conclusions for space-
based QKD, reached from trends and patterns in the data, will be presented. 
Pointing Error. 
The pointing error analyzed in this thesis was pointing bias, jitter, and a combination 
of the bias and jitter.  The first aspect examined was the pointing bias and how raw key rates 
were affected by varying degrees of pointing bias.  To communicate any data at all, the 
pointing bias error had to be less than 15 µrad.  In order to determine a recommended limit 
on pointing error, the point where raw key rates dropped by 50% from the maximum rate was 
used, also referred to as full width half maximum (FWHM).  Analyzing the raw key rates for 
passes in all four orbits it was determined that a FWHM of 1.3 µrad was the maximum 
recommended pointing bias for all four orbits. 
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Next, the effect of jitter with no pointing bias was analyzed.  The jitter value of 0.4 
µrad used was determined experimentally by Reinhardt et al. for a satellite laser 
communication terminal [38].  The total decrease in raw key due to the jitter was ~3%, which 
was insignificant and the currently attainable jitter values for satellite laser communications 
terminals were within allowable limits. 
Finally, the effects of pointing bias and jitter were combined to determine if any 
cumulative effects existed.  The results of pointing bias and jitter showed that in some cases 
jitter could actually result in increased raw key rates.  When pointing bias was small or 
nonexistent, between 0 and 1 µrad, jitter caused the raw key rates to decrease.  This is 
because the pointing bias was small enough that any added jitter in the system increased the 
total pointing error.  With between 1 and 2 µrad of pointing bias jitter had little to no effect 
on the raw key rates.  While jitter would increase the total pointing error at times, it also 
equally decreased the total pointing error in such a way that the effects of jitter were canceled 
out.  Once pointing bias was greater than 2 µrad, the addition of jitter actually increased raw 
key rates.  This was due to the rates of raw key rate decreasing with pointing bias where 
around 2 µrad, the raw key rate decreased the fastest.  Even though the jitter statistically 
increases and decreases the total pointing error equally over time, a small δ decrease in 
pointing error caused key rates to increase more than a similar δ increase in error caused key 
rates to drop.  This difference in the change in key rate is what allows for key rates to 
increase when jitter is included with pointing biases greater than 2 µrad.  With this 
information, if the average pointing bias of the system is small, below 1 µrad, then jitter is 
detrimental and it is necessary to minimize jitter.  If the average pointing bias of the system is 
above 2 µrad, then jitter has a positive effect and so a small amount of jitter should be 
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allowed in the system.  If a system is able to maintain the recommended pointing bias of 1.3 
µrad, then 0.4 µrad of jitter will not have any significant effect on the raw key rates. 
Orbit Comparison. 
Once the recommended system parameters for pointing errors were analyzed, the 
performances of the four different orbits were simulated.  Combining the performance 
metrics used in the orbit comparison section of Chapter IV, satellite 25544, the low altitude 
non-sun-synchronous orbit, is the best of the four orbits examined for the proposed ground 
station scenario.  Satellite 25544 had the highest average raw key length along with the 
highest minimum raw key length.  Satellite 25544 also had the lowest raw key refresh time 
average, minimum, and maximum.  While satellite 25544 didn’t show a statistically 
significant difference in raw key lengths with satellites 32060 and 35946, it did have raw key 
lengths much longer than satellite 27451, so much longer in fact that it was statistically 
significant.  Finally, satellite 25544, had low enough raw key refresh times to be statistically 
different from the other three satellites.  While satellite 25544 performed better than the other 
three satellites tested, there is very likely another orbit that could produce better results. 
Space-based QKD. 
Using the analysis from the different orbits, a few other conclusions were reached 
about satellite-based QKD.  The first conclusion from the results so far is that space-based 
QKD is possible.  With raw key lengths in the range of hundreds of megabits, it is possible to 
transmit unconditionally secure data globally with satellite-based QKD using a one-time pad. 
Second, raw key rates and raw key lengths were better for the lower altitudes.  This 
can be seen in Figure 17, in which the highest raw key rates occur for the satellites at the 
lower altitudes.  Satellite 25544, with an altitude of 410 km, had the highest key rates 
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followed by satellite 32060, with an altitude of 500 km, and then finally satellites 27451 and 
35946, at altitudes of 770 km and 785 km, with the lowest key rates.  Therefore, it is 
recommended that a lower altitude is used for a satellite-based QKD system. 
Third, raw key refresh rates were the most consistent for the sun-synchronous 
satellites.  Both sun-synchronous satellites had a variance in raw key refresh times of less 
than a day while the two non-sun-synchronous satellites had a variance of raw key refresh 
times of almost two days, twice that of the sun-synchronous counterparts.  It could be much 
easier to use an encryption system which can provide new keys on a fairly consistent basis to 
minimize any long stretches of time without a new encryption key. 
Fourth, the most efficient use of a space-based QKD system is for ground stations 
which are separated by large distances.  In the provided ground scenario the, AFIT, USMA, 
and USNA ground stations were relatively close to each other.  This created inefficiencies 
and complications in the system because many of the pass times for these ground stations 
overlapped and could only be given to one ground site.  This is inefficient because every pass 
overlap means that at least one ground site cannot use a valid pass because it is being 
allocated to another ground site.  This also tended to cause the more distant sites such as NPS 
and USAFA to receive multiple passes before the rest of the ground sites could receive a 
single pass.  With this, NPS and USAFA had the ability to generate longer keys but could not 
use the entire key generated because they were limited by the smallest key within the group.  
This also adds complications to the system because there was no simple method to determine 
which site would be given an overlapping pass.  Multiple factors had to be considered and an 
algorithm to process this would be complicated and possibly couldn’t guarantee the optimal 
selection of passes. 
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Finally, the complications caused by ground sites that were geographically close 
highlights that space-based QKD cannot be a complete solution.  Space-based QKD is most 
efficient when ground stations don’t have overlapping satellite passes.  This suggests that all 
ground sites should be fairly distant from each other.  In the scenario provided for this thesis, 
only one of the AFIT, USMA, or USNA ground sites should have been performing space-
based QKD.  The other two ground stations should have been using another type of QKD, 
possibly ground-based free-space, to pass the shared key that was generated.  This implies 
that a hierarchal approach could be the best way to implement QKD.  Space-based QKD 
could be used to generate secure keys with a few geographically separated ground sites.  
Those ground sites could then use ground-based free-space QKD to pass keys to other 
regional sites.  Finally the regional sites could distribute keys to all local sites using fiber-
based QKD. 
Significance of Research 
The significance of this research begins with the model produced for this thesis.  The 
model created allows for different space-based QKD solutions to be simulated in order to 
determine the performance and compare the performances of different systems. 
The thesis model is currently a continuous simulation which calculates data at one 
second intervals during a satellite pass and applies the results of each calculation over a 
second.  While this does not have the fidelity of a model which calculates the parameters for 
every photon pulse, the model is still accurate enough to give a rough idea of results and 
trends.  The advantage of the method for this model is the amount of time to run a simulation 
decreases dramatically.  Instead of calculating the one hundred million or more pulses within 
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each second, one calculation is performed and applied to every pulse within one second.  
This reduction in run time allows for more scenarios to be run and compared before running 
a chosen scenario at a higher fidelity. 
The next important result of this research is the analysis of multiple ground sites.  The 
papers published by Bourgoin et al. and Bonato et al. were focused on the feasibility of 
space-based QKD and the analysis of uplink scenarios versus downlink scenarios.  While 
proving that space-based QKD is feasible, neither paper addresses implementation of the 
space-based QKD for multiple ground sites.  In order to utilize advantages gained by QKD, 
multiple users must be able to exchange the secure keys.  By incorporating multiple ground 
sites, the raw key lengths and frequency of new raw keys can be analyzed for different 
scenarios of two or more users. 
The final important aspect of this research is the analysis of future methods for 
securely exchanging information.  The Air Force relies on the ability to securely exchange 
information between many different locations and people.  As adversary computing power 
increases, new methods of encryption and encryption key exchange need to be available 
when current encryption methods are no longer viable or secure.  While QKD is not the only 
solution available, this thesis analyzes the performance of space-based QKD as one available 
option.  Aspects of this thesis could help to determine if the performance of space-based 
QKD compares to the performance of other encryption options. 
Recommendations for Future Research 
In most cases, answers to questions tend to lead to more questions and this thesis is 
no exception.  While the results of this thesis helped to answer the research questions posed, 
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areas of future research were also discovered.  All of the suggestions for future research tend 
to fall into two categories for this thesis, changes to the model and areas of research. 
The first category of future research, changes to the model, consists of different 
suggestions which could increase the fidelity of the model used in this thesis.  A major aspect 
of the model is the effects of the atmosphere on the propagating quantum signal.  In order to 
better model atmospheric effects, the first area of research could be implementing standard 
atmospheric models which include more factors.  The currently an atmospheric model is used 
to determine the index of refraction at different altitudes but doesn’t include any further 
effects.  One example of a model to be included is the Hufnagel-Valley 5/7 model.  This can 
be used to account for optical turbulence which could affect the number of photons reaching 
the receiver.  Optical turbulence is an additional factor that affects the photons as they travel 
through the atmosphere.  Research could be done to determine if adding this fidelity helps the 
model provide more accurate results or if it just complicates the model with no additional 
insight. 
Another area of research is modeling different atmospheric profiles, for example 
winter and summer, urban and rural, humid coastal and dry inland, or even clear and limited 
visibility.  The main factors affecting free-space QKD are in the channel which the signal 
propagates.  Since the atmosphere is extremely variable depending on location, time of the 
year, or weather, it could be possible to analyze the effects of these variables.  The different 
atmospheric profiles could be used to determine if ideal locations or conditions exists for 
ground stations in a space-based QKD network.  The results of different atmospheric profiles 
could also be compared to determine what the dominant factors are that influence key rates. 
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The next area of possible future research is modeling the hardware components in the 
transmitter and receiver.  An example of this is modeling the step size and accuracy of a 
coarse pointing mechanism on the satellite.  Mechanical hardware does not normally move in 
a continuous manner.  Usually the movement is done in steps which are dependent on factors 
such as the number of winding coils in a stepper motor or the number of teeth in a gear.  
Doing this could simulate the errors introduced by the limitations in hardware.  Once again, 
these results could be compared to the results from the current model to see if any benefit it 
gained by adding this detail or if once again the model is just more complicated. 
The last area of possible future research on the model is extending the model to 
calculate final key rates and lengths.  Extending the model to calculate final key rates could 
allow for different protocols to be implemented and compared.  This would have the 
advantage of also giving results in final key lengths and determining how much raw key was 
used to create the final key. 
The second category for areas of future research is effects and relationships that could 
be investigated with the current model.  The first of this category is the relationship between 
wavelengths and pointing error.  This thesis examined the effects of pointing error on an 800 
nm wavelength signal.  One of the results found was that the divergence of the beam, which 
is based on wavelength, tended to balance the additional offset of the ground spot for low 
elevations of a pass.  This resulted in key rates for low elevations of a pass dropping off in a 
similar manner to higher elevations.  Research could be done to determine if this results is an 
artifact of the wavelength used for this thesis or if this is common to all wavelengths.  Also, 
since the divergence is based on the wavelength, analysis could be done to see if different 
wavelengths are more sensitive to pointing error than other wavelengths. 
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Another area of research for the current model is further analysis of the relationship 
between the pointing bias and the jitter.  Varying levels of jitter could be compared with 
varying levels of pointing bias to determine what level of jitter is allowable or optimal for a 
given pointing bias.  Research could be done to see if there is a simple linear ratio between 
the two factors or if a more complicated quadratic, exponential or other higher order 
relationship exists. 
The final area of proposed research is the atmospheric layers used in the current 
model.  The resulting spot sizes from the model were compared with spot sizes from 
HELEEOS to validate the number and level of atmospheric layers being used.  Research 
could be done which varies how many layers are used and the distribution of those layers to 
determine which configuration gives the most accurate spot sizes.  This could also be done to 
set what level of fidelity is needed with the atmospheric layers and determine if a point exists 
where adding additional layers does not increase accuracy. 
Summary 
Overall, the results of this thesis provided insight into a couple primary design 
parameters that drive key rates for a space-based QKD system.  The data from the scenarios 
examined show promising results of key lengths and key rates for space-based QKD as a 
future secure communication system.  The next step is to compare this system with other 
proposed encryption systems in terms of feasibility, security, and performance to determine 
which will best meet the future needs of the United States Air Force as traditional encryption 
methods become obsolete. 
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Appendix A: Model Verification and Validation 
Model Verification 
As planned in Chapter III, the model was verified and then validated.  First, pass data 
produced by the model were compared to pass data from STK.  Second, spot sizes calculated 
by the model were compared to spot sizes calculated by HELEEOS.  Third, probabilities of 
reception computed by the model were compared to probabilities of reception computed by 
the Rice distribution function within Matlab.  Finally, to validate the model, the raw key rates 
estimated by the model were compared to the raw key rates estimated by Bourgoin et al. and 
Denton [3, 4]. 
Pass Data. 
The first function within the model that needed to be tested was the pass data 
function, which used the PyEphem module to propagate orbits and calculate pass times.  To 
test the propagation algorithm used in the model, a satellite TLE was used to generate 
satellite pass data for the AFIT ground station during the month of December 2015.  The pass 
data generated by the model was compared to the pass data generated by STK.  The pass 
constraints below were included to ensure constraints in the model were being handled 
properly. 
• Minimum Elevation: 30° 
• Ground Station Sun Angle: -18°6 [40] 
• Minimum Pass Time: 60 seconds 
Both the pass_data function and STK returned 25 passes that met the conditions for a 
valid pass.  There were no extra or missing passes generated by the pass data function.  With 
                                                 
6 18° below the horizon is Astronomical twilight, the point at which the scattered light from the sun is less than 
the light provided by the stars [40]. 
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the passes generated by both programs, six different parameters of the passes shown in Table 
23 were compared. 
Table 23. Differences in pass data between STK and PyEphem 
Start Time
(seconds)
Stop Time
(seconds)
Elevation
(degrees)
Azimuth
(degrees)
Range
(km)
Range Rate
(km/s)
Minimum Difference 0.03 0.01 0 0 0 0
Maximum Difference 0.49 0.49 0.21 4.54 2.38 0.09
Average Difference 0.19 0.29 0.06 0.15 0.59 0.03  
The first two parameters pass start time and pass stop time, were compared to ensure 
similar pass times were returned by both programs.  The start times and stop times for all of 
the passes generated by the pass data function were all within one second of the start times 
and stop time generated by STK with an average different of 0.19 seconds for the pass start 
times and 0.29 seconds for the pass stop times.  Since the model was using a one second time 
step, start and stop times with accuracies below one second, were in very good agreement. 
Once the pass start and stop times were compared, parameters for the duration of the 
pass were compared.  In order to accurately compare the elevation, azimuth, range and range 
rate for the passes, both STK and the pass_data function calculated these parameters at the 
beginning of each second during the pass.  Figure 25 shows the details for a high elevation 
pass which is used as an example to show the differences in results from STK and PyEphem 
in the parameters analyzed. 
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Figure 25. Pass data from the highest elevation pass 
 
The first pass parameter compared was the satellite elevation during the passes.  The 
elevation had an average difference of 0.06 degrees with a minimum difference of 
approximately zero and a maximum difference of 0.21 degrees.  The difference was highest 
near the high elevations of the pass, when the rate of change of elevation is highest.  These 
characteristics can be seen in Figure 26. 
 
Figure 26. Elevation difference and elevation rate of change (STK vs PyEphem) 
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The second pass parameter compared was the azimuth during the passes.  The 
azimuth had an average difference of 0.15 degrees with a minimum difference of 
approximately zero degrees and a maximum difference of 4.54 degrees.  As shown in Figure 
27, the difference for the azimuth was highest near zenith for the ground station.  Since the 
zenith is a singularity for azimuth and a slight change in satellite position can result in a 
larger change in the azimuth values, higher rates of change occur near the azimuth.  Similar 
to the elevation errors, when the rate of change of the azimuth is high, the magnitude of error 
is higher. 
 
Figure 27. Azimuth difference and azimuth rate of change (STK vs PyEphem) 
 
The third pass parameter compared is the satellite range during the passes.  The range 
difference varied from approximately zero kilometers to 2.38 kilometers, with an average 
difference of 0.59 kilometers.  The difference for the range was largest near the ground 
station horizon, as shown in Figure 28.  This is where the satellite range is most dynamic and 
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so a small change in satellite orbit time can cause larger changes in the satellite range.  Once 
again, the magnitude of error is largest where the rate of change is largest. 
 
Figure 28. Range difference and range (STK vs PyEphem) 
 
The last pass parameter compared the satellite range rate during the passes.  The 
average range rate difference was 0.03 km/s with a minimum difference of approximately 
zero km/s and a maximum difference of 0.09 km/s.  The difference for the range rate was 
fairly constant throughout the duration of the pass and there was not a specific point during a 
pass where range rate would consistently generate a maximum difference, which is shown in 
Figure 29. 
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Figure 29. Range rate difference and range rate (STK vs PyEphem) 
 
After analyzing the average difference for the six parameters, the orbital propagation 
for PyEphem was confirmed to be similar to STK.  The difference in the parameters between 
PyEphem and STK also did not increase as time propagated forward, indicating that the two 
propagation routines were not diverging. 
Spot Size. 
The second function in the model which needed to be tested was the ray tracing 
function.  In order to test the ray tracing function used in the model, ground spot sizes were 
generated by the model and HELEEOS and then the results were compared.  Since 
HELEEOS is limited to an altitude of 100 km, a pass for a satellite at 100 km altitude was 
simulated.  Spot sizes were generated in both programs for multiple elevations from 2 
degrees up to 90 degrees.  The comparison of these spot sizes is shown in Figure 30.  The 
operating range for the model had a lower bound of 15 degrees, so the focus was on the 
results from 15 degrees to 90 degrees.  Within this operating range, the average relative 
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difference in spot sizes was 0.49% with a maximum difference of 0.50% at an elevation of 90 
degrees.  With a spot size difference between the ray tracing function and HELEEOS 
averaging less than half of one percent, the ray tracing function was assumed to be accurate. 
 
Figure 30. Model and HELEEOS spot sizes and relative difference for 100 km altitude 
Receive Probability. 
The next function that needed to be validated within the model was the 
receive_probability function which used the Rice CDF from the SciPy.stats module.  This 
function was validated by comparing results from the receive_probability function with the 
built-in Matlab Rice CDF.  In order to test spot sizes and spot offsets similar to what would 
be used for this thesis, the ray trace function was used to calculate spot sizes and spot offsets 
for ranges of altitudes and pointing offsets that would be used.  The altitudes used ranged 
from 400 km to 1400 km with intervals at every 100 km and the pointing offsets ranged from 
0 µrad to 20 µrad with intervals at every 1 µrad.  The calculated spot sizes and offsets were 
then input into both the model and Matlab implementations of the Rice CDF.  For all inputs, 
the calculated probabilities were all similar with the largest difference being a 1.38e-17 
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difference in probability.  Since all the probabilities were similar, the Rice CDF and the 
receive_probability function were correctly implemented and returning valid results. 
Model Validation 
Once the major functions within the thesis model had been verified individually, the 
complete model needed to be validated.  This was done by comparing the model the results 
to results from Bourgoin et al. and Denton using the same inputs. 
Bourgoin Model. 
To perform this test, inputs used by Bourgoin et al. to generate raw key rates for an 
overhead pass were used as input into the thesis model and the resulting raw key rates were 
compared [3].  The inputs specified by Bourgoin et al. and the inputs used for the model are 
listed in Table 24. 
Table 24. Inputs used by Bourgoin et al. and thesis model to generated raw key rates 
for an overhead pass [3] 
Parameter Bourgoin et al. Thesis Model
Satellite Altitude: 600 km 600 km
Transmitter Radius: 0.05 m 0.05 m
Transmitter Pointing Error: 2 μrads 2 μrads
Signal Wavelength: 670 nm 670 nm
Signal/Decoy Probability: Random 0.5
Mean Photon Number: 0.5 0.4
Pulse Rate: 300 MHz 300 MHz
Receiver Minimum Elevation:10° 10°
Receiver Radius: 0.25 m 0.25 m
Receiver Efficiency: 0.5 0.5
Detector Efficiency: 0.62 0.62  
In order to simulate the 600 km sun-synchronous orbit described by Bourgoin et al., 
the orbit first had to be constructed using STK and then the TLE for that orbit was generated 
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by STK.  Once the TLE was available to input into the model, the parameters outlined in 
Table 24 were input as well with two modifications. 
The first modification was the mean photon number.  Bourgoin et al. used a mean 
photon number of 0.5 but this isn’t actually an average of 0.5 photons per pulse.  Since a 
partial photon cannot be received, a Poisson distribution is used to determine how many 
photons a pulse contains.  Since the model uses average photons per pulse, the mean photon 
number had to be converted to average number of pulses with one or more photons.  Using 
the Poisson distribution for a mean photon number of 0.5, the average number of pulses with 
one or more photons is 0.4. 
The second modification was the signal/decoy probability.  An assumption for the 
signal/decoy probability parameter had to be made because as stated by Bourgoin et al., “In 
this protocol, Alice randomly chooses to send either a signal pulse with average photon 
number µ or a decoy pulse with average photon number ν <µ [3].”  Since Alice randomly 
chooses to send either a signal pulse or a decoy pulse, it was assumed that the two options 
had equal probability.  This meant that on average, half of the pulses sent by Alice were 
decoy pulses and would be thrown away.  In order to model this, the probability of a signal 
pulse with one or more photons was divided by two. 
Once all the inputs to the model were set, an overhead pass with a maximum 
elevation of 89.8° was used to compare raw key rates from the model to raw key rates 
derived from Bourgoin et al. at a maximum elevation pass as shown in Figure 31.  The raw 
key rates generated by the model match up very closely with the raw key rates derived from 
Bourgoin et al.  The key rate for the model at the apex of the pass is just over 65 kb/s while 
the key rate for the apex derived from Bourgoin et al. appears to be around 68 kb/s. 
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Figure 31. Best pass raw key rate from model compared to data derived from Bourgoin 
et al. [3] 
Denton Model. 
Once the model had been validated with the Bourgoin results, the model was 
compared to the model developed at AFIT by Denton [4].  The focus of the model for this 
thesis was to simulate the effects of pointing error on raw key rates, while the focus of the 
model from Denton was capturing atmospheric effects on raw key lengths.  The main 
difference for these two models is the method used to propagate the signal and calculate 
propagation losses.  The ray tracing method described earlier was used in the model for this 
thesis while the Denton model used diffraction over a curved propagation distance.  The 
model for this thesis accounted for transmission losses by using the transmission loss at 
zenith for a given wavelength, which is the least amount of loss that would be experienced 
during a pass.  The Denton model accounted for the transmission loss in more detail, 
calculating the transmission loss for all points during the pass [4].  Since the two models 
were focused on different factors which impact raw key rates for space-based QKD, they 
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both had strengths and weaknesses in different areas.  The Denton model calculated the 
transmission effects of the atmosphere on the quantum channel with higher fidelity than the 
model for this thesis.  The model for this thesis calculated the effects of pointing error with 
higher fidelity than the Denton model. 
While these differences were expected to cause slight differences in raw key rates, 
overall, the raw key rates should be similar since both models were validated against the 
results derived from Bourgoin et al. [4].  The input parameters used to compare the two 
models are listed in Table 25.  The same TLE was used as the reference orbit and a pointing 
error of 2 µrad was included.  The model for this thesis didn’t account for aerosols while the 
Denton model accounted for the losses associated with them.  Since neither model 
incorporated Poisson statistics to handle mean photon numbers (MPN), an MPN was 
converted to the probability of a pulse containing one or more photons.  With an MPN of 0.5, 
the probability of a pulse containing one or more photons is 0.4.  As mentioned earlier, the 
model for this thesis used a constant transmittance value while the Denton model calculated 
transmittance at each point in the pass.  Both models set the receiver efficiency (0e) and the 
efficiency of the receiver optics (0WK%f?) to 0.5. Both models also simulated a 0.5 meter 
radius receiver telescope. 
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Table 25. Comparison of model parameters [4] 
Best Pass, 670nm Specht Denton
Orbital Altitude 600km 600km
Aerosols None Urban (MODTRAN)
Pointing Error
2 μrad 
(Refracted)
2 μrad (Line of 
Sight)
MPN 0.4 0.4
Transmittance 0.30 (Constant) 0.30 (Variable)
ηrxr 0.5 0.5
ηoptics 0.5 0.5
Telescope Radius 0.5 m 0.5 m
Peak Key Rate 137.3k bit/s 141.5k bit/s
Difference -4.2k bit/s +4.2k bit/s  
Using the comparable inputs shown, the two models produced similar key rates 
throughout the duration of a near overhead pass.  The key rates for the pass are shown 
together in Figure 32.  The results were close, as expected, but the results were the reverse of 
what was expected. 
 
Figure 32. Raw key rate comparison of overhead passes between current model and 
Denton model 
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Since the model for this thesis used a single transmissivity value for the atmosphere 
while transmissivity for Denton model decreased with the elevation, lower raw key rates 
were expected from the Denton model for lower elevations.  This is not what the data showed 
though, for the majority of the pass the raw key rates from the Denton model are higher.  One 
theory for this result is a difference in the pointing offset between the two models.  If the 
pointing offset from the Denton model is overly conservative, it could end up generating 
higher raw key rates.  This is exactly what the results show in Table 26.  Not only are the 
pointing offsets calculated in the Denton model more conservative, but the calculated spot 
sized are slightly smaller as well.  These two effects combine to yield higher key rates for the 
Denton model. 
Table 26. Spot size and offset comparison between current model and Denton model [4] 
Spot Diameter
(meters)
Spot Offset
(meters)
Atmospheric 
Transmissivity
Spot Diameter
(meters)
Spot Offset
(meters)
Atmospheric 
Transmissivity
15° 14.10 12.78 0.30 13.88 3.25 0.02
35.1° 8.43 3.44 0.30 8.24 1.93 0.13
88.9° 5.25 1.23 0.30 5.12 1.20 0.30
Elevation
DentonSpecht
 
While the results of the two models did not match initial expectations, the raw key 
rates were still similar.  The largest absolute difference in the raw key rates occurs near the 
apex of the pass followed by the tails of the pass just inside of +/- 150 seconds from the apex, 
as shown in Figure 33.  The largest absolute difference in key rate was 4.3 Kb/s at five 
seconds past the apex.  This turns out to be about 3% of difference between the two models. 
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Figure 33. Raw key rate difference between the two models 
Although the absolute difference in raw key rates was largest near the apex of the 
pass, the relative difference in key rates was actually largest near the end of the pass.  This 
can be misleading though because near the end of the pass, raw key rates approach zero. The 
low raw key rates begin to exaggerate the differences between the raw key rates causing the 
high relative difference seen near the ends of the pass in Figure 34. 
 
Figure 34. Relative raw key rate difference between the two models 
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Overall, the two models produced very similar raw key rates for similar inputs.  
While the approaches used to calculate raw key rates are different and the two models 
focused on different factors that effected raw key rates, it would be possible to combine the 
two models.  Using the strengths from each model, it could be possible to create a higher 
fidelity model which is capable of simulating more effects on raw key rate together.  By 
simulating more effects in the same model it is possible to determine if more relationships 
exist between the different factors that affect raw key rates. 
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Appendix B: Additional Data 
 
Figure 35. Effects of pointing error on raw key rate for satellite 27451 
 
 
Figure 36. Effects of pointing error on raw key rate for satellite 32060 
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Figure 37. Effects of pointing error on raw key rate for satellite 35946 
 
 
Figure 38. Raw key generated by satellite 27451 during an 88.9° elevation pass 
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Figure 39. Raw key generated by satellite 27451 during a 30.2° elevation pass 
 
 
Figure 40. Raw key generated by satellite 32060 during an 89.1° elevation pass 
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Figure 41. Raw key generated by satellite 32060 during a 23.5° elevation pass 
 
 
Figure 42. Raw key generated by satellite 35946 during an 88.9° elevation pass 
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Figure 43. Raw key generated by satellite 35946 during a 28.7° elevation pass 
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Figure 44. Effect of jitter on a high elevation pass for satellite 27451 
 
 
Figure 45. Key rate difference from jitter on a high elevation pass for satellite 27451 
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Figure 46. Effect of jitter on a high elevation pass for satellite 32060 
 
 
Figure 47. Key rate difference from jitter on a high elevation pass for satellite 32060 
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Figure 48. Effect of jitter on a high elevation pass for satellite 35946 
 
 
Figure 49. Key rate difference from jitter on a high elevation pass for satellite 35946 
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Figure 50. Combined effects of jitter and pointing bias on raw key rates satellite 27451 
 
 
Figure 51. Combined effects of jitter and pointing bias on raw key rates satellite 32060 
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Figure 52. Combined effects of jitter and pointing bias on raw key rates satellite 35946 
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