This paper describes an experimental message-driven programming system for fine-grain multicomputers. The initial target architecture is the J-machine designed at MIT. This machine combines a unique collection of architectural features that include fine-grain processes, on-chip associative memory; and hardware support for process synchronization. The programming system uses these mechanisms via a simple message-driven process model that blurs the distinction between processes and messages: messages correspond to processes that are executed elsewhere in the network. This model allows code and data to be distributed across the computers in the machine, and is supported at every stage of the program development cycle. The prototype system we have developed includes a basic set of programming tools to support the model; these include a compiler, linker, archiver, loader and microkernel. Although the concepts are language independent, our prototype system is based on GNU-C.
INTRODUCTION
This paper describes an experimental message-driven programming system and its implementation on a 512-computer J-machine. The J-machine 1 is an architectural experiment which focuses on the evaluation of hardware mechanisms, such as the integration of messages and processes, to support concurrent programming. The programming system carries the experience gained from our previous experiments 2- 4 into a C-based system, while exploiting the special features available in the underlying architecture. The basic programming model for the system is: receiving, as well as process suspension and resumption, without having to perform copying. Since the limited amount of memory available at each computer (1/4 megaword) is less than that required for the code of some of our applications, a code distribution scheme was necessary from the outset. The resulting programming system employs a novel implementation strategy for fine-grain programs that has the following characteristics:
1. New architectural features are directly accessed through native code compilation. 2. Hardware performance is delivered directly to applications by removing software overheads associated with message-passing. 3. Code and data distribution are provided by a simple run-time microkernel. 4. Communication latency is hidden by a process suspension mechanism. 5. Processes use a heap-based allocation scheme rather than a stack and may thus suspend without copying overheads. This paper describes the programming system and our experiences with its development and use. The prototype system includes a compiler, linker, archiver, loader, and microkernel. It is currently being used for a variety of large-scale applications experiments in computational fluid dynamics, circuit simulation, and molecular modeling.
ABSTRACT VIEW OF THE J-MACHINE
This section provides an abstract description of the J-machine hardware. The machine provides three distinct hardware mechanisms to support concurrent programming: message queueing and dispatch, a hardware associative cache, and support for synchronization. Figure 1 provides an abstract view of the hardware that highlights these features. communicate and synchronize using shared variables, which are implemented using hardware tags. Mapping is achieved using annotations, for example foo(. . .)Ȱn which specifies that process foo(. .) is executed at computer n. This results in the sending of a message to computer n, requesting that it locate and execute the function foo using the arguments present in the message. Processes allocate and deallocate memory piecemeal when necessary and do not employ a stack; they may share global variables. A process may suspend at any time during its execution for the purpose of covering latency while relocating code or data. Figure 2 outlines the use of these functions for constructing low-level programs. Remote functions execute as independent concurrent processes and may invoke other functions at the current computer during their execution. They may also cause new processes to be created at any computer in the machine using the spawn notation Ȱn. Attempting to access any part of the return value x prior to its being available will cause the calling process to suspend. If the function f is a void function there is no synchronization involved: the calling function proceeds immediately without waiting for termination of the remote function.
Example low-level program
Program 1 shows a simple example of the use of the low-level programming system. The program begins execution at the keyword main on computer zero. It then traverses the entire machine one computer at a time in numerical order. At each computer the program prints the computer number multiplied by the number of times that computer has been visited. Thus on a multicomputer with three processors, the output would be: 0 1 2 0 2 4 0 3 6 0 4 8 Figure 2 . Single computer operation a message-driven programming system
Program 1. Example low-level program

System tools
To support the basic programming model the GCC compiler was retargetted to generate sequential C code for the J-machine. The primary motivations for choosing GCC were the desire to take advantage of the significant amount of optimization that is performed by the GNU system, the desire to provide a complete and integrated collection of system libraries, and the proven track record of GCC for being ported to diverse platforms. To support code distribution it was necessary to develop a collection of system tools and to devise a scheme that would allow the essential system code to be resident at every computer. This was achieved by separating all program functions into two categories: replicated or distributed. Distributed functions are pieces of code that permanently reside at one computer (the function's home computer), but can be transported anywhere in the machine when they are needed. Replicated functions are pieces of code that exist at all computers. Figure 3 shows how these functions are generated in the compilation pipeline. The MDC compiler compiles files in the usual manner and generates object code (e.g. a.o, b.o and c.o). The main purpose of our object file format is to allow for all functions to be treated as independent units that can be mapped onto any computer and easily moved to any other computer. The linker combines these object files to form an indexable binary. Object code which is to be replicated is signified using a linker flag (−r). The resulting binary contains code for each computer, as well as replicated code and global variables that exist at all computers.
The linker assigns each distributed function to a home computer in the machine. A simple bin-packing algorithm is used to balance the quantity of code resident at each computer; there is a standard interface to the linker that allows experimentation with alternative code-mapping algorithms. In our current implementation, global variables are replicated at every computer and coherence is not maintained between computers.
After code mapping is complete, the linker assigns unique identifiers to all functions. If a function is invoked during program execution, the microkernel uses these identifiers to locate the appropriate code. The identifier is a pair of the form:
͗logical-computer, function address͘
The logical-computer entry signifies the home computer of the code, and the function address specifies the location of the code at the home computer. The translation from logical computer to physical computer is made by the loader after allocation of a partition of the machine.
The microkernel
The microkernel is the portion of the system that provides support at run-time for process creation, suspension and awakening, as well as code transport of distributed functions. The general organization of the microkernel is a collection of handlers that may be invoked at any time upon receipt of a message. The microkernel is notable for its size, which is less than 200 words of memory; this is attained through the simplicity of the computational model. The primary handlers are shown in Program 2.
Spawn
The spawn handler is responsible for locating the code of a function and subsequently executing it. Recall that this occurs when a program executes f(. . .)Ȱn. The handler is used to manage both spawn messages, originating at other computers, and local function invocation. A function can be executed immediately if it is either a message-driven programming system Program 2. Microkernel message handlers replicated or it is distributed and the current computer is the home computer. Otherwise, the code is either in a local hash table or must be fetched from its home computer and deposited into the hash table. The hash table is implemented using the associative memory provided by the J-machine hardware. If code is requested from another computer, then the current process suspends until this code is received locally.
Request and receive
The request handler deals with a request for code from another computer and transmits the code from a known location determined using the function address portion of the code's unique identifier. Finally the receive handler is invoked when requested code is received. It wakes all processes that are suspended awaiting code reception and updates the local hash table to store the received code. The hash table is purged to free space when necessary.
Set and wakeup
The microkernel also has two routines to support the setting of shared variables being used for synchronization, and the awakening of suspended processes. Recall that when a process executes x = f(. . .)Ȱn, it will suspend if x is accessed before it is available. The set handler accepts a message containing an address and length, as well as length words of data to write starting at the specified address. Before writing each word, this handler checks to see whether or not the present value is 0. If it is non-zero, then the word contains the address of a list of suspended processes. For each process on this list, a message is sent to the wakeup handler. The wakeup handler accepts messages that contain the address of the process header data structure of a suspended process. This handler loads the machine registers with the state stored in the process header, and loads the instruction pointer with the address of the instruction that caused the process to be suspended.
Remote function invocations
The message-driven process model of the hardware is used directly for remote function invocation, using f(. . .)Ȱn. The remote function calls are compiled directly into the sending of a message which transmits data from memory directly into the message-passing network; thus, there are no copying overheads associated with message sending. Message reception results in the creation of a process record which includes the contents of the received message. The copy from the message buffer into the process record is the only copying of data that is performed by the system. Since the message data resides in the process record, it is persistent across suspension without the kernel having to take any action to preserve it. We have extended this persistence by placing control of deallocation of arguments with the application program. This allows an application to store a received message in persistent variables for later use without additional copying. By default, a process record, and the message data contained within it, is never destroyed. When a program completes operations on the data contained within a specific message, a free operation is used to deallocate the memory used by the process record that contains that message.
Process suspension
Processes are created upon receipt of messages. Process creation consists of allocating a process header data structure. This header includes storage for the data portion of the incoming message, space to save the instruction pointer and registers, and a next field. The next field can be used to link a process header into a list. Recall that process suspension occurs when a process p executes x = f(. . .)Ȱn, and attempts to access x before f has terminated. While process p is waiting for the variable x to be defined, x is tagged undefined and contains the address of the first process header on a list of suspended processes. Each process header on the list contains the address of the next process header on the list in its next field. Figure 4 shows a snapshot of the process suspension and awakening mechanism in operation. When the process p attempts to read the undefined variable x, a hardware fault is taken and a handler is invoked. This handler saves the instruction pointer and registers into the process header, adds the process header to the list of processes suspended on the variable x, and issues a hardware suspend instruction. Process p is now suspended waiting for x to be defined by a remote process executing function f. When the remote function terminates, it sends a message to the set handler on the node containing p. The set handler will define x to be the value returned by f, and wake up the processes suspended waiting for the value of x, including process p. The processes are woken up by sending the address of their process header to the wakeup handler. a message-driven programming system 
Code distribution
Recall that many of our applications require more than 1/4 megabyte of memory for code alone. The program code cannot be replicated at each J-machine computer, and a mechanism for distributing a program's code across the machine is provided. The intent of code distribution is to maximize the memory available to user code at each computer. Recall that this mechanism uses bin-packing within the linker to minimize the amount of code that is resident at each computer.
Information regarding which distributed functions are present at a given computer is maintained using the hardware associative memory. A 32-bit function identifier translates into a pointer to a hash bucket containing a list of function header blocks. Each of these blocks contains the unique function identifier and the address of the beginning of the code. When code is requested from another computer, a function header is created, and the code address field is tagged undefined. Any attempts to locate the code prior to its arrival will cause the accessing process to suspend. Once the code is present, this field is updated with the starting address of the code, and subsequent references will return this entry point. The receive handler is responsible for waking up all processes suspended waiting for the received function.
CODE GENERATION
Program 3 shows a sample piece of C code. This routine will send 100,000 messages to computer 8 from wherever it is running. Each of these messages will result in the creation of a process that will run the function consumer with the arguments shown. The compiler output for the example code is shown in Programs 4 and 5. All of the instructions which are required have comments next to them describing their purpose. Only 6 out of 108 instructions, or 5·56 per cent, are unnecessary. We have not invested significant time in developing peephole optimizations for the Program 3 . Code generation example current revision of the compiler. As the compiler matures we expect that the number of unnecessary instructions generated will decrease.
PERFORMANCE RESULTS
In terms of performance, our project goals can be stated as delivering hardware message-passing performance to application programs, providing an inexpensive code distribution mechanism, and generating high quality code.
As a basis for comparison, we used results reported by the MIT Concurrent VLSI Architecture Project. 5 Our studies were based on a simple producer-consumer code. This code spawns a producer process on one computer which sends 100,000 messages, each of which creates a consumer process on another computer. This program appears in two forms: one-way communication as demonstrated in Program 6 and two-way communication as demonstrated in Program 7. The one-way version of the code creates 100,000 copies of the consumer, each of which increments a counter. When this counter reaches 100,000 the program terminates. In the two-way version of the code, each of the 100,000 consumers returns a value to the producer. When the producer has received all of the return values the program terminates.
Each program was compiled in three basic forms, based on the length of the messages generated. Message lengths of 8, 16 and 64 words were used. The distance that messages traveled varied based on the value of the constant TARGET. Messages were sent 1, 4, 8, and 14 hops. In addition, the two-way communication program was linked both with and without code distribution. Finally, a variation on each of the basic programs was created to approximate the overhead cost involved with executing the programs on one computer with no communication. This overhead represents the cost of creating processes, and executing the code. All of the resulting programs were executed five times each on the J-machine using a 28 MHz clock. After the programs had been executed, the five runs were averaged, and the cost of the overhead was subtracted from each of these averages. The resulting number was divided by 100,000 to provide the cost of communication per iteration. This number is reported, along with the actual hardware cost of sending a message of the appropriate length the correct distance. a message-driven programming system
Program 4. From the prologue to the transmission of the argument count
One-way communication
As can be seen from the data presented in Table I , the cost of sending a message from within a C program is only twice the hardware cost of sending the message. Compared to the cost of process creation and code execution, this communication cost is negligible. This is evident in the near-identical costs of sending messages any number of hops. This occurs because the largest element in the cost is executing the code, and the next message to be executed can be delivered before the target processor is ready to execute it. This data suggests that the messages spend Program 5 . From the transmission of the argument length to the epilogue significantly more time waiting to be executed in the message queue at the consuming processor than in transit from the producer.
Two-way communication, without code distribution
Table II presents the timings for two-way communication, and reveals the cost of synchronization. This data indicates that performing synchronization has negligible a message-driven programming system Program 6. One-way producer-consumer cost. The increase in latency for larger messages is due to time spent waiting to deliver the outgoing messages. Once the incoming message buffer at the consuming computer has filled, the producer must wait until this buffer begins to empty to be able to complete a message send. The larger the outgoing messages, the longer it takes the producer to send them. The time difference between the two programs for eight-word messages is approximately twice the hardware cost for sending the return value message for the consumer back to the producer. These performance numbers indicate that our process suspension and awakening mechanism is efficient. As with the one-way communication, the cost of splitting the program up across computers is trivial in comparison to the cost of executing the code. Table III shows the performance differences for the two-way communication program with and without code distribution. Compared to code executed without using the code distribution mechanism the running time for eight-word messages increases by more than an order of magnitude, 16-word messages perform slightly better, and 64-word messages show a slowdown of only 1·5. The improvement in relative times for 64-word messages is due to the cost of code distribution being dwarfed by the amount of time this program spends waiting to complete message sends. These numbers demonstrate that a poor usage of the code distribution mechanism can be very expensive. In this example, the functions consumer and msgFree should be replicated functions as they are each called 100,000 times. Figure 5 shows the results of running this program with all functions distributed, all Figure 5 . Cost of using code distribution functions replicated, and all functions except for consumer and msgFree distributed. As can be seen, an intelligent usage of the code distribution mechanism can provide the benefits of the mechanism with a relatively small performance penalty. An examination of the code distribution mechanism suggests an optimization based on reducing the cost of locating a replicated function that is already present at the current computer. For every call to a distributed function, the code distribution mechanism generates a call to a C routine to locate the function in the associative memory cache. The overhead of calling this routine, primarily creating and destroying a call frame data structure, is high. The efficiency of code distribution will be improved by inserting the cache check directly into the kernel. This optimization will decrease the cost of code distribution by approximately 80 per cent. This optimization is not yet implemented.
Two-way communication with code distribution
APPLICATION EXAMPLE
This section describes an example piece of application code that has been run on the J-machine. The program has all of the interesting characteristics of applications being developed by the Scalable Concurrent Programming Laboratory. This program uses domain decomposition of data to solve Laplace's equation ⌬ 2 = 0 using sinusoidal boundary conditions. Each process within the program communicates with other processors at computers in close proximity. Barrier synchronization is performed at every timestep.
The algorithm being executed is summarized in Program 8. All computers are initialized, and a barrier is used to ensure that all computers have completed initialization before continuing. A fixed number of timesteps are simulated. At each timestep, a face in each computer is sent to its neighbors. After a computer has received messages from all of its neighbors, the local norm is computed. Another barrier is used to recompute the global norm across the whole machine. The structure of this program is illustrated in Figure 6 , which is based on discussion in Reference 6. The domain of the problem is broken up into partitions. Each partition is mapped onto a computer. The exchange of information for each timestep requires the transmission of the faces adjacent to a partition boundary being sent to the computer containing the neighboring partition.
Using the techniques described in this paper, the algorithm is implemented as a set of handlers. These handlers are shown in Program 9. a message-driven programming system 
Initialization
The startnodes handler runs at every computer, and for each virtual node at a given computer initializes local state, and then sends a message to the termination handler.
Communication
At the beginning of each timestep, the Compute Send handler is invoked at all virtual nodes. This handler sends messages containing a face to each of the node's neighbors. These messages result in invocation of the Compute Recv handler at the neighboring node due to the use of the mapping annotation Ȱ. Each time that Compute Recv is invoked, it saves a pointer to the incoming message, and decrements a counter of expected messages. When there are no more messages pending at a particular computer, the code to execute a timestep is run. When the timestep is complete, a message is sent to the termination handler.
Termination
At the conclusion of initialization and each timestep, the terminate handler is invoked once by each virtual node. If all of the timesteps have been completed, the program exists. Otherwise, messages are sent to all virtual nodes to invoke the Compute Send handler.
APPLICATION EVALUATION
We have run two sets of experiments using the Dirichlet program. The first set is a scalability study to determine the effect of using more computers to solve a fixedsize problem. The second set is a granularity study to evaluate the worth of breaking Program 9. Dirichlet example message handlers up the work being done at each computer into smaller pieces. Our expectation for the first experiment was that as more computers were used to solve the problem there would be a near-linear speed-up in the program execution until the concurrency limit in the program was reached. For the second experiment we expected to see some improvement in performance as we broke the problem up within a computer. This is due to hiding the cost of message-passing by overlapping computation and communication.
For both experiments, we used a problem size of 1,440,000 grid points. Each program was run five times for each data point. The reported results are the average of these five runs.
The results of the scalability experiment are shown in Figure 7 . As expected, the speedup is near-linear. As the number of computers reaches 512, the speed-up starts to tail off. The reason for this is that the limit of concurrency within the program is being approached.
The first set of experiments we performed for the granularity study took one data point from the scalability study and varied the partitioning of the work at each computer. The results displayed in Figure 8 show that, contrary to our expectations, dividing up the work increases the running time of the program. This data shows a message-driven programming system that the cost of communication is not a significant factor in program execution. This can also be seen in our earlier conclusion that the cost of communication is negligible relative to program execution. To further test this hypothesis, we ran a second set of experiments using four computers and 32 grid points. The purpose of these aditional experiments was to minimize the cost of the computation within the program to determine if it was possible to create a situation in which the cost of communication was significant. As can be seen in Figure 9 , even with a trivial amount of computation, the cost of partitioning the program is higher than the cost of communication. 
EXPERIENCE
Recall that our original goals were to allow for message sending and receiving, as well as process suspension and awakening, without having to perform copying. This would allow hardware performance to be delivered to the application codes. In general, we have been quite satisfied with the J-machine hardware and with the programming system we have been able to build. However, there were a number of idiosyncracies in the hardware which complicated our task. These concerns are being addressed in the M-machine, the next generation machine currently being designed by the MIT Concurrent VLSI Architecture Group. This section describes and discusses what we learned about the J-machine in the course of our experiment. We also mention some unforeseen problems with the compiler which might be of interest to others wishing to retarget GCC for alternative systems.
Remote function invocation
Conceptually, in our computational model, function arguments reside only within a received message, and no copying of the data is required upon message reception. We were able to construct a system that achieved this functionality, however, this necessitated considerable contortions. This mechanism became unmanageable when combined with supporting process suspension, and we were forced to accept copying on receive. It is not possible to leave arguments in the message buffer because the J-machine hardware distinguishes between message buffer memory, and general memory. The portion of memory used for message reception is treated as a circular queue. There are three special properties of this piece of memory:
1. When accessed through register A3, the hardware handles addressing of messages that wrap around past the end of the buffer. 2. When accessed via register A3, a hardware fault is generated if an attempt is made to read a data word that has not yet been received. a message-driven programming system 3. When the process created in response to a message reception suspends, the storage for that message is reused by the hardware.
We were able to deal with the hardware wraparound issue by defining a special data type, a wrapped pointer, which is a pointer to a data item that wraps around from the end of the queue to the front. Any access to a wrapped pointer results in the execution of a fault handler which analyzes the instruction causing the fault and modifies and/or reissues this instruction as necessary. The issue of accessing data that has not yet been received is not a problem if message data is accessed via A3, as this allows the hardware fault mechanism to properly signal attempts to access unreceived data. The method of dealing with this type of fault is to back up the instruction pointer and reissue the faulting instruction until it no longer faults: this indicates that the data has been correctly received.
Although the data in a message will be available in the message buffer when the process is initiated, once the process suspends the hardware can overwrite the portion of the message buffer containing this data. To support suspension it is necessary to guarantee that a process can find its arguments both before and after it has suspended. This requires copying the message data upon either message reception or process suspension. Although we developed a mechanism to allow a process to access its arguments properly prior to suspension, this is not useful if we cannot also guarantee that the process will still be able to access its data after suspension. In order to make this guarantee, all pointers into the message buffer would have to be updated to reflect the change in location of the data following the copy. As the cost of locating all such pointers is prohibitive due to the loose constraints on pointer copying in C, it is necessary to perform a copy on receive.
A preferred approach would be for the hardware not to distinguish between general memory and message buffers. There would consequently be no difficulty with allowing received messages to remain where they were originally placed upon reception, and we would not have to copy on either receive or suspend.
Compiler problems
Aside from the usual problems attendant on deciphering any large piece of software, the difficulties that we had with GCC were all related to assumptions about the target architecture which the compiler makes. Even though GCC is designed to be retargetted for a wide variety of machines, there are certain architectural features which can make this process very difficult. These items could be better addressed in a compiler written specifically for fine-grain multicomputers.
Registers
The greatest difficulty associated with GCC was that it expects more general registers than the three available at each message-driven processor. This was manifest in many ways: excessive numbers of local variables are created for temporary registers; function values must be returned indirectly because returns in registers would occasionally be overwritten; double-precision argument passing was problematic because each double-precision argument requires two data registers, and this does not leave enough registers to do data manipulation.
Stack-based architecture
Although GCC does provide enough support to the use of heap-based frames rather than a stack, it does not do so without cost. The main component of this cost is the necessity to do special-case handling for nested calls to library functions. This occurs because outgoing function arguments are placed into specific slots, rather than placed onto a stack. For example, a process could place arguments into the first three argument slots, and then discover that it needs to call a library routine. The arguments to the library routine (e.g. double-precision arithmetic) could require the use of the first four argument slots. It is therefore necessary to preserve the contents of the first three argument slots prior to the library call, and restore them afterwards.
Position independent code and data
GCC handles references to functions as if they are constants. This is a poor assumption within our system: code can be transported from one computer to another and placed on the heap in a location that is not known until run-time. Although the compiler does have support for position independent code, to support systems such as dynamic linking on the Sparc, this requires an address register. The J-machine does not have enough address registers for us to be able to use one for this purpose. In order to work around this problem we developed a set of linker techniques to assign identifiers to functions and patch all references to functions with their identifiers. Similarly, the linker must calculate the addresses of global variables, and ensure that these are also correct within the code. Unfortunately, without expanding our microkernel to allow for intervention every time a global variable is accessed we must permanently allocate all global and static data in the same place at every computer. This prevents us from following the more desirable route of transporting static data for a function with the code for the function.
Lack of ANSI compliance
To our surprise, when using standard ANSI-compliant test suites, such as Metaware, we discovered that GCC is not an ANSI-compliant compiler. This complicated our running validation suites, as well as hindering us in our evaluation of validation failures.
Code generation
A variety of problems occurred in code-generation that were specifically linked to the design of the message-driven processor.
Integer division
Recall that our computational model provides an abstraction of the J-machine as a collection of consecutively numbered computers. To support this abstraction, we need to be able to translate from an integer computer number to a physical address. This operation requires several integer divisions and integer modulo operations. The cost of software division and modulo is high, making this conversion expensive. Although we could work around this problem by having a conversion table for a message-driven programming system virtual to physical computer addresses, such a solution will obviously not scale, and is expensive in memory usage.
Relative addressing
The instruction set does not allow the use of a negative constant offset for relative addressing. Rather than simply using
we must use an additional instruction and register:
Address data type and address registers
As this machine is intended to function under an object-oriented paradigm, the address data type contains both a beginning absolute address of the data item, and a length of that item. If the length is non-zero, hardware bounds-checking is performed on all references through the pointer. The physical layout of these pointers has the length as the low-order 10 bytes, with the address above it. One result of this structure is that adding an integer to a pointer does not produce the desired result. In addition, the message-driven processor distinguishes between data registers and address registers. Relative addressing can only be done using an address register as the base of the address. Moves to and from memory must have a data register as the non-memory operand. Most operations require that at least one of the operands be a data register. The contents of an address register must be an address data type to be useful. Address data types are extremely limited in their usefulness when they are in data registers. One example of the code generation problems caused by these issues can be seen when we want to add 4 to the address contained in register A1. We cannot do:
but must instead use seven instructions and a scratch register:
; Move address register A1 into register R0 wtag r0, INT, r0 ; Tag contents of R0 to INTeger ash r0, −10, r0 ; Shift out size field from address add r0, 4, r0
; Add 4 to contents of RO ash r0, 10, r0
; Shift 0 into size field of address wtag r0, ADDR, r0
; Tag contents of R0 to ADDRess move r0, a1
; Move register R0 into address register A1
Byte addressing
The message-driven processor is a 32-bit processor, with memory addressable in 32-bit words. There is no support provided for efficiently accessing the individual bytes of a word. One of the ramifications of this is that strings must be either inefficient in time due to requiring special handling to treat one 32-bit word as four 8-bit bytes; or they must be inefficient in space by using one 32-bit word for each character in the string. Our solution to this problem is to have the compiler generate code that is inefficient in space, but provide a packed-string library to support strings that are inefficient in time.
Processor status flags
The processors have a collection of status flags that control such features as interrupts enable/disable, checked/unchecked mode, faults enable/disable and whether or not register A3 points into the message queue. These flags can only take values of 0 or 1. It is not possible to move a value directly into one of these flags, one can only move the contents of the data register into a flag. Instead of doing move 1, U we must use two instructions and a scratch register:
The basic concept of message-driven process execution was integrated in Chuck Seitz's hardware design philosophy for multicomputer architectures, and incorporated in a variety of reactive programming systems. [7] [8] [9] This concept has been a recurrent theme in both hardware and software designs from the Submicron Systems Architecture Project over the years. It has been incorporated directly into most commercial multicomputer programming systems. In common with the Cantor and Actor 10 programs, we use message-driven concurrent processes that do not employ a stack. However, unlike these systems, our processes typically communicate and synchronize via a simple shared variable concept, suspend to cover latency, and may share global state for efficiency. It is important to recognize that although we support global variables, we seek to capitalize on their efficiency when used in a good software engineering style for building abstract data types. 11 We do not encourage their use for global sharing between program components in a completely unstructured manner such as that in most FORTRAN programs.
Recently, a new generation of fine-grain systems have appeared. The MADRE 12 system developed for the Mosaic architecture 8 distributes the microkernel across multiple computers, and hides the details of process to processor mapping from the user. The major emphasis of MADRE is to provide a system that handles resource allocation, and is capable of using resources across the entire machine if a particular computer exhausts its local resources. It is our belief that the programmer is best able to make decisions about process mapping. If a program exhausts local resources, then we consider it to be a poorly-formed program and leave it to the programmer to restructure the code to better balance its resource usage.
A Concurrent Smalltalk (CST) 13 system has also been developed for programming a message-driven programming system the J-machine. CST requires a larger and more complex microkernel to handle a broad range of language concepts that our applications do not require. Our system is currently the only programming system that has been developed for the J-machine that is broadly considered a useful platform for large-scale scientific applications, and it is currently in use at Argonne National Laboratory, Caltech, MIT and The Aerospace Corporation. The Scalable Concurrent Programming Group has been involved for several years in developing portable, high-performance programming systems that execute efficiently on scalable multicomputers. 8 The high-level programming systems that we have developed, [2] [3] [4] all share the same fine-grain process model present in this work. Unfortunately, scalable multicomputer architectures, such as the Intel Delta and Paragon, Thinking Machines CM5 and Symult S2010, have traditionally supported only Unix-style, coarse-grain, stack-based processes. Thus our previous implementations have been forced to use an emulation technique to provide efficient systems. 3, 14 Recently, two radical new architectural experiments have been conducted at Caltech and MIT. At Caltech, the Mosaic architecture, developed by the Submicron Systems Architecture Project, is designed expressly to support efficient fine-grain process execution. 8 The J-machine is a similar design, developed at MIT by the Concurrent VLSI Architecture Project, that supports fine-grain processes but also provides onchip associative memory, and hardware support for process synchronization. 1 The programming system described here provides a low-level platform that supports both irregular applications and development of high-level systems on fine-grain multicomputers.
The idea of using a heap-based implementation of a stack-oriented language is not novel. It was earlier reported for Pascal in Reference 15. This work focused primarily on the Pascal-specific issues of the implementation. Although Marlin's work was discussed as a predecessor to a system that supports multi-threaded execution via coroutines, we have found that a variety of means for expressing concurrency can be obtained through trivial extensions to the heap-based system. Our choice of heap-based call frames was driven by the conflict between the stackbased paradigms' requirement of contiguous memory, and the limited memory available at each computer, combined with the requirement that it be possible to suspend processes. Although the technique is not new, our motivation for using this approach grew out of the design of our target hardware, and our model of providing run-time support with a minimum of system intervention. In particular, we did not want to provide system support for either virtual memory, or process-specific addressing as the J-machine does not provide hardware support for these mechanisms.
There have been a number of alternative approaches to the issues presented here. Arvind and Nikhil at MIT have argued that problems with supporting parallelism on a sequential architecture machine relate to intolerance to the high memory latency required for concurrent programs and the lack of acceptably fast synchronization mechanisms. 16 These ideas led to the development of the tagged-token dataflow architecture, a machine that uses additional bits on each data word for synchronization, and is designed to provide optimal support for dataflow programs. Arvind and Nikhil argued that although one could run a parallel version of a sequential language on this machine, this complicates compilation significantly, and will not give acceptable run-time performance. Given the appropriate hardware support, it is clear that efficient parallel implementations of sequential languages can be constructed. In addition in earlier publications from our group, 4 we have shown that it is possible to layer concurrency abstractions on top of a system that provides only the basic support described in this paper. This can be achieved through the use of source-tosource transformations.
Schauser, Culler and von Eicken have developed the idea of compiler decomposition of a program into threads, some of which can be statically scheduled. 17 The motivation for this work is the belief that high-speed context switching in hardware is hard. It is our opinion that it is best to leave control of program decomposition to the user, or to tools specific to a class of applications. The hardware process support offered by the J-machine provides us with acceptable context-switching performance.
Although we recognize that there have been a variety of systems that have implemented concurrent versions of the C language, such as those described in References 18 and 19, the previous systems that have involved multicomputer implementations have focused on developing a system that relies on UNIX-style support for system services. Our emphasis is on using specialized multicomputer hardware mechanisms to support process creation, communication and suspension, thereby minimizing the amount of time that is spent running system code. In addition, the programming system described here is usable for large-scale applications, rather than simply providing a minimal system to demonstrate the validity of the ideas.
Gul Agha, in recent work at the University of Illinois at Urbana-Champaign has been working on expanding the Actor model to better reflect the realities of concurrent programming. In Reference 20 he discusses the use of Actors within an objectoriented programming framework. The rationale behind this type of framework is the need to provide the programmer with support for abstraction. In particular, the concern of managing concurrency without unduly restricting the expressiveness of the source language is addressed. The work also addresses the difficulties of adequately and efficiently supporting concurrency using an object-oriented paradigm. One of the major areas of concern explored is the problem with locality of objects, and how poor placement or construction of objects can have an adverse effect on efficiency of the system. One of the approaches to solving this problem is the use of program transformations to increase locality. Andrew Chien, in similar work also done at the University of Illinois at UrbanaChampaign, explores the use of concurrent aggregates to provide an object-oriented approach to implementing a concurrent version of Actors. 21 The difference between this work and Agha's work is that Chien is experimenting with a new variation on Actors which he calls aggregates. An aggregate is a collection of Actors in which each of the Actors can concurrently receive messages. This structure allows a relaxation on the ordering of message reception present within the Actor paradigm. This is useful as it provides the ability to support the core ideas of the Actors paradigm within the inherently non-deterministic framework of a message-passing multicomputer, without incurring overhead costs to handle messages in an order dictated by the software abstraction.
Both projects working with Actors are complementary to the work described in this thesis. One of the goals of the message-driven C system is to support concurrency without needlessly complicating the source language. Greater support for abstraction, as well as the use of transformations to improve communication performance, are both topics considered as future work.
Chien is also involved in exploring optimization techniques for concurrent object-a message-driven programming system oriented programs executing on multicomputers constructed with stock processors, such as the CM5. 22 This work 23 describes the design of the Concert system. The key idea in this system is the performance of optimizations at all points in the program compilation and execution cycle. Early optimization is performed usng source-to-source transformations in the front-end of the compiler. When there is not enough information to statically determine the most efficient form of a program, multiple copies are produced, and the run-time system selects between the different versions, attempting to select the lowest-cost variation for each invocation. Inasmuch as this system is targeted at commodity processors, and relies on a substantial runtime system, it is philosophically quite different from message-driven C. However, the work in static optimization is closely related to Gul Agha's work, and is similarly relevant to future research directions.
CONCLUSION
The implementation techniques allow new architectural features to be accessed directly via native code compilation. Hardware performance is delivered directly to applications by removing software overheads associated with message-passing. Messages are copied directly into the network on sending, and processes may execute directly out of message buffers on receiving. Code and data may be distributed through a combination of linkage and run-time microkernel support. Communication latency is hidden by a process suspension mechanism. Our processes use a heapbased allocation scheme rather than a stack and thus may suspend without copying. Although some aspects of these concepts have been found awkward to implement on the J-machine, these issues have been resolved in designs currently under construction at MIT.
The main concepts described in this paper have been implemented and are in use on prototype J-machines at Argonne National Laboratory, Caltech, and MIT. This system is currently being used for large scale application development by more than 30 scientists at Argonne National Laboratory, Caltech, MIT and The Aerospace Corporation. The model we have advocated for concurrent programming is not new and has been used extensively for applications development in a variety of systems developed by our group and others. The contribution of this work rests on new and simple implementation techniques for fine-grain architectures.
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