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The present work contains original research on the field of biophysics, specifically the
study of swimming bacteria. Swimming microorganisms can be modeled as active particles
moving at low Reynolds number (Re ≪ 1) and subject to different sources of noise. The
term “active” means that they are self-propelled, while Re ≪ 1 implies that their motion is
dominated by viscous stresses, therefore relying on non-reciprocal deformations in time,
in order to achieve movement. Noise arises from thermal fluctuations and the inherent
stochasticity of their propelling machinery, as a result, bacteria follow random trajectories.
Nevertheless, bacteria have evolved to display a number of strategies to overcome randomness
and achieve directed locomotion, known as “taxis”. Here, we explore the mechanisms
involved in the propulsion and navigation of swimming bacteria, using low Reynolds number
flow techniques and random walks.
First, we introduce the physical principles that govern the dynamics of a low Reynolds
number swimmer. We pay special attention to the random walk model for the description
of the swimming trajectories, since it allows to quantify motility in terms of statistical
measures, such as diffusivity and drift velocity, which can be measured experimentally. After
a general discussion of the model, we demonstrate its use by applying it to the dynamics of
bacteria-driven microswimmers, which are active particles that use bacteria as a propulsion
mechanism. We show in particular, that the diffusivity of such particles increases with the
square of their size and that the microswimmers inherit the chemotactic capabilities from the
bacteria that propel them. These results are in agreement with experiments and can be useful
to improve the design of these artificial microswimmers.
Next, we investigate the motility properties of Spiroplasma melliferum, which is special
among bacteria, as it can swim without flagella. Instead, Spiroplasma can switch the handed-
ness of its helical body and in the process, the helical domains rotate generating propulsion.
Based on experimental observations, we develop a hydrodynamic model to describe Spiro-
plasma motility. We obtain expressions for the total linear and angular displacements of the
cell body per swimming stroke. Observing that the cell body does not reorient at the end of
one period, we define an effective swimming speed and a hydrodynamic efficiency. Then, we
show that the helical shape that maximises speed and efficiency has a pitch angle close to that
of Spiroplasma, φ ≃ 35◦, in agreement with experimental observations and with previous
numerical simulations.
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Finally, we explore the dynamics of a low Reynolds number swimmer crossing a viscosity
gradient. This is a work in collaboration with experimental groups in the National University
of Mexico (UNAM) and Brown University. The experiments aim to shed light on the
dynamics of the bacterium Helicobacter pylori, which inhabits the human gut and is capable
of penetrating the mucus layer that protects the stomach. Experimentally, a magnetic
swimmer is immersed in a stratified solution of miscible fluids with different viscosities. The
swimmer consists of a helical tail and a cylindrical head that rotate at a fixed rate due to
the action of an external magnetic field. As the swimmer advances, it accelerates or slows
down, depending on its orientation with respect to the gradient. In general, the experimental
results show that it is harder for a pusher-like swimmer to swim up the gradient, whereas
for a puller-like swimmer it is the opposite. We rationalize this mathematically by assuming
that the forces acting on the swimmer depend on the local viscosity that it experiences. This
allows us to calculate the swimming speed as a function of the swimmer’s position along
the gradient. The predictions of the model are in good agreement with the experimental
observations. The results also suggest that viscotaxis is possible without viscoreceptors, and
in fact governed solely by the motility pattern of the swimmer.
Together, the results presented in this thesis contribute to the understanding of bacterial
motility and low Reynolds number swimmers in general. Furthermore, these results may be
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For a microorganism, locomotion is essential for a number of tasks, such as foraging, escap-
ing predators or moving away from harmful environments [1]. Swimming microorganisms
have to overcome physical constrains in order to move effectively. For starters, they are found
in liquid environments and their world may appear strange to our everyday experience. This
is the realm of low Reynolds number (Re) flow, where inertia is negligible and viscous forces
dominate. The strategies to achieve locomotion in such an environment are different from
those we know for macroscopic swimming creatures. In particular, a small organism such as
a bacterium must move in a non-reciprocal fashion (i.e. its motion is different when observed
forward in time as compared to backwards in time) in order to achieve net locomotion [2].
A natural way to achieve non-reciprocal deformation is by propagating waves [3]. In-
deed, most swimming microorganisms have evolved to grow slender appendages called
flagella, that can be deformed into flexible waves or rotated in apparent waves [4–6]. In
fact, flagellar locomotion is known to be among the most efficient ones when it comes to
low-Re swimming [5, 7–10]. Therefore, scientist have tried to replicate flagellar motion in
the design of artificial microswimmers, either by fabricating chiral microstructures [11–14]
or by integrating biological systems and inorganic devices [15–25].
Another important constrain is the fact that fluctuations are significant at small scales.
Swimming cells are subject to different sources of noise such as thermal fluctuations and
variations in the distribution and sizes of their flagella. As a result, the trajectory of a swim-
ming cell appears erratic, very much like a passive particle undergoing Brownian motion [26].
Nevertheless, swimming cells have evolved to display a number of strategies to overcome
randomness and achieve directed locomotion, known as “taxis”. For example, the bacterium
Escherichia coli, which is probably the most studied and understood microorganism on
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Earth [9, 27], is capable of responding to chemical stimuli [28]. This is known as chemotaxis,
and is essential for the successful colonisation of a host [29, 30].
Among low-Re swimmers, bacteria are of particular importance for the scientific commu-
nity. Firstly, the recent decrease in novel antibiotics and the spread of multidrug-resistant
bacteria are of great economic and health concern. Since infectivity is known to be strongly
correlated to flagellar motility, understanding bacterial motility in depth may lead to the
development of new anti-infectious drugs [29]. Secondly, from the engineering perspective,
bacteria represent a paradigm for the design of micromachines [18, 31]. A bacterium is not
only capable of self-powered locomotion, it can also perform complex tasks such as self-
replication, cargo transport and respond to external stimuli such as light and temperature [32].
Finally, from a fundamental point of view, swimming bacteria constitute a model system for
active matter and far from equilibrium thermodynamics [31, 33, 34].
The work presented here addresses both aspects of bacterial motility, hydrodynamics and
statistics. A general discussion of the fundamental physical principles that govern swimming
at low Re is given in Chapter 2. The following two chapters are dedicated to the study of
bacterial propulsion using hydrodynamic models. The second part of the thesis on the other
hand, focuses on the statistical aspects of bacterial locomotion, particularly diffusion and
chemotaxis. Although Chapters 3 and 4 are concerned mainly with the propulsion mecha-
nisms of swimming bacteria, the results offer insight on the physics behind taxis techniques
displayed by different bacteria. Similarly, Chapters 5 and 6 focus on the statistical aspects of
bacterial motility, but they build on the hydrodynamic constrains of bacterial locomotion.
I have done most of the work independently, except for the study on Chapter 4, which is
the result of a collaboration with the experimental groups of Jorge Gonzalez-Gutierrez at
the National University of Mexico (UNAM) and Roberto Zenit at Brown University. The
expressions for the diffusivity and the swimming speed of bacteria-driven microswimmers
in Chapter 5 were previously derived by Albane Théry during a research internship at the
University of Cambridge. These results were used as validation for the results here presented.
Therefore, in what follows I use the author’s we for convenience. In the rest of this chapter,
we introduce the different model systems studied in this thesis.
1.2 Swimming without flagella
Many species of bacteria, such as Escherichia coli (E. coli), use helical flagellar filaments
and rotate them along their axes. As a result, the helical filaments push on the surrounding
fluid and generate propulsion in the opposite direction [9]. There exist however some bacteria
that do not rely on flagella to achieve locomotion. This is the case of the marine bacterium
1.2 Swimming without flagella 3
Fig. 1.1 Spiroplasma swimming gait. (A) Electron microscopy of the bacterium Spiroplasma
eriocheiris. (B) Swimming gait, the bacterium changes from a right-handed to a left-handed
helical configuration. A kink propagates along the body and the different helical domains
rotate in opposite senses propelling the bacterium in the opposite direction to the kink.
Reproduced and adapted from [51].
Synechococcus, whose swimming strategy is still under debate [35, 36], and the better known
Spiroplasma which swims by deforming its helical body [37, 38] (see illustration in Fig. 1.1).
As opposed to the Spirochetes, which have internal flagella [39], Spiroplasma is a
wall-less bacterium (termed a mollicute) with an internal, flexible flat ribbon cytoskeleton.
The cell deforms its cytoskeleton into a helix whose chirality is allowed to progressively
shift [40–47]. The change in geometry gives rise to a wall domain, i.e. a kink, which
propagates along the cell body from one end to the other. The chirality is then reverted in
a similar fashion completing a swimming stroke [38, 48–50]. The whole deformation is
non-reciprocal, therefore movement at low Reynolds number is possible, and indeed, the
bacterium is observed to move in the direction opposite to the kink pair propagation.
The cell body has a definite polarity, as one of its ends is tapered, usually called the tip
(or head) while the other untapered end is termed the tail. It has been observed that kinks
appear most of the times at the tip [46]. As a consequence, Spiroplasma swims predominantly
in the direction of the head. The morphological change is stochastic in nature and the motion
of the kinks is altered by the presence of different amino acids [46, 52, 53]. Analogously to
the well-studied E. coli chemotaxis [9], modulation of the rate of chirality transformations
allows Spiroplasma to follow chemical concentration gradients. However, studies have
yet to discover the genes involved [46], and therefore the precise mechanism that controls
chemotaxis remains unclear.
Hydrodynamic models used to describe the locomotion of Spiroplasma motility have been
previously developed [48–50]. These studies show three main results: (i) the cell moves in the
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direction opposite to the kink pair propagation, with a speed proportional to the kink speed;
(ii) the helical pitch of Spiroplasma (angle φ ≃ 35◦) maximises the hydrodynamic swimming
efficiency; and (iii) at the optimum pitch angle, the inter-kink distance that maximises the
swimming speed is D/L ≈ 1/3 [48–50], where L is the total axial length of the helical cell.
These results are obtained mostly numerically and were supported by theoretical predictions
using some fitting parameters.
In Chapter 3 we propose a hydrodynamic model to describe Spiroplasma motility. By
coarse-graining the geometry of the cell body, we avoid the use of fitting parameters and
unveil an underlying symmetry of the bacterium swimming gait. We show mathematically
that the cell body does not reorient at the end of one period, which allows us to define an
effective swimming speed, vs. We then use vs to calculate the energy dissipated in one
stroke, Ẇ , and to define a hydrodynamic efficiency, η = Ẇ0/Ẇ , where Ẇ0 is the power
spent by a straight filament moving at the same speed vs. We show that the helical shape
of the cytoskeleton that maximises both vs and η are helices of pitch angles φ close to that
of Spiroplasma, φ ≃ 35◦, in agreement with experimental observations and with previous
numerical simulations.
1.3 Swimming across viscosity gradients
Taxis is the capability of biological cells to respond to an external stimulus, such as light or
chemical gradients, and as a result move towards or away from it [32]. In nature, the adapt-
ability of microorganisms to respond to a variety of cues has been demonstrated in gradients
of light intensity (phototaxis) [54–58], magnetic fields (magnetotaxis) [59–61], temperature
(thermotaxis) [62–64], a gravitational potential (gravitaxis) [65–67] and chemical stimuli
(chemotaxis) [68].
A mechanical example of taxis, viscotaxis, emerges when a cell adapts its motion in
response to viscosity gradients. Some microorganisms, such as Spiroplasma [52] and Lep-
tospira interrogans [69–71], have indeed the ability to respond to changes in viscosity. A
particularly important example for human health is the colonization of the stomach by the
bacterium Helicobacter pylori, which turns out to be a consequence of the ability to move
in viscosity gradients [72, 73]. Indeed, H. pylori is the only known bacteria to be capable
of penetrating the intestinal mucus layer and reach the stomach wall [72, 73], thanks to an
enzymatic degradation of the stomach mucosa [31, 74]. This leads to severe inflammation
that can result in ulcerogenesis or neoplasia. Since the bacterium infects about 50% of the
human population it is important to understand its pathogenesis [75].
Some understanding already exists on the impact of viscosity gradients on the dynamics
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of both passive and active (swimming) particles. For example, through cross-streamline
migration in viscosity gradients, it is possible to sort soft passive particles in microflows [76].
Heated particles create temperature gradients, which induce local variations in viscosity in
the surroundings of the particle [77]. For simple swimmers composed of a small number of
active spheres, viscotaxis has been recently shown to arise from a mismatch in the viscous
forces acting on the different parts of the swimmer, allowing both positive and negative vis-
cotaxis in Newtonian fluids [78]. Although that mechanism does not account for the possible
existence of biological viscoreceptors [79], the positive viscotaxis in Spiroplasma [52] and
Leptospira [69–71] can be explained in these terms.
Using the classical squirmer model microswimmer [80–82], work coupling the concen-
tration of nutrients to the viscosity of the fluid showed qualitative differences in the dynamics
of swimming, in contrast to fluids with constant viscosity [83]. The squirmer model has
also allowed to study theoretically the effect of weak viscosity gradients on the motion of
general spherical swimmers, showing in particular how the swimmer ‘mode’ (i.e. whether the
swimmer acts as a pusher or a puller in the far field, [see §2.1]) is critical in setting the sign
of the viscotaxis response [84]. However, and despite a good understanding of locomotion of
bacteria in Newtonian fluids [85], a theory that explains how viscosity gradients affect the
swimming of helical swimmers is currently not available.
Synthetic swimmers have often been proposed as one modelling approach to study the
motility of microorganisms. Self-phoretic Janus colloids, for example, can be made to move
through the generation of chemical, electrostatic or thermal gradients [86]. Another example
are helical swimmers, which typically consist of a rigid magnetic head fixed to a metallic
helical tail [13]. The whole body is made to rotate by an external magnetic field, propulsion
arises as a result of the chirality of the helical tail, in close analogy to the swimming of
flagellated bacteria, e.g. E. coli [9]. Synthetic helical swimmers preserve the basic physi-
cal characteristics that allow locomotion in low–Re environments. Specially the coupling
between rotation and translation. Under this framework, many control parameters can be
explored experimentally to quantify the swimming motion in complex environments [87, 88].
In Chapter 4 we present a joint theoretical-experimental study that explores the dynamics
of a low-Re swimmer moving in a fluid of variable viscosity. This is the result of a collabo-
ration with experimental groups at UNAM and Brown University. Experimentally, a linear
viscosity gradient is prepared by superposing two miscible fluids and a helical swimmer
is made to move perpendicular to the initial fluid-fluid interface. It is observed that the
swimmer slows down or accelerates as it crosses the gradient, depending on its orientation.
We propose a hydrodynamic model to explain the dynamics. Assuming that the classical
resistive-force theory of slender filaments is locally valid along the helical propeller, we
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calculate the swimming speed as a function of the position of the swimmer, relative to the
initial fluid-fluid interface. The predictions of the model agree well with experiments for the
case of up the gradient motion. When moving down the gradient, gravitational forces in the
experiment become important, therefore we modify the model to include buoyancy, which
improves the agreement with experiments. In general our results show that it is harder for
a pusher swimmer (see §2.1) to cross from low to high viscosity, whereas for a puller the
opposite happens. This suggest that collective viscotaxis is possible without viscoreceptors
and it is governed solely by the motility pattern of the swimmer.
1.4 Bacteria-driven microswimmers
Miniaturisation of actuators and efficient power sources are two of the biggest technical
challenges in the design and fabrication of microscopic robots [18, 89]. As is often the case,
Nature can offer insight into overcoming these challenges. Flagellated bacteria, such as the
well-studied E. coli, are known to be efficient swimmers with intricate sensing capabilities [9]
and they have inspired scientists to integrate living cells and synthetic components into bio-
hybrid devices [16–25]. Bacteria-driven microswimmers have received special attention
due to their potential applications in medicine such as targeted drug delivery [16, 90–96].
Commonly, a microswimmer of this type consists of a synthetic substrate such as a micro-
plate [17, 97] or a micro-bead [16, 93, 94, 98] with just a few or many bacteria attached
to their surfaces (see example in Fig. 1.2). The attachment of the cells to the surface is
often random but can be controlled by patterning the substrate using chemical or physical
techniques [19, 99].
The dynamics of a passive bead driven by surface-attached bacteria is a result of the
precise behaviour of each cell. Of particular importance is the ability of bacteria to bias
its motion in response to a chemical gradient. It is possible for the individual chemotactic
response of each bacterium to contribute to a collective response, so that the microswimmer
displays chemotaxis itself [90, 100]. Indeed, there are many other taxis techniques which
can be used to control the trajectories of synthetic microswimmers, such as phototaxis [101]
and magnetotaxis [102]. However, for medical applications chemotaxis appears to be the
most natural, as not only it does not require the use of external force fields but can also be
linked to the ubiquitous presence of chemical gradients in the human body.
Helical trajectories of particles with surface-attached bacteria have been observed in
experiments with small beads on which only one or two bacteria can be attached [92, 103].
This suggests that the cells, despite being attached to a surface, still follow a run-and-tumble
dynamics (see §2.2.1), and each bacterium applies a constant force and constant torque to
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Fig. 1.2 Conceptual design of bacteria-driven microswimmer, (i) single cell biohybrid sys-
tems with spherical or cone cargo, (ii) scanning electron micrograph of single-cell biohybrid
system, (iii) multi-cell biohybrid system. Reproduced and adapted from [20] by permission
from Elsevier.
the bead. Following this observation, a number of mathematical models have been proposed
to describe the motion of bacteria-driven microswimmers [17, 91, 92]. The swimmers are
modelled as spherical particles actuated by random forces and torques that result from the
combination of the individual forces and torques applied by each bacterium. Although
these models have been validated numerically against experimental results [16, 90–93],
very few analytical expressions have been derived. For example, it is known that for large
number of surface-attached bacteria N, the swimming speed increases as
√
N [91, 93] but
the dependence on the size of the microswimmer is unclear.
In Chapter 5 we propose a stochastic fluid dynamic model to describe analytically and
computationally the dynamics of microscopic particles driven by surface-attached bacteria
undergoing run-and-tumble motion. We compute analytical expressions for the rotational
diffusion coefficient, the swimming speed and the effective diffusion coefficient. At short
times, the mean squared displacement (MSD) is proportional to the square of the swimming
speed, which is independent of the particle size (for fixed density of attached bacteria) and
scales linearly with the number of attached bacteria; in contrast, at long times the MSD scales
quadratically with the size of the swimmer and is independent of the number of bacteria. We
then extend our result to the situation where the surface-attached bacteria perform chemotaxis
within the linear response regime. We demonstrate that bacteria-driven particles are capable
of performing artificial chemotaxis, with a chemotactic drift velocity linear in the chemical
concentration gradient and independent of the size of the particle.
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1.5 Near-surface bacterial chemotaxis
Microorganisms are often encountered in environments where their motion is limited to
confined micrometer-size spaces such as wet soil, filters and mucous membranes. This is
relevant for the study of swimming bacteria as it is well known that their spatial distribution
and motility pattern is altered by the presence of a surface [104–106]. Bacteria such as
E. coli for example, tend to accumulate on surfaces [107–109]. It has been recently shown
that the physical mechanisms that account for the accumulation near solid boundaries are
a combination of steric forces and hydrodynamic interactions between the cell body and
the wall [110]. At first, hydrodynamic interactions slow down the cell as it approaches
the boundary, then at contact, the cell body is reoriented in the parallel direction to the
surface and finally, near field hydrodynamic interactions account for a tilt towards the wall,
which effectively traps the cell. As a result of these processes, E. coli bacteria swim at a
stable distance from a solid boundary and it is well known that their trajectories in this case
become left handed circles [111, 112]. The additional reorientation due to the hydrodynamic
interaction with the wall hinders the ability of bacteria to explore effectively the surface.
It has been shown before that the diffusivity of circle swimmers that follow a run-and-
tumble strategy is always less than that of swimmers that follow straight runs [113–115].
It has also been observed that the tumbling rate plays a key role in the diffusion of circle
swimmers. As in the free swimming case a high tumbling rate prevents the cell from
swimming long distances without changing its direction of motion. On the other hand, a
low tumbling rate implies that the bacterium spends more time swimming in closed circular
trajectories which leads to low diffusivity, as opposed to the free swimming case in which
the diffusion coefficient increases monotonically with decreasing tumbling rate. In fact,
for circle swimmers there is an optimum tumbling rate that maximizes the diffusivity and
which depends on the angular velocity and the tumbling angle [114, 116]. We should
expect a similar balance between tumbling rate and angular velocity to be determining
in the chemotactic strategy of E. coli, although this has not been properly tested, neither
theoretically nor experimentally. One of the only few observations is that of Berg et al. in
their experiments on chemotaxis of bacteria in capillary arrays [113], they observed that both
diffusivity and chemotactic drift reduced when the size of the capillaries increased and this
could be a consequence of the bacteria being entrapped in circular trajectories.
In Chapter 6 we describe the motion of a run-and-tumble particle (RTP) using a Fokker-
Planck-like approach. We analyse both, motion in free space and motion near a solid boundary.
We start by considering stochastic differential (Langevin) equations for the evolution of the
position and orientation of the particle. Initially we ignore thermal fluctuations, in this case
run-and-tumble is the only source of noise and can be modeled as a jump diffusion process.
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Using the Langevin equations for position and orientation we derive an evolution equation
for the probability distribution P(x,p, t) of finding the particle at position x, with orientation
p at time t. We refer to this equation as the generalised Fokker–Planck equation given its
similarity with the classic Fokker–Planck equation for Brownian diffusion. We solve for
P using a Fourier expansion in the moments of the orientation, this allows us to obtain the
marginal distribution P(x, t). We can then compute the moments of the position and obtain
analytical expressions for the diffusion coefficient De and the decorrelation time τr of the
RTP. We include chemotaxis by allowing the tumbling rate to change with the position of the
RTP, according to a chemical concentration field C(x). Using a perturbative approach, we
calculate the first moment of the position and we use it to define the chemotactic drift. We
perform all the calculations in the free swimming case, recovering previous results. Finally,
we generalise to the case in which the RTP perform circular runs, due to hydrodynamic




Physics of Low-Re swimming
In this chapter we introduce the physical principles that govern the dynamics of swimming
bacteria. In §2.1 we present the Navier-Stokes equations for incompressible flow in a
Newtonian fluid. We discuss how inertia is unimportant for swimming microorganisms, in
this case the Navier-Stokes equations simplify to the steady Stokes equations of creeping
flow. We point out the implication of the mathematical properties of the Stokes equations for
the motility of swimming microorganisms. Specifically, force free-swimming, non-reciprocal
locomotion and drag anisotropy. We elaborate on the last property and introduce the resistive-
force theory for slender filaments in §2.1.2.2, as a model for flagellar propulsion. The second
part of this chapter is devoted to the statistical aspects of bacterial motility. We present
the run-and-tumble model in §2.2.1 which allows us to calculate the diffusion coefficient
of bacteria with different motility patterns. Then, we introduce the de Gennes model for
bacterial chemotaxis in §2.2.2 and derive a general expression for the chemotactic drift.
Finally, we discuss the effects of thermal fluctuations in §2.2.3 and the generality of the
run-and-tumble model in §2.2.4.
2.1 Hydrodynamics of Low-Re Swimming
2.1.1 Stokes Equations of Creeping Flow
The motion of a particle immersed in a Newtonian fluid of viscosity µ is described by the
Navier–Stokes equations







u = ∇ ·σ + f, (2.2)
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where ρ is the fluid mass density, f a body force per unit volume such as gravity for example,
u is the flow field surrounding the particle and σ is the stress tensor, with isotropic part
proportional to the hydrodynamic pressure, σ iso =−p1, and deviatoric part proportional to




. Equation (2.1) states
that the fluid is incompressible, while Eq. (2.2) is an statement of local conservation of
momentum, a continuum version of Newton’s second law. Usually, boundary conditions for
equations Eq. (2.1) and Eq. (2.2) are continuity of the velocity and stress fields at interfaces.
Considering characteristics scales L, U , LU−1 for length, speed and time it is possible to












For our systems of interest, that is microswimmers, the typical length and speeds are L ∼
10−5 m, U ∼ 10−5 m s−1, and they are often found in viscous environments with densities
and viscosities ρ ∼ 103 kg m−3 and µ ∼ 10−3 Pa s or larger. Therefore, Re ∼ 10−4 ≪ 1
which means that the microswimmer is virtually inertialess and its motion is described by
the Stokes equations Eq. (2.1) and
µ∆u = ∇p− f, (2.4)
where ∆ = ∇ ·∇ is the Laplace operator. In other words, the motion of a microswimmer is
overdamped, Eq. (2.4) simply states that the forces acting on the particle balances instanta-
neously. This property, and the fact that the Stokes equations are linear in the velocities and
forces, have two important consequences: rate independence and time reversibility [117].
Together, both conditions lead to the so called Purcell’s scallop theorem [2, 118], which
states that a swimmer that generates propulsion by deforming its body periodically, cannot
achieve net displacement if its deformation is invariant under a time reversal, regardless
of the rate of deformation. This physical constraint underlies the prevalence of wave-like
structures in the realm of swimming microorganisms.
As a final remark, the linearity of Stokes equations allows for superposition of solutions,
very much like the solutions of Maxwell equations for electromagnetic fields. It is therefore
possible to describe any flow field in terms of the Green’s function, termed the Stokeslet, and
its derivatives. Physically the Stokeslet correspond to the flow generated by a point force
and its derivatives to multipoles whose flow magnitude decay increasingly fast far away
from the point singularity. In an otherwise quiescent and unbounded fluid, Eq. (2.4) implies
that in the absence of external forces, f = 0, a microswimmer moves force- and torque-free,
therefore the multipolar expansion of the flow that it generates cannot contain a Stokeslet
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Fig. 2.1 Microswimmer mode classification. The bacterium E. coli, (a) electron micrography
and (b) schematic pusher flow field. The green alga C. reinhardtii, (c) electron micrography
and (d) schematic puller flow field. The scale bars correspond to 1 µm and 2 µm in (a) and
(b), respectively. Panel (a) is adapted from https://www.eurekalert.org, panels (b)-(d) are
adapted from [31] by permission of IOP.
or an antisymmetric force dipole, instead the leading order contribution comes from the
symmetric dipole. There are two possible configurations in which we can build a force-free
symmetric dipole, this allows for a general classification of microswimmers in pushers and
pullers [see Fig. 2.1(b) and (d)]. The former move generating thrust behind them while the
latter do it generating thrust in front of them.
A classical example of a puller is the micro algae Chlamydomonas reinhardtii [Fig. 2.1 (c)]
that performs a breaststroke-like gait with its two active (eukaryotic) flagella. On the other
hand, the classical example of a pusher is the bacterium Escherichia coli [Fig. 2.1 (a)], which
has a number of passive (prokaryotic) flagella that rotate by the action of molecular motors
embedded in its cell wall. The bacterial motors switch stochastically from anticlockwise to
clockwise rotation and back, leading to the so called run-and-tumble motility pattern, which
we described in detail in §2.2.1 below.
2.1.2 Flagellar swimming
2.1.2.1 The fundamental solution of Stokes equations
As mention above, any flow with Re = 0 can be expressed as a linear superposition of
singularities, which derive from the Green’s function of Stokes equations Eq. (2.1) and
Eq. (2.4). The fundamental solution is obtained by considering a point force F acting at
x = x′, that is f = δ (x−x′)F, with δ (x) the Dirac delta. Denoting by uk and pk the Fourier
transforms of the velocity and pressure fields, we find k ·uk = 0 for the continuity equation
and −µk2uk = ikpk − e−ik·x
′F for the momentum equation, with k2 = k ·k. Therefore the
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= F ·H(x−x′), (2.7)
where H is called the Oseen tensor. Now let us denote by n the direction of the point force F.
The velocity u∥ along the line generated by n at a distance r from x′, and the velocity u⊥ on
the plane x ·n = 0 at the same distance r have magnitudes u∥(r) = F/4πµ = 2u⊥(r). This
anisotropy of the Stokeslet is fundamental for the propulsion of flagellated microorganisms,
as we will see below.
2.1.2.2 Resistive-force theory
Most swimming microorganisms propel themselves by beating or rotating long thin filaments,
called flagella or cilia. The physical principle underlying this mechanism is the anisotropy
of the viscous drag on the filaments. Since it is easier to pull a thin rod along its axis than
perpendicular to it, the rod will tend to drift sideways when it settles down at a slant angle to
the vertical in a viscous flow. Indeed, it is possible to show that the hydrodynamic drag per
unit length on a thin filament is given by
f =−ζ∥u∥−ζ⊥u⊥, (2.8)
where u∥,⊥ is the local fluid velocity along and perpendicular to the filament surface[4, 5, 119].
The drag coefficients ζ∥,⊥ satisfy ζ⊥ ≃ 2ζ∥, a reminiscent of the anisotropy of the Stokeslet.
We can demonstrate Eq. (2.8) for a thin rod of radius b and length L, such that b ≪ L. In this
case we can think of the rod as a collection of small spheres of radius b. If the rod moves at
velocity u and rotates at rate ω , then the velocity un of the n-th sphere is
un = u+2nbω ×p, (2.9)
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where p is a unit vector along the rod’s axis and −N/2 ≤ n ≤ N/2, with N = L/2b. We
can also express un in terms of the forces Fm acting on the remaining n−1 spheres using
Eq. (2.7) as follows
un = ∑
m̸=n
Hnm ·Fm = ∑
m̸=n
1
16πµb|m−n| (1+pp) ·Fm. (2.10)
Considering the fact that the flow decays rapidly as |n−m| increases and that for a translating





where δnm is the Kroenecker delta. We can now invert Eq. (2.10) to determine the total
force acting on the rod F = ∑n Fn = ∑n,m H−1nm ·u, where the term proportional to ω vanishes
due to the symmetry of the Oseen tensor Hnm = H−n−m and its inverse. We can define the
translational resistance tensor ζ t so that F = ζ t ·u and













From this we deduce that the drag coefficients per unit length are ζ⊥ = 4πµ/ ln(L/2b) = 2ζ∥.
The hydrodynamic drag is obtained by force balance, F+Lf = 0, which leads to Eq. (2.8).
But how do microorganisms exploit this mechanism? They do it by propagating waves
along the filaments. Indeed, consider a filament undergoing a small deformation y(x, t) =
y(x− ct), |y| ≪ 1. In this case, we can approximate the tangential vector to the filament by




















This means that all the elements along the filament push the organism in the opposite
direction to the wave propagation.
There a few limitations of the resistive-force theory (RFT) Eq. (2.8), in particular, it
requires exponentially thin filaments. More accurate expressions for the drag coefficients have
been derived [5, 121] and a more sophisticated technique called slender-body theory [119]
offers expressions valid for thin filaments of order b/L ∼ εq (q ∈ Q) rather than b/L ∼
e−1/ε , ε ≪ 1 [117]. Nevertheless, RFT is very useful, it allows us to calculate analytical
expressions for the swimming velocities of microorganisms and in some cases, it offers
more physical insight on the swimming dynamics than more sophisticated techniques which
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are mathematically more involved. We demonstrate this in Chapter 3 where an RFT model
allows us to uncover the symmetries of the swimming gait of the bacterium Spiroplasma, and
in Chapter 4 where we use RFT to explain the variations in the speed of a Low-Re swimmer
moving across a viscosity gradient.
2.2 Statistical aspects of Low-Re Swimming
Most low-Re swimmers have submillimiter sizes, therefore their motion is highly sensitive to
fluctuations. There are two major sources of noise: i) thermal fluctuations, caused by the
constant collisions of the molecules in the surrounding fluid with the swimmer’s body and
ii) the inherent stochasticity of the machinery that allows them to swim. For example, the
rotation sense of a bacterial motor depends on the concentration of CheY molecules which
most likely varies in space and time, additionally, a bacterium will have a variable number of
flagella with different sizes and randomly located around their body.
The action of noise renders the otherwise deterministic trajectories of a low-Re swimmer
stochastic. Knowing the initial position and velocity of the swimmer is not sufficient to
precisely predict its location at a later time. At best, we can tell on average where the
swimmer will be found. Therefore, we need a probabilistic description of the trajectories.
There are several options, one is to consider the swimmer as a particle that performs a random
walk and calculate the moments of the position. Another option is to consider random forces
acting on the swimmer and derive a stochastic differential equation for the position, called
the Langevin equation, which can in turn be transformed into an evolution equation for the
probability density of finding the swimmer at a certain position in time, sometimes called
the Fokker-Planck equation. Ultimately, both approaches allow us to compute macroscopic
properties such as diffusivity and flux velocities that can be experimentally measured.
In this section we describe the first approach, the so called run-and-tumble model.
Although this model was originally developed to describe the trajectories of E. coli [122], it
is possible to describe the individual (coarse-grain) trajectories of different microorganisms
and artificial microswimmers by tuning a small number of parameters [115, 123]. Therefore,
we focus on the run-and-tumble dynamics of E. coli and only point out how does this relate
to other motility patterns.
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2.2.1 Run-and-tumble
When free swimming, a peritrichous bacterium1 such as E. coli moves in a series of nearly
straight paths (‘runs’), interrupted by quick changes in orientation (‘tumbles’). This so-called
run-and-tumble motion consists therefore of two stages: (i) the running phase, in which all the
helical flagellar filaments rotate counterclockwise (when measured from behind the cell) and
form a bundle which aligns with the cell body and whose rotation in the fluid propels the cell
forward; (ii) the tumble phase, in which at least one flagellar filament rotates in the clockwise
direction and leaves the bundle resulting in a reorientation of the whole cell [9, 124]. During
the running phase, the bacterium experiences a constant propulsive force and torque along
the same direction. Both force and torque balance with the corresponding hydrodynamic
translational and rotational drags, so that the cell is overall force- and torque-free. In contrast,
in the tumbling phase the bacterium experiences no propulsive force but a torque which
reorients the cell body [92].
The number of running and tumbling events for E. coli are well approximated by a
Poisson distribution [125] with each run lasting for approximately one second while tumbles
last just a tenth of a second [124]. These times can be altered by chemical concentration
gradients in the environment surrounding the cell. Bacteria such as E. coli can measure
temporal differences in concentration of certain chemicals during their locomotion, for ex-
ample aspartate, and reduce their tumbling rate if moving up the gradient [126, 127]. As a
result, the trajectory of a swimming bacterium is an isotropic random walk in homogeneous
environments and a biased random walk when in the presence of a chemical gradient (if the
cell is sensitive to it). The bias in the direction of motion is known as chemotaxis.
2.2.1.1 Diffusion
The random trajectories of E. coli, and in general of any run-and-tumble particle (RTP), result
in a diffusive behavior in the long term, this means that the position of the particle, x(t) has
zero mean but finite variance that grows quadratically in t at short times and linear in t for long
time scales. Classically, this is rationalised by modelling the trajectories as a random chain
with links of equal length v0λT , where v0 and λT are the swimming speed and tumbling rate of
E. coli. The angle θ between consecutive links is such that ⟨pi ·pi+1⟩= ⟨cosθ⟩= α , where
⟨· · ·⟩ stand for the average over the configurations of the chain, pi is a unit vector determining
1Flagellated bacteria are classified according to the distribution of its flagella around their body. The
root tricho derives from the Greek word for hair, θρίξ (thríx). Therefore, monotrichous, amphitrichous and
peritrichous stand for bacteria with a single flagellum, flagella on both poles and flagella all around their body,
for example.
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the direction of the i-th link and α is called the persistence parameter. In polymer physics, a
mathematically-identical setup is used in the freely-rotating chain model of a polymer and it















where Pn(t) is the probability of observing n tumbles before time t. In the case of Poisson
distributed tumbling events with rate λT , we have Pn = (λT t)ne−λT t/n! and the sum in
Eq. (2.14) can be done explicitly, the result is
c(t) = e−λT (1−α)t = e−t/τr , (2.15)
where τ−1r = λT (1−α) is called the randomisation or correlation time. The variance of the
position, also termed the mean squared displacement (MSD), is obtained by integrating c(t)













which is the classical result derived by Chandrasekhar for the MSD of a particle diffusing









≃ 6Det, where De = v20τr/3 is the diffusion constant for an RTP.
For E. coli v0 ∼ 20− 30 µm/s, λ−1T ∼ 1 s and α ∼ 1/3, hence De ∼ 200− 450 µm2/s in
close agreement with experimental value De ≃ 500 µm2/s [28, 113, 122].
2.2.2 Bacterial chemotaxis
Bacteria such as E. coli are able to navigate through chemical gradients by using an inhibition
of the mechanism that inverts the polarity of their bacterial motor when the cell swims in a
favourable direction [9]. Polarity inversion is responsible for tumbling events, and therefore
runs are extended when swimming up (down) the chemoattractant (repellent) gradient [131].
Classically, a bacterium is assumed to be equipped with an internal sensor that responds
to temporal variations in the chemical concentration of its environment by modifying the
tumbling rate, λT , i.e. the expected rate at which running cells stop moving and transition to
a tumble [127]. For weak chemical concentrations C(t), the variation in λT is captured by a
linear response as λT (t) = λ
(0)
T (1−Q(t)), where λ
(0)
T is the tumbling rate in a homogeneous
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K(t − s)C(x(s))ds. (2.17)
The kernel K(t) is usually considered to be a bilobed function such that
∫
Kdt = 0, a property
which accounts for adaptation and it is customary to approximate the memory kernel by a
sum of impulses K(t) = ∑kiδ (t −Ti), where ki is the intensity of the response at time Ti and
satisfies ∑ki = 0 [132, 133]. The effect of the chemoattractant on the motion of the organism
is measured by a drift speed defined as the average length of a run, x, travelled in the direction



















where p(t) = exp
(
−∫ t0 λT (t ′)dt ′) is the probability of stopping at time t. The integral above
represents the average over possible run lengths and ⟨· · ·⟩p denotes the average over possible
initial orientations. For shallow concentration gradients, |Q(t)| ≪ 1 we can expand p(t) in









e−T/τrK(T )dT , (2.19)
where τ−1r = λ
(0)
T (1−α). This result has been confirmed by numerical simulations for
different values of α [134] and for the case of circle swimming induced by a shear flow [135].
2.2.3 Thermal fluctuations
The constant collision of the molecules surrounding the bacterium will exert forces and
torques on the bacterium that will make it drift and rotate. The drift direction and the rotation
sense appear to be random due to fluctuations in the number of particles an the amount of
momentum that they transfer to the bacterium as they collide. Therefore, the trajectories
of the bacterium will display additional tortuosity. It is customary to assume that thermal
fluctuations are independent from the run-and-tumble dynamics. In this case, we can model
the trajectory of the bacterium as a sum of two random chains, one for translational diffusion
due to thermal fluctuations and another one for rotational diffusion due to both thermal noise
and run-and-tumble dynamics.
In a homogeneous medium there will be no preferential orientation, therefore the average
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force exerted at any time should vanish. Usually the duration of a collision is much smaller
than the viscous damping timescale, therefore we can assume instantaneous collisions.
Moreover, given the large amount of molecules in the medium and the fact that the size of
the bacterium is much larger than that of the molecules, we can assume that each collision
will be independent of each other, therefore thermal forces at two different times will be
uncorrelated.
Under this assumptions, we can model the trajectory for translational diffusion as a
random chain of equal length links x = ℓpi with pi a unit vector such that ⟨pi⟩ = 0 and〈
pip j
〉




= Nℓ2, where N is the
number of links at time t. Using the viscous relaxation time τ = m/ζ , where m is the mass
of the bacterium and ζ its resistance coefficient, we can write ℓ= vτ and N = t/τ , where the
speed v follows from the equipartion of energy mv2 = kBΘ, with kB the Boltzmann constant




= 6DT t with the
translational thermal diffusion coefficient DT = kBT/ζ , this is the classical Einstein-Stokes
relation.
Since the thermal energy is proportional to kBΘ ∼ 10−21 J and the viscous work over a
length scale of the size of the bacterium is µL2U ∼ 10−18 J, we can expect the rotation due
to thermal fluctuations to be much smaller than that of a tumble. However there will be a
large number of thermal rotations before a tumble happens, therefore it is possible to have a
large overall reorientation due to thermal fluctuations at the end of a run. This suggest that
we can coarse-grain the fast jiggling due to thermal noise in such a way that the trajectory
can be represented by a random chain similar to that in §2.2.1 above, but with an average
angle between consecutive links θ +θ ′, where θ is due to run-and-tumble and θ ′ due to
thermal noise. Since we are considering run-and-tumble dynamics and thermal noise to be
independent processes, the correlation function can be split into the product









The average over thermal fluctuations can be calculated by assuming that the evolution
of the probability density of finding the particle with orientation p at time t, satisfies the
diffusion equation with diffusivity Dr [134, 136]. Alternatively, we can think of rotational
diffusion as a run-and-tumble dynamics with rate Dr and persistence parameter α ′ = 0, the
latter follows from the fact that we assumed thermal fluctuations to be uncorrelated. In any
case we find ⟨cosθ ′⟩= e−2Drt , with the rotational diffusivity given by the Stokes-Einstein
relation Dr = kBΘ/ζr, with ζr the rotational drag coefficient of the swimmer [120]. Putting
all together, we find the MSD of a run-and-tumble swimmer, undergoing thermal translational
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where the randomisation time is given by τ−1r = λT (1−α)+ 2Dr. Notice that thermal
rotation reduces the effective diffusivity De = 2v20τr by accelerating the loss of orientation
memory. Although thermal translations contribute to an increase of the total diffusivity
D = DT +De, it is negligible compared to the run-and-tumble activity and we can ignore it.
Using the same coarse-graining of the trajectory, we can show that the chemotactic drift is
given by Eq. (2.19) with τ−1r = λT (1−α)+2Dr.
2.2.4 Generality of the model
As mention before, different motility patterns can be described with the run-and-tumble
model by changing the value of the persistence parameter. For example, the bacterium
Helicobacter pylori reverses its direction of motion when its motor switch polarity [137].
This motility pattern is called run-reverse and is prevalent in many marine bacteria such as
Pseudomonas aeruginosa. Run-reverse can be modelled simply by setting α =−1. More
complicated patterns can also be included if we allow runs to have different values of α .
The bacterium Vibrio alginolyticus follows a strategy similar to run-reverse, with an extra
reorientation event. When the bacterial motor switches from clockwise to counterclockwise
rotation, V. alginolyticus flagellum becomes unstable and bends generating a torque, as
a result the bacterium “flicks” [138]. The average turning angle during a flick is 90◦,
therefore the trajectory is described by two persistence parameters α1 = ⟨pi ·pi+1⟩=−1 and
α2 = ⟨pi ·pi+2⟩= 0 [123].
A wider variety of strategies arise within the model if we also vary the swimming speed
and the tumbling rates. However, it might not be possible to calculate the diffusivity and
the drift analytically with the method described here. In such cases, more sophisticated
techniques are required. Continuous time random walks (CTRW) generalise the run-and-
tumble model and allow to calculate diffusivity and drift for multimodal motility patterns
and trajectories with different running times distributions, not necessarily Poissonian [115].
In Chapter 6 we present a different approach for the statistical description of bacterial
motility. We model run-and-tumble as a compound Poisson process and derive a evolution
equation for the probability distribution P of finding an RTP at a certain position in time.






In this chapter, we propose a coarse-grained model for the swimming of Spiroplasma avoiding
the use of fitting parameters. In the spirit of previous studies, we model Spiroplasma as a
deformable body whose motion in fluids can be described by the resistive-force theory of
slender filaments [119] (see §2.1.2.2). We derive analytical expressions for the swimming
speed and the swimming efficiency, which we then optimise.
The chapter is organised as follows. In §3.2 we develop the mathematical model. We
present first the geometry of Spiroplasma and the kinematics and dynamics of the motion.
We then describe the swimming gait in detail and compute the resistance matrix for the
slender body using resistive-force theory. At the end of §3.2 we introduce our coarse-grained
model allowing to take into account the helical geometry of Spiroplasma.
The theoretical results derived from our model are then presented in §3.3 and §3.4. First
we consider the non-helical case in §3.3, where we replace the cell body by a straight rod
located at the position of the original helical axis. The rod is allowed to bend similarly to
Spiroplasma, producing a kink that propagates from end to end and propels the rod (i.e. the
cell) in the opposite direction. In this case, we demonstrate that the average orientation of
the cell body is unchanged by the swimming stroke, which allows us to define an effective
swimming speed and a hydrodynamic efficiency. We next show in §3.4 that this conclusion
is robust to the inclusion of the helical geometry at a coarse-grained level and therefore the
cell undergoes no periodic reorientation.
The results of our models are presented in §3.5 and numerical solutions are compared
to asymptotic results in the limit of small-inter-kink distance. We compute in particular the
optimum pitch angle and show that it is close to the experimental value of φ ≈ 35◦. We
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finally summarise our results and discuss their relevance to cell diffusion and chemotaxis in
§3.6.
3.2 Setup and model
3.2.1 Geometry and notation
The bacterium Spiroplasma melliferum has a right-handed helical body of radius R ≃ 0.5 µm,
pitch P ≃ 1 µm and 4− 6 helical repeats [41] (see notation in Fig. 3.1). The cell body is
therefore roughly ten times longer than it is wide. As mentioned above, the cytoskeleton
allows the cell to change its chirality from right-handed to left-handed. It has been observed
that the change occurs in the absence of external stress, therefore the body displays a kink
with angle θ = π −2φ ≃ 110◦ where φ ≃ 35◦ is the pitch angle of the helical body [38, 50,
139, 140]. The angle θ is therefore the angle between the axes of the helical domains with
opposite handedness. The time between chirality changes is observed to be exponentially
distributed in experiments, with rate λk = 1s−1 while the time between a kink pair follows
a normal distribution with mean τp = 0.26s. The kink pair propagates along the helical
filament with average speed vk ≃ 10.5±0.3 µm/s which is linearly related to the swimming
velocity vs ≃ 3.3±0.2 µm/s [38].
A chirality transformation under the stress-free constraint allows for two kind of kinematic
modes, namely the “crankshafting” and the “speedometer cable” mode [140]. In the former,
one of the domains revolve around the other, while in the later, both domains spin around
their axes. Scaling arguments for the energy dissipated on each mode suggest that the
“speedometer cable” transformations are predominant, as observed in experiments [38, 50].
Given the aspect ratio of the cell body, we model the organism as a deformable rod that
represents the location of the axes of the helical domains and that performs the speedometer
swimming stroke illustrated in Fig. 3.2. The details of the helical geometry are included by
allowing the drag on the rod to depend on the pitch angle of the original helical body and by
including the hydrodynamic propulsive forces that originate from the rotation of the helical
domains in the “speedometer cable” swimming mode. After one stroke, the position of the
head H will be denoted by H(T ) = H(0)+XT , where H(0) is the initial position of the head
and XT the net displacement after one period. The orientation at the end of the stroke will be
n(T ) = RT ·n(0) where RT is a rotation matrix and n(0) a unit vector that defines the initial
orientation of the cell body (assumed to be straight at the beginning of the stroke). The linear
and angular displacements, XT and ϕT = cos−1 (n(T ) ·n(0)), are obtained by computing the
force and torque acting on the body.
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Fig. 3.1 The bacterium Spiroplasma with its characteristic helical shape. (A) Electron
micrograph of Spiroplasma, with the arrows showing the cytoskeleton along the shortest
helical path. (B) A three-dimensional model of an average cell with helical radius R and
pitch P = 2πRcotφ , where φ is the pitch angle. Reprinted from Ref. [44] and modified from
Ref. [40]. With permission from S. Karger AG and John Wiley and Sons.
3.2.2 Dynamics
Using the resistive-force theory for slender filaments subject to viscous flows [119] (see
§2.1.2.2), we decompose the hydrodynamic force acting on the model rod, in parallel and
perpendicular components to the filament as
f =−ζ⊥ [βτ τ +(1− τ τ )] ·v, (3.1)
where f is the hydrodynamic force per unit length, v = U+Ω×x+ ẋ is the velocity of the
fluid at a point x(s, t) along the centre-line of the rod (i.e. the axis of the helical domains)
and where U and Ω denote the linear and angular velocities of the body in the laboratory
frame of reference. Here x(s, t) is a suitable parametrisation of the cell body in terms of the
arclength s, in a frame of reference co-moving with some arbitrary point of the cell body at
time t. In the following section we divide the swimming stroke in different stages, and we
specify the parametrisation and the frame of reference used in each one of them.
We use primes to denote spatial derivatives along the arclength of the rod, and dots
for time derivatives so the tangent vector at x is denoted by τ ≡ x′ and ẋ is the velocity of
deformation. In Eq. (3.1) the identity tensor is represented by 1, the drag coefficient per unit
length, perpendicular to the body is denoted by ζ⊥ and β = ζ∥/ζ⊥ is the ratio of the parallel
to the perpendicular drag coefficients.
The total force F and torque N acting on the body at a given time is obtained by integrating







































Figure 1. Kink Propagation along the Body Axis Occurs from Front
to Rear during Swimming
(A–L) Selected video frames of a single swimming Spiroplasma cell,
showing two propagating kinks taken at 0, 33, 132, 198, 297, 396,
429, 528, 627, 726, 792, and 858 ms. The first kink (black arrow)
appears in (B) and moves to the right until reaching the rear of the
body in (H). A second kink (white arrow) appears in (D) and leaves
in (K). A change in chirality between the two sides of a kink can be
seen in (G) and (I). Note that the cell rotates around its major axis
between frames (B) and (C), (D) and (E), and (K) and (L). (M) Geome-
try of a kinked Spiroplasma. In the absence of strain, the kink an-
gle, qbend, can be related to the two pitch angles qRH and qLH (see
text). Propagation of the kink to the right at velocity vkink propels
the cell to the left at velocity vcell. Scale bar, 1 �m.
drag on the largest kink-free portion of the body domi-
nated, causing the cell to change direction by approxi-
mately the supplement of one bend angle (Figure 1).
Without exception, kinks started at the same end of
the cell, which we operationally labeled as the front,
and traveled smoothly toward the other end, the rear. It
is unclear what structurally defines the front of a cell.
Electron micrographs of Spiroplasmas with a tapered
and a bulbous end have been reported (Ammar et al.,
2004), but these differences cannot be resolved in our
images due to the limited resolution of optical micro-
scopy. Occasionally, a short-lived kink would appear at
the rear of a cell. However, these kinks did not travel
processively down the cell body and did not appear to
interfere with kink creation at the front. In addition, cells
tethered to a surface (which were not included in our
analysis of swimming cells) often exhibited haphazard
kinking. For these cells, kinks sometimes reflected off
the point of surface attachment, reversing direction.
Kinks propagating along the cell body came in pairs
(Figure 2). The distribution of times between kinks
Figure 2. Representative Records of Cell and Kink Position against
Time in Two Different Viscosities
The midpoint of a cell (solid black line) travels in the positive direc-
tion. Coming in pairs, kinks (red and blue lines) start at the front of
the cell and propagate in the negative direction toward the rear.
More Brownian motion and a lower propulsive efficiency are seen
in the standard medium (A) than are seen in the medium with 0.5%
methylcellulose (B). The start of each kink is denoted by a dotted
line. Forward progress of the cell occurs primarily during kink mo-
tion (gray bars); the cells move very little between kink pairs. The
time between kinks, tkink, is typically much shorter than the time
between kink pairs during which the cell is straight, tstraight. Re-
cords during which cell displacement occurred predominantly
along one axis of the microscope were chosen such that a majority
of the motion could be represented in a single trace. Cell positions
were smoothed with a 175 ms boxcar filter for display.
within a pair, tkink, was approximately Gaussian with a
mean of 0.26 s (Figure 3A). On average, the second kink
was created at the front of the cell as the first neared
the rear. In contrast, the time between kink pairs, during
which the body remains straight, tstraight, appeared to
be exponentially distributed with a time constant of 1 s
(Figure 3B).
To ensure that the observed behavior represented
Cell
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hich the body re ains straight, tstraight, appeared to
be exponentially distributed ith a ti e constant of 1 s
(Figure 3 ).
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Figure 1. Kink Propagation along the Body Axis Occurs from Front
to Rear during Swimming
(A–L) Selected video frames of a single swimming Spiroplasma cell,
showing two propagating kinks taken at 0, 33, 132, 198, 297, 396,
429, 528, 627, 726, 792, and 858 ms. The first kink (black arrow)
appears in (B) and moves to the right until reaching the rear of the
body in (H). A s cond kink (white arrow) appears in (D) and leaves
in (K). A change in chirality between the two sides of a kink can be
seen in (G) and (I). Note that the cell rotates around its major axis
between frames (B) and (C), (D) and (E), and (K) and (L). (M) Geome-
try of a kinked Spiro lasma. In the abs nc of strain, the kink an-
gle, qbend can be related to the two pitch angles qRH and qLH (see
text). Propagation of the kink to the right at velocity vkink propels
th ell to l ft t velocity vcell. Scale bar, 1 �m.
drag on the largest kink-free portion of the body domi-
nated, causing the cell to change direction by approxi-
mat ly the supplement of one bend angle (Figure 1).
Without exception, kinks started at the same end of
the cell, which we operationally labeled s th front,
and traveled smoothly toward the other nd, the rear. It
is unclear what structurally defines the front f a cell.
Electron micrographs of Spiroplasmas w th a tap red
and a bulbous end have been reported (Ammar et al.,
2004), but these differences cannot be resolved in our
images due to the limited resolution of optical micro-
scopy. Occasionally, a short-lived kink would app ar t
the rear of a cell. However, these kinks did not trav l
processively down the cell body d did no appear to
interfere with kink creation at the front. In addition, cells
tethered to a surface (which were not included in our
analysis of swimming cells) often exhibited haphazard
kinking. For these cells, kinks sometimes reflected ff
the point f urface atta hm nt, reversing direction.
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The midpoint of a cell (solid black line) travels in the positive direc-
tion. Coming in pairs, kinks (red and blue lines) start at the front of
the cell and propagate in the negative direction toward the rear.
More Brownian motion and a lower propulsive efficiency are seen
in the standard medium (A) t an are s en in the medium with 0.5%
methylc llulose (B). Th start of each kink is denoted by a dotted
line. Forward progress of the cell occurs primarily during kink mo-
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cords during w ich cell displaceme t occurred predominantly
along one axis of the microscope were chos n such that a majority
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were smoothed with a 175 ms boxcar filter for display.
wit in a pair, tkink, was approximately Gaussian with a
mean of 0.26 s (Figure 3A). On average, the second kink
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in (K). A change in chirality between the two sides of a kink can be
seen in (G) and (I). Note that the cell rotates around its ajor axis
between fra es (B) and (C), (D) and (E), and (K) and (L). ( ) Geo e-
try of a kinked Spiro las a. In the abs nc of strain, the kink an-
gle, qbend, can be related to the two pitch angles qRH and qLH (see
text). Propagation of the kink to the right at velocity vkink propels
the cell to the left t velocity vcell. Scale bar, 1 � .
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and traveled s oothly to ard the other end, the rear. It
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and a bulbous end have been reported (A ar et al.,
2004), but thes diff rences cannot be resolved in our
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appears in (B) and moves to the right until reaching the rear of the
body in (H). A s cond kink (white arrow) appears in (D) and leaves
in (K). A change in chirality between the two sides of a kink can be
seen in (G) and (I). Note that the cell rotates around its major axis
between frames (B) and (C), (D) and (E), and (K) and (L). (M) Geome-
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gle, qbend can be related to the two pitch angles qRH and qLH (see
text). Propagation of the kink to the right at velocity vkink propels
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(A–L) Selected video frames of a single swimming Spiroplasma cell,
showing two propagating kinks taken at 0, 33, 132, 198, 297, 396,
429, 528, 627, 726, 792, and 858 ms. The first kink (black arrow)
appears in (B) and moves to the right until reaching the rear of the
body in (H). A s cond kink (white arrow) appears in (D) and leaves
in (K). A change in chirality between the two sides of a kink can be
seen in (G) and (I). Note that the cell rotates around its major axis
between frames (B) and (C), (D) and (E), and (K) and (L). (M) Geome-
try of a kinked Spiro lasma. In the abs nc of strain, the kink an-
gle, qbend can be related to the two pitch angles qRH and qLH (see
text). Propagation of the kink to the right at velocity vkink propels
th ell to l ft t velocity vcell. Scale bar, 1 �m.
drag on the largest kink-free portion of the body domi-
nated, causing the cell to change direction by approxi-
mat ly the supplement of one bend angle (Figure 1).
Without exception, kinks started at the same end of
the cell, which we operationally labeled s th front,
and traveled smoothly toward the other nd, the rear. It
is unclear what structurally defines the front f a cell.
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and a bulbous end have been reported (Ammar et al.,
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images due to the limited resolutio of optical micro-
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body in (H). A s cond kink (white arrow) appears i (D) and leaves
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the cell to the left t velocity vcell. Scale bar, 1 � .
drag on the largest kink-free portion of the body do i-
nated, causing the cell to change direction by approxi-
at ly the supple ent of one bend angle (Figure 1).
ithout exception, kinks started at the sa e end of
the cell, hich e operationally labeled s th front,
and traveled s oothly to ard the other end, the rear. It
is unclear hat structurally defi es the front f a cell.
Electron icrogr hs of Spiroplas as ith a tapered
and a bulbous end have been reported (A ar et al.,
2004), but thes diff rence cannot b reso ved in our
i ages due t the li ited resolutio of optical icro-
scopy. ccasionally, a short-lived kink ould app ar t
th rear of a cell. o ever, these kinks did not trav l
processively do n the cell body and did not appear to
interfere ith kin creation at the front. In addition, cells
tethered to a surf ce ( hich er ot included in our
analysis of s i i g cells) oft n exhibited ha hazar
kinking. For these cells, kinks s eti es r flected ff
the point of surface attach ent, reversing direction.
Kinks pr pagating along the cell body ca e in pairs
(Figure 2). The distribution of ti es bet een kinks
Figure 2. Representative Records of Cell nd Kink Position against
Ti e in Two Different Viscosities
The idpoint of a cell (solid black line) travels in the positive direc-
tion. Co ing in pairs, kinks (red and blue line ) start at the front of
the cell and propagate in the negative direction toward the rear.
ore Brownian otion and a lower propulsive efficienc are se n
in the standard ediu (A) t an are s en in the ediu with 0.5
ethylc llulose (B). Th start of each kink is denoted by a dotted
line. Forw rd progress of the cell occurs pri arily during kink o-
tion (gr y bars); the cells ove very littl between kink pairs. The
ti e between kinks, tkink, is typically uch shorter than the ti
between kink pairs during whic the cell is straight, tstraight. Re-
cords during which cell displace e t occurred predo inantly
along one axis of the icroscope were chos n such that a ajority
of the otion could be represented in a single trace. Cell positions
were s oothed with a 175 s boxcar filter for display.
ithin a pair, tkink, as approxi ately aussian ith a
ean of 0.26 s (Figure 3A). n average, the second kink
as created at the front of the cell as the first neared
th e r In contrast, the ti e bet een kink pairs, during
hich the body re ains straight, tstraight, appeared to
be exponentially distributed ith a ti e constant of 1 s
(Figure 3 ).
To ensure that the observed behavior represented
Cell
942
Figure 1. Kink Propagation along the Body Axis Occurs from Front
to Rear during Swimming
(A–L) Selected video frames of a single swimming Spiroplasma cell,
showing two propagating kinks taken at 0, 33, 132, 198, 297, 396,
429, 528, 627, 726, 792, and 858 ms. The first kink (black arrow)
appears in (B) and moves to the right until reaching the rear of the
body in (H). A s cond kink (white arrow) appears in (D) and leaves
in (K). A change in chirality between the two sides of a kink can be
seen in (G) and (I). Note that the cell rotates around its major axis
between frames (B) and (C), (D) and (E), and (K) and (L). (M) Geome-
try of a kinked Spiro lasma. In the abs nc of strain, the kink an-
gle, qbend can be related to the two pitch angles qRH and qLH (see
text). Propagation of the kink to the right at velocity vkink propels
th ell to l ft t velocity vcell. Scale bar, 1 �m.
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Fig. 3.2 Illustration of the swimming stroke of Spiroplasma. (A-L): Experiments (reprinted
from Ref. [38] with permission from Elsevier). (i-v): Our mathematical model where we
consider the helical axis of the swimmer as made of one, two or three straight rods (thick
lines). The stroke is described in the frame of reference in which the tail (the untapered
end) is static. (A, i): Initially the cell body has a right-handed helica shap . (B, C, i ): A
kink appears at t = 0 and propagates from head (red circle) t tail al the body of axial
length L at speed v0 = vk cosφ . In that case, the deformed rod has two domains of size L2(t)
and L1(t) = L−L2(t). (D-H, iii): The second kink f rms at t = τp, the maximum distance
between kinks is denoted by D = v0τp. The defor ed rod has now thre dom ins. (I-K, iv):
The configuration is similar to that of (ii), with reversed signs of the forces and torques acting
on the body, the blue segm nt has now left-handed chirality and r tates clockwise, while the
right-handed segment rotates an iclockwise. The arrows s ows the induced force. (L, v): The
stroke finishes at T = τp +L/v0.







Fig. 3.3 First stage of the swimming stroke in the interval 0 ≤ t ≤ τp. We describe the motion
in a frame of reference in which the tail appears to be fixed, with instantaneous origin at the
location of the kink, K(t). The body moves with linear velocity U(t) and rotates with angular
velocity Ω(t). Material points on the axis of the right-handed and left-handed domains are





x(s, t)× f(s, t)ds. (3.3)
Assuming free swimming, drag and thrust must balance, and therefore we have the constraints
F = 0 and N = 0. Consequently, U and Ω can be expressed in terms of integrals of ẋ. Then













where εi jk are the components of the Levi–Civita pseudo tensor and Ḣ(t) depends on U and
Ω in a non-trivial way. The operator T is called the time ordering operator, which ensures
that the infinitesimal rotations εi jkΩk(t), in the Taylor expansion of the exponential function,
appear from left to right in decreasing order of time evaluation.
In the next section we describe in detail the model for the swimming stroke depicted in
Fig. 3.2 and calculate the forces and torques acting on the body in each stage.
3.2.3 Swimming stroke
The motion of the cell starts at t = 0 when a kink appears [see arrows in Fig. 3.2B and C]
and starts propagating from head (tapered end) to tail at speed v0 = vk cos(φ) = vk sin(θ/2),
which is the projected speed on the axis of the helical body. This is the first stage, which
ends at time τp when a second kink appears [Fig. 3.2(i)-(ii) and A-C]. During the second
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stage, the kink pair propagates along the body with a fixed distance D = v0τp between the
kinks [Fig. 3.2(iii) and D-H]. The third stage starts when the first kink reaches the tail at
time t = L/v0, and during this stage the second kink continues propagating until it reaches
the tail. At the end of the third stage the geometry of the cell reverts to its original straight
configuration [Fig. 3.2(iv)-(v) and I-L].
3.2.3.1 First stage
We start the calculation of the swimming velocity by obtaining the thrust in the first stage
of the swimming stroke, that is for times 0 ≤ t ≤ τp where we assume that a single kink
propagates from head to tail at velocity v0τ 1 (see Fig. 3.3).
Using a frame of reference in which the tail appears fixed and instantaneously centred at
the location of the kink, the positions of material points in the different domains are given by
xi = siτ i, (3.6)
where i = 1,2, τ i is the tangent vector along each domain and si ∈ [0,Li] is the distance
moving away from the kink with Li the length of the corresponding domain (no Einstein
summation notation). In this frame of reference, we have ẋ1 = 0 and the deformation velocity
of the second domain, ẋ2, can be obtained by noting that after a small interval of time δ t, the
kink moves along τ 1 a distance v0δ t and the distance from the kink to x2 increases by v0δ t
along τ 2, hence
ẋ2 = v0 (τ 1 + τ 2) . (3.7)
The hydrodynamic force per unit length is therefore
fi = fhi −ζ∥U · τ iτ i −ζ⊥ [U−U · τ iτ i + siΩ× τ i]
−δi,2v0
[
ζ∥(1+ cosθ)τ i +ζ⊥(τ 1 − τ 2 cosθ)
]
, (3.8)
where fhi is the hydrodynamic force due to helical rotation (see §3.2.4). Substitution of
Eq. (3.8) in equations Eq. (3.2) and Eq. (3.3) yields
Fi = Fhi −ζ⊥v0L
[
































Fig. 3.4 Second stage of the swimming stroke in the interval τp ≤ t ≤ L/v0. We describe the
motion in a frame of reference in which the tail appears to be fixed, with instantaneous origin
at the location of the kink, K(t). The body moves with linear velocity U(t) and rotates with
angular velocity Ω(t). Material points and tangent vectors in each domain axis are denoted
by xi and τ i respectively. It is possible for the third helical domain to be tilted at an angle ψ
away from the plane generated by τ 1 and τ 2.
where ℓi = Li/L, u = U/v0, ω = ΩL/v0 are, respectively, the dimensionless length of the
domains, linear and angular velocities of the body. We have also made use of the tensors
Ai = τ iτ i (no Einstein summation notation), Bi = 1−τ iτ i, Ci = ε ·τ i, with ε the Levi–Civita
pseudo tensor, the superscript T denotes transposition and the vectors d2 and e2 are given by
d2 = τ 1 +[β + cosθ(β −1)]τ 2, (3.11)
e2 = τ 2 × τ 1. (3.12)





























2 e2 −∑i N̂hi
)
, (3.13)
where the sums are over i = 1,2 and F̂hi , N̂
h
i are the dimensionless forces and torques induced
by the helical rotation (see §3.2.4).
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3.2.3.2 Second stage
During the second stage of the swimming stroke, we need to compute the force per unit
length on the third segment, this has tangent vector τ 3, which forms an angle ϑ with τ 1 such
that τ 1 · τ 3 = cosϑ = sin2 θ(1− cosψ)−1, as illustrated in Fig. 3.4. The position of the
material point is given by x3 = Dτ 2 + s3τ 3, where s3 ∈ [0,L3] is the distance moving away
from the second kink. Using an argument similar to the one we used to derive ẋ2, we obtain
the velocity of the third domain as
ẋ3 = v0(τ 1 + τ 3), (3.14)
and the hydrodynamic force per unit length is
f3 = fh3 −ζ∥ [A3 ·U+ v0(1+ cosϑ)τ 3 +L2A3 ·C2 ·Ω]
−ζ⊥ [B3 ·U+ s3C3 ·Ω+ v0(τ 1 − τ 3 cosϑ)+L2B3 ·C2 ·Ω] . (3.15)
Hence, the total force and torque on the third portion of the body (measured with respect to
K) is





C3 + ℓ2ℓ3 (βA3 +B3) ·C2
)
·ω , (3.16)
























where we have defined the vectors d3 = τ 1 +[β + cosϑ(β −1)]τ 3 and e3 = τ 3 × τ 1 as in
equations Eq. (3.11) and Eq. (3.12). Applying the free swimming conditions, ∑i Fi = 0,












2 e3 + ℓ2ℓ3τ 2 ×d3 −∑i N̂hi
)
, (3.18)




0 (βA3 +B3) ·C2




+ ℓ2CT2 · (βA3 +B3) ·C2
)
, (3.19)
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where the superscript S denotes symmetrisation of the given tensor, i.e. QS = (Q+QT )/2
for any tensor Q.
3.2.3.3 Third stage
Using the symmetry of the stroke between the first and the third stages, the linear and
angular velocities in the third stage of the motion can be obtained from Eq. (3.13) with
the identification {τ 1, ℓ1} 7→ {−τ 2, ℓ2} and {τ 2, ℓ2} 7→ {τ 3, ℓ3}. In this case, the frame of
reference is chosen so that the second domain appears fixed and is centred at the location of
the second kink. Note that the information about the orientation of the cell, carried by τ 1, is
not lost since, as the kink angle θ is fixed, the same information is contained in the vector τ 2.
3.2.4 Helical geometry: Coarse-grained model
3.2.4.1 Helical propulsion
As the kink propagates along the bacterial body, as explained above the domains with
different handedness rotate in opposite senses and therefore both propel the bacteria in the
same direction. To account for the hydrodynamic effect of helical propulsion, we follow the
treatment of Wada and Netz [50]. We consider a coarse-grained model in which we ignore
end effects so that the hydrodynamic force per unit length acting on any of the helical domains
is the same that acts on an infinite helix rotating around its axis. Following resistive-force
theory, we know that the swimming velocity Uh of an infinite helix of radius R and pitch
angle φ rotating with angular velocity ωϕ around its axis is given by [50]
Uh(ωϕ) =
R(1−β h)sinφ cosφ
(β h +(1−β h)sin2 φ)
ωϕ , (3.20)
where β h is the ratio of the parallel to the perpendicular drag coefficient of the slender
filament making up the helix. Therefore, the hydrodynamic force acting on each of the
individual helical domains, and due to the rotation of the helical domain, has magnitude
|Fhi | ≃ ζ∥LiUh, acting along the helical axis.
We next need to determine the angular velocity at which the domains rotate. Using a
frame of reference in which the junction point (the kink) is fixed and the domains appear to
grow and shrink, respectively, we parametrise the helical domains explicitly as (see Fig. 3.5)
xh1
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where ϕi = Φi(t)− ϕ̃i = Φi0 +(−1)i−1ωϕit − ϕ̃i, with ϕ̃i ∈ [0,Φi(t)], and Φi0 sets the initial
length of the domains Li0 = Φi0/ tanφ . Hence the angular velocity at ϕi is ϕ̇i = (−1)i−1ωϕi .
By continuity at the junction point (ϕi = 0) we have













During the first stage of the motion, in a small interval of time δ t the kink moves a distance
(−1)i−1Rωϕi cotφδ t along the axis of the corresponding helical domains. As the kink
travels at speed v0 this same distance must be equal to v0δ t. Thus, we obtain the kinematic
relationship R(ωϕ1 +ωϕ2) = 2v0 tanφ . Furthermore, the torque on each of the domains
is proportional to their arclength and their angular velocity, hence by torque balance we
have ω1L1 ≃ ω2L2. Combining this with Eq. (3.20) and Eq. (3.23) leads to the helical
hydrodynamic forces on each domain for the first stage of the swimming stroke
F̂hi = (−1)i
2β (1−β h)cos2 (θ/2)
β h +(1−β h)cos2 (θ/2)ℓ2(1− ℓ2)τ i
= β f (β h,θ)ℓ2(1− ℓ2)(−1)iτ i, (3.24)
with i = 1,2 (no Einstein summation). Here we have used the condition ℓ1 + ℓ2 = 1, with
ℓi = Li/L and the continuity condition 2φ = π −θ (see Fig. 3.5).
In the second stage of the swimming stroke, the analysis is similar but the torque condition
is now written ω1(ℓ1 + ℓ3) = ω2ℓ2 instead, hence F̂h1 =− f βℓ1dτ 1, F̂h2 = f β (1−d)dτ 2 and
F̂h3 =− f βℓ3dτ 1.
Finally the configuration in the third stage is analogous to that in the first stage discussed
above, but now with F̂h2 = β f ℓ2(1− ℓ2)τ 1 and F̂h3 =−β f ℓ2(1− ℓ2)τ 1.
3.2.4.2 Effective drag ratio
A slender filament in a viscous fluid has a drag ratio β∞ = 1/2 in the asymptotic limit of
small cross sectional length relative to the filament length. Our effective rod model has a
drag ratio β that captures the effective ratio of tangential to perpendicular drag and whose








Fig. 3.5 Side view of the helical domains in the vicinity of the kink. The bottom left segment
(red) represents the centreline of a right-handed helix while the top right segment (blue)
represents the centreline of a left-landed helix. Both helices have the same radius R and pitch
angle φ . The different domains rotate in opposite direction with angular velocities ω1 and
ω2.
value should of course depend on the geometry of the helical body. In order to include more
detail of the helical geometry of Spiroplasma in our calculation, we can derive the values
of the parallel and perpendicular drag coefficients by considering the hydrodynamic forces
acting on an infinitely long helix that is translating along its axis and perpendicular to it,
respectively. We parametrise the material points on the helix as




where the angle ϕ is related to the arclength by s = Rϕ/sinφ . The unit tangent vector to the
helix centreline τ h is obtained by taking the derivative with respect to the arclength, and thus
τ
h =−ex sinϕ sinφ + ey cosϕ sinφ + ez cosφ . (3.26)
We first calculate the force that acts on the helix when it moves along its axis at speed V .









(ζ h∥ −ζ h⊥)V cosφτ h +ζ h⊥V ez
]
, (3.27)
where ζ h⊥, ζ
h
∥ are the drag coefficients perpendicular and parallel to the centreline of the
helical filament. By definition, the coarse-grained parallel drag coefficient is the ratio between
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f∥a · ez ds = ζ h∥ cos2 φ +ζ h⊥ sin2 φ . (3.28)
Similarly, to derive the perpendicular drag coefficient we calculate the hydrodynamic force









−(ζ h∥ −ζ h⊥)V sinϕ sinφτ h +ζ h⊥V ex
]
. (3.29)






f⊥a · ex ds
=











(1+ cos2 φ). (3.30)





β h sin2 φ + cos2 φ
β h sin2 φ +(1+ cos2 φ)
. (3.31)
Assuming an asymptotically slender helical filament, we may assume β h = ζ h∥ /ζ
h
⊥ = 1/2.







In the case where θ = π , the helix becomes a straight filament (φ = 0) and we recover
β = 1/2 as expected. In the other extreme, θ = 0 the helix becomes a circle and β = 4/3,
indeed it is easier to move such filament in the plane that contains it than in the perpendicular
direction. As a caveat, we note that Eq. (3.32) is strictly valid only for a helix with a large
number of turns. Nevertheless, it is known that resistive-force theory approximates the actual
force per unit length acting on a finite helical filament with good accuracy (error within
2%) [141], except for normal forces acting on the tips of the helix; these should however
average as the helix rotates so as to account for negligible effects.
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3.3 Planar motion, no helical geometry
We first analyse the model ignoring the helical geometry (i.e. we ignore the contributions
from Fhi and N
h
i ). Given that previous numerical results have shown that the swimming
trajectories follow almost straight lines [50], we will also assume that the cell motion is
planar. We will demonstrate that, under these assumptions, the orientation of the cell body
does not change after one period of the swimming stroke. This allows us to define an effective
swimming speed and a hydrodynamic efficiency with no ambiguity.
3.3.1 Kinematics
We start by considering the case in which the model cell moves in a plane, i.e. ψ = 0 or
τ 3 =−τ 1. In this case we can define normal vectors ν i ≡ ẑ× τ i where the unit vector ẑ
is given by (sinθ)ẑ = τ 1 × τ 2. Defining τ ≡ τ 1, ν ≡ ν 1 we have τ 2 = cosθτ + sinθν and
ν 2 =−sinθτ + cosθν , hence we can express equations Eq. (3.13) and Eq. (3.18) for the








 −ℓ2 [1+(β − (1−β )cosθ)cosθ ]−ℓ2 (β − (1−β )cosθ)sinθ
ℓ22 sinθ/2
 , (3.33)
where d = v0τp/L and Ix=y is an indicator function, which is 1 if x = y and 0 otherwise. The
symmetric matrices J̃ and K̃ have components
J̃11 = ℓ2(1−β )sin2 θ +β , (3.34)
J̃12 =−ℓ2(1−β )sinθ cosθ , (3.35)
J̃13 =−ℓ22 sinθ/2, (3.36)















while the nonzero components of K̃ are
K̃13 =−dℓ3β sinθ , (3.40)












Notice that due to the normalization condition ℓ1 + ℓ2 + ℓ3 = 1, the components of J̃ in the
second stage of the swimming stroke are the same as those in the first stage if we simply take
ℓ2 = d, where d = v0τp/L is the normalised inter-kink distance. Further, as mentioned above,
the linear and angular velocities in the third stage can be obtained from those in the first
stage of the motion. Therefore we only need to solve Eq. (3.33) for {uτ ,uν ,ω} and integrate
to obtain the angular and linear displacements. Solving Eq. (3.33) in the first and second
stages we find the angular and linear velocities in the body frame, {u( j)τ ,u( j)ν ,ω( j)}, where
the superscript denotes the swimming stage, i.e. j = 1,2.
Assuming that at the beginning of each stage of the motion τ ( j) =−ŷ and denoting by
α( j)(ℓ) the angle that τ ( j) makes with the −y axis at ℓ2 = ℓ for j = 1 or ℓ3 = ℓ for j = 2, we
have τ (α) = sinα x̂− cosα ŷ, ν (α) = cosα x̂+ sinα ŷ and the Cartesian components of the
velocity are
ux = uτ sinα +uν cosα, (3.43)
uy =−uτ cosα +uν sinα, (3.44)
where we omit the superscript for simplicity. The angular displacement α( j) is obtained by













In order to obtain the displacement xT = XT/L, we first calculate the position of the head
during the first stage at ℓ2 = ℓ, i.e. h(1)(ℓ) = k(1)(ℓ)+ ℓτ (1)(ℓ). Here h(1) is the dimensionless








The position of the head during the second stage at ℓ3 = ℓ is
h(2)(ℓ) = k(2)(ℓ)+dτ (2)2 (ℓ)− (1−d)τ (2)(ℓ), (3.48)
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It only remains to calculate the displacement of the head in the last stage of the motion h(3).
Using a symmetry argument, we will show below that this displacement is the same as that
of the tail in the first stage.
3.3.2 No net rotation
Under our modelling assumptions, we notice that the swimming stroke is symmetric under
a rotation by 180◦ in the plane of motion and a time reversal t 7→ T − t (see illustration in
Fig. 3.6). Given that Stokes flows are reversible in time, changing the signs of the forces and
torques acting on the body, or equivalently reversing time, changes the signs of the linear
and angular velocity. Therefore, the angular displacement γ in the first half of the stroke
[Fig. 3.6(a)-(b)] is the opposite of that obtained by reversing the propagation of the kink
[Fig. 3.6(b′)-(c′)]. By the symmetry of the motion this is the same angular displacement
as that of the second half of the stroke [Fig. 3.6(b)-(c)]. Therefore by reversibility of the
Stokes equations, the total angular displacement at the end of the swimming stroke vanishes.
The fact that the cell orientation does not change after one complete cycle is confirmed by
numerical solutions of Eq. (3.45) and Eq. (3.46) shown in the bottom-left inset of Fig. 3.6
and displaying the angular displacement as a function of time for different values of the
inter-kink distance.
Using the same symmetry argument, we deduce that the total displacement during the
third stage of the motion is the same as the total displacement of the tail in the first stage. The
later is given by t(1)(d) = k(1)(d)+(1−d)τ (1)(d)− t(1)(0). Therefore, after one stroke, the
total linear and angular displacements are xT = h(2)(1−d)+ t(1)(d) (with h(t = 0) = 0) and
φT = 0 respectively.
We illustrate in Fig. 3.7 the trajectory of the centre of mass of the cell (black solid line),
obtained by numerical solution of Eq. (3.33), in the case d = 0.25. The time evolution of the
deformation is represented by the red (right-handed part of the cell) and blue (left-handed)
shades, while the circles denote the end of each stroke and the cross the initial position of the
centre of mass. Darker shades denote an increase in time. The kink travels in the negative
y direction, while the cell swims in the positive y direction (see Movie 1 in Supplemental
Material).
3.3.3 Swimming speed and efficiency
Since the body orientation does not change after one swimming stroke, we may define an




















































Fig. 3.6 Total angular displacement during the periodic stroke. Due to the time-reversibility
of Stokes flow, the angular displacement γ during the first half of the stroke – i.e. going from
configuration (a) to (b) – is the opposite of that occurring during the second half – i.e. going
from (b′) to (c′), or equivalently from (b) to (c). Hence the total angular displacement during
the complete stroke vanishes. Bottom-left inset: Instantaneous angular displacements for
θ = 110◦, β = 1/2 and values of d ranging from d = 0.05 (top) to d = 0.3 (bottom) with
increments of 0.05 as obtained by a numerical integration of Eq. (3.33) using a midpoint
Euler method.
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f(s, t) ·v(s, t)dsdt, (3.51)
where the hydrodynamic force density f is given in Eq. (3.1) and where v is the instantaneous
velocity of each helical domain axis. We can split the time integral from Eq. (3.51) in three
parts, Ẇ = Ẇ1 +Ẇ2 +Ẇ3, with each one corresponding to the three different stages of the
swimming motion discussed in § 3.2.3. By symmetry of the stroke, we have Ẇ1 = Ẇ3 and
thus Ẇ = 2Ẇ1 +Ẇ2. Dividing by ζ⊥Lv20, the non-dimensional rates of energy dissipation in





































































where A( j)i = τ
( j)τ ( j) and
u( j)1 (ℓ






































Here the subscript j = 1,2 denotes the swimming stage and (u( j)τ ,u
( j)
ν ,ω
( j)) are obtained by













Fig. 3.7 Snapshots of swimming trajectory for the case d = 0.25 with darker shades denoting
an increase in time. The instantaneous location of the centre of mass is represented by
the black solid line. The trajectory over three strokes is shown. The shades represent the
deformation of the cell body during the stroke (only the first stroke is shown) with the axis of
the right-handed domain(s) shown in red and that of the left-handed domain represented in
blue. The cross indicates the initial position of the centre of mass and the circles its position
of the end of a stroke (See Movie 1 in Supplemental Material).
the dissipated power in one stroke, against the power dissipated by a straight model cell
of length L dragged at speed vs along its axis, i.e. ˆ̇W0 = β (vs/v0)2. The efficiency is then









In the next section we include the additional forces and torques resulting from the helical
geometry modelled at the coarse-grained level. We show that the cell does not rotate in that
case either and therefore both Eq. (3.50) and Eq. (3.57) will remain applicable.
3.4 Planar motion, bistable helix
Now we turn our attention to the coarse-grained model in which we include the details of
the helical geometry. The symmetry argument we used to deduce that the bacterium does
not change its orientation after one stroke remains valid when we add the forces due to the
rotation of the helical domains. Indeed as represented in Fig. 3.8, the swimming stroke
is still symmetric under a rotation by 180◦ and time reversal. To every configuration with
velocities {U,Ω} at time t it corresponds therefore a configuration {U,−Ω} at time T − t,
hence the orientation remains unchanged after one stroke. From Eq. (3.24) and the condition






















Fig. 3.8 The swimming gait remains symmetric even when the helical domains are included.
Given a configuration with instantaneous linear and angular velocity {U,Ω} at time t it is
possible to find the linear and angular velocities of the configuration at time T − t, where
T is the period of the stroke, by rotating one half revolution and reversing the signs of the
instantaneous forces.
ℓ1 + ℓ2 + ℓ3 = 1, the extra forces and torques due to the helical rotation are given by
∑
i
F̂hi = β f (θ)(1− ℓ2)ℓ2 [τ (cosθ −1)+ν sinθ ] , (3.58)
∑
i
N̂hi = β f (θ)ℓ
2
2ℓ3 sinθ ẑ, (3.59)
in all three swimming stages. These extra terms enter on the right-hand side of Eq. (3.33)
and therefore only {uτ ,uν ,ω} are modified. Hence, equations Eq. (3.43)-Eq. (3.49) and the
expressions for the swimming speed and the dissipated energy, Eq. (3.50) and Eq. (3.51)
respectively, remain unchanged. Note that both equations, Eq. (3.52) and Eq. (3.53), are
also valid in the case in which we consider helical propulsion. There is however an extra
contribution to the dissipated energy that comes from the product fh ·v. The total dissipated
energy becomes therefore ˆ̇W (h) = 2 ˆ̇W1 + ˆ̇W2 +2 ˆ̇W
(h)
1 +





































dτ (2)(ℓ3) ·u(2)3 (ℓ3, ℓ)dℓ
]
dℓ3. (3.61)
3.5 Asymptotic and numerical results
We now explore the results of our models, compare the predictions of asymptotic expansions
to numerical simulations, and predict the optimal cell shape. Since the body does not reorient
during each stroke, in order to obtain the swimming speed, we only need to calculate the
linear displacement, xT . It is possible, in principle, to find an explicit solution to Eq. (3.33)
(or its helical modification) and obtain {u( j)τ ,u( j)ν ,ω( j)} as rational functions in ℓ2 and ℓ3 for
j = 1 and j = 2 respectively. However, an analytical integration of such functions does not
appear to be possible as the coefficients in these polynomials depend in a non-trivial way on
β and θ .
We can however make some asymptotic progress by considering d = D/L to be small,
an assumption supported by experiments. Indeed according to Shaevitz et al. [38], v0 =
vk cosφ ≈ 7.5 µm/s, τp ≈ 0.25 s and L ≈ 6 µm hence d ≈ 1/3. Moreover, as observed a
posteriori in our simulations in Fig. 3.9, both the swimming speed and the efficiency depend
only weakly in the inter-kink distance, and therefore the maximum swimming speed and
efficiency are achieved at almost the same value of θ , for any value of d.
We therefore consider the asymptotic limit d ≪ 1 and expand xT in powers of d. To
leading order, the components of the total displacement are obtained as















Substituting Eq. (3.32) into equations Eq. (3.62) and Eq. (3.63), with f as given in
Eq. (3.24) and β h = 1/2, and further substitution into Eq. (3.50), gives access to the asymp-





sin4 θ(5−3cosθ)2(85−3cosθ +43cos2 θ +3cos3 θ)
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Fig. 3.9 Average swimming speed (left) and efficiency (right) of the model Spiroplasma
as a function of the kink angle, θ . Top: Comparison between the full numerical solution
(symbols) and the asymptotic expansion (line) for the swimming speed, Eq. (3.64), with
d increasing from bottom to top from 0.05 to 0.25 in steps of 0.05. Bottom: Comparison
between the full numerical solution (symbols) and the asymptotic expansion (line), for the
efficiency Eq. (3.66), for the same values of d. In both cases that the dependence on d is very
weak.
Furthermore, the total dissipated energy is given, at leading order in d, by
ˆ̇W (h) =
(1+ cosθ)(17+4cosθ +3cos2 θ)





The swimming efficiency is then obtained by substituting equations Eq. (3.64) and
Eq. (3.65) into Eq. (3.57), and we obtain
η
(h) =
sin2 θ(5−3cosθ)2(85−3cosθ +43cos2 θ +3cos3 θ)





We illustrate in Fig. 3.9 the comparison between the full numerical solutions of our model
and the asymptotic expansion up order d3, for values of the inter-kink distance between
d = 0.05 and d = 0.25. Although the agreement is quantitative only for the smallest values
of d, both the swimming speed and the efficiency depend only weakly on d and the maxima
are achieved at approximately the same value of θ for all d. The bending angle, θ ∗vs , that
maximises the swimming speed (at leading order in d) satisfies gvs(cosθ
∗
vs) = 0, where
gvs(ξ ) = 14425+24343ξ −19895ξ 2 +25631ξ 3
−15229ξ 4 −4963ξ 5 +219ξ 6 +45ξ 7, (3.67)
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whose only real root of modulus less than unity is ξ ≃−0.391 which corresponds to optimal
values of θ ∗vs ≃ 113◦ or φ∗vs ≃ 33.5◦. On the other hand, for the swimming efficiency, the
angle θ ∗η that maximises η
(h) (at leading order in d) satisfies gη(cosθ ∗η) = 0, where
gη(ξ ) = 115175+116603ξ −80524ξ 2 +132372ξ 3
−73638ξ 4 −40830ξ 5 −18348ξ 6 −3372ξ 7
−9ξ 8 +27ξ 9, (3.68)
whose only real root of modulus less than unity is ξ ≃−0.539 which corresponds to an
optimum of θ ∗η ≃ 122◦ or φ∗η ≃ 29◦. Our mathematical model predicts therefore optimal
shapes for Spiroplasma that are close to those seen experimentally (φ ≃ 35◦).
3.6 Discussion
Summary
In this chapter we derived a hydrodynamic model to describe the motility of Spiroplasma.
Our simple model includes details of the helical geometry of the bacterium at a coarse-grained
level and is able to capture the main features of Spiroplasma swimming motion. Our results
confirm those of previous numerical simulations [49, 50] which also agree with experimental
observations [38, 40–46]. In detail, our model predicts that: (i) Spiroplasma swims in the
direction opposite to the kink pair propagation, with a swimming speed vs proportional to
the kink speed v0; (ii) For values of the dimensionless inter-kink distance d = D/L in the
experimental range, the swimming speed is vs ≃ 1−2 µm/s; (iii) In the case in which the
motion occurs in a plane, we found that Spiroplasma does not reorient after one complete
stroke; (iv) The maximum swimming efficiency is achieved for a pitch angle of φ∗η ≃ 29◦
whilst the maximum swimming speed is attained at φ∗vs = 33.5
◦.
Comparison with experiments
Experimental values for the swimming speed range between vs ≃ 1−3 µm/s while the kink
speed lies between vk ≃ 10− 40 µm/s. Similar values are also reported in the numerical
study of Wada and Netz [50]. Therefore our theoretical results are consistent both with
experiments and previous computational models.
The numerical simulations of our model show that both the swimming speed and the
efficiency depend only weakly on the inter-kink distance, which allowed us to determine
the position of their maxima by considering only the lowest order term in their asymptotic
expansions in powers of d. Our model predicts that the maximum swimming speed is attained
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at a pitch angle φ∗vs = 33.5
◦ very close to the experimental measured one, φ = 35◦. Although
the maximum efficiency is not achieved at the same value of φ , the value of the efficiency
η(φ = 35◦) is not far from the maximum. For the case d = 0.25 for instance, η(φ = 35◦)≃
0.13 which differ in 7% with respect to the maximum ηmax ≃ 0.14. Considering the fact
that we are modelling the dynamics of the helical domains only at a coarse-grained level,
we regard this agreement as excellent, and it is also consistent with previous numerical
models [49, 50].
Kink propagation vs wave propagation
Wave like motion is commonly observed in biological microswimmers and it is often the
preferred choice for mathematical modelling of flagellar motion [3, 5]. It is therefore natural
to ask how does motion by kink-pair propagation compares to wave propagation in terms
of speed and efficiency. Note first that kink-pair propagation is itself a non-reciprocal
deformation, therefore locomotion in our model is possible even without considering the
external forces Fhi . Indeed a deforming rod propagating kinks along its body is similar
to the Purcell’s 3-link swimmer [2]. Previous studies have explored the optimal gait for
low-Re swimmers consisting of multiple links. In particular Alouges et al. [142] found that
the displacement for a finite size multi-link swimmer of fixed size L scales as ∆x ∼ L/N.
Therefore, for a fixed gait of period T , the speed v = ∆x/T of a multi-link swimmer decays
as the number of links increases. In terms of efficiency, it has been shown that for a filament
beating in a plane, the optimum flagellar shape is that of a travelling sawtooth wave [143].
These result ignore the fact that most of the energy required to deform an active flagellum
is lost in irreversible deformation of the filament rather than through viscous dissipation in
the surrounding fluid. When this fact is taken into consideration the optimal shape turns out
to be a regularisation of the sawtooth wave consisting of arcs of constant curvature joined
by straight filament segments, in agreement with experimental observations of flagellated
microorganisms [144]. In the case of spiroplasma however, most of the propulsive force is
due to the rotation of the helical domains rather than the propagation of kinks, as suggested
by the model of Wada and Netz that ignores kink propagation and still predicts the correct
swimming speed and efficiency [50]. Note as well that internal dissipation is not considered in
our model. Throughout the chirality transformation, the helical domains remain undeformed
away from the kink. Therefore most of the internal dissipation is localised at the kink and it
is safe to ignore it in the definition of the hydrodynamic efficiency.
Motion in three dimensions
In previous numerical simulations, it has been observed that Spiroplasma trajectories are
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almost rectilinear [49, 50], a result which is consistent with our theoretical prediction of
no reorientation in the case of planar motion. Movement in a plane will take place only
if the right-handed domains are parallel, in other words, there is planar motion only if the
angle ψ in §3.2.3 vanishes. In the case where we have D = nP with n ∈ N then the axes of
the right-handed domains are parallel. According to experiments d ≃ 1/3 (see §3.4) which
means that D ≃ 2 µm. On the other hand, the pitch of the cell body is P ≃ 1 µm, hence
D ≃ 2P. Therefore, the assumption of planar motion is the biologically-relevant limit.
Fluctuations in the time between chirality transformations may be accounted by con-
sidering the angle ψ to be non-vanishing but small. In this case we can expand the linear
and angular velocities in powers of ψ , u = u0 +ψu1 +O(ψ2) and ω = ω 0 +ψω 1 +O(ψ2),
where (u0,ω 0) correspond to the planar motion presented above. By expanding the resistance
matrix and the right-hand side of Eq. (3.18), it is possible to show that u0 ·u1 = ω 0 ·ω 1 = 0.
As a consequence, for small enough values of ψ , the motion corresponds to a helix with a
large radius Rh ∼ ψ−1 and the trajectories are effectively straight. Note that for out-of-plane
deformations, the absolute distance travelled by the centre of mass of Spiroplasma in one
cycle is expected to be smaller to that of a cell deforming on the plane, due to the extra
curvature of the trajectory. Since the stroke period is the same, we expect a cell undergoing
planar deformation to always swim faster than a cell moving out of plane. This suggest that
Spiroplasma might have evolved to regulate the time between kinks so that the inter-kink
distance closely matches an integer number of helical turns.
Diffusion
Experimental observations reveal that the kink propagation can be reversed, and in homoge-
neous media this reversal rate is constant [46]. According to our model, the cell body does
not reorient after one stroke. Moreover, by reversibility of Stokes flow, we know that the cell
body traces back its path when the chirality transformation is reversed. The consequence is
rather severe as it means that when swimming in free space, the cell body can only reorient
by thermal noise.
This motion can be modelled as a run-reverse pattern, characterised by a persistence
parameter κ = ⟨cosθt⟩ and a mean path length vsλ−1r [122] (see §2.2.1). Here θt is the
angle between tumbling events, which for a run-reverse pattern is θt = π , hence κ = −1.
The swimming speed is vs and λ−1r is the mean arrival time for a reversal event, which we
assume follows an exponential distribution. In the absence of thermal noise, the velocity
correlation function is given by C (t) = v2s e
−2λrt . Assuming that the process that generates
the chirality change is independent from thermal noise, the velocity correlation function
including thermal noise is then simply given by C (t) = v2s e
−2(λr+Dr)t , where Dr = kBΘζ−1r
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is the rotational diffusion coefficient, with kB the Boltzmann constant and Θ the absolute
temperature. Here we use ζr to denote the rotational drag coefficient, given approximately
by ζr ≃ πµL3/3ln(L/R), where L and R are the length and radius of Spiroplasma, and µ
is the dynamic viscosity of the medium [145]. Integrating twice C (t) and taking the long-
time limit, we obtain the effective diffusion constant 4De = 3D⊥+ v2s/(2Dr +2λr), where
D⊥ = kBΘζ−1⊥ is the translational thermal diffusion coefficient. Note that the translational
drag ζ⊥ is given by Eq. (3.30) with ζ h⊥ = 4πµL/ ln(L/R) [145]. This result is consistent
with the analysis presented by Wada and Netz [49], and extends it to include persistence that,
for a run-reverse motion, hinders diffusion.
Chemotaxis
It is also known that Spiroplasma cells can perform chemotaxis. Although it is not yet
fully understood, it has been observed that the presence of certain amino acids changes the
reversal rate of kink propagation, and the cell appears to twitch [46, 52, 53]. When viewed
as a run-reverse motion with rotational diffusion, a change in the reversal rate modifies
the mean path length. Indeed a lower reversal rate in high attractant concentration regions
results in longer trajectories before a change in the direction of motion occurs, as a result
the random walk is biased up the gradient. Experimental observations have shown that
the biochemical machinery that controls chemotaxis in Spiroplasma is unrelated to the
conventional two-component system of other bacteria such as E. coli [46]. Nevertheless,
given the small size of Spiroplasma, we can still assume that, similar to E. coli, Spiroplasma
can only measure differences in chemical concentrations over time. Under this assumption,
the de Gennes model for chemotaxis can be applied [132]. In this approximation, the drift
speed of the cell is given by vd = v2s |∇c|λkG(K)/(2λk +2Dr)2 where the function G is given
by G(K) =
∫




0 K dt = 0 (see §2.2.2). The experimental observations of Liu et al. [46] suggest
that Spiroplasma eriocheiris performs chemotaxis without adaptation. On the other hand,
Daniels and Longland [53] observed that Spiroplasma melliferum responds only to gradients
and not absolute values of concentration, which suggest adaptation. In any case, the de
Gennes model is appropriate, as we can assume either that the timescale for adaptation is very
large but finite or that Spiroplasma can sense changes in concentrations instantaneously [134]
(see §6.3.1).
Outlook
Further extensions to our model could consider the presence of non-homogeneous viscosity
fields. It is known that Spiroplasma, as other helical shaped bacteria, swims faster in more
48 Spiroplasma Motility
viscous environments [52, 70, 71]. While the swimming speed increases, the kink velocity
remains the same. As proposed by Magariyama and Kudo [146], in a linear-polymer solution,
the motion of a slender rod is restricted mostly in the perpendicular direction to its axis, as
long as its length is much larger than the characteristic size of the polymer network. In that
case, we can approximate the new drag ratio by βp ≃ (µ0/µp)β where µp is the viscosity
of the polymeric solution and µ0 that of the standard medium. Assuming that the inter-kink
distance does not depend on the viscosity of the medium and noticing that at leading order
|xT | ∝ (3+ cosθ −β ), we should expect larger swimming velocities for increasing viscosity.
Besides an increase in swimming speed, it would also be possible for a non homogeneous
viscosity field to generate a torque that reorient the cell body. Like the bacterium H. pylori
living in the mucous layer in the stomach [74], Spiroplasma should then be able to display
viscotaxis [78].
Chapter 4
Swimming Across Viscosity Gradients
4.1 Introduction
Recently, motivated by the process through which H. pylori crosses the intestinal mucus
layer, Gonzalez et al. [147] conducted an experimental study on the dynamics of helical
swimmers moving through the interface between two immiscible fluids. Depending on the
orientation of the swimmer and the different stages of penetration (in particular whether the
head or the tail reaches first the interface), the interface was shown to dramatically affect
the swimmer. However, interfacial tension is believed to not play a significant role in the
mucus zone, where instead high viscosity gradients are dominant. This led to a different
experimental set up in which the swimmer moves across a solution of variable viscosity (see
details in §4.2 below). The results show that the swimmer slows down as it crosses from a
region of low to high viscosity head-forward (i.e. in the pusher mode) but that it speeds up
when it approaches the interface with its tail forward (puller mode). In contrast, the swimmer
always slows down when it moves down the gradient, regardless of its orientation. Here we
propose a model to explain this results.
Inspired by a previous study on viscotaxis [78], we assume that the standard Newtonian
Stokes drag laws are locally valid, and that the swimming behaviour is determined by an
instantaneous balance between viscous propulsion and drag. For motion up the viscosity
gradient, our model predicts a decrease (resp. increase) in the swimming speed for pusher
head-forward (resp. puller tail-forward) orientation, which is consistent with the experimental
observations. Due to the reversibility of Stokes flows, our model predicts the opposite
behaviour when the swimmer moves down the gradient. However, the opposite is observed in
experiments. Further analysis of the experiments reveal that when the swimmer moves down
the gradient it entrains a portion of the high-viscosity fluid into the low-viscosity region,
regardless of its orientation. This drift volume increases the apparent density of the swimmer,
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thereby slowing it down due to gravitational forces. Including a buoyancy term in our model
to account for this effect allow the theoretical predictions to come closer to the experimental
observations.
This chapter is organised as follows. In §4.2 we describe the synthetic swimmer, its
characteristic geometrical parameters and the experimental setup. The experimental results
are presented in §4.3, with a focus on the swimming speed as a function of the swimmer
position relative to the fluid interface. The mathematical model for a sharp viscosity gradient
is developed in §4.4 and its extension for a continuous viscosity profile is presented in §4.5.
We next compare our model with the experimental results in §4.6; a modified model that
takes into account the fluid entrainment is discussed at the end of this section. Finally, we
discuss our results in §4.7.
4.2 Experimental setup
A synthetic swimmer is used to analyse the dynamics of a microorganism moving in envi-
ronments of variable viscosity. The helical swimmer developed by the group of Roberto
Zenit at the National University of Mexico (UNAM), is shown schematically in Fig. 4.1(a), it
consists of a cylindrical head and a right-handed helical tail, both of which are rigid; pictures
of the swimmer are shown in §4.3. The head of the swimmer contains a small magnet
and is made to rotate at a fixed rate by the action of an external magnetic field. Details
on the setup can be found in Ref. [148]. The speed of the swimmer can be controlled by
changing the rotation rate of the external magnetic field, and the swimmer remains force-free
throughout. The swimmer moves vertically in either the upwards or downwards direction and
the swimming orientation (head or tail forward) can also be changed. Since the helical tail is
chiral, reversing the rotation direction of the tail leads to pusher and puller mode swimming.
A viscosity gradient is produced by slowly superposing two miscible viscous liquids onto
each other. They are placed, in sequence, in a transparent tank initially leading to a two-layer
sharp viscosity gradient, as shown in Fig. 4.1(b). The bottom liquid is prepared by mixing
glucose (530 ml) and water (100 ml), to have a viscosity of approximately µ+ = 2.74 Pa · s,
at room temperature. To ensure that the interface remains horizontal, a small amount of salt
is added to this liquid (30 g of NaCl) to increase its density slightly, ρ+ = 1367.4 kg/m3.
The viscosity and density of the top fluid are µ− = 0.55 Pa · s and ρ− = 1309.7 kg/m3,
respectively.
The container, with dimensions 8.9×8.9×18 cm3, with the swimmer inside is placed
within the rotating Helmholtz coil, as in previous experiments [87, 88, 147]. To reduce the
crystallization of the glucose solutions at the free surface, the container is kept closed at all













Fig. 4.1 Experimental setup. (a) Schematic representation of the helical swimmer. The
dimensions of the device are: 2rH = 4.5 mm; LH = 16 mm; LT = 16 mm; λ = 5.3 mm;
2RT = 4.5 mm; and the pitch angle ψ = 45◦. The thickness of the wire is 2rT = 0.9 mm.
(b) In this example, the swimmer moves head-forward from a high-to-low viscosity fluid
through a sharp gradient and here gravity is pointing downwards. Note that in all figures the
dark and light gray denote high and low viscosity regions, respectively.
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times. As explained above, the system is slightly density-stratified. Therefore, the swimmer
cannot be neutrally buoyant in both top and bottom fluids. The density of the swimmer is
adjusted to make it as close as possible to that of the light fluid: ρswimmer ≈ 1270 kg/m3.
Hence, the swimmer is slightly buoyant for both fluids.
All experiments are conducted at a fixed rotation rate of the swimmer, Ω/2π = 2.92 Hz
and the swimmer moves at a constant terminal swimming speed, U0 ≃ 1.5−3.5 mm/s in one
of the fluids. Due to the slight density mismatch the terminal speed is different for each fluid
and for each direction of motion. The maximum Reynolds number is Re = 0.035, using µ−,
rH and the maximum swimming speed U0 = 3.3 mm/s, as the characteristic viscosity, length
and speed.
4.2.1 Evolution of the viscosity gradient in time
If left undisturbed, the two-fluid layer slowly mix, leading to a diffuse viscosity gradient
[Fig. 4.2 (b)]. By conducting experiments at different times after the two-layer fluid is first
prepared, the influence of the strength of the viscosity gradient on the swimming process
can be tested. The thickness of the viscosity gradient is quantified by applying the following
procedure. A dye is added to the low viscosity gradient, this allows to track the concentration
of glucose and assign a pixel-intensity to it. We calculate the concentration gradient along







where D is the diffusivity and z the distance from the initial interface. Using the Green’s func-
tion method and the initial distribution C(z,0) =C0(1−θ(z)), where θ(z) is the Heaviside













where erf(x) is the error function, ∆ = 2
√
2Dt is the width of the transition region and C0 is
the initial glucose concentration on the high viscosity fluid. Next, we assume that the viscosity
field µ is related to the concentration C through the Arrhenius equation µ(C) = AeBC/C0 ,
where the constants A and B depend on the properties of the fluid mixture [149].
We show in Fig. 4.2 (b) the viscosity profile obtained experimentally (data points)
with the pixel intensity corresponding to the viscosity of each fluid. Here z = 0 denotes the
position of the fluid interface. The plot is presented in terms of the dimensionless distance
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Fig. 4.2 (a) The viscosity gradients at t = 0 and 16 hours. (b) Normalized viscosity, µ(z)/µ ,
as a function of normalized distance from the interface, z∗ = z/LH . Data points represent the
pixel intensity, which serves as a proxy for the viscosity profile soon after the initial setup
(δ = ∆/LH = 0.2735) and sixteen hours afterwards (δ = 1.1384). Dashed lines represent the
best fit of the Arrhenius equation µ(C) = AeBC/C0 with C/C0 given by Eq. (4.2), and A = µ−
and B = ln(µ+/µ−).
z∗ = z/LH , where LH is the length of the head. Negative values of z∗ correspond to the
bottom fluid, which is more viscous than the high-viscosity fluid located at z∗ > 0. Choosing
A and B so that the viscosity profile matches the initial configuration at t = 0, that is A = µ−
and B = ln(µ+/µ−), we can fit the Arrhenius equation to the experimental data (with C/C0
given by Eq. (4.2)) and find the thickness of the transition region δ = ∆/LH as a function of
time. The fits are shown in Fig. 4.2 as dashed lines. In the case where the measurement is
conducted soon after the gradient is set up, referred to as a “narrow gradient” (N) in what
follows, a value of δ = 0.2735 closely fits the data. For experiments conducted sixteen
hours after the setup, which we will refer to as “wide gradient” (W), the value of δ = 1.1384
closely reproduces the experiments.
It is possible to determine the fluid density, ρ(z, t) in a similar way. Assuming an initial
condition ρ(z) = ρ ′+θ(z)(ρ −ρ ′), an expression analogous to Eq. (4.2) can be obtained
for ρ(z, t).
4.2.2 Four different swimmer-viscosity interactions
Four distinct swimmer-viscosity interactions can be considered. First, the swimmer can move
head-forward (pusher mode) or tail-forward (puller mode). Additionally, the swimmer can
be made to swim across the interface from low to high viscosity (i.e. from µ− to µ+) or from
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Fig. 4.3 The four swimmer-viscosity interaction configurations for motion across the vis-
cosity gradient. In all cases µ− < µ+ and the motion is in the upwards direction; note that
gravity points upwards in (a) and (b), and downwards in (c) and (d). Notice as well the
change in the sense of rotation of the tail, depending on its orientation. All conditions are
described in Table 4.1.
CASE DIRECTION GRADIENT
I head-forward (pusher) positive
II tail-forward (puller) positive
III head-forward (pusher) negative
IV tail-forward (puller) negative
Table 4.1 The four possible swimmer-viscosity interactions depicted in Fig. 4.3.
high to low viscosity (i.e. from µ+ to µ−). These four scenarios are depicted schematically in
Fig. 4.3 and summarized in Table 4.1. In what follows, we will refer to the viscosity gradient
as being positive when the swimmer moves from a low to a high viscosity region, or negative
in the opposite case, from high to low.
Before each experiment is conducted, the swimmer is slowly placed in the desired initial
position and alignment, as far as possible from the interface, such that the viscosity gradient
is not significantly disturbed. The motion is recorded with a video camera (920×1080 pixels,
Sony RX10II, 60 frames per second), using the same distance from the setup to the camera
and lens magnification for all experiments. If the traveling time of the swimmer across the
two-fluid layer is smaller than the diffusion time, the viscosity gradient can be considered
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to be approximately constant. Although, in principle, it is possible to conduct experiments
considering different values of the viscosity gradient we only consider two cases here: a
narrow gradient (N, δ=0.274) and a wide gradient (W, δ=1.138), as described above with a
viscosity ratio µ+/µ− ≃ 5.
4.3 Experimental results
We now analyse the four configurations described in Table 4.1, for which we find significantly
contrasting behaviors. In all experiments, the position z measures the distance from the
leading edge of the swimmer to the undisturbed interface; negative and positive z values
denote therefore locations before and after reaching the interface, respectively.
4.3.1 Case I: Head-first, positive viscosity gradient
In the first case, the swimmer is placed initially at the upper part of the tank. The rotating
magnetic field forces the swimmer to move downwards, it quickly reaches the steady-state
speed, U µ−0 = 1.75 mm/s. After the interaction with the interface, the swimmer attains a new
steady-state speed U µ+0 =U+ = 2.5 mm/s. The mismatch in the swimming speeds comes
from the density stratification of the fluid solution.
In Fig. 4.4 we show a sequence of images illustrating the crossing process. The time
is given in dimensionless terms, t∗ = tU+/LH , and t∗ = 0 represents the instant at which
the swimmer (in this case the head) first reaches the interface. Along with the images,
Fig. 4.5 (a) shows the normalized position of the swimmer, z∗ = z/LH , as a function of the
normalized time, t∗ (note that the images have been flipped so that the swimmer appears to
move upwards); Fig. 4.5 (b) shows the normalized speed U/U+ as a function of z∗.
As the swimmer approaches the viscosity gradient, its speed progressively decreases,
Fig. 4.4 (a-b). When the head of the swimmer begins to cross the interface [z∗ ≈ 0,
Fig. 4.4 (b)], the speed decreases sharply reaching a minimum value at z∗ ≈ 0.5. During this
period, the speed is so small that the measurement becomes inaccurate (very small displace-
ment in between frames), characterized by the noisy velocity in the region 0.2 < z∗ < 1. Once
the head has completely passed, the swimmer experiences two different viscous environments
simultaneously: the head is in the high-viscosity region while the tail is in the low-viscosity
domain [Fig. 4.4 (c)]. Shortly after the head has crossed, the swimmer rapidly increases its
speed [Fig. 4.4 (d)]. Once the tail has completely gone through the interface, the swimmer
attains a new steady-state speed, z∗ > 2 [Fig. 4.4 (e)–(f)]. For the two values considered
experimentally, the thickness of the viscosity gradient does not seem to affect the process
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(a) (b) (c) (d) (e) (f )
t∗ = −1.67 0 8.75 11.55 12.75 13.29
Fig. 4.4 Case I: Time sequence of the head-forward (pusher) swimmer crossing a positive
viscosity gradient, for δ=0.274 (narrow gradient). Images have been flipped so that the






























Fig. 4.5 Case I dynamics, i.e. head-forward (pusher) swimmer crossing a positive viscosity
gradient: (a) Dimensionless position, z∗, as function of t∗ (b) Normalized speed U/U+ as a
function of position z∗. At t∗ ≈ 0 the swimmer reaches the interface, located at z∗ ≈ 0.
significantly. However, we note that when the gradient is sharp, the swimmer spends a longer
time at the interface than in the case of the wider viscosity gradient.
4.3.2 Case II: Tail-first, positive viscosity gradient
The second case is similar to the previous one, but with the tail oriented towards the interface.
By reversing the rotation direction of the magnetic field, the swimmer is made to move
tail-forward (puller mode). In Fig. 4.6 we show an image sequence of the process. The
corresponding position and speed of the swimmer are plotted in Fig. 4.7.
As in the previous case, the swimmer moves at a constant speed when it is relatively
far from the interface, see Fig. 4.6 (a). In contrast with the previous case, when the tail
of the swimmer reaches the interface, the swimming speed increases sharply, Fig. 4.6 (b).
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(a) (b) (c) (d) (e) (f ) (g)
t∗ = −1.55 0 0.38 0.91 1.46 1.86 2.39
Fig. 4.6 Case II: Time sequence of the tail-forward (puller) swimmer crossing a positive
viscosity gradient, for δ=0.274 (narrow gradient). Images are flipped so that the swimmer






























Fig. 4.7 Case II dynamics for a tail-forward (puller) swimmer in a positive viscosity gradient:
(a) Position z∗ as function of t∗ (b) Normalized speed U/U+ as a function of position z∗. At
t∗ ≈ 0 the swimmer reaches the interface, located at z∗ ≈ 0.
The swimmer continues accelerating until the head reaches the interface, Fig. 4.6 (c). The
maximum speed reached is nearly twice that of the steady speed in the more viscous fluid.
As the head crosses the interface, the swimming speed decreases until it reaches a new
constant value, see Fig. 4.6 (f). The process can be observed clearly in the two plots that
show normalized position and speed in Fig. 4.7. As in the previous case, the thickness of the
viscosity gradient does not significantly change the process.
4.3.3 Case III: Head-first, negative viscosity gradient
In the third case, the swimmer moves up from the bottom of the tank, head-forward (i.e. in
pusher mode) across a negative viscosity gradient. Since low-Re dynamics is time reversible,
we should expect the dynamics to be the same as that in Case II, that is, the swimmer should
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(a) (b) (c) (d) (e) (f ) (g)
t∗ = −0.62 0.72 1.44 1.89 2.61 2.85 3.89
Fig. 4.8 Case III: Time sequence of the head-forward (pusher) swimmer crossing a negative





























Fig. 4.9 Case III dynamics for a head-forward swimmer (pusher) crossing a negative
viscosity gradient: (a) Position z∗ as function of t∗ (b) Normalized speed U/U+ as a function
of position z∗. At t∗ ≈ 0 the swimmer reaches the interface, located at z∗ ≈ 0.
increase its speed as it crosses the interface. Interestingly, the opposite is observed. The
swimmer decreases its speed as it crosses the interface. In Fig. 4.8 we show snapshots of the
crossing process at different times. The swimmer appears to entrain some of the bottom fluid
with it as it crosses the interface, Fig. 4.8 (b) and (c). This might be the reason for the counter
intuitive dynamics. We show the position and speed of the swimmer in Fig. 4.9. Again, the
width of the viscosity gradient does not seem to play an important role.
4.3.4 Case IV: Tail-first, negative viscosity gradient
The final case considers the dynamics of the swimmer moving tail-forward from the high to
low viscous fluid (negative gradient). From reversing time direction in Case I, we should
expect the swimmer to decrease its speed. Although this is the case, the speed does not
recover until the swimmer has completely crossed the gradient z∗ ≃ 2, in contrast to Case I in
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(a) (b) (c) (d) (e) (f ) (g) (h) (i)
t∗ = −0.65 0 0.9 1.39 2.98 4.2 5.87 6.68 7.35
Fig. 4.10 Case IV: Time sequence of the tail-forward swimmer crossing the viscosity





























Fig. 4.11 Case IV dynamics for tail-forward (puller) swimming crossing negative viscosity
gradient: (a) Position z∗ as function of t∗ (b) Normalized speed U/U+ as a function of
position z∗. At t∗ ≈ 0 the swimmer reaches the interface, located at z∗ ≈ 0.
which the swimmer increases its speed as soon as the tail meets the interface z∗ ≃ 1. In this
case the swimmer also entrains fluid with it. It is possible that the extra volume of drifted
fluid prevents the swimmer from increasing its speed sooner. A sequence of images of the
dynamics are shown in Fig. 4.10 and we show the position and speed of the swimmer in
Fig. 4.11 (as in all previous cases, Fig. 4.10 only illustrates the motion in the case of a narrow
viscosity gradient).
4.4 Discrete interface model
As shown in the experiments above, a rich dynamical process results from the intricate balance
between drag and thrust for a swimmer straddling two domains of different viscosities. Since
the two-fluid solution is naturally stratified (the more-viscous fluid is denser), buoyancy may
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also play an important role in the process. Based on these observations, we now propose
a model to describe the motion of a swimmer immersed in a fluid of non-homogeneous
viscosity. Following the experimental setup, the rigid swimmer consists of a cylindrical head
and a helical tail. It rotates at a fixed angular speed Ω, causing the tail to rotate and push
on the surrounding fluid, thus propelling the swimmer forward with velocity U. The size of
the swimmer, velocity of motion and the viscosity of the fluid media are such that inertia
can be neglected and we are in the creeping flow conditions. Assuming that the classical
resistive-force theory of slender filaments [119] remains applicable locally at each point





(u · τ )τ , (4.3)
where ζ⊥ and ζ∥ are, respectively, the perpendicular and parallel drag coefficients per unit







where the superscripts denote head (H) and tail (T ). We also ignore hydrodynamic inter-
actions between the tail and the head, an assumption that we can check a posteriori to be
reasonable given the comparison between the model and the experimental results Using
force balance we can then relate the swimming velocity to the angular velocity with a lin-
ear relationship, U = SΩ, with a prefactor S that can be determined for different viscosity
profiles. We start below with a sharp (step) function, which is a good approximation to a
mixture of two miscible fluids of different viscosities at early times. We will next generalise
to a continuous profile. We then complete the model by adding the effect of gravity to our
calculations. The predictions of the model are finally compared against experimental data.
4.4.1 Sharp viscosity gradient
We start by analysing the motion at early times when the gradient in viscosity is sharp. In




′ z ≤ 0
µ2 = µ 0 ≤ z
, (4.5)
where z = 0 denotes the location of the interface (see Fig. 1). The analysis below will be
valid for any viscosity distribution and any orientation. Indeed, if we express the swimming
speed as a function of the distance from the head to the fluid interface, instead of the vertical
coordinate z, we can describe the dynamics in cases I and III (head-forward negative and




















Fig. 4.12 Helical swimmer crossing a sharp viscosity gradient.
positive gradient) by taking µ ′ < µ and µ < µ ′, respectively. As discussed in §4.5.1, the
tail-forward dynamics then follows from the reversibility of Stokes flow.
4.4.2 Head-first interaction
4.4.2.1 Head crossing
When the head crosses the viscosity gradient first (Fig. 4.12, left), we model the drag exerted
on each part of the head, as that experienced in an infinite fluid of viscosity µ1 = µ ′ or

















where LH1,2 are the lengths of the portions of the head above and below the interface (which
therefore change in time as the swimmer moves through the interface). The resistance
coefficients ζ H∥1,2 are proportional to the corresponding local viscosities and depend on the
geometry of the head [150]. The tail is modelled as a right-handed helix of radius R and pitch
angle ψ . We parametrise it using the arc-length s = Rϕ/sinψ , where ϕ is the azimuthal
coordinate. The position x(s, t) of a material point on the tail is therefore given by (see
Fig. 4.12)
x(s, t) = Rcos(2πs/ℓ+Ωt)ex +Rsin(2πs/ℓ+Ωt)ey +(Ut +bs)ez, (4.7)
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where ℓ= 2πR/sinψ is the arc-length per helical turn and b = cosψ . The tangent (τ ) and
velocity vectors (u) are obtained by differentiation with respect to s and t respectively
τ (s) =−sinψ sin(2πs/ℓ+Ωt)ex + sinψ cos(2πs/ℓ+Ωt)ey + cosψez, (4.8)
u(s) =−RΩsin(2πs/ℓ+Ωt)ex +RΩcos(2πs/ℓ+Ωt)ey +Uez. (4.9)
























(u · τ )τ ds, (4.10)
where ζ T⊥1 , ζ
T
∥1 are the perpendicular and parallel drag coefficients for the helix center line
filament and β T = ζ T∥1/ζ
T
⊥1 , approximately equal to 1/2 in the slender limit [119]. Ignoring
end effects, the propulsive force acts mainly in the z direction, therefore we evaluate

































We obtain the swimming velocity in terms of the angular velocity, by imposing the free

















Using the condition LH1 +LH2 = LH and defining λ ≡ LT/LH , ξ ≡ ζ T⊥1/ζ
H
∥1 and ℓH ≡ LH2/LH ,














+ξ λ (1+(β T −1)cos2 ψ)
, (4.13)
where h ≡ H/LH is the dimensionless position of the swimmer’s head.
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4.4.2.2 Tail crossing
After the head has crossed the interface completely (h = 1) the force balance changes. In this
case, the head is completely immersed in the fluid of viscosity µ2 and the drag on the head is
given by
FD =−ζ H∥2LHUez. (4.14)
On the other hand, the propulsive force from the tail as it crosses the interface (Fig. 4.12,
























where β T is independent of the viscosities. Applying the free swimming condition along z,


























1+(β T −1)cos2 ψ
) , (4.16)






∥1 = ξ and defined ℓT ≡ LT1/LT . The po-
sition of the top part of the head is now H = LH [1+λ (1− ℓT )], so we can rewrite Eq. (4.16)






















1+(β T −1)cos2 ψ
) . (4.17)
4.4.2.3 Summary
In the calculations above we obtained that U1(ℓH = 0) =U2(ℓT = 0) =U0, so the swimming
speeds are identical when the swimmer is completely immersed in either of the two fluids.
The final speed of the swimmer is then given parametrically by
U(h) =

U0 h < 0,
U1(h) 0 ≤ h ≤ 1,
U2(h) 1 < h < 1+λ ,
U0 1+λ < h.
(4.18)
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We further note that the information about the direction of motion is only embedded
in the values of the viscosities, hence Eq. (4.18) is the swimming speed in case I when
µ1 = µ
′ < µ2 = µ , and case III for the choice µ < µ ′.
4.4.3 Swimmer position






A1 = ξ λ (1−β T )Rsinψ cosψ, (4.20)























(1+(β T −1)cos2 ψ), (4.27)
where λ ′ = λ − (µ2 −µ1)/µ1.
The swimming speed is the derivative with respect to time of the position of the head,
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= Ω(t −T1), (4.30)
where T1 = LH(2B1+C1)/(2A1Ω) satisfies h(T1) = 1, that is, T1 is the time at which the head
has fully crossed the interface. Taking the condition h(0) = 0, we then chose the positive

























where we used equations Eq. (4.24)-Eq. (4.27) while T2 =LH [cosψ ln(µ2/µ1)+C2λ ]/(D2Ω)+
T1 is the time at which the tail has completely crossed the interface, solution to h2(T2) = 1+λ .
As the swimming speed is constant, U =U0, for h ≤ 0 and 1+λ ≤ h, or equivalently t ≤ 0
and T2 ≤ t, the position of the head as a function of time is given by
h(t) =

U0t t ≤ 0,
h1(t) 0 ≤ t ≤ T1,
h2(t) T1 ≤ t ≤ T2,
1+λ +U0(t −T2) T2 ≤ t.
(4.33)
4.4.4 Buoyancy
In order to maintain a stable two-fluid configuration, the fluids must have different densities.
Experimentally, salt was added to the high-viscosity fluid to slightly increase its density. The
effect on the swimmer is to add a buoyancy term in the force balance equation (FD +Fp +
Fg) · ez = 0, where the buoyancy term is given by
Fg1 =
[
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for 1 ≤ h ≤ 1+λ . Here ρH and ρT are the effective densities of the head and the helical
tail respectively, the density of fluid i = 1,2 is denoted by ρi and g is the gravitational
acceleration. As none of these expressions contain the swimming speed U explicitly, we can















Fg2 · ez cosψ






(1+(β T −1)cos2 ψ)
. (4.37)

































where Bi and Ci are as given in Eqs. (4.21), (4.22), (4.26) and (4.27).
4.5 Continuous interface model
At short times after depositing the fluids in the tank, the interface between the two fluid
mixture is sharp and the analysis of Section 4.4.1 is appropriate. At later times however, the
components responsible for the increase in the viscosity of the fluid mixture diffuse, and
therefore so does the viscosity profile (see our measurements in §4.2.1). Therefore, we need
to include into our calculations for the swimming speed, the case in which the viscosity
distribution is continuous. We can achieve this by using a local drag coefficient ζ H,T⊥,∥ (µ(z))
in the resistive force calculation above. Here, µ(z) represents the local viscosity of the fluid
at some point on the swimmer’s body at a distance z from the fluid interface. Considering
a viscosity profile µ(z) such that µ(z →−∞)→ µ ′ and µ(z → ∞)→ µ (see Fig. 4.13), the













Fig. 4.13 Continuous viscosity gradient with a transition region of size ∆. Left, a linear
viscosity profile between two fluid layers of viscosities µ ′ and µ . Right, a diffuse layer with
∆ ∼
√
Dt, where D is the diffusivity of µ(z).
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where µ̃(z) = µ(LHz), ρ̃(z) = ρ(LHz) with ρ(z) the continuous density distribution of the
fluid along z. Applying the free swimming condition FD +Fp +Fg = 0, and solving for U ,
























(1+(β T −1)cos2 ψ)
, (4.43)
Notice that the transition between µ ′ and µ does not have to be monotonic, but in order to
apply this model to the experiments presented in §4.3, we will chose a monotonic viscosity
profile, with a transition region δ ≡∆/LH , such as the linear and diffuse distributions depicted
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in Figure 4.13. Again, the dynamics in cases I and III are obtained by setting µ ′ < µ and
µ < µ ′, respectively. The position of the swimmer as a function of time h(t) can then be





Note that this might not be solvable analytically for an arbitrary viscosity profile, but it is
straightforward to do numerically. As a final remark, we can recover the swimming speed in
the two-fluid case, by setting µ̃(z < 0) = µ ′, µ̃(z > 0) = µ in Eq. (4.43). And in general, for
any discrete number of fluid layers the swimming speed is obtained by replacing the integrals
in Eq. (4.43) by the appropriate sums.
4.5.1 Head-first vs tail-forward approach
The calculations above were all carried out in the case where the head of the swimmer crosses
the interface first (pusher mode). Since the motion is dominated by viscosity, expressions
for the speed when the swimmer approaches the interface with the tail first may then be
obtained by time reversal. Indeed, time reversal of Stokes flow corresponds to the map
{U,Ω,h,µ ′,µ} 7→ {−U,−Ω,−h,µ,µ ′}, therefore the tail-forward approach is obtained by
evaluating Eq. (4.43) at h′ =−h+λ +1, where the translation λ +1 comes from the fact that
h′ = 0 corresponds to the moment when the tail meets the fluid interface. Note that we need
to be careful with the sign of the gravitational field, and to remember that in the experiments,
the high viscosity fluid always sits at the bottom, so Fg · ez < 0 when the swimmer crosses
from high to low viscosity and vice-versa.
4.5.2 Model predictions: Parameter dependence
Before comparing the model predictions with the experimental data, we explore the impact
of the different parameters of the problem on the swimming speed. One of the advantages
of the model developed here is that it allows us to explore a wider set of conditions than
those attainable experimentally. In this and the following section we will adopt the con-
vention µ ′ < µ for clarity. This means that, when the swimmer moves up the gradient,
µ(h →−∞)→ µ ′ and µ(h → ∞)→ µ . When the swimmer moves down the gradient, we
swap µ ′ and µ . Furthermore, we will use the terminology defined in Table 4.1 to refer to the
different swimming conditions.
To simplify the interpretation of predictions, we first neglect buoyancy; in such a case, the
time-reversal symmetry between the head-forward and tail-forward is exact. The dimensional
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parameters we are left with are the sizes of the swimmer (LH , rH , LT , rT ) and the pitch of the
helical tail (PT ). Another length scale is the size of the transition region (∆) or, equivalently,
the time at which the experiment is performed after the two-fluid mixture is set up. We
will keep the proportions of the head fixed as well as the pitch and thickness of the helical
filament so that we are left with two dimensionless parameters: δ = ∆/LH and λ = Lh/LH ,
which quantify the relative size of the transition region and the size of the tail compared to
the head of the swimmer. Finally, we will also consider variations in the viscosity ratio of the
initial two mixture fluid, i.e. µ/µ ′.
In Fig. 4.14 we first show the swimming speed as a function of the distance between
the head and the fluid-fluid interface (normalised by the initial, and terminal, speed U0).
We assume that the viscosity varies linearly between the two experimental values, µ ′ =
µ− = 0.55 Pa · s and µ = µ+ = 2.74 Pa · s, and we take the head and tail to have the same
lengths, i.e. λ = 1. In panel (a) we consider Case I, and the fluid interface is located at
h = 0. The speed is constant when the swimmer is completely immersed on the low viscosity
fluid. As the head crosses the interface, the drag increases but the propulsion stays the same,
therefore the speed decreases. Once the tail meets the interface, the propulsion starts to
increase thereby compensating the drag, and thus the speed increases until it plateaus back
to a constant speed. Panel (b) shows the speed of the swimmer in Case III. Here the drag
reduces as the head traverses the interface, hence the swimming speed increases until the tail
meets the interface, when the propulsion starts decreasing, compensating for the lower drag.
This continues until the swimmer is completely immersed in the top fluid, at which point the
speed reaches a new constant value.
The speed of the swimmer in Case II (tail-forward) may be obtained by reflecting
Fig. 4.14 (b) on the vertical axis h = 1, with h now measured from the tip of the tail to
the interface. Similarly for Case IV, we reflect Fig. 4.14 (a). Notice that for λ = 1, this
reflection corresponds to the transformation h →−h+1+λ . In general, for arbitrary λ , we
need to reflect on the axis h = (1+λ )/2 in order to obtain the swimming speed in the tail
forward scenarios. Therefore, the behaviour of the swimming speed is reversed in the tail
first approach: the swimming speed increases when it crosses from low to high viscosity and
vice-versa.
We next show in Fig. 4.15 (a) and (b) analogous graphs to those in Fig. 4.14 for a
diffusive viscosity gradient with different values of the transition length scale ∆ = 2
√
2Dt.
The behaviour is seen to be qualitatively the same as in the linear case. We also show the
position of the swimmer as a function of time for the same conditions in Fig. 4.15 (c) and
(d). The evolution of the position is seen to not strongly depend on the width of the viscosity
transition region, with the strongest variability occurring for Case I [panel (c)].
































Fig. 4.14 Swimming speed in a linear viscosity gradient for different widths of the tran-
sition region. (a) Case I, (b) Case III. The viscosities of the semi-infinite fluids on either
side of the interface are given by the experimental values, i.e. µ ′ = µ− = 0.55 Pa · s and
µ = µ+ = 2.74 Pa · s. The length of the tail and head are the same, i.e. λ = 1, and the
swimmer is neutrally buoyant in both fluids. The diagrams on the right indicate the direction
of motion, with dark and light gray representing high (µ) and low viscosity (µ ′) respectively.
The values are normalised by the terminal speed U0.


























































Fig. 4.15 Swimming speed and position in a diffusive viscosity gradient for different widths
of the transition region. (a) Case I, (b) Case III. The parameters {µ/µ ′,λ} are the same as in
Fig. 4.14.




























































Fig. 4.16 Swimming speed and position in a diffusive viscosity gradient for different values
of the viscosity ratio: µi/µ ′ = 1.0, 1.1, 2.0, 5.0, 10.0, 100.0 and 1000.0. (a), (c) Speed and
position, Case I; (b), (d) Speed and position, Case III. The width of the transition region is
δ = ∆/LH = 0.25, the viscosity of the top fluid is µ ′ = µ− = 0.55 Pa · s and λ = 1.
The behaviour of the swimmer dynamics with increasing values of the viscosity ratio
(µ/µ ′) is shown in Fig. 4.16 (for values δ = 0.25 and λ = 1). As could have been expected,
the viscosity ratio greatly influences the amount by which the speed of the swimmer changes
as it crosses the interface. In particular, when motion occurs from low to high viscosity, it
is possible for the swimmer to spend an arbitrarily long time crossing the gradient if the
viscosity ratio is large (see Fig. 4.16 (a) and (c)). In contrast, the effect on the dynamics
when the swimmer crosses from high to low viscosity is less pronounced, with the time spent
crossing the gradient decreasing by about 30% when the viscosity ratio is a thousand times
larger.
The impact of the dimensionless length of the tail (λ ) is next plotted in Fig. 4.17, for
4.6 Comparison with experiments 73
which we use the same size of the transition region and the viscosity values used in Fig. 4.14.
The speed of the swimmer is seen to increase with the length of its tail, as expected since it is
the tail that generates propulsion. We further observe that the time the swimmer takes to cross
the interface decreases with λ in both cases. We also observe that the speed changes less
for swimmers with long tails; indeed, if the tail is much larger than the size of the transition
region, then the propulsion remains almost the same during a crossing event. Therefore, we
expect swimmers with short tails to be less efficient at crossing the interface.
When buoyancy is considered, many additional parameters impact the penetration dy-
namics, in particular the relative densities between the swimmer’s tail, head and the densities
of the fluids. We did not explore all the dependencies, but it is important to point out two
possible scenarios. In the situation where the bottom fluid is significantly denser than the
top one, the swimmer could end up trapped at the interface between the two fluids in two
different ways. Case (i) is the one where the head dominates the weight of the swimmer and
case (ii) when the tail does. In case (i) the densities of the head and tail can be chosen in such
a way that the propulsion is sufficiently large for the swimmer to cross the interface when
moving head forwards down the viscosity gradient (assuming the bottom fluid is also the
more viscous one) but then for the relative weight of the head in the top fluid to be so large
that it opposes any further propulsion. Symmetrically, in case (ii), when the tail dominates
the weight of the swimmer, it would be possible for the head of the swimmer, moving head
first, to be light enough so as to provide buoyancy able to cancel the propulsion generated by
the tail when the swimmer moves up the gradient. In both cases the swimmer would thus end
up being trapped at the interface, like a buoy.
4.6 Comparison with experiments
4.6.1 Positive viscosity gradient
In this section we compare the predictions of our model to the experiments of §4.3. We begin
with the situation where the swimmer crosses the interface from the low to the high-viscosity
domain and we start by analysing Case I, in which the head approaches the interface first.
The swimmer moves at a constant speed when it is completely immersed in fluid 1. When
the head reaches the interface, based on the results from the previous section, we expect the
speed to decrease due to an increase in drag experienced by the head. When the tail meets
the interface, the propulsion should then start to increase until it compensates the higher
drag, achieving a constant terminal speed. Indeed, both Eq. (4.43) and the experimental data
confirm this.






























































Fig. 4.17 Swimming speed and position in a diffusive viscosity gradient for different values
of the tail to head size ratio, λ . (a), (c) Speed and position, Case I; (b), (c) Speed and position,
Case III. The width of the transition region is δ = ∆/LH = 0.25 and the viscosity ratio is the
same as in Fig. 4.14 (experimental values).
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Fig. 4.18 Comparison between experiments and data for Case I (i.e. head-forward (pusher)
swimmer crossing a positive viscosity gradient): Speed of the swimmer as a function of the
dimensionless position of the head h with respect to the interface located at h = 0. The speed
is normalised by the speed in the fluid of high viscosity, U+ =U(h → ∞). We display the
measurements early after the viscosity gradient has been set up ([N]arrow gradient): triangles
(experiment) and blue solid line (model), and sixteen hours after ([W]ide gradient): circles
(experiment) and red dashed line (model).
We plot in Fig. 4.18 the speed of the swimmer (normalised by the swimming speed
in the high-viscosity fluid) as a function of the dimensionless position of the head h; the
swimmer starts from the low-viscosity fluid (µ ′ = µ− = 0.55Pa · s) and approaches the
interface head-forward. We compare the experimental data against our model, Eq. (4.43),
using the experimental parameters, i.e. λ = 1, µ = µ+ = 2.74 Pa · s, ρ ′ = ρ− = 1310 kg/m3,
ρ = ρ+ = 1370 kg/m3 and an average density ρs = 1270 kg/m3 for the swimmer. The size
of the transition region δ is obtained by the procedure described in §4.2.1. With no additional
fitting parameters, we observe that our model matches the experiments very well specially at
early times [in the narrow viscosity gradient, indicated by (N)]. The model is able to predict
also that the speed reduction decreases with an increase in the thickness of the fluid interface,
δ .
Note that the swimming speed drops dramatically to less than 10% of its initial value
when crossing the interface. This is a result of the combination of drag and buoyancy: as the
swimmer crosses the interface, its velocity is reduced both by an increase in drag and by an
increase in buoyancy (since the swimmer is slightly buoyant in both fluids, this is the least
favourable case).
In contrast to the head first approach, in Case II (tail-forward motion) we expect the
swimmer to speed up as it traverses the viscosity gradient, this as a result of an increase
in propulsion. When the head meets the interface, the drag increases and the speed should
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Fig. 4.19 Comparison between experiments and data for Case II (tail-forward (puller) swim-
mer in a positive viscosity gradient). The speed of the swimmer is plotted as a function of
the dimensionless position of the tail h with respect to the interface located at h = 0, and
the speed is normalised by that in the high-viscosity fluid, U+ =U(h → ∞). We show the
measurements soon after the viscosity gradient has been set up ([N]arrow gradient case):
triangles (experiment) and blue solid line (model), as well as sixteen hours after the start of
the experiment ([W]ide gradient case): circles (experiment) and red dashed line (model).
decrease, until the swimmer achieves a constant speed. Both our model in Eq. (4.43) and the
experiments agree with this behaviour, as shown in Fig. 4.19; we use the same values for the
parameters λ and ρs as in Figs. 4.18 and 4.21. The position h is now measured from the tip of
the tail to the interface. We swap the values of the viscosities and densities µ ′ = µ+, µ = µ−,
ρ ′ = ρ+ and ρ = ρ−, to be consistent with reversibility and the speed is still normalised
by U+. Here, we also observe that the model can reproduce the experimental behaviour,
especially at early times. It can also capture the reduction of the increase in speed with the
width of the transition region δ .
4.6.2 Negative viscosity gradient
We now move on to the case where the swimmer crosses the interface from the high to
the low-viscosity region, that is swimming down the gradient. To compare the results
against our model, Eq. (4.43), we use the same set of the parameters: µ ′ = µ+ = 2.74 Pa · s,
µ = µ− = 0.55Pa · s, ρ ′ = ρ+ = 1370 kg/m3, ρ = ρ− = 1310 kg/m3, ρs = 1270 kg/m3 and
λ = 1. The width of the transition region, δ , is obtain as before by fitting Eq. (4.2) to the
experimental data.
In Case III (head-forward) we expect to see a behaviour opposite to that of Case I. Again,
the swimmer travels at constant speed when it is completely immersed in the high viscosity
















Fig. 4.20 Viscous entrainment of the high-viscosity fluid by the swimmer. (a) Experimental
picture showing the swimmer moving down the gradient and entraining some of the high-
viscosity fluid as it crosses the interface, regardless of its orientation relative to the interface.
(b) The entrained fluid accounts for an increase in the apparent density of the swimmer from
ρs = Ms/Vs to ρ̄ = [1+α(h)]ρs, where α depends on the mass of fluid dragged along with
the swimmer, M f = ρ fVf , as given in Eq. (4.45).
fluid. As predicted by our model, when the head crosses the interface we would expect the
drag experienced by the swimmer to decrease, resulting in an increase in the swimming speed.
Then, when the tail reaches the interface, the propulsion should decrease, compensating
for the reduced drag, until the swimming speed reaches a constant value. However, the
experimental data show a completely different behaviour. We plot in Fig. 4.21 a comparison
between the experimental data and the predictions of Eq. (4.43) (theoretical predictions are
shown in thin lines). In the experiments, the swimmer seems to maintain a constant speed
as the head crosses the interface. When the tail then meets the interface, the speed starts
decreasing. It is only once the swimmer has fully crossed and is completely immersed in the
low viscosity fluid that the speed starts to increase.
Based on experimental observations, we hypothesise that this counter-intuitive behaviour
is due to the head of the swimmer entraining a significant amount of high-viscosity fluid with
it as it crosses into the low-viscosity region, thereby increasing its effective density and being
slowed down. We show experimental evidence of this entrainment in Fig. 4.20 (a).
It is difficult to precisely calculate the amount of fluid that the swimmer entrains.
However, we can use our model to show that an increase in the effective swimmer density
leads to theoretical results closer to what is observed experimentally. In order to do that, we
assume that the swimmer has an average density ρs which increases by a height-dependent
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Fig. 4.21 Comparison between experiments and data for Case III (i.e. head-first swimmer
(pusher) crossing a negative viscosity gradient). We plot the dimensionless speed of the
swimmer as a function of the dimensionless position of the head h measured relative to the
interface located at h = 0. The speed of the swimmer is normalised by the speed in the high
viscosity fluid, U+ =U(h →−∞). We display the measurements early after the viscosity
gradient has been set up ([N]arrow gradient): triangles (experiment) and blue solid line
(model), and sixteen hours after ([W]ide gradient): circles (experiment) and red dashed line
(model). The figure on the left show the predictions of the original model, not taking into
account entrainment, while the plot on the right the modified model with variable buoyancy
and αmax = 0.1.
fraction α(h) as [1+α(h)]ρs. The increase is set explicitly by the relation
ρ̄(h) = [1+α(h)]ρs =
Ms +M f (h)
Vs +Vf (h)
, (4.45)
where {Ms,Vs}, {M f ,Vf } are the masses and volumes of the swimmer and the entrained
fluid (see Fig. 4.20(b)). Therefore the maximum increase in density is obtained in the limit
1 ≪ Vf /Vs and is given by αmax = (ρ f −ρs)/ρs. Once the density reaches its maximum,
the fluid slides-off and the density decreases. This observation is consistent with previous
calculations for the drift volume entrained by organisms in density stratified media [151].
At small Peclet number (i.e. for advection dominated by diffusion), the drift volume is a
symmetric function of the distance to a reference line and it decreases as the swimmer moves
away [151]. For finite Peclet number, the drift volume remains symmetric provided the
Richardson number is small (i.e. for buoyancy negligible compared to viscous stresses).
Here we assume the shape remains symmetric and we set α to be a Gaussian function with
variance [(1+λ )/2+δ ]2 and maximum αmax at h = 1+λ + δ . This means that: (i) the
changes in apparent density are negligible before the swimmer meets the interface, (ii) the
maximum increase in density occurs when the swimmer has fully crossed the interface, and
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Fig. 4.22 Comparison between experiments and data for Case IV (tail-first swimmer (puller)
crossing the viscosity gradients from high to low viscosity): Speed of the swimmer as a
function of the dimensionless position of the tail h with respect to the interface located
at h = 0. Values for the speed are normalised by the speed in the high viscosity fluid
U+ =U(h →−∞). We display the measurements early after the viscosity gradient has been
set up ([N]arrow gradient): triangles (experiment) and blue solid line (model), and sixteen
hours after ([W]ide gradient): circles (experiment) and red dashed line (model). The figure
on the left show the predictions of the original model while the plot on the right the modified
model with variable buoyancy and αmax = 0.1.
(iii) most of the dragged fluid slides off after the swimmer has travelled the same distance it
did before accumulating the maximum amount of entrained fluid. Although this approach
is a phenomenological way to account for the effect of the drift volume, it shows that an
increase in the effective swimmer density plays an important role in the dynamics. We show
in Fig. 4.21 the predictions of the modified model with the increase in density as thick lines.
This new model is now able to capture the qualitative features observed in experiments.
We finally address the situation in Case IV with a swimmer approaching the interface
tail-forward (puller case). Here we expect the swimming speed to slow down as the swimmer
crosses the gradient as a result of a decrease in propulsion. As soon as the head meets the
interface the drag should decrease, compensating for the lower propulsion, until the speed
reaches a constant value. However we can see in Fig. 4.22 that, in the experiments, the
swimmer does not speed up until it has completely crossed the viscosity gradient (h = 0),
unlike the predictions from the original model (thin lines). An increase in the effective
density of the swimmer due to entrainment of the high-viscosity fluid might here also be at
the origin of this result. We use the modified model outlined above and plot its predictions in
Fig. 4.22 as thick lines; we see that the new model is able to come closer to the experimental
data. As for case II, here h is measured from the tip of the tail and we flip the values of the
viscosities and densities to be consistent with reversibility, µ ′ = µ−, µ = µ+, ρ ′ = ρ− and
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ρ = ρ+.
Since the viscosity of the bottom fluid is five times larger than that of the top fluid, the
deformation of the interface and the amount of fluid that the swimmer carries with it are much
smaller when it moves up the gradient (small entrainment of the low-viscosity fluid into the
other one) than when it moves down the gradient (larger entrainment of the large-viscosity




In this chapter, we present a joint experimental-theoretical study of the dynamics of
synthetic magnetic helical swimmers moving across viscosity gradients between two miscible
fluids. The viscosity gradients are seen to play a significant role in the swimming dynamics.
For motion up the viscosity gradient, there are two possible behaviours: first, for up the
gradient motion, if the swimmer moves head-forward (pusher mode), its speed reduces due
to an increase in drag. On the other hand, the swimmer speeds up when it swims tail-forward
(puller mode), due to an increase in the viscous propulsion. When the swimmer moves from
high to low-viscosity regions, the opposite behaviour is expected, i.e. the swimming speed
should increase if the swimmer moves head-forward and decrease if it moves tail-forward.
However, we observe in experiments that the swimmer slows down in both cases. We
hypothesise that buoyancy forces, resulting from entrainment of the high-viscosity fluid,
are responsible for such counter-intuitive behaviour: as the swimmer traverses the gradient,
it drags a large amount of fluid with it, increasing its apparent mass and slowing it down.
We show evidence of this mechanism by modifying our model to include a buoyant term
that increases as the swimmer advances. Although our model is able to capture many of
the experimental features, it makes a number of simplifying assumptions, in particular
hydrodynamic interactions between the head and the tail are neglected and drift is modelled
in an ad-hoc fashion. We believe that improvements are possible and we hope to pursue them
in future work.
Outlook
Since we only focus on swimming motion parallel to the viscosity gradient, our model
cannot tackle the issue of viscotaxis for single swimmers. However, our results suggest that,
regardless of the viscous entrainment, it is always harder for a pusher-like swimmer to swim
up the gradient and that the opposite is true for a puller-like swimmer. Therefore, in addition
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to the reorientation of chiral swimmers in viscosity gradients [78], our results point to both
positive and negative collective viscotaxis as being not only possible but governed solely by
the motility pattern of the cells.
Specifically, let us consider microorganisms which perform a run-and-tumble dynamics,
as is the case for many bacteria [123, 152], and therefore swimmers that repeatedly stop
their motion to change direction. For simplicity, we can assume that the swimmer’s mode is
always the same, i.e. that it always remains a puller or a pusher. For example the bacterium
E. coli remains a pusher during its swimming motion. If the motility pattern of the swimmer
has a large positive directional persistence (i.e. the swimming direction after a reorientation
event is close to the previous direction), then pusher-like swimmers would be predicted to
statistically accumulate in regions of high viscosity (collective positive viscotaxis), because
individual swimmers would spend more time in regions were they swim slower. The opposite
situation would happen for puller-like swimmers (negative collective viscotaxis). In contrast,
if the directional persistence is negative (i.e. reorientation angles larger than 90◦ on average),
then pusher swimmers would exhibit negative collective viscotaxis while pullers would
display positive viscotaxis.
The situation is more complex for bacteria such as H. pylori that can switch between
swimming modes [137] or V. alginolyticus that exhibits a bi-modal motility pattern with
two different persistence parameters [152]. In the case of H. pylori, persistence is negative
and the cell switches between pusher and puller modes during its locomotion. Using our
results, we predict that a swimmer with this type of motility would accumulate in regions of
high viscosity. This, in turn, would be advantageous for the cell as it would tend to spend
longer times in the high-viscosity mucus layer that protects the stomach, ultimately leading
to penetration and colonization of the stomach wall.
The reorientation towards, or away from, the gradient might of course modify the collec-
tive viscotactic effect. A recent theoretical study concluded that a squirmer swimming in a
weak viscosity gradient will always reorient towards the direction of decreasing viscosity
(negative viscotaxis), regardless of the swimming mode, puller or pusher [84]. This effect
has been confirmed experimentally for the puller-like alga C. reinhardtii [153, 154], inde-
pendently. These studies showed that the green algae reorients against the viscosity gradient
and perform collective negative viscotaxis. These results would seem to support our findings,
however C. reinhardtii swims at constant propulsive force rather than with a constant beating
rate, therefore its swimming speed decreases with increasing viscosity. Therefore at small
viscosity ratios it is possible to observe a slight positive viscotactic effect, whereas for
large viscosity ratios the viscous torque is strong enough so that the algae move away from
high-viscosity regions. Another theoretical study found that positive viscotaxis is possible
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for a dumbbell swimmer which is driven by a force pulling on its leading pole while negative
viscotaxis happens for a dumbbell which is pushed on its back pole [78]. This suggests that
a pusher-like swimmer such as E. coli might also exhibit negative viscotaxis. However, a
detail calculation of the hydrodynamic torque on a rotating helix due to an imbalance in
the viscosity that it experiences is still lacking and therefore further investigation would be
necessary to draw definite conclusions.
The idealized system considered here was aimed to emulate biological processes. In
particular the one by which bacteria are capable of penetrating mucus layers or membranes to
cause infections. Even in this simplified situation, the process is seen to exhibit rich dynamics.
We hope that this first study will motivate further work on swimming in viscosity-stratified
fluids.
Chapter 5
Diffusion and Chemotaxis of
Bacteria-Driven Micro-swimmers
5.1 Introduction
A detailed mathematical analysis of the motility properties of bacteria-driven microswimmers
is essential for their optimal design and fabrication. In this chapter, we thus develop a
stochastic model for bio-hybrid spherical microswimmers with E. coli bacteria attached to
their surface. We derive analytical expressions for the rotational diffusion coefficient and the
mean squared displacement (MSD), based on the following assumptions: (i) low-Reynolds
number flow, (ii) a large number of uniformly attached bacteria, (iii) negligible thermal noise
compared to the random activity of each cell and (iv) run-and-tumble dynamics for each
bacterium.
The chapter is organised as follows. We describe the mathematical model and the
details of the simulations in §5.2. In §5.3 we derive expressions for the diffusivity and
effective velocity of the microswimmers. First, we consider the situation where the chemical
environment is homogeneous. Next, we investigate the effects of external chemical gradients,
assuming a linear response of each one of the attached bacteria. We show in particular that
the microswimmers inherit the chemotactic capabilities of the bacteria that propel them.
Our analytical results are validated against numerical simulations and past experimental
results [16, 90–93]. Finally, we conclude with a general discussion in §5.4.






Fig. 5.1 Bacteria-driven microswimmer. (a) Scanning electron microscope (SEM) image
of a 30 µm diameter bead with surface-attached bacteria. The individual cells are seen as
small dots on the smooth surface of the bead (reprinted by permission from Kim et al. [155].
Copyright 2012 from Springer Nature). (b) Schematic representation of a bacteria-driven
particle of radius R. The unit vectors eri and pi define the position and orientation of the i-th
bacterium. The total hydrodynamic force, F, and torque, M, are the sum of the applied forces
and torques by each bacterium, − f pi and −R f (eri ×pi) respectively.
5.2 Mathematical model and numerical simulations
5.2.1 Micro-swimmers in homogeneous environments
Following previous studies [91, 92], we model the microswimmers as passive spherical
particles of radius R with a number N of uniformly distributed bacteria attached to their
surface (see Fig. 5.1). Reported densities of attachment in experiments range from one
bacterium per 12 µm2 up to one per 7 µm2 [93]. The bacteria are assumed to be fixed
in position and orientation with respect to the surface of the particle. This condition is
satisfied in practice by using strong chemical binding such as streptavidin-biotin interactions
[92]. Previous numerical investigations suggest that the direction of the flagellar bundle is
unaffected by the fluid flow in the vicinity of the swimmer [91], therefore the flagellar bundle
is assumed to align with the orientation of the cell body with no change as the swimmer
moves.
Each cell is assumed to perform its own, independent run-and-tumble dynamics. The
reaction torques in the running and tumbling states have magnitudes |MR | ≃ 0.7pNµm
and |MT | ≃ 0.4pNµm respectively [92]. These torques can be neglected if we focus on





≪ f R, where f ∼ 0.3−0.48pN is
the average propulsive force exerted by each bacterium [92, 93] and the angle α defined in
Fig. 5.2 denotes the orientation of the bacterium flagella bundle with respect to the radial













Fig. 5.2 Notation for the location and orientation of each bacterium on the surface of the
particle. The i-th bacterium is located at xi = Reri where R is the radius of the particle and
eri is the radial unit vector defined by the polar and azimuth angles ϑi and ϕi with respect to
the body frame {x,y,z}. The orientation of the bacterium relative to the bead surface is given
by the unit vector pi, which is the radial unit vector defined by the polar and azimuth angles
αi and βi with respect to the local spherical coordinate system {eϑi,eϕi,eri}. Each bacterium
is assumed to push on the fluid along pi and thus to exert a force on the particle along −pi.




Fig. 5.3 The run-and-tumble motility pattern as a two-state Markov chain with transition
rates λR and λT from the tumbling to the running state and vice-versa, respectively. Typical
values of these rates for E. coli in homogeneous environments (no chemical gradients) are
λ−1
T
= 0.9 s and λ−1
R
= 0.1 s [125].
direction. In other words, for large particles, the reorientation of the swimmer is dominated
by the moment-arm torque induced by the propulsive forces of the cells. Finally, thermal
noise can also be neglected as it induces typical forces three orders of magnitude smaller
than the propulsive forces from the bacteria.
We model therefore each bacterium as a two-state machine which exerts a force of
magnitude f when running and no force when tumbling. The transition between the running
and the tumbling states is modelled as a continuous time Markov chain with transition rates
λR and λT from the tumbling to the running state and vice-versa, respectively (see Fig. 5.3).
The values for E. coli in homogeneous environments (no chemical gradients) are λR ≃ 10 s−1
and λT ≃ 10/9 s−1. Furthermore, the swimming motion occurs at low Reynolds number
Re ≃ 10−4 [125]. The linear and angular velocities of the microswimmer, denoted by V and
ω , are obtained by force and moment balance using Stokes law










where µ is the dynamic viscosity of the fluid, F and M are the total force and torque applied
by the surface-attached cells, while eri and pi are unit vectors which determine the position
and orientation of the i-th bacterium (see Figs. 5.1b and 5.2). Specifically, each bacterium
is assumed to push on the fluid along the direction pi of its bundle of flagellar filaments
and thus to exert a force on the particle along −pi. In equations Eq. (5.1) and Eq. (5.2), the
stochastic variable εi determines the state of the i-th bacterium with εi = 1 when running and
εi = 0 when tumbling. The position and orientation of the microswimmer evolve in time
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according to
Ẋ = V, (5.3)
ṅ = ω ×n, (5.4)
where the dot denotes a derivative with respect to time and n is a body-fixed unit vector.
We integrate Eq. (5.3) numerically using an Euler method and Eq. (5.4) using the mid point
method presented in Refs. [156, 157] with a time step dt = 0.01 s. We consider 104 different
configurations, sampling the geometrical angles ϑi, ϕi, αi and βi, which describe the location
and orientation of the cells on the bead surface (see Fig. 5.2), from uniform distributions in the
intervals [0,π], [0,2π), [αmax,αmin] and [0,2π) respectively. The maximum and minimum
deviation angles from the radial direction are αmin = 30◦ and αmax = 85◦ following Ref. [91].
5.2.2 Run-and-tumble dynamics
If we denote by pR(t) and pT (t) the probabilities of finding a particular bacterium in the
running and the tumbling states respectively, the master equation for the run-and-tumble













where λR and λT are the transitions rates defined earlier. The system in Eq. (5.5) can be easily














where A is a constant determined by the initial state of the bacterium. In particular, if the










λT −λT e−(λR+λT )t
λR +λT
 , (5.7)
where we denote by pRR(t), pT R(t) the probability for a bacterium to be running or tumbling
at time t given that it was running at time t = 0. Furthermore, in the steady state, the results
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In our numerical simulations, we assume that we have waited long enough so that the system
has reached the steady state. We therefore determine the state of the variables εi by sampling
a pseudo random number ri from a uniform distribution and comparing it with psR for the
first step and pRR(dt), pRT (dt) for the following steps. Here pRT is obtained from Eq. (5.6) by
taking pR(0) = 0. In the steady state, the mean of the variables εi(t) is




while the time autocorrelation is given by〈
εi(t)ε j(s)
〉
= P(εi(t) = 1,ε j(s) = 1)
= P(ε j(s) = 1|εi(t) = 1)psR. (5.10)
If the bacteria behave independently from each other, the probability of the j-th bacterium
being running at time s, given that the i-th bacterium is also running at time t, is pRR(|s− t|)















We will use equations Eq. (5.9) and Eq. (5.11) to evaluate the MSD bellow.
5.2.3 Chemotaxis of bacteria-driven microswimmers
Chemotaxis is included numerically in our model by modifying the tumbling rate of each
bacterium according to λT = λ
(0)
T
(1−Q(t)) where Q(t) is given as in Eq. (2.17). We make
the simplifying assumption that the particle is permeable to the chemical so that the chemical
gradient is not perturbed by its presence. In general, we should evaluate C(r(t)) in Eq. (2.17)
at the position of each cell. However, if we consider shallow gradients such that k|∇c|R ≪ 1,
then it is appropriate to neglect variations in concentration along the surface of the particle
and substitute the position of the centre of the microswimmer for r(t) in Eq. (2.17).
We run the simulation from the previous sections for an ensemble of 104 beads, now
evaluating the tumbling rate at each step using Eq. (2.17) with r(t) taken to be the posi-
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tion of the centre of the bead. We further take the position of the two impulses in the
kernel to coincide with the maximum and minimum of the response kernel measured
by Segall et al. [126], i.e. t1 ≃ 1s and t2 ≃ 3s. The intensity of the response is taken as
k = |K|max ×1s ≃ 0.3 µM−1 [133]. As we require the second term in brackets in Eq. (2.17)
to remain small and r(t)∼Ue(t2 − t1), where Ue ∼ 10 µm/s is the swimming speed of the
microswimmers [93], we choose k|∇c| ∼ 10−3 −10−2 µm−1, which corresponds to concen-
tration gradients |∇c| ∼ 3× 10−3 − 3× 10−2 mM/mm, so that k|∇c|R ∼ 10−2 − 10−1 and
the tumbling rate is reduced by approximately one tenth. The chemical gradient is set up
along the z direction.
5.3 Theoretical and numerical results
We start this section with the description of the three-dimensional trajectories of the mi-
croswimmers as obtained numerically and we observe that for long time-scales these become
three-dimensional random walks. We then introduce a coarse-grain model to describe the
diffusive behaviour of the microswimmers. We define the rotational diffusion coefficient, Dr,
the effective speed, Ue, the effective diffusion coefficient, De and derive analytical expres-
sions for each one of them. Next, we show that in the presence of a non uniform chemical
concentration field, to which the bacteria respond chemotactically, the microswimmers per-
form a biased random walk and we quantify their response in terms of a drift speed vd , for
which we derive an analytical expression. Throughout this section, we validate the analytical
results against our numerical simulations.
5.3.1 Three-dimensional trajectories of bacteria-driven microswim-
mers
We present first the results in isotropic environments, i.e. constant concentration field and
thus constant tumbling rate. Typical trajectories for the centre of the particle, resulting from
numerical integration of equations (5.3) and (5.4), are shown in Fig. 5.4. At short time
scales, the applied force and torque are nearly constant and the resulting trajectories are noisy
helices. For a given distribution of attached bacteria, the average force and torque acting on
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Fig. 5.4 Typical trajectories of bacteria-driven microswimmers of radius R = 10 µm with
bacteria density ρ = 1/12 µm−2, individual propulsive forces f = 0.48 pN, and transition
rates λ−1
T
= 0.9 s and λ−1
R
= 0.1 s. The simulation time is t = 5/(3Dr)≃ 224s, where Dr is














denotes the average over the probability distribution Eq. (5.6). Defining the








































In contrast, at longer times the trajectories become three-dimensional random walks and
their diffusive behaviour determines the motility properties of the microswimmers. It is well
known in the theory of Brownian motion that for a random walk governed by rotational
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where the angle brackets ⟨·⟩ denote ensemble average, Ue is the effective speed at which the
bead moves and τr is the orientation correlation time, which is the time scale of decay for
the orientation correlation function, ⟨n(0) ·n(t)⟩. In other words, τr is the time it takes the






2, which represents ballistic motion. On the other hand, for time
scales such that τr ≪ t the MSD is linear in t, a dependence typical in diffusion processes.








= 2U2e τr. (5.17)
Since De is a macroscopic property of the microswimmers, it is likely that a simplified
description of the trajectories ignoring the microscopic details would still lead to the same
result. Furthermore, ignoring the fine structure of the driving mechanism will render the
chemotaxis analysis more tractable (see §5.3.3). Inspired by this we propose a coarse grained
model as described in the next section. We will use this model to derive analytical expressions
for Ue, τr and De.
5.3.2 Coarse-grained modelling
We start by observing that the trajectories of the microswimmers such as those illustrated
in Fig. 5.4 and Fig. 5.5a consist of almost undisturbed helical paths interrupted by sudden
changes in direction. We thus construct a coarse-grain model replacing every helical trajectory
by a straight path along an average axis denoted by ûk for the kth path (see Fig. 5.5b). Each
straight path is travelled at a constant speed Ue for an average time T . The resulting trajectory
is therefore a chain of equal-length links. The polar and azimuthal angles between consecutive
paths ûi−1 and ûi are denoted by θi and φi respectively. We further take φi as uniformly
distributed, due to homogeneity of the space.
In polymer physics, a mathematically-identical setup is used in the freely-rotating chain
model of a polymer. In this context, the length of the chain links is defined by the Kuhn







= L(T ), (5.18)
where L(t) is the maximum possible length that the trajectory can have at time t. In order
to find L, we need to calculate the average speed at which the particle moves along the
coarse-grain trajectory.















































Fig. 5.5 Coarse graining the trajectories of particles. (a) Typical trajectory of a bacteria-
driven microswimmer with parameters: radius R = 10 µm, cell density ρ = 1/12 µm−2,
propulsive force f = 0.48 pN, and transition rates λ−1
T
= 0.9 s and λ−1
R
= 0.1 s. The
simulation time is t = 5/(3Dr)≃ 224s, where Dr is given by Eq. (5.31). The path of the
swimmer is plotted in dotted blue line and can be approximated by a coarse-grain trajectory
in the form of a random walk (solid red line). (b) The coarse-grain trajectory is analogous
to a freely rotating chain with equal-length links. The angle between two consecutive paths
ûi−1 and ûi is denoted by θi and the internal angle of rotation, denoted by φi, is the angle
between the planes generated by {ûi−2, ûi−1} and {ûi−1, ûi}.
5.3 Theoretical and numerical results 93
5.3.2.1 Effective speed
We define the effective speed as the ensemble average projection of the velocity along the























where ⟨·⟩p denotes the average over configurations. For a large number of bacteria N,
































where we have assumed that the bacteria behave independently of each other, that is〈
pi ·p j
〉
= δi, j. Notice that psR is the fraction of time that the bacteria exert a force on
the sphere, hence the effective speed is simply the average swimming speed of each bac-
terium v0 ≡ f psR/(6πµR) multiplied by the average number of bacteria pushing along the
axis of the helical path
√
N/3. Notably, for a fixed density of attached bacteria, Ue is inde-
pendent of the size of the microswimmer as N ∼ R2, this is in agreement with the numerical
results of Arabagi et al. [91]. On the other hand, Ue is proportional to the square root of
the number of bacteria, which is in agreement with the experimental results of Behkam et
al. [93].
Note that the definition of the effective speed in Eq. (5.19) requires | ⟨ω ⟩
ε
| ̸= 0; if the
distribution of bacteria is truly uniform this is not possible since in this case the total torque
Eq. (5.13) vanishes. In a similar way, for a truly uniform distribution of bacteria, the total
force, Eq. (5.12), also vanishes and therefore the swimming speed should vanish in the limit
N → ∞. This limit is not achievable for real bacteria since they have a finite size which
bounds the number of bacteria that can attach to the surface. Therefore Eq. (5.20) and the
calculations hereafter are only valid for particle size and density of attachment such that N is
large enough for the distribution of bacteria to be considered uniform, but finite so that small
fluctuations allow for small, but finite, linear and angular velocities.
Since the arc lenght of a helix is the same as that of a straight line traversed at the same
speed, the maximum length of the microswimmer’s trajectory, L(t), can be obtained by
considering the square root of Eq. (5.19) in the limit when ⟨V⟩
ε
is parallel to ⟨ω ⟩
ε
and









p and L(t) =
√
3Uet. Therefore,
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From rotational diffusion [120, 136], the correlation time is related to the rotational diffusion
coefficient Dr, in d spatial dimensions, by τr = [(d−1)Dr]−1. Therefore, for our microswim-
mer T−1 = 3Dr. The value of Dr depends on the distribution of the torque that acts on the
microswimmer, for example, reorientation due to thermal noise yields DTr = kBT/8πµR
3
from the Stokes-Einstein relation [120]. In the next section we will calculate the value of Dr
explicitly, considering the variance of the torque M given by Eq. (5.2).
5.3.2.2 Rotational diffusion coefficient
We now calculate the rotational diffusion coefficient for the particle by considering the
variance of its angular displacement. The orientation of the microswimmer at time t can be
obtained from its initial orientation by applying the rotation matrix R(t) = exp [Γ(t)], where





Given an orthonormal basis B = {ei}3i=1, the components of γ on B satisfy ⟨cos |γi|⟩= e−Drt ,
which in the Gaussian limit (thermal noise [136]) reduces to Var[γi] = 2Drt, where Var[·]
denotes the variance. For large N we may assume that γ is spherically uniform, thus we

























where Eq. (5.24) defines the vectors ci(s). The variance of the angle vector for a fixed
configuration of attached bacteria is then given by
















)2]ci(s1) · c j(s2)ds2ds1
1Strictly, we should include the time ordering operator as in Eq. (3.5), however, we can ignore time order as
we will consider all possible realizations of the angular velocity of the microswimmer.






























ci(s1) · ci(s2)ds2ds1. (5.25)













where the subscript ci denotes that the average is taken over the distributions of eri and pi,
which is equivalent to the average over the angles ϑi, ϕi, αi and βi. As the positions and
orientations of the bacteria are identically and independently distributed, the correlation
function on the right hand side of Eq. (5.26) does not depend on i, hence〈



































C (|s2 − s1|) = e−2Dr|s2−s1|, (5.28)
where we have used the fact that the orientation autocorrelation function is given by
C (t) = e−2Drt . On the other hand, since αi is the angle between eri and pi and the bac-






















Note that, in doing this approximation, we are ignoring the periodic component of the
correlation function of the vectors ci. As it can be seen in Fig. 5.7 this decays on a time scale
shorter than τr and, since we are interested on the diffusive behaviour of the microswimmer,
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we can ignore it2. A substitution of Eq. (5.29) into Eq. (5.24) yields















































We expect the rotational diffusion time scale to be larger than the running and tumbling times,















We note that Dr vanishes for αi = 0, and indeed if all the bacteria are oriented in the radial
direction they produce no moment-arm torque from their propulsive force and there is no
change in the orientation of the particle. To treat this case one must include the effect of the
reaction torques, the calculations are however more complicated since the direction of MT
varies in time with respect to the direction of MR. On the other hand, the effects of thermal
diffusion (which had been neglected) can be easily included by adding 6DT t to the MSD and
by replacing Dr by Dr +DTr where DT = kBT/6πµR and D
T
r = kBT/8πµR
3 are the thermal
translational and rotational diffusion coefficients respectively.
For a microswimmer immersed in water the viscosity is µ ≃ 10−3 pNs/µm2. With the
parameters f ≃ 5×10−1 pN, λR ≃ 10s−1, λT ≃ 1s−1 and ρ ≃ 10−1µm−2, we obtain











R−2 ≪ 1. For a uniform





≃ 0.71, hence the
condition Dr ≪ (λR +λT ) is accomplished provided that the particle is sufficiently large,
R ≳ 3 µm. We now proceed to calculate the microswimmers effective diffusion coefficient.





























Fig. 5.6 Mean squared displacement of bacteria-driven microswimmers as a function of time,
for fixed radius R = 10 µm and density of cells ρ = 1/12 µm−2. The parameters f , λT and
λR are the same as in Fig. 5.4. Circles: mean values for 10
4 different numerical realisations.





= 6Det and De given by Eq. (5.33). Dashed magenta line: instantaneous





2. Note that time is measured in units of τr ≃ 68s.
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5.3.2.3 Long-time diffusion of bacteria-driven microswimmers
We now use the results above to obtain an analytical expression for the effective diffusion
coefficient, De, defined by Eq. (5.17). Substitution of equations Eq. (5.20) and Eq. (5.31)











Our result makes two predictions with important consequences for experiments: (i) for a
setup with a uniform density of surface-attached bacteria, we predict that the long-time
diffusion coefficient increases with the square of the size of the particle; (ii) the diffusion
constant is, perhaps surprisingly, independent of the value of the propulsive force exerted by
each bacterium. Recall however that diffusion is obtained in the “long-time" limit, which is
defined as t ≫ D−1r ∼ f−2 and therefore a variation in the value of f changes this limit. Note
that when αi = π/2 for all i, we obtain a maximum value for the rotational diffusion and
therefore a minimum value of the linear diffusion. In contrast, when αi = 0 for all swimmers
we obtain a singular expression for the diffusion coefficient, due to the fact that there is no
reorientation as discussed in §5.3.2.2. This result might appear counter intuitive, as one
would expect that a large number of uniformly distributed radial forces acting on a sphere
should account for no net thrust. However, this is only true if the time autocorrelation of
the forces decays to zero. As the autocorrelation of the epsilon variables decays to a finite
value, (ps
R
)2 from Eq. (5.11), so does the velocity correlation function, hence the ballistic
motion. Thermal fluctuations would make the particle reorient nevertheless, recovering a
finite diffusivity. Tilting the forces away from the radial direction allows for reorientation of
the sphere, reducing the probability of finding a given force pointing in the same direction at
two different times accounting for a vanishing autocorrelation at large time-scales, hence the
long-time diffusive behaviour for the case αi ̸= 0.
We next validate our analytical results against numerical simulations. In Fig. 5.6 we show
a log-log plot of the MSD as a function of time for a microswimmer of radius R = 10 µm,
with density of attached bacteria ρ = 1/12 µm−2, a propulsive force f = 0.48 pN and
transition rates λ−1
T
= 0.9 s and λ−1
R
= 0.1 s. Time is measured in units of τr ≃ 68s. At very
short times t ≲ τr/100 ∼ λ−1T = 0.9s, the force and torque remain constant and therefore the






2 (dashed magenta line). The solid blue line is Eq. (5.16) and, for times-scales




≃U2e t2. On the other hand, for
2The torque M fluctuates around its mean ⟨M⟩
ε
∝ b on a time-scale in the order of λ−1
T
which as seen below
is much smaller than τr.

















Fig. 5.7 Velocity correlation function of a bacteria-driven microswimmer of radius R= 10 µm
and density of bacteria ρ = 1/12 µm−2. The parameters f , λT and λR are the same as in
Fig. 5.4. The solid line shows the average over 104 realisations and the shaded region the
standard deviation. The dashed line is the theoretical prediction from C (t) = e−2Drt with Dr
given by Eq. (5.31).





by the dashed dotted green line, with De given by Eq. (5.33).
On Fig. 5.7 we illustrate the exponential decay of the velocity correlation function
(solid red line) for the same microswimmer. The dashed line is the theoretical prediction
of C (t) = e−2Drt with Dr = (2τ−1r ) and Ue given by equations Eq. (5.31) and Eq. (5.20)
respectively. The shaded region is the (numerical) standard deviation. The coarse-grain
model captures accurately the late time behaviour of the computational results. Finally,
Fig. 5.8 shows the dependence of De with the bead radius R, for a microswimmer with the
same set of parameters f , ρ , λR and λT . The red circles and error bars represent the numerical
mean and the standard deviation of De, which where obtained from a linear fit to the MSD
in the regime t > 3τr. The dashed blue line represents our theoretical prediction Eq. (5.33),
which agrees very well with the numerical results. The inset in Fig. 5.8 confirms that De is
independent of the propulsive force of the individual bacteria, f .
5.3.3 Chemotaxis of bacteria-driven microswimmers
In the previous sections, we analysed the motion of the microswimmers in chemically-
homogeneous environments. Here we consider the case where instead the surrounding









































Fig. 5.8 Effective diffusion coefficient of bacteria-driven microswimmer as a function of
the bead radius, R, for fixed density of cells ρ = 1/12 µm−2. The parameters f , λT and
λR are the same as in Fig. 5.4. Inset shows De as a function of the propulsive force f , for
a microswimmer of radius R = 10/,µm and the same set of parameters. Mean values are
shown in circles, error bars represent one standard deviation above and below the mean and
the dashed line is the theoretical prediction of Eq. (5.33).
environment has a (weak) gradient of a solute to which the cells respond chemotactically. The
question then emerges, whether the chemotaxis of individual cells translates to chemotaxis of
the particle to which they are attached? The answer is not obvious a priori since bacteria in
diametrically opposite positions on the particle can modify its motion in a symmetric fashion
and as a result the chemotactic response can be vanishing. Experiments show however that
the microswimmers perform indeed chemotaxis [90, 92]. Here we rationalise this result
using the coarse grained model developed in the last section and we give an analytical
expression for the chemotactic drift, which is validated against numerical simulations.
5.3.3.1 Chemotactic drift speed
As illustrated in the inset of Fig. 5.9, when the tumbling rate varies according to Eq. (2.17),
the trajectories are biased in the direction of increasing concentration (positive z) and the
drift increases with the magnitude of the chemical gradient. This result can be rationalised
observing that the coarse-grain model developed in §5.3.2 can be interpreted as follows: the
microswimmers are run-and-tumble particles with rate 1/T , swimming speed Ue, persistence
parameter ⟨cosθ⟩ = 0 and subject to rotational diffussion with intensity 2Dr. In the limit

















































Fig. 5.9 Drift speed of bacteria-driven microswimmers as a function of the bead radius, R,
for fixed cell density. The parameters ρ , f and λR are the same as in Fig. 5.4, λ
−1
0 = 0.9 s and
k|∇c|= 0.005 µm−1. Symbols show mean values from the simulations, error bars represent
the standard deviation and the dashed line is the theoretical prediction in Eq. (5.37). The
inset shows the biased trajectories in the direction of the chemical gradient for k|∇c|= 0.01
(left) and k|∇c|= 0.05 (right) with each figure showing 103 trajectories for a microswimmer
of radius R = 10 µm and the same set of parameters. In all cases, the simulation time is
t = 50/(3Dr)≃ 2240s, where Dr is given by Eq. (5.31).
k|∇c|R ≪ 1 the tumbling rate of each individual bacterium changes by the same fraction
Q(t) =
∫






















this means that for shallow gradients, the tumbling rate for the microswimmer decreases
in the same fashion as the tumbling rate for an individual bacterium, as long as λ (0)T ≪ λR .
Therefore, we can use the results of §2.2.2 to calculate the chemotactic drift for bacteria-








0 +2Dr)s ds. (5.35)
It is known that K(t) vanishes for t > 4s [126]. Furthermore, Dr decreases quadratically with
increasing R, therefore for sufficiently large radius of the particle we have 2Drs ≪ 1 for all





















Fig. 5.10 Drift speed of bacteria-driven microswimmers as a function of k|∇c| for a particle
of fixed radius R = 10 µm, The parameters ρ , f and λR are the same as in Fig. 5.4. The
remaining parameters are the same as in Fig. 5.9. Symbols show mean values from the
simulations, error bars represent the standard deviation and the dashed line is our prediction
from Eq. (5.37).
relevant values of s (for example, when R = 10 µm and ρ = 1/12 µm−2, 2Dr ≃ 0.015s−1)
and we may then expand the exponential in the last line of Eq. (5.35) to first order in the















where we have used Eq. (5.21) which leads to T−10 = 3Dr. Our prediction for vd is seen to
be independent of the radius of the particle and is linear in the concentration gradient. For
the particular choice of K(t) = k[δ (t − t1)−δ (t − t2)] used in our computations, we obtain
vd =
k|∇c|U2e (t2 − t1)
5
· (5.37)
These results are validated against our simulations in Figs. 5.9 and 5.10. In Fig. 5.9 we first
plot vd as a function of R for fixed k|∇c|, t1 = 1s, t2 = 3s, λ−10 = 0.9 s and the same set of
parameters f , ρ and λR as in the isotropic case. Correspondingly, we plot in Fig. 5.10 the drift
speed as a function of k|∇c| for fixed radius R = 10 µm and the same set of parameters. Once
again, the red circles and error bars represent the numerical values of the mean and standard
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deviation of vd . These values were obtained from a linear fit to the average displacement in
the regime t > 10τr. The dashed blue lines represent the prediction of Eq. (5.37) and we can
observe that the agreement with the numerical results is excellent.
5.4 Discussion
Summary
In this chapter, we developed a coarse-grain model that allows to accurately predict the
diffusive behaviour of bacteria-driven microswimmers, both in homogeneous environments
and in the presence of (weak) chemical gradients. The analytical expressions for the effective
diffusion coefficient De (Eq. 5.33) and the chemotactic drift speed vd (Eq. 5.37) were
validated against numerical simulations using the stochastic model presented in §5.2.1 with
Eq. (2.17) for the chemotactic change of the tumbling rate of the bacteria. We found that the
effective swimmer velocity, Ue, is independent of the swimmer size, but increases with the
square root of the number of surface-attached bacteria N, when N is large. On the other hand,
the rotational diffusion coefficient, Dr, increases linearly with N and is inversely proportional
to the particle radius R, in contrast with the thermal rotational diffusion coefficient DTr
which decreases as R−3. For shallow chemical gradients k|∇c|R ≪ 1, we found that the
microswimmers respond chemotactically if we assume that each bacterium on its surface
does, and that the resulting chemotactic drift speed is proportional to |∇c| and independent
of R, the latter being a consequence of the bacteria being constrained by the bead and each
bacterium experiencing the same change in concentration.
Comparison with experiments
The expression we obtained for the effective velocity can be directly compared with
experimental results. Behkam et al. reported Ue = 14.8±1.1 µm/s for microswimmers of
radius R = 10 µm and densities of attachment between one bacterium per 12 µm2 and 7 µm2
with f ≃ 0.48pN [93]. In comparison, our model predicts Ue ≃ 12.99−17.42 µm/s, in good
agreement. The same study also reported that the swimming speed increases with the square
root of the number of bacteria N, for N ≥ 10, as predicted theoretically. The same scaling
result was reported by Arabagi et al. [91] and Zhuang et al. [92]. Furthermore, both of these
studies reported swimming velocities independent of the particle radius in homogeneous en-
vironments as well as in the presence of a chemical gradient, again confirming our theoretical
results. Unfortunately there are no past experimental measurements of the effective diffusion
coefficient. In their numerical simulations however, Arabagi et al. [91] reported the value
De = 15185 µm2/s for a bead of radius R = 20 µm and f ≃ 0.48pN, in good agreement with
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Eq. (5.33) which predicts De ≃ 15802 µm2/s. Regarding the chemotactic drift of particles
with surface-attached bacteria, Zhuang et al. [90, 92] found that vd is proportional to the
magnitude of the chemical gradient and that it is independent of the particle size, both of
which are predicted by Eq. (5.37).
Outlook
The analytical results in this chapter will be useful for the practical design of bacteria-
driven microswimmers. The model can be extended to include other steering strategies such
as phototaxis, pH-taxis and external electromagnetic fields [97, 101]. The assumption of a
chemically permeable particle could also be relaxed, and the perturbation to the concentration
field by the presence of the particle (and the cells) should be solved for. Another possible
extension is the study of deformable random walkers, inspired by experiments with bacteria-
driven microswimmers in which E. coli are attached to red blood cells [158]. One of the
ultimate applications of bacteria-driven microswimmers is targeted drug delivery, which
requires a suspension of these particles to move collectively. A mathematical description of
the collective behaviour of multiple microswimmers is therefore needed and this requires an
explicit consideration of their hydrodynamic interactions. The interactions depend critically
on the distribution of attached bacteria on the surface of each particle, which can be controlled
using micro-manipulation [159] and nanoprinting methods [19, 160]. A theory including
hydrodynamic interactions, taking clues from classical work on active fluids [33, 161] will




A swimming bacterium can be modelled mathematically as a run-and-tumble particle (RTP),
which is an active swimmer that moves at a constant speed v0 for an average interval of time
λ
−1
T , a run, before changing its direction of motion, a tumble. The rate at which tumbles
occur is λT and they last for λ−1R which is the inverse of the running rate. Usually the
running rate is much bigger than the tumbling rate, that is λT ≪ λR, hence we can neglect
the duration of the tumbling event and consider the changes in direction as instantaneous.
The reorientation angle between consecutive paths β0 is considered to be isotropic and can
be characterised by a persistence parameter α = ⟨cosβ0⟩. In practice we are interested in the
long time behaviour of the RTP and we can ignore fluctuations in the running time and the
tumbling angle.
A bacterium swimming in the bulk will exhibit quasi-straight runs. In this case the
trajectory will resemble a random chain with straight links (see. Fig. 6.1). In contrast when
the bacterium moves next to a solid boundary, the runs become circular (see Fig. 6.2) as a
result of hydrodynamic interactions with the wall. In this chapter we analyse the long time
behaviour of an RTP in both cases, free-swimming (straight paths) and swimming next to a
wall (circular paths). The calculations are similar for both cases, therefore we start analysing
the free-swimming case, recovering classical results. In §6.2 we model run-and-tumble as
a jump diffusion process of constant rate λT , this allows us to derive an evolution equation
for the probability distribution P(x,p, t) of finding the RTP at position x, with orientation p
at time t. We treat the particular case of exponentially distributed waiting times in §6.2.2.1
and we derive analytical expressions for the effective diffusion coefficient De. We introduce
chemotaxis in §6.3 by allowing the tumbling rate to depend on a chemical concentration
gradient λT (t) = λT [C(x(t))]. In the case in which the concentration field changes slowly,
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we can expand P in powers of the concentration gradient |∇C| and compute the chemotactic
drift vd , which follows from the first moment of the position.
We generalise the calculations to the circle swimming case in §6.4. We calculate expres-
sions for the diffusivity and chemotactic drift, and show that both are always lower when
the RTP moves in circles. The effects of thermal fluctuations are discussed in §6.5, along
with a general discussion and comparison with previous models. Throughout the chapter
we focus on motion in two dimensions, but the analysis can be easily generalised to one or
three dimensions. Such two-dimensional motion can be achieved by strong confinement,
for example, if the cells swim in a thin fluid film squeezed between two solid plates then
run-and-tumble with straight paths is observed [116]. When one of the surfaces is removed,
then circle swimming can be recovered [112].
6.2 Free-swimming run-and-tumble
When swimming in the bulk, the trajectory of an RTP can be seen as a series of straight paths
of equal length v0/λT and directions {pi}Ni=0, such that pi ·pi+1 = α (with equal probability
for positive or negative tumbling angle), see Fig. 6.1. In this section we calculate the late
time motility properties of an RTP moving in free space. We proceed by considering the
random walk depicted in Fig 6.1 as a continuous process in time, this will allow us to derive
a Fokker–Planck like equation for the probability distribution of the position of the particle.
We can then calculate the moments of the position of the RTP, from which we can determine
the diffusivity and the randomisation time.
6.2.1 Equations of Motion
We consider a particle moving in two dimensions with position x = xex + yey and velocity v=
v0p, where v0 is a constant speed and p = cosβex + sinβey is a unit vector with orientation
β . The set {ex,ey} is the Cartesian basis for the Euclidean two dimensional space. Naturally,
the position of the RTP evolves according to ẋ = v. On the other, the orientation angle β will
evolve according to β̇ = ω(t), where ω is an stochastic process determined by the tumbling






βiδ (t − ti), (6.1)
where N(t) is a counting process with probability Pn(N), βi is the tumbling angle which
is distributed according to a density function q(βi), and δ (t) is the Dirac delta. Given the
















Fig. 6.1 Run and tumble trajectory in two dimensional flat space. The trajectory consists of
straight paths of equal length v0/λT with directions {pi}Ni=0 such that pi ·pi+1 = α , with α
the persistence parameter.
singular nature of δ (t), it is more convenient to consider equations for the increments in
position and orientation: δx = x(t + τ)− x(t) and δβ = β (t + τ)−β (t), during a small
interval of time τ . The evolution equations can then be written in the Ito convention as [162]
δx = v0 cosβ (t)τ, (6.2)









Both the position and orientation of the RTP are random variables, this means that all the
knowledge we can have about them will depend on the probability distribution P(x,β , t)
of finding the particle at position x with orientation β at time t. The idea now is to obtain
an evolution equation for P, with the aid of equations Eq. (6.2)-Eq. (6.4). When the noise
increments δβ are normally distributed, the resulting equation is called the Fokker–Planck
equation, hence we will refer to the evolution equation of P as the generalised Fokker–Planck
equation [163].
6.2.2 The generalised Fokker–Planck equation
In this section we derive the evolution equation for the probability P(x,β , t), following
the analysis presented by Denisov et al. in [163]. We start by defining the double Fourier













= Fk,ℓ [P(x,β , t)] . (6.5)
We now calculate the probability increment δPk,ℓ = Pk,ℓ(t + τ)−Pk,ℓ(t), where the time




































Using integration by parts and equations Eq. (6.2)-Eq. (6.4) we can show that the second












=−τFk,ℓ [∇ · (ẋP(x,β , t))] . (6.8)















P(x,β , t)e−ik·x−iℓβ (Fℓ(τ)−1) dxdydβ , (6.9)
where F(ζ ,τ) is the probability distribution of the stochastic process δβ and Fℓ(τ) its Fourier
transform. Taking the limit as τ → 0 of Eq. (6.7) and then the inverse Fourier transform we
obtain the generalised Fokker–Planck equation
∂
∂ t











P(x,ζ , t)Φ(β −ζ ) dζ , (6.10)
where Φ(ζ ) is defined as




(F(ζ ,τ)−δ (ζ )). (6.11)
We note that this expression is valid for any process δβ , not necessarily the one given in
Eq. (6.1). For example, when the reorientations are due to thermal noise, δβ follows a
Gaussian distribution with variance 2D, therefore Fℓ(τ) = e−Dτℓ
2 ≃ 1−Dτℓ2, after taking
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the inverse Fourier transform Eq. (6.10) reduces to
∂
∂ t









P = ∇ · [−ẋP+D∇P] , (6.12)
which is the well-known Fokker–Planck equation. Next we calculate Φ for the run-and-
tumble process Eq. (6.1).
6.2.2.1 Run-and-tumble diffusion
For convenience, we will consider that the number of tumbles follows a Poisson distribution
with rate λT , which is a good approximation according to experimental observations of
tumbling bacteria [125]. In this case Pn(N(t)) = (λT t)
n e−λT t/n! and we can calculate





⟨δ (ζ −δβ )|N(τ) = n⟩Pn(τ)






δ (ζ −δβ )∏
j
q(β j)dβ j, (6.13)
where q(β j) is the probability distribution of the tumbling angles. At first order in τ , only
the terms with P0 and P1 survive, as δβ = β1 for N(t) = 1 we have
F(ζ ,τ) = (1−λT τ)δ (ζ )+λT τq(ζ )+O(τ2), (6.14)
and hence, Φ(β ) = λT (q(β )−δ (β )). We ignore fluctuations on the tumbling angle between

















[P(x,y,β −β0, t)+P(x,y,β +β0, t)]−λT P(x,y,β , t). (6.15)
We solve the equation following an approach similar to that used in references [164] and
[165]. We decompose P in Fourier modes
P(x,β , t) =
1
2π ∑n∈Z
einβ−λT tg(n)pn(x, t), (6.16)
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where g(n) = 1− cos(nβ0) is chosen so that the left-hand-side and the terms proportional to






e−λT (g(n+σ)−g(n))t ℓ̂σ pn+σ , (6.17)
where ℓ̂σ = ∂/∂x+iσ∂/∂y. Note that the moments of cos(nβ ) involve only the n−th Fourier
modes p±n, in particular p0 corresponds to the probability distribution of finding the RTP at






∫ ∫ ⟨cosβ (t ′)cosβ (t ′′)⟩ dt ′′ dt ′, we should expect only a few of the Fourier
modes to be relevant. In fact we can show that truncating the hierarchy at n =±1 already
gives the correct result for the mean and mean squared displacement (see §6.5). Therefore,












e−λα t ℓ̂∓1 p0(x, t), (6.19)
where λα = λT (1−α). Differentiating Eq. (6.18) with respect to time we find that the
marginal distribution p0 evolves according to the telegrapher’s equation
p̈0 +λα ṗ0 −
v20
2
∆p0 = 0, (6.20)
where ∆ = ∇ ·∇ is the Laplace operator. The general solution can be obtained by expanding
p0 in planar wave modes eiq·x. Then applying the initial conditions p0|t=0 = δ (x) and



























We can now calculate the moments of the position vector x. The mean vanishes of course,
because the system is invariant under rotations. The variance on the other follows from
the fact that |x|2eiq·x =−∆qeiq·x and the integral representation of the delta function. Here
∆q = ∂
2/∂q2x +∂
2/∂q2y is the Laplacian in the q space. Hence, applying the formal definition
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From equation Eq. (6.22), we have that ∇qGq = (4v20/λ
2
α)(∂G/∂ζ )q and taking the diver-
gence we find [∆qGq]q=0 = 2(4v20/λ
2
α)[∂Gq/∂ζ ]ζ=0, where the factor of 2 comes from the

































where we defined the correlation time τr = λ−1α . Equation Eq. (6.24) is the well known result
derived by Lovely and Dahlquist [122] for the mean squared displacement of an RTP in
planar space with an effective diffusivity 4De = 2v20τr.
6.3 Run-and-tumble chemotaxis
Inspired by bacterial chemotaxis, we will assume that our RTP changes its tumbling rate λT
in response to a chemical concentration gradient C(x) on the plane. Following the classical de
Gennes analysis [132], we assume that the tumbling rate changes as λT (t) = λ
(0)
T (1−Q(t)),
where λ (0)T is the tumbling rate in a homogeneous environment and the fraction Q depends




K(t − s)C(x(s))ds. (6.25)
The kernel K(t) is usually considered to be a bilobed function such that
∫
Kdt = 0, a property
which accounts for adaptation. This means that for a constant concentration field the tumbling
rate is λ (0)T . We now consider a linear chemical concentration gradient
C(x(t)) =C0 + |∇C|x(t) · ex, (6.26)
with constant intensity |∇C|. The constant C0 is a reference concentration that we can ignore
as we assume adaptation. It is customary to approximate the memory kernel by a sum of
impulses K(t) = ∑kiδ (t −Ti), where ki is the intensity of the response at time Ti and satisfies
∑ki = 0. A special case is that of instantaneous changes according to the orientation of the
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RTP with respect to the chemical concentration gradient. In this case the dynamics is still
Markovian, that means that the probability distribution only depends on the present state and
not on the previous history. We address this case first in order to get some intuition on the
calculations. Then we will include details of the RTP trajectory history by introducing a set
of internal variables that will take care of the particle’s memory.
6.3.1 Non-adaptive chemotaxis
The instantaneous sensing limit is obtained by considering the memory kernel with only
two spikes at times T1 = T and T2 = T + τ with intensities k1 = k2 = k/(v0τ), in this
case λT (t) = λ
(0)
T (1− k|∇C|(x(t −T )− x(t −T − τ)/(v0τ))). Then, taking the simultane-
ous limit τ → 0, T → 0 we obtain
















T cosβ . This means that the RTP biases
its tumbling rate, depending on its instantaneous orientation with respect to the gradient. For
shallow gradients, the parameter ε will be small and we can make an asymptotic expansion
of the probability distribution P(x,β , t) as follows







λ (1)(t ′)dt ′g(n)
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where P(0,1)± = P





























The second term cancels the term proportional to λ (0)T in Eq. (6.29). Then comparing terms
































Again we truncate the hierarchy at first order. In this case, using g(0) = 0 and g(±1) = 1−α


















































α t ℓ̂∓1 p
(1)
0 . (6.34)























The right hand side is simplified by using Equations Eq. (6.18) and Eq. (6.19). The evolution
of the first order correction to the probability of finding the particle at position x at time t,

















Multiplying by x and integrating over the whole domain we find the evolution of the first





































From this we can deduce that the chemotactic drift is




which agrees with the de Gennes model [134] and the calculations of Schnitzer [127].
6.3.2 Adaptive chemotaxis
We now assume that the tumbling rate depends on the history of the trajectory as
λT (t) = λ
(0)













x(t −T )/v0. In this case, the dynamics
is no longer Markovian and it is necessary to consider the infinite set of joint probability dis-
tributions of observing positions x,x′,x′′, . . . at times t, t ′, t ′′, . . .. Calculating this distributions
is extremely difficult and we might not have any hope of finding them. Fortunately, we can
recover the Markovian structure if we consider three extra internal variables x′ = x(t −T ),
β ′ = β (t −T ) and Λ = ∫ t0 λ (1)T (t ′)dt ′. Then, we have to consider the probability distribution
P(x,β ,x′,β ′,Λ, t) of finding the RTP at position x = (x,y) with orientation β and internal
state (x′,β ′,Λ). Repeating the steps to derive the Fokker-Planck equation, we obtain




























P(x,β ,x′,β ′,Λ, t)dβ ′. (6.41)
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and we averaged over β ′, since the orientation at t − T is irrelevant for the chemotactic
drift. Expanding in Fourier modes with p(i)n = p
(i)
n (x,x′,β ′,Λ, t), and making an asymptotic
expansion in powers of ε as in Eq. (6.28) we find the hierarchy equations for the zeroth order






































































































































Again we have truncated the hierarchy at the first modes. Notice that after averaging equations
Eq. (6.42) and Eq. (6.43) over x′ and Λ, we recover equations Eq. (6.18) and Eq. (6.19). The
idea now is to calculate ˙⟨x⟩(1) to do so we start by taking the average of equations Eq. (6.44)
and Eq. (6.45) with respect to y, x′ and Λ, on doing so, the last two terms in both equations
drop. We can then take the time derivative to obtain




















































































To obtain the second line in Eq. (6.47) we integrated by parts and used the fact that the
probability distribution vanishes at infinity. Now, from Eq. (6.16) and the orthogonality of




































〉(0) dt ′. (6.49)
To finish, we remember that, at zeroth order, the distribution of orientations is isotropic,
therefore ⟨vx(t)vx(t ′)⟩(0) = ⟨v(t) ·v(t ′)⟩(0) /2, where v = ẋ and as the RTP moves at con-
stant speed we find ⟨vx(t)vx(t ′)⟩(0) = v20c(t − t ′)/2, where c(t) = e−λ
(0)
α t is the orientation
















































α t + e
−λ (0)α T )
]
(6.50)
Hence, the chemotactic drift for a single impulse kernel K(t) = kδ (t −T ) is













α T , (6.51)













α T K(T )dT , (6.52)
which is the de Gennes chemotactic drift [132].

























Fig. 6.2 Run-and-Tumble pattern for a circle swimmer. The circular trajectories are shown
in gray. The unit vectors p−i and p
+
i represent the direction of motion just before and after
the i-th tumble. The tumbling angle is β0 and φ = ω0/λT where ω0 is the angular velocity of
the circular trajectories. The radius of the trajectories is denoted by R0.
6.4 Run-and-tumble near boundaries
When a bacterium swims next to a wall, hydrodynamic interactions generate a torque
perpendicular to the surface, as a result, the cell rotates and moves in circular trajectories
(see Fig. 6.2). It is known that the radius of the trajectory is an increasing function of the
distance to the wall [166]. Here we assume that the RTP moves at a stable distance from the
wall, in this case the radius R0 of the trajectories is fixed and the cell rotates with angular
velocity Ω = ±ezω0, where ω0 = v0/R0. The sign is determined by the swimming mode,
it is positive for a pusher and negative for a puller [112]. In this section we generalise the
method above to include a deterministic rotation. We show that diffusivity and chemotaxis
are always lower for a circle swimmer, suggesting that hydrodynamic interactions hinder
motility of an RTP.
6.4.1 Diffusion
When the RTP undergoes a deterministic rotation at angular velocity ω0 the Langevin
equation for the orientation angle, β , becomes
β̇ = ω(t)+ω0. (6.53)
This contributes with an extra term proportional to ω0 in the drift term of the generalised























[P(x,y,β −β0, t)+P(x,y,β +β0, t)]−λT P(x,y,β , t). (6.54)






e−λT (g(n+σ)−g(n))t ℓ̂σ pn+σ − inω0 pn, (6.55)
which leads to the evolution equation









dt ′ = 0. (6.56)
We can solve this equation by expressing p0 as a superposition of planar waves, that is
p0(x, t) = (2π)−2
∫
fq(t)eiq·x dq and then applying the Laplace transform to Eq. (6.56). Us-
ing the same initial conditions for p0 as in §6.2.2.1, we find that the function fq(t) satisfies
fq(0) = 1 and ḟq(0) = 0. Applying the Laplace transform we find that, the Laplace transform




−st fq(t)ds, is given by
Fq(s) =
(λα + s)2 +ω20









where C (s) = (λα + s)/((λα + s)2 +ω20 ) is the Laplace transform of the orientation corre-
lation function c(t) = cos(ω0t)e−λα t . To calculate the moments of the position vector we
can again exploit the fact that xneiq·x = (−i∇q)neiq·x. Again, the first moment of the position























In the first line we used the definition of the Laplace transform and the first equation on
the second line follows from the Fourier representation of the delta function. Using the







(t − t ′)cos(ω0t ′)e−λα t
′
dt ′























where Γ is the dimensionless ratio between tumbling and rotation timescales, Γ = ω0/λα .













where τr is the correlation time in the non-interacting case. The diffusion coefficient for a















where De is the diffusivity in the non-interacting case. Equation Eq. (6.60) tells us that
hydrodynamic interactions hinder diffusion of the RTP. Moreover De,ω0 → 0 for both λα → 0
and λα → ∞. Indeed if the tumbling rate is infinite, the RTP does not move at all, on the other
hand if the tumbling rate vanishes the RTP moves in a closed circular trajectory. In contrast
to the non interacting case in which the diffusivity grows without limit as the tumbling rate
decreases, a circular RTP has an optimum tumbling rate λα = |ω0|. Therefore, the maximum
diffusivity for an interacting RTP is 4Dmaxe,ω0 = v
2
0/|ω0|. This is in agreement with the analytic
results of Martens et al. [114] and the numerical simulations of Guccione et al. [116].
6.4.2 Chemotaxis
For a circle swimming RTP, the master equation has an extra term proportional to ω0 that






on the right hand
sides of equations Eq. (6.43) and Eq. (6.45) respectively. The evolution equation for the























































































































α t ⟨sinβ ⟩(1) . (6.65)
To find ⟨sinβ ⟩(1) we now use the master equation for P(1). Including the extra drift term due























































x′ (sin(β −β0)+ sin(β +β0)−2sinβ )P(0) dV



















cosβ (t ′)sinβ (t)














α (t−t ′) sinω0(t − t ′)dt ′, (6.67)
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α (t ′−t ′′) sinω0(t ′− t ′′)dt ′′ dt ′. (6.68)










































































α (t−t ′′′) sinω0(t ′′− t ′′′)dt ′′′ dt ′′ dt ′, (6.70)
where we have used the correlation function ⟨vx(t)vx(t ′)⟩ = (v20/2)e−λ
(0)
α |t−t ′| cosω0|t − t ′|.
Noting that the integrands diverge as eλ
(0)
α t and are multiplied by a factor e−λ
(0)
















































K(T )dT . (6.72)
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This result agrees with previous calculations by Bearon and Pedley [167] for an RTP that
rotates due to a shear flow and that bias its tumbling rate instantaneously, according to its
orientation with respect to a chemical concentration gradient that points in the same direction










which is obtained from Eq. (6.72), using a kernel with two spikes of intensity k′/(v0τ)
at times T and T + τ , such as the one used in §6.3.1. We observe that in both cases,
adaptive and non-adaptive chemotaxis, the drift speed decays to zero when the rotation rate
is large compared to the tumbling rate 1 ≪ Γ. Moreover, the chemotactic response function,
Eq. (6.71) not only decays but oscillates with frequency ω0, this means that for certain values
of Γ it is possible to obtain vanishing and even a negative drift. It is possible to observe
negative chemotaxis indeed, as shown in Fig. 6.3. We plot the drift as a function of Γ, for
different values of the persistence parameter. We use a kernel with two spikes of the same
intensity but opposite signs, at times T1 = 1 s and T2 = 3 s, which is a good approximation
of the kernel used by E. coli [127]. The red symbols are obtained by solving numerically
the Langevin equations and the solid curve represents the prediction of Eq. (6.71). The inset
in Fig. 6.3 shows the drift in the non-adaptive case. Intuitively, negative chemotaxis arises
from the fact that there is a down-the-gradient bias in the distribution of orientations at the
beginning of a run due to circular motion (see Fig 6.4).
6.5 Discussion
Summary
In this chapter we analysed the motion of an active swimmer that performs run-and-tumble
motion. This is a simple, but general model for a swimming bacterium. We explored two
cases: i) free-swimming, in which the swimmer moves in an unbound fluid with straight runs,
and ii) circle-swimming, in which the particle follows circular runs due to the action of a
hydrodynamic torque. We derive analytical expressions for the diffusivity and chemotactic
drift of the RTP in both cases, using a Fokker-Planck equation. We showed that for an RTP,
diffusion and chemotaxis are hindered by hydrodynamic interactions with a solid boundary.
Traditionally one would calculate the orientation correlation function using the polymer
analogy, as described in §2.2.1. This method has two disadvantages, first it can not be
used to calculate higher order moments of the position. Second, analytical expressions can
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Fig. 6.3 Chemotactic drift for a circle swimming RTP as a function of the ratio of rotation to
tumbling rate Γ. Symbols show the chemotactic drift obtained by numerical integration of
the Langevin equations for two different values of the persistence parameter (a) α = 0.33
(E. coli), (b) α =−0.33. The solid line shows the prediction of Eq. (6.72). The inset shows








Fig. 6.4 Down-gradient bias of the initial orientation of a run in the case 0 < α . On the
left a trajectory that starts heading up the gradient after the (i−1)-th tumble. On the right a
trajectory that starts heading down the gradient after the (i−1)-th tumble. Since the running
time is increased when the bacterium swims up the chemoattractant gradient, the rotation
angles satisfy φ ↓ < φ ↑ and the condition 0 < α implies that the the next run is most likely to
initiate heading down the gradient.
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allows to calculate higher order moments, at least approximately, and it can also be used to
consider power law distributions of running times, leading to Lévy dynamics and anomalous
diffusion [163].
Consistency with previous results
Throughout this chapter, we pointed out how classical results for the diffusivity and chemotac-
tic drift of a run-and-tumble particle can be recovered using the Fokker–Planck equation and
its solution in terms of the moments of the cosine of the orientation angle. The Fokker–Planck
approach has been used previously by Celani and Vergassola to calculate the optimal chemo-
tactic kernel [133]. Similarly to the approach presented here, in order to preserve the Markov
property, they introduced a set of internal variables that measure the chemotactic response at
time t, analogously to our variable Λ. In the hydrodynamic limit (see run-and-tumble in one
and three dimensions below) the Fokker-Planck equation reduces to ρ̇ +∇ · (vdP) = ∆(DeP)
where vd is given by Eq. (6.51) in agreement with our calculations.
In the case of circle swimming, we found that both diffusion and chemotaxis are hindered.
The diffusivity is always smaller for a circle swimmer than for an RTP with straight runs. On
the other hand, the chemotactic drift is not only lower, it can actually be negative. This result
was derived previously by Locsei and Pedley in the case of an RTP swimming in a shear
flow [135]. In this case the parameter Γ is the ratio between the shear and tumbling rates.
Thermal noise
The equations of motion for a 2D-run-and-tumble particle under the action of thermal
fluctuations are
ẋ = v+ξ (t),
β̇ = ω(t)+Ω(t), (6.74)
where v and ω are as before and ξ as well as Ω are Gaussian processes characterised by




= 2DT δi jδ (t − t ′) and ⟨Ω⟩ = 0, ⟨Ω(t)Ω(t ′)⟩ = 2Drδ (t − t ′), where
DT and Dr are the translational and rotational diffusion coefficients. Since the forces
exerted on a swimming bacteria due to thermal fluctuations are roughly two orders of
magnitude smaller than the propulsion forces generated by their flagella, it is reasonable to
model the tumbling motion and thermal noise as independent processes. This means that
the probability distribution F(ζ ,η1,η2, t) of observing a realization ζ , η1 and η2 of the
translational Brownian noise, run-and-tumble and rotational Brownian noise at the same
moment in time, t, can split in the product Fξ (ζ , t)Fω(η1, t)FΩ(η2, t), where Fξ , Fω and FΩ
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are the probability distributions of observing each realization independently. Repeating the










where Fγ,m is the Fourier transform of Fγ on the m-space, γ = ξx,ξy,η1,η2, m= kx,ky, ℓ. Since
τ → 0 we have Fγ,m → 1, we can write Fγ,m = 1−(1−Fγ,m) = 1−Φγ,m, where 0<Φγ,m ≪ 1
and hence Φk,ℓ splits in a sum over the functions Φγ,m. Therefore the generalised Fokker–
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where we have used the fact that the generating processes for Brownian noise follow a normal
distribution and we have assumed that the tumbles follow a Poisson process as in §6.2.2.1.
To solve this equation we can expand again in Fourier modes as follows
P(x,β , t) = ∑
n∈Z
einβ−(Drn
2+λT g(n))t pn(x, t). (6.77)






2−n2)]t ℓ̂σ pn+σ +DT ∆pn. (6.78)
In this case, the zeroth mode evolves according to







2 p0 = 0. (6.79)
Using the plane wave expansion we find the same solution as in Eq. (6.21), with Gq satisfying
G̈q +
(





2 +DT (λα +Dr)+ v20/2
)
Gq = 0. In this case, the





















≃ 4Det = (4D+2v20τr)t. Additionally in the limit of negligible





We now calculate the chemotactic drift. Assuming that the rotational diffusivity is
independent of the chemical concentration gradient and considering the fact that the terms
containing the Laplacian of the probability density do not contribute to the first moment of
the position, we find that ⟨x⟩(1) evolves according to Eq. (6.49) with λ (0)α 7→ λ (0)α +Dr on the
















T K(T )dT , (6.81)
in agreement with the calculations of Locsei [134]. The calculations for the circle swimming
case are similar.
Run-and-tumble in one and three dimensions
As we mention before, the method presented here can be generalised to one and three
dimensions. The one dimensional case is trivial, since we can consider the 2D case with a
full turn after a tumble, that is β0 = π . In this case the MSD is given by Eq. (6.24), replacing
|x|2 7→ x2. Therefore the diffusivity for a 1D-RTP is De = v20τr, with τ−1r = 2λT . Similarly,
the chemotactic drift in 1D is twice as large as that of a 2D-RTP. The 3D case is slightly more
interesting, although we can anticipate that the RTP will have a diffusivity and drift 3 times
less than those of a 1D-RTP. In three dimensions the tumble term in the generalised Fokker–
Planck equation, Eq. (6.15), can be replaced by an integral over the transition probability
of going from an orientation p′ 7→ p after a tumble. Denoting by W (p,p′)dp the transition
probability, the generalised Fokker–Planck equation is
Ṗ(x,p, t) =−∇ · (ẋP(x,p, t))+λT
(∫
W (p,p′)P(x,p′, t)dp′−P(x,p, t)
)
. (6.82)







(pp−1/3)Pdp, with 1 the identity matrix. These tensors correspond to the density
of particles, polarization field and nematic field, respectively [165]. Using Eq. (6.82), with
ẋ = v0p we find that the density and polarization field evolve according to
ρ̇ =−v0
∫
∇ · (pP)dp =−v0∇ ·P (6.83)
Ṗ =−v0
∫








where we have used the fact that
∫
p′W (p,p′)dp = αp′. Strictly speaking, we would need
the evolution equation for Q and higher rank tensors, but as we will see, the MSD does not
depend on higher rank tensors, which is the reason why truncating the Fourier expansion at
order one in the 2D case works. Taking the time derivative of ρ we find
ρ̈ = v20∇ · (∇ ·Q)+
v20
3
∆ρ −λα ρ̇. (6.85)
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Q : ∇2|x|2 dx = 2v20. (6.86)
To obtain the second equality we integrate by parts and A : B = Ai jBi j (Einstein convention)
denotes the scalar product of two second rank symmetric tensors A and B. The last equality
follows from ∆|x|2 = 2∇ · x = 6 in three dimensions, ∇2|x|2 = 21, and the fact that Q is
traceless. We find that the MSD in three dimensions evolves in the same way as it does in the
planar case, therefore the solution is given by Eq. (6.15) and the diffusivity of a 3D-RTP is
De = v20τr/3, as expected. Similarly we can find that the drift is given by Eq. (6.52) with the
2 replaced by a 3 in the denominator. Finally, when we include thermal noise, we only need
to replace Dr 7→ 2Dr.
Biological relevance
It is clear that a three dimensional RTP serves as a model for a bacterium moving in free-space
and that a circle swimmer in two dimensions represents near-surface swimming. What about
a one dimensional RTP or a circle swimmer in three dimensions? The 1D case is relevant for
the motion of a bacterium in a capillary tube, when the radius of the capillary is comparable
to the size of the bacterium, tumbles are suppressed and reversals occur more often, in this
case the motion becomes effectively one dimensional [113]. On the other hand, a bacterium
that moves in the presence of a background flow with shear, will experience a torque that
curves its trajectory. Locsei and Pedley [135], calculated the drift for an ellipsoidal RTP in a
shear flow, and concluded that the effects of negative chemotaxis decreased for elongated
particles and suggested that it could be hard to observe negative chemotaxis in experiments.
The existence of an optimal tumbling rate for diffusion in the near-surface case, unlike in
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the free-swimming case, suggest that bacteria might have evolved to maximise the extend of
space that they can explore through run-and-tumble motion when swimming in confinement
rather than in the bulk. This is consistent with the fact that microorganisms are actually
found in constricted environments such as wet soil and mucus layers. However, the results
for circle swimming chemotaxis show that negative drift occur at a rotation rate comparable
to the optimal tumbling rate Γ ∼ 1. Therefore, a circle swimmer would find itself unfit for
locating a food source or escaping from predators, pointing to an evolutionary disadvantage.
This suggests the need of clustering and biofilm formation to overcome such disadvantage.
Moreover, the fact that chemotaxis is rendered ineffective in near-surface swimming supports
the observation that chemotaxis plays a minor role in biofilm formation [168].
Outlook
In this chapter we presented preliminary results of a larger study that focuses on the motion of
run-and-tumble particles moving in surfaces with curvature. This is relevant both biologically
and experimentally. Chemotaxis is often measured using capillary assays [106, 113], in such
cases bacteria tend to engage in near-surface-motion and curve their trajectories. Curved
trajectories arise either by the effect of hydrodynamic interactions or the intrinsic curvature of
the capillaries. Biologically, chemotaxis plays a relevant role for nutrient search in confined
environments. Although chemotaxis does not enhance migration in porous media [169],
it contributes to an increase in the residence time in the vicinity of a chemoattractant
source [170], a desirable characteristic for soil bioremediation applications. Therefore,
further development of a mathematical model for bacterial motion in confined environments




The fundamental principles behind the hydrodynamic and statistic aspects of low-Re swim-
ming were discussed in Chapter 2. We made emphasis on two facts: i) the directional
anisotropy of drag forces acting on a slender rod allows for propulsion by flagellar beating
and ii) the macroscopic trajectory of many different low-Re swimmers can be described by
a simple but general random walk model. We discussed applications and further details of
these facts in the rest of the thesis.
Hydrodynamics
In Chapter 3 we presented a hydrodynamic model to describe the motility of the bacterium
Spiroplasma, which swims by progressively shifting the chirality of its body. We confirmed
previous experimental and theoretical results, specifically: i) swimming motion occurs in
the opposite direction of kink propagation, ii) the optimum cell shape corresponds to a helix
of pitch angle φ = 35◦ and iii) the swimming stroke induces no net rotation. The first two
observations have been derived before [48–50] by means of a complex simulation and a
mathematical model that include full details of the geometry and elastic nature of the cell
body. However, these did not provide any insights on property iii) of Spiroplasma motility.
In contrast, although our model ignores fine details of the cell’s body geometry, it uncovers
the underlying symmetry that constrains Spiroplasma to move in a straight line, without
sacrificing predictive power. Perhaps the extra details of the full elasto-hydrodynamic model
obscured the underlying symmetry of the swimming gait. In this case, a simple resistive-force
model is powerful enough to describe the motion of Spiroplasma.
In a similar way, the resistive force model proves itself useful in the description of the
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dynamics of a helical swimmer moving in a viscosity gradient. Indeed, in Chapter 4 we
show that assuming local validity of Stokes laws of motion is enough to capture the complex
dynamics observed in experiments of a synthetic swimmer crossing a viscosity stratified fluid.
Both experimental results and our hydrodynamic model point to the fact that a pusher-like
swimmer will always find it harder to navigate the gradient from low to high viscosity.
Note that Spiroplasma acts as a pusher when it moves forwards and as a puller when it
moves backwards, similarly to H. pylori. Therefore, the same arguments in the concluding
section of Chapter 4 imply that Spiroplasma will statistically accumulate in regions of high
viscosity, which is in turn advantageous for the bacterium, since it is able to swim faster
in such environments. This supports the experimental observation of positive viscotaxis in
Spiroplasma [52] and other helical bacteria such as Spirochetes [69–71].
As mentioned above, a full understanding of viscotaxis requires further study. In addition
to calculating the hydrodynamic torque on a helical filament due to variations in the viscosity
that it experiences along its body, at least two other problems come immediately to our mind.
i) First, extending the run-and-tumble model to explicitly derive expressions for the viscotac-
tic drift and the effective diffusion coefficient of a bacterium moving in a viscosity gradient.
ii) Second, and perhaps more interesting, is an inhomogeneous viscosity distribution enough
to break the time symmetry of a reciprocal swimmer and allow it swim? One way to answer
this question is to find an example of a reciprocal swimmer that can move in a viscosity
gradient. A quick calculation for the two arm scallop using resistive force theory in the spirit
of Chapter 4 show that the velocity of the scallop, U , is proportional to the rate of change
of the angle of aperture θ , both in a homogeneous and inhomogeneous viscosity field. This
means that the position of the scallop, X , is independent of the stroke rate θ̇ . Therefore, in
one cycle θ 7→ θ ′ 7→ θ the displacement vanishes and the scallop theorem holds. In their
calculations for microswimmers composed by joint active spheres, Liebchen et al. found a
similar result for a swimmer with axial symmetry [78]. This does not mean that the scallop
theorem holds in a viscosity gradient for any reciprocal swimmer. It could be possible that
enabling hydrodynamic interactions and viscosity advection in the resistive force calculation
for the two arm scallop lead to a different result. Another way to proceed could be proving
the symmetry brake in a perturbative way, similarly to how it has been done for the non-zero-
Re case [118]. The proof by Ishimoto and Yamada, relies solely on the Lorentz reciprocal
theorem [171] and there exists a version of the theorem that includes viscosity advection [77].
Statistics
The second part of this thesis focused on the statistical aspects of low-Re swimming.
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In Chapter 5, we presented an application of the run-and-tumble model to describe the
motion of a particular type of hybrid microswimmers that consist of passive particles coated
with swimming bacteria. The substrate particle serves as cargo and in some cases as
steering device, while bacteria enable propulsion and sensing. We showed that a coarse-grain
description of the microswimmer trajectory allows us to consider the microswimmer as a
run-and-tumble particle itself. The characteristic parameters of the run-and-tumble motion,
swimming speed, persistence and running time, result as a combination of the individual
contributions of each one of the attached bacteria. Surprisingly, the diffusivity of such
particles increases with its size, in contrast with passive Brownian particles whose diffusivity
decreases with it. We also showed that the microswimmers inherit the chemotactic ability of
their propelling bacteria. In this case the chemotactic drift is independent of the swimmer
size, but increases linearly with the number of attached bacteria, when they are uniformly
distributed on the surface. These results should be relevant to improve the design of micro-
swimmers for biomedical applications in the future.
Finally, in Chapter 6 we discussed how near-surface motion affects the motility of
swimming bacteria. It is well known that bacteria and in general microswimmers, tend to
accumulate on surfaces and it has been observed that, during near-surface swimming, their
motility is hindered. To rationalise this, we studied the motion of a run-and-tumble particle
moving on a planar surface and found that both diffusivity and chemotactic drift decrease
when the particle moves in circles as compared to the case in which it performs straight runs.
Strikingly, we found that in the case of chemotaxis, it is possible to modulate the tumbling
rate with respect to the rotation rate induced by hydrodynamic interactions, so as to observe
chemorepulsion in a chemoattractant field.
Negative chemotaxis occurs at values of the rotation rate comparable to the tumbling rate.
In turn, the diffusion coefficient is maximum in the same range of rotation rates. This points
out to a disadvantage for a microswimmer that performs run-and-tumble chemotaxis. The
same result was found by Locsei and Pedley [135] in the case of a bacterium swimming on a
shear flow. They concluded however, that the effect of negative chemotaxis is lowered when
the cell body is elongated and suggested that it would be practically impossible to measure
this effect experimentally. Another limiting factor that would prevent the experimental
observation of negative chemotaxis, is the fact that in nature there is a non-zero probability
that a bacterium escapes from the surface after a tumble. Additionally, previous numerical
simulations have shown that in strong confinement (swimming in a narrow microfluidic
channel for example) circular trajectories are suppressed [116, 172].
Even if hydrodynamic interactions in near-surface swimming do not induce circular































Fig. 7.1 Run-and-tumble particle on a spherical surface. First two moments of the polar
displacement θ for different values of the curvature, normalised by the run length, κ̂ =
v0λ−1T R
−1. (a) The mean displacement is ballistic at short times and converges to ⟨θ⟩
∞
= π/2






= (π2 −4)/2 as t increases. A diffusive regime is only achieved for large values of
the spherical surface radius, that is κ̂ ≪ 1.
think for example of a thin spherical shell filled with fluid in which bacteria can swim. In
this case circular motion arises from the intrinsic curvature of the surface and the control
parameter is the ratio between the run length and the radius of the sphere, that is κ̂ = v0/RλT .
For a spherical RTP, the variable of interest is the polar angle θ . In contrast to the planar case,
the compactness of the sphere enforces convergence of the mean polar position to a constant
value ⟨θ⟩
∞
in the long time limit. For example in a homogeneous environment, an RTP that
starts moving from the north pole, θ = 0, will end up being found, on average, at the equator.
Indeed, after the swimmer has been moving for a period of time much longer than R/v0,
the RTP looses all memory of directionality, and north and south become equivalent for it,
therefore ⟨θ⟩
∞
= π/2 in this case [see Fig. 7.1(a)]. A similar argument applies to the mean






The generalised Fokker–Planck equation for an RTP moving on a spherical surface is
analogous to Eq. (6.15) with a slightly different advection term. In the polar approximation
(ignoring hydrodynamic tensors of rank 3 ≤ r), the marginal distribution p0(θ ,φ , t) satisfies
the telegrapher equation p̈0 +λα ṗ0 = (v20/2R
2)∆LB p0, where ∆LB = (1/sinθ)(∂θ sinθ∂θ )+
(1/sin2 θ∂φ 2) is the spherical Laplace–Beltrami operator. In this case the steady state
solution is a constant ps0 = (4π)






= (π2 −4)/2, as observed (see Fig. 7.1).
When the RTP moves in a chemical concentration gradient ∇C, the geodesic displacement

















Fig. 7.2 Chemotactic drift for a run-and-tumble particle moving on the surface of a sphere.
The RTP starts moving from the north pole θ = 0 with an isotropic distribution of orientations.
We consider a chemical concentration C = C0 − 3C1Rcosθ/2, with C0 and C1 constants,
and a chemotactic kernel with two spikes of intensity k at times T1 = 1 s and T2 = 3 s. The
plot show the steady state geodesic displacement, ⟨θ⟩
∞
, for different values of the intensity
parameter ε = kC1v0/λ
(0)
T and the control parameter κ̂
−1 = Rλ (0)T /v0. The black symbols
represent the position of the lowest mean displacement.
π/2 depending on the direction of ∇C with respect to the initial position. We can imagine for
example a concentration field that increases with the cosine of the polar angle, in such a case,
an RTP that starts moving from the north pole, will end up being found, on average, at an
angle π/2 < ⟨θ⟩
∞
if it performs positive chemotaxis, or ⟨θ⟩
∞
< π/2 if it performs negative
chemotaxis. Simulations suggest that it is indeed possible to observe negative chemotaxis,
for values of the radius of curvature on the order of the run length (see Fig. 7.2). Interestingly,
the higher negative drift occur for the same value of the curvature, regardless of the intensity
of the chemotactic response (black symbols). Notice that if we interpret v0/R as an angular
velocity, this result is analogous to that of circle swimmers on the plane. An adaptation of
the calculations in Chapter 6 to this case should lead to proper analytical expressions to help
us better understand chemotaxis on surfaces with curvature.
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Fig. 7.3 The nematode C. elegans (adapted from Chuang Lab https://sites.google.com/
site/chioufenchuanglab/research/c-elegans). It is millimiter size non-parasitic transparent
nematode, naturally found in temperate soil environments. There are no female worms, only
males and hermaphrodites as the one shown here. The white circle at the tip of the head
indicates the position of the pair of the amphids, which work as chemoreceptors [176].
7.2 Outlook: Run-and-tumble models for higher organ-
isms
As a final remark, we would like to point out the generality of the run-and-tumble model
once again. As we discussed, it can describe the motility of a large set of different bacteria as
well as that of artificial microswimmers. It can even be used to describe the motion of animals
with a nervous system. Even when an organism has total control over its actions, locomotion
can be affected by the conditions of the environment in which it moves. Irregularities of the
landscape and unexpected events can give rise to seemingly random behaviours, regardless
of the fact that the individual actions taken by the organism are deterministic. Consider
for example the nematode Caenorhabditis elegans (see Fig. 7.3), when crawling in agar its
trajectories resemble a random walk, similar to that produced by the run-and-tumble motion
of the bacterium E. coli [28, 173]. In fact, previous studies have shown that the run-and-
tumble model can capture diffusion [174, 175] and chemotaxis [176, 177] of C. elegans.
However there are some aspects which are yet to be understood.
The nematode’s chemotactic strategy is similar to that of E. coli (see Fig. 7.4), in the
sense that both organisms try to move for as long as possible in the direction of increasing
concentration of chemoattractant, before changing directions [28]. Moreover, the bias in
running time is correlated to measurements of the concentration experienced at previous
times [176]. This suggest the existence of an internal mechanism that allows the worm
to display memory. There is also experimental evidence of adaptation, this means that
C. elegans moves the same way in environments of different, but constant concentrations of
chemoattractants.
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Chemotaxis in C. elegans differs from bacterial chemotaxis in several aspects. First,
more than one reorientation mechanism or phenotype, are involved: i) Pirouettes, discrete
events analogous to tumbles in E. coli are suppressed when the organism moves towards
the chemoattractant source, and triggered when it moves away, the latter in contrast to
E. coli, whose tumble rate changes only when it moves towards the source. A further
distinction is that a pirouette consists of more than one phenotype, usually a reversal in
orientation and an omega turn [177], in contrast to bacterial tumbles, but similar to other
bacterial strategies such as the run-reverse-flick motility pattern of V. alginolyticus [138].
ii) Weathervaning, as opposed to pirouettes, is a continuous mechanism that produces a
change in the instantaneous curvature of the trajectory so as to reorient the worm towards the
source. Numerical simulations have shown that both mechanisms must be used in parallel,
in order to perform chemotaxis effectively [177]. Notably, C. elegans is capable to sense
chemical gradients, by temporal and spatial comparison, unlike E. coli which can only
perform the former. Temporal sensing is mainly associated to changes in pirouette behaviour,
whereas spatial sensing correlates to wheathervaning. Another difference is that after a
pirouette it is more likely for C.elegans to be oriented facing the source (regardless of its
orientation before the pirouette) [176], as opposed to E. coli whose tumble angle is the same
both in homogeneous and chemically stratified environments [28].
These facts suggest that a description similar to the de Gennes model for chemotaxis
could also account for C. elegans chemotaxis [132, 134]. This model would require extra
complexity however, in order to account for error correction during a pirouette. Ignoring
weathervaning for the moment, one option could be to coarse grain the different phenotypes
involved in a pirouette into a single reorientation event of finite duration. We can then
consider that during this event, a constant torque, but no force, acts on the worm for a period
of time τ that depends on the change in concentration ∂C/∂ t experienced in the recent
past. Another approach would be to consider a multimodal random walk, with instantaneous
reorientation events of different types. We can then consider that the running events in
between have lengths that depend on ∂C/∂ t. The first method is simpler and it might
be possible to find closed analytical expressions for the chemotactic drift. The second
approach is more complicated, but still tractable within the framework of continuous random
walks [115, 123], although the expressions obtained for the drift are more involved and more
difficult to interpret. In any case, a more detailed observation and analysis of the locomotion
of C. elegans during a pirouette would be required. In particular, experimental studies should
attempt to estimate the distributions for the arrival times and rotation angles of the different
reorientation events.
Weathervaning could be further included in the random walk model, by considering an
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Fig. 7.4 Behavioral mechanisms in C. elegans and E. coli chemotaxis (Adapted from Iino
and Yoshida 2009 [177]). A) A pirouette consists of a reversal and an omega turn. B) Typical
trajectory, black dot indicates chemoattractant source and circles pirouettes, inset shows
E. coli run and tumble track (adapted from Berg and Brown 1972 [28]). C) Evidence of
pirouette mechanism, the probability of observing a pirouette increases with negative values
of ∂C/∂ t. D) and E) Evidence of weathervaning mechanism, the trajectories curve towards
the chemoattractant source, indicated by the black dots. F) Run-and-tumble mechanism in
E. coli (adapted from Darnton et al. 2007 [178]). G) E. coli Chemotactic memory kernel
K(t) measures changes in the concentration field ∂C/∂ t ≃ ∫ K(t − t ′)C(t ′)dt ′, tumbling
probability increases when ∂C/∂ t is negative. The areas of the two lobes cancel, which is
a signature of adaptation to a constant concentration (adapted from Celani and Vergassola
2010 [133]).
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external torque acting on the organism’s body as it crawls, analogously to the hydrodynamic
torque that curves E. coli runs when it swims next to a solid surface [112]. Run-and-tumble
diffusion and chemotaxis of circular swimmers was addressed in Chapter 6 and elsewhere
before [114, 135], but only for the case in which the curvature of the trajectories, determined
by the hydrodynamic torque, is independent of the chemical gradient. For C. elegans, the
ad hoc torque should depend on the angle between the orientation vector p during a run
and the concentration gradient |∇C|e. Something as simple as considering the magnitude to
be proportional to 1−p · e would result in trajectories that curve towards a chemoattractant
source. Weathervaning could also be included by considering the intrinsic curvature of the
trajectories to depend on ∇C, in a similar way that has been done to describe spermatozoa
chemotaxis [179].
An extra step of complexity is left to address, there is no detailed measurement of the
memory kernel that C. elegans uses. Assuming we have knowledge of the distributions
of arrival times and reorientation angles, we can define some measure of efficiency, such
as maximum nutrient uptake, and perform an optimization analysis to obtain the optimum
kernel shape [133].
Further details of the dynamics can be included by relating the parameters in the random
walk model to the so called eigenworms which serve as coordinates in the space of possible
shapes that C. elegans can adopt [174]. Understanding how the dynamics changes in shape
space in response to a chemical cue might facilitate experimental measurements of the
chemotactic kernel. Moreover, a combination of a random walk model with shape dynamics
constitute a powerful tool to study species variability and to relate locomotive behaviour to
the physiology of the nematode’s nervous system [174, 175, 180].
7.3 Conclusions
The swimming strategy adopted by a microorganism is determined by the physical con-
straints that its environment imposes on it. The dominant role of viscous forces leads to the
prevalence of wave-like structures in microswimmers, both biological and man made. On
the other hand, the small size of a microorganism makes it highly susceptible to the action
of fluctuations. Without any propulsion or control mechanisms, a microorganism would be
doomed to rely entirely on diffusion to explore its habitat. Therefore, it does not come as
a surprise that many microorganisms have evolved to display self propulsion, sensing and
control.
The work presented here explores two different but related aspects of bacterial motility,
hydrodynamics and statistics. Hydrodynamics deals with the fine details of the machinery
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that enables bacteria to swim, as well as the motion at small scales. On the other hand, the
movement of a microswimmer at long spatio-temporal scales is statistic in nature. Mathemat-
ical models that combine both aspects are necessary to understand the navigation strategies
observed in bacterial populations. As an example, statistical analysis of the run-and-tumble
model allows us to predict macroscopic behaviours observed in bacterial populations that
display motility, such as diffusion and taxis (Chapter 5 and Chapter 6). Interestingly, the
parameters in the run-and-tumble model are determined by the microscopic details of the
swimming strategy of each microswimmer. Therefore it is possible to use hydrodynamic
modelling to predict the values of the model parameters in cases when experimental observa-
tions of the swimming trajectories are not available. Indeed, the results in Chapter 3 allowed
us to determine the persistence parameter of Spiroplasma and suggested a mechanism, based
purely on hydrodynamics, for navigation in viscosity gradients. Similarly in Chapter 6, using
the run-and-tumble model and the fact that hydrodynamic interactions with boundaries result
in curved trajectories, we predicted a negative effect in the chemotactic strategy of E. coli,
when it swims in a confined environment.
Noise sources represent a challenge in analysing experimental data. Since a macroscopic
low-Re swimmer is less susceptible to thermal noise, it is easier to perform controlled ex-
periments using artificial swimmers such as the one studied in Chapter 4. Taking advantage
of the scalability of low-Re flow, we can use the results of these experiments to understand
the motility of swimming microorganisms. To further investigate the viscotactic mechanism
suggested by our hydrodynamic model for Spiroplasma, we analysed the motion of an
artificial helical swimmer moving in a viscosity gradient in Chapter 4. Through experimental
observation and mathematical modelling, we found that it is indeed possible to achieve
collective viscotaxis solely by hydrodynamic effects, supporting the findings of Chapter 3.
The viscotactic mechanism points to a biological advantage for H. pylori to colonise the
stomach wall. In this sense, mathematical modelling of swimming bacteria helps us under-
stand pathogenicity and devise strategies to prevent diseases. In the same way, modelling
suggest possible ways to harness motility for good. For example, in Chapter 5, we show
that it is possible to use bacteria to fabricate particles capable of performing chemotaxis,
which can potentially be used for targeted drug delivery. Similarly, negative chemotaxis
predicted for bacteria swimming in confinement (Chapter 6) could be harnessed to enhance
bioremediation, or as a sorting mechanism for bacterial populations with large variations in
tumbling rates.
In conclusion, the results presented in this thesis contribute to the understanding of
bacterial motility and low-Re swimmers in general. Furthermore, these results may be useful
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