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Abstract 
Purpose: Few studies have applied count data analysis to tourist accommodation data. This study was 
undertaken to investigate the characteristics and to seek for the most fitting models for population total 
estimation in relation to tourist accommodation data. 
Methods: Based on the data of 10,503 hotels, obtained from by a nationwide Japanese survey, the bootstrap 
resampling method was applied for re-randomisation of the data. Training and test sets were derived by 
randomly splitting each of the bootstrap samples. Six count models were fitted to the training set and validated 
with the test set. Bootstrap distributions for parameters of significance were used for model evaluation. 
Results: The outcome variable (number of guests), was found to be heterogenous, over dispersed and long-
tailed, with excessive zero counts. The hurdle negative binomial and zero-inflated negative binomial models 
outperformed the other models. The accuracy (se) of the estimation of total guests with training sets that ranged 
from 5% to 85%, was from 3.7 to 0.4 respectively. Results appear little overestimated. 
Implications: Findings indicated that the integration of the bootstrap resampling method and count regression 
provide a statistical tool for generating reliable tourist accommodation statistics. The use of bootstrap would 
help to detect and correct the bias of the estimation. 
Keywords: tourism statistics, bootstrap, count regression, heterogeneity, over dispersed data, zero-
inflated data   
JEL Classification: C4, L8, C24, Z3 
Biographical note:  Nguyen Van Truong is lecturer at University of Transport and Communication, Vietnam, 
and a researcher at Japan Transport and Tourism Research Institute, Japan (ngvtruong@utc.edu.vn). Tetsuo 
Shimizu is professor at Tokyo Metropolitan University, and member of the National Committee on Tourism 
Statistics Development in Japan (t-sim@tmu.ac.jp). Takeshi Kurihara is associate professor at the Department 
of International Tourism Management of Toyo University, Japan (kurihara039@toyo.jp). Sunkyung Choi is a 
specially-appointed associate professor at Tokyo Institute of Technology, Japan and and a researcher at Japan 
Transport and Tourism Research Institute (choi@jterc.or.jp). Corresponding author: Nguyen Van Truong 
(ngvtruong@utc.edu.vn) 
1 INTRODUCTION 
Count data regression, which is regression for discrete, non-
negative integer data, has a long history in academic 
literature. Count data analysis was first introduced by 
Bortkiewicz (1898), in his work “The Law of Small 
Numbers”; in one example, he showed that the number of 
Prussian army soldiers who died after being kicked by a horse 
followed a Poisson (1837) distribution, where the conditional 
mean and variance were equal. Unobserved heterogeneity 
can lead to a longer right tail and/or under- or overdispersion; 
extensions of the Poisson distribution, such as negative 
binomial (NB), Poisson-inverse Gaussian, Sichel, and 
Delaporte distributions, wherein additional parameters are 
added to a single-parameter distribution, may be more 
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suitable in such cases. Additionally, depending on the data 
generation process (DGP), excessive zero counts may arise. 
Thus, the regression model most suitable for a given DGP, 
e.g. zero-inflated, hurdle, truncated, or censored, depends on 
the problem. 
It is well-known, in literature, that statistical data and 
statistical methods are important in every practical and 
academic fields (Hand, 2008). In economic development in 
general, statistical data and statistical methods are considered 
as pivotal tools to support policy decision making. Sanga 
(2011) even stressed the role of statistical data and methods 
as essential basic for poverty reduction strategies. Tourism 
have recognised as one of the largest economic industry in 
the world. According to WTTC (2019), tourism industry 
contributed approximate 10.3% of global GDP and one in ten 
jobs around the world as total impact. The contribution is 
projected to continue increasing in the next ten years. It is 
expected that, many countries have been developing their 
tourism statistical database for aiding the planning, 
management, and policy making. However, there is a lack of 
information on how the statistical database was developed 
and how good quality the data are. The utilisation of poor-
quality statistical data, and the in-appropriate method may be 
an obstacle to the development goal or even leads to the 
failure of policy implementation in practice; and it is a reason 
of unsatisfactory works for publication in academia (Fonton 
& Hounkonnou, 2011; Zepp, 2011). 
As few studies recognised using count regression in tourist 
accommodation data (see in literature review section for 
more details), the overall objective of the current study was 
to attempt to find an appropriate statistical method that 
support to develop a high-quality accommodation statistical 
data. The specific objectives of the study were as follows: 
firstly, to investigate the characteristics of count data 
pertaining to tourist accommodation facilities, and determine 
the most suitable non-econometric count model for 
estimating the total number of guests staying at all hotels in 
Japan; secondly, to examine the performance of count models 
for estimating guest numbers based on various-sized sub-
samples; and finally, to emphasise the advantages of the 
bootstrap resampling method for model selection, evaluation, 
and validation, in the context of tourist accommodation 
statistics. The remainder of the paper is organised as follows. 
In the next section, the literature review, wherein the focal 
points will be count data regression and bootstrap technique, 
will be presented. The study data and the methodology used 
for the analysis in the following section. The key findings of 
the study, including the best-fitting model will be presented 
in the analysis result section. The performance of that model 
is then demonstrated using various sizes of test sets. Finally, 
the further discussions, implications and conclusions of the 
study will be presented.  
2 LITERATURE REVIEW 
The application of count data regression in both non-
econometrics and econometrics, including single and mixed 
distributions integrated into one- or two-part regression 
models, has been widely documented in a variety of research 
fields. In the political field, King (1988) employed statistical 
models to show the number of United States (US) House 
representatives who switched political parties each year over 
the period 1802–1876; the event counting process followed 
the Poisson law. Research has shown that among ordinary 
least square (OLS), logarithmic OLS, and Poisson regression, 
the latter is superior, in terms of efficiency, consistency, and 
bias, for analysing event count data. Count regression 
techniques have also been applied in biological research 
fields. For example, Alves et al. (2013) suggested that 
“standing crop line transect counts” was superior to other 
methods, in terms of precision, accuracy, and efficiency, for 
estimating the density of red deer in Lousã, Central Portugal. 
In the medical and healthcare fields, Deb and Trivedi (1997) 
used econometric count regression when analysing data of 
the US National Medical Expenditure Survey of 1987–1988; 
their analysis, which applied certain statistical selection 
criteria, argued that the mixture model, i.e. a hurdle model 
that extended the standard NB, is preferable for describing 
unobserved heterogeneity. In another study, Deb and Trivedi 
(2002) demonstrated the superior performance of 
econometric count regression for distinguishing groups of 
“ill” and “healthy” patients according to their need to see a 
doctor (high or low; data provided by the RAND Health 
Insurance Experiment, USA). In social, psychological, and 
economic research fields, many scholars, including Duarte 
and Escario, (2006), Hausman et al., (1984), and Solis-
Trapala and Farewell, (2005) successfully applied 
generalised econometric count modelling to account for 
covariates in observations of various phenomena. 
In tourism, count models have been used to some extent. 
Many researchers have applied standard count regression 
models, with various extensions, to analyse tourism data 
generated by on-site surveys. Martínez-Espiñeira and 
Amoako-Tuffour (2008) utilised Poisson, NB, and truncated 
models to analyse overdispersed data pertaining to tourist 
trips to Gros Morne National Park in Newfoundland, New 
Zealand. A comparison of typical count models for analysing 
data on recreational fishing trips in Pantanal, Brazil was 
conducted by Shrestha et al. (2002). Another notable example 
comes from Grogger and Carson (1991), who analysed count 
data generated from a survey of 1,063 Alaskan households, 
where the data were truncated by removing the samples of all 
households that did not take at least one fishing trip; the data 
were well-fitted to their truncated NB model.  
The common characteristic of count data generated by on-site 
surveys is that the interviewees are present at the site, thus 
leading to truncation and endogenous stratification. The 
modelling in such cases requires considerable care to avoid 
overestimates. This phenomenon was mentioned by Yen and 
Adamowicz (1993) in their analysis of count data pertaining 
to tourism demand in Alberta, Canada in 1981. The issue of 
truncated count data can be addressed by improving the 
sampling or correcting for truncation. For instance, 
household and off-site survey methods can improve the 
truncation issue; however, household and off-site surveys are 
more expensive than on-site ones, and the DGP of off-site 
surveys may produce more zero counts, which must be 
addressed by specific analysis techniques such as hurdle and 
zero-inflated models. Thus, researchers must choose the 
appropriate survey type and analysis method, based on their 
understanding of the trade-offs between approaches. To date, 
few studies in the literature have applied count data analysis 
to tourist accommodation data.  
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The bootstrap resampling method (B. Efron, 1979) is well-
known with great advantages. The first is that, bootstrap is 
considered as an intuitive and practical in applications since 
it “is a data-based simulation method for statistical inference” 
(Bradley Efron & Tibshirani, 1994:5) for confidence interval. 
The second, bootstrap provides more accurate estimation of 
confidence interval than other standard interval which 
obtained from sample variance with assumption that sample 
is normally distributed. In reality, in many cases wherein the 
normality is violated, the standard estimation of the 
confidence interval, which relying on the sample variance, 
becomes impossible; this is when bootstrap comes in and 
appears outperformed other standard methods (DiCiccio & 
Efron, 1996). Finally, bootstrap is powerful in detecting bias 
of estimation and support to correct the biased estimation 
(Carpenter & Bithell, 2000). 
Although, the bootstrap has been used by many researchers 
in numerous fields of study, this technique has been applied 
in few studies related to tourism. Palmer Pol et al. (2006) 
pointed out that based on 1790 academic articles, which 
sourced from 12 relevant tourism journals covering the 
period 1998-2002, there was no article utilised bootstrap 
methods. The finding indicated the big gap in tourism 
research at the time, and that might be a fertile area for 
applications of bootstrap in tourism. Later time, there were 
several studies found in tourism that utilised bootstrap 
methods. For example, Pol et al. (2006) first applied the 
bootstrap method to 2001 survey data for the Balearic 
Islands, to evaluate the fundamental variables associated with 
tourist expenditure. Chou (2013) examined the relationship 
between spending by tourists and economic growth in 10 
countries via panel data analysis. Assaf et al. (2010) and 
Assaf and Agbola (2011) evaluated the efficiency of a total 
of 78 hotels in Taiwan and Australia, in the periods 2004-
2008 and 2004-2007, respectively, using meta-frontier and 
data envelopment analysis (DEA) approaches, respectively. 
Chen and Fomby (1999) and Gergaud et al. (2018) compared 
the performance of different models of Hawaiian tourism and 
assessed the impact of terrorism events on wine tourism in 
France, respectively; both studies employed time series 
models. All of the above-mentioned studies utilised a 
bootstrap technique to generate mean, variance, skewness, 
and interquartile range data for the parameters of interest. 
Although bootstrap has been acknowledged few in tourism 
studies, it is, as far as our knowledge, not yet recognised in 
tourist accommodation data. This study attempts to 
investigate the characteristics of the tourist accommodation 
data and seek for an appropriate statistical model to support 
the development of high-quality tourist accommodation 
statistics. 
3 METHODOLOGY AND DATA 
The current study aims to identify the most appropriate 
statistical model that can estimate reliable tourist 
accommodation statistics. In order to develop the national 
accommodation statistical database, the Japan Tourism 
Agency (JTA), under the direction of the Ministry of Land, 
Infrastructure, Transport and Tourism (MLIT) of Japan, 
conducted a national survey focusing on the operating 
accommodation facilities. Clustered sampling was utilised 
relying on the sampling frame of 49,850 accommodation 
facilities, i.e. hotels, registered in Japan nationwide (JTA, 
MLIT, 2016). The clusters were set up as prefectural 
administrative territories. The accommodation survey was 
expected to obtain 35% of total hotels in the sampling frame, 
wherein hotels for survey were randomly selected at each 
cluster. The survey questionnaires; beside the items for trip 
purpose, guest categories, etc., included four major items to 
ask for the total guests stayed in one month, the number of 
rooms, capacity of the hotels, and the number of employees 
working for the hotels. The survey obtained 10,530 
respondents in total. After removing the missing values of the 
four major items, the data achieved 10,503 tourist 
accommodation facilities (i.e. hotels) throughout Japan.  
The outcome variable was the number of guests 
(Guests.Persons) staying at each property in December 2016. 
Data also included three other variables, namely the number 
of rooms, guest capacity, and number of employees. During 
the DGP, many zero counts were observed, with each 
indicating that no guests stayed at given hotels during the 1-
month study period. Table 1 provides a statistical summary 
of the data; 6.3% of the hotels had no guests. The highest 
number of guests at a single hotel was almost 100,000; the 
variance (3,230^2 = 104.33 105) differed significantly from 
the mean (1,681.29), suggesting that the data were zero-
inflated, overdispersed, and long-tailed. Figure 1, truncated 
at value of 5,000, shows a histogram of the response variable 
 
Table 1. Definition and statistical summary of variables of 
interest 
 
 
The first step in the analysis is to determine which 
explanatory variable is the most important for obtaining a 
good model fit. To achieve this, we used Pearson’s 
correlation coefficient between the explanatory and outcome 
variable [ r=cov(x,y)/√[var(x)var(y)]. The results, shown in 
Figure 2, indicated that the outcome variable was most 
strongly correlated with Rooms (r = 0.89; 95% confidence 
interval [CI], 0.886–0.894), followed by Capacity (r = 0.88; 
95% CI, 0.873–0.882) and Employees (r = 0.68; 95% CI, 
0.673–0.693). Furthermore, Rooms, Capacity, and 
Employees were strongly correlated with each other, 
suggesting a high possibility of multicollinearity if they were 
included together in the same model. Thus, to avoid the 
negative effects of multicollinearity on model precision and 
bias, only Rooms was retained as an explanatory variable; the 
other two variables were excluded. The correlation between 
the outcome variable (Guests.Persons) and explanatory 
variable (Rooms) was linear (Figure 2); furthermore, in the 
count regression, the link function is in logarithmic form, in 
that the mean of the response variable is expressed according 
to the explanatory variable on an exponential scale. The 
explanatory variable was transformed into a logarithmic scale 
to maintain the linear correlation between the variables. In 
addition, in the scatter plot Guests.Persons ~ Rooms (the top-
Variable 
name Explanations Mean 
Standard 
deviation Min–Max 
Guests.Persons Total number of guests staying at the accommodation properties in December 2016 1,681.29 3,230.00 0–98,281 
Rooms Total number of rooms in the accommodation properties 65.76 103.95 1–3,560 
Capacity 
Capacity of the accommodation properties, defined as the 
total number of guests that can be accommodated 
simultaneously 
150.99 228.40 2–6,424 
Employees Number of employees at the accommodation properties 36.04 74.11 1–1,964 
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left scatter plot panel in Figure 2), the variance of outcome 
variable, Guests.Persons, tended to vary in wider range as 
Rooms increased, suggesting the existence of heterogeneity. 
The treatment of heterogeneity was also taken into account in 
the specification of count model. 
The procedure for bootstrap resampling and regression 
analyses was as follows. 
Step 1: To identify the best-fitting model, the bootstrap 
method (B. Efron, 1979) was used to create a random 
subsample of data with a size equal to that of the original 
sample. The training set and test set, which were 85% and 
15% the size of the original sample, respectively, were 
derived by randomly splitting the subsample.  
 
Figure 1. Distribution of guests (truncated at 5000) staying 
at the surveyed accommodation properties, December 2016 
 
 
Step 2: In total, six models, which represented various 
combinations of three types of generalised count regression 
model (one-part, zero-inflated, and hurdle), with one of two 
distributions (Poisson or NB), were fitted to the training set. 
The model parameters were derived by a log-likelihood 
estimator. As described in the preceding section, the data 
were zero-excessive, long-tailed, and overdispersed. The 
Poisson distribution, having a single parameter, may not be 
sufficiently flexible to describe real-world data. The NB 
distribution, a well-known gamma–Poisson mixture, contains 
two parameters, shape and scale, that have additional 
flexibility for describing discrete, real-world data. 
Nevertheless, Poisson distribution models were also taken 
into account, to ensure that the most suitable model was 
identified. 
 
Figure 2. Pearson’s correlation coefficients for the outcome 
variable and explanatory variables 
 
 
Integrating the explanatory variable (Rooms) into Poisson 
and NB distributions allows the mean value of guests at 
hotels to vary at different levels of Rooms, which partially 
controls for heterogeneity. In practice, the accommodation 
data in this study showed a long-tailed distribution, existence 
of heterogeneity, and the zero counts were excessive. Thus, 
we employed two-part models, modified from basic count 
models, consisting of hurdle and zero-inflated parts; such 
models were first introduced by Mullahy (1986) to analyse 
the National Survey of Personal Health Practices and 
Consequences, Wave II (USA) (Mullahy, 1986) and 
Australian Health Survey 1977–1978 (Mullahy, 1997) data; 
the ability of the model to capture both underdispersion and 
overdispersion was demonstrated in their works. 
Furthermore, the heterogeneity was also modelled by 
allowing the dispersion parameter varied with the 
explanatory variable. 
The hurdle model considers the probability, f1(0), of zeros; 
and (1− f1(0)) *f2(y) / (1 − f2(0)), which is associated with 
truncation, denotes the probability of positive counts. The 
hurdle model allows different processes for specifying zero 
and the truncated part. The zero-inflated model uses a 
separate component for calculating the probability of a zero 
count, in the same fashion as the hurdle model. In this study, 
in both the hurdle and zero-inflated models, we applied a 
logarithmic link function to the part of the model concerned 
with zero counts, and Poisson and NB distributions to the part 
concerned with positive counts. 
Estimates of the model parameters and the criteria for model 
evaluation, e.g. the Akaike information criterion (AIC=-
2lnL+2k; Akaike, 1973),  Bayesian information criterion 
(BIC=-2lnL+(ln n)k)  and log-likelihood criterion were 
obtained. The raw residual (RR) were used as basic 
goodness-of-fit criteria. The heterogeneity of the 
accommodation data was explored with studentised and 
standardised residual analyses. The analysis was 
implemented with R language. R package glmmTMB of 
Brooks et al. (2017) was utilised for count regression. 
Step 3: Using the model obtained in Step 2, the difference 
between the total value of estimated- (y ̂_i) and observed- 
(y ̅_i) guests in the test set ({∑ #$%&∑#'%}∑#'% ) can be employed as 
an indicator of model performance. 
We repeated Steps 1–3 with B bootstrap iterations to yield 
the distribution of the variables of interest and their 95% CIs. 
Some researchers have suggested a minimum number of 
iterations when using the bootstrap method to construct the 
CI. Hall (1986) argued that B should depend on the sample 
size and precision of the CIs. Simar & Wilson (2007) took B 
to be 2,000 in their two-stage, semi-parametric regression 
model of 322 US banks.  
In this study, we used 10,000 bootstrap iterations to fit each 
model, and for model validation to ensure reliable simulation 
results. Model selection was based on comparison of the AIC, 
Bayesian information criterion (BIC), log-likelihood values 
among the six models. The RR analyses were performed to 
determine the goodness of fit of the models. Data 
heterogeneity was detected using a studentised residual 
values, derived by dividing the RR by residual standard 
deviation, and standardised residuals, derived by dividing the 
RR by its standard deviation. Given that the AIC, BIC, and 
log-likelihood are all Gaussian, a two-sample t-test was 
preferable for comparison of their mean values. 
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4 RESULTS AND ANALYSIS  
A single parameter distribution, i.e. Poisson distribution, was 
less suitable for the dataset compared with a two-parameter 
distribution, i.e. NB. Three models with a Poisson 
distribution, namely Poisson, zero-inflated Poisson, and 
hurdle Poisson models, showed a poor fit; their AIC, BIC, 
and RMS values were much higher than those of models with 
an NB distribution, while their log-likelihood values were 
much lower (Table 2 and Figure 3). The t-test was used to 
compare model evaluation criteria among NB, zero-inflated 
NB (ZINB), and hurdle NB (HNB) models; the NB model 
showed a poorer fit compared with the ZINB and HNB 
models. The HNB model was slightly better than the ZINB 
model in terms of the AIC value, which was 13.1 lower (two-
sample t-test, p = 0.086), as was the BIC (two-sample t-test, 
p = 0.086); meanwhile, the log-likelihood was 6.54 higher 
(two-sample t-test, p = 0.086). 
 
Table 2. Evaluation criteria of three models with Poisson 
distributions 
 
AIC: Akaike information criterion; BIC: Bayesian information 
criterion; CI: confidence interval. 
 
Figure 3. Model evaluation criteria of three models with a 
negative binomial (NB) distributionnegbin: negative 
binomial (NB); hurdle.negbin: hurdle NB (HNB); 
zeroinfl.negbin: zero-inflated NB (ZINB); AIC: Akaike 
information criterion; BIC: Bayesian information criterion 
 
 
Figure 4. Residual distribution of the HNB and ZINB model. 
Black-circle points: Residuals of HNB; Orange-triangle 
points: Residuals of ZINB 
 
 
The standardised residual analysis results, shown in Figure 4, 
illustrate that many hotels had a markedly higher or lower 
number of guests than average (i.e. relative to other hotels 
with the same number of rooms). We detected 721 (6.8%), 
377 (3.6%), and 18 (0.2%) observations with RRs that were 
1.5, 2, and 5 times higher, respectively, than the standard 
deviation. Especially, there were 6 observations with RRs 
that were 20 to 170 times higher than the standard deviation. 
Studentised residual analysis (Figure 4) indicated that there 
were approximately 604 (5.7%), 345 (3.3%), and 55 (0.5%) 
observations with RRs that were 1.5, 2.0, and 5.0 times 
higher, respectively, than the standard deviation values. 
Some cases (16) had exceptionally high RRs, i.e. 10 times 
higher than the standard deviations. These results clearly 
confirm the significant heterogeneity in such count data. The 
difference between residuals of HNB and ZINB were not 
statistically significant, and the results of heterogeneity 
detection based on RRs of HNB and ZINB were consistent.  
 
Table 3. Coefficients of the HNB and ZINB model 
 
 
To test the performance of the HNB and ZINB models in 
estimating the total guest population with various-sized 
samples, 10 scenarios were validated with 10 different sizes 
of test sets corresponding to 10 different sizes of training set 
obtained from randomly splitting the original sample. The 
two models were fitted to the training sets, which varied from 
5% (525 observations) to 85% (8,925 observations); the 
estimates of total guest population were yielded by applying 
the fitted models to test sets that contained the remaining 
samples of the original data. Generally, increasing the sample 
size of the training set led to more accurate estimates of the 
total number of guests of the test set.  
 
Figure 5. Performance of the HNB and ZINB models with 
respect to validation of the test set 
 
 
For a training set containing 85% of the original sample data, 
the estimated total number of guests, in average, differed by 
0.07% (95% CI, −0.7% to 0.8%) from the observed total. 
When the training set contained only 5% (525 hotels) of the 
data from the original sample, the validation demonstrated 
good performance (0.67% difference between estimated and 
observed number of guests; 95% CI, −6.3% to 8.5%). Both 
HNB and ZINB illustrated the same capability in validation 
process (Figure 5). It was also found that, based on the 
estimates of coefficients of HNB and ZINB presented as in 
Table 3, the dispersion of tourist accommodation data was 
 Poisson Zero-inflated Poisson (ZIP) Hurdle Poisson (HP) 
AIC (95% CI) 106 4.57 (4.33 to 4.85) 4.31 (4.07 to 4.58) 4.31 (4.07 to 4.57) 
BIC (95% CI) 106 4.57 (4.33 to 4.85) 4.31 (4.07 to 4.58) 4.31 (4.07 to 4.57) 
Log-likelihood (95% CI) 106 −2.29 (−2.42 to −2.17) −2.16 (−2.29 to −2.03) −2.15 (−2.28 to −2.03) 
 
 Part 1: Conditional model  Part 2: Zero-inflated model  Dispersion model 
 Intercept log (Rooms)   Intercept  log (Rooms)   Intercept  log (Rooms)  
HNB 2.85
***  
(2.77 to 2.95) 
1.08***  
(1.06 to 1.09) 
 0.55***  
(0.34 to 0.76) 
-1.27***  
(-1.38 to -1.18) 
 -1.44***  
(-1.66 to -1.26) 
0.57***  
(0.52 to 0.62) 
ZINB 2.85
***  
(2.77 to 2.95) 
1.08***  
(1.06 to 1.09) 
 -0.13  
(-0.46 to 1.07) 
-1.06***  
(-1.18 to -0.95) 
 -1.44***  
(-1.66 to -1.26) 
0.57***  
(0.52 to 0.62) 
         *, **, ***: Statistically significant at p < 0.05, 0.01 and 0.0001, respectively. 
HNB: hurdle negative binomial; ZINB: zero-inflated negative binomial; CI: confidence interval. 
(95% CI): The figures in the parentheses indicate 95% confidence interval. 
   
 
0.67
(-6.3 to 8.5)
0.57
(-4.3 to 6.0)
0.55
(-2.8 to 3.8)
0.40 
(-2.1 to 3.2)
0.31
(-1.7 to 2.4)
0.31 
(-1.4 to 2.0)
0.23 
(-1.2 to 1.6)
0.17
(-0.9 to 1.3)
0.14 
(-0.7 to 0.9)
0.07
(-0.7 to 0.8)
0.95 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.15
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significant and it increased as the scale (e.g. the number of 
rooms) of the hotels increased. 
5 DISCUSSION AND IMPLICATIONS  
Although several studies have applied count data analysis to 
tourism (Grogger & Carson, 1991; Martínez-Espiñeira & 
Amoako-Tuffour, 2008; Shrestha et al., 2002; Yen & 
Adamowicz, 1993), few have specifically examined tourist 
accommodation data using this method. This study provided 
some insight into the complexities of count data analysis 
when applied to tourism accommodation data. It was found 
that the accommodation count data were over-dispersed, 
zero-excessive, and long-tailed. High heterogeneity was 
recognised in the data. The two-parameter distribution, i.e. 
NB integrated into a two-part hurdle (HNB) and zero-inflated 
(ZINB) models outperformed the other count models. The 
HNB and ZINB slightly overestimated the number of guests. 
Calibration refers to how accurately a model estimates the 
size of a population, as measured by the ratio between the 
estimated and observed population.  
The total number of guests, in average, was found to be 
overestimated by 0.07% (95% CI, −0.7% to 0.8%) with the 
test set that used 85% of the original sample, indicating 
excellent validation performance. Regarding the sample size, 
previous studies using count data analysis relied on the 
sampling of several hundreds to thousands of samples. For 
instance,  Pohlmeier & Ulrich (1995), Deb & Trivedi (1997), 
Bulmer (1974), Solis-Trapala & Farewell (2005), and Taylor 
(1967) analysed sample sizes of 5,096, 4,406, 924, 651, and 
623, respectively. Especially, Arbous & Sichel (1954) 
analysed absenteeism data based on only 248 observations. 
In this study, we analysed the data of 10,503 hotels 
throughout Japan, to ensure reliability and accuracy of the 
analysis. 
The HNB and ZINB models could be important for the 
further development of tourist accommodation statistics. In 
some countries, such as France (Insee, 2017), Spain (INE, 
2017), the United Kingdom (Visitbritain, 2018), Japan (JTA, 
MLIT, 2016), Thailand (NSO-Thailand, 2016), and Vietnam 
(GSO-VN, 2011), the total number of guests staying in tourist 
accommodation facilities are estimated using a linear 
estimator. i.e. the mean of guests stayed obtained from 
sample data multiplied by the “expansion rate”, which is 
defined as the ratio between the total population size and the 
sample size.  
Accommodation data are typically stratified, where different 
strata represent accommodation or region types (e.g. 
provinces or, for lower strata, cities and/or districts). 
Estimates of the total number of guests per stratum are 
commonly required. The linear estimator can be applied in 
the same manner to each stratum; this method is easy to 
implement but may be less precise, or even infeasible for 
lower strata if data samples for these strata are not available 
or are missing. Regression can be used to overcome these 
issues, given its ability to control for heterogeneity to some 
extend and interpolate the total count for a given stratum 
based on the available data. 
Heterogeneity was noted in the accommodation data used. 
The reasons for the heterogeneity have yet to be elucidated in 
this study; however, there are several plausible explanations. 
For example, the data were obtained from various areas of 
Japan, in which tourism demand may differ according to 
seasonality. Even within the same region, hotels vary in terms 
of design and business strategy, which may lead to a degree 
of heterogeneity. For instance, December may be a high-
demand period in some areas, whereas in other areas having 
hotels of the same size, occupancy may be low, or they may 
even be empty.  
As alluded to above, the variety in accommodation types may 
also lead to heterogeneity. For example, a traditional type of 
accommodation known as “Ryokan” has large rooms that can 
accommodate many guests simultaneously, as can the 
accommodation facilities of sports or training centres, such 
as large huts in mountainous areas designed for hikers and 
mountain climbers; these can in fact host several dozen to 
hundreds of people in one room and thus differ considerably 
from regular hotels, in which rooms are commonly designed 
for single-, double-, or triple-occupancy. Additionally, some 
hotels provide substantial discount packages, whereas others 
do not. Interestingly, two-part count models can distinguish 
zero demand from non-zero demand for lodging units, as well 
as uncover errors due to heterogeneity. Including more 
explanatory variables and/or stratifying the data can 
minimise heterogeneity. 
The bootstrap resampling method can play a key role in 
model selection and validation, and in detecting 
overestimation. The AIC, BIC, and log-likelihood values 
(Figure 3) indicated that one may make a wrong selection 
between the HNB and the ZINB model if their selection 
criteria were compared based on single-time modelling. 
Furthermore, it can be difficult for the HNB and ZINB 
models to detect under- or overestimation with single-time 
validation. Fitting and validating model with arbitrary B 
bootstrap sub-samples (in this study, B = 10,000), 
representing the vast of possible samples of the population, 
provides B models.  
With each model, one set of model coefficients, model 
selection and model validation criteria were derived. The six 
models generated herein were compared in terms of the AIC, 
BIC, and log-likelihood values by t-test (Figure 3), and the 
results tended to support the HNB and ZINB models (Figure 
5); moreover, overestimation was well-recognised by the 
bootstrap method, suggesting the estimate of population total, 
i.e. total guests, should be corrected. Bradley Efron & 
Tibshirani (1994:138) recommended a method to correct the 
parameters of interest, which a bias-corrected estimator is 
determined by subtracting the estimate of population total by 
the estimate of bias. For example, let G ̂ denotes for the 
estimate of total guests, (bias) ̂ denotes for the estimate of 
bias (e.g. 0.5%), then the bias-corrected estimate of total 
guests would be G ̅ = G ̂(1-(bias) ̂ )=0.995G ̂. 
Non-econometric HNB and ZINB models should prove 
useful for deriving reliable accommodation statistics. We 
recommend the integrating bootstrap resampling and count 
regression for reliable tourist accommodation statistics which 
strongly support decision making process in tourism 
planning, management, monitoring and evaluating the policy 
implementations.  
The findings of this study, on one hand, could be used directly 
to estimate the total guests stayed by relying on a random 
sample drawn from the finite population of accommodation 
facilities, which is widely known as design-based estimation 
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method. On the other hand, the estimates of parameters 
derived in the analysis are useful for feeding the model-based 
estimation method which the inferential framework 
recommended by Fisher & Russell (1922). The model-based 
approach may appear as the exclusive choice for 
administrative territories where there is no respondent. The 
results of this study, although derived from the tourist 
accommodation survey as a case study in Japan, but other 
countries may be able to adapt since the analysis procedure 
could be easily generalised universally. 
6 CONCLUSIONS AND FURTHER RESEARCH 
In conclusion, the results of this analysis of a large dataset 
show that tourist accommodation count data are highly over-
dispersed, zero-excessive, and long-tailed. Heterogeneity is 
common in tourist accommodation data. The HNB and ZINB 
models appear to be appropriate models for such data. In 
particular, the HNB and ZINB models, which were fitted to 
a training set that contained 85% of the original data, resulted 
little overestimate, but high accuracy; The estimated-to-
expected relative ratio of the total number of guests was 
0.07% (95% CI, −0.65% to 0.77%). Even when reducing the 
training set to include only 5% of the data of the original 
sample, the overestimate, in average, was only 0.67% (95% 
CI, −6.30% to 8.50%). The bootstrap technique is particularly 
useful for detecting overestimates. This suggests that 
overestimation could be resolved by adjusting the estimated 
value by the overestimate ratio. Thus, overestimation is not 
considered to be a major problem for tourist accommodation 
data.  
Some countries (GSO-VN, 2011; INE, 2017; Insee, 2017; 
JTA, MLIT, 2016; NSO-Thailand, 2016; Visitbritain, 2018), 
as stated previously, have been using a linear estimator to 
estimate the population total (i.e. total guests), Australia 
(ABS, 2016) have been utilising time series analysis to 
estimate the total guests based on tourist accommodation 
survey. The estimation of total guests of a month of the later 
year will be inferred based on the information of the same 
month of the previous year with updated information, for 
example the annual percentage change of guests, the seasonal 
adjustment, etc. The limitation of this study is that the 
performance of the count regression has not been compared 
with the other methods have been applying in such countries 
in various circumstances (e.g. small and large population, 
alternatives of sampling schemes). Further research needs to 
be carried out to elaborate those issues. 
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