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Abstract
Drawing statistical inferences from large datasets in a model-robust way is an important problem
in statistics and data science. In this paper, we propose methods that are robust to large and unequal
noise in different observational units (i.e., heteroskedasticity) for statistical inference in linear regression.
We leverage the Hadamard estimator, which is unbiased for the variances of ordinary least-squares
regression. This is in contrast to the popular White’s sandwich estimator, which can be substantially
biased in high dimensions. We propose to estimate the signal strength, noise level, signal-to-noise ratio,
and mean squared error via the Hadamard estimator. We develop a new degrees of freedom adjustment
that gives more accurate confidence intervals than variants of White’s sandwich estimator. Moreover, we
provide conditions ensuring the estimator is well-defined, by studying a new random matrix ensemble
in which the entries of a random orthogonal projection matrix are squared. We also show approximate
normality, using the second-order Poincare´ inequality. Our work provides improved statistical theory
and methods for linear regression in high dimensions.
1 Introduction
Drawing statistical inferences from large datasets in a way that is robust to model assumptions is an
important problem in statistics and data science. In this paper, we study a central question in this area,
performing statistical inference for the unknown regression parameters in linear models.
1.1 Linear models and heteroskedastic noise
The linear regression model
Y = Xβ + ε (1)
is widely used and fundamental in many areas. The goal is to understand the dependence of an outcome
variable Y on some p covariates x = (x1, . . . , xp)>. We observe n such data points, arranging their
outcomes into the n × 1 vector Y , and their covariates into the n × p matrix X . We assume that Y
depends linearly on X , via some unknown p× 1 parameter vector β.
A fundamental practical problem is that the structure of noise ε affects the accuracy of inferences
about the regression coefficient β. If the noise level in an observation is very high, that observation
contributes little useful information. Such an observation could bias our inferences, and we should
discard or down-weight it. The practical meaning of large noise is that our model underfits the specific
observation. However, we usually do not know the noise level of each observation. Therefore, we must
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design procedures that adapt to unknown noise levels, for instance by constructing preliminary estimators
of the noise. This problem of unknown and unequal noise levels, i.e., heteroskedasticity, has long been
recognized as a central problem in many applied areas, especially in finance and econometrics.
In applied data analysis, and especially in the fields mentioned above, it is a common practice to
use the ordinary least-squares (OLS) estimator βˆ = (X>X)−1X>Y as the estimator of the unknown
regression coefficients, despite the potential of heteroskedasticity. The OLS estimator is still unbiased,
and has other desirable properties—such as consistency—under mild conditions. For statistical inference
about β, the common practice is to use heteroskedasticity-robust confidence intervals.
Specifically, in the classical low-dimensional case when the dimension p is fixed and the sample
size n grows, the OLS estimator is asymptotically normal with asymptotic covariance matrix C∞ =
limn→∞ nC, with
C = Cov(βˆ) = (X>X)−1X>ΣX(X>X)−1. (2)
Here the covariance matrix of the noise is a diagonal matrix Cov(ε) = Σ. To form confidence intervals
for individual components of β, we need to estimate diagonal entries of C. White (1980), in one of high-
est cited papers in econometrics, studied the following plug-in estimator of C, which simply estimates
the unknown noise variances by the squared residuals:
ĈW = (X
>X)−1X> diag(ε̂)2X(X>X)−1. (3)
Here
ε̂ = Y −Xβˆ
is the vector containing the residuals from the OLS fit. This is also known as the sandwich estimator, the
Huber-White, or the Eicker-Huber-White estimator. White showed that this estimator is consistent for
the true covariance matrix of βˆ, when the sample size grows to infinity, n→∞, with fixed dimension p.
Earlier closely related work was done by Eicker (1967); Huber (1967). In theory, these works considered
more general problems, but White’s estimator was explicit and directly applicable to the central problem
of inference in OLS. This may explain why White’s work has achieved such a large practical impact,
with more than 26,000 citations at the time of writing.
However, it was quickly realized that White’s estimator is substantially biased when the sample size
n is not too large—for instance when we only have twice as many samples as the dimension. This is a
problem, because it can lead to incorrect statistical inferences. MacKinnon and White (1985) proposed a
bias-correction that is unbiased under homoskedasticity. However, the question of forming confidence in-
tervals has remained challenging. Despite the unbiasedness of the MacKinnon-White estimate in special
cases, confidence intervals based on it have below-nominal probability of covering the true parameters
in low dimensions (see e.g., Kauermann and Carroll, 2001). It is not clear if this continues to hold in
the high-dimensional case. In fact in our simulations we observe that these CIs can be anti-conservative
in high dimensions. Thus, constructing accurate CIs in high dimensions remains a challenging open
problem.
In this paper, we propose to construct confidence intervals via a variance estimator that is unbiased
even under heteroskedasticity. Since the estimator (described later), is based on Hadamard products, we
call it the Hadamard estimator. This remarkable estimator has been discovered several times (Hartley
et al., 1969; Chew, 1970; Cattaneo et al., 2018), and the later two works do not appear to be aware of
the earlier ones. The estimator is also not widely known by researchers in finance and econometrics,
and does not appear in standard econometrics textbooks such as Greene (2003), or in recent review
papers such as Imbens and Kolesar (2016). We also re-discovered the Hadamard estimator in 2017 while
studying the bias of White’s estimator, and were surprised to find out about the interesting earlier works.
We emphasize that the three papers did not study many of the important properties of this estimator, and
it is not even clear based on these works under what conditions this estimator exists.
In our paper, we start by showing how to solve five important problems in the linear regression model
using the Hadamard estimator: constructing confidence intervals, estimating signal-to-noise ratio (SNR),
signal strength, noise level, and mean squared error (MSE) in a robust way under heteroskedasticity
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(Section 2.1). To use the Hadamard estimator, we need to show the fundamental result that it is well-
defined (Section 2.2). We prove matching upper and lower bounds on the relation between the dimension
and sample size guaranteeing that the Hadamard estimator is generically well-defined. We also prove
well conditioning. For this, we study a new random matrix ensemble in which the entries of a random
partial orthogonal projection matrix are squared. Specifically, we prove sharp bounds on the smallest
and largest eigenvalues of this matrix. This mathematical contribution should be of independent interest.
Next, we develop a new degrees of freedom correction for the Hadamard estimator, which gives
more accurate confidence intervals than several variants of the sandwich estimator (Section 2.3). Finally,
we also establish the rate of convergence and approximate normality of the estimator, using the second-
order Poincare´ inequality (Section 4). We also perform numerical experiments to validate our theoretical
results (Section 5). Software implementing our method, and reproducing our results, is available from
the authors’ GitHub page, http://github.com/dobriban/Hadamard.
2 Main Results
2.1 Solving five problems under heteroskedasticity
Under heteroskedasticity, some fundamental estimation and inference tasks in the linear model are more
challenging than under homoskedasticity. As we will see, the difficulty often arises from a lack of a
good estimator of the variance of the OLS estimator. For the moment, assume that there is an unbi-
ased estimator of the coordinate-wise variances of the OLS estimator. That is, we consider a vector V̂
satisfying
E V̂ = V
under heteroskedasticity, where V = diagC = diag Cov(βˆ) is defined through equation (2). To define
this unbiased estimator, we collect some useful notation as follows, though the estimator itself shall be
introduced in detail in Section 2.2. Let S = (X>X)−1X> be the matrix used in defining the ordinary
least-squares estimate, and Q = In − X(X>X)−1X> be the projection into the orthocomplement of
the column space of X . Here In is the identity matrix. Let us denote by M M the Hadamard—or
elementwise—product of a matrix or vector M with itself.
Among others, the following five important applications demonstrate the usefulness of the unbiased
variance estimator V̂ .
Constructing confidence intervals. A first fundamental problem is inference for the individual
regression coefficients. Assuming the noise ε in the linear model (1) follows a heteroskedastic normal
distribution ε ∼ N (0,Σ) for a diagonal covariance matrix Σ, the random variable (βˆj − βj)/
√
Vj
follows the standard normal distribution. We replace the unknown variance Vj of the OLS estimator by
its approximation V̂j and focus on the distribution of the following approximate pivotal quantity
βˆj − βj√
V̂j
. (4)
The distribution of this random variable is approximated by a t distribution in Section 2.3 and this plays
a pivotal role in constructing confidence intervals and conducting hypothesis testing for the coefficients.
Estimating SNR. The signal-to-noise ratio (SNR)
SNR =
‖β‖2
E ‖ε‖2 =
‖β‖2
tr(Σ)
of the linear model (1) is a fundamental measure that quantifies the fraction of an observational unit’s
variability explained by its covariates. Here ‖x‖ = (∑i x2i )1/2 is the usual Euclidean norm of a vector
x. In genetics, the SNR corresponds to heritability if the response y denotes the phenotype of a genetic
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trait (Visscher et al., 2008). Existing work on estimating this important ratio in linear models, however,
largely focuses on the relatively simple case of homoskedasticity (see, for example, Dicker (2014);
Janson et al. (2017)). Without appropriately accounting for heteroskedasticity, the estimated SNR may
be unreliable.
As an application of the estimator V̂ , we propose to estimate the SNR using
ŜNR =
‖βˆ‖2 − 1>p V̂
1>p (QQ)−1(ε̂ ε̂)
, (5)
where recall that ε̂ is the vector of residuals in the linear model, and 1p denotes a column vector with
all p entries being ones. Above, (Q  Q)−1 denotes the inverse of the Hadamard product Q  Q of
Q = In − X(X>X)−1X> with itself (we will later study this invertibility in detail). The numerator
and denominator of the fraction in (5) are unbiased for the signal part and noise part, respectively, as we
show in the next two examples.
Estimating signal squared magnitude. A further fundamental problem is estimating the magni-
tude of the regression coefficient ‖β‖2. From the identy
E ‖βˆ‖2 = ‖β‖2 + tr
(
Cov(βˆ)
)
,
it follows that an unbiased estimator of tr
(
Cov(βˆ)
)
is 1>p V̂ . Thus, an unbiased estimator of the squared
signal magnitude is given as
‖βˆ‖2 − 1>p V̂ .
Estimating total noise level. As an intermediate step in the derivation of the unbiased estimator V̂ ,
we obtain the identity
diag(Σ) = (QQ)−1 E(ε̂ ε̂).
That is, the vector diag(Σ) of the entries of Σ can be written as a matrix-vector product in the appropriate
way. As a consequence of this, we can use
1>p (QQ)−1(ε̂ ε̂)
to estimate the total noise level tr(Σ) =
∑n
i=1 Var(εi) in an unbiased way.
Estimating MSE. An important problem concerning the least-squares method is estimating its mean
squared error (MSE). Let
MSE = E ‖βˆ − β‖2
be the MSE. Consider the estimator
M̂SE =
n∑
i=1
V̂i.
As in the part “Estimating signal squared magnitude,” it follows that M̂SE is an unbiased estimator of
the MSE. Later in Section 5 we will show in simulations that this estimator is more accurate than the
corresponding estimators based on White’s and MacKinnon-White’s covariance estimators.
2.2 The Hadamard estimator and its well-posedness
This section specifies the variance estimator V̂ . This estimator has appeared in Hartley et al. (1969);
Chew (1970); Cattaneo et al. (2018), and takes the following form of matrix-vector product
V̂ = A(ε̂ ε̂),
4
where the matrix A is the product of two matrices
A = (S  S)(QQ)−1.
To clarify, note that (Q  Q)−1 is the usual matrix inverse of Q  Q and recall that both Q  Q and
ε̂ ε̂ denote the Hadamard product. As such, V̂ is henceforth referred to as the Hadamard estimator. In
short, this is a method of moments estimator, using linear combinations of the squared residuals.
While the Hadamard estimator enjoys a simple expression, there is little work on a fundamental
question: whether this estimator exists or not. More precisely, in order for the Hadamard estimator to be
well-defined, the matrixQQmust be invertible. Without this knowledge, all five important applications
in Section 2.1 would suffer from a lack of theoretical foundation. While the invertibility can be checked
for a given dataset, knowing that it should hold under general conditions gives us a confidence that the
method can work broadly.
As a major thrust of this paper, we provide a deep understanding of under what conditions Q  Q
should be expected to be invertible. The problem is theoretically nontrivial, because there are no general
statements about the invertibility of matrices whose entries are squared values of some other matrix.
In fact, Q = In − X(X>X)−1X> is an n × n rank-deficient projection matrix of rank n − p < n.
Therefore, Q itself is not invertible, and it is not clear how its rank behaves when the entries are squared.
However, we have the following lower bound on n for this invertibility to hold.
Proposition 2.1 (Lower bound). If the Hadamard product Q  Q is invertible, then the sample size n
must be at least
n ≥ p+ 1
2
+
√
2p+
1
4
. (6)
This result reveals that the Hadamard estimator simply does not exist if n is only slightly greater than
p, (say p = n+ 1), though the OLS estimator exists in this regime. The proof of Proposition 2.1 comes
from a well-known property of the Hadamard product, that is, if a matrix B is of rank r, then the rank of
B B is at most r(r + 1)/2 (e.g., Horn and Johnson, 1994). For completeness, a proof of this property
is given in Section A.2. Using this property, the invertibility of QQ readily implies
n ≤ (n− p)(n− p+ 1)
2
,
which is equivalent to (6).
In light of the above, it is tempting to ask whether (6) is sufficient for the existence of the Hadamard
estimator. In general, this is not the case. For example, let
X =
(
R
0
)
for any orthogonal matrix R ∈ Rp×p. Then, Q  Q is not invertible as Q is a diagonal matrix whose
first p diagonal entries are 0 and the remaining are 1. This holds no matter how large n is compared to
p. However, such design matrices X that lead to a degenerate QQ are very “rare” in the sense of the
following theorem. Recall that Q = In −X(X>X)−1X>.
Theorem 1. The set {
X ∈ Rn×p : QQ does not have full rank}
has Lebesgue measure zero in Rnp if the inequality (6) is satisfied.
Therefore, the lower bound in Proposition 2.1 is sharp. Roughly speaking, n ≥ p + O(√p) is
sufficient for the invertibility of Q  Q. The proof of this result is new in the vast literature on the
Hadamard matrix product. In short, our proof uses certain algebraic properties of the determinant of
Q  Q and employs a novel induction step. Section 3 is devoted to developing the proof of Theorem
1 in detail. To be complete, Cattaneo et al. (2018) show high-probability invertibility when p > 2n for
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Gaussian designs. As a comparison, our invertibility result is qualitatively stronger as it applies to almost
every design matrix under more widely applicable distribution-free models.
To better appreciate this main theoretical contribution of the paper, we consider a random matrix X
in the following corollary, which ensures that the Hadamard estimator is well-defined almost surely for
many popular random matrix ensembles of X such as the Wishart ensemble.
Corollary 2.2. Under the same conditions as in Theorem 1, if X is sampled from a distribution that is
absolutely continuous with respect to the Lebesgue measure on Rn×p (put simply, X has a density), then
QQ is invertible almost surely.
Although Q  Q is invertible under very general conditions, our simulations reveal that the condi-
tion number of this matrix can be very large for p close to n due to very small eigenvalues. This is
problematic, because the estimator can then amplify the error. Our next result shows that QQ is well-
conditioned under some conditions if n > 2p. We will show that this holds for certain random design
matrices X .
Suppose for instance that the entries of X are iid standard normal, Xij ∼ N (0, 1). Then, each
diagonal entry of Q = In −X(X>X)−1X> is relatively large, of unit order. The off-diagonal entries
are of order 1/n1/2. When we square the entries, the off-diagonal entries become of order 1/n, while
the diagonal ones are still of unit order. Thus, it is possible that the matrix is diagonally dominant, so the
diagonal entries are larger than the sum of the off-diagonal ones. This would ensure well-conditioning.
We will show rigorously that this is true under some additonal conditions.
Specifically, we will consider a high-dimensional asymptotic setting, where the dimension n and the
sample size p are both large. We assume that they grow proportionally to each other, n, p → ∞ with
p/n → γ > 0. This is a modern setting for high-dimensional statistics, and it has many connections to
random matrix theory (see e.g., Bai and Silverstein, 2009; Paul and Aue, 2014; Yao et al., 2015).
We will provide bounds on the largest and smallest eigenvalues. We can handle correlated designsX ,
where each row is sampled iid from a distribution with covariance matrix Γ. Let Γ1/2 be the symmetric
square root of Γ.
Theorem 2 (Eigenvalue bounds). Suppose the rows xi of X are iid and have the form xi = Γ1/2zi,
where zi have iid entries with mean zero and variance 1/p, and uniformly bounded (8 + δ)-th moment.
Suppose that Γ is invertible. Then, as n, p → ∞ such that p/n → γ < 1/2, the matrix T = Q  Q
satisfies the following eigenvalue bounds almost surely:
(1− γ)(1− 2γ) ≤ lim inf λmin(T ) ≤ lim supλmax(T ) ≤ (1− γ).
Practically speaking, the condition number of T is at most 1/(1 − 2γ) with high probability. See
Section A.3 for a proof. We note that our invertibility results are stronger than those of Cattaneo et al.
(2018). Specifically, we show generic invertibility in finite dimensional designs with probability one, and
condition number bounds on non-Gaussian correlated designs that go much beyond those considered in
their work. They consider only Gaussian designs without correlations.
2.3 Degree-of-freedom adjustment
To obtain a confidence interval for βj , we propose to approximate the distribution of the approximate
pivot in (4) by a t-distribution. The key is to find a good approximation to the degrees of freedom. Let
us denote by Vj = Var β̂j , the expected value of V̂j . Suppose the degrees of freedom of V̂j are dj . Using
the 4-th moment properties of the χ2dj variable, these degrees of freedom should obey that
E V̂ 2j ≈
V 2j
d2
Eχ4dj = V
2
j (1 + 2/dj).
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Consequently, we formally define
dj =
2
E V̂ 2j
V 2j
− 1
=
2V 2j
E V̂ 2j − V 2j
. (7)
To proceed, we need to evaluate E[V̂  V̂ ] ∈ Rp. The following proposition gives a closed-form
expression of this vector assuming homoskedasticity. Let us denote
E = diag
[
(X>X)−1
] diag [(X>X)−1] .
Proposition 2.3 (Degrees of freedom). Under homoskedasticity, we have that the vector of degrees of
freedom of V̂ , defined in equation (7), has the form
d =
2E
diag [(S  S)1n1>n (S  S)>] + 2 diag [(S  S)(QQ)−1(S  S)>]− E
, (8)
where the division is understood to be entrywise.
See Section A.6 for a proof.
This result also leads to a useful degrees of freedom heuristic. If the degrees of freedom di are large,
this suggests that inferences for βi are based on a large amount of information. On the other hand, if the
degrees of freedom are small, this suggests that the inferences are based on little information, and may
thus be unstable.
In our case, the t-distribution is still a heuristic, because the numerator and denominator are not
independent under heteroskedasticity. However, the degree of dependence can be bounded as follows:
‖Cov(βˆ, ε̂)‖op = ‖SΣ(S>X> − I)‖op = ‖S(Σ− cI)(S>X> − I)‖op
≤ ‖S‖op‖Σ− cI‖op‖S>X> − I‖op ≤ |Σmax−Σmin|2σmin(X) .
In the last line, we have chosen c = (Σmax + Σmin)/2, where Σmax and Σmin denote the maximal
and minimial entries of Σ, respectively. Now, for designs X of aspect ratios n × p that are not close to
1, and with iid entries with sufficiently many moments, it is known that σmin(X) is of the order n1/2.
This suggests that the covariance between βˆ and ε̂ is small. Hence, this heuristic suggests that the t-
approximation should be accurate. Moreover when V̂j−Vj → 0 in probability, and under the conditions
in Section 4.1, we also have that the limiting distribution is standard normal.
2.4 Hadamard estimator with p = 1
As a simple example, consider the case of one covariate, when p = 1. In this case, we have Y = Xβ+ε,
where y,X, ε are n-vectors. Assuming without loss of generality that X>X = 1, the OLS estimator
takes the form βˆ = X>y. Its variance equals V =
∑n
j=1X
2
jΣj , where Σj is the variance of εj , and Xj
are the entries of X .
The Hadamard estimator takes the form
V̂ =
∑n
j=1
X2j
1−2X2j ε̂
2
j
1 +
∑n
j=1
X4j
1−2X2j
,
which is well-defined if all coordinates X2j are small enough that 1 − 2X2j > 0. See section A.7 for
the argument. The unbiased estimator is not always nonnegative. To ensure nonnegativity, we need
X2j < 1/2 in this case. In practice, we may enforce non-negativity by using max(V̂ , 0) instead of V̂ ,
but see below for a more thorough discussion.
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For comparison, White’s variance estimator is
V̂W =
n∑
j=1
X2j ε̂
2
j ,
while MacKinnon-White’s variance estimator (MacKinnon and White, 1985) can be seen to take the
form
V̂MW =
n∑
j=1
X2j
1−X2j
ε̂2j =
n∑
j=1
X2j∑n
i=1,i6=j X
2
i
ε̂2j .
We observe that each variance estimator is a weighted linear combination of the squared residuals,
where the weights are some functions of the squares of the entries of the feature vector X . For White’s
estimator, the weights are simply the squared entries. For MacKinnon-White’s variance estimator, the
weights are scaled up by a factor 1/(1 −X2j ) > 1. As we know, this ensures the estimator is unbiased
under homoskedasticity. For the Hadamard estimator, the weights are scaled up more aggressively by
1/(1 − 2X2j ) > 1, and there is an additional normalization step. In general, these weights do not have
to be larger—or smaller—than those of the other two weighting schemes.
A critical issue is that the Hadamard estimator may not always be non-negative. It is well known
that unbiased estimators may fall outside of the parameter space (Lehmann and Casella, 1998). When
p = 1, almost sure non-negativity is ensured when the coordinates of X are sufficiently small. It would
be desirable, but seems non-obvious, to obtain such results for general dimension p.
In addition, the degrees of freedom from (8) simplifies to
d = 1 +
1∑n
j=1
X4j
1−2X2j
.
This can be as large as n− 1, for instance d = n− 1 when all X2i = 1/n. The degrees of freedom can
only be small if the distribution of X2i is very skewed.
2.5 Bias of classical estimators
As a byproduct of our analysis, we also obtain explicit formulas for the bias of the two classical estima-
tors of the variances of the ordinary least-squares estimator, namely the White and MacKinnon-White
estimators. This can in principle enable us to understand when the bias is small or large.
The estimator proposed by MacKinnon and White (1985), which we will call the MW estimator, is:
ĈMW = (X
>X)−1[X>Σ̂MWX](X>X)−1, (9)
where Σ̂MW = diag(Q)−1 diag(ε̂)2. This estimator is unbiased under homoskedasticity, ĈMW =
σ2In. It is denoted as HC2 in the paper MacKinnon and White (1985). The same estimator was also
proposed by Wu (1986), eq (2.6).
Proposition 2.4 (Bias of classical estimators). Consider White’s covariance estimator defined in (3) and
MacKinnon-White’s estimator defined in (9). Their bias for estimating the coordinate-wise variances of
the OLS estimator equals, respectively
bW = (S  S)[(QQ)− In]Σvec
for White’s covariance estimator, and
bMW = (S  S)[diag(Q)−1(QQ)− In]Σvec
for MacKinnon-White’s estimator. Here Σvec is the vector of diagonal entries of Σ, the covariance of
the noise.
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See Section A.8 for a proof.
In particular, MacKinnon-White’s estimator is known to be unbiased under homoskedasticity, that
is when Σ = In (MacKinnon and White, 1985). This can be checked easily using our explicit formula
for the bias. Specifically suppose that Σ = In. Then, Σvec = 1n, the vector of all ones. Therefore,
(Q  Q)Σvec = vec(‖qj‖2), the vector of squared Euclidean norms of the rows of Q. Since Q is a
projection matrix, Q2 = Q, so ‖qj‖2 = Qjj . Therefore we see that
[diag(Q)−1(QQ)− In]Σvec = diag(Q)−1vec(Qjj)− 1n = 0,
so that MacKinnon-White’s estimator is unbiased under homoskedasticity.
2.6 Some related work
There has been a lot of related work on inference in linear models under heteroskedasticity. Here we
can only mention a few of the most closely related works, and refer to Imbens and Kolesar (2016)
for a review. In the low-dimensional case, Bera et al. (2002) compared the Hadamard and White-type
estimators and discovered that the Hadamard estimator lead to more accurate coverage, while the White
estimators have better mean squared error.
As a heuristic to improve the performance of the MacKinnon-White (MW) confidence intervals
in high dimensions, Bell and McCaffrey (2002) have a similar approach to ours, with a t degrees of
freedom correction. Simulations in the very recent review paper by Imbens and Kolesar (2016) suggest
this method is the state of the art for heteroskedasticity-consistent inference, and performs well under
many settings. However, this correction is computationally more burdensome than the MW method,
because it requires a separate O(p3) computation for each regression coefficient, raising the cost to
O(p4). In contrast, our method has computational cost O(p3) only. In addition, the accuracy of their
method typically does not increase substantially compared to the MW method. We think that this could
be due to the bias of the MW method under heteroskedasticity.
In this work, we have used the term “robust” informally to mean insensitivity to assumptions about
the covariance of the noise. Robust statistics is a much larger field which classically studies robustness
to outliers in the data distribution (e.g., Huber and Ronchetti, 2011). Recent work has focused, among
many other topics, on high-dimensional regression and covariance estimation (e.g., El Karoui et al.,
2013; Chen et al., 2016; Donoho and Montanari, 2016; Zhou et al., 2017; Diakonikolas et al., 2017, etc).
3 Existence of Hadamard estimator
In this section we develop the novel proof of the existence of the Hadamard estimator. We begin by
observing that Theorem 1 is equivalent to the proposition below. This is because the Lebesgue measure
admits an orthogonal decomposition using the SVD.
Proposition 3.1. Assume r(r + 1)/2 ≥ n. Denote by Q the set of all n× n projection matrices of rank
r and let dQ be the Lebesgue measure on Q. Then, the set
{Q ∈ Q : rank(QQ) < n}
has zero-dQ measure.
We take the following lemma as given for the moment.
Lemma 3.2. Under the same assumptions as Proposition 3.1, there exists a Q∗ ∈ Q such that
rank(Q∗ Q∗) = n.
A proof of Proposition 3.1 using Lemma 3.2 is readily given as follows.
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Proof of Proposition 3.1. Let p = n − r. Consider the map from Rn×p (ignoring the zero-Lebesgue
measure set where X is not of rank p) to Q:
X ∈ Rn×p −→ Q = I −X(X>X)−1X> ∈ Q.
It is easy to see that the map is a surjection and the preimage of this map for every Q ∈ Q is rotationally
equivalent to each other. Hence, it suffices to show that the set of X where the Hadamard product of
I −X(X>X)−1X> is degenerate is measure zero.
We observe that the determinant takes the form
det
(
(I −X(X>X)−1X>) (I −X(X>X)−1X>)) = f1(X)
f2(X)
,
where f1(X) and f2(X) are polynomials in np variables Xij , 1 ≤ i ≤ n, 1 ≤ j ≤ p. As a fundamental
property of polynomials, one and exactly one of the following two cases holds:
(a) The polynomial f1(X) ≡ 0 for all X .
(b) The roots of f1(X) is of zero Lebesgue measure.
Lemma 3.2 falsifies case (a). Therefore, case (b) must hold. Recognizing that the set of X where the
Hadamard product of Q(X) is not full rank is a subset of the roots of f1(X), case (b) confirms the claim
of the present lemma.
Now we turn to prove Lemma 3.2. For convenience, we adopt the following definition.
Definition 3.3. For a set of vectors u1, . . . , ur ∈ Rn, write rank(u1, . . . , ur) the rank of the r(r+1)/2
vectors each taking the form ui  uj for 1 ≤ i ≤ j ≤ r.
First, we give two simple lemmas.
Lemma 3.4. Suppose two sets of vectors {u1, u2, . . . , ur} and {u′1, u′2, . . . , u′r′} are linearly equivalent,
meaning that one can be linearly represented by the other. Then,
rank(u1, . . . , ur) = rank(u′1, . . . , u
′
r′).
Lemma 3.5. For any matrix P that takes the form P = u1u>1 + · · ·+uru>r for some vectors u1, . . . , ur,
we have
rank(P  P ) = rank(u1, . . . , ur).
Making use of the two lemmas above, Lemma 3.2 is validated once we show the following.
Lemma 3.6. There exists (not necessarily normalized or orthogonalized) u1, . . . , ur such that
rank(u1, . . . , ur) = n
if r(r + 1)/2 ≥ n.
To see this point, we apply the Gram–Schmidt orthonormalization to u1, . . . , ur considered in Lemma
3.6, and get orthonormal vectors v1, . . . , vr. Write Q∗ = v1v>1 + · · ·+vrv>r , which belongs toQ. Since
u1, . . . , ur and v1, . . . , vr are linearly equivalent, Lemmas 3.4 and 3.5 reveal that
rank(Q∗ Q∗) = rank(v1, . . . , vr) = rank(u1, . . . , ur) = n.
Now we aim to prove Lemma 3.6.
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Proof of Lemma 3.6. We consider a stronger form of Lemma 3.6: for generic u1, . . . , ur, any combina-
tion of n vectors from ui  uj for 1 ≤ i ≤ j ≤ r have full rank. Here generic means that this statement
does not hold only for a set of zero Lebesgue measure.
We induct on n. The statement is true for n = 1. Suppose it has been proven true for n − 1. Let U
denote an arbitrary subset of {(i, j) : 1 ≤ i ≤ j ≤ r} with cardinality n. Write
P = (ui  uj)(i,j)∈U .
It is sufficient to show that det(P ) is generically nonzero. As earlier in the proof of Proposition 3.1,
it suffices to show that det(P ) is not always zero. Without loss of generality, let (i0, j0) ∈ U be the
first column of P . Expressing the determinant of P in terms of its minors along the first column, we see
that det(P ) is an affine function of ui0(1)uj0(1), with the leading coefficient being the determinant of a
(n− 1)× (n− 1) minor matrix that results from P by removing the first row and the first column. The
induction step is complete if we show that this minor matrix, denoted by P1,1 is nonzero generically.
Write u(−1)i the vector in Rn−1 formed by removing the first entry from ui for i = 1, . . . , r. Then, each
of the n − 1 column of P1,1 takes the form u(−1)i  u(−1)j for some (i, j) ∈ U \ {(i0, j0)}. Since the
induction step has been validated for n − 1, it follows that the determinant of P1,1 is nonzero in the
generic sense.
To complete this section, we prove below Lemmas 3.4 and 3.5.
Proof of Lemma 3.4. Since {u′1, u′2, . . . , u′r′} can be linearly represented by {u1, u2, . . . , ur}, each u′j
can be written as
u′j =
r∑
l=1
ajlul
for constants ajl . Using the representation, the Hadamard product between two vectors reads
u′i  u′j =
(
r∑
l=1
ailul
)

(
r∑
l=1
ajlul
)
=
∑
l1,l2
ail1a
j
l2
ul1  ul2 .
This expression for u′i  u′j suggests that u′i  u′j is in the linear span of ul1  ul2 for 1 ≤ l1 ≤ l2 ≤ r.
As a consequence of this, it must hold that
rank(u′1, u
′
2, . . . , u
′
r′) ≡ rank({u′i  u′j : 1 ≤ i ≤ j ≤ r′})
≤ rank({ul1  ul2 : 1 ≤ l1 ≤ l2 ≤ r})
= rank(u1, u2, . . . , ur).
Likewise, we have rank(u′1, u
′
2, . . . , u
′
r′) ≥ rank(u1, u2, . . . , ur). Taking the two inequalities
together leads to an identity between the two ranks.
Proof of Lemma 3.5. As earlier in this section, we can write P as
P  P =
∑
1≤i,j≤r
(ui  uj)(ui  uj)>.
LetR be an n×r2 matrix formed by the r2 columns uiuj for 1 ≤ i, j ≤ n. Apparently, rank(PP ) =
rank(R) since P  P = RR>. The (column) rank of R is just rank(u1, . . . , ur) by Definition 3.3
(recognize that ui  uj = uj  ui). Hence, rank(P  P ) = rank(u1, . . . , ur).
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4 Rate of Convergence
We next give two fundamental results characterizing the sampling properties of the Hadamard estimator.
The first result bounds the relative error for estimating the vector of variances of all the entries of the
OLS estimator. The result is completely explicit. It shows that the estimation error is small when the
aspect ratio γ is small. The relative error converges to zero when γ goes to zero. This shows another
desirable property of the Hadamard estimator.
Theorem 3 (Rate of convergence). Under the conditions of Theorem 2, assume in addition that the
kurtosis of the entries εi of the noise is zero. Let also V = Var βˆ the vector of variances of the entries of
the OLS estimator. Then, under high-dimensional asymptotics as n, p→∞ such that p/n→ γ < 1/2,
we have
P
(
‖V̂ − V ‖
‖Σvec‖ ≥
t
n
)
≤ 2c
t2
· 1
(1− γ1/2)2 · (1− 2γ)
a.s., for any constant c > 1.
See Section A.9 for a proof. The theorem assumes that the kurtosis of the entries of the noise is zero,
but this can be relaxed. Assuming that the fourth moment of the entries is less than a constant C ≥ 3
times the variance squared of the entries, the result still holds, with the constant 2 in the bound changed
to a larger constant C − 1 ≥ 2.
4.1 Approximate normality
We already know that the estimators V̂i are unbiased for the variances of the coordinates of the OLS
estimator Vi = Var βˆi, and in the previous section we have seen an inequality bounding the error ‖V̂ −
V ‖. In this section, we give a deeper result on the distribution of each Vi.
To study this problem, for simplicity we will assume Gaussian noise, though much of it generalizes to
distributions where the noise is approximately Gaussian. Under normality, we can express the residuals
as ε̂ = QΣ1/2Z, where Z is a vector of standard normal random variables, Z ∼ N (0, In). Thus, we
see that the estimator V̂i, a linear combination of squared entries of ε̂i, can be written as a symmetric
quadratic form in Z. Therefore, its exact distribution can be obtained as a weighted linear combination
of chi-squared random variables. The mean of that distribution is Vi = Var βˆi. We will bound the
deviation from normality of the coordinates V̂i. Since they are linear combinations of chi-squared random
variables, this should be true if none of the weights is too large. This is true in fact, and is formalized
by a so-called second order Poincare´ inequality (Chatterjee, 2009). We will use this result to get our
approximate normality result.
Theorem 4 (Approximate normality). Consider the linear model y = Xβ + ε, where the noise is
normally distributed, so that ε ∼ N (0,Σ). Let Bi be a normal random variable with the same mean
and variance as the V̂i entry of the Hadamard estimator. Then we have the total variation error bound
dTV (V̂i, Bi) ≤ C λmax
(
∑
j λ
2
j )
1/2
,
where C = 4 · 51/2 · 31/4 is a numerical constant, and λj are the eigenvalues of
Wi = Σ
1/2Qdiag(Ai)QΣ
1/2.
Here A>i is the i-th row A = (S  S)(QQ)−1. Moreover λmax is the largest eigenvalue of Wi.
See Section A.10 for a proof. In principle, this result could justify using normal confidence intervals
for inference on Vi as soon the upper bound provided is small. Moreover, the upper bound in result can
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Table 1: Type I error for the first coordinate.
γ = p/n White MW Hadamard Hadamard-t
0.5 0.172 0.045 0.042 0.039
0.75 0.347 0.059 0.053 0.047
be simplified as follows. First, we can upper bound λmax(Wi) ≤ Σmaxλmax(Qdiag(Ai)Q). Second,
we can lower bound∑
j
λ2j = ‖Wi‖2Fr ≥ Σmin‖Qdiag(Ai)Q‖2Fr = ΣminA>i QAi.
Therefore, defining κ := κ(Σ) as the condition number of Σ, we obtain the simplified upper bound
C · κ(Σ)λmax(Qdiag(Ai)Q)
A>i QAi
.
The improvement from the upper bound stated in the theorem is that this bound decouples simply as
the product of a term depending on the unknown covariance matrix Σ, and the known design matrix X .
Therefore, in practice one can evaluate the second term., Then, for any guess on the condition number
of Σ, one gets an upper bound on the deviation from normality.
5 Numerical Results
In this section, we present several numerical simulations supporting our theoretical results.
5.1 Mean type I error over all coordinates
In Figure 1, we show the mean type I error of the normal confidence intervals based on the White,
MacKinnon-White, and Hadamard methods over all coordinates of the OLS estimator. We take X to
have iid standard normal entries, and the noise to be ε = Σ1/2Z, where Z has iid standard normal
entries. The noise covariance matrix Σ is the diagonal matrix of eigenvalues of an AR-1 covariance
matrix T , with Tij = ρi−j . We take n = 100, and three aspect ratios, γ = 0.1, 0.5, 0.75, varying p. We
consider ρ = 0 (homoskedasticity), and ρ = 0.9 (heteroskedasticity). We draw one instance of X , and
draw 1000 Monte Carlo samples of ε.
We observe that the CIs based on White’s covariance matrix estimator are inaccurate for the aspect
ratios considered. They have inflated type I error rates. All other estimators are more accurate. The
MW confidence intervals are quite accurate for each configuration. The Hadamard estimator using the
degrees of freedom correction is comparable, and noticably better if the dimension is high.
5.2 Type I error over one coordinate
The situation is more nuanced, however, when we look at individual coordinates. In Table 1, we report
the empirical type I error of the methods for the first coordinate, where the average is over the Monte
Carlo trials. In this case, the MW estimator can be both liberal and conservative, while the Hadamard
estimator is closer to having the right coverage.
13
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γ
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γ
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γ
=
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7
5
Figure 1: Mean type I error over all coordinates.
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(a) p/n = 0.5 (b) p/n = 0.75
Figure 2: Bias in estimating MSE.
(a) p/n = 0.05 (b) p/n = 0.1
Figure 3: Distribution of z-scores of a fixed coordinate of the Hadamard estimator.
5.3 Estimating MSE
In Figure 2, we show the bias in estimating the MSE of the OLS estimator for the three methods. For
each method, we use the estimator which equals the sum of the variances of the individual components.
We use the same setup as above.
The results are in line with those from the previous sections. Both MacKinnon-White’s and the
Hadamard estimator perform much better than the White estimator. Moreover, when γ = 1/2, the
Hadamard estimator is significantly more accurate than MacKinnon-White’s.
5.4 Approximate Normality
In Figure 3, we show the distribution of z-scores of a fixed coordinate of the Hadamard estimator. We use
a similar setup to the previous sections, but we choose a larger sample size n = 1, 000, and also smaller
aspect ratios p/n = 0.05 and p/n = 0.1. We observe a relatively good fit to the normal distribution, but
it is also clear that a chi-squared approximation may lead to a better fit.
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6 Discussion and Future Work
In this paper we have developed a new method for constructing confidence intervals for the OLS estima-
tor under heteroskedasticity. We have also provided several fundamental theoretical results. In particular,
we have shown that the estimator is well-defined and well-conditioned for certain random design models.
There are several important directions for future research. A few came up during our investigations.
Is it possible to establish the non-negativity of the Hadamard estimator, possibly with some regulariza-
tion? Is it possible to show approximate coverage results for our t-confidence intervals based on the
degrees of freedom correction as given in (8)? Such results have been obtained in the low-dimensional
case by Kauermann and Carroll (2001), for instance. However, establishing such results in high dimen-
sions seems to require different techniques.
Beyond our current investigations, an important direction is the development of tests for heteroskedas-
ticity. White’s original paper proposed such a test based on comparing his covariance estimator to the
usual one under homoskedasticity. There are many other well-known proposals (Dette and Munk, 1998;
Azzalini and Bowman, 1993; Cook and Weisberg, 1983; Breusch and Pagan, 1979; Wang et al., 2017).
Perhaps most closely related to our work, Li and Yao (2015) have proposed tests for heteroskedasticity
with good properties in low and high dimensional settings. Their tests rely on computing measures of
variability of the estimated residuals, including the ratio of the arithmetic and geometric means, as well
as the coefficient of variation. Their works and follow-ups such as Bai et al. (2016, 2017) show central
limit theorems for these test statistics. They also show an improved empirical power compared to some
classical tests for heteroskedasticity. It would be of interest to see if our covariance matrix estimator
could be used to develop new tests for heteroskedasticity.
An important extension of the heteroskedastic model is the clustered observations model. Liang
and Zeger (1986) proposed estimating equations for such longitudinal/clustered data. They allowed
arbitrarily correlated observations for any fixed individual (i.e., within each cluster), and proposed a
consistent covariance estimator in the low-dimensional setting. Can one extend our ideas to the clustered
case?
Another important direction is to develop covariance estimators that have good performance in the
presence of both heteroskedasticity and autocorrelation. The most well-known example is possibly the
popular Newey-West estimator (West and Newey, 1987), which is a sum of symmetrized lagged auto-
covariance matrices with decaying weights. Is it possible to develop new methods inspired by our ideas
suitable for this setting?
Our paper does not touch on the interesting but challenging regime where n < p. In that setting,
Buhlmann, Dezeure, Zhang, (Dezeure et al., 2016) proposed bootstrap methods for inference with the
lasso under heteroskedasticity, under the limited ultra-sparse regime, where the sparsity s of the regres-
sion parameter is s n1/2. These methods are limited as they apply only to the lasso, and because they
only concern the ultra-sparse regime. It would be interesting to understand this regime better.
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A Proof details
A.1 Proof of unbiasedness of the Hadamard estimator
We consider estimators of the vector of variances of βˆ of the form
V̂ = A · (ε̂ ε̂)
whereA is a p×nmatrix, andMM is the element-wise (or Hadamard) product of the vector or ma-
trix M with itself. Our goal is to find A such that E V̂ = V , where V = diag Cov(βˆ). Here the diag op-
erator returns the vector of diagonal entries of the matrix M , that is diagM = (M11,M22, . . . ,Mnn)>.
Recall that S = (X>X)−1X> is a p×nmatrix. We have that βˆ = Sy = Sε+β. Since Cov(ε) = Σ,
we have that
Cov(βˆ) = SΣS>.
Thus, our goal is to find unbiased estimates of the diagonal of this matrix. The following key lemma
re-expresses that diagonal in terms of Hadamard products:
Lemma A.1. Let v be a zero-mean random vector, and M be a fixed matrix. Then,
E(M M)(v  v) = diag[M diag Cov(v)M>].
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In particular, let Σ be a diagonal matrix. and let Σvec be the vector of diagonal entries of Σ. Then
(M M)Σvec = diag[MΣM>].
Alternatively, let u be a vector. Then
(M M)u = diag[M diag(u)M>].
Proof. Let mi be the rows of M . Let also Σ = diag Cov(v). Then, the i-th entry of the left hand side
equals
E(mi mi)>(v  v) = E
∑
j
m2ijv
2
j =
∑
j
m2ijΣj .
The i-th entry of the right hand side equals
m>i Σmi =
∑
j
m2ijΣj .
Thus, the two sides are equal, which proves the first claim of the lemma.
The second claim follows directly from the first claim, from the special case when the covariance of
v is diagonal. The third claim is simply a restatement of the second one.
1. Let us use the lemma for v = ε and M = S. Notice that we have Cov(v) = Σ is diagonal, so
the right hand side (RHS) of the lemma is diagSΣS> = diag Cov(βˆ), where the equality follows
from our calculation before the lemma. Moreover, the left hand side (LHS) is E(S  S)(ε ε) =
(S  S)Σvec, where we vectorize Σ, writing Σvec = (Σ11, . . . ,Σnn)>. The equality follows
because Cov(ε) = Σ is diagonal. Thus, by the lemma, we have
V = diag Cov(βˆ) = (S  S)Σvec.
2. Let us now use the lemma for a second time, with M = I and v = ε̂. This shows that E(ε̂ ε̂) =
diag Cov(ε̂). By linearity of expectation, we obtain
E V̂ = A · E(ε̂ ε̂) = A · diag Cov(ε̂).
3. Finally, let us use the lemma for the third time, with M = Q and v = ε. As in the first case, the
LHS equals E(ε̂ ε̂) = (QQ)Σvec. The RHS equals diag[M diag Cov(v)M>] = diagQΣQ,
where we used that Q is a symmetric matrix. Now, Cov(ε̂) = Cov(Qε) = QΣQ. Thus, the
conclusion of using the lemma for the third time is
diag Cov(ε̂) = diagQΣQ = (QQ)Σvec
Putting together the above three equations, we obtain that V̂ is unbiased, namelyE V̂ = diag Cov(βˆ),
if
A(QQ)Σvec = (S  S)Σvec.
This is a system of linear equations. The equation holds for any Σ if and only if
A(QQ) = (S  S).
If QQ is invertible, then we can write
A = (S  S)(QQ)−1.
This shows that the original estimator V̂ has the required form, finishing the proof.
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A.2 Proof of Proposition 2.1
To prove the lower bound, we first claim that for any symmetric matrix A,
rankAA ≤
(
rankA+ 1
2
)
.
Therefore, in order for QQ to be invertible, we need
n ≤
(
n− p+ 1
2
)
.
By solving the quadratic inequality, this is equivalent to p ≤ [2n+ 1− (8n+ 1)1/2]/2.
To prove the claim about ranks, let A =
∑r
i=1 viv
>
i be the eigendecomposition of A. Here vi are
orthogonal, but not necessarily of unit norm. Then,
AA = (
r∑
i=1
viv
>
i ) (
r∑
i=1
viv
>
i ) =
r∑
i=1
(vi  vi)(vi  vi)> + 2
r∑
1≤i<j≤r
(vi  vj)(vi  vj)>.
This shows that the rank of AA is at most r + r(r − 1)/2 = r(r + 1)/2, as desired.
A.3 Proof of Theorem 2
Our first step is to reduce to the case Γ = Ip. Indeed, we notice that we can write X = ZΓ1/2, where Z
is the matrix with rows zi. Hence,
Q = X(X>X)−1X> = Z(Z>Z)−1Z>.
Therefore, we can work with Γ = Ip.
The next step is to reduce the bounds on eigenvalues to bounds on certain quadratic forms. Let us
define the matrices Ri = X>X − xix>i =
∑
j 6=i xjx
>
j . See Section A.4 for a proof.
Lemma A.2 (Reduction to quadratic forms). We have the following two bounds on the eigenvalues of
T :
λmax(T ) ≤ max
i
1
1 + x>i R
−1
i xi
,
and
λmin(T ) ≥ min
i
1− x>i R−1i xi
(1 + x>i R
−1
i xi)
2
.
To bound these expression, we will use the following well-known statement about concentration of
quadratic forms.
Lemma A.3 (Concentration of quadratic forms, consequence of Lemma B.26 in Bai and Silverstein
(2009)). Let x ∈ Rp be a random vector with i.i.d. entries and E [x] = 0, for which E [(√pxi)2] = σ2
and supi E
[
(
√
pxi)
4+η
]
< C for some η > 0 and C < ∞. Moreover, let Ap be a sequence of random
p × p symmetric matrices independent of x, with uniformly bounded eigenvalues. Then the quadratic
forms x>Apx concentrate around their means at the following rate
P (|x>Apx− p−1σ2 trAp|2+η > C) ≤ Cp−(1+η/4).
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Lemma A.3 requires a small proof, see Section A.5.
By assumption, the rows of our matrixX satisfy the above assumptions, for σ2 = 1, and some η > 0.
In particular, xij are iid random variables of zero mean and variance 1/p. By taking η = 4 + δ for some
δ > 0, we obtain by the Borel-Cantelli lemma that uniformly over all i
x>i R
−1
i xi − p−1 trR−1i →a.s. 0.
Therefore, from our earlier result we obtain
lim supλmax(T ) ≤ lim sup max
i
1
1 + p−1 trR−1i
,
and
lim inf λmin(T ) ≥ lim inf min
i
1− p−1 trR−1i
(1 + p−1 trR−1i )2
.
Now, by the Marchenko-Pastur (MP) theorem (Bai and Silverstein, 2009, Theorem 3.6), the empir-
ical spectral distribution of each γRi converges to the standard MP law with parameter γ < 1. The
reason for normalization by γ is that Ex2ij = 1/p, whereas the MP law refers to matrices of the form
n−1
∑n
i=1 ziz
>
i , for zi with unit variance entries.
Thus, p−1 trR−1i → ET−1 a.s., where T is distributed as a MP random variable with parameter γ.
It is also well known that ET−1 = γ/(1 − γ) (see e.g., Bai and Silverstein, 2009; Yao et al., 2015).
Moreover, the difference between trR−1i and trR
−1
j can be bounded using the formula A
−1 − B−1 =
B−1(A− B)A−1. The details are omitted for brevity. It follows that we have the uniform convergence
maxi | trR−1i − γ/(1− γ)| → 0.
Hence we obtain lim supλmax(T ) ≤ 1/[1 + γ/(1 − γ)] = 1 − γ, and also the lower bound
lim inf λmin(T ) ≥ (1− γ)(1− 2γ). This finishes the argument.
A.4 Proof of Lemma A.2
We need to bound the smallest and largest eigenvalues of T . Now Tij = Q2ij = (δij − x>i R−1xj)2,
where R = X>X . We will use the following well-known rank one perturbation formula:
(uu> + T )−1 = T−1 − T
−1uu>T−1
1 + u>T−1u
.
We will also use a “leave-one-out” argument which has roots in random matrix theory (see e.g., Bai
and Silverstein, 2009; Paul and Aue, 2014; Yao et al., 2015). Let
Ri = X
>X − xix>i =
∑
j 6=i
xjx
>
j .
Then, R−1 = R−1i − R
−1
i xix
>
i R
−1
i
1+x>i R
−1
i xi
.
We get that the quantity that is squared in the i, j-th entry of T is
x>i R
−1xj = x>i R
−1
i xj −
x>i R
−1
i xi · x>i R−1i xj
1 + x>i R
−1
i xi
=
x>i R
−1
i xj
1 + x>i R
−1
i xi
Also, working on the diagonal, we have
x>i R
−1xi =
x>i R
−1
i xi
1 + x>i R
−1
i xi
.
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So, the diagonal terms are
Tii = (1− x>i R−1xi)2 =
1
(1 + x>i R
−1
i xi)
2
By the Gershgorin disk theorem. (Horn and Johnson, 1990, Thm 6.1.1), with T = QQ, we have
λmax(T ) ≤ max
i
(Tii +
∑
j 6=i
|Tij |).
Thus, an upper bound on the operator norm of T is the maximum over all i of
1 +
∑
j 6=i(x
>
i R
−1
i xj)
2
(1 + x>i R
−1
i xi)
2
.
Now, the sum in the numerator can be written as x>i R
−1
i (
∑
j 6=i xjx
>
j )R
−1
i xi = x
>
i R
−1
i xi. There-
fore, there is an unexpected cancellation, which simplifies the analysis a great deal. Thus,
λmax(T ) ≤ max
i
1
1 + x>i R
−1
i xi
.
Similarly, for the smallest eigenvalue, by the Gershgorin disk theorem, (Horn and Johnson, 1990,
Thm 6.1.1), we have
λmin(T ) ≥ min
i
(Tii −
∑
j 6=i
|Tij |).
We can express
ai = Tii −
∑
j 6=i
|Tij | = 1− x
>
i R
−1
i xi
(1 + x>i R
−1
i xi)
2
.
This shows that
λmin(T ) ≥ min
i
1− x>i R−1i xi
(1 + x>i R
−1
i xi)
2
.
This finishes the proof.
A.5 Proof of Lemma A.3
We will use the following Trace Lemma quoted from Bai and Silverstein (2009).
Lemma A.4 (Trace Lemma, Lemma B.26 of Bai and Silverstein (2009)). Let y be a p-dimensional
random vector of i.i.d. elements with mean 0. Suppose that E
[
y2i
]
= 1, and let Ap be a fixed p × p
matrix. Then
E
[|y>Apy − trAp|q] ≤ Cq {(E [y41] tr[ApA>p ])q/2 + E [y2q1 ] tr[(ApA>p )q/2]} ,
for some constant Cq that only depends on q.
Proof. Under the conditions of Lemma A.3, the operator norms ‖Ap|2 are bounded by a constant C,
thus tr[(ApA>p )
q/2] ≤ pCq and tr[ApA>p ] ≤ pC2. Consider now a random vector x with the properties
assumed in the present lemma. For y =
√
px/σ and q = 2 + η/2, using that E
[
y2qi
]
≤ C and the other
the conditions in Lemma A.3, Lemma A.4 thus yields
pq
σ2q
E
[
|x>Apx− σ
2
p
trAp|q
]
≤ C
{(
pC2
)q/2
+ (pC)
q
}
,
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or equivalently E
[
|x>Apx− σ2p trAp|2+η
]
≤ Cp−(1+η/4).
By Markov’s inequality applied to the 2 + η-th moment of εp = x>Apx − σ2p trAp, we obtain as
required
P (|εp|2+η > C) ≤ Cp−(1+η/4).
A.6 Proof of Proposition 2.3
We need to evaluate E V̂ 2 = E V̂  V̂ ∈ Rp. Note that this vector is the diagonal of E V̂ V̂ >, which is
equal to
E V̂ V̂ > = EA(ε̂ ε̂)(ε̂ ε̂)>A>
= EA
[
(ε̂ε̂>) (ε̂ε̂>)]A>
= AE
[
(ε̂ε̂>) (ε̂ε̂>)]A>.
Note that ε̂ε̂> = Qεε>Q since the residuals ε̂ = Qε. Using this expression and recognizing that ε has
i.i.d. N (0, σ2) entries, the (ij)-element of E(ε̂ε̂>)2 is
E
 ∑
1≤l,k≤n
QilεlεkQkj
2
=
∑
l 6=k
E
(
Q2ilQ
2
jkε
2
l ε
2
k +QilQjkQikQjlε
2
kε
2
l +QilQjlQikQjkε
2
l ε
2
k
)
+
n∑
l=1
EQ2ilQ2jlε4l
=
∑
l 6=k
(
Q2ilQ
2
jkσ
4 +QilQjkQikQjlσ
4 +QilQjlQikQjkσ
4
)
+
n∑
l=1
Q2ilQ
2
jl3σ
4
= σ4
∑
l 6=k
(
Q2ilQ
2
jk + 2QilQjkQikQjl
)
+ 3σ4
n∑
l=1
Q2ilQ
2
jl
= σ4
∑
1≤l,k≤n
(
Q2ilQ
2
jk + 2QilQjkQikQjl
)
= σ4
∑
1≤l,k≤n
Q2ilQ
2
jk + 2σ
4
(
n∑
l=1
QilQjl
)2
.
To proceed, we recognize that
∑
1≤l,k≤nQ
2
ilQ
2
jk is the (ij)-element of
[(QQ)1n] [(QQ)1n]> = (QQ)1n1>n (QQ),
and (
∑n
l=1QilQjl)
2 is the (ij)-element of
Q2 Q2 = QQ.
Summarizing the calculation above, we obtain
E(ε̂ε̂>)2 = σ4(QQ)1n1>n (QQ) + 2σ4QQ,
from which it follows that
E V̂  V̂ = diag [A (σ4(QQ)1n1>n (QQ) + 2σ4QQ)A>]
= σ4 diag
[
A(QQ)1n1>n (QQ)A>
]
+ 2σ4 diag
[
A(QQ)A>]
= σ4 diag
[
(S  S)1n1>n (S  S)>
]
+ 2σ4 diag
[
(S  S)(QQ)−1(S  S)>] .
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Note that V = σ2 diag
[
(X>X)−1
]
due to the assumption of homoskedasticity. Denoting
E2 = diag
[
(X>X)−1
] diag [(X>X)−1] ,
we get the degrees of freedom as a vector for all j is
d =
2E2
diag [(S  S)1n1>n (S  S)>] + 2 diag [(S  S)(QQ)−1(S  S)>]− E2
,
where the division is understood to be entrywise. This finishes the proof.
A.7 Calculation for the case when p = 1
We compute each part of the unbiased estimator in turn. We start by noticing that S = (X>X)−1X> =
X> is a 1×n vector. We continue by calculatingQQ, whereQ = I−X(X>X)−1X> = I−XX>.
Thus,
Q2ij =
X
2
iX
2
j , i 6= j
(1−X2i )2, else.
Denoting u = X X , and D = I − 2 diag(X X), we can write
QQ = D + uu>.
Now, the estimator takes the form V̂ = (S  S)(Q  Q)−1(ε̂  ε̂). Hence, we need to calculate
(S  S)(QQ)−1 = (X X)(D + uu>)−1. We use the rank one perturbation formula
u>(D + uu>)−1 =
u>D−1
u>D−1u+ 1
.
In our case,
u>D−1u =
n∑
j=1
u2j
Dj
=
n∑
j=1
X4j
1− 2X2j
,
and u>D−1 has entries X2j /(1− 2X2j ). This leads to the desired final answer:
V̂ = u>(D + uu>)−1ε̂ ε̂ =
∑n
j=1
X2j
1−2X2j ε̂
2
j
1 +
∑n
j=1
X4j
1−2X2j
.
Next, we find
E = diag
[
(X>X)−1
] diag [(X>X)−1] .
Since X>X = 1, we have E = 1. Finally, we need to find
d =
2E
diag [(S  S)1n1>n (S  S)>] + 2 diag [(S  S)(QQ)−1(S  S)>]− E
.
Since S = X>, u = X X , and QQ = D + uu>, so that u>1n = 1, this simplifies to
d =
1
u>(D + uu>)−1u
= 1 +
1
u>D−1u
= 1 +
1∑n
j=1
X4j
1−2X2j
,
as desired.
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A.8 Proof of Proposition 2.4
To compute the bias of White’s estimator defined in (3), we proceed as follows. First we need to compute
its expectation,
E ĈW = (X>X)−1[X> E diag(ε̂ ε̂)X](X>X)−1.
As we saw,
E(ε̂ ε̂) = diag Cov(ε̂) = diagQΣQ = (QQ)Σvec.
Thus,
diagE ĈW = diag[S diag[(QQ)Σvec]S>] = (S  S)(QQ)Σvec
Again, as we saw, V = diag Cov(βˆ) = (S  S)Σvec. Therefore, the bias of White’s estimator is
bW = (S  S)[(QQ)− In]Σvec.
This is the desired result.
To compute the bias of MacKinnon-White’s estimator, we proceed similarly, starting with its expec-
tation:
E ĈMW = (X>X)−1[X> Ediag(Q)−1 diag(ε̂ ε̂)X](X>X)−1.
In this equation, the expression diag(Q) is interpreted as the diagonal matrix whose entries are those on
the diagonal of Q. Thus,
diagE ĈMW = diag[S diag(Q)−1 diag[(QQ)Σvec]S>] = (S  S)(QQ) diag(Q)−1Σvec
Thus the bias is
bMW = (S  S)[diag(Q)−1(QQ)− In]Σvec.
This is the desired result, finishing the proof.
A.9 Proof of Theorem 3
We would like to bound ‖V̂ − V ‖, where by ‖ · ‖ denotes usual Euclidean vector norm. Recall that
V = (S  S)Σvec
abd
V̂ = (S  S)(QQ)−1(ε̂ ε̂)
So, we can bound by the definition of operator norms,
‖V̂ − V ‖ ≤ ‖S  S‖op‖(QQ)−1‖op‖(ε̂ ε̂)− (QQ)Σvec‖
We will find upper bounds for each term in the above product.
1. Bounding ‖S  S‖op.
Schur’s inequality (e.g., Horn and Johnson, 1994, Thm. 5.5.1), states that
‖S  S‖op ≤ ‖S‖2op.
Moreover, ‖S‖op = 1/σmin(X).
By the Bai-Yin law, (Bai and Yin, 1993), σmin(X) ≥ n1/2 − p1/2 − c, for any constant c > 0
almost surely (a.s.). The meaning of constants can change from line to line.
Assuming that there is a constant c < 1 such that p/n < c, we also get σmin(X) ≥ c′(n1/2−p1/2)
for any constant c′ < 1 (whp).
Thus, we get the bound
n‖S  S‖op ≤ nc 1
(n1/2 − p1/2)2 ≤ c
1
(1− γ1/2)2
a.s., for any constant c > 1.
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2. Bounding ‖(QQ)−1‖op.
This follows from Theorem 2, see Section A.3. That argument shows that
‖(QQ)−1‖op ≤ c 1
(1− γ)(1− 2γ)
a.s., for any constant c > 1, under high-dimensional asymptotics.
3. Bounding α = ‖(ε̂ ε̂)− (QQ)Σvec‖.
We can express α2 =
∑
i α
2
i , where
α2i = (ε̂
2
i − (qi  qi)>Σvec)2.
Since E ε̂2i = (qi  qi)>Σvec, which follows from the earlier unbiasedness argument, we have
Eα2i = Var ε̂2i .
An easy calculation shows that, with Γk = E ε4k, we have
Var ε̂2i =
∑
k
q4ik(Γk − 3Σ4k) + 2[(qi  qi)>Σvec]2.
Now the kurtosis is zero by assumption, so Γk − 3Σ4k = 0. Therefore, we can bound by Markov’s
inequality:
P (α ≥ t) ≤
∑
i Eα2i
t2
=
2
∑
i[(qi  qi)>Σvec]2
t2
=
2 · ‖(QQ)Σvec‖2
t2
.
Using a similar approach to above, the bound for ‖QQ‖op follows from Theorem 2, see Section
A.3. That argument shows that
‖QQ‖op ≤ c(1− γ)
a.s., for any constant c > 1, under high-dimensional asymptotics. Hence a.s. under high-
dimensional asymptotics
P (α ≥ t) ≤ 2c(1− γ)‖Σvec‖
2
t2
.
In conclusion, under high-dimensional asymptotics
P
(
‖V̂ − V ‖
‖Σvec‖ ≥
t
n
)
≤ 2c
t2
· 1
(1− γ1/2)2 · (1− 2γ)
a.s., for any constant c > 1. This proves the required result.
A.10 Proof of Theorem 4
Since we assumed Gaussian noise, we have
ε̂ = Qε ∼ N (0, QΣQ).
So, we can write ε̂ = QΣ1/2Z, where Z ∼ N (0, In). Let us denote M = QΣ1/2.
Now, we have V̂i = A>i (ε̂ ε̂), where A>i is the i-th row of A = (S  S)(QQ)−1. So,
V̂i =
∑
j
Aij ε̂
2
j =
∑
j
Aij(
∑
k
MjkZk)
2 =
∑
k,l
ZkZk(
∑
j
AijMjkMjl)
This shows that
V̂i = Z
>WiZ,
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where Wi is the n× n matrix
Wi = M
> diag(Ai)M.
Letting Λi be the diagonal matrix of eigenvalues ofWi, we obtain that the distribution of V̂i is a weighted
mixture of chi-squared random variables with weights λj , j = 1, . . . , n.
We will use the second order Poincare inequality, see Chatterjee (2009), Theorem 2.2. This states
that the total variation we need to bound is at most
dTV (V̂i, Bi) ≤ 2 · 51/2 · κ1κ2
σ2
,
where
κ1 = [E ‖∇g(Z)‖4]1/4
and
κ2 = [E ‖∇2g(Z)‖4op]1/4,
while g(x) = x>Wix is the function mapping the normal random vector Z into V̂i, so that V̂i = g(Z).
In addition, σ2 is the variance of g(Z).
Now, it can be checked that
∇g(Z) = 2WiZ,
so, for another normal random vector Z ′, denoting L =
∑n
j=1(λjZ
′
j)
2,
2−4 E ‖∇g(Z)‖4 = E[
n∑
j=1
(λjZ
′
j)
2]2 = VarL+ (EL)2.
Next,
VarL =
n∑
j=1
Var[(λjZ ′j)
2] = 2
n∑
j=1
λ4j .
Meanwhile, EL =
∑n
j=1 λ
2
j , and thus
2−4 E ‖∇g(Z)‖4 = 2
n∑
j=1
λ4j + (
n∑
j=1
λ2j )
2 ≤ 3(
n∑
j=1
λ2j )
2.
We obtain that κ1 ≤ 2 · 31/4(
∑
j λ
2
j )
1/2.
Continuing,
∇2g(Z) = 2Wi,
is non-random, hence
κ2 = 2‖Wi‖op = 2λmax.
Finally, we can calculate σ2. Since V̂i = Z>WiZ, as we have already noticed, the distribution of V̂i is a
weighted mixture of chi-squared random variables with weights λj , j = 1, . . . , n. Hence
σ2 = Var V̂i = 2
n∑
j=1
λ2j .
Putting everything together, we obtain that
dTV (V̂i, Bi) ≤ 2 · 51/2 ·
2 · 31/4(∑j λ2j )1/2 · 2λmax
2
∑n
j=1 λ
2
j
,
which simplifies to the desired result. This finishes the proof.
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