A quantum Boltzmann equation for intrinsic decoherence in a dilute gas by Rico-Pérez, L. & Anglin, J. R.
A quantum Boltzmann equation for intrinsic decoherence in a dilute gas
L. Rico-Pe´rez and J.R. Anglin
Physics Department and State Research Center OPTIMAS, University of Kaiserslautern,
Erwin-Schro¨dinger-Straße. 46, D-67663 Kaiserslautern, Germany
(Dated: May 8, 2019)
We use a careful treatment of time-dependent wave-mechanical scattering to determine the con-
ditions under which a dilute, non-degenerate quantum gas can obey a Boltzmann equation. If the
gas possesses weak long-range coherence, such as may occur when a gas is quantum mechanically
throttled by tunnelling through a barrier, collisions within the gas will suppress this long range
coherence. We calculate its decay rate and find it to be related to the Boltzmann equation’s loss
term.
PACS numbers:
I. INTRODUCTION
The Boltzmann equation is a semi-phenomenological
description of non-equilibrium gas dynamics. It is one of
the most useful equations in physics, but it is also one of
the most embarrassing, because it has neither been es-
tablished as a first principle in its own right nor derived
rigorously from first principles. Instead it has stood for
nearly 150 years as a paradigm of intuition in physics,
while the first principles that were accepted in Boltz-
mann’s time have all been replaced. The fundamental
description of gas dynamics is now quantum many-body
theory, but of the many different equations that are now
used to describe different kinds of non-equilibrium gas
dynamics, most can still be recognized as quantum gen-
eralizations of the original Boltzmann equation.
This is not mere conceptual inertia, because the ba-
sic idea of a Boltzmann-like equation assumes a coarse-
grained description of a many-body system, even if it is
far from equilibrium. Since the coarse-grained descrip-
tion aims to include only those properties of a gas which
are macroscopically measurable, there is a built-in ten-
dency to think in terms of classical quantities, even if
quantum effects are allowed to alter the time evolution
of those quantities. In principle, however, quantum gases
can evolve out of equilibrium in radically non-classical
ways, such as by tunnelling. A macroscopic volume of
gas could in principle exist in a state with long-range
quantum coherence, and the textbook explanations of
why such quantum effects are not seen macroscopically
would not obviously apply when the individual particles
in the gas are all microscopic. In this paper we show
how a Boltzmannian approach which allows such non-
classical gas behavior leads to a form of master equation
describing intrinsic quantum decoherence in a gas due
to collisions among the particles which compose the gas
itself, thus showing how interactions among many gas
particles can suppress collective quantum behavior. Our
results will also make clear how this decoherence effect
relates to the classically familiar kinds of non-equilibrium
evolution—relaxation and thermalization—that are usu-
ally described in Boltzmannian terms.
We will start from the observation that Boltzmann-
like equations are based on two heuristic approxi-
mations. The approximation that is most widely
recognized—the neglect of correlations that is known
as the Stosszahlansatz—actually depends on a prior ap-
proximation that represents the interaction between two
particles as an instantaneous event at a point. While
this approximation of instantaneous collisions is in many
cases excellent, even quantum mechanically, making it
too naively can mean overlooking important quantum
phenomena right from the start.
Our derivation will reverse the order of these two
Boltzmannian approximations. We will pass quickly and
heuristically from the many-body problem to the two-
body problem, just by appealing naively to diluteness.
We will then look more carefully at the range of length
and time scales that are involved in quantum two-body
scattering, and show how a consistently quantum me-
chanical approximation based on this scale hierarchy
leads to a Boltzmann equation for the more classical fea-
tures of the quantum gas’s single particle distribution.
For the long-range spatial coherence of the gas, however,
this same consistent approach leads instead to a master
equation describing collisional decoherence. Our paper is
somewhat long, and much of it consists of pedagogical re-
view of long-established results, but we ask the interested
reader to have patience. Some of the known results that
we review are just a short step beyond standard text-
book treatments, and hence although they should cer-
tainly be known, they are not widely known. Quantum
many-body dynamics is more complicated that it can be
made to seem by rushing through it, and fundamentally
significant questions can be overlooked when one leaps
too quickly to an anticipated conclusion.
The paper is organized as follows. We begin immedi-
ately below by briefly reviewing the classical Boltzmann
equation, as well as some of its quantum generalizations.
We also explain the role of time scale hierarchy in Boltz-
mann’s theory. In Section III we then introduce a for-
mally exact description of gas dynamics using a second-
quantized Heisenberg picture, and reduce it to an actu-
ally solvable two-body problem by postulating a quantum
version of the Stosszahlansatz. In Section IV we will ap-
ply our two-body theory in two situations: the first one to
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2confirm that it leads, with certain additional assumptions
and approximations, to the Boltzmann equation for the
single-particle Wigner function of the gas; and the sec-
ond one to show that the two-body theory from Section
III also implies collisional decoherence, which is our main
result. We conclude in Section V with a brief discussion
and outlook toward future work.
II. BOLTZMANN THEORY
A. The original Boltzmann equation
Statistical mechanics is applied to systems composed
of too many particles to be described precisely. Only a
coarse-grained representation of such a system is feasible
or even desirable. In classical statistical mechanics the
coarse-grained description is usually based on the single-
particle phase space distribution function f(r,p, t), rep-
resenting the marginal probability density of finding any
one particle at phase space point (r,p), regardless of
where all the other particles are and what momenta they
carry. In an external potential V (r) and in the absence of
interactions between the particles, the distribution func-
tion f evolves in time according to Liouville’s equation:
∂tf(r,p, t) = − p
m
· ∇rf +∇rV · ∇pf . (1)
The classical Boltzmann equation (CBE) incorporates
a particular class of effects due to short-ranged interac-
tions between particles, by adding a collision term
Γ[f ](r,p) = Γ+ − Γ−
to the right side of the Liouville equation (1). Γ+ repre-
sents the effect of a particle colliding with another par-
ticle at position r, such that the two particles emerge
with momenta p and any other arbitrary momentum p′,
respectively; while Γ− describes the deflection of a par-
ticle at r away from initial momentum p, after hitting
another particle with arbitrary initial momentum p′. In
both cases it is taken for granted that particles barely
move from the initial position r during the collision, so
that the Γ± terms represent collisional scattering as a re-
distribution of momentum between two particles which is
completed in a single instant of time and at a single point
in space. Both total momentum and total kinetic energy
are conserved in the collision process, and so if the colli-
sion has momentum transfer p ′′, then the collision terms
are explicitly
Γ+ =
1
m
∫
d3p′d3p′′ δ
(
|p ′′|2 − |p− p
′|2
4
) dσ
dΩ
f
(
r,
p+ p′
2
+ p ′′, t
)
f
(
r,
p+ p′
2
− p ′′, t
)
(2)
Γ− =
1
m
∫
d3p′d3p′′ δ
(
|p ′′|2 − |p− p
′|2
4
) dσ
dΩ
f(r,p, t) f(r,p ′, t) . (3)
The differential cross section traditionally denoted by dσdΩ
is simply a function of momentum transfer p ′′ which ex-
presses the rate at which collisions with the given momen-
tum transfer occur, and the total cross section is simply
its integral over all possible directions σ(q) =
∫
dΩ dσ(q)dΩ .
Alternatively we can express the loss term (3) in a more
compact way as
Γ− = γ(r,p, t) f(r,p, t) (4)
γ(r,p, t) =
∫
d3q
q
m
σ(q)
4pi
f(r,p+ 2q, t) . (5)
This form emphasizes that γ effectively plays the role of
a probability decay rate ∂tf = − γ f + ..., and can be
considered to set the time scale for collisional equilibra-
tion.
The CBE may at first seem intuitive to the point of
being obvious, but it becomes less obvious if one stops to
think more about it. According to Eqns. (2) and (3), col-
lisions change the phase space probability distribution f
continuously in time, and locally in position; but in gen-
eral the CBE provides change in momentum p that is
non-local in phase space. For example, suppose a dis-
tribution f initially has support only for two opposite
momenta ±p0
f(x,p, t = 0) ∝
∑
±
δ3(p∓ p0) (6)
The Γ+ term in the CBE will immediately generate sup-
port for f over the entire momentum-sphere |p| = |p0|
f(x,p,∆t) ≈ f(x,p, 0) +A(x,p) δ(p− p0) ∆t. (7)
This support will not grow by spreading out from the
two initial probability spikes at ±p0, however; it will
fade into place over the entire sphere at once, weighted
3by the angular dependence of dσdΩ . This distinctly non-
Liouvillian behavior of f under the CBE occurs because
the CBE represents collisions as instantaneous changes
of momentum by finite amounts, and so probability can
grow even at momenta which have no probability near
them. In reality, interacting particles change their mo-
menta continuously in response to finite forces, but the
Boltzmannian description of collisions idealizes continu-
ous momentum change under strong inter-particle forces
as instantaneous jumps in momentum.
Although this radically non-Liouvillian idealization
of collisions is essential to Boltzmannian theory, the
CBE is more notorious for a different idealization: the
Stosszahlansatz (“collision number hypothesis”), which
places the simple product f(r,p, t)f(r,p′, t) in the inte-
grand of Γ−, as well as the similar product of two f func-
tions in Γ+. What should more rigorously appear in these
integrals are not these products of two single-particle dis-
tributions, but rather a single two-particle distribution,
f2(r,p; r,p
′; t). The heuristic assumption that this f2
can be thus factorized is the classical Stosszahlansatz.
The Stosszahlansatz assumption that two-particle cor-
relations can be ignored is discussed much more often
than the instantaneous collision model, but in fact the
Stosszahlansatz depends on instantaneous collisions in
an essential way. To ignore correlations during a colli-
sion is absurd, because a collision is nothing but the fact
that two nearby particles influence each other’s motion.
Hence it is only possible to discuss collisional effects with-
out mentioning correlations if one represents the entire
collision duration as an infinitesimal instant during which
one uncorrelated state of the system is instantaneously
replaced by a another state that is also uncorrelated.
This macroscopic picture of collision effects can be accu-
rate within its own terms, but only if the instantaneous
collision model correctly represents the long-term, large-
scale effects of the actual two-body scattering. Ensuring
that this is so is not trivial, even in classical mechanics;
quantum mechanical scattering introduces further com-
plications as well.
B. Quantum Boltzmann equations
As a partial integro-differential equation for a func-
tion in seven dimensions (time plus six-dimensional phase
space), the CBE is notoriously difficult to solve; but it
is still enormously easier to solve than the full quantum
many-body problem, which is posed in a Hilbert space of
enormous dimension. Because many-body Hilbert spaces
are so large, however, there are many possible ways of
simplifying the many-body problem into some form of
quantum Boltzmann equation (QBE). Several quite dif-
ferent kinds of QBE have therefore been proposed.
One basic version of QBE modifies the CBE only by
inserting additional factors of f(r,p, t) in the scattering
terms, to represent Pauli exclusion or bosonic enhance-
ment of scattering into occupied states, on the assump-
tion that the CBE is otherwise valid as it is [1] even
though the classical phase space picture is fundamentally
inconsistent with Heisenberg uncertainty. One may also
add a mean-field term, producing what has been called
a Vlasov equation for neutral atoms [22]
∂tf(r,p, t) = − p
m
· ∇rf + Γ+[f ]− Γ−[f ]
+∇rVmf · ∇pf , (8)
where the mean-field potential Vmf(r, t) is proportional
to the gas density
∫
d3p f at r, and to the real part of the
scattering amplitude for collisions (in the limit of cold
collisions, to the s-wave scattering length). Although the
mean-field potential is determined by the gas itself, it
has the same dynamical effect as an external conservative
potential applied to the gas particles. It is a Hamiltonian
term which does not provide dissipation or equilibration.
A more thoroughly quantum mechanical revision of the
Boltzmann equation [2] replaces the basic f(q,p, t) with
the expected occupation numbers of single-particle en-
ergy eigenstates f(E, t) = Tr[ρˆ(t)nˆE ], where ρˆ(t) is the
density matrix in the many-body Hilbert space, describ-
ing a time-dependent mixed quantum state of the en-
tire many-particle system. The assumption that the re-
stricted set of expectation values f(E, t) can adequately
describe even just the single-particle properties of the sys-
tem is a restriction to a special case, however. The prob-
ability distribution f(E, t) does not contain information
about coherences between different energy eigenstates; it
describes only incoherent mixtures of the global energy
eigenstates, and hence it can only describe departures
from equilibrium that are similarly global. If the energy
eigenstates are plane waves, for example, then f(E, t) de-
scribes only states that may be out of equilibrium in the
sense that they are not canonical ensembles, but that are
still homogeneous in the sense that they are invariant un-
der spatial translation. This is in contrast to the way the
CBE can describe non-equilibrium f that are arbitrary
functions of r as well as p. The severity of this restric-
tion to global states is often glossed over in papers that
purport to derive ‘the’ quantum Boltzmann equation [4].
To go beyond f(E, t) in one direction, sophisticated
quantum kinetic theories have been derived (see for ex-
ample [11, 13]) to describe time-dependent number fluc-
tuations and coherence among multiply-occupied single-
particle states in degenerate gases. This class of the-
ories involves separate time-dependent probabilities for
each possible occupation number of each bosonic mode,
p({nj}, t), and not just an average occupation number
f(E, t). To simplify this complex problem, approxima-
tions based on some partial form of local equilibrium have
generally been made. In particular, it has often been as-
sumed that the non-equilibrium process in question is
the time-dependent growth of a Bose-Einstein conden-
sate under evaporative cooling, in a (so-called) collision-
less regime. For such a process, the detailed distribution
of occupation numbers in low-energy states is very im-
portant, but spatial locality and spatial coherence among
4non-condensate modes is typically not.
In this paper we go beyond previous quantum Boltz-
mann equations in a different direction. We will restrict
our attention to quantum gases that are far from quan-
tum degeneracy; in other words, we will assume that all
single-particle quantum states have only small probabil-
ities of being occupied at all, and no chance of being
multiply occupied. There is more to the quantum nature
of quantum gases than quantum degeneracy, however.
Even if the density of gas particles is well below one per
cubic thermal de Broglie wavelength, each particle is still
a quantum mechanical particle, capable of non-classical
behavior such as interference or tunnelling. We will con-
sider quantum gases that may be far from equilibrium in
such dramatically non-classical ways. We will recover the
classical Boltzmann equation for gases in quasi-classical
states, but for gases in severely non-classical states, such
as may be produced when a dilute gas tunnels through
a potential barrier, we will obtain a non-Boltzmannian
master equation which describes an essentially quantum
mechanical aspect of dilute gas kinetics: intrinsic deco-
herence due to collisions.
C. Reconsidering collisions
We will not obtain this insight by reconsidering the
Stosszahlansatz. Instead we will make the standard kind
of factorization assumptions, with the same heuristic jus-
tification (or lack thereof). Our focus instead will be on
the more basic Boltzmannian idealization, whereby col-
lisions were represented as instantaneous redistributions
of momentum. We will reconsider quantum mechanical
two-body collisions as evolutions over distances and time
intervals which are long compared to interaction length
and time scales, but short compared to the length and
time scales over which the macroscopic features of the
gas can significantly change.
The model of an instantaneous collision is especially
subtle for quantum mechanical collisions, because the
differential cross section which characterizes collisional
scattering is formally defined as a relationship between
asymptotic pre- and post-interaction states separated by
infinite time. Textbook scattering theory is explained in
terms of energy eigenstates, which are time-independent
steady states; so far from being instantaneous events,
collisions would thereby seem to be eternal.
The resolution of this apparent paradox is shown in
Fig. 1. The time interval within which two colliding
particles in a gas are effectively interacting will have
some typical duration time scale δt. The typical time
between the collision of any given particle with some sec-
ond particle, and the next collision of the first particle
with some third particle— i.e., the intercollision time—
will be some generally different time scale ∆t. In a di-
lute gas, the ratio between these two time scales will be
some small δt/∆t =   1. We will therefore be able
to define an intermediate time scale τ ∼ √δt∆t. With
FIG. 1: Schematic representations of gas particles moving
and colliding, as if in a multiple exposure photograph. If the
durations δt over which particles interact are much shorter
than the typical time between collisions ∆t then there exists
an intermediate time scale τ =
√
δt∆t which is simultane-
ously short compared to ∆t and long compared to δt. For
gas evolution on time scales of order ∆t, a collision that takes
place within a time interval of order τ can be modeled as
instantaneous (τ/∆t → 0) event at time t0, even thought it
is characterized by a differential cross section dσ/dΩ which
describes asymptotic two-body evolution (τ/δt→∞).
this constructed intermediate time scale τ as a sort of
auxiliary variable, we will then be able to describe the
collision itself as two-body evolution over a time interval
τ = −1/2δt =
√
∆t. When we calculate to leading order
in , the duration τ of two-body interaction is indeed si-
multaneously infinite and infinitesimal, because for → 0
we have τ/δt → ∞ and yet τ/∆t → 0. This time scale
hierarchy δt  τ  ∆t is a defining feature of dilute
gases. A system in which interactions between two parti-
cles do not happen fast enough to ignore the intervention
of further particles will fall into the categories of dense
gases or liquids, which are much more complicated.
A dilute gas’s various time scales all have associated
length scales, which will also be important in the gas
dynamics. The intercollision time ∆t can be associated
with the mean free path L; this distance must be much
larger than the interaction range, which we could asso-
ciate with the collision duration δt; and finally, we can
denominate the distance covered by a particle that flies
during our intermediate time scale τ around a collision
as the scattering reach.
It should be noted that all of these length and time
scales represent characteristic orders of magnitude and
not precise quantities. The intermediate time scale τ
and the associated scattering reach in particular may be
5arbitrary to within orders of magnitude. In air at room
temperature, for example, the typical particle speed is
on the order of 300 m/s while the interaction ranges are
fractions of nanometers; so we can estimate δt around
10−12 s. The typical particle density is of order 1025
m−3, so the mean free path is of order L ∼ 10−6m and
the intercollision time ∆t ∼ 10−8s. For air at room tem-
perature therefore our intermediate time τ could thus be
anywhere around 10−10s, and our scattering reach on the
order of 10−8m. The precise value of τ is not meaningful
but the time scale hierarchy δt  τ  ∆t is an impor-
tant quantitative fact. In later Sections we will see that
certain gas distribution functions must vary only slowly
and slightly over the scattering reach distance scale that
is associated with the intermediate time scale τ , or else
collisions become inherently non-local events that can-
not be described in simple Boltzmannian terms. This is
a somewhat stronger requirement than simply stipulat-
ing that the gas properties vary slowly on the scale of
the interaction range: the scale of their spatial variation
must be so much longer than the interaction range that
we can insert a whole new length scale between them,
compared to which the variation scale is large enough to
be approximated in leading order as infinite, while the
interaction range can be approximated as infinitesimal.
III. CLASSICAL BOLTZMANN EQUATION
FOR A DILUTE QUANTUM GAS: DERIVATION
FROM EXPLICIT SCATTERING DYNAMICS
In this Section we will review how the neglect of three-
particle and higher-order correlations in a dilute gas lets
us represent evolution over the time scale τ  ∆t in
terms of a certain two-body propagator, which is effec-
tively a finite-time generalization of the S-matrix from
the infinite-time scattering problem of textbooks. This
transition from the many- to the two-body problem is an
essential first step in our larger discussion, but by way of
additional contribution we also choose to make this tran-
sition from a somewhat unusual perspective. Instead of
directly following the motions of actual particles them-
selves, we consider the evolution of the second-quantized
destruction operator in position space. This formalism
will allow us to make some key steps with more math-
ematical rigor, yet it can still be given an intuitive in-
terpretation as a sort of It’s a Wonderful Life story for
particles: how would things have happened differently if
a particle had been removed at some earlier time?
A. Second quantization
The formalism of second quantization describes quan-
tum gases using operators aˆ(r, t) and aˆ†(r, t) which, re-
spectively, remove and create a particle at position r and
time t. The primary application of this formalism is
dealing with quantum statistics, since the requirements
of symmetrizing or anti-symmetrizing wave functions for
bosons or fermions are automatically met by imposing
the canonical (anti-)commutation relations
aˆ(r, t)aˆ†(r′, t)± aˆ†(r′, t)aˆ(r, t) = δ3(r− r′) (9)
where the + and − signs apply to fermions and boson,
respectively. Quantum statistics will be less important
here, because we will not consider degenerate gases, but
we will use the second-quantized formalism as a com-
pactly written formalism for describing a system of many
particles with pair-wise interactions.
Letting the general mixed quantum state of the gas be
described by the density operator ρˆ, which acts in the
enormously large many-body Hilbert space, the single-
particle density matrix can be expressed in terms of aˆ
and aˆ† operators as
ρ1(r, r
′, t) =
1
N
〈aˆ†(r′, t)aˆ(r, t)〉 , (10)
where N is the total number of particles in the gas,
and we define the expectation value of any operator Aˆ
as 〈Aˆ〉 := Tr(ρˆAˆ). Most accessible observables for the
gas can then be extracted from ρ1 without further ref-
erence to the full ρˆ. The local gas density, for example,
is n(r) = Nρ1(r, r); the momentum distribution is ob-
tained by Fourier transforming ρ1 with respect to both r
and r′.
The goal of this paper will be an equation of motion for
ρ1(r, r
′, t), comparable to the classical Boltzmann equa-
tion, focusing on its description of the time evolution of
quantum coherence. It will therefore be useful to have a
way to compare our later results to the classical Boltz-
mann equation directly. For this purpose a close analog
to the classical phase space distribution f(r,p, t) is sup-
plied by the Wigner function
W (r,p, t) =
∫
d3z
(2pi~)3
eip·z/~ρ1
(
r+
z
2
, r− z
2
, t
)
(11)
which is simply a partial Fourier transform that presents
the same information as ρ1. By construction W is a real
function in phase space, and furthermore it allows com-
putation of quantum expectation values as integrals in
phase space weighted by W , just as one computes av-
erages in classical statistical mechanics with weighting
by f . On the other hand W can take negative values,
and obeys constraints related to the Heisenberg uncer-
tainty relation which have no classical counterparts. The
Wigner function represents well the classical features of
quantum states that are close to classical but it has fewer
advantages for non-classical states.
To re-examine Boltzmannian scattering in the quan-
tum regime we will need to evolve ρ1 over a finite time of
order τ . To determine time evolution we therefore return
from ρ1 to the aˆ and aˆ
† operators themselves.
6B. Quantum evolution in the interaction picture
In the Heisenberg picture of quantum mechanics, the
operators aˆ and aˆ† become time-dependent. The evolu-
tion of aˆ(r, t) is given, like that of any operator, by the
Heisenberg equation of motion
i~∂taˆ(r, t) = [aˆ(r, t), Hˆ] , (12)
where Hˆ is the Hamiltonian operator. Here we will
assume the absence of any external potential varying
on short enough length scales that it significantly af-
fects two-particle scattering—that is, we set the exter-
nal potential to zero, but anticipate that it will be self-
consistent to put it back into our final equation, in a kind
of local-density approximation, as long as it varies slowly
enough in space. We therefore consider the second-
quantized Hamiltonian
Hˆ =
∫
d3r
~2
2m
∇aˆ†(r) · ∇aˆ(r) + 1
2
∫
d3r1d
3r2 U(r1 − r2)aˆ†(r1)aˆ†(r2)aˆ(r2)aˆ(r1) (13)
where U(r1− r2) is the potential for a short-ranged central force between two particles located respectively at r1 and
r2. Applying the canonical (anti-)commutation relation (9), we obtain the Heisenberg equation of motion
i~∂taˆ(r, t) = − ~
2
2m
∇2aˆ(r, t) +
∫
d3r′ U(r− r′)aˆ†(r′, t)aˆ(r′, t)aˆ(r, t) (14)
which is valid for both bosons and fermions.
The first term in Hˆ merely describes ballistic motion of particles. It will simplify our problem to factor out this
trivial part of the time evolution, by adopting the interaction picture for second-quantized operators and writing
aˆ(r, t) =
∫
d3q G1(r,q, t− t0)aˆI(q, t) ⇐⇒ aˆI(r, t) =
∫
d3q G∗1(r,q, t− t0)aˆ(q, t) , (15)
where G1 is the free Schro¨dinger propagator
G1(r,q, t) =
( m
2pii~t
) 3
2
e
im
2~t |r−q|2 , (16)
which satisfies ∫
d3q G∗1(r
′,q, t)G1(r,q, t) = δ3(r− r′) = lim
t→0
G1(r, r
′, t) . (17)
The interaction picture operator aˆI(r, t) thereby exactly equals aˆ(r, t0) at the arbitrarily chosen time t = t0, but has
the free ballistic motion part of its evolution artificially removed. The evolution of aˆI will therefore represent the
quantum analog of classical scattering.
C. Quantum scattering
1. Formal solution with a closed hierarchy
Equation (14) can be integrated formally, from any initial time t0 to any final time t. The formal solution is
somewhat cumbersome to write explicitly, so we introduce it first in a compressed notation to make clear its pattern:
aˆI(r, t) =
∑
n
∫
dq (aˆ†)n (aˆ)n+1 Ln+1 . (18)
That is, the expansion is a series of normally ordered terms with n creation operators on the left and n+1 destruction
operators on the right, with a set of time-dependent c-number kernels Ln. If we now write the solution out explicitly
it reads
aˆI(r, t) = aˆI(r, t0) (19)
+
∞∑
n=1
∫
d3(n+1)qjd
3nq′j Ln+1(r;q
′
1, ...,q
′
n;q0,q1, ...,qn; t− t0)aˆ†(q′1, t0)...aˆ†(q′n, t0) aˆ(qn, t0)...aˆ(q1, t0)aˆ(q0, t0) .(20)
7The exact solution takes this form, without any approxi-
mation or loss of generality, because the Heisenberg equa-
tion of motion (14) for aˆ(t) always relates expressions
having one more aˆ than aˆ† operator, and because any
product of aˆ’s and aˆ†’s can be expressed exactly as a
sum of “normal-ordered” terms, in which all aˆ†s are to
the left of all aˆ’s.
The Heisenberg equation (14) furthermore implies spe-
cific equations of motion, of first order in time, for all the
kernels Ln. The initial condition that aˆI(r, t0) equals it-
self implies the initial condition on all the Ln>1: they
must all vanish at t = 0. With this initial condition the
equations of motion determine all the Ln, because in con-
trast to the famous Bogoliubov-Born-Green-Kirkwood-
Yvon (BBGKY) hierarchy of equations of motion for cor-
relation functions, the hierarchy of equations for the co-
efficients in the operator expansion Ln is closed. The
equation of motion for each Ln in this operator expan-
sion involves only Lm for m ≤ n, and so each Ln may in
principle be determined exactly, without having to solve
the full N -body problem of all N particles in the entire
gas.
2. “Time travel logic”
This time evolution of the second-quantized destruc-
tion operator according to (19) will be the basis of our
whole picture of dilute gas dynamics. It may be an un-
familiar kind of picture, because it is not at all like the
classical picture of particles moving and colliding. In-
stead it is like a science fiction film about time travel. If
we first consider t < t0, then what the expansion (19) of
aˆ(r, t) says is that removing a particle from point r at a
time in the past is equivalent to doing the following more
complicated operation in the present (t0): remove that
one particle from r, and also move a lot of other particles
to the places where they would have been, if they hadn’t
interacted with the particle at r in the time since that t in
the past. This is like the plot premise of every time travel
or alternate history story: changing one simple thing in
the past is equivalent to making many more changes in
the present.
In fact we are interested in t > t0, and in this case
what (19) says is that removing a particle from r at a
time t > t0 is equivalent to removing that particle back
at t0—and simultaneously re-arranging the other parti-
cles in such a way that they will now reach the same state
at t as they would have, if the particle at r had not been
removed until t. This suggests a new kind of science fic-
tion story, in which time travellers have to go back and
change many details, in order to ensure that only one
specific thing ends up changed in the present. In fact,
though, this new time-travel challenge would be nothing
other than the challenge we often face in real life: to con-
trol many small details in the present in order to succeed
in changing just one specific thing in the future, without
any extra undesirable consequences. The time-travel-ish
logic of second quantized time evolution is not so unin-
tuitive after all, once one is used to it. The destruction
operator picture may be a weird way of describing the
history of an interacting gas, but it does represent the
information, and it has the advantage that the kernels
Ln are determined exactly by a hierarchy of equations
that is closed for each n.
3. Closure up to n = 2
For n > 2, this determination is unfortunately only a
determination-in-principle, because although solving the
equation for each Ln does not require solving the whole
quantum N -body problem, it does require solving the
quantum n-body problem, and even for n = 3 this is
usually too hard to achieve. Fortunately, however, L2
can be obtained exactly, and in sufficiently explicit form
to be useful. In Appendix A we show that we can express
L2 as
L2(r,q
′
1;q2,q1; t) = iδ
3
(
r+ q′1
2
− q1 + q2
2
)
×T (q2 − q1, r− q′1, t) , (21)
where the reduced kernel T (s, s′, t) is a finite-time gener-
alization of the T-matrix, in the position representation,
for the effective one-body problem of a particle with re-
duced mass m/2 scattering from the central potential
U(|s|). We will define T (s, s′, t) explicitly in Section IV,
below, and see that it describes scattered partial waves
expanding spherically at finite speed behind a disper-
sively spreading wavefront.
Although we thus have L2 explicitly and exactly, we
will not be able to compute the higher Ln>2, and in the
end we will simply ignore them by appealing heuristi-
cally to low gas density. Our ultimate conclusions may
thus not actually be any more rigorous than the same
conclusions are when they are reached by truncating the
BBGKY hierarchy. Inasmuch as we do not need to make
the truncation approximation first in order to obtain
closed equations, however, our approach is at least some-
what cleaner than the standard BBGKY truncation.
If we now observe both (19) and its Hermitian conjugate, and apply the canonical (anti-)commutation relation to
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aˆ†I(r
′, t0 + τ)aˆI(r, t0 + τ) = aˆ†(q′, t0)aˆ(q, t0)
+
∫
d6qj d
6q′j K(r, r
′;q1,q2;q′1,q
′
2; τ)aˆ
†(q′1, t0)aˆ
†(q′2, t0)aˆ(q2, t0)aˆ(q1, t0) + . . .
K(r, r′;q1,q2;q′1,q
′
2; t) = δ
3(r′ − q′1)L2(r;q′2;q1,q2; t) + δ3(r− q1)L∗2(r′,q2;q′1,q′2; t)
+
∫
d3z L2(r, z;q1,q2; t)L
∗
2(r
′, z;q′1,q
′
2; t) , (22)
where . . . indicates normally ordered terms with three or more aˆ† operators to the left of three or more aˆ operators.
The fact that even in the expansion of the product aˆ†I aˆI the Ln≥3 kernels still only appear in normally ordered terms
with n ≥ 3 creation and destruction operators is another convenient exact hierarchy closure that we obtain in this
operator formalism. When we follow Boltzmann by discarding the n > 2 terms, the exactly defined kernel L2 will be
the only remaining element in our description of quantum gas dynamics.
D. Diluteness and the Stosszahlansatz
We assume that our gas is (a) dilute and (b) not quantum degenerate. Accordingly we will ignore the possibilities
of having multiple particles either within the same very small region of physical space, or within the same quantum
orbital, on the grounds that these possibilities have no significant effect within the time frame of order τ that we
consider. What this concretely means is that we will simply discard the . . . terms in (22).
Furthermore, we will adopt the standard quantum statistical version of Boltzmann’s heuristic replacement, the
Stosszahlansatz factorization:
1
N(N − 1)
〈
aˆ†(r′1)aˆ
†(r′2)aˆ(r2)aˆ(r1)
〉→ 1
N2
(〈
aˆ†(r′1)aˆ(r1)
〉 〈
aˆ†(r′2)aˆ(r2)
〉± 〈aˆ†(r′1)aˆ(r2)〉 〈aˆ†(r′2)aˆ(r1)〉) , (23)
where the + and − alternatives apply for bosons and fermions, respectively. We will assume that this factorization
holds at some given time t0, and then study the later time evolution of the system to the time t0 + τ . In fact the
factorization ansatz cannot describe particles that are actually in the process of colliding at t0, but we will assume
that these initially interacting cases involve only a negligible fraction of the gas particles. The interactions that occur
after t0 will induce correlations, but we will only compute the evolution of the single-particle density matrix ρ1(r, r
′, t).
Finally, then, we will simply assume that our results will hold for any time t0 → t, even though it would seem that
there can only be one time at which the factorization holds, because interactions induce correlations.
We realize full well that all three of the approximations and assumptions just outlined are hard to justify rigorously,
however reasonable they may seem. We assume them without further comment because we have nothing to add, in
this paper, to their derivation. We focus instead on the issue that still remains after them: the approximation of
finite-duration wave-mechanical collisions as instantaneous point-like events.
When we make the heuristic dilute gas approximation of discarding the . . . terms of (22), insert the reduction of
L2(r,q
′
1;q2,q1; t) to T (q2 − q1, r− q′1, t) according to (21), and then take expectation values in an arbitrary many-
body quantum state and apply the Stosszahlansatz factorization (23), we obtain for the single-particle density matrix
in the interaction picture ρI(r, r
′, t) ≡ 〈aˆ†I(r′, t)aˆI(r, t)〉
ρI(r, r
′, t0 + τ) = ρI(r, r′, t0) + 2(N − 1)
(
i R(r, r′, τ, t0)− i R∗(r′, r, τ, t0) + S(r, r′, τ, t0)
)
R(r, r′, τ, t0) =
∫
d3s1d
3s2 T˜ (s1, s2, τ)ρI
(
r− s1 − s2
2
, r′, t0
)
ρI
(
r− s1 + s2
2
, r− s1, t0
)
S(r, r′, τ, t0) =
∫
d3s1d
3s2d
3s′1d
3s′2 δ
3(r− r′ − s1 + s′1)T˜ (s1, s2, τ)T˜ ∗(s′1, s′2, τ)
×ρI
(
r− s1 − s2
2
, r′ − s
′
1 − s′2
2
, t0
)
ρI
(
r− s1 + s2
2
, r′ − s
′
1 + s
′
2
2
, t0
)
T˜ (s, s′, τ) ≡ T (s, s
′, τ)± T (s,−s′, τ)
2
, (24)
where the ± applies to bosons (+) and fermions (−).
If all our particles were distinguishable instead of being quantum mechanically indistinguishable, we would have
obtained (24) with only a factor (N − 1) instead of 2(N − 1) in the first line, and with simply T itself instead of T˜
9in the definitions of R and S. We will soon see in Section IV, below, that T˜ is exactly T except with the scattering
amplitudes fl(k) set to zero for all odd l (bosons) or all even l (fermions). Apart from quantum degeneracy (which
we do not consider), therefore, the effects of quantum statistics on scattering are simply (a) an overall factor of 2
in the collision terms for both fermions and bosons, and (b) an effective parity condition on scattering amplitudes,
depending on particle statistics.
With Eqns. (24) we have achieved our first goal: we have implemented Boltzmann’s heuristic Stosszahlansatz
approximation to obtain a closed equation for the time evolution of the single-particle density matrix, while not
yet making any approximations whatever to quantum mechanical two-body scattering. In (24), wave mechanical
scattering is thus treated exactly, as a process that extends over finite range and duration. We are now in a position
to investigate time evolution of quantum gases arbitrarily far from equilibrium, in the sense of having arbitrary single-
particle density matrices, still within the heuristic Boltzmannian framework of neglecting higher-order correlations,
but without imposing classical concepts of scattering onto quantum dynamics.
Eqns. (24) define evolution from an arbitrarily chosen initial time t0 over the finite time τ . To obtain any kind
of Boltzmann-like equation from (24) therefore requires further steps to extract a differential equation in time for
ρ1(r, r
′, t). We can anticipate that the S term on the right-hand side of (24), which involves a product of two of the
finite-time T-matrix kernels T , will correspond to the classical Boltzmann Γ+ term: as a product of two scattering
amplitudes, it defines a probability density for particles to scatter into given final states. Together the two R terms
in (24) will turn out to include a real part which provides a mean field potential effect like that of the Vlasov term in
(8), but also an imaginary part which is related, according to the optical theorem of quantum scattering, to the total
scattering cross section. The imaginary part of the R terms in (24) will thus correspond to the classical Boltzmann
Γ− term, and represent probability loss from initial states due to particles being scattered out of them.
These effects of quantum scattering will only correspond to their classical counterparts for sufficiently classical gas
states ρ1, however. The meaning of (24) in general depends on the general form of the finite-time T-matrix T as a
representation of wave-mechanical scattering.
IV. QUANTUM BOLTZMANN EQUATIONS
A. Quantum scattering under T (s, s′, t)
In Appendix A we show that we can express the finite-time T-matrix T in (24) as
T (s, s′, t) =
(
im
4pi~t
) 3
2
∫
d3 s′′ e−i
m
4~t |s−s′′|2
∞∑
l=0
(2l + 1)Pl(sˆ
′′ · sˆ′)
(2pi)2
∫ ∞
−∞
k3dk e−i
~
mk
2tfl(k)hl(ks
′′)hl(ks′) . (25)
Here the Pl(x) are Legendre polynomials, hl(r) are spherical Hankel functions, and fl(k) is the wavenumber-dependent
scattering amplitude for the l-th partial wave. We draw attention to the lower limit of the integration over k: this
really is −∞, not zero, even though k is a radial coordinate of the kind that is usually positive. See our Appendix
for the detailed derivation, which has some non-trivial steps.
We emphasize that (25) is neither perturbative nor heuristic. Our expression for T (s, s′, t) is valid exactly for all |s|
and |s′| larger than the range of the potential U . To describe evolution within that short range, where two particles
are actually interacting directly, our expression for L2 must be supplemented with short-range information. The
scattering amplitudes fl(k), however, are by definition the coefficients which exactly describe the longer range and
longer term effects of the short-ranged potential U . They show correctly where the particles go, and when, after they
have interacted; conversely they show where the particles must have been, before interacting, in order to have reached
given points afterwards. The fl(k) are complex numbers which must be computed for any given U(r) by solving the
one-body Schro¨dinger equation; each is derived from a real phase shift δl(k) according to
fl =
eiδl sin δl
k
, which implies Im[fl] ≡ k |fl|2 (26)
identically for every l independently. This is known as the Optical Theorem for partial wave scattering amplitudes.
1. Quantum statistics
Equation (25) is obtained by solving the effective single-particle evolution problem for the relative coordinate
between two particles. As such it includes no effects of quantum statistics. The difference between fermions and
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bosons arises in Eqn. (24), where what appears in the time evolution of the single-particle density matrix of the gas
is not T itself but rather T˜ (s, s′, τ) = [T (s, s′, τ) ± T (s,−s′, τ)]/2, with + for bosons and − for fermions. The only
place where the sign of the s′ argument makes any difference in (25) is in the argument of the Legendre polynomial:
Pl(−sˆ′′ · sˆ′) ≡ (−1)lPl(sˆ′′ · sˆ′). Thus T˜ is identical to T with
fl(k) −→ f˜l(k) ≡ 1± (−1)
l
2
fl(k) , (27)
which is simply fl(k) with all its values for odd l set to zero, for bosons, or for fermions, with all its values for even l
set to zero. In (24) above we have already included a factor of two that is due to quantum statistics for both fermions
and bosons; we have now shown what we mentioned above in Section III, that an effective parity condition on fl(k)
is quantum statistics’ only other effect on two-body scattering.
From now on we will in any case simply assume that the fl(k) have been obtained and are known, for whatever
interparticle potential applies to a particular gas. We will therefore also from now on simply write T for T˜ and fl for
f˜l, since as far as all our further results will be concerned, the difference between fermions and bosons is simply that
the fl(k) of one parity or the other all happen to vanish.
2. Secular component
With the fl(k) thus given, the importance of (25) is that it describes quantum mechanical scattering as a finite time
evolution of waves propagating over finite distances. It will let us connect the formal quantum scattering problem, with
its energy eigenstates that remain eternally time-independent and extend to infinity, to the Boltzmannian idealization
of scattering as an instantaneous event at a point. We will be able to make this connection because we evolve in (24)
over the intermediate time scale τ which is much longer than the collision duration δt and yet much shorter than
the inverse collision rate ∆t. We can therefore expand to leading order in the time scale ratio  = δt/τ = τ/∆t, so
that τ will be infinite compared to δt but infinitesimal compared to ∆t. Secular (i.e. steady, long-term) features of
two-body scattering will thus yield an instantaneous differential equation in time for the density matrix ρ1(r, r
′, t) of
the gas as a whole.
Even with the insight about the time scale hierarchy, however, it appears not to be possible in general to reduce
the finite-time evolution equation (24) with non-local T (s, s′, τ) kernels to a differential equation in time. That is, the
reduction of (24) to anything like a Boltzmann equation is only possible in cases where further assumptions about ρI
can be made. To see where the problem lies, it suffices to examine the Fourier transform of T (s, s′, τ) with respect to
either one of its spatial arguments, for example s′. After applying the relations
eik·r =
∞∑
l=0
il(2l + 1)jl(kr)Pl(kˆ · rˆ) (28)∮
d2kˆPl(kˆ · rˆ)Pm(kˆ · rˆ′) = 4piδlm
2l + 1
Pl(rˆ · rˆ′) (29)∫ ∞
0
dr r2hl(kr)jl(k
′r) = lim
→0+
i
k
(
k′
k
)l
1
(k + i)2 − k2 (30)
where jl is the spherical Bessel function of order l, we obtain∫
d3s′ eik0·s
′
T (s, s′, t) =
(
im
4pi~t
) 3
2
∫
d3 s′′ e−i
m
4~t |s−s′′|2
×
∞∑
l=0
i(l+1)
(2l + 1)Pl(sˆ
′′ · kˆ0)
pik0
∫ ∞
−∞
k3dk e−i
~
mk
2t fl(k)
(
k0
k
)l
hl(ks
′′)
(k + i)2 − k20
. (31)
We must now distinguish the secular component in (31), representing the long-term consequences of collisions as
completed events, from the transient component, which describes short-term behavior during collisions as ongoing
processes. We can do so by evaluating the k integral in (31) using the method of stationary phase, by deforming the
contour of integration over k in into the plane of complex k, in such a way that the e−i
~
mk
2t factor in the k integrand
becomes a Gaussian that becomes narrower with increasing t. In doing this we must take note of the fact that the
spherical Hankel function hl(ks
′′) becomes a rapidly oscillating function of k when s′′ is large, and that since we
11
FIG. 2: Time-dependent contour of integration to evaluate the integral (31) in the saddlepoint approximation. For any given
distance s there is a time 2~k0t/m = s when the path crosses the saddlepoint, leaving it outside the contour.
are integrating over all s′′, large values of s′′ must be considered. We can correctly incorporate this highly oscillator
behavior of hl in our stationary phase integration by including the asymptotic form of the Hankel function
lim
kr→∞
hl(kr) = i
−(l+1) e
ikr
kr
, (32)
and thereby seeing that the saddlepoint of the rapidly varying exponent in the k integrand is at ksp = ms
′′/(2~t).
The stationary phase contour which passes through ksp thus may or may not have to detour around the integrand
pole at k = k0 = |k0|, depending on whether s” is larger or smaller than 2~k0t/m. (Recall that m/2 is the reduced
mass of the relative coordinate of two colliding particles of mass m.) See Fig. IV A 2. Since the whole contribution
to the k integral in (31) from the diagonal path through the saddlepoint is transient, in the sense that it decays with
increasing t, and since the contribution from the counter-clockwise circled pole is given by Cauchy’s theorem, we find∫
d3s′ eik0·s
′
T (s, s′, t) = (transient)− i
(
im
4pi~t
) 3
2
∫
d3 s′′ e−i
m
4~t |s−s′′|2θ
(
2
~k0
m
t− s′′
)
e−i
~
mk
2
0teik0s
′′
f(k0, sˆ
′′ · kˆ0) ,
(33)
where θ(x) is the Heaviside step function and
f(k, cos θ) =
∞∑
l=0
(2l + 1)fl(k)Pl(cos θ) (34)
is the scattering amplitude at the deflection angle θ and momentum transfer k.
As we have said, the kernel T (s, s′′, t) is a finite-time T-matrix. The integral over s′′ with the e−i
m
4~t |s−s′′|2 factor
in (33) is just the free-particle propagation that distinguishes the time-evolution operator Uˆ from the Sˆ matrix of the
interaction picture. If we therefore define the finite-time scattered wave ψscat(k0, r, t) in terms of T as∫
d3s′′ [δ3(s− s′) + iT (s, s′, t)]eik0·s′ ≡ e−i ~mk20t
(
im
4pi~t
) 3
2
∫
d3 s′′ e−i
m
4~t |s−s′′|2
[
eik0·s
′′
+ ψscat(k0, s
′′, t)
]
, (35)
then according to (33) we have
ψscat(k0, r, t) = (transient) + θ
(
2
~k0
m
t− r
)
ψscat(k0, r) (36)
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FIG. 3: Comparison between the exact wave front density |ψscatt(r)|2 r2 (red) with the corresponding steepest-descent approx-
imation (black).
where the time-independent ψscat(k0, r) is the scattered wave of textbook scattering theory. Thus, apart from the
transient term which we have suppressed, T simply generates the scattered wave ψscat from textbook scattering theory,
only within a finite sphere of expanding radius 2~k0t/m (m/2 again being the reduced mass of the relative coordinate
of the two colliding particles). In the limit of infinite t the transient vanishes and the scattered wave extends to
infinite radius as in the textbooks.
At finite times, Fig. (3) compares the secular component which is displayed in (33) to the exact result for |ψscat|2,
for the simple fl(k) = aδl0/(1 + iak) of purely s-wave scattering. We see that the effects which we have suppressed
as ‘transient’ include small oscillations superimposed on the step-function form of the secular component, as well as
dispersive broadening of the expanding wavefront. The spreading of the wavefront increases dispersively with
√
t,
while the radius of the secular step function grows linearly in t. The significant secular effect of scattering is thus
captured well by the stationary phase calculation that we have shown. And we have confirmed that our kernels
T (s, s′, t) do indeed represent quantum mechanical two-body scattering as a finite-duration process with long-term
consequences.
At the same time we see the basic difficulty in deriving a quantum Boltzmann equation which will really be similar
to the classical Boltzmann equation in describing scattering as an instantaneous local event. Equation (33) may look
very much like a quantum analog to Boltzmannian scattering, but this is only because k0 was given as input: our
Fourier transform of T (s, s′, t) with respect to s′ represents evolution from the special case of an initial plane wave for
the relative coordinate of two colliding particles. In general, however, this relative coordinate does not have a definite
wave number, or even a probabilistic mixture of different wave numbers, because the single-particle density matrix
ρ(r, r′) is in general not translation-invariant. We may say that the action of the kernel T , regarded as an operator, is
to propagate each Fourier component of the initial relative-coordinate wave function as in (33). This means, however,
that the operation of T is essentially non-local, since it must parse the initial state of relative coordinate into Fourier
components and this requires sampling a sufficient volume of space.
Even in classical physics, of course, collisions are not really instantaneous events that occur at a single point,
because atoms and molecules have finite size and interactions between them have non-zero range. The Boltzmannian
idealization of collisions as point-like events really only means that the spatial extent of a collision should be small
compared to scales over which the collective properties of the gas can be observed to vary. The Heisenberg relation
of quantum mechanics complicates this idealization with an additional issue that does not arise classically, however.
Quantum mechanical scattering can only be idealized as point-like if the gas is homogeneous on a scale which may be
much longer than the range of interactions, namely the wavelength associated with the typical relative momentum
of nearby particles. This condition is not necessarily satisfied by all non-degenerate quantum gases, but it may
be satisfied quite often in realistic cases. We will now show that when this condition is satisfied, one can derive
the classical Boltzmann equation from our (24), as an equation governing the Wigner function derived from the
single-particle density matrix ρ of the quantum gas.
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B. The classical Boltzmann equation for a classical gas
We can express the single-particle Wigner function in terms of dimensionless variables by defining the two length
scales λ and L which characterize its dependence on position and momentum:
W (r,p, t) ≡ W˜ (r/L,pλ/~, t)⇒ ρI(r, r′, t) =
∫
d3p e−ip·
r−r′
~ W˜
(
r+ r′
2L
,
pλ
~
)
where the assumption is that W˜ depends on its dimensionless arguments in a way that involves no very large or small
numbers.
This assumption about W˜ implies that the characteristic widths of W in r and p, respectively, are ∆r ∼ L and
∆p ∼ ~/λ. In quantum terms we can identify λ as a characteristic coherence length for the gas, whereas L represents
the scale on which the gas state is spatially inhomogeneous (since spatial translation shifts all position arguments
equally, leaving r− r′ unchanged). The homogeneity condition which is needed to treat quantum collisions as point-
like then turns out to be the same as the classicality condition of being far from the Heisenberg limit: ∆r∆p ~ is
equivalent to L λ. Even when quantum statistics are not important, as we have assumed throughout this paper, a
quantum gas may fail to be classical if it is in a non-equilibrium state that varies significantly on the scale of its local
coherence length. We will consider below how the gas may behave in such states; for now we will stay in the classical
limit by assuming λ = L for  1.
If we insert (37) into the right-hand side of (24), while also rescaling the integration variables p→ p/λ and s→ sλ,
we find
R(r, r′, τ, t0) =
∫
d3s1d
3s2d
3pd3p′ e
i
2~ (p−p′)·(s1−s2) e−
i
~p· r−r
′
λ T (λs1, λs2, τ)
×W˜
(
r+ r′
2L
− s1 − s2
2
,p, t0
)
W˜
(
r+ r′
2L
+ 
[r− r′
2λ
− 3s1 − s2
2
]
,p′, t0
)
S(r, r′, τ, t0) =
∫
d3s1d
3s2d
3s′1d
3s′2d
3pd3p′ δ3(r− r′ − λs1 + λs′1) e−
i
2~ (p−p′)·(s2−s′2) e−
i
2~ (p+p
′)· r−r′λ
×T (λs1, λs2, τ)T ∗(λs′1, λs′2, τ)
×W˜
(
r+ r′
2L
− s1 + s
′
1 − s2 − s′2
2
,p, t0
)
W˜
(
r+ r′
2L
− s1 + s
′
1 + s2 + s
′
2
2
,p′, t0
)
. (37)
In the classical limit  → 0 (coherence length much shorter than the scale over which the gas properties vary), the
dependence of the W˜ terms in the integrands on s1,2 and s
′
1,2 thus disappears from (37). Since the integrations over
p and p′ with the factor e−
i
~p· r−r
′
λ also mean that R is negligible unless |r − r′| . λ  L, the dependence of the
second W˜ in R on r− r′ can also be ignored to leading order in .
We can express (24) itself in the Wigner representation (11), defining the interaction-picture single-particle Wigner
function of the gas as
WI(r,p, t0 + τ) =
∫
d3z
(2pi~)3
eip·z/~ρI
(
r+
z
2
, r− z
2
, t0 + τ
)
= WI0 + WI1 + . . . (38)
with an expansion of WI in powers of  = λ/L. We then insert (24)
ρI(r, r
′, t0 + τ) = ρI(r, r′, t0) + 2(N − 1) (iR(r, r′, t0, τ)− iR∗(r′, r, t0, τ) + S(r, r′, t0, τ))
into (38) to obtain at zeroth order
WI0(r,p, t0 + τ) =WI(r,p, t0)
[
1− 4(N − 1)
∫
d3p′WI(r,p′, t0)Im[T (p− p
′
2
,
p− p′
2
, τ)]
]
+ 2(N − 1)
∫
d3p′d3p′′
(2pi~)3
WI(r,p
′, t0)WI(r,p′′, t0)
∣∣∣T (p− p′ + p′′
2
,
p′ − p′′
2
, τ)
∣∣∣2
T (p,p′, τ) ≡
∫
d3s1d
3s2 e
i
~ (p·s−p′·s′)T (s, s′, τ) . (39)
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R(r, r′, τ, t0) =
∫
d3pd3p′ e
i
~p·(r−r′) TR
(
p− p′
2
, τ
)
W
(
r+ r′
2
,p, t0
)
W (r,p′, t0)
TR(q, τ) =
∫
d3s1d
3s2 e
− i~q·(s1−s2) [T (s1, s2, τ)± T (s1,−s2, τ)] (40)
S(r, r′, τ, t0) =
∫
d3pd3p′ e−
i
~
p+p′
2 ·(r−r′) TS
(
p− p′
2
, r− r′, τ
)
W
(
r+ r′
2
,p, t0
)
W
(
r+ r′
2
,p′, t0
)
TS(q, z, τ) =
∫
d3s1d
3s2d
3s′1d
3s′2 δ
3(z− s1 + s′1) e−
i
~q·(s2−s′2) T (s1, s2, τ)[T ∗(s′1, s
′
2, τ)± T ∗(s′1,−s′2, τ)] . (41)
The step from (??) to (??) in the classical limit is decisive because it will allow us to reduce the temporal finite-
difference equation (??) to a differential equation in time.
We can understand this step as the quantum version of Boltzmann’s assumption mentioned before: that scattering
is an event local in position. If the post-scattering reach, i.e. the distance covered by a particle after being scattered
and flyiing a time τ , is short enough, then it is not necessary to take into account density variations along its path
(integration variables in the first argument of W ) and it is only important to consider all different momentum
components of the wave packet associated to it (second argument of W ).
It is also interesting to point out what the physical meaning of the kernels TR,S is. In the interaction picture, the
T-matrix T (s1, s2) allows to obtain by integration the scattered wave out of an incoming wave. The integral kernel
TR(q, τ) can be then understood as the overlapping between an incoming plane wave of momentum q and the
corresponding scattered wave after a time τ . In the case of TS(q, z, τ), it is the overlapping between two scattered
waves of the same momentum q when the scatterers are separated by a distance z.
We will work first the terms in R(r, r′, τ, t0)
TR(q, τ) =
(
im
4pi~τ
) 3
2
∞∑
l=0
(2l + 1)[1± (−1)l]
(2pi)2
∫ ∞
−∞
k3dk fl(k)e
−i ~τm k2
×
∫
d3sd3s′d3s′′ Pl(sˆ′′ · sˆ′)hl(ks′′)hl(ks′) e−i m4~τ |s−s′′|2e i~q·(s−s′′)e− i~q·(s′′−s′) . (42)
The [1 ± (−1)l] factor comes from the [T (s1, s2, τ) ± T (s1,−s2, τ)] term in (24), which in turn came from quantum
statistics (Bose = +, Fermi = 1) in the Stosszahlansatz factorization (23). This factor means, for example, that
spin-polarized fermions have no s-wave scattering, and bosons have no p-wave. Quantum statistics has this effect
on two-body scattering, even when there are no ideal gas effects of quantum statistics because the gas is far from
quantum degeneracy. Since this factor is an inherent quantum statistical feature of scattering, we will simplify our
notation from now on by absorbing it into the partial wave scattering amplitudes and writing f˜l(k) ≡ [1± (−1)l]fl(k).
We then use the expansion of a plane wave in spherical Bessel functions and Legendre polynomials
eik·s ≡
∞∑
l=0
il(2l + 1)jl(ks)Pl(kˆ · sˆ) , (43)
the Legendre polynomials identities∮
d2sˆPl(kˆ · sˆ)Pl′(kˆ′ · sˆ) ≡ 4pi
2l + 1
δll′Pl(kˆ · kˆ′)
Pl(1) = 1 , (44)
and the Bessel and Hankel function integral∫ ∞
0
ds s2 jl(k
′s)hl(ks) =
i
k
(
k′
k
)l
1
(k + i)2 − k′2 , → 0
+ (45)
to perform the s′ and s′′ integrals, leaving
TR(~k, τ)
.
= −
∞∑
l=0
(2l + 1)
pi
∫ ∞
−∞
dk k′ f˜l(k′)
(
k
k′
)2l
ei
~τ
m (k
2−k′2)
[(k′ + i)2 − k2]2 . (46)
For a simpler notation we have rescaled the momentum argument into wavenumber q → ~k in the expression
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FIG. 4: Deformed (solid) and original (dashed, along real
axis) contours of integration over k in the kernel TR(k, τ) of
Eqn. (24). The two stars just below the real axis indicate the
integrand singularities and only the one at k′ = k − i will
yield a contribution of O(τ).
above.
Our entire goal is to express the effects of scattering
which can cumulatively affect the long-term evolution of
the gas, without having to mention the transient details
of how pairs of particles affect each other during colli-
sions. In wave mechanical scattering the wave function
of the relative coordinate of two colliding particles only
attains its asymptotic form at separations that are much
larger than both the range of the interaction potential
U(r) and the de Broglie wavelength associated with the
energy of the relative motion. This means that the du-
ration of the quantum collision cannot be shorter than
δt = λ/v = mλ2/~, and so our definition of the interme-
diate time scale τ  δt implies that
~τ
mλ2
 1 . (47)
We can therefore identify the long-term effects of col-
lisions by extracting the part of TR(~k, τ) which does
not vanish for ~τmλ2 →∞. Any components of TR(~k, τ)
which decay for large τ can be neglected as transient be-
havior during the collision itself.
The way to distinguish secular and transient terms in
TR(~k, τ, t0) is to deform the contour of integration over
k away from the real k-axis, so that it runs instead along
the diagonal k′ = 1−i√
2
κ for real κ ∈ (−∞,∞). See Fig. 4.
Along the long diagonal part of the new trajectory, the
large value of ~τmλ2 means that the integrand is tightly
concentrated near the origin (where no singularity takes
place because fl(k
′)→ −alk′2l near zero [5]) within |k′| .
τ−1/2, so that the whole contribution of this diagonal
trajectory decays with increasing τ as ∼ τ−1/2. This
is the transient component of TR(~k, τ), which does not
concern us.
The secular component in TR(~k, τ) thus comes en-
tirely from the singularity at k′ = k − i, a contribution
that we can calculate using Cauchy’s Differentiation For-
mula. Ignoring the transient component given by the
diagonal we find
TR(~k, τ) ≡ −4pi~τ
m
f˜(k, 0) = −4pi~τ
m
(
Re[f˜(k)] + i k
σ(k)
4pi
)
, (48)
where
f˜(k, θ) ≡
∞∑
l=0
(2l + 1)Pl(cos θ)[1± (−1)l]fl(k) (49)
f˜(k, θ) is the bosonic or fermionic scattering amplitude at wave number k for the polar deflection angle θ and we have
used the Optical Theorem to relate its imaginary part with the total scattering cross section σ.
For bosons at low momentum we can approximate Re[f˜(q)] with the s-wave scattering length
lim
k→0
f(k, 0) = −a (50)
If we use this approximation for TR we find a contribution to ρI(r, r
′, τ, t0) of the form
i(N − 1) (R(r, r′, τ, t0)− R∗(r′, r, τ, t0)) = 4pia~τ
m
i (n(r)− n(r′)) ρI(r, r′, 0, t0) + (...) (51)
where we have assumed for the total particle density in a point n(r) = N
∫
d3pW (r,p) that N − 1 ≈ N .
In a classical picture, this would correspond to the Vlasov mean-field correction to the Boltzmann Equation [22].
In the quantum picture, this is exactly the same term found in the Gross-Pitaevskii Equation for a Bose-Einstein
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Condensate [19]. It is simply a nonlinear mean field correction to the Hamiltonian evolution and we will suppose this
to be the role of Re[f˜(q)] for this term at arbitrary momenta as well.
On the other hand, the imaginary part of the scattering amplitude will certainly yield a non-Hamiltonian term
i (R(r, r′, τ, t0)− R∗(r′, r, τ, t0)) = −4piτ~3
∫
d3p e−
i
~p·(r−r′)W
(
r+ r′
2
,p, t0
)
(γ(r,p, t0) + γ(r
′,p, t0)) + i (...)(52)
γ(r,p, t0) =
∫
d3k
~k
m
σ(k)
4pi
W (r,p+ ~k, t0) (53)
This γ is the same one from the classical Boltzmann Equation (4).
If we put the expression above (52) in the Wigner representation, we obtain finally a form exactly like the loss term
Γ− from the classical Boltzmann equation
R(r,p, τ, t0) ≡
∫
d3z
(2pi)3
eip·z i
[
R
(
r+
z
2
, r− z
2
, τ, t0
)
−R∗
(
r− z
2
, r+
z
2
, τ, t0
)]
(54)
= 2
τ
m
W (r,p, t0)
∫
d3p′W (r,p′, t0)
∫
d3p′′ δ
(
|p′′|2 −
∣∣∣∣p− p′2
∣∣∣∣2
)
dσ
dΩ
+ (...)
= τ W (r,p, t0) γ(r,p, t0) ≡ τ Γ−(r,p)
Here we have omitted the mean field contribution of
α(q) and we have droppped again the terms of order λ/L
in the position integration variables, as we did in (37) to
obtain (40).
A similar series of calculations and approximations
produces an expression for the secular part of the Wigner
representation of the kernel TS(~k, z, τ) from (40)
TS(~k, z, τ) = 8pi τ sinc(2kz)
~k
m
dσ
dΩ
Θ
(
~kτ
m
− 2z
)
The Θ-function reminds that the gain term is only rel-
evant close to the diagonal within a range determined by
the post-scattering reach, i.e. the distance that parti-
cles with wave number q can travel after being scattered
within the time τ . Although this region of relevance is
very narrow this term should not be plainly neglected be-
cause it ensures particle conservation. Indeed, by ignor-
ing this on-diagonal restriction, and rewriting this term
in the Wigner representation we obtain exactly the Boltz-
mann equation’s gain term Γ+. It is written in a more
compact form without using Wigner as
S(x,x′) = 8piτ
∫
d3s ξ(s, |x− x′|)
∣∣∣∣ρI (x+ x′ + s2 , x+ x′ − s2
)∣∣∣∣2
ξ(x, z) =
∫
d3q
q
m
sinc(2qz) e−2iq·s
dσ(q)
dΩ
Θ(qτ/m− z) (55)
If we then differentiate (24) with respect to τ after dis-
carding its transient and mean field terms, we obtain the
classical Boltzmann equation precisely for the quantum
Wigner function. Putting all of the terms together
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dρ
dt
= − i
~
〈x|[Hˆ0, ρˆ1]|x′〉
− 4pii
∫
d3p [µ(x,p)− µ(x′,p)] eip·(x−x′)W
(
x+ x′
2
,p
)
− 4pi
∫
d3p [γ(x,p) + γ(x′,p)] eip·(x−x
′)W
(
x+ x′
2
,p
)
+ 8pi
∫
d3s ξ(s, |x− x′|)
∣∣∣∣ρI (x+ x′2 + s2 , x+ x′2 − s2
)∣∣∣∣2 (56)
The following auxiliary functions were defined along the paper for a shorter notation
µ(x,p) =
∫
d3qRe[f˜(q)]W (x,p+ 2q) (57)
γ(x,p) =
∫
d3q
q
m
σ(q)
4pi
W (x,p+ 2q) (58)
ξ(s, z) =
∫
d3q
q
m
sinc(2qz) e−2iq·s
dσ(q)
dΩ
Θ(qτ/m− z) (59)
The first line in (56) describes the particle’s flight un-
der the noninteracting Hamiltonian and it is equivalent to
the Moyal expansion; the second one is the nonlinear cor-
rection to the Hamiltonian that yields Gross-Pitaevskii
for cold bosons; and the last two correspond to the loss
and gain terms in the CBE.
With this we have shown that both the Gross-
Pitaevskii Equation and the classical Boltzmann Equa-
tion can be recovered from our time-dependent scattering
model. But more interesting, we can apply our analysis
to situations far from the semiclassical situation consid-
ered until now.
V. BEYOND BOLTZMANN: DECOHERENCE
So far we have studied a dilute gas fulfilling certain
restrictions upon its length scales that guarantee the va-
lidity of the local and instantaneous scattering approach.
These conditions are certainly matched by a semiclassical
gas and we have consequently shown that in such cases
the equation of motion is the CBE plus some additional
mean field corrections. But let us deviate now towards
a regime that is more clearly identified with quantum
behavior. A very simple - and legitimately quantum -
scenario for a single particle would be having it trapped
inside a large potential well, with walls strong and thick
enough to avoid the particle to trespass them, and at
some point lowering and shortening one of the walls only,
in such a way that the wall is still strong enough to for-
bid the particle to cross it by thermal hopping (i.e. the
kinetic energy of the particle is still lower than the po-
tential wall height) but it is thin enough so that the par-
ticle has a non-neglectable probability to tunnel through
it. In this particular scenario any trapped particle that
hits the weakened wall will split into a Schro¨dinger’s Cat
state, i.e. a superposition between being reflected by the
wall and scaping to the outside by tunneling. This states
would have the form
φk(x) = Θ(−x)
(
eikx + rk e
−ikx)+ Θ(+x) tk eikx(60)
Now that we imagined this situation for one particle,
imagine it for a gas of noninteracting particles: each one
of the particles can hit the wall and split into an entan-
gled state, a superposition between remaining inside the
container and scaping it. An example of the single parti-
cle density matrix that can be obtained in this situation
is depicted in Fig.5, with a Boltzmann distribution
nk ∝ e−k2/2λ2 (61)
of Schro¨dinger’s Cat states φk, so that the reduced den-
sity matrix in the steady state of this particular problem
would be
ρ0(x|x′) =
∫
dk nk φ
∗
k(x)φk(x
′) (62)
Its main feature is that it shows a very long range
coherence that will not vanish. The gas has no external
bath to couple and, as we said, particles in the gas do not
interact with each other, keeping this long range coher-
ence unaltered at arbitrary separations from the barrier.
Suppose now that, while keeping the gas isolated from
any external influence, we do turn on the interactions
between the gas’ particles. Will this long-range coherence
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FIG. 5: Example of one body density matrix (absolute value
|ρ(x,x′)| represented) corresponding to an ideal gas initially
in a Boltzmann distribution that tunnels through a potential
barrier of neglectable thickness at x = 0 (see (60) and (61)).
The off-diagonal x′ = −x represents the non-vanishing long
range coherence between opposite sides of the weakened wall
and corresponds to the term with X(r,q) from (63).
survive? Applying our two body collision analysis we will
show here that the answer is ‘no’. With this analysis a
new route to quantum decoherence is open, an alternative
to the conventional view of quantum decoherence as a
consequence of coupling to external sources.
To express mathematically the kind of long-range de-
coherence that we are explaining with this model, let us
consider now the case of a correlation function that, be-
sides a component close to local equilibrium described by
W in the previous section, includes a long-range coher-
ence term X such that
ρI(r, r
′, t) =
∫
d3pW
(
r+ r′
2
,p, t
)
e
i
~p·(r−r′)
+
∫
d3pX
(
r− r′
2
,p, t
)
e
i
~p·(r+r′) (63)
and again both contributions W and X will be taken to
be smooth in one of their arguments in comparison with
the other one
X(r,p, t) = X˜
(
r
L
,
λp
~
, t
)
W (r,p, t) = W˜
(
r
L
,
λp
~
, t
)
The expression above would be a generalization that
covers the example given in (62). Since the long-range
coherence is expected to vary little along the off-diagonal
but fast in the direction paralel to the diagonal, we
have chosen to represent it with an atypical anti-Wigner
transform: if the Wigner function is a Fourier transform
along the off-diagonal, this alternative transform is
Fourier along the diagonal.
Our next goal is to determine how is the time evolu-
tion of a correlation function of this form influenced by
collisions, focusing specially on the evolution of the long
range coherence part X. Since the equation of motion
is quadratic in ρI , we can expect three kind of terms to
appear. First, quadratic terms in X can be discarded
if the magnitude of X is smaller than that of W : we
will only consider linear perturbations in X here. Sec-
ond, quadratic terms in W have been already taken into
account previously and we will not need to repeat those
calculations. Finally, it is the crossed terms linear in both
W and X that are going to be of our interest, since they
are neither taken into account already nor small enough
to be neglected when it comes to the time evolution of
X.
Once we have only kept linear terms in X, there are
again two kind of contributions to take into account, the
R-terms and the S-terms, as in Equation (24). But the S-
terms are irrelevant for the long range coherence because
they only matter around the diagonal for a very short
distance, i.e. the post-scattering reach. Then we can
discard them as well.
We are left only with R-terms that are linear in X. There are two contributions of this form
R(r, r′) =
∫
d3pd3qd6sjW
(
r+ r′
2
− s1 − s2
4
,p
)
X
(
s1 − s2
2
,q
)
e
i
~p·(r−r′) e2
i
~q·r
× e i2~ s1·(p+3q) e i2~ s2·(p−q) [T (s1, s2)± T (s1,−s2)]
+
∫
d3pd3qd6sjW
(
r− 3s1 + s2
2
,p
)
X
(
r− r′
2
− s1 − s2
4
,q
)
e
i
~q·(r+r′)
× e i2~ s1·(p−q) e− i2~ s2·(p−q) [T (s1, s2)± T (s1,−s2)] (64)
For simplicity time arguments were ommited in this expression. Now we apply the same argument about locality
used before to ignore dummy integral variables in the first argument of W and X.
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R(r, r′) =
∫
d3pd3qW
(
r+ r′
2
,p
)
X (0,q) e
i
~p·(r−r′) e2
i
~q·r
∫
d6sj e
i
2~ s1·(p+3q) e
i
2~ s2·(p−q) [T (s1, s2)± T (s1,−s2)]
+
∫
d3pd3qW (r,p) X
(
r− r′
2
,q
)
e
i
~q·(r+r′)
∫
d6sj e
i
2~ s1·(p−q) e−
i
2~ s2·(p−q) [T (s1, s2)± T (s1,−s2)]
We can again identify kernels of the form of Tj as in Eq. (40). In the first line, the kernel is the overlapping
between a plane wave of momentum 3p − q and the outgoing scattered wave of momentum p − q: this yields no
secular contribution. In turn, the second line correspond to the case of equal momenta, one that is already known as
the kernel TR. This gives a final contribution of the form
R(r, r′, τ, t0) = τ
∫
d3pX
(
r− r′
2
,p, t0
)
e
i
~p·(r+r′)
∫
d3qW (r,p+ 2q, t0)TR(q, τ) (65)
We can apply the same kind of anti-Wigner transfor-
mation that we used to define X in (63) together with
the locality argument to obtain an approximated linear
equation of motion for X alone
X˙(r,p) ≈ −4pi(N − 1)
∑
±
γ(±r,p)X(r,p) (66)
where again the same dependence in the γ(r,p) factor
appears. Since γ has a clear meaning in the classical con-
text, this suggests a simple and intuitive interpretation:
in the limit where collisions can be considered local and
instantaneous, decoherence between two points r and r′
of a gas cloud is proportional to the combined rates of
collisions in each one of those points and independent of
the distance separating them.
As long as the gas leaking out through the poten-
tial barrier provides a steady flux of incoming particles
we should not expect the coherence terms in the region
x > 0 and x′ < 0 (x < 0 and x′ > 0) to disappear com-
pletely. A particle that approaches the barrier and splits
in a Schro¨dinger’s Cat state would not decohere instantly
and, until it loses that coherence, the tunneled and the
reflected parts of this state will fly away from the barrier
during that time. This is, coherence generated in a single
tunneling attempt would survive a distance xk =
~k
m
1
γk
and the coherence regions would display a decaying off-
diagonal tail of the form
ρ(x|x′) ∝ Θ(x)Θ(−x′) e− γkm~k |x−x′| (67)
instead of the infinite range coherence terms shown in
Fig.5 for the noninteracting scenario.
Finally, it is worth to see that removing completely
coherence terms in the steady flux state of our tunneling
toy model transforms the reduced density matrix ρ from
the initial Boltzmann distribution with eigenvalues nk
from (61) and eigenstates φk (60) that are defined for
both regions - left and right of the barrier - into another
reduced density matrix with two sets of eigenstates that
are only defined in one of the regions - left or right - with
modified eigenvalues
nk → nk|tk|2/2 (left), or nk(1 + |rk|2)/2 (right) (68)
The factors of 1/2 are the result of the new normal-
ization of the eigenvectors. Being able to determine the
eigenvalues of both the coherent and incoherent counter-
part allows us to calculate the entropy increase
∆Sk = −|tk|
2
2
log
( |tk|2
2
)
−
(
1− |tk|
2
2
)
log
(
1− |tk|
2
2
)
(69)
per particle with momemtum k. This coincides with
the thermodynamical entropy increase of a free expansion
in two boxes of equal volume for |tk|2 = 1.
VI. CONCLUSIONS
In the present paper we have tried to rebuild from
quantum mechanical first principles a foundational result
of Statistical Mechanics, the Boltzmann Equation. And
this has lead immediately to a quite provocative result
about quantum decoherence.
Our rederivation of the Boltzmann Equation under
quantum formalism looks back to the overseen distinc-
tion between different time scales involved in the process
of quantum scattering of particles in a gas. We have
shown how critical it is to remember that the evolution
time τ considered here must be taken sometimes as zero
and sometimes as infinity. This statement, that may
sound as trickery, is nothing but a well known princi-
ple of multiple-scale analysis. Or in more familiar terms
to even the newest students: how important it is some-
times to take double limits in the right order. Had we
taken an infinite time limit from the beginning (this is,
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had we applied the usual scattering operators), then we
would have found an infinite post-scattering reach. In-
deed, this has been done to find the so called Linear
Boltzmann Equation [18] - and it is not wrong to do so
because the post-scattering position of the bath particles
is meaningless in that context. In turn, this would be a
dire mistake in our case because there is no clear distinc-
tion between bath and test particles, they are all part
of the same gas of indistinguishable particles. Infinite
post-scattering reach would have derived into unrealistic
‘teleportation’ of particles because the applied scattering
operator would have included an infinite time of flight.
On the other hand, if we had taken the time limit to
zero from the beginning then we would not have been
able to distinguish the secular behavior. The only ef-
fect found in that limit is a mean field correction to the
Hamiltonian and decoherence would have been overseen.
We notice too that this time hierarchy implies a length
hierarchy: interaction range, post-scattering reach and
typical interparticle, must be, in that precise order, one
larger than another. This last fact stablishes a very well
defined range of applicability of this formalism. It means
that we are bound to dilute gases with short range inter-
actions.
The dilute gas approximation has been indeed one of
our most often wielded arguments here. More concretely,
it is by arguing that only two particles will ever collide
at once that we can use the approximation (??) to dis-
card higher order Green functions Ln in the expansion
(19). But even more important, we use (23) as a closure
relation to infer from ρ1 the information about ρ2 that
we cannot really access. The latter one is our strongest
assumption, it implies to acknowledge that information
from the system is leaked towards non-accessible higher
order correlations. This loss of information is assumed
rather than justified and regarding our results concerning
quantum decoherence of ρ1 we can say that such higher
order correlations play the role of the ‘bath’ used in most
works about decoherence found in the literature [16].
We must nevertheless warn the readers about the ex-
treme simplicity of (23). This is precisely why we have
used it here: it resembles the Classical Stosszahl Ansatz,
only patched to fit bosons or fermions. But that classical
version was meant for probability distributions, and, as
we sketched in our discussion about the Wigner function,
classical probability distributions do not have an exact
counterpart in the quantum formalism. We suspect that
a careful quantum treatment for dilute but degenerate
quantum gases should not use this ansatz but a more
elaborate one instead. Here the only implemented dif-
ference between bosons and fermions concerns their scat-
tering amplitudes but as soon as we switch to a better
closure relation or include spin in the gas’ model more
differences should appear and our simplification to f˜ will
not suffice. This will be specialy true for degenerate
fermions, although quite on the contrary, for bosons, it
has been almost trivial to derive a density matrix version
of the Gross-Pitaevskii Equation for Bose-Einstein Con-
densates (51) [19]. It is easy to see now, with the benefit
of hindsight, that this is because (23) fits a condensate
very accurately.
All the previous considerations are important and
should be regarded if this method is to be applied to
further cases. But as soon as we have tried to test our
formalism in a genuine quantum situation a much more
provocative result have been found: a new view and
mechanism of decoherence for macroscopic systems.
An important aspect to consider is the dependence
with position in contrast to the dependence with sep-
aration. In some of the first works about decoherence
[6] [3] the system was subject to coupling with an ho-
mogeneous bath and a direct quadratic dependence with
the separation distance |x−x′| was found. This growing
dependence with distance was later discovered to satu-
rate [9] [12] [20]. We find instead a decay factor γ(r,p)
that is position dependent and insensitive to the distance.
This is easily explained by two facts. First, we differen-
tiate between the collision event, i.e. while the particle
flight is still influenced by the interaction, and the post-
scattering flight (and its associated distance, the post-
scattering reach). We take the later one to be much
longer than the first one that consequently take the first
one to be zero and that leave us way into the distance
independent regime but we suspect that a more careful
treatment of the gain term (the last line in (56)) may
well recover this short range dependence. And second,
contrary to our predecessors we are considering a bath
that is not necessarily homogeneous. Our bath is the gas
itself and it is not necessarily neither homogeneous nor
even in equilibrium. But this second difference points out
towards a very intuitive principle about how coherence
is destroyed: while quantum coherence can be global, i.e.
with an arbitrary long range, its suppression may hapen
locally. Given a long range Schro¨dinger’s cat state with
two sides, each one of its sides will suffer separately from
collisions with other particles, being the total loss of co-
herence the combination of both, as we read in the third
line of (56). Although in our case these collisions are
with the gas’ particles themselves, it is quite reasonable
to think that this is a more general principle: that coher-
ences generated locally can be destroyed globally.
Finally, but not less important, we must emphasize
that the mechanism of decoherence here described is
based in a conception of quantum coherence that may
not be familiar to all readers, i.e. intrinsic or self in-
duced decoherence. Most previous works consider deco-
herence only in the context of coupling the system to
an external bath. This can project the false image of
decoherence to be a disease carried by classical systems
that infects quantum ones turning them into carriers as
well. Instead of this, to generalize decoherence for iso-
lated systems, we only care about its coarse-grained rep-
resentation, which in our case is the one body reduced
density matrix, and we consequently claim that coher-
ence is lost when this representation loses it. It does not
matter whether the gas started in a pure state of the N-
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body Hilbert space: although such a state would remain
‘pure’ because the time evolution is given by the N-body
Schro¨dinger equation, the coarse-grained representation
of it will not. Stating that the gas remains in a pure
state because it is isolated is just as useful as its classical
counterpart. This is, like saying that the time evolution
of a gas of classical particles is reversible because the
microscopic dynamics of the particles is. It is a well sta-
blished fact that, in the coarse-grained description taken
in Statistical Mechanics and Thermodynamics, its evo-
lution is not reversible and this same view can be taken
when talking about quantum macroscopic systems if we
accept that macroscopic can also mean “composed by a
macroscopic number of parts”.
Concerning the possibility to test these results, we can
first look back to previous experiments. Consider for in-
stance [17], where bosonic/fermionic atoms where loaded
in a vertical lattice and released to look for interference
patterns. It was observed that the posibility of bosons
to collide, in opposition to polarized fermions, destroyed
rapidly the coherence necessary to generate interference
patterns. Back then it was attributed to dephasing —
but the collisional decoherence among gas particles de-
scribed in this work would have a similar effect, also
differentiating bosons, with low momentum s-wave scat-
tering as its main contribution, and fermions, with sup-
pressed s-wave scattering.
About the concrete system we have picked up in Sec-
tion V to illustrate the decoherence mechanism, it is also
possible to realize experimentally. A sample of cold gas
could be loaded in an optical trap with the shape of a
large double well, almost flat, populating only one of
the sides and making the potential wall between them
strong enough to avoid both thermal and tunneling leak-
ing. Then lower that barrier to let the gas leak for a
while, strengthen the barrier again and let both sides
to “cooldown”. After that, remove the barrier and push
both samples toghether again and check interference pat-
terns to test how coherent they remained. This could be
repeated adjusting interaction strengths between parti-
cles using Feshbach resonances and varying the cooldown
times or the barrier. Inhomogeneus traps may give a
chance to explore the role of local density. The system
proposed could be interpreted as a special case of quan-
tum free expansion problem, except that instead of re-
moving the wall completely we have a quantum analog
of a porous layer. Two possible outcomes can be easily
expected. Either decoherence suppresses tunneling al-
toghether, avoiding the gas to scape far away from the
barrier or else tunneled particles can scape, a free expan-
sion process takes place and the suppressed coherence can
be interpreted as (thermodynamical) entropy generation,
as is done for example in [23]. Consequently, this would
be a case where the line distinguishing quantum deco-
herence and thermodynamic equilibration disappears. In
this precise system they are the same process.
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Appendix A: Reduction of L˜2 to the single-particle finite-time T -matrix
While it is clear from our expansion of aˆ in (19) that L˜2 must somehow represent the effects of collisions between
two particles, the precise way that L˜2 does this involves the question of how one would have to re-arrange particles at
time t0 in order to make the removal of a particle at t0 produce the same effect as removing the particle at a later time
t0 + τ . Even the most formally minded theorist should admit that this is a weird question. Particles are conserved
in non-relativistic interactions, and never actually removed. The formalism of second quantization is nonetheless a
powerful one and the answers to its unphysical questions can be useful. Statements about what operations at earlier
times would produce the same effects at later times as removing a particle from position r turn out to be efficient
ways to describe gas dynamics.
Inserting (19) into the Heisenberg equation of motion (14), and applying the canonical (anti)commutation relation
(9), reveals this exact equation for L2 (without the tilde accent!):[
i~
∂
∂t
+
~2
2m
∇2r
]
L2(r;q
′;q1,q2; t) =
∫
d3z d3z′ U(z− r)G∗1(z,q′, t)G1(z, z′, t)L2(r; z′;q1,q2; t)
+
∫
d3z U(z− r)G∗1(z,q′, t)G1(z,q2, t)G1(r,q1, t) . (A1)
Demanding also that aˆ(r, t0) is equal to itself, we find the initial condition
L2(r;q
′;q1,q2; 0) = 0 . (A2)
We can then express L2 exactly in terms of another function, defined as
G2(r, r
′;q1,q2; t) = G1(r,q1, t)G1(r′,q2, t) (A3)
+
∫
d3q′G1(r′,q′, t)L2(r;q′;q1,q2; t)
Together with (A1), this implies that G2 obeys[
i~
∂
∂t
+
~2
2m
(∇2r +∇2r′) + U(r− r′)
]
G2 = 0 , (A4)
while from (A2) we find the initial condition
G2(r, r
′;q1,q2; 0) = δ3(q1 − r) δ3(q2 − r′) . (A5)
Equations (A4) and (A5) mean that G2 is precisely the propagator for the two-particle Schro¨dinger initial value
problem: for any initial 2-particle wavefunction ψI(r, r
′), the time-dependent wave function
ψ(r, r′, t) =
∫
d6qj G2(r, r
′;q1,q2; t− t0)ψI(q1,q2)
satisfies
i~
∂
∂t
ψ =
[
− ~
2
2m
(∇2r +∇2r′) + U(|r− r′|)
]
ψ
ψ(r, r′, t0) = ψI(r, r′) .
G2 can therefore be found as usual by converting to center-of-mass and relative co-ordinates, to reduce exactly to
an effective one-particle problem for a particle with the reduced mass m/2. We write
G2(r, r
′;q1,q2; t) =
( m
pii~t
) 3
2
e
im
~t
∣∣∣ (q1+q2)−(r+r′)2 ∣∣∣2 × g(r− r′,q1 − q2; t) (A6)
and find that we satisfy (A4) and (A5) if g satisfies the single-particle time-dependent Schro¨dinger equation
i~
∂
∂t
g(s, s′; t) =
[
−~
2
m
∇2s + U(|s|)
]
g(s, s′, t) (A7)
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with the initial condition
g(s, s′; 0) = δ3(s− s′) . (A8)
In other words, g(s, s′; t− t0) is the propagator for the single-particle Schro¨dinger equation (A7) with arbitrary initial
conditions at t = t0. Since this g can be found explicitly, by solving the textbook problem of scattering in a central
force, our entire problem is solved in principle—and will be solved explicitly just below.
Before that, we briefly return to L˜2 and show its relation to the one-body T-matrix. Converting from L2 to the
interaction picture L˜2 by convolving with G1, we find the relation between it and the interaction picture representation
of the relative coordinate propagator T
L˜2(r,q
′;q1,q2; t) = iδ3
(
r+ q′
2
− q1 + q2
2
)
T (r− q′,q1 − q2, t) (A9)
T (s, s′, t) = iδ3(s− s′)− i
(
im
4pi~t
) 3
2
∫
d3 s′′ e−i
m
4~t |s−s′′|2g(s′′, s′, t) . (A10)
This is, the kernel L˜2(r,q
′;q1,q2; t) is a sort of partial propagator from the two initial positions q1,q2 at time t0 to
the two final positions r,q′ at time t0 + t. Since the center of mass always moves ballistically, without any effect from
the interaction force, the elimination of ballistic motion from the interaction picture makes the center of mass remain
fixed; hence the delta function in the first line of (A9). The relative coordinate is propagated non-trivially, by the
kernel T , which is related to g.
In particular, we can recognize that when the single-particle problem (A7) is written in bra-ket notation in the
position representation, then
T (s, s′, t) = −i〈s|[Uˆ†0 (t, 0)Uˆ(t, 0)Uˆ†0 (0, 0)− 1]|s′〉
≡ −i〈s|[Sˆ(t, 0)− 1]|s′〉 (A11)
where Uˆ(t1, t0) denotes the time evolution operator from t = t0 to t = t1 for the single-particle problem (A7), and
Uˆ0(t1, t0) is the free single-particle time evolution operator, for the Schro¨dinger problem (A7) with potential U(r)→ 0.
Here Uˆ†0 (0, 0) is of course simply 1, but we write the expression in this form in order to show that the single-particle
two-time operator Sˆ(t1, t0) = Uˆ
†
0 (t1, 0)Uˆ(t1, t0)Uˆ
†(0, t0) is simply the finite-time S-matrix. That is, the S-matrix
of formal scattering theory is defined as Sˆ = Sˆ(∞,∞). Hence our T (z, z′, t) is just the corresponding finite-time
version of the T -matrix Tˆ = −i(Sˆ − 1), in the position representation, for the single-particle problem of the relative
coordinate.
1. Single-particle scattering
Recognizing that equations (A7) and (A8) define the propagator for a single-particle Schro¨dinger equation, we
see that g may be computed in the standard way, by finding a complete set of solutions to the time-independent
single-particle Schro¨dinger equation:
g(s, s′, t) =
∫
d3k e−i
~
mk
2tψk(s)ψ
∗
k(s
′) (A12)
where the ψk(s) are a complete set of orthonormal energy eigenfunctions satisfying
~2k2
m
ψk(s) = −~
2
m
∇2sψk(s) + U(|s|)ψk(s) . (A13)
The time-independent Schro¨dinger equation (A13) is of course a textbook problem. We assume as part of the definition
of a weakly interacting gas that the range of the inter-particle potential U is negligibly short compared to all other
scales in this problem. For all but the negligibly small set of relative s at which the two particles are actually close
enough to interact, the eigenfunctions ψk(s) can be written as
ψk(s) =
1
(2pi)3/2
(
eik·s + i
∞∑
l=0
(2l + 1)ilPl(kˆ · sˆ) k fl(k)hl(ks)
)
,
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where kˆ and sˆ are the respective unit vectors in the k and s directions, Pl(x) are the Legendre polynomials, hl = jl+inl
are the spherical Hankel functions that are composed of spherical Bessel and Neumann functions jl and nl, and fl(k)
are the complex partial wave scattering amplitudes which result from the short-ranged potential U . The Optical
Theorem says that because the fl(k) do arise from a Hermitian Hamiltonian containing such a U , they satisfy the
identity
Im (fl(k)) ≡ k |fl(k)|2 . (A14)
Asymptotically at large k|s| the Hankel function becomes a purely outgoing radial wave:
lim
ks→∞
hl(ks) = (−i)l+1 e
iks
ks
, (A15)
and so we can recognize that at large radius |s| = s the scattering eigenfunctions may be written
lim
ks→∞
ψk(s) =
1
(2pi)3/2
(
eik·s + f(k, kˆ · sˆ)e
iks
s
)
f(k, cos θ) =
∞∑
l=0
(2l + 1)fl(k)Pl(cos θ) , (A16)
The complex scattering amplitude f(k, cos θ) then defines the real differential cross section dσ/dθ = |f |2 at wave
number k.
We note for future use that although the argument k = |k| ≥ 0 in fl(k) is by definition non-negative, the Schro¨dinger
equation (A13) implies a particular extension of fl(k) to negative k arguments. We first write ψk from (A14) in the
form
ψk,kˆ(s) =
1
(2pi)3/2
(
eik kˆ·s + i
∞∑
l=0
(2l + 1)ilPl(kˆ · sˆ) k fl(k)hl(ks)
)
.
We then observe that since (−k)2 = k2, ψ−k,kˆ must also be an eigensolution to (A13) with energy ~2k2/m. Since
hl(−ks) ≡ (−1)lh∗l (ks) is a property of spherical Hankel functions, then, we find
ψ−k,kˆ(s) =
1
(2pi)3/2
(
e−ik kˆ·s − i
∞∑
l=0
(2l + 1)(−i)lPl(kˆ · sˆ) k fl(−k)h∗l (ks)
)
.
as another solution to (A13). Since (A13) contains no explicit factors of i, however, we must also recognize the solution
ψ∗
k,kˆ
(s) =
1
(2pi)3/2
(
e−ik kˆ·s − i
∞∑
l=0
(2l + 1)(−i)lPl(kˆ · sˆ) k fl(k)∗ h∗l (ks)
)
.
If these two solutions ψ−k,kˆ and ψ
∗
k,kˆ
are not identical, then their difference ψ−k,kˆ−ψ∗k,kˆ must be yet another solution;
and yet it contains only incoming radial waves, with neither outgoing radial waves nor any plane wave component.
Wave packets constructed out of such purely incoming radial waves would simply disappear at the origin, and this
would violate unitarity. It must therefore be that ψ−k,kˆ = ψ
∗
k,kˆ
, and therefore that
fl(−k) ≡ f∗l (k) . (A17)
It is easy to confirm this relation for the fl(k) from specific interaction potentials U . For the Fermi-Huang pseudopo-
tential with s-wave scattering length a, for example, one has
fl(−k) = a δl0
1− iak ≡ f
∗
l (k) . (A18)
2. The finite-time T-matrix
Using the identities
eik·s ≡
∞∑
l=0
(2l + 1)iljl(ks)Pl(kˆ · sˆ) (A19)
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and ∮
d2Ωk Pl(kˆ · sˆ)Pl′(kˆ · sˆ′) ≡ 4piδll
′
2l + 1
Pl(sˆ · sˆ′) (A20)
we can compute g(s, s′, t) more explicitly by performing the angular part
∮
d2Ωk of the
∫
d3k integration in (A12).
We obtain
g(s, s′, t) =
( m
4pii~t
) 3
2
e
im
4~t |s−s′|2 +
i
(2pi)2
∞∑
l=0
(2l + 1)Pl(sˆ · sˆ′)
∫ ∞
0
k2dk e−i
~
mk
2tFl(ks, ks
′)
Fl(ks, ks
′) ≡ fl(k)hl(ks)hl(ks′) + fl(−k)hl(−ks)hl(−ks′) , (A21)
where we obtain the second expression by using the Optical Theorem (A14) and the definition hl = jl + inl of the
Hankel functions, and in the last line we have used the definition (A17) of fl(−k). Note that the integrand Fl really
does include the product hl(ks)hl(ks
′), and not hl(ks)h∗l (ks
′); this reflects the fact that g(s, s′, t) is unitary rather
than Hermitian. Fl is also correctly expressed as given in its final form with fl(k) but no |fl(k)|2, even though it was
obtained from a ψ∗kψk integrand that did include such an |fl(k)|2 cross term; the exact cancelation of the |fl(k)|2
term was due to the Optical Theorem, which is itself again due to the unitarity of g(s, s′, t).
Collecting the results in (A21) we obtain a surprisingly compact expression for the single-particle propagator, which
is nonetheless exactly valid everywhere outside the short range of the interaction potential U :
g(s, s′, t) =
( m
4pii~t
) 3
2
e
im
4~t |s−s′|2 +
i
(2pi)2
∞∑
l=0
(2l + 1)Pl(sˆ · sˆ′)
∫ ∞
−∞
k2dk e−i
~
mk
2tfl(k)hl(ks)hl(ks
′) . (A22)
Using the asymptotic behavior of the Hankel functions (A15), we find that this has the even simpler asymptotic limit
lim
s,s′→∞
g(s, s′, t) =
( m
4pii~t
) 3
2
e
im
4~t |s−s′|2 − i
(2pi)2
∫ ∞
−∞
dk k f(k,−sˆ · sˆ′)e−i ~mk2t e
ik(s+s′)
s s′
, (A23)
using the parity of the Legendre polynomials Pl(−x) = (−1)lPl(x). This confirms that the fl(k) in our exact
propagator (A22) do provide the standard scattering effect of f(k, cos θ) in the limit of infinite times and long range.
Inserting (A22) in the definition of T (s, s′, t) in the second line of (A9), we obtain
T (s, s′, t) =
(
im
4pi~t
) 3
2
∫
d3 s′′ e−i
m
4~t |s−s′′|2
∞∑
l=0
(2l + 1)Pl(sˆ
′′ · sˆ′)
(2pi)2
∫ ∞
−∞
k2dk e−i
~
mk
2tfl(k)hl(ks
′′)hl(ks′) (A24)
exactly, everywhere outside the range of the interaction potential U .
NOT CLEAR THAT WE NEED THIS LAST PARAGRAPH OR THE WHOLE NEXT APPENDIX. Since colliding
particles interact briefly and then separate, it is only the behavior of g(r − r′,q1 − q2, t) for large magnitudes of its
spatial arguments that can represent the steadily accumulating long-term effects of collisions. We are therefore only
interested in the asymptotic form of ψk(s) at large |s|. Indeed, the neglect of everything except asymptotic long-
distance behavior in ψk(s) is not really an approximation, but rather an exact statement of the specific question that
we are asking about gas dynamics, concerning the long-term effects, without transients.
3. Derivation of the integral representation of g(s, s′, t) in Equation (A23)
Inserting (A16) into (A12) for k|s| and k|s′| both large, we find four different combinations of the incident plane
waves and scattered radial waves:
lim
s,s′→∞
g(s, s′, t) =
1
(2pi)3
∫
d3k e−
i~k2t
m
[
eik·(s−s
′) + eik·s
e−iks
′
s′
f∗(k, kˆ · sˆ′) + e−ik·s′ e
iks
s
f(k, kˆ · sˆ)
+
eik(s−s
′)
s′s
f∗(k, kˆ · sˆ′)f(k, kˆ · sˆ)
]
(A25)
where kˆ, sˆ, and sˆ′ are not operators, but unit vectors in the directions of k, s, and s′, respectively. We then apply
the expansion of a plane wave in spherical harmonics and spherical Bessel functions jl(kr) [5],
eik·r =
∞∑
l=0
(2l + 1)iljk(kr)Pl(kˆ · rˆ) −→
kr1
∞∑
l=0
(2l + 1)
eikr − (−1)le−ikr
2ikr
Pl(kˆ · rˆ) ,
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to the second and third terms in the integrand of (A25), to obtain
lim
s,s′→∞
g(s, s′, t) =
( m
4pii~t
) 3
2
e
im
4~t |s′−s|2
+
∫ ∞
0
dk
(2pi)3
e−
i~k2t
m
s′s
[
eik(s−s
′) αk (ˆs, sˆ
′)− i
(
eik(s+s
′)βk (ˆs, sˆ
′)− e−ik(s+s′)β∗k (ˆs′, sˆ)
)]
(A26)
where the factors αk and βk contain the integrals over k-space angular coordinates
αk (ˆs, sˆ
′) =
∮
d2Ωk
[
k2 f∗(k, kˆ · sˆ′)f(k, kˆ · sˆ)− i k
2
∞∑
l=0
(2l + 1)[Pl(kˆ · sˆ)f∗(k, kˆ · sˆ′)− Pl(kˆ · sˆ′)f(k, kˆ · sˆ)]
]
βk (ˆs, sˆ
′) =
k
2
∞∑
l=0
(−1)l(2l + 1)
∮
d2Ωk f(k, kˆ · sˆ)Pl(kˆ · sˆ′) . (A27)
Inserting the expansion (A16) of f in Legendre polynomials we can show that all terms in αk and βk involve the
same kind of angular integral:
αk (ˆs, sˆ
′) = k
∞∑
l,l′=0
(2l + 1)(2l′ + 1)
(
k fl(k)f
∗
l′(k)−
i
2
[f∗l′(k)− fl(k)]
)∮
d2Ωk Pl(kˆ · sˆ)Pl′(kˆ · sˆ′)
βk (ˆs, sˆ
′) =
k
2
∞∑
l,l′=0
(−1)l′(2l + 1)(2l′ + 1)fl(k)
∮
d2Ωk Pl(kˆ · sˆ)Pl′(kˆ · sˆ′) . (A28)
We can evaluate these angular integrals using the so-called addition theorem for spherical harmonics[7]
Pl(rˆ · rˆ′) = 4pi
2l + 1
l∑
m=−l
Y ∗lm(θr′ , φr′)Ylm(θr, φr) , (A29)
where for any vector v we define polar coordinates θv, φv such that the unit vector in the direction of v is vˆ =
(sin θv cosφv, sin θv sinφv, cos θv). Then, using the fact that the Ylm are orthonormal on the unit sphere∮
d2ΩY ∗lm(θ, φ)Yl′m′(θ, φ) = δll′δmm′ , (A30)
we can derive the identity∮
d2Ωk Pl′(kˆ · sˆ)Pl(kˆ · sˆ′) = (4pi)
2
(2l + 1)(2l′ + 1)
l∑
m=−l
l′∑
m′=−l′
Y ∗lm(θs′ , φs′)Yl′m′(θs, φs)
∮
d2Ωk Ylm(θk, φk)Y
∗
l′m′(θk, φk)
=
(4pi)2
(2l + 1)(2l′ + 1)
l∑
m=−l
l′∑
m′=−l′
Y ∗lm(θs′ , φs′)Yl′m′(θs, φs)δll′δmm′
=
(4pi)2δll′
(2l + 1)2
l∑
m=−l
Y ∗lm(θs′ , φs′)Ylm(θs, φs) ≡
4piδll′
(2l + 1)
Pl(ˆs · sˆ′) , (A31)
where for the final equality we again apply the addition theorem (A29).
Applying the identity (A31) to (A28) then reveals
αk (ˆs, sˆ
′) ≡ −k
[
4piIm[f(k, sˆ · sˆ′)]− k
∮
d2Ωk f
∗(k, kˆ · sˆ′)f(k, kˆ · sˆ)
]
(A32)
≡ 4pi
∞∑
l=0
(2l + 1)
(
k |fl(k)|2 − Im[fl(k)]
)
(A33)
βk (ˆs, sˆ
′) = 2pik
∞∑
l=0
(−1)l(2l + 1)fl(k)Pl(ˆs · sˆ′) ≡ 2pi k f(k,−sˆ · sˆ′) , (A34)
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where in the last equality we have used the parity property of Legendre polynomials, Pl(−x) = (−1)lPl(x).
We now use the fact that the fl(k) are not completely arbitrary complex numbers, but are constrained by the
unitarity of wave mechanical evolution to have the form fl(k) = e
iδl(k) sin δl(k) for some set of real partial wave phase
shifts δl(k) [21]. This implies that k|fl(k)|2 ≡ Im[fl(k)] for all k and l, so that αk vanishes identically according to
(A33). Combining (A34) with αk = 0 brings (A26) into the simple form
lim
s,s′→∞
g(s, s′, t) =
( m
4pii~t
) 3
2
e
im
4~t |s′−s|2 − i
(2pi)2s′s
∫ ∞
0
dk k e−
i~k2t
m
[
f(k,−sˆ · sˆ′)eik(s+s′) − f∗(k,−sˆ · sˆ′)e−ik(s+s′)
]
.
(A35)
With the definition f(−k, cos θ) = f∗(k, cos θ), as given in our main text, this is equivalent to Eqn. (??).
When αk is expressed in the form (A32), we can see that the fact that αk vanishes identically due to unitarity
means that ∮
d2Ωk f
∗(k, kˆ · sˆ′)f(k, kˆ · sˆ) ≡ 4pi
k
Im[f(k, sˆ · sˆ′)] ,
(A36)
for any two unit vectors sˆ and sˆ′. The identity αk (ˆs, sˆ′) ≡ 0 is known as the generalized optical theorem [5].
