Oriented PCA (OPCA) is a (second order) extension of standard Principal Component Analysis aiming at maximizing the power ntio of a pair of signals. It is shown that OPCA, preceded by almost arbitrary temporal filtering, can be used for blindly separating temporally colored signals from their linear instantaneous mixtures. The advantage over other second order techniques is the lack of the prewhitening (or sphereing) step. Although the design of the general optimal temporal pre-filter is an open problem, we show that the filters 11, il] are the optimal ones for the special two-tap case. Neural OPCA models proposed earlier are used in simulations to separate a number of artificial sources demonstrating the validity of the method.
INTRODUCTION
The estimation of a set of source signals, given a set of linear mixtures has been receiving great attention in the last decade, due to its usefulness in a large number of applications. As no a priori information about the source signals and the mixture structure is needed, the task is referred as blind sourre separation (BSS). We are particularly interested in separating memoryless mixtures ie. for a special case referred to as instantaneous BSS. Methods for this problem can he divided into methods using second-order [ [IO] . Further information on these methods and a coherent treatment of BSS, in general. can be found in In [I21 Diamanraras demonstrated that when the observed data are temporally prefiltered, standard PCA can be used for the solution of instantaneous mixture BSS. The method needed a step of spatial prewhitening (sphereing) over the observation data. In this paper, we show that withour pre-whitening the problem is a typical Oriented PCA problem. The problem can be solved using standard neural networks models poposed in earlier works. Moreover, we are able to derive the optimal length-2 prefilter, although the design of the optimal prefilter, in general, is an open issue.
[Ill.
THE BLIND SIGNAL SEPARATION PROBLEM
In the instantaneous BSS problem the 11 observed signals 2,. ..., It follows that the estimated sources are equal to the true ones except for the (unobservable) arbitrary order and scale.
A similar approach using standard PCA and spatial prewhitening (sphering) has been proposed in [13] . The advantage of the OPCA method is that no particular preprocessing is needed and so this approach is simpler and more neural-like. 
Designing the optimal filter with a single time lag
Using (14) we can compute the correlation matrix of the input signal
R&(l):
Once the correlation is obtained we can use it in order to design the optimal temporal filter h. The optiniality criterion will be related to the eigenvalue spread. It is desirable to spread the eigenvalues as much as possible for two reasons: (a) the convergence of any batch or neural generalized eigenvalue algorithm is typically faster when the eigenvalues are well separated, and (b) the perturbation of the eigenvalues due to noise can he better tolerated. Thus we need to define a suitable metric taking into account the relative size of the eigenvalues. We propose to use the following maximization criterion
Using (14) is not a continuous function of a and r' = 0 except for those points where a discontinuity appears. Assuming that J ( a ) is not maximized at such a discontinuity point, its maximum value must be attained for (1 -a*) = 0. ie. for a = +1 or -1
OPCA NEURAL NETWORKS FOR BSS
Three neural models for OPCA have been proposed by Diammtaras and Kung [14] . Here we shall use the third model originally proposed in [15] . For a pair of signals u ( k ) , v ( k ) a linear neuron model can extract the principal oriented eigenvector (i.e. the one associated with the largest eigenvalue). The leaming rule is described by the following equations:
where 0 is a small positive learning rate parameter and fl is smaller than 0 (e.g. 0' = 0/3). The values a(k) and b ( k ) denote the neuron output activations when the inputs are u(k) and v ( k ) , respectively:
Once the model has successfully extracted a vector w parallel to el the remaining components are obtained by employing successive deflation tranformatians (see [14] [chapter 71 for details).
RESULTS
In the experiments described below, we chose the filter h = 11, -11 with a single lag 1 = 1. The estimation convergence for a set of 4 signals are shown in Figure 1 .
Every sub-figure corresponds to a row of the estimated absolute matrix WA. Once the iterations stop, all the row elements are normalized by dividing with the maximum row element. Therefore their value vanes from 0 to 1. Moreover, the same technique is applied in every estimated Wi during the iterations, using always the element corresponding to the final maximum, as denominator.
The same experiment was conducted using the filter h = 11, -31 with a single lag. Results are shown in 2. It can be witnessed that in the case that the filter k = 11, -11 was used, the estimation is of higher quality, while the convergence is slow. On the other hand the convergence using the filter h = [l, -31, is faster, while the estimation accuracy is poor.
CONCLUSIONS
The instantaneous BSS problem is known to be related to secondorder statistics methods. However, all earlier approaches have consistently used two steps: one preprocessing (sphering) step followed by a second-order analysis method such as SVD [I] or PCA [13] . The OPCA approach proposed in this paper has the advantage that no preprocessing step is required as sphering is implicitly incorporated in the signal-to-signal ratio criterion which is optimized by OPCA. Furthermore, the method can be implemented using a simple neural approach, making it more intuitively appealing compared to other neural approaches. 
