On the traceably accurate voltage calibration of electrostatic accelerators by Colaux, JL et al.
Submission to Nuclear Instruments & Methods B,  16th December 2014 
1 
 
On the traceably accurate voltage calibration of 
electrostatic accelerators  
J.L. Colaux1, G. Terwagne2 and C. Jeynes1 
1 University of Surrey Ion Beam Centre, Guildford GU2 7XH, England 
2 Université de Namur, Centre de Recherche en Physique Matière & Rayonnement, 
Laboratoire d'Analyses par Réactions Nucléaires (LARN), Namur B-5000, Belgium 
 
Abstract 
We describe in detail a calibration method for the terminal voltage of small 
accelerators used for ion beam analysis, with the elastic resonance of 16O()16O at 
3038 keV as the intrinsic measurement standard. The beam energy relative to this 
resonance is determined with a precision around 300 eV and an evaluated reproducibility 
of 1.0 keV. We show that this method is both robust and convenient, and demonstrate 
consistency with calibration relative to three other independent methods: using 
radioactive sources and using the resonant 27Al(p,)28Si and non-resonant 16O(p,)17F direct 
capture reactions. We re-evaluate the literature and show that the peak in the cross-
section function is at 3038.2 ± 3.1 keV. By comparing the results obtained with 16O()16O 
to the other calibration methods we show that this uncertainty can be reduced to 1.0 keV. 
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Introduction 
The energy calibration of the small accelerators used for ion beam analysis (IBA) 
has long been well and extensively treated in the literature. However, the standard 
calibration points such as the important 27Al(p,)28Si resonant reaction at 992 keV [1] or 
neutron thresholds such as the 7Li(p,n)8Be at 1881 keV [2] are mostly for a proton beam at 
various energies. Analysts using an alpha beam (for an enhanced depth resolution) have 
not conveniently been able to verify their energy calibration. Other methods such as non-
resonant proton capture [3] or absolute velocity gauge (a time-of-flight method) [4] can 
directly give the beam energy, but these are unsuitable for routine use because the cross-
sections are so low and because an independent absolute calibration of the gamma 
spectroscopy system is required for the first method and complex instrumentation is 
required for the second. 
Rutherford backscattering spectrometry (RBS) spectra are notorious for being 
similar whatever the beam energy, since the kinematical factor does not depend on 
energy. However, elastic (non-Rutherford) backscattering (EBS) spectra are very sensitive 
to energy, provided there is a resonance at an appropriate energy in the scattering cross-
section function. It turns out that the 3038 keV resonance in the 16O()16O reaction is: 
(a) quite narrow at about 10 keV; (b) very strong at up to 29 × Rutherford for 
backscattering angles; (c) at a very convenient energy for most small accelerators used for 
ion beam analysis (IBA); and (d) evaluated [5], that is, fitted to a nuclear model consistent 
with all measured scattering cross-section data as well as other relevant nuclear data. 
These evaluated data are available and valid at any backscattering angle [6]. 
The Surrey Ion Beam Centre has recently made routine use of this elastic 
16O()16O reaction resonance at 3038 keV. We will show that the beam energy can be 
determined at remarkably good precision, and an accuracy (estimated by a full uncertainty 
budget) that is dominated by the accuracy with which the resonance energy is known. We 
will show that from evaluating the literature that this resonance energy is at 
3038.2 ± 3.1 keV, and SigmaCalc-v2.0 [6] has been adjusted to give this value.  
This calibration method has been validated at both universities of Surrey and 
Namur by comparison to other calibration methods: namely, the 27Al(p,)28Si resonant 
reaction [1] & the non-resonant 16O(p,γ)17F proton capture [3] at Surrey, and the use of a 
triple-alpha source [7,8] at Surrey & Namur. We will show that these new measurements 
enable us to significantly reduce the uncertainty on the position of this 16O()16O 
resonance. 
In a companion work [9], we describe in detail an extension to this method which 
also very accurately calibrates the pulse-height spectrometry system, taking into account 
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the non-linearity of the detectors known as the “pulse-height defect” (PHD) [8,10], that is, 
the energy losses in the entrance electrode, the detector dead layer and non-ionising 
(nuclear) processes that are not registered in the detected pulse-height. This builds on an 
inter-laboratory comparison which also discussed RBS in detail, including a close discussion 
of the formalism and a variety of non-linear effects [11], and a longitudinal study in which 
the validity of a critically constructed uncertainty budget was demonstrated [12]. 
 
Experimental details 
University of Surrey (IBC) 
All the measurements were performed with the 2 MV HVEE Tandetron™ 
accelerator installed at the IBC [13]. The beam energy is controlled using feedback from 
the generating voltmeter (GVM) monitoring the tandem terminal voltage. 
For the 16O(α,α)16O calibration method, EBS spectra were acquired using the 6-axis 
goniometer which allows air-lock handling of 100 mm wafers without breaking vacuum 
[13]. Two standard semiconductor diode detectors were used at backscattering angles of 
173.4° (DetA) and 148.8° (DetB), measured with an accuracy of 0.2° using the goniometer 
with an in-line laser. The solid angles of detection were 0.9 and 2.1 msr for DetA and DetB, 
respectively. Standard analogue electronics were used for pulse-height amplification and 
measurement with successive-approximation (6 s conversion time) ADCs. The shaping 
amplifiers have a shaping time of about 500 ns, and implement a pulse-pileup inspection 
circuit with a time resolution also of about 500 ns: the ADCs were gated to reject detected 
pileup events. The ADC electronic zero (“offset”) was measured directly using an electronic 
pulser: that is, electronic pulses of various heights (measured with a storage oscilloscope) 
are recorded by the pulse-height spectrometry system. The offset (in channels) is 
determined from a linear regression of the pulse-height (in volts) and the pulse position (in 
channel number). The offset in keV follows from knowing the electronic gain of the pulse-
height spectrometry system (keV/ch).  
A series of 9 spectral pairs (from the two detectors), acquired close to the 3038 keV 
resonance (typically, from 3040 to 3088 keV by 6 keV steps), were obtained from the 
standard “Au/Ni/SiO2/Si” sample [14]. The RBS spectra were fitted using the DataFurnace 
code [15] with computation engine NDFv9.6a and WiNDFv9.3.76 [16]. This code 
implements Andersen screening [17], SRIM-2003 stopping powers [18] (note that the latest 
SRIM [19] is not materially different), Molodtsov & Gurbich pileup correction [20], and also 
the pulse-height defect (PHD) correction of Pascual-Izarra & Barradas [10] which uses 
Lennard’s calculation of the non-ionising energy loss [8]. The channelled substrate signals 
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were fitted using an ad-hoc cubic polynomial correction to the scattering cross-section of 
Si, discussed in detail by Barradas et al [21]. SiO2 electronic stopping is not given accurately 
by Bragg’s rule; instead the molecular stopping measured by Lennard et al [22] is used. 
NDF uses both global and local minimisation algorithms, usually of a ² function, although 
a “robustified” ² function [23] can also be used since ² can be mathematically too badly 
behaved far from the minimum. Of course, any function representing goodness of fit can 
be used as the “objective function” [24] for minimisation: we choose the ² function for 
convenience. 
The same experimental setup was used for the triple-alpha (239Pu241Am244Cm) 
source calibration method. Spectra were obtained from a microscope cover slip for a 
terminal voltage set at 1478.0 kV. During this analysis, the triple-alpha source was sitting 
just next to the sample SiO2/Si sample for simultaneously recording the characteristic alpha 
peaks produced by the 239Pu, 241Am & 244Cm decays. 
For the 27Al(p,)28Si calibration method, the excitation curve was measured 
stepping the terminal voltage between 479 & 481 kV in 0.1 kV steps. The high energy 
gamma rays emitted by the 28Si* decay were collected using a NaI(Tl) detector (diameter 
50 mm; length 50 mm) for a constant collected charge of 2 µC. The sample was a fresh 
piece of Al foil. 
For the non-resonant 16O(p,γ)17F calibration method, we used a 1 µm thermal oxide 
grown on 100 mm Si wafer in combination with a proton beam energy set around 
1650 keV. The gamma rays emitted by the non-resonant radiative proton capture were 
detected with a high purity Germanium (HPGe) detector calibrated with the environmental 
40K line (1460.9 keV), the e--e+ annihilation (511 keV) and the 60Co radioactive source 
(1173.2 and 1332.5 keV). The gamma ray spectrum was for a collected charge of 1.2 mC 
(with a beam current of about 1 µA).  
 
University of Namur (LARN) 
RBS measurements were performed with the 2 MV HVEE Tandetron™ accelerator 
installed at the LARN. Three standard semiconductor diode detectors were used at 
backscattering angles of 170° (DetC), 165° (DetD) and 135° (DetE), with an accuracy of 0.5° 
derived from the machining precision of the RBS chamber lid holding the detectors. The 
solid angles of detection were 3.1, 3.0 and 3.0 msr for DetC, DetD and DetE, respectively. 
The beam energy is controlled using feedback from the GVM monitoring the tandem 
terminal voltage. Experimental spectra were recorded using standard analogue electronics 
together with an ultra-fast analog-to-digital converter (ADC FastComtec 7072). The 
amplifiers have a shaping time of about 500 ns, and implement a pulse-pileup inspection 
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circuit with a time resolution also of about 500 ns.  For each detector, the actual dead layer 
was derived from the comparison of the 3-alpha source (239Pu241Am244Cm) spectra 
recorded with the detector normal to the source and tilted at 60 degrees to it [8].  
The 16O(α,α)16O calibration method described in this work was used to determine 
the GVM calibration factor (i.e. the relationship between the indicated and the actual 
terminal voltage) of the accelerator; then the incident alpha beam was set at an indicated 
energy of 3.000 MeV. Two sets of three spectra were obtained from two different samples 
(namely, Ta2O5/C and SiO2/Si) along with the triple-alpha (
239Pu241Am244Cm) source sitting 
just next to the sample Ta2O5/C (or SiO2/Si). The particle spectra were fitted using the 
DataFurnace code as for Surrey. 
 
16O(α,α)16O energy calibration method 
Figure 1 shows a typical spectrum from the “standard” Au/Ni/SiO2/Si sample used 
to determine the gain of the spectroscopic electronics [14] in which the 3038 keV 
16O()16O resonance is prominent in the 330 nm SiO2 layer. The positions of peaks and 
edges in these spectra are extremely well determined independently of the energy 
resolution of the system, given sufficient signal. This was shown explicitly by Jeynes et al 
[14,25], and the 2 minimisation used by DataFurnace is mathematically equivalent, 
obtaining the same precision. 
Given the backscattering angle and PHD of the detector, the incident beam energy 
can be accurately derived from the 16O signal shape; the relative position of the peaks or 
edges (for Au, Ni, Si, O) also enables the determination of the electronic gain and PHD. The 
effect of the PHD is not the same as the effect of a simple offset, since the latter is strictly 
independent of energy but the energy loss in the dead layer varies markedly with energy 
[8,26]. It is only because the dead layer is rather thin that this large difference has only a 
small effect on the calculated spectrum, but the correct assignment of PHD is crucial to 
accurately determining the electronic gain of the spectrometry system and obtain good 
fitting of the whole spectrum [11].  
The spectra collected around 3.0 MeV are nevertheless rather insensitive to the 
PHD value used in the simulations. This is because of the reduction of the energy lost 
within the dead layer due to relatively high energy of the backscattered particles (the 
oxygen signal is still around 1 MeV). Consequently, we have estimated that the PHD 
determination from the dataset collected around 3 MeV cannot be done at better than 
about 20%. Equally, the comparison between the experimental and fitted offset values is 
of limited use for assessing the PHD effect since it is difficult to measure the offset with an 
uncertainty smaller than about 10 keV. Consequently,  the electronic gain derived from this 
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analysis cannot be determined with an accuracy much better than about 0.4% even when 
acquiring a series of spectra at various incident energies around the resonance (i.e. 
typically from 3040 to 3088 keV by 6 keV steps). This is unfortunately not quite good 
enough for high accuracy RBS measurements [12,27], which is why a full method for 
reducing this uncertainty down to about 0.1 % is given in a companion paper [9]. 
Figure 1 shows one spectrum at one energy: we collected 9 pairs of spectra from 
two detectors at 9 energies near 3 MeV (see Table 1). In the present work, we wish to 
extract from this set of 9 spectral pairs: a) the beam energy, b) the dead layer of the 
detector and c) the electronic gain of the detection channel. These parameters are all 
correlated, as Siketić et al [28] have shown in detail; an iterative procedure (see flow 
diagram in Figure 2) must be used to converge on the optimum values. Therefore, 
extracting these parameters from such a dataset requires one to use a code incorporating 
automated features. We used DataFurnace (NDF), which is one of the “new generation” 
codes [29], and also has extensive fitting functions. NDF is also able to accurately simulate 
spectra involving strong and sharp EBS resonances, a non-trivial calculation in principle 
involving double integrations [30]. 
 
Figure 1: Pulse-height spectrum (red) from the standard calibration sample, with fit (blue). This sample has a nominal 
structure (10, 20, 2200) TFU of (Au, Ni, SiO2: TFU ≡ “Thin Film Unit” ≡ 10
15 
atoms/cm
2
). This is equivalent to 1.7, 2.2 and 
333 nm at full bulk density. The collected charge is about 10 µC. The Ni actually has about 10% Cu, as confirmed by PIXE. 
There is (slight) channelling on the Si substrate fitted by an ad hoc cubic polynomial: higher order terms are needed at 
low energies because of multiple scattering and other effects. Elemental edges are shown, together with the interface 
positions in the Si and O signals. 
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Figure 2: Flow diagram of the energy calibration procedure. E is the incident beam energy; offset and  are the 
electronic offset and gain of the pulse-height spectrometry system; ² is the chi-squared function calculated for each 
spectral fit. The output of this procedure is the gain, offset, pulse-height defect (PHD), and set of beam energies for each 
detector. 
Figure 2 shows a flow diagram of the procedure used to determine the GVM calibration 
factor.  Considering the steps in detail :- 
A1 The nominal incident beam energies (E) are derived from previous calibrations done 
with this or another calibration method. In any case, since the energy of the incident 
beam can be precisely derived from the 16O peak for a given scattering angle and PHD, 
prior knowledge about the accelerator energy calibration is not strictly needed. The 
nominal PHD value may come from the datasheet of the detector; from previous 
calibrations or from direct measurement using a triple-alpha source. When no 
information is available, the PHD value is roughly determined by fixing the electronic 
offset at the value directly measured with an electronic pulser.  
A2 The whole dataset is fitted using DataFurnace, that is, all spectra are automatically 
fitted one after the other where the incident energy and PHD are fixed to nominal 
values and the electronic gain (±2 %) and offset (±10 channels) are fitted to minimise 
the chi-squared (²) of each spectrum. Other parameters such as the collected charge 
(±20 %), the detector resolution (±10 keV) and the sample depth profile are also 
enabled to vary during the ² minimisation. 
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  We should comment that the detector resolution is fitted because ² minimisation 
is extremely sensitive to the shape of edges and peaks, and if the instrumental 
function is not correct the positions of both edges and peaks can be heavily distorted. 
The purpose is to use these features of the spectra to determine the experimental 
parameters;  it is of the essence to avoid such distortions. 
C1 The results of the fitting procedure (A2) are exported to a spreadsheet where the 
mean and standard deviation (SD) of each fitted parameter are calculated and 
recorded for tracking their trend as a function of fitting iteration number (see 
Figure 3). If the (offset, , ²) mean values have not reached a steady state or if their 
SD is not satisfying, these values are used as inputs (A3) for performing the next fitting 
iteration (A2).  
C2 When the criterion C1 is satisfied the analyst closely looks at the silicon (Si & Si|SiO2) 
and oxygen (O & Si|SiO2) interface signals (see Figure 1). If all these edges are not 
properly fitted for each spectrum, the PHD value is accordingly adjusted (A4) and a 
new iteration is performed (A3 + A2). 
A5 When the criterion C2 is satisfied the electronic gain is fixed at the mean value 
obtained in the latest iteration, and the incident energy is then fitted to minimise the 
² for each spectrum. Other parameters such as the electronic offset, the collected 
charge, the detector resolution and the sample depth profile are also varied as before 
during the ² minimisation. 
  We should comment that the O signal shape near the resonance is exquisitely 
sensitive to beam energy and surprisingly sensitive to scattering angle, and that NDF 
interpolates the evaluated resonance function both for angle and for energy. This 
procedure depends on the scattering angle to be accurately known. NDF also supports 
² fitting for angle, but determining and validating the angle is done separately. 
C3 The results obtained by A5 are exported to a spreadsheet where the mean GVM 
calibration factor is calculated and recorded (see Figure 3). If this factor has not 
reached a steady state, the nominal incident energies are recalculated (A6) and a new 
energy fitting iteration (A5) is performed. 
C4 When the criterion C3 is satisfied we switch again to A2 fitting procedure (Energy fixed; 
offset and gain fitted). If no significant improvement of the mean ² value is obtained, 
the entire calibration procedure is completed. Otherwise, the mean electronic offset 
and gain are used as inputs (A3) for the next iteration (A2). 
It should be noted that both oxygen and silicon edges at the Si|SiO2 interface are sensitive 
to errors existing in the SiO2 stopping power function. Since the exit path length is quite 
different for the two detectors, we separately fit the spectra recorded by DetA & DetB, so 
that any error in the stopping power function can be compensated by adapting the 
nominal SiO2 thickness used for the simulation. 
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Results 
University of Surrey (IBC) 
Fitting the whole dataset (18 spectra: 2 detectors, 9 energies) with DataFurnace 
and exporting the results to a spreadsheet (this is step A2 in Figure 2), one can obtain a 
table similar to Table 1 where the standard error at 99% of confidence (SE99) is given by: 
𝑆𝐸99 =  (𝑆𝐷 × √
𝑁−1
𝐶ℎ𝑖𝑖𝑛𝑣(1−
1− 𝛼
2
;𝑁−1)
) √𝑁 − 1⁄  Eq.1 
where SD is the standard deviation of the N measurements, α is the interval of confidence 
(i.e. 99%) and Chiinv is a function returning the inverse of the right-tailed probability of a 
chi-squared distribution. 
Logging the mean value of the fitted parameters (electronic gain, offset, PHD and ²) after each iteration (A2 in Figure 2), 
one can obtain the trend charts shown in Figure 3: Evolution of the fitted parameters with iteration number.  See Error! 
Reference source not found.2 for the gain calibration method.  The fitted parameters are:  electronic gain, offset, PHD 
and ².  In the analysis shown, the electronic offset measured directly using an electronic pulser was found to be (-8.4 ± 
14.0) keV for DetA and (19.2 ± 13.5) keV for DetB. The standard error on these values is quite large due to the limited 
accuracy for the pulse-height measurement available with the oscilloscope. 
 
 and used for assessing the criterion C1. In this example, only a couple of iterations 
are needed for reaching a steady state of all fitted parameters because of prior knowledge 
available about the accelerator and the detectors: the GVM calibration factor is well under 
control as discussed later,  and the PHD values are known from previous analyses. The 
criteria C1 and C2 are fulfilled after 6 iterations where we switched from the electronic gain 
fitting (A2) to the beam energy fitting (A5). The results of this iteration are exported in a 
table similar to Table 2, where the GVM calibration factor is calculated according to 
𝑎 =  
𝐸𝑝− 𝑒𝑉𝑒𝑥𝑡+ 𝐸𝑠𝑡𝑟
(1+𝑞)𝑒 𝑉𝑡
 Eq.2 
where 
- Ep is the energy of the accelerated particle (
4He+ in this case); 
- e is the electron charge; 
- Vext is the extraction voltage applied to the ion source (assuming singly charged 
negative ions are extracted); 
- q is the charge state of the accelerated particles (q=1 in this case); 
- a is the accelerator (or GVM) calibration factor such that the true terminal voltage 
is a.Vt; 
- Vt is the indicated voltage set by the user on the high terminal voltage controller; 
- Estr is the energy loss of the accelerated particles going through the stripper channel 
of the tandem accelerator.  
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The incident energies are then recalculated according to the new GVM calibration 
factor (A6) which leads to significant improvement of ² (iteration #7),  with the final 
results shown in Table 2.  
For validation purposes, the results obtained with the present 16O(α,α)16O 
calibration method were compared with three other calibration methods: namely, the 
resonant 27Al(p,)28Si and non-resonant 16O(p,γ)17F proton capture reactions, and 
measurements with the triple-alpha source. 
For the well-known 27Al(p,)28Si calibration method, we used a NaI(Tl) scintillation 
detector for measuring the high energy gamma count rate (in the window 9.5 - 12.5 MeV) 
as a function of the incident beam energy. Figure 3 shows the excitation curve, fitted with 
a Boltzmann function whose centre is 479.92 ± 0.01 kV. Since the energy of the resonance 
is known to be 991.90 ± 0.04 keV [1], the GVM calibration factor can be derived from this 
value using Eq.2. We found 1.0075 ± 0.0005, assuming 0.07 keV as the estimated energy 
loss in the stripper (Estr) and using the nominal extraction voltage (Vext) of 24.9 kV. The 
uncertainty on the GVM calibration factor is derived in the “Uncertainty Budget” section. 
Detector 
Indicated terminal 
voltage 
kV 
Detector resolution 
FWMH 
keV 
Beam energy 
keV 
Electronic gain 
keV/ch 
Electronic 
offset 
keV 
χ² 
D
et
 A
 
(d
ea
d
 la
ye
r 
is
 
8
5
0
 T
FU
 o
f 
Si
) 
1500 22.0 3041.7 3.3763 -4.2 1.19 
1503 22.1 3047.7 3.3762 -4.4 1.28 
1506 22.9 3053.8 3.3780 -5.6 1.44 
1509 23.1 3059.8 3.3769 -4.6 1.38 
1512 23.3 3065.9 3.3778 -4.7 1.15 
1515 23.5 3071.9 3.3777 -4.5 0.92 
1518 23.6 3078.0 3.3782 -4.4 1.26 
1521 24.1 3084.0 3.3788 -4.5 1.24 
1524 24.0 3090.0 3.3780 -4.5 1.29 
Average 23.2 
 
3.3775 -4.6 1.24 
SD 3.2% 
 
0.026% 0.4 0.15 
SE99 (Eq.1) 2.8%  0.022%   
D
et
 B
 
(d
ea
d
 la
ye
r 
is
 
5
5
0
 T
FU
 o
f 
Si
) 
1500 29.0 3041.7 3.3258 28.6 1.67 
1503 28.5 3047.7 3.3264 28.3 1.71 
1506 28.3 3053.8 3.3271 28.6 1.67 
1509 28.5 3059.8 3.3271 28.6 1.62 
1512 29.1 3065.9 3.3282 28.6 1.34 
1515 28.8 3071.9 3.3278 28.7 1.40 
1518 30.3 3078.0 3.3292 28.7 1.51 
1521 30.1 3084.0 3.3289 28.9 1.66 
1524 30.1 3090.0 3.3284 28.9 1.65 
Average 29.2 
 
3.3277 28.7 1.58 
SD 2.7% 
 
0.034% 0.2 0.13 
SE99 (Eq.1)  2.3%  0.030%   
Table 1: Final fitted values for gain, offset, resolution and 
2
. See the energy calibration procedure described in Figure 2. 
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Figure 3: Evolution of the fitted parameters with iteration number.  See Error! Reference source not found.2 for the 
gain calibration method.  The fitted parameters are:  electronic gain, offset, PHD and ².  In the analysis shown, the 
electronic offset measured directly using an electronic pulser was found to be (-8.4 ± 14.0) keV for DetA and (19.2 ± 13.5) 
keV for DetB. The standard error on these values is quite large due to the limited accuracy for the pulse-height 
measurement available with the oscilloscope. 
 
Indicated terminal voltage 
kV 
Fitted values 
Ratio 
Det A / Det B 
GVM 
calibration 
factor 
Det A 
(keV) 
Det B 
(keV) 
Average 
(keV) 
1500.0 3042.9 3042.9 3042.9 1.00000 1.00779 
1503.0 3049.1 3048.9 3049.0 1.00007 1.00781 
1506.0 3054.4 3054.8 3054.6 0.99987 1.00766 
1509.0 3060.7 3060.7 3060.7 1.00000 1.00768 
1512.0 3066.6 3066.7 3066.7 0.99997 1.00765 
1515.0 3072.9 3073.1 3073.0 0.99993 1.00775 
1518.0 3078.9 3079.0 3079.0 0.99997 1.00772 
1521.0 3084.8 3085.2 3085.0 0.99987 1.00772 
1524.0 3090.9 3091.1 3091.0 0.99994 1.00771 
Average 0.99996 1.00772 
SD 0.006% 0.005% 
SE99 (Eq.1) 0.005% 0.004% 
Table 2: Fitting the beam energy for a fixed electronic gain and PHD (Surrey data). The GVM calibration factor is derived 
from Eq.2 using the mean fitted energy, an extraction voltage of 20.0 kV and assuming 0.47 keV as the estimated energy 
loss in the stripper. 
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Figure 3: Excitation curve of the 
27
Al(p,)
28
Si direct capture.  This was measured (Jan14) using NaI(Tl) scintillator detector 
to count the high energy gamma rays (9.5 – 12.5 MeV) and fitted by a Boltzmann curve (in green). The centre of the 
Boltzmann curve is 479.916 ± 0.005 kV. Different colour data points are repeated measurement series in different 
direction, so that the precision setting and stability of the GVM are clearly excellent. 
 
For the 16O(p,γ)17F calibration method, the energy of the gamma rays (Eγ) emitted 
by the non-resonant radiative proton capture were measured with a high purity 
Germanium (HPGe) detector. Since Eγ is related to the incident beam energy (Ep) by 
𝐸𝛾 =  
𝑀
𝑚 + 𝑀
 𝐸𝑝 + 𝑄 Eq.3 
where the Q-value (Q) is 600.5 keV for this reaction and m & M are 16O and 1H masses 
respectively, one can derive the proton beam energy from the gamma ray energy and 
subsequently derive the GVM calibration factor from Eq.2. In this case we found 
Ep = 1650.0 ± 3.1 keV, which leads to a GVM calibration factor of 1.0044 ± 0.0019, 
assuming 0.04 keV as the estimated energy loss in the stripper (Estr) and using the nominal 
extraction voltage (Vext) of 30.9 kV. The uncertainty on the GVM calibration factor is 
derived in the “Uncertainty Budget” section. 
For the triple-alpha source method, the position (Chi in channel number) of the Si 
and O edges as well as the position of the alpha peaks produced by the 239Pu, 241Am & 
244Cm decays are carefully determined and the following set of equations is written for 
each detector and radio-isotope: 
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 𝑘𝑆𝑖𝐸𝛼  −  ∆𝐸𝑃𝐻𝐷
𝑆𝑖  =  𝐶ℎ𝑆𝑖  𝑎 +  𝑏 Eq.4 
 𝑘𝑂𝐸𝛼  −  ∆𝐸𝑃𝐻𝐷
𝑂  =  𝐶ℎ𝑂 𝑎 +  𝑏  Eq.5 
 𝐸𝐴𝑚  −  ∆𝐸𝑃𝐻𝐷
𝐴𝑚  − ∆𝐸𝑠  =  𝐶ℎ𝐴𝑚 𝑎 +  𝑏 Eq.6 
where: 
- 𝒌𝒊 is the kinematical factor for the element i; 
- 𝑬𝜶 is the incident beam energy; 
- ∆𝑬𝑷𝑯𝑫
𝒊  represents the energy losses due to the detector entrance electrode & the 
dead layer, and the non-ionising (nuclear) processes for the particles backscattered 
by the element i (or emitted by the radioactive element i ); 
- 𝑪𝒉𝒊 is the channel at which the particles backscattered by the element i (or emitted 
by the radionuclide i ) are detected; 
- 𝒂 & 𝒃 are the electronic gain & offset of the pulse-height spectrometry system; 
- 𝑬𝑨𝒎 is the energy of the most likely 
241Am decay (i.e. 5486 keV). 
- ∆𝑬𝒔 is the energy loss in the sealing layer of the triple-alpha source (this factor 
takes account of the effective source thickness). 
Resolving this system of equations allows one to determine the incident beam energy as 
well as the electronic gain and offset of the pulse-height spectrometry system. In this work 
we used two independent detectors and three different radio-isotopes, making 6 
independent evaluations of the incident beam energy. The average of these measurements 
is found to be 2998.8 ± 1.8 keV where the uncertainty is given as a standard error on the 
mean at 99% of confidence (SE99, Eq.1). Since the RBS spectra were acquired for a 
terminal voltage (Vt) set at 1478.0 kV, the GVM calibration factor derived from this 
measurement (through Eq.2) is 1.0079 ± 0.0008, assuming 0.47 keV as the estimated 
energy loss in the stripper (Estr) and using the nominal extraction voltage (Vext) of 20.0 kV. 
The uncertainty on the GVM calibration factor is derived in the “Uncertainty Budget” 
section. 
Since the GVM calibration factor is routinely determined at the Surrey Ion Beam 
Centre as a part of our quality assurance program [12,27], the long term stability of the 
GVM may also be assessed. Figure 4 shows 6 independent measurements of the GVM 
calibration factor performed after January 2014. Figure 5 shows similar results obtained 
between June 2012 and October 2013 (the GVM mechanism having been refurbished 
between these measurements). Table 3 summarises the results shown in figures 5 & 6. 
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Figure 4: Time series for GVM calibration factor in 2014 (Surrey).  These use the calibration methods
 16
O(α,α)
16
O (in 
blue), 
27
Al(p,)
28
Si (in purple) or triple-alpha source (in orange). The error bars are given as the standard uncertainty 
associated with each calibration method (see “Uncertainty Budget” section). The weighted mean (in green) is calculated 
using 𝑊𝑖 =  1 𝑈𝑖⁄  and its error bars are given as SE99 (Eq.1): 1.0078 ± 0.0004. 
 
 
Figure 5: Time series for GVM calibration factor before 2014 (Surrey).  These use the calibration methods
 16
O(α,α)
16
O (in 
blue), 
16
O(p,)
17
F (in red) or 
27
Al(p,)
28
Si (in purple). The error bars are given according to the standard uncertainty 
associated with each calibration method (see “Uncertainty Budget” section). The weighted mean (in green) is calculated 
using 𝑊𝑖 =  1 𝑈𝑖⁄  and its error bars are given as SE99 (Eq.1): 1.0044 ± 0.0004. 
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Period Calibration method 
GVM calibration factor 
Value Uncertainty (%) 
June 12 – 
October 13 
16
O(α,α)
16
O 1.00446 0.06 % 
27
Al(p,γ)
28
Si 1.00426 0.05 % 
16
O(p,γ)
17
F 1.00445 0.19 % 
January 14 – 
… 
16
O(α,α)
16
O 1.00782 0.06 % 
27
Al(p,γ)
28
Si 1.00753 0.05 % 
Triple-alpha source 1.00787 0.08 % 
Table 3: Summary of GVM calibration factors.  These are derived from different calibration methods in two different 
time periods (between which the GVM has been refurbished). When repeated measurements are available, the mean 
value is reported in this table. The uncertainties are determined according to the uncertainty budgets given below. 
 
University of Namur (LARN) 
The GVM calibration factor of the Tandem accelerator installed at the University of 
Namur was determined using the 16O(α,α)16O calibration method described in this work. In 
this case, the thickness of the dead layer was nevertheless directly measured using a triple-
alpha source for each detector using the method described by Lennard et al [8]. These 
thicknesses were found to be (305, 542 and 305) TFU of Si for (DetC, DetD and DetE), 
respectively. 
The incident energy of the alpha beam was then set at 3.000 MeV, and spectra 
were obtained from Ta2O5/C and SiO2/Si samples along with the radioactive triple-alpha 
source positioned slightly below the scattering plane. The position (channel number) of the 
Si, Ta & O edges as well as the position of the peaks produced by the 239Pu, 241Am & 244Cm 
decays were carefully determined and the system of equations described above (Eqs.4–6) 
was written for each radionuclide, each detector (i.e. three in this experiment) and each 
sample (i.e. Ta2O5 & SiO2), leading to 18 independent evaluations of the incident beam 
energy. The average of these measurements is found to be 2999.3 ± 1.2 keV where the 
uncertainty is given as the SE on the mean at 99% of confidence (SE99, Eq.1). This value 
should be compared to the indicated beam energy (given the calibration) of 3000.0 keV. 
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Uncertainty Budget 
The GVM calibration factor “a” is determined using Eq.2, and the uncertainty 
associated with this equation is given by: 
∆𝑎
𝑎
=  √(
∆𝐸
𝐸
)
2
+  (
∆𝑉𝑡
𝑉𝑡
)
2
 Eq.7 
where 𝐸 =  𝐸𝑝 − 𝑒𝑉𝑒𝑥𝑡 + 𝐸𝑠𝑡𝑟  and ∆𝐸 =  √∆𝐸𝑝
2 + (𝑒∆𝑉𝑒𝑥𝑡)2 + ∆𝐸𝑠𝑡𝑟
2. 
The evaluation of each term (∆𝑉𝑡, ∆𝑉𝑒𝑥𝑡, ∆𝐸𝑠𝑡𝑟, ∆𝐸𝑝) is discussed in turn for the four 
different experiments (resonant EBS, resonant and non-resonant NRA, and the triple-alpha 
source), with these terms and the resulting values of a/a (Eq.7) summarised in Table 6. 
According the High Voltage Engineering Europa (HVEE) specifications of the 
Tandetron™, the terminal voltage stability is ±200 V and the terminal voltage ripple is 
±25 V (using the anti-ripple phase-locked feedback from the capacitive pickup). These top-
down consideration therefore enable an estimate of the total voltage setting precision: 
Vt = 200 V since ripple does not affect the average voltage. 
According to the datasheet, the uncertainty associated with the Glassman 
extraction power supply for the ion source is dominated by the setting accuracy: 
Vext = 280 V. 
The uncertainty associated with the energy loss in the stripper gas EStr is as hard to 
estimate as the energy loss Estr itself. From a literature estimate of the normal stripper gas 
pressure (typically 1-5 mTorr for our accelerator [31]) we estimate that the energy loss for 
3 MeV 4He in the stripper (680 mm in length; 8 mm in diameter) is 470 eV, and guess an 
uncertainty of 100% of this. Similarly, the energy loss for 1 MeV 1H (27Al(p,)28Si method) is 
estimated at 70 eV and that for 1.6 MeV 1H (16O(p,)17F method) is estimated at 45 eV. 
16O(α,α)16O calibration method 
For a given scattering angle, the incident beam energy is directly derived from the 
shape and intensity of the 16O peak. In this work, the scattering angle is determined with 
an accuracy of 0.2 degrees. Such small scattering angle variation does not significantly 
affect the peak shape in the cross-section function, but it does vary the peak intensity by 
about 2% (0.3%) for the scattering angle of 150° (170°), which translates to an energy 
variation of about 0.5 keV (<0.1 keV) for the given scattering angle. It should be highlighted 
that the 16O peak shape strongly constrains the beam energy during the fitting procedure: 
that is, the 16O peak shape given by the incident energy and the electronic gain is 
accordingly adjusted (given the PHD) for minimising 2. The beam energy determination is 
therefore strongly related to the cross-section function itself: a study of the literature 
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shows large discrepancies of the resonance position (Table 4) leading to a SE99 (Eq.1) on 
the weighted mean of 3.1 keV. However, we will show that a comparison of the 
16O(α,α)16O method to other calibration methods allows one to reduce the uncertainty on 
the 16O(α,α)16O resonance energy to 1.0 keV (see Table 7 and its discussion below). 
 
References Position of the resonance (keV) Uncertainty (keV) 
J.R. Cameron [32] 3045.0 10.0 
J.D. MacArthur et al. [33] 3035.9 2.5 
Z.L. Wang et al. [34] 3042.0 3.2 
R.A. Jarjis [35] 3042.0 3.9 
J.A. Leavitt et al. [36] 3034.0 4.0 
H.S. Cheng et al. [37] 3035.0 6.0 
V.I. Soroka et al. [38] 3039.0 5.0 
J. Demarche & G. Terwagne [39] 3037.4 1.9 
Weighted mean 3038.2  
SD 3.1 
 
SE99 (Eq.1) 3.1 
 
Table 4: Literature evaluation of the position (maximum value) of the 
16
O(α,α)
16
O resonance at 3038.2 ± 3.1 keV. The 
weighted mean is calculated using 𝑤𝑖 =  1 𝑈𝑖⁄ . It should be noted that the results of Demarche & Terwagne have been 
re-evaluated as shown in the Annexe. 
 
Considering the uncertainties on the scattering angle, the resonance energy, and 
the peak position determination [25], the uncertainty on the incident beam energy 
determination is about 1.2 keV. The uncertainty derived for a/a from Eq.7 is therefore 
0.05% (see Table 6) when considering Ep = 3065 keV, the mean energy of the dataset used 
for the GVM calibration procedure. However, as discussed above, the spectra acquired 
around 3.0 MeV are rather insensitive to the PHD of the detector which cannot be 
determined at better than 20%, translating into a GVM calibration factor variation of about 
0.04%. The combined uncertainty applying to this 16O(α,α)16O calibration method is 
therefore estimated as 0.06%. 
Regarding the electronic gain derived from the dataset collected around 3 MeV, the 
accuracy is limited by the lack of sensitivity to the PHD of the detector. One can 
demonstrate with a covariance analysis that the PHD cannot be determined with accuracy 
better than 20% which translates to an uncertainty of about 0.4% for the electronic gain 
determination. But a second set of data acquired at 1.5 MeV on the same standard 
calibration sample helps reducing the uncertainty on the electronic gain down to about 
0.1%, as discussed elsewhere [9]. 
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Resonant 27Al(p,)28Si calibration method 
In this case the parameter Ep should be read as the energy of the resonance 
(991.90 ± 0.04 keV [1]) and the experimental terminal voltage (Vt = 479.92 ± 0.01 kV) is 
derived from the Boltzmann curve fitting (Figure 3). The energy loss in the stripper channel 
(Estr) should also be adapted for matching a proton beam around 1 MeV (Estr  0.07 keV in 
this case) while the terminal voltage stability and the uncertainty on the extraction voltage 
are exactly the same since we are using the same facility for producing both alpha or 
proton beams. 
Non-resonant 16O(p,γ)17F calibration method 
For this third method the incident beam energy (Ep) is derived from Eq.3. The 
uncertainty applying to Ep ought to take into account the uncertainties on the mass 
excesses of the nuclei involved in this direct capture reaction. However, this contribution is 
negligible compared to the uncertainty derived from the HPGe calibration. In this work the 
HPGe detector was calibrated using only 4 lines (see Experimental details) and the spectra 
were recorded on only 2048 channels, leading to a rather poor electronic gain 
determination (uncertainty was about 0.18%) and thus a rather poor incident beam energy 
determination (Ep = 1650.0 ± 3.1 keV). The contribution of the other terms derived from 
Eq. 2 are very similar to the other calibration methods (see Table 6). Clearly, the attainable 
accuracy of this method would be greatly improved with more attention to the electronic 
gain determination of the HPGe detector. 
Triple-alpha source calibration method 
For this last method the incident beam energy is derived from the system of 
equations Eq. 4-6. The result obtained is affected by the various contributions summarised 
in Table 5. It should be noted that the uncertainty on the PHD determination given in this 
Table is only 5% while we said 20% above. This is because, for the triple-alpha source 
measurements, we used the full calibration method described elsewhere [9] which is 
capable of determining the PHD at 5%. Regarding the measurements performed at Namur, 
the dead layer of each detector was directly measured using the triple-alpha source. In this 
case, the precision of the PHD determination is limited by the accuracy at which the alpha-
peaks positions can be determined: namely, 0.25 channel. Knowing the electronic gain (i.e. 
about 3.4 keV/channel for all of the three detectors) and the Si stopping power for the 
alpha particles around 5.5 MeV (i.e. mean energy of the triple-alpha source), that 
translates to an uncertainty of about 9% on the PHD determination. But of course each 
peak of the triple-alpha source can be separately used for assessing the dead layer 
thickness, reducing the uncertainty to about 5%. 
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Taking into account all of the contributions given in Table 5 as well as the SE99 on 
the mean (Eq.1:  1.8 keV for the measurements performed at Surrey and 1.2 keV for 
Namur), the uncertainty on the incident beam energy determination is about 2.3 keV for 
the measurements performed at Surrey and 1.9 keV for Namur. The contribution of the 
other terms derived from Eq. 2 are very similar to the other calibration methods (see Table 
6). 
 
 Uncertainty on the parameter 
Variation of the derived incident 
beam energy (keV) 
Scattering angle ± 0.5° (around 150°) 0.3 
PHD ±5% 0.5 
Signal position ±0.25 channel 1.2 
Si stopping power ±2% 0.4 
Energy loss in sealing source layer ±0.5 keV 0.3 
Table 5: Beam energy uncertainty from the triple-alpha source method.  Values reported in this table were 
determined by trial-and-error. 
 
Summary for GVM factor uncertainties 
Table 6 summarises the uncertainties of the four methods of determining the GVM 
calibration factor that we have explored here. Clearly, if the gamma spectrometer could be 
calibrated more accurately for the non-resonant 16O(p,)17F reaction, the uncertainties of 
this method could be reduced. 
Beam 
Ep Vt Vext EStr Ep a/a
Comment 
keV kV kV keV keV % 
4He 3065 0.2 0.28 0.47 1.2 0.05%  16O()16O (resonant) 
1H 992 0.2 0.28 0.07 0.04 0.05%  27Al(p,)28Si (resonant) 
1H 1650 0.2 0.28 0.04 3.1 0.19%  16O(p,)17F (non-resonant) 
4He 3000 0.2 0.28 0.47 2.3 0.08%  Triple-alpha, 239Pu241Am244Cm at Surrey 
4He 3000 0.2 0.28 0.47 1.9 0.07%  Triple-alpha, 239Pu241Am244Cm at Namur 
Table 6: Uncertainties of the various methods of determining beam energy, from Eq.7 
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Discussion 
Beam energy calibration 
The final results obtained for the GVM calibration are summarised in Table 2. For 
each nominal terminal voltage, the incident beam energy is derived from the fitting 
procedure for each detector. The mean 
𝐸𝐷𝑒𝑡𝐴
𝐸𝐷𝑒𝑡𝐵
 ratio (5th column) is very close to unity with 
an uncertainty (SE99, see Eq.1) of only 0.005%, which demonstrates how sensitive the 16O 
peak shape is to the incident beam energy.  
It should be noted that the value of the PHD found in this fitting procedure depends 
only weakly on beam energy. This is because the energy lost in the dead layer, and the 
non-ionising energy loss as a proportion of the incident energy, are both reduced for 
higher backscattered particle energies. Of course, when the PHD value is changed, the 
electronic gain also needs adjusting in the fitting procedure, so that for a large PHD 
variation the incident energy is also modified. But in this case neither the Au-Ni-Si edges 
nor the 16O peak shape are correctly fitted and ² is significantly higher. One can 
demonstrate (by trial and error) that a variation of 20% of the PHD value affects the GVM 
calibration factor only by about 0.04%, where ² is increased by about 0.6% which we take 
as the smallest detectable change. Our beam energy calibration method is therefore rather 
insensitive to the PHD. 
For each nominal terminal voltage, the average of the energies derived from both 
detectors is used for calculating the GVM calibration factor through Eq.2. In this 
experiment (Jun-14 in Figure 4), the mean value of the GVM calibration factor is equal to 
1.00772. The uncertainty of the mean (SE99, Eq.1) gives the precision of the calibration 
method: 0.004% in this work, but usually around 0.01% (that is, 300 eV in 3 MeV). 
Figures 5 & 6 show that the 16O(α,α)16O calibration method described in this work 
has been validated by comparison to three other independent calibration methods (using 
the triple-alpha source, and the resonant and non-resonant capture reactions), since all the 
GVM calibration factors measured in this work are in agreement with each other within the 
uncertainties. It should also be noted that the standard deviation of the measurements 
performed following this 16O(α,α)16O calibration method is only 0.033%, suggesting a 
reproducibility of about 1 keV in 3 MeV. 
Moreover, the set of GVM calibration factor measurements shown in this work can 
be used for further reducing the uncertainty on the resonance energy. Indeed, if the 
16O(α,α)16O resonance energy of the 3038.2 keV reaction is correct, then the ratio between 
the GVM calibration factors derived from this and the other calibration methods should be 
unity. The results are summarised in Table 7. The weighted mean of these ratios is found 
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to be 1.00016 ± 0.00033 (SE99 uncertainty, see Eq.1). Since this is indistinguishable from 
unity we conclude that any error on the 16O(α,α)16O resonance energy must be smaller 
than the uncertainty on the mean GVM calibration factor ratio: that is, the resonance 
energy is 3038.2 ± 1.0 keV. The accuracy (combined standard uncertainty) of the 
16O(α,α)16O calibration method described in this work is therefore evaluated at 0.06%. 
 
Period Calibration methods used 
GVM calibration factor 
ratio 
Uncertainty 
Surrey 
June 12 – 
October 13 
16
O(α,α)
16
O / 
27
Al(p,)
28
Si 1.000197 0.07% 
16
O(α,α)
16
O / 
16
O(p,)
17
F 1.000285 0.07% 
January 14 – 
… 
16
O(α,α)
16
O / 
27
Al(p,)
28
Si 1.000005 0.20% 
16
O(α,α)
16
O / Triple-alpha source 0.999950 0.09% 
Namur Apr-14 
16
O(α,α)
16
O / Triple-alpha source 1.000243 0.08% 
Weighted mean 1.000165 
SD 0.015% 
SE99 (Eq.1) 0.033% 
Table 7: Comparison of the 
16
O(α,α)
16
O with other calibration methods. The fourth column of this table shows the ratio 
of the GVM calibration factor determined with our 
16
O(α,α)
16
O and the other calibration methods. The uncertainty on the 
ratio is obtained by adding the uncertainty of each calibration method in quadrature. That is, 0.05% for the 
27
Al(p,)
28
Si; 
0.19% for the 
16
O(p,)
17
F; 0.08% or 0.07% for the Triple-alpha source and 0.05% for the 
16
O(α,α)
16
O calibration method 
(see Table 6). The latter is obtained considering that the 3038.2 keV resonance energy is exact (i.e. ∆𝐸𝑝 = 0 𝑘𝑒𝑉 in Eq.7). 
 
Finally, it is worth mentioning that the GVM stability of the Tandem accelerator is 
remarkable. Figure 3 shows that the GVM is very stable (and reproducible) for a time 
period of hours, but Figures 5 & 6 emphasise this stability for much longer period. The 
significant difference between the mean GVM calibration factors is due to a refurbishment 
in early January 2014. 
Electronic gain calibration 
The electronic gain of the pulse-height spectrometry system is simultaneously 
determined with the beam energy when processing the dataset acquired around 3.0 MeV. 
The SE99 (Eq.1) on the mean electronic gain (Table 1) demonstrates the very high 
precision of this technique (about 0.03% for both detectors). However, as discussed above, 
the spectra acquired at 3.0 MeV on the calibration sample are rather insensitive to the PHD 
value: the dataset can be equivalently fitted (i.e. similar ² values) with PHD values varied 
by 20%, but such a PHD variation leads to an electronic gain variation of about 0.2%. The 
accuracy of the electronic gain determination achieved in this work is therefore estimated 
0.4%, which is already very satisfying but unfortunately not yet quite good enough for high 
accuracy RBS measurements [12,27]. 
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Elastic (non-Rutherford) backscattering (EBS) cross-sections  
This method depends on the use of an evaluated EBS cross-section function for the 
16O(α,α)16O reaction [5], that is, a nuclear scattering model using R-matrix methods and 
potential calculations to calculate the scattering cross-section [40]. Although these EBS 
cross-section functions vary extremely rapidly with energy at resonances, their shapes are 
strongly constrained by rather simple considerations. This is a well-known resonance at 
3038.2 ± 2.0 keV (giving a 20Ne* excitation energy of about 7156 keV), a width of 
 = 8.1 ± 0.3 keV, and a spin and parity of J = 3- (Table 20.22 in Tilley et al [41]). Note that 
spin and parity are unambiguously assigned from a number of different nuclear methods 
(including EBS cross-sections as a function of angle). In this case the resonance can be 
modelled entirely by potential scattering from the second member of the Kπ = 0- band in 
cluster models of the 20Ne nucleus [5, 33, 42]. 
To estimate the uncertainty introduced by using evaluated cross-section functions 
to obtain beam energies from fits to backscattering spectra we do not have to estimate the 
uncertainty of the EBS cross-sections, which is hard to do in general with attempts so far 
having been unsatisfactory: Mayer [43] compares datasets statistically with interesting 
results. But Gai & Gurbich [44] point out that Mayer’s method is invalid in principle, 
instead constructing the covariance matrix: however, their calculated uncertainties near 
resonances are certainly overestimated. 
For the specific case of the 3038 keV resonance, the width is quite well-known with 
good measurements of the resonance shape: the main uncertainty is in the position, which 
is being freely fitted. Our value of 3038.2 keV happens to coincide exactly with the data 
compilation made by Tilley et al [41], but with a significantly smaller uncertainty (1.0 keV 
rather than 2.0 keV).  
Conclusion 
We have presented an original method using the 16O()16O resonance to calibrate 
the beam energy and the chain of detection at the same time. The accuracy of this method 
is mainly limited by the accuracy at which the energy of the resonance is known. We have 
re-evaluated the energy of this resonance to be 3038.2 ± 3.1 keV from a review of the 
literature (see Table 4). However, this resonance energy is entirely consistent with 
repeated measurements using three other independent calibration methods as shown in 
Table 7. Together, these show that the uncertainty of the resonance energy is not larger 
than 1.0 keV (0.03%). The traceable combined uncertainty of this calibration was therefore 
demonstrated to be 0.06% for the beam energy (1.8 keV at 3 MeV).  
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By this method the electronic gain is determined at about 0.4% , but this parameter 
is better determined at lower energies, as we describe elsewhere [9]. 
This calibration method is relatively fast (~0.5h for the offset measurement; ~ 0.5h 
for the acquisition of the dataset around 3 MeV; ~ 1h for the data processing), and is 
suitable for any kind of accelerator system, although we have implemented it on systems 
depending on very reliable terminal voltage stabilisation. 
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Annexe 
The measurement of the 16O(α,α)16O cross-section function performed by 
Demarche & Terwagne [39] was carried out with a 2 MV Tandem accelerator from HVEE. 
The GVM calibration was performed using variety of (p,n) neutron threshold and nuclear 
resonant reactions induced by proton beam (Table 8). The relationship between the 
theoretical terminal voltage (that is, the terminal voltage at which the threshold/resonance 
is supposed to occur: Vt) and the actual terminal voltage (that is, the measurement: Vexpt) 
found by Demarche & Terwagne is: 
𝑉𝑡 =  𝑉𝑒𝑥𝑝𝑡 × 1.0065 +  33.0 Eq.A1 
Using that GVM calibration factor (1.0065) they derived the position of the 
16O(α,α)16O resonance at  
𝐸𝑅 =  (3031.7 ± 0.4) 𝑘𝑒𝑉 Eq.A2 
However, performing the linear regression of the data shown in Table 8 we found: 
𝑉𝑡 =  𝑉𝑒𝑥𝑝𝑡 × 1.0087 +  16.06 Eq.A3 
which is significantly different from the GVM calibration factor used in [39] for determining 
the position of the resonance. It turned out that Demarche & Terwagne used a wrong GVM 
calibration factor (1.0065) measured for the same accelerator at another occasion. Using 
the GVM calibration factor determined above (Eq.A3), one can re-evaluate the position of 
the resonance: 
𝐸𝑅
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 =  (3031.7 − 33) ×
1.0087
1.0065
 +  32.12 = 3037.4 𝑘𝑒𝑉 Eq.A4 
since the 16O(α,α)16O cross-section function around 3 MeV was measured with a 4He+ 
beam. In order to evaluate the uncertainty of this corrected value, we have recalculated 
the theoretical voltage of each threshold/resonance when considering a GVM calibration 
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factor of 1.0087 and an injection energy of 32.12 keV (Eq.A3), and we have compared 
these values to the experimental ones (Table 89). The standard error (given at 99% of 
confidence) on the mean gives the uncertainty on the terminal voltage for this 
measurement. The 16O(α,α)16O resonance energy is therefore estimated at 
3037.4 ± 1.9 keV. 
 
 
Table 8: Table extracted from Demarche & Terwagne [39] showing the neutron thresholds and nuclear 
resonant reactions induced by protons used for GVM calibration purposes. 
 
J. Demarche & G. Terwagne [39] E (keV) Vt Vexpt Vexpt-Vt (kV) 
7Li(p,n)7Be 1880.36 916.15 916.94 0.79 
9Be(p,n)9B 2057.24 1003.83 1002.88 -0.95 
13C(p,n)13N 3235.48 1587.87 1587.96 0.09 
19F(p,α)16O 340.46 152.84 152.42 -0.42 
19F(p,α)16O 872.11 416.37 416.58 0.21 
15N(p,α)12C 429.00 196.73 197.00 0.27 
Average 0.00 
SD 0.60 
SE99 (Eq.1) 0.94 
Table 9: Comparison between the theoretical (determined when considering a GVM calibration factor of 1.0087 and an 
injection energy of 32.12 keV) and the experimental voltages observed for each threshold/resonance nuclear reaction. 
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