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1. Introduction
Recently, in [1], Holm, Marsden and Ratiu derived the following system in Rn, n ≥ 2,
∂tv − u× rotv +∇p = 0,
divu = 0,
v = u− α2∆u.
(1.1)
Later on, in [2], Foias, Holm and Titi improved this system (1.1) and obtained the so-called viscous Camassa–Holm
equations (also known as the Navier–Stokes-α model, for simplicity, we will denote by NS-α):
∂tv − ν∆u− u× rotv +∇p = f ,
divu = 0,
v = u− α2∆u,
(1.2)
which is a powerful equation to investigate the motion of fluid flows.
The 2D NS-α model obtained above have received very much attention over the past decades (see, e.g. [3,4,2,1,5,6] and
the references therein) because of their importance in the description of fluid motion and turbulence.
For autonomous 2DNS system, there aremany fruitful results (see [7–18] and the references therein). In fact, the solution
of 2D NS-α model converges uniformly, on finite intervals of time, to the corresponding solutions of the NS equations
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(see [5]). So, the global attractors of 2D NS-α model converge to a subset of the global attractor of 2D NS system as α→ 0+
(see, e.g. [5,14] for general results on upper semi-continuity of attractors depends on a parameter).
In [5], upper and lower bounds for the dimension of the global attractors of 2D NS-α model were studied. The authors
also considered the dependence of the dimension on α.
For general nonautonomous dynamical system, the existence of the uniform attractors is analogous to the existence of
the global attractors in the corresponding autonomous situation, for example, see Ladyzhenskaya [13] and Temam [17,18].
Contrast to (autonomous) global attractors, uniform attractors lack the property of invariant; see [7,19–22,10] for more
details.
In the present paper, by using the approach arising from [20],we first prove that, under the assumption of normal external
force term, 2DNS-αmodel have uniform attractors, thenwemainly study the relationship between the long-time dynamics
of the 2D NS-α model and 2D NS system as α → 0+. However, along with enlarging a class of forcing term, the study of
convergence of 2D NS-α model is especially important in the perturbation theory. Therefore, our main purpose is to prove
the following main result: the uniform attractors A αΣ of the 2D NS-α model converge (in the specified sense below) as
α→ 0+ to the uniform attractors AΣ of the 2D NS equation with space-periodic boundary conditions.
This paper is organized as follows: In Section 2, we obtain the existence of the uniform attractor in H of 2D NS-α model
with normal external force in L2n(R; V ′). In Section 3, we prove the main theorem on the convergence of families of A αΣ of
2D NS-α model as α→ 0+ to AΣ of the 2D NS system.
2. 2D NS-αmodel and its uniform attractor
In this section, we first recall some useful properties of nonautonomous 2D NS-α model [5,23]. Then, we will obtain the
structure of the uniform attractor of 2D NS-α model and the trivial attractors of 2D NS-α model with normal forcing term.
At the same time, we mention that in the nonautonomous 2D NS-α model case, if we choose α = 0, we will obtain the
corresponding results for the nonautonomous 2D NS system in [20,21].
We consider the following 2D NS-α model with time-dependent external force term.
∂t(u− α2∆u)− ν∆(u− α2∆u)− u× rot(u− α2∆u)+∇p = f (x, t),
divu = 0,
u|t=τ = uτ ,
(2.1)
where the unknowns are u = (u1, u2) and p. u is the velocity vector, u(x, t) respectively the velocity of the particle at x at
time t , and p(x, t) is the pressure at x at time t , ν > 0 is the kinematic viscosity coefficient. The spatial variable x belongs to
the 2D torus T 2 = [0, 2piL]2 and α2 = γ 2L2 is a parameter.
The following transform can be found in [5].
Since divu = 0, we have
∆u = −rotrotu+∇divu = −rotrotu,
rotu = ∂1u2 − ∂2u1,
rotψ = ∂2ψ · e1 − ∂1ψ · e2,
(2.2)
where we set n = e3 as [5]. We assume that
∫
T2 uτdx =
∫
T2 f (x, t)dx = 0 for any solution of 2D NS-α model.
Then it can easily be shown that
∫
T2 u(x, t)dx = 0. We also assume that
∫
T2 ψdx = 0. Therefore, there exists a unique
stream function ψ such that
u = −rotψ = n×∇ψ. (2.3)
Using the formula
rotrotψ = −∆ψ · n = −∆ψ, (2.4)
we have the following useful properties,
u = −rotψ = n×∇ψ, v = n×∇ϕ, rotu = ∆ψ,
rot∆u = ∆2ψ, rot(u× rotv) = −J(ψ,∆ϕ). (2.5)
Combining with Eq. (2.1), we obtain
∂t(∆ψ − α2∆2ψ)− ν∆(∆ψ − α2∆2ψ)+ J(ψ,∆ψ − α2∆2ψ) = rotf (x, t) ≡ F , (2.6)
where ϕ = ∆ψ − α2∆2ψ and note that ∫T2 ψdx = 0. We have ψ = (∆− α2∆2)−1ϕ and finally obtain
∂tϕ − ν∆ϕ + J((∆− α2∆2)−1ϕ, ϕ) = rotf (x, t),
ϕτ = rot(uτ − α2∆uτ ).
(2.7)
The bilinear operator J here is defined as follows
J(a, b) = n×∇a · ∇b = ∂1a∂2b− ∂2a∂1b
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and has the following useful properties:∫
T2
J(a, b)dx = 0,
∫
T2
J(a, b)cdx =
∫
T2
J(b, c)adx,
∫
T2
J(a, b)bdx = 0.
We define the Hilbert space H = L2 ∩ {ϕ : ∫T2 ϕdx = 0}with L2-norm.
Similar to the classical theorem on the existence of a weak solution of 2D NS system which is well known from [7,17],
the following results hold.
Theorem 2.1. Assume that f ∈ L2b(R; V ′) and ϕτ ∈ H, problem (2.7) has a unique solution
ϕ ∈ C(Rτ ;H) ∩ L∞(Rτ ;H) ∩ L2loc(Rτ ; V ) and ϕ′ ∈ L2loc(Rτ ; V ′)
where Rτ = [τ ,∞).
Thus, the solution of Eq. (2.7) is represented by Uαf (t, τ )ϕτ = ϕ(t), and one can define a process {Uαf (t, τ ) : H → H, t ≥
τ , τ ∈ R}.
Now, fixed an external force f0(s) ∈ L2b(R; V ′) and letH α0 (f0) = {f0(s + h) | h ∈ R}. Denote byH αs (f0) andH αw (f0) the
strong and weak closure ofH α0 (f0) in L
2
loc(R; V ′), respectively. We have the following properties:
Proposition 2.2 ([7]).H αw (f0) is weakly compact in L
2
b(R; V ′) and for all f ∈ H αw (f0), ‖f ‖L2b ≤ ‖f0‖L2b ; the translation semigroup{T (t)}t≥0 is invariant and weakly continuous onH αw (f0).
We denote by Σ an element of the set {H0(f0),Hs(f0),Hw(f0)}. Obviously, combining with Theorem 2.1 and
Proposition 2.2, the family of process {Uαf (t, τ )}, f ∈ Σ satisfies:
Corollary 2.3. T (h)Σ = Σ,∀h ∈ R+; and translation identity
Uf (t + h, τ + h) = UT (h)f (t, τ ), ∀f ∈ Σ, t ≥ τ , τ ∈ R, h ≥ 0.
In the following we consider the existence of uniform attractor of 2D NS-α model.
Taking the inner product with ϕ in H of the first equation of (2.7), we obtain
∂t |ϕ|2 + 2ν|∇ϕ|2 = 2(rotf , ϕ)
= 2(f , rotϕ)
≤ 2‖f ‖V ′‖ϕ‖
= 2‖f ‖V ′ |∇ϕ|
≤ ν|∇ϕ|2 + ν−1‖f ‖2V ′ .
Using the Poincaré and Gronwall inequalities and integrating with respect to t , we find
∂t |ϕ|2 + λ1|ϕ|2ν ≤ ν−1‖f ‖2V ′ ,
that is
∂t |ϕ|2 + λ|ϕ|2 ≤ ν−1‖f ‖2V ′ , (2.8)
where λ = νλ1, and λ1 is the first eigenvalue of Awith space-periodic boundary conditions.
Hence, we have the following inequality:
|ϕ(t)|2 ≤ |ϕ(τ)|2 exp−νλ1(t−τ)+ν−1(1+ (νλ1)−1)‖f ‖2L2b . (2.9)
Integrating (2.8) over [τ , t], we have
|ϕ(t)|2 + ν
∫ t
τ
‖ϕ‖2ds ≤ |ϕ(τ)|2 + ν−1
∫ t
τ
‖f ‖2V ′ds. (2.10)
Let ρ2 = 2ν−1(1+ (νλ1)−1)‖f0‖2L2b . Then from (2.9) we derive that
B := {u ∈ H| |u| ≤ ρ} (2.11)
is a bounded uniformly (w.r.t. f ∈ Hw(f0)) absorbing set of the family of process {Uf (t, τ )}, i.e., for any τ ∈ R and bounded
set B1, there exists T0 = T0(τ , B1) > τ such that⋃
f∈Hw(f0)
Uf (t, τ )B1 ⊂ B, ∀ t ≥ T0. (2.12)
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At the same time, (2.10) implies that, for any t2 > t1 ≥ T0,
ν
∫ t2
t1
‖ϕ(s)‖2ds ≤ 2
ν
(1+ (νλ1)−1)‖f0‖2L2b +
1
ν
∫ t2
t1
‖f0‖2V ′ds
≤ C(ν, τ , λ1, B1, ‖f0‖L2b ). (2.13)
From Eq. (2.7), we know that
ϕ′ = rotf (t)+ ν∆ϕ − J((∆− α2∆2)−1ϕ, ϕ).
Since the operator∆ is an isometry between V and V ′, we obtain
‖ϕ′(t)‖V ′ ≤ ‖rotf (t)‖V ′ + ν‖∆ϕ‖V ′ + ‖J((∆− α2∆2)−1ϕ, ϕ)‖V ′
= ‖rotf (t)‖V ′ + ν‖ϕ‖ + ‖n×∇[(∆− α2∆2)−1ϕ]∇ϕ‖V ′
≤ ‖rotf (t)‖V ′ + ν‖ϕ‖ + 1
λ1
|n×∇[(∆− α2∆2)−1ϕ]∇ϕ|
≤ ‖rotf (t)‖V ′ + ν‖ϕ‖ + 1
λ1
‖∇[(∆− α2∆2)−1ϕ]‖L4‖∇ϕ‖L4
≤ ‖rotf (t)‖V ′ + ν‖ϕ‖ + 1
λ1
c(γ )‖∇ϕ‖L4‖ϕ‖L4
≤ ‖rotf (t)‖V ′ + ν‖ϕ‖ + 1
λ1
c(γ )c21 |∇ϕ||ϕ|
1
2 |∆ϕ| 12 , (2.14)
where we used the well-known inequality
‖v‖L4(Ω) ≤ c1‖v‖
1
2
L2(Ω)
‖∇v‖ 12
L2(Ω)
, c1 = 2 14 (2.15)
and c2(γ ) = 12pi
∑
k∈z20
1
k2(1+γ 2k2)2 (see also [12]).
In order to prove the boundedness of |∆ϕ|, we take the inner product by−∆ϕ, then we have
1
2
∂t‖ϕ‖2 + ν2 |∆ϕ|
2 + (J((∆− α2∆2)−1ϕ, ϕ),−∆ϕ) ≤ 1
2ν
‖f ‖2V ′ ,
that is,
∂t‖ϕ‖2 + ν|∆ϕ|2 + 2(J((∆− α2∆2)−1ϕ, ϕ),−∆ϕ) ≤ 1
ν
‖f ‖2V ′ . (2.16)
Integrating (2.16) from τ to t , we obtain that
‖ϕ(t)‖2 + ν
∫ t
τ
|∆ϕ|2ds+ 2
∫ t
τ
(J((∆− α2∆2)−1ϕ, ϕ),−∆ϕ)ds ≤ 1
ν
∫ t
τ
‖f ‖2V ′ds+ ‖ϕ(τ)‖2.
Hence,
ν
∫ t
τ
|∆ϕ|2ds ≤ 2
λ1
∫ t
τ
c21c(γ )|∇ϕ||ϕ|
1
2 |∆ϕ| 12 ds+ 1
ν
∫ t
τ
‖f ‖2V ′ds+ ‖ϕ(τ)‖2.
By using (2.15), we obtain
ν
∫ t
τ
|∆ϕ|2ds ≤ 2
λ1
c21c(γ )
∫ t
τ
|∇ϕ||ϕ| 12 |∆ϕ| 12 ds+ 1
ν
∫ t
τ
‖f ‖2V ′ds+ ‖ϕ(τ)‖2
≤ 2
λ1
c3c21c(γ )
∫ t
τ
|∆ϕ| 12 ds+ 1
ν
∫ t
τ
‖f ‖2V ′ds+ ‖ϕ(τ)‖2
≤ 1
2
c3c21c(γ )
∫ t
τ
|∆ϕ|2ds+ 1
ν
∫ t
τ
(νc2 + ‖f ‖2V ′)ds+ ‖ϕ(τ)‖2.
Hence, we have∫ t
τ
|∆ϕ|2ds ≤ 1
ν − 12 c21c(γ )c3
(
1
ν
∫ t
τ
(νc2 + ‖f ‖2V ′)ds+ ‖ϕ(τ)‖2
)
, (2.17)
where ν > 12 c
2
1c(γ )c3. From (2.14) and (2.17), we have∫ t
τ
‖ϕ′(t)‖2V ′ds ≤ c4
(∫ t
τ
(c5 + ‖f0‖2V ′)ds+
∫ t
τ
‖ϕ‖2ds+
∫ t
τ
|∆ϕ|2ds
)
. (2.18)
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From (2.13), we obtain∫ t2
t1
‖ϕ′(s)‖2V ′ds ≤ C(ν, τ , λ1, B1, ‖f0‖L2b ). (2.19)
From (2.13) and (2.19), we obtain respectively that
Bα[t1, t2] = {ϕα(t) | ϕα(t) = Uαf (t, τ )ϕτ , ϕτ ∈ H, f ∈ Hw(f0), t ∈ [t1, t2]}
is bounded in L2(t1, t2; V ) and {ϕα′(t) | ϕα ∈ Bα[t1, t2]} is bounded in L2(t1, t2; V ′). By the compact embedding theorem,
we know that Bα[t1, t2] is precompact in L2(t1, t2;H).
We consider two symbols f1 and f2 and the corresponding solution ϕα1 and ϕ
α
2 of problem (2.7) with initial data ϕ
α
1τ and
ϕα2τ , respectively. Denotew(t) = ϕα1 (t)− ϕα2 (t) = Uαf1(t, τ )ϕα1τ − Uαf2(t, τ )ϕα2τ , q = f1 − f2.
Thusw(t) satisfies the following equation
∂tw − ν∆w − J((∆− α2∆2)−1ϕα1 , ϕα1 )− J((∆− α2∆2)−1ϕα2 , ϕα2 ) = rotq, (2.20)
i.e.
∂tw − ν∆w − J((∆− α2∆2)−1w,w) = rotq. (2.21)
Taking inner product withw in H , we obtain
1
2
d
dt
|w|2 + ν‖w‖2 = (rotq, w) ≤ ‖q‖V ′‖w‖
i.e.
d
dt
|w|2 + 2ν‖w‖2 ≤ 2‖q‖V ′‖w‖
≤ ν‖w‖2 + 1
ν
‖q‖2V ′ .
By using the Poincaré inequality,
d
dt
|w|2 ≤ −νλ1|w|2 + 1
ν
‖q‖2V ′ . (2.22)
Hence,
|w(t)|2 ≤
(
|w(τ)|2 +
∫ t
τ
1
ν
‖q‖2V ′ds
)
exp
(∫ t
τ
νλ1ds
)
, (2.23)
where
∫ t
τ
νλ1ds ≤ C1, C1 = C1(t − τ , ν, λ1), then
|ϕα1 (t)− ϕα2 (t)|2 ≤
(
|ϕα1τ − ϕα2τ |2 +
1
ν
‖f1 − f2‖2V ′
)
exp C1. (2.24)
The following definition is well known from [19,20].
Definition 2.4. A function ϕ is said to be normal in E if ϕ ∈ L2loc(R; E ) and for any ε > 0, there exists η > 0 such that
sup
t∈R
∫ t+η
t
‖ϕ(s)‖2Eds ≤ ε.
We denote by L2n(R; E ) the set of all normal functions in L2loc(R; E ). Obviously, L2n(R; E ) ⊂ L2b(R; E ).
In order to obtain the structure of the uniform attractors of 2D NS-α model, we need the following proposition [17,21].
Proposition 2.5. Assume that ϕ0n ⇀ ϕ0 weakly in H and fn ⇀ f0 weakly in L2loc(R; V ′), then for any fixed t ≥ τ , τ ∈ R,
Uαfn(t, τ )ϕ0n → Uαf0(t, τ )ϕ0, in H.
By Proposition given above, one can easily be obtain the following corollary:
Corollary 2.6. For any t ≥ τ , τ ∈ R, the mapping (u, f ) 7→ Uf (t, τ )u is weakly continuous from E × Σ to E , where E is a
Banach space.
According to Corollaries 2.3 and 2.6 and the process of computation and reduction given above, we can obtain:
Theorem 2.7. Under the above assumptions, if the family of process {Uαf (t, τ )}, f ∈ Σ has a bounded uniformly (w.r.t. f ∈ Σ)
absorbing set and is uniformly (w.r.t. f ∈ Σ)ω-limit compact, then it possesses a compact uniformly (w.r.t. f ∈ Σ) attractor A αΣ .
Furthermore, A αΣ =
⋃
f∈Σ K
α
f (s), ∀s ∈ R.
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HereK αf (s) = {ϕα(s) | ϕα ∈ K αf } ⊂ E is the section at t = s of kernel
K αf = {ϕα(·) | Uαf (t, τ )ϕτ = ϕα(t), dist(ϕα(t), ϕα(0)) ≤ Cαϕ ,∀t ≥ τ , τ ∈ R}
of the process {Uαf (t, τ )} with symbol f ∈ Σ . Moreover,K αf (s) is nonempty for all f ∈ Σ .
Theorem 2.8. If f0 ∈ L2n(R; V ′), then the three families of processes {Uαf , f ∈ H0(f0), f ∈ Hs(f0), f ∈ Hw(f0)}, associated to
Eq. (2.7) with external force f0 possesses, respectively, three uniform (w.r.t. f ∈ H0(f0), f ∈ Hs(f0), f ∈ Hw(f0), respectively)
attractorsA αH0(f0),A
α
Hs(f0)
andA αHw(f0) in H which coincidewith the uniform (w.r.t. τ ∈ R) attractor A α0 of the process {Uαf0(t, τ )}
and satisfy
A α0 = A αH0(f0) = A αHw (f0) = A αHs(f0) =
⋃
f∈H0(f0)
K αf (s), ∀s ∈ R.
If α = 0, the detailed proof of both Theorems 2.7 and 2.8 can be found in [20,21]. For 2D NS-α model, the proof of
Theorems 2.7 and 2.8 is similar to the case α = 0, we omit the details. In both Theorems 2.7 and 2.8, if we choose α = 0, one
can easily obtain the structure of the 2D NS system, which is the conclusion of [21]. Therefore, the result obtained in [21] is
a particular case of 2D NS-α system discussed here.
3. The 2D NS-αmodel and its relation to the 2D NS system
Wehave proved estimates (2.9), (2.13) and (2.18) hold for the solution of systemEq. (2.7). Becauseϕ = ∆ψ−α2∆2ψ , the
same estimates hold for the function∆ψ and this estimate does not depend on α. From the relation of u and ϕ, combining
Poincaré inequality, we can reduce that |u|2 ≤ c5|ϕ|2. Then u has the same properties.
Proposition 3.1. Let a sequence of functions ϕαn(t) ∈ K αnf (t), n ∈ N, satisfying the following conditions:
1. αn → 0+ as n→∞,
2. ϕαn(·) ⇀ ϕ(·) in the topology H as n→∞.
Then ϕ(·) is a weak solution of the 2D NS system. Moreover, ϕ ∈ Kf .
Proof. We first show that ϕ(·) is a weak solution of the 2D NS system on Rτ = [τ ,+∞). To this end, suppose that function
ϕαn(·) satisfies the following equation
∂tϕ
αn − ν∆ϕαn + J((∆− α2∆2)−1ϕαn , ϕαn) = rotf (x, t)
in V ′.
According to (2.9), we have
|ϕαn(t)|2 ≤ |ϕαn(τ )|2 exp−νλ1(t−τ)+ν−1(1+ (νλ1)−1)‖f ‖2L2b . (3.1)
Hence, choosing a sequence {ϕαn(t)} of H , (if necessary we will renew choosing subindex) satisfies
ϕαn(t) ⇀ ϕ(t) as n→∞. (3.2)
From Eq. (2.19), we obtain that ϕ
′αn(t) ⇀ ϕ′(t) as n→∞ in D ′(0,M; V ′), we recall that ν∆ϕαn(t) ⇀ ν∆ϕ(t) as n→∞.
So, in order to establish the equality
∂tϕ − ν∆ϕ + J((∆− α2∆2)−1ϕ, ϕ) = rotf (x, t), (3.3)
we only need to prove that
J((∆− α2∆2)−1ϕαn , ϕαn) ⇀ J((∆−1ϕ, ϕ)) in V ′. (3.4)
It is easy to show that
∆ψαn ⇀ ϕ in L2loc(Rτ ; V ). (3.5)
Indeed, the function∆ψαn(·) satisfies the equation
ϕαn = ∆ψαn − α2n∆2ψαn . (3.6)
Recall that {∆ψαn(·)} is bounded in L2loc(Rτ ; V ). Then, passing to a subsequence, we may assume that {∆ψαn(·)} converges
to a functionw(·)weakly in L2loc(Rτ ; V ), i.e.
∆ψαn(·) ⇀ w(·) as n→∞. (3.7)
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Then the sequence
∆2ψαn(·) ⇀ ∆w(·) in L2loc(Rτ ; V ′) as n→∞ (3.8)
and, therefore, α2n∆
2ψαn(·) ⇀ 0 in L2loc(Rτ ; V ′).
For (3.6), by passing to the limit, we have
w = w − lim
n→∞ϕ
αn = w lim
n→∞∆ψ
αn = ϕ. (3.9)
Consequently, (3.6) and (3.7) imply (3.5).
The following purpose is to prove J(ψαn , ϕαn) ⇀ J(ψ, ϕ)which is equivalent to
∂1ψ
αn∂2ϕ
αn − ∂2ψαn∂1ϕαn ⇀ ∂1ψ∂2ϕ − ∂2ψ∂1ϕ. (3.10)
Notice that the sequences {ϕαn(·)} and {∆ψαn(·)} are bounded in L2loc(Rτ ; V ) and (2.14).
By using the Aubin compactness theorem (see [24]) implies that, passing to a subsequence, we may assume that both
{ϕαn(·)} and {∆ψαn(·)} converge to ϕ(·) strongly in L2loc(Rτ ;H). Notice that L2loc(Rτ ;H) ⊆ L2(T 2×]0,M[)2 and, therefore,
we may assume that
ϕαn(x, t)→ ϕ(x, t), ∆ψαn(x, t)→ ϕ(x, t) (3.11)
for a.e. (x, t) ∈ T 2×]0,M[.
From (3.11), we conclude that
ϕαn ·∆ψαn → ϕ2(x, t), for a.e. (x, t) ∈ T 2×]0,M[. (3.12)
We obtain from (2.9) thatϕαn ·(∆−α2n∆2)ψαn is bounded in L2loc(Rτ ;H). Moreover, in L2loc(T 2×]0,M[)2. Applying the known
key lemma from [7] (Chapter 2, Lemma 1.2), we conclude that
ϕαn ·∆ψαn ⇀ ϕ2 as n→∞ in L2loc(T 2×]0,M[)2 and L2loc(Rτ ;H). (3.13)
For anyw(t) ∈ C∞c (0,M;H), by (3.13), and assume that
∆ψαn ⇀ ∆ψ = ϕ (3.14)
then ∫ M
0
ϕαn ·∆ψαn · wds→
∫ M
0
ϕ ·∆ψ · wds. (3.15)
Integrating by part for the formula above, we have
−
∫ M
0
∇ϕαn · ∇ψαn · wds+
∫ M
0
ψαn · ∇ψαn · ∇wds→
−
∫ M
0
∇ϕ · ∇ψ · wds+
∫ M
0
ψ · ∇ψ · ∇wds. (3.16)
In fact, ultimating (3.14), for the same test functionw(t), we have∫ M
0
∆ψαn · wds→
∫ M
0
∆ψ · wds in L2(0,M;H),
i.e. ∫ M
0
∇ψαn · ∇wds→
∫ M
0
∇ψ · ∇wds in L2(0,M;H). (3.17)
However,∣∣∣∣∫ M
0
(ϕαn · ∇ψαn∇w − ϕ · ∇ψ · ∇w)ds
∣∣∣∣
=
∣∣∣∣∫ M
0
ϕαn · (∇ψαn · ∇w −∇ψ · ∇w)+ (ϕαn − ϕ) · ∇ψ · ∇wds
∣∣∣∣
≤
∫ M
0
|ϕαn‖∇ψαn · ∇w −∇ψ · ∇w| + |ϕαn − ϕ‖∇ψ · ∇w|ds→ 0
where we conclude from the fact that {ϕαn} and ∇ψ · ∇w are bounded, respectively.
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Thus,∫ M
0
ϕαn · ∇ψαn · ∇wds→
∫ M
0
ϕ · ∇ψ · ∇wds. (3.18)
Combining (3.16) and (3.18) we obtain that∫ M
0
∇ϕαn · ∇ψαn · wds→
∫ M
0
∇ϕ · ∇ψ · wds, (3.19)
which implies that
∂1ψ
αn∂2ϕ
αn − ∂2ψαn∂1ϕαn ⇀ ∂1ψ∂2ϕ − ∂2ψ∂1ϕ.
Hence, J(ψαn , ϕαn) ⇀ J(ψ, ϕ). We completed the proof. 
From the relations of {uαn} and {ϕαn}we know that |uαn − u|2 ≤ c|ϕαn − ϕ|2. Therefore, un ⇀ u in H .
Finally, we obtain the main results as follows:
Theorem 3.2. Suppose that A αΣ =
⋃
f∈Σ K
α
f (s),∀s ∈ R, 0 ≤ α ≤ 1 is the uniform attractor of 2D NS-α model (2.7) and
AΣ =⋃f∈Σ Kf (s) is the uniform attractor of 2D NS system, then we haveA αΣ converges toAΣ in the topology of H as α→ 0+,
that is, dist(A αΣ ,AΣ ) < ε, where dist(A, B) is the Hausdorff semidistance of two sets A and B
dist(A, B) = sup
x∈A
inf
y∈B ‖x− y‖H .
Proof. We proceed with contradictionmethod.We only need to prove that there exists a neighborhood (inH) O(AΣ ) of the
set AΣ and sequence αn → 0+ as n→∞ such that
A
αn
Σ 6⊆ O(AΣ ). (3.20)
In fact, for each n ∈ N,we can extract an element ϕαn(·)which belongs to A αnΣ , such that ϕαn(·) not belongs to O(AΣ ).
Notice that ϕαn(·) is a solution of 2D NS-α model. Take into account {ϕαn(·)} is weakly compact in H . Choose a
subsequence {nl} ⊂ {n} such that {ϕαnl } converges weakly in H . Then, using the standard Cantor diagonal procedure, we
can deduce a function ϕ(s), s ∈ R, and a sequence {n′l} such that ϕn′l (·)→ ϕ(·)weakly in H as n→∞.
From Proposition 3.1, we have ϕ(·) is a weak solution of the 2D NS system, i.e. ϕ(·) ∈ AΣ , then ϕn′l (·) ∈ O(ϕ(·)) ⊆
O(AΣ ). This contradicts with (3.20). 
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