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REGULARIZATION OF MULTIPLICATIVE SDES
THROUGH ADDITIVE NOISE
LUCIO GALEATI AND FABIAN A. HARANG
Abstract. We investigate the regularizing effect of certain additive continuous perturba-
tions on SDEs with multiplicative fractional Brownian motion (fBm). Traditionally, a Lip-
schitz requirement on the drift and diffusion coefficients is imposed to ensure existence and
uniqueness of the SDE. We show that suitable perturbations restore existence, uniqueness
and regularity of the flow for the resulting equation, even when both the drift and the dif-
fusion coefficients are distributional, thus extending the program of regularization by noise
to the case of multiplicative SDEs. Our method relies on a combination of the non-linear
Young formalism developed by Catellier and Gubinelli [8], and stochastic averaging estimates
recently obtained by Hairer and Li [20].
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1. Introduction
In this paper we deal with multidimensional stochastic differential equations of the form
dxt = b1(t, xt) dt+ b2(t, xt) dβt + dwt, x0 ∈ Rd, (1.1)
where β is a fractional Brownian motion with Hurst parameter H > 1/2 and w is a deter-
ministic continuous path. Specifically, we are interested in understanding how the additive
perturbation affects the SDE, by identifying analytic conditions on w which ensure wellposed-
ness for (1.1) even when it fails for w ≡ 0, in the style of regularisation by noise phenomena.
Let us first provide a short account of the main known results for (1.1) with w ≡ 0. Since
H > 1/2, the SDE is pathwise meaningful either in the sense of Young integrals or fractional
Key words and phrases. stochastic differential equations, regularization by noise, multiplicative noise, Young
integration, rough path theory.
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calculus; for b1 and b2 sufficiently smooth, existence of a unique solution is classical, see e.g.
[31, 15], as well as [5, Appendix D] for a general survey. Sharp conditions for wellposedness,
in the form of Osgood-type regularity for b1 and b2, are given in [35], generalizing to the case
H > 1/2 the results from [36, 33] for H = 1/2; this includes the case of b1 and b2 Lipschitz. If
d = 1 and b2 ≡ 1, the authors in [29] establish pathwise uniqueness for b1 satisfying suitable
Hölder regularity. This result can be extended to a broader class of non-degenerate diffusion
coefficients b2 by means of a Doss-Sussman transformation, in the style of [2]. Recently, [23]
investigated the case b1 ≡ 0 and b2 non-degenerate of bounded variation; however, the con-
ditions included therein for wellposedness are fairly specific and require verification for each
choice of b2.
None of the results mentioned above includes the case of general Hölder continuous diffusion
b2 and smooth drift b1. This is not due to technical limitations of the proofs; in fact, uniqueness
does in general not hold. To see this, let d = 1 and consider y solution to the ODE y˙t = f(yt)
with y0 = 0, and define the process xt := y(βt). Under the assumption that f is α-Hölder
with H(1 + α) > 1, Young chain rule shows that x satisfies the SDE
dxt = f(xt)dβt, x0 = 0.
As a consequence, to any solution of the ODE we can associate a solution of the SDE; if
uniqueness fails for the first, it will also fail for latter. For instance we can take
f(z) =
1
1− α |z|
α, y1t = 0, y
2
t = t
1
1−α ,
which implies that x1t = 0 and x
2
t = (βt)
1/(1−α) are two different solutions starting from 0 to
the same SDE; the above procedure actually allows to construct infinitely many of them.
Therefore the wellposedness theory for SDEs driven by fBm with H > 1/2 can not be better
than the one for classical ODEs. At the same time, since existence of solutions is granted by
compactness arguments under mild regularity assumptions on b1 and b2, it is reasonable to
ask whether, among the many mathematical solutions, some are more meaningful than others.
If the SDE models a physically observed phenomenon, then its solutions intuitively should be
stable under very small perturbations. In this sense, establishing uniqueness for (1.1) with
very small, nontrivial w, can be seen as the first step in this context of the more general
program on vanishing noise selection of solutions outlined in [13].
Investigations on wellposedness of the SDE (1.1) with w sampled as a stochastic process
date back to the pioneering work of Zvonkin [37] and the literature on the topic has grown ex-
tensively, see e.g. [34, 25, 14, 28, 4] and the review [13]. However, to the best of our knowledge,
only the case b2 ≡ 0 has been treated so far; the presence of a diffusion term, combined with
the fact that in the regime H > 1/2 many classical probabilistic tools (martingale problems,
Markov processes and generators) are not available, creates new difficulties and different sets
of idea must be introduced.
Our approach to the problem follows the ideas introduced in [8], where analytic conditions
on w which imply well-posedness for (1.1) with b2 ≡ 0 and possibly distributional drift b1 are
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identified. In recent years, this analytic approach to regularization by noise phenomena has
been considerably expanded, see [16, 22, 21].
From now on, in order not to hinder the main contributions of this work with technical
details, we will focus for simplicity on the addtively perturbed SDE (in integral form)
xt = x0 +
∫ t
0
b(xs) dβs + wt (1.2)
namely with b1 ≡ 0 and b2 not depending on time, but being possibly distributional. Indeed
(1.2) presents the same main difficulties and, once they are properly understood, generalising
the results to (1.1) is almost straightforward, as will be shown in Section 5.
Our main strategy is based on readapting the non-linear Young formalism introduced in [8]
in this setting. Given a solution x to (1.2), θ := x− w formally solves
θt = θ0 +
∫ t
0
b(θs + ws) dβs. (1.3)
If both b and w are sufficiently regular, then equation (1.3) can be reinterpreted as a nonlinear
Young differential equation (nonlinear YDE for short) of the form
θt = θ0 +
∫ t
0
Γwb(ds, θs), (1.4)
where we denote by Γwb the multiplicative averaged field, formally defined as
Γwb(t, y) =
∫ t
0
b(y + wr) dβr, t ∈ [0, T ], y ∈ Rd. (1.5)
It plays in this context the same role as the classical averaged field Twb from [8], given by
Twb(t, y) =
∫ t
0
b(y + wr) dr, t ∈ [0, T ], y ∈ Rd.
We can then define x to be a solution to (1.2) by imposing the ansatz x = w + θ, with θ
solution to (1.4); in this way we can give meaning to (1.2) for less regular choices of b and w,
assuming we are able to prove the required regularity for Γwb. Existence and uniqueness of x
then reduces to that of θ, which in turn follows from the abstract theory of non-linear YDEs
(see Section 2.2 for a recap) applied to the random field Γwb.
There are however some major problems in achieving the program outlined above, compared
to the case of perturbed ODEs treated in [8]. Indeed, the classical averaged field Twb is by
now a well understood object, which is always analytically well defined as a distribution.
Moreover, many stochastic estimates are available for Twb when w is sampled as suitable
stochastic processes, see Section 2.1 for an overview. In contrast, in order to define the integral
appearing in (1.5) as a Young integral, we need at least to require w to be δ-Hölder continuous
with H+ δ > 1; without this assumption, it is unclear how to interpret neither (1.2) nor (1.5),
even when b is a smooth function. At the same time, it is now clear from [8, 16, 22] that a
strong regularisation effect is expected to hold for especially rough w, i.e. for very small values
of δ, thus making the requirement H + δ > 1 too restrictive.
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In order to overcome this difficulty, we must invoke recently developed stochastic estimates
by Hairer and Li [20], regarding Wiener integrals of the form∫ t
0
fs dβs
with β fBm with H > 1/2 and f : [0, T ] → R possibly distributional. Remarkably, this not
only allows to define Γwb as a random field, but also relates its space-time Hölder regularity
to that of Twb, with no restrictions on the value δ ∈ (0, 1). With this tool at hand, we can
then apply the already existing results for Twb in order to define Γwb and solve the associated
equation (1.4).
Our approach presents several nice features: it identifies sufficient analytic conditions for w
to regularise the SDE, in the form of regularity requirements for Twb; it provides a pathwise
solution concept for (1.2) in terms of equation (1.4), which should be regarded as a random
nonlinear YDE rather than an SDE; no adaptedness requirements are needed to guarantee
uniqueness; finally, the existence of an associated Lipschitz flow is a direct consequence of the
nonlinear YDE theory.
1.1. Main results. In all the next statements, whenever referring to a fractional Brownian
motion β of parameter H, we will consider it to be the canonical process on (Ω,F , µH), where
Ω = C([0, T ];Rm), µH is the fBm law on Ω and F is the completion of the B(C([0, T ];Rm))
w.r.t. µH ; the process β = {βt}t∈[0,T ] is given by βt(ω) = ω(t). However, as will be discussed,
the concept of path-by-path wellposedness only depends on the law µH , therefore the results
automatically carry over to any other probability space (Ω,F ,P) on which an fBm of param-
eter H > 1/2 is defined. We will frequently refer to the averaged fields Twb and Γwb, formally
given above and rigorously defined in Sections 2 and 3 respectively.
The following statement summarizes our main findings.
Theorem 1. Let H ∈ (1/2, 1), b ∈ D(Rd) and w a deterministic path such that
Twb ∈ Cγt C2x for some γ ∈
(
3
2
−H, 1
)
; (1.6)
then path-by-path wellposedness holds for the SDE
dxt = b(xt)dβt + dwt.
In particular, for any x0 ∈ Rd, any two pathwise solutions defined on (Ω,F ,P) starting from
x0 are indistinguishable. Moreover, solutions are adapted to the filtration generated by β and
they form a random C1x,loc flow; specifically, the unique solution starting at x0 is given by
xt(ω) = wt + I(Γwb(ω))(t, x0 −w0) (1.7)
where I(Γwb) is another random C1x,loc flow.
For the definitions of pathwise solution and path-by-path wellposedness, we refer to Sec-
tion 4.3. Let us mention that pathwise solutions need not to be adapted, which is instead a
consequence of Theorem 1; this is a non trivial fact, as there are SDEs for which path-by-path
uniqueness holds but there exist no adapted solutions, see [32].
A rigorous construction of the random field ω 7→ Γw(ω), together with its space-time reg-
ularity, is presented in Section 3. The notation I(Γwb(ω)) is not by chance: as shown in
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Corollary 20, it’s possible to define a map continuous I(·) which maps drifts of prescribed reg-
ularity into flows. Therefore equation (1.7) implies that the solution map admits the following
decomposition:
ω 7→ Γwb(ω) 7→ I(Γwb(ω)) 7→ x(ω)
where the first map is measurable, but the other ones are continuous; this is in a nice analogy
with the classical decomposition of the Itô-Lyons map from rough path theory.
A justification of our interpretation of the SDE in terms of a nonlinear YDE related to Γwb
comes from the next statement.
Proposition 2. Let H ∈ (1/2), b, w, β as above. Then:
i. If b and w are regular, then any pathwise solution to the SDE
xt(ω) = x0 +
∫ t
0
b(xs(ω))dβs(ω) + wt,
where the integral is interpreted in the Young sense, is also a pathwise solution in the
sense of Definition 39.
ii. If condition (1.6) holds, then it’s possible to find sequences (bn, wn) of regular coeffi-
cients such that (bn, wn)→ (b, w) and the associated pathwise solutions xn converge in
probability to the unique pathwise solution x given by Theorem 1.
iii. More generally, if condition (1.6) holds, for any sequence of regular coefficients (bn, wn)→
(b, w) such that
Tw
n
bn is Cauchy in Cγt C
2
x for some γ ∈
(
3
2
−H, 1
)
the associated pathwise solutions xn converge in probability to x.
We have left some of the details of Proposition 2 (the exact regularity, the notions of con-
vergence, etc.) vague on purpose, as it should be regarded as some kind of meta theorem or
general principle; more details will be given in the proof in Section 4.4.
Let us stress that condition (bn, wn)→ (b, w) alone is not enough to deduce xn → x! Indeed,
if we mollify the path w first, then its irregularity and its regularising effect on equation (mea-
sured by the regularity of Twb) are completely lost; in order to build approximations schemes,
one needs to first approximate b by a more regular version bn and only then approximate Twbn
by Tw
n
bn, so that at each step the regularity of the averaged field is preserved.
Direct-to-check conditions on the regularity of Twb, as well as higher regularity for the flow,
are given by the next statement.
Theorem 3. Let b ∈ Cαx , α ∈ R, w be such that Twb ∈ C1/2t Cα+νx for ν > 0 satisfying
α+ ν(2H − 1) > 2. (1.8)
Then the hypothesis of Theorem 1 are met. If in addition Twb ∈ C1/2t Cα+νx with
α+ ν(2H − 1) > n+ 1, (1.9)
then the random flow associated to the SDE is Cnx,loc.
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If both the diffusion coefficient b and the perturbation w are sufficiently regular to give
meaning to the SDE as a classical Young differential equation, but not to establish its unique-
ness, we can exploit the double formulation of the problem, as a Young SDE and a nonlinear
YDE, to establish uniqueness under weaker regularity for Twb than that of Theorem 3. How-
ever, this comes at the price of prescribing some Hölder regularity for w, which might limit its
regularising effect.
Theorem 4. Let β as above, b ∈ Cαx for some α ∈ (0, 1) and w ∈ Cδt a deterministic path
with H + αδ > 1; suppose that Twb ∈ C1/2t Cα+νx for some ν > 0 satisfying
α+ ν(2H − 1) > 1 + 1
2H
. (1.10)
Then for µH-a.e. ω the following holds: for every x0 ∈ Rd there exists a unique solution to
xt = x0 +
∫ t
0
b(xs)dβs(ω) + wt
in the class x ∈ (w + CH−t ) ∩ Cδt , where the above integral is meaningful in the Young sense.
The proofs of Theorems 1-4 will be presented in Section 4.4; observe that they only rely on
the analytical regularity of Twb, where w is a deterministic continuous path. There is plenty
of choice for w, as the next statements show.
Corollary 5. Let w be sampled as an fBm of parameter δ ∈ (0, 1), b be a compactly supported
distribution of regularity Cαx , α ∈ R, such that
α > 2− 1
δ
(
H − 1
2
)
. (1.11)
Then almost every realisation of w satisfies condition (1.8). If in addition
α > n+ 1− 1
δ
(
H − 1
2
)
, (1.12)
then almost every realisation satisfies condition (1.9). Moreover, under (1.11) (resp. (1.12)),
generic w ∈ Cδt satisfy (1.8) (resp. (1.9)), genericity being understood in the sense of preva-
lence. Finally, if w is sampled as either a p − log-Brownian motion or an infinite series of
fBms (see Section 4 from [22]), then any choice of α ∈ R and n ∈ N is allowed and we can
drop the assumption of compact support on b ∈ Cαx .
Proof. The case of w sampled as an fBm follows from the results from [16], see for instance
Remark 7 or Section 3.3 more in general; indeed for b as above, almost every realisation of w
satisfies
Twb ∈ C
1
2
t C
α+ν
x ∀ ν <
1
2δ
.
Under condition (1.11), it’s possible to find ε > 0 small enough such that ν = 1/(2δ) − ε
satisfies (1.8); similarly under condition (1.12), we can choose ν = 1/(2δ) − ε so that (1.9)
holds. The conclusion follows from an application of Theorem 3. The statement for generic
w ∈ Cδt follows from the exact same reasoning, only applying Theorem 2 from [16] instead.
The last statement follows from the fact that these processes are infinitely regularising (see
Section 4 from [22] for more details), so that Twb ∈ Cαt Cnx for all α ∈ (0, 1) and n ∈ N. 
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Remark 6. The result shows that the introduction of a suitable perturbation w allows to
give meaning and solve the SDE with arbitrarily irregular distributional drift b; moreover the
associated flow of solutions can become arbitrarily regular in space.
Corollary 7. Let w be sampled as an fBm of parameter δ ∈ (0, 1) such that δ +H < 1 and b
be a compactly supported distribution of regularity Cαx such that
α > max
{
1−H
δ
, 1 +
1
2H
− 1
δ
(
H − 1
2
)}
. (1.13)
Then almost every realisation of w satisfies the assumptions of Theorem 4. Moreover, un-
der (1.13), generic w ∈ Cδt satisfy (1.10), genericity being understood in the sense of preva-
lence.
Proof. The proof is analogue to that of Corollary 5, only relying on Theorem 4 instead. Under
condition 1.13, H + αδ > 1 and we can find ν = 1/(2δ) − ε with ε > 0 sufficiently small such
that (1.10) holds. The conclusion then follows from the results from [16] and Theorem 4. 
Remark 8. It can be checked that, in order for condition (1.13) to be satisfied for some α < 1,
it must be imposed H >
√
2/2. With a slight abuse, we can consider the fBm of parameter
H = 1 to be given by βt = Nt, where N is a standard normal (this is the only possible 1-self-
similar centered Gaussian process); observe that in the limit H ↑ 1 conditions (1.11), (1.13)
become respectively
α > 2− 1
2δ
, α > max
{
0,
3
2
− 1
2δ
}
which is consistent with the results from [8] with dβt replaced by dt.
1.2. Outline of the paper. In Section 2 we give a short overview of the existing theory
on classical averaged fields and non-linear Young integration. In Section 3 we investigate
the multiplicative averaged field, both from an analytic and probabilistic point of view, and
establish its space-time regularity. Section 4 deals with regularisation of SDEs by additive
perturbations; several theorems regarding existence and uniqueness are given, as well as a
discussion of the meaning of wellposedness of these random equations. Proofs of the main
results from Section 1.1 are given here. In Section 5, some elementary extensions of the
previous results are provided. We conclude in Section 6 with a discussion on open problems
and future directions.
1.3. Notation. Below is a list of frequently used notation and conventions:
• We denote by C∞c (Rd) the space of smooth compactly supported functions and by
D(Rd) its dual.
• Similarly, S(Rd) is the Schwartz space of rapidly decreasing functions on Rd, S ′(Rd)
its dual.
• Bαp,q denotes the classical in-homogeneous Besov spaces, for α ∈ R, p, q ∈ [1,∞].
• We write Cαx := Bα∞,∞(Rd); Cnb (R;Rn) is the space of bounded, n-times differentiable
maps with bounded derivatives up to order n. Their norms are denoted respectively
by ‖ · ‖α, ‖ · ‖Cn
b
.
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• Given a Banach space E, γ ∈ (0, 1), Cγt E = Cγ([0, T ];E) denotes the classical Hölder
space of E-valued functions; we equip it with the Hölder seminorm and norm
JfKγ,E :=
‖fs,t‖E
|t− s|γ , ‖f‖γ,E = ‖f(0)‖E + JfKγ,E,
where we use the increment notation fs,t := f(t)− f(s).
• Of particular interest will be the choices E = Rd, E = Cηx and E = Cη,λx , where Cη,λx
denotes a weighted Hölder space, see Definition 15; they define the spaces Cγt = C
γ
t R
d,
Cγt C
η
x and C
γ
t C
η,λ
x . Their norms will be denoted respectively by ‖ ·‖γ , ‖ ·‖γ,η , ‖ ·‖γ,η,λ.
• Whenever there is no possible ambiguity, we will keep using the shorthand notations
‖b‖α, ‖β‖H , JwKδ, ‖Twb‖γ,η, ‖Γwb‖γ,η,λ, etc.
• For z ∈ Rd, we define the translation operator τ acting on fields b : Rd → Rn by
τ zb = b(·+ z).
• Given a continuous path w, for any γ ∈ (0, 1), we set w + Cγt := {w + g, g ∈ Cγt }.
• We denote by BR the open ball in Rd centered at 0 with radius R > 0.
• Whenever a filtered probability space (Ω,F , {Ft},P) appears, it is always assumed
that F is P-complete and that {Ft} satisfies the usual assumptions. We denote by E
expectation with respect to P.
2. Preliminaries on averaging and nonlinear Young integration
2.1. Properties of classical averaged fields. The averaged field Twb is by now a well
studied object, see e.g. [16, 17, 22, 8]; there is however not a unique way to define it and,
depending on the situations, some definitions might be more practical than others. For self-
containedness, we provide here to the reader a brief overview of the topic, together with some
of its properties which will be handy for later analysis. We start with an analytical definition
of Twb.
Definition 9 (Averaging operator and averaged field). Let w : [0, T ] → Rd be a measurable
path and E be a separable Banach space, continuously embedded in S ′(Rd), on which trans-
lations act isometrically, i.e. ‖τvb‖E = ‖b‖E . We define the averaging operator Tw as the
continuous linear map from E to Lip([0, T ], E) given by
Twt b =
∫ t
0
τwsbds ∀ t ∈ [0, T ].
where the integral is meaningful in the Bochner sense. We will refer to Twb as an averaged
field.
If E →֒ C(Rd), then the above definition corresponds to the pointwise one given by
Twt b(x) =
∫ t
0
b(x+ ws) ds.
If in addition w is a continuous path, then it’s easy to check that Tw maps C∞c (R
d) continuously
into itself, allowing to define by duality Tw on D(Rd) by setting
〈Twϕ,ψ〉 := 〈ϕ, T−wψ〉 ∀ϕ ∈ D, ψ ∈ C∞c .
The main advantage of this definition is that it requires no underlying probability space and
already allows to deduce some basic properties of the operators Tw.
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Lemma 10. Let w and b be as in Definition 9. Then the following properties holds:
i. Averaging and spatial differentiation commute, i.e. ∂iT
wb = T∂ib for all i = 1, . . . , d.
ii. Averaging and spatial convolution commutes, i.e. for any K ∈ C∞c (Rd), the following
relation hold
K ∗ (Twb) = Tw(K ∗ b) = (TwK) ∗ b.
We omit the proof, which can be found in Section 3.1 from [16]. Let us mention that
Definition 9 is fairly elastic and allows to consider also time-dependent b; at the same time, its
main drawback is that it doesn’t allow to quantify the spatial regularity improvement of Twb,
compared to the original b, as an effect of the averaging procedure and the oscillatory nature
of w. Nevertheless, if Twb is known to be regular, it provides efficient ways to approximate it.
Lemma 11. Let b ∈ E for some E as above be such that Twb ∈ Cγt Cαx for some γ ∈ (0, 1] and
α > 0, (ρε)ε>0 be a family of standard mollifiers and define b
ε := ρε ∗ b. Then for any δ > 0,
Twbε → Twb in Cγ−δt Cα−δx as ε→ 0.
Proof. The lemma is a slight improvement of Lemma 4 from [16], the only difference being the
claim that Twbε → Twb in Cγ−δt Cα−δx globally instead of just locally. As in [16], thanks to the
properties of averaging it holds
‖Twbε‖γ,α = ‖ρε ∗ Twb‖γ,α ≤ ‖Twb‖γ,α ∀ ε > 0.
Moreover by properties of convolution, we have
sup
(t,x)∈[0,T ]×Rd
|(ρε ∗ Twb)(t, x) − Twb(t, x)| . εα‖Twb‖γ,α → 0 as ε→ 0
i.e. uniform convergence holds. Standard interpolation estimates between the convergence in
C([0, T ]× Rd) and the uniform bound in Cγt Cαx imply the conclusion. 
Another more probabilistic way to construct an averaged field is to consider a given distribu-
tion b ∈ S ′(Rd) and a continuous Rd-valued stochastic process (wt)t∈[0,T ] on a probability space
(Ω,F ,P). Typically in this setting the goal is to show that P-a.s. Twb is a well-defined, contin-
uous random field, even if the original b was not. We say that the process w is ρ-regularising
the distribution b ∈ Cαx if P-a.s. Twb ∈ Cγt Cα+ρx,loc for some γ > 1/2 and ρ > 0.
In this sense, Gubinelli and Catellier proved in [8] that if b ∈ Cαx and w is an fBm of
parameter H ∈ (0, 1), then w is ρ-regularising for any ρ < 1/(2H) (the results in [8] actually
also establish global estimates for Twb, which require the introduction of suitable weighted
Hölder norms similar to those in (3.8)). Their results have then been extended to other classes
of fields b, possibly of the form b ∈ LptCαx , in Section 7 from [26] and Section 3.3 from [16].
Thus choosing a fBm with H very small, the regularity of the associated averaged field Twb
gets better. As the techniques used to prove the regularity of Twb are a probabilistic nature,
the set of ω ∈ Ω for which Tw(ω)b has the desired regularity depends on the given b and cannot
in general be chosen to be the same for all possible b ∈ Cαx . At the same time, it provides
sharp estimates, which remarkably do not depend on the dimension of the ambient space Rd.
A third approach, which combines analytic and probabilistic techniques, is based on the
following observation: for any continuous path w, we have
Tws,tb(x) = b ∗ µ¯ws,t(x), (2.1)
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where the measure µ¯w denotes the reflection of the occupation measure µw, i.e. µ¯ws,t(A) :=
µs,t(−A) for any A ∈ B(Rd). The occupation measure µw associated to w is defined as
µt(A) = λ{s ≤ t|ws ∈ A}
for any Borel set A ⊂ Rd, where λ denotes the Lebesgue measure on [0, T ]. We say that
w admits a local time if µw is absolutely continuous w.r.t. the Lebesgue measure on Rd, in
which case the local time Lw is exactly the density of µw. Namely, it is the only non-negative
element of L1(Rd) such that
µt(A) =
∫
A
Lt(z) dz ∀ A ∈ B(Rd).
In this case Twb = b ∗ L¯wt where L¯t(x) := Lt(−x) and in order to show its regularity improve-
ment, it suffice to establish the joint space-time regularity of the map (t, x) 7→ Lwt (x). This
line of approach was first explored in [8], via the notion of ρ-irregularity; the study of the joint
space-time regularity of Lw is however a topic of independent interest which has received a lot
of attention, see [19] for a review.
It is shown in [22, Thm. 17] that if a Gaussian process w : [0, T ] × Ω → Rd satisfies the
following local nondeterminism condition for some ζ ∈ (0, 2)
inf
t>0
inf
s∈[0,t]
inf
z∈Rd; |z|=1
ztVar(wt|Fs)z
(t− s)ζ > 0,
then P-a.s. the local time Lw is contained in the space Cγt H
k for some
γ >
1
2
, k <
1
2ξ
− d
2
,
where Hk denotes the L2-based Sobolev space. This result, combined with the relation (2.1),
allows to establish a regularising effect for all possible b in a suitable class. Namely, if we
denote by Ω′ ⊂ Ω the set of full measure where Lw has the desired regularity, then by an
application of Young’s convolution inequality, we obtain that
‖Tw(ω)b‖
Cγt C
β+k
x
. ‖b‖Hβ‖Lw(ω)‖Cγt Hkx ∀ b ∈ H
β
x
for all ω ∈ Ω′. In this case the regularity improvement holds on a set of full probability which
is independent of the choice of b ∈ Hβ. We can view Tw as a (random) continuous linear
operator from Hβ to Cγt C
k+β
x ; in this sense we can call it an averaging operator.
The main drawback of this approach is that in general the regularity improvement will
depend heavily on the dimension d of the ambient space Rd; for instance if w is sampled as
a Brownian motion, then its local time Lw exists only for d = 1, making the reasoning not
applicable for d ≥ 2. On the other hand, the aforementioned results for the averaged field
Twb still provide a regularisation effect of order ρ ∼ 1. For this reason in this article we will
mostly refrain from considering the operator Tw, but rather only assume to be working with
an averaged field Twb of suitable regularity.
Let us finally mention that in the papers [16, 17], Gubinelli and one of the authors showed
that the regularity properties of Twb (resp. Lw) in fact hold for almost all continuous paths
(in the sense of prevalence), see Theorem 1 from [16]. This largely speaks to the generality
that is obtained through considerations of averaged fields in connection with ODEs, as in
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principle one does not impose any statistical assumption on the perturbation w. For instance,
the results from [16] can be combined with our results, Theorems 3 and 4, to deduce that
generic perturbations w regularise multiplicative SDEs driven by fBm,
2.2. Non-linear Young integration and equations. We recall in this section some of the
main results on the theory of abstract nonlinear Young differential equations, which is by now
a well understood topic, see [8, 24, 22, 16].
We start by introducing the class of vector fields A : [0, T ] × Rd → Rd we will work with;
from now on, whenever A appears, it will be implicitly assumed that A(0, x) = 0 for all x. We
also adopt the incremental notation As,t(x) = A(t, x)−A(s, x).
Definition 12. We say that f ∈ C(Rd;Rd) belongs to Cηx,loc for η ∈ (0, 1) if the following
quantities are finite for any R > 0:
JfKη,R := sup
x,y∈BR;x 6=y
|f(x)− f(y)|
|x− y|η , ‖f‖η,R := JfKη,R + supx∈BR
|f(x)|.
Given A ∈ C([0, T ] × Rd;Rd), we say that A ∈ Cγt Cηx,loc for γ, η ∈ (0, 1) if similarly, for any
R > 0, it holds
JAKγ,η,R := sup
0≤s<t≤T
JAs,tKη,R
|t− s|γ <∞, ‖A‖γ,η,R := sup0≤s<t≤T
‖As,t‖η,R
|t− s|γ <∞.
An → A in Cγt Cηx,loc if ‖An −A‖γ,η,R → 0 as n→∞ for any R ≥ 0; A ∈ Cγt Cn+ηx,loc if A admits
spatial derivatives up to order n and DkxA ∈ Cγt Cηx,loc for any k ≤ n.
Given A as above, we can define the non-linear Young integral of A along a curve θ.
Theorem 13. Let A ∈ Cγt Cηx,loc and θ ∈ Cνt with γ + ην > 1. Then the following limit exists
and is independent of the choice of partitions P of [0, T ] with infinitesimal mesh:∫ T
0
A(du, θu) = lim
|Π|→0
∑
i
Ati,ti+1(θti)
We say that
∫ T
0 A(du, θu) is a non-linear Young integral. More generally, the construction
holds for any subinterval [s, t] ⊂ [0, T ] and allows to define a map t 7→ ∫ t0 A(du, θu) with the
following properties:
i.
∫ s
0 A(du, θu) +
∫ t
s A(du, θu) =
∫ t
0 A(du, θu) for all 0 ≤ s ≤ t ≤ T .
ii.
∫ ·
0 A(du, θu) ∈ Cγt and there exists a constant C = C(γ, γ + ην, T ) such that, taking
R = ‖θ‖∞, it holds∣∣∣ ∫ t
s
A(du, θu)−As,t(θs)
∣∣∣ ≤ C|t− s|γ+ηνJAKγ,β,RJθKην,
∥∥∥ ∫ ·
0
A(du, θu)
∥∥∥
γ
≤ C‖A‖γ,η,R(1 + JθKην).
iii. If in addition ∂tA exists and is continuous, then
∫ ·
0 A(du, θu) =
∫ ·
0 ∂uA(u, θu)du.
iv. The map from Cγt C
η
x,loc × Cνt → Cγt given by (A, θ) 7→
∫ ·
0 A(du, θu) is linear in A and
continuous in both variables (in the respective topologies).
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We can then pass to define the non-linear Young differential equation (YDE) associated to
a drift A ∈ Cγt Cηx,loc.
Definition 14. Let A be given as in Theorem 13. We say that θ ∈ Cνt is a solution starting
at θ0 ∈ Rd to the nonlinear YDE
dθt = A(dt, θt) (2.2)
if γ + ην > 1 and θ satisfies
θt = θ0 +
∫ t
0
A(du, θu) ∀ t ∈ [0, T ]. (2.3)
In order to provide a global solution theory, local bounds on A are not enough and suitable
growth conditions must be introduced.
Definition 15. For η, λ ∈ (0, 1), we define the weighted Hölder space Cη,λx = Cη,λ(Rd;Rd) as
the collection of all fields f ∈ Cηx,loc such that
‖f‖η,λ := |f(0)| + sup
R≥1
R−λ JfKη,R <∞.
Cη,λx is a Banach space with the norm ‖ · ‖η,λ; similar definitions hold for Cn+eta,λx , n ∈ N.
Definition 16. We say that A ∈ Cγt Cηx if it satisfies global bounds, namely if
JAKγ,η := sup
0≤s<t≤T
JAs,tKη
|t− s|γ <∞, ‖A‖γ,η := sup0≤s<t≤T
‖As,t‖η
|t− s|γ <∞.
where J·Kη, ‖ · ‖η denote the classical Besov-Hölder seminorm and norm of Cη(Rd;Rd) respec-
tively. Similarly, A ∈ Cγt Cη,λx for γ, η, λ ∈ (0, 1) if
‖A‖γ,η,λ := sup
0≤s<t≤T
‖As,t‖η,λ
|t− s|γ <∞.
Observe that Cγt C
η,λ
x is a Banach space endowed with the norm ‖ · ‖γ,η,λ. The definitions for
Cγt C
n+η
x and C
γ
t C
n+η,λ
x are analogue.
Remark 17. Although the quantities ‖·‖γ,η,R and ‖·‖γ,η,λ are related, since the latter measures
how the first grows as a function of R, we ask the reader to keep in mind that they represents
two different quantities. Throughout the text R ≥ 0 will always denote the radius of a
ball B(0, R) ⊂ Rd centered at zero, and so ‖ · ‖γ,η,R denotes the Hölder norm restricted to
[0, T ] × B(0, R); instead the parameter λ ∈ (0, 1) will be consistently used in relation to the
weighted Hölder space Cη,λx . We believe that the exact meaning of the norm will always be
clear from the context.
Observe that for A ∈ Cγt Cη,λx we have an upper bound on the growth of As,t at infinity.
Indeed, for any x ∈ Rd such that |x| ≥ 1, it holds
|As,t(x)| ≤ |As,t(x)−As,t(0)| + |As,t(0)| ≤ JAKγ,η,λ|t− s|γ |x|η+λ + ‖A‖γ,η,λ|t− s|γ .
In particular, if η + λ ≤ 1, then As,t has at most linear growth.
The following theorem gives sufficient conditions for well-posedness of the YDE associated
to A, as well as existence and regularity of the associated flow.
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Theorem 18. Suppose A ∈ Cγt Cη,λx for some γ, η, λ ∈ (0, 1) such that γ > 1/2, γ(1 + η) > 1
and η+ λ ≤ 1. Then for any θ0 ∈ Rd there exists a solution θ ∈ Cγt to the YDE (2.2) starting
from θ0, as well as a constant C = C(γ, η, T ) such that
‖θ‖γ ≤ C exp(C‖A‖2γ,η,λ)(1 + |θ0|). (2.4)
If A ∈ Cγt Cη,λx ∩Cγt C1+ηx,loc, such solution is unique and the YDE admits a Cγt C1x,loc flow. Finally,
if A ∈ Cγt Cn+ηx,loc, then the flow belongs to Cγt Cnx,loc.
Proof. The existence of a global solution under the condition Cγt C
η,λ
x , together with the a
priori estimate (2.4), follows from Theorem 3.1 from [24] (see also Theorem 2.9 from [8]).
Since estimate (2.4) is uniform over all possible θ0 in a bounded ball, we can apply localization
arguments (see Remark 2.10 and Section 2.3 from [8], as well as Remark 14 from [16]) and
assume wlog A ∈ Cγt C1+ηx (resp. Cγt Cn+ηx ); uniqueness and Cγt C1x-regularity of the flow
are then consequences of Theorem 3.5 from [24] (see also Theorems 16 and 17 from [16] or
Proposition 28 from [22]). Finally, higher regularity follows from Theorem 2 from [22] of
equivalently Theorem 18 from [16]. 
In order to compare solutions associated to different data (θ0, A), a general methodology
based on Comparison Principles was introduced in [8]. The version given here is based on
Theorem 9 from [16].
Theorem 19. Let R,M > 0, Ai ∈ Cγt C1+η,λx for some γ, η, λ as in Theorem 18. Suppose
‖Ai‖γ,1+η,λ ≤ M , |θi0| ≤ R for i = 1, 2, and denote by θi the unique solution associated to
(Ai, θi0). Then there exists a constant C = C(γ, η, T,R,M), increasing in the last two variables,
such that
‖θ1 − θ2‖γ ≤ C
(|θ10 − θ20|+ ‖A1 −A2‖γ,1+η,λ). (2.5)
Proof. We only sketch the proof as it is almost identical to the one of Theorem 9 from [16].
Thanks to the a priori bound (2.4), we can localize everything and assume Ai ∈ Cγt C1+ηx (the
localization will produce constants depending on R and M which are incorporated in the final
C). It follows from Lemma 6 in [16] that v := θ1 − θ2 satisfies an affine classical YDE of the
form
vt = v0 +
∫ t
0
vs · dVs + ψt
where
Vt =
∫ 1
0
∫ t
0
∇xA1(ds, θ2s + λ(θ1s − θ2s))dλ, ψt =
∫ t
0
(A1 −A2)(ds, θ2s).
Standard estimates for solutions to affine Young equations are known, see for instance Lemma 19
from [16] or Section 6.2 from [27]; by points i. and ii. of Theorem 13, we can estimate ψ by
‖ψ‖γ . ‖A1 −A2‖γ,η(1 + Jθ2Kγ) . ‖A1 −A2‖γ,η
and the conclusion follows. 
As a nice corollary, we deduce continuous dependence of the flow Φ on the drift A.
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Corollary 20. Define a map I on Cγt C1+η,λx by A 7→ I(A), where I(A) is the flow associated
to A. Then I is a continuous map from Cγt C1+η,λx to C([0, T ] × Rd;Rd), the latter being
endowed with the topology of uniform convergence on compact sets. As a consequence, to any
random field A as above, we can associate a unique random flow Φ = I(A).
Proof. The statement is an immediate consequence of estimate (2.5). Indeed, given Ai ∈
Cγt C
1+η,λ
x with ‖Ai‖γ,1+η,λ ≤ M , the solutions θi associated to (Ai, θ0, ) correspond to θit =
I(Ai)(t, θ0) and therefore from (2.5) we deduce that
sup
θ0∈BR,t∈[0,T ]
|I(A1)(t, θ0)− I(A1)(t, θ0)| ≤ sup
θ0∈BR
‖I(A1)(·, θ0)− I(A2)(·, θ0)‖γ
≤ C‖A1 −A2‖γ,1+η,λ.
Given a sequence An → A in Cγt C1+η,λx , it must be bounded in Cγt C1+η,λx and therefore for
any R > 0 we can find CR > 0 such that
sup
θ0∈BR,t∈[0,T ]
|I(An)(t, θ0)− I(A)(t, θ0)| ≤ CR‖An −A‖γ,1+η,λ → 0
which shows uniform convergence on compact sets of I(An) to I(A). The last statement
follows from the fact that continuous image of measurable functions is still measurable. 
Remark 21. The results from [8, 24, 16, 22] actually show that, given a bounded family
{An}n in Cγt C1+η,λx , the associated flows I(An) are bounded in Cγt C1x,loc (in the sense that all
seminorms ‖I(An)‖γ,1,R are controlled). Thus interpolation estimates allow to improve the
previous result by showing that, if An → A in Cγt C1+η,λx , then I(An) → I(A) in Cγ−εt C1−εx,loc
for any ε > 0.
3. Averaged fields with multiplicative noise
An averaged field with multiplicative noise is formally given by
Γws,tb(x) =
∫ t
s
b(x+ wr) dβr, x ∈ Rd, [s, t] ⊂ [0, T ], (3.1)
where we consider in general w ∈ C([0, T ];Rd), b ∈ D(Rd;Rd×m) and β ∈ CH([0, T ];Rm) to
be a Hölder continuous path with H > 1/2.
The main goal of this Section is to prove the following result, which allows to rigorously
construct Γwb as a random field and to relate its space-time regularity to that of the classical
averaged field Twb.
Theorem 22. Let β = {βt}t∈[0,T ] be a fBm of Hurst parameter H > 1/2, with values in
Rm, defined on a probability space (Ω,F ,P). Then for any deterministic b ∈ S(Rd;Rd×m)
and w ∈ Cδ([0, T ];Rd) with H + δ > 1, it’s possible to define the averaged field Γwb in (3.1)
pathwise as a Young integral; Γwb can be regarded as a random field from [0, T ]× Rd to Rd.
The definition extends continuously in a unique way to any pair (b, w) with b ∈ D(Rd;Rd×m),
w ∈ C([0, T ];Rd) such that Twb ∈ Cγt Cηx for some γ > 1−H, η ∈ (0, 1). In that case
Γwb ∈ Lp(Ω;Cγ′t Cη
′,λ
x ) ∀ p <∞, γ′ < γ +H − 1, η′ < η, λ > 0.
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and there exists C > 0 (depending on all the above parameters) such that for any (bi, wi) as
above it holds
E
[ ∥∥Γw1b1 − Γw2b2∥∥p
γ′,η′,λ
] ≤ C ∥∥Tw1b1 − Tw2b2∥∥p
γ,η
. (3.2)
More generally, estimate (3.2) holds replacing η′, η with n + η′, n + η respectively, for any
n ∈ N; namely, Γwb inherits higher space regularity from Twb.
Remark 23. Observe that in the statement above, if Twb ∈ Cγt C2x for some γ such that
γ + H > 3/2, it is always possible to choose γ′, η′ and λ such that γ′ > 1/2, γ′(1 + η′) > 1
and η′ + λ < 1.
The proof of Theorem 22 is presented throughout the section, which is structure as follows.
We first consider the more regular case in which w ∈ Cδt with δ +H > 1. Here we can give
a rigorous analytical construction of the operator b 7→ Γwb, as a map from D(Rd) into itself;
in this case, the definition does not require β to be sampled as an fBm and instead holds for
any given H-Hölder continuous path.
Next we restrict our attention to the fBm case, in which by more probabilistic techniques
we can extend the definition of Γwb to a larger class of (w, b); this class is defined only in terms
of the regularity of the classical averaged field Twb. A key point will be the use of a lemma
from [20] to obtain suitable Lp(Ω) bounds for Γwb, combined with a modified version of the
Garsia-Rodemich-Rumsey Lemma.
3.1. Definition of averaging operator. The purpose of this section is to analitically define
the multiplicative averaging operator Γw as a map from D(Rd) to itself; to this end, we need
to impose some regularity on w and β, namely require H + δ > 1. The advantage of this
approach is that the definition can be applied to any path β ∈ CHt , not necessarily sampled
as an fBm; however we will see in the next sections that, in the fBm case, we can drop the
condition H + δ > 1, by defining Γwb as a random field.
Recall that for any v ∈ Rd, τv denotes the translation operator by v, i.e. τvb(·) = b(·+ v).
Lemma 24. Let α ∈ R, w ∈ Cδt , β ∈ CHt and η ∈ (0, 1] such that
H + ηδ > 1.
Then for any b ∈ Cα+ηx there exists a unique element of CHt Cαx , which we denote by Γwb and
which we will refer to as a multiplicative averaged field, such that
||Γws,tb− b(·+ ws)βs,t||α . |t− s|H+ηδ .
Moreover there exists a constant C = C(H + ηδ, T ) such that for any b ∈ Cα+ηx it holds
‖Γwb‖H,α ≤ C‖b‖α+ηJβKH(1 + JwKδ). (3.3)
In particular, the map Γw : b 7→ Γwb is an element of L(Cα+ηx ;CHt Cαx ). If α > 0, then Γwb
defined as above coincides with the pointwise map defined by the Young integral
(Γws,tb)(x) =
∫ t
s
b(x+ wr)dβr. (3.4)
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Proof. All the statements easily follow from an application of the sewing lemma (e.g. [15,
Lemma 4.2]). Set, for any s ≤ t, Ξs,t := (τwsb)βs,t ∈ Cαx ; it holds δΞs,u,t = (τwsb− τwub)βs,t
with the estimates
‖δΞs,u,t‖α = ‖τwsb− τwub‖α |βs,t| . ‖b‖α+η |ws,u|η|βs,t|
≤ ‖b‖α+ηJwKηδJβKH |t− s|H+δη ,
where we used the basic estimate
‖τyb− τ zb‖α . |y − z|η‖b‖α+η . (3.5)
To see (3.5), observe that by Bernstein estimates, for any Littlewood-Paley block of b it holds
‖τy∆nb− τ z∆nb‖∞ . ‖∆nb‖∞, ‖τy∆nb− τ z∆nb‖∞ . 2n|y − z|‖∆nb‖∞,
which interpolated together provide, for any η ∈ [0, 1],
‖τyb−τ zb‖α = sup
n
{2nα‖τy∆nb−τ z∆nb‖∞} . |y−z|η sup
n
{2n(α+η)‖∆nb‖∞} = |y−z|η‖b‖α+η .
The sewing lemma thus implies the existence and uniqueness of Γwb, as well as the bound
‖Γws,tb− b(·+ ws)βs,t‖α . ‖b‖α+ηJwKηδJβKH .
We then have
‖Γws,tb‖α ≤ ‖τwsb‖α|βs,t|+ C‖b‖α+ηJwKηδJβKH |t− s|H+ηδ
.T |t− s|H‖b‖α+ηJβKH(1 + JwKδ),
which implies bound (3.3). The last claim follows from the fact that the Young integral in (3.4)
corresponds to the sewing of 〈Ξs,t, δx〉 and thus must coincide with 〈Γws,tb, δx〉. 
The operator Γw behaves similarly to the classical averaging operator Tw; we summarize
some of its properties in the following two lemmas.
Lemma 25. Let Γwb be given as in Lemma 24. Then the following properties hold:
i. Averaging and space differentiation (in the distributional sense) commute:
∂xiΓ
wb = Γw∂ib ∀ b ∈ Cαx , i = 1, . . . , d.
ii. Averaging and spatial convolution commute: for any ϕ ∈ C∞c it holds
ϕ ∗ (Γwb) = Γw(ϕ ∗ b) ∀ b ∈ Cαx .
iii. If b is compactly supported, then so is Γwb, with suppΓws,tb ⊂ supp b+B(0, ‖w‖∞) for
all s, t. Similarly, if b1 and b2 coincide on B(0, R), then Γwb1 and Γwb2 coincide on
B(0, R− ‖w‖∞).
iv. The operator Γw can be extended to an operator from D(Rd) to itself by the duality
formula
〈Γws,tψ,ϕ〉 := 〈ψ,Γ−ws,t ϕ〉 ∀ψ ∈ D(Rd), ϕ ∈ C∞c (Rd).
Proof. The proof is analogue to that of Lemma 24. Indeed, by setting Ξ[b]s,t := (τ
wsb)βs,t, it
is immediate to check that
∂xiΞ[b] = Ξ[∂xib], ϕ ∗ Ξs,t[b] = Ξs,t[ϕ ∗ b]
and so the same relations must hold between the respective sewings, proving points i. and ii..
The first part of point iii. follows from the fact that, for any s < t, Ξs,t[b] is supported on
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supp b+B(0, ws) ⊂ supp b+B(0, ‖w‖∞) and the second part by applying a similar reasoning
to b1 − b2. Finally, it follows from Lemma 24 and point iii. that Γws,t continuously maps C∞c
into itself; therefore also the dual definition from D(Rd) to itself is meaningful. Whenever ψ
and ϕ are both smooth, we have the relation
〈(τwsψ)βs,t, ϕ〉 = 〈ψ, (τ−wsϕ)βs,t〉
which implies the same relation for the respective sewings, i.e. 〈Γws,tψ,ϕ〉 = 〈ψ,Γ−ws,t ϕ〉. 
Lemma 26. Let b ∈ D(Rd) be such that Γwb ∈ Cγt Cα,λx for some γ, λ ∈ (0, 1) and α ∈ (0,∞).
Let {ρε}ε>0 be a family of standard mollifiers and set bε = ρε ∗ b. Then for any ε > 0 it holds
Γwbε ∈ Cγt Cα,λx with
‖Γwbε‖γ,α,λ . ‖Γwb‖γ,α,λ; (3.6)
moreover Γwbε → Γwb as ε→ 0 in Cγ′t Cα
′,λ
x for any γ′ < γ and α′ < α.
Proof. It is enough to prove the claim for α ∈ (0, 1), as the other cases follow by repeating the
same argument for DkΓwb = ΓwDkb. The bound (3.6) follows from point iii. of Lemma 25,
since we have
‖Γwbε‖γ,α,R = ‖ρε ∗ Γwb‖γ,α,R . ‖Γwb‖γ,α,R+ε . Rλ‖Γwb‖γ,α,λ
where we used the fact that ρε is supported in Bε and (R+ε)
λ ∼ Rλ since R ≥ 1 and ε ∈ (0, 1).
By properties of convolutions, it holds
sup
(t,x)∈[0,T ]×BR
|Γwbε(t, x)− Γwb(t, x)| . εα‖Γwb‖γ,α,R+ε . εαRλ‖Γwb‖γ,α,λ;
Interpolating this estimate with the uniform bound (3.6), we obtain that for any θ ∈ (0, 1) it
holds
‖Γwbε − Γwb‖θγ,θα,λ = sup
R≥1
{R−λ‖Γwbε − Γwb‖θγ,θα,λ} . ε(1−θ)α‖Γwb‖γ,α,λ → 0 as ε→ 0.
By the arbitrariness of θ ∈ (0, 1) we can conclude. 
3.2. Lp bounds for averaging operators with multiplicative fBm in the smooth case.
We will now assume that {βt}t∈[0,T ] is sampled as a fractional Brownian motion with H > 1/2,
with trajectories in CH−t ; observe that all the results from the previous section still apply with
H replaced by H − ε, ε sufficiently small. Through probabilistic techniques, we will show that
we can extend the definition of Γwb to other choices of b and w and that Γwb inherits the
spatial regularity of Twb (at least locally). To this end, we will use a probabilistic inequality
for integration with respect to a fractional Brownian motion with H > 12 proven by Hairer
and Li [20, Prop. 3.4]. We recite this result in the following proposition.
Proposition 27. Let β : [0, T ] × Ω → Rm be a fractional Brownian motion with Hurst
parameter H > 1/2, f : [0, T ] → R be a F0-adapted process. Furthermore, assume that for
some γ > 1/2 with H + γ > 1 it holds ‖ ∫ ·0 fr dr‖γ ∈ Lq(Ω) for some q > 2. Then for any
p ∈ [2, q) there exists a constant C = C(p, q, γ,H, T ) such that
∥∥∥ ∫ t
s
fr dβr
∥∥∥
Lp(Ω)
≤ C E
[∥∥∥ ∫ ·
0
fr dr
∥∥∥q
γ
] 1
q
|t− s|H+γ−1 ∀ [s, t] ⊂ [0, T ].
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Remark 28. The rather elegant point of the above lemma is that it extends the class of
integrands with respect to fBm to distributions f ∈ S ′(R) such that ∫ ·0 fr dr ∈ Cγt for some
γ > 1/2. It immediately extends to the case f ∈ S ′(R;Rd×m) by reasoning component-
wise. Keeping in mind that our interest is in averaging operators, by setting fr = τ
wrb(x)
for some continuous path w,
∫ t
s fr dβr is a well defined random variable in L
p(Ω) as long as∫ ·
0 τ
wrb(x) dr =
∫ ·
0 b(x+ wr) dr = T
wb(·, x) belongs to Cγt .
Lemma 29. Let b ∈ S(Rd;Rd×m), β be an fBm of parameter H > 1/2 and w ∈ Cδt a
deterministic path such that H + δ > 1. Define the multiplicative averaged field Γwb pathwise
as in the previous section; namely, for any ω ∈ Ω such that β(ω) ∈ CH−t , set
Γws,tb(x)(ω) :=
∫ t
s
b(x+ wr) dβr(ω). (3.7)
Then for any p ≥ 2 and γ > 1−H we have the following estimates:
i. ‖Γws,tb(x)‖Lp(Ω) . ‖Twb‖γ,η|t− s|H+γ−1,
ii. ‖Γws,tb(x)− Γws,tb(y)‖Lp(Ω) . ‖Twb‖γ,η |x− y|η|t− s|H+γ−1,
iii. ‖∇Γws,tb(x)−∇Γws,tb(y)‖Lp(Ω) . ‖Twb‖γ,1+η|x− y|η|t− s|H+γ−1.
Proof. The results are a direct application of Proposition 27. It follows from the assumptions
that Γwb ∈ CH−t Cαx , as well as Twb ∈ Cγt Cαx , for any α ∈ R and γ ∈ [0, 1]; for any p ≥ 2 it
holds
‖Γws,tb(x)‖Lp(Ω) =
∥∥∥ ∫ t
s
b(x+ wr) dβr
∥∥∥
Lp(Ω)
.
∥∥∥ ∫ ·
0
b(x+ wr) dr
∥∥∥
γ
|t− s|H+γ−1
∼ ‖Twb(·, x)‖γ |t− s|H+γ−1,
which implies that point i. holds. Similarly, for any x, y ∈ Rd we have
‖Γws,tb(x)− Γws,tb(y)‖Lp(Ω) . ‖Twb(·, x) − Twb(·, y)‖γ |t− s|H+γ−1
. ‖Twb‖γ,η |x− y|η|t− s|H+γ−1.
Point iii. follows from the fact that ∇Γwb = Γw∇b and an application of points i. and ii.
with b replaced by ∇b.

In order to provide a control on the joint space-time regularity of Γwb in terms of that of Twb,
we need to combine Lemma 29 with a suitable modification of the classical Garsia-Rodemich-
Rumsey (GRR) Lemma; a direct application of the results from [18] is not enough, as it only
provides local estimates, while the theory outlined in Section 2.2 requires the additional growth
condition Γwb ∈ Cγt C1+η,λx .
Recall that for general A : [0, T ] ×Rd → Rd it holds
‖A‖γ,η,λ . JAKγ,η,λ + ‖A(·, 0)‖γ
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where by definition
JAKγ,η,λ = sup
0≤s<t≤T
JAs,tKη,λ
|t− s|γ ,
and we recall that for f : Rd → Rd, the weighted Hölder seminorm is given by
JfKη,λ := sup
R≥1
R−λ JfKη,λ,R = sup
R≥1
sup
x,y∈BR;x 6=y
|f(x)− f(y)|
Rλ |x− y|η . (3.8)
In order to establish Cγt C
η,λ
x -regularity of random fields, we need the following lemma.
Lemma 30. Let {A(t, x) : t ∈ [0, T ], x ∈ Rd} be a family of Rd-valued random variables
satisfying the following condition for some κ > 0 and p ≥ 1:
E[|As,t(x)−As,t(y)|p] ≤ κ|t− s|1+β1 |x− y|d+β2 ∀ 0 ≤ s ≤ t ≤ T, x, y ∈ Rd. (3.9)
Then for any γ, η, λ ∈ (0, 1) such that
γ <
β1
p
, η <
β2
p
, λ >
β2 + d
p
− η,
there exists a constant C = C(η, γ, λ, β1, β2, p, d) and a continuous modification of A such that
E
[
JAKpγ,η,λ
]
≤ C κ. (3.10)
Proof. Existence of a jointly continuous modification of A which is locally Hölder continuous
follows from classical application of GRR lemma, so we only need to focus on estimate (3.10).
We can assume A to take values in R, as the general case follows reasoning componentwise.
We will first prove the following claim: if b is a continuous random field such that
E[|b(x)− b(y)|p] ≤ κ|x− y|d+β ∀x, y ∈ Rd,
then for any η < β/p and λ such that η + λ < (β + d)/p, then b ∈ Cη,λx and there exists a
constant c1 = c1(d, p, η, β) such that
E
[
JbKpη,λ
]
≤ c1 κ. (3.11)
Indeed by the classical GRR lemma, for any continuous function f , there exists a constant
c2 = c2(d, η, β, p) which is independent of R such that
JfKpη,R =
(
sup
x,y∈BR; x 6=y
|f(x)− f(y)|
|x− y|η
)p
≤ c2
∫
BR×BR
|f(x)− f(y)|p
|x− y|2d+ηp dxdy.
Applied to the field b, this implies that for any R > 0 it holds
E
[
R−λpJbKpη,R
]
≤ c2 κR−λp
∫
BR×BR
|x− y|β−αp−d dxdy = c1 κRβ+d−ηp−λp.
for any η < β/p. Now consider the sequence R = 2n with n ∈ N, then
E
[(
sup
R=2n,n∈N
R−λJbKη,R
)p]
≤ E
[∑
R=2n
R−λpJbKpη,R
]
≤ c1 κ
∑
n
2n(β+d−ηp−λp) ≤ c3 κ
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for some c3 = c3(d, η, β, λ, p), under the condition β+ d− ηp−λp < 0. Finally, for any R ≥ 1,
choosing n ∈ N such that 2n ≤ R < 2n+1, it holds
R−λJbKη,R ≤ R−λJbKη,2n+1 ≤ R−λ 2λ(n+1) sup
r=2m,m∈N
r−λJbKη,r ≤ 2λ sup
r=2m,m∈N
r−λJbKη,r
which combined with the previous estimates implies the claim (3.11). In order to conclude,
observe that for any s ≤ t, applying the above to b = As,t, by hypothesis (3.9) we obtain
E
[
JAs,tK
p
η,λ
]
≤ c1 κ |t− s|1+β1
and the conclusion follows by applying classical Kolmogorov continuity criterion. 
3.3. Proof of Theorem 22. We now have all the ingredients to complete the proof of the
main result of this section. We start by showing that estimate (3.2) is true when b and w are
taken sufficiently regular.
Lemma 31. Let b1, b2, w1, w2, β be as in Lemma 29, γ > 1 − H and η ∈ (0, 1) fixed
parameters. Then for any choice of (p, γ′, η′, λ) such that
p ≥ 2, γ′ < γ +H − 1, η′ < η, λ > 0,
there exists a constant C (which depends on d, T and the parameters above) such that
E
[ ∥∥Γw1b1 − Γw2b2∥∥p
γ′,η′,λ
] ≤ C ∥∥Tw1b1 − Tw2b2∥∥p
γ,η
. (3.12)
Proof. As the multiplicative averaging acts linearly, it suffices to show the statement for a single
Twb as above. Interpolating the bounds i.-ii. of Lemma 29, we see that for any θ ∈ [0, 1] it
holds
‖Γws,tb(x)− Γws,tb(y)‖Lp(Ω) . ‖Twb‖γ,η|t− s|H+γ−1|x− y|θη ∀ p ≥ 2, x, y ∈ Rd.
Therefore Γws,tb satisfies condition (3.9) for the choice β1 = p(H + γ− 1)− 1 and β2 = pθη− d;
since p can be chosen arbitrarily large, we conclude by Lemma 30 that for any
γ′ < H + γ − 1, η′ < θη, λ > η(1 − θ),
it holds
E
[ ‖Γwb‖pγ′,η′,λ] ≤ C‖Twb‖pγ,η;
observe that we can take θ arbitrarily close to 1, so that η′ is arbItrarily close to η and λ is
arbitrarily small. 
Proof of Theorem 22. The proof is divided in two natural steps: we will first show that, thanks
to Lemma 31, we can extend the definition of Γwb to the case of regular b and continuous (but
not necessarily Hölder regular) w; then we will show that, under the assumption that Twb is
sufficiently regular, the definition further extends to the case of distributional b.
Step 1. Let b ∈ C1b , {wn}n be a sequence in Cδt , with δ+H > 1, such that wn → w uniformly
on [0, T ]. Our aim is to show that the sequence Γw
n
b is Cauchy in a suitable weighted Hölder
space and thus admits a unique limit, which we define to be Γwb. In particular, while we
cannot define anymore the field Γwb analytically as done in Section 3.1, it is still well defined
as a random variable.
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Since b ∈ C1b , for any n,m ∈ N we have the estimates∣∣∣∣
∫ t
s
b(x+ wnr )dr −
∫ t
s
b(x+ wmr )dr
∣∣∣∣ ≤
∫ t
s
‖b‖C1
b
|wnr − wmr |dr ≤ ‖wn − wm‖∞‖b‖C1
b
|t− s|
and similarly, for fixed n and any x, y ∈ Rd,∣∣∣∣
∫ t
s
b(x+ wnr )dr −
∫ t
s
b(y + wnr )dr
∣∣∣∣ ≤ |x− y|‖b‖C1x |t− s|.
One can then apply triangular inequality and interpolate the two inequalities above to deduce
that, for any η ∈ (0, 1), it holds∣∣Twns,t b(x)− Twms,t b(y)∣∣ . ‖b‖C1b |x− y|η‖wn − wm‖1−η∞ |t− s|.
Since wn → w uniformly in [0, T ], the sequence {wn}n is Cauchy, and by the above estimate
so is {Twnb}n in Cγt Cηx , for any γ, η < 1. Combined with (3.12), this implies that for any
γ′ < H, η′ < η, λ > 0 and p ∈ [2,∞) it holds
E
[∥∥Γwnb− Γwmb∥∥p
γ′,η′,λ
]
.
∥∥Twnb− Twmb∥∥p
1,η′+ε
. ‖b‖C1
b
‖wn − wm‖1−η′−ε∞ ,
where we chose ε > 0 s.t. η′ + ε < 1. Therefore the sequence {Γwnb}n is Cauchy in
Lp(Ω;Cγ
′
t C
η′,λ
x ) and it admits a unique limit, which we define to be Γwb. It follows from the
estimates above that this is a good definition, as it does not depend on the chosen sequence
{wn}n such that wn → w.
More generally, by iterating the reasoning to Dkb for k ≤ n, the above procedure shows that
if b ∈ Cn+1x and w is a continuous path, then Γwb belongs to Cγ
′
t C
n+η′,λ
x . By construction,
inequality (3.12) still holds for any pairs (wi, bi) with wi ∈ C0t and bi ∈ C1b .
Step 2. We now want to pass to the case in which b is distributional, w is continuous and
Twb ∈ Cγt Cηx (resp. Cγt Cn+ηx ) for some γ > 1−H.
By Lemma 11 we can choose a family of mollifiers {ρε}ε>0, a parameter δ > 0 arbitrarily
small and a sequence εn → 0 such that setting bn = bεn = ρεn ∗ b, it holds Twbn → Twb in
Cγ−δt C
η−δ
x . In particular, {Twbn}n is a Cauchy sequence in Cγ−δt Cη−δx and choosing δ such
that γ − δ > 1 −H, by the previous step {Γwbn}n are well defined random fields; moreover
for any γ′ < γ +H − δ − 1, η′ < η − δ, λ > 0 and p ∈ [2,∞) they satisfy
E[
∥∥Γwbn − Γwbm∥∥pγ′,η′,λ] . ∥∥Twbn − Twbm∥∥pγ−δ,η−δ.
This implies that {Γwbn}n is a Cauchy sequence in Lp(Ω;Cγ
′
t C
1+η′,λ
x ) and thus admits a unique
limit, which we define to be Γwb. It is clear from Lemma 11 that Γwb does not depend on the
chosen family of mollifiers; more generally the above estimates imply that for any sequence of
smooth functions bn s.t. Twbn → Twb in Cγ−δt Cη−δx , the associated multiplicative averaged
fields Γwbn must converge to Γ
wb. Moreover for any pair of random fields Γw1b1, Γ
w2b2 defined
in this way, for wi continuous paths and bi possibly distributional fields, we have the inequality
E
[ ∥∥Γw1b1 − Γw2b2∥∥pγ′,η′,λ] . ∥∥Tw1b1 − Tw2b2∥∥pγ,η.
which can be rephrased as the fact that the multiplicative averaging, seen as a map Twb 7→ Γwb
from Cγt C
η
x to Lp(Ω;C
γ′
t C
η′,λ
x ), is linear and continuous.
The general case of Twb ∈ Cγt Cn+ηx follows as before by iterating the reasoning to the
derivatives DkTwb = TwDkb. 
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Remark 32. If w ∈ Cδt with δ +H > 1, the above procedure is consistent with the one from
Section 3.1, namely the random field Γwb is a regular representative of the random distribution
defined pathwise by means of Lemma 24.
Remark 33. Several properties satisfied by the analytical definition of Γwb from Lemma 25
extend by the approximation procedure to the more general definition of Theorem 22, once
they are interpreted as equalities between random variables. For instance it is still true that,
K ∈ C∞c , K ∗ Γwb = Γw(K ∗ b); similarly, if both Twb and Tw∇b are regular enough, then
Γw∇b = ∇Γwb.
Remark 34. The proof of Theorem 22 also contains the following fact: if Twb ∈ Cγt Cn+ηx , then
it’s possible to find a sequence (bn, wn) with bn ∈ C∞x , wn ∈ C1t such that bn → b in the sense
of distributions, wn → w in the uniform convergence and Γwnbn → Γwb in Lp(Ω;Cγ′t Cn+η
′,λ
t )
for any γ′ < γ +H − 1, η′ < η and λ > 0.
4. Regularisation of SDEs by additive perturbations
We are now ready to prove the regularizing effect of certain paths on SDEs with multiplica-
tive noise. Towards this aim, we begin to motivate this section by showing that when b is a
smooth vector field, w ∈ Cδt , and t 7→ βt is a sample path of a fractional Brownian motion
with H ∈ (12 , 1) such that δ +H > 1, then multiplicative SDEs formally given by
dxt = b(xt) dβt + dwt, x0 ∈ Rd (4.1)
can be solved in the non-linear Young equations framework, outlined in section 2.2. Just as
in the non-multiplicative case, these results can then be generalised to allow for distributional
drifts b, still under the assumption that δ+H > 1. These solutions preserves the natural notion
of a pathwise solution, in the sense that if {bn}n is a sequence of smooth functions approx-
imating the distribution b in a suitable distribution space, then the corresponding solutions
xn → x in Cδt .
4.1. Classical YDEs as averaged equations. The content of this section, similarly to that
of Section 3.1, is entirely analytic and holds even when β is not sampled as an fBm but rather
a given deterministic function. For notational simplicity, we consider β ∈ CHt , but all the
statements generalize to the case β ∈ CH−t , as the conditions on H are always in the form of
a strict inequality.
Let us briefly recall the setting: here b ∈ D(Rd;Rd×m) (mostly regular for the moment),
w ∈ Cδ([0, T ];Rd) and β ∈ CH([0, T ];Rm); we look for a solution x ∈ C([0, T ];Rd).
We start by showing that the nonlinear YDE formulation of the problem is a natural gen-
eralisation of the original one, whenever b and w are sufficiently regular.
Proposition 35. Let b ∈ C2b , w ∈ Cδt and β ∈ CHt with H > 1/2, H + δ > 1. Then for any
x0 ∈ Rd there exists a unique solution x ∈ Cδt to the perturbed Young differential equation
xt = x0 +
∫ t
0
b(xs)dβs + wt ∀ t ∈ [0, T ]; (4.2)
in particular, x = θ + w, where θ ∈ CHt is the unique solution to the nonlinear YDE
θt = θ0 +
∫ t
0
Γwb(ds, θs). (4.3)
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For any α ∈ (0, 1) satisfying H + αδ > 1 there exists a constant C = C(α, δ,H, T ) such that
θ satisfies the a priori estimate
JθKH ≤ C(1 + ‖b‖2α JβK2H)(1 + JwKδ). (4.4)
Proof. It is easy to check that x ∈ Cδt solves (4.2) iff θ = x− w ∈ Cδt satisfies
θt = θ0 +
∫ t
0
b(θs + ws) dβs = θ0 +
∫ t
0
b˜(s, θs) dβs ∀ t ∈ [0, T ]
where b˜(t, z) := b(z + wt); by properties of Young integrals, any such θ must also belong to
CHt . The drift b˜ satisfies∣∣b˜(t, z1)− b˜(s, z2)∣∣+ ∣∣∇b˜(t, z1)−∇b˜(s, z2)∣∣ . ‖b‖C2b |z1 − z2|+ ‖b‖C2b JwKδ|t− s|δ
which by classical results implies existence and uniqueness of solutions to the YDE associated
to b˜ in the class CHt , see for instance Theorem 2.1 from [31] or Section 3 from [10].
In order to show that θ solves (4.3), it is enough to prove that
∫ ·
0 b(ws+θs)dβs =
∫ ·
0 Γ
wb(ds, θs).
Since b ∈ C2b and H + δ > 1, by Lemma 24 we have Γwb ∈ CHt C1x and the nonlinear Young
integral
∫ ·
0 Γ
wb(ds, θs) is well defined (because θ ∈ CHt and H > 1/2). By the respective
definition of the two integrals, it holds∣∣∣∣
∫ t
s
b(wr + θr)dβr −
∫ t
s
Γwb(dr, θs)
∣∣∣∣
=
∣∣∣∣
∫ t
s
b(wr + θr)dβr ± b(ws + θs)βs,t ± Γws,tb(θs)−
∫ t
s
Γwb(dr, θs)
∣∣∣∣
. |t− s|H+δ +
∣∣∣∣b(ws + θs)βs,t −
∫ t
s
b(θs + wr)dβr
∣∣∣∣ . |t− s|H+δ
which implies that they must coincide.
We now move on to prove (4.4). For any 0 < ∆ < T , denote by JθKH,∆ (resp. JθKδ,∆) the
quantity
JθKH,∆ = sup
|t−s|≤∆
|θs,t|
|t− s|H .
By properties of Young integrals, for any s < t such that |t− s| < ∆ it holds
|θs,t| =
∣∣∣ ∫ t
s
b(wr + θr)dβr
∣∣∣
. |b(ws + θs)βs,t|+ |t− s|H+αδJbKαJβKHJθ + wKαδ,∆
. |t− s|H‖b‖αJβKH + |t− s|H∆αδ JbKαJβKH(1 + JwKδ + JθKδ,∆)
. |t− s|H‖b‖αJβKH
(
1 + ∆αδ +∆αδJwKδ
)
+ |t− s|H∆αδ‖b‖αJβKHJθKH,∆.
Dividing by |t− s|H , taking the supremum over |t− s| ≤ ∆, we find κ = κ(α, δ,H, T ) s.t.
JθKH,∆ ≤ κ‖b‖αJβKH
(
1 + ∆αδ +∆αδJwKδ
)
+ κ∆αδ‖b‖αJβKHJθKH,∆;
choosing ∆ such that κ∆αδ‖b‖Cαx JβKCHt ≤ 1/2, κ∆
αδ‖b‖Cαx JβKCHt ∼ 1 we obtain
JθKH,∆ . 1 + ‖b‖αJβKH + JwKδ.
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Applying Exercise 4.24 from [15] we deduce
JθKH . ∆
H−1(1 + ‖b‖αJβKH + JwKδ) . (‖b‖αJβKH)
1−H
αδ (1 + ‖b‖αJβKH + JwKδ)
and the conclusion follows from the fact that (1−H)/(αδ) < 1 by hypothesis. 
4.2. General YDEs as averaged equations. In the case b is regular enough for the classical
YDE (4.2) to be meaningful, the nonlinear Young formalism still gives non trivial criteria in
order to establish uniqueness of solutions, as the next proposition shows.
Proposition 36. Let b ∈ Cαx for some α ∈ (0, 1) such that H+αδ > 1. Then for any x0 ∈ Rd
there exists at least one solution x ∈ Cδt , x ∈ w+CHt to the YDE (4.2). If Γwb ∈ Cγt C1+ηx,loc for
some γ, η ∈ (0, 1) satisfying
γ + ηH > 1,
then such solution x is unique in the class w + CHt .
Proof. The proof follows a similar reasoning to those from Section 4.1 of [16], so we will mostly
sketch it.
Step 1: Existence. Let bε be a sequence of mollifications of b and denote by xε the unique
solution of the YDE (4.2) associated to bε with initial data x0. Then x
ε = θε+w satisfy the a
priori bound (4.4), uniformly in ε > 0 and so by Ascoli–Arzelà we can extract a subsequence
θεn such that θεn → θ in CH′t for any H ′ < H. Combining this fact with bεn → b in Cα
′
x for
any α′ < α, it is easy to check by the continuity properties of Young integrals that x := θ+w
must be a solution to the YDE associated to b, with initial data x0.
Step 2: Averaging formulation. Reasoning as in the proof of Proposition 35, it can be shown
that θ is also a solution of (4.3).
Step 3: Separation property. Given any two solutions x1, x2 for the same initial data x0,
xi = θi + w with θi ∈ CHt , we claim that their difference v = x1 − x2 = θ1 − θ2 satisfies a
linear YDE of the form
dvt = vt · dVt, Vt =
∫ t
0
∫ 1
0
∇Γwb(ds, λθ1s + (1− λ)θ2s)dλ. (4.5)
This follows from the general fact that for any θi as above and any A ∈ Cγt C1+ηx,loc, it holds∫ t
0
A(ds, θ1s)−
∫ t
0
A(ds, θ2s) =
∫ t
0
(θ1s−θ2s)·dV [A]s, V [A]t :=
∫ 1
0
∫ t
0
∇A(ds, λθ1s+(1−λ)θ2s)dλ
which can be shown by going through the same proof as in Lemma 6 from [16].
Step 4: Conclusion. The difference v = x1 − x2 satisfies a linear YDE with initial data
v0 = 0. Uniqueness for such equations is well known, thus necessarily v ≡ 0. 
Our general aim is to show that the introduction of suitable perturbations w allows to
restore existence and uniqueness for the SDE and provides a consistent solution theory even
when b is merely distributional; the next lemmas show that, when it is possible to carry out
this program, we can also recover our generalised solutions as limits of those associated to
more classical YDEs of the form (4.2) with regular coefficients.
Lemma 37. Consider sequences bn of regular functions (e.g. in C2b ), x
n
0 ∈ Rd and wn ∈ Cδt
with δ +H > 1; denote by xn the unique solution starting from xn0 to the classical YDE
dxn = bn(xn) dβ + dwn.
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Suppose that
xn0 → x0 in Rd, wn → w in C0t , Γwnbn → A in Cγt C1+η,λx
where γ, η, λ are parameters satisfying γ > 1/2, γ(1+η) > 1 and η+λ ≤ 1. Then xn converge
uniformly to w+ θ, where θ is the unique solution starting from θ0 := x0−w0 to the nonlinear
YDE associated to A.
Proof. We know from Proposition 35 that in the smooth case, θn := xn − wn is a solution
to the nonlinear YDE associated to (Γw
n
bn, xn0 − wn0 ), where the multiplicative averaging
operator Γw
n
bn is classically defined pointwise and by hypothesis (Γw
n
bn, xn0 − wn0 )→ (A, θ0)
in Cγt C
1+η,λ
x × Rd. It then follows from Theorem 19 that θn → θ in Cγt ; since wn → w, it
follows that xn = wn + θn → w + θ. 
We stated the previous result in a general fashion, so that it can be applied even in situations
in which after the limit w does not belong to Cδt with δ > 1 − H. In this case the analytic
definition of Γwb breaks down, even in the distributional sense, regardless the regularity of
b; therefore we must invoke the stochastic construction of Γwb from Section 3, which truly
relies on β being sampled as an fBm. However, in the regime H + δ > 1, if the regularity of
Γwb is known, the approximating sequence can be constructed explicitly and we obtain the
following result, which holds for any given continuous path β ∈ CHt , not necessarily sampled
as a stochastic process.
Proposition 38. Let b ∈ D(Rd) be such that Γwb ∈ Cγt C1+η,λx for some γ, η, λ satisfying the
usual conditions. Then for any θ0 ∈ Rd there exists a unique solution θ ∈ Cγt to the nonlinear
YDE
θt = θ0 +
∫ t
0
Γwb(ds, θs). (4.6)
Moreover, denoting by bε a sequence of mollifications of b and by xε the solutions associated to
xεt = θ0 +
∫ t
0
bε(xεs)dβs + wt,
then setting θε = xε − w, it holds θε → θ in Cγt as ε→ 0.
Proof. The first claim follows from Theorem 18. By Lemma 26, Γwbε are uniformly bounded
in Cγt C
1+η,λ
x and they are converging to Γwb in C
γ′
t C
1+η′,λ
x for any γ′ < γ and η′ < η; we can
choose them so that γ′ > 1/2, γ′(1 + η′) > 1, η′ + λ ≥ 1. The conclusion then follows from
Lemma 37. 
4.3. Concepts of existence and uniqueness. Given parameters γ, η, λ ∈ (0, 1), we will
assume throughout this section that they satisfy
γ > 1/2, γ(1 + η) > 1, η + λ ≤ 1 (H)
Definition 39. Let {βt}t∈[0,T be a fBm of Hurst parameter H > 1/2 defined on a probability
space (Ω,F ,P), w a continuous deterministic path and b a distributional field. We say that a
process x is a pathwise solution starting at x0 ∈ Rd to the SDE
dxt = b(xt)dβt + dwt
if there exist parameters γ, η, λ satisfying (H) and a set Ω′ ⊂ Ω of full probability such that,
for all ω ∈ Ω′, the following hold:
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i. Γwb is well defined in the sense of Theorem 22 and Γwb(ω) ∈ Cγt Cη,λx .
ii. x(ω)0 = x0 and x(ω) ∈ w + Cγt .
iii. θ(ω) := x(ω)−w satisfies the nonlinear YDE
θt(ω) = θ0 +
∫ t
0
Γwb(ω)(ds, θs(ω)).
Let us comment on the above definition. First of all observe that no filtration on the space
(Ω,F ,P) is considered and no adaptability is required on the process x. Secondly, the equation
satisfied by θt(ω) is analytically meaningful, once Γ
wb(ω) has the prescribed regularity. In this
sense, it is a random solution to a random YDE rather than a solution to an SDE; in other
terms, differently from classical SDEs driven by Brownian motion, all integrals appearing are
pathwise defined, which is why we chose the terminology of pathwise solution.
Our definition is is some sense closer in spirit to the concept of superposition solution
considered in [12] (which is itself inspired by the one from [1]) than to classical concepts of
solutions for SDEs. Another way to see it is to define, for γ, η, λ as in Definition 39 and for
any A ∈ Cγt Cη,λx , θ0 ∈ Rd the set
C(θ0, A) :=
{
θ ∈ Cγt : θt = θ0 +
∫ t
0
A(ds, θs) ∀ t ∈ [0, T ]
}
. (4.7)
Then conditions i. and iii. from Definition 39 may be written as
P
(
ω ∈ Ω : Γwb(ω) ∈ Cγt Cη,λx , θ(ω) ∈ C(θ0,Γwb(ω))
)
= 1
which can be interpreted as the fact that θ, as a random variable on Cγt , is concentrated on the
random set ω 7→ C(θ0,Γwb(ω)); we will soon rigorously show that this defines a random set,
but let us proceed in the discussion for the moment. As a consequence, if C(θ0,Γ
wb(ω)) is a
singleton for P-a.e. ω, then θ is uniquely determined. This motivates the following definition.
Definition 40. Let β, w, b and the parameters γ, η, λ be as in Definition 39. We say that
path-by-path wellposedness holds for the SDE if
P
(
ω ∈ Ω : Γwb(ω) ∈ Cγt Cη,λx , Card(C(θ0,Γwb(ω))) = 1 for all θ0 ∈ Rd
)
= 1. (4.8)
We adopt this terminology, instead of the more classical path-by-path uniqueness, to stress
the fact that the “good set” of full probability on which uniqueness holds is the same for all
θ0 ∈ Rd, differently from the original result by Davie from [11].
Remark 41. By the construction from Theorem 22, the random field Γwb is adapted to the
filtration generated by β, Γwb = Γwb(β); therefore (4.8) is exclusively a requirement on the
law of β and does not depend on the specific probability space (Ω,F ,P) in consideration.
As a consequence of the theory outlined in Section 2.2, we immediately deduce the following.
Lemma 42. Let β, w, b and the parameters γ, η, λ be as in Definition 39 and suppose that
P
(
ω ∈ Ω : Γwb(ω) ∈ Cγt C1+η,λx
)
= 1.
Then path-by-path wellposedness holds for the SDE.
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The rest of the section is dedicated to the proof that ω 7→ C(θ0,Γwb(ω)) is a random set, as
well as some of its properties. Thus, we believe that it contains results of independent interest
regarding nonlinear YDEs.
Before proceeding further, we need to recall a few things on random sets; for a more detailed
exposition we refer to [7]. Given a complete vector space (E, d), the distance between a ∈ E
and a compact K ⊂ E is given by
d(a,K) = inf
b∈K
d(a, b) = min
b∈K
d(a, b)
where the infimum is realised since K is compact. Given K1, K2 compact subsets of E, their
Hausdorff distance dH is defined as
dH(K1,K2) = max
{
sup
a∈K1
d(a,K2), sup
b∈K2
d(b,K1)
}
.
Setting K(E) = {K ⊂ E : K compact}, (K(E), dH ) is a complete metric space and moreover
we have the identity
dH(K1,K2) = sup
a∈E
|d(a,K1)− d(a,K2)| = max
a∈K1∪K2
|d(a,K1)− d(a,K2)|.
Consider (K(E), dH ) endowed with its Borel σ-algebra, and let (F,A) be another measurable
space; then it can be shown that a map X : (F,A)→ (K(E), dH ) is measurable if and only if
the map d(a,X(·)) is measurable from (F,A) to (R,B(R)), for all a ∈ E. Given a probability
space (Ω,F ,P), a random compact set is a measurable map X : (Ω,F ,P)→ (K(E), dH ).
Proposition 43. Let γ, η, λ be parameters satisfying (H). Then for any θ0 ∈ Rd and A ∈
Cγt C
η,λ
x , the set C(θ0, A) is a non-empty, compact subset of C
γ
t . Moreover the map
(θ0, A) 7→ C(θ0, A)
is measurable from Rd × Cγt Cη,λx to K(Cγt ).
Proof. The fact that C(θ0, A) is non-empty follows from Theorem 3.1 from [24]. By the a
priori estimate (2.4), C(θ0, A) is bounded in C
γ
t ; therefore given a sequence {θn} ⊂ C(θ0, A),
by Ascoli–Arzelà we can extract a subsequence (not relabelled for simplicity) such that θn → θ
in Cγ−εt for any ε > 0. Choosing ε sufficiently small such that γ+η(γ− ε) > 1, it follows from
the continuity of Young integrals that
θn· = θ0 +
∫ ·
0
A(ds, θns )→ θ0 +
∫ ·
0
A(ds, θs) = θ· in C
γ
t .
Namely, θn converge in Cγt to an element of C(θ0, A), which shows compactness.
In order to prove the second claim, it is enough to show that for any y ∈ Cγt , the map
Rd × Cγt Cη,λx ∋ (θ0, A) 7→ d(y,C(θ0, A)) ∈ R
is measurable; we will actually show that it is lower semicontinuous. Fix y ∈ Cγt and let
(θn0 , A
n)→ (θ0, A); by compactness of C(θn0 , An), for each n there exists θn ∈ C(θn, An) such
that d(y, θn) = d(y,C(θn, An)). Up to extracting a subsequence which realizes the liminf, we
can assume without loss of generality that lim d(y,C(θn, An)) exists; as the sequence (θn0 , A
n)
is convergent, it must also be bounded, which implies by (2.4) that {θn}n is bounded in Cγt .
Invoking Ascoli–Arzelà and reasoning as in the previous point, using the continuity of nonlinear
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Young integrals, we can find a (not relabelled) subsequence such that θn → θ ∈ C(θ0, A) in
Cγt . As a consequence
d(y,C(θ0, A)) ≤ d(y, θ) = lim
n→∞
d(y, θn) = lim inf
n→∞
d(y,C(θn0 , A
n))
which implies lower semicontinuity, and thus concludes the proof. 
The fact that C(θ0,Γ
wb(ω)) is a random set follows from the following more general result.
Corollary 44. Let (Ω,F ,P) be a probability space on which a random field A = A(ω) ∈ Cγt Cη,λx
and a random vector ξ = ξ(ω) ∈ Rd is defined. Then the map
ω 7→ C(ξ(ω), A(ω))
defines a random compact subset of Cγt .
Proof. It is an immediate consequence of Proposition 43 and the fact that composition of
measurable functions is measurable. 
4.4. Proofs of the main results. The goal is to find specific conditions on the parameters
H, δ and the regularity of b in order to obtain existence and uniqueness of (4.2). To this end,
we will distinguish our analysis into to different cases: when b ∈ Cαx with α ∈ (0, 1), we will
find conditions for δ,H and α through application of Proposition 36 to ensure existence of
(4.2). For the general case of b ∈ D(Rd), we will consult Proposition 38 to find conditions for
δ,H, and α such that existence and uniqueness holds.
We are now ready to give the proofs of our main results.
Proof of Theorem 1. It follows from Corollary 31 and Remark 23 that, under the regularity
assumption Twb ∈ Cγt C2x, the multiplicative averaged field Γwb is a well defined random field
and we can find γ′, η, λ ∈ (0, 1) such that
Γwb ∈ Cγ′t C1+η,λx P-a.s.
together with γ′ > 1/2, γ′(1 + η) > 1 and η + λ ≤ 1. Therefore path-by-path wellposedness
follows from Lemma 42. Given two pathwise solutions xi = θi + w starting at x0, setting
θ0 = x0 − w0, it holds
P
(
x1 = x2 in C0t
)
= P
(
θ1 = θ2 in C0t
) ≥ P(θi ∈ Cγ′t ,Γwb ∈ Cγ′t Cη,λx , θi ∈ C(θ0,Γwb))
≥ P(Γwb ∈ Cγ′t Cη,λx , C(θ0,Γwb) is a singleton
)
= 1
which shows indistinguishability. Adaptedness follows from the formula θ(ω)· = I(Γwb(ω))(·, θ0)
and the fact that by construction the field Γwb is adapted to β, in the sense that {Γws b, s ∈
[0, t]} ⊂ σ{βs : s ∈ [0, t]}. Finally, formula (1.7) follows from the one for θ and the change of
variables x = θ + w. 
Proof of Proposition 2. Part i. is just a consequence of Proposition 35; in particular it is
enough to require b ∈ C2b , w ∈ Cδt with δ +H > 1.
Under condition (1.6), by Remark 34 we can find a sequence (bn, wn) (for instance in C2b ×Cδt )
such that bn → b in the sense of distributions, wn → w uniformly and Γwnbn(ω)→ Γwb(ω) in
Cγ
′
t C
1+η,λ
x for P-a.e. ω; moreover we can choose the parameters so that γ′ > 1/2, γ′(1+η) > 1
and η + λ ≤ 1. Therefore point ii. follows from an application of Lemma 37.
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Suppose now (bn, wn) is a sequence in C2b × Cδt satisfying the assumptions of point iii.; by
properties of classical averaged fields, Tw
n
bn → Twb in the sense of distributions, which implies
that Twb ∈ Cγt C2x and Tw
n
bn → Twb in Cγt C2x. But then by Theorem 22 and Remark 23,
we can find γ′, η, λ as above such that Γw
n
bn → Γwb in Lp(Ω;Cγ′t Cη,λx ). The conclusion then
follows again from an application of Lemma 37. 
In order to specialize the above criterion to cases of practical interest, we need the following
lemma.
Lemma 45. Let b ∈ Cαx for some α ∈ R, w a continuous path s.t. Twb ∈ C1/2t Cα+νx . Then
Twb ∈ Cγt Cα+2ν(1−γ)x ∀ γ ∈ [1/2, 1].
Proof. Since b ∈ Cαx , Twb ∈ C1t Cαx ; the claim then follows from interpolation estimates.
Indeed, by Besov interpolation inequality (see [3, Thm. 2.80]), for any θ ∈ [0, 1] it holds
‖Tws,tb‖α+(1−θ)ν . ‖Tws,tb‖θα ‖Tws,tb‖1−θα+ν . |t− s|θ+(1−θ)/2 ‖Tws,tb‖θ1,α ‖Tws,tb‖1−θ1/2,α+ν
and the conclusion follows by taking γ = (1 + θ)/2. 
Proof of Theorem 3. To show the first statement, we need to verify that under condition 1.8,
Twb ∈ Cγt C2x for some γ > 3/2−H; by the assumption Twb ∈ C1/2t Cα+νx and Lemma 45, it is
enough to verify that {
γ > 3/2 −H
α+ 2ν(1− γ) > 2 .
It is easy to check that one can find γ ∈ (0, 1) satisfying the above conditions if and only if (1.8)
holds. Similar computations show that, under (1.9), Twb ∈ Cγt Cn+1x , which implies that we
can find γ′, η, λ satisfying the usual conditions such that Γwb ∈ Cγ′t Cn+η,λx ; the regularity of
the flow then follows from the last part of Theorem 18. 
Proof of Theorem 4. The proof follows the same lines of the previous ones, only this time
we want to check that the conditions of Proposition 36 are met. By the assumptions and
Lemma 45, Twb ∈ Cγt Cα+2ν(1−γ)x for any γ > 1/2; taking γ > 3/2 −H and applying Corol-
lary 31, we deduce that P-a.s. Γwb ∈ Cγ′t C1+η,λx for any γ′ < γ+H − 1, 1+ η < α+2ν(1− γ)
and λ sufficiently small. In order to find γ′, η such that γ′ +Hη > 1 it is therefore enough to
verify that there exists γ > 1/2 such that{
γ > 3/2−H
1
2 +H(α+ 2ν(1− γ)− 1) > 1
or equivalently {
γ > 3/2 −H
α+ 2ν(1− γ) > 1 + 12H
Taking γ of the form γ = 3/2 −H + ε with ε > 0 sufficiently small, it is easy to check that
the above conditions are satisfied under assumption (1.10). 
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5. Further extensions
5.1. Time inhomogeneous diffusion coefficient. So far we assumed the diffusion coeffi-
cient b to be homogeneous, in the sense that b(t, x) = b(x). However, our method can be easily
extended to the general case of time in-homogeneous b. We will outline here the necessary
conditions in order to obtain wellposedness of equations with time homogeneous coefficients
of the form
dxt = b(t, xt) dβt + dwt.
The first step in this direction is to define the multiplicative averaged field Γwb. To this
end, it is readily seen that if (t, x) 7→ b(t, x) is smooth in both variables and w ∈ Cδt with not
too small δ, the analytical definition of Γwb from Lemma 24 still holds. In fact, if b ∈ Cρt Cα+ηx
with ρ > 1−H, α ∈ R and η ∈ (0, 1], under the assumption H + ηδ > 1, there exists a unique
distribution Γwb ∈ CHt Cαx such that
‖Γws,tb− b(s, ·+ ws)βs,t‖Cαx . |t− s|H+ηδ. (5.1)
Indeed, setting Ξs,t = τ
wsb(s, ·)βs,t, we observe that
‖δΞs,u,t‖Cαx .
[‖b(s, · + wu)− b(u, ·+ wu)‖Cαx + ‖b(s, ·+ wu)− b(s, ·+ ws)‖Cαx ] |βu,t|.
Invoking the assumptions of Hölder regularity in t 7→ b(t, ·), w, and β, we obtain
‖δΞs,u,t‖Cαx . ‖b‖Cρt Cα+ηx JβKCHt (1 + JwKCδt )|t− s|
H+ηδ∧ρ,
where we have employed estimates similar to those of Lemma 24. An application of the sewing
lemma then implies (5.1). Thus, from an analytical perspective it is readily seen that the
multiplicative averaged field is well defined. In order to obtain the regularizing effect from w,
we then need to use the stochastic construction of Γwb by application of Proposition 27. Lemma
29 is thus readily extended to the time in-homogeneous case, under the assumption that the
classical averaged field Twb ∈ Cγt C1+ηx . For example, in [16] it is shown that Twb ∈ Cγt C1+ηx
for b ∈ Lq([0, T ];Cαx ) with q > 2 and α ∈ R under suitable conditions on w. For a more
detailed analytical construction of the classical averaged field with time in-homogeneous b, see
[16]. In a similar spirit, one can then readily apply the modified GRR lemma 30 in order to
obtain almost sure space-time Hölder regularity of Γwb.
With the time in-homogeneous multiplicative averaged field at hand, one can then go
through the same abstract procedure for existence and uniqueness of non-linear young equa-
tions as shown in section 2.2 by setting As,t(x) = Γ
w
s,tbs(x) in Theorem 13 and Theorem
18. These theorems can then be used to extend the results in section 4 to allow for time
in-homogeneous diffusion coefficients b with possibly distributional spatial dependence.
5.2. Including a non-Lipschitz drift term. So far, we have only considered (1.1) in the
case when b1 ≡ 0 and b2 = b. However, our results immediately extend to equations with both
non trivial drift and diffusion, of the form
xt = x0 +
∫ t
0
b1(xs) ds+
∫ t
0
b2(xs) dβs + wt, x0 ∈ Rd.
Again, by the change of variables θ = x− w, we see that θ formally solves the equation
θt = x0 +
∫ t
0
b1(θs + ws) ds+
∫ t
0
b2(θs + ws) dβs.
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Setting
As,t(x) := T
w
s,tb1(x) + Γ
w
s,tb2(x),
we can interpret the equation in the Young integral sense as
θt = x0 +
∫ t
0
A(ds, θs)
Under the condition that A is sufficiently regular, existence and uniqueness for the YDE holds
by Theorem 18. It is therefore enough to require Twb1 and Γ
wb2 to belong to C
γ
t C
1+β,λ
x for
suitable γ, β, λ. Then the results in Section 4 can be extended directly.
One can in this case also invoke time in-homogeneous drift and diffusion b1 and b2 by
following the steps outlined in the previous subsection.
5.3. Random initial condition. So far we have only considered deterministic initial data
x0 ∈ Rd (resp. θ0 = x0 − w0 ∈ Rd). However, especially in view of applications to optimal
transport and fluid dynamics equations, it is often interesting to allow random initial data for
the SDE. This extension can be easily implemented in the framework of Section 4.3, as we are
now going to show.
Definition 46. Let (Ω,F ,P) be a probability space on which an fBm {βt}t∈[0,T of Hurst
parameter H > 1/2, as well as an independent Rd-valued random variable ξ, are defined;
consider also a continuous deterministic path w and a distributional field b. We say that a
process x is a pathwise solution to the SDE
dxt = b(xt)dβt + dwt, x0 = ξ
if there exist parameters γ, η, λ satisfying (H) such that Γwb is well defined in the sense of
Theorem 22 and, setting θ = x− w, ζ = ξ − w0, it holds
P
(
ω ∈ Ω : Γwb(ω) ∈ Cγt Cη,λx , θ(ω) = Cγt , θ(ω) ∈ C(ζ(ω),Γwb(ω))
)
= 1.
As a consequence of the theory from Section 2.2, we deduce the following result.
Corollary 47. Let β, b, w, ξ, ζ be as above and such that the assumptions of Lemma 42 are
satisfied. Then any pathwise solution x to the SDE with initial condition ξ, x = θ+w, satisfies
P
(
ω ∈ Ω : θ(ω)t = I(Γwb(ω))(t, ζ(ω)) for all t ∈ [0, T ]
)
= 1
where I is the map defined in Corollary 20, i.e. I(Γwb(ω)) is the flow associated to Γwb(ω).
In particular all the conclusions follow if the assumptions of Theorem 1 are satisfied.
6. Concluding remarks
We have shown that through a suitable perturbation of a continuous but irregular path w,
the SDE
dxt = b(xt) dβt + dwt, x0 ∈ Rd (6.1)
is well posed and admits a unique solution even for distributional coefficients b in terms of
Definition 39 and 40, in the case when {βt}t∈[0,T ] is a fBm with H ∈ (12 , 1). This can be
seen as a first step in a more general program of proving regularization of multiplicative SDEs
through perturbation by irregular/rough paths. The first question one could ask is whether
it is possible to less restrictive requirements on b given a certain regularizing path w. For
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example, in [8], [16] (and partially related [6]), sharper results are obtained for SDEs with
additive drift (non multiplicative case) by exploiting Girsanov transform. If w is sampled as
an fBm of parameter δ, another possible way to solve the SDE in (6.1) (say for x0 = 0 wlog)
would be to check that the process
w˜t = wt −
∫ t
0
b(ws) dβs
is again an fBm of parameter δ under a new probability law Q; if that’s the case, then w
itself is a solution to the equation w.r.t. w˜. However, the estimates from Proposition 27 are
not enough to establish exponential integrability and thus to check if Novikov holds. Another
possibility to obtain sharper results could be to apply the recently developed stochastic sewing
lemma [26], in combination with a more direct application of the results obtained by Hairer and
Li in [20]. Probably in that case, existence and uniqueness in the class of adapted processes is
more straightforward. Our results on the other hand have the advantages that: i) uniqueness
also holds without adaptability requirements (although a posteriori the unique solution will
be adapted); ii) existence and uniqueness of solutions immediately comes with a regular flow
(which is quite difficult to establish by means of stochastic techniques); iii) the resulting
equation has a pathwise analytical meaning, its randomicity being in the random field Γwb
but not the YDE itself.
A possibly more challenging extension of our results, is to consider the case of multiplicative
fBm with 0 < H ≤ 12 . As seen through our analysis, such an extension would be highly
dependent on showing the relation between the multiplicative averaged field Γwb with the
classical averaged field Twb when Γw is driven by a fBm with H ≤ 12 . In this case, Proposition
27 breaks down, and thus a similar statement in the rough case would be needed. Furthermore,
if one can prove that Γwb ∈ Cγt Cηx,loc for general distributions b, one can not hope for a γ > 12 ,
which is required to apply the non-linear Young formalism employed in this article. To this
end, one could hope to use techniques developed on nonlinear rough paths (see e.g. [30, 9]),
but the exact formulation of the equation in this context is not completely clear.
Observe that for smooth functions b and under the assumption that H + δ > 1 (recall that
δ ∈ (0, 1) is the Hölder regularity of w) it holds that
Γwb = Γw(b ∗ δ0) = b ∗ Γwδ0 = b ∗ ν¯w,
where ν¯w is the reflection of νw formally given by
νws,t =
∫ t
s
δwr dβr,
and for y ∈ Rd, δy denotes the Dirac delta centered at y. It is tempting to think of νw as being
a form of "weighted occupation measure". However, in general νw will NOT be a measure.
Anyway, applying the approximation procedure from Section 3, the above relation is preserved
also in the case H + δ ≤ 1, once interpreted as random variables: for fixed b,
Γwb(ω) = b ∗ ν˜w(ω) for P-a.e. ω ∈ Ω.
Now on the r.h.s. the random variable appearing does not depend on b anymore, so it can be
regarded as a regular version of the family of random variables {Γwb}b∈E : once we fix the set
Ω′ ⊂ Ω on which νw is defined and regular, so are Γwb. In this sense, in many considerations
we could also make the full probability set independent of b, deriving the regularity of Γwb
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from that of νw and Young’s convolution inequality, which can then be seen analogously to
constructing the classical averaged field as a convolution between a function b and the reflected
local time associated to w.
One could also readapt the concept of ρ-irregularity (see e.g. [17]) in this setting. Indeed
at least formally, convolution with νw coincides at the Fourier level to a Fourier multiplier of
the form
νˆw(ξ) =
∫ t
s
eiξ·wrdβr
where for any fixed ξ, νˆw(ξ) is a well defined random variable (random path actually, once we
apply Kolmogorov) by the Lemma from [20]. Combining this with the classical ρ-irregularity
property, one should obtain that if w is (γ, ρ)-irregular, then for any γ′ < γ +H − 1, ρ′ < ρ it
holds
E
[ ‖νˆw(ξ)‖pγ′]1/p . |ξ|−ρ′
One could then ask the more difficult question of whether it’s possible to establish that
P
(
sup
ξ∈Rd
|ξ|ρ′‖νˆw(ξ)‖γ′ <∞
)
= 1
which would be a true analogue of the ρ-irregularity property.
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