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Addressing the Problem of Land Motion at Tide Gauges
Kara J. Doran
ABSTRACT
Estimation of global mean sea level change has become an area of interest for scientists
in recent decades because of its importance as an indicator of climate change. Climate
models predict varying degrees of change in global temperature and global sea level over
the next 100 years. One way to check the validity of the models is to estimate sea level
change over the last century and constrain the models to match these estimates. Tradi-
tionally, sea level change estimates have been calculated using long time series from tide
gauges. There are some disadvantages to this approach however, since tide gauges have
limited spatial coverage and make measurements relative to a land reference point that
may be undergoing uplift or subsidence. Satellite altimetry has also been used in recent
years to estimate sea level changes, but these measurements are subject to drift errors
and must be calibrated. Mitchum (1998, 2000) has developed a method using the global
network of tide gauges to calibrate altimeters that enables estimation of sea level change
with a precision of 0.4 mm/yr. Errors in the estimates arise from a variety of sources,
but the error of primary concern is that due to land motion at the tide gauge stations. In
the present study we will investigate ways to improve the land motion estimate and thus
reduce the error.
vi
Chapter 1: Introduction
1.1 Motivation
Global sea level can change by two fundamental processes: changing the volume of
the basin and changing the volume of water. Changes in ocean basin volume by sedimen-
tation, subsidence, tectonic activity, and glacial isostatic adjustment (Harrison, 1990;
Lambeck and Chappell, 2001) occur primarily on long geologic time scales and are not
addressed here. Water volume can change by sequestering and release of water in under-
ground and man-made reservoirs (Hay and Leslie, 1990; Sahagian et al., 1994; Gornitz,
2001), melting and accumulation of ice in continental glaciers and ice sheets (Meier,
1984; Meier et al., 2007), and thermal expansion of the oceans (Church et al., 1991; Ca-
banes et al., 2001; Lombard et al., 2005). Thermal expansion and changes in continental
ice volume are the two largest contributors to ocean volume changes (Church, 2001) and
are directly related to changes in the temperature of the earth.
Estimation of global mean sea level change has become a problem of interest for
scientists in recent decades because of its importance as an indicator of climate change
and its potential effects on coastal populations and ecosystems. Of even greater concern
is the possibility of an acceleration in the rate of sea level rise over the twentieth century.
Climate models have been used to predict an increase in global mean temperature of 1 to
6◦ Celsius over the next century, which implies an increase in global sea level of 200 to
1
600 mm or more (Bindoff et al., 2007). These sea level projections include the effect of a
predicted acceleration in the global mean sea level rise rate. From the large range in the
predicted sea level change, however, it is obvious that better estimates of the acceleration
are essential.
By comparing long-term rates of global mean sea level change from tide gauges with
recent rates from satellite altimetry we may be able to detect a significant acceleration
in the rate of global sea level rise. However, the key to detecting an acceleration in sea
level rise is getting the best linear rates from the tide gauge and altimetry time series
and properly assigning an error bar to those rates. The primary focus of this thesis is to
improve the presently available error bars.
Estimates of global sea level change over the past century are based primarily on aver-
aging a subset of the global tide gauge network (Figure 1.1). Global sea level reconstruc-
tions using tide gauges have been done by many researchers (e.g., Douglas, 1991, 1995;
Church and White, 2006), but getting a true global average is problematic because of the
limited spatial distribution of long records. Most records with greater than 50 years of
data are in the northern hemisphere with few records longer than 50 years in the southern
hemisphere. Additionally, tide gauges measure sea level relative to land, so it is impossi-
ble, based on the tide gauges alone, to determine whether a long-term trend in the data is a
change in sea level or land motion at the tide gauge.
The problem of data distribution can be addressed by using satellite altimeters to
measure global sea level change (Figure 1.2) (e.g., Nerem, 1995; Minster et al., 1995;
Cazenave et al., 1998; Cabanes et al., 2001; Leuliette and Miller, 2009). Modern altime-
ters survey almost the entire global ocean every ten days and can resolve low frequency
mass redistributions that other in situ instruments, such as tide gauges, cannot. Unlike
tide gauges, which measure only one point in space, satellite altimeters get an almost
2
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Figure 1.1: Global Mean Sea Level from Tide Gauges, modified from Church and White
(2006).
instantaneous "snapshot" of the global ocean and can differentiate between global and
local sea level change due to mass redistribution. However, altimeters can have drift er-
rors that make the estimation of long-term global sea level change irrelevant unless the
drifts are corrected. One method of detecting altimeter drift is to use the global network
of tide gauges as a calibration tool. This method has been developed by Mitchum (1994,
1998, 2000), and has been utilized over the past decade to identify several drifts in the
TOPEX/Poseidon and Jason-1 altimeters.
The basic principle of the tide gauge-altimeter comparison is that both the tide gauge
and nearby altimeter passes are measuring the same ocean signal, but the tide gauge mea-
sures sea level relative to a crustal reference point that may be in motion (Douglas, 1995).
3
-30
-20
-10
0
10
20
30
40
ΔM
SL
(m
m)
1994 1996 1998 2000 2002 2004 2006 2008
ΔM
SL
(m
m)
ΔM
SL
(m
m)
ΔM
SL
(m
m)
ΔM
SL
(m
m)
Univ of Colorado 2009_rel5
TOPEX
Jason
60-day smoothing
Inverse barometer applied
Rate = 3.1 ± 0.4 mm/yr
Seasonal signals removed
Figure 1.2: Global Mean Sea Level from TOPEX (red points) and Jason (blue points)
Altimeters. Retrieved from http://sealevel.colorado.edu/. The data have been corrected
for the inverted barometer effect and seasonal signals have been removed. The trend fit to
the global average sea level is 3.2±0.4 mm/yr. The largest remaining uncertainty in this
estimate is land motion at the tide gauges.
This tide gauge data must be corrected for land motion before it can be used for altimeter
calibration, because the sea surface height measured by the altimeter is not affected by
land motion like the tide gauges. In many cases the land motion is very small, but even
the smallest land motion trend can contribute large errors to the altimeter calibration. In
fact, land motion at the tide gauges is the largest remaining error in the altimeter drift
estimation (the 0.4 mm/yr given on Figure 1.2).
One example of the problem of land motion at tide gauges is at Kodiak Island, Alaska.
Tectonic uplift since the 1964 Prince William Sound earthquake is causing the land to
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rise at a rate of nearly 10 mm/yr. The upper panel of Figure 1.3 shows the sea level time
series and trend from the Kodiak Island tide gauge. Using only the tide gauge, it would
appear that sea level is falling, instead of rising. The middle panel of Figure 1.3 shows
the Global Positioning System (GPS) vertical time series and trend. In the bottom panel,
the land motion trend has been removed from the tide gauge sea level series. Now the
sea level trend is -0.65 mm/yr, a value that is of the same order as the accepted global sea
level change rate of 1.8 mm/yr (Douglas, 1995). The opposite problem with land motion
occurs in areas of land subsidence, such as Galveston, Texas. In Galveston, ground water
pumping and oil extraction have led to the land sinking at a rate of about -6 mm/yr (Gal-
loway et al., 1999). The upper panel of Figure 1.4 shows the Galveston tide gauge sea
level series and the apparent sea level rise rate of 6.78 mm/yr. When corrected for land
motion, the trend is -0.07 mm/yr.
The two examples above illustrate the problem of land motion at individual tide gauges.
While not every tide gauge has such dramatic land motion, it is necessary to make a land
motion estimate at every tide gauge in order to correctly identify biases in the altimeter.
One way to make an independent land motion estimate at a tide gauge is to use the ver-
tical component of motion from a continuously operating GPS or other geodetic mea-
surement (Bevis et al., 2002). A continuously operating GPS receives a three dimensional
position fix using 3 or more satellites every 30 seconds or less. The GPS signal must then
be calibrated and processed to remove atmospheric and antenna effects (Woppelmann
et al., 2007). The result is a time series of daily or weekly vertical positions that can be
used to compute a land motion rate. Tide gauge and geodesy experts agree that the ideal
location for the GPS receiver is either mounted with the tide gauge, if the tide gauge is
mounted on stable ground, or within 1 km of the tide gauge (Bevis et al., 2002). This way,
the GPS measures the motion of the lithosphere around the tide gauge, not just immediate
5
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Figure 1.3: Land Motion at Kodiak Island, Alaska. The upper panel shows the time series
of tide gauge sea level from the Kodiak Island tide gauge. The trend in red shows that sea
level appears to be falling at almost 10 mm/yr. The center panel shows the time series of
vertical positions from the co-located GPS at Kodiak Island. The vertical land motion
trend is upward at 8 mm/yr. In the bottom panel, the land motion trend has been removed
from the tide gauge time series. The resulting sea level trend is nearly zero.
motion of the pier or other tide gauge mounting. Many of the tide gauges used in the
altimeter calibration have a GPS receiver within 10 km of the tide gauge (see Figure 2.4).
How to estimate land motion at the tide gauges without any nearby GPS is one focus of
this research (Chapter 4). The other major aim is to place realistic error bars on the land
motion estimate (Chapter 3).
The error bars on trends fit to both GPS and tide gauge time series need to be inflated
for serial correlation. Low frequency signals in the time series contribute to the error
when fitting a trend. Previous methods for inflating the errors for serial correlation were
6
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Figure 1.4: Land Motion at Galveston Island, Texas. The upper panel shows the time
series of tide gauge sea level from the Galveston Island tide gauge. The trend in red
shows that sea level appears to be rising at almost 7 mm/yr. The center panel shows the
time series of vertical positions from the co-located GPS at Galveston Island. The vertical
land motion trend is downward at 7 mm/yr. In the bottom panel, the land motion trend has
been removed from the tide gauge time series. The resulting sea level trend is nearly zero.
examined by Mitchum (2000), but these methods use the residual time series after a trend
has been removed and, as we will show, can substantially underestimate the error. The
GPS time series also have many discontinuities, often accompanied by vertical offsets.
These offsets must be fit with a step function. Fitting steps along with a trend also con-
tributes uncertainty. We will describe a method for improving the error inflation for serial
correlation, correcting for the variance that is removed by fitting a trend and taking into
account the effect of fitting steps along with a trend.
7
0 50 100 150 200 250 300 350
−80
−60
−40
−20
0
20
40
60
80
GPS Stations
 Tide Gauges
Figure 1.5: Current Set of Tide Gauges and GPS Stations. Shown on the map is the set of
tide gauges and GPS that are included in this study. Note the number of tide gauges (blue
circles) that are co-located with a GPS (red triangle surrounding the blue circle). Nearly
half of the 136 tide gauges used in this study have a GPS station within 100 km.
By addressing the problem of land motion at the tide gauges and making the best use
of the current set of GPS, we hope to reduce the error bar on the altimeter drift estimate
and the global sea level rate from altimetry. Assigning proper error bars to tide gauge sea
level trends and land motion estimates will assist in forming the best global average sea
level curve from tide gauges. With the best global sea level change rates and error bars
from tide gauges and altimeters, we may be able to detect whether or not there has been a
significant acceleration in the rate of sea level rise over the twentieth century.
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1.2 Outline of the Thesis
In the following sections we will introduce the basic method of altimeter drift es-
timation using tide gauges. We will then present a history of sea level measurements
made by tide gauges and altimeters, along with a history of the drift estimation method.
In Chapter 3 we thoroughly examine the problem of how to assign the best error bar to
a trend estimate. In Chapter 4 we present the method for making the best land motion
estimate using knowledge of tectonics and local land motion. The final chapter will give
an example of making a land motion estimate and assigning an error to that estimate for
an arbitrary set of tide gauge and GPS measurements.
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Chapter 2: Overview
2.1 Methods of Measuring Sea Level
Before the advent of satellite altimetry, estimates of global mean sea level change
were calculated using carefully chosen sets of tide gauges (e.g., Douglas, 1991, 1995;
Douglas et al., 2001). Tide gauges provide long records of local sea level changes and
when averaged provide a global sea level change rate over many years. Tide gauges are
carefully monitored for drift by tide staff readings and geodetic fixing of benchmarks
(IOC, 2006). A tide staff is a calibrated pole that is read by a human observer to give
a direct measurement of the height of the sea surface. These tide staff readings can be
compared to tide gauge measurements to detect instrument drift. If a drift is detected
in the differences between the tide staff readings and the tide gauge measurements the
instrument will be inspected and calibrated. Tide staff readings can be used to calibrate
the tide gauge and ensure a consistent datum for the gauge, even when the instruments are
replaced.
Although tide gauges provide very stable measurements of local sea level trends and
fluctuations, these instruments are not ideal for measuring long term global sea level
changes because of the limited spatial coverage obtained. Because of this limitation, some
low frequency mass redistributions, due to events such as the El Nino Southern Oscilla-
tion (ENSO) or the Pacific Decadal Oscillation (PDO), may be mistaken for true global
10
ocean signals (Barnett, 1984; Douglas, 1992; Groger and Plag, 1993). Imagine a sea
level record from a single tide gauge. In this record, there is a span of several years where
the sea level shows a steady rise. Using only this one tide gauge it would be impossible to
tell whether this is a sea level rise due to true ocean volume changes or a sea level rise due
to the redistribution of water from somewhere else in the ocean. Even with a large number
of tide gauges, these low frequency mass distributions cannot be resolved except by very
long time series. As the length of the time series increases, the low frequency oscillations
can be identified and will not be wrongly interpreted as global ocean volume changes.
As mentioned in Chapter 1, land motion at the tide gauges is another disadvantage of
using tide gauges for global sea level estimates. As illustrated by the examples of Galve-
ston, Texas and Kodiak Island, Alaska, land motion can cause local sea level trends to be
quite different from true global sea level change. Even the earliest estimates of global
mean sea level using tide gauges recognized the importance of land motion. The first
global average sea level was computed by Gutenberg (1941) using 71 tide gauges mostly
in the Northern hemisphere. Because of the difficulty in computing a linear regression,
a trend was fit between the first 10 and last 10 years of data yielding a mean sea level
change of 1.2±1.3 mm/yr. This author was careful to eliminate tide gauges in Fennoscan-
dia, eliminating the potential problem of including tide gauges with a post-glacial rebound
signal. In 1936 the Association d’Oceanographie Physique began publishing tide gauge
records for all available global tide gauges (Emery and Aubrey, 1991). The task of pub-
lishing tide gauge records fell to the Permanent Service for Mean Sea Level (PSMSL) in
the 1950’s.
In the late 1970’s interest in sea level rise as an indicator of global warming prompted
Emery (1980) to compile a global set of tide gauges to get a median sea level change
rate of 3 mm/yr. This rate was the result of careful consideration of tide gauges for noise
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and land motion, but Emery realized the large scatter in the measurements due to land
motion made this estimate unreliable. Barnett (1984) realized the difficulty of computing
reliable mean sea level estimates from tide gauges also meant that attributing changes to
man-induced climate change would be nearly impossible. More recently, Douglas (1991,
1995) has computed mean sea level change estimates by selecting tide gauges with long
time series and little land motion, resulting in trends with a purported precision of a few
tenths of a millimeter per year.
Properly calibrated altimeters can also be used to compute global sea level trends to a
few tenths of a millimeter per year (e.g., Leuliette et al., 2004; Leuliette and Miller, 2009;
Merrifield et al., 2009), even though the high-precision altimetry record is only 15 years
long. As mentioned in Chapter 1, altimeters survey almost the entire global ocean and can
resolve low frequency mass redistributions that tide gauges cannot. The biggest problem
with using the altimeter to estimate global sea level change is uncorrected drift errors,
that can be of the same order as the global sea level signal. A method was developed
(Wyrtki and Mitchum, 1990; Mitchum, 1994, 1998, 2000) to use the global tide gauge to
identify drift errors in the altimeter. The basic method of altimeter drift estimation devel-
oped by Mitchum (1994) is to find tide gauges with long, reliable sea level records and
nearby altimetry passes and take the difference between the two time series. By taking
the difference, ocean signals that are common to both records cancel out, leaving a series
dominated by drift, as will be discussed in the next section. Tide gauge time series must
be corrected for land motion before it can be compared to the altimetry sea surface height
time series. The difference series for individual tide gauges are then combined in a global
average to make a drift time series. Linear, quadratic and other functions are then fit to
the difference series to identify the magnitude and character of any existing errors. The
12
method of using the global tide gauge network to calibrate altimeters has successfully
identified drift errors in the past, as will be discussed in detail in Section 2.4.
2.2 The Method of Altimeter Calibration Using the Global Tide Gauge Network
The success of the calibration method depends on selecting the largest number of tide
gauges that meet a set of criteria defined by Mitchum (2000). The first criteria for selec-
tion is the time period overlap with both the TOPEX/Poseidon and Jason-1 altimeters.
The tide gauge time series specifically must overlap the year 2002, when Jason-1 and
T/P were flying in tandem, in order to determine any offset between the two altimeters.
An example drift series showing an offset between T/P and Jason in 2002 is shown in
Figure 2.1. The second criteria for station selection is good ocean signal cancelation in
the tide gauge-altimeter differences. Poor signal cancelation could be due to local ef-
fects of topography, local seasonal cycles, or nonlinear land motion at the tide gauge.
In general, difference series with a standard deviation greater than 100 mm or where
the tide gauge-altimeter correlation is less than 0.3 are removed from the set. The final
criterion is that the tide gauge is undergoing linear land motion. Because we only have
GPS measurements spanning a few years, we must assume that the land motion is linear
and can be applied to the entire time series.
Before the difference series are computed, some preprocessing is performed on both
the tide gauge sea level series and the altimetry sea surface height series. The tidal signals
at the tide gauges are removed by first fitting and removing a tide model (IOC, 2006),
followed by low pass filtering. The dominant tides are removed from the T/P heights by
fitting and removing harmonics with periods of 59 and 62 days. Because the M2 and S2
tides have periods of close to 12 hours, these alias into the 9.9-day repeat period of the
13
Figure 2.1: Current Drift Series for TOPEX/Poseidon and Jason-1. The TOPEX A and B
time series is now considered to be free from drift at the current level of uncertainty. The
prominent feature is the large (roughly 150 mm) offset of Jason-1 that needs to be
determined in the current calibration.
T/P and Jason-1 track as 62-day and 59-day periods (Fu and Cazenave, 2001). The alti-
metric height data are also smoothed along track using a Gaussian set of convolution filter
weights that pass signals at greater than 50 percent amplitude for wavelengths greater
than 90 km. Smoothing removes short wavelength features due to noise in the ionospheric
correction applied to the altimeter data.
The tide gauge-altimeter calibration method works as follows. We begin by defining
the altimetric sea surface height, hnt , as a function of station, n, and time, t, as
hnt = Δtruet + snt + εhnt (2.1)
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where Δtruet is the true altimeter drift that is present at all stations and is dependent on
time only. The drift is assumed to be an error in a satellite measurement or algorithm that
is globally persistent and therefore not variable in space. The snt term is the ocean signal
at one point on the altimetry track. The error term ε hnt is the random error associated with
the altimeter instrument noise.
The tide gauge measures relative sea level, which is the sea level relative to the land
on which the tide gauge is fixed. This is not the same signal as the ocean signal from the
altimeter because of land motion at the tide gauge. We can write the relative sea level ηˆnt ,
as a function of the observed ocean signal at that station and time minus land motion
ηˆnt = snt −λ truent + εηnt
where λ truent is the true land motion at the tide gauge and ε ηnt is the random error due to
instrument noise and the spatial variation between the tide gauge and the altimeter. The
tide gauge sea level is not an absolute measure of sea surface height, as with the altimeter,
because the tide gauge is referenced to land that may be in motion. This is called relative
sea level. In order to correct for land motion we must make an estimate, λ estnt , of the land
motion at the tide gauge and add it to the relative sea level time series, which gives
ηnt = ηˆnt +λ estnt = snt + εηnt +δλnt (2.2)
where
δλnt = λ estnt −λ truent
is the error of the land motion estimate. We will investigate this error term in the next
section.
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The difference series are computed by subtracting (2.2) from (2.1) to obtain
δnt = Δtruet +δλnt + εnt (2.3)
where εnt is the combined random error of the tide gauge and altimetry series.
The difference series, δnt , is actually computed from a number (M) of altimeter passes
(denoted by the subscript m) near the tide gauge. These M nearby difference series are
combined in a weighted average to the single time series for each tide gauge station, which
we denote by the n subscript. Specifically,
δnt =
M
∑
m=1
wmδnmt
where the weights are defined by
wm =
σ−2m
∑σ−2m
and σ2m is the variance of the difference of the mth altimeter pass series from the tide gauge
series. This choice of the weights ensures that the weighted average (i.e., the δnt values)
will have minimum variance (Beers, 1962).
The variance of the final drift series (Beers, 1962) for one tide gauge is
σ2n =
M
∑
m=1
M
∑
k=1
wmwkρmkσmσk
where ρmk is the correlation between the mth and kth pass difference series. These correla-
tions are known from previous work (Mitchum, 1998).
We now combine all the stations at each time to form the drift time series as a weighted
average, giving
Δestt = ∑
n
wnδnt (2.4)
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where wn are the weights and Δestt is the drift series. The definition of the weights de-
pends on how we choose to minimize the error on the drift series. A study by Bernier and
Mitchum (in prep) examines the weight function in detail, but the specific choice does not
matter for the work we will present here. The only condition on the weights is that their
sum is one. Substituting (2.3) for δnt gives
Δestt = Δtruet +∑
n
wn(δλnt + εnt). (2.5)
The second term in (2.5) is the error on the drift estimate as a function of time, which we
will refer to in the following as
Et =∑
n
wn(δλnt + εnt). (2.6)
In the Mitchum (1998) study, the land motion estimate was taken to be zero, but the
error was considered to be a systematic error with a standard deviation of 1 mm/yr. The
Mitchum (2000) study improved upon the land motion estimate by using geodetic (GPS
and DORIS) land motion estimates when available and making an estimate from the tide
gauge time series when geodetic measurements were not available. The contribution of
these land motion improvements decreased the standard deviation of the land motion
uncertainty to 0.4 mm/yr. This study aims to make a more skillful land motion estimate
and to further decrease the error on the drift estimate.
2.3 Addressing Land Motion
In order to evaluate methods of making land motion estimates, we need to know the
variance of the drift estimate error, σ 2Et , which depends on the random error terms and
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the error in making the land motion estimate. In order to evaluate the variance of the drift
estimate error, we must consider the methods of land motion estimation more carefully.
In the Mitchum (2000) study, the idea of making a land motion estimate using only
the tide gauge time series was presented. We will refer to this as the internal land motion
estimate. To compute the internal land motion estimate we use the longest time series of
sea level from each tide gauge. The majority of tide gauge data are monthly-mean sea
level time series from the Permanent Service for Mean Sea Level (PSMSL) archives. If
the monthly data are not available or the monthly series are shorter than 20 years, then
daily sea level series are obtained from the University of Hawaii Sea Level Center’s Fast
Delivery Dataset. We then fit a model with a trend to the series and assume this trend is
true global sea level change minus the land motion.
The internal land motion rate λni can then be computed as
λ in = oestt −orelnt (2.7)
where orelnt is the fitted relative sea level trend and oestt is an estimated global mean sea
level change rate due to ocean volume changes over the time periods spanned by the tide
gauge record. The global average sea level change rate is estimated from the Church
and White sea level reconstruction (Church and White, 2006) available on the PSMSL
website. The estimated sea level change rate is computed by fitting a trend to the recon-
struction data spanning the duration of the tide gauge time series. In this way we can
account for any acceleration in the global sea level change rate, especially for tide gauges
only spanning recent decades. The Mitchum (2000) study universally applied a global sea
level change rate of 1.8 mm/yr (Douglas, 1995) to all time series, regardless of length.
The difference between the Church and White reconstruction and the previously used rate
of 1.8 mm/yr is generally smaller than 0.25 mm/yr, but improves the internal estimate.
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The error in computing the internal land motion estimate in this manner is from three
different sources. The first source of error is a systematic error equal to any difference
between oestt and the true globally averaged sea level rise rate. This error is the same at
every tide gauge and will not average down, which is why we identify it as a systematic,
or bias, error. A second source of error is the difference between the globally averaged
rate and the true rate at each gauge; i.e., there may be spatial variations in the true rate of
sea level change. These errors will average down. The third source of error is the random
error term arising from the fitting of a trend to the tide gauge sea level series that contains
variability.
Some of the random error in fitting a trend is caused by low frequency signals in the
tide gauge record that are due to mass redistributions in the ocean. These signals, due to
oscillations such as ENSO, can have a large variability and will contribute a large random
error term to the land motion estimate. These random errors could be minimized by using
longer time series, where the low frequency oscillations average out, or by modeling
and removing low frequency signals from the sea level series. To minimize the errors
associated with ENSO variability, the Southern Oscillation Index (SOI) and the Hilbert
transform of the SOI were used to model the interannual variability in the tide gauge sea
level trend regression. Including the Hilbert transform of the SOI allows for phase varia-
tion of the sea level response to ENSO at different tide gauges. The model also includes
seasonal variations. Results for some stations showed increased whitening of the residuals
of the sea level trend fit and a reduction of the error in the land motion estimate, while
other stations showed little improvement. For example, applying the SOI model to the
sea level trend fit at Pohnpei, in the tropical Pacific, captured much of the interannual
variability and reduced the variance by 50 percent, from 9200 to 4400 mm2 (Figure 2.2).
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Figure 2.2: Sea level, model fit, and residuals at Pohnpei. In the upper panel, the solid
blue line is the monthly mean sea level from the Pohnpei tide gauge. The red dashed line
is the model including a mean, trend, annual and semiannual cycles, the SOI and the
Hilbert transform of the SOI. The fit residual after the model is removed is shown in the
bottom panel. The residual shows that the variability is significantly reduced by including
the SOI in the model fit.
Another way of making a land motion estimate is an ‘external’ estimate, by using
vertical positions from geodetic satellites such as GPS or DORIS. For this study, GPS
time series and vertical land motion rates were provided by Guy Woppelmann at Univer-
sity La Rochelle. The time series have been processed and analyzed to obtain the best
vertical positions and rates possible. For details on the processing steps, see Woppelmann
et al. (2007). The final step in the processing is fitting a model to the data including a
trend. The model includes a mean, trend, annual and semi-annual cycles, and in some
instances step functions. Vertical steps caused by equipment changes must be identified
and included in the model in order to fit an accurate trend to the GPS time series. The
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inclusion of these step functions in the model fit introduces extra uncertainty to the trend
since the trend and step functions are not independent. An example of a GPS time series
with vertical offsets is Easter Island (EISL) shown in Figure 2.3. Easter Island has two
vertical offsets, one in 1998 and another in 2003. Some GPS time series have up to 5
offsets, as equipment changes are common. The larger the number of offsets, the more
uncertainty needs to be added to the trend. A method for estimating the error contribution
of step functions is discussed in the following chapter.
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Figure 2.3: Easter Island GPS time series. The processed GPS vertical positions are
shown in blue, while the model fit including mean, trend, annual and semi-annual cycles,
and steps is shown in red. There are two vertical offsets, one in 1998 and another in 2003.
It is not uncommon for GPS time series to have several vertical offsets.
In making the best land motion estimate, should the internal and external estimates
be weighted equally? In the Mitchum (2000) study, the external estimate was computed
by combining up to 7 GPS stations within 1000 km of the tide gauge. Then the final land
motion estimate was computed as a weighted average of the internal and external esti-
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mates. The land motion estimate at any tide gauge (λ estn ) is thus written
λ estn = winλ in +(1−win)λ en (2.8)
where λ in is the internal land motion estimate, and λ en is the external land motion estimate.
As with the station weights wn in (2.4), the win are considered known for our purposes.
We can now derive the land motion error contribution δλnt as in (2.6) in terms of the
internal and external estimates given in (2.8).
Earlier we described how we compute λ in by fitting a trend, orelnt , to the relative sea
level series (2.7). We form an expression for the true land motion rate at each station
λ truen , in terms of the fitted trend, orelnt , and the true local sea level change at each station,
otruent .
λ truen = otruent −orelnt + εnt
which we can rewrite as
λ truen = (oestt −orelnt )− (oestt −otruet )− (otruet −otruent )+ εnt
(1) (2) (3) (4)
where otruet is the unknown true global average sea level change rate. The first term is the
internal land motion estimate from (2.7) and is the only part of the above equation that
can be directly observed and computed. Term (2) represents the bias error due to the fact
that the true global average sea level change may differ from the estimate we compute
from the Church and White (2006) reconstruction. For simplicity, we will refer to this
bias error as b0. Term (3) represents the random error due to local fluctuations from the
true global average sea level change rate. If the true global average rate were known, then
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the errors would average to zero. We will represent this error as bn. Term (4) represents
the random errors due to instrument error and fitting error. Substituting in terms b0 and bn
for terms (2) and (3) and the definition for λ in from (2.7) we have
λ truen = λ in−b0−bn + εnt
which we can rearrange to obtain the internal land motion estimate as
λ in = λ truen +b0 + ε int (2.9)
where the bn term has been included in the random error term εnt . In a similar fashion we
can write the external land motion estimate as
λ en = λ truen + εent (2.10)
where εent is the a random error arising from the fitting of the trend to the GPS series that
contains variability. This random error also includes an estimate of the reference frame
z-translation error that varies with latitude, φ , as (1 mmyr )2 sin2 φ (Altamimi and Collilieux,
2009). Note that there is no bias error included in (2.10). This assumption may need to be
re-examined in the future.
Substituting (2.9) and (2.10) into (2.8) we get an expression for the land motion esti-
mate
λ estn = win(λ truen +b0 + ε int)+(1−win)(λ truen + εent).
The error on the land motion estimate defined in (2.2) can now be written as
δλnt = winb0 +winε int +(1−win)εent
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The final error term for the drift series as in (2.6) becomes
Et = b0 ∑
n
wnw
i
n +∑
n
wnw
i
nε
i
nt +∑
n
wn(1−win)εent +∑
n
wnεnt
While the random errors are reduced through averaging over many stations, the bias error
is not.
Note how the error due to the land motion depends on the errors due to fitting trends
to the tide gauge and GPS series. Unless these errors are estimated realistically, the errors
due to land motion cannot be. In turn, then, the errors on the satellite drift estimates will
also not be properly assessed. This illustrates the importance of obtaining the best error
estimates possible, which is the subject of the next chapter. Before doing that, however,
we will give a brief history of how this method was developed, and how it compares to
other calibration methods.
2.4 Earlier Work
While Mitchum (1994) was the first to incorporate a global set of tide gauges for al-
timeter calibration, other calibrations were performed using a single tide gauge for high
precision calibration. Single calibration sites can be one tide gauge, such as the TOPEX/Poseidon
dedicated site at the Harvest oil platform (Christensen et al., 1994), or a set of tide gauges
in a small area such as the tide gauge network in the English Channel (Murphy et al.,
1996). At single calibration sites the satellite passes directly over the tide gauge. These
sites are outfitted with precise instruments and meteorological sensors to detect specific
errors in the altimetry measurement. The advantage of the single site approach is that
it gives an absolute calibration and can identify specific instrument errors, whereas the
global tide gauge approach can only detect time-varying errors (i.e., drifts) in the final sea
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level measurement. For drift estimation, however, the global approach has been proven
the best method.
Another approach to satellite calibration was developed by Morris and Gill (1994)
using tide gauges in the Great Lakes. The advantage of using the Great Lakes tide gauges
is that lake levels are well monitored and there are minimal tides so that the variance of
the difference between tide gauge and altimeter time series is smaller than is typical at an
open ocean site. Using this small set of tide gauges is similar to the single site approach,
however, because the tide gauge time series are highly correlated, and are thus not truly
independent. This means that the variance of the altimeter drift estimate series does not
decrease through averaging.
The reason that the global tide gauge approach is preferred is quite simple. If each
tide gauge-altimeter difference series has a typical variance of σ 2, then by averaging
N stations, the variance becomes σ 2/N if the different gauge series can be considered
to be independent, which has been shown to be a good assumption. The variance in the
difference series at a typical open ocean tide gauge site is larger than at a calibration site,
or in the Great Lakes, but the factor of N proves to be much more important.
The first comparison of tide gauge sea surface heights with satellite altimetry was
performed as a way of evaluating the Geodetic Satellite (GEOSAT) altimeter (Wyrtki and
Mitchum, 1990). These authors used the tide gauge-altimeter comparison to identify a
drift in the GEOSAT sea surface height measurement that was geographically correlated
in the tropics. The drift had a strong east-west gradient and was associated with the El
Nino event of 1986-87. The GEOSAT altimeter did not have a radiometer to make at-
mospheric water vapor corrections and the east-west gradient of water vapor during the
strong El Nino caused a correlated drift in the satellite sea surface height. Subsequent
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altimetry missions added a radiometer onboard the satellite to measure atmospheric water
vapor.
The tide gauge comparison method was expanded globally and further developed
after the launch of the more precise TOPEX/Poseidon (T/P) altimeter in 1992. Mitchum
(1994) made a preliminary comparison of tide gauges with the first 30 cycles of T/P data
that illustrated the potential for tide gauge calibration on the T/P altimeter. However, the
method of using tide gauges to actually estimate drift of the altimeter and to monitor its
stability was not widely accepted until a T/P algorithm error was correctly identified by
comparison of tide gauge-altimetry differences (Mitchum, 1998). The algorithm error
was an error in the processing of the data that produced a slow temporal drift in the T/P
sea surface heights. The T/P drift series before identification of the algorithm error is
shown in Figure 2.4. The drift series clearly shows the shape of the drift caused by the
algorithm error. After the algorithm error was corrected, the Mitchum (1998) study also
identified a remaining drift of −2.6± 0.6 mm/yr in the T/P data. To check if the drift
might be due to some environmental correction (i.e., water vapor) the tide gauge calibra-
tion was repeated using only tide gauges within 15◦ of the equator and then again with
tide gauges more than 15◦ from the equator. The results were −3.7± 1.0 mm/yr and
−1.2±1.0 mm/yr, respectively, indicating a meridionally varying drift rate. This drift was
subsequently identified as an error in the water vapor correction, giving the community
further confidence in the method.
Mitchum (2000) further refined and extended the global tide gauge approach for mea-
suring altimeter drift, this time adding land motion estimates from geodetic measure-
ments such as the Global Positioning System (GPS) and its French counterpart, DORIS
(Doppler Orbitography and Radiopositioning Integrated by Satellite). This was an im-
portant step forward because Mitchum (2000) also showed that land motions at the tide
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Figure 2.4: TOPEX Algorithm Error Identified by Mitchum(1998). The solid circles and
error bars are the results of the TOPEX drift analysis using tide gauges. The identified
algorithm error is shown as the dashed line. The Mitchum (1998) study proved the
usefulness of the calibration method by showing that altimeter- tide gauge comparison
correctly identified the algorithm error.
gauges were the dominant source of error for sea level rise estimates made from the alti-
metric data. At present the sea level rise error bar is about 0.4 mm/yr (Mitchum, 2000),
and this uncertainty is mostly due to the problem of estimating land motion at the tide
gauges. Improving the geodetic land motion estimates is the second major focus of our
work, and is described in Chapters 4 and 5.
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Chapter 3: Methods of Error Estimation
As discussed in Chapter 2, assigning realistic error bars to the internal and external land
motion estimates is critical for forming the best altimeter drift estimation. The land mo-
tion error clearly affects the trend fit to the tide gauge or GPS time series, but the fits
involve other basis functions such as seasonal cycles, the SOI index, and step functions.
It is important to estimate the errors on these other basis functions along with the trend
error, and to determine how the additional basis functions affect the error in the fitted
trend. We will address the problem of assigning proper error bars as a multiple linear re-
gression of a time series on a set of arbitrary basis functions, and ask about all parameter
error bars.
In Section 3.1 we will review several existing methods for estimating errors and demon-
strate the limitations of these. In section 3.2 we will derive the method that we propose to
overcome these limitations, and in Section 3.3 we will test the existing methods and our
proposed method using a set of numerical simulations.
3.1 Limitations of Existing Error Estimation Methods
The classical approach to determining errors on the fit parameters from a set of basis
functions illustrates the difficulty in assigning a realistic error bar to the land motion
estimate. Assuming that the time series is equal to the model plus white noise, according
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to the classical approach, gives what is often referred to as the formal errors of the fit
parameters. There are two problems with this assumption. First, the noise in the tide
gauge and GPS time series is typically red, not white, because of low-frequency signals
in the ocean and atmosphere (Figure 3.1). Assuming the time series is white when it
is red leads to overestimation of the degrees of freedom, which in turn leads to under-
estimation of the error bars. The second problem with the classical method is that the
fitted model includes contributions from noise, which we define as any variability not
included in the model, so that the residual time series statistics are not the same as the
true noise series statistics. The unintended removal of noise variance by the model leads
to underestimation of the error bars. In the case of fitting a trend the low frequencies are
particularly affected (Figure 3.2). We will refer to this problem as "overfitting", since the
basis functions have removed noise in addition to the underlying model.
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Figure 3.1: Example spectra from the Darwin, Australia tide gauge (A) and the Annette
Island, Alaska GPS station (B). Note that the tide gauge residual spectrum has the shape
of a power law spectrum, while the GPS residual spectrum has an AR(1) shape. These
two spectra are typical examples of the low-frequency variance that is present in tide
gauge and GPS residual time series.
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Figure 3.2: Removal of Low-Frequency Variance by Fitting a Trend and Steps. The first
100 Fourier Frequencies of the average spectrum of 1000 red noise ( f−1) realizations is
plotted in blue. The average spectrum of the residuals is plotted in red. Note the decrease
in variance at the lowest frequencies where most of the variance is contained.
Past studies have attempted to address the underestimation of the formal error due
to red noise in tide gauge and GPS time series using a number of different methods. Via
propagation of error (Beers, 1962), we can obtain estimates of the parameter errors that
are computed by integrating the lagged covariance sequence. The lagged covariance se-
quence can be directly computed from the residuals, but the integral over the lagged co-
variance sequence is not a reliable calculation, as will be discussed below. To avoid this
uncertainty, a model can be fit to the lagged covariance sequence and then integrated to
obtain an error estimate. For example, Nerem and Mitchum (2002) fit a Gaussian function
to the lagged covariance sequence in order to obtain more reasonable errors (as compared
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to the formal errors) for trends fit to tide gauge time series. A more common approach is
to assume the noise is a first order autoregressive, AR(1), process in order to fit the lagged
covariance sequence (e.g., Maul and Martin, 1993). The autoregressive model can then
be integrated analytically to estimate the effective degrees of freedom for determining the
trend error bar.
Other studies have addressed the problem of red noise in a tide gauge or GPS time
series using the spectral equivalent of the lagged covariance method described above. The
spectral approach is based on the Weiner-Khinchine relation (Bendat and Piersol, 1986),
which proves that the Fourier transform of the lagged covariance sequence is equal to the
spectrum of the time series. This method is preferred over the lagged covariance method
because the lagged covariance estimates are not independent and have a complicated,
non-Gaussian, distribution (Bloomfield, 1976). On the other hand, the estimates of the
spectrum are approximately independent and are known to be chi-squared distributed.
Both of these features are important advantages when we need to fit a model to the spec-
tral estimates.
As with the lagged covariance method, a model can be fit to the spectrum of the resid-
uals and integrated to obtain an expression for the effective number of degrees of free-
dom. Typical models for tide gauge and GPS time series include AR(1) (e.g., Mann and
Lees, 1996) or power law (e.g., Mao et al.; Williams et al., 2004). The spectral approach
can also be used in Monte Carlo simulations where a model is fit to the spectrum of the
residuals and then used to generate multiple realizations of the noise series. An example
of this approach for a power law spectral model is given by Mao et al.. Another method,
originally suggested by Thompson (1973) and more recently described by Ebisuzaki (1997),
has recently been used (Leuliette et al., 2004) to correct trend estimates for serial cor-
relation in sea surface height time series. This method computes the Fourier transform
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of the residuals and obtains noise realizations in frequency space by replacing the phase
with a uniform random phase. The inverse Fourier transform is then computed to arrive
at a realization of a noise series that can be used in Monte Carlo simulations. All of these
methods have proven useful in correcting for serial correlation in a time series, but none
address the problem of overfitting as we will do.
In the following sections we will derive a method of estimating parameter error bars
for a multiple linear regression of a time series on a set of arbitrary basis functions based
on the spectrum of the residuals. This method will address the problem of error under-
estimation due to red noise and will include a correction factor for estimating the noise
variance that is lost due to removal by the basis functions. We will then compare the
proposed method with the past methods described above for a variety of noise types and
basis functions.
3.2 The Proposed Method of Error Estimation
Our proposed method of error estimation does not rely on simulation or fitting the
spectrum, but is directly computed from the spectrum of the residuals. The proposed
method also estimates how much variance is removed by overfitting, as discussed above.
Before we begin, let us define some of the basic mathematical expressions we will be
using in this section. First, we define the Fourier transform of a real-valued series xn to
be Xk where
Xk = ∑
n
xncnk + i∑
n
xnsnk
and cnk and snk terms are the sine and cosine terms that are defined by
cnk = cos
2πnk
N
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snk = sin
2πnk
N
.
We will also be using the spectrum of the series, Sk, defined as
Sk = XkX∗k
where the asterisk denotes the complex conjugate.
We define the observable time series of tide gauge or GPS heights, hrn, to be the true
time series plus one realization of the true noise. We fit an arbitrary set of basis functions
as
∑
i
bri fni (3.1)
where bri are the fit coefficients for this one realization and fni are the basis functions. We
assume that the basis functions are orthonormal, meaning that
∑
n
fni2 = 1
∑
n
fni fn j = 0.
Assuming that the basis functions are orthonormal does not restrict the generality of
the method because we use Gram-Schmidt orthogonalization (Arfken, 1985) to transform
the arbitrary set of basis functions. We then obtain the covariance matrix for the fitted
orthonormal parameters. Since the parameters for the original set of basis functions are
linear combinations of the fitted orthonormal parameters, we can use propagation of er-
ror to obtain the covariance matrix for the parameters from the covariance matrix of the
orthogonal, fitted parameters.
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Continuing with our definitions, if (3.1) is one realization of the fitted model, then we
can define the true model parameters as
btruei = E[bri ] (3.2)
where the E[ ] operator denotes taking an expectation value. The parameter errors for the
one realization that we actually observe are thus
β ri = bri −btruei . (3.3)
We also need to estimate the covariance matrix of the parameter errors, which is
σ2i j = E[β ri β rj ]. (3.4)
Because the true parameters are not known, we need a method to estimate this expression
using observable quantities.
The true noise for one realization of a time series hrn can be defined as
εrn ≡ hrn−∑
i
btruei fni (3.5)
whereas the observed noise series from our single realization is
εˆrn = hrn−∑
i
bri fni (3.6)
Taking the difference of (3.5) and (3.6) gives
εˆrn = ε
r
n−∑
i
β ri fni (3.7)
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which quantifies the effect of what we are calling overfitting. We must now make an
estimate for the second term in (3.7) in order to correct the observed error statistics (as
estimated from the residuals from the fit) for this effect.
From the least-squares solution the fit parameters are given by
bri =∑
n
hrn fni (3.8)
because of the orthonormality condition. Solving (3.5) for hrn and substituting into (3.8)
yields
bri = ∑
n
(
∑
j
btruej fn j− εrn
)
fni
which can be expanded as
bri =∑
j
btruej ∑
n
fn j fni−∑
n
εrn fni (3.9)
Because the basis functions are orthonormal, the first term of (3.9) is only non-zero for
i = j and we can substitute into (3.3) to obtain an expression for β ri in terms of the error
of each realization and the basis functions, which gives
β ri = bri −btruei =∑
n
εrn fni (3.10)
Now that we have an expression for β ri in terms of the (unknown) true error series and the
basis functions, we must evaluate the expression for the covariances given in (3.4).
Substituting the expression for β ri from (3.10) into (3.4) gives us
E[β ri β rj ] = E[∑
n
∑
m
εrnε
r
m fni fm j] =∑
n
∑
m
fni fm jE[εrnεrm] (3.11)
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and E[εrnεrm] can be written using the spectral definition of the lagged autocorrelation
according to the Weiner-Khinchine theorem (Bendat and Piersol, 1986) as
E[εrnε
r
m] =
1
N2
N/2
∑
k=−N/2
Sk cos
(
2πk
N
(n−m)
)
where Sk is the true noise spectrum. We expand the cosine term to
E[εrnε
r
m] =
1
N2
N/2
∑
k=−N/2
Sk(cnkcmk + snksmk) (3.12)
where cnk and snk are the cosine and sine terms as defined at the beginning of this section.
Substituting (3.12) into (3.11) yields
E[β ri β rj ] =∑
n
∑
m
fni fm j
[
1
N2 ∑k Sk(cnkcmk + snksmk)
]
which can be written as
E[β ri β rj ] = 1N2 ∑k Sk
[
∑
n
fnicnk ∑
m
fm jcmk +∑
n
fnisnk ∑
m
fm jsmk
]
(3.13)
Referring to the definition of the Fourier transform we see that the term in brackets can be
written more compactly as
Si jk = ℜ(FkiF∗k j) (3.14)
in order to write (3.13) as
E[β ri β rj ] = 1N2 ∑k SkS
i j
k . (3.15)
Equation (3.15) is an expression for the variance of β ri in the case where i = j. For i = j,
we obtain the covariances between the parameters.
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If we knew the spectrum of the true noise (Sk), we could compute the covariance
matrix via (3.15), but we do not observe this spectrum. What we observe is the spectrum
of the one realization of noise (εˆrn) from the residuals that we have. We will now use this
to derive an estimate of the true noise spectrum.
We begin by taking the Fourier transform of (3.7) to obtain
ˆGrk = Grk−∑
i
β ri Fki
where ˆGrk, and Grk are the Fourier transforms of εˆrn and εrn, respectively, and Fki is the
Fourier transform of fni. Now multiply by the complex conjugate to obtain
ˆGrk ˆG∗rk = GrkG∗rk +∑
i
∑
j
β ri β rj FkiF∗k j−Grk ∑
i
β ri F∗ki−G∗k ∑
i
β ri Fki (3.16)
Taking the expectation of (3.16) leads to
ˆSk = Sk +∑
i
∑
j
FkiF∗k jE[β ri β rj ]−∑
i
F∗kiE[Grkβ ri ]−∑
i
FkiE[G∗rk β ri ] (3.17)
where Sk is the true underlying noise spectrum and ˆSk is the expectation of the spectrum
of residuals from the model fit that is biased away from Sk because of overfitting.
We already have an expression for E[β ri β rj ] from (3.15), so we only need to evaluate
the other two expectations appearing in (3.17), namely E[Grkβ ri ] and E[G∗rk β ri ]. Because
the parameters are real-valued, the second expectation value is just the complex conjugate
of the first, which means that we only need to evaluate the first expectation and then take
the complex conjugate of the result in order to obtain the third term.
37
Using the definition of β ri from (3.10) we expand the expectation E[Grkβ ri ] as
E[Grkβ ri ] = E
[
∑
n
εrn fni ∑
m
εrm(cmk + ismk)
]
We can rewrite this as
E[Grkβ ri ] = ∑
n
∑
m
fni(cmk + ismk)E[εrnεrm]
and substitute from (3.12) for E[ε rnεrm] to obtain
E[Grkβ ri ] = ∑
n
∑
m
fni(cmk + ismk)
[
1
N2 ∑p Sp(cnpcmp + snpsmp)
]
.
This can be rearranged to
E[Grkβ ri ] = 1N2 ∑p Sp
[
∑
n
fnicnp∑
m
cmp(cmk + ismk)+∑
n
fnisnp∑
m
smp(cmk + ismk)
]
. (3.18)
We now evaluate the trigonometric sums and simplify the notation using the Kronecker
delta, δnm, which is defined by
δnm = 1,n = m
δnm = 0,n = m,
to obtain
∑
m
cmpcmk =
N
2
[δpk +δN−p,k]
∑
m
smpsmk =
N
2
[δpk−δN−p,k]
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and
∑
m
cmpsmk = 0
∑
m
smpcmk = 0 .
Using these results (3.18) becomes
E[Grkβ ri ] = 1N2 ∑p Sp
[
∑
n
fnicnp
(
N
2
(δpk +δN−p,k)
)
+∑
n
fnisnp
(
i
N
2
(δpk−δN−p,k)
)]
which we can further simplify by noting that
cnpδpk = cnpδN−p,k = cnk
and
snpδpk =−snpδN−p,k = snk
because of the symmetry of the sine and cosine functions. This allows us to write
E[Grkβ ri ] = SkN ∑n fni(cnk + isnk)
which can be recognized as
E[Grkβ ri ] = 1N S
r
kFki
As noted above, the final term that we need is simply the complex conjugate of this one,
meaning proportional to F∗ki.
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We now have expressions for all of the expectations appearing in (3.17) and we substi-
tute these to find
ˆSk = Sk +
1
N2 ∑p Sp∑i ∑j FkiF
∗
k jSi jp −
1
N
Sk ∑
i
F∗kiFki−
1
N
Sk ∑
i
FkiF∗ki
Using the earlier definition of Si jk from (3.14), this may be written as
ˆSk = Sk +
1
N2 ∑p Sp∑i ∑j S
i j
k S
i j
p −
2
N
Sk ∑
i
Siik . (3.19)
This expression relates the spectrum of the true noise, Sk, to the expectation value of the
(observable) spectrum obtained from the fit residuals, ˆSk.
We cannot solve (3.19) for Sk to derive a closed form solution for the true noise spec-
trum in terms ˆSk , but we can obtain an approximate solution by assuming that the true
spectrum is proportional to the observable spectrum with the proportionality factor, which
we will call Γk, given as a function of frequency. That is, we define
Sk = Γk ˆSk.
Specifically, upon rearranging (3.19) we can write
Γ−1k = 1+
1
N2 ∑p Γp∑i ∑j S
i j
k S
i j
p −
2
N ∑i S
ii
k . (3.20)
We still cannot solve this explicitly for the Γk values, but we chose this approach because
we found that we obtain accurate solutions to (3.20) with a simple iterative approach. We
first assume that the true spectrum Sp is white noise with a constant spectrum defined by
Sp =
N
2
.
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We then compute the Γk values, which are used to estimate an improved Sp spectrum.
We then do one additional iteration to obtain our final Sp estimate. Over a wide range
of numerical simulations we found that this iterative approach worked extremely well
despite the simplicity of the approach. We will discuss this further in the next section
when we test our proposed method.
In the next section we will show results from testing our proposed method against the
previously proposed methods that we reviewed earlier. Before doing this, however, we
want to give a precise explanation of what we are proposing to do. The derivation that
we have done allows us to estimate the underlying noise spectrum, and hence to make
accurate error covariance estimates, if we have an estimate of the expectation value of the
spectrum of the residuals from the fitted model. In order to apply our method, we take the
single realization we have for the residuals from the fit, compute the spectrum and use this
as our estimate of the expectation value. This spectrum is then corrected for overfitting
in order to make our estimate of the true noise spectrum via the Γk estimates. Whether
this approach is an improvement over the previous methods will be determined by a set
of numerical simulations comparing our method to the other methods when the correct
answer is known. This is the topic of the following section.
3.3 Testing the Proposed Method of Error Estimation
We showed earlier (Figure 3.2) the effect of overfitting on the spectrum obtained from
the residual time series. The obvious first check is whether our correction for overfitting
via (3.20) for this is correct, at least in the expectation sense. In Figure 3.3 we have added
the corrected spectrum to Figure 3.2. Note that at all frequencies, the corrected spectrum
is close to the true noise spectrum. This is encouraging, but obviously further testing is
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required. We will now test our method using a variety of noise models and basis functions
and compare the proposed method with the formal error and the inflated errors obtained
by Monte Carlo simulation with AR(1) and power law spectral models.
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Figure 3.3: A Spectrum Corrected for the Removal of Low-Frequency Variance by Fitting
a Trend and Steps. The first 100 Fourier Frequencies of the average spectrum of 1000 red
noise f−1 realizations is plotted in blue. The average spectrum of the residuals is plotted
in red. The average corrected spectrum is plotted in green. Note that the decrease in
variance at the lowest frequencies has been corrected by using the new method of error
inflation.
The testing procedure works as follows. We choose a set of basis functions and a
known, what we will call true, error model. The error model can be white noise, AR(1)
spectrum, or power law spectrum. For the AR(1) and power law cases, a range of co-
efficients are used to simulate noise that varies from nearly white to very red. We then
generate a time series comprised of the model plus one realization from the given true
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noise model and fit the model parameters using least squares. We keep the fitted trend
estimate and also make estimates of the variance of the trend based on the residuals from
the fit using our method, the Ebisuzaki method and methods based on fitting either an
AR(1) or power law spectrum. We repeat this 10000 times and estimate the true variance
as the variance of the 10000 trend estimates according to (3.2). Finally, we estimate the
variances one would most likely obtain from each of the differing methods as the mean
value over the 10000 cases of the variances obtained for each method. The results will be
presented as the ratio of the calculated variances to the true variances.
First we test the method on the simplest model, a mean and a trend. The results for
the proposed method, AR(1) model, power law model and formal error are shown in
Figure 3.4. The variance estimated by our proposed method is within 5 percent of the
true variance of the trend for all noise models. The formal error grossly underestimates
for all noise types except white noise, as expected. The Ebisuzaki method, since it does
not depend on the noise model, underestimates nearly equally for all noise types. The
underestimation is because this method does not make any correction for overfitting. For
the AR(1) and power law methods, if the fitted model matches the noise type, the results
are similar to the Ebisuzaki method. If the wrong noise model is selected, the variance
can be over or underestimated by a factor of 5 or more. Because the AR(1) and red noise
simulations depend on choosing a model, it is not surprising that AR(1) and power law
simulations under and overestimate the trend error. An example of tide gauge residual
spectrum at Darwin, Australia illustrates the problem of the red noise overestimate (Fig-
ure 3.5). The AR model is a reasonable estimate of the spectrum while the spectral slope
estimate overestimates for the lowest frequencies. The resulting simulated red noise series
are not representative of the original data and result in overestimated errors. The spectrum
of the Annette Island GPS residuals illustrates the problem of the AR(1) model underesti-
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Figure 3.4: Test of the Proposed Method for a Trend. The log of the ratio of the calculated
variance to the true variance is plotted on the y-axis for each method of computing the
variance (proposed method, Ebisuzaki, AR(1) and red noise) and the formal error
estimate. Each method is presented for a variety of noise types: AR(1) with coefficients
of ρ = 0,0.5,0.7,0.9 and power law with spectral slopes α =−0.5,−1,−1.5.
mation (Figure 3.6). The AR(1) fit underestimates the low frequency end of the spectrum,
resulting in simulated series that are less red than the true noise model.
There is also a peculiar structure (Figure 3.4) for the results of the AR(1) and power
law simulations when the wrong model is chosen: a maximum variance overestimate at
ρ = 0.7 when an AR(1) model is fit, and a maximum variance underestimate at α = −1
when a power law model is fit. At low values of ρ and α the spectrum is close to white
and can be fit well by either model. As the noise becomes very red, the AR(1) spectrum
approaches a power law shape and again either model choice will fit fairly well. The
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Figure 3.5: Darwin Spectrum and Model Fits. The spectrum of the residuals of the
Darwin tide gauge after removal of a mean, trend and harmonics is plotted in black. The
red noise model is plotted in red and the AR(1) model in blue. The red noise model
greatly overestimates the low frequency variance contribution.
maximum disagreement between the AR(1) and power law spectra, therefore, occurs at
intermediate values of ρ and α (Figures 3.7-3.8).
For this simple, but important, model, the proposed method outperforms all other
methods of error estimation. We next tested using more complicated models, beginning
with a mean and trend plus one step function. By experimenting with a variety of loca-
tions for the steps, we found that the largest errors occurred when we place steps at 25
and 75 percent of the time series length, and the smallest errors occur when the step is in
the middle of the time series. For a step in the middle of the series (Figure 3.9) the results
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Figure 3.6: Annette Island (AIS1) GPS Spectrum and Model Fits.The spectrum of the
residuals of the Annette Island GPS after removal of a mean, trend and harmonics is
plotted in black. The red noise model is plotted in red and the AR(1) model in blue. The
AR(1) noise model greatly underestimates the low frequency variance contribution.
are similar to the results from the trend only simulation, except that the power law method
now overestimates for all noise types. The proposed method again outperforms all of the
other methods. For steps at 25 (Figure 3.10) and 75 percent (Figure 3.11) of the record
length, the proposed method also outperforms all other methods.
The full range of simulations was also run for models consisting of a trend plus 3
steps, randomly placed in the first, middle and last thirds of the time series, and 5 steps
randomly placed throughout the time series. Ten different randomly placed steps were
used and the ratio of calculated variance to true variance presented in Figures 3.12 and
3.13 is the average ratio from the ten different models. Results varied between the ten
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Figure 3.7: Fitting a Power Law Spectrum to an AR(1) Spectrum. The variance of the
residuals from fitting a power law spectrum to an AR(1) spectrum with various
coefficients. The maximum misfit occurs at ρ = 0.7.
cases by only about 5 percent for the proposed method. The important results is that the
proposed method again outperforms all of the other methods.
To summarize the results from these simulations, we note that over a broad range of
true noise models, our proposed method typically reproduces the true trend variance to
within about 10% even when simultaneously fitting a set of step functions, as is often the
case with the GPS time series that we need to use for the external land motion estimates.
The formal errors, on the other hand, badly underestimate the trend variance. For fairly
red noise spectra, which often occur when fitting trends to the tide gauge series in order
to obtain the internal land motion estimate, the underestimate can easily be a factor of
10 to 100. Fitting AR(1) or power law models to the spectrum of the residual time series
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Figure 3.8: Fitting an AR(1) Spectrum to a Power Law Spectrum. The variance of the
residuals from fitting an AR(1) spectrum to a power law spectrum with various slopes.
The maximum misfit occurs at α =−1.1. As the slope values approach -2, the noise
becomes nonstationary and cannot be modeled by an autoregressive spectrum.
without a priori knowledge of the true spectral shape can easily result in trend variance
estimates that are too large or too small by a factor of 3-10. Note that overestimating the
variance is as damaging as underestimating it since the proper weighting between the
internal and external land motion estimates will be wrong in either case. Finally, while
the Ebisuzaki method has the advantage of being relatively insensitive to the true noise
model’s spectral shape, the lack of a correction for overfitting leads to underestimating the
trend variances by a factor of 2-4 when step functions must be included in the model that
we fit.
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Figure 3.9: Test of the Proposed Method for a Trend Plus a Step in the Middle of the
Series. The log of the ratio of the calculated variance to the true variance is plotted on the
y-axis for each method of computing the variance (proposed method, Ebisuzaki, AR(1)
and red noise) and the formal error estimate. Each method is presented for a variety of
noise types: AR(1) with coefficients of ρ = 0,0.5,0.7,0.9 and power law with spectral
slopes α =−0.5,−1,−1.5.
As we have shown through these tests over a variety of noise types and model func-
tions, the proposed method of error estimation can correct for the low frequency variance
removed by fitting and removing a model from a time series. Our method has an added
advantage in that it does not depend on choosing a model for the spectrum. We can apply
the new method of error estimation without lengthy simulations to any time series with
just a few lines of code. The derivation of this new method of error estimation has greatly
increased our confidence in the land motion error estimates for both the internal and ex-
ternal land motion estimates. Note also that although we have focused on estimating trend
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Figure 3.10: Test of the Proposed Method for a Trend Plus a Step at 25 Percent of the
Record Length. The log of the ratio of the calculated variance to the true variance is
plotted on the y-axis for each method of computing the variance (proposed method,
Ebisuzaki, AR(1) and red noise) and the formal error estimate. Each method is presented
for a variety of noise types: AR(1) with coefficients of ρ = 0,0.5,0.7,0.9 and power law
with spectral slopes α =−0.5,−1,−1.5.
variances because of the particular application we are making, the derivation is in fact
completely general and can be applied to any set of basis functions.
We will now move on to the problem of how to make the best land external (i.e., GPS-
based) land motion estimate for a arbitrary tide gauge. These estimates can then be com-
bined with the internal land motion estimates in an optimal way now that we have realistic
estimates of the variances of these quantities.
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Figure 3.11: Test of the Proposed Method for a Trend Plus a Step at 75 Percent of the
Record Length. The log of the ratio of the calculated variance to the true variance is
plotted on the y-axis for each method of computing the variance (proposed method,
Ebisuzaki, AR(1) and red noise) and the formal error estimate. Each method is presented
for a variety of noise types: AR(1) with coefficients of ρ = 0,0.5,0.7,0.9 and power law
with spectral slopes α =−0.5,−1,−1.5.
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Figure 3.12: Test of the Proposed Method for a Trend Plus 3 Steps. The log of the ratio of
the calculated variance to the true variance is plotted on the y-axis for each method of
computing the variance (proposed method, Ebisuzaki, AR(1) and red noise) and the
formal error estimate. Each method is presented for a variety of noise types: AR(1) with
coefficients of ρ = 0,0.5,0.7,0.9 and power law with spectral slopes α =−0.5,−1,−1.5.
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Figure 3.13: Test of the Proposed Method for a Trend Plus a 5 Steps. The log of the ratio
of the calculated variance to the true variance is plotted on the y-axis for each method of
computing the variance (proposed method, Ebisuzaki, AR(1) and red noise) and the
formal error estimate. Each method is presented for a variety of noise types: AR(1) with
coefficients of ρ = 0,0.5,0.7,0.9 and power law with spectral slopes α =−0.5,−1,−1.5.
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Chapter 4: Making an Optimal GPS Land Motion Estimate at a Tide Gauge
Earlier we defined the internal land motion estimate based on the tide gauge series itself
and the external estimate based on independent GPS measurements. Combining these in
an optimal way requires accurate variances estimates for these rates, and we have derived
a method for doing that in the previous chapter. The next step is to determine the best
external rate to use at an arbitrary tide gauge. The internal rate, which is based on the
tide gauge time series, is available at every gauge. The external rate, on the other hand,
is not necessarily available because there is not a continuous GPS co-located with every
tide gauge. Limiting the tide gauges to the subset where GPS data are available is not a
solution. As we explained earlier, the trend estimates from altimetry are best constrained
using the largest number of tide gauges possible. Also, detecting spatially-varying errors
in the altimetric data requires the best global tide gauge coverage possible.
The problem we address in this chapter is how to assign an external rate to a tide
gauge that does not have a co-located GPS receiver. Basically, the question is, how far
away can a GPS receiver be before we consider it unacceptable?
In the first section of this chapter we show how intercomparisons between the internal
and external land motion rates can be used to evaluate the appropriateness of an algorithm
for assigning GPS rates to the tide gauge locations. In the next section we argue that the
main problem is identifying tide gauges in areas where the land motion gradient is large
and we develop a classification system that will take the land motion gradient into account
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in order to determine how the GPS-derived external rates are applied to the tide gauges. In
the final section we summarize the overall method we have adopted. In the final chapter
of this thesis, we will demonstrate our method via an application to a specific set of tide
gauge locations and the presently available set of GPS land motion time series.
4.1 Evaluating the External Estimates
In order to determine whether a given external rate is trustworthy, we require some
sort of independent check. We will use comparisons of possible external rate estimates
with the internal rate at each tide gauge for this purpose. The important point is that the
internal and external land motion rate estimates are completely independent of one an-
other. Therefore, we can evaluate any proposed algorithm for assigning external rates
to the tide gauges by asking whether there is a significant correlation with the internal
rate estimates. Since the two are independent, a significant correlation can only occur
if both estimates have statistically significant skill. Basically, we assert that if both the
internal and external land motion estimates have reasonably small error bars and agree
to within those error bars, we can have confidence in both estimates. If the two estimates
do not agree we will examine both estimates to determine the cause of the discrepancy, if
possible.
The first step in identifying the cause of the disagreement between the internal and
external land motion estimates is to examine the internal estimate. A short time series
may have an interannual signal that causes the internal land motion rate to be over or un-
derestimated. At the Darwin, Australia tide gauge, for example, the disagreement between
internal and external land motion estimates is attributed to the internal estimate, because
of low-frequency variability in the time series. The top left panel of Figure 4.1 shows a
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map of the Darwin tide gauge (blue circle) and the nearby GPS (red triangle). The GPS
is only 53 km away from the tide gauge, but the external rate (3.23± 1.22 mm/yr) does
not agree well with the internal rate (−1.77± 1.94 mm/yr). At this location the problem
appears to be that the tide gauge time series contains nonlinear, decadal-scale variabil-
ity that is not accounted for in the trend fitting model. The main point of this example,
however, is that we do not uniformly indict the GPS estimate whenever a discrepancy is
found. Generally, though, the problems that we have found are usually due to making the
external, or GPS, land motion estimate.
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Figure 4.1: Darwin, Australia Internal and External Land Motion Estimates. The top left
panel shows a map of the Darwin tide gauge and the nearby GPS. The right panel is a 3
by 3 degree zoom of the same map. The tide gauge series used to fit the internal land
motion rate is plotted in the lower panel with the internal land motion trend in red.
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The external rate can be problematic if the GPS station is far from the tide gauge and
is measuring a localized phenomenon, such as tectonic activity. At the Kushiro, Japan
tide gauge, the internal estimate is derived from a 50-year long tide gauge sea level se-
ries with a clear linear trend, and no obvious low-frequency variability (Figure 4.2). We
consider this internal land motion estimate to be reliable. We see in the top right panel
of this figure that there are no geodetic stations within 100 km of the tide gauge. The
nearest GPS has a rate that is of the same magnitude as the internal rate but opposite in
sign. External rates from GPS stations around Japan show large spatial gradients in the
estimates of land motion in this area. Because of the tectonic activity in the Japanese
Peninsula, the distance scale for coherent vertical land motion is very small, on the order
of 10 km (Fujii and Xia, 1993).
At the majority of stations examined, however, we do not see major disagreement
between the internal and external estimates. One example of a station with excellent in-
ternal, external land motion agreement is Key West, Florida (Figure 4.3). Once again,
the tide gauge sea level series is over 50 years long, with a clear linear trend. The GPS
station at Key West is 16 km from the tide gauge and agrees with the internal estimate
to within the error bars. The GPS station 200 km north of Key West also agrees with the
internal rate. Even the rather distant GPS station at Charleston agrees well with the Key
West internal rate. The GPS station at Mobile, Alabama does not agree with the Key West
internal rate, but this may be due to land subsidence around the western Gulf of Mexico
(Gornitz, 2001). Key West is not the only place we find such agreement; there are many
tide gauge/GPS pairs that have excellent internal, external land motion rate agreement,
even when the tide gauges and the GPS receivers are separated by hundreds of kilometers.
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Figure 4.2: Kushiro, Japan Internal and External Land Motion Estimates. The top left
panel shows a map of the Kushiro tide gauge and all GPS stations within 1000 km. The
right panel is a 3 by 3 degree zoom of the same map. The tide gauge series used to fit the
internal land motion rate is plotted in the lower panel with the internal land motion trend
in red.
4.2 The Land Motion Gradient Problem and Station Classification Proposal
We examined plots like those shown just above at all of the available tide gauge lo-
cations. We cannot show all of these, but we conclude that large spatial gradients in local
land motion are the major contributing factor to disagreement between the internal and
external land motion estimates. Figure 4.4 shows each tide gauge and the absolute value
of the differences between internal and external land motion estimates within 3000 km,
normalized by the combined error. Tide gauges that are located on Pacific islands, the
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Figure 4.3: Key West, Florida Internal and External Land Motion Estimates. The top left
panel shows a map of the Kushiro tide gauge and all GPS stations within 1000 km. The
right panel is a 3 by 3 degree zoom of the same map. The tide gauge series used to fit the
internal land motion rate is plotted in the lower panel with the internal land motion trend
in red. Note the excellent agreement with GPS both near and far from the tide gauge.
United States east coast, Europe, and Australia (blue circles) generally have normalized
differences smaller than 2 with few outliers. All of these regions of the world are tectoni-
cally quiet and far away from active continental margins. The tide gauge and GPS pairs
plotted in red are where the normalized differences are generally larger than 2. These
stations are in Japan (82-95), Alaska (23-25), and the Pacific coasts of North and Central
America (99-110). Some of the largest outliers are in Japan, where the normalized differ-
ences can be as large as ± 25. All of these regions are near the tectonically active Pacific
"Ring of Fire" where large spatial gradients in land motion are expected. In tectonically
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active areas, the spatial gradient of land motion is large, so the distance scale of coherent
land motion is small. In other areas, the spatial gradient of land motion is small, so the
distance scale of coherent land motion is large.
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Figure 4.4: Tide Gauge and GPS Normalized Difference Pairs. For each tide gauge, the
absolute value of the normalized difference is computed for all GPS stations within 3000
km. Stations on the Pacific Rim are plotted in red while non Pacific Rim stations are in
blue.
This "Ring of Fire" example is perhaps obvious, but there are other reasons why there
can be short wavelength land motion changes. We must therefore quantify the distance
scale of coherent land motion so that each tide gauge and GPS station can be classified
according to the expected magnitude of the spatial gradient of land motion near the sta-
tion. The first criterion that we impose is that in no case do we pair a GPS rate with a tide
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gauge if this requires crossing a tectonic plate boundary, or moving to a different ocean
basin. Developing additional criteria is the focus of the remainder of this section.
Along tectonically active plate margins, earthquakes cause local uplift and subsidence
on small distance scales. Tide gauges and GPS stations near these boundaries need to be
constrained by a small distance scale for making external land motion estimates. How
do we identify which stations should have this restriction, since not all plate boundaries
are tectonically active? We compute a tectonic activity index based upon the number
and intensity of earthquakes. Instead of computing the index for each station, we com-
pute an index for each point on the boundary. We obtained the position of plate bound-
aries from the University of Texas Institute for Geophysics and earthquake magnitudes
and locations from the United States Geological Survey and classified each point along
the plate boundary as active or quiet. An active location on a plate boundary is defined
as having an earthquake total energy of greater than 3x1013 J and an average energy of
greater than 5x1011 J. These energies are computed at each point by totaling and averag-
ing the energies from all earthquakes of magnitude 4 or greater within a 200 km radius.
All other locations along a plate boundary are called quiet. We then use this active/quiet
definition and the distance of each station to the plate boundary to make a classification
that separates the tide gauge/GPS pairs into a tectonic and non-tectonic set. In order to
be classified as non-tectonic a station must be further than 250 km from an active plate
boundary location and further than 100 km from a quiet plate boundary. The stations
classified as tectonic or non-tectonic are shown in Figure 4.5 along with magnitude 4 or
higher earthquakes and plate boundaries classified as active or quiet.
To determine the appropriate distance scale for making the external land motion es-
timate, we take the set of tide gauges classified as having large spatial gradients in land
motion due to tectonic activity (denoted as Category 3) and compute external land motion
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Figure 4.5: Station Classification into Tectonically Active or Quiet Stations. The
tectonically active stations are plotted in red triangles, and the quiet stations in blue dots.
The basis for the classification, earthquake energy at the nearest boundary, is illustrated
by the number of magnitude 4 or higher earthquakes (green) and the classification of the
boundary as active (magenta) or quiet (black).
rates with GPS stations in distance bins from 0 to 200 km. The width of the bin increases
with distance. The correlation of internal and external land motion estimates, normalized
by the formal error for each distance bin is shown in Figure 4.6. The correlation is not
significant beyond a distance of 10 km, so Category 3 tide gauges can only use a GPS
station for making an external land motion if it is within 10 km. This same classification
applies to GPS stations as well, so that a GPS station in a tectonically active area cannot
be paired with a non-tectonic tide gauge more than 10 km away. The set of tide gauges
and GPS that are classified as Category 3 are listed in Appendix A, Tables 2 and 3.
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Figure 4.6: Category 3 Normalized Correlation. The correlation has been normalized by
the formal error,
√
1
N , where N is the number of station pairs. The dashed line indicates
the 95 percent confidence level.
After identifying the tectonic stations, there are still some large tide gauge/GPS nor-
malized differences that cannot be explained by tectonics. In these instances, we look for
other causes of large spatial gradients in local land motion. One such cause is subsidence
due to fluid withdrawal from the surrounding sediments, or sediment compaction. We
can identify potential areas of subsidence by looking at the variability in the internal and
external land motion rates surrounding a particular station. If there is significant spatial
variability in the land motion estimates, we search the literature for any documentation
of subsidence near the tide gauge or GPS. If there is documented subsidence, the station
is classified as Category 2, a station with a large spatial gradient in local land motion.
In cases where there is no documented subsidence at the station, we leave the station
classified as Category 1, a station with no large spatial gradients of land motion.
Large spatial gradients in local land motion can also be caused by glacial-isostatic
adjustment (GIA), which is vertical motion of land masses in response to the removal
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Figure 4.7: ICE 5G Modeled Land Motion Due to Glacial Isostatic Adjustment. The color
contours indicate 2 mm/yr intervals of land motion. Note the areas of highly variable GIA
in North America, Northern Europe and Antarctica. Stations with large gradients of GIA
land motion are denoted by magenta circles.
of the continental ice load at the end of the last glacial period (Peltier and Tushingham,
1989). To determine stations where GIA might be the cause of local land motion we uti-
lize the 1-degree gridded ICE 5G GIA model sea level change (Peltier, 2004). Inverting
the sea level change gives us an estimate of land motion due to GIA. The ICE 5G model
land motion due to GIA and the locations of tide gauges and GPS stations are shown in
Figure 4.7. If the gradient of land motion from the grid cell nearest to the station to any of
the adjacent grid cells is greater than 0.5 mm/yr the station is identified as Category 2, a
station with a large spatial gradient in local land motion.
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The correlation of internal and external land motion estimates for Category 2 tide
gauges versus distance is shown in Figure 4.8. Again, the normalized correlation is com-
puted between internal and external land motion estimates in distance bins from 0 to 500
km where the width of the bin increases with distance. The correlation is not significant
beyond a distance of 300 km, so Category 2 tide gauges can only use a GPS station for
land motion if it is within 300 km. This same classification applies to GPS stations as
well, so that a GPS station in an area of subsidence cannot be paired with a tide gauge
more than 300 km away. The set of tide gauges and GPS that are classified as Category 2
are listed in Appendix A, Tables 2 and 3.
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Figure 4.8: Category 2 Normalized Correlation The correlation has been normalized by
the formal error,
√
1
N , where N is the number of station pairs. The dashed line indicates
the 95 percent confidence level.
All tide gauge and GPS stations that do not fall into Categories 2 or 3 are classified
as Category 1, meaning non-tectonic stations without known large land motion spatial
gradients. Because Category 1 stations are not near tectonically active regions, or regions
with localized land motion, the distance scale of coherent land motion should be large
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and we can look for GPS stations relatively far from the tide gauge. To determine the best
distance scale we computed the correlation of all reliable land motion estimates (Category
1 tide gauges and GPS with errors less than 2 mm/yr) within varying distance bins. We
incorporated not only tide gauge/GPS pairs, but also tide gauge/tide gauge and GPS/GPS
pairs to obtain a larger number of stations. The results of this analysis are shown in Figure
4.9. The correlation plotted in red has been normalized by the formal error,
√
( 1N ), where
N is the number of station pairs. Because stations can pair multiple times, however, the
formal error may somewhat underestimate the number of independent pairs. In an attempt
to correct for this effect, we also show the correlation (plotted in blue) after normalizing
by an estimate of error that incorporates the degree of independence derived from Monte
Carlo simulations. Both correlations yield similar results. The normalized correlations
are above the 95 percent confidence level (normalized correlation of 2) out to 500 km.
Although the 1000 km distance appears to be significant, it does not make sense to choose
this distance given the behavior of the normalized correlation from 600 km up to 1000
km.
This is perhaps the most significant result of this study. It has been argued that GPS-
derived estimates of land motion are useless unless the receiver is co-located with the
gauge. These results, however, suggest that if one is careful to avoid areas with known
large spatial gradients in land motion, then there is sufficient spatial coherence in the
land motion field to allow useful estimates at many tide gauges that do not yet have a co-
located GPS series. We do not argue that this approach is ideal. Clearly having GPS at
every tide gauge used for altimeter drift estimation is preferred, but until that happens this
result will allow us to substantially reduce the error bar on altimeter drift estimates, and
consequently on sea level rise estimates from both altimeters and from tide gauges alone.
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Figure 4.9: Normalized Correlation of Category 1 Stations. The correlation plotted in red
has been normalized by the formal error,
√
1
N , where N is the number of station pairs.
The correlation plotted in blue has been normalized by an estimate of error that
incorporates the degree of independence derived from Monte Carlo simulations. The
dashed line indicates the 95 percent confidence level.
4.3 The Algorithm for Making an External Land Motion Estimate
We conclude this chapter with a brief summary of our algorithm for placing an ex-
ternal, or GPS-derived, land motion estimate on a tide gauge time series at an arbitrary
location. Note, though, that is it possible we will conclude that it is impossible to make
such an assignment given the present array of GPS time series.
First, the tide gauge must be classified into what we have defined as Category 1, 2,
or 3. The first step in the classification algorithm is to determine the tectonic plate and
ocean basin for each station. Then, any causes for large spatial gradients in land motion
must be identified. We look for any nearby tectonic activity as the primary cause of gra-
dients in land motion. Using the plate boundaries from University of Texas Institute for
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Geophysics and the tectonic boundary index described in Section 4.2, we compute the
distance to the nearest boundary and note the boundary classification of that point (i.e.,
active or quiet). If the station is less than 250 km from a quiet boundary or 100 km from
an active boundary, it is classified as Category 3 and a land motion estimate is made using
a GPS within 10 km. If no GPS is found within 10 km, then no external land motion
estimate is made.
If the gauge is not classified as Category 3, then the next step is to identify any other
causes of local land motion (subsidence or GIA). To identify GIA-induced land motion
we compute the gradient of land motion from the ICE 5G model for the area surround-
ing the gauge and determine if the gradient is larger than 0.5 mm/yr. If so, the gauge is
classified as Category 2. If there is no large gradient in GIA, then we compare the internal
estimate to external estimates around the tide gauge. If there are large differences (indi-
cating spatial gradients in land motion), we search the literature for any documented land
motions. If such documentation is found, then the tide gauge is classified as Category 2.
An external land motion estimate can be made for a Category 2 tide gauge by looking for
Category 1 or 2 GPS stations out to 300 km. If there are no Category 1 or 2 GPS within
300 km, then no external land motion estimate is made.
All stations that are not classified as Category 2 or 3 are placed into Category 1. An
external land motion estimate can be made for a Category 1 tide gauge by looking for
Category 1 GPS stations out to a distance of 500 km, or Category 2 GPS stations to a
distance of 300 km. If there are no Category 1 GPS within 500 km, then no external land
motion estimate can be made.
Note that all of the preceding matching criteria are all subject to the overall constraint
that no GPS station can be matched to a tide gauge lying on a different tectonic plate or in
a different ocean basin.
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Now that we have described the algorithm in detail, we will demonstrate its use by
applying it to the University of Hawaii Sea Level Center Joint Archive for Sea Level Fast-
Delivery set of tide gauges. We will use GPS vertical land motion rates computed by Guy
Woppelmann (Woppelmann et al., 2007) but with error bars computed using the method
described in Chapter 3.
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Chapter 5: Application of our Methods
In Chapter 4, we developed an algorithm for choosing an external land motion estimate
at an arbitrary tide gauge location. This algorithm was developed using a specific set of
tide gauges, but the method must be applied in the future to a varying set of tide gauge
locations and an evolving set of GPS locations. In order to demonstrate the application of
the algorithm, we will now apply the methods described in Chapters 3 and 4 to the most
recent (August 2009) set of tide gauges that are available from the University of Hawaii
Sea Level Center as the Fast Delivery dataset. The set of GPS stations is the same as that
used in Chapter 4.
5.1 Application to a New Set of Tide Gauge Time Series
The first step in making the land motion estimate to compute the internal land motion
rate at each tide gauge locations as described in Chapter 2, Section 4. Briefly, we first
check to see if monthly mean sea level time series from the Permanent Service for Mean
Sea Level (PSMSL) are available for each station in the Fast Delivery set. If monthly data
are available we determine the internal rate by fitting a mean, trend, seasonal cycle and
ENSO index to the sea level series spanning from 1946 to July, 2009. If monthly data are
not available we use the daily time series. As discussed earlier, the trend fit to the time
series is interpreted as the rate of mean sea level change minus land motion. To estimate
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the rate of global sea level change we fit a trend to the sea level reconstruction of Church
and White (2006) over the span of each of the tide gauge time series. An error bar on
the rate of global sea level change is computed from the residuals of the defined span of
Church and White (2006) data using the method described in Chapter 3. The global mean
sea level change rate is removed from the fitted trend and then the trend is inverted so that
positive land motion is upward and negative land motion is downward. The residuals from
the model fit are then used to estimate the error on the internal land motion rate using the
method of error estimation described in Chapter 3. This error is added to the error of the
global mean sea level change estimate to obtain the total error of the internal land motion
estimate. The internal land motion rate and error for each tide gauge are given in Table 1.
We next use the algorithm developed in Chapter 4 to categorize each tide gauge based
on the magnitude of spatial gradients in land motion. Once each tide gauge is classified,
we can assign an external estimate by searching for GPS stations within the specified
distance for each category. We first use the tectonic boundary index to place tide gauges
into Category 3. Tide gauges within 250 km of an active boundary or 100 km of a quiet
boundary are classified as Category 3. Additionally, tide gauges that are near active vol-
canos, but not near a tectonic boundary are classified as Category 3. These stations in-
clude Hilo and Kawaihae in Hawaii and the volcanic islands of San Felix, Juan Fernandez
and Las Palmas. The tide gauge classifications are shown in Figure 5.1.
After Category 3 stations have been identified, we now look for any other causes of
large spatial gradients in local land motion. To identify GIA-induced land motion we
compute the gradient of land motion from the ICE 5G model for the area surrounding the
gauge and determine if the gradient is larger than 0.5 mm/yr. If so, the gauge is classified
as Category 2. Seven tide gauges from the Fast Delivery set are identified as Category 2
based on large gradients in GIA: Goteborg, Sweden, Tofino, British Columbia, Churchill,
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Figure 5.1: Classification of the 150 Fast Delivery Dataset Tide Gauges.
Manitoba, Ketchikan, Alaska, Lerwick, Scotland, Stornoway, Scotland, and Prince Ru-
pert, British Columbia (Figure 5.1).
If there is no large gradient in GIA, we then compare the internal estimate to the ex-
ternal estimates around each tide gauge. If there are large spatial gradients, we search
the literature for any documented subsidence or uplift. If any documentation is found,
then the tide gauge is classified as Category 2. The tide gauge at Dutch Harbor, Alaska is
undergoing uplift due to earthquake rebound (Bridges and Gao, 2006) and is classified as
Category 2. Tide gauges in Patagonia (Puerto Madryn and Port Stanley) are undergoing
uplift that cannot be explained by GIA alone (Rostami et al., 2000). Duck, North Car-
olina and Atlantic City, New Jersey are included in the Chesapeake Bay subsidence zone
(Kearney, 2008) where sediment compaction is causing the land to sink. The two tide
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gauges in Galveston, Texas are also placed in Category 2 because of localized subsidence
due to fluid withdrawal (Gabrysch, 1990).
All tide gauges that are not classified as Category 2 or 3 are denoted as Category 1
(Figure 5.1). These stations are far from plate boundaries and in locations where spatial
gradients in land motion are expected to be small.
We also need to make a similar classification of the GPS rates. In this particular appli-
cation we are using the same set of GPS stations that were used in Chapter 4 to develop
the algorithm, but in the future this will change. The classification of the GPS stations
based on the work described in Chapter 4 are summarized in Appendix A, Table 2 and are
now also shown in Figure 5.2.
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Figure 5.2: Classification of the 164 GPS Stations Used in This Study.
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5.2 Results
Using the distance criteria specified for each category in Chapter 4 (Category 3 =
10 km, Category 2 = 300 km, Category 1 = 500 km), we make an external estimate by
pairing the tide gauge with the nearest GPS that meets the distance, category and same
plate, same ocean basin requirements. The results of applying the land motion algorithm
and error estimation to the set of 150 tide gauges from Hawaii’s Fast Delivery dataset are
given below in Table 1. Of the 150 tide gauges, 90 have successfully been assigned an
external land motion rate. This is a great improvement over the earlier work of Mitchum
(2000), where only 51 gauges were assigned external rates even with a much less strin-
gent criterion for the allowable distance between the tide gauges and the GPS locations.
In that study GPS rates were used out to a distance of 1000 km from the tide gauges,
as opposed to our maximum distance of 500 km. We clearly have more external rates
available at the tide gauges, but we also need to ask whether these rates are reliable, at
least in a statistical sense.
In order to address this question, we focus on stations where both the internal and
external estimates have errors less than 2 mm/yr, which results in a set of 60 pairs. We
will use these to evaluate the skill of our algorithm in assigned external rates to the tide
gauge time series. Recall our earlier argument that agreement between these rates indi-
cates skill in both since these estimates are completely independent. This (reduced) set of
internal and external rate pairs has a correlation of 0.68 (Figure 5.3). If the 60 pairs can
be treated as independent, this correlation is 5 standard deviations from zero. If at least 10
pairs can be treated as independent, the correlation is still significantly different from zero
with 95% confidence. There are outliers in the set, but the overall agreement demonstrates
that there is skill in both estimates.
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As a further check on the significance of this correlation, we devised another test that
is not sensitive to outliers. In this test we simply count the number of pairs where the
internal and external estimates have the same sign and compare that to the number of
pairs where the internal and external estimates have opposite signs. If the pairs have no
true relationship, the we expect that the number of same sign and opposite sign pairs will
(statistically) be equal. On the other hand, if the pairs are perfectly related, all will have
the same sign.
For the set of 60 pairs shown in Figure 5.3 there are 40 pairs with the same sign and
20 pairs with the opposite sign. We evaluate the significance of this excess of same sign to
opposite sign pairs with a Monte Carlo simulation. We generate 60 random independent
pairs with error bars equal to those of the real data and count the number of same sign
pairs. This process is repeated 10000 times in order to estimate the probability distri-
bution function for the number of same sign pairs that can occur when there is no true
relationship between the pairs. We find that the likelihood of obtaining 40 or more same
sign pairs from a set of 60 independent pairs is less than 1%, which confirms our conclu-
sion from the classical correlation coefficient that there is skill in both of our land motion
estimates.
5.3 Concluding Remarks
In conclusion, we contend that we have demonstrated the effectiveness of the meth-
ods we have developed, and that these methods will substantially improve our ability to
quantify sea level rise estimates from both tide gauges and from satellite altimeters.
First, we have developed a method to estimate the parameter errors for a general mul-
tiple linear regression model that deals with both correlated noise series and the problem
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Figure 5.3: Internal and External Land Motion Estimates for the Fast Delivery Set of Tide
Gauges. The internal land motion rates and errors are plotted on the x-axis and the
external rates and errors are plotted on the y-axis. The pairs have been colored to match
the category of each tide gauge and GPS seen in Figures 5.1 and 5.2. The green circles
are Category 1 tide gauges with Category 2 GPS and Category 2 tide gauges with
Category 1 GPS. Each quadrant of the figure is also marked with a red sign pair,
indicating the quadrant of the same and opposite signed pairs that were counted as part of
the statistical test described in Section 5.2.
of estimating the true underlying noise models from the fit residuals, which are contami-
nated by what we call overfitting. This allows us to better quantify sea level rise estimates
computed from tide gauges alone because we will now have improved information on
the reliability of the rates determined at each gauge around the globe. We will also have
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better sea level rise estimates from satellite altimeters because this method will allow an
optimal weighting of the internal and external land motion estimates, thus reducing what
is at present the dominant error in the satellite sea level trend estimates.
Second, we have developed an algorithm for making what we will argue is the best
use of the external, or GPS-derived, land motion estimates. Ideally we should have GPS
measurements at every tide gauge and we should have many years of data. In reality we
have co-located GPS series at a small number of gauges and time series that are often
only a few years in length. The overall statistics of the tide gauge estimate of altimeter
drift depends on a large number of gauges being used, so we cannot simply eliminate
gauges that do not have a co-located GPS. This means that we must use GPS rates that
are not always ‘close’ to the gauges, and we have developed a scheme that allows us to
quantitatively say what close means.
The net result is that thanks to this work our community will be able to:
• Put accurate error bars on sea level changes estimates from tide gauge stations. This
will allow optimal weighting of the tide gauge estimates in order to form a more
precise calculation of twentieth century sea level change.
• Determine the best drift estimation for satellite altimeters via the best use of the
growing network of GPS land motion rates. This in turn allows the best estimate of
sea level change over the past 15 years.
• Evaluate possible sea level rise rate changes by differencing the tide gauge rates
with the altimeter rise rate. Quantifying this rate change, and more importantly its
error bar, is key to assessing climate change models.
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Table 5.1: University of Hawaii Sea Level Center Fast Delivery Tide Gauges With
Internal and External Land Motion Estimates and Errors. The columns are (i) Station
name, (ii) internal land motion rate, (iii) internal rate error, (iv) external land motion rate,
(v) external rate error. If no external rate is computed for a given tide gauge, the external
rate becomes 0 mm/yr with an error of 10 mm/yr.
Station Name Int (mm/yr) Err (mm/yr) Ext (mm/yr) Err (mm/yr)
POHNPEI -0.49 0.92 0.69 2.93
BETIO -1.56 1.07 -1.97 2.78
BALTRA -0.89 0.60 0.12 1.62
NAURU 3.13 1.13 0 10
MAJURO -1.42 0.89 0.04 2.36
MALAKAL 0.41 1.00 0 10
YAP 1.38 0.22 0 10
HONIARA 3.66 0.50 0 10
CHRISTMAS ISLAND 1.25 0.53 0 10
KANTON 1.96 0.96 0 10
PAPEETE -1.12 0.63 -0.29 0.58
RIKITEA 0.06 0.72 0 10
NOUMEA 4.93 2.42 2.06 0.73
EASTER ISLAND 1.04 1.14 2.14 0.95
RAROTONGA -1.85 0.38 0.60 3.60
PENRHYN 0.45 1.06 0 10
FUNAFUTI 0.02 1.03 2.87 1.83
SAIPAN 1.33 1.01 -3.15 0.94
KAPINGAMARANGI -0.22 0.19 0 10
SANTA CRUZ 0.18 0.77 0.12 1.62
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CABO SAN LUCAS 1.24 1.17 0 10
NUKU’ALOFA -4.49 0.83 3.12 0.66
KODIAK ISLAND 12.19 0.77 8.61 1.15
ADAK ISLAND 3.26 0.55 0 10
DUTCH HARBOR 7.75 0.72 0 10
PORT VILA -1.49 0.48 -2.84 1.57
CHICHIJIMA -3.37 0.51 0.05 3.15
MIDWAY ISLAND 1.23 0.63 0 10
WAKE ISLAND -0.25 0.33 0 10
GUAM 0.21 0.27 2.14 0.47
KWAJALEIN 0.04 0.16 0.04 2.36
PAGO PAGO -0.91 0.63 3.65 1.53
HONOLULU 0.43 0.16 -0.05 0.98
NAWILIWI 0.49 0.25 2.79 1.05
KAHULUI 0.20 0.57 -0.05 0.98
HILO -1.39 0.34 -0.41 0.85
LA LIBERTAD 3.39 0.30 0 10
CALLAO -0.12 1.17 0 10
MOMBASA 2.23 0.58 0.27 0.44
PORT LOUIS 1.84 1.60 2.60 2.46
RODRIGUES 1.88 1.44 0 10
HULHULE -0.32 1.22 3.10 3.99
GAN -3.28 1.38 0 10
SALALAH 0.90 0.38 0 10
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POINT LA RUE -5.55 0.43 -1.23 2.47
KO TAPHAO NOI 0.49 0.86 0 10
LAMU 2.36 1.86 0.27 0.44
ZANZIBAR 5.54 0.94 0.27 0.44
BROOME -2.52 2.94 0 10
DARWIN -1.00 2.52 3.23 1.24
COCOS ISLAND -3.87 2.11 3.61 2.29
FREMANTLE 0.69 0.22 0.83 1.41
ESPERANCE -1.43 1.65 0 10
KERGUELEN -2.72 2.39 1.68 1.13
DURBAN 1.22 0.43 2.76 0.97
PORT ELIZABETH -0.89 0.55 0 10
PONTA DELGADO -0.82 0.23 -2.36 0.71
KEY WEST -0.20 0.25 0.26 0.61
SAN JUAN 0.39 0.25 0 10
NEWPORT -0.49 0.20 -0.18 0.81
BERMUDA 0.27 0.15 -0.74 0.72
DUCK PIER -2.35 0.58 -3.12 0.99
CHARLESTON -0.62 0.34 0.76 0.99
ATLANTIC CITY -2.37 0.18 -3.34 0.92
CHURCHILL 12.47 0.79 8.31 1.92
HALIFAX -0.76 0.21 -1.57 0.86
ST-JOHN’S 0.07 0.27 -1.19 0.76
ILHA FISCAL -1.53 1.29 0 10
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LERWICK 2.17 0.46 0 10
NEWLYN 0.31 0.17 -1.04 0.82
STORNOWAY -0.03 0.74 0.15 0.94
BALBOA 0.09 0.53 0 10
KO LAK 2.41 0.46 0 10
QUARRY BAY 0.82 0.63 0 10
BRISBANE 0.28 0.66 0 10
BUNDABERG 1.55 0.24 0 10
FORT DENISON 0.65 0.21 2.06 0.76
TOWNSVILLE 0.61 0.21 2.68 0.62
SPRING BAY 0.17 0.58 1.57 1.05
BOOBY ISLAND 9.98 0.55 0 10
ABASHIRI 0.50 0.61 10.32 3.96
HAMADA -3.09 0.57 0.92 0.93
TOYAMA -1.72 0.76 2.16 1.58
KUSHIRO -7.85 0.18 0 10
OFUNATO -2.47 0.22 -0.63 1.66
MERA -1.89 0.28 -0.25 0.77
KUSHIMOTO -1.26 0.76 -1.18 2.43
ABURATSU 0.18 0.71 -1.07 1.10
NAHA -0.02 0.44 1.54 0.99
MAISAKA 3.96 0.70 0 10
WAKKANAI -1.96 0.39 5.19 2.36
NAGASAKI 0.09 0.32 -0.45 2.06
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HAKODATE 1.99 0.60 3.72 1.43
ISHIGAKI -0.54 0.98 1.54 0.99
MANZANILLO 8.60 5.05 7.67 0.61
LOMBRUM -3.02 0.66 2.44 2.08
LAUTOKA -1.59 2.12 1.51 1.64
PRINCE RUPERT 0.46 0.28 0.41 1.43
SAN FRANCISCO 0.04 0.29 -0.54 1.46
CRESCENT CITY 2.91 0.21 0 10
NEAH BAY 4.05 0.27 4.84 0.82
SITKA 3.73 0.23 0 10
SEWARD 4.44 0.72 0 10
SAN DIEGO -0.03 0.23 -1.36 2.22
YAKUTAT 8.39 1.16 0 10
KETCHIKAN 2.05 0.28 0.41 1.43
SAND POINT 1.47 1.30 0 10
SOUTH BEACH 0.30 0.23 1.47 0.87
NOME -6.36 1.15 0 10
TANJONG -1.07 1.04 -13.78 2.34
FORT PULASKI -0.84 0.23 0.76 0.99
VIRGINIA KEY 1.26 1.25 0.92 0.79
PENSACOLA 0.27 0.22 -3.38 0.81
GALVESTON I -4.98 0.43 -6.85 1.08
GALVESTON II -4.43 0.44 -6.85 1.08
GOTEBORG 1.82 0.43 0 10
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BREST 0.13 0.35 -1.18 0.85
MARSEILLE 1.39 0.38 -0.32 0.98
CUXHAVEN -1.65 0.98 -0.16 0.85
PUERTO MADRYN 6.81 2.30 0 10
TOFINO 3.67 0.57 2.02 0.96
CALDERA -1.22 0.49 0 10
ANTOFAGASTA 2.95 0.15 0 10
WELLINGTON -0.37 0.18 -2.06 0.78
CEUTA 1.34 0.10 0 10
LANGKAWI 0.38 0.30 0 10
PORTLAND 1.46 0.57 0 10
MACQUARIE -3.07 1.77 0 10
FRENCH FRIGATE 0.58 2.76 0 10
JUAN FERNANDEZ 8.20 0.33 0 10
SAN FELIX 9.58 3.04 0 10
BLUFF 0.10 0.18 0 10
VALPARAISO 3.41 1.31 0 10
MOSSEL BAY -0.57 5.80 2.42 2.39
KNYSNA 0.19 0.48 2.42 2.39
EAST LONDON 2.24 1.22 0 10
RICHARD’S BAY 0.31 1.78 2.76 0.97
LAS PALMAS -15.01 1.20 0 10
SIMON’S TOWN 0.19 0.32 2.42 2.39
DAKAR 3.87 0.59 0 10
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PORT STANLEY 1.27 0.50 0 10
NAKANO -2.06 0.33 -0.45 2.06
NASE -1.27 0.53 1.54 0.99
NISHNOO -0.08 0.14 0 10
KAWAIHAE -3.60 0.82 0 10
LA JOLLA -0.17 0.24 -1.36 2.22
PORT NOLLOTH 0.52 0.26 0 10
SALDAHNA -1.28 1.20 2.42 2.39
CAPE TOWN 0.57 2.31 2.42 2.39
LA CORUNA 1.03 0.99 -3.91 1.25
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Appendix A: Tables of Tide Gauge and GPS Station Classification
Table A.1: Tide Gauge Categories. The columns are (i) Station name, (ii) latitude, (iii)
longitude, (iv) category, (v) comment number. The category numbers correspond to the
acceptable distance for matching tide gauges with GPS stations. Category 1 stations can
be matched with GPS up to 3000 km away, as long as they are on the same tectonic plate
and same ocean basin. Category 2 stations can be matched with GPS up to 100 km away,
due to localized, non-tectonic land motion. Category 3 stations can be matched with GPS
only 10 km away due to tectonic land motion. Category 4 stations have been rejected and
are not used in this study. See Table A.3 for detailed comments.
Station Name Latitude Longitude Category Comment
POHNPEI 6.99 158.24 1 1
BETIO 1.36 172.93 1 1
BALTRA -0.44 269.72 1 1
NAURU -0.53 166.91 1 1
MAJURO 7.11 171.37 1 1
MALAKAL 7.33 134.46 3 3
YAP 9.51 138.13 3 3
HONIARA -9.43 159.96 3 3
CHRISTMAS ISLAND 1.98 202.53 1 1
KANTON -2.81 188.28 1 1
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PAPEETE -17.53 210.43 1 1
RIKITEA -23.13 225.05 1 1
NOUMEA -22.29 166.44 1 1
EASTER ISLAND -27.15 250.55 1 1
RAROTONGA -21.21 200.23 1 1
PENRHYN -8.98 201.95 1 1
FUNAFUTI -8.53 179.20 1 1
SAIPAN 15.23 145.74 1 1
KAPINGAMARANGI 1.10 154.78 1 1
SANTA CRUZ -0.75 269.69 1 1
CABO SAN LUCAS 22.88 250.09 3 3
NUKU’ALOFA -21.13 184.83 1 1
KODIAK ISLAND 57.73 207.49 3 3
ADAK ISLAND 51.86 183.37 3 3
DUTCH HARBOR 53.88 193.46 2 4
PORT VILA -17.77 168.30 3 3
CHICHIJIMA 27.10 142.18 1 1
MIDWAY ISLAND 28.22 182.63 1 1
WAKE ISLAND 19.28 166.62 1 1
GUAM 13.43 144.65 3 3
KWAJALEIN 8.73 167.73 1 1
PAGO PAGO -14.28 189.32 3 3
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HONOLULU 21.31 202.13 1 1
NAWILIWI 21.96 200.65 1 1
KAHULUI 20.90 203.53 1 1
HILO 19.73 204.93 3 3
LA LIBERTAD -2.20 279.08 3 3
CALLAO -12.05 282.85 3 3
MOMBASA -4.07 39.66 1 1
PORT LOUIS -20.16 57.50 1 1
RODRIGUES -19.67 63.42 1 1
HULHULE 4.18 73.53 1 1
GAN -0.69 73.15 1 1
SALALAH 16.94 54.01 1 1
POINT LA RUE -4.67 55.53 1 1
KO TAPHAO NOI 7.83 98.43 1 1
LAMU -2.27 40.90 1 1
ZANZIBAR -6.16 39.19 1 1
BROOME -18.00 122.22 1 1
DARWIN -12.47 130.85 1 1
COCOS ISLAND -12.12 96.90 1 1
FREMANTLE -32.05 115.73 1 1
ESPERANCE -33.87 121.90 1 1
ST. PAUL -38.71 77.54 4 7
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KERGUELEN -49.35 70.22 1 1
DURBAN -29.88 31.00 1 1
PORT ELIZABETH -33.96 25.63 1 1
PONTA DELGADO 37.74 334.33 3 3
KEY WEST 24.55 278.19 1 1
SAN JUAN 18.46 293.88 3 3
NEWPORT 41.51 288.67 1 1
BERMUDA 32.37 295.30 1 1
DUCK PIER 36.18 284.26 2 5
CHARLESTON 32.78 280.07 1 1
ATLANTIC CITY 39.36 285.58 2 5
CHURCHILL 58.78 265.80 2 2
HALIFAX 44.67 296.42 1 1
ST-JOHN’S 47.57 307.28 1 1
ILHA FISCAL -22.90 316.84 1 1
LERWICK 60.15 358.86 2 2
NEWLYN 50.11 354.46 1 1
STORNOWAY 58.21 353.61 1 1
BALBOA 8.96 280.43 1 1
KO LAK 11.80 99.82 1 1
QUARRY BAY 22.3 114.22 1 1
BRISBANE -27.37 153.17 1 1
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BUNDABERG -24.83 152.35 1 1
FORT DENISON -33.85 151.23 1 1
TOWNSVILLE -19.25 146.83 1 1
SPRING BAY -42.55 147.93 1 1
BOOBY ISLAND -10.60 141.92 1 1
ABASHIRI 44.02 144.28 1 1
HAMADA 34.90 132.06 1 1
TOYAMA 36.77 137.22 1 1
KUSHIRO 42.97 144.38 3 3
OFUNATO 39.07 141.72 3 3
MERA 34.92 139.83 3 3
KUSHIMOTO 33.47 135.78 3 3
ABURATSU 31.57 131.42 3 3
NAHA 26.22 127.67 1 1
MAISAKA 34.68 137.62 3 3
WAKKANAI 45.40 141.68 1 1
NAGASAKI 32.73 129.87 3 3
HAKODATE 41.78 140.73 1 1
ISHIGAKI 24.33 124.15 1 1
MANZANILLO 19.05 255.67 3 3
LOMBRUM -2.03 147.37 1 1
LAUTOKA -17.60 177.43 1 1
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PRINCE RUPERT 54.32 229.67 2 2
SAN FRANCISCO 37.81 237.54 3 3
CRESCENT CITY 41.75 235.82 3 3
NEAH BAY 48.37 235.38 3 3
SITKA 57.05 224.67 3 3
SEWARD 60.12 210.57 3 3
SAN DIEGO 32.72 242.83 3 3
YAKUTAT 59.55 220.27 3 3
KETCHIKAN 55.33 228.34 2 2
SAND POINT 55.34 199.50 3 3
SOUTH BEACH 44.63 235.96 3 3
NOME 64.50 194.57 1 1
ESPERANZA -63.40 303.01 1 1
TANJONG 1.26 103.85 1 1
FORT PULASKI 32.03 279.10 1 1
VIRGINIA KEY 25.73 279.84 1 1
PENSACOLA 30.40 272.79 1 1
GALVESTON I 29.29 265.21 2 5
GALVESTON II 29.31 265.21 2 5
GOTEBORG 57.68 11.80 2 2
BREST 48.38 355.50 1 1
MARSEILLE 43.30 5.35 1 1
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CUXHAVEN 53.87 8.72 1 1
PUERTO MADRYN -42.77 294.97 2 6
TOFINO 49.15 234.08 2 2
CANANEIA -25.02 312.07 1 1
FUNCHAL 32.63 343.10 1 1
PORT HEDLAND -20.30 118.58 1 1
CARNARVON -24.88 113.62 1 1
CALDERA -27.07 289.17 3 3
ANTOFAGASTA -23.65 289.60 3 3
WELLINGTON -41.28 174.78 3 3
CEUTA 35.90 354.68 3 3
LANGKAWI 6.43 99.77 1 1
PORTLAND -38.33 141.60 1 1
MACQUARIE -54.48 158.97 3 3
LORD HOWE -31.53 159.07 1 1
BLUFF -46.60 168.33 3 3
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Table A.2: GPS Station Categories. The columns are (i) Station name, (ii) latitude, (iii)
longitude, (iv) category, (v) comment number. The category numbers correspond to the
acceptable distance for matching tide gauges with GPS stations. Category 1 stations can
be matched with GPS up to 3000 km away, as long as they are on the same tectonic plate
and same ocean basin. Category 2 stations can be matched with GPS up to 100 km away,
due to localized, non-tectonic land motion. Category 3 stations can be matched with GPS
only 10 km away due to tectonic land motion. Category 4 stations have been rejected and
are not used in this study. See Table A.3 for detailed comments.
Station Name Latitude Longitude Category Comment
AIS1 55.07 228.40 2 2
ASC1 -7.95 345.59 1 1
ASPA -14.33 189.28 4 7
BAY1 55.19 197.29 3 3
BAY2 55.19 197.29 3 3
BRMU 32.37 295.30 1 1
CHA1 32.76 280.16 1 1
CNMI 15.21 145.75 4 7
TAEJ 36.40 127.37 4 7
DARW -12.84 131.13 1 1
DUCK 36.18 284.25 2 5
EISL -27.15 250.62 1 1
GALA -0.70 269.70 1 1
GUAM 13.59 144.87 3 3
GUS2 58.42 224.30 2 2
HILO 19.72 204.95 3 3
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HNLC 21.30 202.14 1 1
HOB2 -42.80 147.44 1 1
KERG -49.35 70.26 1 1
KGN0 35.71 139.49 3 3
KGN1 35.71 139.49 3 3
KODK 57.73 207.50 3 3
KOKB 22.22 199.89 4 7
KWJ1 8.72 167.73 1 1
KYW1 24.58 278.35 1 1
LAE1 -6.67 146.99 3 3
MAC1 -54.50 158.94 3 3
MALD 4.19 73.53 4 7
MIZU 39.14 141.13 3 3
NEAH 48.2979 235.38 3 3
NOUM -22.27 166.41 1 1
PBL1 37.86 237.58 3 3
PDEL 37.75 334.34 3 3
PERT -31.80 115.89 2 5
PLO3 32.67 242.76 3 3
PUR3 18.46 292.93 3 3
SEY1 -4.67 55.48 4 7
STR1 -35.32 149.01 1 1
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SUVA -18.15 178.43 1 1
TOW2 -19.27 147.06 1 1
TRND 41.05 235.85 3 3
USUD 36.13 138.36 1 1
YSSK 47.03 142.72 1 1
P194 39.19 139.55 3 3
ABER 57.14 357.92 1 1
MANZ 19.06 255.70 3 3
TAIW 25.02 121.54 3 3
TUVA -8.53 179.20 4 7
ACOR 43.36 351.60 1 1
AJAC 41.93 8.76 1 1
ALAC 38.34 359.52 1 1
ALBH 48.39 236.52 2 2
ALEX 31.20 29.91 1 1
ALME 36.85 357.54 3 3
AUCK -36.60 174.83 3 3
BARH 44.40 291.78 1 1
BORK 53.56 6.75 1 1
BRST 48.38 355.50 1 1
BRUS 50.80 4.36 1 1
CAGL 39.14 8.97 1 1
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CANT 43.47 356.20 1 1
CASC 38.69 350.58 1 1
CEDU -31.87 133.81 1 1
CEUT 35.90 354.69 3 3
CHAT -43.96 183.43 1 1
CKIS -21.20 200.20 1 1
COCO -12.19 96.83 1 1
CRO1 17.76 295.42 3 3
DGAR -7.27 72.37 1 1
DUBR 42.65 18.11 4 7
DUNT -45.81 170.63 3 3
EPRT 44.91 293.01 1 1
FORT -3.88 321.57 1 1
FTS1 46.21 236.04 3 3
GAL1 29.33 265.26 2 5
GENO 44.42 8.92 1 1
GODE 39.02 283.17 2 5
GOUG -40.35 350.12 3 3
GRAS 43.76 6.92 1 1
HELG 54.17 7.89 1 1
HLFX 44.68 296.39 1 1
HNPT 38.59 283.87 2 5
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HOFN 64.27 344.80 3 3
HOLB 50.64 231.87 3 3
JAB1 -12.66 132.89 1 1
KARR -20.98 117.10 1 1
KEN1 60.68 208.65 2 4
KIRI 1.36 172.92 1 1
KOUR 5.25 307.19 1 1
LAGO 37.10 351.33 1 1
LAMP 35.50 12.61 1 1
LAUT -17.61 177.45 1 1
LPGS -34.91 302.07 2 6
LROC 46.16 358.78 1 1
LYTT -43.61 172.72 3 3
MALI -2.30 40.19 1 1
MALL 39.55 2.63 1 1
MARS 43.28 5.35 1 1
MAS1 27.76 344.37 1 1
MATE 40.65 16.70 4 7
MKEA 19.80 204.54 3 3
MOB1 30.23 271.98 2 5
NAIN 56.54 298.31 2 2
NANO 49.30 235.91 2 2
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NEWL 50.10 354.46 1 1
NKLG 0.35 9.67 1 1
NPRI 41.51 288.67 1 1
NSTG 55.01 358.56 1 1
NTUS 1.35 103.68 4 7
P201 45.41 141.69 4 7
P202 44.02 144.29 1 1
P204 41.78 140.73 1 1
P205 39.02 141.75 3 3
P206 34.92 139.83 3 3
P207 36.76 137.23 4 7
P208 33.48 135.77 3 3
P209 34.90 132.07 4 7
P210 32.74 129.87 3 3
P211 31.57 131.41 3 3
P212 26.21 127.67 1 1
P213 27.09 142.20 1 1
PETP 53.07 158.61 1 1
PIMO 14.64 121.08 3 3
PNGM -2.04 147.37 1 1
POHN 6.96 158.21 1 1
QAQ1 60.72 313.95 2 2
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RBAY -28.80 32.08 1 1
REUN -21.21 55.57 1 1
REYK 64.14 338.05 3 3
RIOG -53.79 292.25 3 3
RWSN -43.30 294.89 2 6
SANT -33.15 289.33 3 3
SEAT 47.65 237.69 1 1
SFER 36.46 353.79 3 3
SHEE 51.45 0.74 1 1
SIMO -34.19 18.44 1 1
SIO3 32.87 242.75 3 3
STAS 59.02 5.60 2 2
STJO 47.60 307.32 1 1
THTI -17.58 210.39 1 1
TIDB -35.40 148.98 1 1
TONG -21.15 184.82 1 1
TORS 62.02 353.24 1 1
TSKB 36.11 140.09 1 1
VALE 39.48 359.66 1 1
VTIS 33.71 241.71 3 3
WGTT -41.29 174.78 3 3
WSRT 52.92 6.61 1 1
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VANU -17.74 168.32 3 3
OHI2 -63.32 302.10 2 2
CHUR 58.76 265.91 2 2
AOML 25.74 279.84 1 1
GLPT 37.25 283.50 2 5
GOLD 35.43 243.11 3 3
KELS 46.12 237.10 1 1
METS 60.22 24.40 2 2
NEWP 44.59 235.94 3 3
SAMO -13.85 188.26 3 3
SELD 59.45 208.29 2 4
SOL1 38.32 283.55 2 5
VBCA -38.70 297.73 2 6
YAR1 -29.05 115.35 1 1
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Table A.3: Details of the Comment Numbers Used in Tables A 1 and 2
Number Comment
1 No Comment.
2 Land motion due to local glacial isostatic adjustment (GIA). Stations are put
into category 2 when the gradient of the land motion from the ICE-5G GIA
model (Peltier, 2004) from the grid cell nearest to the station to any of the
adjacent grid cells is greater than 1 mm/yr.
3 Local land motion due to tectonic activity. Stations are put into category 3
if they are closer than 250 km from a tectonically active boundary or 100
km from a quiet boundary. The details of the boundary classification are
dicussed in Chapter 4.
4 Uplift due to far-afield post-earthquake rebound (Bridges and Gao, 2006)
5 Subsidence due to fluid withdrawal and/or sediment compaction (Gornitz,
2001)
6 Uplift due to recent deglaciation not included in the ICE-5G model (Rostami
et al., 2000).
7 Stations that are not used in this study due to known issues with the station
(location, instrument errors, leveling problems, non-linearities)
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