In this paper we examine a class of nonlinear integral inclusions defined in a separable Banach space. For this class of inclusions of Volterra type we establish two existence results, one for inclusions with a convex-valued orientor field and the other for inclusions with nonconvexvalued orientor field. We present conditions guaranteeing that the multivMued map that represents the right-hand .side of the inclusion is acondensing using for the proof of our results a known fixed point theorem for a-condensing maps.
In this paper we examine a class of nonlinear integral inclusions defined in a separable Banach space and we establish two existence results. One for inclusions with a convex-valued orientor field and the other for inclusions with a nonconvex valued orientor field. Our work extends existence results of Ragimkhanov [11] and Lyapin [7] and the infinite dimensional results of Chuong [3] and Papageorgiou [10] , where the hypotheses on the orientor field F(t,x) are too restrictive (see theorem 3 .1 of Chuong and theorems 3.1-3.3 of Papageorgiou).
Let (fl,) be a measurable space and X a separable Banach space.
Throughout this work we will be using the following notations: PI()-{A C_ X" nonempty, closed (convex)} 1Received: August, 1991 . Revised" April 1993. and P(,,,)k()(X) = {A _ X: nonempty, (w)compact, (convex)}.
A multifunction F:aP(X)is said to be measurable (see Wagner [131) , if for every xX, wd(x,F(w))=inf{ [[x-z] R(z) {y e C(T,X): y(t) = p(t)+ f K(t,s)f(s)ds, t e T, f e S 0 First we will show that R(.) has nonempty values. Let {s,},> be simple functions such that s,(t)-hx(t) a.e. in X.
Then for each n > 1, tF(t,s,(t))is measurable (since t--,F(t, x) is measurable). So by Aumann's selection theorem (see Wagner [13] , theorem 5.10), we get f,'T--+X measurable such that f,(t)F(t,s(t)). Clearly f,L(X).
Note that because ff'(t,.)is u.s.c, from Z into Xo, U(t)=[.J F(t,s,(t))ePk(X)(see Klein-Thompson [8] and by passigg to a subsequence if necessary, we may assume tha in /.,(X). Then as above using theorem a.1 of [9] and the properties of F(t,z), we get; f(t) eOnvw-lim{f,(t)}, > _ convw-limF(t,x,(t)) C__ F(t,x(t)), a.e. Also f IV(t, s)f,(s)ds-t f K(t, s)f(s)ds in X. .(v) < a(v) and supt e Ta(R(V)(t))= G(n(v)). Thus we get (R(V)) < M I i 7 I I (V). Since by hypothesis M I I II1 < 1, we get that R(.) is G( )-condensing.
Apply theorem 4.1 of , to get x R(x). Then x C(T,X) solves (,) with the orientor field F(t,x). Using the definition of F(t,x) and same estimation as in the beginning of the proof, we get that I I x(t) I i -< M1 := F(t,x(t)) = F(t,x(t)) = x(. ) e C(T,X) solves (,). As in the proof of Theorem 1, we can show that for every solution x(.)eC(T,X)of (,), we have F(t, x) = F(t, pM l (x)). This has the properties as F(t, x) satisfies H(f)(4), l(t, x) _< (t) a.e. with (. ) e LX+. Then from Papageorgiou [9] (see theorem 4.1) we get that F(.)is l.s.c. Apply theorem 3 of Bressan-Colombo [2] to get: a continuous map 7: C(T, X)---+LI(X) such that 7(x)e F(x) for all x e C(T, X).
As in the proof of Theorem 1, let t H = {y e C(T, Z): y(t) p(t)+ f K(t, s)g(s)ds, t e T, I I g(t)II < (t) a.e.}. 0 This is bounded and equicontinuous. Let R: HoH be defined by R(x)(t) = p(t)+ f K(t,s)7(x)(s)ds. 0 Since 7(" )is continuous, we can easily check that R(-)is continuous too.
From the proof of Theorem 1, we know that it is G-condensing. So there exists x-R(z). This is the desired solution of (.).
Q.E.D.
