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In the fields of cognitive linguistics, computational linguistics, and corpus 
linguistics, there is increasing evidence supporting the notion that language users are 
likely to make processing decisions based on input frequency distribution and 
patterns. In contrast to a generative approach that perceives language processes as 
fundamentally governed by the application of intrinsic principles through an 
autonomous language faculty, which is assumed to be insensitive to input frequency 
(e.g., Chomsky, 1980), many theoretical proposals (e.g., Bybee & Hopper, 2001; 
Elman, Bates, Johnson, Karmiloff-Smith, Parisi, & Plunkett, 1996; Hunston & 
Francis, 2000; MacWhinney, 1999) suggest a constraint-based approach that views 
linguistic knowledge as the outcome of phenomenological experience, which 
emerges as regularities derived from general cognitive functions that are generally 
sensitive to distributional facts. In reaction to these proposals, there has been a 
variety of interdisciplinary discussions across these fields over the nature of 
language processes involved in comprehension, production, and acquisition. One of 
the most heated debates about the nature of language processes has centered on the 
psychological status of inflectional morphology and concerns the nature of 
representations for lexical access and its interaction with the application of 
inflectional rules in production. The debate has mirrored itself in the field of Second 
Language Acquisition (SLA) as well, posing the question of whether second 
language (L2) processes are qualitatively different from first language (L1) 
processes (e.g., Bley-Vroman, 1990, 1997; Ellis, 1996, 1998, 2002; Eubank & Gregg, 
1995; Schmidt, 1992; Ullman, 2001). 
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Theoretical models of inflectional morphology 
There are various theoretical accounts of inflectional morphology. In the 
lexical access literature, dual-route access models are common (e.g., Baayen, 1991; 
Caramazza, Laudanna, & Romani, 1988; Chialant & Caramazza, 1995; Laudanna, 
Badecker, & Caramazza, 1992; Shreuder & Baayen, 1995). These models share the 
assumption that irregularly inflected word forms are mainly accessed through 
whole-word representations while regularly inflected word forms are accessed 
through both whole-word and decomposed morpheme representations. 
Connectionist and usage-based network models (e.g., Bybee 1985, 1988, 1995; 
Daugherty & Seidenberg, 1992; McClelland & Rumelhart, 1985; Plaut, McClelland, 
& Seidenberg 1996; Plunkett & Marchman, 1991; Rumelhart & McClelland, 1986; 
Stemberger, 1995), fundamentally assume that morphological processing is managed 
by lexical storage, through which rule-like behavior emerges from generalization 
among stored items by the associative function of memory. Generative linguistic 
accounts, on the other hand, distinguish between regularly and irregularly inflected 
word forms (e.g., Clahsen, 1999; Pinker, 1991, 1997; Pinker & Prince, 1991; 
Prasada & Pinker, 1993; Ullman, 2001), and propose that there is a dual-processing 
mechanism, dissociating rule-based regular inflections from storage-based irregular 
inflections. Currently, researchers in cognitive approaches, connectionism, 
generative grammar, and lexical access studies ask whether there are two modes of 
processing for inflectional morphology, by rule or by rote, and which mode is 
possible for regularly and irregularly inflected word forms. A central question in the 
debate in this literature has become whether regular forms exhibit the effects of 
input frequency in the process of lexical access and morphological production. 
 
Empirical studies of frequency effects 
Although a range of different research methods has been applied to 
investigate the aforementioned predictions by the different models (e.g., Clahsen, 
1999; Daugherty & Seidenberg, 1992; Plaut, McClelland, & Seidenberg, 1996; 
Stemberger & MacWhinney, 1988), many experimental studies have used priming 
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experiments. Burani, Salmaso, & Caramazza, (1984), Gordon and Alegre, (1999), 
Hare, Ford, and Marsen-Wilson (2001), and Taft (1979) investigated frequency 
effects for inflected word forms in a lexical decision task. Prasada, Pinker, & Snyder, 
(1990) and Seidenberg and Bruck (1990) investigated stem-priming effects for 
regularly and irregularly inflected word forms in a naming task. Beck (1997), 
Brovetto and Ullman (2001), and Lalleman, Santen, and Heuven (1997) replicated 
the study design by Prasada, et al. and investigated frequency effects for inflected 
word forms in a second language. Ellis and Schmidt (1997) investigated frequency 
effects for both regularly and irregularly inflected word forms in an artificial 
language. The current experimental findings to date, however, are conflicting, with 
some studies reporting effects of frequency only for irregular forms, and others 
finding frequency effects for regular forms as well. 
In a lexical access study, Taft (1979) tested pairs of regularly inflected word 
forms: one word in each pair was high in whole-word frequency and the other was 
very low, but both were matched in base frequency (stem frequency plus all 
inflections). In Taft’s experiments, the items were visually presented for 500 
milliseconds, and the subjects were asked to classify whether items were words or 
nonce words. Access latencies were measured by the length of response time 
between the onset of the stimulus presentation and the onset of vocal response by 
saying yes or no. In the results, Taft found significant word frequency effects, 
suggesting that regular inflections may have whole-word representations. However, 
in another experiment, Taft also found significant base frequency effects when pairs 
of regularly inflected forms were matched in word frequency but with different base 
frequencies. 
In reaction to the inconclusive findings by Taft (1979), Burani, et al. (1984) 
focused on different word frequencies of the members in the same inflectional 
paradigm in Italian (similar to works, worked, and working, in English), and found 
longer reaction times for the inflected form with lower word frequency in the same 
inflectional paradigm that shares the same base frequency. However, some potential 
problems in the Burani, et al. (1984) and the Taft (1979) studies have been pointed 
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out by other researchers. For example, the findings in the Burani, et al. study might 
be confounded with the type frequency of other inflected word forms that share the 
same endings (e.g., –ing, ed, –s in English) if one assumes that independent 
decomposed representations of morphemes are available in the lexicon (e.g., Baayen 
& Schreuder, 1999; Schreuder & Baayen, 1995). As for the Taft (1979) study, 
Gordon and Alegre (1999) point out that the experimental items in the study 
involved stem forms that are derived from nouns (e.g., numbered, timed; Taft 1979, 
p. 272). Nine out of twenty items in the low word frequency group had derived 
stems, while the high word frequency group had none. If one assumes that 
denominal verbs have independent representational status in the lexicon, then Taft’s 
computation for base frequency might be inaccurate, since he included both noun 
and verb base frequency to control for the matched pairs in the experimental items. 
Alternatively, if derived verbs are generated by rule, this includes complex 
processing steps (e.g., access to noun base form, zero derivation from noun base, 
and the application of the inflectional rule). In either case, denominal verbs in low 
frequency items might have contributed longer reaction times in the experiments. 
Based on criticisms of the previous studies that employed a lexical decision 
task, Gordon and Alegre (1999) investigated the relative representational status of 
regular forms with some refined statistical methods to analyze word frequency 
effects on inflectional morphology. In their experiments, frequency distributions 
were treated as continuous variables. Using Kucera and Francis (1967), the base 
form frequencies were kept constant using their log frequencies, where inflected 
word frequency varied from low to high. Although the range of word frequencies 
was small due to the constraint of maintaining matched-base frequencies, the results 
suggested statistically significant word frequency effects on frequently occurring 
regular items that were sampled form the approximate base frequency of 50 per 
million; however, they found no statistically significant word frequency effects 
below seven per million in Kucera and Francis that were sampled from the lower 
approximate base frequency of 25 per million. They also did not find statistically 
significant word frequency effect for the word items sampled from the higher 
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approximate base frequency of 100 per million. Although the results did not fully 
meet their predictions based on the aforementioned dual-route access models, 
Gordon and Alegre found the evidence that frequently occurring regularly inflected 
word forms seem to have independent mental representations in the lexicon. 
A study by Hare, et al. (2001) also reports a statistically significant 
whole-word frequency effect on regular forms, investigating the same question with 
a slightly different focus. In their study, regularly and irregularly inflected forms 
were compared with their homophones (e.g., made, maid, allowed, aloud). The 
homophones were used for primes in a lexical decision task, and the results showed 
that if the inflected word form was more frequent than the homophone pair, reaction 
times were faster, but if the homophone word form was more frequent, reaction 
times were slower. 
The experimental studies in the lexical access research reviewed above 
(Burani, et al., 1984; Gordon & Alegre, 1999; Taft, 1979; Hare et al., 2001) 
generally demonstrate word frequency effects for regularly inflected word forms. 
Within the acquisition literature, however, there is evidence against the word 
frequency effects for regular inflections. Prasada, et al. (1990) and Seidenberg and 
Bruck (1990) measured access latencies in adult native English speakers via a 
naming task in order to investigate frequency effects on both regular and irregular 
inflections. In the Prasada et al study, participants were presented the stem form of a 
verb (e.g., walk) on the computer screen for 400 milliseconds and were asked to 
produce the corresponding past tense form (e.g., walked) as quickly as possible. The 
items were constructed such that each pair consisted of regular and irregular verbs; 
these were matched for non-past base frequency (base frequency minus past form 
frequency) but they had differing word frequencies. They hypothesized that if past 
tense forms are accessed through base form, then no differences in reaction times are 
expected. On the other hand, if regularly inflected word forms are accessed through 
full-form representation, there should be no on-line generation governed by the 
inflectional rule; so inflected forms that are higher in frequency should be produced 
faster than inflected forms that are in lower frequency. Prasada et al. (1990) found 
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no differences in reaction times for the regularly inflected word forms. However, 
when irregular forms were tested in the same fashion, past tense forms that are 
higher in frequency were produced statistically significantly faster than lower 
frequency past tense forms. These results suggested that regular inflections are 
generated by rule, while irregular inflections are stored as whole words. 
The research design developed by Prasada, et al. (1990) has been adopted in 
second language research as well. The second language studies that replicated 
Prasada, et al.’s study (Beck, 1997; Brovetto & Ullman, 2001; Lalleman et al, 1997) 
report statistically significant word frequency effects on irregulars but no effect on 
regulars in native speaker controls, but the findings in L2 learners are inconsistent. 
Beck (1997) reports the results of a number of experiments showing that second 
language learners of English behave much like L1 speakers on regulars, arguing 
against the notion that regularly inflected word forms have full-form representations 
in the lexicon. What Beck actually found for the regular items in the experiments, 
however, were shorter reaction times for low word frequency items than for high 
word frequency items. This phenomenon has often been referred to as an 
“anti-frequency effect” (Beck, 1997; Pinker, 1991) and taken as key evidence to 
support the existence of a rule-governed mechanism for L2 morphological 
processing (e.g., Eubank & Gregg, 1995). Moreover, Beck found no significant 
word frequency effect on irregulars, suggesting that the natural input frequency of 
irregulars may not be very relevant since it is very common practice in L2 
classrooms to provide lists of irregular verbs to be memorized by the students. In 
contrast to Beck’s findings, on the other hand, Lalleman, et al. (1997) found an 
advantage for both high-frequency irregular and high-frequency regular items in 
their initial experiment. Similarly, Brovetto and Ullman (2001) observed a 
statistically significant word frequency effect on irregulars and also found longer 
reaction times for low frequent regulars by L2 learners. 
Some problems with the design of the Prasada et al. (1990) study may have 
resulted from their method for computing base frequency. They defined the base 
frequency as the summed frequencies of the stem and the inflectional forms, except 
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for the past form. Pinker and Prince (1991) note:  
Prasada, Pinker, & Snyder (1990) selected pairs of verbs that had 
identical nonpast frequencies (e.g., each pair consisted of a regular verb 
and an irregular verb that were equated on the sum of the frequency of 
stem form, the frequency of -ing form, and the frequency of -s form), 
but that differed in their past tense frequency. (p. 235) 
Following the same computing method by Prasada, et al., Beck (1997, p. 115) 
provides the experimental items used in her experiments, and selected pairs of verbs 
that shared similar non-past frequencies. For example, laugh and hunt had a shared 
similar non-past base frequency of 38 and 37 per million in Kucera and Francis 
(1967) but differing past-form word frequency of 51 and 8 (laughed and hunted). In 
the item lists, laugh was categorized as a high word frequency item because laughed 
had higher past-form word frequency than hunted. In turn, hunted was categorized 
as low word frequency item. 
There are several potential problems introduced through this approach. 
Based on the computation method used by Prasada, et al., Beck controlled the 
non-past base frequency for each pair of verbs and set the baseline condition for 
comparison between high and low frequency category relatively. This categorization 
is appropriate if it applies to one pair of verbs or a set of verbs that share a matched 
value of non-past base frequency. However, the item lists in Beck study had multiple 
non-past base frequency values, varying from 10 to 225 with differing word 
frequencies. It is inappropriate to compare word frequencies in this way since the 
method had only one category (high vs. low word frequency) with multiple baseline 
conditions (differing non-past base frequencies for each pair) for comparison. 
Second, by excluding the regular past inflections from the base frequency, 
Beck had items where the word frequency of the past form was often higher than its 
non-past base frequency. This is unusual since the base frequency of regular forms 
normally includes the frequencies of the stem and all inflected forms. Only if one 
assumes that there are no word frequency effects for regularly inflected forms (as the 
dual-mechanism models assume), is it reasonable to exclude past inflections from 
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the computation of base frequency. However, this manipulation of base frequency 
becomes a problem if one assumes that the base frequency should contribute to the 
activation levels associated with the word frequency of high word frequency regular 
forms (as dual-route access models assume), or if the base frequency should 
contribute to the activation levels with the word frequency of all inflected forms (as 
connectionist and usage-based network models assume). 
A third potential problem is that the word frequency distribution in naturally 
occurring corpora is usually highly correlated with associated base frequency 
distribution. In the computation method used by Prasada et al, the non-past base 
frequency for each pair of verbs was matched, but the base frequencies among the 
regular items were not controlled. As a result, the regular items in the Beck study 
exhibit very high correlations between their non-past base frequencies and word 
frequencies (r = .93 in the high frequency word list and r = .95 in the low frequency 
word list). They also show extremely high correlations between their base 
frequencies and word frequencies (r = .99, and r = .99, respectively). If word 
frequency and base frequency should both contribute to activation levels, as the 
other models hypothesize, then the effect of base frequency must be separated out if 
one is to analyze the effect of word frequency; however, without controlling for 
collinearity, the word frequency and non-past frequency variables operationalized by 
the Prasada, et al. method may turn out to be the same factor under different labels. 
A fourth potential problem in the Prasada et al (1990) method is the nature of 
the dependent task. Gordon and Alegre (1999) point out that when the participants 
read visually presented stem forms on the computer screen before producing the 
corresponding past tense forms, it is possible to imagine that they may have used a 
compositional strategy by simply adding the regular morpheme, -ed for their 
production of regular forms. Alternatively, it is possible to imagine that participants 
may have had to rely on the representations of irregularly inflected word forms for 
their production because most irregulars have non-identical affixes unlike regulars 
do. It could be the case that the effect of word frequency for regular inflections 
would not be obtainable under these circumstances. 
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Nevertheless, based on the Prasada, et al. design, there is one experimental 
study that obtained word frequency effects for both regularly and irregularly 
inflected forms in which input frequency was completely controlled in a laboratory 
setting. Ellis and Schmidt (1997) investigated frequency effects for both regularly 
and irregularly inflected word forms in an artificial language using both human data 
and connectionist simulations. In the experiments, participants learned 20 new stem 
forms in an artificial language and then learned the corresponding inflected forms. 
Half of the items were regularly inflected forms in that they shared the same affix, 
but the remaining 10 items were irregulars in that they had non-identical affixes. In 
the learning trials, half of the regular and irregular inflected forms were presented on 
the computer screen five times more frequently than the other items. On each trial, 
the latencies of the participants’ verbal responses were measured using a voice key, 
as in the Prasada, et al. (1990) study. The participants took between 13 and 15 trials 
to complete the learning phase. In the early stages of learning, Ellis and Schmidt 
found that the performance on both regular and irregular items exhibited significant 
word frequency effects, but in the later stages, the size of the word frequency effect 
for regular items diminished with the increasing base frequency. The size of the 
word frequency effect on irregular items also similarly diminished with the 
increasing base frequency but did so more slowly than the regular items. These 
frequency effects for both regular and irregular items exhibited non-linear learning 
curves, showing that the latency data adhered to the power law of practice. The 
connectionist simulations also exhibited very similar learning curves with the human 
data when the system was presented with the same exemplars in the same order used 
with human participants. Combining the results from both human data and 
simulations, the results suggested that a frequency and regularity interaction was 
consistent with the power law that operates in associative processes in memory, 
showing that the results did not necessarily imply rule-governed processes for 
regular inflections. 
Although any decisive conclusions appear to be premature, the contrasting 
findings in the aforementioned experimental studies suggest an underlying pattern. 
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Most studies that investigated the representational status of regularly inflected word 
forms (e.g., Burani, et al., 1984; Gordon & Alegre, 1999; Taft 1979) defined base 
frequency as the frequencies of the stem plus all of the inflectional forms. These 
studies have shown that word frequency effects are evident when base frequencies 
are kept constant, suggesting input frequency has a key role in the processes of 
inflectional morphology. The experimental studies that investigated a processing 
dissociation between regular and irregular morphology (e.g., Beck, 1997; Brovetto 
& Ullman, 2001; Lalleman, et al., 1997; Prasada, et al. 1990; Seidenberg & Bruck, 
1990) equated non-past base form frequency between pairs of verbs to categorize 
high and low word frequency items, but they did not control for the base frequencies 
among the word items in the high and low word frequency category. These studies 
generally provide the evidence that regularly inflected word forms do not exhibit 
word frequency effects. Connectionist simulations (e.g., Daugherty & Seidenberg, 
1992; Ellis & Schmidt 1997; Plaut, et al., 1996; Plunkett & Marchman, 1991; 
Rumelhart and McClelland, 1986), on the other hand, have shown that base 
frequency, word frequency, and regularity interactions indicate the relationship that 
involves the power law in which word frequency effects are larger in the early stages 
of acquisition, but word frequency effects become smaller with increasing base 
frequency. 
Given the background literature reviewed here, the current researcher 
theorizes that simple associative processes are indeed at work for regular inflections. 
A related hypothesis would be that the relationship between input frequency and the 
access latencies for regularly inflected word forms will exhibit a non-linear 
relationship that involves the ubiquitous power law, which is found in various 
general cognitive development phenomena which engage the associative function of 
memory. Do regularly inflected word forms show the effect of word frequency? This 
is the question that has most often been asked, and which is central to theories of 
access and processing, but the answer remains elusive, partly due to methodological 
issues, which this study will attempt to correct. The answer would also provide some 
practical information for the question of whether there is a qualitative difference in 
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L1 and L2 processing for regularly inflected word forms: is it governed by rule or 
rote? If there are parallel effects for L1 and L2 morphological priming, this findings 
would argue strongly for an account that L2 learners behave much like native 
speakers, but if there is a contrast effect for L1 and L2 processing, it would argue 
strongly for an account that L2 morphological processing is essentially different 
from L1 processing. The goal of the study is to contribute more informative 
experimental evidence to the debate. The research questions and the hypotheses for 
the current study are as follows: 
 
Research questions 
RQ 1: For native speakers of English, do regularly inflected words show 
word frequency effects on the access latency? 
RQ 2: For native speakers, is there a difference between any observed word 
frequency effect for words with high base frequency and words with 
low base frequency? 
RQ 3: For non-native speakers of English, do regularly inflected words show 
word frequency effects on the access latency? 
RQ 4: For non-native speakers, is there a difference between any observed 
word frequency effect for words with have high base frequency and words 
with low base frequency? 
 
Method 
Participants 
Twenty-five native speakers of English (NS) and 25 non-native speakers of 
English (NNS) volunteered to participate in the current study. The study adopted a 
quasi-experimental design. NS participants acted as the control group, and NNS 
participants acted as the experimental group. The NS participants consisted of 14 
adult university students enrolled in an American University and 11 working 
professionals. All of the NS participants were U.S. citizens. The NNS participants 
were 25 adult university students enrolled in a variety of graduate programs. All of 
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the NNS participants had scored more than 550 on the TOEFL test to enter the 
graduate programs within the previous 3 years. The 25 NNS participants comprised 
4 Chinese, 2 Hindi, 11 Japanese, and 8 Korean speakers. It can be summarized that 
they were advanced learners of English who had extensive exposure to American 
English in everyday life for several years but with a considerable variability. 
Materials 
Token frequencies of regularly inflected word forms were calculated from 
Kucera and Francis (1967) with TextStat concordance software. Base frequency was 
defined as the summed frequency of the stem form, -s form, -ing form and -ed form. 
Word frequency was defined as the frequency tokens of inflected word forms 
themselves. Based on research designs by Taft (1979) and Gordon and Alegre (1999), 
30 regularly inflected word forms with a base frequency of approximately 30 per 
million were sampled from Kucera and Francis (1967). Within the base frequency 
range of approximately 30, word frequency values varied from 1 to 24. Past form 
(-ed form) and third person present singular from (-s form) were selected as the 
target inflected word forms. The correlation between the base and word frequency 
values (r = .06) was very small and not statistically significant (p = .76). These word 
items were then categorized as 15 lower word frequency items within the base 
frequency range of approximately 30 and 15 higher word frequency items within the 
base frequency range of approximately 30, using the median split as a cut point. 
Next, 30 regularly inflected word forms with a base frequency range of 
approximately 60 were sampled from the corpus data. Within the base frequency 
range of approximately 60, word frequency values vary from 1 to 41. The 
correlation between the base and word frequency was (r = .03), which was very 
small and not statistically significant (p = .88). These word items were then 
categorized as 15 lower and 15 higher word frequency items within the base 
frequency range of approximately 60 using the median split as a cut point. Third, 30 
regularly inflected word forms with a base frequency range of approximately 110 
were sampled from the corpus data. Within the base frequency range of 
approximately 110, word frequency values vary from 1 to 101. The correlation 
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between the base and word frequency (r = .09) was not statistically significant (p 
= .61). These word items were then categorized as 15 lower and 15 higher word 
frequency items within a base frequency range of approximately 110, using the 
median split as a cut point. For the distractor items, pseudo-words were used. 60 
neologisms were sampled from an electronic resource (Huth & Huth, 2006). All of 
the samples were verb stem forms. For the purpose of this study, the sampled stem 
forms were inflected by the researcher, either as a present third-person-singular form 
or a past-tense form. 
Procedures 
All of the experimental and distractor items were digitally recorded by a 
native English-speaking adult male who spoke each item at a normal rate. The 
recording was done in a sound-attenuated booth in a dedicated linguistic laboratory. 
The volume and background noises of each recorded item were standardized, and 
then the duration of each auditory stimulus was controlled for length (110 
milliseconds) without modifying the pitch with the sound processing functions. Each 
participant was tested individually and privately by the researcher in a quiet room. 
At the beginning of the testing procedure, each participant was instructed to say “yes” 
if they hear a genuine word or “no” if they hear a pseudo-word, as quickly as 
possible. All of the experimental word items (90 items) plus distractor items (60 
items) were played in one session and in random order for each participant. There 
was an 8-second pause before each item was presented. The total lexical decision 
task required approximately 16 minutes to complete. Each Reaction Time (RT) was 
measured by the duration between the onset of the auditory stimulus and the onset of 
vocal response by participant’s lexical decisions. 
Analysis 
The design of the study was a 2 x 3 x 2 Analysis of Variance (ANOVA) with 
language (NS vs. NNS) as a between-subjects factor and base frequency categories 
(low vs. middle vs. high base frequency) and a word frequency category (low vs. 
high word frequency) as 2 within-subjects factors. The coded RT scores of each 
participant were categorized into 6 groups: a) the summed RT scores for word items 
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with lower and higher word frequencies within the base frequency of 30, b) the 
summed RT scores for word items with lower and higher word frequencies within 
the base frequency of 60, and c) the summed RT scores for word items with lower 
and higher word frequencies within the base frequency of 110. For the statistical 
analyses, the alpha level was set to .05. 
 
Results 
For the NS participants, the reliability of the experimental items (n = 25, k = 
90) was .89 (Cronbach’s alpha). For the NNS participants, the reliability of the 
experimental items (n = 25, k = 90) was .87 (Cronbach’s alpha). The estimated 
marginal means and accuracy rates by NS and NNS participants are summarized in 
Table 1. 
 
Table 1 
Estimated Marginal Mean RT Scores and Accuracy Rates 
 BFREQ WFREQ M SD Accuracy SE 
NS (n = 25) 30 LOW 2335.80 160.19 .99 106.17
  HIGH 2157.48 131.09 1 73.39 
 60 LOW 2322.76 138.19 1 110.42
  HIGH 2154.96 122.46 .99 71.43 
 110 LOW 2106.40 138.72 1 78.09 
  HIGH 2091.32 144.64 1 77.34 
NNS (n = 25) 30 LOW 2968.04 733.47 .73 106.17
  HIGH 2489.72 502.16 .88 73.39 
 60 LOW 3078.88 768.46 .79 110.42
  HIGH 2421.60 482.69 .92 71.37 
 110 LOW 2711.00 534.48 .95 78.09 
  HIGH 2400.44 527.43 1 77.34 
WFREQ = word frequency LOW = low word frequency HIGH = high word frequency 
BFREQ = base frequency 30 = base frequency of 30 60 = base frequency of 60 
110 = base frequency of 110 
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The participants’ mean RTs indicated that both NS and NNS participants produced 
longer latencies for the lower word frequency items than the higher word frequency 
item overall. The RTs by the NNS participants were slower than the NS participants. 
The accuracy rates showed that the NS participants made almost no errors at all 
levels of word and base frequency. On the other hand, the NNS participants tended 
to err more on the lower word frequency items at the lower levels of base frequency 
(.73 and .79 at the base frequency of 30 and 60). The overall ANOVA effects 
indicated that there were several statistically significant within-subject effects that 
interacted with the language between-subjects effect. The word frequency 
within-subjects factor had the largest main effect, F (1, 48) = 72.95, p < .0005, ηp2 
= .60, and it was followed by the language between-subjects main effect, F (1, 48) = 
20.89, p < .0005, ηp2 = .30, and the base frequency within-subjects main effect, F 
(1.553, 74.539) = 10.51, p < .0005, ηp2 = .18. Two-way interaction effects were 
evident. The largest two-way interaction effect was the word frequency by language 
interaction, F (1, 48) = 26.29, p < .0005, ηp2 = .35, and it was followed by the word 
frequency by base frequency interaction, F (1, 48) = 18.26, p < .0005, ηp2 = .28. 
Although the size of the base frequency by word frequency by language interaction 
was very small, F (1, 48) = 6.27, p = .035, ηp2 = .07, the three-way interaction was 
also evident, which suggested that the interaction of word frequency by base 
frequency was not the same under the NS vs. NNS between-subject language factor. 
In order to analyze the interaction effects at each level, the three-way interaction will 
be discussed in the following order: 
1. Base frequency by word frequency interaction between NS and NNS. 
2. Base frequency by language interaction within each level of word 
frequency. 
3. Word frequency by language interaction within each level of base 
frequency. 
For NS participants, the simple main effects of word frequency were evident 
at the base frequency of 30 and 60. The main effects, however, tended to diminish at 
the base frequency of 110 (See figure 1 for the profile plots). 
〔 192 〕 
 
Figure 1. Base frequency by word frequency interaction by NS participants 
 
For the analysis of the simple main effects of word frequency, pairwise 
comparisons were calculated. Based on the results of the pairwise comparisons, 
multivariate tests were also performed to analyze the size of the simple main effects 
of word frequency within each level combination of the other effects. The results 
showed that the mean difference for NS participants within high and low word 
frequency at the base frequency of 30 was 178.32 milliseconds (p = .005, ηp2 = .15) 
with the lower bound of 95% C. I. of 56.88, and upper bound of 95% C.I. of 299.77. 
The mean difference at the base frequency of 60 was 167.8 milliseconds (p = .036, 
ηp2 = .09) with the lower bound of 95% C. I. of 11.2, and upper bound of 95% C.I. 
of 324.4. The partial eta squared indicated that the size of word frequency effects 
tended to decrease from the base frequency of 30 (ηp2  = .15) to 60 (ηp2 = .09). 
At the base frequency range of 110, the mean difference was 15.08 milliseconds, and 
the size of the effect was minimum (ηp2 = 004). For NNS participants, the main 
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effects of word frequency were evident at all levels (See figure 2 for profile plots). 
 
 
Figure 2. Base frequency by word frequency interaction by NNS participants 
 
The pairwise comparisons and multivariate tests showed that the mean 
difference at the base frequency of 30 was 478.32 milliseconds (p < .0005, ηp2 
= .57) with the lower bound of 95% C. I. of 356.87, and upper bound of 95% C.I. of 
599.76. The mean difference at the base frequency of 60 was 657.28 milliseconds (p 
< .0005, ηp2  = .60) with the lower bound of 95% C. I. of 500.05, and upper bound 
of 95% C.I. of 814.51. The mean difference at the base frequency of 110 was 310.56 
milliseconds (p < .0005, ηp2 = .61) with the lower bound of 95% C. I. of 238.48, 
and upper bound of 95% C.I. of 382.63. One interesting characteristic in the results 
by the NNS participants was that their estimated marginal mean for the low word 
frequency items at the base frequency of 60 was slightly higher than the mean for 
the low word frequency items at the base frequency of 30, but the mean at the base 
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frequency of 110 was smaller than both the base frequency ranges of 30 and 60. 
At the level of low word frequency, the simple main effects of base 
frequency were evident within the base frequency ranges from 30 to 110 and 60 to 
110, and RT scores slowed equally on average for both NS and NNS participants. 
(See figure 3 for profile plots). The main effects became larger toward the higher 
end of base frequency. 
 
 
Figure 3. Base frequency by language interaction at low word frequency 
 
For the analysis of the simple main effects of base frequency, pairwise 
comparisons and multivariate tests were performed in the same way as the previous 
analysis. For NS participants, the mean difference within the base frequency from 30 
to 110 was 229.4 (p = .039) with the lower bound of 95% C. I. of 8.92, and upper 
bound of 95% C.I. of 449.88. The mean difference within the base frequency from 
60 to 110 was 216.36 milliseconds (p = .022) with the lower bound of 95% C. I. of 
25.11, and upper bound of 95% C.I. of 407.61. For NNS participants, the mean 
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difference within the base frequency from 30 to 110 was 257.04 (p = .017) with the 
lower bound of 95% C. I. of 36.56, and upper bound of 95% C.I. of 477.52. The 
mean difference within the base frequency from 60 to 110 was 367.88 (p < .0005) 
with the lower bound of 95% C. I. of 176.63, and upper bound of 95% C.I. of 559.13. 
The multivariate tests indicated that the simple main effects of base frequency at the 
level of low word frequency were both statistically significant for the NS 
participants (p = .025, ηp2 = .15) and NNS participants (p < .0005, ηp2 = .34). On 
the other hand, at the level of high word frequency (See figure 4 for profile plots), 
the simple main effects of base frequency were not statistically significant for the 
NS and NNS participants across all three base frequency levels (See Appendixes D 
and E). Nevertheless, slight decrease in the mean RTs seems apparent for both NS 
and NNS participants. 
 
 
Figure 4. Base frequency by language interaction at high word frequency 
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The comparisons between NS and NNS participants’ marginal means showed 
that there were statistically significant mean differences at all levels; the NNS 
participants’ mean RT scores for the target regularly inflected word forms were 
much longer than the NS participants’ responses (See figures 5, 6, and 7). However, 
the effect diminishes persisted at the level of high word frequency for all ranges of 
the base frequency. 
 
 
Figure 5. Word frequency by language interaction at the base frequency of 30 
 
For the analysis of the simple main effects of language within each level 
combination of the other effects, univariate tests were performed based on the 
pairwise comparisons. The pairwise comparisons and the univariate tests showed 
that the difference between NS and NNS participants’ means at the level of low 
word frequency within the base frequency of 30 (See figure 5) was 632.24 
milliseconds (p < .0005, ηp2 = .27) with the lower bound of 95% C. I. of 330.34 and 
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the upper bound of 95% C.I. of 934.14. At the level of high word frequency, the 
mean difference was 332.24 (p = .002, ηp2 = .18) with the lower bound of 95% C. I. 
of 123.54 and the upper bound of 95% C.I. of 540.94. At the level of low word 
frequency within the base frequency of 60 (See figure 6), the mean difference was 
756.12 milliseconds (p < .0005, ηp2 = .33) with the lower bound of 95% C. I. of 
442.15 and upper bound of 95% C.I. of 1070.01. At the level of high word frequency, 
the mean difference was 266.64 (p = .01, ηp2 = .13) with the lower bound of 95% C. 
I. of 66.39 and the upper bound of 95% C.I. of 466.89. 
 
 
Figure 6. Word frequency by language interaction at the base frequency of 60 
 
At the level of low word frequency within the base frequency of 110 (See 
figure 7), the mean difference was 604.6 milliseconds (p < .0005, ηp2 = .38) with 
the lower bound of 95% C. I. of 382.55 and upper bound of 95% C.I. of 826.65. At 
the level of high word frequency, the mean difference was 309.12 (p = .007, ηp2 
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= .14) with the lower bound of 95% C. I. of 89.195 and the upper bound of 95% C.I. 
of 529.05. 
 
 
Figure 7. Word frequency by language interaction at the base frequency of 110 
 
The mean differences between NS and NNS results were evident especially 
for the low word frequency items across all three base frequency levels. 
Nevertheless, the profile plots also showed general characteristics shared by both NS 
and NNS participants; low word frequency items produced longer latencies than 
high word frequency items at the most levels of base frequency. The only exception 
to this tendency was the NS participants’ minimum mean difference at the base 
frequency of 110. 
To summarize, the analyses of the three-way interaction at each different 
level suggested substantial main effects of language factor (NS vs. NNS) at all levels, 
indicating that the NNS participants produced much longer latencies than NS 
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participants overall. However, the analyses on the within-subject effects revealed 
similar patterns among NS and NNS participants; the simple main effects of base 
frequency were evident for the items associated with low word frequency level and 
the main effects became evident as the base frequency increased, while the main 
effects at the high word frequency level were not evident. The analysis of the simple 
main effects of word frequency indicated that they were evident except for those at 
the high base frequency level of 110 by NS participants, which seemed to be the sole 
cause of the three-way interaction (p = .035, ηp2 = .07). The main effects of the 
between-subjects language factor tended to affect the size of the main effects of 
word frequency. For NS participants, the main word frequency effects were 
significant at the low base frequency range of 30 (p = .005, ηp2 = .15) and the 
middle base frequency of 60 (p = .036, ηp2 = .09), but the effects of word frequency 
diminished at the high base frequency range of approximately 110 (p = .676, ηp2 
= .004). For NNS participants, the main effects of word frequency affected all ranges 
of the base frequency, and the size of the main effects was constant (p < .0005, ηp2 
= .57 at the base frequency of 30; p < .0005, ηp 2 = .60 at the base frequency of 60; 
p < .0005, ηp2 = .61 at the base frequency of 110). 
 
Discussion 
Findings indicated that the effects of word frequency were evident for the 
regularly inflected word forms associated with low base frequencies. On the other 
hand, the effects of base frequency became evident as the base frequency became 
high for the low word frequency forms. These findings are compatible with the 
predictions made by connectionist models (Daugherty & Seidenberg, 1992; Plaut, et 
al., 1996; Plunkett & Marchman, 1991; Rumelhart & McClelland, 1986), and with 
the findings of Ellis and Schmidt (1997), suggesting the following answers to the 
four research questions asked in this study. 
RQ 1: For native speakers of English, do regularly inflected words show word 
frequency effects? 
The effects of word frequency were found for regularly inflected word forms.  
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RQ 2: For native speakers, is there a difference between the word frequency effect 
for words with high base frequency and words with low base frequency? 
The effects of word frequency interacted with the effects of base frequency. 
The word frequency had an effect on NS participants’ access latencies for regularly 
inflected word forms associated with low base frequency, but the effect of word 
frequency diminished and eventually disappeared as the base frequency increased. 
RQ 3: For non-native speakers of English, do regularly inflected words show word 
frequency effects? 
The effects of word frequency were found for regularly inflected word forms.  
RQ 4: For non-native speakers, is there a difference between the word frequency 
effect for words with high base frequency and words with low base 
frequency? 
The word frequency constantly had an effect on NNS participants’ access 
latencies for regularly inflected word forms. Unlike the NS participants, the effect of 
word frequency did not disappear as the base frequency increased. However, the 
base frequency had an effect on NNS participants’ access latencies for words 
associated with low word frequency at the higher base frequency ranges. 
The study began with a discussion of several different models for 
morphological processing. The dual-processing mechanism models (Clahsen 1999; 
Pinker, 1991, 1997; Pinker & Prince, 1994; Prasada & Pinker, 1993; Ullman, 2001) 
hypothesize that regularly inflected word forms are governed by rule. Their 
rule-based online generation mechanism for regular morphology relies on the 
representation of base forms. Thus, regularly inflected word forms should not have 
representations in the lexicon, and the representation for the base form must be 
accessed each time regulars are processed online, suggesting that one should find no 
effects of input frequency for regularly inflected word forms at any range. However, 
as previously mentioned, the experimental studies (e.g., Prasada, et al. 1990) that 
tested these predictions failed to control for the base frequency among regularly 
inflected word items (although they controlled for non-past base frequency between 
each pair of verbs to categorize the high and low word frequency items). When base 
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frequencies were kept constant at three levels for regularly inflected word forms, the 
current results exhibited statistically significant word frequency main effects, base 
frequency main effects, and word by base frequency interaction effects for the NS 
participants, which do not support the predictions made by the dual-processing 
mechanism models. 
For NNS participants, the current results exhibited statistically significant 
word frequency effects at all levels of base frequency, which contradicted the 
findings reported by Beck (1997). Beck found that regular forms with low word 
frequency produced shorter reaction times than regular forms with high word 
frequency items, known as the anti-frequency effect (Beck, 1997; Gregg & Eubank 
1995; Pinker, 1991). The current results did not show such an effect within the low 
and high word frequency category. Instead, what they showed were shorter mean 
latencies for the low word frequency items within the base frequency range of 30 
than those at the base frequency of 60; however, the mean latencies at the higher 
base frequency of 110 were smaller than both of the means of those at the base 
frequency of 30 and 60 (See figure 2 for comparisons). It is important to note that 
these are comparisons within three groups of low word frequency word forms with 
differing base frequencies, not the comparison between low vs. high word frequency 
category. If this difference is the possible cause of the “anti-frequency” effect, this is 
an anti- “base” frequency effect rather than the anti- “word” frequency effect, and 
this anti- “base” frequency effect can be explained by focusing on the accuracy rates 
in the lower word frequency items at the base frequency of 30 and 60. Although the 
NNS participants produced shorter mean latencies for the low word frequency items 
within the base frequency range of 30 than those at the base frequency of 60, it can 
be assumed that they may have hastily dismissed the low frequency items as 
non-words, which may have contributed to the larger amount of errors at the base 
frequency of 30 than 60. This interpretation is, however, a post-hoc analysis, and the 
question needs to be tested by another multivariate design of a study where regular 
forms serve as experimental items with measurements of access latency and 
accuracy as dependent variables. 
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The current findings are compatible with the predictions posited by the 
dual-route access models (Chialant & Caramazza, 1995; Shreuder & Baayen 1995). 
The dual-route access models allow storage of regularly inflected word forms and 
suggest that the regularly inflected word forms associated with high word frequency 
should exhibit the effects of word frequency. The current results for NS participants 
seem to fit this prediction at some levels; however, the results also suggest that the 
effects of word frequency tended to diminish at the high base frequency range, 
showing that there was virtually no difference in the mean access latencies within 
high and low frequency word items at the high base frequency level. The dual- route 
access models tend to posit the relationship between word frequency and access 
latency as being linear; high word frequency regular forms should exhibit shorter 
latencies than low word frequency word forms; however, the NS participants’ results 
did not show such a relationship between access latencies and word frequency. 
 
Conclusion 
The results showed that word frequency effects tended to be apparent in 
lower base frequency range, and the effects of base frequency tended to become 
evident at the higher base frequency range. It is likely that word frequency strongly 
affects the access latency for a low word frequency regular form with low base 
frequency, since low base frequency does not provide enough exemplars for 
generalization, and the input frequency of the word form becomes the sole basis for 
access. In turn, it is likely that word frequency weakly affects the access latency for 
a low word frequency regular form with high base frequency, since high base 
frequency provides enough exemplars to make use of online exemplar-based 
generalization of the common pattern shared with the other inflected word forms in 
the same inflectional paradigm. 
The interaction of word frequency by base frequency found in this study also 
reinforces the general characteristics of the power law, which is quite common in the 
non-linear form of change in general cognitive learning mechanisms. This logistic 
function found in the latency data confirms the hypothesis that the associative 
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functions of memory are at work for morphological processing, providing a more 
plausible explanation for the lexical access of regular forms, which do not 
necessarily imply a hybrid processing mechanism where regular forms are accessed 
thorough rule-based online generation. 
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