In order to induct a Bayesian network from data, researchers proposed a variety of score metrics based on different assumptions. The score metric that performs best is of interest. In this paper, we compared the performance of five score metrics: UPSM, CUPSM, DPSM, BDe, and MDL; resulting from five different assumptions: uniform prior, conditional uniform prior, Dirichlet prior, likelihood equivalence, and minimum description length. We used a three-node net, a five-node net, and the ALARM net to conduct several comparison experiments. The experimental results show that when they are applied to identify the true network structures, the DPSM yields the best discrimination score and BDe may fail to identify the true network if the equivalent sample size is not set properly. When they are applied to learn a network from data using the K2-like greedy search and the maximum likelihood (ML) parameter estimation, the network inducted by the K2D10, corresponding to the 10th order DPSM, is most similar to the true network based on the cross-entropy criterion. It is concluded that the 10th order DPSM is the best score metric and the corresponding K2D10 is the most reliable network learning algorithm.
INTRODUCTION
Recently, learning the Bayesian network from a database has drawn noticeable attention of researchers in the field of artificial intelligence. Since in the real world we are often interested in how an event happened and how multiple events are related, inducting a Bayesian network from observations to represent and interpret the relationship between the events is of significance. To this end, researchers developed many algorithms to induct a Bayesian network from a given database [3] [8] . Among those, the "K2" algorithm, proposed by Cooper and Herskovits [5] , is one of the most successful algorithms. The fundamental idea of the K2 is to calculate the joint probability of a Bayesian network structure and the database given, and then to create the most probable topology by maximizing the joint probability. Therefore, the formula for computing the joint probability of a Bayesian network structure and a given database (for simplicity, we will simply call it "score metric") plays a crucial role in those K2-like Bayesian methods.
(see section 2 for its definition). It is therefore natural to pose two questions: (1) which score metric can be expected to yield the best performance in a general case? (2) Does the score equivalence property help learn a better network? Obviously, the answer to the first question depends on specific situations and the criteria we base to evaluate the performance. We consider two cases in this paper. The first case assumes that we are given some structure candidates and the goal is to find the best structure. In this case, a good score metric should be able to identify the true network structure from several candidates, if the true one is among the candidates. This is the simplest criterion (also a necessary condition to be a score metric) to measure a score metric's performance. If a score metric is unable to identify the true structure, we could not expect the associated induction algorithm to be able to induct a correct structure. In order to induct the best Bayesian network structure from data, a score metric should not only identify the true structure but also clearly discriminate the true structure from the false. We will use the discrimination ability, defined in section 4, as the second criterion to measure the performance. The second case assumes that we are given only the database without any a priori knowledge about the structure. In this case structures can only be inducted or learned.
Obviously the performance of a learning algorithm depends not only on the score metric but also on the search method. However, in this paper, we do not intend to compare performance of different search methods. We use the same K2-like greedy search method throughout all our experiments and apply different score metrics to structure learning. For the K2-like greedy search method, a node ordering is necessary. We will investigate the behavior of each learning algorithm on a random node order as well as a correct node order (consistent with the true network). After structures are learned, the maximum likelihood (ML) algorithm is used to estimate the network parameters, i.e., conditional probabilities. The goal of network learning is to find a network which has the same or similar joint probability distribution of all variables. The closer the learned joint probability distribution to the true one, the better the learning algorithm (equivalently, the better the score metric, when the search method is fixed). The similarity can be well measured by the cross-entropy between the learned and the true networks. We will use this evaluation criterion for the second case.
In section 2 we summarize and discuss some fundamental concepts and assumptions. In section 3 we give the analytical expression of the score metrics and discuss their properties. In section 4 we describe the experiments for the first case, i.e., the network identification. We will use a three-node network to investigate the general behavior of the score metrics and a five-node network to show how they behave when the true network has more arcs than some candidates. In section 5 we describe the experiments for the second case, i.e., network learning. We will use the five-node network and a more practical network, the ALARM network. We will also investigate how the performance of the learning algorithms is sensitive to the node order and the data size. Finally, in section 6 we summarize our results and conclude our paper.
PRELIMINARY CONCEPTS AND ASSUMPTIONS
Node ordering and score equivalence are two current and interesting issues. Before giving the expressions of the score metrics, we summarize some fundamental concepts and assumptions and discuss these two issues.
Bayesian Network Definition
Bayesian network is a graphical and quantitative representation of dependence and conditional independence of variables. Bayesian network topology, which is a directed acylic graph (DAG), provides a graphical view of variables' relationships and Bayesian network parameters specify, with probability, how a node depends on its parents. Specifically, given n variables: x i , i = 1, 2, …, n, and their joint probability distribution (JPD) 1 : p x x x n ( , , , ) 1 2 , a Bayesian network decomposes the JPD as we prefer. (Approximately there are n! networks which represent the same JPD.) It is obvious that the parent set depends on the node order and the inherent relationship between variables.
Network Learning
Network learning involves structure (topology) learning and parameter learning (conditional probability estimation). The structure learning is to find a graphical relationship of the variables and the parameter learning is to determine quantitatively how they relate to each other. Generally the structure learning is much more difficult than parameter learning.
A node order is a constraint imposed on the parent set of each node. If node x precedes node y in the ordering, node y can not be a direct or indirect parent node of node x. If the structure learning is not subject to this constraint, acyclicity has to be checked whenever an arc is added to the updated structure. Otherwise, the learned structure might violate the Bayesian network definition. Therefore, the question is how a node ordering is specified (automatically/manually, correct/random), rather than whether a node ordering is necessary.
There are a variety of estimation algorithms, such as maximum likelihood (ML), maximum a posteriori (MAP) [9] , and expectation maximization (EM) [7] , which can be used to estimate the conditional probabilities after the structure is determined. Since in this paper we consider the case where the data is complete and there is no hidden node, and some score metric (e.g. MDL) does not assume any priors, neither the MAP nor EM is applicable. We use the ML for all the learning algorithms associated with different score metrics. The ML estimation formula will be given in section 3 and its derivation can be found in the Appendix.
Likelihood Equivalence and Score Equivalence
Heckerman et al. [8] introduced a likelihood equivalence assumption: if two structures are equivalent, their parameter joint probability density functions (PJPDF) are identical. They made this assumption in their derivation of the BDe score metric. A good consequence of this assumption is that it implies the Dirichlet distribution of the parameters and that the resulting BDe score metric has the property of score equivalence, i.e. two equivalent structures have the same score.
However, as they themselves noted, the likelihood equivalence assumption is unreasonable in many domains. The score equivalence could be a good or bad property. In the case where we do not want the data to distinguish the equivalent structures, this property is helpful. But in the case where we want to know the causal relationships between variables, it does not help because equivalent structures represent different causal relationships. For example, assume that y causes x and z, i.e., the true net is x ← y → z. If we want to know the causal relationship, we certainly need a score metric to distinguish the true structure from its equivalent, e.g. x → y → z. On the other hand, if we simply want to learn a network to infer one variable (e.g. y) given another (e.g. z), that is, the probability p(y = k | z = j), either one could fulfill this task. In this case we do not need to distinguish them. Theoretically speaking, a score metric having the score equivalence property seems better. In network learning, however, it is not clear that the score equivalence property can be of any use. When a node order is specified, only one of the equivalent structures is possible. Therefore any learning algorithm requiring a node order can hardly take advantage of this property.
Common Assumptions
The following are the five common assumptions in the derivation of the score metrics considered in this paper:
, , , are discrete and observable, and x i has r i possible values.
(2) Cases occur independently, given a belief-network model 2 .
(3) The given database is complete, i.e., each variable has a value in each case of the database. There is no hidden variable. Here ω k is the kth value of x i 's parents.
(5) Parameters satisfy "Parameter Modularity" [8] . That is, if node x i has the same parents in two structures B s1 and B s2 , then parameter densities of node x i in the two corresponding networks are equal.
(6) The a priori knowledge on a structure B s can be expressed as the prior probability of the structure: P(B s ).
In addition to these six common assumptions, a parameter distribution (i.e., the prior) needs to be assumed before a closed form score metric (except the MDL) can actually be derived.
SCORE METRIC EXPRESSIONS

Uniform Prior Score Metric (UPSM)
If the network parameters are assumed to have a uniform distribution (uniform priors) 4 , the score metric can be expressed as [5] 
where N ijk denotes the number of cases in the given database D in which the variable x i took its kth value ( k r i = 1 2 , , , ), and its parent π i was instantiated as its jth value . We will refer to it as UPSM. 2 It is equivalent to assuming the model which generates the data is memoryless. Some researchers (e.g., Heckerman et al.) suggest a less strong assumption instead of this. 3 We will use variable and node interchangeably. 4 The uniform distribution can be considered as a special case of Dirichlet distribution. Since the K2 algorithm uses the uniform distribution and some researchers refer to the corresponding score metric as the K2 metric, here we consider it as a separate distribution.
Conditional Uniform Prior Score Metric (CUPSM)
If the conditional uniform distribution [18] is assumed, the score metric can be written as We will refer it to as CUPSM.
General Dirichlet Prior Score Metric (DPSM)
If the Dirichlet distribution is assumed, then the score metric can be written as [5] address how to determine the orders for the Dirichlet distribution. In this paper, we investigate a special case where the Dirichlet orders for all sets of parameters are set to a constant, i.e., N ijk ' = λ . We will refer it to as DPSM. We will investigate its behavior when λ = 2 and λ = 10, namely, the 2nd and the 10th order DPSM.
BDe Score Metric (BDe)
Heckerman et al. [8] used the likelihood equivalence assumption, instead of the Dirichlet distribution assumption, and derived the same formula as (4) . But the orders are no longer assigned arbitrarily by the user. They are determined by the equivalent sample size N′ and the assumed local joint probability. Specifically,
They called the score metric BDe. In this paper we consider a special case where the local joint distribution is assumed to be uniform (we assume we have little prior knowledge on the distribution). Specifically, N N rq
In this case, it is identical to the score metric proposed by Buntine [2] . 8 
Minimum Description Length (MDL)
Schwarz [16] proposed Bayesian Information Criterion, and later Rissanen [13] [14] called it Minimum Description Length (MDL) and applied it to judge the quality of a network structure. Bouckaert [1] extensively investigated its property and performance. The MDL score metric (log joint probability of structure and database) can be expressed as
Computational Complexity and Score Equivalence Property
Comparing the above formulas, we can see that different assumptions of the parameter distributions yield different score metrics. All the score metrics except the MDL can be calculated by Gamma functions. Among those, the CUPSM has the simplest form, which consists of multiplication of integer Beta functions. Its score can be calculated by looking up an integer Beta function table and making simple multiplication. The calculation of the BDe is relatively more complicated, since it involves assuming the equivalent sample size and assessing local joint distribution. It can also be seen that the BDe is a subjective score metric which requires some a priori knowledge on the structure and the local joint distribution to determine N ijk ' , while the others are objective score metrics which require almost no a priori knowledge. Since the MDL does not involve factorials, its calculation is easier. However, because there exists fast computation for log factorials, there is no big difference in the complexity of computation.
Heckerman et al. [8] and Bouckaert [1] noticed that the UPSM does not satisfy the score equivalence property. They respectively showed that the BDe and the MDL satisfy this property. It can also be shown (see experimental results in section 4) that the CUPSM and the DPSM do not have the score equivalence property. As discussed in section 1, the score equivalence property may or may not help learn better structure. The experiments described in section 5 also confirm that this is not a critical property for network learning.
STRUCTURE IDENTIFICATION EXPERIMENTS
In this section, we use three-node networks to investigate the general behavior of the score metrics and five-node networks to show how they behave when the true network has more arcs than some candidates.
To evaluate a score metric, the first thing we need to do is to verify if it can discriminate the true structure from several candidates. In this section we conducted two sets of structure identification experiments, one involving three variables and the other involving five. Note that using the identification experiments to compare the performance can avoid the impact of the probable sub-optimal problem caused by the greedy search algorithms.
In each set of experiments we used one network structure (we called the true structure) to generate databases, assumed some network structure candidates, and employed the score metrics to calculate the joint probabilities of the given structures and the given database to identify the true structure. In these experiments, every database has 10,000 samples.
Three-Node Network Structures
Generally, three nodes can make up 25 possible structures. However, if we know one of the variables is root node and there is no isolated node, then the number of structures is reduced to 5. In Fig. 1 (a) -(e), the five possible topologies given T as a root node are shown. We used the structure 3-A to generate databases. That is, 3-A is the true structure. To investigate how the non-score-equivalent score metrics perform on equivalent structures, we also calculate their scores using a 3-A's equivalent structure 3-F shown in Fig. 1 (f). Note that 3-F is not used as a structure candidate.
Possible Topologies of a 3-node Bayesian Network given T as a Root Node
Three-Node Databases
We assumed that nodes T, A, and B have 4, 4, and 6 possible values, respectively. Since the performances may depend on the databases, we assigned three different conditional probabilities for the true structure 3-A to generate three different databases, called D3-1, D3-2 and D3-3. In D3-1 and D3-2, the conditional probabilities are assigned randomly, and in D3-3, most conditional probabilities are set 0 or 1 or close to them. Tables 1  through 3 respectively list the conditional probabilities. Note that the priors for T are assumed equal and are not included in the tables. For a particular score metric, the identification of the true network structure from a database consists of two steps: (1) computing the joint probability of the given database and each structure candidate; (2) choosing the structure which yields the maximum joint probability as the true structure. We tried eight score metrics: Tables 4 through 6 give the log joint probability ratio of the true structure over the other structures for the databases D3-1, D3-2, and D3-3, respectively. It can be seen that from D3-1 and D3-2, all the eight score metrics can correctly identify the true structure 3-A (note that 3-F is not a candidate). In other words, if our purpose is to identify the true structure, these eight different score metrics can yield the same result. However, D3-3, N′ = 16 and N′ = 96 BDe could not identify the true structure (the negative ratio shows the true structure does not have the maximum score). It can also be seen from the tables that their discrimination abilities are different. To quantify the difference, we define the discrimination ability as minimum joint probability ratio of the true structure over other structures (except the equivalent).
Obviously, the larger the minimum ratio of a score metric, the better the discrimination ability of the score metric, the more likely it can induct a correct structure from data when applied to Bayesian network structure learning. Based on this criterion, the results show that the tenth order DPSM and the MDL are the top two best score metrics, the CUPSM often performs slightly better than the UPSM, and the BDe performs poorly, especially when the equivalent sample size is not chosen properly.
The results indicate that the BDe's performance is very sensitive to the equivalent sample size N′ as well as the database (i.e., the joint distribution of variables). Unless we know the joint probability quite well and set N′ and N ijk ' appropriately (non-uniformly), we can not anticipate the BDe being able to correctly identify the true structure.
Recall that the DPSM and the BDe differ only in the way of specifying the Dirichlet orders. The DPSM specifies a global uniform order λ (e.g., λ = 2 or λ = 10). The BDe specifies non-uniform orders (could be locally uniform, for example, N N rq
this paper). The results show that the global uniform orders yield better results than the non-uniform orders.
Since the structures 3-A and 3-F, 3-C and 3-E are equivalent, it can be seen from columns 3, 5 and 6 of Tables 4 through 6 that the UPSM, the CUPSM, the 2nd and 10th order DPSM do not have the score equivalence property, while the BDe and the MDL exhibit this property. It can also be seen that if we add 3-F to the candidate set, none of the UPSM, the CUPSM, the 2nd and 10th order DPSM can always identify the true structure 3-A. However, 3-A and its equivalent 3-F attain the highest two scores. Moreover, under normal circumstances (i.e. D3-1 and D3-2), these non-score-equivalent score metrics consider the equivalent structures to be slightly different. Among them the CUPSM is more likely to favor the true structure. In the extreme case (i.e. D3-3), they all favor the 3-F and score the equivalent structures more differently.
Dependency of Performance on True Prior Distribution
In the above experiments, we considered only three typical sets of conditional probabilities. They could be three samples 5 of any valid prior (different prior corresponds to different belief). The results indicate that different priors could result in different performance. An interesting question is: if the conditional probabilities are drawn from a specific prior, does the score metric corresponding to the prior give the best performance? To answer this question, we use the 3-node networks to conduct two comparison experiments.
In the first experiment, we use the 3-A as the true structure to generate data. We generate 10,000 samples from the uniform distribution (e.g., (p 0 , p 1 , p 2 ) is uniformly distributed in the region: 0≤p 0 ≤1; 0≤p 1 ≤1; 0≤p 2 ≤1; p 0 +p 1 +p 2 ≤1; where p 0 = p(a 0 |t 0 ), p 1 = p(a 1 |t 0 ), p 2 = p(a 2 |t 0 ), and p(a 3 |t 0 ) = 1-p 0 -p 1 -p 2 ) as the parameters to construct 10,000 true networks.
Use each true network to generate 10,000 samples. Then calculate the ratios of the 3-A joint probability to others as in section 4.3. The average log joint probability ratios are given in Table 7 , where the bold numbers indicate the minimum ratios (excluding the equivalent structure 3-F). From the table it can be seen that in this case, although the parameters are drawn from the uniform prior, the UPSM does not give the best performance.
In the second experiment, we do the same as in the first experiment except using the 3-C as the true structure. The results are given in Table 8 , where the bold numbers indicate the minimum ratios (excluding the equivalent structure 3-E). From the table it can be seen that in this case the UPSM does give the best performance. Note that the 3-A is one of the simplest structures (excluding the net of no arcs) and nodes A and B are independent given node T, and that the 3-C is a fully-connected network. These two experiments show that if the true network structure has less dependence (i.e. fewer arcs), the best prior, on the average, may not depend on the true prior from which the true network parameters are drawn. On the other hand, if the true network structure has strong dependence (i.e. more arcs), the best prior, on the average, may depend on the true prior. This results suggest that if a user has a priori knowledge that the variables in the underlying network has strong dependence, the user may need to take a good guess as to where the truth lies and then assign appropriate priors in order to design a better learning algorithm. Table 8 also indicates that in the case of the uniform prior and strong dependence, the higher the order of the DPSM, the more inferior its performance will be. Therefore, a very high order may not be appropriate in practice. In the next section, we will consider the issue of the best order for the DPSM.
From Tables 7 and 8 we can also see that among the non-score-equivalent score metrics, the CUPSM is closest to be score-equivalent and the 10th order DPSM is farthest away from being score-equivalent. Therefore, if we favor the true structure over its equivalent, then the 10th order DPSM is the best to discriminate them
Optimal Order for Dirichlet Distribution
From the above experimental results (Tables 4 through 7) , it seems that the higher order DPSM performs better (note that the UPSM is the first order DPSM). It is natural to pose a question  does increasing order always increase discrimination ability? To answer this question we conducted three optimization experiments using the three-node networks with the databases D3-1, D3-2 and D3-3. In the experiments we let the order be increased from 1 to a very large number to see if the discrimination ability is always proportional to the order. We found that the discrimination ability is not always proportional to the order. For D3-1, the best order is 251, for D3-2, the best order is 181, while for D3-3, the best order is 81. Recall that the network which generates D3-1 has the largest uncertainty (conditional probabilities distribute more uniformly), and the network which generates D3-3 has the smallest uncertainty (there are some deterministic relationships). Therefore, the best order depends somehow on the uncertainty of the underlying network. It can be inferred that the best order will also depend on the size of the network. Unfortunately, the uncertainty of the underlying network is not known until its structure becomes known. Nevertheless, in practice we may have some idea on how uncertain the underlying network is. Also, although a sub-optimal order may not have the best discrimination ability, it may induct the same network as the best order at less computational expenses. For a network of medium size and moderate uncertainty, the order of tens or hundreds should give good performance. Considering the results in Tables 4 through 8 and the discussions, we use the 10th order as our highest order in our experiments. Note that the 10th is not the best order. For a specific application, the best order should be determined by some preliminary experiments.
Five-Node Network Identification
In this section we consider the case in which the true network has more arcs than some other candidates. We use a five-node network to evaluate the performance of the score metrics. Since there are 29,000 possible structures for five nodes [5] [15], it is not practical to include exhaustively all the possible structures as the candidates. We can only select a set of very confusable topologies to conduct experiments. Fig. 2 illustrates the six topologies we chose in our experiments, where 5-F is an equivalent structure of 5-A. Note also that 5-F is not a structure candidate. Tables 1 through 3 . We also used the same eight score metrics as in the three node case. Tables 9 through 11 respectively give the log joint probability ratios of the true structure 5-A over other structures. From these tables it can be seen that the results are consistent with those in Tables 4 through 6, except that the 10th order DPSM performs better that the MDL. That is, the tenth order DPSM is the best score metric, the MDL ranks the second, the CUPSM often performs slightly better than the UPSM, and the BDe performs poorly, especially when the equivalent sample size is not chosen properly. It can also be seen that the non-score-equivalent score metrics consider the equivalent structures to be slightly different. Among them the CUPSM is more likely to favor the true structure. Obviously, a good score metric should guarantee that the true network structure always yields the largest joint probability. Otherwise, it will not be able to identify the true network structure or to induct a correct Bayesian network from a database. Based on the simple experiments, the UPSM, the CUPSM, the DPSM, and the MDL are all able to identify the true network structure, and the BDe may or may not be able to identify the true structure, depending on whether the equivalent sample size N′ and the distribution order N ijk ' are set appropriately or not. If our goal is to identify the true network from several candidates (in real-world applications, it may be the case), the UPSM, the CUPSM, the DPSM, and the MDL could successfully fulfill this task. Nevertheless, we favor the one with highest discrimination ability. To show the ability difference, Fig. 3 summarizes the three-node and the five-node experimental results and compares the discrimination abilities. This figure clearly shows that the tenth order DPSM and the MDL are the top two best score metrics. The CUPSM often performs slightly better than the UPSM, and the BDe's performance is unstable. This result suggests that using the higher order DPSM (e.g., tenth order) or the MDL instead of the UPSM in the K2-based induction algorithm would result in a more reliable induction algorithm. We will investigate this in the next section.
NETWORK LEARNING EXPERIMENTS
In this section we investigate the performance of different score metrics in network induction. We use the K2-like greedy search algorithm as the learning algorithm. That is, substituting the UPSM score metric respectively with the CUPSM, the DPSM, the BDe and the MDL, we obtain some K2-like learning algorithms and refer to them as K2CU, K2D2 (2nd order DPSM), K2D10 (10th order DPSM), K2BDe, and K2MDL. Since only N′ = 4 BDe can correctly identify the true structure in the identification experiments in section 4, we consider only N′ = 4 BDe in this section. Including the standard K2, we compare six different learning algorithms. We consider a simple network structure learning as well as a more complicated and realistic network learning.
First, we use 5-A from Fig. 2 to generate 5 variable databases and the ALARM network [5] [8] to generate 37 variable databases 6 , and then apply each of them to learn a structure. After a structure is learned, we apply the maximum likelihood (ML) to estimate the conditional probabilities (see Appendix for derivation), that is, H(p,q) = (8)
to evaluate their learning performances.
Five Variable Network Learning
In this section we evaluate the learning algorithms using the five-node networks described in section 4. We use the same three databases D5-1, D5-2, and D5-3 as in section 4. Each database contains 10,000 cases. We specify four different node orders: (1) . We then employ each of the six learning algorithms to induct a network structure, use the ML algorithm to estimate the conditional probabilities and use (8) to calculate the cross-entropies. Table 12 gives the results.
From Table 12 , it can be seen that the K2D10 can induct the best network, except in the case Order 2, D5-3, where its cross-entropy is a little bit higher than those of the K2, the K2CU, the K2D2, and the K2MDL. The K2MDL can induct the second best network. The K2, the K2CU and the K2D2 perform almost identically, and their performances are medium. The K2BDe performs the worst.
It can also be seen from the table that when a correct (or consistent) node order is given, all the six learning algorithms yield the same results. When a random node order is given, the performances agreeably degrade very much. These results confirm that the performance of all the six learning algorithms is sensitive to the node ordering. Giving a random node order does not guarantee to obtain the best network which is closest to the true network with respect to the JPD. The reason for this is that the K2-like greedy search algorithm does not guarantee to find an equivalent network given any node order. Therefore, when the K2-like greedy search algorithm is used, prior knowledge on the node order is critical. 
ALARM Network Learning
In this section we use a more realistic network, the ALARM network, to evaluate the performance of the learning algorithms. We use the ALARM network to generate a database, called D37-1, which contains 10,000 cases. We specify three different node orders: (1) correct order (same as that specified by Cooper and Herskovits [5] ), (2) natural order (i.e., 0, 1, …, 36, in Heckerman's labeling), and (3) reverse order (i.e., 36, 35, …, 1, 0, also in Heckerman's labeling). We consider the last two as random node orders. Similarly, we then employ each of the six learning algorithms to induct a network structure. We use the ML algorithm to estimate the conditional probabilities and use (8) to calculate the cross-entropies. Table 13 compares the cross-entropy and Table 14 gives the elapsed CPU time on a SUN SPARC 10 workstation. The results in Table 14 confirm that there is no big difference in computational complexity between different learning algorithms (or score metrics). From Table 13 we can see that the K2D10 and the K2MDL are the top two best learning algorithms. Among them, the K2MDL is more favorable, since it yields the best result when the reverse order (considered as random) is used. This indicates that when a random node order is specified in the sparse network induction, the K2MDL may perform better than the K2D10. We can also see that the K2, the K2CU, and the K2D2 perform almost identically. The K2BDe performs the worst. The node ordering is also critical.
Recall that the K2D10 performed consistently better than the K2MDL in the five-node network induction. In this experiment the K2MDL is sometimes better than the K2D10. We want to know how, on the average, the K2D10 performs compared to the K2MDL in the sparse ALARM network induction where the K2MDL is supposed to take its advantage [1] . To determine which of the K2D10 and the K2MDL is more reliable, we use the ALARM network to generate a larger database, consisting of 30,000 cases, and we randomly generate five node orders. Then, as above, apply the K2D10 and the K2MDL to learn a structure given each random order, use the ML algorithm to estimate the conditional probabilities, and calculate the cross-entropy between the learned net and the true net. The result shows that the average cross-entropies of the K2D10 and the K2MDL are 7.2121×10 -13 and 8.0929×10 -13 , respectively. This result further shows that even in the sparse network induction the K2D10 can, on the average, induct a better network than the K2MDL. The reason that for a specific node order the K2MDL can be better than the K2D10 is that under some node order there exists a sparse structure which is equivalent to the true structure, and the K2MDL may find the equivalent or a close one.
Combining the above results and those in subsection 5.1, we can see that the K2D10 can learn from a database a Bayesian network which is most similar to the true network. Based on the fact that the K2D2, the K2D10 are consistently better than the K2BDe, and their difference is only the specification of the Dirichlet orders for a set of variable's values, we can see that in the case of BDe score metric, the score equivalence property appears helpless to the network learning.
Sensitivity to Database Size
It is believed that with a large sample, learning close to the true model is possible with high probability [3] . Unfortunately, in practice large sample is rarely available. Therefore, the behavior of a learning algorithm on small sample is an important merit. In this subsection, we investigate the sensitivities of the same six learning algorithms as in the previous subsection with respect to the database size.
We also use the ALARM network as our true network. But in this experiment we focus on structure learning given the correct node order (same as that specified by Cooper and Herskovits [5] ). We use the true network to separately generate 20 databases with 4 different numbers of cases: (1) 1000, (2) 3000, (3) 5000, (4) 10000. We apply each learning algorithm to learn a structure from the databases and compare the learned structure with the true one. One error is counted if one parent node is missing or there is one extra parent node in a node's parent set in the learned structure. The total error is obtained by summing the errors over all the nodes. Fig. 4 shows the average total errors versus data size.
It can be seen from the figure that the K2BDe's performance degraded dramatically as the data size decreases. Other learning algorithms' performance is not very sensitive to the data size before it is decreased to 1000. Among them the K2MDL is the least sensitive algorithm. However, when the data size is decreased to 1000, the K2CU made the least errors, the K2MDL's performance began to degrade significantly. From the figure it can also be seen that the performance of some algorithms, the K2MDL in particular, is not necessarily improved as the data size increases. It indicates that the K2MDL's performance is somewhat unstable when the data size is not large enough. From its score metric expression in (6) Note that using the average total error versus data size to measure the sensitivity might not be accurate, since an error could be serious or minor. The cross-entropy versus data size (with a wider range) may be a better measurement. Nevertheless, the results provide a general idea how sensitive the performance might be to the data size.
CONCLUSIONS
In this paper we compared five types of score metrics: uniform prior score metric (UPSM), conditional uniform prior score metric (CUPSM), Dirichlet prior score metric (DPSM), likelihood-equivalence Bayesian Dirichlet score metric (BDe), and minimum description length (MDL) score metric. We also compared their associated learning algorithms: the K2, the K2CU, the K2D2, the K2D10, the K2BDe, and the K2MDL, which are composed of the K2-like greedy search algorithm and the corresponding score metrics.
With regard to computational complexity, the CUPSM has the simplest form, consisting of integer Beta functions. The MDL is easy to calculate, since it involves no factorials. The BDe's computation is relatively more complicated. However, since there exists fast computation of log factorials (or Gamma function), there is no big difference in their computational complexities. It is confirmed that the BDe and the MDL, but neither UPSM, the CUPSM, nor the DPSM, satisfy the score equivalence property. However, the results show that the learning algorithms can hardly take advantage of this property.
We conducted several experiments to identify the true network structure from possible candidates and compared the performances of the five types of score metrics. The experimental results show that the UPSM, the CUPSM, the DPSM and the MDL are able to correctly identify the true network structure, while the BDe may fail to identify the true network structure if its equivalent sample size and distribution orders are not chosen properly. The results demonstrate that the tenth order DPSM and the MDL have the highest discrimination abilities, the CUPSM often performs slightly better than the UPSM, and the BDe's performance is sensitive to its equivalent sample size and distribution orders.
We also conducted experiments using a five-node network and the ALARM network to compare the performance of the corresponding learning algorithms. In order to evaluate their performance, we used cross-entropy to measure the difference of a learned network and the true network. The results show that the K2D10 is the best learning algorithm. The K2MDL generally ranks the second; but in the case of sparse network induction, it may perform better than the K2D10. The K2, the K2CU, and the K2D2 perform almost identically. The K2BDe performs poorly. The results also indicate that the node ordering is critical in the K2-like greedy search network learning. If a correct node order is given, the learning algorithms perform well. But if a random node order is specified, their performance deteriorates significantly. This suggests that the K2-like greedy search method is very sensitive to node ordering.
We investigated the dependency of the best prior to the true prior. The results show that if variables in the true network structure are less dependent, the best prior may not depend on the true prior from which the true network parameters are drawn. On the other hand, if the variables are strongly dependent, the best prior may depend on the true prior.
We also investigated the sensitivities of the learning algorithms to the data size. It turned out that the K2BDe's performance degrades dramatically as the data size decreases, and other algorithms are is not very sensitive to the data size. But the K2MDL's performance is somewhat unstable. Based on the experimental results, it can be concluded that in the special case of BDe score metric considered in this paper, the score equivalence property does not help in learning better network.
In summary, the 10th order DPSM is the best score metric, and its corresponding learning algorithm K2D10 is the most reliable Bayesian network learning algorithm. In a sparse network induction, the K2MDL may also be a good choice if we can specify a good node order.
APPENDIX
In this appendix, we derive the maximum likelihood (ML) estimation formula in (7).
A.1 Likelihood Function
Suppose that B s is the true structure which generated the database D, and the true network has a set of parameters (conditional probabilities 
A.3 Maximum Likelihood Estimates
We use the Lagrange multiplier method to find the maximum likelihood estimates. Strictly speaking, we need to use both the inequality constraint and the equality constraint, and apply the nonlinear optimization method to find the estimates. However, in this special case we have a simplified way: first find the estimates only with the equality constraint and then check if the inequality constraint is always satisfied. i n , any 1 ≤ ≤ j q i , and any 1 ≤ ≤ k r i . This is the ML estimate for the conditional probability given a structure and a database.
