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1. Introduction
Steady two-dimensional gravity water waves are waves traveling at sea with constant speed and
without change of shape. They appear at the surface of a homogeneous ﬂuid, an important class being
the Stokes waves which are characterised by zero vorticity. The assumption of constant density does
not always reﬂect the reality, because there are many factors, such as salinity, temperature, pressure,
topography, oxygenation, etc., which have an impact on the density of the water and can determine
a vertical stratiﬁcation of the ﬂuid beneath the wave proﬁle. A rigorous study of stratiﬁed water
waves has been initiated in [30,31], where existence of stratiﬁed water waves with density increasing
with depth is established, and continued in [32] for stratiﬁed ﬂows driven by surface tension. Due to
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unknown into the problem, being also a source of additional nonlinearities.
It is important to mention that the approach in [30] does not allow for stagnation points, that is
ﬂuid particles traveling horizontally and having the same speed as the wave, and for critical layers
consisting of closed streamlines which may have the shape of a cat’s eye. Inspired by Lord Kelvin’s
pioneering work [18] the last ones are called Kelvin’s cat’s eye vortices. We should mention that much
research and numerical simulations have been and are still dedicated to the understanding of stable
and unstable stratiﬁed water waves with critical layers (see [2,18,25,29] and the literature therein).
It is worthwhile to point out that ﬂows with stagnation points are known to be relevant for the
description of background states for tsunamis, cf. [5].
It is known that smooth Stokes waves do not posses these features, cf. [3,7]. Though, there exist
extreme Stokes waves with stagnation points at the crests, the proﬁles having corners with included
angle of 120 at the stagnation points, cf. [1,22,24,26,27]. Concerning linear theory, it is shown in [14]
in the rotational case that there exist small linear water waves with stagnation points beneath the
proﬁle and a single critical layer [14]. This last result has been validated also within the nonlinear
theory in [8,28] where bifurcation theory is used to construct small amplitude water waves with
constant vorticity and at most one critical layer. Moreover, if the vorticity depends linearly upon the
stream function, it was recently established in [12,13] that there exist gravity water waves having
arbitrarily many critical layers.
It this paper we address the question of existence of ﬁnite-depth stratiﬁed water waves with
stagnation points and critical layers in the case when the density is linear along the streamlines.
Moreover, we prove that there exist real analytic stratiﬁed waves without stagnation points which
have the property that the density is strictly decreasing with depth. This is surprising, because it is
known that the oceans are stably stratiﬁed. However, as mentioned earlier, the stratiﬁcation is a result
of many factors, and in our model the pressure is the only factor which determines it.
Additionally, we construct real analytic stratiﬁed periodic water waves having one or two critical
layers and 2, 3, 6, and even 7 stagnation points within a period. Particularly, when the density is
constant, we reconﬁrm the bifurcation result proved in [8,28], which shows that density stratiﬁcation
is further way to introduce critical layers. The stagnation points are all located beneath the wave
surface, and, within each vortex, the density has an extremum at the stagnation point. We remark
that in the case of waves possessing stagnation points the density is no longer monotonic between
the wave proﬁle and the bottom of the ocean. This makes it more diﬃcult for us, compared to [28],
to determine the trajectories of the water particles in the wave, and therefore we leave this aspect as
an open problem.
The paper is organised as follows. In Section 2 we shortly describe the mathematical model and
present our main result Theorem 2.1. The proof of Theorem 2.1 is found in Section 3, and the last
section is devoted to the study of the streamlines of the stratiﬁed wave solutions we obtain. Further-
more, the solutions with stagnation points are divided into ﬁve subclasses and for each subclass we
determine the streamlines of the ﬂow separately and illustrate them in Figs. 1–5.
2. The mathematical model and the main result
We formulate ﬁrst the equations governing our problem. Under the assumption of constant tem-
perature and zero viscosity, the motion of the ﬂuid is governed by the two-dimensional Euler equa-
tions
{
∂tρ + ∇ · (ρV ) = 0 in Ωη,
∂t(ρV ) + ∇ · (ρV ⊗ V ) = −∇ · P − (0, g) in Ωη, (2.1a)
where V = (u, v) is the velocity of the ﬂuid, P is the pressure, ρ the density, g the gravity constant,
and
Ωη :=
{
(x, y): x ∈ S and −1< y < η(t, x)}
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2π -periodic functions on R. Moreover, we assume a divergence free velocity ﬁeld
∇ · V = 0 in Ωη. (2.1b)
Eqs. (2.1a) and (2.1b) are supplemented by appropriate boundary conditions on the ﬂat bottom and
the wave proﬁle
⎧⎨
⎩
ηt = V · (−η′,1) on y = η(t, x),
P = P0 on y = η(t, x),
v = 0 on y = −1,
(2.1c)
where P0 is the atmospheric pressure and the pressure is assumed to be continuous on y = η(t, x).
The last condition of (2.1c) means that the bottom of the ocean is impermeable, while the ﬁrst condi-
tion is obtained from the assumption that the wave proﬁle consists of the same ﬂuid particles for all
times. Being interested in traveling wave solutions of problem (2.1), we presuppose that there exists
a positive constant c, called the wave speed such that
η(t, x) = η(x− ct), (ρ, V , P )(t, x, y) = (ρ, V , P )(x− ct, y).
Inserting this ansatz into Eqs. (2.1a)–(2.1c), we ﬁnd that the traveling wave solutions of problem
(2.1) solve the following system of equations
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(u − c)ρx + vρy = 0 in Ωη,
ρ(u − c)ux + ρvuy = −Px in Ωη,
ρ(u − c)vx + ρvv y = −P y − gρ in Ωη,
ux + v y = 0 in Ωη,
P = P0 on y = η,
v = (u − c)η′ on y = η,
v = 0 on y = −1.
(2.2)
We proceed now as in [6,30] and reformulate the problem in terms of the pseudostream function ψ ,
which is deﬁned in the case of waves having positive density distribution by the following expression
ψ(x, y) :=m +
y∫
−1
√
ρ(x, s)
(
u(x, s) − c)ds, (x, y) ∈ Ωη.
Indeed, since the velocity ﬁeld is divergence free, we see that ∇ · (√ρ(u − c),√ρv) = 0, and it is a
matter of direct calculation, to obtain
∂xψ = −√ρv and ∂yψ = √ρ(u − c) in Ωη.
We infer then from the sixth equation of (2.2) that ψ is constant on the free surface y = η(x),
meaning that we may choose m such that ψ = 0 on y = η(x).
The analysis in [30,32] is based on the assumption that there are no stagnation points within the
ﬂuid domain, that is
∂yψ = √ρ(u − c) < 0. (2.3)
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dostream function (see system (2.4)). However, we shall see that the problem we obtain is in fact
equivalent to (2.2) provided the density is positive within the closed ﬂuid domain, even if (2.3) is
not satisﬁed. Indeed, condition (2.3) enables us to introduce new variables by using the hodograph
transformation H : Ωη → S× (−m,0), deﬁned by
H(x, y) := (q, p)(x, y) := (x,−ψ(x, y)), (x, y) ∈ Ωη.
We note that the map H is an isomorphism if (2.3) holds true. Moreover, the ﬁrst equation of (2.2)
ensures that
∂q
(
ρ ◦ H−1) ◦ H = ρx + ρy v
u − c =
(u − c)ρx + vρy
u − c = 0,
meaning that there exists a function ρ = ρ(p), called streamline density function, such that ρ ◦
H−1(q, p) = ρ(p) for all p ∈ [−m,0]. Furthermore, deﬁning the hydraulic head by the expression
E := P + ρ (u − c)
2 + v2
2
+ gρ y
we see, cf. [30], that ∂q(E ◦ H−1) = 0. Particularly, when p = 0, we obtain
|∇ψ |2 + 2gρ(0)y = Q on y = η(x),
for some constant Q ∈R. Moreover, a simple calculation shows
−∂p
(
E ◦ H−1)= (ψ − gyρ ′ ◦ H) ◦ H−1 in S× (−m,0),
and since ∂q(E ◦ H−1) = 0 there exists a function β = β(p), called Bernoulli’s function, such that
−∂p(E ◦ H−1) = β in S × (−m,0). We remark that if the density is constant, then the Bernoulli
function coincides with the vorticity function introduced in [6]. Summarising, ψ solves the following
problem
⎧⎪⎪⎨
⎪⎪⎩
ψ = β(−ψ) + gyρ ′(−ψ) in Ωη,
|∇ψ |2 + 2gρ(0)y = Q on y = η(x),
ψ = 0 on y = η(x),
ψ =m on y = −1.
(2.4)
Throughout this paper we take Bernoulli’s function β to be constant, i.e. β ≡ C , and assume that
the streamline density function ρ is linear ρ(p) = ap + b, with a,b ∈ R. The problem is then encom-
passed by the following system of equations
⎧⎪⎪⎨
⎪⎪⎩
ψ = Ay + C in Ωη,
|∇ψ |2 + By = Q on y = η(x),
ψ = 0 on y = η(x),
ψ =m on y = −1,
(2.5)
where m ∈R,
A := ag and B := 2gb.
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Ωη, then it is not diﬃcult to see that (η,ψ) deﬁnes a unique traveling wave solution (ρ, V , P ) of
(2.1). In fact, it is clear form the ﬁrst and last two equations of (2.5) that the pseudostream function
ψ is uniquely determined by the function η, so that we shall refer only to η as being the solution of
(2.5). Particular solutions of (2.5) are laminar ﬂows (η,ψ) = (0,ψλ), where λ ∈R is arbitrary
ψλ(y) := Ay
3
6
+ C y
2
2
+ λy, Q = λ2, and m = − A
6
+ C
2
− λ. (2.6)
Let k ∈N, k 1, and α ∈ (0,1) be ﬁxed for the remainder of this paper, and presuppose that
B > 0. (2.7)
Condition (2.7) guarantees that the density is positive at least at the free wave surface, and also that
the constants
λ± := C
2
tanh(k)
k
±
√
C2
4
tanh2(k)
k2
+ B
2
tanh(k)
k
are well deﬁned in R. The ﬁrst main result of this paper is the following theorem.
Theorem 2.1. Assume that (2.7) is fulﬁlled. There exist then real analytic curves
(λ,η) : (−ε, ε) →R× C2+α(S), ε > 0,
consisting only of real analytic solutions of (2.5) of minimal period 2π/k and having exactly one crest and
trough per period. These are the only solutions of (2.5) close to (λ+,0) [resp. λ−], and, for s → 0,
λ(s) = λ± + O (s2),
η(s) = −s cos(kx) + O (s2) in C2+α(S). (2.8)
Remark 2.2. In virtue of (2.6), the density of the laminar solutions (0,ψλ± ) of (2.5) is estimated from
below by
ρ  b − |a|(|A|/6+ C/2+ ∣∣λ±∣∣)> 0, (2.9)
positivity being achieved when b and k are suﬃciently large for example. Consequently, by continuity
(see Section 3), the density of the solution (λ(s), η(s)) is positive if ε is suﬃciently small, which im-
plies that (λ(s), η(s)) is a solution of the original problem (2.1). Therefore, we choose in the remainder
of this paper the constants (A, B,C, ε) such that (2.9) is always satisﬁed.
Since the wave speed c does not interfere in our system (2.5) the traveling waves determined by
(λ(s), η(s)) are solutions of (2.1) for any choice of the wave speed c. That the solutions found in
Theorem 2.1 are real analytic follows by using a regularity result for free boundary problems from
[19] under the smallness assumption on η. The method has been used to prove analyticity of the
wave proﬁle in the constant density case for periodic ﬁnite-depth and deep water waves, cf. [4,15,20].
Proposition 2.3. If η ∈ C2+α(S) is a solution of (2.4) satisfying Q − Bη > 0, then η is real analytic, i.e.
η ∈ Cω(S).
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Remark 2.4. The condition Q − Bη > 0 is equivalent to the fact that there are no stagnation points
on the wave proﬁle. We shall see later on that all the solutions (λ(s), η(s)), |s| < ε, which we obtain
enjoy this property, cf. Proposition 4.1 (b) and (c). Moreover, if A = 0, it is shown in [8] in the constant
density case with constant vorticity that one can assume merely η ∈ C1+α(S) in Proposition 2.3 and
the conclusion still remains true.
As a matter of fact, if we know additionally that the stratiﬁed water wave solution (λ,η) has no
stagnation points, more precisely if ∂yψ is either positive or negative in Ωη , then we may use the
regularity results of [23] to deduce that all streamlines are real analytical. This is no longer the case
when stagnation points exist, cf. Figs. 1–5. Concerning the constant density case, it is shown in [4,16,
17,21] in the case of traveling water waves with arbitrary vorticity (even bounded) that if ∂yψ > 0
in the ﬂuid domain, then all streamlines beneath the surface are real analytic. This is a further open
problem for stratiﬁed water waves.
3. Local bifurcation analysis
The proof of Theorem 2.1 is based on the theorem on bifurcations from simple eigenvalues due
to Crandall and Rabinowitz, cf. [9]. The bifurcation parameter is the constant λ introduced in (2.6) to
describe the laminar ﬂows. In order to guarantee that the solutions we obtain have minimal period
2π/k and only one crest per period, we choose to work within the subspaces Cl+αe,k (S), l ∈ N, of
Cl+α(S) consisting of even functions which are 2π/k-periodic. Corresponding to these spaces, we
deﬁne Cl+αe,k (Ω) as being the subspace of C
l+α(Ω) containing only even and 2π/k-periodic functions
in the x variable.
The bottom of the ﬂuid being located at y = 0, the wave proﬁle η belongs then to the set
Ad := {η ∈ C2+αe,k (S): η > −1}.
Given η ∈ Ad, we deﬁne the mapping Φη : Ω := S× (−1,0) → Ωη by the relation
Φη(x, y) :=
(
x, (y + 1)η(x) + y), (x, y) ∈ Ω.
Clearly, Φη is a diffeomorphism for all η ∈ Ad, and the operator A(η) : C2+αe,k (Ω) → Cαe,k(Ω)
A(η)w := (w ◦ Φ−1η ) ◦ Φη − Ay ◦ Φη − C, w ∈ C2+αe,k (Ω),
is uniformly elliptic for all η ∈ Ad. To simplify our notation we decompose A(η) = A0(η) + f (η),
where
A0(η) := ∂xx − 2(1+ y)η
′
1+ η ∂xy +
1+ (1+ y)2η′2
(1+ η)2 ∂yy − (1+ y)
(1+ η)η′′ − 2η′2
(1+ η)2 ∂y,
f (η) := −A(y + 1)η − Ay − C . (3.1)
Furthermore, we deﬁne the nonlinear boundary operator B : Ad×C2+αe,k (Ω) → C1+αe,k (S) by the relation
B(η,w) := tr∣∣∇(w ◦ Φ−1η )∣∣2 ◦ Φη + Bη, (η,w) ∈ Ad×C2+αe,k (Ω),
tr being the trace operator with respect to S= S× {0}. We have the following expression
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′
1+ η tr(∂xw∂yw) +
1+ η′ 2
(1+ η)2 tr(∂yw)
2 + Bη.
Having introduced this notation, we remark that the laminar ﬂow solutions (2.6) correspond to the
solutions (λ,η) = (λ,0), λ ∈R, of the nonlinear and nonlocal equation
Ψ (λ,η) = 0 (3.2)
where Ψ :R× Ad → C1+αe,k (S) is given by
Ψ (λ,η) := B(η, T (λ,η))− λ2, (λ,η) ∈R× Ad,
and T :R× Ad → C2+αe,k (Ω) is the solution operator to the Dirichlet problem
⎧⎨
⎩
A(η)w = 0 in Ω,
w = 0 on y = 0,
w = −A/6+ C/2− λ on y = −1.
(3.3)
That T is well deﬁned between these spaces follows easily from the elliptic maximum principle.
Moreover, problems (2.5) and (3.2) are in fact equivalent if the constants Q and m in (2.5) are given
by (2.6). Since both A and B depend analytically on η, we conclude that the operator Ψ ∈ Cω(R ×
Ad,C1+αe,k (S)).
In order to apply the theorem on bifurcation from simple eigenvalues to the problem (3.2), we
have to determine the Fréchet derivative of Ψ at (λ,0). By the chain rule we have:
∂ηΨ (λ,0)[η] = ∂B
(
0, T (λ,0))[η, ∂ηT (λ,0)[η]], η ∈ C2+αe,k (S).
From the explicit relations found above, we obtain by taking into account that T (λ,0) = ψλ the
following relations:
∂ηB(0,ψλ)[η] =
(
B − 2λ2)η, ∂wB(0,ψλ)[w] = 2λ tr ∂yw,
meaning that
∂ηΨ (λ,0)[η] =
(
B − 2λ2)η + 2λ tr ∂y(∂ηT (λ,0)[η]).
Differentiating each equation of (3.3) with respect to η at η = 0, we ﬁnd in fact that ∂ηT (λ,0)[η] is
the solution of the Dirichlet problem
{
z = −∂A(0)[η]T (λ,0) in Ω,
z = 0 on ∂Ω. (3.4)
In order to determine ∂ηT (λ,0)[η] we make the following ansatz
η =
∞∑
m=0
am cos(mkx) and z =
∞∑
m=0
amzm(y) cos(mkx),
and write the expansion corresponding to the right-hand side of (3.4)1
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(
Ay2
2
+ C y + λ
)
η′′ =
∞∑
m=0
ambm(y) cos(mkx),
where
bm(y) := A + 2C + 3Ay − (mk)2(1+ y)
(
Ay2
2
+ C y + λ
)
.
Substituting these expressions into (3.4) and comparing the Fourier coeﬃcients, we arrive at the fol-
lowing system
{
z′′m − (mk)2zm = bm, −1< y < 0,
zm(0) = zm(−1) = 0.
(3.5)
When m = 0, the function z0 has the following expression
z0(y) = −(y + 1)
0∫
−1
r∫
−1
b0(s)dsdr +
y∫
−1
r∫
−1
b0(s)dsdr,
while, for m 1, the solution zm of (3.5) is
zm(y) = sinh(mky)
sinh(mk)
0∫
−1
sinh(mk(s + 1))
mk
bm(s)ds +
y∫
0
sinh(mk(y − s))
mk
bm(s)ds.
Summarising, we conclude that ∂ηΨ (λ,0) is a Fourier multiplier
∂ηΨ (λ,0)
∞∑
m=0
am cos(mkx) =
∞∑
m=0
μmam cos(mkx)
with symbol
μm := B + 2Cλ − 2mk
tanh(mk)
λ2.
By convention, we set tanh(k)/k = 1 when k = 0. We come now to the proof of our ﬁrst main result:
Proof of Theorem2.1. In virtue of [10, Theorem 3.4], we know that the spectrum of ∂ηΨ (λ,0) consists
only of the point spectrum {μm: m ∈ N}. Moreover, it follows that ∂ηΨ (λ,0) is a Fredholm operator
of index 0 and its kernel is nontrivial provided μm = 0 for some m ∈ N, that is if and only if λ = λ±m
where
λ±m :=
C
2
tanh(mk)
mk
±
√
C2
4
tanh2(mk)
(mk)2
+ B
2
tanh(mk)
mk
.
Since x → tanh(x)/x is decreasing, and t → Ct/2 +√C2t2/4+ Bt/2 is increasing (resp. t → Ct/2 −√
C2t2/4+ Bt/2 is decreasing), we conclude that ∂ηΨ (λ±m,0) has a one-dimensional kernel for each
m ∈N. Being interested in bifurcation at (λ±,0), with λ± := λ±1 , we obtain in particular that
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(
λ±,0
)= span{cos(kx)}, Im ∂ηΨ (λ±,0)⊕ {cos(kx)}= C1+αe,k (S), (3.6)
and
∂ληΨ
(
λ±,0
)[
cos(kx)
]= ∓ 4k
tanh(k)
√
C2
4
tanh2(k)
k2
+ B
2
tanh(k)
k
cos(kx) /∈ Im ∂ηΨ
(
λ±,0
)
. (3.7)
Owing to (3.6) and (3.7), the existence of the bifurcation curves (λ,η) is a direct consequence of [9,
Theorem 1.7].
We prove next that the bifurcation is critical, that is λ′(0) = 0. Therefore, we proceed as in the
proof of [11, Theorem 3.2] and write η(s) = −s cos(kx) + τ (s), with τ (s) = O (s2) in C2+αe,k (S). Differ-
entiating the expression
Ψ
(
λ(s),−s cos(kx) + τ (s))= 0
twice with respect to s and taking into consideration that Ψ (λ,0) = 0 for all λ ∈ R, we ﬁnd at s = 0
the following relation
−2λ′(0)∂ληΨ
(
λ±,0
)[
cos(kx)
]+ ∂ηηΨ (λ±,0)[cos(kx), cos(kx)]+ ∂ηΨ (λ±,0)[τ ′′(0)]= 0.
We infer from (3.6) that Ψ (λ±,0)[τ ′′(0)] is orthogonal on cos(kx), and therefore
λ′(0) =
∫ 2π/k
0 ∂ηηΨ (λ
±,0)[cos(kx), cos(kx)] cos(kx)dx
2
∫ 2π/k
0 ∂ληΨ (λ
±,0)[cos(kx)] cos(kx)dx
.
Moreover, we prove below that the numerator of this fraction is zero (see (3.12)), which leads to our
claim λ′(0) = 0. Indeed, using the chain rule we ﬁnd
∂ηηΨ
(
λ±,0
)[η,η] = ∂ηηB(0,ψλ±)[η,η] + 2∂ηwB(0,ψλ±)[η, ∂ηT (λ±,0)[η]]
+∂ww B(0,ψλ±)
[
∂ηT
(
λ±,0
)[η], ∂ηT (λ±,0)[η]]
+∂wB(0,ψλ±)
[
∂ηηT
(
λ±,0
)[η,η]] (3.8)
for all η ∈ C2+αe,k (S). From the deﬁnition of the boundary operator B we ﬁnd that
∂ηηB(0,ψλ±)[η,η] = 2
(
λ±
)2(
3η2 + η′2),
∂ηwB(0,ψλ±)
[
η, ∂ηT
(
λ±,0
)[η]]= −4λ±η tr∂y(∂ηT (λ±,0)[η]),
∂wwB(0,ψλ±)
[
∂ηT
(
λ±,0
)[η], ∂ηT (λ±,0)[η]]= [tr ∂y(∂ηT (λ±,0)[η])]2, (3.9)
while the second derivative ∂ηηT (λ±,0)[η,η] is the unique solution of the Dirichlet problem
{
z = −2∂ηA0(0)[η]∂ηT (λ±,0)[η] − ∂ηηA0(0)[η,η]T (λ±,0) in Ω,
z = 0 on ∂Ω. (3.10)
Moreover, if we put η = cos(kx) we can determine explicit formulae for all the derivatives mentioned
above. Indeed, since
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(
∂ηT
(
λ±,0
)[
cos(kx)
])= (C + λ± tanh(k) − k
tanh(k)
)
cos(kx)
we have that
∂ηηB(0,ψλ±)
[
cos(kx), cos(kx)
]= 2λ±2(3cos2(kx) + k2 sin2(kx)),
∂ηwB(0,ψλ±)
[
cos(kx), ∂ηT
(
λ±,0
)[
cos(kx)
]]= −4λ±(C + λ± tanh(k) − k
tanh(k)
)
cos2(kx),
∂wwB(0,ψλ±)
[
∂ηT
(
λ±,0
)[η], ∂ηT (λ±,0)[η]]=
(
C + λ± tanh(k) − k
tanh(k)
)2
cos2(kx), (3.11)
while, by virtue of ∂ηT (λ±,0)[cos(kx)] = z1(y) cos(kx) and
∂A0(0)[η] = −2(1+ y)η′∂xy − 2η∂yy − (1+ y)η′′∂y,
∂2A0(0)[η,η] = −2(1+ y)ηη′∂xy + 2
(
3η2 + (1+ y)η′2)∂yy + 2(1+ y)(ηη′′ + 2η′2)∂y,
we obtain
∂A0(0)
[
cos(kx)
]
∂ηT
(
λ±,0
)[
cos(kx)
]= −2k2(1+ y)z′1(y) sin2(kx) − 2z′′1(y) cos2(kx)
+ (1+ y)k2z′1(y) cos2(kx),
∂2A0(0)
[
cos(kx), cos(kx)
]T (λ±,0)= 2(Ay + C)(3cos2(kx) + (1+ y)k2 sin2(kx))
+ 2(1+ y)
(
Ay2
2
+ C y + λ±
)
× (−k2 cos2(kx) + 2k2 sin2(kx)).
This shows that the right-hand side of the ﬁrst equation of (3.10) is actually π/k-periodic in
the x variable, and, therefore, the weak elliptic maximum principle ensures that the derivative
∂ηηT (λ±,0)[cos(kx), cos(kx)] has this property too. Gathering (3.8), (3.9), and (3.11) we conclude that
∂ηηΨ (λ
±,0)[cos(kx), cos(kx)] is a π/k-periodic function, and therefore
2π/k∫
0
∂ηηΨ
(
λ±,0
)[
cos(kx), cos(kx)
]
cos(kx)dx = 0. (3.12)
Finally, it is clear from (2.8) that η(s) has minimal period 2π/k. In order to complete the proof,
we still have to show that η(s) has a unique crest and trough per period. This result is stated in
Proposition 4.1 below. 
Having shown that the bifurcation is critical plays an important role when determining the stag-
nation points of the traveling wave solution (λ(s), η(s)), |s| < ε, cf. Section 4.
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In this last part we ﬁx |s| < ε and determine the streamlines of the pseudostream function corre-
sponding to the solution (λ(s), η(s)) obtained in Theorem 2.1, which depend on the bifurcation point
and the constants A, B, and C . To lighten our notation, we denote in the remainder of this paper
(λ,η) := (λ(s), η(s)). Moreover, we set w := T (λ,η) and write ψ for the pseudostream function, that
is ψ = w ◦ Φ−1η . We gather in the next proposition the properties of ψ and η which depend only
upon the sign of λ± (by (2.7) we have λ− < 0 < λ+).
Proposition 4.1. Let (λ,η) be located on one of the bifurcation curves found in Theorem 2.1, and deﬁne
Ω lη :=
{
(x, y) ∈ Ωη: 0 < x < π/k
}
.
If ε is small enough, we have:
(a) η′ > 0 on (0,π/k);
(b) λ±∂yψ > 0 on y = η(x);
(c) λ±∂xψ < 0 in Ωlη;
(d) ∂xyψ  0 in Ω lη with equality only on the vertical boundaries x = 0 and x = π/k.
Note that since λ±∂yψ > 0 on y = η(x), the stratiﬁed water waves solutions which we obtain
in Theorem 2.1 do not have stagnation points on the wave surface. Moreover, restricting ψ to Ωηl ,
the level curves, of ψ are graphs of functions x = x(y) deﬁned on subintervals of [0, η(π/k)]. Due to
symmetry (ψ is even too), the streamlines are determined by the level curves of this restriction.
Proof of Proposition 4.1. First of all, since η is an even function of minimal period 2π/k we obtain
that η′(0) = η′(π/k) = 0 for all |s| < ε. Its second derivative satisﬁes η′′ = sk2 cos(kx)+O (s2) meaning
that η′′(0) > 1/2s and η′′(π/k) < −1/2s for small ε. In view of η′ = sk sin(kx) + O (s2) we obtain (a).
In order to prove (b) we note now that ∂yψλ± (x,0) = λ± . From the continuity of T and η, and
(2.7) we obtain our second assertion (b).
Differentiating the identity ψ(x, η(x)) = 0 with respect to x yields ∂xψ = −η′(x)∂yψ, so that
λ±∂xψ  0, by (a) and (b). Moreover, since ψ is even with respect to x and constant on the ﬂat
bottom, we get that ∂xψ = 0 on ∂Ωlη \ [y = η(x)]. In view of (∂xψ) = 0 in Ωlη, the strong elliptic
maximum principle implies (c).
Finally, we prove (d). Using the Taylor expansion of T , we have, due to the fact that (λ±,0) are
both turning points, the following expression
T (λ,η) = T (λ±,0)− s∂ηT (λ±,0)[cos(kx)]+ O (s2) in C2+αe,k (Ω).
Our analysis in Section 3, shows then
w(x, y) = Ay
3
6
+ C y
2
2
+ λ± y − sz1(y) cos(kx) + O
(
s2
)
for (x, y) ∈ Ω. (4.1)
Clearly, ∂xyψ = 0 on x = 0 and x = π/k. Moreover, since ψ = w ◦ Φ−1η , we have that ∂yψ = (∂yw) ◦
Φ−1η /(1+ η), and therefore
∂xyψ = − η
′
(1+ η)2 (∂yw) ◦ Φ
−1
η +
1
1+ η (∂xyw) ◦ Φ
−1
η − (1+ y)
η′
(1+ η)2 (∂yyw) ◦ Φ
−1
η .
Additionally, given (x, y) ∈ Ω, we get
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2
2
+ C y + λ± − sz′1(y) cos(kx) + O
(
s2
)
,
∂yyw(x, y) = Ay + C − sz′′1(y) cos(kx) + O
(
s2
)
, ∂xyw(x, y) = skz′1(y) sin(kx) + O
(
s2
)
,
z′1(y) = −λ
k
tanh(k)
cosh(ky) − λk sinh(ky) + λ + C + (A + 2C)y + 3
2
Ay2,
and we thereby conclude that
∂xyψ(x, y) = −sλ±k2
(
1
tanh(k)
cosh(ky) + sinh(ky)
)
sin(kx) + O (s2),
∂xxyψ(x, y) = −sλ±k3
(
1
tanh(k)
cosh(ky) + sinh(ky)
)
cos(kx) + O (s2).
The assertion follows now similarly as (a). 
However, this information is not suﬃcient to draw the level curves of the pseudostream func-
tion ψ. We need to consider the different cases which are possible for the constants A, B, C , and
λ(0) ∈ {λ+, λ−}. Recall that the case A = 0 has been studied in [8,28], thus let A = 0 for the rest
of our paper. Additionally, since any solution η of (2.5) corresponding to constants (A, B,C,m) is
solution of (2.5) for (−A, B,−C,−m) too, we choose C  0.
We divide now the solutions (λ,η) obtained in Theorem 2.1 into three classes. The classiﬁcation
is related to the number of roots of ∂yψλ(0) in [−1,0) (which is less or equal two). As above, ψλ(0) is
the pseudostream function corresponding to the laminar ﬂows (2.6) when λ = λ(0).
(SC1) Stratiﬁed water waves without stagnation points. In this case ∂yψλ(0) = 0 has no solutions in
[−1,0).
(SC2) Stratiﬁed water waves with exactly one critical layer. We distinguish three subclasses:
(SC2a) The equation ∂yψλ(0) = 0 has a unique solution in (−1,0);
(SC2b) The equation ∂yψλ(0) = 0 has y = −1 as the unique solution within [−1,0) (or the
solutions are both equal to −1);
(SC2c) The equation ∂yψλ(0) = 0 has two solutions in (−1,0), and they coincide.
(SC3) Stratiﬁed water waves with two critical layers. We distinguish two subclasses:
(SC3a) The equation ∂yψλ(0) = 0 has two solutions −1 < y2 < y1 < 0;
(SC2b) The equation ∂yψλ(0) = 0 has two solutions −1 = y2 < y1 < 0.
We shall determine in the following the streamlines of the ﬂow for each of these subclasses sep-
arately. The simplest situation we encounter is that when the solution belongs to the ﬁrst class. The
picture is similar to that in [8, Fig. 2] the streamlines being graphs over S of functions which are
strictly increasing on [0,π/k].
Solutions in the subclass (SC2a). To exemplify this subclass, we assume that the solutions
y1/2 := −C ±
√
C2 − 2Aλ(0)
A
(4.2)
of the equation ∂yψλ(0) = 0 satisfy −1 < y1 < 0 < y2. This situation occurs for example when
A < 0, C = 0, λ(0) = λ+, and A + 2λ+ > 0. (4.3)
Additionally to Proposition 4.1, we have the following result, which enables us to determine the
streamlines corresponding to the stratiﬁed wave solution (λ,η), cf. Fig. 1.
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Proposition 4.2. If (4.3) is satisﬁed, then the solution (λ,η) has the following properties:
(a) ∂yψ < 0 on y = −1;
(b) There exists a curve y = ν(x) and δ ∈ (0,π) such that
(i) ν(x) = 0 for x ∈ (0,π/k − δ] ∪ [π/k + δ,2π/k);
(ii) ν(x) < η(x) for x ∈ (π/k − δ,π/k + δ);
(iii) ∂yyψ(x, y) > 0 for y ∈ [−1, ν(x)) and ∂yyψ(x, y) < 0 for y ∈ (ν(x), η(x)].
Proof. Taking into account that ∂yψλ+ (−1,0) < 0, the claim (a) follows similarly as the assertion (b)
of Proposition 4.1. Furthermore, we infer from (4.1) that
∂yyw(x,0) = s
(
k2λ+ − A) cos(kx) + O (s2), ∂xyyw(x,0) = −s(k2λ+ − A) sin(kx) + O (s2).
Consequently, there exists a point δ = δ(s) ∈ (0,π) such that
∂yyw(x,0) > 0 on (0,π/k − δ) ∪ (π/k + δ,0) and ∂yyw(x,0) < 0 on (π/k − δ,π/k + δ).
Taking also into account that ∂yyyw = A/6 < 0 we ﬁnd a curve y = ν(x) = ν(s, x) such that ν(π/k ±
δ) = 0, ν(π/k − x) = ν(π/k + x), x ∈ [0, δ), ∂yyw(x, y) > 0 on (−1, ν(x)) and ∂yyw(x,0) < 0 on
(ν(x),0). Letting ν(x) := (1+ ν(x))η(x) + ν(x), we obtain (b). 
Solutions in the subclass (SC2b). We ﬁrst analyse the case when the solutions y1/2 of ∂yψλ(0) satisfy
−1 = y1 < 0 < y2. This is certainly the case if
λ(0) = λ+, A = −2λ+, C = 0. (4.4)
It is not diﬃcult to see if (4.4) holds true then, additionally to Proposition 4.1, the solution (λ,η)
satisﬁes Proposition 4.2(b) too. Combining these properties and Proposition 4.3, we conclude that the
level curves of ψ are as Fig. 2.
Proposition 4.3. If (4.6) is satisﬁed, then we ﬁnd curve y = ξ(x) and μ ∈ (0,π/k) such that
(i) ξ(x) = 0 for x ∈ (0,π/k − μ] ∪ [π/k + μ,2π/k);
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(ii) 0 < ξ(x) < ν(x) for all x;
(iii) ∂yψ(x, y) < 0 for y ∈ [−1, ξ(x)) and ∂yψ(x, y) > 0 for y ∈ (ξ(x), η(x)].
Proof. In order to determine the sign of ∂yw on y = −1, we infer from (4.1) that
∂yw(x,−1) = s λ
+k
sinh(k)
cos(kx) + O (s2),
and we conclude that ∂yw(·,−1) is strictly decreasing on [0,π/k]. Consequently, there exists a
unique point μ ∈ (0,π/k) such that ∂yw(x,−1) > 0 for x ∈ [0,π/k − μ) ∪ (π/k + μ,2π/k) and
∂yw(x,−1) < 0 when x ∈ (π/k−μ,π/k+μ). Taking into consideration that ∂yyψ > 0 below y = ν(x)
and ∂yψ(x, y) > 0 if y  ν(x), we conclude that there exists a curve y = ξ(x) having the desired prop-
erty. 
Let us discuss now the situation when the solutions y1, y2 of ∂yψλ+ = 0 satisfy y1 = y2 = −1.
This situation occurs provided
A = C > 0, λ(0) = λ+ = A/2. (4.5)
In this case, we infer from (4.1) that
∂yw(x, y) = A(y + 1)
2
2
+ O (s), v y(x,−1) = s Ak
2 sinh(k)
cos(kx) + O (s2),
∂yyw(x,−1) = A(y + 1) + O (s).
Therefore, we have ∂yw > 0 on x = 0 and ∂yw(π/k,−1) < 0. Invoking Proposition 4.1(d), we conclude
that for y close to −1 there exists a unique point xc(y) ∈ (0,π/k] with the property ∂yψ(xc(y), y) =
0. We claim that the deﬁnition domain of xc is the closed interval [−1, y0], for some y0 < η(0), and
xc(y) < π/k for y < xc(y0). Indeed, since ∂yψ > 0 for y close to η(0), and ∂xyψ  0, there must be
a point where the graph of xc intersects x = π/k. Let y0 be the ﬁrst y > −1 such that xc(y) = π/k.
Since ∂yψ < 0 for y < y0 and ∂yψ(π/k, y0) = 0, we conclude ∂yyψ(π/k, y0)  0. But ∂yyyψ > 0,
meaning that ∂yψ(π/k, y) > 0 for y > y0 and, by Proposition 4.1(d), ∂yψ(x, y) > 0 for all (x, y) ∈ Ω lη
with y > y0. In conclusion, since Proposition 4.2(b) remains valid under (4.5), the level curves of ψ
are similar to those in Fig. 2 (corresponding to the case when (4.4) are fulﬁlled).
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the solutions y1, y2 of ∂yψλ+ = 0 satisfy y1 = y2 ∈ (−1,0). In this case, we have the following result.
Proposition 4.4. Assume that (4.6) holds true. Then, the stratiﬁed wave solution (λ,η) satisﬁes:
(a) There exists a curve ζ = ζ(x) such that−1 < ζ(x) < η(x), ∂yyψ(x, y) < 0 for y < ζ(x) and ∂yyψ(x, y) >
0 for y > ζ(x);
(b) There exists x0 ∈ (0,π/k) and two curves yc1, yc2 with yc1(x) = yc2(x) for x ∈ [0, x0] and yc1(x) < ζ(x) <
yc2(x) for x ∈ (x0,π/k] such that ∂yψ(x, y) > 0 if x ∈ [0, x0) or when y ∈ (−1, yc1(x)) ∪ (yc2(x), η(x))
and ∂yψ(x, y) < 0 for all x ∈ (x0,π/k] and y ∈ (yc1(x), yc2(x)).
Proof. Recalling once more (4.1), we note that
∂yyw = [Ay + C] − sz′′1(y) cos(kx) + O
(
s2
)
, ∂yyyw = A + O (s).
Consequently, ∂yyw is strictly increasing in y and ∂yyw(x,−1) = (C − A) + O (s) < 0 while
∂yyw(x,0) = C + O (s) > 0. The assertion (a) follows now at once. In order to prove (b) we infer
from (4.1) that
∂yw(x, y) = Ay
2
2
+ C y + λ+ − sz′1(y) cos(kx) + O
(
s2
)
,
∂yw(x,−C/A) = sλ+k
(
1
tanh(k)
cosh(Ck/A) − sinh(Ck/A)
)
cos(kx) + O (s2).
Whence, ∂yw(0, y) > 0 for all y ∈ [−1,0], and ∂yw(π/k,−C/A) < 0. We introduce now
x0 := max
{
x ∈ [0,π/k]: ∂yw(x, y) > 0 for all y ∈ [−1,0]
}
.
In virtue of (a), there exists a unique y0 ∈ [−1,0] such that ∂yw(x0, y0) = 0. By (a), the minimum of
∂yψ is attained on the curve y = ζ(x), meaning that ζ(x0) = (1+ y0)η(x0)+ y0 and ∂yψ(x0, ζ(x0)) =
0. Furthermore, Proposition 4.1(d) implies that
d
dx
(
∂yψ
(
x, ζ(x)
))= ∂xyψ(x, ζ(x))< 0, x ∈ (x0,π/k),
meaning that ∂yψ(x, ζ(x)) < 0 for all x > x0. This proves (b) and completes our argument. 
Invoking Propositions 4.1 and 4.4, the level curves of ψ are as in Fig. 3, and we see that a single
layer consisting of closed streamlines exists.
Solutions in the subclass (SC3a). If the constants in our model satisfy
C > 0, λ(0) = λ+, C2 > 2Aλ+, A > C +
√
C2 − 2Aλ+, (4.7)
then the solutions y1, y2 of ∂yψλ+ = 0, which are given by (4.2), satisfy −1 < y1 < y2 < 0.
Since A − C > 0 and C > 0, we see that the assertion (a) of Proposition 4.4 is still true when we
assume (4.7). Together with the following proposition, we conclude that the streamlines of the wave
(λ,η) are as in Fig. 4.
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Fig. 4. The streamlines for solutions in the subclass (SC3a). We note that there exist two critical layers consisting of closed
streamlines.
Proposition 4.5. Presuppose that (4.7) is fulﬁlled. The solution (λ,η) satisﬁes then ∂yψ > 0 on y = −1 and
∂yψ < 0 on y = −C/A.
Proof. The assertion is a consequence of ∂yψλ+ (−1,0) > 0 and of ∂yψλ+ (−C/A,0) > 0 (which is due
to −C/A = (y1 + y2)/2). 
Solutions in the subclass (SC3b). Lastly, we assume that the solutions y1, y2 of ∂yψλ+ = 0 satisfy −1 =
y1 < y2 < 0. This situation appears, for example, when
C > 0, λ(0) = λ+, C2 > 2Aλ+, A − C =
√
C2 − 2Aλ+. (4.8)
Once more A − C > 0 and A > 0, which shows that the assertion (a) of Proposition 4.4 is still valid,
meaning that there exists a curve ζ = ζ(x) which separates the points where ∂yyψ > 0 from those
where ∂yyψ < 0. The level curves of the pseudostream function ψ are then determined by using the
following result, cf. Fig. 5.
Proposition 4.6. Assume (4.8). Then, (λ,η) satisﬁes ∂yψ < 0 on y = −C/A and there exists μ ∈ (0,π/k)
and a curve ξ such that
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points.
(i) ξ(x) = −1 for x ∈ [π/k − μ,π/k + μ] and ξ(x) < ζ(x) for all x ∈ [0,2π/k];
(ii) ∂yψ(x,−1) > 0 for x ∈ [0,π/k − μ) ∪ (π/k + μ] and ∂yψ(x,−1) > 0 for |x− π/k| < μ.
Proof. We note ﬁrst that (4.8) implies that A/2− C + λ+ = 0. Invoking (4.1), we have
∂yw(x,−1) = s λ
+k
sinh(k)
cos(kx) + O (s2),
meaning that ∂yw(·,−1) is strictly decreasing on [0,π/k]. Consequently, there exists μ ∈ (0,π/k)
such that ∂yw(x,−1) > 0 for x ∈ [0,π/k − μ) ∪ (π/k + μ,2π/k], and ∂yw(x,−1) < 0 on (π/k −
μ,π/k + μ). Taking into account that ∂yw(·,−C/A) < 0, we obtain, in virtue of Proposition 4.4(a),
the desired result. 
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