New paradigms for parallel programming have been devised to simplify software development on multi-core processors and many-core graphical processing units (GPU). Despite their obvious benefits, the parallelization of existing computer programs is not an easy task. In this work, the usage of the Open Multiprocessing (OpenMP) and Open Computing Language (OpenCL) frameworks is considered for the parallelization of the model-based iterative reconstruction algorithm DIRA with the aim to significantly shorten the code's execution time. Selected routines were parallelized using OpenMP and OpenCL libraries; some routines were converted from MATLAB to C and optimized. Parallelization of the code with the OpenMP was easy and resulted in an overall speedup of 15 on a 16-core computer. Parallelization with OpenCL was more difficult owing to differences between the CPU and GPU architectures. The resulting speedup was substantially lower than the theoretical peak performance of the GPU; the cause was explained.
OpenMP (1) is a specification for a set of compiler directives, library routines, and environment variables that can be used to specify high-level parallelism in FORTRAN and C/C++ programs. It is supported by a wide range of compilers, such as the GNU Compiler Collection (GCC) and Intel C++ Compiler (ICC), and most processor architectures and operating systems. It uses a set of preprocessor directives and keywords to generate multithreaded code at compile time for a shared memory system. OpenCL (2) is an open, royalty-free standard for cross-platform, parallel programming of modern processors found in personal computers, servers and handheld/embedded devices, which allows for execution on a multitude of different hardware architectures. OpenCL executes on devices consisting of one or more compute units, which in turn are divided into processing elements performing the computations. The programmer must specify a number of work-items to use.
OpenCL automatically assigns each work-item an identification number (global id) and each workitem executes an instance of the kernel (the code). The work-items are mapped onto the processing elements of the device. 
MATERIALS AND METHODS

Data processing in DIRA
DIRA converts measured polyenergetic projections to "ideal" monoenergetic ones by applying a calculated correction. The monoenergetic projections are then reconstructed using the filtered back-projection method. The reconstructed data are used for the construction of a physical model of the imaged object. The physical model is used to calculate the projection correction. Data-flowchart of DIRA is in figure 1 . Data processing is done in the following steps:
1. Two sets of measured projections , 1 and , 2 taken at two different tube voltages 1 and 2, respectively, are used as input. (1)
(5) (6)
4. The soft tissue is then decomposed using three-material decomposition (MD3) and the bone is decomposed using two-material plus density decomposition (MD2) (4) , resulting in the decomposed volume . The material classification is done as follows. A segmentation method (for instance a threshold segmentation) determines the kind of tissue the voxel belongs to; a list of possible tissues is defined by the user. Soft tissues are typically decomposed to a material triplet, for instance lipid, protein, and water using the MD3 method. Bone tissues are decomposed to a material doublet, for instance compact bone and bone marrow using the MD2 method. Each segmented tissue may use its own material doublet or triplet.
Changes to the code
The DIRA code was optimized and selected routines were parallelized using OpenMP and OpenCL libraries. The optimization was done by converting the MATLAB code to C and changing the forward projection routine from destination-driven to source-driven, see Beister et al. (6) for more information about the latter two approaches. The filtered backprojection (step 2 in previous section) was originally done using the built-in MATLAB iradon function, which is written in C and parallelized. Mathworks has not released details about the parallelization. A new implementation based on the work by Orchard 
Performance evaluation
Performance of the code was evaluated on (i) a notebook (dual-core Intel T1600 CPU), (ii) a Z400 workstation with a GPU (quad-core Intel W3520 CPU, AMD R7 260X GPU), (iii) a workstation (quad-core Intel 3570K CPU), and (iv) one node of the supercomputer Triolith (two Intel E5-2660
CPUs, 16 cores per node) at the National Supercomputer Centre at Linköping University, Sweden for reconstruction of a mathematical anthropomorphic phantom (figure 2). The phantom is defined in the 'slice113' example in the cmiv-dira code repository on GitHub (8) . In this example, 560 projections , 1 and , 2 (step 1) were simulated using the Drasim code (9) for 512 detector elements in an axial scanning geometry. Predefined masks simulating an ideal segmentation separated tissues to bone and soft tissue. The material doublet for bone consisted of compact bone and bone marrow, the material triplet for soft tissue consisted of lipid, protein, and water.
Dimensions of reconstructed images were 511×511; the number of iterations in DIRA was 4.
The speedup factor of the parallelized code was evaluated as = -/ / , where T s and T p are the execution times of the sequential and parallel implementation, respectively. The mask used to separate soft tissues, bones and prostate. Figure 3 shows that speedup factors of 2 -4 were achieved by optimizing the code: changing selected routines from MATLAB to C code and from destination-driven to source-driven algorithms. Further speedup was achieved by parallelization using OpenMP. Intel Xeon E5-2660 CPUs. Table 1 shows good performance of the OpenMP code on both the 16-core and 4-core computers.
RESULTS
In case of sinogramJ, the execution time on the 4-core computer was even 5 times shorter for the OpenMP version. The performance of the GPU code was better than the performance of the singlethreaded code, but it was very far from the theoretical peak performance of the GPU and not notably different from the performance of the OpenMP implementation on the 4-core computer. An analysis showed that the poor performance was caused by frequent calls of short, data-demanding routines.
Compared to the original MATLAB version, an overall speedup factor of 15 was achieved on the 16-core system; the execution time of DIRA was reduced from about 2 minutes to just 8 seconds. (11) (CUDA) for GPUs, respectively. In case of CPUs, we preferred OpenMP to MPI as the utilization of a distributed memory system was not required. In case of GPU, we preferred OpenCL to CUDA since the latter can only be used on NVIDIA's GPUs.
OpenCL on the other hand is a multi-platform solution.
The DIRA algorithm is under active development. To make the work of programmers easier, an easy to read code is preferred. For this reason, we opted for the parallelisation of critical routines only and avoided any radical redesign of the code. The drawback was that speedup factor was rather low for the GPU, where the DIRA's approach did not scale well. An interesting question is whether there is an approach applicable in DIRA that is capable of notably better utilization of the GPU.
DIRA's approach to image reconstruction has been unique for a long time and so there is little possibility to compare the parallelization of DIRA with the parallelization of other projects. Some information is available about parallelization of classic image reconstruction algorithms like the filtered backprojection or noise-suppressing iterative image algorithms (6) . In general, however, vendors do not disclose implementation details of their algorithms. Some quantitative data are available for MCGPU, which is a massively multi-threaded GPU-accelerated x-ray transport simulation code (12) . It can generate radiographic projection images and CT scans of the human anatomy. It uses the CUDA library for NVIDIA GPUs and the MPI library for multiple GPUs.
MCGPU achieved a speedup factor of 6 on a NVIDIA C2070 GPU compared to a quad-core Xeon processor (13) . This code, however, produces forward projections only. It neither reconstructs CT images nor performs material decomposition.
Beister et al. (6) describe an implementation of an iterative reconstruction algorithm using CUDA for a GPU. The authors used the ordered subset convex algorithm, which updates image estimates in multiple steps using a subset of all projections. For the forward projection they used a destinationdriven method by multi-sampling x-rays through the voxels and averaging the results. Each thread on the GPU was assigned a single detector pixel. The authors argued that the destination-driven approach is better suited for the GPU than the source-driven approach. In the case of DIRA, however, no notable benefit of the destination-driven approach was observed. In fact, this approach on the AMD R7 260X GPU did not show any notable speedup compared to the source-driven approach on the quad-core Intel W3520 CPU (14) .
CONCLUSIONS
The code was parallelized using both the OpenMP and OpenCL frameworks. For multi-core CPUs, parallelization of selected routines with OpenMP was easy, required only small changes to the code, and scaled almost linearly with the number of CPU cores. For many-core GPUs, parallelization with OpenCL was more difficult owing to differences between the CPU and GPU architectures.
Moreover the achieved speedup was far from the theoretical one for the parallelization of short, data-demanding routines. Of interest is that a notable speedup was achieved by simple code optimization: a conversion from MATLAB to C, and a transformation from a destination-driven to a source-driven method in forward projection generation. 
