Abstract-Recent electrophysiological data show that synaptic weights are highly influenced by electrical activities displayed by neurons. Weights are not stable as assumed in classical neural network models. What is the nature of engrams, if not stored in synaptic weights? Adopting the theory of dynamical systems, which allows an implicit form of memory, we propose a new framework for learning, where synaptic weights are continuously adapted. Evolutionary computation has been applied to a population of dynamic neural networks evolving in a prey-predator environment. Each individual develops complex dynamic patterns of neuronal activity, underlied by multiple recurrent connections. We show that this method allows the emergence of learning capability through generations, as a by-product of evolution, since the behavioural performance of the network is not a priori based on this property.
I. INTRODUCTION
Brain components are quite more dynamical than assumed up to now in connectionist models, both at synaptic and neuronal levels. The "Spike-Timing Hypothesis", or "Temporal Correlation Hypothesis" [48] , [47] , [19] assumes that each action potential conveys pertinent information [44] . Electrophysiological experiments have shown that the synchronisation among groups of neurons is stimulusdependent [20] , [12] and that the causal order between times of emission (pre-to-post) highly influences the synaptic strength [36] , [6] .
However, from a connectionist point of view, it raises the question of the nature of engrams [32] , [23] . It is widely accepted that synaptic weights are the support of learning, computed in a preliminary step (learning phase), and kept fixed during the whole computation (generalisation phase) of the network. If synaptic weights do not stop varying, what is the nature of the storage of "souvenirs"? This problem has long been described as stability/plasticity dilemna [7] . When confronted to continuous sequences of inputs, such a system will face "catastrophic forgetting" [4] , [14] , that is the forgetting of old patterns due to the presentation of new ones.
The theory of dynamical systems offers another point of view. In dynamical systems, a given state depends on all previously encountered situations, and thus allows a form of memory [10] . Several authors have suggested that this theory [46] , [33] , and even chaotic dynamical systems [42] , [13] , [45] , [27] , [28] could be used to describe the electrical activity of the brain. Due to the multiple retroactions between neurons (or "circuits", [43] ), non-linearity could emerge at the network level rather than inside the model of neuron [25] , [27] , [31] . Multiple retroactions are assumed to mimic "poly-synaptic" loops [34] , which have been described as being responsible for long time-scale cognitive properties [11] . However, by nature, a dynamical system is very hard to regulate. In realworld environments, natural selection is the way to increase the efficiency of individuals. We propose to develop a virtual environment for selecting the best dynamical systems (recurrent neural networks) by means of an external criterion which is based on the resultant behaviour of individuals "equipped" with such networks [21] . Evolution allows to supervise the way the networks work, whatever might be their complexity [29] . Afterwards, we can analyse, in terms of learning capacity, the improvement of the networks resulting from the evolutionary process.
We have assumed an intrinsic temporal behaviour for synapse and neuron models, by coding precise times of emission for the generation of action potentials. We control their impact on synapses through comparison of pre-synaptic and post-synaptic times of emission, using STDP ("Spike Time Dependent Plasticity"). At the beginning, the topology of the networks is set arbitrarily. Along the evolutionary process, the best topologies are selected according to the performance of an individual, moving in a prey-predator environment, with the network as "brain". This allows to have an objective evaluation based on the resultant behaviour of the individual, whatever might be the internal dynamics of its network. The parameters whithin the neuron and synapse models are fixed all along the evolution, and rather than studying the properties of the networks with a given set of parameters, evolutionary computation allows to study the emergence of topologies based on a given set of values. We would like to emphasize here that topologies are not based on the imitation of a given biological neural network. They involve multiple inhibitory and excitatory connections, and biology-inspired synaptic plasticity. The article shows that the resultant individuals are more and more capable of retaining associations between perceptive inputs and motor outputs, although the network displays complex patterns of activity [38] and the weights do not stop varying "life-long". [2] , [30] , [35] . Figure  1 displays . The membrane potential is updated between two impacts through an exponential decrease of time constant Tmem = 2Oms. For neuron j, n du3(t) =-rmemUj(t) + E 2wij6(t -tf -dij) (1) where n is the number of PSPs at time t, wij is the weight and dij is the delay of synapse between neurons i and j. A spike emission occurs when membrane potential is greater than threshold potential, which is initially set to a reference value (0,ef = 2OmV). The membrane potential is reset to resting potential. The threshold potential is added a high value (°mar = 2 x 0ref, modelling absolute refractory period (Tabs = lOms), and then goes back to 0ref, modelling a relative refractory period (Trel lO=ms).
Between two spikes, the threshold potential is updated according to equation (3), allowing to model the refractory period:
This way of computing the threshold allows the neuron to burst (right part of figure 1).
2) Synapse Model: Spike-Time Dependent Plasticity (STDP) involves a kind of synaptic plasticity, based on the difference between times of pre-and post-synaptic firing [6] . If the times of emission follow a causal order (pre-to-post), the weight is potentiated, and deprecated otherwise. Each synapse has access locally to the times of post-synaptic neuron firings via a back-propagated spike [36] . Such a modelling of biological data implies that the weight of the synapse is updated at each time the neuron (either pre-or postsynaptic) emits a spike [39] [26] . The classical version of STDP [15] , [1] , [16] is based on delay selection, and involves a discontinuity between potentiation and depression zones of temporal window : the synapse emitting a PSP that will be responsible for the spike emission is the most potentiated, whereas a PSP arriving just after a spike will be the most deprecated. However, the electrophysiological data shown in [6] can also be modelled with a very fast rising potentiation zone (figure 2). The window is defined to match the delays of the synapse, "Delay" on figure 2 corresponding to the maximum delay (1Oms) , whereas "PSPTemporallmpact" refers to the time constant of membrane potential decay, Tmem (20ms). In [39] , Nowotny et al. describe a model of temporal window based on a regulation process, via the cumulated effects of two successive applications of the temporal window. For each positive difference of tpost -tpre, there exists an homologous negative value of tpost -tpre, so that the successive application of the temporal window corresponding to these two values leave the weight unchanged. The process described in [39] shows that, through time, the weight tends to a value that allows the adequation with the pre-synaptic and post-synaptic spike trains. After having tried the classical version of STDP, we have used a linear version of the assymetric window described in [39] , because this regulation process is well adapted to our model involving multiple retroactions.
Inhibitory synapses are updated according to a quite different temporal window (figure 2), based on correlation of spikes, and where the order has no influence [49] . In this case, inhibition plays a role of regulation rather than "shunting" the post-synaptic neuron activity.
Each weight is initialised with the value 0.5 for excitatory synapses (-0.5 for inhibitory synapses), and each delay is chosen randomly between 1 and lOms for each synapse, but kept fixed during the rest of the simulation. Both inhibitory and excitatory synapse models are updated by adding the result of the application of the temporal window to the current value, ponderated by an a value (0.1), and by a smoothing mechanism so that the weight stays in the range [0,1] for excitatory synapses (or [-1,0] for inhibitory synapses).
3) Network Architecture: Assemblies (groups of neurons) are linked by projections, i.e. all-to-all synaptic links between the neurons of the assemblies. A projection is either excitatory or inhibitory, and is unidirectional. Assemblies either correspond to input assemblies (left on figure 3), internal assemblies (center) or output assemblies (right). Input assemblies can only send projections towards other assemblies, output assemblies can only receive projections from assemblies. Internal assemblies are the only ones to both receive and send projections. We have chosen the number of projections so that each internal assembly receives in average 6 input projection, and sends 6 output projections. is a virtual environment (a "virtual zoo", previously developed in [40] , [8] ) where a virtual robot (upper left corner on figure   4 ), equipped with a neural network as "brain", moves among animals. Usually, ecologists are interested in the evolution of demography in prey-predator dynamics, whereas computer scientists may study the mechanisms of evolving communicating agents for the prey-predator pursuit problem. Our 2) Structure of a Virtual Robot: The robot perceived the virtual zoo via 2 modalities (vision, audition). Visual patterns correspond to images of 20*20 pixels representing animals, auditory patterns are the discretized spectrum of frequencies corresponding to the sound emitted by real corresponding animals [40] . Vision consists of 5 assemblies of 400 neurons, each assembly corresponds to a column in the zoo, starting from the robot, in the direction of its "head", indicated with a black bar on figure 4 . The first animal present in a column is sent to the corresponding assembly. Audition consists of 2 assemblies of 256 neurons, receiving inputs if an animal is in a restricted zone of 5*5 around the robot. If the animal is on the left (resp. right) of the head, only the left (resp. right) ear receives inputs. If the animal is in front or behind, both ears receive inputs. Patterns of both modalities are noised according to the distance between the animal and the robot. Another modality, corresponding to conditioning inputs, informs the network of either a predator contact (punish input), or of the eating of a prey or of a gum (reward input). Injection in the network is achieved via a stochastic process, each value being normalized between 0.0 and 1.0 forcing the emission of a spike by corresponding input neurons each with a probability of 10 * value% each time step.
Motor outputs are controlled by 4 assemblies of neurons: 2 for the head and 2 for the body. Each motor output determines a direction (turning body, resp. turning head), and if the two assemblies are activated together, the robot moves ahead (resp. put head in the same direction as the body).
C. Evolutionary Model 1) Network Topology Encoding: We have based the design of the network topology on a modified version of a classical encoding, known as projection encoding, or layer-based encoding [22] . Each projection is coded by of three integer genes, the first one corresponding to the source assembly index, the second consists in a projection code, describing the excitatory or inhibitory nature of the synapses (0 or 1), and the third corresponds to the target assembly index.
Since the network is composed of 100 assemblies of 25 internal neurons, plus 9 2) Fitness Function: At each run, the robot starts with an initial "life credit" (200 points), and the fitness function is computed by accumulating credit modifications at each time step. The life level is increased when the robot eats either "gums" (small black dots in figure 4, +20 points) or preys (+200 points). Predators "hurt" the robot when in contact with it (-2 points each time step) , and the life level is decreased each fifth time step (-I point).
Hence Figure 5 (down) shows the mean fitness for each generation. Since the performance is evaluated through the behaviour of the individuals in the zoo, the figure shows that the evolutionary algorithm allows to build more and more adapted individuals. Figure 6 shows the mean score in the test lab for every other generation. Each individual is tested in 100 test labs, involving randomly chosen animals in the zoo, but alternating preys and predators. The test score is the difference between good behaviour and bad behaviour scores. The red line represents the score before the run in the zoo, the green line after the run in the zoo. The initial (random) individuals display no particular ability in their behaviour, and no particular ability to learn. It can be seen that the individuals gain "innate" knowledge about the environment, corresponding to the test before the run. Moreover, they gain more and more capacity to learn after having met the animals in the zoo. Fig. 6 . Mean score for each 2 generations, each individual being tested 100 times. Tests before (red) and after (green) the run in the zoo To illustrate the fact that our learning rule is not based on synaptic weights fixation, figure 7 displays an example of a neuron (up) and all its associated synapses during the run of an individual. It can be seen that synapses do not stop moving, at each time the neuron emits a spike. However, synapses display different variations, depending on the spike trains of the other connected neuron.
IV. DISCUSSION Up to now, nobody (to the best of our knowledge) has been able to show how it is possible to learn with STDP, although there are growing evidence that such a mechanism is quite general in the nervous system [9] . We have used an ecologically plausible mechanism to show that evolution is able to select the individuals whose mapping between modal inputs and motor outputs produce adapted behaviour. The learning test allows the evaluation of how well the network is able to associate punish/reward signals with the modal patterns corresponding to animals. However, our protocole also includes the ability to move, either to approach preys, or to escape predators. Figure 6 shows that initially, evolution favours the individuals that are able to move in the zoo, involving a quite better score in the test before run (generation 2-4). When most of the individuals are able to move, evolution favours those that Fig. 7 . Membrane potential and threshold of a neuron (up), and the weights of its associated input and output synapses (down) during a run in the zoo are able to correctly adapt their behaviour to the situation, using conditioning inputs (generation 10-14). As evolution is a differential mechanism, it allows an incremental increase in the performance of the individual. The results on learning properties are here considered as by-product of evolution: Although the performance of the individuals do not explicitely depend on their ability to learn, we have shown that the test score after run is better than the score before run. It should be noticed that, as the zoo is the only place where the individuals have access to information about the nature prey/predator via conditioning inputs, the fact of living quite a longer time allows the individuals to face many more animals, and hence to be more efficient in the second run.
The effect observed here is quite close to the so-called "Baldwin effect" [5] , that is the effect of learning on natural selection. Although originately described as a Lamarckian process (heritability of acquired character), it has been shown that the Darwinian theory could also explain this effect, by considering the benefits of learning to survive, and thus act on natural selection [41] . There has been several models of involving Baldwin effect [24] , [3] , [37] 
