Electroencephalogram (EEG) pattern classification plays an important role in the domain of brain computer interface (BCI). Hidden Markov model (HMM) might be a useful tool in EEG pattern classification since EEG data is a multivariate time series data which contains noise and artifacts. In this paper we present methods for EEG pattern classification which jointly employ principal coniponent analysis (PCA) and HMM. Along this line, two methods are introduced (I) PCA+HMM: (2) PCA+HMM+SVM. Usefulness of principal component features and our hybrid method is confirmed through the classification of EEG that is recorded during the imagination of a left or right hand movement.
MTRODUCHON
The automatic classification of EEG patterns plays an i m p o m t role in an EEG-based BCI system. It provides a new communication channel between human brain and computer. In general, EEG data is very noisy and contains several types ofmifacts. Moreover, EEG data consists of mixtures of several brain sources (which are invisible to us) and noisy sources, which makes the problem wen harder.
Several attempts have been made to build an EEG-based BCI system. The system consists of two procedure: ( I ) feature extraction: (2) classification. For feaNre extraction, adaptive autoreeressive model (AAR), Hjorth parameters. power spectrum have widely been used. As a classifier, linear discriminant analysis (LDA), neural networks, and recently HMM were used [6] .
In this paper. we consider principal component features which capture the second-order statistical structure of the data. Although PCA has heen mainly used to analyze spatial data. however, in this paper we show that PCA is also a useful tool for time series data. Since PCA retains maximum variance, it is expected to provide features that are robust to small noise.
Based on principal component features, we employ a HMM classifier that is a papular tool for modelling time series data. A recent work on a HMM-based BCI system can be found in [SI where Hjorth parameters were used. In this paper we show that principal component features improves the classification performance of a HMM (PCA+HMM). In addition we also present a hybrid method which combines HMM and support vector machine (SVM). These two methods are described in Sec. 3 and their usefulness is confirmed by computer simulations. 
where U, is the eigenvector matrix and D , is the diagonal matrix whose diagonal elements correspond to the eigenvalues of R,. Then the linear transformation W for PCA is given by w = U ; .
(2)
For dimensionality reduction, one can choose p dominant column vectors in U, which are the eigenvectors associated with the p largest eigenvalues in order to constmct a linear transform W . Many different methods for PCA have been developed. See [I. 41 for further details on PCA.
HMM
HMM is a widely-used probabilistic method which is useful in modelling time series data. It has been extensively used in speech recognition and computational biology. It is a simple dynamic Bayesian network which CM represent probability distributions over sequences of observations. Let us denote a sequence of observations { y t } and a sequence of hidden states {st} where t = 1 , . . . , T. A HMM assumes two sets of conditional independence relations: (I) the observation y t is independent of all other observations and states given st: (2) the state st depends on only st-,. i.e., states satisfy the first-order Markov property. It follows from these conditional independence relation that the joint probability distribution of states and observations can he factorized as A HMM assumes that hidden state variables are discrete-valued, i.e., st E {I,. . . , K}. The state vector st is a K-dimensional vector with only one element being unity and the rest of elements being zeros. In other words, which element of the state vector is unity, depends on which state value is active. Then P (~~1 s t -l )
can be represented by a K x K state transition matrix that is denoted by *. P(s1) is a K dimensional vector for initial state probability that is denoted by 1~.
A HMM allows either discrete-valued observations (discrete HMM) or real-valued ObServatiOnS (continuous HMM). In this paper, we only consider a continuous HMM because EEG is realvalued data. For real-valued observation vectors, P ( y , Ist) can be modelled in many different forms such as a Gaussian, mixture of Gaussians, or a neural network. Leaming HMM consists of two steps: (1) inference step where the posterior distribution over hidden states is calculated: (2) l e ming step where parameters (such as initial state probability, state transition probability, and emission probability) are identified. The well-known forwadbackward recursion allows us to infer the posterior over hidden states efficiently. More details on HMM can be found in [7, 2] 
SVM
Support vector machine (SVM) has been widely used in pattem recognition and regression due to its computational efficiency and good generalization performance. It was originated from the idea of the structural risk minimization that was developed by Vapnik in 1970's [9] .
Suppose we have a set oftraining data { (II, a) , . . . , (IN, ZN) 
METHODS
We present two methods which jointly employ PCA and HMM for EEG pattem classification. In our methods, we consider only Ca and C , channels located in sensorimotor cortex because we focus on binnry classification of EEG patterns that are recorded during the imagination of either a left or right hand movement. and V C~. L is also computed by V C~, L = W C~, L U .
In the case of PCA-HMMI. the feature vector for H M M , .
Schematic diagrams for our methods which are named as PCAHMMl and PCA-HMM2, are shown in Fig. 1 and Fig. 2 , respectively. Both methods employ data segmentation procedure where time series data is decomposed into overlapping blocks in order to extract principal components. In PCA-HMM I, principal component features extracted separately from C 3 and CA channels are concatenated. then are fed into the corresponding HMM (which models either left-movement or right-movement) for tnining. On the other hand. in PCA-HMM2, principal component features from each channel are fed into two HMMs separately, which results in four HMMs in total. The SVM is employed to make a final decision from the likelihood scores computed by HMMs. The time series data is decomposed into N overlapping blacks to construct izf x N daw matrix (where hi is the number of data points in the data block, see Fig. 3 The small noise will mainly appear in minor component directions which correspond to minor eigenvalues. Useful information is expected to lie in principal directions. Therefore we can expect PCA can reduce some noise effect as well as exlracting useful features from time series data. Exemplary basis functions leaned by PCA are shown in Fig. 4 . which looks similm to wavelet basis functions. A major difference between PCA and wavelet transform is that the former leams basis functions from the ensemble of data, whereas the latter uses basis functions that are fixed in advance. The feature vectorfor H M M u . yn. is constructed in the same manner. Both HA-iA.fr. and H d M n are leamed from a corresponding set of features that are computed from EEG data which is recorded during the imagination of either a left or ri@t hand movement. Given a test EEG data, we compute likelihood values, i.e., P (~~H A~M L ) and P(ylHMA43) and assign it to the class which gives bigger likelihood value.
In 3,4) . These likelihood values are fed into the SVM to make a final decision. Although the PCA-HMMI considers the interaction between channels, the dimension of its feature vector is twice larger than PCA-HMMZ, which cause more complexity. 
RESULTS
Two bipolar EEG-channels were recorded over left and right sensorimotor areas, close to electrde positions C 3 and C4. The EEG are sampled at 128 Hz and bandpass filtered between 0.5 and 30
Hz. The experimental trial is as follows. From 0 to 2 s, a fixation cross was presented, followed by the cue at 2 s. At Table 1 . One can observe that PCA features outperform other features. PCA-HMM2 gave slight better performance compared to PCA-HMMl. The reason being is that in PCA-HMMZ, separate HMMs were trained hy principal component features that were separate channels.
In all cases, we didn't use the feedback session, but used the cue session between 3 and 4.25 s. In the case using Hjorth parameter, the results are worse than the result using raw data, because it exuacts wrong information when the EEG data are mixed with some artifacts. Princinal comoonent features imoroved the oerformance of HMM by ainost lb% and speeded up the convergence in the training of HMM. Hence PCA is a suitable feature extractor for EEG signal
CONCLUSION
In this paper we have presented two methods for EEG pattern classification which jointly employ PCA and HMM (with SVM for PCA-HMMZ). Experimental study showed that PCA was a good feature exhactor for time series data.
Currently we are investigating theoretically why PCA gives better performance when it is combined with HMM for EEG pattern classification. In addition, a new shucture (PCA-HMM2) showed slightly better performance compared to PCA-HMMI. The reason being is that PCA is applied to each channel separately so that separate HMMs model the data better.
