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ABSTRACT Algorithmic	systems	make	decisions	that	have	a	great	impact	in	our	 lives.	As	our	dependency	on	 them	 is	 growing	 so	does	the	need	for	transparency	and	holding	them	accountable.	This	paper	presents	a	model	for	evaluating	how	transparent	these	systems	are	 by	 focusing	on	 their	 algorithmic	part	 as	well	 as	the	maturity	of	the	organizations	that	utilize	them.	We	applied	this	model	on	a	classification	algorithm	created	and	utilized	by	a	 large	 financial	 institution.	 The	 results	 of	 our	 analysis	indicated	that	the	organization	was	only	partially	in	control	of	their	algorithm	and	 they	 lacked	 the	necessary	benchmark	 to	interpret	 the	 deducted	 results	 and	 assess	 the	 validity	 of	 its	inferencing.	
CCS	CONCEPTS •	 General	 and	 Reference	 →	 Cross	 Computing	 Tools,	Evaluation	•	Artificial	Intelligence	•	Machine	Learning	


























●	 How	 do	 they	 reflect	 a	 subjective	 or	 objective	process?	
●	 Do	 incorporated	 dimensions	 have	 personal	implications	if	disclosed?	
2.1.3 Model: It	involves	the	model	or	algorithm	itself	as	well	as	the	process	followed	for	its	construction.	The	goal	here	is	to	identify	its	input,	the	selected	features	or	variables	along	with	their	weights	(in	case	they	are	weighted).	














3  RESULTS We	applied	our	model	in	order	to	evaluate	a	classification	[7]	algorithm	of	a	large	financial	institution.	The	goal	of	the	algorithm	is	to	classify	the	users	of	a	mobile	and	web	platform	based	on	how	digitally	literate	they	are.	The	organization	is	trying	to	improve	its	users’	experience	by	providing	advanced	
functionality	to	the	literate	ones	and	basic	to	those	who	are	classified	as	non-literate.	By	applying	the	model,	our	analysis	indicated	that	the	organization	was	partially	in	control	of	its	algorithm.	When	it	comes	to	the	implementation	of	the	algorithm	itself,	the	main	issue	was	the	inability	of	reliable	inferencing.	The	reason	for	this	was	the	lack	of	a	benchmark	that	the	organization	could	employ	to	interpret	the	deducted	results	and	assess	their	validity.	The	main	findings	from	our	analysis	were:	
● The	organization	has	full	control	over	the	quality	and	the	selection	of	the	data	used	for	feeding	the	algorithm.	On	the	other	 hand,	 there	 seems	 to	 be	 no	 formal	 processes	 for	handling	any	 issues	caused	by	 the	algorithm	(e.g.	harmed	or	disappointed/frustrated	users)	
●	 There	is	partial	control	over	the	algorithm	design	as	the	 team	 decided	 to	 employ	 a	 set	 of	 classical	 data	 mining	techniques	 such	 as	 clustering	 [8]	 and	 association	 rules	 [9],	[10]	that	are	easier	to	explain	compared	to	a	neural	network.	
●	 However,	for	the	task	at	hand,	that	is	to	classify	users	based	 on	 their	 digital	 literacy,	 the	 selected	 approach	 wasn’t	solving	it	adequately	as	the	created	algorithm	cannot	provide	reliable	 inferencing.	 The	main	 reason	 for	 this	 is	 the	 lack	 of	labeled	data	and	of	the	ability	to	interpret	the	derived	clusters	and	 rules	using	human	 judgement.	Nonetheless,	 state-of-the-art	 semi-supervised	 techniques	 like	 [12,13]	 could	 be	employed	 if	 an	 internal	 domain	 expert	 had	 annotated	 a	 few	initial	training	examples.	
4 CONCLUSIONS AND FUTURE WORK In	summary,	we	have	performed	both	a	theoretical	and	experimental	study	on	how	we	can	develop	a	model	that	evaluates	how	accountable	an	algorithmic	system	is	(i.e.	algorithm	and	the	organization	that	utilizes	it).	The	application	of	the	model	in	a	real-world	situation	and	more	specifically	in	a	financial	institution	proved	to	be	of	value	for	the	following	reasons:	
● Questions	were	 deemed	 practical	 and	 helpful	 since	they	 were	 challenging	 the	 algorithm’s	 creators	 for	 their	choices,	
●	 It	 helped	 identifying	 areas	 for	 improvement	 at	 the	system	as	well	as	at	the	algorithmic	level.	
● It	 provided	 guidance	 on	 what	 are	 the	 areas	 of	attention	when	designing	the	algorithm.	
●	 Similarly,	 that	was	 the	 case	 for	 the	organization	by	defining	the	lack	of	a	role/person	of	responsibility	for	making	sure	the	algorithm	works	as	planned.	As	next	steps	for	the	model’s	development,	we	identified	the	following:	





●	 Apply	the	model	in	more	industrial	cases	in	order	to	create	 a	 benchmark	 that	 can	 be	 used	 for	 the	 purposes	 of	evaluating	the	accountability	of	algorithmic	systems,	
●	 Utilize	a	tool	that	will	facilitate	the	explainability	of	a	given	algorithmic	system.	
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