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RATIOS OF ARTIN L-FUNCTIONS
LEONHARD HOCHFILZER AND THOMAS OLIVER
Abstract. We show that certain quotients of Artin L-functions have infinitely many poles.
Our result follows from a converse theorem for Maass forms of Laplace eigenvalue 1/4 in
which the twisted L-functions are not assumed to be entire. We do not need the automorphy
of Artin L-functions, only their meromorphic continuation.
1. Introduction
In this paper, we are interested in simultaneous non-trivial zeros of distinct L-functions.
Progress on this question is best expressed in terms of the degree of the L-functions involved,
that is, the number of gamma factors in their functional equations. Let d1 (resp. d2)
denote the degree of the completed L-function Λ1 (resp. Λ2). When d2 − d1 ≤ 1 the
quotient Λ2(s)/Λ1(s) is known to have infinitely many poles, unless all Euler factors of the
denominator divide those of the numerator [MM94], [BP98], [Sri03], [Boo15]. Moreover, we
know quantitative bounds when d2− d1 ≤ 0. When d2− d1 = 2, the quotient Λ2(s)/Λ1(s) is
known to have infinitely many poles only in special cases [Rag99], [NO]. In this paper, we
restrict ourselves to Artin L-functions. The results and strategy of [NO] are crucial here.
In order to state our principal result, we need to review some basic theory of Artin L-
functions which can also be found in, for example, [Neu99, Chapter 7], or [IK04, Section 5].
Say (ρ, V ) is a continuous complex representation of Gal
(
Q/Q
)
. By continuity, the repre-
sentation ρ necessarily factors through the Galois group Gal(F/Q) of an algebraic number
field F . We call the smallest such F the Artin field of ρ. The Artin L-function L(s, ρ) has
an Euler product of the form
(1.1) L(s, ρ) =
∏
p
[F :Q]∏
i=1
(1− αiNF/Q(p)−s)−1,
where the product is over the prime ideals p in the ring of integers of F , and, for i = 1, . . . , [F :
Q], the complex numbers αi are either roots of unity or zero. We say that an Artin L-function
is primitive if it cannot be written as a product of lower degree L-functions. The archimedean
Euler factors can be expressed in terms of that for the Riemann zeta function:
ΓR(s) = π
−s/2Γ(s/2).
If c denotes complex conjugation, then let V + (resp. V −) denote the +1 (resp. −1)
eigenspace for ρ(c), which has dimension p (resp. m). We introduce:
(1.2) Λ(s, ρ) = ΓR(s)
pΓR(s+ 1)
mL(s, ρ).
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The completed L-function (1.2) satisfies the functional equation
Λ(s, ρ) = w(ρ)N
1
2
−sΛ(1− s, ρ˜),
where N ∈ N is the conductor, w(ρ) is the root number and ρ˜ is the contragredient repre-
sentation. In this paper, we prove:
Theorem 1.1. Let L(s, ρ2) be a primitive Artin L-function associated to a d2-dimensional
complex representation of Gal(Q/Q), and let L(s, ρ1) be the Artin L-function associated
d1-dimensional complex representation of Gal(Q/Q). For i = 1, 2, let
(1) pi be the dimension of the (+1)-eigenspace for ρi(c),
(2) mi be the dimension of the (−1)-eigenspace for ρi(c),
(3) Ni be the conductor of ρi.
If N1|N2, d2 − d1 = 2, p2 − p1, m2 − m1 ≥ 0, then the quotient of completed L-functions
Λ(s, ρ2)/Λ(s, ρ1) has infinitely many poles.
The assumption that L(s, ρ2) be primitive is a useful shorthand, but can be reformulated
to taste. For example, one could reasonably ask which class of L-functions we allow to be
factors in our definition of primitive. The request that L(s, ρ2) be primitive is a proxy for the
assumption that ρ2 is irreducible. In fact, the Artin L-function attached to an irreducible
Galois representation is conjecturally the L-function of some cuspidal automorphic represen-
tation (and hence primitive). On the other hand, our assumption can be formulated without
resorting to primitivity or irreducibility. Indeed, denote the Artin field of ρ1 (resp. ρ2) by F1
(resp. F2) and denote the Euler factor at p by Lp(s, ρ). In the proof of Theorem 1.1 all we
use is that there exists a rational prime p such that the product
∏
p|p Lp(s, ρ2)
−1 of reciprocal
Euler factors at prime ideals of F2 over p does not divide the product
∏
p|p Lp(s, ρ1)
−1 of
reciprocal Euler factors at prime ideals of F1 over p in the polynomial ring C[p
−s]. We offer
following specific examples taken from [LMF13, Artin Representations].
Example 1.2. Let ρ2 denote the Galois representation 3.229.4t5.a.a, so that d2 = 3 andN2 =
229. The associated Artin L-function L(s, ρ2) is primitive with gamma factor ΓR(s)ΓR(s+1)
2.
On the other hand, let L(s, ρ1) = ζ(s) be the Riemann zeta function which has gamma factor
ΓR(s) and N1 = 1. Theorem 1.1 asserts that infinitely many non-trivial zeros of ζ(s) are not
also non-trivial zeros of L(s, ρ2).
Example 1.3. Let ρ1 be the irreducible 2-dimensional Galois representation 2.379.3t2.a.a
which has conductor N1 = 379 and let ρ2 be the irreducible 4-dimensional Galois represen-
tation 4.4169.5t5.a.a which has conductor so that N2 = 4169 = 11×379. The gamma factor
for ρ1 (resp. ρ2) is given by ΓR(s)ΓR(s+1) (resp. ΓR(s)
2ΓR(s+ 1)
2). Theorem 1.1 therefore
implies that infinitely many non-trivial zeros of L(s, ρ1) are not also zeros of L(s, ρ2).
Whilst Artin L-functions are not generally known to be automorphic, the Brauer induction
theorem implies that Artin L-functions are ratios of Hecke L-functions. We expect the
Artin L-function of a 2-dimensional Galois representation expressed in this way to fail the
conditions of Theorem 1.1. Indeed, subject to the strong Artin conjecture, all Euler factors
would be reciprocal polynomials in p−s, which cannot happen under our assumptions. Such
an Artin L-function is expected to fail the conclusion of Theorem 1.1 too - the weak Artin
conjecture claims that each Artin L-function is holomorphic away from a pole at s = 1
corresponding to the multiplicity of the trivial representation and so in particular has finitely
2
many poles. On the other hand, a theorem of Booker asserts that if the Artin L-function of
a 2-dimensional Galois representation is not automorphic, then it has infinitely many poles
[Boo03, Corollary].
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2. Converse theorem
In Theorem 1.1, we do not assert anything about the automorphy of L(s, ρ1) or L(s, ρ2).
Instead, the proof relies on the idea that if the quotient Λ(s, ρ2)/Λ(s, ρ1) had only finitely
many poles, then it would be the completed L-function attached to an automorphic repre-
sentation of GL2(AQ). More precisely, Theorem 1.1 follows from a characterization of the
Fourier coefficients of Maass forms with Laplace eigenvalue 1
4
. This strategy mirrors closely
that of [NO], and relies heavily on results first proved there.
Before stating our converse theorem, we establish some conventions. Given a Dirichlet
character ψ, we recall the Gauss sum:
τ(ψ) =
∑
a mod q
ψ(a)e2πi
a
q .
To sequences {an}∞n=1, {bn}∞n=1 ⊂ C, we associate the Dirichlet series
(2.1) Lf(s, ψ) =
∞∑
n=1
ψ(n)ann
−s, Lg(s, ψ¯) =
∞∑
n=1
ψ(n)bnn
−s.
In the case that |an|, |bn| = O (nσ), for some σ ∈ R>0, it can be shown that Lf(s, ψ) and
Lg(s, ψ¯) converge for Re (s) > σ + 1. For an integer c, we denote by [c] ∈ {0, 1} the unique
choice such that c ≡ [c] mod 2. Say ψ(−1) = (−1)k for some integer k, and fix ǫ ∈ {0, 1}.
With Lf (s, ψ) and Lg(s, ψ¯) as in equation (2.1), we introduce
(2.2) Λf(s, ψ) = ΓR(s+ [ǫ+ k])
2Lf (s, ψ), Λg(s, ψ¯) = ΓR(s+ [ǫ+ k])
2Lg(s, ψ¯).
In the case that ψ is the trivial character, we omit it from the notation. Our converse theorem
specifies conditions on Λf(s, ψ) and Λg(s, ψ¯) under which the sequences an, bn define Maass
forms. For n ≥ 0, we define a−n = (−1)ǫan and b−n = (−1)ǫbn, and introduce the Fourier–
Whittaker series:
(2.3) f˜(z) :=
∑
n 6=0
an
2
√|n|W0(ny)e(nx), g˜(z) :=∑
n 6=0
bn
2
√|n|W0(ny)e(nx),
in which W0(u) = 4
√|u|K0(2π|u|) is the Whittaker function, where
K0(u) =
1
2
∫ ∞
0
e−|u|(t+t
−1)/2dt
t
.
The main structural theorem of this paper is as follows. The proof is given in Section 4.
3
Theorem 2.1. Let N be a positive integer, let χ be a Dirichlet character mod N , let ǫ ∈
{0, 1}, and let an, bn be sequences of complex numbers indexed by n ∈ N such that |an|, |bn| =
O (nσ) for some 0 < σ < 1. For all q relatively prime to N , and all primitive Dirichlet
characters ψ modulo q, define Lf (s, ψ), Lg(s, ψ¯), Λf(s, ψ), Λg(s, ψ¯) as in equations (2.1)
and (2.2). Let P be a set of odd primes such that {p ∈ P : p ≡ u (mod v)} is infinite for
every u, v ∈ Z>0 with (u, v) = 1 and p ∤ N for any p ∈ P. Whenever the conductor q of
ψ is either 1 or a prime in P, assume that Λf(s, ψ) and Λg(s, ψ¯) continue to meromorphic
functions on C, and satisfy
(2.4) Λf(s, ψ) = (−1)ǫ sgn(ψ)ψ(N)χ(q)τ(ψ)
τ(ψ)
(q2N)
1
2
−sΛg(1− s, ψ¯).
If there is a non-zero polynomial P (s) ∈ C[s] such that P (s)Λf(s) continues to an entire
function of finite order, then Λf(s) and Λg(s) have at most double poles in the set {0, 1} and
the following series define weight 0 Maass forms on Γ0(N) of parity ǫ, nebentypus χ (resp.
χ) and eigenvalue 1
4
:
(2.5) f(z) = f0(z) + f˜(z), g(z) = g0(z) + g˜(z),
where f˜(z) and g˜(z) are as in equation (2.3) and
f0(z) = −Ress=0 Λf(s)y 12 + Ress=0 sΛf(s)y 12 log y,
g0(z) = −Ress=0 Λg(s)y 12 + Ress=0 sΛg(s)y 12 log y.
(2.6)
Furthermore f(z) = g(−1/Nz) for all z ∈ H.
We remark that the assumption 0 < σ < 1 is sufficient for Theorem 1.1, but should
not be necessary for Theorem 2.1. We do not draw any conclusions about the automorphy
of Artin L-functions attached to irreducible 2-dimensional Galois representations. Indeed,
whilst they satisfy several conditions in Theorem 2.1, they are only conjecturally entire, and
moreover not yet known to have finitely many poles. That said, Theorem 2.1 combined with
the analogue for holomorphic modular forms [BK13, Theorem 1.1] implies [Boo03, Corollary]
which says that if the Artin L-function of an irreducible 2-dimensional Galois representation
is not automorphic, then it has infinitely many poles.
3. Preliminaries
3.1. Hypergeometric functions. For c /∈ Z<0, the Gauss hypergeometric function 2F1 ( a, bc | z)
is initially defined by
2F1 ( a, bc | z) =
∞∑
k=0
(a)k(b)k
(c)kk!
zk, |z| < 1,
where (a)k, (b)k, (c)k are Pochhammer symbols, that is, (a)0 = 1 and, for k > 0, (a)k =
a(a+1) · · · (a+k−1) . Elsewhere, the Gauss hypergeometric function is defined by analytic
4
continuation. For example, for a− b /∈ Z and c /∈ Z≤0 one has1:
2F1 ( a, bc | z) =
Γ (b− a) Γ (c) (−z)−a
Γ (b) Γ (c− a)
∞∑
k=0
(a)k (a− c+ 1)k z−k
k! (a− b+ 1)k
+
Γ (a− b) Γ (c) (−z)−b
Γ (a) Γ (c− b)
∞∑
k=0
(b)k (b− c+ 1)k z−k
k! (b− a+ 1)k
, |z| > 1.
In this paper we will work with the case a = b and |z| > 1. Under these conditions, we
interpret the hypergeometric function as a limit:
2F1 (
a, a
c | z) = lim
δ→0 2
F1 ( a, a+δc | z) .
For the remainder of this section, assume that z ∈ R<−1. We then have
(3.1) 2F1 ( a, a+δc | z) = Γ(c)(−z)−a
[
Γ(δ)
Γ(a+ δ)Γ(c− a)
∞∑
k=0
(a)k(a− c+ 1)kz−k
k!(1− δ)k
+
Γ(−δ)
Γ(a)Γ(c− a− δ)
∞∑
k=0
(a+ δ)k(a + δ − c + 1)kz−k
k!(1 + δ)k
]
.
We denote by Hk the harmonic numbers
∑k
n=1
1
n
. Recall the Euler–Mascheroni constant
γ = lim
k→∞
(Hk − log(k)) ,
and the following Laurent expansion2 valid around δ = 0:
(3.2) Γ(δ) =
1
δ
− γ +O(δ).
Substituting equation (3.2) into equation (3.1), we deduce that
(3.3) lim
δ→0 2
F1 ( a, a+δc | z) = Γ(c)(−z)−a lim
δ→0
(
1
δ
(Aδ(z)− Bδ(z))− γ(Aδ(z) +Bδ(z))
)
,
where
Aδ(z) =
1
Γ(a+ δ)Γ(c− a)
∞∑
k=0
(a)k(a− c+ 1)kz−k
k!(1− δ)k ,
Bδ(z) =
(−z)δ
Γ(a)Γ(c− a− δ)
∞∑
k=0
(a+ δ)k(a+ δ − c+ 1)kz−k
k!(1 + δ)k
.
Lemma 3.1. Say δ < 1. For z ∈ R<−1 we have:
∞∑
k=0
z−k
∣∣∣∣ k!(1− δ)k − (1 +Hkδ)
∣∣∣∣ = O(δ2).
1wolfram.com/HypergeometricFunctions/Hypergeometric2F1/02/02/0001/
2wolfram.com/GammaBetaErf/Gamma/06/01/01/01/
5
Proof. For k ≥ 0, the Pochhammer symbol (1− δ)k is a polynomial in δ with constant term
(−1)kk! and degree k. We may therefore write
(3.4)
1
(1− δ)k =
1
k!
(
1
1 +
∑k
m=1(−1)mH(m, k)δm
)
,
for some coefficients H(m, k) (1 ≤ m ≤ k). Set h = ∑km=1(−1)mH(m, k)δm. Since δ < 1,
we know that h 6= −1. Re-arranging equation (3.4), we get:
1
1 + h
=
k!
(1− δ)k =
1
1− δ ·
2
2− δ · · ·
k
k − δ ≥
(
1− δ
k
)−k
,
and therefore:
(3.5)
∣∣∣∣ h1 + h
∣∣∣∣ = ∣∣∣∣1− 11 + h
∣∣∣∣ ≤
∣∣∣∣∣1−
(
1− δ
k
)−k∣∣∣∣∣ = O(δ),
in which the implied constant does not depend on k. Combining equation (3.4) with the
identity
1
1 + h
= 1− h+ h
2
1 + h
,
we deduce:
(3.6)
1
(1− δ)k =
1
k!
(
1− h+ h
2
1 + h
)
.
Noting that H(1, k) = Hk, equation (3.6) is equivalent to
(3.7)
k!
(1− δ)k = 1 +Hkδ −
k∑
m=2
(−1)mH(m, k)δm + h
2
1 + h
.
Re-arranging equation (3.7), we get:
(3.8)
∣∣∣∣ k!(1− δ)k − (1 +Hkδ)
∣∣∣∣ =
∣∣∣∣∣
k∑
m=2
(−1)mH(m, k)δm + h
2
1 + h
∣∣∣∣∣ .
Since 0 < δ < 1, the triangle inequality implies the following for 0 ≤ ℓ ≤ k:
(3.9)
∣∣∣∣∣
k∑
m=ℓ
H(m, k)δm
∣∣∣∣∣ ≤ δℓ
k∑
m=1
|H(m, k)| ,
Applying equation (3.9) in the case ℓ = 1, we observe:
(3.10) |h| ≤ δ
k∑
m=1
|H(m, k)| .
Multiplying equation (3.10) by equation (3.5) gives:
(3.11)
∣∣∣∣ h21 + h
∣∣∣∣ = O
(
δ2
k∑
m=1
|H(m, k)|
)
6
Applying the triangle inequality to the right-hand side of equation (3.8), it follows that:∣∣∣∣ k!(1− δ)k − (1 +Hkδ)
∣∣∣∣ ≤
∣∣∣∣∣
k∑
m=2
H(m, k)δm
∣∣∣∣∣+
∣∣∣∣ h21 + h
∣∣∣∣ .
Combining equation (3.9) in the case ℓ = 2 with equation (3.11), we are lead to:
(3.12)
∣∣∣∣ k!(1− δ)k − (1 +Hkδ)
∣∣∣∣ = O
(
δ2
k∑
m=1
|H(m, k)|
)
,
in which the implied constant is independent from k. Expanding the product (1 − δ)k =
(1− δ) · · · (k − δ), we compute
(3.13) H(m, k) =
∑
1≤a1<···<ak−m≤k
a1 . . . ak−m
k!
=
∑
1≤n1<···<nm≤k
1
n1n2 · · ·nm .
The right hand side of equation (3.13) contains
(
k
m
) ≤ km(m!)−1 terms, each of which is at
most of size (m!)−1. Therefore3:
(3.14) |H(m, k)| ≤ k
m
(m!)2
,
and so
(3.15)
k∑
m=1
|H(m, k)| ≤
∞∑
m=0
km
(m!)2
≤ e2
√
k.
For any η > 1 we have e2
√
k = O
(
ηk
)
. Since z < −1, we conclude that:
(3.16)
∞∑
k=0
z−k
(
k∑
m=1
|H(m, k)|
)
= O(1),
in which the implied constant does not depend on k. The result follows from combining
equation (3.12) with equaton (3.16). 
By comparison, Lemma 3.1 implies:
∞∑
k=0
(a)k(a− c+ 1)k
(k!)2
∣∣∣∣ k!(1− δ)k − (1 +Hkδ)
∣∣∣∣ z−k = O (δ2) .
Recall the digamma function Ψ(a) = Γ
′(a)
Γ(a)
, which appears in the following Taylor expansion
about δ = 0:
(3.17)
1
Γ(a+ δ)
=
1
Γ(a)
(1−Ψ(a)δ) +O (δ2) .
For fixed a, combining Lemma 3.1 and equation (3.17) we get:
(3.18) Aδ(z) =
1−Ψ(a)δ
Γ(a)Γ(c− a)
∞∑
k=0
(a)k(a− c+ 1)k (1 +Hkδ) z−k
(k!)2
+O
(
δ2
)
.
3The bound in equaton (3.14) is suboptimal, but sufficient for our purposes.
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We now work towards a similar formula for Bδ(z). We have:
(3.19) (−z)−δ = 1− log(−z)δ +O (δ2) ,
in which the implied constant depends on z. Similarly to equation (3.7), we deduce:
(3.20)
1
(1 + δ)k
=
1
k!
1−Hkδ − k∑
m=2
H(m, k)δm +
(∑k
m=1H(m, k)δ
m
)2
1 +
∑k
m=1H(m, k)δ
m
 ,
where H(m, k) are as in equation (3.4). Note that (a + δ)k is a polynomial in δ of degree k
with constant term (a)k. As such, we may write:
(3.21) (a+ δ)k = (a)k
(
1 +
k∑
m=1
H(m, k, a)δm
)
,
for some coefficients H(m, k, a). Mimicking the proof of Lemma 3.1, for any η > 1 we observe
(3.22)
k∑
m=1
H(m, k, a) = O
(
ηk
)
,
in which the implied constant does not depend on k. For fixed a, z, equations (3.19), (3.20)
and (3.21) together with the estimates in equations (3.15) and (3.22) imply:
(3.23) Bδ(z) =
(1− δ log(−z)) (1 + Ψ(c− a)δ)
Γ(a)Γ(c− a)
·
∞∑
k=0
(a)k (1 +H(1, k, a)δ) (a− c+ 1)k (1 +H(1, k, a− c+ 1)δ) (1−Hkδ) z−k
(k!)2
+O
(
δ2
)
.
Combining equations (3.18) and (3.23), we see that:
(3.24) lim
δ→0
(Aδ(z) +Bδ(z)) =
2
Γ(a)Γ(c− a)
∞∑
k=0
(a)k(a− c+ 1)kz−k
(k!)2
,
and
(3.25) lim
δ→0
1
δ
(Aδ(z)− Bδ(z)) = 1
Γ(a)Γ(c− a)
∞∑
k=0
[
(a)k(a− c+ 1)kz−k
(k!)2
(log(−z)
−H(1, k, a)−Ψ(a)−H(1, k, a− c+ 1))−Ψ(c− a) + 2Hk
]
,
Substituting equations (3.24) and (3.25) into equation (3.3), we get
(3.26) lim
δ→0 2
F1 ( a, a+δc | z) =
Γ(c)(−z)−a
Γ(a)Γ(c− a)
∞∑
k=0
[
(a)k(a− c+ 1)kz−k
(k!)2
(log(−z)
−(H(1, k, a) + Ψ(a))− (H(1, k, a− c+ 1) + Ψ(a− c+ 1)) + Ψ(a− c+ 1)−Ψ(c− a)
+2Hk − 2γ)
]
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We may rewrite equation (3.26) using only the digamma function Ψ. Recall the following
identity4:
(3.27) Ψ(z + 1) = Ψ(z) +
1
z
.
Since Ψ(1) = −γ, equation (3.27) implies
(3.28) Hk = Ψ(k + 1) + γ.
Similarly, we note that
(3.29) H(1, k, a) = Ψ(a+ k)−Ψ(a).
Substituting equations (3.28) and (3.29) into equation (3.26) we see that:
(3.30) lim
δ→0 2
F1 ( a, a+δc | z) =
Γ(c)(−z)−a
Γ(a)Γ(c− a)
∞∑
k=0
[
(a)k(a− c+ 1)kz−k
(k!)2
(log(−z)
−Ψ(a + k)−Ψ(a− c+ 1 + k) + Ψ(a− c+ 1)−Ψ(c− a) + 2Ψ(k + 1))
]
.
3.2. The Mellin transform. Let φ(t) be a function on the positive real axis. We define
the Mellin transform of φ(s) byM(φ)(s) := ∫∞
0
φ(t)ts−1. In the following we will mainly use
M˜(φ)(s) :=M(φ)
(
s− 1
2
)
=
∫ ∞
0
φ(t)ts−
1
2
dt
t
,
which we will refer to as the shifted Mellin transform. If φ(t) is of rapid decay as t → ∞,
and for t close to zero we have φ(t) = O
(
t−A
)
, A ∈ R, then M˜(φ)(s) is holomorphic at s
whenever Re (s) > A+ 1
2
. The inverse of the shifted transform M˜ is given by
M˜−1(Φ)(t) = 1
2πi
∫
(σ− 12)
Φ(s)t
1
2
−sds,
where σ is a large positive real number and
(
σ − 1
2
)
indicates the path parametrised by
σ − 1
2
+ it, for t ∈ (−∞,∞).
3.3. Additive twists. Let the notation be as in Theorem 2.1. For r ∈ Z≥0, denote by cos(r)
the rth derivative of cos. For α ∈ Q×, the additive twist of Lf (s) by α is the Dirichlet series
Lf
(
s, α, cos(r)
)
=
∞∑
n=1
cos(r) (2πnα) ann
−s.
Mimicking the notation of [BCK19], we introduce
γ
(−)r
f (s) := ΓR (s+ [r + ǫ])
2 ,
where by (−)r we mean sgn(−1)r and [r + ǫ] is as in Section 2. The function γ(−)rf (s) is
holomorphic away from double poles in the set {2j − [r + ǫ]/2 : j ∈ Z≤0}. We define the
completion of the additive twists by
(3.31) Λf
(
s, α, cos(r)
)
= γ
(−)r
f (s)Lf
(
s, α, cos(r)
)
.
4mathworld.wolfram.com/DigammaFunction.html
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Taking the Fourier expansion of a primitive Dirichlet character ψ, we deduce
(3.32) Λg(s, ψ) = (−i)sgnψ τ(ψ)
q
∑
b mod q
ψ¯(−b)Λg
(
s,
b
q
, cos(sgnψ)
)
.
We conclude this Section with two results used frequently in the sequel.
Proposition 3.2 (Proposition 3.3 in [NO]). Let α = a
q
for a ∈ Z and q coprime to N . If
Λf(s, ψ) satisfies functional equation (2.4) for all primitive Dirichlet characters ψ of conductor
q, then Λf
(
s, α, cos(r)
)
satisfies the following functional equation
(3.33) Λf
(
s, α, cos(r)
)
= (−1)ǫ i
r(q2N)
1
2
−sχ(q)
q − 1
∑
ψ mod q
ψ 6=ψ0
ψ(−1)=(−1)r
ψ(Nα)τ(ψ)Λg
(
1− s, ψ¯)
+
{
(−1)r/2
[
Λf(s)− qq−1Λf(s, ψ0)
]
, r even
0, r odd.
Proposition 3.3. Let ǫ ∈ {0, 1}, α ∈ Q, w ∈ R and {cn} ⊆ C such that cn = O (nκ)
for some κ > 0. Consider h(z) = (−i)ǫ∑∞n=1 cn√nW0(ny) cos(ǫ)(2πnx). Define the completed
L-function Λh(s) and its additive twists like in (2.1) and (3.31) but with an replaced by cn.
Then we have∫ ∞
0
h(iy + wy + α)ys−
1
2
dy
y
=
∑
a∈{0,1}
i−a(2w)[a+ǫ]Λh
(
s, α, cos(a)
)
2F1
(
s+[a+ǫ]
2
, s+[a+ǫ]
2
1
2
+[a+ǫ]
∣∣∣− w2) .
Proof. For r ∈ Z≥0 and Re (s) < ǫ, we quote the following integral from [GR15, 6.699(3-4)]:
(3.34) 4
∫ ∞
0
K0(2y) cos
(r)(2wy)ys
dy
y
= ir(2w)[r]πsγ
(−)r+ǫ
f (s) 2F1
(
s+[r]
2
, s+[r]
2
1
2
+[r]
∣∣∣− w2) .
The result is a straightforward application of (3.34), the details of which can be found in
[NO, Proposition 3.5]. 
4. Proof of Theorem 2.1
We will prove Theorem 2.1 by showing that the assumptions imply that the twists are
entire and bounded in vertical strips. Indeed, Theorem 2.1 is a consequence of the following
result:
Theorem 4.1 (Theorem 3.1 in [NO]). Let an, bn be sequences of complex numbers such that
|an|, |bn| = O (nσ) for some σ ∈ R. Let P be a set of primes coprime to N such that the
congruence p ≡ u mod v has a solution p ∈ P for all u, v ∈ Z>0 with (u, v) = 1. Assume
that:
(1) For primitive characters ψ of conductor q ∈ P the functions, Λf(s, ψ) and Λg(s, ψ)
continue to entire functions of finite order,
(2) If ǫ = 1 then Λf(s) and Λg(s) continue to entire functions of finite order,
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(3) If ǫ = 0 then Λf(s) and Λg(s) continue to meromorphic functions of finite order on
C with at most double poles in the set {0, 1},
and, for all primitive characters ψ of conductor q ∈ P ∪ {1}, we have the functional equa-
tions (2.4). The series defined by equations (2.3), (2.5) and (2.6) are weight 0 Maass forms
with eigenvalue 1
4
. Furthermore f(z) = g(−1/Nz) for all z ∈ H.
We first quote two essential Lemmas proved elsewhere.
Lemma 4.2 (Lemma 4.2 in [NO]). Make the assumptions of Theorem 2.1. Let z ∈ H and
write w = Re (z)
Im (z)
. We have
f˜(z)− g˜
(
− 1
Nz
)
=
(2w)ǫ
2πi
∮
Λf(s) 2F1
(
s+ǫ
2
, s+ǫ
2
1
2
+ǫ
∣∣∣− w2) y 12−sds,
where the integral is taken so that the contour encloses all poles5 of Λf(s).
Lemma 4.2 was originally stated in terms of a parameter ν which was assumed to be
non-zero, though this assumption was never used in the proof and the statement remains
valid as stated above. From now on, we consider α ∈ Q>0 and set β = −1/Nα.
Lemma 4.3 (Lemma 2.4 in [BCK19]). Let y ∈ [0, 1
2
), and make the assumptions of Theorem
2.1. Then, for any ℓ0 ∈ Z>0,
g˜
(
− 1
Nz
)
= O
(
y2ℓ0−σ
)
+
∑
a∈{0,1}
i−a
2ℓ0−1∑
t=0
t≡a+ǫ mod 2
(2πiNα)t
t!
· 1
2πi
∫
(σ+1)
Λg
(
s+ t, β, cos(a)
) γ(−)ǫf (1− s)
γ
(−)ǫ
f
(
1− s− 2 ⌊ t
2
⌋) ( y
Nα2
) 1
2
−s
ds.
Lemma 4.3 was originally stated for a function constructed from a Maass form, though
the proof demonstrates that it remains valid for g.
Definition 4.4. For any open interval (a, b) ⊂ R denote byM(a, b) the set of meromorphic
functions which are holomorphic on a < Re (s) < b except for at most double poles at each
s ∈ Z, and which are bounded on the strips {s ∈ C : Re (s) ∈ [c, d], |Im (s)| ≥ 1} for each
compact [c, d] ⊂ (a, b). Furthermore, let H(a, b) denote the set of f ∈ M(a, b) such that f
is holomorphic at each s ∈ Z.
Let ǫ ∈ {0, 1}. For k ∈ Z≥0, we define
(4.1) Gk(s) =
(
s+ǫ
2
)
k
(
s−ǫ+1
2
)
k
Γ( s+ǫ
2
)Γ(1−s+ǫ
2
)
,
and
(4.2) Jk(s) = 2Ψ(k + 1)−Ψ
(
s+ ǫ
2
+ k
)
−Ψ
(
s− ǫ+ 1
2
+ k
)
+Ψ
(
s− ǫ+ 1
2
)
−Ψ
(
1 + ǫ− s
2
)
,
5By assumption, there is a polynomial P (s) ∈ C[s] so that P (s)Λf (s) is entire. We make no similar
assumptions about the twists of Λf (s). This will be relevant again in equations (4.3) and (4.4).
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where Ψ denotes the digamma function as in Section 3.1. We note that Gk(s) has no poles,
and the product Jk(s)Gk(s) has only removable singularities. Moreover, we introduce
(4.3) Ik(α) = (−1)k
√
π
(k!)2
· 1
2πi
∮
Λf(s)Gk(s)α
1
2
−sds,
(4.4) I˜k(α) = (−1)k
√
π
(k!)2
· 1
2πi
∮
Λf (s)Jk(s)Gk(s)α
1
2
−sds,
where the integrals are taken so that the contour encloses all poles of Λf(s). Note that
functions defined in equations (4.1), (4.2), (4.3) and (4.4) depend on ǫ, though the notation
does not reflect this.
Lemma 4.5. Let k ∈ Z≥0 and let s varying in a fixed compact subset of C be uniformly
bounded away from all integers. We have Jk(s) = O(1) in which the implied constant does
not depend on k or s.
Proof. For z in a compact set as in the statement, we know from equation (3.29) that
Ψ(z + k) − H(1, k, z) = O(1) in which the implied constant does not depend on z or k.
On the other hand, for such z, the difference H(1, k, z) − Hk is uniformly bounded. Since
Hk − log(k) = O(1), using the triangle inequality we deduce that Ψ(k + z)− log(k) = O(1)
in which the implied constant doesn’t depend on k or z. The result then follows from
equation (4.2). 
We will always choose the contour in equation (4.4) so that the conditions of Lemma 4.5
are satisfied.
Lemma 4.6. For α ∈ Q>0 and ℓ0 ∈ Z>0, the following function is in H
(
σ − 2ℓ0 + 12 ,∞
)
,
(4.5) Mα(s) = (Nα
2)s−
1
2
∑
a∈{0,1}
i−a
2ℓ0−1∑
t=0
t≡a+ǫ mod 2
(2πiNα)t
t!
Λg
(
s+ t, β, cos(a)
)
· γ
(−)ǫ
f (1− s)
γ
(−)ǫ
f (1− s− 2⌊t/2⌋)
− i−ǫπǫΛf
(
s, α, cos(ǫ)
)
+ αs−
1
2
ℓ0−1∑
k=0
(
I˜k(α)
s+ 2k
+ 2
Ik(α)
(s+ 2k)2
)
,
Proof. If 0 < y < 1, then equation (3.30) implies:
(2y−1)ǫ 2F1
(
s+ǫ
2
, s+ǫ
2
1
2
∣∣∣− y−2) (αy) 12−s = ∞∑
k=0
√
πGk(s)
(k!)2
(−1)ky2k+ 12 (log(y−2) + Jk(s)) .
Since 0 < y < 1, we have y
1
2 log(y−2) = O(1) and y2k+
1
2 < y2ℓ0 for all k ≥ ℓ0. Combining
this with Lemma 4.5, we deduce:
y2k+
1
2
(
log
(
y−2
)
+ Jk(s)
)
= O
(
y2ℓ0
)
,
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in which the error term can be chosen independently from s and k. Therefore:
(2y−1)ǫ
2πi
∮
Λf(s) 2F1
(
s+ǫ
2
, s+ǫ
2
1
2
+ǫ
∣∣∣− y−2) (αy) 12−sds
=
ℓ0−1∑
k=0
(
log(y−2)Ik(α) + I˜k(α)
)
y2k+
1
2 +O
(
y2ℓ0
)
,
where the integral is taken so that the contour contains all poles of Λf(s). Denote by 1(0,1)
the indicator function for the interval (0, 1). Using Lemmas 4.2 and 4.3, we have:
Fα(y) :=
∑
a∈{0,1}
i−a
2ℓ0−1∑
t=0
t≡a+ǫ mod 2
(2πiNα)t
t!
· 1
2πi
∫
(σ+1)
Λg
(
s+ t, β, cos(a)
) γ(−)ǫf (1− s)
γ
(−)ǫ
f (1− s− 2⌊t/2⌋)
( y
Nα2
) 1
2
−s
ds
− f˜(α + iαy) + 1(0,1)(y)
ℓ0−1∑
k=0
(
log(y−2)Ik(α) + I˜k(α)
)
y2k+
1
2 = O
(
y2ℓ0−σ
)
.
We recall from the discussion in Section 3.2 that the shifted Mellin transform of αs−
1
2Fα(y)
is in H (σ − 2ℓ0 + 12 ,∞). To conclude, note that Mα(s) = M˜(αs− 12Fα(y)) (s). Indeed, this
follows from Mellin inversion, Proposition 3.3, and the computation:
αs−
1
2
∫ ∞
0
1(0,1)(y)
ℓ0−1∑
k=0
(
log
(
y−2
) Ik(α) + I˜k(α)) y2k+ 12ys− 12 dy
y
= αs−
1
2
ℓ0−1∑
k=0
(
I˜k(α)
s+ 2k
+ 2
Ik(α)
(s+ 2k)2
)
.

Let β = u
v
∈ Q×, where (u, v) = 1 and v > 0. As in [BK13, NO], we introduce the infinite
set
(4.6) Tβ :=
{p
u
∈ Q>0 : p ≡ u mod v, p ∈ P
}
.
Note that Tβ is unbounded. Indeed, for all u ∈ Z and v ∈ Z>0 with (u, v) = 1, the
congruence p ≡ u mod v has infinitely many solutions p ∈ P by assumption. We observe
that if λ ∈ Tβ then Λg
(
s, λβ, cos(r)
)
= Λg
(
s, β, cos(r)
)
. Let t0 ∈ Z≥0 and choose ℓ0 ∈ Z>0
such that 2ℓ0 > t0. Consider a subset Tβ,M ⊂ Tβ such that |Tβ,M | = M ≥ 2ℓ0 > t0. By the
theory of Vandermonde determinants, for each λ ∈ Tβ,M there exists cλ ∈ C such that
(4.7)
∑
λ∈Tβ,M
cλλ
−t = δt0(t), t ∈ {0, 1, . . . ,M − 1},
where δt0(t) is the Kronecker delta function.
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Lemma 4.7. Let α ∈ Q>0, t0 ∈ Z≥0, Tβ,M of size M ≥ 2ℓ0 > t0, and cλ ∈ C be as in
equation (4.7). The following function is in H (t0 + σ − 2ℓ0 + 12 ,∞) :
(4.8) i−[ǫ+t0](Nα2)s−
1
2α−t0
(2πi)t0
t0!
Λg
(
s, β, cos([ǫ+t0])
) γ(−)ǫf (1− s+ t0)
γ
(−)ǫ
f (1− s+ [t0])
−
∑
λ∈Tβ,M
cλλ
2s−2t0−1
[
(−iπ)ǫΛf
(
s− t0, αλ−1, cos(ǫ)
)
− (λ−1α)s−t0− 12
ℓ0−1∑
k=0
(
I˜k(αλ−1)
s− t0 + 2k + 2
Ik(αλ−1)
(s− t0 + 2k)2
)]
.
Proof. The function in (4.8) is equal to
∑
λ∈Tβ,M cλλ
2s−2t0−1Mλ−1α(s−t0), whereMλ−1α(s−t0)
is as in equation (4.5). The result is a consequence of Lemma 4.6. For the first term we
apply (4.7) as follows:
∑
λ∈Tβ,M
cλλ
2s−1
(
N
(
λ−1α
)2)s− 12 ∑
a∈{0,1}
i−a
2ℓ0−1∑
t=0
t≡a+ǫ mod 2
(2πiNλ−1α)t
t!
· Λg
(
s+ t, λβ, cos(a)
) γ(−)ǫ(1− s)
γ(−)ǫ(1− s− 2⌊ t
2
⌋)
= i−[ǫ+t0]
(
Nα2
)s− 1
2
(2πiNα)t0
t0!
Λg
(
s+ t0, β, cos
([ǫ+t0])
) γ(−)ǫ(1− s)
γ(−)ǫ(1− s− 2⌊ t0
2
⌋) .
We caution that in the above equation the notation ⌊ t0
2
⌋ refers to the floor function of t0
2
.
To deduce equation (4.8), we use that t0 − 2⌊ t02 ⌋ = [t0]. 
For t ∈ Z, we define the following subset of M(a, b):
Mt(a, b) = {h ∈M(a, b) : h is holomorphic at s ∈ 2Z+ t+ 1}.
TakingM = 2ℓ0+2, Lemma 4.7 implies that the following function is inMt0
(
t0 + σ −M + 52 ,∞
)
:
(4.9) i−[ǫ+t0](Nα2)s−
1
2α−t0
(2πi)t0
t0!
Λg
(
s, β, cos([ǫ+t0])
) γ(−)ǫf (1− s+ t0)
γ
(−)ǫ
f (1− s+ [t0])
− (−iπ)ǫ
∑
λ∈Tβ,M
cλλ
2s−2t0−1Λf
(
s− t0, αλ−1, cos(ǫ)
)
.
Proposition 4.8. Let q ∈ P ∪ {1} and let β = b
Nq
for some b ∈ Z such that (b, Nq) = 1.
Under the assumptions of Theorem 2.1, the functions Λf
(
s, β, cos(r)
)
and Λg
(
s, β, cos(r)
)
continue to elements of M(−∞,∞) for any r ∈ {0, 1}.
Proof. Consider first the function Λg
(
s, β, cos(r)
)
. Without loss of generality, we may assume
β < 0 and −b ∈ P. Indeed, if b′ ∈ P satisfies b′ ≡ −b mod Nq then Λg
(
s, β, cos(r)
)
=
Λg
(
s,− b′
Nq
, cos(r)
)
. Let q′ ∈ P − {q} satisfy (b, q′) = 1. If β ′ = b
Nq′
, then β and β ′ have
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the same numerator. Recalling the definition of Tβ , we see that Tβ ∩ Tβ′ is infinite. For
t0 ∈ Z≥0 we can thus choose a set TM ⊂ Tβ ∩ Tβ′ with M > t0 elements and we can find
cλ ∈ C such that equation (4.7) is satisfied. Evaluating the function in equation (4.9) at
β and β ′ and taking the difference, we observe that the following function is an element of
Mt0
(
t0 + σ −M + 52 ,∞
)
:
(4.10)
γ
(−)ǫ
f (1− s+ t0)
γ
(−)ǫ
f (1− s+ [t0])
(
α2s−t0−1Λg
(
s, β, cos([ǫ+t0])
)− α′2s−t0−1Λg (s, β ′, cos([ǫ+t0])))
− i
−[ǫ+t0](−iπ)ǫt0!
N s−
1
2 (2πi)t0
∑
λ∈TM
cλλ
2s−2t0−1 (Λf (s− t0, αλ−1, cos(ǫ))− Λf (s− t0, α′λ−1, cos(ǫ))) ,
where we have written α′ = −1/Nβ ′ (which is analagous to the relationship between α and
β). As per the discussion in Section 3.3, the poles of γ±f (s) lie in the region Re (s) < 1. Under
the assumptions of Theorem 2.1, we have in particular that an = O (n
σ) for some σ > 0. For
all λ ∈ TM , we deduce that the function Λf
(
s, αλ−1, cos(ǫ)
)
is holomorphic for Re (s) > σ+1.
Hence by functional equation (3.33) the following function is in H (−∞, t0 − σ):
Λf
(
s− t0, αλ−1, cos(ǫ)
)− Λf (s− t0, α′λ−1, cos(ǫ)) .
For every t0 ∈ Z≥0, equation (4.10) thus implies that the following function continues to an
element of Mt0
(
t0 + σ −M + 52 , t0 − σ
)
:
(4.11)
γ
(−)ǫ
f (1− s+ t0)
γ
(−)ǫ
f (1− s+ [t0])
(
α2s−t0−1Λg
(
s, β, cos([ǫ+t0])
)− α′2s−t0−1Λg (s, β ′, cos([ǫ+t0]))) .
The function in equation (4.11) is independent of TM . Taking M to be arbitrarily large, we
deduce that the function in equation (4.11) is in Mt0 (−∞, t0 − σ). Refering again to the
discussion in Section 3.3, we note that the zeros of the following function have order 2 and
are contained in the set 2Z≥0 + 1 + [t0]:
(4.12)
γ
(−)ǫ
f (1− s + t0)
γ
(−)ǫ
f (1− s+ [t0])
.
Dividing the function in equation (4.11) by that in (4.12), we observe that the following
function is in M (−∞, t0 − σ):
α2s−t0−1Λg
(
s, β, cos([ǫ+t0])
)− α′2s−t0−1Λg (s, β ′, cos([ǫ+t0])) .
Since α 6= α′, varying t0 ≥ 0 implies that Λg
(
s, β, cos([ǫ+t0])
)
continues to an element in
M (−∞, t0 − σ). Since [t0+ǫ] depends only on the parity [t0], taking t0 arbitrarily large whilst
keeping [t0] constant implies that Λg
(
s, β, cos([ǫ+t0])
)
is inM(−∞,∞). Reversing the roles of
f and g and repeating the argument above, we deduce the same for Λf
(
s, β, cos([ǫ+t0])
)
. 
Corollary 4.9. Let q ∈ P ∪ {1} and let β = b
q
for some b ∈ Z such that (b, q) = 1. Under
the assumptions of Theorem 2.1, the functions Λf
(
s, β, cos(r)
)
and Λg
(
s, β, cos(r)
)
continue
to elements of M(−∞,∞) for any r ∈ {0, 1}.
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Proof. As in the proof of Proposition 4.8, we may assume that β < 0 and −b ∈ P. Let
t0 ∈ Z≥0, M > t0 and consider Tβ,M ⊂ Tβ of cardinality M satisfying (4.7). We have
α = − q
Nb
and so, if λ ∈ Tβ,M , then αλ−1 = − qNp . Applying Proposition 4.8, we see
that Λf
(
s− t0, αλ−1, cos([ǫ])
)
continues to an element in M(−∞,∞). By equation (4.9) we
deduce that Λg
(
s, β, cos([ǫ+t0])
)
is in M (t0 + σ −M + 52 ,∞) for t0 ∈ {0, 1}. Taking M to
be arbitrarily large, we conclude that Λg
(
s, β, cos(r)
)
is in M(−∞,∞). Reversing the roles
of f and g and repeating the argument above, we deduce the same for Λg
(
s, β, cos(r)
)
. 
From now on we assume 0 < σ < 1, so that the Dirichlet series defining Lf (s) and Lg(s)
in equation (2.1) converge for Re (s) > 1. Subsequently, Λf (s) and Λg(s) are holomorphic
for Re (s) > 1. The functional equation (2.4) moreover implies that Λf(s) and Λg(s) are
holomorphic for Re (s) < 0. Taking b = q = 1 in Corollary 4.9, we see that Λf(s) and Λg(s)
are holomorphic away from {0, 1}, where they have at most double poles. Moreover, these
functions are bounded in vertical strips.
Lemma 4.10. For r ∈ {0, 1}, assume that α ∈ Q>0 and β = − 1Nα are such that the functions
Λg
(
s, β, cos(r)
)
and Λf
(
s, α, cos(r)
)
continue to elements of M(−∞,∞). For s0 ∈ Z<1,
choose t0 ∈ Z>1 such that [t0] = [s0] and write j = 12(t0− s0). Let Tβ,M ⊂ Tβ be a set of size
M ≥ 2ℓ0 > t0 − s0 = 2j and choose cλ ∈ C satisfying equation (4.7).
If ǫ = 1, then
(4.13) iπ
∑
λ∈Tβ,M
cλλ
2s0−2t0−1Ress=s0(s− s0)Λf
(
s− t0, αλ−1, sin
)
= i−[1+t0](Nα2)s0−
1
2α−t0
(2πi)t0
t0!
γ−f (1− s0 + t0)
γ−f (1− s0 + [t0])
Ress=s0(s− s0)Λg
(
s, β, cos([1+t0])
)
+ 2(−1)j
√
π
(j!)2
αs0−t0−1
(
δ0(s0)G
′
j(1) Ress=1 sΛf(s) + δ0(s0)Gj(1) log(α) Ress=1(s− 1)Λf(s)
−Gj(1)
∑
λ∈Tβ,M
cλλ
s0−t0 log(λ) Ress=1(s− 1)Λf(s) +Gj(1)δ0(s0) Ress=1Λf (s)
)
.
Proof. By our assumptions on t0 and ℓ0 we know that j ∈ Z satisfies 0 ≤ j < ℓ0. We
compute:
(4.14) Ress=s0
[
(λα)s−t0−
1
2 (s− s0)
ℓ0−1∑
k=0
(
I˜k(αλ−1)
s− t0 + 2k + 2
Ik(αλ−1)
(s− t0 + 2k)2
)]
= 2(λα)s0−t0−
1
2Ij(αλ−1).
Since Re (s0) > t0 + σ − 2ℓ0 + 12 , Lemma 4.7 implies that the function in equation (4.8)
is holomorphic s = s0. Computing the residue of this function using equation (4.14) and
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specifying ǫ = 0, we get:
(4.15) Ress=s0
 ∑
λ∈Tβ,M
cλλ
2s−2t0−1(−iπ)(s− s0)Λf
(
s− t0, αλ−1, sin
)
= Ress=s0
[
(s− s0)i−[1+t0](Nα2)s− 12α−t0 (2πi)
t0
t0!
Λg
(
s, β, cos([1+t0])
) γ−f (1− s+ t0)
γ−f (1− s+ [t0])
]
+
∑
λ∈Tβ,M
cλ(λα)
s0−t0− 12Ij(αλ−1).
The poles of Λg(s) must lie in the critical strip −σ < Re (s) < σ + 1. Moreover, taking
b = q = 1 in Proposition 4.8, we see that Λf(s) is holomorphic at non-integer points.
Together, these observations imply:
(4.16) Ij(αλ−1) = (−1)j
√
π
(j!)2
1
2πi
∮
Λf(s)Gj(s)(αλ
−1)
1
2
−sds
= (−1)j
√
π
(j!)2
∑
p∈Z
Re p∈[−σ,σ+1]
Ress=1−p
[
Λf(s)Gj(s)(αλ
−1)
1
2
−s
]
,
where Gj(s) is as in equation (4.1), with ǫ = 1. By assumption 0 < σ < 1, and so the only
possible values of p in equation (4.16) are 0 and 1. We know that Λf(s) has at most a double
pole for s ∈ {0, 1}. Since Gj(1) 6= 0, the product Λf(s)Gj(s) has a double pole at s = 1. On
the other hand, Gj(s) has a simple zero at s = 0 and so the product Λf(s)Gj(s) has at most
a simple pole at s = 0. For s close to 0 we have the expansion
Gj(s) =
(1
2
)j
Γ(1
2
)
(j − 1)!s+O (s2) ,
in which the implied constant depends on j. It follows that:
(4.17) Ij(αλ−1) = (−1)j
√
π
(j!)2
[
(j − 1)!(1
2
)j
Γ(1
2
)
(αλ−1)
1
2 Ress=0 sΛf(s)
+
(
G′j(1)(αλ
−1)−
1
2 +Gj(1) log(αλ
−1)(αλ−1)−
1
2
)
Ress=1(s− 1)Λf(s)
+Gj(1)(αλ
−1)−
1
2 Ress=1Λf(s)
]
.
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Since the functions (s−s0)Λf (s− t0, αλ−1, sin), and (s−s0)Λg
(
s, β, cos([1+t0])
)
have at most
simple poles at s = s0, equation (4.15) becomes
(4.18) iπ
∑
λ∈Tβ,M
cλλ
2s0−2t0−1Ress=s0(s− s0)Λf
(
s− t0, αλ−1, sin
)
= i−[1+t0](Nα2)s0−
1
2α−t0
(2πi)t0
t0!
γ−f (1− s0 + t0)
γ−f (1− s0 + [t0])
Ress=s0(s− s0)Λg
(
s, β, cos([1+t0])
)
+ 2(−1)j
(
1
2
)
j
(j!)j
αs0−t0
∑
λ∈Tβ,M
cλλ
s0−t0−1Ress=0 sΛf(s)
+ 2(−1)j π
1/2
(j!)2
αs0−t0−1
∑
λ∈Tβ,M
cλλ
s0−t0[G′j(1) Ress=0 sΛf(s) +Gj(1) log(α) Ress=0 sΛf(s)
−Gj(1) log(λ) Ress=1(s− 1)Λf(s) +Gj(1) Ress=1Λf (s)
]
.
Equation (4.13) follows from equation (4.18) using equation (4.7), noting that the second
term on the right hand side of (4.18) vanishes since −t0 > s0 − t0 − 1 > −2ℓ0. 
Lemma 4.11. Given t0 ∈ Z≥0 and β ∈ Q×, consider ℓ0 ∈ Z>0 so that 2ℓ0 > t0 and Tβ,M ⊂ Tβ
of cardinality M ≥ 2ℓ0 > t0. There exists λ0 ∈ Tβ such that, for t ∈ {0, 1, . . . ,M − 1}, the
vectors (λ−t)λ∈Tβ,M∪{λ0} and (λ
−t0 log(λ))λ∈Tβ,M∪{λ0} are linearly independent.
Proof. Consider the (M + 1)× (M + 1)-matrix with these vectors as columns, the last row
having the λ0-entries. Expanding along the last row we see that the determinant of this
matrix has the form
(4.19) λ−t00 log(λ0)c+ P (λ
−1
0 ),
where c is a non-zero constant6 and P (x) ∈ C[x]. Suppose for a contradiction that the
expression in equation (4.19) vanishes for all λ0 ∈ Tβ, that is:
(4.20) − c = λ
t0
0 P (λ
−1
0 )
log(λ0)
, λ0 ∈ Tβ \ {1}.
As discussed beneath equation (4.6), the set Tβ is unbounded. It follows that we may choose
λ0 to be arbitrarily large. The right hand side of (4.20) will always either tend to 0 or ±∞
as λ0 →∞, depending on P and t0. This is a contradiction since c 6= 0. 
In particular, for all z ∈ C, there exists λ0 ∈ Tβ, cλ0 ∈ C and cλ ∈ C associated to each
λ ∈ Tβ,M such that
(4.21)
∑
λ∈Tβ,M∪{λ0}
cλλ
−t0 log(λ) = z,
6More precisely, c is the determinant of the Vandermonde matrix with columns (λ−t)λ∈Tβ,M for t =
0, . . . ,M − 1.
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and
(4.22)
∑
λ∈Tβ,M∪{λ0}
cλλ
−t = δt0(t), t ∈ {0, 1, . . . ,M − 1}.
Lemma 4.12. Make the assumptions of Theorem 2.1. If ǫ = 1, then Λf(s) and Λg(s) have
at most simple poles at s ∈ {0, 1}.
Proof. We know that Λf(s, ψ) and Λg(s, ψ) are holomorphic for Re (s) ≥ 2 > 1 + σ by our
assumptions on σ. Using the functional equation (2.4), we see it suffices to show that:
Ress=1(s− 1)Λf(s) = Ress=1(s− 1)Λg(s) = 0.
We will show that Ress=1(s − 1)Λf(s) = 0. Reversing the roles of f and g will yield that
Ress=1(s− 1)Λg(s) = 0.
For q ∈ P ∪ {1}, consider β = − 1
Nq
(so that α = q). Given a subset Tβ,M ⊂ Tβ containing
M elements, choose cλ ∈ C satisfying equation (4.7). Take λ = p ∈ Tβ,M , so that αλ−1 = qp .
The function Λf(s − t0, αλ−1, sin) is holomorphic for Re (s − t0) ≥ σ + 1 due to absolute
convergence of Dirichlet series, and hence the functional equation (3.33) implies that it is
also holomorphic in the half plane Re (s − t0) ≤ −σ. For all t0 ≥ σ + 1 such that [t0] = 0,
substituting s0 = 0 into equation (4.13) we get:
(4.23) iN−1/2α−t0
(2πi)t0
t0!
γ−f (1 + t0)
γ−f (1 + [t0])
Ress=0 sΛg
(
s, β, cos([1+t0])
)
= 2 (−1) t02
√
π(
t0
2
!
)2 [G′t0/2(1) Ress=1(s− 1)Λf (s) +Gt0/2(1) log (α)Ress=1(s− 1)Λf (s)
−Gt0/2(1)
∑
λ∈Tβ,M
cλλ
−t0 log (λ) Ress=1(s− 1)Λf (s) +Gt0/2(1) Ress=1 Λf (s)
]
.
By Lemma 4.11, for any z ∈ C we can find λ0 ∈ Tβ and cλ, cλ0 ∈ C such that equations
(4.21) and (4.22) are satisfied. The proof of Lemma 4.10 remains valid if we replace Tβ,M
by Tβ,M ∪ {λ0}. In particular, equation (4.23) holds with
∑
λ∈Tβ,M cλλ
−t0 log(λ) replaced by
any complex number. We know that Λf(s) and Λg(s) have at most double poles in the set
{0, 1}. Since Gt0/2(1) 6= 0, we must therefore have Ress=1(s− 1)Λf(s) = 0. 
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Lemma 4.13. Make the assumptions of Lemma 4.10. If ǫ = 1, then:
(4.24) iπRess=s0
 ∑
λ∈Tβ,M
cλλ
2s−2t0−1Λf
(
s− t0, αλ−1, sin
)
= Ress=s0
[
i−[1+t0](Nα2)s−1/2α−t0
(2πi)t0
t0!
γ−f (1− s + t0)
γ−f (1− s+ [t0])
Λg
(
s, β, cos([1+t0])
)]
+ 2(−1)j
√
π
(j!)2
Gj(1)α
s0−t0−1
∑
λ∈Tβ,M
cλλ
−t0 log(λ) Ress=1Λf (s)
+ 2(−1)j
√
π
(j!)2
Gj(1)α
s0−t0−1 log(α)δ0(s0) Ress=1 Λf(s)
+ (−1)j
√
π
(j!)2
Jj(1)Gj(1)α
s0−t0−1δ0(s0) Ress=1 Λf(s).
Proof. With j as in Lemma 4.10, we have
(4.25) Ress=s0
[
(λα)s−t0−
1
2
ℓ0−1∑
k=0
Ik(αλ−1)
(s− t0 + 2k)2
]
= log(λα)(λα)s0−t0−
1
2Ij(αλ−1).
By Lemma 4.12, the function Λf(s) has at most simple poles. Simplifying equation (4.17)
accordingly, and substituting the result into equation (4.25), we get:
Ress=s0
[
(λα)s−t0−
1
2
ℓ0−1∑
k=0
Ik(αλ−1)
(s− t0 + 2k)2
]
= log(λα)λs0−t0αs0−t0−1(−1)j
√
πGj(1)
(j!)2
Ress=1 Λf(s).
On the other hand, we observe
Ress=s0
[
(λα)s−t0−1
ℓ0−1∑
k=0
I˜k(αλ−1)
s− t0 + 2k
]
= (λα)s0−t0−1I˜j(αλ−1).
Computing I˜j(αλ−1) analagously to the computation of Ij(αλ−1) presented in the proof of
Lemma 4.10 yields
I˜j(αλ−1) = (−1)j
√
π
(j!)2
∑
p∈{0,1}
Ress=1−p
[
Λf (s)Jj(s)Gj(s)(αλ
−1)
1
2
−s
]
,
where Gj(s) is as in equation (4.1) and Jj(s) is as in equation (4.2), both with ǫ = 1. Note
that Jj(s)Gj(s) has a removable singularity at s = 0, and lims→0 Jj(s)Gj(s) 6= 0. Abusing
notation, we write Jj(0)Gj(0) = lims→0 Jj(s)Gj(s). Since Λf(s) has at most simple poles,
we see that
I˜j(αλ−1) = (−1)j
√
π
(j!)2
(
α
1
2λ−
1
2Jj(0)Gj(0) Ress=0Λf(s)
+α−
1
2λ
1
2Jj(1)Gj(1) Ress=1 Λf(s)
)
.
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The function in equation (4.8) is holomorphic at s0. Taking the residue of this function at
s = s0 and applying the formulae above, we deduce
(4.26) iπRess=s0
 ∑
λ∈Tβ,M
cλλ
2s−2t0−1Λf
(
s− t0, αλ−1, sin
)
= Ress=s0
[
i−[1+t0](Nα2)s−1/2α−t0
(2πi)t0
t0!
γ−f (1− s + t0)
γ−f (1− s+ [t0])
Λg
(
s, β, cos([1+t0])
)]
+ 2(−1)j
√
π
(j!)2
Gj(1)α
s0−t0−1
∑
λ∈Tβ,M
cλλ
s0−t0 log(λ) Ress=1 Λf(s)
+ 2(−1)j
√
π
(j!)2
Gj(1)α
s0−t0−1 log(α)
∑
λ∈Tβ,M
cλλ
s0−t0 Ress=1 Λf(s)
+ (−1)j
√
π
(j!)2
Jj(0)Gj(0)α
s0−t0
∑
λ∈Tβ,M
cλλ
s0−t0−1Ress=0 Λf(s)
+ (−1)j
√
π
(j!)2
Jj(1)Gj(1)α
s0−t0−1
∑
λ∈Tβ,M
cλλ
s0−t0 Ress=1 Λf(s).
Equation (4.24) follows from equation (4.26) using equation (4.7) as in Lemma 4.10. 
Proposition 4.14. Make the assumptions of Theorem 2.1. If ǫ = 1, then Λf(s) and Λg(s)
are entire and bounded in vertical strips.
Proof. Since Λf(s) and Λg(s) are in M(−∞,∞), it suffices to prove entirity. Arguing as in
the proof of Lemma 4.12, it suffices to show that
Ress=1 Λf(s) = Ress=1 Λg(s) = 0,
We will show that Ress=1Λf(s) = 0. Reversing the roles of f and g will yield that
Ress=1Λg(s) = 0.
By Lemma 4.12 we know that Λf(s) and Λg(s) have at most simple poles for s ∈ {0, 1}, and
so we can apply Lemma 4.13. Making the same choices as above and using the holomorphy
of Λ(s− t0, αλ−1, sin), equation (4.24) simplifies to
(4.27) Ress=0
[
iN−1/2
(2πi)t0
t0!
γ−f (1− s + t0)
γ−f (1− s+ [t0])
Λg
(
s, β, cos([1+t0])
)]
= 2(−1) t02
√
π
( t0
2
!)2
Gt0/2(1)
∑
λ∈Tβ,M
cλλ
−t0 log(λ) Ress=1Λf (s)
+ 2(−1) t02
√
π
( t0
2
!)2
Gt0/2(1) log(α) Ress=1Λf(s)
+ (−1) t02
√
π
( t0
2
!)2
Jt0/2(1)Gt0/2(1) Ress=1 Λf(s).
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As in Lemma 4.12, we conclude that equation (4.27) still holds when
∑
λ∈Tβ,M cλλ
−t0 log(λ) is
replaced by an arbitrary complex number. SinceGt0/2(1) 6= 0, we conclude that Ress=1Λf(s) =
0. 
Lemma 4.15. Make the assumptions of Lemma 4.10. If ǫ = 0, then
(4.28)
∑
λ∈Tβ,M
cλλ
2s0−2t0−1Ress=s0(s− s0)Λf
(
s− t0, αλ−1, cos
)
= i−[t0](Nα2)s0−1/2α−t0
(2πi)t0
t0!
γ+f (1− s0 + t0)
γ+f (1− s0 + [t0])
Ress=s0(s− s0)Λg
(
s, β, cos([t0])
)
+ δ0(s0)(−1)j+1
(1
2
)j
(j!)
αs0−t0−1Ress=1(s− 1)Λf(s).
Proof. The proof is similar to that of Lemma 4.10. In place of equation (4.15), we get:
Ress=s0
 ∑
λ∈Tβ,M
cλλ
2s−2t0−1(s− s0)Λf
(
s− t0, αλ−1, cos
)
= Ress=s0
[
(s− s0)i−[t0](Nα2)s− 12α−t0 (2πi)
t0
t0!
Λg
(
s, β, cos([ǫ+t0])
) γ+f (1− s+ t0)
γ+f (1− s+ [t0])
]
+
∑
λ∈Tβ,M
cλ(λα)
s0−t0− 12Ij(αλ−1).
We may compute Ij(αλ−1) as in equation (4.16). When ǫ = 0, the function Gj(s) has a
double zero at s = 0, and a single zero at s = 1. For s close to 1, we have the expansion
1
Γ
(
1−s
2
) = −s− 1
2
+O
((
1− s
2
)2)
,
from which it follows that
(4.29) Ij(αλ−1) = 1
2
(−1)j+1 (
1
2
)j
j!
(αλ−1)−
1
2 Ress=1(s− 1)Λf(s).
We conclude as in the proof of Lemma 4.10. 
Lemma 4.16. Make the assumptions of Theorem 2.1. If ψ is a primitive Dirichlet char-
acter with conductor q ∈ P, then the twisted L-functions Λf(s, ψ) and Λg(s, ψ) extend to
holomorphic functions except for at most simple poles in the set {0, 1}.
Proof. Arguing as in the proof of Lemma 4.12, it suffices to show that:
Ress=0 sΛf(s, ψ) = Ress=0 sΛg(s, ψ) = 0.
We will show that Ress=0 sΛg(ψ, s) = 0. Reversing the roles of f and g will yield that
Ress=0 sΛf(ψ, s) = 0. We split the remainder of the proof into two cases.
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Case ǫ = 1. Given s0 ∈ Z<1, choose t0 ∈ Z>1 and subsequently α > 0 and Tβ,M as in Lemma
4.7. Since Re (s0) > t0 + σ− 2ℓ0+ 12 the function in equation (4.8) is holomorphic at s = s0.
Multiplying this function by (s− s0) and taking the residue at s = s0, we get:
(4.30) i−[ǫ+t0](Nα2)s0−
1
2α−t0
(2πi)t0
t0!
γ
(−)ǫ
f (1− s0 + t0)
γ
(−)ǫ
f (1− s0 + [t0])
Ress=s0(s− s0)Λg
(
s, β, cos([ǫ+t0])
)
=
∑
λ∈Tβ,M
cλλ
2s0−2t0−1(−iπ)ǫRess=s0(s− s0)Λf
(
s− t0, αλ−1, cos(ǫ)
)
.
Consider the case β = b
Nq
, for some b < 0 such that (b, Nq) = 1. For λ ∈ Tβ, it follows
that αλ−1 = q
p
for some p ≡ b mod Nq. By our assumptions of s0 and t0, as well as
our assumptions on σ and functional equation (3.33), we see that Λf (s − t0, αλ−1, sin) is
holomorphic at s = s0. It follows that the expression in the second line of equation (4.30)
is zero. Choosing t0 of different parity to s0, we get [ǫ + t0] = [s0]. Therefore Ress=s0(s −
s0)Λg
(
s, b
Nq
, cos(s0)
)
= 0 for all s0 < 1.
If, instead, b > 0 still satisfying (b, Nq) = 1, then we can take b′ ∈ P with b′ ≡ −b mod Nq,
so that we have Λg
(
s, b
Nq
, cos(s0)
)
= Λg
(
s,− b′
Nq
, cos(s0)
)
. Combining the cases b < 0 and
b > 0, we deduce that Ress=s0(s− s0)Λg
(
s, β, cos(s0)
)
= 0 for all β = b
Nq
with (b, Nq) = 1.
Taking t0 of the same parity as s0, we may apply equation (4.13) and Proposition 4.14 to
obtain
(4.31) i−[1+t0](Nα2)s0−
1
2α−t0
(2πi)t0
t0!
γ−f (1− s0 + t0)
γ−f (1− s0 + [t0])
Ress=s0(s− s0)Λg
(
s, β, cos([1+t0])
)
= iπ
∑
λ∈Tβ,M
cλλ
2s0−2t0−1Ress=s0(s− s0)Λf
(
s− t0, αλ−1, sin
)
.
If β = b
Nq
, for some b ∈ Z such that (b, Nq) = 1, then we deduce as above that the second
line of equation (4.31) vanishes. It follows that Ress=s0(s− s0)Λg
(
s, b
Nq
, cos([1+s0])
)
= 0 for
all s0 < 1. On the other hand, if β =
b
q
for some b < 0 such that (b, q) = 1, then λ−1α = q
Np
for some prime p ≡ −b mod q and the second lines of equations (4.30) and (4.31) vanish.
Thus by equation (4.30) applied to s0 = 0 and t0 = 3 we see that Ress=0 sΛg
(
s, b
q
, cos
)
= 0
and by equation (4.31) applied to s0 = 0 and t0 = 2 we see that Ress=0 sΛg
(
s, b
q
, sin
)
= 0.
Case ǫ = 0. Consider two negative rational numbers β, β ′ with the same numerator. For
t0 ∈ Z≥0 we can choose as in the proof of Proposition 4.8 a set TM ⊂ Tβ ∩ Tβ′ with M > t0
elements and we can find cλ ∈ C such that equation (4.7) is satisfied. For s0 < 1, applying
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equation (4.30) to both β and β ′, then subtracting, we get:
(4.32) i−[t0]N s0−
1
2
(2πi)t0
t0!
γ
(−)ǫ
f (1− s+ t0)
γ
(−)ǫ
f (1− s+ [t0])
· (α2s0−t0−1Ress=s0(s− s0)Λg (s, β, cos([t0]))
−α′2s0−t0−1Ress=s0(s− s0)Λg
(
s, β ′, cos([t0])
))
=
∑
λ∈T
cλλ
2s0−2t0−1Ress=s0
[
(s− s0)
(
Λf
(
s− t0, αλ−1, cos
)− Λf (s− t0, α′λ−1, cos))] ,
where we have written α′ = −1/Nβ. Consider β = b
Nq
and β ′ = b
Nq′
for some b < 0 and
q′ ∈ P such that q 6= q′ and (b, Nq) = (b, Nq′) = 1. Since s0 − t0 < −2, the difference
Λf(s− t0, αλ−1, cos)−Λf (s− t0, α′λ−1, cos) is holomorphic at s = s0. Therefore the last line
of equation (4.32) vanishes, so that:
α2s0−t0−1Ress=s0(s− s0)Λg
(
s, β, cos([t0])
)
= α′2s0−t0−1Ress=s0(s− s0)Λg
(
s, β ′, cos([t0])
)
.
Replacing t0 by another integer of the same parity does not alter either side of the above
equation. Choose t0 of different parity to s0, so that [t0] = [s0+1]. Since α 6= α′, by varying
t0 whilst preserving its parity, we deduce that Ress=s0(s− s0)Λg
(
s, β, cos([s0+1])
)
= 0 for all
s0 < 1. The condition that b < 0 can be relaxed by mimicking the argument presented
above.
On the other hand, choosing t0 to have the same parity as s0, equation (4.28) applies to
both β and β ′. Subtracting these cases of equation (4.28), and noting that
Ress=s0
[
(s− s0)
(
Λf
(
s− t0, αλ−1, cos
)− Λf (s− t0, α′λ−1, cos))] = 0,
we obtain:
(4.33) δ0(s0)(−1)j
(1
2
)j
(j!)
(
αs0−t0−1 − α′s0−t0−1)Ress=1(s− 1)Λf(s)
= i−[t0]N s0−
1
2
(2πi)t0
t0!
γ−f (1− s0 + t0)
γ−f (1− s0 + [t0])
·
(
α2s0−t0−1Ress=s0(s− s0)Λg
(
s, β, cos([t0])
)
− α′2s0−t0−1Ress=s0(s− s0)Λg
(
s, β ′, cos([t0])
) )
,
where j = 1
2
(t0 − s0). In the case that s0 < 0, the first line of equation (4.33) vanishes. It
follows that:
q2s0−t0−1Ress=s0(s− s0)Λg
(
s,
b
Nq
, cos([s0])
)
= q′2s0−t0−1Ress=s0(s− s0)Λg
(
s,
b
Nq′
, cos([s0])
)
.
By varying t0 we see that Ress=s0(s− s0)Λg
(
s, b
Nq
, cos([s0])
)
= 0 for s0 < 0.
Consider β = b
q
for b < 0. In this case, we have λ−1α = q
Np
for λ ∈ Tβ. It follows from
the previous paragraph that Ress=0 sΛf (s− 3, λ−1α, cos) = 0, and so equation (4.30) with
s0 = 0, and t0 = 3 implies that Ress=0 sΛg
(
s, b
q
, sin
)
= 0. Varying b as in the range of
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summation in equation (3.32), we see that Ress=0 sΛg(ψ, s) = 0 for any odd character ψ of
conductor q.
When s0 = 0 and t0 = 2, the left-hand side of equation (4.28) vanishes. Equating the
right-hand side of equation (4.28) with zero, and dividing by α−3, we get:
(4.34) N−
1
2
(2πi)2
2
γ+f (3)
γ+f (1)
Ress=0 sΛg(s, β, cos) = −1
2
Ress=1(s− 1)Λf(s).
Equation (4.34) implies that Ress=0 sΛg
(
s, b
q
, cos
)
does not depend on b coprime to q. For
a primitive even character ψ, we may write Λg(s, ψ) as a sum of additive twists using equa-
tion (3.32). Multiplying by s and taking the residue at s = 0, we get a constant multiplied
by
∑
b mod q ψ(b) which is zero by character orthogonality. It follows that for even primitive
characters Ress=0 sΛg(ψ, s) = 0. 
Lemma 4.17. Make the assumptions of Lemma 4.10. If ǫ = 0, then:
(4.35) Ress=s0
 ∑
λ∈Tβ,M
cλλ
2s−2t0−1Λf
(
s− t0, αλ−1, cos
)
= i−[t0]
(
Nα2
)s0− 12 α−t0 (2πi)t0
t0!
[
log(Nα2)
γ+(1− s0 + t0)
γ+(1− s0 + [t0]) Ress=s0(s− s0)Λg
(
s, β, cos([t0])
)
+
d
ds
(
γ+(1− s+ t0)
γ+(1− s+ [t0])
) ∣∣∣∣∣
s=s0
Ress=s0(s− s0)Λg
(
s, β, cos([t0])
)
+
γ+(1− s0 + t0)
γ+(1− s0 + [t0]) Ress=s0 Λg
(
s, β, cos([t0])
) ]
+ (−1)jαs0−t0−1
[
δ0(s0)
d
ds
(Jj(s)Gj(s))
∣∣∣
s=1
Ress=1(s− 1)Λf(s)
− 2δ0(s0)
(
1
2
)
j
j!
log(α) Ress=s0(s− 1)Λf(s) + δ0(s0)
(
1
2
)
j
j!
Ress=s0 Λf(s)
]
.
Proof. Proceeding as in the proof of Lemma 4.13, we compute
(4.36) Ress=s0
[
(λα)s−t0−
1
2
ℓ0−1∑
k=0
(
I˜k(αλ−1)
s− t0 + 2k + 2
Ik(αλ−1)
(s− t0 + 2k)2
)]
= (λα)s0−t0−
1
2 I˜j(αλ−1) + 2 log(αλ)(αλ)s0−t0− 12Ij(αλ−1),
where j as in Lemma 4.10. We may compute Ij(αλ−1) as in equation (4.29). On the other
hand, recalling that Λg(s) is holomorphic away from at most double poles in the set {0, 1},
we compute:
I˜j(αλ−1) = (−1)j
√
π
(j!)2
∑
p∈{0,1}
Ress=1−p
[
Λf (s)Jj(s)Gj(s)(αλ
−1)
1
2
−s
]
,
25
where Gj(s) is as in equation (4.1) and Jj(s) is as in equation (4.2), with ǫ = 0. Since
Jj(s)Gj(s) has a double zero at s = 0, but is non-zero at s = 1, we deduce
(4.37) I˜j(αλ−1) = (−1)j(αλ−1)− 12
√
π
(j!)2
(
d
ds
(Jj(s)Gj(s))
∣∣∣
s=1
Ress=1(s− 1)Λf(s)
− Jj(1)Gj(1) log(αλ−1) Ress=1(s− 1)Λf(s) + Jj(1)Gj(1) Ress=1Λf(s)
)
.
Observing the evaluation Jj(1)Gj(1) =
(
1
2
)
j
j!π−1/2, and using equations (4.29), (4.36),
and (4.37), we obtain
Ress=s0
 ∑
λ∈Tβ,M
cλ(λα)
s−t0− 12
ℓ0−1∑
k=0
(
I˜k(αλ−1)
s− t0 + 2k + 2
Ik(αλ−1)
(s− t0 + 2k)2
)
= (−1)jαs0−t0−1
[
δ0(s0)
d
ds
(Jj(s)Gj(s))
∣∣∣
s=1
Ress=1(s− 1)Λf(s)
− 2δ0(s0)
(
1
2
)
j
j!
log(α) Ress=1(s− 1)Λf(s) + δ0(s0)
(
1
2
)
j
j!
Ress=1 Λf(s)
]
,
in which we note that the log(λ) terms cancel. On the other hand, we compute directly:
Ress=s0
[
i[t0]
(
Nα2
)s− 1
2 α−t0
(2πi)t0
t0!
γ+(1− s+ t0)
γ+(1− s+ [t0])Λg
(
s, β, cos([t0])
)]
= i[t0]
(
Nα2
)s0− 12 α−t0 (2πi)t0
t0!
[
log(Nα2)
γ+(1− s0 + t0)
γ+(1− s0 + [t0]) Ress=s0(s− s0)Λg
(
s, β, cos([t0])
)
+
d
ds
(
γ+(1− s+ t0)
γ+(1− s+ [t0])
) ∣∣∣∣∣
s=s0
Ress=s0(s− s0)Λg
(
s, β, cos([t0])
)
+
γ+(1− s0 + t0)
γ+(1− s0 + [t0]) Ress=s0 Λg
(
s, β, cos([t0])
) ]
.
By assumption Re (s0) > t0+σ−2ℓ0+ 12 , and so the function in equation (4.8) is holomorphic
at s = s0. Equation (4.35) follows by taking the residue of this function at s = s0. 
Proposition 4.18. Make the assumptions of Theorem 2.1. If ψ is a primitive Dirichlet
character with conductor q ∈ P, then Λf(s, ψ) and Λg(s, ψ) are entire and bounded in
vertical strips.
Proof. Since Λf(s, ψ) and Λg(s, ψ) are in M(−∞,∞), it suffices to prove entirity. Arguing
as in the proof of Lemma 4.12, it suffices to show that
Ress=0 Λf(s, ψ) = Ress=0 Λg(s, ψ) = 0.
We will establish that Ress=0Λg(s, ψ) = 0. Reversing the roles of f and g in the proof
presented below will yield that Ress=0 Λf(s, ψ) = 0.
26
For s0 ∈ Z<1, choose t0 ∈ Z>1, α > 0 and Tβ,M ⊂ Tβ be as in Lemma 4.7. If we choose t0
of different parity to s0, then taking the residue of the function in equation (4.8) at s = s0
gives
(4.38) Ress=s0
[
i−[ǫ+t0](Nα2)s−
1
2α−t0
(2πi)t0
t0!
γ
(−)ǫ
f (1− s+ t0)
γ
(−)ǫ
f (1− s+ [t0])
Λg
(
s, β, cos([ǫ+t0])
)]
= Ress=s0
 ∑
λ∈Tβ,M
cλλ
2s−2t0−1(−iπ)ǫΛf
(
s− t0, αλ−1, cos(ǫ)
) ,
where we have used holomorphy of the function in equation (4.8) at s = s0. We split the
remainder of the proof into two cases.
Case ǫ = 1. Consider first β = b
Nq
for some b < 0 coprime to Nq. By our assumptions
of s0 and t0, as well as our assumptions on σ and functional equation (3.33), we see that
Λf(s− t0, αλ−1, sin) is holomorphic at s = s0. In particular, the right-hand side of equation
(4.38) is zero. Choose t0 of different parity to s0, so that [ǫ + t0] = [s0]. In the proof of
Lemma 4.16, it was demonstrated that Λg
(
s, β, cos([s0])
)
has at most a simple pole at s = s0.
Therefore, the left hand side of equation (4.38) is equal to
i−[ǫ+t0](Nα2)s−
1
2α−t0
(2πi)t0
t0!
γ
(−)ǫ
f (1− s+ t0)
γ
(−)ǫ
f (1− s + [t0])
Ress=s0 Λg
(
s, β, cos([s0])
)
.
It follows that Ress=s0 Λg
(
s, β, cos([s0)]
)
= 0 for all s0 < 1.
In the proof of Lemma 4.16 it was established that the function Λg
(
s, β, cos([1+s0])
)
has
at most a simple pole at s = s0. Taking t0 of the same parity to s0, we may apply equation
(4.13) to obtain:
(4.39) i−[1+t0](Nα2)s0−1/2α−t0
(2πi)t0
t0!
γ−f (1− s0 + t0)
γ−f (1− s0 + [t0])
Ress=s0 Λg
(
s, β, cos([1+s0])
)
= Ress=s0
iπ ∑
λ∈Tβ,M
cλλ
2s−2t0−1Λf
(
s− t0, αλ−1, sin
) .
The second line of equation (4.39) vanishes, and so Ress=s0 Λg
(
s, b
Nq
, cos([1+s0])
)
= 0 for all
s0 < 1. If, instead, β =
b
Nq
for some b > 0 such that (b, Nq) = 1, then we may reduce to the
case b < 0 as in the proof of Lemma 4.16.
Consider β = b
q
for b < 0 coprime to q, so that λ−1α = q
Np
for a prime p ≡ −b mod q.
As above, the second lines of equations (4.38) and (4.39) vanish. Applying equation (4.38)
with s0 = 0, t0 = 3 gives Ress=0Λg
(
s, b
q
, cos
)
= 0, and applying equation (4.39) with
s0 = 0, t0 = 2 gives Ress=0 Λg
(
s, b
q
, sin
)
= 0. Varying b as in the range of summation in
equation (3.32), we deduce that Ress=0 Λg(s, ψ) = 0 in this case.
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Case ǫ = 0. Consider β = b
Nq
with b < 0, and let β ′ ∈ Q<0 have the same numerator.
For t0 ∈ Z≥0 we can choose as in the proof of Proposition 4.8 a set TM ⊂ Tβ ∩ Tβ′ with
M > t0 elements and we can find cλ ∈ C such that equation (4.7) is satisfied. Taking t0 of
different parity to s0, equation (4.38) applies to both β and β
′. Subtracting these cases of
equation (4.38), we get
(4.40) i−[t0]N s0−
1
2
(2πi)t0
t0!
γ+f (1− s+ t0)
γ+f (1− s+ [t0])
· (α2s0−t0−1Ress=s0 Λg (s, β, cos([1+s0]))− α′2s0−t0−1Ress=s0 Λg (s, β ′, cos([1+s0])))
= Ress=s0
[∑
λ∈T
cλλ
2s−2t0−1 (Λf (s− t0, α′λ−1, cos)− Λf (s− t0, αλ−1, cos))
]
,
where we have written α′ = −1/Nβ ′ and used the fact that the functions Λg
(
s, β, cos([1+s0])
)
and Λg
(
s, β ′, cos([1+s0])
)
have at most a simple pole at s = s0 (which was established in
the proof of Lemma 4.16). As per the argument following equation (4.32), the last line of
equation (4.40) vanishes. It follows that:
α2s0−t0−1Ress=s0 Λg
(
s, β, cos([1+s0])
)
= α′2s0−t0−1Ress=s0 Λg
(
s, β ′, cos([1+s0])
)
.
Varying t0, whilst keeping the same parity, we deduce that Ress=s0 Λg
(
s, b
Nq
, cos([1+s0])
)
= 0,
for all s0 < 1 and b < 0 coprime to q.
Taking t0 of the same parity as s0, equation (4.35) applies to both β and β
′. Arguing as
above, we are lead to:
q2s0−t0−1Ress=s0 Λg
(
s,
b
Nq
, cos([s0])
)
= q′2s0−t0−1Ress=s0 Λg
(
s,
b
Nq′
, cos([s0])
)
.
Varying t0, it follows that Ress=s0 Λg
(
s, b
Nq
, cos([s0])
)
= 0 for all s0 < 0. If, instead, β =
b
Nq
for some b > 0 such that (b, Nq) = 1, then we may reduce to the case b < 0 as in the proof
of Lemma 4.16.
Consider β = b
q
with b < 0, so that λ−1α = q
Np
for λ ∈ Tβ. As per the previ-
ous paragraph, we know that Ress=0 Λf (s− 3, λ−1α, cos) = 0. From Lemma 4.16 we
know Ress=0 sΛg
(
s, b
q
, sin
)
= 0. Applying equation (4.38) with s0 = 0 and t0 = 3, we
therefore conclude that Ress=0 Λg
(
s, b
q
, sin
)
= 0. Using equation (3.32), this implies that
Ress=0Λg(s, ψ) = 0 for odd primitive characters ψ.
When s0 = 0 and t0 = 2, the left-hand side of equation (4.35) vanishes. Substituting in
equation (4.34) and dividing through by α−3, we see that:
γ+(3)
γ+(1)
Ress=0Λg(s, β, cos) = −
(
log(N)
γ+(3)
γ+(1)
+
d
ds
(
γ+(3− s)
γ+(1− s)
) ∣∣∣∣∣
s=0
)
Ress=0 sΛg(s, β, cos)
+N
1
2
2
(2πi)2
d
ds
(Jj(s)Gj(s))
∣∣∣
s=1
Ress=1(s− 1)Λf(s).
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As in the proof of Lemma 4.16, equation (4.34) implies that Ress=0 sΛg(s, β, cos) does not
depend on b coprime to q. It follows that Ress=0Λg(s, β, cos) is also independent of b co-
prime to q. As in the proof of Lemma 4.16 it follows from equation (3.32) and character
orthogonality that, for even primitive characters ψ, we have Ress=0 Λg(s, ψ) = 0. 
Altogether, we have shown that the assumptions of Theorem 2.1 imply those of Theo-
rem 4.1.
5. Proof of Theorem 1.1
Under the assumptions of Theorem 1.1, we have:
(5.1)
Λ(s, ρ2)
Λ(s, ρ1)
= L(s) ·

ΓR(s)
2, p2 − p1 = 2, m2 −m1 = 0,
ΓR(s+ 1)
2, p2 − p1 = 0, m2 −m1 = 2,
ΓR(s)ΓR(s+ 1), p2 − p1 = m2 −m1 = 1.
for some Dirichlet series L(s). Let us write
L(s) =
∞∑
n=1
cnn
−s.
For j = 1, 2, the representation ρj factors through a number field Fj and the Artin L-function
Λ(ρj, s) has an Euler product expansion as in equation (1.1). Each Euler factor has the form
[Fj:Q]∏
i=1
( ∞∑
m=0
αmi NFj/Q(p)
m
)
.
Using this expression to compute the Dirichlet coefficients, we deduce that cn = O (n
σ) for
all σ > 0 as in Theorem 2.1 (cf. [NO, Lemma 5.1]).
Let ψ be a Dirichlet character as in Theorem 2.1, and denote its parity by ǫψ. For j = 1, 2,
let w(ρj) denote the corresponding root number. Using the formulas in [Del73, Section 5],
the tensor product representation ρj ⊗ ψ satisfies the functional equation:
(5.2) Λ(s, ρj ⊗ ψ) = w(ρj) sgn(ψ)ψ(Nj)τ(ψ)
dj
qdj/2
(
Njq
dj
) 1
2
−s
Λ(1− s, ρ˜j ⊗ ψ¯).
Assume first that p2−p1 6= m2−m1. Let P denote the set of odd primes coprime toN1N2. For
all p ∈ P, dividing equation (5.2) with j = 2 by that with j = 1, we recover equation (2.4)
with N = N2/N1, ǫ = (m2 − m1)/2 and an = w(ρ2)w(ρ1)cn. Therefore if Λ(s, ρ2)/Λ(s, ρ1) has
finitely many poles, Theorem 2.1 implies that L(s) = L(s, f) for some Maass form f . If f is
non-cuspidal then L(s, f) has a pole at s = 1, but this contradicts the fact that Λ(s, ρ1) and
Λ(s, ρ2) have neither zeros nor poles along the line Re (s) = 1, cf. [IK04, Corollary 5.47].
On the other hand if f is cuspidal then it may be written as a linear combination of Hecke
eigenforms. If f were a Hecke eigenform, then the Euler factors of L(s, f) would be reciprocal
polynomials in p−s thus contradicting the assumption on the non-archimedean Euler factors
of L(s, ρ1) and L(s, ρ2). Therefore, f is a non-trivial linear combination of Hecke eigenforms,
which contradicts the main theorem [KMP06].
The case p2 − p1 = m2 −m1 is similar. Indeed, in this case, the gamma factor in equa-
tion (5.1) is equal to the gamma factor ΓC(s) of a holomorphic modular form. Let ψ be a
Dirichlet character as above. Taking ρ = ρ1 (resp. ρ2) in equation (5.2) and dividing, we
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deduce [BK13, equation (1)]. If the quotient Λ(s, ρ2)/Λ(s, ρ1) had only finitely many poles,
then [BK13, Theorem 1.1] implies that Λ(s, ρ2)/Λ(s, ρ1) is a weight 1 modular form and we
may argue as above.
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