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We formulate and analyze a double-slit proposal for quantum annealing, which involves observing
the probability of finding a two-level system (TLS) undergoing evolution from a transverse to a
longitudinal field in the ground state at the final time tf . We demonstrate that for annealing
schedules involving two consecutive diabatic transitions, an interference effect is generated akin
to a double-slit experiment. The observation of oscillations in the ground state probability as a
function of tf (before the adiabatic limit sets in) then constitutes a sensitive test of coherence
between energy eigenstates. This is further illustrated by analyzing the effect of coupling the TLS
to a thermal bath: increasing either the bath temperature or the coupling strength results in a
damping of these oscillations. The theoretical tools we introduce significantly simplify the analysis
of the generalized Landau-Zener problem. Furthermore, our analysis connects quantum annealing
algorithms exhibiting speedups via the mechanism of coherent diabatic transitions to near-term
experiments with quantum annealing hardware.
I. INTRODUCTION
Feynman famously wrote that the double-slit interfer-
ence experiment “...has in it the heart of quantum me-
chanics. In reality, it contains the only mystery” [1]. Here
we propose a double-slit experiment for quantum anneal-
ing (QA). In analogy to Feynman’s particle-wave double-
slit, the proposed experiment can only be explained by
the presence of interference and would break down upon
either an intermediate measurement or strong decoher-
ence. We are motivated by the recent resurgence of in-
terest in quantum annealing using the transverse field
Ising model [2, 3], which has led to major efforts to build
physical quantum annealers for the purpose of solving op-
timization and sampling problems [4–7], and significant
debate as to whether quantum effects are at play in the
performance of such devices [8, 9]. The mechanisms by
which QA might achieve a speedup over classical com-
puting remain hotly contested, and while tunneling is of-
ten promoted as a key ingredient [10] and entanglement
is often viewed as a necessary condition which must be
demonstrated [11, 12], a consensus has yet to emerge.
Yet, an explicit example is known where QA theoretically
provides an oracle-based exponential quantum speedup
over all classical algorithms [13], and other examples are
known where QA provides a speedup over classical simu-
lated annealing [14–19]. An essential feature in all these
cases are diabatic transitions which circumvent adiabatic
ground state evolution to enable the speedup, in the
spirit of the idea of shortcuts to adiabaticity [20]. When
these transitions result in a coherent recombination of
the ground state amplitude (a phenomenon known as a
diabatic cascade [16, 21]), the result is a wave-like in-
terference pattern in the ground state probability as the
anneal time is varied [22–24]. We thus conjecture that
coherent recombination of ground state amplitudes after
coherent evolution between diabatic transitions can play
a critical role in enabling quantum speedups in QA. The
double-slit proposal we formulate and analyze here is de-
signed to test for the presence of quantum interference
due to such coherent evolution.
Viewed from a different perspective, our double-slit
proposal joins a family of protocols designed to probe
the dynamics of what Berry called the “simplest non-
simple quantum problem” [25], a driven TLS near level
crossings [26]. The two-level paradigm was introduced
long ago by Landau and Zener (LZ) [27, 28]. The cor-
responding Hamiltonian for the generalized LZ problem
is
HS(t) = −a(t)X − b(t)Z , (1)
where X, Y and Z are the Pauli matrices. In the orig-
inal protocol which LZ solved analytically, a(t) is con-
stant, b(t) is linear in t, and t runs from −∞ to ∞. The
problem has since been studied under numerous varia-
tions, including Landau-Zener-Stueckelberg interferome-
try where b(t) is periodic [29, 30], the subject of vari-
ous experiments [31–33]. Complete analytical solutions
were limited until recently to certain particular functional
forms of b(t) with constant a(t) [34], a finite-range linear
schedule for both a(t) and b(t) [35], and periodic a(t) and
b(t) [36]. An analytical solution for general b(t) but con-
stant a(t) was found in Ref. [37], which was then extended
to general (but implicitly specified) a(t) as well [38, 39].
Here we consider the case of general schedules a(t) and
b(t), and develop a simple to interpret, yet surprisingly
accurate, low-order time-dependent perturbation theory
approach, that allows us to identify a class of schedules
exhibiting “giant” (relative to linear schedules) interfer-
ence oscillations of the ground state population as a func-
tion of the total annealing time. Our proposal should in
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2principle be straightforward to implement using, e.g., flux
qubits, and toward this end we also study the effects of
coupling to a thermal environment.
The structure of this paper is as follows. In Sec. II
we analyze the TLS quantum annealing problem in the
closed system limit. We first transform to an adiabatic
interaction picture and perform a Magnus expansion,
which allows us to give a simple expression for the ground
state probability in terms of the Fourier transform of a
key quantity we call the angular progression. We then an-
alyze both the LZ problem (with a linear schedule) and a
new “Gaussian angular progression” schedule which gives
rise to large interference oscillations. We explain how
these oscillations can be interpreted in terms of a double-
slit experiment generating interference between ground
state amplitudes. In Sec. III we analyze the problem in
the presence of coupling to a thermal environment. We
consider the weak-coupling limit both without and with
the rotating wave approximation, and find the range of
coupling strengths and temperatures over which the in-
terference oscillations are visible, using parameters rele-
vant for superconducting flux qubits. We find a simple
semi-empirical formula that accurately captures all our
open-system simulation results in terms of three physi-
cally intuitive quantities: the oscillation period, rate of
convergence to the adiabatic limit, and damping due to
coupling to the thermal environment. We express all
three are in terms of the input parameters of the the-
ory. Conclusions and the implications of our results are
discussed in Sec. IV. A variety of supporting technical
calculations and bounds are provided in the Appendix.
II. CLOSED SYSTEM ANALYSIS AND
RESULTS
A. Adiabatic interaction picture for two-level
system quantum annealing
We first consider the closed system setting. Consider a
two-level system (TLS) quantum annealing Hamiltonian
in the standard form (1), where the annealing schedules
a(t), b(t) ≥ 0 respectively decrease/increase to/from 0
with time t ∈ [0, tf ], where tf is the duration of the
anneal. The schedules need not be monotonic, and our
analysis thus includes “reverse annealing” [40–44] as a
special case. The TLS can be a single qubit or the two
lowest energy levels of a multi-qubit system separated
by a large gap from the rest of the spectrum. Key to
our analysis is a series of transformations designed to ar-
rive at a conveniently reparametrized interaction picture.
First, we rewrite Eq. (1) in the form
HS(s) = −1
2
E0[A(s)Z +B(s)Y ], (2)
where A(s) = 2a(t)/E0 and B(s) = 2b(t)/E0 are di-
mensionless schedules parametrized by the dimensionless
time s = t/tf , and E0 > 0 is the energy scale of the
Hamiltonian. We have cyclically permuted the Pauli ma-
trices for later convenience. The ground states of HS(0)
and HS(1) are |0〉 and |−i〉, respectively. Second, we
parametrize the annealing schedules in the angular form
A(s) = Ω(s) cos θ(s), B(s) = Ω(s) sin θ(s) , (3)
where θ(0) = 0 and θ(1) = pi/2. Under this parametriza-
tion the eigenvalues of HS(s) are ±E0Ω(s)/2, so the
gap is ∆(s) = E0Ω(s). Thus, any non-trivial time-
dependence of the gap is encoded in the time-dependence
of Ω(s), which we refer to as the dimensionless gap. The
quantity
τ(s) ≡
∫ s
0
ds′Ω(s′) (4)
is the cumulative dimensionless gap. Third, changing
variables from s to τ to absorb Ω(s), the system satisfies
the Schro¨dinger equation
i
d
dτ
|ψ〉 = −1
2
E0tf [cos θ(τ)Z + sin θ(τ)Y ] |ψ〉 (5)
(we work in ~ = 1 units throughout). The Hamil-
tonian is diagonalized at each instant by the rotation
RX(θ) = e
−iθX/2. Thus, fourth, we change into the adi-
abatic frame [45, 46] with |ψad〉 = RX(θ) |ψ〉, yielding:
i
d
dτ
|ψad〉 = Had |ψad〉 , Had(τ) ≡ 1
2
(
dθ
dτ
X − E0tfZ
)
.
(6)
We call dθdτ the angular progression of the anneal.
Finally, we transform into the interaction picture with
respect to the free Hamiltonian H0 = −E0tfZ/2 and its
propagator U0(τ) = e
−iH0τ . Letting S± = (X ± iY )/2
denote the spin raising and lowering operators we have
XI(τ) = U
†
0 (τ)XU0(τ) = e
−iE0tfτS+ + h.c., and obtain
i
d
dτ
|ψI〉 = HI(τ) |ψI〉 , HI(τ) ≡ λ(τ)XI(τ) , (7)
where |ψI〉 = U†0 |ψad〉 and λ(τ) = 12 dθdτ . Therefore, we see
that in this adiabatic interaction picture the dynamics of
the annealed TLS is a rotation about the time-dependent
XI axis with a rate equal to the angular progression.
B. Magnus expansion
The corresponding time-ordered propagator UI(τ) =
T+e
−i ∫ τ
0
dτ ′HI(τ ′) can be calculated in time-dependent
perturbation theory using the Magnus expansion (re-
viewed in Appendix A) for the Hermitian operator
K(N)(τ) = ∑Nn=1Kn(τ). The resulting U (N)I (τ) =
exp
[−iK(N)(τ)] converges to UI(τ) uniformly with grow-
3ing N , and is unitary at all orders [47]. To first order:
K1(τ) =
∫ τ
0
dτ1HI(τ1) = φτ (E0tf )S+ + h.c. , (8)
where
φτ (ω) ≡ 1
2
∫ τ
0
dτ1
dθ
dτ1
e−iωτ1 . (9)
To systematically go beyond first order we note that the
Kn(τ) are nth order nested commutators, and hence clo-
sure of the su(2) Lie algebra guarantees that at all orders
K(N)(τ) = η(N)(τ)nˆ(N)(τ)·~σ, where η(N)(τ) > 0, nˆ(N)(τ)
is a unit vector, and ~σ = (X,Y, Z). It thus follows that
U
(N)
I (τ) = I cos η
(N)(τ)− inˆ(N)(τ) · ~σ sin η(N)(τ) . (10)
We will be concerned primarily with the probability of
remaining in the ground state at the final time, denoted
p0←0. Since |ψI(s)〉 = U†0 (τ(s))RX(θ(s)) |ψ(s)〉, we have
|ψI(0)〉 = |0〉 and |ψI(1)〉 = −i |0〉. Thus, to Nth order:
p
(N)
0←0 = 1− p(N)1←0 = | 〈0|U (N)(τf ) |0〉 |2 (11a)
= | cos η(N)(τf )− in(n)Z (τf ) sin η(N)(τf )|2 , (11b)
where the states |0〉 and |1〉 are the initial ground and
excited states, and where τf ≡ τ(1). To first order we
find (see App. A for the explicit form of U (1)):
p
(1)
0←0 = | 〈0| e−i|φ|X |0〉 |2 = cos2(|φ|) , φ ≡ φτ (E0tf ).
(12)
This conceptually elegant result already indicates that
quite generally one may expect the ground state probabil-
ity to oscillate as a function of the anneal time tf , before
the adiabatic limit sets in, a conclusion also reached in
Ref. [24] on the basis of either a large-gap (near-adiabatic
limit) or very small gap (stationary phase approximation)
assumption. Our analysis applies for arbitrary gaps.
C. LZ problem (linear schedule)
Let us first consider the simplest annealing schedule,
namely a linear interpolation of the type considered in the
original LZ problem [27, 28]: A(s) = 1− s and B(s) = s.
To evaluate Eq. (9) we can change the integration vari-
able to s and approximate τ(s) ≈ τfs in the exponent,
yielding φτf (ω) =
1
2
∫ 1
0
ds 1s2+(1−s)2 e
−iωτfs for the first-
order Magnus expansion. We compare this to the numer-
ically exact solution in Fig. 1, which shows remarkably
good agreement. The simplicity of our Magnus expan-
sion approach should be contrasted with the analytical
solution for linear schedules in terms of parabolic cylin-
der functions [35]. Also notable is that while a quantum
interference pattern is visible, the oscillations are very
weak and not controllable (see the insert of Fig. 1). This
FIG. 1. (Color online) The numerically exact (dotted) and
first order Magnus expansion (solid) ground state probabili-
ties of the linear (orange) and two-step Gaussian progression
(blue) at E0 = 0.25 GHz. For the two-step Gaussian we set
α = 32 and µ = 101/800. Insert: zoomed-in view of the linear
schedule results. Here and in other plots we use parameters
compatible with quantum annealing using flux qubits [4–7].
Also shown is the prediction of a simplified double-slit type
analysis (dashed, red). Both the latter and the first order
Magnus expansion result are in excellent agreement with the
numerically exact solution. The effect of strong dephasing in
the instantaneous energy eigenbasis is shown as well (dashed,
black), obtained using a phenomenological noise model with
dephasing parameter Γ described in Appendix D. In this case
the interference oscillations are strongly damped.
motivates us to introduce new schedules with strong and
controllable quantum interference.
D. Strong quantum interference pattern via
Gaussian angular progression
Our goal is to identify a family of annealing sched-
ules that generate strong interference between the paths
leading to the final ground state, such that “giant” oscil-
lations of the ground state probability can be observed.
Therefore we now introduce Gaussian angular progres-
sions.
Suppose that the angular progression is two-step Gaus-
sian, namely, a sum of two Gaussians centered at τf/2±µ
(with µ < τf/2):
dθ
dτ
= c
(
e−[α(τ−(τf/2+µ))]
2
+ e−[α(τ−(τf/2−µ))]
2
)
. (13)
Note that
∫ τf
0
dτ dθdτ = θ(1) − θ(0) = pi2 , which fixes
c. If we assume that α  1 then we may approxi-
mate
∫ τf
0
by
∫∞
−∞ (we bound the approximation error
in Appendix B). Thus c = α
√
pi/4 and Eq. (9) yields
φτf (ω) =
pi
4 e
−iωτf/2e−[ω/(2α)]
2
cos(µω). Using Eq. (12),
4to first order the ground state probability is then
p
(1)
0←0 = cos
2
[pi
4
e−(tf/tad)
2
cos(pitf/tcoh)
]
(14a)
tad ≡ 2α/E0 , tcoh ≡ pi/(µE0) . (14b)
The ground state probability thus approaches its adia-
batic limit of 1 on a timescale of tad (set by the Gaus-
sian width), while undergoing damped oscillations with
a period of tcoh. The oscillations are overdamped when
tad < tcoh. In particular, a single Gaussian (µ = 0) can
thus not give rise to oscillations.
We plot the ground state probability pG(tf ) ≡ p0←0
in Fig. 1, for a two-step Gaussian progression with pa-
rameters chosen to represent the underdamped case; the
associated annealing schedules are shown in Fig. 2(a).
The amplitude of the resulting pre-adiabatic oscillations
seen in Fig. 1 is, as desired, much larger than that as-
sociated with the linear schedule. The accuracy of the
first-order Magnus expansion is again striking, especially
given its simplicity compared to the analytical solution
approaches [37–39]. We give a bound on the first-order
Magnus expansion approximation error in Appendix B.
E. Physical origin of the oscillations
What is the origin of the oscillations? The answer is an
interference effect between the two paths created by the
two-step schedule, which enforces a double-slit or an un-
balanced Mach-Zender interferometer scenario, with pi/4
beam-splitters: see Fig. 2(b). The first step is a per-
turbation that generates amplitude in the excited state,
while the second step allows for some of this amplitude
to recombine with the ground state. The relative phase
between the two paths is ξ = E0tf
∫ s+
s−
Ω(s′) ds′, which
results in oscillations. In Appendix C we derive this re-
sult via a simple interferometer-type model that predicts
the curve marked DS Γ = 0 in Fig. 1, which is in excellent
agreement with the numerically exact result.
A natural question is whether the observation of inter-
ference oscillations as a function of tf implies the exis-
tence of quantum coherence in the computational basis
at tf . We give a formal proof that the answer is affirma-
tive in Appendix D. An illustration is given in Fig. 1, for
the case of dephasing in the instantaneous energy eigen-
basis, which is equivalent to performing a measurement
in this basis between the two Gaussian steps. The final
ground state probability is then the sum of classical con-
ditional probabilities through each beam-splitter, and as
expected, the oscillations disappear.
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FIG. 2. (Color online) Top: Example annealing schedules
A(s) (blue) and B(s) (orange) for a two-step Gaussian pro-
gression with α = 32 and µ = 101/800, subject to the di-
mensionless gap Ω(s) = 0.99 cos2(2pis) + 0.01, which is shown
as well (dashed, green). Bottom: Equivalent interferometer
model in the adiabatic interaction picture. The system starts
in the ground state |0〉. At s1 ≈ 0.25 the first Gaussian splits
the amplitude, some of which evolves in the excited state |1〉,
where it acquires a relative phase ξ ∝ tf . The second Gaus-
sian at s2 ≈ 0.75 returns part of the excited state amplitude to
the ground state, where it recombines. The total ground state
amplitude is a2+e−iξb2. Each Gaussian acts as an unbalanced
(a, b) beamsplitter (purple), where a = cos
(
pi
8
e−(tf/tad)
2
)
,
b = −i sin
(
pi
8
e−(tf/tad)
2
)
(see Appendix C for details).
F. Role of the angular progression
We emphasize that the angular progression
dθ
dτ(s)
=
B′(s)A(s)−A′(s)B(s)
Ω(s)3
, (15)
is the sole quantity needed to determine the ground state
probability, per Eqs. (9) and (12). In particular, per
Eq. (15), any transformation of A(s), B(s) and Ω(s) that
leaves dθdτ invariant will not affect PG in the closed-system
setting.
Note, furthermore, that specifying the angular progres-
sion does not uniquely determine the annealing schedules
A(s) and B(s). This is advantageous for practical pur-
5poses, since such schedules are typically implemented via
arbitrary waveform generators (AWGs) with bandwidth
constraints that can be incorporated into the schedule
design process. To determine these schedules we need
to specify the dimensionless gap Ω(s) and the angular
progression dθdτ . We can determine τ(s) by solving the
differential equation dτds = Ω(s) subject to the boundary
condition τ(0) = 0. Then θ(s) can be determined by
solving the differential equation
dθ
ds
= Ω(s)
dθ
dτ
∣∣∣∣
τ=τ(s)
, (16)
subject to appropriate boundary conditions. Together,
Ω(s) and θ(s) determine the annealing schedules A(s)
and B(s) via Eq. (3). In the two-step Gaussian case this
means integrating Eq. (13), which, for a constant gap,
yields θ(s) as a sum of erf functions.
A particularly interesting example of a dimensionless
gap schedule is one that represents the presence of two
avoided level crossings, a significant feature of the glued
trees problem [13]. An example is shown in Fig. 2(a),
representing an example of the procedure outlined above
for numerical determination of the schedule. It is clear
from Eq. (15) that the main contribution to the angular
progression is the near-vanishing of the gap. In contrast,
when Ω(s) is constant, the main contribution to the an-
gular progression is the suddenness of the schedule, i.e.,
a large A′(s) or B′(s).
III. OPEN SYSTEM ANALYSIS AND RESULTS
While a phenomenological model of dephasing in the
instantaneous energy eigenbasis already shows clearly
how the interference pattern disappears under decoher-
ence (Fig. 1 and Appendix D), this is not a realistic model
of decoherence. We thus examine the effect of coupling
the TLS to a thermal environment that corresponds more
closely to experiments, e.g., with superconducting flux
qubits.
We consider a dephasing model wherein the total
system-bath Hamiltonian is H = HS(t) +HB + gY ⊗B,
whereB is the dimensionless bath operator in the system-
bath interaction, HS(t) is given in Eq. (2), HB is the
bath Hamiltonian, and g is the coupling strength with
units of energy. We assume a separable initial state
ρS(0) ⊗ ρB , with ρB = exp(−βHB)/Z the Gibbs state
of the bath at inverse temperature β and partition func-
tion Z = Tr[exp(−βHB)]. We transform to the in-
teraction picture with respect to HB , so that H 7→
H˜(t) = HS(t) + gY ⊗ B˜(t), with B˜(t) = U†B(t)BUB(t),
and UB(t) = e
−itHB . The same series of transforma-
tions as those leading to Eq. (6) can be summarized as:
Y ⊗ B˜(t) 7→ tfY ⊗ B˜(s) 7→ tfRX(θ)Y RX(−θ)⊗ B˜(s) =
tf [cos(θ)Y + sin(θ)Z]⊗ B˜(s). After the final transforma-
tion to the H0-interaction picture, the total Hamiltonian
replacing HI(τ) in Eq. (7) becomes
Htot(s) =
1
2
θ˙(s)XI(s) + gtf~µ(s) · ~σ ⊗ B˜(s) , (17)
where ~µ = (sinφ cos θ, cosφ cos θ, sin θ) is a unit vector
in polar coordinates, with φ(s) ≡ −E0tfτ(s), and hence-
forth the dot denotes dds .
A. Redfield master equation in the adiabatic
interaction picture
The time-convolutionless (TCL) expansion [48] pro-
vides a convenient and systematic way to derive mas-
ter equations (MEs) without requiring an adiabatic or
Markovian approximation. With the detailed derivation
given in Appendix E, the 2nd order TCL (TCL2) ME in
the adiabatic-frame can be written as:
ρ˙S(s) = −i[HI(s), ρS(s)]
− (gtf )2[~µ(s) · ~σ,Λ(s)ρS(s)] + h.c. , (18)
where
Λ(s) =
∫ s
0
ds′ C(s, s′)UI(s, s′)~µ(s′)U
†
I (s, s
′) · ~σ , (19)
and C(s, s′) = Tr[B˜(s)B˜(s′)ρB ] = C∗(s′, s) is the bath
correlation function. We assume that the bath is Ohmic
with spectral density J(ω) = ηωe−ω/ωc . To ensure
the validity of the TCL2 approximation—which is also
known as the Redfield ME—we derive a general error
bound in Appendix F, and apply this bound to the Ohmic
case. We find the condition tf  βg2η , which is always
satisfied in our simulations.
B. Rotating Wave Approximation (RWA)
In general, the Redfield ME (18) does not generate a
completely positive map, which can result in non-sensical
results such as negative probabilities [49, 50]. Although
this is not necessary for complete positivity [51], a fur-
ther rotating wave approximation (RWA) is usually per-
formed. The resulting Lindblad-type ME also lends itself
to a simpler physical interpretation. As detailed in Ap-
pendix G, this leads to
ρ˙S = −i
[
1
2
θ˙XI +HLS, ρS
]
− g2tfγd
(
ρba |b〉〈a|+ ρab |a〉〈b|
)
(20)
+ g2tfγt
(
ρaa − e−β∆ρbb
)( |b〉〈b| − |a〉〈a| ) ,
where ρab = 〈a|ρS |b〉, all quantities except g, tf and β
are s-dependent, and the effective dephasing and ther-
malization rates γd and γt, respectively, and the basis
6{|a〉 , |b〉}, are given by
|a(s)〉 = UI(s) |−(s)〉 , |b(s)〉 = UI(s) |+(s)〉 (21a)
γd(s) =
1
2
γt(s)
(
1 + e−β∆(s)
)
, γt(s) = γ(∆(s)) . (21b)
Here |±(s)〉 = U†0 (s) |±〉 are the instantaneous eigenvec-
tors of HI(s). The Lamb shift is:
HLS(s) = g
2tf (S(∆(s)) |b〉〈b|+ S(−∆(s)) |a〉〈a|) . (22)
The functions γ(ω)/2 and S(ω) are the real and imagi-
nary parts of the one-sided Fourier transform of the bath
correlation function, and are implicitly β-dependent (see
Appendix G, where we also discuss the validity condi-
tions for the RWA).
C. Numerical results
The numerical solutions of Eqs. (18) and (20) are
shown in Fig. 3 for the two-step Gaussian schedule with
parameters as in Fig. 1 and for the gap schedule plotted
in Fig. 2(a). The main message conveyed by this figure
is that oscillations are visible over a wide range (an order
of magnitude) of temperatures and system-bath coupling
strengths. We also note that for these parameter values
the Redfield ME produces physically valid solutions, de-
spite the concerns about complete positivity mentioned
above. The Redfield ME results in consistently higher
ground state probabilities than the RWA.
These numerical results are accurately reproduced in
terms of a simple semi-empirical formula, also shown in
Fig. 3, and derived in Appendix H:
P ′G(tf ) =
(
PG(tf )− 1
2
)
e−γ¯dtf + PE(β) (23)
where P ′G(tf ) and PG(tf ) denote the open and closed
system success probabilities, respectively, where
γ¯d = g
2
∫ 1
0
ds′ γd(s′) (24)
is the average thermalization rate, and where
PE(β) ≡ e
βE0/2
Z
, Z = 2 cosh(βE0/2) (25)
is the ground state probability in the adiabatic limit,
given by the thermal equilibrium value associated with
HS(1) [Eq. (2)]. As seen in Fig. 3, the agreement is excel-
lent with both the RWA result when we use PE(0) = 1/2
(the infinite temperature limit), and with the TCL2 re-
sults when we use PE(β) and fit β; we find that the fitted
β is consistently slightly lower than the actual β values
used in our simulations.
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FIG. 3. (Color online) Ground state probability as a func-
tion of total annealing time in the open system setting.
Shown are the numerical results of the TCL2 master equa-
tion without the RWA [Eq. (18), Redfield] and with the RWA
[Eq. (20), Lindblad], and the semi-empirical Eq. (23). The
bath is Ohmic with a cutoff frequency ωc = 4 GHZ. Top:
ηg2 = 2× 10−4 for a range of temperatures. Bottom: T = 20
mK for a range of coupling values. TCL2′(0) is the case
PE(0), and is an excellent agreement with the RWA results.
TCL2′(β) is the case PE(1/T ∗) with fitted T ∗ values. From
top to bottom: (a) T ∗ = {13.68, 44.06, 104.50}mK and (b)
T ∗ = {23.72, 24.22, 22.95}mK. Parameter values were chosen
to be consistent with quantum annealing using flux qubits
and the necessary condition tf  βg2η .
IV. DISCUSSION AND CONCLUSIONS
We have proposed a double-slit approach to quan-
tum annealing experiments, exhibiting “giant” interfer-
ence patterns, motivated by the role of coherent diabatic
evolution in enabling quantum speedups. Our analyti-
cal approach based on a simple time-dependent expan-
sion in the adiabatic interaction picture accurately de-
scribes the associated dynamics. The experimental ob-
servation of such interference oscillations then becomes
a clear and easily testable signature of coherence in the
instantaneous energy eigenbasis. The test is simple in
principle: it involves a quantum annealing protocol that
7employs the proposed schedules, with a measurement of
only the ground state population as a function of the an-
neal time tf . When the relative phase between the upper
and lower paths to the ground state is randomized, the
interference effect is weakened.
To explain these results we proposed an effective model
that accurately explains the interference oscillations in
terms of a few simple parameters. Namely, upon replac-
ing PG(tf ) in Eq. (23) by p
(1)
0←0(tf ) as given in Eq. (14a),
the three timescales tcoh, tad, and 1/γ¯d respectively char-
acterize the oscillation period, Gaussian damping due to
approach to the adiabatic limit, and exponential damp-
ing due to coupling to the thermal bath. We expressed
all three timescales in terms of the input physical param-
eters of the problem [Eqs. (14b) and (24)], and together
they completely characterize the oscillations and their
damping.
We expect that an experimental test of our “double-
slit” proposal will reveal the predicted interference os-
cillations for qubits that are sufficiently coherent, such
as aluminum-based flux qubits [5–7], Rydberg atoms [52,
53], or trapped ions [54, 55]. Such an experiment can
be viewed as a necessary condition for quantum anneal-
ing implementations of algorithms exhibiting a quan-
tum speedup, e.g., the glued trees problem [13], which
rely on coherence between energy eigenstates. It ap-
pears relevant (if not essential) to use such coherence
in order to bypass the common objection that stoquas-
tic quantum annealing or adiabatic quantum computing
are subject to, which is that they can be efficiently sim-
ulated using the quantum Monte Carlo algorithm when
restricted to ground-state evolution (with some known
exceptions [56, 57]), due to the absence of a sign prob-
lem [58, 59]. Therefore an experimental observation of
the quantum interference pattern predicted here will bol-
ster our confidence in the abilities of coherent quantum
annealers to one day deliver a quantum speedup.
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Appendix A: Dyson and Magnus series
We repeatedly use the following elementary identity
for su(2) angular momentum operators:
exp(−iϕJx)Jz exp(iϕJx) = Jz cosϕ− Jy sinϕ . (A1)
Note that the Pauli matrices are related via Ji = σi/2,
i ∈ {x, y, z}.
Let us denote the solution of the adiabatic frame
Hamiltonian given in Eq. (6) by Uad(τ). The adiabatic
interaction picture propagator,
UI(τ) = U
†
0 (τ)Uad(τ) (A2a)
= T+e
−i ∫ τ
0
dτ ′λ(τ ′)XI(τ ′) , (A2b)
the solution of Eq. (7), can be computed using the Dyson
series expansion:
UI(τ) = I − i
∫ τ
0
dτ1λ(τ1)XI(τ1)
+ (−i)2
∫ τ
0
dτ1
∫ τ1
0
dτ2λ(τ1)XI(τ1)λ(τ2)XI(τ2) + . . .
(A3)
Note that each term in the Dyson series contributes to
the ground state amplitude if and only if it is an even
power, and likewise to the excitation amplitude if and
only if it is an odd power. Consequently, the amplitudes
calculated from the Dyson series may not be unitary to
a desired precision until the terms are calculated to a
high enough order. For this reason we prefer the Magnus
expansion [47], for which
UI(τ) = lim
N→∞
exp
[
−iK(N)(τ)
]
, K(N)(τ) =
N∑
n=1
Kn(τ) .
(A4)
The first few terms are given by
K1(τ) =
∫ τ
0
dt1λ(τ1)XI(τ1) (A5a)
K2(τ) = − i
2
∫ τ
0
dτ1
∫ τ1
0
dτ2λ(τ1)λ(τ2)[XI(τ1), XI(τ2)] .
(A5b)
Using U
(N)
I (τ) = exp
[−iK(N)(τ)] and Eq. (8) we thus
find
U
(1)
I (τ) = exp (−i[φS+ + h.c.]) (A6a)
=
(
cos(|φ|) −i sin(|φ|)eiϕ
−i sin(|φ|)e−iϕ cos(|φ|)
)
(A6b)
= eiϕZ/2M|φ|e−iϕZ/2 (A6c)
M|φ| ≡ e−i|φ|X = cos(|φ|)I − i sin(|φ|)X .
(A6d)
8where we wrote φ as a shorthand for φτ (E0tf ), and where
ϕ = arg(φ). This directly results in Eq. (12).
To compute the second order Magnus term we use
XI(τ) = e
−iE0tfτS+ + h.c. for the commutation relation
[XI(t1), XI(t2)] = 2i sin[E0tf (τ2 − τ1)]Z , (A7)
so that
K2(τ) =
∫ τ
0
dτ1
∫ τ1
0
dτ2λ(τ1)λ(τ2) sin[E0tf (τ1 − τ2)]Z .
(A8)
Appendix B: Error Analysis of Gaussian Angular
Progression Schedules
1. Extension into full Fourier integrals
We discuss the general Gaussian angular progression
dθ
dτ
= ψ
α√
pi
e−α
2(τ−µ)2 (B1)
where ψ is the Bloch sphere rotation angle. In the main
text we assumed that we can perform a full Fourier trans-
form (i.e., integration limits extended to ±∞) to find
φ =
ψ
2
e−iωµe−(tf/tad)
2
(B2)
and thus arrive at the first order Magnus term
K1 =
ψ
2
e−(tf/tad)
2(
e−iωµS+ + eiωµS−
)
. (B3)
We now show that the assumption of a full Fourier trans-
form results in an exponentially small error in ατ∗ where
τ∗ = min{µ, τf − µ} . (B4)
Let I be the finite time integral
I =
∫ τf
0
dτe−iτω
√
α2
pi
e−α
2(τ−µ)2 (B5)
with 0 < µ < τf , and let F be the full Fourier integral
F =
∫ ∞
−∞
dτe−iτω
√
α2
pi
e−α
2(τ−µ)2 (B6)
and define the error
 = |F − I| , (B7)
where
F − I =
√
α2
pi
{∫ 0
−∞
+
∫ ∞
τf
}
dτe−iτωe−α
2(τ−µ)2 . (B8)
Thus, in terms of the standard normal cumulative density
function ΦG(x) =
1
2
(
1 + erf[x/
√
2]
)
,
 ≤
√
α2
pi
{∫ 0
−∞
+
∫ ∞
τf
}
dτ
∣∣∣e−iτωe−α2(τ−µ)2∣∣∣ (B9a)
=
√
α2
pi
{∫ 0
−∞
+
∫ ∞
τf
}
dτe−α
2(τ−µ)2 (B9b)
= ΦG
(
−
√
2αµ
)
+ 1− ΦG
(√
2α(τf − µ)
)
(B9c)
=
1
2
[erfc(u1) + erfc(u2)] , (B9d)
where erfc(x) = 1 − erf(x) is the complementary error
function, and we have set u1 ≡ αµ, and u2 ≡ α(τf −
µ). The complementary error function is known to have
exponentially small bounds [62]. We can quickly derive
an even tighter bound by writing the error in terms of
the Faddeeva function w(z)
 ≤ 1
2
(
e−u
2
1w(iu1) + e
−u22w(iu2)
)
(B10)
where
w(z) = e−z
2
erfc(−iz)
= e−z
2
(
1 +
2i√
pi
∫ z
0
et
2
dt
)
,
(B11)
which is real and positive for imaginary z. If Im z > 0,
the Faddeeva function has the integral representation [63,
Eq. 7.7.2]
w(z) =
i
pi
∫ ∞
−∞
e−t
2
z − tdt (B12)
from which we note
|w(z)| ≤ 1
pi
∫ ∞
−∞
e−t
2
|z − t|dt, (B13)
and as 1/|z − t| ≤ 1/ Im z,
|w(z)| ≤ 1√
pi
1
Im z
. (B14)
With this bound on the Faddeeva function, it is straight-
forward to obtain the error bound
 ≤ 1
2
√
pi
(
e−u
2
1
u1
+
e−u
2
2
u2
)
≤ 1√
pi
e−(ατ
∗)2
ατ∗
. (B15)
If ατ∗ >
√
pi ≈ 1.77, then  ≤ 0.014. If ατ∗ > 2√pi ≈ 3.5,
then with  ≤ e−4pi/2pi, the percent error in assuming a
full Fourier transform is under 0.6 parts per million. Ex-
tending the limits of integration will not result in an ap-
preciable error if ατ∗ & 2. In other words, if α2 = 1/2σ2,
where σ2 is the variance of the normal distribution, the
9interval [0, τf ] should contain the confidence interval of
at least 2
√
2σ ≈ 2.8σ.
2. Second Order Term of the Magnus Expansion
Evaluating the second order of the Magnus expansion
[Eq. (A8)] yields:
K2 =
ψ2
4
α2
pi
∫ τf
0
dτ2
∫ τ2
0
dτ1e
−α2(τ1−µ)2e−α
2(τ2−µ)2
× sin[ω(τ2 − τ1)]Z .
(B16)
The integral is antisymmetric under the exchange of τ1
and τ2 due to the sine, so we can extend the time-ordered
integrals into the whole square domain as
K2 =
ψ2
8
α2
pi
∫ τf
0
dτ2
∫ τf
0
dτ1e
−α2(τ1−µ)2e−α
2(τ2−µ)2
× sin(ω|τ2 − τ1|)Z .
(B17)
For large α we can let A extend over the entire plane.
The error bound due to extending the integration limits
can be found straightforwardly: the square [0, τf ]× [0, τf ]
contains the circle C centered at (µ, µ) with radius
τ∗, so the region R2 − C contains a probability mass
of e−(ατ
∗)2 (from a 2D Gaussian distribution). Since
|sin(ω|τ2 − τ1|)| < 1, the error in extending the region
of integration is therefore bounded by
2 ≤ e−(ατ∗)2 . (B18)
Thus, up to an error of 2, we may write
K2 =
ψ2
8
〈sin(ω|T2 − T1|)〉Z, (B19)
where T2 and T1 are independent Gaussian random vari-
ables with variance 1/(2α2). We can perform a change
of variables into T+ = T2 + T1 and T− = T2 − T1, which
are independent random variables with sum and differ-
ence means 2µ and 0 respectively, and both with variance
1/α2. Finally, the random variable |T−| is known to be
distributed according to the folded-normal distribution
centered at 0 (i.e. the half-normal distribution). Thus,
the expectation value is precisely the imaginary part of
the folded-normal characteristic function [64]:
gt−(ω) = e
−ω2/2α2× (B20)[
(1− ΦG(iω/
√
2α)) + (1− ΦG(iω/
√
2α))
]
,
where the parent normal distribution has a mean µ− = 0.
In this case, the characteristic function simplifies to the
Faddeeva function
gt− = e
−2r2
(
erfc(i
√
2r)
)
= w
(
−
√
2r
)
, (B21)
where again r = ω/2α. From Eq. (B11), we see that
Im gt− = −
2√
pi
D
(√
2r
)
(B22)
where D(z) is the Dawson function
D(z) = e−z
2
∫ z
0
ex
2
dx . (B23)
Thus, as 〈sin(ω|T−|)〉 = Im(gt−(ω)), the second order
term in the Magnus propagator is
K2 = − ψ
2
4
√
pi
D
(√
2r
)
Z . (B24)
3. Magnus Expansion Convergence and Error
Bounds
Let S ≥ ‖K1‖ be a bound on the operator norm of the
first order term in the Magnus expansion. A sufficient
condition for the convergence of the Magnus expansion
is that [65]
S ≤ ξ = 1.08686870 . (B25)
With a Gaussian angular progression as given in
Eq. (B3), and noting that
∥∥e−iωµS+ + eiωµS−∥∥ ≤ 1, it is
then sufficient that
S =
ψ
2
e−(tf/tad)
2
< ξ (B26)
for the Magnus expansion to be convergent. This means
that ψ ≤ 2ξ, and in particular the physically relevant
range ψ ∈ [0, pi/2] (pi/2 represents a balanced beam-
splitter, and ψ > pi/2 is equivalent to pi − ψ) is within
the convergence radius.
If K(n) is the nth order truncation of the Magnus ex-
pansion, the error in the truncation is given by
ME(n) ≡
∥∥∥K −K(n)∥∥∥ ≤ ∞∑
m=n+1
Smbm (B27)
where {bm} is a sequence defined in Ref. [65] via various
recurrence relations. For ψ = pi/2 and for ω/(2α) = 0, 0.5
and 1.0, the corresponding second order truncation errors
are 0.25, 0.1, and 0.008.
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Appendix C: Double-slit interpretation
Having derived the adiabatic frame Hamiltonian given
in Eq. (6)
Had(τ) =
1
2
(
dθ
dτ
X − E0tfZ
)
, (C1)
we see that the angular progression dθdτ of an annealing
schedule is the perturbation that causes transitions be-
tween the two levels of the system. While this perturba-
tion is steady and small in the case of a linear schedule,
Gaussian schedules in which the perturbation is local-
ized suggest an appealing physical picture similar to a
double-slit or interferometer model.
1. Single Gaussian step
Let us first consider a single Gaussian step, which
Eq. (13) reduces to when µ = 0, c = α
√
pi/2. Under
the same assumptions as those leading to Eq. (14), we
then find φτf (ω) =
pi
4 e
−iωτf/2e−(tf/tad)
2
, with ω = E0tf .
Thus, Eq. (A6) gives us the first order Magnus expansion
propagator in the interaction picture with
|φ| = pi
4
e−[E0tf/(2α)]
2
=
pi
4
e−(tf/tad)
2
(C2)
and ϕ = E0tfτf/2. The X-rotation matrix in Eq. (A6c)
thus becomes:
MGψ =
 cos(ψ2 e−(tf/tad)2) −i sin(ψ2 e−(tf/tad)2)
−i sin
(
ψ
2 e
−(tf/tad)2
)
cos
(
ψ
2 e
−(tf/tad)2
)  ,
(C3)
with the superscript G serving as a reminder that this
is the Gaussian step case. Now let us suppose that the
Gaussian profile is narrow: α  E0tf , or equivalently
tad  tf . The perturbation is then sudden relative to
the adiabatic timescale, and acts like a beamsplitter in
a Mach-Zehnder (MZ) interferometer [31]. In this limit
|φ| ≈ pi/4 and Eq. (A6c) gives
U
(1)
I (τf ) = e
i(E0tfτf/2)ZMGpi/2e
−i(E0tfτf/2)Z (C4)
MGpi/2 =
1√
2
(
1 −i
−i 1
)
.
Recall that in the adiabatic interaction picture |ψI(0)〉 =
|0〉. Thus, the first phase factor e−iϕZ has no effect, and
we can picture a process by which the ground state |0〉 is
instantly split into an equal superposition 1√
2
(|0〉 − i |1〉)
by the “Mach-Zender” matrix MGpi/2. These two states
are then propagated freely by U†0 (τf ) = e
i(E0tfτf/2)Z ,
so they accumulate a relative phase of ieiE0tfτf . For a
single Gaussian, interference due to this phase difference
is clearly not picked up via a Z basis measurement.
2. Two Gaussian steps: indirect derivation of the
interferometer model in the narrow Gaussian limit
If instead we consider a two-step Gaussian schedule
[Eq. (13)], then as we already found before Eq. (14),
φτf (ω) =
pi
4 e
−iωτf/2e−(tf/tad)
2
cos(µω), with ω = E0tf .
Eq. (A6) now gives us the first order Magnus expan-
sion propagator in the interaction picture with |φ| =
pi
4 | cos(µE0tf )|e−(tf/tad)
2
and again ϕ = E0tfτf/2.
1
Let us now derive an equivalent MZ interferometer
model. On the one hand, we already know from Eq. (12)
that p
(1)
0←0 = cos
2(|φ|), i.e.
p
(1)
0←0 = cos
2(
pi
4
| cos(µE0tf )|e−(tf/tad)2) . (C5)
This function has a quasiperiod (the distance be-
tween consecutive maxima) of pi/(µE0), a minimum of
cos2(pi/4) = 1/2 at tf = 0, and a maximum of 1.
On the other hand, we may model the two-step narrow
(α  E0tf ) Gaussian schedule as two consecutive, lo-
calized (at τf/2 ± µ) and non-overlapping (α  1/µ)
“beam-splitter” steps, separated by a dimensionless time
interval of 2µ. Each beam-splitter is of the form given in
Eq. (C4), the only difference being that the first acts at
τf/2−µ (preceded by free evolution) and the second acts
at τf/2 + µ (followed by free evolution). In between the
beam-splitter action there is free evolution of duration
2µ. Ignoring the initial and final free evolutions (since
the initial and final state we are interested are both |0〉,
which is invariant under U0) we expect to be able to write
the propagator as the following ansatz:
U˜ (1)(τf ) = M
G
ψ U0(2µ)M
G
ψ (C6)
where we left the angle ψ in the beam splitter matrix (C3)
unspecified in order to determine it by matching to the
properties of p
(1)
0←0 = cos
2(|φ|). Carrying out the matrix
multiplication and computing the expectation value, we
find∣∣∣〈0| U˜ (1)(τf ) |0〉∣∣∣2 = ∣∣cos2(ψ/2)− sin2(ψ/2)e2iµE0tf ∣∣2 .
(C7)
In order for this to match Eq. (C5), we require a
quasiperiod of pi/(µE0) (which is already the case), a
minimum of 1/2 at tf = 0, and a maximum of 1. The
latter two conditions force ψ = pi/4.
Therefore, considering Eq. (C6), we have shown that
the two-step Gaussian model is equivalent (in the large
α limit) to a MZ interferometer with two unbalanced
1 Note that without the exponential decay factor e−(tf/tad)
2
=
e−(tf/tad)
2
the oscillations are completely undamped and the
adiabatic limit is never reached. Thus it is clear that the finite
width of the Gaussian steps is solely responsible for the onset of
adiabaticity.
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beamsplitters, separated by free propagation of duration
2µ (the separation between the two Gaussians).
The double-slit (or MZ interferometer model) is re-
markably accurate in terms of predicting the ground state
probability. This is shown in Fig. 1, where we compare
the numerically exact result and the solution of the sim-
ple interferometer model given by Eq. (C7). Namely,
we use the interference model given in Eq. (C7), with
ψ = pi/4. To calculate the interference fringe, the po-
sition of each of the two Gaussians is given by s± =
(τf/2± µ)/τ . The phase factor µE0tf , which only holds
in the large α limit, is replaced by E0tf [τ(s+)−τ(s−)] =
E0tf
∫ s+
s−
ds′Ω(s′), where τ(s) is the cumulative dimen-
sionless gap [Eq. (4)]. The reason for this replacement is
given in the following, alternative and more direct deriva-
tion of the interferometer model.
3. Two Gaussian steps: direct derivation of the
interferometer model
Given the two-step Gaussian schedule, Eq. (13),
dθ
dτ
= c
(
e−[α(τ−τ+)]
2
+ e−[α(τ−τ−)]
2
)
, (C8)
where τ± = τf/2± µ, we can split the unitary generated
by the adiabatic frame Hamiltonian, Eq. (C1), into two
parts:
Uad(τf , 0) = Uad(τf ,
τf
2
)Uad(
τf
2
, 0) (C9)
We now wish to apply the Magnus expansion separately
to each of the unitaries Uad(
τf
2 , 0) and Uad(τf ,
τf
2 ). Con-
sider Uad(
τf
2 , 0). Inverting Eq. (A2a), the first order Mag-
nus expansion [Eq. (A6)] gives
Uad(
τf
2
, 0) = U0(
τf
2
, 0)U
(1)
I (
τf
2
, 0) (C10a)
= U0(
τf
2
, 0)eiϕZ/2M|φ|e−iϕZ/2 , (C10b)
where, using Eq. (9), now
φ ≡ φτf/2,0(E0tf ) =
1
2
∫ τf/2
0
dθ
dτ1
e−iE0tfτ1 dτ1 . (C11)
For α  1 we may extend the limits of integration over
the interval [0, τf/2] to ±∞ without considering the sec-
ond Gaussian step:
φ ≈ c
2
∫ ∞
−∞
e−[α(τ1−τ−)]
2
e−iE0tfτ1 dτ1 (C12a)
=
pi
8
e−iE0tfτ−e−(tf/tad)
2
, (C12b)
where we used c = α
√
pi/4 as we found in the derivation
of Eq. (14). We may thus write the explicit form of the
interaction picture unitary as
U
(1)
I (
τf
2
, 0) = ei(E0tfτ−/2)ZMGpi/4e
−i(E0tfτ−/2)Z (C13a)
= U†0 (τ−, 0)M
G
pi/4U0(τ−, 0) , (C13b)
and the adiabatic frame unitary becomes:
Uad(
τf
2
, 0) = U0(
τf
2
, 0)U†0 (τ−, 0)M
G
pi/4U0(τ−, 0) (C14a)
= U0(
τf
2
, τ−)MGpi/4U0(τ−, 0) . (C14b)
Repeating this calculation for the second adiabatic
frame unitary Uad(τf ,
τf
2 ), we obtain
Uad(τf ,
τf
2
) = U0(τf , τ+)M
G
pi/4U0(τ+,
τf
2
) . (C15)
Thus, Eq. (C9) becomes
Uad(τf , 0) = U0(τf , τ+)M
G
pi/4U0(τ+, τ−)M
G
pi/4U0(τ−, 0) ,
(C16)
which describes an interferometer composed of two un-
balanced (pi/4) double beam-splitters, interrupted by free
propagation of duration τ+− τ− (ignoring the initial and
final phases).
The phase accumulated between |0〉 and |1〉 is solely
determined by the free evolution in Eq. (C16),
U0(τ+, τ−) = ei[E0tf (τ+−τ−)/2]Z (C17)
whose value is given by
ξ = E0tf (τ+ − τ−) = E0tf
∫ s+
s−
Ω(s′) ds′ , (C18)
where in the second equality we used Eq. (4).
Appendix D: Interference oscillations in the
double-slit experiment imply quantum coherence in
the computational basis
Here we prove that coherence in the energy eigenbasis
implies, in general, coherence in the computational basis.
Let H(t) denote an arbitrary, time-dependent TLS
Hamiltonian, with instantaneous energy eigenbasis
{|i(t)〉}. The TLS density matrix can be written in this
basis as
ρ(t) =
∑
ij
ρ˜ij(t) |i(t)〉〈j(t)| . (D1)
Let us define “coherence” with respect to a given basis
as the off-diagonal elements of the density matrix in the
same basis. We can compute the coherence in the com-
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putational basis {|0〉 , |1〉} via
ρ01 = 〈0|ρ(t)|1〉 =
∑
ij
〈0|ρ˜ij(t)ij(t)|1〉 , (D2)
where ij(t) = |i(t)〉〈j(t)|. The two bases are related
via a unitary rotation:
|0(t)〉 = cos θ(t) |0〉+ eiφ(t) sin θ(t) |1〉 (D3a)
|1(t)〉 = sin θ(t) |0〉 − eiφ(t) cos θ(t) |1〉 , (D3b)
so that Eq, (D2) reduces to:
〈0|ρ(t)|1〉 = e−iφ
{
(ρ˜00 − 1
2
) sin(2θ)− Re(ρ˜10) cos(2θ)
+ i Im(ρ˜10)
}
. (D4)
where we used ρ˜00 + ρ˜11 = 1 and ρ˜01 =
ρ˜∗10. Equation (D4) can be further simplified using
(ρ˜00 − 12 ) sin(2θ) − Re(ρ˜10) cos(2θ) = C(cosϕ sin(2θ) −
sinϕ cos(2θ)), where
C =
√
(Re ρ˜10)2 + (ρ˜00 − 1
2
)2 (D5a)
tanϕ =
Re(ρ˜10)
ρ˜00 − 12
. (D5b)
Additionally, by making use of the trigonometric identity
sin(2θ − ϕ) = sin 2θ cosϕ− sinϕ cos 2θ, Eq. (D4) can be
written as
〈0|ρ(t)|1〉 = e−iφ(C sin(2θ − ϕ) + i Im ρ˜10) . (D6)
Since C sin(2θ − ϕ) ∈ R, it follows that Im(ρ˜10(t)) 6= 0
implies 〈0|ρ(t)|1〉 6= 0. Therefore we next establish that
indeed, Im(ρ˜10(t)) 6= 0 in our double-slit proposal.
Consider the the ground state just before the first
beam-splitter,
ρ(τ− − ε) = |0〉〈0| (D7)
with ε/(τ+ − τ−)  1. This state evolves through the
double-beam-splitter region [recall Eq. (C16)]:
M|φ|U0(τ+, τ−)M|φ| , (D8)
where U0 is given in Eq. (C17) and M|φ| is given in
Eq. (A6d).
After passing through the first beam-splitter, the sys-
tem density matrix in the energy eigenbasis becomes
ρ(τ− + ε) =
(
cos2(|φ|) i sin(|φ|) cos(|φ|)
−i sin(|φ|) cos(|φ|) sin2(|φ|)
)
.
(D9)
It is useful to include a simple model of decoherence be-
tween energy eigenstates during the time interval [τ−, τ+],
complementary to our master equation treatment. We
can do so by introducing a continuous dephasing chan-
nel. This damps the phases by the factor e−Γ∆τ , where
∆τ = τ+ − τ− = 2µ, and Γ > 0 is the dephasing rate.
Right before the second beam-splitter, the system density
matrix is then:
ρ(τ+ − ε) =
(
cos2(|φ|) ie−Γ∆τeitfE0∆τ sin(|φ|) cos(|φ|)
−ie−Γ∆τe−itfE0∆τ sin(|φ|) cos(|φ|) sin2(|φ|)
)
. (D10)
After passing through the second beam-splitter, the state becomes ρ(τ+ + ε) = M|φ|ρ(τ+ − ε)M†|φ|. We find, after
some algebra:
PG = ρ˜00 = sin
4(|φ|) + cos4(|φ|)− 2e−Γ∆τ sin2(|φ|) cos2(|φ|) cos(∆τE0tf ) Γ→∞−→ 1
4
[cos(4|φ|) + 3] (D11a)
ρ˜01 =
1
2
sin(2|φ|) (e−Γ∆τ [− sin(∆τE0tf ) + i cos(2|φ|) cos(∆τE0tf )] + i cos(2|φ|)) Γ→∞−→ i1
4
sin(4|φ|). (D11b)
We now note from Eq. (C12b) that |φ| = pi8 e−(tf/tad)
2
.
Therefore we may conclude that Im(ρ˜10(tf )) > 0, and
Im(ρ˜10) → 0 only in the adiabatic limit (tf  tad,
which implies |φ| → 0). Note that Eq. (D11a) gener-
alizes Eq. (C7) by including the effect of dephasing in
the energy eigenbasis.
It is clear from Eq. (D11) that oscillations in the
ground state probability PG(tf ), which are present for
finite Γ, imply a non-vanishing Im(ρ˜10(tf )). Therefore
we may conclude that the observation of interference os-
cillations in our proposed double-slit experiment are also
evidence of coherence in the computational basis at tf .
For finite Γ, such coherence vanishes only in the adiabatic
limit.
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Appendix E: Derivation of the adiabatic-frame
TCL2/Redfield master equation
We start from the Hamiltonian given in Eq. (17), which
we write as
Htot(s) = HI(s) + H˜SB(s) (E1a)
HI(s) =
1
2
θ˙(s)XI(s) (E1b)
H˜SB(s) = κ~µ(s) · ~σ ⊗ B˜(s) , (E1c)
where κ ≡ gtf . Our goal is to derive a master equa-
tion for the system evolution. It is convenient to do so
using the time-convolutionless (TCL) approach [48]. To
do so we must first perform yet another interaction pic-
ture transformation, defined by HI(s), with the associ-
ated unitary UI(s, s
′) = T+ exp
[−i ∫ s
s′ HI(s
′′)ds′′
]
, where
T+ denotes forward time-ordering. In this frame the total
Hamiltonian Htot(s) becomes
H˜tot(s) = κ~˜µ(s) ·~σ⊗ B˜(s), ~˜µ(s) = U†I (s, 0)~µ(s)UI(s, 0).
(E2)
We can now calculate the TCL expansion generated by
the superoperator
L(s)ρ = −i
[
H˜tot(s), ρ
]
, (E3)
whereupon
˙˜ρ(s) =
∞∑
n=1
κ2nK2n(s)ρ˜(s). (E4)
The different orders are called TCL2, TCL4, etc. We
give details on the convergence criteria of this expansion
in Appendix F.
To second order the TCL generator is:
K2(s)[ρ˜S ⊗ ρB ] (E5)
= −
∫ s
0
ds′TrB
[
H˜tot(s),
[
H˜tot(s
′), ρ˜S(s)⊗ ρB
]]
,
where ρB is the initial state of the bath, and the joint
initial state is assumed to be in the factorized form ρS ⊗
ρB . Note that the TCL2 approximation coincides with
the Redfield master equation [48].
Let
C(s, s′) = Tr[B˜(s)B˜(s′)ρB ] = C∗(s′, s) (E6)
denote the bath correlation function. By explicitly trac-
ing out the bath, K2(s) can be written as
K2(s)ρ˜S = −κ2
[
~˜µ(s) · ~σ, Λ˜(s)ρ˜S
]
+ h.c. (E7)
where
Λ˜(s) =
∫ s
0
ds′ C(s, s′)~˜µ(s′) · ~σ. (E8)
After transforming back to the Schro¨dinger frame with
respect to HI(s) we obtain:
ρ˙S(s) = −i[HI(s), ρS(s)]
− κ2[~µ(s) · ~σ,Λ(s)ρS(s)] + h.c., (E9)
where
Λ(s) =
∫ s
0
ds′ C(s, s′)UI(s, s′)~µ(s′)U
†
I (s, s
′) · ~σ. (E10)
Appendix F: Necessary convergence criterion
1. General criterion
Assuming [ρB , HB ] = 0 the correlation function be-
comes homogeneous in time, so we use the shorthand no-
tation C(x− y) = C(x− y, 0) = C(x, y). We define the
following quantities to bound the error of the expansion:
τ
(n)
B = t
n
f
∫ ∞
0
ds sn−1|C(s)|, (F1)
and denote τ
(1)
B ≡ τB , which has a natural interpretation
as the bath correlation time [66].
Note that
‖K2(s)[ρ˜S ⊗ ρB ]‖ ≤ c2κ2
∫ s
0
ds′ |C(s′)| ≤ c2κ2τB/tf ,
(F2)
where c2 = O(1) is a constant arising from the number of
terms in the TCL2 double commutator expression (E5).
We can similarly estimate the magnitude of the TCL4
terms:
‖K4(s)[ρ˜S ⊗ ρB ]‖
≤ c4κ4
∫ s
0
∫ s1
0
∫ s2
0
|C(s− s2)||C(s1 − s3)|ds1 ds2 ds3
+ c′4κ
4
∫ s
0
∫ s1
0
∫ s2
0
|C(s− s3)||C(s1 − s2)|ds1 ds2 ds3
(F3)
where c4, c
′
4 = O(1) are constants arising from the num-
ber of terms in the TCL4 sum over multiple commutators
and triple integral. We can bound the two integrals in
Eq. (F3) as follows. Considering the first expression, we
first make a change of variables as
x1 = s− s3 x2 = s1 − s3 x3 = s2 − s3. (F4)
Because 1 ≥ s ≥ s1 ≥ s2 ≥ s3, the new integration limits
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can be obtained as
s3 ≥ 0 =⇒ s ≥ x1 s ≥ s1 =⇒ x1 ≥ x2 (F5a)
s1 ≥ s2 =⇒ x2 ≥ x3 s2 ≥ s3 =⇒ x3 ≥ 0 (F5b)
which is s ≥ x1 ≥ x2 ≥ x3 ≥ 0. The Jacobian |det J | = 1
in this case and the new integral becomes∫ s
0
dx1
∫ x1
0
dx2
∫ x2
0
dx3 |C(x1 − x3)||C(x2)| (F6a)
≤
∫ s
0
dx1
∫ x1
0
dx2
∫ x1
0
dx3 |C(x1 − x3)||C(x2)|
(F6b)
≤
∫ s
0
dx1
∫ x1
0
dx3 |C(x1 − x3)|
∫ x1
0
dx2 |C(x2)|
(F6c)
≤
∫ s
0
dx1
∫ x1
0
dx3 |C(x1 − x3)|τB
tf
. (F6d)
Now we make another change of variables, with
v = x1 − x3 u = x1 + x3. (F7)
The new integration limits can be obtained by
x3 ≥ 0 =⇒ u ≥ v s ≥ x1 =⇒ 2s− v ≥ u (F8a)
x1 ≥ x3 ≥ 0 =⇒ 0 ≤ v ≤ x1. (F8b)
The first line means that 2s−v ≥ u ≥ v, while the second
line gives 0 ≤ v ≤ s since 0 ≤ x1 ≤ s. Thus:∫ s
0
dx1
∫ x1
0
dx3 |C(x1 − x3)| (F9a)
=
∫ s
0
dv |C(v)|
∫ 2s−v
v
du |det J | (F9b)
=
∫ s
0
1
2
(2s− 2v)|C(v)|dv (F9c)
≤
∫ ∞
0
s|C(v)|dv ≤ τB
tf
, (F9d)
where in the last inequality we used s ≤ 1.
The same can be done for the second integral in
Eq. (F3):∫ s
0
ds1
∫ s1
0
ds2
∫ s2
0
ds3 |C(s− s3)||C(s1 − s2)| (F10a)
=
∫ s
0
dx1
∫ x1
0
dx2
∫ x2
0
dx3 |C(x1)||C(x2 − x3)|
(F10b)
≤
∫ s
0
dx2
∫ x2
0
dx3 |C(x2 − x3)|
∫ s
0
dx1 |C(x1)|
(F10c)
≤ (τB/tf )2 . (F10d)
Combining these two bounds thus finally yields:
‖K4(s)[ρ˜S ⊗ ρB ]‖ ≤ (c4 + c′4)κ4 (τB/tf )2 (F11)
In particular, to ensure the validity of the TCL2 approxi-
mation it should be the case that the TCL4 term is much
smaller than TCL2, i.e.:
g2tfτB <
c2
c4 + c′4
or g2tfτB  1. (F12)
2. Ohmic bath case
Let us assume a spin-boson noise model, for which
HSB = gY ⊗
∑
k
(
ξ∗kb
†
k + ξkbk
)
(F13a)
HB =
∑
k
ωkb
†
kbk, (F13b)
where bk is a bosonic annihilation operator for mode k
with frequency ωk, and gk = gξk is the associated system-
bath coupling strength, where ξk is dimensionless and g
has units of energy. A standard approach is to introduce
a spectral density such that |gk|2 7→ J(ω)dω. For an
Ohmic bath we have
J(ω) = ηωe−ω/ωc , (F14)
where η is a parameter with dimensions of time squared.
After transforming to the bath interaction picture and
replacing t by s = t/tf to arrive at H˜SB(s), the bath
correlation function for the Ohmic spectral density is
C(s) =
∫ ∞
0
dω ηωe−ω/ωc× (F15)(
coth
(
βω
2
)
cos(ωstf )− i sin(ωstf )
)
,
an integral which may be evaluated explicitly in terms
of the Polygamma function [66]. In particular, for large
βωc and tf/β, the correlation function can be expanded
as
C(s) =
η
β2
(
− 4pi2e−stf/τB + 1
(stf/τM )
+O
(
e−2stf/τB , (stf )
−3
))
. (F16)
This form indicates a transition from a Markovian regime
of purely exponential decay with a timescale of τB
ωc→∞→
β/(2pi), followed by a non-Markovian regime of power-
law decay with a timescale of τM =
√
2β/ωc. The tran-
sition occurs at a time τtr ≈ β ln(βωc) [66]. In the Marko-
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vian limit ωc →∞ we may thus replace Eq. (F16) by
|C(s)| = η
(
2pi
β
)2
e−2pistf/β , (F17)
and hence the correlation function integral of Eq. (F1)
becomes ∫ ∞
0
ds |C(s)| = η
2pitfβ
, (F18)
which replaces every factor of τB/tf arising from the
same integral in the bounds in the previous subsec-
tion. In particular, we now have the necessary con-
dition ‖K4(s)[ρ˜S ⊗ ρB ]‖ ≤ (c4 + c′4)α4 (η/(2pitfβ))2 <
‖K2(s)[ρ˜S ⊗ ρB ]‖ ≤ c2α2η/(2pitfβ). Eq. (F12) can thus
be rewritten in the Markovian Ohmic case as
g2ηtf
β
<
2pic2
(c4 + c′4)
or
g2ηtf
β
 1. (F19)
For finite ωc, one can refine this bound by replacing
Eq. (F1) with
τB = tf
(∫ str
0
ds |C(s)|+
∫ ∞
str
ds |C(s)|
)
, (F20)
where str = τtr/tf . For our purposes the bound (F19)
suffices and is satisfied in all the numerical results pre-
sented in the main text. Namely, we have
g2ηtf
β ≤ 0.16.
Appendix G: Rotating wave approximation
Let
Γ(ω) =
∫ ∞
0
dt eiωtC(t) = tfΓs(ωtf ) (G1)
be the one-sided Fourier transform of the bath correlation
function, where
Γs(ω) ≡
∫ ∞
0
ds eiωsC(s) =
1
2
γs(ω) + iSs(ω), (G2)
and where γs(ω)/2 and Ss(ω) are the real and imaginary
parts of Γs(ω). Explicitly [48]:
γs(ω) =
∫ ∞
−∞
eiωsC(s)ds (G3a)
Ss(ω) =
1
2pi
∫ ∞
−∞
γ(ω′)P
(
1
ω − ω′
)
dω′ . (G3b)
Here P denotes the Cauchy principal value, and the s
subscript is a reminder that tf has been factored out.
To perform the rotating wave approximation, let us
first define the eigenspace projection operator of HI(s)
as
Π((s)) = |(s)〉〈(s)| , (G4)
where |(s)〉 is an eigenstate of HI(s) with instantaneous
energy (s). We can then define the operator
A(ω(s)) ≡
∑
′(s)−(s)=ω(s)
Π((s))
[
~µ(s) · ~σ]Π(′(s)), (G5)
where
ω(s) ∈
{
0,±θ˙(s)
}
(G6)
is the dimensionless Bohr frequency, and the sum is over
all pairs (s), ′(s) subject to the constraint ′(s)−(s) =
ω(s). The interaction picture master equation (E4) can
then be written to second order, with the TCL2 genera-
tor (E5) as
˙˜ρS =
∫ s
0
ds′TrB
[
H˜tot(s),
[
H˜tot(s
′), ρ˜S(s)⊗ ρB
]]
= κ2
∑
ω,ω′
ei(ω
′−ω)sΓ(ω)
(
A(ω)ρ˜SA
†(ω′)
−A(ω′)A(ω)ρ˜S
)
+ h.c. (G7)
To obtain this master equation, we apply the standard
Markovian approximation: change the integration vari-
able s′ 7→ s−s′ and replace the upper limit with∞. The
RWA consists of neglecting terms in Eq. (G7) for which
ω′ 6= ω. A necessary condition for the validity of the
RWA is [67]:
1/τB < min
ω 6=ω′
|ω − ω′| , (G8)
which, unfortunately, is not always satisfied for the two-
step Gaussian schedule (13) because [recall Eq. (G6)]
min
ω 6=ω′
|ω − ω′| = θ˙(s) ≈ 0 (G9)
for s outside the Gaussian pulse region.
Nevertheless, the RWA results in the interaction pic-
ture adiabatic Markovian master equation in Lindblad
form [66]:
˙˜ρS = −i[HLS, ρ˜S ] +D(ρ˜S), (G10)
where
HLS = κ
2
∑
ω
Ss(ω)A
†(ω)A(ω) (G11)
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is the Lamb shift, and
D(ρ˜S) = κ2
∑
ω
γs(ω)
(
(A(ω)ρ˜SA
†(ω)
− 1
2
{
A†(ω)A(ω), ρ˜S
})
(G12)
is the dissipator.
We can explicitly calculate A(ω(s)). First, recalling
that HI(τ) =
1
2
dθ
dτU
†
0 (τ)XU0(τ) [Eq. (7)], we realize that
the eigenvalues and eigenvectors of HI(s) can be written
as
±(s) = ±1
2
θ˙(s) |±(s)〉 = U†0 (s) |±〉 . (G13)
Also, from the sequence of transformations leading to
Eq. (17), the interaction terms have the form
~µ(s) · ~σ = U†0 (s)
(
cos θ(s)Y + sin θ(s)Z
)
U0(s) . (G14)
Substituting these expressions back into Eq. (G5), we
obtain
A(0) = 0 (G15a)
A
(
θ˙(s)
)
= −ieiθ |−(s)〉〈+(s)| (G15b)
A
(
−θ˙(s)
)
= ie−iθ |+(s)〉〈−(s)| . (G15c)
After undoing the interaction picture transformation
with respect to HI(s) and ignoring the phase factors in
the A(ω) operators, we obtain the Schro¨dinger picture
master equation, namely Eqs. (20)-(22) given in the main
text. In deriving this result we made use of the Kubo-
Martin-Schwinger (KMS) condition [48]
γ(−∆) = e−β∆γ(∆) , (G16)
where ∆ is the dimensionless Bohr frequency in units of
1/tf :
∆(s) = ω(s)/tf . (G17)
Appendix H: Derivation of the semi-empirical
Eq. (23)
The semi-empirical formula (23) can be derived di-
rectly from Eq. (G10). Let us first write Eq. (G10) in
terms of the quantities defined in Eq. (21b):
˙˜ρS =− i[HLS , ρ˜S ]
− tfγd
(
ρ˜+− |+〉〈−|+ ρ˜−+ |−〉〈+|
)
(H1)
+ tfγt(ρ˜++ − e−β∆ρ˜−−)(|−〉〈−| − |+〉〈+|) .
We now follow the steps in Ref. [68] to obtain the solution
in this interaction picture. Eq. (H1) can be split into two
decoupled ordinary differential equations:
dρ˜−−
ds
= −dρ˜++
ds
= [F+(s)ρ˜++ −F−(s)ρ˜−−] (H2a)
dρ˜+−
ds
=
dρ˜∗−+
ds
= −[iΩ(s) + Σ(s)]ρ˜+− , (H2b)
where
F+(s) = g2tfγt(s) (H3a)
F−(s) = g2tfγt(s)e−β∆(s) , (H3b)
and
Ω(s) = g2tf (S(∆(s))− S(−∆(s))) (H4a)
Σ(s) = g2tfγd(s) . (H4b)
Additionally, the KMS condition allows us to write γd(s)
in terms of F+(s)
F+(s)(1 + e−β∆(s)) = 2g2tfγd(s) . (H5)
The solution of Eqs. (H2) is given by:
ρ−−(s) = exp
[
−2tfg2
∫ s
0
ds′ γd(s′)
]{
ρ−−(0) (H6a)
+
∫ s
0
ds′ F+(s′) exp
[
2tfg
2
∫ s′
0
ds′′ γd(s′′)
]}
ρ+−(s) = exp
{
−
∫ s
0
ds′ [iΩ(s′) + tfg2γd(s′)]
}
ρ+−(0)
(H6b)
ρ++(s) = 1− ρ−−(s) (H6c)
ρ−+(s) = ρ∗+−(s) , (H6d)
where the initial conditions are:
ρij(0) =
1
2
, i, j ∈ {+,−}. (H7)
The next step is to move back to Schro¨dinger picture
ρS(t) = UI(t)ρ˜S(t)U
†
I (t) , (H8)
and write the open system ground state probability in
terms of ρ˜S :
P ′G(tf ) = 〈0|ρ(tf )|0〉 (H9a)
= 〈0|UI(tf )ρ˜(tf )U†I (tf )|0〉 (H9b)
=
∑
i,j∈{+,−}
ρij〈0 |χi〉〈χj | 0〉 , (H9c)
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where
|χi(tf )〉 = UI(tf ) |i(tf )〉 = UI(tf )U†0 (tf ) |i〉 . (H10)
For simplicity, we further denote Ua(t) = UI(t)U
†
0 (t),
whose elements can be related to those of UI(t) in the
{|0〉 , |1〉} basis:
Uakl(t) = 〈k|UI(t)U†0 (t)|l〉 = e(−1)
liφ(t) 〈k|UI(t)|l〉 ,
(H11)
where k, l ∈ {0, 1} and φ(t) = −E0t/2. Then:
〈0 |χ+〉〈χ+| 0〉 = 1
2
(|Ua00|2 + Ua00Ua∗01 + Ua01Ua∗00 + |Ua01|2)
(H12a)
〈0 |χ−〉〈χ−| 0〉 = 1
2
(|Ua00|2 − Ua00Ua∗01 − Ua01Ua∗00 + |Ua01|2)
(H12b)
〈0 |χ+〉〈χ−| 0〉 = 1
2
(|Ua00|2 − Ua00Ua∗01 + Ua01Ua∗00 − |Ua01|2)
(H12c)
〈0 |χ−〉〈χ+| 0〉 = 1
2
(|Ua00|2 + Ua00Ua∗01 − Ua01Ua∗00 − |Ua01|2) .
(H12d)
Because UI(t) is the closed system unitary, we have
|Ua00(tf )|2 = | 〈0|UI(tf )|0〉|2 = PG(tf ) , (H13)
and
|Ua00|2 + |Ua01|2 = 1 . (H14)
Eq. (H9) becomes:
P ′G(tf ) =
1
2
+ (ρ+−(tf ) + ρ−+(tf ))(PG(tf )− 1
2
)
(H15a)
+ (ρ++(tf )− ρ−−(tf )) Re(Ua00Ua∗01 ) (H15b)
+ i(ρ−+(tf )− ρ+−(tf )) Im(Ua00Ua∗01 ) . (H15c)
This result is exact and corresponds to the numerical
solution in the TCL2 case shown in Fig. 3.
We now make two additional approximations in order
to arrive at a simpler expression. First, we ignore the
Lamb shift term Ω(s) in Eqs. (H6), which leads to:
ρ+−(tf ) + ρ−+(tf ) ≈ exp
{
−g2tf
∫ 1
0
ds γd(s)
}
(H16a)
ρ+−(tf )− ρ−+(tf ) ≈ 0 . (H16b)
Second, we substitute the solution given in Eqs. (H6) into
line (H15b):
(ρ++(tf )− ρ−−(tf )) Re(Ua00Ua∗01 ) =
Re(Ua00U
a∗
01 )
{
1− 2e−2tfg2
∫ 1
0
ds′γd(s′)
[
1
2
+ tfg
2
∫ 1
0
ds′ γt(s′)e2g
2tf
∫ s′
0
ds′′γd(s′′)
]}
(H17a)
≈ (1− 21
2
) Re(Ua00U
a∗
01 ) = 0 , (H17b)
where in the last line we used the weak coupling assump-
tion, g2tf  1.
With these two approximations, Eq. (H15) becomes
the semi-empirical formula (23) with PE(0) = 1/2. We
note that it is well known that for time-independent Lind-
bladians the RWA master equation has the Gibbs state
as its steady state [48]. We do not recover this result for
the time-dependent case. Rather, we find that the time-
dependent Redfield master equation (TCL2) converges to
the Gibbs state PE(β) =
eβE0/2
Z , but with a temperature
that differs from that of the bath state, as illustrated in
Fig. 3.
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