The Seiberg-Witten map links noncommutative gauge theories to ordinary gauge theories, and allows to express the noncommutative variables in terms of the commutative ones. Its explicit form can be found order by order in the noncommutative parameter θ and the gauge potential A by the requirement that gauge orbits are mapped on gauge orbits. This of course leaves ambiguities, corresponding to gauge transformations, and there is an infinity of solutions. Is there one better, clearer than the others ? In the abelian case, we were able to find a solution, linked by a gauge transformation to already known formulas, which has the property of admitting a recursive formulation, uncovering some pattern in the map. In the special case of a pure gauge, both abelian and non-abelian, these expressions can be summed up, and the transformation is expressed using the parametrisation in terms of the gauge group.
Introduction
Noncommutativity has been studied extensively since it has become clear that noncommutative gauge theories can describe the low energy effective action of a brane in a constant magnetic background (see [1, 2] for reviews). In particular in [3] , a correspondence, known as the Seiberg-Witten map, between gauge fields living on D-brane worldvolume in the background of a non vanishing constant electromagnetic field and noncommutative gauge theory on a space with coordinate x µ satisfying [x µ ; x ν ] = iθ µν (1.1)
has been established.
The simplest example of noncommutative gauge theory is the abelian U(1), which is not a free theory, and is more similar to a U(N) gauge theory. In fact, at least on a torus, there exists a transformation, the Morita equivalence, that allows to change the noncommutativity parameter of the space and the rank of the gauge group at the same time. For example on a 2-torus, U(1) with noncommutativity parameter θ = 1 N is equivalent to an ordinary U(N) theory. In this context, Morita equivalence can be seen from rewriting the objects in a matrix language [4, 5] .
The action of Seiberg-Witten (SW) map and Morita equivalence could be combined, for example, to link the usual abelian Born-Infeld action to its non-abelian version [6] , for which the ambiguities have not yet been solved [7, 8, 9] . In this process, Morita equivalence brings all these ordering ambiguities back into the noncommutative world, where we know that the DBI lagrangian is the lagrangian invariant under SW map, in the slowly varying fields limit. Fixing the ambiguities requires going beyond this limit, which means also having a better knowledge and understanding of the SW map. Another related issue is about the dynamics of the B field. For instance, if we take two snapshots of a U(1) theory, with two different B fields, they would correspond to two different noncommutativity parameters. Let us say that the first one is linked to an ordinary U(5) gauge group by Morita equivalence, while the second one is related to U (3) . Would that mean that the rank of the gauge group itself has become dynamic ? We believe that there are still things to be understood in the case of a constant θ, that could help dealing with a dynamic background.
In this paper, we would like to explore further the order by order formulation of the SeibergWitten map, and the structures associated with it. There already exists a formula, known as Liu's conjecture [10] , recently proven in [11, 12] , which expresses the commutative field strength for a U(1) gauge group in terms of the noncommutative variables non perturbatively. This formula was found by considering the couplings of the noncommutative brane to Ramond-Ramond potentials, and its order by order expansion involves the ⋆ n products [13, 14] . Our approach here is completely different. It is based on solving order by order the SeibergWitten equation, and is closer in spirit to [16] . Using the freedom in the possible solutions [15] we have also chosen expressions that differ from those of [14] by a gauge transformation. The hope was to be able to express the map in a simpler way, without complicated ⋆ n products, and maybe to uncover some new structure in it that would enhance our global understanding of this transformation. Our guiding criterion for choosing a solution is to preserve its structure at all orders. Hence, our expressions, if still order by order, can be expressed recursively and explicitly written at any order with little work, at least in the abelian case. Hopefully, from these recursive expressions we will be able to recover the full non perturbative formula. In the case of the pure gauge, we were able to bring the solution to a particularly suggestive form. What is interesting in the pure gauge case is of course not finding a solution but finding a clue of what particular solution should be chosen. The already emphasized recursivity in the solution for an abelian gauge theory is the main perturbative feature. Work remains to be done to extend it to all orders in A µ . A non perturbative explanation for the existence of this structure has been found only in the case of the pure gauge. Then indeed, the solution can be compactly expressed using the parametrisation in terms of the gauge group, be it abelian or not. The same kind of parametrisation may be possible in the general case, but has not yet been achieved.
The structure of the paper is as follows: Section 2 contains the presentation of the fields, the equations and the work to do. The case of abelian gauge theory is dealt with in section 3, ending with the pure gauge case. This pure gauge case is generalized to non-abelian gauge theory, and is formulated in terms of the gauge group in section 4.
Discovering the landscape
Let us consider a commutative gauge theory. The gauge group may be general, and will not be explicit. The gauge potential is A µ , with field strength
The gauge transformation δ, with gauge parameter λ, will be acting as
We will first study the abelian theory, so that all commutators vanish and the expressions simplify. When working with a non-abelian theory, the gauge structure will then be encoded in the commutators and anticommutators.
On the noncommutative side, usual multiplication of functions is replaced by star product, which here is the Moyal-Weyl formula for a constant noncommutativity parameter θ µν :
This allows us to write the non trivial star commutator 
The gauge transformationδ has gauge parameterλ and
The Seiberg-Witten map
The Seiberg-Witten map is a map between the commutative and the noncommutative gauge theory, which is compatible with gauge transformations. In other words, it maps gauge orbits into gauge orbits. So we can write noncommutative objects as functions of the commutative ones:
and we have the following diagram, which tells that gauge transformingÂ µ as the noncommutative gauge potential or as a function of the commutative one is the same:
and this gives the Seiberg-Witten equation, which will allow us to find the map explicitly:
2 where we have introduced the notations {∂f θ , ∂g} = θ
The first operand carries the first index of θ, making these symbols antisymmetric. Generally speaking, we will not write the indices when contractions are done in a natural way.
Freedom in the solution
To solve the previous equation, we develop the noncommutative variables in powers of θ:
Then the left hand side of equation (2.4) is, at order n, exactly δA
, while development of the star commutator on the right hand side only involves terms of lower (or same) order. This is the key why we can find explicit solution to this equation, order by order in θ. But since the starting point was mapping gauge orbits into gauge orbits, there is some freedom in the solution. This is similar to what happens with linear differential equations: let us call homogeneous the equation (here in the abelian case)
and suppose we know a solution of it, say (A
). Then, thanks to linearity, we can add this to any particular solution of the complete equation to build a new one at this order. Since physics should be the same for different solutions, this should take the form of a gauge transformation [15] . We insist on the fact that some choice at a given order will greatly modify the solution at higher orders. What we will do here is choose a particular solution each time, "nice" in the sense that its structure will be the same at all orders. We will see in the next section what that means explicitly, and identify the gauge transformation that relates our solution with already known solutions, especially that of [10, 12] .
In the following, there will be another type of development: order by order in powers of A ( fig.1 ). In fact, each term in a solution can only involve, algebraically, A, θ and derivatives. Specifying the number of A and the number of θ then characterizes a class of terms (freedom remains in the contraction of indices, and the action of derivatives). We will denote a term of order (A n ; θ m ) in the development ofλ orÂ µ by λ (n,m) or A (n,m) µ (where, as we will see, the latter will in fact contain one more A with the final A µ ). Let us stress that this order in A, whereas well defined in the abelian theory, becomes rather unclear in a non-abelian theory. The field strength, the covariant derivative and the gauge transformation contain a quadratic part in A. This does not mean that order in A does not make sense, but that we will have to be very careful in the identification of the terms. Misidentification would spoil the picture. We will also see that it may be more efficient to sum all the terms of a given order in A, and not in θ, as advertised. Thus, we will use the notation
This partial summing will allow to keep some order in the growth of terms.
To write the Seiberg-Witten equation we can then develop the star commutator in powers of θ, and the fields in power of A and θ. the group is abelian, many terms drop out, leaving only the dots, which do not spread anymore.
The abelian theory
In the abelian theory, different orders in A do not mix together. We will start with the first diagonal of the diagram: the terms of order (A n , θ n ). We will see that we can write solutions so that each point is given from the previous one. The expressions can then also be written easily without recursivity.
The first diagonal: orders (A
n , θ n )
First order
The first order equation is reduced to δA
We can rewrite this solution to make its structure more apparent, so that we can recognize the form of next orders
Second order
At order (A 2 , θ 2 ), we have the equation
Replacing the right hand side with the previous expression, and solving, gives for instance
But there are other possibilities. In [16] another solution, say S 2 , was found
Taking the difference gives the homogeneous solution H = 2(S 2 − S 1 )
We can then easily obtain other solutions by taking linear combinations. In fact, we want to consider the particular combination 
The difference between the solution of [16] and (3.2) is 1 6 H. In particular, it is a gauge transformation onÂ µ , with parameter 1 6 Aθ(∂A)θA. The solution (3.2) is also different from the order 2 expansion of Liu's formula [10, 13, 14] . This time, the difference is 5 12 H, and it is again a gauge transformation. Of course, in both cases, the field strength is the same.
Third order
The third order begins to get very messy. The equation is
Expanding it with the actual expressions (3.1) and (3.2) gives a great number of terms. But we can build an expression on the model arising from (3.1) and (3.2). And indeed, we explicitly checked that the following is a solution to this equation
The interest of having this explicit solution is that we see a structure emerging. The operators look very similar, the coefficients seem to follow some rule. The first two orders were not really enough to draw conclusions, but order 3 strongly suggests that the form can be generalized to a solution of order n.
Recursive formulation
Better than describing some prescriptions leading to the general form of order n -or rather (n, n), we can express the results obtained so far in a recursive manner. Recalling the first order solution
and comparing to (3.2) and (3.3), we can write the second and third orders in a similar way, with A (1,1) or A (2,2) acting as operators, under the form given above. That means explicit derivatives (contrary to those hidden in F s) also act on what is on the right.
This leads to the conjecture that the same iterative relation gives a solution for general n
It is also possible to express an algebraically factorized form without recursivity. Let us denote as d and f the two basic blocks that are building all the terms
ρ A σ = δ ρσ and the rule A −1 λ = 0 (or f λ = 0). Then
The only effect of the f λ = 0 rule is that when developing the last factor, the formulas for A have twice the number of terms than those for λ, as has been seen previously. It might be interesting to learn more about the significance and properties of these f and d, even if they can be thought of as the first order of more general objects. Indeed, we will see the first correction in section 3.2.
The field strength
We calculated the noncommutative field strength corresponding to the previous expressions forÂ µ
And again we identify in these expressions the same recursive pattern
A line by line relation ?
Now that we have some expression for the first diagonal, it still remains to fill the entire triangle on fig.1 to get all the terms. In fact, the whole first line (order 1 in A) is really easy to find, and the solution is essentially unique. It is known as a ⋆ 2 or ⋆ ′ product expression [13] :
We want to use this to extend the previous recursive relation, holding for the first diagonal, to a line by line relation. The basic reason to try to sum by lines (see fig.1 ), is that all terms of the first line depend on ∂A µ + F ·µ , while terms of order (n, n) are expected to depend on ∂A µ + nF ·µ , as can be seen on (3.4). We have calculated a solution at order (2,4), the second term on the second line, and indeed it happens to depend on ∂A µ + 2F ·µ . Then, one may wonder about the extended recursive rules. Recall that the expression at order 2 was the same as the solution for order 1, with
• the starting A replaced by A
(1,1)
If we do the same for all the line, we get ,4) + . . .
And the same for A (2,∞) µ
, replacing ∂λ by (∂A µ + 2F ·µ ). Do not forget that the A (1,m) have to act as operators (the rest of the term is "glued" inside the action of their derivatives). This gives a proposal for order (2, 4) , which almost reproduces an actual solution. In fact, out of a dozen, only one term is missing, and might be accounted for by some ambiguity in the definition. 3 We shall try to comment on this here. One can trace the origin of the mismatch to the term
in the expansion. The problem arises since A (1, 1) should act as an operator on the right, while ← − ∂∂ is acting on the left. Note that this is the first instance where such a situation occurs. One will keep meeting similar ambiguities at higher orders.
The same should also hold for the field strength. Generalizing the formulas (3.5) would give F 
Pure gauge case
We consider here the case when the gauge potential A is a pure gauge. For an abelian theory, this can be done with A ρ = ∂ ρ α. As expected, the field strength vanishes, and the gauge transformation of α should be δα = λ.
The objective here is not to find the solutions: it is the orbit of the noncommutative pure gauge. Indeed, we expect from the map that zero is mapped to zero, and this statement can only hold for the whole orbits. What we are looking for is an expression that, in some sense, is nicer than the others. For that we have chosen solutions that we still have to write in a closed non perturbative form. But in the pure gauge case, things will simplify and we will be able to go further. First, this solution can be generalized in the non-abelian case (see 4.1), whereas we are still unable to do that for a general potential. And second, these formulas can be summed up and expressed in a closed form. This suggests that the same kind of expressions could hold for general potentials, once they are parametrized by elements of the gauge group.
The solution for A and λ
We can rewrite the solution at order (1, ∞)
and recognize the development of a shorter formula (the same holds for λ (1,∞) )
The Seiberg-Witten equation, written at each order in A, gives
4
Order A : δA
4 From now on, we drop the ∞ since no confusion can arise:
Now we can check directly that the expression is indeed solution at order A δA
This formula is still valid to all orders, as we shall now prove recursively. Suppose we have the solution for k ≤ n
and define order (n + 1) by the same recursive formula. Then
and with the help of the Jacobi identity
which is exactly what is needed to finally give
So we arrive at a solution to all orders forÂ µ andλ, in the form
µ and λ (0) being A µ and λ.
The field strength
Here we compute the field strength corresponding to the solution (3.6) for the noncommutative connection, and show recursively that it indeed vanishes.F µν can be developed in powers of A, giving
the Jacobi identity
and replacing in F (n+1) µν , most of the terms cancel, leaving
4 Non-abelian theory
The pure gauge
Since the pure gauge case was so simple in the abelian theory, let us start by studying this particular case again. The crucial point in the abelian theory was the existence of α, such that
This of course is compatible with the abelian gauge transformation, and it would not be in a non-abelian theory, due to the commutator:
But we already know a generalization of this, which allow this gauge transformation:
These are exactly the formulas (3.6) forÂ µ andλ, the commutator being now a gauge commutator instead of a star commutator. Applying the results, without the hats and the stars, we see that the gauge transformation of a non-abelian A µ is the expected one, and that the field strength vanishes. We can also point out that all gauge commutators vanish in the abelian case, and that A µ and λ then reduce to the shorter expected formulas.
On the noncommutative side, we still have the expressionŝ
where the commutators take care at the same time of the noncommutativity and of the nonabelian gauge group. We can think of these formulas as definitions of the gauge potential and gauge parameter which are consistent with the Seiberg-Witten transformation: one can choose the gauge algebra, then defineÂ µ andλ. Of course, one has to use the noncommutativity parameter given by the space, and that defines the star product. But if one changes θ, the same formula is still valid with the new θ. The relation between the old and the neŵ A µ is precisely the SW map. In particular, we get A µ and λ for θ = 0, as expected. So that the expressions of the noncommutative variables in terms of the commutative ones, order by order in θ, start likê
Finally, let us see that we can go beyond this perturbative development. Indeed, if A is a pure gauge, then it can be written in terms of an element g of the gauge group
Now we define α as g = e The developed expressions are just those expected. Of course, it can be checked directly that F is zero or that the right gauge transformation holds. On the noncommutative side, the formulas are the same. We use the corresponding element g, and the star multiplication instead of the ordinary onê 
The general case
Is it possible to generalize the recursive picture from abelian theory to non-abelian one ? To do this, we first have to find a "nice" solution at order θ 2 , which means that it should at least reduce to the abelian solution that we found in 3.1.2. But with the appearance of gauge commutators, there is a lot of freedom in generalizing, and we face some new problems:
-one term out of two in fig.1 was a vanishing commutator, now it does not vanish, -the derivative could be replaced by the covariant derivative or stay as an ordinary derivative,
-the order in A (the lines) is not well defined, now that the field strength, the gauge transformation and the covariant derivative have a quadratic part.
The last point is the reason why we have to calculate the columns first (see fig.1 ), and sort the terms thereafter, identifying which term belongs to which line. As already emphasized, in the abelian case all these terms were of order A (meaning Aλ or
