The capacity region for a state dependent degraded broadcast channel is derived. We study the case with noncausal channel state information (CSI) at the transmitter but no receiver CSI. For this model inner and outer bounds for the capacity region were known. We prove the achievability by introducing a new random coding scheme called the enhanced common randomness superposition coding. In this scheme, the stronger output terminal establishes more common randomness with the input terminal than that provided by the message intended for the degraded output receiver.
I. INTRODUCTION
We consider a state dependent discrete memoryless broadcast channel (SBC) with two outputs, of which one output is a degraded version of the other. The underlying state process is assumed to be independent and identically distributed (i.i.d.), with a known probability mass function (pmf). The Gelfand-Pinsker model of communication is assumed, wherein the transmitter apriori knows the entire state sequence prevailing during the transmission of a codeword. The capacity of a single user state dependent discrete memoryless channel (DMC), with noncausal state information at the transmitter, was derived by Gelfand and Pinsker [1] . The strong converse for the capacity of this state dependent DMC was proved recently [2] . This channel has found applications in coding for memories with defects, fingerprinting, watermarking etc. The two-output degraded broadcast version of this channel was analyzed by Steinberg to derive inner and outer bounds on the capacity region [3] . The inner bounds were obtained by using a combination of superposition coding [4] with the Gelfand-Pinsker achievability scheme for the state dependent channels.
In this paper, we derive the capacity region, with weak converse, for reliable transmission over the two-output degraded SBC. The key contribution of this paper is a new achievability scheme, referred to as the enhanced common randomness superposition coding. The motivation for the scheme comes from the observation that the degradedreceiver-message rate can be utilized for two purposes. The first purpose is to allow transmission of the degraded receiver's message. The second purpose is to provide common randomness between encoder and the stronger receiver's decoder, over which the code for the latter can be built. In prior work, the degraded receiver's message itself has been utilized as this common randomness. We show that it is possible to obtain higher common randomness (CR) between the input terminal and the stronger output terminal than that provided by the degraded receiver's message. This amplified CR helps to achieve "larger" rate region than that possible by existing schemes. For the case of the degraded broadcast channel without states, this new coding scheme coincides with the usual superposition coding scheme. This is explained in the remark at the end of the section III.
II. PRELIMINARIES
We follow the notation of [5] throughout this paper. Consider n i.i.d. repetitions of the random variables ξ and ζ. Denote the typical sets for ξ by T n [ξ] and the conditionally typical subset of ζ given ξ, for a sequence e in T n [ξ] , by T n [ζ|ξ] (e). All the logarithms are to the base 2. Consider a two output SBC with finite input and state alphabets X and S, respectively, and finite output alphabets Y and Z. Denote the channel transition matrix by W : X × S → Y ×Z. The S valued state process {S t } ∞ t=1 is i.i.d. with known pmf P S . The probability law of the SBC is specified by
Denote the marginals of the channel W by W Y |XS and W Z|XS . The SBC W is said to be physically degraded with degraded component Z [6] if
We consider the Gelfand-Pinsker model [1] of communication over a physically degraded SBC 1 with degraded 1 The capacity result for the stochastically degraded SBC follows from here in a standard manner. 
The rate pair associated with this code is ((1/n) log M 0 , (1/n) log M 1 ). Denote by I 0 and I 1 the message random variables distributed uniformly over M 0 and M 1 , respectively. The corresponding (average) probability of error is
with
where
When the receiver, too, has (full) CSI, our results apply in a standard manner by considering an associated degraded SBC with augmented output alphabets Y × S and Z × S. Definition 1. Given 0 < ǫ < 1, a (nonnegative) rate pair (R 0 , R 1 ) is ǫ achievable if for every δ > 0 and for all n sufficiently large, there exist
The set of all achievable rate pairs (R 0 , R 1 ) is called the the capacity region C of the degraded SBC.
Remark. In the usual manner, the capacity region is closed and convex.
For a SBC with channel transition matrix W , random variables (rvs) U 0 , U 1 and V with values in the finite sets U 0 , U 1 and V, respectively, let P(W ) denote the set of all joint pmfs P U0,U1V SXY Z defined on the set
where the random variable S has the specified state distribution. We define the region
where R + is the set of nonnegative reals.
III. CAPACITY REGION OF A DEGRADED SBC
In this paper we will prove the following theorem which gives a computable (single-letter) characterization of the capacity region of a degraded SBC with noncausal knowledge of the state sequence at the encoder. The achievability proof uses a new coding technique that we call the enhanced common randomness superposition coding, where the stronger receiver establishes more common randomness with the encoder than that provided by the message intended for the degraded receiver. Here the term common randomness can be defined as in [7] , although we do not need this definition in our proofs. Theorem 1. For a (physically) degraded SBC with channel transition matrix W , using the Gelfand-Pinsker model of communication described above, the capacity region is given by
Further, the region R is closed and convex and it does not change if the rvs U 0 , U 1 and V take values in the finite sets with cardinalities restricted as follows
In the rest of this section we will prove this result. The proof of the converse is based on classical techniques in information theory [5] and is deferred to the appendix.
Proof of Achievability using the Enhanced Common Randomness Superposition Codes
In this section we exhibit the existence of a coding scheme to achieve the rate pairs in the capacity region (5) . The proof of the existence of the codes is based on the usual random coding and binning arguments. The nomenclature of our coding scheme is motivated by the fact that random variable (U 0 , U 1 ) can be treated as the enhanced common randomness available at the stronger output; specifically, the enhancement corresponding to U 1 . Here we define the random encoding map F and decoding maps (Φ 0 , Φ 1 ). The codebook generation and encoding procedure is summarized in Figure 2 .
1) Generation of Codebooks:
, upon observing s in S n , using a random encoding function F : if s does not belong to the set T n [S] , define F (m 0 , m 1 , s) = x 0 , where x 0 is some fixed element of X n . Otherwise proceed as follows. a) Find the first index 1 ≤ i ≤ ⌊2 nR ′ 0 ⌋ such that the ith element of G m0 0 , U i , is jointly typical with s, i.e., U i ∈ T n [U0|S] (s). If no such element is found, define F (m 0 , m 1 , s) = x 0 . Otherwise proceed as follows.
b) Find the first index 1 ≤ k ≤ ⌊2 nK ⌋ such that the kth element of
a) At the degraded output terminal :
The decoder observes the output z in Z n . If the sequence z does not belong to the set T n [Z] define Φ 0 (z) = 1. Otherwise proceed as follows.
i) Find 1 ≤ m 0 ≤ ⌊2 nR0 ⌋ such that there exists a u in the intersection of the randomly selected set G m0
b) At the stronger output terminal:
The decoder observes the output y in Y n . If the sequence y does not belong to the set T n [Y ] define Φ 1 (y) = 1. Otherwise proceed as follows. i) Find the first indices 1 ≤ i ≤ ⌊2 n(R0+R ′ 0 ) ⌋ and 1 ≤ k ≤ ⌊2 nK ⌋ such that the ith entry of the random set G 0 , u i , and the kth entry of the randomly selected set G 1 (u i ), u ′ k , belong to the set T n [U0,U1|Y ] (y). If there is a unique such pair (u i , u ′ k ), proceed as below. Otherwise define Φ 1 (y) = 1. ii) Find 1 ≤ m 1 ≤ ⌊2 nR1 ⌋ such that there exists a v in the intersection of the randomly selected set
Further define the average probabilities of errors for each receiver's message as follows. m 1 , s) , s). Note that from the definition of the average probability of error in (1), we have e(f, φ 0 , φ 1 ) ≤ e 0 (f, φ 0 ) + e 1 (f, φ 1 ). For i = 0, 1, let e i (F, Φ i ) denote the average probabilities Fig. 2 . Codebook generation and encoding of errors averaged over the random variables F and Φ i . We show that given 0 < ǫ < 1 and (R 0 , R 1 ) in C, for appropriate choices of R ′ 0 , R ′ 1 and K, e i (F, Φ i ) < ǫ, for sufficiently large 2 n. The existence of a sequence of codes achieving (R 0 , R 1 ) follows. Define the events E i , i = 0, 1, and E T as follows.
where the random variables Z and Y are obtained at the output of the channel when the random encoder map F is used. The proof is completed in the following sequence of steps:
A) Since for every value of I 0 and I 1 an element of T n [U0,U1V XS] was sent as the channel input, for n sufficiently large
.
Therefore
B) Let U 0 and U 1 denote the elements of T [U0] and T [U1] , respectively, selected in the encoding steps (2a) and (2b), if they can be selected. Define the following encoding error events.
where ∅ denotes the empty set. From (9) it follows,
The actual value of the threshold depends only on ǫ and the cardinalities of the sets U 0 ,
for i = 0, 1. Next we bound each term on the right hand side of (11). First consider the term Pr E (e) 1
. Given I 0 = m 0 and S 0 = s, s ∈ T n [S] , let U i denote the ith element of G m0 0 . Then from the codebook generation step (1a) and encoding step (2a), for n sufficiently large, the following bounds apply
where δ n > 0 follows the delta-convention [5] . Therefore Pr E (e)
from which it follows that Pr E (e) 1 ≤ ǫ/9 whenever
for n sufficiently large. Similarly, given that the event E (e)c 1 occurs, denote by U ′ k the kth element of the set G 1 (U 0 , S). Then the codebook generation step (1b) and the encoding step (2b) yield that Pr E 
for sufficiently large n. Finally, a similar analysis using steps (1c) and (2c) give Pr E ≤ ǫ/9 whenever
for n sufficiently large. C) Next define the following decoding error events
From the analysis in the last step it follows that if R ′ 0 , K and R ′ 1 satisfy conditions (12), (13) and (14), respectively, the encoding step (2d) yields that given the events E 
Remark. For the usual degraded discrete memoryless broadcast channel (without states), this method of coding offers no additional gain in the achievable rate region. In that case, choosing U 0 as (U 0 , U 1 ) results in a higher degraded-output message rate, while keeping the stronger-output message rate constant. Therefore there is no need for the introduction of the extra CR U 1 . For the degraded SBC, however, using the enhanced CR for transmitting a message to the degraded output does not necessarily gives higher rate for the degraded receiver message.
APPENDIX PROOF OF THE CONVERSE IN THEOREM 1
The region (5) is closed from continuity of the entropy functional. To see that it is convex observe that state independent time sharing does not increase the capacity region (5) 3 . We shall prove a weak converse here. Given a sequence of (⌊2 nR0 ⌋, ⌊2 nR1 ⌋, n) codes (f n , φ n 0 , φ n 1 ) for the degraded SBC W with e(f, φ 0 , φ 1 ) < ǫ n , where ǫ n → 0 as n → ∞, it follows from the definition of the probability of error (1) that e i (f, φ i ) ≤ e(f, φ 0 , φ 1 ), for i = 0, 1. Then the Fano's 3 The arguments are similar to those in [3] inequality and the fact that I 0 is independent of S n yield
where J is a random variable distributed uniformly on the set {1, . . . , n} and ∆ n goes to zero as n goes to infinity 4 . Also, from the degraded channel assumption and the dataprocessing inequality, we obtain
Therefore, proceeding as above we get
. Further, the degraded channel assumption gives
Using a similar analysis for the message I 1 gives
where the last step follows from the degraded channel assumption. Finally define S := S J ; X := X J ; Y := Y J ; Z := Z J ;
Then from (A1)-(A3) it follows that (R 0 , R 1 ) belongs to C, as C is closed and convex. This completes the proof of the converse. However, we still need to bound the cardinalities of the range sets of the auxiliary rvs to get a computable characterization of the capacity region. Let P 1 , P 2 and P 3 be the families of joint distributions on the product sets U 1 VX SYZ, U 0 VX SYZ, and U 0 U 1 X SYZ, respectively. First consider P 1 and define the functions h 1 , h 2 , h 3 , and h xy , for (x, s) in X × S, on it as follows. Consider these functions applied to the conditional distributions P U1V XSY Z|U0 (· | u 0 ) for all u 0 in U 0 . Then from the support lemma [5] it follows that the average values of these functions over the rv U 0 does not change if we confine the set U 0 as follows
Therefore, from the Markov chain relation in (5), the rate region does not change if the constraint (A4) is enforced.
Similarly, consider the following functions on P 2 .
h ′ 1 (P U0V XSY Z ) = H(P S | P U0 ) − H(P Y | P U0 ), h ′ 2 (P U0V XSY Z ) = I(P V ; P Y |V | P U0 ) − I(P V ; P S|V | P U0 ), h ′ xyu0 (P U0V XSY Z ) = P U0XS (u 0 , x, s), ∀(u 0 , x, s) ∈ U 0 × X × S.
Then the average of these functions, when applied to P U0V XSY Z|U1 (· | u 0 ) and averaged over the rv U 0 , and hence the rate region (5) does not change if the following constraint is enforced
Similarly, the rate region does not change if we restrict the cardinality of the set V as below V ≤ X S U 0 U 1 .
which completes the proof of the theorem 1.
