In this paper, a new Monte Carlo interpolation algorithm for sparse multivariate polynomials is given based on the idea of randomized Kronecker substitution. The main contribution is a new method to reduce multivariate polynomial interpolation to that of univariate polynomials, which leads to better computational complexities. For an n-variate black-box polynomial f with a degree bound D and a term bound T , if the coefficients of f are taken from an integral domain R, the algorithm needs
Introduction
The interpolation for a sparse multivariate polynomial f = c 1 m 1 + c 2 m 2 + · · · + c t m t ∈ R[x 1 , . . . , x n ] given as a black-box is a basic computational problem, where R is a ring. Here, the main challenge is that both the monomials m i and the coefficients c i are unknown and the algorithm also needs to take advantage of the sparse structure of f .
In [27] , Zippel gave a probabilistic algorithm which needs an upper bound for the number of terms of f and an upper bound for the degree of f in each variable. In [7] , Ben-Or and Tiwari gave a deterministic algorithm over the field of complex numbers, which needs an upper bound of the number of terms in f . Many improvements and variations of the above methods were given, such as the computational complexity enhancement [20, 28] , the sparse interpolation with nonstandard bases [25] , the sparse interpolation over finite fields [24, 13, 11, 15, 19] , the symbolic-numeric sparse interpolation [12, 23] , the early termination algorithm [22, 14] , and the hybrid sparse interpolation [8, 12] . There also exist many algorithms about the straight-line program interpolation [2, 3, 11, 17, 10] , whose complexities are linear in log D. In particular, the randomized Kronecker substitution is proposed to reduce multivariate polynomial interpolation to that of univariate polynomial interpolation in [4] .
In this paper, we propose a new sparse interpolation algorithm for black-box polynomials over any integral domain by combining the randomized Kronecker substitution and another Kronecker type substitution proposed in [1] . The complexity of the new algorithm is linear in n, T , and D. If the coefficient field is the finite filed F q , then our algorithm costs O ∼ (nT D log q) bit operations plus nT evaluations of the black-box polynomial.
Like all reduction based algorithms, our algorithm has two steps: (1) reduce multivariate interpolation to that of univariate interpolation and (2) interpolate univariate polynomials. For the first step, we use the following Kronecker type substitutions:
f (x s+pI k ) = f (x s 1 , x s 2 , . . . , x s k +p , . . . , x sn )
where p is a prime and s = (s 1 , s 2 , . . . , s n ) ∈ N n is a vector of random integers. The substitution (1) introduced in [4] is called random Kronecker substitution. The substitution (2) was introduced in [1] . In [18] , a new substitution similar to (2) was introduced to give a deterministic way of reducing the multivariate interpolation into univariate ones.
Our method builds on the work [1, 4] . To compare with [4, 1] , we first explain how these algorithms work. The algorithm in [4] has three main steps. 1. Randomly choose O(n + log T ) substitutions s i . 2: Find a diversifying set of terms of f such that a term has the same coefficient after different substitutions. 3: For each term, solve a linear system and obtain its exponents. The algorithm in [1] also has three main ideas. 1: Randomly choose log(T ) substitutions s i . 2: Find the univariate polynomial f (x s u ) with maximal number of terms. 3: Find a prime p such that #f (x su )mod(x p − 1) = #f (x su ) and half of the terms of f can be recovered from f (x s i ) and f (x su+pI k ), k = 1, 2, . . . , n.
Our algorithm works as follows. 1: Randomly choose log(T ) primes p i of size O ∼ (T log D) and substitutions s i ∈ Z n p i . 2: Find u such that #f (x su ) mod (x pu − 1) has maximal number of terms. 3: Half of the terms of f can be recovered from f (x su ) and f (x su+puI k ), k = 1, 2, . . . , n.
Our method is different from that in [1, 4] in the following aspects. Comparing to [4] , we do not need to solve linear systems, so our algorithm is linear in n while theirs is linear in n ω . Also, our algorithm does not need to find the diversifying set, so it works for more general rings. On the other hand, since our algorithm obtains half of the terms of every time, the number of reductions in our algorithm has an extra factor log T comparing to that in [4] . Comparing to [1] , our algorithm chooses a prime p i first and then chooses the substitutions s i ∈ Z n p i , while in [1] , the prime is fixed. As a consequence, the univariate polynomials in our algorithm have degree O ∼ (T D), while the degrees of the univariate polynomials in [1] 
There two ways to interpolating a univariate polynomial of degree d and term t. The Lagrange interpolation algorithm works for any integral domain, which needs O ∼ (d) R operations and O(d) evaluations. If using the Lagrange algorithm, we give a multivariate interpolation algorithm over integral domain, which needs O ∼ (nT D) evaluations and O ∼ (nT D) R operations. If R = F q is a finite field, we give a univariate Ben-or and Tiwari interpolation algorithm, which costs O ∼ ((d log t+ t) log q) bit operations and O(t) evaluations. This leads to a multivariate interpolation algorithm over the finite field F q , which needs nT evaluations and O ∼ (nT D log q) bit operations.
It should be noticed that a univariate Ben-or and Tiwari algorithm over the finite filed was given in [5] , where the upper bound D of the degree is not part of the input and the complexity of the algorithm includes the parameter q. In our algorithm, the upper bound D of the degree is part of the input. By combining with the method in [20] , the new algorithm has complexity which is asymptotically linear in T, D, and log q.
In Table 1 , we compare with methods based on reduction from multivariate to univariate cases, where "#Reductions" is the number of univariate interpolations, "Degree" is the degree of the univariate polynomials, "Bit complexity" is the additional complexities needed besides the univariate interpolations. "Type" means whether the algorithm is deterministic (Det), Monte Carlo (MC), or Las Vegas (LV). D = max n i=1 deg x i (f ) and ω is the matrix multiplication constant.
#Reductions Degree Bit complexity Type Zippel [27] nT Table 1 , we can see that the new algorithm is the only one whose complexity is linear in n, T , and D. Also, the new algorithm gives better complexity than that of [27, 24, 1, 18] . Comparing to [4] , the number of reductions in our algorithm has an extra factor log T . But for the additional bit complexity, our algorithm is linear in n while the algorithm in [4] is linear in n ω . Table 2 is a comparison with algorithms over finite fields. "Probes" is the number of evaluations for the polynomial, "Bit complexity" is the extra complexity besides the evaluation, and "Size of F q " means that this algorithm can work for the finite field whose size satisfies the condition, and in the contrary case, the algorithm need to take values in a proper extension field of F q .
Probes
Bit complexity Size of Fq type Grigoriev-Karpinski-Singer [13] n 2 T 6 log 2 (ntq) + q 2.5 log 2 q Det Klivans-Spielman [24] nT
2 ) LV Javadi and Monagan [19] nT Table 2 , the complexity of our algorithm is asymptotically linear in n, T, D and log q, which performs better than other methods. For the number of probes, our algorithm is the same as that of [24, 19, 4, 18] and is better than that in [15] if O(n) < O(T D). For the size of F q , our algorithm is the same as that of the algorithm in [4] and is better than others.
The rest of the paper is organized as follows. In Section 2, we give a new univariate Ben-or and Tiwari algorithm. In Section 3, we give the reduction procedure from multivariate to univariate cases. In Section 4, we give experimental results which confirm the complexity bounds.
Univariate Ben-or and Tiwari Algorithm over finite field
In this section, we give a univariate Ben-or and Tiwari algorithm over finite fields. It is difficult to extend the multivariate Ben-or and Tiwari algorithm to finite fields [15, 19] .
The Ben-Or and Tiwari sparse interpolation algorithm
Following [20] , we give a brief introduction to the multivariate Ben-Or and Tiwari sparse interpolation algorithm over C.
. . , x n ] be the polynomial to be interpolated, where m i = x e i,1 1 . . . x e i,n n are distinct monomials, c i are non-zero coefficients, and t is the number of terms in f . We assume that f is a black-box, which means, for ∀ (q 1 , . . . , q n ) ∈ C n , we can obtain the value f (q 1 , . . . , q n ). Note that c i , m i , t are not known. In order to determine f uniquely, the algorithm needs as input an upper bound τ + 1 ≥ t on the number of terms in f .
The algorithm proceeds in two stages. The monomials m i are determined first using an auxiliary polynomial ζ(z). Once the m i are known, the coefficients c i can be obtained easily.
1 . . . p e i,n n denote the value of the monomial m i at (p 1 , . . . , p n ), where p i is the i-th prime number. Clearly, different monomials evaluate to different values under this evaluation. Let a 0 , a 1 , . . . , a 2τ +1 be the values of f at the 2(τ + 1) points
Consider the sum
This is a Toeplitz system T t−1,t−1ζt−1 =t 2t−1,t−1 where
This system is non-singular as can be seen from the factorization.
Since the v i are distinct, the two Vandermonde matrices are nonsingular and as no c i is zero, the diagonal matrix is nonsingular, too. If the input value of the upper bound τ + 1 is greater than t, then the coefficients c k , for k > t, can be regarded as zero and the resulting system T τ,τ would be singular.
Lemma 2.1 ([20])
If t is the exact number of terms in f , then a) T i,t−1 is non-singular for all i ≥ t − 1.
By Lemma 2.1, when considering 2τ + 2 values a 0 , . . . , a 2τ +1 of f , the coefficients of ζ(z) can be uniquely recovered from the system T τ,τζτ =t 2τ +1,τ . By finding the roots v i = p
the monomials m i can be recovered.
By choosing the first t evaluations a 0 , . . . , a t−1 of f , we obtain the following transposed Vandermonde system Aĉ =â for the coefficients of f , where
The deterministic Ben-or and Tiwari's algorithm over Z needs O(nT 2 D) Z-operations and the height of the data is T D [20] .
Univariate Ben-or and Tiwari algorithm over finite field
In this section, we give a univariate Ben-or and Tiwari algorithm over the finite field F q . We consider two cases:
We use the primitive root ω of F q instead of the prime p in the complex field. Assume
. . , a 2τ +1 be the values of f at the 2(τ + 1) points ω i , i = 0, 1, . . . , 2τ + 1, that is, a i = t j=1 c j v i j . T t−1,t−1 still can be factored as (5) . Since ω is the primitive root of F q and q > D, v i = v j when i = j. So the two Vandermonde matrices in (5) are nonsingular and Lemma 2.1 is still correct. Now we can give the algorithm.
Algorithm 2.2 (Univariate Polynomial Interpolation over Finite Filed)
Input: A black-box for univariate polynomial f (x) ∈ F q [x], an upper bound τ + 1 on the number of terms in f , and D ≥ deg(f )
Step 1: Assume ω be the primitive root of F q . Evaluate f at the 2(τ +1) points ω i , i = 0, . . . , 2τ +1.
Let a i , i = 0, . . . , 2τ + 1 be the corresponding values.
Step 2: Solve the Toeplitz system T τ,τζτ =t 2τ +1,τ (or the largest non-singular subsystem T j,2τ −j ζ 2τ −j =t 2τ +1,2τ −j of T τ,τ , where j is the smallest positive integer that makes T j,2τ −j nonsingular) to obtain the polynomial ζ(z) =
Step 3: Find the roots v i of ζ(z). Compute the monomial m i = x e i from v i = ω e i .
Step 4: Find the coefficients c i by solving the transposed Vandermonde system Aĉ =â in (6).
Theorem 2.3 Algorithm 2.2 is correct. It needs 2T evaluations and costs O ∼ (D log T log q+T log q) bit operations, where T = τ + 1.
Proof. The correctness comes from Lemma 2.1. Now we analyse the complexity. In Step 1, it needs O(τ log q) bit operations to obtain ω i , i = 1, 2, . . . , 2τ + 1. In Step 2, it needs O(M (τ ) log τ log q) bit operations, where M (τ ) = τ log(τ ) log log(τ ).
In
Step 3, we use the direct method to find all v i . Compute ω i , i = 0, 1, . . . , D, it needs O(D log q) bit operations. Then we evaluate ζ(ω i ), i = 0, 1, . . . , D, by fast evaluations [26] , which needs O(
Then we find all the roots from their evaluations.
In
Step 4, it needs O(M (t) log t log q) bit operations [20] . So the complexity of the total algorithm is O ∼ (D log T log q + T log q) bit operations.
We now consider the case q < D. In this case, since x q = x in F q , we have to evaluate the polynomial in the extended field of F q . We extends
Now we can extend the Algorithm 2.2 into the case q < D. The only change is to replace the primitive root of F q by the primitive root of F q m in Step 1. The complexity is O ∼ (Dm log T log q + T m log q), which is O ∼ ((D log T + T log D) log q) bit operations.
Multivariate interpolation algorithm over integral domain
In this section, we give a multivariate interpolation algorithm over integral domain.
Term recovering using Kronecker type substitutions
Let f (x 1 , x 2 , . . . , x n ) ∈ R[x 1 , x 2 , . . . , x n ], where R is an integral domain. Denote f (x s ) = f (x s 1 , x s 2 , . . . , x sn ) to be the univariate polynomial after substitutions x i = x s i , i = 1, 2, . . . , n, where s = (s 1 , s 2 , . . . , s n ). Let p be a prime. Denote f (x s+pI k ) = f (x s 1 , . . . , x s k +p , . . . , x sn ) to be the univariate polynomial after substitutions
≥0 is the k-th unit vector.
The algorithm works as follows: first use the idea of randomized Kronecker substitutions to reduce a multivariate polynomial into a univariate one, then use the univariate interpolation algorithm to find these univariate polynomials. Finally, we recover all the terms from these univariate polynomials.
We need the following Hoeffding's inequility for Bernoulli random variables.
For s = (s 1 , s 2 , . . . , s n ) ∈ N n , a term cm 1 of f is said to collide in f (x s ) (or other univariate reductions of f ) if f has another term em 2 such that m 1 = m 2 and m 1 (x s ) = m 2 (x s ). , s 2 , . . . , s n ) mod p = 0, then by Zippel's lemma [27] , if we choose s ∈ Z n p uniformly at random, then h(s) mod p = 0 with probability at least 1 −
32 . So if we randomly choose a prime p in {p 1 , p 2 , . . . , p N } and choose s ∈ Z n p uniformly at random, with probability at least . Since h(s) mod p = 0, (e i,1 − e 1,1 )s 1 + (e i,2 − e 1,2 )s 2 + · · · + (e i,n − e 1,n )s n = 0 mod p. So (e i,1 s 1 + e i,2 s 2 + · · · + e i,n s n ) mod p = (e i,1 s 1 + e i,2 s 2 + · · · + e i,n s n ) mod p, which means that c i m i does not collide with c 1 m 1 in f (x s ) mod (x p − 1). The lemma is proved.
We also need the following lemma.
Lemma 3.3 [18]
Let a i , i = 1, 2, . . . , t be different elements contained in the sets B i , i = 1, 2, . . . , k and every set B i contains at least one element. Let c be the number of elements in the sets B i containing at least two elements and k 1 ∈ {t − c, t − c + 1, . . . , k}.
. . , k 0 and g(x u ) mod (x pu − 1) = 0. Let B i , i = 1, 2, . . . , k 0 be the set of terms in f i and B 0 be the set of terms in g. So by Lemma 3.3, we have
The following theorem is similar to [1, Prop.5.4.2]. Comparing to the original proposition, there are two differences in our theorem: 1: For each substitution, we also choose a random prime, while in the original proposition, the prime is fixed. 2: We choose the substitution s such that #f (x s ) mod (x p − 1) has maximal number of terms, while in the original proposition, they choose the one such that #f (x s ) has maximal terms. 1} and p 1 , p 2 , . . . , p N be N different primes which satisfy p i ≥ 32(T −1). Let l ≥ 32 ln(T µ −1 ) . For i = 1, 2, . . . , l, we randomly choose a prime p α i in {p 1 , p 2 , . . . , p N } and then choose s i ∈ Z n pα i uniformly at random. Let (p, s) be the vector in { (p α 1 , s 1 ), (p α 2 , s 2 
8 #f terms of f do not collide in f (x s ) mod (x p − 1) with probability at least 1 − µ.
Proof. First we consider a fixed term c i m i . By Lemma 3.2, the probability of c i m i colliding in f (x s j ) mod (x pα j − 1) is no more than 1 16 . We define X j = 1 to be the event that c i m i collides in f (x s j ) mod (x pα j −1) and X j = 0 to be the event that c i m i does not collide in f (x s j ) mod (x pα j −1).
So the probability of all terms collide ≤ 3 16 l of f (x s j ) mod (x pα j − 1), j = 1, 2, . . . , l is at most 1 − µ. In this case, at leat
We claim that at least one of the substitution f (x s j ) mod (x pα j − 1) has at least 13 16 #f noncolliding terms. We prove the claim by contradiction. Assume there is no substitution such that f (x s j ) mod (x pα j − 1) has 13 16 #f non-colliding terms. Then there are < 13 16 #f l terms that do not collide in f (x s j ) mod (x pα j − 1), j = 1, 2, . . . , l, which contradicts that it has ≥ 13 16 l#f terms not collide.
So there must exist a (p α j , s j ) for which at most 
Recover non-colliding terms
. . , n, we can write
We define the following key notation
n |a i is from (7) for some i ∈ [1, r], and T1 :
T2 :
T3 : u i = e i,1 s 1 + e i,2 s 2 + · · · + e i,n s n .
T4 :
Proof. It suffices to show that cm satisfies the conditions of the definition of T S (f,p,s) . Assume m = x e 1 1 x e 2 2 · · · x en n . Since cm is not a collision in f (x s ) mod (x p − 1), without loss of generality, assume cm(x s ) mod (x p − 1) = a 1 x d 1 , where a 1 x d 1 is defined in (7) . It is easy to show that cm is also not a collision in f (x s ) and in f (x s+pI k ). Hence,
Clearly, T1, T2 and T3 are correct. Since deg(m) = n j=1 e i,j ≤ D, T4 is correct. Now we give the algorithm to compute T S (f,p,s) .
Algorithm 3.7 (TSTerms)
Input:
• A prime p.
Output: TS (f,p,s) .
Step 1: Write f (x s ) mod (x p − 1), f (x s ), and f (x s+pI k ) in the following form
where i = 1, 2, . . . , γ, k = 1, . . . , n, a i x u i , a i x b k,i are all the terms satisfying:
Step 2: Let S = {}.
Step 3:
Step 4 Return S.
Lemma 3.8 Algorithm 3.7 needs O(nT ) ring operations in R and O ∼ (nT log(s max D + pD)) bit operations, where s max = max{s 1 , s 2 , . . . , s n }.
Proof. In Step 1, in order to match the terms of f (x s ) mod (x p − 1), f (x s ), and f (x s+pI k ), it needs at most O ∼ (nT log(s max D + pD)) bit operations and O(nT ) arithmetic operations in R. In Step 3, a, b and c need O(nT ) arithmetic operations in Z. Since the height of the data is O(s max D), the complexity of Step 3 is O(nT log(s max D)) bit operations.
Algorithms
We will give the reduction algorithm in this section. The following algorithm is used to obtain the polynomials g(x s+pI k ), k = 1, 2, . . . , n from the exact form of g(x 1 , x 2 , . . . , x n ).
Algorithm 3.9 (PolySubs)
Step 1:
Step 2: For i = 1, 2, . . . , n, let h i = 0;
Step 4: Return h i , i = 1, 2, . . . , n; Lemma 3.10 The complexity of Algorithm 3.9 is O ∼ (nt log(p + s max ) + nt log(deg(f ))) bit operations and at most O(nt) arithmetic operations in R, where s max = max{s 1 , s 2 , . . . , s n }.
Step 4. So the correctness is proved. Now we analyse the complexity. In b of Step 4, it needs O(nt) arithmetic operations in Z.
In c, it needs O ∼ (nt log(p · deg(f ) + s max · deg(f ))) bit operations and at most O(nt) arithmetic operations in R. Now we give an algorithm which interpolates at least half of the terms. • A black-box procedure B f that computes f ∈ R[x 1 , x 2 , . . . , x n ].
• A polynomial f * ∈ R[x 1 , x 2 , . . . , x n ].
• Term bounds T ≥ max(#f, #f 1 ), T 1 ≥ #(f − f * ) and T ≥ T 1 .
• Degrees bound D ≥ max(deg(f ), deg(f * )).
• A tolerance ν such that 0 < ν < 1.
Output:
• With probability ≥ 1 − ν, return a polynomial h such that #(f − f * − h) ≤ T 1 2
• Failure.
Step 1: Let l = 32 ln(
Step 2: For i = 1, 2, . . . , l, randomly choose p α i in {p 1 , p 2 , . . . , p N }, then choose s i ∈ Z n pα i uniformly at random. Deleting the repeated numbers, we still denote there vectors as (
Step 3: For i = 1, 2, . . . , l, interpolate f (x s i ) from B f by univariate interpolation algorithms with degree bound s i ∞ D and term bound T . Let
Step 4 Step 5: For k = 1, 2, . . . , n, interpolate f (x s j 0 +pα j 0 I k ) from B f by univariate interpolation algorithms with degree bound s j 0 + p α j 0 I k ∞ D and term bound T . Let {f
Step 6: Let TS = TSTerms(f mod
Step 7: Return h = s∈TS s.
Lemma 3.12 Algorithm 3.11 computes h such that
with probability 1 − ν. The algorithm needs
• O ∼ (nT log Proof. We first show that Algorithm 3.11 returns the polynomial h such that #(f − f * − h) ≤ T 1 2 with probability 1 − ν. In Step 1 and Step 2, by Theorem 3.5, with probability 1 − ν,
, then by Lemma 3.6, there are at most 3 8 T 1 terms in f − f * but not in h. Since the terms of h which are not in f − f * come from at least three terms in f − f * , then there are at most 
In
Step 2, since probabilistic machines flip coins to decide binary digits, each of these random choices can be simulated with a machine with complexity O(n log (T 1 log D) ). So the complexity of Step 2 is O(n log 2 T 1 + n log T 1 log 
. By Lemma 3.10, it needs O ∼ (nT log D) bit operations and O(nT ) arithmetic operations in R to obtain {f * 1 , f * 2 , . . . , f * n }. In Step 6, by Theorem 3.8, the complexity is O(nT 1 ) ring operations in R and O ∼ (nT 1 log D) bit operations. Since T ≥ T 1 , the lemma is proved.
We now give the complete interpolation algorithm.
Algorithm 3.13 (MulPolyDeg)
Input: A Black-box procedure B f that computes f ∈ R[x 1 , x 2 , . . . , x n ], a terms bound T ≥ #f , a degree bound D ≥ deg(f ), and a tolerance µ ∈ (0, 1).
Output: With probability ≥ 1 − µ, return f or failure.
Step 2: While T 1 > 0 do
Step 3: Return h. Theorem 3.14 Algorithm 3.13 computes f with probability 1 − µ. The algorithm needs Proof. In b of Step 2, since #(f − h) ≤ log 2 T 1 , by Lemma 3.12, #(f − h − g) ≤ T 1 2 with probability ≥ 1 − ν. Then, Step 2 will run at most k = log 2 T + 1 times and return the correct f with probability ≥ (1 − ν) k ≥ 1 − µ. The first part is proved. Now we analyse the complexity. It is easy to see that the complexity is dominated by Step 2. In Step 2, we call at most O(log T ) times Algorithm 3.11. Since the terms and degrees of f − h are respectively bounded by T and D, by Theorem 3.12, it needs O(n log T +log 2 T +log T log • O(n log T + log 2 T ) queries of polynomials with degree O ∼ (T D).
• O ∼ (nT ) additional ring operations and O ∼ (nT log D) additional bit operations.
Corollary 3.16 Let f ∈ F q [x 1 , x 2 , . . . , x n ] be a black-box polynomial, where F q is a finite field. Given the bounds T and D for the sparsity and degree of f , with probability greater than 3 4 , one can find f using O ∼ (nT D log q) bit operations, plus O ∼ (nT ) evaluations.
Proof. We use the Algorithm 3.13 to interpolate the polynomial and use the univariate Ben-or and Tiwari algorithm over finite filed to interpolate the univariate polynomials. Let µ = 
Experimental results
In this section, practical performances of the Algorithm MulPolyDeg will be presented, which are in accordance with the complexity bounds. The data are collected on a desktop with Windows system, 3.60GHz Core i7 − 4790 CPU, and 8GB RAM memory. The implementations in Maple can be found in http://www.mmrc.iss.ac.cn/~xgao/software/slprandkron.zip
We just test the interpolation algorithm over the field field F q . The univariate Algorithm 2.2 will be used in the Step 3 and Step 5 in the Algorithm HalfPolyDeg. For the Algorithm 2.2, we use the Berlekamp-Massey algorithm to solve the Toeplitz systems, use the command Roots in Maple to find the roots, and use the command mlog in Maple to solve the discrete logarithm problem.
We randomly construct five polynomials in finite field F q , then regard them as black-box polynomials and reconstruct them with the algorithms. The average times are collected. In our testing, we fix q = 30000000001 and the primitive root of F q we used is 29.
The results are shown in Figures 1, 2, 3 . In each figure, two of the parameters n, T, D are fixed and one of them is variant. From the three figures, we can see that Algorithm MulPolyDeg is asymptotically linear in T , linear in n and D.
Conclusion
In this paper, we revisit the approach of reducing the black-box multivariate polynomial interpolation to that of the univariate polynomial by randomized Kronecker Substitution and give algorithms with better complexities. If the coefficients of the polynomial are taken from an integral 
