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Since the 1950s, car following phenomena have been studied and analyzed, 
resulting in various models and algorithms. In general, the car following process has 
been defined as a stimulus-response relationship in which the driver of the following 
vehicle reacts to the actions of the lead vehicle after a time lag. One of the 
fundamental assumptions that underlie car following theory is that the driver response 
time lag is always a constant value for the driver at all times, regardless of level of 
detail of the model. Assumption of a constant time lag value introduces a number of 
broad assumptions however, which do not concur with human nature. The definition 
of driver time lag embodies a high level of imprecision and ambiguity that is difficult 
to describe using standard mathematical formulations and coefficients. Recently, the 
fuzzy set theory has been proposed as a potential approach to describe such dynamic 
phenomenon using a natural language and approximate reasoning.  
To address the problems associated with the constant time lag; this study 
presents a fuzzy response time lag module that can be used in any car following model 
or algorithm without changing its fundamental mathematical structure. In this 
dissertation, the development and structure of the module is described including the 
fuzzy definitions of driving states, fuzzy rule extraction, and fuzzy time lag 
assignment. Statistical and graphical evaluations of the module performance are also 
included by integrating the module into two commonly used car following models. In 
the graphical evaluations, the module improved the model performance significantly 
by providing more precise timing for the driver response. Both Kolmogorov-Smirnov 
 
 xvii 
and Root Mean Squared Error Tests confirmed that the module improves the car 
following model performance. 
The fuzzy T  module is the first research effort in defining and modeling the 
concept of variable response time lag. Accurate description of driver behavior has 
important impacts in traffic flow analysis that leads to safety and operation of the 
existing and design of the future transportation systems. This study is a complete 
example of an artificial intelligence application, providing innovative methodologies 




CHAPTER 1 - INTRODUCTION 
Driving is a three level hierarchical process consists of control, guidance and 
navigation [Lunefield and Alexander, 1990]. The control level includes the skill-based 
control of the vehicle using information exchange between vehicle and the driver. The 
second level includes the guidance of the vehicle based on several rules such as 
maintenance of safe speed and selection of proper lane. The last level is navigation, 
where the driver controls and guides the vehicle on his or her route choice and based 
on environmental factors (road signs, weather conditions, etc.). Car following 
phenomenon is one of the subtasks of the driving process in a single lane, where the 
driver attempts to follow the vehicle ahead while avoiding collision.  
Since the 1950s, car following phenomenon has been studied and analyzed, 
resulting in various models at microscopic and macroscopic levels. These models form 
the core relationship for many applications and analyses tools from traffic simulation 
software [e.g., Aycin and Benekohal, 1999; Krauss, 1997] to advanced vehicle control 
and safety systems [e.g. Lu, 1999; Holve et al., 1995].  
In general, the car following process consists of a stimulus-response 
relationship between vehicles in which the driver of the following vehicle reacts to the 
actions of the lead vehicle after a time lag (T ). Based on several studies, reaction 
times of the driver have been looked upon as a characteristic of an individual rather 
than as a functional characteristic of the driving task [Rothery, 1999]. Because of the 
complexity of the definition of individual characteristics, car following models have 
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not considered this issue. As a result, constant  T  values have been assumed for the 
time lag of the driver when the car following behavior was simulated or defined.  
To model the stimulus-response relationship, different approaches have been 
employed over the years, including linear approaches [Helly, 1959; Gibbs, 1981], 
proportional approaches [Chandler et al., 1958; Gazis et al. 1961], rule based 
approaches (based on fuzzy logic) [Kikuchi and Chakroborty, 1992] and neural/neuro-
fuzzy approaches [Inokuchi et al., 1999]. Other than stimulus-response concept, 
psychophysical (action point) approaches [Micheals, 1963], psychological approaches 
[Boer and Hoedemaeker, 1998], and safety distance (collision avoidance) approaches 
[Kometani and Sasaki, 1959] were also used to define the car following phenomenon 
with different levels of detail. Although psychological approaches introduced a human 
behavior point of view to the phenomenon, the difficulty in verification and 
application of these models brought high levels of complexity and questions about the 
line between engineering and psychology [Brackstone and McDonald, 1999(2)]. On 
the other hand, the safety distance concept found a large area of application, especially 
in traffic simulation, simply because of the simplicity of the required inputs (a safe 
distance value and a braking pattern) [Brackstone and McDonald, 1999].  
Regardless of the approach and level of detail, one property is common for all 
car following models; T  has always been assumed to be a constant value for the 
driver at all times. Although some traffic simulations algorithms distinguish driver 
types based on behavior and assign different T  values for different drivers types 
[Benekohal and Treiterer, 1989], the variability of  T  for the same driver in time is not 
considered.  T , which consists of perception of the stimulus and reaction time of the 
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driver, is sensitive to many factors including psychological and physiological state of 
the driver, as well as the strength and type of the stimuli. Considering the number of 
factors and dynamic nature of the car following task, the definition of T embodies a 
high level of imprecision and ambiguity which is difficult to describe using 
mathematical formulations and coefficients. Fuzzy set theory is a potential approach to 
describe such dynamic phenomenon using a natural language and approximate 
reasoning. Since 1965, thousands of fuzzy set theory applications have been produced 
to address similar imprecision and ambiguity problems in different fields, including 
reasoning, planning, game theory, image analysis, data analysis, and system cont rol 
[Terano et al., 1992]. 
Fuzzy set theory was first proposed by Zadeh (1965) “to provide a natural way 
of dealing with problems in which the source of imprecision is the absence of sharply 
defined criteria of class membership rather than the presence of random variables.” In 
car following theory, the imprecision and ambiguity in the T definition is not the 
random actions of the driver but the difficulty in defining human perception of the 
stimuli induced by the lead vehicle. Fuzzy set theory makes it possible to transform 
the stimuli from a numeric form to a natural language form and produce a response 
using the natural language, which is similar to the human thinking. For instance, in a 
car following situation, when the lead vehicle slows down, the driver in the following 
vehicle will most likely think that “the vehicle ahead is slowing down, so I should 
decelerate a little to avoid a collision,” instead of “the lead vehicle has changed speed 
from 45 m/sec to 30 m/sec, so I should decelerate by 2.4 m/sec2 to keep the optimal 
distance between the vehicles.” 
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Use of a constant T  value also introduces a number of strong assumptions, 
which do not concur with the human nature. When a constant T  value is employed in 
car following models, it is assumed that the driver has the same time lag for 
acceleration and deceleration. However, in real life, drivers pay closer attention to the 
deceleration because of safety reasons. Similarly, a constant  T  value forces the driver 
respond to any stimulus, even in very small magnitudes of change in lead vehicle 
speed for a very short time. Since the driver in the following vehicle does not and 
cannot observe and perceive the lead vehicle’s actions using very accurate numerical 
values, it is very unlikely for the driver to respond to a weak stimulus. For example, 
assume that the lead vehicle is cruising at 60 km/hr. After 2 seconds, the driver of the 
lead vehicle slightly takes his foot off the accelerator for 0.5 seconds to reach for the 
radio while slowing down to 59 km/hr and continues to cruise at 60 km/hr. It is very 
unlikely for the driver in the following vehicle to observe and perceive the 0.5-second 
long deceleration and respond to it.  
To address the problems introduced by the constant T  assumption, this study 
proposes an independent variable response time lag module using fuzzy set theory that 
can be used with any car following model without changing the mathematical 
structure of the model or algorithm. The module produces a fuzzy T  value based on 
speed level, relative distance, relative speed and type of motion (acceleration or 
deceleration), which introduces variable T  concept to the car following models. By 
defining variable T  values, the driver’s perception of the actions of the lead vehicle is 
considered in modeling of car following behavior. The module development approach 
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also describes a data driven methodology to define and model the behavior of systems, 
where imprecision and ambiguity were the main challenges for the definition.  
The development of the module included several steps. First, driving states 
were defined based on speed level, relative distance, relative speed, and type of 
motion (acceleration or deceleration) using linguistic terms such as low speed, high 
speed, short distance, etc. Then, for each state, T  was defined as a fuzzy set where the 
variability of T  is represented by membership values between 0 and 1. This definition 
allowed more than one T  value to be assigned for a stimulus with different 
membership values. When the actions of the driver of the following vehicle were 
defined for a period of time, T  values from different stimuli overlapped for each time 
increment. T  with the maximum membership value and its related stimulus were then 
assigned to the time increment. The selection of the dominant T  values resulted in the 
elimination of the weak stimulus, which, in real life, would not be observed or 
perceived by the driver.  
In this study, the performance of the developed module was tested in two of 
the General Motors family models that were commonly used as a basic definition of 
car following phenomenon in traffic analyses and simulations.  
The following chapters of this dissertation include review of the related 
literature, goals and objectives of the study, module development, performance 
evaluation and conclusions of the study. In the second chapter, a detailed summary of 
the car following theory and models is presented. Basic definitions and properties of 
fuzzy set theory and fuzzy c-means clus tering method are also provided to increase the 
understanding of the module development approach. The third chapter defines the 
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goals and objectives of the dissertation. In addition, the module development approach 
and evaluation process are explained step-by-step including the properties of the car 
following data sets, the simple observation of time lag concept, the definition of the 
driving states and time lag values as fuzzy sets, the fuzzy relationship definitions, the 
assignment of the time lag values based on the fuzzy relationships, and the analysis of 
the module performance. The fourth chapter describes the module construction 
process including the random data point selection, the fuzzy membership function 
definitions and the fuzzy rule extraction. In the fifth chapter, the module is applied to 
two of the commonly used car following models and the performance is evaluated 
both graphically and statistically. The last chapter includes the conclusions of the 
study and discusses the directions for future research.  
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CHAPTER 2 - BACKGROUND AND LITERATURE 
REVIEW 
To improve the realistic definition and precision of the car following models, it 
is important to have a clear understanding of the car following phenomenon, and the 
behavior of the existing car following models. Therefore, in the first section of this 
chapter, the studies of car following theory and models are summarized and compared. 
In addition, essential definitions of the fuzzy set theory and fuzzy c-means clustering 
method are provided as module development tools. 
2.1 CAR FOLLOWING THEORY AND MODELS 
The first studies of car following theory were performed in the early 1950s by 
Reuschel and Pipes [Reuschel, 1950; Pipes, 1953]. Pipes used the California Motor 
Vehicle Code rules to model the motion of vehicles following each other in a stream 
and defined distance headway as a function of speed. Assuming twenty feet for the 
length of a vehicle, Pipes developed an equation for minimum distance headway.  
In 1956 and 1957, Forbes et al. [Foote, 1964] performed studies on driver 
reaction time to define the reactions of drivers under various operating conditions to a 
set of standard changes in the behavior of the vehicles ahead of them. Several 
experiments were conducted using photographic systems, however, investigators did 
not fit this data to any car following model. A partial set of this data was fitted to 
models later by Helly [Rothery, 1997].  
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In 1958, a series of studies were conducted by Chandler et al. to develop a 
proportional model using a simple definition of stimulus-response relationship. A 
basic car following model was defined using the relative speed as the stimulus and the 
acceleration of the following vehicle as the response. This model takes the form of: 
                                                ( ))()()( 212 txtxTtx &&&& −=+ α       (1) 
where,  
=+ )(2 Ttx&& acceleration of the following vehicle at time )( Tt +  
=− )()( 21 txtx && relative speed at time )(t  
=α sensitivity factor of the driver in the following vehicle (proportion) 
=T constant time lag 
 
This early model structure was improved by a group of researchers at General 
Motors (GM) Laboratories in United States, in the late 1950s and the early 1960s 
[Gazis et al., 1961] (at the same time by Kometani and Sasaki in Japan [Kometani and 
Sasaki, 1958]). The effects of the speed of the following vehicle and relative distance 
were introduced to the model, resulting in one of the well-known car following 
models, the fifth GM model. 




















     (2) 
where, m and l  are exponents of following vehicle speed and relative distance. 
Although, mathematically, the first proportional model took a linear form, a 
linear approach was first used to model car following behavior by Helly in 1959. The 
simplified form of the model is:  
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                       ( ) ( ))()()()()()( 2122112 TtDtxtxCtxtxCTtx +−−+−=+ &&&&     (3) 
where,  
=D desired relative distance   
=21 ,CC constant coefficients for relative speed and distance 
 
The linear approach also considered the acceleration of the following vehicle 
as the response. For the stimulus, the relative speed and distance between vehicles 
were used in a linear form with the desired relative distance. 
In addition to the stimulus-response relationship, safety distance or collision 
avoidance concept also formed a base for a series of car following models. Kometani 
and Sasaki first introduced the safety distance concept as a car following model in 
1959. The idea was a simple manipulation of the basic Newtonian equations of motion 
that seeks a safe following distance between lead and following vehicles. The original 
formulation takes the form of:   




121 &&& ββα     (4) 
where, α  and β  are coefficients of lead vehicle speed at time )(t  and following 
vehicle speed at time )( Tt + .  
This model structure was later improved by Gipps in the 1980s by considering 
additional mitigating factors such as additional safety factors for emergency 
maneuvers [Gipps, 1981]. Safety distance concept has been commonly used in traffic 
simulation models. The simulation models that employed this concept include SISTM 
model in United Kingdom [McDonald et al., 1994], SPEACS model in Italy and 
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France as a part of PROMETHEUS software [Broqua et al., 1991], and INTRAS and 
CARSIM in the United States [Benekohal and Treiterer, 1989]. The reason for this 
wide use can be explained by the simplicity of the information required to calibrate the 
models. A very typical example of such traffic simulation model is the Pitts model 
(developed at University of Pittsburg) which is commonly used in the United States 
[Halati, Lieu, and Walker, 1997]. As used in CORSIM simulation, this model takes 
the form of: 










      (5) 
where,  
=a acceleration of the following vehicle 
=x lead vehicle position at time )( Tt +  
=y following vehicle position at time )(t  
=L lead vehicle length 
=k driver sensitivity factor for the following vehicle 
=u speed of the lead vehicle at time )( Tt +  
=v speed of the following vehicle at time )( Tk +  and )(t  
=T time interval for the calculations  











The Pitts model used a constant time lag value for the driver in the following 
vehicle in response to the stimuli induced by the lead vehicle (calculated for each 
calculation time interval). Although it is possible to define different driver behaviors 
by changing the selected time lag value, time lag has to be a constant and a proportion 
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of the calculation time interval for the simulation process. Because of the simulation 
algorithm, the time lag value could not be greater than the time interval for the 
calculation. 
Psychophysical (action point) models were also considered in the 1960s 
[Micheals, 1963]. These models were based on the ability of the driver to perceive the 
relative velocity from apparent change of the size of the vehicle in front of him. A 
threshold value from the changes of the visual angle subtended by the vehicle ahead 
was used as the criteria for the deceleration or acceleration decisions. Several research 
efforts had produced similar models, including several simulation models in United 
States [Burnham and Bekey, 1976], in Germany [Leutzbach and Wiedermann, 1986], 
and in Japan [Kumamoto et al., 1995]. However, psychophysical models present 
difficulties in calibration of individual elements and thresholds, which raises questions 
about their validity, though the entire system would seem to simulate behavior 
acceptably [Brackstone and MacDonald, 1999]. 
More recently, new generation modeling efforts promised an even more 
realistic description of driving behavior including fuzzy and neuro-fuzzy approaches. 
The first use of fuzzy set theory consisted of fuzzification of a proportional model (the 
first GM model), where relative speed, distance and acceleration of the lead vehicle 
were considered as the model inputs [Kikuchi and Chakroborty, 1992]. The model 
transformed the input variables into linguistic terms by using membership functions to 
define the terms. For example, the distance between the vehicles was defined with 
terms such as very small, small, adequate, etc. For each of these terms, a mathematical 
function (triangular) was used to describe the term. The degree of truth or membership 
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of any relative distance value to a term was represented by a value between 0 and 1. 
After transforming the inputs as linguistic terms, a set of rules were employed to 
predict the response of the driver in the following vehicle as a consequence. A typical 
rule took the form of: 
                           IF      Relative Distance is “Adequate,”  
                             Relative Speed is “Near Zero” and  
                                                Acceleration of the Lead Vehicle is “Mild”  
                          THEN Following Vehicle should accelerate “Mildly.” 
 
The outcome of the fuzzy rule was transformed into a numerical value 
(defuzzification), similar to the transformation of the inputs into linguistic terms. The 
fuzzy logic model also used a constant time lag value where the outcome of the rule is 
applied at time )( Tt + . 
Inokuchi et al. (1999) presented a similar approach by incorporating neural 
networks and fuzzy logic. This neuro-fuzzy model employed similar linguistic 
definitions and if-then type rules as the fuzzy logic model. It also incorporated a neural 
network to enhance the control algorithm. Neural networks are rough representations 
of a biological brain which learns by experience or example. By submitting a neural 
network model to a set of data reflecting past behavior, the model learns to reproduce 
such behavior. In the neuro-fuzzy car following model, the characteristics of the car 
following behavior was observed from a set of data and the learning process was 
represented by chancing the weight of the synapse or connections between neurons in 
the model. The neural network was incorporated with the fuzzy rules and produced an 
estimation of the actions of the driver. However, T  was considered as a constant value 
in this model as well.  
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Several other research efforts also considered fuzzy applications of car 
following theory including fuzzification of the MISSION model [Rekersbrink, 1995] 
and formulation of the MITRAM model [Yikai et al., 1993]. The main shortcoming of 
these efforts was the calibration of the membership functions, primarily due to the 
difficulties in selection of the function type and its limit values.  
2.2 FUZZY SET THEORY 
Fuzzy sets arise from an extension of the classical (crisp) sets for representing 
concepts that exhibit a gradual transition from membership to non-membership. 
Mathematically, a set is a collection of elements that share a common property. A 
classical (crisp) set is defined as a collection of elements or objects Xxε , which can 
be finite, countable or overcountable. Each single element either belong to or does not 
belong to a set A , where XA ⊆ . In a fuzzy set, the criterion of an element belonging 
to a set is not dichotomous. A characteristic function allows various degrees of 
membership for the elements of a given set. If X is a collection of objects denoted 
generically by x  then a fuzzy set A~  in X  is a set of ordered pairs, defined as 
[Zimmerman, 1996]: 
                                                   { }XxxxA A εµ |))(,(
~
~=       (6) 
where, )(~ xAµ  is called the membership function or grade of membership (also degree 
of compatibility or degree of truth) of x  in A~  which maps X  to the membership 
space M .  
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Consider, as an example of a fuzzy set, the concept of high speed. Assume that 
a set of vehicle speed measurements from a roadway are recorded and fast vehicles are 
to be identified. If a classical set definition is used for such identification, a boundary 
value (e.g. 90 km/hr) would be selected and the values above the boundary would be 
assumed as fast and below as slow. Based on this definition, a vehicle traveling at 85 
km/hr is considered as slow. It is reasonable to say that the vehicle traveling at this 
speed is fast to a degree. As an alternative to using the boundary value, fast vehicles 
can be identified by using the following membership function: 























A      (7) 
This membership function defines the speeds above 90 km/hr as definitely fast, 
below 70 km/hr mph as definitely slow and between 70 and 90 km/hr as somewhat 
fast. Figure 1 shows the graphical representation of the fast vehicle description as 
defined in Equation 7.  
The term fuzzification is used where the membership functions defined on the 
input variables are applied to their actual crisp values, to determine the degree of truth 
for each definition. In the previous example, any vehicle with a speed of 85 km/hr will 
































Figure 1. Definition of Fast Vehicles Using Fuzzy Set Theory 
As a system, fuzzy models can be seen as logical models using “if–then” rules 
to establish qualitative relationships among the variables in the model. Fuzzy sets 
serve as a smooth interface between the qualitative variables involved in the rules and 
the numerical data at the inputs and outputs of the model. The rule-based nature of 
fuzzy models allows the use of information expressed in the form of natural language 
statements and consequently makes the models transparent to interpretation and 
analysis. At the computational level, fuzzy models can be regarded as flexible 
mathematical structures [Babuska, 1998].  
In a fuzzy system, if the fuzzy input and output values are known, a fuzzy 
relationship between input and output values can be defined as a rule. Rule structure 
typically takes the form of: 
                           Input  x is somewhat A  Ax
~
=  
                           Rule  if x is A then y is B  ByAx
~~ =→=   





where, A and B are fuzzy sets and both inputs and output of the system are defined as 
fuzzy values.  
A fuzzy system may be composed of more than one rule. Depending on the 
membership function definitions, x  may belong to more than one set. For example, 
when a slow vehicle speed definition is added to the high speed example, similar to 
the fast vehicle definition, speed value of a vehicle may be slow to a degree and fast to 
a degree at the same time. As a result, more than one fuzzy definition may apply to x  
in an input-output relationship, where the output is an implication of both values. In 
this case, the rule structure becomes: 
               IF x is somewhat A1 and x is somewhat A2,THEN  y is B1  ELSE 
              IF x is somewhat A3 and x is somewhat A4, THEN  y is B2   
 
The output of this rule structure is the combination of the two fuzzy rules, 
where the implication of the fuzzy values produces the result. Among the many 
methods for fuzzy implications, Mamdani Min fuzzy implication was used in this 
study, as defined in equation 7 [Zimmerman, 1996].  
                                                       
)()( 2~1~ xx AA µµ ∧        (8) 
where, ∧  indicates the minimum of the membership values.  
Similar to the fuzzy implications, there are a number of different ways to 
interpret the logical ELSE. Mamdani Min implication interprets the ELSE as a 
maximum operator )(∨ . Consider two sets of fuzzy values applied to two different 
rules:  
                      IF A1 = 0.7 and A2 = 0.3,           THEN  B=B1  ELSE 




If the Mamdani Min implication is used, from the first rule 
)3.0( 211 =∧= AAB and from the second rule )4.0( 432 =∧= AAB  values are 
calculated. Using the maximum operator as ELSE interpretation, )4.0( 21 =∨= BBB . 
The resulting values are still fuzzy values.  
To convert the fuzzy values into crisp values, a defuzzification process is 
required. Since 1965, various defuzzification methods have been developed and 
proven to be effective in different fuzzy systems [Mizumoto, 1998]. In this study, the 
mean of maxima method was selected as the defuzzification method.  
The mean of maxima method is a commonly used defuzzification method 
where the desired crisp value is obtained as an average of the elements, which reach 
the maximal grade in the fuzzy output definition. The calculated crisp value is 
sensitive to a single rule that dominates the rule set, therefore this method is generally 
applicable to a narrow class of problems. The Mean of maxima defuzzification method 
takes the form of [Mizumoto, 1998]: 







== 1                 (9) 
where, z  is the desired crisp value and iz  is the maximum membership values 
observed among the fuzzy rule outputs. 
Overall, in a fuzzy system, the first task is to define the terms and related 
membership functions. Once the membership functions are defined, any crisp value 
can be fuzzified and applied to a set of rules that defines the input-output relationship 
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of the system. The output of the system is the result of the implications of the fuzzy 
values and applicable rules. The resulting fuzzy output is then defuzzified and 
transformed into a crisp value. 
2.3 FUZZY C-MEANS CLUSTERING 
In classification and data analysis applications, definition of the membership 
function becomes a pattern recognition problem. Pattern recognition can be defined as 
the science of finding meaningful patterns in a data set, which can be extracted 
through classification.  
Several pattern recognition methods are available for data driven definitions, 
including histogram-based methods, transformation of probability distributions to 
possibility distributions, fuzzy nearest neighbor techniques, neural network based 
methods, and clustering methods [Medasani et al., 1998]. Recently, several studies 
have preferred fuzzy clustering as the pattern recognition method [Runkler and 
Bezdek, 1999; Liao, 2001]. In this study, a modified fuzzy c-means clustering method 
was used for membership function definition of the data features.  
Fuzzy c-means is an unsupervised classification method that was derived from 
the crisp c-means algorithm [Ball and Hall, 1964]. Unsupervised, in this definition, 
implies that knowledge of data and desired class definitions are not known before the 
classification procedure. It uses the data properties for the definition and number of 




The crisp c-means algorithm was generalized by Bezdek allowing the clusters 
to take a fuzzy-partition form [Bezdek, 1981]. The generalized fuzzy c-means 
algorithm takes the form of: 












)(),( µ               (10) 
where,  
=),( VUJ m membership value - class matrix 
=ikµ membership value  
=− ik vx Euclidian distance between the data (k) and the cluster center (i) 
=m degree of fuzziness 
=c  number of classes 
=n  number of data points 
 
This algorithm aims to minimize the Euclidian distance between the cluster 
center and the data point and assigns the resulting distance as the membership value of 
the data point to that class. The membership values are the normalized distance values 
based on the farthest points of the class. There are several advantages and 
disadvantages of the fuzzy c-means algorithm, summarized by Medasani et al. (1998):  
Advantages: 
1. It can be used as an unsupervised algorithm 
2. It can be used to generate multi-dimensional membership functions 
3. The shape of the membership functions can be controlled by using different 
types of distance measures.  
 
Disadvantages: 
1. The number of classes must be provided to run the algorithm 




In this study, for fuzzy c-means application, the number of clusters (c) was 
specified at the beginning, where an iterative process, using mean squared error 
(MSE) as the criterion, was used to select the proper number of clusters.  
2.4 CONCLUSIONS OF LITERATURE REVIEW  
2.4.1 Critique of Existing Car Following Models 
In Table 1, the properties of several car following models are summarized 
illustrating different modeling approaches since the 1950s. The basic proportional 
model by Chandler et al. (1958), the linear model by Helly (1959), the fifth GM model 
by Gazis et al. (1961), the Pitts model as used in CORSIM simulation model (1997), 
the fuzzy logic model by Kikuchi and Chakroborty (1992), and the neuro–fuzzy model 
by Inokuchi et al. (1999) are summarized in terms of their era, stimulus and response 
terms, sensitivity factors, and time lag properties.  
All of the summarized models use the relative speed and/or relative distance 
between the vehicles at time )(t  as the stimulus for the driver of the following vehicle. 
In addition to relative speed and distance, Helly’s linear model also seeks a desired 
relative distance at time )( Tt + . The output of the models or the response of the driver 
in the following vehicle is defined as the acceleration at time )( Tt +  for all models. 
While proportional and linear models use constant values to calculate the response to 
the given stimulus, the fifth GM model also considers the effects of the speed of the 
following vehicle speed at time )( Tt + and relative distance at time )(t   by using 




Table 1. Properties of Car Following Models Representing Different Approaches 
MODEL YEAR STIMULUS RESPONSE SENSITIVITY TIME LAG EXPLANATIONS 
Proportional Model 
(Chandler et al.) 












 )(2 Ttx +&&  21 ,CC  T (const.) D  = Desired Spacing 
5th GM Model 










 T (const.) lm, (constant) 
Pitts Model as used 
in CORSIM Simulation 1997 
2)(,),( tTtTktTt vuvyx −− +++  )(2 Ttx +&&  k  T (const.) 
T  is limited to the 
proportions of calculation  
interval. 
Fuzzy Logic Model 
(Kikuchi & Chakroborty) 
1992 )()( 21 txtx && − , )()( 21 txtx −  )(2 Ttx +&&  Rule Based T (const.) If – Then rule base using linguistic classification 
Neuro-Fuzzy Model 
(Inokuchi et al.) 
1999 )()( 21 txtx − , )(2 tx&  )(2 Ttx +&&  Neural network & Rule Based T (const.) 








Fuzzy and neuro-fuzzy models estimate the response based on a set of if- then 
type rules that uses the linguistic  terms to describe the stimulus and response. Overall, 
the proportional, the linear, the Pitts and the fifth GM models result in the following 
conditions, which do not reflect the human behavior in driving: 
1. The driver of the following vehicle reacts to the second by second changes in 
the lead vehicle actions in a deterministic manner.  
2. The driver of the following vehicle is equally sensitive to deceleration and 
acceleration motions. 
3. A constant T  value is assumed as the driver’s time lag, which does not 
represent the human behavioral pattern realistically. 
 
Although the fuzzy and the neuro-fuzzy models have a more realistic 
explanation for the first two conditions, they still use a constant T  value as the time 
lag.  
In the driving process, human perception is the most important component. 
Any model without a proper representation of human perception will be incomplete. In 
the car following models summarized above, the driver is assumed to be able to 
perceive distance, speed and acceleration perfectly and seek an optimal driving state. 
However, in reality, human perception is more satisficing than optimizing [Van 
Winsum, 1999]. The response of the driver will include errors (compared to the 
optimal) and will be based on the perception of the stimulus rather than the exact 
value. This makes it very difficult to use deterministic equation models for such 
variable behavior. The human way of thinking, where the variables of any system is 




2.4.2 Advantages of Fuzzy Set Theory Approach 
In the real world, perception of the variables involved in driving is ambiguous 
and imprecise as reflected by our natural language. The use of fuzzy sets improves the 
handling of imprecision and ambiguity. The ability of fuzzy set theory to incorporate 
and process linguistic information makes it possible to adequately model processes in 
which human reasoning and decision making are involved.  
Fuzzy set theory is able to capture and deal with the meaning of words and 
sentences expressed in natural language, resulting in a transparent and flexible model 
structure. The transparency and flexibility of the structure (i.e. if-then type fuzzy rules) 
enable easie r modeling, calibration and maintenance of the system. For example, a 
fuzzy structure that models the behavior of the driver under certain road and traffic 
conditions can be adapted to a different set of conditions by calibrating the if-then type 
fuzzy rules. Since the rules are described in natural language, the calibration process 
becomes easier compared to complex mathematical equations and parameters.  
In addition, the input-output structure of the fuzzy systems provides a wide 
range of implementation and application areas. It is possible to use fuzzy approaches 
when a model of the phenomenon is present, but the model parameters are not known 
precisely. The parameters of the model can be described using fuzzy sets without 




CHAPTER 3 - OBJECTIVES AND MODULE 
DEVELOPMENT APPROACH 
In this section, first, the goal and objectives of the study are defined. The 
module development approach is then explained step-by-step including the properties 
of the car following data sets, the definition of driving states as membership functions 
using a modified fuzzy c-means algorithm, the development of the fuzzy relationships, 
the time lag value assignments and the evaluation of the module performance.  
For the execution of the algorithms defined for simple time lag search, data 
clustering, classification, module construction and evaluation processes, custom 
written codes for MATLAB Software were used [MATLAB, 2000(1)]. Because of the 
complexity of the parameter definitions and hundreds of repetitions required for the 
development and evaluation of the module, the algorithm codes were arranged in a 
toolbox form with graphical user interfaces. The graphical user interfaces of the 
developed toolbox is illustrated in Appendix F.   
3.1 GOAL AND OBJECTIVES  
The goal of this study was to improve the realistic definition and precision of 
car following models by introducing driver perception and variability in the response 
time lag. Several objectives were completed to accomplish this goal. These objectives 
were to: 
1. Classify and define driving states and time lag for the following vehicle driver 
using fuzzy set theory. 
2. Develop fuzzy relationships between the driving states and time lag values. 
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3. Construct an independent fuzzy module that produces variable response time 
lag values by incorporating driving state classes and fuzzy relationships among 
these classes. 
4. Evaluate the performance of the fuzzy module by integrating the module into 
two of the GM family car following models.  
3.2 CAR FOLLOWING DATA 
Since the 1950s, a number of different data collection techniques have been 
used to observe and record car following behavior, including photographic systems 
[Foote, 1964], cable systems [Gazis et al., 1961], global positioning system (GPS) 
[Hatipkarasulu, 1998; Inokuchi et al., 1999], and instrumented vehicles [McDonald et 
al., 1998; Allen et al., 1996]. The data sets used in this study were collected using one 
of the latest techniques and are the results of experiments by University of 
Southampton, Transportation Research Group’s (TRG) Instrumented Vehicle.  
The TRG Instrumented Vehicle is one of the few fully instrumented units in 
Europe and its development has been funded by the Engineering and Physical 
Sciences Research Council, the University of Southampton, and Lucas Automotive 
Ltd. The vehicle is equipped with sensors that allow measurement of driver 
performance and the motion of the vehicle as it relates to surrounding vehicles. The 
data collection features include speed, acceleration, distance traveled, vehicle position 
by GPS, steering wheel movements, indicator use, pedal displacement and pressure, 
distance to, and relative speed of, up to twelve adjacent vehicles, and up to four quad 
mixed video inputs from cameras typically viewing the road ahead, behind, and 
driver’s eye movements. The TRG Instrumented Vehicle is able to collect data 
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continuously or in response to user-triggered events in active mode (using a test 
subject) or in passive mode (observing the following traffic) [McDonald et al., 1998]. 
Table 2 shows a sample segment of data from a TRG Instrumented Vehicle recording 
during an active car following situation. 
Table 2. Sample Data Segment from a TRG Instrumented Vehicle Recording 
Elapsed               
Time                 
(sec)
Following Vehicle 





Relative     
Distance            
(m)
Relative        
Speed        
(m/sec)
2597.34 28.6718 0.048 24.74 -0.029
2597.44 28.6826 0.046 24.74 -0.029
2597.54 28.6899 0.043 24.73 -0.029
2597.64 28.6976 0.040 24.72 -0.028
2597.74 28.7044 0.035 24.72 -0.026
2597.84 28.7094 0.030 24.71 -0.025
2597.94 28.7164 0.024 24.71 -0.023
2597.99 28.7256 0.016 24.71 -0.021
 
Five sets of car following data were used in this study; all were collected by 
TRG using the Instrumented Vehicle on a 3-lane motorway in the United Kingdom. 
The properties of the experiment location and data sets are summarized in Table 3.   
Table 3. TRG Data Set Properties 






1 3-Lane Motorway 70 mph - 112 km/hr 85.9 896 12:32:33 pm January 14, 1998
2 3-Lane Motorway 70 mph - 112 km/hr 146.8 1517 12:43:21 pm January 14, 1998
3 3-Lane Motorway 70 mph - 112 km/hr 70.4 733 12:54:32 pm January 14, 1998
4 3-Lane Motorway 70 mph - 112 km/hr 72.4 752 12:54:56 pm January 14, 1998
5 3-Lane Motorway 70 mph - 112 km/hr 139.5 1401 13:04:40 pm November 30, 2000
 
The same driver operated the vehicle in all of the recordings. The first four 
data sets were recorded back to back on the same day and the last data set was 
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recorded at a similar time on a different day. Even though the environmental and 
behavioral changes have not been recorded during this time period, this arrangement 
permitted an opportunity to roughly test the module performance for any changes over 
time. The first and third data sets were used in the module development process as 
training data sets and the other three sets were processed in performance evaluation of 
the module.  
In car following model calculations, the time interval between the data points 
has to be equal to create an applicable stimulus-response relationship. The TRG 
Instrumented Vehicle can record car following information in very short intervals, 
however, the time interval between the recordings typically varies slightly. The 
average recording time interval for the five data sets used in this study was 0.9698 
seconds. To equalize the time intervals for the recorded data points, all data sets were 
linearly interpolated to 0.1-second intervals. Plots of the interpolated TRG data sets 
are presented in Appendix A.  
3.3 SIMPLE OBSERVATION OF TIME LAG CONCEPT 
In car following phenomenon, the driver of the following vehicle is assumed to 
be willing to follow the lead vehicle. In other words, the following driver tries to 
match the actions of the lead vehicle while avoiding collision. Based on this 
assumption, a five-step search algorithm was used in this study to observe this 
behavior under different driving states (speed, motion, relative distance and relative 




1. Calculate the change in lead vehicle speed for 0.1-second interval and identify 
the type of motion (increasing or decreasing). 
2. Calculate the change in following vehicle speed for each 0.1-second interval 
for an X-second window and identify the type of motion.  
3. Match the lead vehicle speed change value to the closest following vehicle 
speed change value. 
4. Assign the time difference between lead vehicle speed change value and the 
matching following vehicle speed change value as the simple time lag for that 
time interval. If a matching value is not found, assign zero as the simple time 
lag value. 
5. Repeat steps 1 to 4 for the next 0.1-second interval.  
 
The five-step search algorithm identified the changes in speed for the lead 
vehicle and looked for similar motion in following vehicle actions. The search 
procedure results in values between 0 and X seconds for each data point, where 0 
values represented a non-matching response to the actions of the lead vehicle. The 
calculated values were not the driver's reaction or perception time but the observed 
time period for the driver to match the actions of the lead vehicle, if the driver 
simulates the actions of the lead vehicle.  
There were a number of factors contributing to the resulting T  values 
including the changes in speed, motion, driver perception of the motion and speed 
change, and relative distance. The results of a typical simple T  search algorithm are 






























































































As illustrated in Figure 2, when a strong change in speed or motion (e.g. 
acceleration to deceleration) was perceived by the driver in the following vehicle, the 
algorithm resulted in high T  values and, in the following seconds, the values 
gradually decreased creating a triangular pattern. This shape represented the effect of a 
strong stimulus while overriding the weaker stimuli. On the other hand, when the 
changes in speed were relatively weaker and motion was stable, the search algorithm 
did not produce a triangular but a more stable pattern with a number of fluctuations. In 
the design and analysis of highway structures and traffic flow, the perception-response 
time of the driver is usually assumed as a value between 1.0 and 3.0 seconds based on 
the environment and type of the stimulus [Koppa, 1997]. However, any strong 
stimulus can result in shorter response times while the response of the driver is 
affected for longer periods of time especially for sudden deceleration motions. It 
should be noted that the acceleration and deceleration motions result in similar 
triangular patterns so that the triangular patterns represent the effect but not the cause.  
Selection of a search window size was critical for the effective observation of 
the described behavior of the simple T  search algorithm. An effect should not be 
expected from a stimulus after a long time period. For example, it is unlikely for a 
driver to respond to a sudden deceleration after a 10-second time lag. Therefore, a 
large window size was not appropriate for the search algorithm because of the fact that 
it might be influenced by unrelated stimulus with similar values. On the other hand, 
small window sizes might change the algorithm's ability to observe the effects of a 
strong stimulus by limiting the height of the observed triangular pattern. Figure 3 

























































































































In Figure 3, the triangular patterns were observed for all window sizes; 
however, the height of the triangle was limited to the search window size. For a 2-
second window, the height limitation could be observed clearly when compared to the 
triangular pattern for larger window sizes. The 3, 4 and 5-second windows produced 
similar results for the height of the triangular pattern, but the width of the triangle was 
different. 
Based on this observation, simple T  values for 3, 3.5, 4, 4.5 and 5-second 
window sizes were calculated for first and third data sets to measure the effect of the 
different window sizes on module performance. After the simple T  search, each data 
point included five values: following vehicle speed, following vehicle acceleration, 
relative speed, relative distance and simple T  value.  
3.4 DEFINITION OF DRIVING STATES AS MEMBERSHIP FUNCTIONS 
To define the membership functions for each variable, randomly selected data 
points from the first and third data sets were used for clustering. The random selection 
was done with replacement so that each data point had the same chance at each draw 
regardless of whether it had already been sampled or not. This procedure made it 
possible to handle each recording as an independent event so that the selected training 
data sets were truly random.  
The size of the randomly selected training data could also have an effect on the 
definition of the membership functions. Therefore, to address the size and 
representation of the random selection issues, a total of nine training data sets were 
created and tested in terms of their feature representation as a part of the module 
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development process. These data sets included three sets of 500, three sets of 700 and 
three sets of 1,000 random points.  
Based on the fuzzy c-means clustering method defined in Equation 10, 
following vehicle speed, following vehicle acceleration, relative speed, relative 
distance, and simple time T  values were clustered from the randomly selected training 
data sets. The clustering algorithm is described in Figure 4.  
- Following Vehicle Speed
- Following Vehicle Acceleration
- Relative Speed





- c = number of clusters
- m = 2




- Best Shape using MSE
Change the 





Figure 4. Fuzzy C-Means Clustering Algorithm for Car Following Parameters 
The clustering algorithm began with selection of the number of classes (c), 
degree of fuzziness (m) and stop criteria. The fuzzy c-means clustering step produced 
a membership matrix [number of cluster * number of data points] that the 
belongingness of each data point to the class was represented by a membership value 
between 0 and 1. Figure 5 shows a typical fuzzy c-means clustering results for 3, 6 and 
10 classes for the following vehicle speed variable with m=2 and stop criteria=0.001. 
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Figure 5. Typical Fuzzy C-Means Clustering Results for 3, 6, and 10 Classes for 
Following Vehicle Speed 
 
A linguistic meaning could easily be attached to the results, for example, in 
Figure 5, for the clustering results of three classes, the terms "low", "normal" and 
"high" could be used to define first, second and third classes, respectively.   
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However, the fuzzy c-means clustering algorithm had two major shortcomings; 
the insensitivity to the end classes and the irregular overlaps between classes. To 
overcome these problems, two modification steps were previously developed by Liao 
(2001) in a fuzzy expert system design for weld recognition. The same modifications 
were used in this study. A description of this process is summarized as the following 
steps:    
1. Set the lowest data value to be the center of the left end term and the highest 
data value to be the center of the right end term.  
2. Redistribute the concave part of a membership function to the other two more 
appropriate terms by a normalization operation. 
 
Figure 6 shows the fuzzy c-means modification results for the following 
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Figure 6. Fuzzy C- Means Modification 
After the modification, mathematical definitions were attached to the modified 
clustering values by using three basic mathematical functions. Triangular, Gaussian 
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and s-shaped functions were fitted to the each class and MSEs were calculated to 
select the best shape for the membership function definition. These three function 
types are commonly used in fuzzy logic models and control systems to provide simple 
mathematical definitions of terms. Triangular function takes the form of: 




























              (11) 
where, γα ,  and δ  are left end, center and right end point of the triangle where 
δα ≤≤ x . Two adjacent fuzzy terms with triangular functions should always overlap 
at midpoint between the class centers. The resulting triangles are asymmetrical so that 
the right and left side widths may not be equal. Gaussian membership function is 
defined as: 









gaussian eA                 (12) 
    
where, µ  and σ  are the center of the class and standard deviation, respectively. 
Gaussian functions are also asymmetrical and the standard deviation of a class is 
calculated based on the data point values between two class centers. The s-shaped 
function is defined as: 
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   (13) 
where, γα ,  and β  are left end, center and mid point of the curve that γβα ≤≤  and 
β  is the midpoint between α  and γ . Based on Equation 13, two adjacent fuzzy terms 
with s-shaped functions should always overlap at midpoint between the class centers. 
Figure 7 shows the triangular, Gaussian, and s-shaped functions fitted to modified 
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Figure 7. Membership Function Fits for Following Vehicle Speed - 3 Classes 
    Modified Clustering Values 
    Membership Function 
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In Figure 7, the s-shaped function had the best fit in terms of shape. The main 
reason why the Gaussian function did not fit the modified clustering results was that 
the overlap point between two adjacent classes was not necessarily at midpoint but 
changed with the standard deviation of the random selection.  
The modified clustering and function fit processes were applied to all training 
data sets and a MSE calculation was performed to compare the function fit for 
different number of classes. Based on the selected membership function type and 
number of classes, the class centers and the linguistic terms were defined as the fuzzy 
definition of the driving states.  
3.5 DEVELOPMENT OF FUZZY RELATIONSHIPS 
The design of the variable response time lag module was founded on the idea 
that the driver of the following vehicle would respond to any stimulus based on the 
driving state at the time of the stimulus. Following vehicle speed, following vehicle 
acceleration, relative speed, and relative distance values were the input variables that 
defined the current driving state, whereas the output was the simple T  value.   
Once the fuzzy definitions for input and output values were defined for the 
training data sets, it was possible to define fuzzy relationships among the variables, in 




- IF–THEN Rules 
- Goodness of the Rule (weight)
Rule Extraction
- Following Vehicle Speed
- Following Vehicle Acceleration
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- Relative Distance 
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Input (Training Data) Output (Training Data)




Figure 8. Fuzzy Rule Extraction Algorithm 
First, the following vehicle speed, following vehicle acceleration, relative 
speed, relative distance, and time lag values of the training data set were fuzzified 
based on the selected number of classes and function type. For each data point, a 
relationship was observed in the following form: 
     Following Vehicle Speed is “Very Low” 
     Following Vehicle Acceleration is “Zero Negative” 
     Following Vehicle is “Slightly Slower” 
     Relative Distance is “Normal"  
      T  is “Normal” 
 
This simple relationship was then translated into an “if-then” rule as: 
IF Following Vehicle Speed is “Very Low”, Following Vehicle     
Acceleration is “Zero Negative”, Relative Speed is “Slightly 
Slower”, and Relative Distance is “Normal” 




The number of possible rules depended on the number of classes defined for 
each input and output variable. For example, if each of the input and output variables 
were defined using three classes, the possible combination of the variable classes 
would result in 243 rules (3*3*3*3*3). Although all of these combinations existed 
mathematically, they might not be practically possible. For example, it is unlikely to 
observe a low T value when the following vehicle speed and relative speed were low, 
relative distance was high and the following vehicle acceleration was normal. 
Therefore, a goodness of the rule value (weight) was calculated to identify the more 
likely combination of rules.  
To define the goodness of the rule, weights for each observed rule were 
calculated and assigned to the rule. Among the several different methods to calculate 
the rule weights, the maximum of minimums method was used so that any strong 
stimulus would dominate the similar but weaker stimuli. Equation 14 defines weight 
calculation for each rule using the maximum of minimums method. 
         )))(),(),(),(),((( nmnlnknjni
ijklmn
ijklm TAAARDARVAVAMinMaxw =   (14) 
where,  
=)( ni VA membership value of following vehicle speed for data point n. 
=)( nl AA  membership value of following vehicle acceleration for data point n. 
=)( nj RVA  membership value of relative speed for data point n. 
=)( nk RDA  membership value of relative distance for data point n. 




As a result of the weight calculation process, some of the rules had zero 
weights showing that those particular rules were not observed among the training data 
set points. Other rules were associated with the weight values between 0 and 1.  
The fuzzy definitions of the driving states and the fuzzy rules tha t produced the 
possible time lag values formed the basic structure of the fuzzy module. However, the 
output of the rules was still fuzzy values. To apply the results of the module to a car 
following model, the rule outputs had to be transformed into crisp values.  
3.6 DEFUZZIFICATION AND ASSIGNMENT OF FUZZY T VALUES  
Using the fuzzy definitions of the driving states and the rule structure, it was 
possible to assign fuzzy T  values to any car following data set. Figure 9 shows the 
fuzzy T  assignment algorithm.  
- Following Vehicle Speed
- Following Vehicle Acceleration
- Relative Speed
- Relative Distance 
Input Data 









Assignment of T values 
for X-sec Period
Fuzzy T Overlap
Assignment of T values 
based on max fuzzy value
Fuzzy T Assignment
 
Figure 9. Fuzzy Time Lag Assignment Algorithm for Car Following Data Sets 
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In the fuzzy T  assignment algorithm, following vehicle speed, following 
vehicle acceleration, relative speed and relative distance values were fuzzified based 
on the selected membership functions and number of classes. It should be noted that, 
the first and third data sets were selected to create the randomly selected training data 
points. Therefore, these sets were not used in the fuzzy T  assignment nor the 
evaluation processes. The second, fourth and fifth data sets were processed through 
fuzzy T  assignment and model application algorithms.  
When the following vehicle speed, following vehicle acceleration, relative 
speed and relative distance values were fuzzified, each of these variables corresponded 
to two different adjacent classes. For example, a speed value could be defined as 
"normal" with =µ 0.25 and "fast" with =µ 0.75 at the same time. Using the fuzzified 
values, all applicable fuzzy rules were implemented for each data point.  
 Since weights of the rules were not necessarily equal, the results of the fuzzy 
value implications were compared to the rule weight and the minimum value was 
selected. Figure 10 illustrates a typical rule implementation for a data point using 
Mamdani Min implication, where both input and output values were fuzzy 
membership values. 
In Figure 10, the output of the first rule is the minimum of the fuzzy input 
values (relative speed), since the minimum value is smaller than the rule weight. In 
second rule, rule weight is smaller than the minimum of the fuzzy input values; 
therefore, the fuzzy output for this rule is the value of the rule weight. The logical 
"ELSE"  interpretation (maximum) produces a final fuzzy output for the data point 
































































Figure 10. Fuzzy Rule Implementation for a Car Following Data Point 
To use the output of the module in an existing car following model, the time 
lag value had to be defined as a crisp value. Therefore the output of the rules has to be 
defuzzified. For each data point, fuzzy outputs were transformed into crisp values 
using the mean of maxima defuzzification method defined in Equation 9.  
The crisp T  values calculated by the defuzzification process indicated a 
response at time )( Tt +  for the stimulus at time )(t  for each data point. However, the 
same stimulus might have an effect to a degree at time )( XTt ++ . Unless a stronger 
stimulus occurs at time )( XTt ++ , the previous stimulus would dictate the response. 
Thus, the results of defuzzification were extended for a X -second period for each 
data point and the strength of the stimulus was compared for the overlapping T  
values. The length of the X -second period depended on the result of the 
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defuzzification process where the overlap period was from the defuzzified T  value to 
the end of the last fuzzy T  class definition.  
Among the overlapping values, the T  with the maximum strength was 
assigned to the time increment as the dominant time lag. In addition to the 
representation of the stronger stimuli, the strength comparison also enabled the 
module to create a smooth transition for the T  values in time, since the strength of any 
stimulus decreased after certain period of time. A typical defuzzification and 
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Figure 11. Typical Mean of Maxima Defuzzification and X-Second Overlap for a 
Data Point 
  
In Figure 11, the mean of maxima defuzzification resulted in 2.0 seconds. The 
time lag for possible responses induced by the stimulus at this data point was extended 
for two more seconds. Each fuzzy T  value was associated with membership values 
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between 0.5 and 0.27 following the maximum values of the defuzzification output. 
When the next data point was processed by the same algorithm, some of the fuzzy T  
values would overlap. At the end, the T  value with the maximum membership value 
was assigned to the time increment.  
3.7 EVALUATION OF MODULE PERFORMANCE 
3.7.1 Model Application and Parameter Calculation 
When the fuzzy T  assignment algorithm was completed, the car following 
data set was coupled with variable time lag values based on the following vehicle 
speed, following vehicle acceleration, relative speed and relative distance values of 
each data point.  
To measure the performance of the variable time lag values assigned by the 
fuzzy module, the second, fourth and fifth data sets were applied to two of the GM car 
following models. Both of the models are variations of the fifth GM model as defined 
in Equation 2. When exponential parameters are )0( == lm , the fifth GM model takes 
the form of (also known as the first GM model): 
                                               ( ))()()( 212 txtxTtx &&&& −=+ α     (15) 
The exponential parameters of  )1,0( == lm  result in another variation of the 
fifth model (also known as the third GM model): 







   (16) 
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In the first and third GM models, the stimulus and response were defined as 
relative speed at time )(t  and the response as acceleration of the following vehicle at 
time )( Tt + . The difference between the two models was the sensitivity factor 
definition. In addition to the α  value in the first model, the third model also 
considered the relative distance as a factor affecting the sensitivity definition.  
The model application and the module performance evaluation consisted of 
three steps. First, the car following data was applied to the first and third GM models 
as defined in Equations 15 and 16, using a constant T  value. The second step was to 
apply the car following data sets to the same models using the variable T  values 
assigned by the module. The model definitions using constant and fuzzy T  were then 
compared to the TRG Instrumented Vehicle recordings. The model parameters using 
constant T  were calculated using the algorithm described in Figure 12. 
 
)()( 21 txtx trgtrg && −
Calculate Sensitivity Factor that
Minimizes the Residual
( )222∑ − gmtrg xx &&&&
)(2 Ttx gm +&&
Assign  Constant T
Calculate
New Constant T
Select T and Sensitivity Factor 





Model Parameters  
Figure 12. Car Following Model Parameter Calculation Algorithm Using Constant T 
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In Figure 12, the algorithm inputs the relative speed at time )(t  and assigns a 
constant T  value to the data set for each data point. The acceleration of the following 
vehicle at time )( Tt +  is calculated using equations 15 and 16. In the calculation of 
the acceleration, the sensitivity factor was assigned as the value that minimized the 
residual, the sum of squared differences between the field and calculated acceleration 
values. The Nelder-Mead simplex method was used to calculate the sensitivity factor. 
The Nelder-Mead simplex method is a direct search method that does not use 
numerical or analytic gradients [MATLAB, 2000]. The T  and sensitivity factor that 
gave the minimum residual was selected as the model parameters. 
A similar algorithm using the Nelder-Mead simplex method was applied to 
calculate the model parameters using the fuzzy T  values. Figure 13 describes the 
model parameter calculation algorithm using the fuzzy T .  
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Figure 13. Car Following Model Parameter Calculation Algorithm Using Fuzzy T 
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In Figure 13, since the T  values were calculated for each data point previously 
by the module, the sensitivity values were directly calculated that minimized the 
residual.  
Finally, the residual va lues for both the constant and fuzzy T  algorithms were 
compared to observe whether the fuzzy T  values had improved the simulation of the 
driver response.  
3.7.2 Statistical Analysis of Module Performance 
The validity of a proposed theory or a model can be verified by comparing the 
predicted values with the observed values. In the case of evaluating the performance 
of the variable time lag module, goodness of fit tests allow point by point comparison 
that yields results that would be appropriate for comparison using statistical measures 
such as Chi-Square or Kolmogorov-Smirnov tests. However, three important issues 
had to be addressed before designing the statistical evaluation process.  
The first issue was related to the  relationship between the variable response 
time lag module and the integrated car following model. Since the module produced 
fuzzy T  values without changing the structure of the car following model, the 
statistical analysis would not entirely reflect the performance of the module. The 
model structure's ability to simulate the driver response would have an important 
effect on the statistical tests.  
The second issue was the continuous nature of the car following phenomenon. 
The car following models based on stimulus-response relationship calculates the 
acceleration of the vehicle for each time increment as the driver response. The driver 
response has sequential dependencies among consecutive time increments. In other 
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words, the calculated acceleration value at time )(t  is dependent on the acceleration at 
time )1.0( −t . This dependency is related to the mechanical properties of the vehicle 
and the abilities of the driver. It is very difficult (and may be impossible) to reflect this 
dependency in a statistical analysis that assumes probabilistic distributions for the 
variable.  
The last issue that required attention was the properties of the goodness of fit 
tests. Although goodness of fits tests are commonly used for identifying the 
differences between two sets of data points, they assume a certain frequency 
distribution for the comparison. In addition, the Chi-Square test requires grouping of 
the data in certain intervals where the performance of the test is highly dependent on 
these intervals and might result in loss of information. In Kolmogorov-Smirnov test 
the individual observations could be treated individually. 
Taking the three important issues into account, two statistical tests were 
applied to the model application results to evaluate the performance of the fuzzy time 
lag module, including Kolmogorov-Smirnov and Root Mean Square Error tests.  
The first test was the Kolmogorov-Smirnov test in which the results of each 
model application were compared to the TRG responses. Assuming the TRG response 
as expected and the response calculated by the models as observed, the hypothesis 
was: 
                     H0: The observed response is equal to the expected response 






The decision value was defined as: 





    (17) 
where,  
=)(. 2 ixcum gm&& cumulative frequency of the observed response 
=)(. 2 ixcum trg&& cumulative frequency of the expected response 
=n number of data points 
Decision Rule = if 2/1, levelcesignificannDD −> , then reject the null hypothesis 
 
The test calculations were performed for the responses calculated by model 
using a constant T  and the responses calculated by model using fuzzy T . The 
decision values of the models were then compared to each other to evaluate if the use 
of the fuzzy T  values had improved the definition of response.  
Figure 14 represents the algorithm for Kolmogorov-Smirnov test that was used 
to evaluate the model application results. 
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Recorded Response
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The statistical test algorithm described in Figure 14 was repeated for the 
second, fourth and fifth TRG car following data sets. 
The second statistical test was the Root Mean Square Error test in which the 
Root Mean Square value was used to evaluate differences between observed and 
expected data points. The Root Mean Square Error was defined as: 













                                 (18) 
where,  
=)(2 ix gm&& the observed response for data point i  
=)(2 ix trg&& the expected response for data point i  
=n number of data points 
 
The calculated Root Mean Square Error values for the responses produced by 
the models were then compared to evaluate the performance of the fuzzy time lag 
module. The Root Mean Square Error test algorithm for the car following data sets is 
illustrated in Figure 15.  
The statistical test algorithm described in Figure 15 was also repeated for the 
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CHAPTER 4 - MODULE CONSTRUCTION 
4.1 SIMPLE TIME LAG VALUE AND TRAINING DATA SET SELECTION 
In the module construction process, the first and third TRG car following data 
sets were processed by the simple T  search algorithm using 3, 3.5, 4, 4.5 and 5-
second window sizes. After the search results were attached to the data sets, each data 
point contained five values, including following vehicle speed, following vehicle 
acceleration, relative speed, relative distance and simple T  value. The plots of the 
simple T  search results for the first and third data sets are presented in Figure 16 and 
17.   
From the T -value attached first and third data sets, data points were randomly 
selected with replacement. To address the representation of the random selection and 
size, three sets of 500, three sets of 700, and three sets of 1000 data points were 
created as training data sets. Table 4 summarizes the properties of the training data 
sets.  
A total of 45 training data sets were created as a combination of different 
random selection sizes and simple T  search window sizes. The selection of 500, 700 
and 1000 random points corresponded to 32, 45 and 64 percent of the first and third 



















































































































































































































































































































Table 4. Properties of Training Data Sets 










































































4.2 SELECTION OF MEMBERSHIP FUNCTIONS AND CLASS CENTERS 
Each of the 45 training data sets was classified using the modified fuzzy c-
means algorithm, where m=2 and stop criteria=0.001. To select the appropriate 
number of classes for each of the car following variables, training data sets were 
clustered for 11 different numbers of classes (from 2 to 12 classes). The clustering 
results were then fitted to triangular, Gaussian and s-shaped functions and the mean 
squared error values were calculated and compared. MSE values of all training data 
sets for 11 different numbers of classes are presented in Appendix B. As an example, 
the MSE results for following vehicle speed, following vehicle acceleration, relative 
distance and relative speed of 500-point training sets are summarized in Table 5. In 
Table 6, MSE results of the simple T  values are shown for the same training data sets.  
For all of the variables and training data sets, s-shaped functions produced the 
lowest MSE values among the three tested functions. Since the lower MSE values 
provided a better representation of the variable classification, s-shaped functions were 
selected as the membership functions for all variables. 
As the number of classes increased, the class centers became closer to each 
other. When the driver's perception of the stimulus was considered, it was unlikely to 
perceive and differentiate between close class centers. For example, the driver would 
not consider 60 km/hr and 62 km/hr as different driving states. Based on this 




Table 5. Mean Squared Error Values for Following Vehicle, Following Vehicle Acceleration, Relative Speed and Relative 
Distance of 500-Point Training Data Sets 
Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped
2 0.0171 0.0309 0.0004 0.0180 0.0322 0.0005 0.0175 0.0264 0.0004
3 0.0073 0.0489 0.0002 0.0079 0.0818 0.0002 0.0076 0.0505 0.0002
4 0.0055 0.0250 0.0001 0.0059 0.0258 0.0001 0.0052 0.0249 0.0001
5 0.0050 0.0164 0.0001 0.0045 0.0184 0.0001 0.0043 0.0198 0.0001
6 0.0035 0.0069 0.0001 0.0041 0.0159 0.0001 0.0032 0.0048 0.0001
2 0.0176 0.2548 0.0004 0.0183 0.2737 0.0005 0.0180 0.2452 0.0005
3 0.0054 0.0194 0.0001 0.0048 0.0200 0.0001 0.0059 0.0183 0.0001
4 0.0051 0.0129 0.0001 0.0049 0.0157 0.0001 0.0052 0.0158 0.0001
5 0.0041 0.0130 0.0001 0.0041 0.0100 0.0001 0.0043 0.0134 0.0001
6 0.0038 0.0089 0.0001 0.0034 0.0087 0.0001 0.0038 0.0073 0.0001
2 0.0106 0.1903 0.0003 0.0105 0.2136 0.0003 0.0107 0.1940 0.0003
3 0.0065 0.0165 0.0001 0.0068 0.0194 0.0001 0.0069 0.0144 0.0001
4 0.0057 0.0098 0.0001 0.0053 0.0108 0.0001 0.0056 0.0129 0.0001
5 0.0044 0.0108 0.0001 0.0043 0.0142 0.0001 0.0043 0.0138 0.0001
6 0.0034 0.0063 0.0001 0.0035 0.0073 0.0001 0.0034 0.0061 0.0001
2 0.0079 0.2278 0.0002 0.0077 0.2497 0.0002 0.0085 0.2463 0.0002
3 0.0065 0.0286 0.0001 0.0063 0.0361 0.0001 0.0076 0.0442 0.0002
4 0.0047 0.0184 0.0001 0.0055 0.0170 0.0001 0.0046 0.0219 0.0001
5 0.0041 0.0064 0.0001 0.0042 0.0068 0.0001 0.0040 0.0084 0.0001
6 0.0031 0.0048 0.0001 0.0033 0.0046 0.0001 0.0036 0.0065 0.0001
ClassesVariable
Mean Squared Error Values
500-1 500-2 500-3
Following 












Table 6. Mean Squared Error Values for Simple T Search Results of 500-Point Training Data Sets 
Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped
2 0.0083 0.0058 0.0002 0.0081 0.0056 0.0002 0.0075 0.0040 0.0002
3 0.0055 0.0103 0.0001 0.0056 0.0064 0.0001 0.0058 0.0080 0.0001
4 0.0046 0.0102 0.0001 0.0043 0.0084 0.0001 0.0043 0.0105 0.0001
5 0.0037 0.0076 0.0001 0.0035 0.0073 0.0001 0.0036 0.0072 0.0001
6 0.0031 0.0068 0.0001 0.0030 0.0058 0.0001 0.0029 0.0058 0.0001
2 0.0083 0.0060 0.0002 0.0091 0.0070 0.0002 0.0085 0.0052 0.0002
3 0.0062 0.0089 0.0001 0.0061 0.0092 0.0001 0.0060 0.0096 0.0001
4 0.0046 0.0080 0.0001 0.0044 0.0077 0.0001 0.0045 0.0099 0.0001
5 0.0038 0.0077 0.0001 0.0036 0.0080 0.0001 0.0037 0.0081 0.0001
6 0.0030 0.0064 0.0001 0.0030 0.0055 0.0001 0.0032 0.0063 0.0001
2 0.0091 0.0080 0.0002 0.0092 0.0083 0.0002 0.0090 0.0074 0.0002
3 0.0066 0.0106 0.0001 0.0065 0.0104 0.0001 0.0063 0.0113 0.0001
4 0.0044 0.0091 0.0001 0.0044 0.0069 0.0001 0.0049 0.0086 0.0001
5 0.0038 0.0063 0.0001 0.0035 0.0080 0.0001 0.0041 0.0089 0.0001
6 0.0032 0.0060 0.0001 0.0033 0.0066 0.0001 0.0034 0.0068 0.0001
2 0.0091 0.0080 0.0002 0.0092 0.0079 0.0002 0.0091 0.0088 0.0002
3 0.0066 0.0106 0.0001 0.0062 0.0107 0.0001 0.0066 0.0120 0.0001
4 0.0044 0.0091 0.0001 0.0048 0.0078 0.0001 0.0051 0.0078 0.0001
5 0.0038 0.0063 0.0001 0.0039 0.0072 0.0001 0.0038 0.0074 0.0001
6 0.0032 0.0060 0.0001 0.0033 0.0071 0.0001 0.0032 0.0065 0.0001
2 0.0094 0.0093 0.0002 0.0094 0.0087 0.0002 0.0092 0.0095 0.0002
3 0.0065 0.0117 0.0001 0.0064 0.0119 0.0001 0.0066 0.0114 0.0001
4 0.0047 0.0071 0.0001 0.0051 0.0085 0.0001 0.0048 0.0078 0.0001
5 0.0040 0.0086 0.0001 0.0038 0.0084 0.0001 0.0038 0.0081 0.0001
6 0.0033 0.0061 0.0001 0.0032 0.0072 0.0001 0.0034 0.0088 0.0001
Simple T        
5.0 sec   
Window
Simple T        
3.0 sec   
Window
Simple T        
3.5 sec   
Window
Simple T        
4.0 sec   
Window
Simple T        









When the MSE values for the s-shaped function were investigated closely, it 
was found that below 0.0001 value, the decrease of the MSE values was very low. 
This meant that increasing the number of classes would provide very little benefit for 
the representation of the variables. The limited gain below 0.0001 MSE value was 
consisted for all of the training data sets, therefore, this value was considered as the 
selection criteria of the number of classes for each variable. Figure 16 represents the 
MSE values for the car following variables of training set 500-1-3.0 defined by s-



























T value - 3.0 sec Window
 
Figure 18. Means Squared Error Values for Training Data Set 500-1-3.0 Using S-
Shaped Functions 
 
Another issue related to the random selection of the training data sets was the 
variance of the class center values. Since the clustering process optimized the class 
centers using different data points for each training data set, the resulting class centers 
might have been different. Table 7 shows the calculated class centers for following 
vehicle speed of the 500-point training data sets. 
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Table 7. Class Center Calculation for Following Vehicle Speed of the 500-Point 
Training Data Sets 
1 2 3 4 5 6
2 22.17 32.39 - - - -
3 22.17 25.64 32.39 - - -
4 22.17 25.54 29.59 32.39 - -
5 22.17 25.15 26.20 29.70 32.39 -
6 22.17 24.25 25.28 26.29 29.72 32.39
2 22.19 32.42 - - - -
3 22.19 28.97 32.42 - - -
4 22.19 25.39 29.59 32.42 - -
5 22.19 25.35 28.72 30.08 32.42 -
6 22.19 25.09 25.99 28.76 30.09 32.42
2 22.17 32.42 - - - -
3 22.17 25.51 32.42 - - -
4 22.17 25.44 29.79 32.42 - -
5 22.17 25.38 28.55 30.06 32.42 -
6 22.17 24.28 25.47 28.64 30.07 32.42
500-2
500-3
Following Vehicle Speed Class Centers (m/sec)Number 
of   
Classes 




As illustrated in Table 7, the calculated class centers did not vary significantly 
for the same number of classes. A similar property was observed for all of the 
variables regardless of the size of random selection. This observation suggested that 
neither the random selection nor the size effected the class center definitions 
considerably. However, the same issues had to be addressed in rule extraction 
procedure.  
Based on the 0.0001 MSE criteria, the variable classification of all training 
data sets resulted in the same number of classes defined by s-shaped functions. The 
following vehicle speed, following vehicle acceleration, relative speed, relative 
distance and simple T  variables were represented with 4, 3, 3, 3, and 3 classes, 
 
 62
respectively. The selected class center values for all training data sets are presented in 
Table 8.  
Table 8. Selected Class Centers for Training Data Sets 
500-1 500-2 500-3 700-1 700-2 700-3 1000-1 1000-2 1000-3
1 22.17 22.19 22.17 22.21 22.19 22.19 22.17 22.18 22.18
2 25.54 25.39 25.44 25.58 25.39 25.45 25.39 25.45 25.43
3 29.59 29.59 29.79 29.78 29.61 29.79 29.67 29.63 29.73
4 32.39 32.42 32.42 32.42 32.40 32.42 32.41 32.42 32.42
1 -2.40 -2.39 -2.41 -2.41 -2.41 -2.41 -2.41 -2.41 -2.41
2 -0.01 0.00 -0.07 -0.08 -0.11 0.02 -0.09 0.00 0.00
3 0.80 0.80 0.80 0.79 0.80 0.80 0.80 0.80 0.80
1 16.19 16.08 16.09 16.08 16.08 16.08 16.08 16.08 16.08
2 26.43 26.28 26.27 26.53 26.27 26.48 25.86 26.24 26.46
3 32.96 32.96 32.97 32.97 32.97 32.85 32.94 32.97 32.97
1 -2.58 -2.53 -2.58 -2.61 -2.61 -2.57 -2.61 -2.61 -2.61
2 -0.17 -0.15 0.06 -0.21 -0.20 -0.14 -0.19 -0.12 -0.20
3 1.99 1.99 1.99 2.00 1.99 1.99 2.00 2.00 2.00
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 1.31 1.23 1.35 1.22 1.32 1.31 1.21 1.20 1.24
3 2.90 2.90 2.90 2.90 2.90 2.90 2.90 2.90 2.90
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 1.56 1.39 1.50 1.52 1.55 1.67 1.57 1.47 1.45
3 3.40 3.40 3.40 3.40 3.40 3.40 3.40 3.40 3.40
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 1.71 1.68 1.74 1.83 1.73 1.84 1.90 1.84 1.64
3 3.90 3.90 3.90 3.90 3.90 3.90 3.90 3.90 3.90
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 1.71 2.03 2.07 2.13 2.10 2.01 2.10 2.18 2.13
3 3.90 4.40 4.40 4.40 4.40 4.40 4.40 4.40 4.40
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 2.25 2.26 2.30 2.32 2.27 2.10 2.31 2.41 2.43
3 4.90 4.90 4.90 4.90 4.90 4.90 4.90 4.90 4.90
Simple T                                          
3.5 sec 
Window
Simple T                                          
4.0 sec 
Window
Simple T                                          
4.5 sec 
Window






















Table 9 summarizes the selected number of classes for each variable and their 
linguistic description for all training data sets.   
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Variable Linguistic Term Membership Function
Simple T                     
(sec)
Following Vehicle     
Speed                 
(m/sec)
Following Vehicle 
Acceleration       
(m/sec2)
Relative Speed          
(m)
Relative Distance       
(m)
 
4.3 FUZZY RULE EXTRACTION 
After the class membership functions were defined, the training data sets were 
analyzed for fuzzy relationships. Based on the number of classes selected for the 
variables, the possible number of rule combinations was 324 (4*3*3*3*3) for all 
training data sets. Table 10 summarizes the results of the fuzzy rule extraction for 
training data sets. 
Among the 45 training data sets, 0.6 to 5.6 percent of all possible rules 
received zero values which were a result of the random selection of data points. The 
zero value for a rule meant that none of the data points in the training data set fell 
under that particular rule definition. As an example, 324 fuzzy rules and their 
calculated weights for training data set 500-1-3.0 are presented in Table 11.  
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Table 10. Results of Fuzzy Rule Extraction for Training Data Sets 
Amount % Amount %
1 500-1-3.0 324 321 99.07% 3 0.93%
2 500-1-3.5 324 315 97.22% 9 2.78%
3 500-1-4.0 324 318 98.15% 6 1.85%
4 500-1-4.5 324 321 99.07% 3 0.93%
5 500-1-5.0 324 315 97.22% 9 2.78%
6 500-2-3.0 324 317 97.84% 7 2.16%
7 500-2-3.5 324 321 99.07% 3 0.93%
8 500-2-4.0 324 315 97.22% 9 2.78%
9 500-2-4.5 324 317 97.84% 7 2.16%
10 500-2-5.0 324 321 99.07% 3 0.93%
11 500-3-3.0 324 314 96.91% 10 3.09%
12 500-3-3.5 324 317 97.84% 7 2.16%
13 500-3-4.0 324 322 99.38% 2 0.62%
14 500-3-4.5 324 313 96.60% 11 3.40%
15 500-3-5.0 324 317 97.84% 7 2.16%
16 700-1-3.0 324 319 98.46% 5 1.54%
17 700-1-3.5 324 317 97.84% 7 2.16%
18 700-1-4.0 324 315 97.22% 9 2.78%
19 700-1-4.5 324 320 98.77% 4 1.23%
20 700-1-5.0 324 317 97.84% 7 2.16%
21 700-2-3.0 324 315 97.22% 9 2.78%
22 700-2-3.5 324 321 99.07% 3 0.93%
23 700-2-4.0 324 316 97.53% 8 2.47%
24 700-2-4.5 324 315 97.22% 9 2.78%
25 700-2-5.0 324 321 99.07% 3 0.93%
26 700-3-3.0 324 317 97.84% 7 2.16%
27 700-3-3.5 324 315 97.22% 9 2.78%
28 700-3-4.0 324 321 99.07% 3 0.93%
29 700-3-4.5 324 317 97.84% 7 2.16%
30 700-3-5.0 324 315 97.22% 9 2.78%
31 1000-1-3.0 324 306 94.44% 18 5.56%
32 1000-1-3.5 324 314 96.91% 10 3.09%
33 1000-1-4.0 324 315 97.22% 9 2.78%
34 1000-1-4.5 324 311 95.99% 13 4.01%
35 1000-1-5.0 324 314 96.91% 10 3.09%
36 1000-2-3.0 324 315 97.22% 9 2.78%
37 1000-2-3.5 324 312 96.30% 12 3.70%
38 1000-2-4.0 324 314 96.91% 10 3.09%
39 1000-2-4.5 324 315 97.22% 9 2.78%
40 1000-2-5.0 324 312 96.30% 12 3.70%
41 1000-3-3.0 324 315 97.22% 9 2.78%
42 1000-3-3.5 324 315 97.22% 9 2.78%
43 1000-3-4.0 324 312 96.30% 12 3.70%
44 1000-3-4.5 324 315 97.22% 9 2.78%
45 1000-3-5.0 324 315 97.22% 9 2.78%
Number of Possible 
Rules
Rules Observed Rules Not Observed






Table 11. Fuzzy Rule Weight Values for Training Data Set 500-1-3.0 
Rule Weight Rule Weight Rule Weight Rule Weight Rule Weight Rule Weight
1-1-1-1-1 0.004 1-3-1-1-1 0.026 2-2-1-1-1 0.176 3-1-1-1-1 0.318 3-3-1-1-1 0.023 4-2-1-1-1 0.000
1-1-1-1-2 0.014 1-3-1-1-2 0.026 2-2-1-1-2 0.157 3-1-1-1-2 0.294 3-3-1-1-2 0.040 4-2-1-1-2 0.001
1-1-1-1-3 0.014 1-3-1-1-3 0.025 2-2-1-1-3 0.128 3-1-1-1-3 0.511 3-3-1-1-3 0.040 4-2-1-1-3 0.008
1-1-1-2-1 0.004 1-3-1-2-1 0.026 2-2-1-2-1 0.250 3-1-1-2-1 0.293 3-3-1-2-1 0.046 4-2-1-2-1 0.724
1-1-1-2-2 0.014 1-3-1-2-2 0.027 2-2-1-2-2 0.250 3-1-1-2-2 0.293 3-3-1-2-2 0.046 4-2-1-2-2 0.281
1-1-1-2-3 0.014 1-3-1-2-3 0.027 2-2-1-2-3 0.134 3-1-1-2-3 0.102 3-3-1-2-3 0.040 4-2-1-2-3 0.374
1-1-1-3-1 0.002 1-3-1-3-1 0.009 2-2-1-3-1 0.018 3-1-1-3-1 0.032 3-3-1-3-1 0.013 4-2-1-3-1 0.374
1-1-1-3-2 0.000 1-3-1-3-2 0.027 2-2-1-3-2 0.028 3-1-1-3-2 0.028 3-3-1-3-2 0.014 4-2-1-3-2 0.067
1-1-1-3-3 0.000 1-3-1-3-3 0.027 2-2-1-3-3 0.028 3-1-1-3-3 0.028 3-3-1-3-3 0.007 4-2-1-3-3 0.254
1-1-2-1-1 0.300 1-3-2-1-1 0.068 2-2-2-1-1 0.384 3-1-2-1-1 0.046 3-3-2-1-1 0.023 4-2-2-1-1 0.001
1-1-2-1-2 0.711 1-3-2-1-2 0.053 2-2-2-1-2 0.395 3-1-2-1-2 0.084 3-3-2-1-2 0.040 4-2-2-1-2 0.012
1-1-2-1-3 0.031 1-3-2-1-3 0.031 2-2-2-1-3 0.389 3-1-2-1-3 0.084 3-3-2-1-3 0.040 4-2-2-1-3 0.012
1-1-2-2-1 0.030 1-3-2-2-1 0.287 2-2-2-2-1 0.988 3-1-2-2-1 0.046 3-3-2-2-1 0.310 4-2-2-2-1 0.586
1-1-2-2-2 0.037 1-3-2-2-2 0.202 2-2-2-2-2 0.951 3-1-2-2-2 0.092 3-3-2-2-2 0.376 4-2-2-2-2 0.611
1-1-2-2-3 0.031 1-3-2-2-3 0.244 2-2-2-2-3 0.978 3-1-2-2-3 0.102 3-3-2-2-3 0.396 4-2-2-2-3 0.699
1-1-2-3-1 0.028 1-3-2-3-1 0.058 2-2-2-3-1 0.155 3-1-2-3-1 0.032 3-3-2-3-1 0.845 4-2-2-3-1 0.653
1-1-2-3-2 0.028 1-3-2-3-2 0.057 2-2-2-3-2 0.194 3-1-2-3-2 0.028 3-3-2-3-2 0.757 4-2-2-3-2 0.655
1-1-2-3-3 0.026 1-3-2-3-3 0.057 2-2-2-3-3 0.133 3-1-2-3-3 0.028 3-3-2-3-3 0.717 4-2-2-3-3 0.833
1-1-3-1-1 0.300 1-3-3-1-1 0.491 2-2-3-1-1 0.216 3-1-3-1-1 0.001 3-3-3-1-1 0.000 4-2-3-1-1 0.001
1-1-3-1-2 0.361 1-3-3-1-2 0.593 2-2-3-1-2 0.270 3-1-3-1-2 0.008 3-3-3-1-2 0.008 4-2-3-1-2 0.009
1-1-3-1-3 0.030 1-3-3-1-3 0.380 2-2-3-1-3 0.192 3-1-3-1-3 0.008 3-3-3-1-3 0.008 4-2-3-1-3 0.009
1-1-3-2-1 0.028 1-3-3-2-1 0.733 2-2-3-2-1 0.452 3-1-3-2-1 0.022 3-3-3-2-1 0.297 4-2-3-2-1 0.105
1-1-3-2-2 0.036 1-3-3-2-2 0.613 2-2-3-2-2 0.292 3-1-3-2-2 0.022 3-3-3-2-2 0.412 4-2-3-2-2 0.069
1-1-3-2-3 0.030 1-3-3-2-3 0.750 2-2-3-2-3 0.572 3-1-3-2-3 0.010 3-3-3-2-3 0.427 4-2-3-2-3 0.111
1-1-3-3-1 0.028 1-3-3-3-1 0.032 2-2-3-3-1 0.125 3-1-3-3-1 0.003 3-3-3-3-1 0.297 4-2-3-3-1 0.134
1-1-3-3-2 0.028 1-3-3-3-2 0.033 2-2-3-3-2 0.125 3-1-3-3-2 0.002 3-3-3-3-2 0.412 4-2-3-3-2 0.135
1-1-3-3-3 0.026 1-3-3-3-3 0.033 2-2-3-3-3 0.092 3-1-3-3-3 0.001 3-3-3-3-3 0.458 4-2-3-3-3 0.111
1-2-1-1-1 0.053 2-1-1-1-1 0.157 2-3-1-1-1 0.026 3-2-1-1-1 0.682 4-1-1-1-1 0.000 4-3-1-1-1 0.000
1-2-1-1-2 0.053 2-1-1-1-2 0.621 2-3-1-1-2 0.040 3-2-1-1-2 0.629 4-1-1-1-2 0.001 4-3-1-1-2 0.000
1-2-1-1-3 0.025 2-1-1-1-3 0.497 2-3-1-1-3 0.040 3-2-1-1-3 0.130 4-1-1-1-3 0.008 4-3-1-1-3 0.000
1-2-1-2-1 0.053 2-1-1-2-1 0.157 2-3-1-2-1 0.068 3-2-1-2-1 0.293 4-1-1-2-1 0.064 4-3-1-2-1 0.013
1-2-1-2-2 0.053 2-1-1-2-2 0.157 2-3-1-2-2 0.176 3-2-1-2-2 0.698 4-1-1-2-2 0.092 4-3-1-2-2 0.067
1-2-1-2-3 0.027 2-1-1-2-3 0.074 2-3-1-2-3 0.134 3-2-1-2-3 0.193 4-1-1-2-3 0.102 4-3-1-2-3 0.067
1-2-1-3-1 0.018 2-1-1-3-1 0.002 2-3-1-3-1 0.012 3-2-1-3-1 0.055 4-1-1-3-1 0.064 4-3-1-3-1 0.013
1-2-1-3-2 0.027 2-1-1-3-2 0.000 2-3-1-3-2 0.028 3-2-1-3-2 0.042 4-1-1-3-2 0.028 4-3-1-3-2 0.067
1-2-1-3-3 0.027 2-1-1-3-3 0.000 2-3-1-3-3 0.028 3-2-1-3-3 0.028 4-1-1-3-3 0.028 4-3-1-3-3 0.067
1-2-2-1-1 0.403 2-1-2-1-1 0.242 2-3-2-1-1 0.068 3-2-2-1-1 0.091 4-1-2-1-1 0.001 4-3-2-1-1 0.000
1-2-2-1-2 0.593 2-1-2-1-2 0.379 2-3-2-1-2 0.042 3-2-2-1-2 0.211 4-1-2-1-2 0.012 4-3-2-1-2 0.000
1-2-2-1-3 0.254 2-1-2-1-3 0.310 2-3-2-1-3 0.040 3-2-2-1-3 0.130 4-1-2-1-3 0.012 4-3-2-1-3 0.000
1-2-2-2-1 0.636 2-1-2-2-1 0.046 2-3-2-2-1 0.482 3-2-2-2-1 0.997 4-1-2-2-1 0.064 4-3-2-2-1 0.246
1-2-2-2-2 0.637 2-1-2-2-2 0.052 2-3-2-2-2 0.411 3-2-2-2-2 1.000 4-1-2-2-2 0.092 4-3-2-2-2 0.274
1-2-2-2-3 0.484 2-1-2-2-3 0.052 2-3-2-2-3 0.568 3-2-2-2-3 0.979 4-1-2-2-3 0.102 4-3-2-2-3 0.243
1-2-2-3-1 0.155 2-1-2-3-1 0.028 2-3-2-3-1 0.352 3-2-2-3-1 0.666 4-1-2-3-1 0.064 4-3-2-3-1 0.541
1-2-2-3-2 0.194 2-1-2-3-2 0.028 2-3-2-3-2 0.376 3-2-2-3-2 0.449 4-1-2-3-2 0.028 4-3-2-3-2 0.345
1-2-2-3-3 0.133 2-1-2-3-3 0.026 2-3-2-3-3 0.396 3-2-2-3-3 0.447 4-1-2-3-3 0.028 4-3-2-3-3 0.338
1-2-3-1-1 0.812 2-1-3-1-1 0.136 2-3-3-1-1 0.154 3-2-3-1-1 0.009 4-1-3-1-1 0.001 4-3-3-1-1 0.000
1-2-3-1-2 0.915 2-1-3-1-2 0.136 2-3-3-1-2 0.156 3-2-3-1-2 0.009 4-1-3-1-2 0.008 4-3-3-1-2 0.000
1-2-3-1-3 0.615 2-1-3-1-3 0.018 2-3-3-1-3 0.172 3-2-3-1-3 0.009 4-1-3-1-3 0.008 4-3-3-1-3 0.000
1-2-3-2-1 0.285 2-1-3-2-1 0.028 2-3-3-2-1 0.648 3-2-3-2-1 0.310 4-1-3-2-1 0.022 4-3-3-2-1 0.105
1-2-3-2-2 0.384 2-1-3-2-2 0.036 2-3-3-2-2 0.670 3-2-3-2-2 0.300 4-1-3-2-2 0.022 4-3-3-2-2 0.069
1-2-3-2-3 0.380 2-1-3-2-3 0.030 2-3-3-2-3 0.676 3-2-3-2-3 0.213 4-1-3-2-3 0.010 4-3-3-2-3 0.111
1-2-3-3-1 0.100 2-1-3-3-1 0.028 2-3-3-3-1 0.389 3-2-3-3-1 0.177 4-1-3-3-1 0.003 4-3-3-3-1 0.134
1-2-3-3-2 0.088 2-1-3-3-2 0.028 2-3-3-3-2 0.524 3-2-3-3-2 0.200 4-1-3-3-2 0.002 4-3-3-3-2 0.135
1-2-3-3-3 0.088 2-1-3-3-3 0.026 2-3-3-3-3 0.542 3-2-3-3-3 0.111 4-1-3-3-3 0.000 4-3-3-3-3 0.111  
 
In Table 11, the five digit number defined for the rule represents the 
combination of the classes defined for each variable. For example, the rule 1-1-1-1-1 
represents the combination of the first classes of following vehicle speed (low), 
following vehicle acceleration (high negative), relative speed (low), relative distance 
(short) and simple T  (short) variables.   
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CHAPTER 5 - MODULE PERFORMANCE AND 
EVALUATION 
Using the selected class definitions and rule weight values, the performance of 
the fuzzy T  module was tested using two GM family car following models. First, the 
model parameters were calculated for each data set and model. Then the performance 
of the module was tested both graphically and statistically. In model application and 
evaluation processes, the second, fourth and fifth data sets were used which were not 
included in the training process of the module. 
5.1 MODEL APPLICATION AND MODULE PERFORMANCE  
To apply the fuzzy T  module to any car following model, a variable T  value 
had to be attached to data points. After the fuzzy T  values for each data point were 
calculated using the fuzzy T  assignment algorithm, the results were used in the first 
and third GM model and compared to the constant T  values. 
5.1.1 Fuzzy T  Value Assignment to Car Following Data Sets 
The fuzzy T  module produces variable T  values based on the driving states 
for each data point using the algorithm defined in Figure 9. In the fuzzy T  assignment 
algorithm, first the following vehicle speed, following vehicle acceleration, relative 
speed and relative distance values were fuzzified based on the selected class 
definitions. For example, the first data point of the fourth data set was:  
Following Vehicle Speed =28.19 m/sec 
Following Vehicle Acceleration = - 0.3035 m/sec2 
Relative Speed = -0.021 m/sec 




Fuzzification of the data point using the previously defined membership 
function (s-shape), number of classes (4,3,3,3) and class centers derived from the 
training data set 500-1-4.0 resulted in:  
Following Vehicle Speed is “Slightly Low”  =µ 0.2379 
Following Vehicle Speed is “Slightly High”  =µ 0.7621 
Following Vehicle Acceleration is “High Negative” =µ 0.0304 
Following Vehicle Acceleration is “Zero Positive” =µ 0.9696 
Relative Speed is “Normal”    =µ 0.0090 
Relative Speed is “Slightly High”   =µ 0.9910 
Relative Distance is “Short”    =µ 0.3322 
Relative Distance is “Normal”   =µ 0.6678 
 
The combination of the fuzzy values was applicable to 48 (2*2*2*2*3) of 324 
rules (each fuzzy value fell under two class definitions). The applicable rule structure 
took the form of:  
IF  Following Vehicle Speed is “Slightly Low”, Following Vehicle 
Acceleration is “High Negative”, Relative Speed is “Normal”, Relative 
Distance is “Short”  




IF  Following Vehicle Speed is “Slightly Low”, Following Vehicle 
Acceleration is “High Negative”, Relative Speed is “Normal”, Relative 
Distance is “Short”  
THEN  T  is “Normal”  =w 0.3788 
 
ELSE 
… … …  
… … …  
ELSE 
 
IF  Following Vehicle Speed is “Slightly High”, Following Vehicle 
Acceleration is “Zero Positive”, Relative Speed is “Slightly High”, 
Relative Distance is “Normal”  




Using Mamdani implication, the fuzzy values were processed and compared to 
the rule weights. The smaller of the weight and fuzzy implication result was selected 
as the fuzzy output for each rule. Using maximum for the "ELSE"  interpretation, the 
fuzzy output for the 48 applicable rules were: 
T  is "Short"  =µ 0.6678 
T  is "Normal"  =µ 0.6678 
T  is "Long"  =µ 0.6678 
 
Using mean of maxima method defined in Equation 9, defuzzification of the 
fuzzy output resulted in the crisp value of 2.0 seconds with a membership of 0.6678. 
However, in mean of maxima defuzzification method, the equal values for the rule 
outputs would always result in the same crisp value. Since the equality of the rule 
output implied that the following driver perceived each output value equally strongly, 
it should be expected that the driver would react to the earliest one. Therefore, a 
modification to the mean of maxima defuzzification method was adapted to the 
module. This modification was defined as: "if the maximum two or more rule output 
values are equal, then select the earliest mean of maxima value." Figure 19 represents 
the possible defuzzification scenarios that could be observed as a result of the adapted 
modification.  
In Figure 19, if the rule output maximizes in a single class, as in scenario A, 
the mean of maxima point is calculated using Equation 9. In scenario B, all three rule 
outputs results in equal values, so that the first mean of maxima is chosen as the crisp 
value. Similarly, the first mean of maxima is selected in scenarios C and D, in which 
two of the rule outputs are equal values. Even with the adapted modification, some of 
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the scenarios results in the same crisp value. However, the overlapping X- second 
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Figure 19. Possible Defuzzification Scenarios for Rule Output Values 
Based on the modified defuzzification method, the first data point of the fourth 
data set produced a crisp value of 0.4 seconds with a membership of 0.6678. The 
result of the defuzzification was extended for 3.6 second, also with strength of 0.6678 
(similar to scenario B in Figure 19).  
When the second data point of the fourth data set was processed, the rule 
outputs were:  
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T  is "Short"  =µ 0.6622 
T  is "Normal"  =µ 0.6545 
T  is "Long"  =µ 0.6622 
 
The defuzzification of these output values also resulted in a crisp value of 0.4 
seconds (similar to scenario C in Figure 19) with less strength compared to the first 
data point. Since the stimulus perceived from the previous data point was stronger, the 
T  value was assigned by the pervious data point. In other words, the stimulus induced 
by the second data point was not perceived by the following driver.  
After all data points were processed and the strength of the overlapping fuzzy 
T  values was compared, the module completed the assignment of the fuzzy T  values 
for the data set. Figure 20 shows the result of the fuzzy T  assignment algorithm for 


















Figure 20. Fuzzy T  Values for Set 4 Based on Fuzzy Definitions Derived from the 
Training Data Set 500-1-4.0 
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As illustrated in Figure 20, for the fourth data set, the resulting fuzzy T  values 
ranged between 1.8 to 4 seconds. The increase in the fuzzy T  value shows the 
presence of a strong stimulus. The following driver reacts to the strong stimulus for a 
period of time while actions of the lead vehicle during this period are not perceived or 
considered effective in the reaction. When a stronger stimulus is perceived or the 
pervious stimulus loses the strength, the fuzzy T  value decreases.  
To verify the representation of the fuzzy T  values, although the result were not 
used in the model application and evaluation process, the simple T  search algorithm 
defined in chapter 3 were applied to Set 4. The comparison of the fuzzy T  values 
















Fuzzy T Simple T Search
 
Figure 21. Comparison of Fuzzy T Value and Simple T Search Results 
In Figure 21, for the first 40 seconds of the data set, the search algorithm 
resulted in fluctuating values without a strong triangular pattern. A strong triangular 
pattern was observed between 40 and 50 seconds which was also represented by the 
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fuzzy T  values assigned by the module. The fuzzy T  values assigned by the module 
showed an increasing pattern (from 2 seconds to 4 seconds) between 40 and 50 
seconds because of the fact that the dominating stimulus was the sudden acceleration 
of the lead vehicle. The matching results in this comparison supported the efficiency 
of simple T  search and the fuzzy  T  assignment algorithms.  
The fuzzy T  assignment algorithm repeated for the second, fourth and fifth 
data sets using different fuzzy definitions derived from the training data sets. The 
fuzzy T  values assigned by the algorithm for all data sets are presented in Appendix 
C. 
5.1.2 The First General Motors Model Application 
The model parameters of the first GM model were calculated using the 
algorithm defined in Figure 12 and 13 for the second, fourth and fifth data sets. 
Figures 12 and 13 describe the model parameter calculation using a constant T  and 
fuzzy T (module output). Tables 12, 13 and 14 show the calculated model parameters 
for the second, fourth and fifth TRG data sets, respectively. 
In Tables 12, 13 and 14, the residual values (sum of squared difference of 
observed and calculated acceleration values) were smaller for all data sets when the 
fuzzy T  values were used instead of a constant T  value. The improvement in the 
residual implied a better graphical fit for the model.  
Figure 22 shows the graphical representation of the first GM model application 
for the fourth data set using the fuzzy definitions derived from the training data set 
500-1-4.0. The graphical representations of the first GM model calculations for all 
data sets are presented in Appendix D. 
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Table 12. Model Parameter Calculation for the First GM Model - Set 2 
T α Rconstant Training Set α Rfuzzy
500-1-3.0 0.285 24.870 YES
500-1-3.5 0.283 25.708 YES
500-1-4.0 0.279 25.779 YES
500-1-4.5 0.276 25.792 YES
500-1-5.0 0.282 26.799 YES
500-2-3.0 0.281 25.588 YES
500-2-3.5 0.278 25.806 YES
500-2-4.0 0.277 25.369 YES
500-2-4.5 0.277 26.005 YES
500-2-5.0 0.276 26.704 YES
500-3-3.0 0.281 25.858 YES
500-3-3.5 0.280 25.659 YES
500-3-4.0 0.277 25.986 YES
500-3-4.5 0.273 26.643 YES
500-3-5.0 0.271 25.880 YES
700-1-3.0 0.281 25.794 YES
700-1-3.5 0.280 25.727 YES
700-1-4.0 0.280 24.633 YES
700-1-4.5 0.281 25.829 YES
700-1-5.0 0.278 26.951 YES
700-2-3.0 0.281 25.963 YES
700-2-3.5 0.279 25.808 YES
700-2-4.0 0.279 24.836 YES
700-2-4.5 0.279 26.137 YES
700-2-5.0 0.278 26.423 YES
700-3-3.0 0.284 24.459 YES
700-3-3.5 0.281 24.862 YES
700-3-4.0 0.278 25.530 YES
700-3-4.5 0.274 25.752 YES
700-3-5.0 0.272 25.897 YES
1000-1-3.0 0.283 25.296 YES
1000-1-3.5 0.279 25.991 YES
1000-1-4.0 0.275 26.182 YES
1000-1-4.5 0.270 27.107 YES
1000-1-5.0 0.268 27.292 YES
1000-2-3.0 0.281 25.611 YES
1000-2-3.5 0.278 26.207 YES
1000-2-4.0 0.275 25.859 YES
1000-2-4.5 0.273 26.645 YES
1000-2-5.0 0.272 26.502 YES
1000-3-3.0 0.281 26.005 YES
1000-3-3.5 0.281 25.989 YES
1000-3-4.0 0.279 25.351 YES
1000-3-4.5 0.274 26.948 YES
1000-3-5.0 0.276 26.114 YES
Fuzzy T
Set 2 2.9 27.3170.288
Constant T
TRG              
Data Set 





Table 13. Model Parameter Calculation for the First GM Model - Set 4 
T α Rconstant Training Set α Rfuzzy
500-1-3.0 0.345 18.936 YES
500-1-3.5 0.347 18.493 YES
500-1-4.0 0.363 17.387 YES
500-1-4.5 0.379 16.619 YES
500-1-5.0 0.380 17.076 YES
500-2-3.0 0.340 19.055 YES
500-2-3.5 0.350 18.466 YES
500-2-4.0 0.361 17.866 YES
500-2-4.5 0.367 17.490 YES
500-2-5.0 0.373 17.089 YES
500-3-3.0 0.343 19.029 YES
500-3-3.5 0.352 19.431 YES
500-3-4.0 0.366 19.020 YES
500-3-4.5 0.374 18.755 YES
500-3-5.0 0.384 18.045 YES
700-1-3.0 0.332 19.732 YES
700-1-3.5 0.343 19.247 YES
700-1-4.0 0.361 18.505 YES
700-1-4.5 0.368 17.295 YES
700-1-5.0 0.372 17.078 YES
700-2-3.0 0.331 19.863 YES
700-2-3.5 0.343 19.062 YES
700-2-4.0 0.362 17.739 YES
700-2-4.5 0.368 17.306 YES
700-2-5.0 0.372 17.058 YES
700-3-3.0 0.344 18.992 YES
700-3-3.5 0.352 18.616 YES
700-3-4.0 0.369 17.741 YES
700-3-4.5 0.374 17.486 YES
700-3-5.0 0.382 16.804 YES
1000-1-3.0 0.335 19.744 YES
1000-1-3.5 0.352 19.416 YES
1000-1-4.0 0.372 17.680 YES
1000-1-4.5 0.382 17.196 YES
1000-1-5.0 0.387 16.962 YES
1000-2-3.0 0.347 18.890 YES
1000-2-3.5 0.357 18.388 YES
1000-2-4.0 0.371 17.659 YES
1000-2-4.5 0.380 17.246 YES
1000-2-5.0 0.383 17.037 YES
1000-3-3.0 0.339 19.106 YES
1000-3-3.5 0.349 18.531 YES
1000-3-4.0 0.360 17.914 YES
1000-3-4.5 0.308 20.435 YES
1000-3-5.0 0.308 20.402 YES
Fuzzy T
Set 4 2.4 20.7490.311
Constant T
TRG              
Data Set 





Table 14. Model Parameter Calculation for the First GM Model - Set 5 
T α Rconstant Training Set α Rfuzzy
500-1-3.0 0.298 53.711 YES
500-1-3.5 0.330 52.532 YES
500-1-4.0 0.362 51.022 YES
500-1-4.5 0.393 49.639 YES
500-1-5.0 0.411 48.763 YES
500-2-3.0 0.250 54.961 YES
500-2-3.5 0.297 53.816 YES
500-2-4.0 0.314 53.162 YES
500-2-4.5 0.407 50.049 YES
500-2-5.0 0.436 48.455 YES
500-3-3.0 0.267 54.339 YES
500-3-3.5 0.327 52.505 YES
500-3-4.0 0.318 52.543 YES
500-3-4.5 0.394 50.438 YES
500-3-5.0 0.423 49.130 YES
700-1-3.0 0.251 54.968 YES
700-1-3.5 0.271 54.527 YES
700-1-4.0 0.279 54.204 YES
700-1-4.5 0.350 51.429 YES
700-1-5.0 0.364 50.582 YES
700-2-3.0 0.239 55.064 YES
700-2-3.5 0.281 54.003 YES
700-2-4.0 0.316 52.843 YES
700-2-4.5 0.356 51.287 YES
700-2-5.0 0.330 51.564 YES
700-3-3.0 0.307 53.347 YES
700-3-3.5 0.337 52.194 YES
700-3-4.0 0.354 51.297 YES
700-3-4.5 0.444 48.358 YES
700-3-5.0 0.415 48.582 YES
1000-1-3.0 0.276 54.103 YES
1000-1-3.5 0.305 53.301 YES
1000-1-4.0 0.331 52.722 YES
1000-1-4.5 0.386 50.722 YES
1000-1-5.0 0.354 50.923 YES
1000-2-3.0 0.301 53.404 YES
1000-2-3.5 0.328 52.554 YES
1000-2-4.0 0.359 50.971 YES
1000-2-4.5 0.435 48.159 YES
1000-2-5.0 0.480 45.869 YES
1000-3-3.0 0.275 54.104 YES
1000-3-3.5 0.329 52.522 YES
1000-3-4.0 0.349 51.627 YES
1000-3-4.5 0.396 49.266 YES
1000-3-5.0 0.404 49.685 YES
Fuzzy T
Set 5 2.0 56.6490.121
Constant T
TRG              
Data Set 
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Figure 22. The First GM Model Results for Set 4 Using the Fuzzy Definitions 
Derived From the Training Data Set 500-1-4.0 
 
Use of fuzzy T  values produced improvements in the first GM model 
performance. The major improvement was in the timing of the driver response. For 
example, in Figure 21, between 40 and 55 seconds the fuzzy T  values captures the 
timing of the response closer to the TRG values. Between 15 and 20 seconds, the use 
of fuzzy T  values captures both timing and the magnitude of the response better than 
the constant T  value solution.  
Although similar improvements in the timing of the response observed 
throughout the data set, at some data points the calculated acceleration values were 
higher (or lower) than both TRG and constant T  values. The higher (or lower) value 
results were related to the properties of the first GM model, particularly the simple 
proportional sensitivity definition.  
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5.1.3 The Third General Motors Model Application 
The model parameters of the third GM model were also calculated using the 
algorithm defined in Figure 12 and 13 for the second, fourth and fifth data sets. Tables 
15, 16 and 17 show the calculated model parameters for the second, fourth and fifth 
data sets, respectively. 
The residual values for the third GM model were also smaller for all data sets 
when the fuzzy T  values were used instead of a constant T  value. Although, in 
general, the third GM model is considered a better model compared to the first GM 
model because of the more detailed sensitivity definition, the residual values for the 
third model were mostly higher than the residual values for the first model.  
Figure 23 shows the graphical representation of the third GM model 
application for the fourth data set and using the fuzzy definitions derived from the 
training data set 500-1-4.0. The graphical representations of the third GM model 
calculations for all data sets were presented in Appendix E.  
Use of fuzzy T  values also produced improvements in the third GM model 
performance. Similar to the first GM model, the major improvement was in the timing 
of the driver responses. However, the higher (or lower) calculation of the acceleration 
values were observed at less number of data points compared to the first GM model 




Table 15. Model Parameter Calculation for the Third GM Model - Set 2 
T α1 Rconstant Training Set α1 Rfuzzy
500-1-3.0 9.204 24.431 YES
500-1-3.5 9.104 24.939 YES
500-1-4.0 8.931 24.899 YES
500-1-4.5 8.814 25.985 YES
500-1-5.0 9.067 25.725 YES
500-2-3.0 9.082 25.071 YES
500-2-3.5 9.017 25.498 YES
500-2-4.0 8.906 25.306 YES
500-2-4.5 8.958 25.657 YES
500-2-5.0 8.895 26.231 YES
500-3-3.0 9.086 25.354 YES
500-3-3.5 9.045 25.228 YES
500-3-4.0 8.935 25.865 YES
500-3-4.5 8.759 26.141 YES
500-3-5.0 8.616 25.858 YES
700-1-3.0 9.085 25.274 YES
700-1-3.5 9.054 25.603 YES
700-1-4.0 9.009 24.708 YES
700-1-4.5 9.052 25.404 YES
700-1-5.0 8.970 26.287 YES
700-2-3.0 9.082 25.438 YES
700-2-3.5 9.016 25.380 YES
700-2-4.0 8.965 24.893 YES
700-2-4.5 8.997 25.566 YES
700-2-5.0 8.993 25.805 YES
700-3-3.0 9.202 23.785 YES
700-3-3.5 9.083 24.324 YES
700-3-4.0 8.984 25.159 YES
700-3-4.5 8.881 25.478 YES
700-3-5.0 8.819 25.592 YES
1000-1-3.0 9.146 24.670 YES
1000-1-3.5 9.033 25.739 YES
1000-1-4.0 8.872 25.895 YES
1000-1-4.5 8.674 26.349 YES
1000-1-5.0 8.600 26.152 YES
1000-2-3.0 9.108 25.007 YES
1000-2-3.5 9.020 25.957 YES
1000-2-4.0 8.891 25.633 YES
1000-2-4.5 8.821 26.210 YES
1000-2-5.0 8.787 25.950 YES
1000-3-3.0 9.075 25.460 YES
1000-3-3.5 9.078 25.623 YES
1000-3-4.0 9.014 25.142 YES
1000-3-4.5 8.859 26.358 YES
1000-3-5.0 8.902 25.590 YES
3rd  GM Model
Rfuzzy < Rconstant
Set 2 2.9 9.335 26.430
TRG              




Table 16. Model Parameter Calculation for the Third GM Model - Set 4 
T α1 Rconstant Training Set α1 Rfuzzy
500-1-3.0 7.387 19.383 YES
500-1-3.5 7.430 18.855 YES
500-1-4.0 7.806 17.655 YES
500-1-4.5 8.161 16.789 YES
500-1-5.0 8.221 17.275 YES
500-2-3.0 7.265 19.515 YES
500-2-3.5 7.501 18.829 YES
500-2-4.0 7.771 18.141 YES
500-2-4.5 7.910 17.724 YES
500-2-5.0 8.038 17.286 YES
500-3-3.0 7.352 19.490 YES
500-3-3.5 7.535 19.766 YES
500-3-4.0 7.864 19.291 YES
500-3-4.5 8.054 18.981 YES
500-3-5.0 8.260 18.298 YES
700-1-3.0 7.068 20.184 YES
700-1-3.5 7.318 19.598 YES
700-1-4.0 7.719 18.792 YES
700-1-4.5 7.917 17.579 YES
700-1-5.0 8.002 17.316 YES
700-2-3.0 7.047 20.292 YES
700-2-3.5 7.331 19.402 YES
700-2-4.0 7.783 18.000 YES
700-2-4.5 7.933 17.527 YES
700-2-5.0 8.006 17.262 YES
700-3-3.0 7.372 19.447 YES
700-3-3.5 7.555 18.988 YES
700-3-4.0 7.963 18.037 YES
700-3-4.5 8.060 17.772 YES
700-3-5.0 8.248 17.091 YES
1000-1-3.0 7.138 20.206 YES
1000-1-3.5 7.568 19.718 YES
1000-1-4.0 8.084 17.909 YES
1000-1-4.5 8.312 17.398 YES
1000-1-5.0 8.414 17.148 YES
1000-2-3.0 7.446 19.322 YES
1000-2-3.5 7.693 18.726 YES
1000-2-4.0 8.035 17.913 YES
1000-2-4.5 8.214 17.474 YES
1000-2-5.0 8.292 17.249 YES
1000-3-3.0 7.231 19.578 YES
1000-3-3.5 7.472 18.903 YES
1000-3-4.0 7.736 18.209 YES
1000-3-4.5 6.513 20.973 YES
1000-3-5.0 6.540 20.826 YES
3rd  GM Model
Rfuzzy < Rconstant
Set 4 2.5 6.617 21.286
TRG              




Table 17. Model Parameter Calculation for the Third GM Model - Set 5 
T α1 Rconstant Training Set α1 Rfuzzy
500-1-3.0 7.962 53.804 YES
500-1-3.5 8.831 52.547 YES
500-1-4.0 9.681 51.238 YES
500-1-4.5 10.538 49.768 YES
500-1-5.0 11.049 48.779 YES
500-2-3.0 6.574 55.095 YES
500-2-3.5 7.870 53.740 YES
500-2-4.0 8.333 53.040 YES
500-2-4.5 10.839 50.072 YES
500-2-5.0 11.627 48.761 YES
500-3-3.0 7.049 54.643 YES
500-3-3.5 8.745 52.789 YES
500-3-4.0 8.537 52.786 YES
500-3-4.5 10.456 50.520 YES
500-3-5.0 11.257 49.280 YES
700-1-3.0 6.639 55.052 YES
700-1-3.5 7.175 54.451 YES
700-1-4.0 7.376 54.110 YES
700-1-4.5 9.293 51.557 YES
700-1-5.0 9.669 50.780 YES
700-2-3.0 6.295 55.332 YES
700-2-3.5 7.420 54.153 YES
700-2-4.0 8.360 52.984 YES
700-2-4.5 9.477 51.332 YES
700-2-5.0 8.745 51.792 YES
700-3-3.0 8.195 53.520 YES
700-3-3.5 9.016 52.296 YES
700-3-4.0 9.467 51.464 YES
700-3-4.5 11.931 48.181 YES
700-3-5.0 11.167 48.692 YES
1000-1-3.0 7.319 54.374 YES
1000-1-3.5 8.165 53.605 YES
1000-1-4.0 8.788 52.590 YES
1000-1-4.5 10.270 50.600 YES
1000-1-5.0 9.373 50.967 YES
1000-2-3.0 7.999 53.661 YES
1000-2-3.5 8.775 52.626 YES
1000-2-4.0 9.590 51.294 YES
1000-2-4.5 11.631 48.214 YES
1000-2-5.0 12.796 45.666 YES
1000-3-3.0 7.281 54.421 YES
1000-3-3.5 8.801 52.596 YES
1000-3-4.0 9.344 51.765 YES
1000-3-4.5 10.563 49.564 YES
1000-3-5.0 10.743 49.069 YES
3rd  GM Model
Rfuzzy < Rconstant
Set 5 2.0 3.169 56.685
TRG              
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Figure 23. The Third GM Model Results for Set 4 Using Training Data Set 500-1-4.0 
5.2 STATISTICAL ANALYSIS OF MODULE PERFORMANCE 
In model parameter calculation process, the residual values and the graphical 
representations of the results showed that the fuzzy T  module improved the 
performance of both GM models. To measure the statistical significance of the module 
performance, the model application results were also evaluated statistically, using 
Kolmogorov-Smirnov and Root Mean Squared Error tests  
In statistical evaluation process, the results of each model application were 
compared to the TRG responses. However, the use of a constant T  value prevents the 
model to produce any results within first seconds of the application, since the first 
stimulus produces a response after T -seconds. To disregard the calculation errors at 
this initiation period, the first T -second long period of the data sets were excluded 
from the statistical evaluations (2.9, 2.4, and 2.0 seconds of the second, fourth and 
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fifth sets for the first GM model and 2.9, 2.5, 2.0 seconds of the second, fourth and 
fifth sets for the third GM model).   
5.2.1 Kolmogorov-Smirnov Test 
 The first statistical test was the Kolmogorov-Smirnov test in which the 
maximum difference between the cumulative frequencies of the model results were 
compared to a decision value. At a significance level of 0.10, the decision values were 
defined as nDn 22.195.0, = , where n  was the number of the data points. Tables 18, 
19 and 20 show the results of Kolmogorov-Smirnov test for the second, fourth and 
fifth data sets, respectively for the first GM model. 
For all of the data sets, when a constant T  value was used in the first GM 
model, constantD  values were greater than 0.95 n,D . Therefore, we rejected the null 
hypothesis. In other words, the TRG responses and the model responses using a 
constant T  were significantly different. For the second and fifth data sets, fuzzyD  
values were also greater than 0.95 n,D  so that we rejected the null hypothesis for the 
fuzzy T . However, for both the second and fifth data sets, in 86 of 90 cases, fuzzyD  
values were smaller than constantD  values. This meant that the use of the fuzzy module 
improved the first GM model's representation of the following driver response. For the 
fourth data set, in 41 of 45 cases, fuzzyD  values were smaller than constantD  values.  
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Table 18. Kolmogorov-Smirnov Test Results for the First GM Model - Set 2 
Dconstant Dconstant < D1440, 0.95 Training Set Dfuzzy Dfuzzy  < D1440, 0.95 
500-1-3.0 0.042 NO YES
500-1-3.5 0.041 NO YES
500-1-4.0 0.039 NO YES
500-1-4.5 0.039 NO YES
500-1-5.0 0.042 NO YES
500-2-3.0 0.041 NO YES
500-2-3.5 0.039 NO YES
500-2-4.0 0.037 NO YES
500-2-4.5 0.039 NO YES
500-2-5.0 0.039 NO YES
500-3-3.0 0.042 NO YES
500-3-3.5 0.041 NO YES
500-3-4.0 0.041 NO YES
500-3-4.5 0.041 NO YES
500-3-5.0 0.043 NO YES
700-1-3.0 0.042 NO YES
700-1-3.5 0.041 NO YES
700-1-4.0 0.039 NO YES
700-1-4.5 0.043 NO YES
700-1-5.0 0.044 NO YES
700-2-3.0 0.042 NO YES
700-2-3.5 0.042 NO YES
700-2-4.0 0.039 NO YES
700-2-4.5 0.044 NO YES
700-2-5.0 0.046 NO NO
700-3-3.0 0.041 NO YES
700-3-3.5 0.041 NO YES
700-3-4.0 0.041 NO YES
700-3-4.5 0.043 NO YES
700-3-5.0 0.044 NO YES
1000-1-3.0 0.042 NO YES
1000-1-3.5 0.041 NO YES
1000-1-4.0 0.042 NO YES
1000-1-4.5 0.041 NO YES
1000-1-5.0 0.045 NO NO
1000-2-3.0 0.042 NO YES
1000-2-3.5 0.041 NO YES
1000-2-4.0 0.036 NO YES
1000-2-4.5 0.041 NO YES
1000-2-5.0 0.039 NO YES
1000-3-3.0 0.042 NO YES
1000-3-3.5 0.040 NO YES
1000-3-4.0 0.039 NO YES
1000-3-4.5 0.040 NO YES




Constant T Fuzzy T
Set 2 0.044








Table 19. Kolmogorov-Smirnov Test Results for the First GM Model - Set 4 
Dconstant Dconstant < D700, 0.95 Training Set Dfuzzy Dfuzzy < D700, 0.95 
500-1-3.0 0.047 NO YES
500-1-3.5 0.046 YES YES
500-1-4.0 0.044 YES YES
500-1-4.5 0.042 YES YES
500-1-5.0 0.041 YES YES
500-2-3.0 0.047 NO YES
500-2-3.5 0.045 YES YES
500-2-4.0 0.044 YES YES
500-2-4.5 0.043 YES YES
500-2-5.0 0.042 YES YES
500-3-3.0 0.047 NO YES
500-3-3.5 0.047 NO YES
500-3-4.0 0.047 NO YES
500-3-4.5 0.046 NO YES
500-3-5.0 0.045 YES YES
700-1-3.0 0.049 NO NO
700-1-3.5 0.048 NO NO
700-1-4.0 0.048 NO NO
700-1-4.5 0.043 YES YES
700-1-5.0 0.042 YES YES
700-2-3.0 0.049 NO NO
700-2-3.5 0.048 NO NO
700-2-4.0 0.043 YES YES
700-2-4.5 0.043 YES YES
700-2-5.0 0.042 YES YES
700-3-3.0 0.047 NO YES
700-3-3.5 0.044 YES YES
700-3-4.0 0.043 YES YES
700-3-4.5 0.043 YES YES
700-3-5.0 0.042 YES YES
1000-1-3.0 0.049 NO NO
1000-1-3.5 0.047 NO YES
1000-1-4.0 0.043 YES YES
1000-1-4.5 0.042 YES YES
1000-1-5.0 0.042 YES YES
1000-2-3.0 0.047 NO YES
1000-2-3.5 0.044 YES YES
1000-2-4.0 0.042 YES YES
1000-2-4.5 0.042 YES YES
1000-2-5.0 0.042 YES YES
1000-3-3.0 0.047 NO YES
1000-3-3.5 0.045 YES YES
1000-3-4.0 0.044 YES YES
1000-3-4.5 0.048 NO NO




Constant T Fuzzy T
Set 4 0.048







Table 20. Kolmogorov-Smirnov Test Results for the First GM Model - Set 5 
Dconstant Dconstant < D1375, 0.95 Training Set Dfuzzy Dfuzzy  < D1375, 0.95 
500-1-3.0 0.078 NO YES
500-1-3.5 0.077 NO YES
500-1-4.0 0.077 NO YES
500-1-4.5 0.078 NO YES
500-1-5.0 0.079 NO YES
500-2-3.0 0.079 NO YES
500-2-3.5 0.078 NO YES
500-2-4.0 0.079 NO YES
500-2-4.5 0.077 NO YES
500-2-5.0 0.077 NO YES
500-3-3.0 0.078 NO YES
500-3-3.5 0.078 NO YES
500-3-4.0 0.079 NO YES
500-3-4.5 0.078 NO YES
500-3-5.0 0.077 NO YES
700-1-3.0 0.079 NO YES
700-1-3.5 0.079 NO YES
700-1-4.0 0.080 NO NO
700-1-4.5 0.079 NO YES
700-1-5.0 0.080 NO NO
700-2-3.0 0.079 NO YES
700-2-3.5 0.079 NO YES
700-2-4.0 0.079 NO YES
700-2-4.5 0.076 NO YES
700-2-5.0 0.078 NO YES
700-3-3.0 0.077 NO YES
700-3-3.5 0.077 NO YES
700-3-4.0 0.078 NO YES
700-3-4.5 0.075 NO YES
700-3-5.0 0.079 NO YES
1000-1-3.0 0.078 NO YES
1000-1-3.5 0.078 NO YES
1000-1-4.0 0.078 NO YES
1000-1-4.5 0.077 NO YES
1000-1-5.0 0.079 NO YES
1000-2-3.0 0.077 NO YES
1000-2-3.5 0.078 NO YES
1000-2-4.0 0.077 NO YES
1000-2-4.5 0.074 NO YES
1000-2-5.0 0.071 NO YES
1000-3-3.0 0.078 NO YES
1000-3-3.5 0.077 NO YES
1000-3-4.0 0.078 NO YES
1000-3-4.5 0.077 NO YES
1000-3-5.0 0.076 NO YES
Set 5 0.080










In addition, in 27 of 45 cases, fuzzyD  values were smaller than 0.95 n,D , proving 
that the use of the fuzzy T  values failed to reject the null hypothesis. The module 
improved the model performance so that there were no significant difference between 
the TRG responses and the model responses using fuzzy T .  
The third GM model was also tested for all data sets using Kolmogorov-
Smirnov test.  Tables 21, 22 and 23 show the results of Kolmogorov-Smirnov test for 
the second, fourth and fifth data sets, respectively for the third GM model. 
Similar to the first GM model, for all of the data sets, when a constant T  value 
was used in the third GM model, constantD  values were greater than 0.95 n,D . Therefore, 
we reject the null hypothesis for the constant T . For the second and fifth data sets, 
fuzzyD  values were also greater than 0.95 n,D  so that we rejected the null hypothesis for 
fuzzy T . For the second and fifth data sets, in 86 of 90 cases, fuzzyD  values were 
smaller than constantD  values. For the fourth data set, in all 45 cases, fuzzyD  values were 
smaller than constantD  values. In 28 of 45 cases, fuzzyD  values were smaller than 0.95 n,D , 
so that the use of the fuzzy T  values failed to reject the null hypothesis.  
Overall, the first and third GM models showed a similar improvement when 
the fuzzy T  values were used. In most of the cases, the module improved the model 
performance. The failed cases were mostly from the training data sets derived using 
small window sizes in the simple T  search algorithm. This finding corresponded with 
the previous observation that small window sizes could not capture the triangular 




Table 21. Kolmogorov-Smirnov Test Results for the Third GM Model - Set 2 
Dconstant Dconstant  < D1440, 0.95 Training Set Dfuzzy Dfuzzy < D1440, 0.95 
500-1-3.0 0.038 NO YES
500-1-3.5 0.037 NO YES
500-1-4.0 0.035 NO YES
500-1-4.5 0.036 NO YES
500-1-5.0 0.038 NO YES
500-2-3.0 0.037 NO YES
500-2-3.5 0.036 NO YES
500-2-4.0 0.034 NO YES
500-2-4.5 0.036 NO YES
500-2-5.0 0.035 NO YES
500-3-3.0 0.038 NO YES
500-3-3.5 0.037 NO YES
500-3-4.0 0.038 NO YES
500-3-4.5 0.036 NO YES
500-3-5.0 0.039 NO YES
700-1-3.0 0.038 NO YES
700-1-3.5 0.037 NO YES
700-1-4.0 0.036 NO YES
700-1-4.5 0.039 NO YES
700-1-5.0 0.038 NO YES
700-2-3.0 0.038 NO YES
700-2-3.5 0.038 NO YES
700-2-4.0 0.036 NO YES
700-2-4.5 0.039 NO YES
700-2-5.0 0.041 NO NO
700-3-3.0 0.037 NO YES
700-3-3.5 0.037 NO YES
700-3-4.0 0.037 NO YES
700-3-4.5 0.038 NO YES
700-3-5.0 0.039 NO YES
1000-1-3.0 0.038 NO YES
1000-1-3.5 0.038 NO YES
1000-1-4.0 0.038 NO YES
1000-1-4.5 0.037 NO YES
1000-1-5.0 0.042 NO NO
1000-2-3.0 0.038 NO YES
1000-2-3.5 0.037 NO YES
1000-2-4.0 0.035 NO YES
1000-2-4.5 0.040 NO YES
1000-2-5.0 0.036 NO YES
1000-3-3.0 0.038 NO YES
1000-3-3.5 0.037 NO YES
1000-3-4.0 0.035 NO YES
1000-3-4.5 0.037 NO YES
1000-3-5.0 0.037 NO YES
Set 2 0.032 0.040 NO




Constant T Fuzzy T





Table 22. Kolmogorov-Smirnov Test Results for the Third GM Model - Set 4 
Dconstant Dconstant < D699, 0.95 Training Set Dfuzzy Dfuzzy < D699, 0.95 
500-1-3.0 0.047 NO YES
500-1-3.5 0.046 YES YES
500-1-4.0 0.044 YES YES
500-1-4.5 0.042 YES YES
500-1-5.0 0.041 YES YES
500-2-3.0 0.047 NO YES
500-2-3.5 0.045 YES YES
500-2-4.0 0.044 YES YES
500-2-4.5 0.043 YES YES
500-2-5.0 0.042 YES YES
500-3-3.0 0.047 NO YES
500-3-3.5 0.047 NO YES
500-3-4.0 0.047 NO YES
500-3-4.5 0.046 YES YES
500-3-5.0 0.045 YES YES
700-1-3.0 0.049 NO YES
700-1-3.5 0.048 NO YES
700-1-4.0 0.048 NO YES
700-1-4.5 0.044 YES YES
700-1-5.0 0.043 YES YES
700-2-3.0 0.049 NO YES
700-2-3.5 0.048 NO YES
700-2-4.0 0.044 YES YES
700-2-4.5 0.043 YES YES
700-2-5.0 0.043 YES YES
700-3-3.0 0.047 NO YES
700-3-3.5 0.044 YES YES
700-3-4.0 0.043 YES YES
700-3-4.5 0.043 YES YES
700-3-5.0 0.042 YES YES
1000-1-3.0 0.049 NO YES
1000-1-3.5 0.047 NO YES
1000-1-4.0 0.043 YES YES
1000-1-4.5 0.042 YES YES
1000-1-5.0 0.042 YES YES
1000-2-3.0 0.047 NO YES
1000-2-3.5 0.045 YES YES
1000-2-4.0 0.042 YES YES
1000-2-4.5 0.042 YES YES
1000-2-5.0 0.042 YES YES
1000-3-3.0 0.047 NO YES
1000-3-3.5 0.045 YES YES
1000-3-4.0 0.044 YES YES
1000-3-4.5 0.049 NO YES
1000-3-5.0 0.047 NO YES
Set 4 0.046 0.047 NO










Table 23. Kolmogorov-Smirnov Test Results for the Third GM Model - Set 5 
Dconstant Dconstant  < D1375, 0.95 Training Set Dfuzzy Dfuzzy < D1375, 0.95 
500-1-3.0 0.078 NO YES
500-1-3.5 0.077 NO YES
500-1-4.0 0.077 NO YES
500-1-4.5 0.078 NO YES
500-1-5.0 0.078 NO YES
500-2-3.0 0.079 NO YES
500-2-3.5 0.078 NO YES
500-2-4.0 0.079 NO YES
500-2-4.5 0.077 NO YES
500-2-5.0 0.077 NO YES
500-3-3.0 0.078 NO YES
500-3-3.5 0.078 NO YES
500-3-4.0 0.079 NO YES
500-3-4.5 0.078 NO YES
500-3-5.0 0.077 NO YES
700-1-3.0 0.079 NO YES
700-1-3.5 0.079 NO YES
700-1-4.0 0.080 NO NO
700-1-4.5 0.079 NO YES
700-1-5.0 0.080 NO NO
700-2-3.0 0.079 NO YES
700-2-3.5 0.079 NO YES
700-2-4.0 0.079 NO YES
700-2-4.5 0.076 NO YES
700-2-5.0 0.078 NO YES
700-3-3.0 0.077 NO YES
700-3-3.5 0.077 NO YES
700-3-4.0 0.078 NO YES
700-3-4.5 0.075 NO YES
700-3-5.0 0.079 NO YES
1000-1-3.0 0.078 NO YES
1000-1-3.5 0.078 NO YES
1000-1-4.0 0.078 NO YES
1000-1-4.5 0.077 NO YES
1000-1-5.0 0.079 NO YES
1000-2-3.0 0.077 NO YES
1000-2-3.5 0.077 NO YES
1000-2-4.0 0.077 NO YES
1000-2-4.5 0.074 NO YES
1000-2-5.0 0.071 NO YES
1000-3-3.0 0.078 NO YES
1000-3-3.5 0.077 NO YES
1000-3-4.0 0.078 NO YES
1000-3-4.5 0.077 NO YES
1000-3-5.0 0.076 NO YES




Constant T Fuzzy T
Dfuzzy < Dconstant






5.2.2 Root Mean Square Error Test 
The second statistical test was the Root Mean Square Error test in which the 
Root Mean Square value was used to evaluate differences between TRG responses and 
model calculation results. Tables 24, 25 and 26 show the Root Mean Square Error Test 
results for the second third and fifth TRG data sets, respectively using the first GM 
model. Tables 27, 28 and 29 show the Root Mean Square Error Test results for the 
second third and fifth TRG data sets, respectively using the third GM model.  
For both models and all three data sets, Root Mean Square Error values were 
smaller when the fuzzy T  values were used as a part of the model instead of a 
constant  T  value. Although the sensitivity factor definition was different in the first 
and third GM models, the RMSE values were very close to each other for all data sets.  
Both of the statistical tests showed that the fuzzy T  module contributed to the 
performance of the two GM family car following models. When the statistical 
evaluation and graphical comparison results were combined, the variability of the 
driver response time lag concept was proven to improve the realistic definition and 
precision of the car following models without changing the model structure. 
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Table 24. Root Mean Square Error Test Results for the First GM Model - Set 2 
Constant T























































Table 25. Root Mean Square Error Test Results for the First GM Model - Set 4 
Constant T























































Table 26. Root Mean Square Error Test Results for the First GM Model - Set 5 
Constant T























































Table 27. Root Mean Square Error Test Results for the Third GM Model - Set 2 
Constant T
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Table 28. Root Mean Square Error Test Results for the Third GM Model - Set 4 
Constant T
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Table 29. Root Mean Square Error Test Results for the Third GM Model - Set 5 
Constant T
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CHAPTER 6 - CONCLUSIONS AND DIRECTIONS 
FOR FUTURE RESEARCH 
For over five decades, car following phenomenon has been studied and 
analyzed, resulting in various models and simulation algorithms. These models and 
algorithms characterize the fundamentals for many applications and analyses tools 
from traffic simulation software to advanced vehicle control and safety systems.  
The car following theory consists of a stimulus-response relationship between 
vehicles in which the driver of the following vehicle reacts to the actions of the lead 
vehicle after a time lag (T ).  In all car following models, regardless of the approach 
and level of detail, a constant  T  value has been assumed for the time lag of the driver. 
Use of a constant T  value introduces a number of strong assumptions, which do not 
concur with the human nature. To address the problems introduced by this assumption, 
this study developed an independent variable response time lag module using fuzzy set 
theory.   
6.1 CONCLUSIONS 
The primary goal of this study was to improve the realistic definition and 
precision of car following models by introducing driver perception and variability in 
response time lag concepts. This goal was accomplished by developing an 
independent variable response time lag module using fuzzy set theory that can be used 
with any car following model without changing the mathematical structure of the 
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model or algorithm. The performance of the module was evaluated both graphically 
and statistically.  
The development of the module consisted of several steps including a simple 
time lag search, fuzzification of driving states and development of fuzzy relationships. 
In the simple time lag search, the search window size was an important criterion to 
capture the response behavior. The search consisted of matching the actions of the 
following vehicle to lead vehicle in terms of change in speed. A triangular pattern of 
time lags values was observed for a strong stimulus whereas the stable motions 
(weaker stimuli) created fluctuating patterns. Although all of the window sizes 
between 3.0 and 5.0 seconds performed satisfactorily, the results of the model 
applications showed that 4.0 and 4.5 second search windows tended to perform better 
that the others. For example, the first GM model solution for the fourth set using the 
fuzzy definitions derived from 500-1 training data set indicated that the improvement 
for the 4.5-second window size (Rconstant=20.749, Rfuzzy=16.619, 20 percent 
improvement) were 11 percent better than for the 3.0-second window size 
(Rconstant=20.749, Rfuzzy=18.936, 9 percent improvement). This result corresponded 
with our initial assumption that the smaller windows were unable to capture the 
behavior properly by limiting the height of the triangular pattern.  
In the fuzzification of the driving states, the selection of the training data 
points was an important concern. Therefore, a number of random selections with 
different sizes were tested as training data sets for the module. The results of the 
model applications showed an insignificant difference of performance among the three 
different training data sizes. For the same window size, the residual values did not 
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change more than 3 percent for any data set. In other words, the 500 points of 
randomly selected data performed as well as a 1000-point random data set.  
It should be noted that the criteria for the training data selection is the ability to 
represent the driving behavior. The data sets used in this study represented only a 
certain driver type under similar environmental conditions. For a definitive and more 
comprehensive module, the size and selection of the issues for the training data sets 
have to be analyzed further. Different traffic conditions and driver characteristics may 
require larger sizes of training data sets to represent the behavior. 
The modified fuzzy c-means algorithm performed satisfactorily in defining the 
classes of the driving states and variables. This algorithm had been developed for a 
fuzzy expert system for weld recognition in which the variables consisted of very 
small values (between 0 and 1). In this study, the modified fuzzy c-means algorithm 
was proven applicable for variables of larger values (for example, 0 to 30 m/sec for 
following vehicle speed). The s-shaped functions provided the best membership 
representation of the classes compared to other commonly used functions.   
In this study, the mean of maxima defuzzification method was found 
impractical in the module structure. In case of equal rule output values, the 
defuzzification methodology always resulted in the same crisp value. This property 
was inappropriate for a dynamic multiple input-multiple output system such as the car 
following behavior. A modification to the mean of maxima method was developed 
and adapted as a part of the module, so that in case of equality, the earliest mean of 
maxima point was selected. This modification is an applicable solution to any fuzzy 
system that requires time dependent dynamic decision making.  
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The developed module was applied to two commonly used car following 
models and the performance was tested. For both of the models, the use of the fuzzy 
T  values produced improvements in the model performance. As a part of the model 
parameter solution, a residual value was calculated comparing the model results to the 
TRG data set values. For all data sets, the residual values were 1 to 22 percent smaller 
when the fuzzy T  values were used instead of a constant T  value. The graphical 
analysis of the model application also indicated that the timing of the responses 
improved drastically, which was a very important part of the definition of driver 
behavior.  
Two statistical tests were also performed to measure the significance of the 
improvements. The first statistical test was Kolmogorov –Smirnov test in which the 
null hypothesis was that the observed response (model) was equal to the expected 
(TRG data) response. In all data sets, when the constant T  was used in the model, the 
results rejected the null hypothesis that the TRG values and model values were equal 
( 0.95 n,D < constantD ). For two of the data sets, use of fuzzy T  values produced the same 
result ( 0.95 n,D < fuzzyD ). In the third data set, the use of fuzzy T  values created a 
greater improvement where the results failed to reject the null hypothesis 
( 0.95 n,D > fuzzyD ). In other words, there were no significant difference between the 
TRG data values and model results calculated using fuzzy T . The results of the 
statistical test were impacted by the properties of the model. Therefore, the hypothesis 
testing included the behavior of the model structure. But, when the test results of the 
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constant T  and fuzzy T  values were compared, the use of fuzzy T  values produced 
significantly better results ( fuzzyD < constantD ).  
The second statistical test was the Root Mean Square Error test. The results of 
this test indicated that the fuzzy T  values performed better than a constant T  value. 
For all data sets, the Root Mean Square Error value was 1 to 11 percent smaller for 
fuzzy T  results than for the constant T  results.  
Overall, as a result of both graphical and statistical evaluations, the fuzzy 
response time lag module accomplished the goal of improving the realistic definition 
and precision of car following models.  
In addition, the improvements that the fuzzy module offers are valuable 
because of the independent nature of its structure. The module can be applied to any 
model or algorithm without changing the mathematical structure. This property makes 
the module particularly attractive for computer simulations. For example, in a 
simulation model, the only modification required for the module application is a 
reference to the fuzzy T  values at the end of the car following algorithm, defining the 
proper timing of the calculated driver response. The flexible and transparent rule 
structure also contributes to the value by making the module easy to calibrate and 
adapt for desired conditions. Different traffic conditions or driver behavior can be 
defined by changing the fuzzy rule weights. Since the fuzzy rules are in natural 
language form (low, high, short, etc.), the characteristics can easily be identified and 
modified. In this study, the development of the module explored a wide area of 
possibilities and methodologies. The outcome of the exploration was a practical tool in 
terms of ease of application and processing time.  
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This study contributed to both traffic flow theory and artificial intelligence 
application areas. The fuzzy T  module was the first research effort in defining and 
modeling the concept of variable response time lag. The application of the concept 
was also illustrated as a part of car following models. Accurate description of driver 
behavior has important impacts in traffic flow analysis, which leads to operation of the 
existing and design of the future transportation systems. For example, the variable 
response time lag concept may change the way we analyze shockwaves in traffic flow 
and start and stop conditions in signalized intersections by introducing the driver 
perception and reaction to the calculations. In other words, if the response pattern and 
timing of the driver to a given stimulus (traffic light, freeway bottlenecks, etc.) is 
known, the operation parameters (speed limit, signal timing, etc) and design of the 
system can be optimized so that more efficient traffic flow rates can be achieved.  
The knowledge of driver behavior also has an impact on the safety of the 
driver and the transportation system. The effectiveness of the traffic control equipment 
(traffic signs, signals, etc.) can be significantly increased by selecting the proper 
placement based on the driver's perception and response time lag.   
This study also contributes to the artificial intelligence applications area. In 
general, artificial intelligence applications offer means of modeling the human 
behavior and decision making process. This study is an example of such an 
application, providing methodologies and examples of fuzzy system development, 
training and execution. In addition, the algorithms developed for defuzzification and 
dynamic value assignment provides innovative methods for control of dynamic and 
time dependant systems.   
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6.2 DIRECTIONS FOR FUTURE RESEARCH 
The first future research direction is the application of the module to traffic 
simulation models and algorithms. If the module structure is adapted to a popular 
simulation such as CORSIM, the impact of improvements that the module produces 
will range widely from traffic flow analysis to transportation system design. Although 
the module produces applicable results with the structure developed in this study, 
calculation interval of the simulation models should be considered. Most of the 
simulation models require certain calculation intervals. The module has to be modified 
slightly to calculate time lag values that are compatible with the simulation time 
intervals.  
This study did not define a generalized behavior but proved the applicability of 
the variable time lag concept. The results of this study are limited to a certain driver 
type and roadway conditions. A more comprehensive study in which the module is 
trained by data from different driver types, traffic and environmental conditions will 
produce a detailed and complete modeling of the response time lag behavior. For 
example, a series of passive car following data sets collected on the same roadway can 
produce information about different driver types and behavior. If similar passive 
observations can be repeated on different type of roadways (3- lane, 2- lane, etc.) and 
traffic conditions (congested, free flow, etc.), a comprehensive module can be 
produced.  
As discussed and illustrated throughout this dissertation, the deterministic 
mathematical approaches limit the ability to describe the human behavior. Although 
the existing models can be improved to a satisfactory level with tools such as the 
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variable response time lag module, the absolute description of the behavior will not be 
possible. The ultimate solution is to model the behavior using methods that are closer 
to human way of thinking including fuzzy and neuro-fuzzy systems. The module 
development methodology described in this study can easily be used in new modeling 
efforts.  
Research efforts can also be directed to more physical application areas 
including in-vehicle driver aid and safety systems. For example, consider a cruise 
control system that measures the distance between two vehicles and provides 
suggestions for safe distance by changing the pressure on the control pedals. If the 
system analyzes and provides suggestions in a deterministic manner, this may result in 
driver discomfort, additional stress, and perhaps panic. If the system can operate 
considering the human behavior and way of thinking, more effective results can be 
achieved. The concept and methodology presented in this study can contribute to the 
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Figure 28. TRG Instrumented Vehicle Data - Set 5 
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APPENDIX B – MEAN SQUARED ERROR 
VALUES FOR TRAINING DATA SETS 
Table 30. Mean Squared Error Values for Following Vehicle, Following Vehicle 
Acceleration, Relative Speed and Relative Distance of 500-Point Training Data Sets 
Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped
2 0.0171 0.0309 0.0004 0.0180 0.0322 0.0005 0.0175 0.0264 0.0004
3 0.0073 0.0489 0.0002 0.0079 0.0818 0.0002 0.0076 0.0505 0.0002
4 0.0055 0.0250 0.0001 0.0059 0.0258 0.0001 0.0052 0.0249 0.0001
5 0.0050 0.0164 0.0001 0.0045 0.0184 0.0001 0.0043 0.0198 0.0001
6 0.0035 0.0069 0.0001 0.0041 0.0159 0.0001 0.0032 0.0048 0.0001
7 0.0027 0.0057 0.0001 0.0030 0.0020 0.0001 0.0031 0.0033 0.0001
8 0.0025 0.0058 0.0000 0.0025 0.0025 0.0001 0.0027 0.0031 0.0001
9 0.0023 0.0054 0.0000 0.0022 0.0028 0.0000 0.0021 0.0021 0.0000
10 0.0021 0.0028 0.0000 0.0021 0.0020 0.0000 0.0019 0.0030 0.0000
11 0.0018 0.0023 0.0000 0.0019 0.0024 0.0000 0.0019 0.0027 0.0000
12 0.0016 0.0027 0.0000 0.0016 0.0015 0.0000 0.0017 0.0029 0.0000
2 0.0176 0.2548 0.0004 0.0183 0.2737 0.0005 0.0180 0.2452 0.0005
3 0.0054 0.0194 0.0001 0.0048 0.0200 0.0001 0.0059 0.0183 0.0001
4 0.0051 0.0129 0.0001 0.0049 0.0157 0.0001 0.0052 0.0158 0.0001
5 0.0041 0.0130 0.0001 0.0041 0.0100 0.0001 0.0043 0.0134 0.0001
6 0.0038 0.0089 0.0001 0.0034 0.0087 0.0001 0.0038 0.0073 0.0001
7 0.0032 0.0075 0.0001 0.0029 0.0060 0.0001 0.0032 0.0055 0.0001
8 0.0027 0.0050 0.0001 0.0027 0.0051 0.0001 0.0028 0.0055 0.0001
9 0.0024 0.0036 0.0001 0.0024 0.0068 0.0001 0.0025 0.0055 0.0001
10 0.0022 0.0035 0.0000 0.0022 0.0047 0.0000 0.0022 0.0052 0.0000
11 0.0019 0.0048 0.0000 0.0021 0.0046 0.0000 0.0020 0.0052 0.0000
12 0.0017 0.0047 0.0000 0.0018 0.0040 0.0000 0.0019 0.0049 0.0000
2 0.0106 0.1903 0.0003 0.0105 0.2136 0.0003 0.0107 0.1940 0.0003
3 0.0065 0.0165 0.0001 0.0068 0.0194 0.0001 0.0069 0.0144 0.0001
4 0.0057 0.0098 0.0001 0.0053 0.0108 0.0001 0.0056 0.0129 0.0001
5 0.0044 0.0108 0.0001 0.0043 0.0142 0.0001 0.0043 0.0138 0.0001
6 0.0034 0.0063 0.0001 0.0035 0.0073 0.0001 0.0034 0.0061 0.0001
7 0.0030 0.0052 0.0001 0.0031 0.0070 0.0001 0.0032 0.0076 0.0001
8 0.0029 0.0055 0.0001 0.0028 0.0055 0.0001 0.0027 0.0056 0.0001
9 0.0024 0.0046 0.0001 0.0025 0.0053 0.0001 0.0024 0.0052 0.0001
10 0.0022 0.0037 0.0000 0.0021 0.0039 0.0000 0.0021 0.0040 0.0000
11 0.0021 0.0036 0.0000 0.0020 0.0039 0.0000 0.0020 0.0037 0.0000
12 0.0018 0.0029 0.0000 0.0019 0.0034 0.0000 0.0019 0.0034 0.0000
2 0.0079 0.2278 0.0002 0.0077 0.2497 0.0002 0.0085 0.2463 0.0002
3 0.0065 0.0286 0.0001 0.0063 0.0361 0.0001 0.0076 0.0442 0.0001
4 0.0047 0.0184 0.0001 0.0055 0.0170 0.0001 0.0046 0.0219 0.0001
5 0.0041 0.0064 0.0001 0.0042 0.0068 0.0001 0.0040 0.0084 0.0001
6 0.0031 0.0048 0.0001 0.0033 0.0046 0.0001 0.0036 0.0065 0.0001
7 0.0030 0.0067 0.0001 0.0029 0.0056 0.0001 0.0031 0.0071 0.0001
8 0.0024 0.0050 0.0001 0.0026 0.0057 0.0001 0.0025 0.0056 0.0001
9 0.0021 0.0042 0.0000 0.0026 0.0057 0.0001 0.0023 0.0038 0.0000
10 0.0022 0.0040 0.0000 0.0024 0.0057 0.0001 0.0021 0.0042 0.0000
11 0.0019 0.0052 0.0000 0.0020 0.0045 0.0000 0.0018 0.0035 0.0000
12 0.0017 0.0028 0.0000 0.0018 0.0041 0.0000 0.0018 0.0034 0.0000
MEAN SQUARED ERROR VALUES




















































Table 31. Mean Squared Error Values for Simple T  Search Results of 500-Point 
Training Data Sets 
Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped
2 0.0083 0.0058 0.0002 0.0081 0.0056 0.0002 0.0075 0.0040 0.0002
3 0.0055 0.0103 0.0001 0.0056 0.0064 0.0001 0.0058 0.0080 0.0001
4 0.0046 0.0102 0.0001 0.0043 0.0084 0.0001 0.0043 0.0105 0.0001
5 0.0037 0.0076 0.0001 0.0035 0.0073 0.0001 0.0036 0.0072 0.0001
6 0.0031 0.0068 0.0001 0.0030 0.0058 0.0001 0.0029 0.0058 0.0001
7 0.0026 0.0067 0.0001 0.0025 0.0052 0.0001 0.0024 0.0057 0.0001
8 0.0022 0.0051 0.0000 0.0023 0.0051 0.0001 0.0022 0.0056 0.0000
9 0.0020 0.0047 0.0000 0.0021 0.0052 0.0000 0.0020 0.0047 0.0001
10 0.0019 0.0053 0.0000 0.0018 0.0045 0.0000 0.0015 0.0054 0.0000
11 0.0017 0.0055 0.0000 0.0016 0.0045 0.0000 0.0014 0.0065 0.0000
12 0.0013 0.0068 0.0000 0.0017 0.0056 0.0000 0.0014 0.0051 0.0000
2 0.0083 0.0060 0.0002 0.0091 0.0070 0.0002 0.0085 0.0052 0.0002
3 0.0062 0.0089 0.0001 0.0061 0.0092 0.0001 0.0060 0.0096 0.0001
4 0.0046 0.0080 0.0001 0.0044 0.0077 0.0001 0.0045 0.0099 0.0001
5 0.0038 0.0077 0.0001 0.0036 0.0080 0.0001 0.0037 0.0081 0.0001
6 0.0030 0.0064 0.0001 0.0030 0.0055 0.0001 0.0032 0.0063 0.0001
7 0.0027 0.0068 0.0001 0.0027 0.0047 0.0001 0.0026 0.0043 0.0001
8 0.0023 0.0048 0.0000 0.0023 0.0057 0.0000 0.0023 0.0050 0.0001
9 0.0020 0.0043 0.0000 0.0021 0.0042 0.0000 0.0021 0.0048 0.0000
10 0.0018 0.0046 0.0000 0.0018 0.0043 0.0000 0.0019 0.0042 0.0000
11 0.0017 0.0052 0.0000 0.0017 0.0043 0.0000 0.0016 0.0044 0.0000
12 0.0013 0.0062 0.0000 0.0015 0.0040 0.0000 0.0015 0.0054 0.0000
2 0.0091 0.0080 0.0002 0.0092 0.0083 0.0002 0.0090 0.0074 0.0002
3 0.0066 0.0106 0.0001 0.0065 0.0104 0.0001 0.0063 0.0113 0.0001
4 0.0044 0.0091 0.0001 0.0044 0.0069 0.0001 0.0049 0.0086 0.0001
5 0.0038 0.0063 0.0001 0.0035 0.0080 0.0001 0.0041 0.0089 0.0001
6 0.0032 0.0060 0.0001 0.0033 0.0066 0.0001 0.0034 0.0068 0.0001
7 0.0028 0.0054 0.0001 0.0029 0.0049 0.0001 0.0028 0.0054 0.0001
8 0.0025 0.0056 0.0001 0.0025 0.0049 0.0001 0.0024 0.0049 0.0001
9 0.0021 0.0054 0.0000 0.0022 0.0053 0.0000 0.0021 0.0051 0.0000
10 0.0021 0.0045 0.0000 0.0019 0.0047 0.0000 0.0019 0.0047 0.0000
11 0.0017 0.0039 0.0000 0.0017 0.0043 0.0000 0.0018 0.0044 0.0000
12 0.0016 0.0043 0.0000 0.0015 0.0041 0.0000 0.0016 0.0043 0.0000
2 0.0091 0.0080 0.0002 0.0092 0.0079 0.0002 0.0091 0.0088 0.0002
3 0.0066 0.0106 0.0001 0.0062 0.0107 0.0001 0.0066 0.0120 0.0001
4 0.0044 0.0091 0.0001 0.0048 0.0078 0.0001 0.0051 0.0078 0.0001
5 0.0038 0.0063 0.0001 0.0039 0.0072 0.0001 0.0038 0.0074 0.0001
6 0.0032 0.0060 0.0001 0.0033 0.0071 0.0001 0.0032 0.0065 0.0001
7 0.0028 0.0054 0.0001 0.0028 0.0055 0.0001 0.0027 0.0062 0.0001
8 0.0025 0.0056 0.0001 0.0026 0.0045 0.0001 0.0025 0.0055 0.0001
9 0.0021 0.0054 0.0000 0.0024 0.0057 0.0001 0.0022 0.0044 0.0000
10 0.0021 0.0045 0.0000 0.0021 0.0048 0.0000 0.0020 0.0048 0.0000
11 0.0017 0.0039 0.0000 0.0019 0.0042 0.0000 0.0018 0.0037 0.0000
12 0.0016 0.0043 0.0000 0.0017 0.0037 0.0000 0.0017 0.0049 0.0000
2 0.0094 0.0093 0.0002 0.0094 0.0087 0.0002 0.0092 0.0095 0.0002
3 0.0065 0.0117 0.0001 0.0064 0.0119 0.0001 0.0066 0.0114 0.0001
4 0.0047 0.0071 0.0001 0.0051 0.0085 0.0001 0.0048 0.0078 0.0001
5 0.0040 0.0086 0.0001 0.0038 0.0084 0.0001 0.0038 0.0081 0.0001
6 0.0033 0.0061 0.0001 0.0032 0.0072 0.0001 0.0034 0.0088 0.0001
7 0.0029 0.0059 0.0001 0.0030 0.0065 0.0001 0.0029 0.0062 0.0001
8 0.0025 0.0041 0.0001 0.0025 0.0046 0.0001 0.0025 0.0058 0.0001
9 0.0023 0.0042 0.0001 0.0024 0.0045 0.0001 0.0023 0.0046 0.0001
10 0.0021 0.0039 0.0000 0.0021 0.0038 0.0000 0.0021 0.0045 0.0000
11 0.0018 0.0042 0.0000 0.0019 0.0040 0.0000 0.0019 0.0045 0.0000
12 0.0016 0.0029 0.0000 0.0017 0.0036 0.0000 0.0017 0.0036 0.0000
Variable Class
MEAN SQUARED ERROR VALUES






   
   
   
   
   
   
   
   
   
   
   
   
   














   
   
   
   
   
   
   
   
   
   
   
   
   














   
   
   
   
   
   
   
   
   
   
   
   
   















   
   
   
   
   
   
   
   
   
   
   
   
   















   
   
   
   
   
   
   
   
   
   
   
   
   












Table 32. Mean Squared Error Values for Following Vehicle, Following Vehicle 
Acceleration, Relative Speed and Relative Distance of 700-Point Training Data Sets 
Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped
2 0.0174 0.0279 0.0004 0.0176 0.0282 0.0004 0.0180 0.0329 0.0004
3 0.0068 0.1231 0.0002 0.0085 0.0606 0.0002 0.0078 0.0575 0.0002
4 0.0053 0.0430 0.0001 0.0056 0.0317 0.0001 0.0052 0.0329 0.0001
5 0.0046 0.0312 0.0001 0.0051 0.0246 0.0001 0.0047 0.0244 0.0001
6 0.0041 0.0269 0.0001 0.0041 0.0214 0.0001 0.0038 0.0208 0.0001
7 0.0036 0.0208 0.0001 0.0029 0.0061 0.0001 0.0028 0.0064 0.0001
8 0.0025 0.0035 0.0001 0.0026 0.0026 0.0001 0.0025 0.0080 0.0001
9 0.0026 0.0167 0.0001 0.0024 0.0029 0.0001 0.0023 0.0046 0.0000
10 0.0020 0.0034 0.0000 0.0022 0.0034 0.0000 0.0021 0.0046 0.0000
11 0.0019 0.0025 0.0000 0.0020 0.0038 0.0000 0.0018 0.0034 0.0000
12 0.0017 0.0023 0.0000 0.0017 0.0021 0.0000 0.0016 0.0031 0.0000
2 0.0177 0.2178 0.0004 0.0180 0.2418 0.0005 0.0178 0.2728 0.0005
3 0.0061 0.0221 0.0001 0.0063 0.0293 0.0001 0.0054 0.0198 0.0001
4 0.0052 0.0165 0.0001 0.0049 0.0167 0.0001 0.0049 0.0140 0.0001
5 0.0042 0.0104 0.0001 0.0042 0.0144 0.0001 0.0043 0.0107 0.0001
6 0.0037 0.0072 0.0001 0.0038 0.0083 0.0001 0.0032 0.0069 0.0001
7 0.0032 0.0070 0.0001 0.0030 0.0073 0.0001 0.0033 0.0070 0.0001
8 0.0028 0.0049 0.0001 0.0028 0.0053 0.0001 0.0028 0.0057 0.0001
9 0.0026 0.0055 0.0001 0.0024 0.0049 0.0001 0.0024 0.0055 0.0001
10 0.0022 0.0057 0.0000 0.0022 0.0037 0.0000 0.0021 0.0048 0.0000
11 0.0020 0.0054 0.0000 0.0020 0.0038 0.0000 0.0020 0.0048 0.0000
12 0.0020 0.0050 0.0000 0.0017 0.0033 0.0000 0.0018 0.0047 0.0000
2 0.0109 0.1991 0.0003 0.0106 0.1995 0.0003 0.0114 0.2193 0.0003
3 0.0066 0.0165 0.0001 0.0066 0.0144 0.0001 0.0064 0.0228 0.0001
4 0.0052 0.0133 0.0001 0.0056 0.0132 0.0001 0.0051 0.0156 0.0001
5 0.0044 0.0125 0.0001 0.0041 0.0134 0.0001 0.0042 0.0087 0.0001
6 0.0034 0.0072 0.0001 0.0035 0.0058 0.0001 0.0038 0.0101 0.0001
7 0.0030 0.0069 0.0001 0.0029 0.0070 0.0001 0.0031 0.0052 0.0001
8 0.0027 0.0055 0.0001 0.0026 0.0053 0.0001 0.0027 0.0047 0.0001
9 0.0024 0.0050 0.0001 0.0024 0.0053 0.0000 0.0023 0.0033 0.0000
10 0.0021 0.0037 0.0000 0.0021 0.0044 0.0000 0.0020 0.0027 0.0000
11 0.0019 0.0036 0.0000 0.0020 0.0043 0.0000 0.0019 0.0034 0.0000
12 0.0016 0.0031 0.0000 0.0018 0.0034 0.0000 0.0018 0.0027 0.0000
2 0.0082 0.2423 0.0002 0.0078 0.2519 0.0002 0.0078 0.2606 0.0002
3 0.0062 0.0398 0.0001 0.0063 0.0383 0.0001 0.0065 0.0423 0.0001
4 0.0054 0.0190 0.0001 0.0053 0.0172 0.0001 0.0047 0.0209 0.0001
5 0.0040 0.0105 0.0001 0.0044 0.0144 0.0001 0.0040 0.0122 0.0001
6 0.0034 0.0068 0.0001 0.0033 0.0076 0.0001 0.0034 0.0092 0.0001
7 0.0029 0.0070 0.0001 0.0031 0.0078 0.0001 0.0030 0.0096 0.0001
8 0.0025 0.0076 0.0001 0.0024 0.0062 0.0001 0.0028 0.0066 0.0001
9 0.0024 0.0065 0.0001 0.0025 0.0063 0.0001 0.0026 0.0068 0.0001
10 0.0022 0.0060 0.0001 0.0022 0.0058 0.0000 0.0023 0.0069 0.0001
11 0.0020 0.0048 0.0000 0.0020 0.0045 0.0000 0.0019 0.0043 0.0000
12 0.0018 0.0035 0.0000 0.0018 0.0040 0.0000 0.0019 0.0044 0.0000
Variable Class
MEAN SQUARED ERROR VALUES





















































Table 33. Mean Squared Error Values for Simple T  Search Results of 700-Point 
Training Data Sets 
Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped
2 0.0084 0.0046 0.0002 0.0078 0.0046 0.0002 0.0087 0.0070 0.0002
3 0.0059 0.0092 0.0001 0.0054 0.0081 0.0001 0.0061 0.0117 0.0001
4 0.0045 0.0070 0.0001 0.0045 0.0091 0.0001 0.0046 0.0087 0.0001
5 0.0038 0.0071 0.0001 0.0034 0.0084 0.0001 0.0038 0.0074 0.0001
6 0.0031 0.0062 0.0001 0.0030 0.0064 0.0001 0.0033 0.0055 0.0001
7 0.0029 0.0061 0.0001 0.0025 0.0050 0.0001 0.0026 0.0058 0.0001
8 0.0023 0.0052 0.0001 0.0022 0.0044 0.0000 0.0023 0.0062 0.0001
9 0.0021 0.0049 0.0001 0.0018 0.0050 0.0000 0.0020 0.0059 0.0000
10 0.0018 0.0051 0.0000 0.0015 0.0054 0.0000 0.0019 0.0047 0.0000
11 0.0017 0.0057 0.0000 0.0012 0.0061 0.0000 0.0019 0.0048 0.0000
12 0.0014 0.0060 0.0000 0.0012 0.0056 0.0000 0.0018 0.0058 0.0000
2 0.0087 0.0048 0.0002 0.0082 0.0057 0.0002 0.0085 0.0080 0.0002
3 0.0064 0.0120 0.0001 0.0061 0.0096 0.0001 0.0063 0.0083 0.0001
4 0.0047 0.0089 0.0001 0.0047 0.0095 0.0001 0.0046 0.0073 0.0001
5 0.0037 0.0065 0.0001 0.0034 0.0086 0.0001 0.0037 0.0093 0.0001
6 0.0034 0.0060 0.0001 0.0031 0.0070 0.0001 0.0035 0.0064 0.0001
7 0.0027 0.0058 0.0001 0.0027 0.0057 0.0001 0.0028 0.0061 0.0001
8 0.0026 0.0067 0.0001 0.0023 0.0047 0.0000 0.0023 0.0057 0.0000
9 0.0021 0.0053 0.0000 0.0021 0.0041 0.0000 0.0021 0.0061 0.0000
10 0.0020 0.0043 0.0000 0.0019 0.0039 0.0000 0.0019 0.0058 0.0000
11 0.0018 0.0054 0.0000 0.0016 0.0043 0.0000 0.0017 0.0055 0.0000
12 0.0016 0.0052 0.0000 0.0013 0.0045 0.0000 0.0016 0.0054 0.0000
2 0.0092 0.0055 0.0002 0.0089 0.0071 0.0002 0.0086 0.0101 0.0002
3 0.0062 0.0128 0.0001 0.0060 0.0110 0.0001 0.0067 0.0081 0.0001
4 0.0047 0.0101 0.0001 0.0045 0.0092 0.0001 0.0048 0.0081 0.0001
5 0.0039 0.0068 0.0001 0.0039 0.0082 0.0001 0.0040 0.0106 0.0001
6 0.0033 0.0074 0.0001 0.0031 0.0073 0.0001 0.0034 0.0083 0.0001
7 0.0029 0.0056 0.0001 0.0027 0.0060 0.0001 0.0029 0.0065 0.0001
8 0.0025 0.0050 0.0001 0.0025 0.0058 0.0001 0.0025 0.0050 0.0001
9 0.0022 0.0052 0.0000 0.0022 0.0051 0.0000 0.0022 0.0056 0.0001
10 0.0020 0.0047 0.0000 0.0019 0.0048 0.0000 0.0020 0.0052 0.0000
11 0.0019 0.0040 0.0000 0.0019 0.0039 0.0000 0.0019 0.0051 0.0000
12 0.0017 0.0041 0.0000 0.0016 0.0041 0.0000 0.0017 0.0046 0.0000
2 0.0094 0.0065 0.0002 0.0089 0.0070 0.0002 0.0088 0.0083 0.0002
3 0.0063 0.0132 0.0001 0.0062 0.0113 0.0001 0.0061 0.0082 0.0001
4 0.0051 0.0103 0.0001 0.0047 0.0079 0.0001 0.0050 0.0104 0.0001
5 0.0039 0.0074 0.0001 0.0038 0.0079 0.0001 0.0039 0.0063 0.0001
6 0.0032 0.0062 0.0001 0.0030 0.0083 0.0001 0.0033 0.0069 0.0001
7 0.0028 0.0062 0.0001 0.0028 0.0069 0.0001 0.0031 0.0062 0.0001
8 0.0026 0.0055 0.0001 0.0025 0.0052 0.0001 0.0026 0.0062 0.0001
9 0.0023 0.0045 0.0000 0.0022 0.0048 0.0000 0.0025 0.0054 0.0001
10 0.0021 0.0044 0.0000 0.0019 0.0048 0.0000 0.0022 0.0056 0.0000
11 0.0018 0.0043 0.0000 0.0018 0.0034 0.0000 0.0020 0.0050 0.0000
12 0.0017 0.0041 0.0000 0.0017 0.0037 0.0000 0.0018 0.0053 0.0000
2 0.0100 0.0099 0.0002 0.0093 0.0102 0.0002 0.0097 0.0110 0.0002
3 0.0069 0.0162 0.0001 0.0065 0.0132 0.0001 0.0065 0.0107 0.0001
4 0.0049 0.0111 0.0001 0.0048 0.0094 0.0001 0.0049 0.0084 0.0001
5 0.0040 0.0083 0.0001 0.0039 0.0091 0.0001 0.0039 0.0074 0.0001
6 0.0033 0.0071 0.0001 0.0034 0.0078 0.0001 0.0032 0.0088 0.0001
7 0.0030 0.0059 0.0001 0.0027 0.0063 0.0001 0.0030 0.0078 0.0001
8 0.0027 0.0056 0.0001 0.0024 0.0059 0.0001 0.0027 0.0038 0.0001
9 0.0023 0.0062 0.0001 0.0024 0.0054 0.0001 0.0023 0.0046 0.0000
10 0.0020 0.0040 0.0000 0.0021 0.0044 0.0000 0.0022 0.0043 0.0000
11 0.0018 0.0041 0.0000 0.0019 0.0039 0.0000 0.0020 0.0043 0.0000
12 0.0016 0.0038 0.0000 0.0016 0.0032 0.0000 0.0018 0.0040 0.0000
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Table 34. Mean Squared Error Values for Following Vehicle, Following Vehicle 
Acceleration, Relative Speed and Relative Distance of 1000-Point Training Data Sets 
Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped
2 0.0175 0.0290 0.0004 0.0176 0.0331 0.0004 0.0177 0.0299 0.0004
3 0.0077 0.0536 0.0002 0.0082 0.0660 0.0002 0.0073 0.0616 0.0002
4 0.0057 0.0253 0.0001 0.0054 0.0306 0.0001 0.0051 0.0328 0.0001
5 0.0043 0.0184 0.0001 0.0043 0.0225 0.0001 0.0041 0.0248 0.0001
6 0.0040 0.0174 0.0001 0.0038 0.0214 0.0001 0.0032 0.0038 0.0001
7 0.0028 0.0023 0.0001 0.0026 0.0070 0.0001 0.0027 0.0054 0.0001
8 0.0031 0.0121 0.0001 0.0024 0.0072 0.0000 0.0024 0.0046 0.0001
9 0.0021 0.0033 0.0000 0.0024 0.0042 0.0001 0.0024 0.0048 0.0001
10 0.0019 0.0026 0.0000 0.0022 0.0040 0.0000 0.0022 0.0034 0.0000
11 0.0019 0.0027 0.0000 0.0017 0.0019 0.0000 0.0020 0.0032 0.0000
12 0.0016 0.0024 0.0000 0.0019 0.0041 0.0000 0.0018 0.0030 0.0000
2 0.0177 0.2301 0.0005 0.0180 0.2459 0.0005 0.0182 0.2583 0.0005
3 0.0060 0.0196 0.0001 0.0053 0.0151 0.0001 0.0051 0.0185 0.0001
4 0.0052 0.0135 0.0001 0.0050 0.0189 0.0001 0.0050 0.0156 0.0001
5 0.0042 0.0111 0.0001 0.0043 0.0138 0.0001 0.0043 0.0134 0.0001
6 0.0038 0.0100 0.0001 0.0035 0.0062 0.0001 0.0035 0.0089 0.0001
7 0.0031 0.0068 0.0001 0.0031 0.0061 0.0001 0.0030 0.0067 0.0001
8 0.0029 0.0055 0.0001 0.0028 0.0052 0.0001 0.0028 0.0054 0.0001
9 0.0024 0.0064 0.0001 0.0024 0.0055 0.0001 0.0024 0.0048 0.0001
10 0.0021 0.0055 0.0000 0.0022 0.0053 0.0000 0.0021 0.0055 0.0000
11 0.0020 0.0049 0.0000 0.0021 0.0057 0.0000 0.0020 0.0050 0.0000
12 0.0018 0.0046 0.0000 0.0018 0.0050 0.0000 0.0019 0.0043 0.0000
2 0.0106 0.2005 0.0003 0.0107 0.2085 0.0003 0.0110 0.2151 0.0003
3 0.0069 0.0220 0.0001 0.0067 0.0199 0.0001 0.0067 0.0205 0.0001
4 0.0054 0.0125 0.0001 0.0054 0.0141 0.0001 0.0055 0.0170 0.0001
5 0.0043 0.0107 0.0001 0.0040 0.0122 0.0001 0.0042 0.0120 0.0001
6 0.0033 0.0081 0.0001 0.0033 0.0063 0.0001 0.0035 0.0063 0.0001
7 0.0028 0.0057 0.0001 0.0029 0.0064 0.0001 0.0031 0.0088 0.0001
8 0.0028 0.0075 0.0001 0.0027 0.0043 0.0001 0.0027 0.0044 0.0001
9 0.0025 0.0041 0.0001 0.0024 0.0042 0.0001 0.0024 0.0042 0.0001
10 0.0021 0.0027 0.0000 0.0021 0.0048 0.0000 0.0022 0.0035 0.0000
11 0.0019 0.0030 0.0000 0.0019 0.0037 0.0000 0.0019 0.0044 0.0000
12 0.0017 0.0027 0.0000 0.0018 0.0042 0.0000 0.0018 0.0039 0.0000
2 0.0081 0.2337 0.0002 0.0079 0.2524 0.0002 0.0079 0.2409 0.0002
3 0.0065 0.0309 0.0001 0.0063 0.0360 0.0001 0.0066 0.0321 0.0001
4 0.0045 0.0168 0.0001 0.0050 0.0226 0.0001 0.0046 0.0167 0.0001
5 0.0041 0.0070 0.0001 0.0043 0.0090 0.0001 0.0041 0.0061 0.0001
6 0.0033 0.0061 0.0001 0.0034 0.0062 0.0001 0.0032 0.0051 0.0001
7 0.0030 0.0071 0.0001 0.0032 0.0054 0.0001 0.0030 0.0065 0.0001
8 0.0028 0.0071 0.0001 0.0029 0.0061 0.0001 0.0029 0.0076 0.0001
9 0.0024 0.0061 0.0001 0.0023 0.0064 0.0000 0.0024 0.0058 0.0001
10 0.0022 0.0046 0.0000 0.0021 0.0045 0.0000 0.0023 0.0055 0.0001
11 0.0019 0.0034 0.0000 0.0019 0.0040 0.0000 0.0019 0.0045 0.0000
12 0.0018 0.0037 0.0000 0.0017 0.0037 0.0000 0.0018 0.0030 0.0000
Variable Class
MEAN SQUARED ERROR VALUES





















































Table 35. Mean Squared Error Values for Simple T  Search Results of 1000-Point 
Training Data Sets 
Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped Triangular Gaussian S-Shaped
2 0.0086 0.0043 0.0002 0.0084 0.0047 0.0002 0.0077 0.0039 0.0002
3 0.0059 0.0104 0.0001 0.0058 0.0093 0.0001 0.0053 0.0074 0.0001
4 0.0047 0.0087 0.0001 0.0046 0.0091 0.0001 0.0042 0.0098 0.0001
5 0.0036 0.0073 0.0001 0.0037 0.0075 0.0001 0.0033 0.0076 0.0001
6 0.0032 0.0070 0.0001 0.0031 0.0068 0.0001 0.0030 0.0069 0.0001
7 0.0025 0.0078 0.0001 0.0025 0.0066 0.0001 0.0025 0.0059 0.0001
8 0.0021 0.0056 0.0000 0.0022 0.0056 0.0000 0.0021 0.0051 0.0000
9 0.0018 0.0054 0.0000 0.0020 0.0058 0.0000 0.0020 0.0053 0.0000
10 0.0018 0.0058 0.0000 0.0016 0.0052 0.0000 0.0016 0.0052 0.0000
11 0.0014 0.0049 0.0000 0.0014 0.0054 0.0000 0.0014 0.0057 0.0000
12 0.0012 0.0060 0.0000 0.0012 0.0052 0.0000 0.0013 0.0055 0.0000
2 0.0089 0.0051 0.0002 0.0089 0.0054 0.0002 0.0083 0.0044 0.0002
3 0.0060 0.0121 0.0001 0.0064 0.0118 0.0001 0.0061 0.0092 0.0001
4 0.0047 0.0076 0.0001 0.0046 0.0079 0.0001 0.0044 0.0079 0.0001
5 0.0038 0.0071 0.0001 0.0038 0.0089 0.0001 0.0037 0.0098 0.0001
6 0.0032 0.0074 0.0001 0.0032 0.0065 0.0001 0.0032 0.0067 0.0001
7 0.0028 0.0066 0.0001 0.0028 0.0061 0.0001 0.0027 0.0062 0.0001
8 0.0024 0.0062 0.0001 0.0023 0.0055 0.0001 0.0023 0.0057 0.0000
9 0.0019 0.0058 0.0000 0.0020 0.0053 0.0000 0.0020 0.0048 0.0000
10 0.0018 0.0049 0.0000 0.0019 0.0046 0.0000 0.0018 0.0042 0.0000
11 0.0017 0.0055 0.0000 0.0017 0.0050 0.0000 0.0016 0.0057 0.0000
12 0.0015 0.0054 0.0000 0.0016 0.0052 0.0000 0.0016 0.0048 0.0000
2 0.0091 0.0062 0.0002 0.0093 0.0065 0.0002 0.0089 0.0054 0.0002
3 0.0063 0.0113 0.0001 0.0066 0.0135 0.0001 0.0064 0.0116 0.0001
4 0.0047 0.0086 0.0001 0.0047 0.0083 0.0001 0.0048 0.0085 0.0001
5 0.0038 0.0081 0.0001 0.0037 0.0066 0.0001 0.0038 0.0079 0.0001
6 0.0032 0.0066 0.0001 0.0032 0.0064 0.0001 0.0034 0.0071 0.0001
7 0.0029 0.0063 0.0001 0.0028 0.0056 0.0001 0.0028 0.0063 0.0001
8 0.0024 0.0053 0.0001 0.0025 0.0050 0.0001 0.0025 0.0053 0.0001
9 0.0021 0.0055 0.0000 0.0021 0.0051 0.0000 0.0022 0.0054 0.0001
10 0.0018 0.0049 0.0000 0.0019 0.0046 0.0000 0.0019 0.0055 0.0000
11 0.0017 0.0055 0.0000 0.0018 0.0043 0.0000 0.0017 0.0048 0.0000
12 0.0016 0.0053 0.0000 0.0016 0.0044 0.0000 0.0017 0.0046 0.0000
2 0.0094 0.0087 0.0002 0.0095 0.0071 0.0002 0.0090 0.0055 0.0002
3 0.0063 0.0123 0.0001 0.0062 0.0133 0.0001 0.0060 0.0126 0.0001
4 0.0050 0.0112 0.0001 0.0052 0.0098 0.0001 0.0047 0.0080 0.0001
5 0.0040 0.0073 0.0001 0.0039 0.0071 0.0001 0.0037 0.0069 0.0001
6 0.0033 0.0064 0.0001 0.0034 0.0076 0.0001 0.0032 0.0079 0.0001
7 0.0029 0.0072 0.0001 0.0028 0.0059 0.0001 0.0028 0.0062 0.0001
8 0.0026 0.0067 0.0001 0.0025 0.0051 0.0001 0.0025 0.0055 0.0001
9 0.0023 0.0056 0.0001 0.0023 0.0046 0.0001 0.0023 0.0050 0.0001
10 0.0020 0.0049 0.0000 0.0020 0.0046 0.0000 0.0020 0.0048 0.0000
11 0.0019 0.0043 0.0000 0.0018 0.0043 0.0000 0.0018 0.0051 0.0000
12 0.0017 0.0044 0.0000 0.0017 0.0040 0.0000 0.0017 0.0044 0.0000
2 0.0098 0.0114 0.0002 0.0096 0.0093 0.0002 0.0094 0.0074 0.0002
3 0.0065 0.0132 0.0001 0.0067 0.0141 0.0001 0.0065 0.0136 0.0001
4 0.0049 0.0097 0.0001 0.0050 0.0112 0.0001 0.0051 0.0091 0.0001
5 0.0040 0.0073 0.0001 0.0040 0.0079 0.0001 0.0040 0.0089 0.0001
6 0.0034 0.0075 0.0001 0.0033 0.0060 0.0001 0.0032 0.0081 0.0001
7 0.0030 0.0062 0.0001 0.0029 0.0059 0.0001 0.0029 0.0066 0.0001
8 0.0026 0.0054 0.0001 0.0025 0.0050 0.0001 0.0025 0.0049 0.0001
9 0.0023 0.0054 0.0001 0.0023 0.0049 0.0001 0.0022 0.0044 0.0000
10 0.0021 0.0047 0.0000 0.0021 0.0045 0.0000 0.0020 0.0043 0.0000
11 0.0018 0.0042 0.0000 0.0018 0.0042 0.0000 0.0018 0.0040 0.0000







   
   
   
   
   
   
   
   
   
   
   
   
   















   
   
   
   
   
   
   
   
   
   
   
   
   















   
   
   
   
   
   
   
   
   
   
   
   
   














   
   
   
   
   
   
   
   
   
   
   
   
   















   
   
   
   
   
   
   
   
   
   
   
   
   














APPENDIX C – ASSIGNED FUZZY T VALUES FOR 

































































































































































































































































































































































































































































































































































































































































































































































Figure 55. Fuzzy T  Values Derived from 1000-3 Training Data Sets – Set 5 
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APPENDIX D – MODEL APPLICATION RESULTS 











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































APPENDIX E – MODEL APPLICATION RESULTS 

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 110. Matlab Workspace and Fuzzy T  Toolbox Execution 
Directory Listing 
Window 








Figure 111. Fuzzy T  Toolbox Main Menu 
 





Training and Module 
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Figure 113. Simple T Value Search Menu 
 
Figure 114. Random Data Point Selection Menu 
Training Data 
File and Search 
Window Size 
Selection  









Figure 115. Modified Fuzzy C-Means Clustering and Function Fit Menu 
 





















Figure 117. Fuzzy T  Value Assignment Menu  
 
Figure 118. Car Following Model Parameter Calculation and Comparison Menu 
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