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ABSTRACT 
An M-matrix as defined by Ostrowski is a matrix that can he split into A = SI - B, 
s > 0, B > 0 with s > p(B), the spectral radius of B. M-matrices with the property that 
the powers of T= (l/s)B converge for some s are studied and are characterized here 
in terms of the nonnegativity of the group generalized inverse of A on the range 
space of A, extending the well-known property that A _ ’ > 0 whenever A is nonsingll- 
lar. 
1. INTRODUCTION 
An n X n real matrix A = (a,J is called an M-matrix if A can be split into 
A = sZ - B, s > 0, Z3 > 0 with s > p(B). Such matrices were introduced in 1937 
by Ostrowski [13] and arise in investigations concerning the convergence of 
iterative processes for systems of linear and nonlinear equations [lZ, 13,19] 
and in the study of nonnegative solutions to such systems [2,11,18]. Many of 
the latter applications are related to problems in economics [17, Chapter 21 
and linear programming [21]. Nonsingular M-matrices form a proper subclass 
of the class of monotone matrices, that is, the class of matrices A for which 
A - ’ > 0. Monotone matrices A are characterized by the condition Ax > 0 3 
x > 0. 
Fan studied M-matrices in [3], g iving topological proofs for certain 
theorems on matrices with nonnegative elements. Householder followed 
Fan’s work by giving in [6] some algebraic proofs of these results. In 1962, 
Fiedler and Ptak [4] brought together many of the results on M-matrices for 
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the first time. More recently a survey paper on M-matrices and generaliza- 
tions was written by Poole and Boullion [15]. 
Nonsingular A4-matrices have many useful properties, some of which are 
listed in the following lemma. 
LEMMA 1 [4]. Let A = (aii) have the property that uii & 0 for all if i. 
Then the following statements are equivalent. 
(a) A = sl- B f or some B > 0 and for some s > p(B), that is, A is u 
nonsingulur M-matrix. 
(b) The reul part of each eigenvalue of A is positive. 
(c) All principal minors of A are positive. 
(d) A ~’ exists und A ~’ > 0. 
(e) Ax > 0*x > 0. 
Singular M-matrices were studied by Schneider in [16] in terms of the 
elementary divisors associated with the zero eigenvalue. Later, Carlson [2] 
studied such matrices with a view toward determining nonnegative solutions 
to consistent but singular systems of linear equations. The following lemma 
lists the fundamental properties of the total class of 
&-matrices. 
LEMMA 2 [5]. Let A = (aif) have the property 
Then the following statements are equivalent. 
nonsingular and singular 
that aij < 0 for all i # i. 
(a) A = sl- B, for some B > 0 and s > p(B), that is, A is an M-matrix. 
(b) The renl purt of each nonzero eigenvalue of A is positive. 
(c) All the principal minors of A are nonegative. 
Some corresponding forms of conditions (d) and (e) in Lemma 1 are 
conspicuously absent from the characterizations of the total class of M- 
matrices in Lemma 2. However, it is precisely these equivalent conditions 
that make the concept of a nonsingular M-matrix so useful in the study of the 
convergence of iterative methods and nonnegative solutions to systems of 
linear equations. (See [L&17,19].) The purpose of this treatise is to study a 
wider subclass of the class of M-matrices for which such interesting applica- 
tions exist. 
From condition (a) of Lemma 1, it follows that the matrix T= (l/s) B is 
convergent, that is, 
limit T” = +, 
k-co 
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the zero matrix. More generally, a matrix T is said to be semiconvergent if 
Limit Tk 
k+oo 
exists. Semiconvergent matrices and iterative solutions to consistent systems 
of linear equations are studied in [S] and [lo]. With this in mind, we define 
the following subclass of M-matrices. 
DEFINITION. An M-matrix A is said to have “property c” provided tlwt 
A can he split into A = sl- B for some B 2 0 and s > 0 such thut the m&ix 
T=(l/s)B is semiconvergent. 
Clearly the nonsingular ,%4-matrices have “property c”. To see that uot 
every M- matrix in has this property let 
Then A is an M-matrix, but for any representation A = sZ - B, B B 0, s > 0, 
T=(l/s)B has the form 
T=(:, ‘is) 
and T is not semiconvergent. 
In [9], Meyer did an extensive study of matrices of the form A = I- T, 
where T is stochastic, and applied his results to the theory of finite Markov 
chains. It will be shown later that all such matrices are M-matrices with 
“property c”. The basic properties and the attractive features of these 
M-matrices are discussed in Sec. 2 in terms of the group generalized inverse 
of a matrix. 
2. CHARACTERIZATIONS 
Since an M-matrix A with “property c” can be expressed in the form 
A = sZ - B, with s > 0, B 2 0, where T= (l/s) B is semiconvergent, it will be 
convenient to review some of the facts from [lo] and elesewhere concerning 
conditions under which the powers of a matrix converge to some matrix. 
246 R.J. PLEMMONS 
For a square matrix T let 
y(T)=max{/h]:X#lisaneigenvalueof T}. 
Then the following well-known lemma characterizes semiconvergent 
matrices. It can be found in the literature in various places. 
LEMMA 3 [7]. The matrix T is semiconvergent if and only if 
1. y(T)<1 and 
2. if h= 1 is an eigenculue of T, then all the elementary divisors 
associated with 1 for T are linear. 
Semiconvergence can also be characterized in terms of generalized 
inverses of a matrix. For an n X n matrix A consider the three matrix 
equations 
A=AXA, (2.1) 
x=XAx, (2.2) 
AX=XA. (2.3) 
Any matrix satisfying (2.1) is called a generalized inverse of A (the term 
{ l}-inverse is sometimes used [l]). If X satisfies each of (2.1), (2.2) and (2.3), 
then it is unique and denoted by A * and is called the group inverse of AT” 
[l]. Conditions under which A* exists are given next. 
LEMMA 4 [l, Chapter 41. For a square matrix A the group inverse A * 
exists if and only if one of the following equivalent conditions holds: 
(4 The range spuce %(A) and the null space :qi (A) are complemen- 
tary subspaces. 
(ii) rankA” = rankA 
Clearly, if A is nonsingular, then A = = A -I. Moreover, in general, A G is 
the inverse operator of A on the range of A. That is, 
A”r= y if and only if Ay = x, x,y&(A), 
and 
A”;=0 if and only if A;=O. 
The following technical lemma will be used. 
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LEMMA 5 [lo]. A matrix T is semiconvergent if and only if y(T) < 1 and 
(I - T)# exists. Moreover, if T is semiconvergent, then letting E = (I - T)( Z - 
T)*t, 
(9 limit,,, Tk=Z- E and 
(ii) c;=a TkE = (I- T)#. 
It should be noted that if T is convergent, that is, the powers of T 
converge to the zero matrix, then E = (I - T)(Z - T)- ’ = Z and y(T) = p( T), 
the spectral radius of T, in Lemmas 3 and 5. 
The study of M-matrices with “property c” is begun by listing the 
following useful facts. We tucitly assume that any statement involving the 
elementary divisors associated with the eigenvalue 0 of A upplies only when 
A is singular. 
LEMMA 6. Let A=sZ-B, B>O and s>p(B). Then T=(l/s)B is 
semiconvergent if and only if 
6) the elementary divisors associated with 0 for A ure linear, und 
(ii) y(T) < 1. 
Proof. The proof is immediate, since the elementary divisors associated 
with 0 for A are linear if and only if those associated with 1 for I-T are 
linear. I 
It is easy to see that if A is an M-matrix, then for any representation 
A = sZ - B, s > 0 and B > 0, it follows that s > p(B). Moreover, if A = .sZ - B 
= s’Z - B’ are two representations, then B = (s - .s’)Z + B ‘. Hence if s’ = p( B ‘) 
and s > .s’, then it follows by examination of the equality case of the triangle 
inequality that s = p(B) is the only eigenvalue of B whose absolute value is 
p(B). If A is an LV-matrix and s’> maxid,S,qir then A=s’Z- B’ is a 
representation, and this leads to the following: 
LEMMA 7. Zf A is an M-matrix u>ith “propert!y c” and A = sZ - B with 
s>m=l<,<. aiir that is, if T=(l/s)B h as all diagonal entries positive, then 
T is semiconvergent. 
The first theorem is immediate from Lemmas 4, 6 and 7 and the remarks 
preceding Lemma 7. 
THEOREM 1. Let A he an M-matrix. Then the following stutements ure 
equivalent: 
(a) A has “property c”. 
(b) A# exists. 
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(c) all the elementary divisors associated with the eigemalue 0 of A are 
linear. 
The determination of when the elementary divisors associated with 0 for 
an M-matrix A are linear can of course be difficult. If A is irreducible, 0 is a 
simple eigenvalue and the linearity follows. Schneider [16] (cf. also Rothblum 
[20]) generalized this result by giving necessary and sufficient conditions for 
these elementary divisors to be linear in terms of the irreducible blocks in a 
standard form of A. A4s a special case, he established in [16] that if A is 
Minkowskian, that is, if the row sums of A are all nonnegative, then these 
elementary divisors are linear. This leads to the following corollary to 
Theorem 1 which considers a class of matrices that very often arise in finite 
difference methods for the approximate solution of partial differential equa- 
tions of elliptic type (see [7,8,10,14,18,19]). 
COROLLARY 1. lf A = (aii)with aii < 0 for all i # j and if A is diagonally 
dominant, that is, if 
i (iif > 0 for i = 1,2, . . , n, 
i=l 
then A is an M-matrix with “property c” 
Notice that matrices of the form A = I- T, T stochastic, which were 
studied by Meyer [9], satisfy Corollary 1. 
As was mentioned earlier, one of the main purposes of introducing the 
class of M-matrices with “property c” was to extend to the singular case 
some condition corresponding to the nonnegativity of A _ ‘, whenever A is a 
nonsingular ‘V-matrix. For that purpose the group inverse A * of A will play 
the role of A ~’ whenever A is singular. 
For a matrix A, where A * exists, we shall say that A # is nonnegative on 
(:I$ (A), the runge of A, if 
A*x>O whenever X>O and x E ‘:i; (A). 
THEOREM 2. Let A = (aii), where aii < 0 for ~11 i# i. Then A is an 
M-matrix with “propertly c” if and only if A* exists and is nonnegatice on 
$6 (A), the range of A. 
Proof. Suppose A is an IJ4-matrix with “property c”. Then A = sl- B for 
some B > 0 and s > p(B), where T= (l/s)B is semiconvergent. Let x E ‘:fl (A) 
SEMICONVERGENT SPLITTINGS 249 
with x > 0, and let E = AA * = (I - ?“)(I - T) *. Since E is a projector on 
91~ (E) = 93 (A), we have Ex = x. Then by Lemma 5, 
Since x > 0. 
Conversely, suppose A # exists and is nonnegative on ?fi (A). It will be 
shown first that A has a nonnegative diagonal. Suppose aji <0 for some 
1 < i < n. Let ai be the ith column of A. Then ui G 0, a, #O, so that 
A #ai < 0, 
since n,e% (A). Let ui denote the ith row vector of A. Then, because 
A= AA”A. 
since a i ,< 0, u contradiction. 
Now let s > maxi< iGn qi and set 
A=sl-BB. 
It remains to show that s > p(B). By the Perron-Frobenius theorem there is a 
vector x > 0, x#O with 
Bx=p(B)x. 
Then 
Ax=(sl- B)x= sx- Bx= [s-p(B)]x. 
Moreover, if s#p(B), then x E !-k(A), so that A”Ax= x’ and A =.T > 0. Then 
O< x=A*‘Ax=[s-p(B)]A% 
Thus s 2 p(B), since r#O. Then by Theorem 1, ‘4 has “property c”. n 
We observe that the second proof independently establishes that qi > 0 
for l<i<n. 
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That an M-matrix A with “property c” need not have A* > 0 is estab- 
lished by the following example: Let 
Then 
The preceding characterizations are now accumulated in the following 
theorem, corresponding to Lemma 1. 
THEOREM 3. Let the mutrix A have the property that aii Q 0 for all i # i. 
Then the following statements are equivalent. 
(a) A=sZ-Bf or some B > 0 and s > 0, where the matrix T= (l/s)B is 
semiconvergent, that is, A is an M-matrix tl‘ith “property c”. 
(b) The real purt of each nonzero eigenualue of A is positive, and all 
the elementary divisors associated with u zero eigenvulue of A are linear. 
(c) All the principal minors of A ure nonnegative, and all the elemen- 
tary divisors associated utith a zero eigenvalue of A are linear. 
(d) The group inverse A” of A exists, and A * is nonnegative on % (A), 
the range of A. 
(e) AX > 0, x E ?ti (A) * x > 0. 
Proof. In view of the preceding results, only the equivalence of condi- 
tions (d) and (e) needs to be established. It is worth noting that the 
equivalence of these conditions is independent of the context of the theorem. 
The following lemma establishes the result in the more general context. 
LEMMA 8. Conditions (d) and (e) of Theorem 6 are equivalent for any 
squure, real matrix A. 
Proof. Suppose that (d) holds and that Ax 2 0 for some x E %(A). Then 
since Ax is in %(A), x=(A”A)x=A*(Ax)>O. 
Conversely let (e) hold. It follows that if z is in $(A) and a(A), the null 
space of A, then AZ = 0 > 0 implies that z>O. But then A(-z)= -O=O>O, 
so that -zZO. Thus Z= 0, and by Lemma 4, part (i), A* exists. Now 
suppose that x > 0 with x in %(A). Then x= Ay for some y. Let y = u + o, 
u E CJ~ (A), G E %(A). Then 
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implies u > 0 by condition (e). Then 
since u E 9% (A), completing the proof. n 
3. CONCLUDING REMARKS 
(a) From Theorem 1 it follows that a symmetric M-matrix A has 
“property c” if and only if A is positive semidefinite. This extends the 
concept of a Stieltjes matrix to the singular case. 
(b) Let A = (qj) with uii < 0 for i # j. Then by Theorem 3 every solution 
in %(A) to the system of linear equations Ax= c, c > 0, c E %(A) is non- 
negative if and only if A is an M-matrix with “property c”. In this case there 
is exactly one solution x = A #c in %(A), and x > 0. 
(c) Let A be an M-matrix. If there exists a vector x > 0 with Ax > 0, then 
from [16, Theorem 31 it follows that A has “property c”. The converse does 
not, however, hold in general; for example, A = 
(-: :) 
has “property c”. 
(d) Finally, we remark that nonsingular M-matrices play an important 
role in the study of regular splittings and the convergence of iterative 
methods for solving nonsingular systems of linear equations (see [12], [I31 
and [19]), and we suspect that the theory of singular M-matrices with 
“property c” will play an equally important role in the rank deficient case. 
The author wishes to thank Professor Hans Schneider for his helpful 
comments on the paper. 
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