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50.Bevezetés,
Lineáris programozási feladatok megoldására általá­
nosan elfogadott, jól bevált módszer a szimplex módszer 
/Dantzig [7]/. A szimplex módszer hatékonysága gyakor­
lati feladatokon általában kielégítő, elméletileg azon­
ban nem hatékony, nem polinomiális algoritmus. Polinomi- 
ális algoritmust adott lineáris programozási feladatok 
megoldására Khaciján[25,263, algoritmusa azonban már kö­
zepes méretű feladatok esetében is végrehajthatatlan a 
a megkívánt számítási pontosság miatt.
A szimplex módszerrel kapcsolatban jelentkező másik 
elméleti és alkalmazási probléma, hogy degenerált esetben 
ciklizálás fordulhat elő. A ciklizálás kiküszöbölésére 
szolgál a lexikografikus szimplex módszer /Charaes [5,63/ 
és a Bland [33 által adott pivotálási szabály. Mindkét 
módszer azt a lehetőséget használja ki, hogy nem egyér­
telmű a pivot elem kiválasztása a szimplex módszernél.
A szimplex módszer kát fázisban oldja meg a lineáris 
programozás feladatát, ez pedig a lineáris programozás 
tömeges oktatásának elterjedésével /mérnökök, közgazdá­
szok stb./, mivel a két fázis és főleg az áttérés az el­
ső fázisról a másodikra nehezen érthető nem matematikusok 
pzámára, felvetette annak igényét, hogy egy fázisban old­
6juk meg a lineáris programozási feladatokat. Egy fázisú 
módszer megalkotására történt próbálkozás a Zionts £23,24] 
által adott criss-cross módszer publikálásával. Zionts 
módszere nem követelt meg sem primál,sem duál megengedett 
megoldást indulómegoldásként. Tetszőleges bázisból indulva 
primál és duál iterációkat váltogatva jut el optimális 
megoldásig. Zionts módszere megegyezik a primál illetve 
duál szimplex módszerrel, amennyiben primál illetve duál 
megengedett megoldást kapunk. Az algoritmus végességét 
mindezideig nem sikerült bizonyítani, ez továbbra is nyi­
tott kérdés marad.
Az általunk az I. fejezetben közölt criss cross mód­
szer véges, és Zionts módszeréhez hasonlóan Tetszőleges 
bázisból indítható. Primál és duál típusú iterációkat al­
kalmazva véges lépésben optimális megoldáshoz jutunk, ha 
létezik optimális megoldás. Criss-cross módszerünk külöm- 
bözik Zionts módszerétől abban a vonatkozásban, hogy nem 
felváltva alkalmazzuk a primál és duál típusú iterációkat, 
valamint abban, hogy primál vagy duál megengedett megoldás 
esetében sem egyezik meg a primál vagy duál szimplex mód­
szerrel. Esetünkben az is lehetséges, hogy primál illetve 
duál megengedett megoldás után ismét olyan megoldást ka­
punk, mely se nem primál,se nem duál megengedett.
Eljárásunk Zionts módszerének alapötletén alapszik, de 
a módszer konstruálásában és végességének bizonyításakor a
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7Bland.[37 által közölt ortogonalitási tulajdonságokat 
használtuk fel.
A criss-cross módszer megegyezik a primál illetve duál 
szimplex módszer Bland féle változatával abban a speciális 
esetben, amennyiben a jobboldal, illetve a célfüggvény az 
azonosan nulla vektor. így módszerünkkel megoldhatjuk az 
[yAfc] illetve az [Ax=b, z=0> feladatokat is.
A II. fejezetben közölt algoritmusok a magyar módszer 
alapötletén alapulnak és a criss-cross módszer speciális 
eseteit használják fel az adódó részfeladatok megoldásában. 
A magyar módszer alapötlete az alábbi: Vegyünk egy primál 
duál feladatpárt és a hozzá tartozó komplementaritási fel­
tételeket. Egy primál megengedett megoldásból indulva, eh­
hez komplementáris duál megoldást konstruálunk. Az algorit­
mus egyes lépéseiben a primál megengedett megoldást úgy ja­
vítjuk, a duál megoldást úgy módosítjuk, hogy a primál cél-
függvénv értéke minden lépésben határozottan javul, miköz­
ben a komplementaritási feltételek fennállnak. Ezt a javí­
tást addig ismételjük, míg a duál feltételek is teljesülnek, 
azaz míg optimális megoldást nem kapunk. Algoritmusainkban 
a magyar módszer fent közölt általános alapötletét, nem pe­
dig konkrét gráfelméleti tartalmát használtuk fel. Bizonyít­
juk algoritmusaink konvergenciáját.
8Bemutatjuk, miként adódik a primál illetve duál szimp­
lex módszer egy változata a fenti algoritmusok speciális 
eseteként. Ezen szimplex módszerek degeneráció esetén a 
Bland féle pivot szabályt alkalmazzák, nem degenerált 
esetben csak a bázisba be illetve onnan kikerülő elem 
választására alkalmazzuk a Bland féle kiválasztási sza­
bályt. Ezen szimplex módszerek végességé direkt módon,
Bland [3] bizonyításának adaptálásával is bizonyítható 
lenne, ez azonban az általánosabb módszerek végességéből 
is következik.
így lehetővé válik számunkra, hogy a véges criss-cross 
módszerre alapozva vezessük be a szimplex módszer külöm- 
bö ző vált o zat ait.
A III. fejezetben a véges criss-cross módszer alkalma­
zása található irányított matroidok esetében. Bizonyítjuk 
a criss-cross módszer vé'gességét ebben az általános eset­
ben is, és így új konstruktív bizonyítást adunk a Farkas 
lemma általánosítására, Minty szinezési lemmájának általá­
nosítására és az általános dualitási tételre /Bland [2]/.
A criss-cross módszer irányított matroidokon is könnyen 
végrehajtható, míg a Bland által adott véges pivotálási 
szabály nagyon komplikált és a pivot elemet sem adja meg 
közvetlenül.
Ro ckafellar [17] vetette fel a lineáris programozás 
kombinatorikus absztrakciójának lehetőségét, mely absztrak-
9cict Bland [2] valósított meg irányított matroidok segít­
ségével. Mivel a criss-cross módszer irányított matroidokon 
is ugyanúgy véges,mint lineáris programozási feladatok e- 
setében, így látható, hogy a criss-cross módszer a lineá­
ris programozási feladatok kombinatorikai tulajdonságaira 
épül.
Nyitott kérdés még a criss-cross módszer és változatai­
nak hatékonysága. Mindezideig eldöntetlen, hogy az algorit­
mus polinomiális-e vagy sem. Ezen kérdések eldöntése további 
kutatás tárgyát képezik.
A használt jelölésekkel k: :csolatban a következőket je­
gyezzük meg. A mátrixokat nagy, a vektorokat kis latin be­
tűkkel jelöljük. A skalárokat és a vektorok koordinátáit a 
megfelelő görög betűkkel jelöljük. Az indexhalmazokat J be­
tűvel jelöljük, továbbá |Ul| jelöli a J indexhalmaz elemei­
nek számát. J-g-vel jelöljük a B bázishoz tartozó vektorox 
indexeinek halmazát. Nem külömböztetünk meg sor és oszlop 
vektort, ha egy vektorral balról szorzunx egy mátrixot vagy 
vektort, aki-tor azon sorvektor értendő. Egy T mátrix i-ik
sorát t ^ - v e l ,  j-ik oszlopát t.-vel jelöljük, továbbá t. .
J l u  j
jelöli a T szimplex tábla j-ik oszlopa által generált /a 
sortér dimenziójával megegyező dimenziójú/ vektort.
A III. fejezetben a matroidelméletben általánosan elfo­
gadott, Bland[2] által közölt jelöléseket használjuk.
Végezetül meg szeretném Köszönni Klafszky Emilnek, aspi- 
ránsvezetőmnek sokoldalú segítségét, értékes tanácsait.
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I.A criss-cross módszer és végességének bizonyítása
Ebben a fejezetben a bázistábla alaptulajdonságainak ösz- 
szefoglalása után közöljük a véges criss-cross módszert de­
finiáló pivotálási szabályt, majd bizonyítjuk az eljárás 
végességét.
I.l.A bázistábla alaptulajdonságai
Tekintsük az alábbi lineáris programozási feladatpárt: 
min ex max yb
feltéve, bogy Ax=b feltéve, hogy yAác
x^O
Ahol A tetszőleges m-szer n-es mátrix /feltehetjük, hogy 
rang(A)=m/, c=( • • •»y-^ )» x= • • • *£n )» 3^== * • • - )• ^SY
adott B bázisnak megfelelően írjuk fel a bázistáblát. Meg­
jegyezzük, hogy a tábla i-ik során az a^ bázisvektorhoz tar­
tozó sort értjük eltérően a mátrixok sorainak szokásos sor­
számozásától.
'B
/ l.ábra /
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Jól ismert, hogy y=c3B-1, z=(^,...,\) =c3B_1A=yA és
0^=c3zB=y^ ^ o l  CB illetve xs a c illetve x vektor J^-hez
'tartozó koordinátáit tartalmazza. Legyen t ^ = ( T .  ... t*. ) =v m
=y * A ha i^Jg ®s  ^^ ) = (^ (j) 1* * * * *^(3) n^  ^  3^Jg> a L^O-l-
tT. - ha itJ-nra -a
ha i=j
» 0 máskor.
Az alábbiakban közölt definíciók, észrevételek jól is­
mertek, illetve könnyen ellenőrizhetők. Bizonyításukra most 
nem térünk ki, a bizonyítások megtalálhatók például [7,l6]-ban.
1. Definíció: Az a^ vektor nem primal megengedett, ha ^<0.
Ha x bázismegoldás, akkor ifJg.
2. Definíció: Az a- vektor nem dnál megengedett , ha ^  - y.>0TJ j 3
Ha y bázismegoldás, akkor j£jg.
5.Megjegyzés: Ha x primál megengedett, y auál megengedett 
és (yA-c)x=0 akkor x és y optimális megoldások.
Egy bázistáblához tartozó x és y megoldások mindig kie­
légítik az (yA-c)x=0 komplementaritási feltételt, így bá­
zistábla esetén xlO, z-cáO elégséges feltétele az optima- 
litásnak.
Az alábbi megjegyzéseink már egy adott bázistáblára, az 
abból nyerhető információkra vonatkoznak. Jelölje Lin/A/ az 
A mátrix sorvektorai által kifeszített alteret Rn-ben.
4.Meg jegyzés: Minden i£Jg esetén t ^ t  Lin/A/, mivel 
t^^=e^B ^A ha az a^ vektor a k-ik elem a B bázisban.
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5 .Megjegyzés: Minden esetén t^LLin/A/, mivel
At(j)=3B aó“a3=°*
6. Megjegyzés: Mivel z=yA, így zeLin/A/. így tetszőle­
ges két y* ,y* * bázismegoldás esetén (z*-c)-(z*’-oJtLin/A/.
7. Megjegyzés: Tetszőleges két x*,x** megoldás esetén 
/Ax'=b, Ax* ’=b/ x*-x’ *±Lin/A/, mivel A(xf-x**) =b-b=0.
8 . Megjegyzés: Ha t ^ í O  valamely j<£jg esetén, akkor
tetszőleges x primál megengedett megoldás esetén x-'H . is' J)
primál megengedett megoldás minden ^ 0  esetén. Ha t. . tet-\ «3)
szőleges, akkor A(x-iK =b igaz minden feo esetén, de 
X“V\  jT° nem áll fenn.
9. Megjegyzés: Ha t (i)£0 valamely ieJg esetén, akkor tet­
szőleges y duál megengedett megoldás esetén y-^y^' is dnál 
megengedett megoldás, ahol ^ 0 .
Most két lemmát bizonyítunk, melyek biztosítják eljárá­
sunk végrehajthatóságát.
1.Lemma: Ha egy B* bázisnál '5?<0 és t ^ ’kO valamely 
i€Jg, esetén, akkor nem létezik primál megengedett megoldás.
Bizonyítás: Indirekt tegyük fel, hogy létezik B*’ primál 
megengedett bázis és a neki megfelelő x*’ primál megengedett 
megoldás. Ekkor 4. és 7.Megjegyzés szerint (x*-x’’)t^^*=0, 
azaz
n
v»=y~v? v»»
átrendezve
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Mivel feltevésünk szerint és x^^O, igy
ami ellentmondás, lemmánkat bebizonyítottuk.
2.lemma: Ha egy 3* bázisnál >0 és t ’.^-éO valamelv------  3 3  C3) J
esetén, akkor nem létezik duál megengedett megoldás. 
Bizonyítás: Tegyük fel indirekt, hogy létezik B*’ duál 
megengedett bázis, azaz z''-c-£0. Ekkor 5. és 6.Megjegyzé­
sek szerint [(z*-c)-(z’*-c)3t*. =0, azaz
n u '
rendezve
1 °3 »
Mivel feltevésünk szerint z^-cáO és t'. <0 így 0 < $ * - * - % .
x- 3) 3 3 ”"3 3
ami ellentmondás, lemmánkat beláttuk.
A továbbiakban ismertetjük a criss-cross módszert defini­
áló pivotálási szabályt.
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1.2. A criss-cross módszer
A criss-cross módszer bázistáblák sorozatán halad végig. 
A pivotelem kiválasztása után a bázistranszformációt a szo­
kásos módon hajtjuk végre. Rögzítsük az eljárás idejére a 
változók egy tetszőleges sorrendjét. A criss-cross módszert 
definiáló pivotálási szabály egy adott bázistábla esetén az 
alábbi.
P.Pivotálási szabály:
/a/ /i/ Ha x^O és z-cáO akkor 3«Megjegyzés szerint optimális 
megoldásnál vagyunk. Az eljárás véget ért.
/ii/ Ha /i/ nem áll fenn, legyen
k=min[i I ^ < 0  vagy ^>0 i=l,... ,nK 
/b/ /i/ Ha < 0 és t^ ^ = 0  akkor 1. Lemma szerint nincs pri- 
mál megengedett megoldás. Az eljárás véget ért.
/ii/ Duál transzformáció
Ha /i/ nem áll fenn, legyen s=min{j k0 j^Jgl.
Az a vektor bekerül a bázisba és av távozik, s k
/c/ /i/ Ha és akkor 2.Lemma szerint nincs
duál megengedett megoldás. Az eljárás véget ért. 
/ii/Pximal transzformáció
Ha /i/ nem áll fenn, legyen r=min U l r ik>0 íéJb S. 
Az a^ vektor bekerül a bázisba és ar távozik.
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A fenti pivot szabály alkalmazásával hajtsuk végre 
rendre a bázistranszformációkat, az így adódó módszert 
nevezzük criss-cross módszernek.
A criss-cross módszerben a bázisba bejövő és a bázis­
ból kikerülő vektor egyértelműen meghatározott, mivel 
és egyidejűleg nem fordulhat elő, ugyanis ^=0 ha i4j
és ^ - ^ = 0  ha i£Jfl. Egyértelműen adódik az is, hogy primál 
vagy duál iterációt hajtsunk végre, így ha lerögzítettük a 
változók egy sorrendjét, akkor a kiinduló bázis egyértelmű­
en meghatározza az algoritmus további menetét.
A criss-cross módszer az /ai/, /bi/ vagy /ci/ esetnél ér 
véget, amikor optimális megoldást kaptunk, illetve a táblá­
zatból látható, hogy nincs primál vagy duál megengedett 
megoldás.
Mielőtt a criss-cross módszer végességét bizonyítanánk, 
a módszert egy egyszerű példán illusztráljuk.
Példa.
Az alábbi, Ziontst23l által adott, és az általa javasolt 
criss-cross módszerrel is megoldott feladatot oldjuk meg.
A megoldást az úgynevezett rövid táblán mutatjuk be, azaz 
a bázisnak megfelelő triviális táblarészt elhagyjuk. 
min(-3^-L+4'f2)
V 2¥ 2
5\+  t2U íjio,?1- V1
V  ¥ - 5
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Induló megoldás 
al a2
a3 _1 -2 -2
a4 -3 -1 -4
a5 1 -1 1
a6 1 1 3
3 -4 0
Magyarázat
Nem megengedett az a^>a-,a^ vektor. 
Prímái transzformációval kezdünk, mi­
vel ^-'<^=3, azaz az a^ _ vektor nem 
duál megengedett. Az a^ vektor távo­
zik a bázisból.
Az első iteráció után
a3 a2
a3 1 -3 -1
a4 3 -4 -1
al 1 -1 1
O -1 2 2
=2_ -1
Nem megengedett az a^,a^ vektor.
Duál iteráció következik, mivel £^0, 
azaz az a^ vektor nem primál megenge­
dett. Az a2 vektor jön be a bázisba.
A második iteráció után
a5 a3
6
1 1 1
" 3 " 3 3
1 1 13 3 3
2 1 4
3 ~ 3 3
1 2 a.
“ 3 310 p 8
~ 3 ~ 2.__2_
Optimális megoldás!
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A feladat megoldásához egyel kevesebb Iteráció kellett 
mint Zionts[23] módszerének alkalmazásakor. A kétfázisú 
szimplex módszer alkalmazásakor, ha Bland[3] pivotálási 
szabályát alkalmazzuk akkor hét iteráció szükséges a fel­
adat megoldásához. Természetesen ezekből az adatokból nem 
szabad messzemenő következtetéseket levonnunk;.
!
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I.3»A criss-cross módszer végességének bizonyítása
A módszer bázismegoldásokon halad keresztül. Mivel véges 
sok külömböző bázis van, így a criss-cross módszer végessé­
géhez csak azt kell belátnunk, hogy nem ciklizálhat. Ameny- 
nyiben beláttuk, hogy ciklizálás nem fordulhat elő, akkor 
véges sok lépés után /ai/, /bi/ vagy /ci/ esetnél ér véget 
az algoritmus.
Tétel: A P.Pivotálási szabály által definiált criss-cross 
módszer nem ciklizálhat.
Bizonyítás: Tegyük fel indirekt, hogy eljárásunk ciklizál
Legyen J* azon indexek halmaza, melyek a ciklus során be il
letve kikerültek a bázisból. Megjegyezzük, ha iíJ* akkor az
a^ vektor a ciklus során vagy végig a bázisban volt, vagy vé
gig a bázison kívül volt. Legyen q=max{i I iej*].
Vizsgáljuk azt a kát helyzetet, amikor a^ bekerül illetve
amikor a kikerül a bázisból a ciklus során. Legyen a az a q oj r q
helyett kilépő és a az a helyett a bázisba belépő vektor.s q
Legyen B' az előbbi , B r’ az utóbbi bázis és különböztessük 
meg a két bázistábla elemeit * illetve *’-vei.
A transzformációk típusa szerint az alábbi négy esetet 
kell megkülömböztetnünk.
/ L/ a^ primál transzformációnál kerül be és primál transz- 
formációnál kerül ki a bázisból.
Iß/ a^ primál transzformációnál kerül be és duál transzfor­
mációnál kerül ki a bázisból.
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/&*/ duál transzformációnál kerül le és primál transzfor­
mációnál kerül ki a "bázisból.
/cT/ a^ duál transzformációnál kerül be és duál transzformá­
ciónál kerül ki a bázisból.
"Vizsgáljuk rendre a fenti eseteket, mind a négy esetben 
ellentmondásra fogunk jutni, így egyik eset sem lehetséges.
/d/ Primál transzformációnál, B* bázis esetén a^ bejön a 
bázisba és a^ távozik, valamint primál iterációnál B** bázis 
esetén a távozik a bázisból és a„ kerül be a bázisba.4. S
A P.Pivotálási szabály alapján z*-c és t** vektorok az 
alábbi tulajdonságokkal rendelkeznek:
/!>/ ^ - V °
/ 2 V  3<q- /2” / 3«1
A 6. és 8.Megjegyzéseket figyelembe véve fennáll az alábbi:
0=[(z>-c>-(z»'-c)]t»(* )
Felhasználva, hogy j^ J-g és ^{q ) definícióját kapjuk:
o- Z
j^^g» *
Figyelembe véve /2* ,2**/ tulajdonságokat, valamint, hogy 
s<rq és hogy
0>C^»-y )!»’*q. q' (s)q
ami /l,,l**/ tulajdonságok szerint lehetetlen, így ez az 
eset nem lehetséges.
/fV Primál transzformációnál, B ’ bázis esetén a bejön aQ.
bázisba és a távozik, valamint duál transzformációnál 3*’!
bázis esetén a._ távozik a bázisból és a kerül be a bázisba. 1 s
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A P.Pivotálási szabály alapján a z,-c,z,,-c, x ’ és x** 
vektorok az alábbi tulajdonságokkal rendelkeznek;
J<q
j<q
A 6. és 7.Hegjegyzéseket figyelembe véve fennáll az alábbi: 
0= [(z’-c>- (zJ »-cO (x»-x*»)
Felhasználva, hogy ^-V\=0 j6<ra és ^-=0 j^ J-g kapjuk:
A 7 7-*n>0 A V  **,<0q q q
A 7 t ¥ °  j<q /2»»/ ^»»>0* 3
/ 3 7 3<q / 3 ' 7
o= - zz; s*-*- zz («•-*,)*?3íJb,,sjb, 3 3 3 3 3 3
Figyelembe véve /2,,2*,,3,»3,V  tulajdonságokat
0<(^»-v ) t»» v q q; A
ami /l*,!**/ tulajdonságok szerint ellentmondás, így ez
az eset sem lehetséges.
A /  Duál transzformációnál 3 ’ bázis esetén a bejön aq
bázisba és a^ távozik, valamint primál transzformációnál B'’ 
bázis esetén a távozik a bázisból és a kerül be a bázisba.q s
A P.Pivotálási szabály alapján a t^r *^ és t i k  vektorok(s)
az alábbi tulajdonságokkal rendelkeznek:
A  7  A q<o
/2'/ tl>.0 j<q
/I» */ t ’ ’ >07 ' L t s ) q
A *  7  t U)j-° ^
Az 5» és 8.Megjegyzéseket figyelembe véve fennál az alábbi:
i—•t ), a.,,0=t Cs) 
(r)Felhasználva t * ^  és t * definícióját kapjuk:
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0= 5 ’ r ’ r'* -r*i6 J \J (S)r xQ6d3 , >Xdg> rs
Figyelembe véve /2* t2* */ tulajdonságokat, valamint hogy 
n,s<q kapjuk, hogy
őst» r»* rq Cs)q
ami /l»,l»»/ tulajdonságok szerint ellentmondás, így ez 
az eset sem lehetséges.
/5/ Duál transzformációnál B» oázis esetén a bejön a bá-1
zisba és a távozik, valamint duál transzformációnál 3'* bá- r
zis esetén a távozik a bázisból és a kerül be a bázisba, q. s
A P.Pivotálási szabály alapján a t  ’ és az i ”  vektorok 
az alábbi tulajdonságokkal rendelkeznek.
/IV ^<0
/ 2 V  h ' ^ 0  j<q
/ 1 ' V  $ ” <o
/ 2 * V  t*»>0 j<q
A 7» és 8.Megjegyzéseket figyelembe véve fennáll az alábbi: 
0=t *(x,-x> *)
Felhasználva t * definícióját és, hogy v-=0 jéj kapjuk:J -0o=q-?’’- zu: t’,m’
r X  -it T V T  «1 ^ J3 ”  dB'
Figyelembe véve /2,,2,>/ tulajdonságokat, valamint, hogy
r<q és kapjuk, hogy
0>T* V»* rq q
ami /l»,l»»/ tulajdonságok szerint lehetetlen, így ez az 
eset sem lehetséges.
Mivel mind a négy lehetséges esetben ellentmondásra jutot­
tunk, így a criss-cross módszernél ciklizálás nem fordulhat 
elő, azaz véges számú iteráció után véget ér.
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1 .4.Megjegyzések a criss-cross módszer alkalmazásához
Ha eljárásunk a /"bi/ vagy /ci/ esetnél ér véget, akkor 
azt tudjuk, hogy nem létezik primál illetve duál megenge­
dett megoldás. Ekkor vizsgálhatjuk azt a kérdést, hogy a 
/hi/ illetve /ci/ esetben létezik-e duál illetve primál meg­
engedett megoldás. Ennek a kérdésnek az eldöntésére egyszerű 
eljárást tudunk adni. Az első esetben legyen b=0 /x=0/ a má­
sodik esetben legyen c=0 /z-c=0/ a továbbiakban és így al­
kalmazzuk a criss-cross módszert. Ennek eredményeként, mivel 
eljárásunk véges a /bi/ esetben vagy azt kapjuk, hogy /ci/ is 
fennáll, azaz duál megengedett megoldás sem létezik, vagy du­
ál megengedett megoldásnál ér véget eljárásunk. A /ci/ eset­
ben vagy primál megengedett megoldást kapunk, vagy /bi/ eset 
is előáll, azaz primál megengedett megoldás sem létezik.
Megjegyezzük, hogy b-0 /x=0/ illetve c=0 /z-c=0/ esetén a 
criss-cross módszer a primál illetve duál szimplex módszerre 
redukálódik, ha a szimplex módszer esetében a Bland[3] által 
megfogalmazott pivotálási szabályt alkalmazzuk. Ezek a speci­
ális esetek a szimplex módszer első fázisa helyett is alkal­
mazhatók primál illetve duál megengedett induló megoldás 
konstruálására, illetve annak eldöntésére, hogy az {Ax=b, x>0} 
illetve {yA4c} feladatok megoldhatók-e. Ezt a két speciális 
esetet fogjuk felhasználni értekezésünk II. részében bemuta­
tásra kerülő algoritmusokban.
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Amennyiben sem a b sem a c vektor nem egyezik meg a zé­
rus vektorral, akkor a criss-cross módszer még prímái vagy 
duál megengedett megoldás esetén sem egyezik meg a prímái 
illetve duál szimplex módszerrel. A criss-cross módszer al­
kalmazása során előfordulhat az az eset is, hogy prímái vagy 
duál megengedett megoldás után ismét sem prímái sem duál 
megengedett megoldást kapunk.
Egyenlőtlenséges feltételek esetén a b vektor koordiná­
táinak előjeleitől függetlenül a slack változók jó induló 
megoldást biztosítanak a criss-cross módszerhez, ami álta­
lában se nem prímái se nem duál megengedett. Amennyiben e- 
gyenlőséges feltételek is szerepelnek.akkor annyi pivot mű­
velet segítségével, ahány egyenlőséges feltétel szerepel, 
megkaphatjuk az induló bázist illetve annak inverzét.
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II.Magyar Módszer típusú algoritmusok lineáris
programozási feladatok megoldására
Ebben a részben a criss-cross módszer speciális eseteit 
felhasználva építjük fel algoritmusainkat. Felhasználjuk a 
bázistábla tulajdonságait is, melyeket az 1.1. részben kö­
zöltünk. Algoritmusaink során primál illetve duál megenge­
dett megoldásokat javítunk fokozatosan úgy, hogy közben a 
komplementaritás! feltételek teljesülnek, addig míg opti­
mális megoldást nem kapunk.
II. 1.Egy primál típusú algoritmus
Egy x primál megengedett megoldást javítunk fokozatosan 
egy alkalmas bázistábla alkalmas t. . vektora segítségével.
V J |
A t ^ j  vektorokat a véges criss-cross módszer segítségével 
generáljuk. Bizonyítani fogjuk, hogy az x megoldás javítá­
sára csak véges sok esetben kerülhet sor, s így véges sok 
lépésben optimális megoldást kapunk, illetve belátjuk, hogy 
nem létezik duál megengedett megoldás. Tehát eljárásunk 
véges.
Az algoritmus az alábbi
legyen adott egy x primál megengedett /nem feltétlenül 
bázis/ megoldás. Osszuk a J=(l,...,n} index halmazt az
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alábbi két részhalmazra:
J0=íj I ^ =0 j=l, ...,n} 
J += Í 3  I ^ j >0  3 = 1 , . . . , n ]
Induljunk ki egy tetszőleges bázistáblából.
+ o
x ff-. . . +io . . . Q t g
ÍB _____
w
11
• •.
•i
t i
1
0
i B"1
jr i1 0 
i
í 1i•
i
ií.■i 0 . •.- ■ ■ i• • 0] ______ Z______
/2.ábra/
Algoritmusunk az alábbi négy lépésből áll.
1. Redukálás.
2. Komplementáris alakra hozás/HJ+|| csökkentése/.
3. Részfeladat megoldása a criss-cross módszerrel.
4. Célfüggvény javítás/J+ és JQ átrendezése/.
A fenti lépések elnevezése előrevetíti az alábbi definí­
ciók szükségességét.
1.Definíció: Egy B bázishoz tartozó bázistáblát az x pri- 
mál megengedett megoldáshoz viszonyítva redukáltnak nevezzük, 
ha .=0 minden itJBnJ0, j£J+ esetén.
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2.Definíció: Egy B bázishoz tartozó bázistáblát és egy 
x primál megengedett megoldást komplementárisnak: nevezünk, 
ha ka
Most vizsgáljuk részletesen az egyes lépéseket. A to­
vábbiakban azt mondjuk, hogy az (i,j) helyen pivotálunk,
be a bázisba.
1. Redukálás
Ha van olyan q és j€«T+ hogy akkor az (i,j)
helyen pivotálva növeljük JgAJ+ elemszámát. Mivel IIJ-gnJ+ ||^ m, 
így véges sok lépésben redukálhatunk egy táblázatot. Megje­
gyezzük, hogy a redukálás során J+ és JQ nem változik.
2. Kompi ement ár is alakra hozás
Redukált táblát szeretnénk komplementáris alakra hozni.
Ezt az x megoldás sorozatos javításával és a tábla ismételt 
redukálásával érhetjük el. Ha ^.-5f.=0 minden jfrJ esetén,
J J •
akkor a táblázat komplementáris. Ha £ -S' jé0 valamely s£Js s ■»
esetén, akkor igaz az alábbi lemma.
1.Lemma: Ha ^ - S_jéO valamely sej esetén, akkor az"" S 3  »
X=X-Jt vektor szintén prímái megengedett és 0^=cx<íCx=:^ o , •
T > °  = és t=(t
r • • •»
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Bizonyítás: Mivel tc= ! í - X_\, így cx=cx--^|^ - Y | < ex 
minden ^X) esetén. 1.8. Weg jegyzés szerint Ax=A(x—>H)=b és 
J- definíciója miatt x-^t=x-^t sgn(t -Y )^0, hiszen haO V. S ) S S
tj<0 akkor ^  nő és ha ti>0 akkor cr éppen értéknél
csökken zérusra, míg a többi koordináta nem negatív. Lem- 
mánkat így bebizonyítottuk.
Megjegyezzük, hogy .£=+<* esetén a primál feladat cél­
függvénye nem korlátos alulról, azaz nem létezik duál meg­
engedett megoldás.
Alkalmazzuk az l.Lemmát valamely stJ+ mellett, amikor 
$ - y aÉO és ú=ú- • így kapunk egy új x=x-^ t primál megen-S S vJ vj
gedett megoldást, miközben a primál feladat célfüggvényér­
téke határozottan csökkent és J+-ból legalább egy index 
átkerül JQ-ba.
Tehát a következő módon érhetünk el egy x primál megen­
gedett megoldást és egy hozzá viszonyítva redukált, komp­
lementáris bázistáblát.
1. Redukáljuk a táblázatot.
2. Ha van olyan s?J , hogy  ^- Y ^0 akkor az 1.Lemma alkal-
mazásával csökkentsük J+ elemszámát. GO TO 1.
Ha $.-Y-=0 minden jéJ esetén, akkor a bázistábla re- 3 J
dukált és komplementáris az x megoldáshoz viszonyítva.
így véges sok lépés után az alábbi x primál megengedett 
megoldáshoz és a hozzá viszonyítva redukált, komplementá­
ris bázistáblához jutunk.
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/3.ábra/
Könnyen igazolható az alábbi lemma.
2. Lemma: A fent adott x és y vektorok optimális meg­
oldásai az alábbi lineáris programozási feladat-párnak.
min ex max yb
feltéve, hogy Ax=b feltéve, hogy ya^Yi j€J
V ° JÍJo
V ° íeJ+
Bizonyítás: Nyilván x és y megengedett megoldásai a fen­
ti feladatoknak, valamint (yA-c)x=0 miatt optimálisak is.
Megjegyezzük, hogy véges sok /J\,J / pár van, és így az 
előző lemmában szereplő feladat-párból is véges sok létezik.
3. Részfeladat megoldása
A criss-cross módszer alkalmazásával oldjuk meg az
£ya-£Yí 1 jfeJ0 J részfeladatot a fenti táblázatból, azaz az 
J J
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adott y vektortól indulva. így a fenti táblán JQ-ban levő 
vektorok kerülnek be és távoznak a bázisból. Ez azt jelen­
ti, hogy I alkotja a célfüggvény sort és a<d JESXX3 résztáblázat tartalmazza a pivot elemeket.
Hajtsuk végre a pivot transzformációkat az egész bázis­
táblán. Ezek a transzformációk megőrzik a redukált és komp- 
lementaritási tulajdonságokat, mivel a J+-hoz tartozó osz­
lopok nem változnak ezen transzformációk során.
A criss-cross módszer véges sok lépés után az alábbi 
két eset valamelyikénél ér véget.
/a/ jéJQ
/b/ \a-'HQ>0 valamely s^J^ esetén és 'tisíO minden ieJ^nJ^-nálB
4.A célfüggvény javítása
Ha az /a/ esetnél ér véget a criss-cross módszer, akkor 
Ax=b, x£0, yAác, (yA-c)x=0, azaz x és y optimális megoldások.
Ha a criss-cross módszer a /b/ esetnél ér véget, akkor 
legyen ^ x - ^ t  ahol ^o=minf-^|t-is>0, ieJ+j = . Az
1.lemma szerint a primál feladat nem korlátos, ha ,
és ha ^ <  + <70 akkor x primál megengedett megoldás és cx<cx.
Készítsük el az új J+ ,JQ halmazokat és térjünk vissza a 
tábla redukálásához. Vegyük észre, hogy s£J+ és rtJQ lesz, 
és így a redukálást az (r,s} helyen való pivotálással kezd­
hetjük.
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Algoritmusunkat az alábbiakban foglalhatjuk össze.
II. 1.Algoritmus
STEPO.-Legyen x primál megengedett megoldás és B egy tet­
szőleges bázis. Készítsük el a J+ ,J0 index halmazo­
kat és a kiinduló bázistáblát.
STEP1.-Redukáljuk a táblát.
SIEP2.-Ha a bázistábla komplementáris GO TO 3»
■Ha
oldást t (s)
Ha t =+~ >
Ha v +~ -
 -J=+<» » Eines cluál megengedett megoldás. STOP.
STEP3.-Oldjuk meg criss-cross módszerrel a JQ által defi­
niált rész feladat o t .
STEP4.-Ha z-ci.0, akkor x és y optimális megoldások. STOP. 
-Ha £ - * >0 valamely s£J esetén akkor javítsuk azS S  o
x megoldást t. segítségével.
Ha '^ )=+v> » nincs duál megengedett megoldás. STOP. 
Ha +,>° GO TO 1.
Az alábbi tétel bizonyítja az eljárás konvergenciáját.
Tétel: A II.1.Algoritmus véges sok lépés után véget ér. 
Bizonyítás: Az algoritmus minden egyes lépése véges, így 
csak azt kell bizonyítanunk, hogy véges sokszor kerülhet sor 
az egyes lépések végrehajtására. Mivel amikor a harmadik lé-
!
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pésre kerül sor, akkor x és y optimális megoldása a J+,Jo 
által definiált feladatoknak /2.Lemma/, véges sok J+ ,Jo fel­
osztás létezik és mivel a prímái feladat célfüggvénye a ne­
gyedik lépésben határozottan csökken, így egyetlen feladat 
sem térhet vissza, azaz a harmadik és negyedik lépések vég­
rehajtására csak véges sokszor kerülhet sor. így az első és 
a második lépés végrehajtására is csak véges sokszor kerül­
het sor, mivel a második lépésben 1U+ U csökken és a prímái 
célfüggvény csökken. Tételünket bebizonyítottuk.
Megjegyezzük, hogy az első és a második lépéssel szintén 
megoldunk egy részfeladatot a harmadik lépéshez hasonlóan.
Az algoritmus végrehajtásához valójában nincs szükségünk 
a B-“ mátrixra és az y vektorra, csak ha duál optimális y 
megoldásra is szükségünk van.
A II.3« fejezetben bemutatjuk, hogy a prímái szimplex 
módszer egy változata miként adódik a II.1.Algoritmus speci­
ális eseteként.
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II,2.Egy duál típusú algoritmus
Egy y duál megengedett megoldást javítunk fokozatosan 
egy alkalmas bázistábla alkalmas y ^  vektora segítségé­
vel. Az y ^  vektorokat a véges criss-cross módszer segít­
ségével generáljuk. Bizonyítani fogjuk, hogy az y megoldás 
javítására csak véges sokszor kerülhet sor, s így optimális 
megoldást kapunk véges sok lépésben, illetve belátjuk, hogy 
nem létezik primál megengedett megoldás.
Az algoritmus az alábbi
legyen y egy tetszőleges duál megengedett /nem feltétle­
nül bázis/ megoldás. Osszuk a J={l,...,nj index halmazt az 
alábbi két részhalmazra:
J0=íj ' yaj=5rj
J_={o I j=l,...,n].
Induljunk ki egy tetszőleges bázistáblából.
r n
/4.ábra/
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Az algoritmus az alábbi négy lépésből áll:
1. Redukálás.
2. Komplementáris alakra hozás /|U_|| csökkentése/.
3. Részfeladat megoldása a criss-cross módszerrel.
4. Célfüggvény javítás /J_ és JQ átrendezése/.
A fenti lépések elnevezése előrevetíti az alábbi defi­
níciók szükségességét.
1. Definíció: Egy B bázishoz tartozó bázistáblát az y 
duál megengedett megoldáshoz viszonyítva redukáltnak neve­
zünk, ha t ^ = 0  minden i£J^J_, j&JQ. esetén.
2. Definíció: Egy B bázishoz tartozó bázistáblát és egy y 
duál megengedett megoldást komplementárisnak nevezünk, ha
^ - 0  i6 eseten.
Most vizsgáljuk részletesen az egyes lépéseket. Mivel az 
alkalmazott módszerek és az algorimus lépései hasonlóak a 
II.1. fejezetben bemutatottakhoz, így a bizonyítások rész­
leteit itt elhagyjuk.
1.Redukálás
Ha van olyan ieJBnJ_ és j€JQ , hogy r^/0, akkor az (JL,j) 
helyen pivotálva csökkentjük elemszámát. így véges
lépésben redukálhatunk egy táblázatot. Megjegyezzük, hogy 
a redukálás során J_ és JQ nem változik.
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2 .Komplementáris alakira hozás
Redukált táblát szeretnénk komplementáris alakra hozni. 
Ezt az y megoldás sorozatos javításával és a tábla ismételt 
redukálásával érhetjük el. Ha í^=0 i&J^nj_, akkor a tábla 
komplementáris. Ha 5.^0 valamely esetén, akkor igaz
az alábbi lemma.
1.Lemma: Ha valamely rfcJgflJ_ esetén, akkor az
y= y-^y vektor szintén duál megengedett megoldás és 
^o=yb>yl3=^o» a-*101 J=J ^sgnC-tj.) ésI rrdsgnC-fri<o]=
(r) (r) ,Bizonyítás: Az y összefüggés figyelembevételé­
vel könnyen elvégezhető.
yas-ys
'tras gn(-^) •
Megjegyezzük, hogy -J0=+«o esetén a duál feladat célfügg­
vénye nem korlátos felülről, azaz nem létezik primál megen­
gedett megoldás.
Alkalmazzuk az l.Lemmát valamely rfeJgAJ_ mellett amikor 
és /^=vo . így kapunk egy uj y^y-^y duál megengedett 
megoldást, miközben a duál feladat célfüggvény eVtéke nőtt 
és J_-ból legalább egy index átkerült JQ-ba.
Tehát a következő módon érhetünk el egy y duál megenge­
dett megoldást és egy hozzá viszonyítva redukált, komple­
mentáris bázistáblát.
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1. Redukáljuk a táblázatot.
2. Ha van olyan rfJ^nJ^ hogy Í^O, akkor az 1.Lenma 
alkalmazásával csökkentsük J_ elemszámát. GO TO 1.
Ha £^=0 minden itJ^nJ^ esetén, akkor a bázistábla 
redukált és komplementáris az y megoldáshoz viszonyítva.
így véges sok lépés után az alábbi y duál megengedett 
megoldáshoz és a hozzá viszonyítva redukált, komplementá 
ris bázistáblához jutunk.
/5.ábra/
Könnyen igazolható az alábbi lemma.
2.Lemma: A fent adott i és y vektorok optimális megöl 
dásai az alábbi lineáris programozási feladat-párnak.
min ex max yb
feltéve, hogy Ax=b feltéve, hogy y a - j^J_
J ü
t ^ O  j€:J_ yaj= *j *JeJ0
Bizonyítás: Nyilvánvaló.
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Megjegyezzük, hogy véges sok’/J_,JQ/ pár van, és így 
az előző lemmában szereplő feladat-párból is véges sok van.
3.Részfeladat megoldása
A criss-cross módszer alkalmazásával oldjuk meg a
f a.^.=h, lE -=0 ? részfeladatot a fenti táblázatból,
l j€j 3 J J °
vagyis az ott adott x vektorból kiindulva. így a fenti táb­
lán csak a JQ-ban levő vektorok kerülnek be és távoznak a 
bázisból. Ez azt jelenti, hogy U j  I jfeJ3 nJ0] alkotj a a meg­
oldás oszlopot és a jj/III résztáblázat tartalmazza a pivot 
elemeket.
Hajtsuk a pivot transzformációkat az egész bázistáblán végre. 
Ezek a transzformációk megőrzik a redukált és komplementa- 
ritási tulajdonságokat, mivel a J^J_-hoz tartozó sorai a 
táblázatnak változatlanok maradnak a transzformációk során.
A criss-cross módszer véges sok lépés után az alábbi két 
eset valamelyikénél ér véget.
/a/ j6JBnJo .
/b/ ]fr<0 valamely réJBnJo esetén és 'tr^kO minden jeJQ esetén.
4.A célfüggvény javítása
Ha az /a/ esetnél ér véget a criss-cross módszer, akkor 
Ax=b, x^O, yA^c, (yA-c}x=0 azaz x és y optimális megoldások.
Haacriss-cross módszer a /b/ esetnél ér véget, akkor le­
gyen y«y-0ly(r) ahol -ft =min{—  ^1 r <ol= ■£
° ° 1 !*rj 1 I ^rs
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Az 1.Lemma szerint a duál feladat neun korlátos, ha 
és ha /^Q<+00» akkor y duál megengedett megoldás és yb>yb.
Készítsük el az új J_,JQ halmazokat, és térjünk vissza 
a tábla redukálásához. Vegyük észre, hogy rtJ és séJQ lesz, 
és így a redukálást az (r,s) helyen való pivotálással kezd­
hetjük.
Algoritmusunkat az alábbiakban foglalhatjuk össze.
II.2.Algoritmus
STEPO.-Legyen y duál megengedett megoldás és B egy tetsző­
leges bázis. Készítsük el a J_,JQ indexhalmazokat és 
a kiinduló bázistáblát.
STEP1.-Redukáljuk a táblát.
STEP2.- Ha a tábla komplementáris GO TO 3*
-Ha £.^0 valamely rtJgOJ_ esetén, akkor javítsuk y-t 
y ír) segítségével.
Ha » nincs primál megengedett megoldás. STOP.
Ha + » akkor IlJ H csökken. GO TO 1.
STEP3.-01djuk meg a criss-cross módszerrel a JQ által de­
finiált részfeladatot.
STEP4.-Ha x^O akkor x és y optimális megoldások. STOP.
-Ha V °  valamely rfeJ-gnJQ esetén akkor javítsuk y-t 
y ír* segítségével.
Ha •J'0=z+v0 » nincs primál megengedett megoldás. STOP. 
Ha GO TO 1.
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Az alábbi tétel bizonyítja az eljárás konvergenciáját.
Tétel: A II.2.Algoritmus véges sok lépés után véget ér.
Bizonyítás: Hasonló, mint a II.1.Algoritmus esetében. A 
gondolatmenet azonossága miatt nem ismételjük meg.
Megjegyezzük, hogy az első és a második lépéssel szin­
tén megoldunk egy részfeladatot a harmadik lépéshez hason­
lóan.
Az algoritmus végrehajtásához valójában nincs szükségünk 
a B"1 mátrixra és az y vektorra, csak ha a duál optimális y 
megoldásra is szükségünk van.
A II.4. fejezetben mutatjuk be, hogy a duál szimplex 
módszer egy változata miként adódik a II.2.Algoritmus spe­
ciális eseteként.
39
II.3»A orimál szimplex módszer mint speciális 
Magyar Módszer
Stben a fejezetben megmutatjuk, miként adódik .a. primál 
szimplex módszer a II.1.Algoritmus speciális eseteként.
Legyen az induló x primál megengedett megoldás egy B 
bázishoz tartozó bázismegoldás és induljunk ki a B bázis­
hoz tartozó bázistáblából.
nyilvánvaló, hogy ekkor J+cJB ég így a klindul6 táblázat 
az alábbi /hasonlítsuk össze a 2.és 3* táblázatokkal./.
/ő.ábra/
Elhagyhatjuk a II.1.Algoritmus első és második lépését, 
mivel J+\Jg=0 és $^-*^=0 minden j€-J+cJg esetén, azaz a 
bázistábla és a hozzá tartozó x bázismegoldás redukált és 
komplementáris egymáshoz viszonyítva. A II. 1.Algoritmus 
harmadik lépésének megfelelő részfeladat megoldása a criss­
cross módszerrel ugyanazon pivot műveleteket eredményezi, mint­
ha a Bland[31 által adott pivotálási' szabályt alkalmaznánk a
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ciklizálás elkerülésére a szimplex módszernél. A negyedik
lépés, amikor a célfüggvény érmékét javítjuk és az utána
következő pivot művelet az (r,s) helyen /\ - Y ±0 valamelys s
sej esetén, V. 10 minden jeJ^ esetén valamint £ >0/ azért, 
0 3 s 0 r '
hogy redukáljuk ismét a táblát, megegyezik azzal, hogy az 
egész táblán /a megoldásoszlopon is/ végrehajtjuk a szokásos 
primál szimplex pivot műveletet t pivotelem választással. 
Ismert, hogy az új x=x-i^t^gj megoldás megegyezik a pivot 
művelet eredményeként kapott megoldással.
így a szimplex módszerhez tartozó pivotálási szabály úgy 
módosult, hogy a bázisba bejövő változó mindig a legalacso­
nyabb indexű nem duál megengedett változó. A bázisból távozó 
változó választására a közönséges szimplex módszer kiválasz­
tási szabályát alkalmazzuk,ha nem degenerált a transzformá­
ció, míg degenerált esetben a lehetséges távozó változók 
közül a minimális indexű távozik a bázisból.
A J+cJg reláció a fentiek értelmében továbbra is fennáll, 
mivel minden egyes bázistranszformáció megegyezik egy szimp­
lex pivot művelettel, azaz az x primál megengedett megoldás 
mindig a bázistáblához tartozó marad.
így a primál szimplex módszer egy variánsát kaptuk a 
II .1. Algoritmus speciális eseteként. Mivel II.1.Algoritmus 
véges, igy a szimplex módszer ezen változata is véges. Ezen 
módszer végességét természetesen bizonyíthattuk volna direkt 
módon, Bland[3] bizonyításának változatlan átvételével is, 
de esetünkben ez egy általánosabb algoritmus végességéből 
is következik*
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II.4.A (illái szimplex módszer mint speciális 
Magyar Módszer
Ebben a fejezetben megmutatjuk, miként adódik a duál 
szimplex módszer a II.2.Algoritmus speciális eseteként.
legyen az induló duál megengedett megoldás egy B bázis­
hoz tartozó bázismegoldás és induljunk ki a B bázishoz tar­
tozó bázistáblából.
Nyilvánvaló, hogy ekkor J_nJB=0 és így a kiinduló táb­
lázat az alábbi /hasonlítsuk össze a 4.,5. táblázatokkal/.
/7.ábra/
Elhagyhatjuk a II.2.Algoritmus első és második lépését, 
mivel J-ortJ =0 és £.=0 minden j&J_ esetén, azaz a bázistábla 
és a hozzá tartozó y bázismegoldás redukált és komplementá­
ris egymáshoz viszonyítva. A II.1.Algoritmus harmadik lépé­
sének megfelelő részfeladat megoldása a criss-cross módszer­
rel ugyanazon ' pivotműveleteket eredményezi, mintha a Bland
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féle pivot szabályt alkalmaznánk a duál szimplex módszer 
degenerált transzformációinál. A célfüggvény javítása és a 
tábla redukálása egy lépésben végezhető el az (r,s> helyen 
való pivotálással valamely réJg esetén, fr^ 0  minden
jfeJ esetén és ^3— Vs<0/, mivel a pivot művelet éppen az új 
y=y-^-Qy^r  ^megoldást eredményezi.
így a duál szimplex módszerhez tartozó pivotálási sza­
bály úgy módosul, hogy a bázisból távozó vektor mindig a 
legalacsonyabb indexű a nem megengedettek közül, míg a bá­
zisba bekerülő vektor kiválasztásakor, a duál szimplex mód­
szerrel adódó lehetséges alternatívák közül csak degenerált 
esetben választjuk a legalacsonyabb indexű változót.
A reláció a fentiek értelmében továbbra is fenn­
áll, mivel minden egyes pivot transzformáció megegyezik egy 
duál szimplex pivot művelettel, azaz az y duál megengedett 
megoldás mindig a bázistáblához tartozó marad.
így a duál szimplex módszer egy variánsát kaptuk a II.2. 
Algoritmus speciális eseteként. Ezen módszer végességét 
Bland bizonyításának adaptálásával is elvégezhetnénk, a 
módszer végessége azonban közvetlenül adódik az általános- 
sabb II.2.Algoritmus végességéből.
/
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II. 5.Egy új lehetőség: a lineáris -programozás 
megoldási módszereinek oktatására
A konvergens criss-cross módszer és a magyar módszer 
típusú algoritmusok létrejöttével új lehetőség nyílik a 
lineáris programozás megoldási módszereinek oktatására.
Azoknak, akik csak ismerkedés szinten, néhány órában ta­
nulnak lineáris programozást, az időigényes és nem matema­
tikusok számára nehezen érthető kétfázisú szimplex módszer 
helyett oktatható a criss-cross módszer, mely nagyon egy­
szerű, könnyen programozható ás általános feladatok megol­
dására is alkalmas.
Bővebb kurzusok keretében az alábbi felépítés lehetséges: 
Induljunk ki az egyszerű criss-cross módszerből, majd erre 
építve, a magyar módszer alapötletének felhasználásával ta­
nítsuk a II.1. és II.2. algoritmusokat /itt csak a lineáris 
programozásra való alkalmazás új, mivel általában gráfelmé­
letből addigra már ismert a magyar módszer/. Ezen algoritmusok 
speciális eseteiként vezessük be a primál illetve duál szimp­
lex módszert, és így egyúttal a degenerált esetben előforduló 
ciklizálás elkerülésére is módszert adtunk. Ezután a Bland 
szabály nélküli általános szimplex szabály közlése már csak 
egy rövid megjegyzés. A ciklizálás elkerülésére, a teljesség 
kedvéért, alternatív módszerként tanítható a lexikografikus
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szimplex módszer.
A nem matematikusok számára legnehezebben érthető kétfá­
zisú szimplex módszer így már mélyebb ismeretek birtokában 
vezethető be, valamint az önmagában bonyolultnak tűnő pri- 
mál-duál módszer / Dantzig-Ford-Fulkersonl.81/ már könnyen 
adódik mint II.2.Algoritmus és az első fázis módszerének 
ötvözete.
A fenti felépítés előnye, hogy a kurzus elején az álta­
lános formájú feladat megoldására azonnal rendelkezésre áll 
egy megoldási módszer, és így nem okoz újabb zavarokat az 
általánosabb feladatok bevezetése.
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III.A véges criss-cross módszer irányított
mat ro Id okon
Mielőtt az irányított matroidot definiálnánk, néhány 
szót kell ejtenünk a matroidok alaptulajdonságairól. A mat- 
roidok a mátrixok és vektorterek lineáris függetlenségi tu­
lajdonságainak absztrakciói /Whitney[22]/. A matroidelméleti 
alapismeretek elsajátíthatók Lawler[12] könyvéből, Lovász[13] 
vagy Lutte[21]cikkéből. A számunkra is fontos matroidelméleti 
dualitás szép tárgyalása található Minty[15] cikkében.
Az alábbiakban röviden közöljük a matroidok definícióját 
független halmazokon, bázisokon illetve ciklusokon keresztül. 
Ismert , hogy ezek a definíciók ekvivalensek /Tutte[21]/.
Legyen E=[e1 ,...,enJ és 'ícpCE).
1. Definició: Az Fe^ halmazokat függetleneknek nevezzük és 
az Nfc=(E,30 párt matroidnak nevezzük, ha
1. 0** ,
2. F-jÉí és akkor ,
3. és lIF^ IIMIFgll, akkor van olyan eeF-j\F2, hogy
F2u[e}£* .
2.Definíció: Egy CcE halmazt ciklusnak nevezünk, ha C^t 
de minden F^ G esetén F&£.
Jelöljük C-vel az E_n értelmezett ciklusok halmazát.
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5.Definíció: Az M=(E,fc) pár matroid és a Cee halmazok a 
matroid ciklusai, ha 
/a/ 1. és C^c Csákkor C1=C2
2. és e ^ C ^ C ^ ,  ejeCinC2’ akkor van olyan
C-ft, hogy ei6C3c(ciUC2)\{e.} .
/b/ Ekkor a matroid független halmazai azok az FcE halmazok, 
melyek nem tartalmaznak ciklust.
4.Definíció: A BcE halmazt "bázisnak nevezzük, ha Be ? és 
nincs olyan Fe£, hogy B £ F.
Jelöljük 3-vel az E-n értelmezett bázisok halmazát.
5«Definíció: Az Ifc(E,3) pár matroid és a B£2> halmazok 
a matroid bázisai, ha 
/a/ 1. BlfB2e^ esetén HB^I = IIB2 II
2. B^,B2eI> és ejeB-j^ , akkor létezik olyan e^B^, 
hogy ( B ^ ^ e ^ U Í e ^ e ^ .
/b/ Ekkor a matroid független halmazai a B bázisok és 
ezek részhalmazai.
Könnyen belátható, hogy ha 3*={B*| B*=3\B valamely B63 
esetén], akkor Mv=(E,'í>') szintén matroid.
6»Definíció: Az M*=(E,3>*) mati.oidot az M=(E,£>) matroid 
duálisának nevezzük.
Megjegyezzük, hogy a duális matroid ciklusait kociklu­
soknak nevezzük, valamint a matroid bázisainak elemszámát
a matroid rangjának nevezzük.
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A törlés és összehúzás művelete, egy adott matroidra 
alkalmazva, egy újabb matroidot eredményez.
7. Definíció: Ha az M=(E,fc) matroidot az M=(E,{?) matroid- 
dal helyettesítjük, ahol E=E\e, £={clcef! és e^C],akkor azt 
mondjuk, hogy az e elemet töröltük M-ből.
8. Definíció: Ha az M=(E,t) matroidot az M=(.E,e) matroid-
dal helyettesítjük, ahol E=E\e, 5=(c\{e} | C\{e]j^0, C€£,és 
nincs olyan hogy Cq\ (el£C\^e$] , akkor azt mondjuk,
bogy az e elemet összehúztuk M-ben.
Ismert, hogy egy elem összehúzásával illetve törlésével 
ismét matroidot kapunk, valamint a törlésnek illetve össze­
húzásnak a duális matroidban összehúzás illetve törlés fe­
lel meg.
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III.1.Az irányított matroid definíció .iá és 
alaptulajdonságai
Ebben a fejezetben az irányított matroid Bland[2] által 
adott definícióját, és az irányított matroidok azon alaptu­
lajdonságait foglaljuk össze, melyek a criss-cross módszer 
végrehajtásához, illetve végességének bizonyításához szük­
ségesek.
Legyen E={e^,...,ej egy véges halmaz. Előjeles halmaznak 
nevezünk egy X=(X+ ,X_) halmazpárt, ha X+ ,X“cE és X+nX“=0. Az 
X=(X+ ,X") előjeles halmazt úgy is tekinthetjük, mintha az 
X=X+uX~ halmazt osztottuk volna pozitív és negatív elemekre. 
Ha X=(X+ ,X") egy előjeles halmaz, akkor X ellentettjének a 
(-X) előjeles halmazt nevezzük, ahol (-X) +=X~ és (-X)”=X+ .
Az Y=-X jelölést használjuk, ha vagy Y=X vagy Y=-X. Ha 
Ö"={X^,... előjeles halmazok egy rendszere E-n,akkor
ö;={X^,... ,X^|-vei jelöljük a megfelelő /nem előjeles/ hal­
mazrendszert .
1,Definíció: Legyenek 9 és előjeles halmazok rendszerei 
E-n. Az M=(E,0') és M*=(E,0*) párokat duális irányított matro- 
idoknak nevezzük, ha az alábbi négy feltétel fennáll.
/a/ 6; illetve ciklusai illetve kociklusai az M=(E,e[) 
illetve l£=(E,C[*) duális matroidoknak.
/b/ xeO'^>_xte' és -Yo»v.
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/c/ X1 ,X2e© és 5]_=^2 ^  X1="X2 
Ti ,Y2^  és I 1=I2 Y1="Y 2
/d/ X^ tf, Y e ^  és XnY/0 esetén
(X+nY+)u(x”nY")^0 és Cx+nY") o(x~rtY+) /0.
Ha M=(S,9") és M V=(E,6*) duális irányított matroidok, 
akkor az M és M matroidot irányított matroidnak nevezzük, 
és & illetve ^  az M illetve M* matroid egy irányítása. Az 
M* irányított matroidot az M irányított matroid duálisának 
nevezzük. A matroid dualitás tulajdonságaiból azonnal követ­
kezik, hogy minden irányított matroidnak létezik és egyér­
telmű a duálisa, és M**=M.
A /d/ feltételt ortogonalitási feltételnek nevezzük. A 
továbbiakban az X és Y előjeles halmazokat ortogonálisaknak 
nevezzük, ha XnY=0 vagy /d/ fennáll.
Bland és Las Vergnas /[43 2.1-2.2.Tétel/ bizonyította, 
hogy a /d/ ortogonalitási feltétel ekvivalens az alábbi /d*/ 
feltétellel.
/d»/. M i n d e n  X1 ,X2ee, e’f (X*«X“ )u(x”nX2 ) és e’ 'g (x ^vX”)^(x “sX 2 )
esetén van olyan X^Q", hogy X^c(.X^oX2)\{e,l , X ^ Í X ^ X ^ v  {ef] 
és eft6Xj.
Hasonlóan esetében is.
Megemlítjük, hogy példák találhatók irányított matroidokra 
Bland[23 valamint Bland és Las Vergnas[4] cikkében. Bland[2] 
cikkében részletesen tárgyalja, miként indukál egy lineáris
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programozási feladat egy irányított matroidot. Ezen példák 
ismétlését itt nem tarjuk szükségesnek.
A fejezet hátralevő részében a lineáris algebrából jól 
ismert bázistáblának megfelelő bázistábla konstrukciót is­
mertetjük irányított matroidokra, majd bizonyítás nélkül kö­
zöljük a bázistábla alaptulajdonságait. Az alábbi bázistábla 
konstrukció szintén Bland[2] cikkében található.
Legyen L az M matroid bázisainak halmaza és legyen m az
M matroid rangja. Jól ismert, hogy tetszőleges
B={eb , ...,eb ]ell bázis esetén minden e^ -hez /i=l,... ,m/ 
l m  i
egyértelműen létezik Y^ kociklus M*-ban úgy, hogy
Di
Y, nB={e, J . Az {Y, ,... ,Y, ] halmazt az E\B duál bázishoz
Di  ^ Di D1 m
tartozó kociklusok alaprendszerének nevezzük, legyen Y-^
°i
i=l,...,m az az egyértelműen létező irányított kociklus,
melyre e^ eY* és YV nB={eb \ .
i i i i
legyen T(B) az {Yk , ...,Yb J irányított kociklusok alap­
é i m
rendszerének előjeles incidencia mátrixa, azaz a T(B) mátrix 
sorait az Y-^ irányított kociklusok előjeles incidencia vek­
torai alkotják. Hasonlóan az I-II. fejezetekben bevezetett 
jelölésekhez, az Y^ irányított kociklushoz tartozó sort
í
T(B)-ben a b^-ik sornak nevezzük / a szokásos i-ik sor elne­
vezés helyett/. így a T (B) mátrix eleme azt jelenti,
hogy az Y.g (Yb ,...,Y, $ irányított kociklusban milyen az 
1 m
e. elem előjele.
J
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A T(3) mátrixot bázistáblának vagy röviden táblának 
nevezzük. Egy TCB) tábla az alábbi, könnyen ellenőrizhető 
tulajdonságokkal rendelkezik.
1. Tulajdonság: Ha e,_^ B akkor a T(B) tábla e-, -oszlopa------ -------— ^ x *
megfelel egy X=(X+ ,X ) irányított ciklusnak, ahol
X+={e± \ rik=+1  ^ és X"= e^i ' rik=" ^ u íek?’
2. Tulajdonság: Az M és M irányított matroidok dualitá
sából következik, hogy az E\B elemekhez tartozó irányított 
ciklusok ellentetfcj ei az irányított ciklusok B bázishoz tar 
tozó alaprendszerét adják.
3. Tulajdonság: Minden Xe$ irányított ciklus tetszőleges 
e j^&X eleméhez van olyan B^ tíb bázis, hogy e ^ B  és a T(B) 
tábla e, -oszlopa /l.Tulajdonság értelmében/, vagy az X /ha 
e, ^ "/»vagy a C-k) /ha e, fcX+/ irányított ciklust adja.
4. Tulajdonság: Egy B&5b bázis és e„4B elem eseténiD
B=(Bu{e })\{e \ akkor és csak akkor bázis, ha Tr ?^ 0. s r* rs
A T(B) tábla kicserélését a T(B] táblára, ami kor
B=(Bu(eaí)\(er ] /er&B,es4B, t^ / 0 / , a TCB) tábla (r,s) 
helyén végrehajtott pivot műveletnek nevezzük.
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III«2.Alternatíva tételek bizonyítása a 
criss-cross módszerrel
Ebben a fejezetben a criss-cross módszer egy speciális 
változata segítségével irányított matroidokon adott alter­
natíva tételeket bizonyítunk. így bizonyítjuk a lineáris 
algebrából jól ismert Farkas lemma és a gráfelméletből jól 
ismert Minty féle szinezési tétel általánosítását.
Legyen E= {e-^,..., ej valamint M=(.E,&) és M*=(E,e'*) duá­
lis irányított matroidok.
1.Definíció: Az X é#  irányított ciklust megengedettnek 
nevezzük, ha e-|£X+ és X =0.
Az alábbi feladat megoldására adunk megoldást az alábbiakban.
M.l.Feladat: Keressünk megengedett irányított ciklust,ha lé­
tezik, illetve mutassuk ki, hogy nem létezik 
irányított ciklus M-ben,amely megengedett.
A továbbiakban a III.1. részben adott bázistáblát hasz­
náljuk fel. Feltesszük, hogy e-^B, és így a T(.B) tábla e^- 
oszlopa ad egy X-^  irányított ciklust. így az M.l.Feladat az 
alábbi módon is megfogalmazható:
Keressünk olyan bázistáblát, melyben C-X-^ ) tO” megengedett 
irányított ciklus, illetve olyan bázistáblát, mely bizonyít­
ja, hogy nincs megengedett irányított ciklus.
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Először egy egyszerű lemmát bizonyítunk.
1.Lemma: Ha valamely bázistábla és e, €B esetén 't, -,=+1
t\. .L.
és % -^io,+l} ha e.?3, akkor nem létezik Xtö' megengedett 
irányított ciklus.
Bizonyítás: Indirekt tegyük fel, Hogy van X€0' megenge­
dett irányított ciklus, azaz X=(X+ ,X_ ), e^&X+ , X-=0. Te­
kintsük az e, éB elemhez tartozó irányított kociklust.
Ekkor e1eXnYk00 és e ^ i x V ^ U ' n Y p ^ ,  de (X+n Y")o (x "a Y+) =0 
mivel X-=Y-=0. így ellentmondásba kerültünk az X és Y^ cik­
lusok ortogonalitásával, lemmánkat beláttuk.
Legyen adott egy T(B) bázistábla /e^B/. Az algor it musun- 
kat definiáló pivotálási szabály az alábbi.
M.l.Pivotálási szabály
/a/ /i/ Ha ^ € { - 1 , 0 }  minden e ^ B  esetén, akkor (-X^ ) megen­
gedett irányított ciklus. Az M.l.Feladatot megoldot­
tuk, eljárásunk véget ért.
/il/Ha /i/ nem áll fenn, legyen r=min[i I T^-^+l, e^Bj.
/b/ /i/ Ha t" . ÉÍO,+ll minden e.^B esetén, akkor 1.Lemma sze- 
■*“ J J
rint nincs megengedett irányított ciklus. Az M.l.Fel­
adatot megoldottuk, eljárásunk véget ért.
/ii/Ha /i/ nem áll fenn, legyen s=min{j|X .=-1, e-^B}.J J
Az e elem távozik, az e elem bekerül a bázisba, r ’ s
Pivotáljunk az (.r,s) helyen. B=(Bo{esj) \{e ].
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Folytassuk, az eljárást az új T(B ) bázistáblával. A bá­
zistábla 4-.Tulajdonsága szerint B is bázis. Az e1 elem nem 
báziselem az eljárás során nyilvánvalóan.
Eljárásunk /ai/ vagy /bi/ esetnél ér véget, mindkét eset­
ben megoldottuk M.1.Feladatot. Az M.l.Feladat megoldásához 
/mivel véges sok bázis van/ mindössze azt kell bebizonyíta­
nunk, hogy eljárásunk nem ciklizálhat, azaz tetszőleges 3 
bázis legfeljebb egyszer fordulhat elő eljárásunk során.
Tétel: Az M.l.Pivotálási szabály alkalmazásával ciklizá- 
lás nem fordulhat elő.
Bizonyítás: Tegyük fel indirekt, hogy eljárásunk ciklizál, 
azaz egy B bázisból indulva ismét a B bázishoz jutunk. Legyen 
E ={e^le^ kikerül a bázisból a ciklus során]. Megjegyezzük, 
hogy e ^ E  esetén e^ vagy végig bázis, vagy végig nem bázis 
elem volt a ciklizálás során. Legyen q=max{i le^ €-EcJ.
Vizsgáljuk azt a két helyzetet, amikor e^ bekerül a bázis­
ba és amikor távozik a bázisból. Legyen B ’ és B ’’ az előbb 
említett két bázis, és külömböztessük meg ’ illetve *’-vei a 
T(BO és T(B’’) tábla elemeit. Legyen e^ a bázist elhagyó 
elem, amikor e^ bekerül a bázisba és legyen es a bázisba be­
jövő elem, amikor e távozik a bázisból. Nyilvánvaló, hogy 
q>l, r,s<q és er ,eséEc.
Tekintsük az irányított kociklust és az irányított
ciklust, melyek az M.l.Pivotálási szabály alapján az alábbi 
tulajdonságokkal rendelkeznek.
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/ l V  e €rY»'' ‘ q. r
/ 2 V  e-jtY»
!.c(E
/ 4 V  Y ’*"n3c= (e ]
/37 I» Ev30u(e J
/l’7  eq*X”  +
/2’V  e ^ X ” "
/ V /  T^cB^víe^
qJ /4* */ X ” +nSc={eq*
így eq€^ i ,nI ^ 0  és eq€(X»_»+nY^")u(X^"AY^+)^0, viszont 
(X” +nY£+ K;sCu(e1l és ( X ' ^ n Y ’^ E ^ l e J  és így /l’,l»»,2»,
2,,,4,,4,V  tulajdonságok szerint mindkét halmaz üres. Ez 
ellentmond az irányított ciklusok és kociklusok ortogonalitá- 
sának, tételünket beláttuk.
Az M.l.Pivotálási szabály által definiált algoritmus a 
criss-cross módszer egy speciális alakja. A criss-cross mód­
szer általános alakját a III.3« fejezetben tárgyaljuk.
A criss-cross módszer végességének közvetlen következmé­
nye a Earkas lemma egy általánosítása.
1.Következmény: Legyen M=(E,^) és M¥=(E,6^) duális irányí­
tott matroidok, eeE tetszőleges. Az alábbi alternatívák közül 
egy és csak egy áll fenn.
/a/ van olyan XfcCT irányított ciklus, melyre etX+ ,X_=0 
vagy
/b/ van olyan Y&&* irányított kociklus, hogy eeY+ ,Y-=0.
Bizonyítás: A ciklusok és kociklusok ortogonalitása miatt 
/a/ és /b/ egyidejűleg nem állhat fenn.
Számozzok E elemeit úgy, hogy e^=e legyen, ekkor a criss­
cross módszer két kimenetele adja tételünk bizonyítását.
i
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Hasonlóképpen nyerjük a Minty féle szinezési tétel ál­
talánosításának egy bizonyítását. Bizonyításunk konstruktív, 
míg Bland [2] bizonyítása induktív.
2.Következmény: Osszuk az 3 halmazt három R,G,W diszjunkt 
részre és legyen e^E. Az alábbi alternatívák közül egy és 
csak egy áll fenn.
/a/ van olyan Xé^, hogy e^XcRuG- és X AR=0, 
vagy
/b/ van olyan Ytö* , hogy eeYcRuW és Y~AR=0.
Bizonyítás:'Használva a matróidélnélétből jól ismert tör­
lés és összehúzás műveletét /töröljük W-t és húzzuk össze G-t/ 
tételünket visszavezethetjük az 1 .Következményre.
Természetesen az M.l.Pivotálási szabály alkalmas módosí­
tásával is bizonyítható lett volna a 2.Következmény. A bizo­
nyításnak ezt a változatát most nem részletezzük.
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III.3.A criss-cross módszer általános alakja ás 
a dualitástétel bizonyítása
Legyen E= {e-^ .. . , enj és M=(S,6r) és M*=(E,0*") duális 
irányított matroidok.
1. Definíció: Az Xéö' irányított ciklust primál megenge­
dettnek nevezzük, ha e ^ X + és X-c{e2 Í.
2. Definíció: Az Yéö"* irányított kociklust duál megenge­
dettnek nevezzük, ha e2^Y+ és Y-c{e-jJ.
Megjegyezzük, hogy a fenti megengedett halmazokat- extre- 
málisaknak is nevezzük. Használatos még a házis megengedett 
elnevezés is. Az elnevezés indoklása új fogalmak "bevezetését 
igényelné /Bland [2]/ így ettől itt, most eltekintünk.
3. Definíció: Az X és Y előjeles halmazokat komplementá­
risaknak nevezzük, ha XnYc{e-^,e2l .
4. Definíció: Az X€& primál megengedett irányított ciklust 
optimálisnak nevezzük, ha van olyan Ye©* duál megengedett 
irányított kociklus, hogy X és Y komplementáris halmazok.
5. Definíció: Az Y£&* duál megengedett irányított ciklust 
optimálisnak nevezzük, ha van olyan Xt& primál megengedett 
irányított ciklus, hogy X és Y komplementáris halmazok.
Ekkor nyilván X is optimális.
Az aláhbi feladatot oldjuk meg ehhen a fejezetben.
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M.2.Feladat: Keressünk X^e és YeO* primál illetve duál op­
timális irányított ciklust illetve kociklust, 
vagy bizonyítsuk be, hogy nem létezik optimá­
lis irányított ciklus illetve kociklus.
Ebben a fejezetben is a III.1. fejezetben bemutatott 
bázistáblát fogjuk: felhasználni.
Feltesszük a továbbiakban, hogy e-^B és e2eB. Pivotálá- 
si szabályunk meg fogja őrizni ezt a tulajdonságot. A T(B) 
tábla e-^-oszlopa egy irányított ciklust, az e2~sora
pedig egy irányított kociklust ad. A lineáris prog­
ramozási terminológiának megfelelően a tábla e-^-oszlopát 
megoldás oszlopnak, a tábla e2~sorát célfüggvény sornak is 
nevezhetjük.
A T(B) tábla optimális, ha (-X-^ étf és Primál illet­
ve duál megengedettek, mivel ekkor (-X^ ) és ^  komplemen­
tárisak is /X-^ c Buíe^, Y2c ( E v B M e 2 í/ azaz optimálisak.
Ha akkor a fenti kívánalmaknak megfelelő tábla
nem létezik, így feltesszük azt is, hogy
Az alábbi két lemma bizonyítja, hogyan látható egy T(B) 
táblából, hogy nem létezik duál illetve primál megengedett 
kociklus illetve ciklus.
1.lemma: Ha valamely bázistábla és e^B, k^l esetén 
és /ti .^e{-l,0  ^ e^eB esetén, akkor nem létezik Y&ö'* 
duál megengedett irányított kociklus.
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Bizonyítás: Tegyük fel indirekt, hogy létezik fee* duál 
megengedett irányított kociklus, azaz Y=(Y+ ,Y~), e^ fcY*,
Y'^íe^}. Tekintsük a T(B) tábla e^-oszlopának megfelelő 
X, irányított ciklust. Ekkor e9& X  nY^0 és e0 t(xfnY-)o(xroY+)^0, 
de (X^nY+M x ^ n Y " ) = 0  mivel x£=0, e ^ ^  és Y"c (ej . Ez el­
lentmond X^ és Y irányított ciklusok ortogonalitásának, lem- 
mánkat beláttuk.
2 .Lemma: Ha valamely báziatábla és e^eB, kj^ 2 esetén 
és Tr^e-(o,+l] e ^ B  esetén, akkor nem létezik J.E& primál 
megengedett irányított ciklus.
Bizonyítás: Tegyük fel indirekt, hogy létezik Xeö' primál 
megengedett irányított ciklus, azaz X=(X+ ,X”), e ^ X 4', X” c{e0]. 
Tekintsük a T(B) tábla e^-sorának megfelelő Y^ irányi, tt k - 
ciklust. Ekkor e-j€XaY^0 és e-j^(X+nY*)u(X-nY^)^0, de 
(X+^Y^.)^(X nY4)=0 mivel Y^=0, e2 Y^^ . és X cíe^}. Ez ellentmond 
az X és ^irányított ciklusok ortogonalitásának, lemmánkat 
beláttuk.
Amennyiben nem létezik primál megengedett ciklus vagy du­
ál megengedett kociklus, akkor 4 . és 5 *Befiníciók értelmében 
nem létezik sem primál sem duál optimális ciklus illetve 
kociklus.
Ha adott egy B bázis és T(B) bázistábla, melyre e2 ?B és 
e-^B, akkor a criss-cross módszert definiáló pivotálási sza­
bály az alábbi.
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M.2.Pivotálási szabály
/a/ /i/ Ha Tr2 ^{0,+l] j=2,...,n és 't'ile{-i,0} e±eB, i/2,
akkor a (-X^) irányított ciklus primál, az Y^ irá­
nyított kociklus duál megengedett, azaz optimálisak 
Az M.2.Feladatot megoldottuk, eljárásunk véget ért. 
/ii/Ha /i/ nem áll fenn, legyen
k=min [i I t'2i=-l vagy ^ ^ = + 1  i=3,..., n }.
/b/ /i/ Ha t- = _ 1  és “t-i_é-{-l,0j minden e . CB esetén, akkorXjx X
1 .lemma szerint nincs YfcS* duál megengedett irányí­
tott kociklus. Az M.2.Feladatot megoldottuk, eljárá 
sunk véget ért.
/ii/ Primál transzformáció
Ha /i/ nem áll fenn, legyen r=min{i1 t .k=+l, e^eB^. 
Pivotáljunk az (r,k) helyen, az er elem távozik, az 
e^ elem kerül be a bázisba. B= (Bv{ekJ)\ {er } .
/c/ /i/ Ha ^ = + 1  és rki&{0 ,+l] e±4B esetén, akkor 2 .lemma 
szerint nincs primál megengedett irányított
ciklus. Az M.2.Feladatot megoldottuk, elj'árásunk 
véget ért.
/ ü /  Boái transzformáció
Ha /i/ nem áll fenn, legyen s=min{j | b, .=-1, e.$Bj. 
Pivotáljunk a (k,s) helyen, az ek elem távozik, az 
e elem kerül be a bázisba, B=(ßu{e ])vte, } .
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Folytassuk az eljárást az új T(B) bázistáblával. A bá­
zistábla 4.Tulajdonsága értelmében B is bázis. Az eljárás 
során nyilván e2 ^ 3 és e-^B.
Eljárásunk az /ai/,/bi/ vagy /ci/ eseteknél ér véget.
Az /ai/ esetben optimális irányított ciklusokat kaptunk, a 
/bi/ és /ci/ esetekben pedig nem léteznek optimális irányí­
tott ciklusok. Az M.2.Feladat megoldásához csak azt kell be­
látnunk, hogy az M.2.Pivotálási szabállyal definiált criss- 
-cross módszer nem ciklizálhat, mivel véges sok külömböző 
Be& házis létezik.
Tétel: Az M.2.Pivotálási szabály által definiált criss-_ 
-cross módszer nem ciklizál, azaz véges lépésben véget ér.
Bizonyítás: Tegyük fel indirekt, hogy az eljárás ciklizál, 
azaz egy B bázisból indulva ismét a B bázishoz jutunk. Legyen 
EC= (e^ l e^ elhagyja a bázist a ciklizálás során!. Megjegyezzük, 
hogy e ^ E C esetén e^ vagy végig báziselem vagy végig nem bá­
zis elem volt. Jelölje q=max{iIe^£EC }.
Tekintsük azt a két helyzetet, amikor e bekerül a bázisbaQ.
és amikor e^ távozik a bázisból. Legyen ebben a két helyzet­
ben B ’ illetve B ’’ a két bázis. Külömböztessük meg * illet­
ve ’’-vei a T(B’) illetve T(B’’) táblák elemeit. Legyen e a
bázisból kilépő elem,amikor e bekerül a bázisba, és e aq ’ s
bázisba belépő elem,amikor e^ kikerül a bázisból. Nyilvánva­
ló, hogy q>2, r,s<q és e ^ e ^ E 0.
Az alábbi négy esetet kell megkülömböztetnünk.
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/ai/ primal transzformációnál kerül "be és primál
transzformációnál kerül ki a bázisból.
/fi/ e^ primál transzformációnál kerül be és duál transz- 
formációnál kerül ki a bázisból.
/t/ e^ duál transzformációnál kerül be és primál transz- 
formációnál kerül ki a bázisból.
/í/ e^ duál transzformációnál kerül be és duál transz- 
formációnál kerül ki a bázisból.
Vizsgáljuk a fenti négy esetet, be fogjuk bizonyítani, 
.egyik eset sem lehetséges, azaz ciklizálás nem fordulhat 
elő.
/oí/ Íz e^ elem primál transzformációnál B* bázis esetén
transzformációnál B'* bázis esetén távozik a bázisból és es
kerül be a bázisba.
Az M.2.Pivotálási szabály alapján Y^GO* és X ’ az aláb-C- 3
bi tulajdonságokkal rendelkezik.
A 7  eq€Y*“ / l ' V  e e x , , +  ' q s
/ 2 V  e2eY^+ / 2 » 7  e 2eX’ >-
IVl Y£-nEc= t e q} / 3 » 7  X” +nEc={e  ? s  q
/ 4 7  Y»c(EvB’) u { e 2 i / 4 ’ 7  X4»cB'»u{es J
Az /l',l»»/ tulajdonságok szerint e^eXg’r)Y^/0. A /4*,4*'/ 
tulajdonságokat felhasználva X ^ ’nY^cfB* ,u{esnnL(3\B')u(e2}]c
cEco{e2] , és így /3»,3»7 szerint CX’ *+oY>+ ), (X' »"nY»“)c [eote lS c. S cL c. C|_*
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melyből /lf ,1 * * ,2* , 2* */ felhasználásával kapjuk, hogy 
X',+nY2+=0 és X ^ ,“nY2'"=0, ami ellentmond X ”  és Y^ or- 
togonalitásának. így ez az eset nem lehetséges.
/|V Az e^ elem primál transzformációnál B* bázis ese­
tén Jön be és e távozik a bázisból, valamint az s elem r 1
duál transzformációnál B ,f bázis esetén távozik a bázis­
ból,amikor es jön be a bázisba. Tekintsük az X^X-j^* irá­
nyított ciklusokat és az Y 2 ,Y2* irányított kociklusokat.
Az X.^ , X.^ * irányított ciklusok és az Y2 , Y£* irányított 
kociklusok az alábbi tulajdonságokkal rendelkeznek.
/X I /  X£+nEc=0 / T I /  Y»~nEC= {e qI
/X 2 / X’c B M e J  /Y 2 /  Y» c(E\B») u { e 2 J
/X 3 / X^»+nEC= {e q | /Y 3 / Y ^ "nB C=0
/X4/ X ^ c B ^ u í e ^  
/X5/ e ^ X ^ n X ” "
/Y4/ I* ,c(EsB,O u { e 2l 
/Y5/ e2frY^ +nY^»+
A III.1. fejezetben az ortogonalitási feltétellel ekvi­
valens feltételként adott /d'/ feltétel szerint /X-j=X”  , 
X 2=-X£, e*=e^, e,,=e(^ illetve -Y2, Y2 *, e2, e^ szereposz­
tással/ az alábbi tulajdonságokkal rendelkező X6ír irányí­
tott ciklust és Yé&* irányított kociklust nyerjük a fent 
felsorolt tulajdonságok alapján.
/!*/ e-^X /l” / e24Y
/2»/ eq6X+ /2” / eqeY+
/ 3 » /  X+ c { e qJuB,u ( 3 ' , sEC) / 3 ' V  Y+ c { e (líul:CB\B,)^ E C]u(E'vB, *)
/4’/ X~c(B*»\te (B'\EC) /4’V  Y_c[(EvB,)v{eq\]o»C( E\3'»)\ScJ
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A /2,,Z,V  tulajdonságok szerint e^eXnY^0, de /2,,2,,> 
3 »,4 »»/ szerint
X+AT"c{[e íuB»u(B»»\Ec)}a([(S\B»)\U jl u[(B\B» »)\EC]}=0,<1 *
és /2 *,4 ',2 **,3 *V  szerint
X"nT+c{(B»»\{e })u (B'\Ec)} n{{e J uL(E\B’)\SC]o(E\B»’)} =0.
Ez ellentmond X és Y ortogonalitásának, így ez az eset sem 
lehetséges.
/i*/ Az e elem duál transzformációnál B* bázis esetén 
jön be és távozik a bázisból, valamint az e^ elem primál 
transzformációnál B'* bázis esetén távozik a bázisból ami­
kor e jön be a bázisba, s
Az M.2.Pivotálási szabály alapján és X ’^C? azJu S
alábbi tulajdonságokkal rendelkezik.
A 7  e ^ Y ^ A *  V  e2e x » ’-
/2 V  e ^ Y ’" / 2 » 7  e eX»»+ ' q. s
IVl T£.“f\Ec= {e^J /3” / 2 ” +n3°={eql
/4*/ Y»c(EsB»)u jer ] /4’7  X ” c B ’M e s !
A /2* ,2’*/ tulajdonságok alapján e éX**nY*^0, valamintS J_
/4*,4»»/ és EC definíciójának felhasználásával kapjuk, hogy 
X»’nT»c[B»Mej;ial(E\B»)ule H c E C. így /3',3’V  miattS X? S XT
Y ,+nX,,+ c^e \ és Y ^ o X * c{e ] , melyekből /2,,2,V  alapjánXT S C[ XT S Q.
kapjuk, hogy Y*+n X ’,+=0 és Y* oX^,-=0, ami ellentmond Y* ésJ_ o X. S X
X»* ortogonalitásának. Tehát ez az eset sem lehetséges.
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/<J/ Az e elem duál transzformációnál 3* “bázis esetén q
jön be és*e távozik a bázisból, valamint az e elem duálo r q.
transzformációnál B* ’ bázis esetén távozik a bázisból,
amikor e jön be a bázisba, s
Az M.2.Pivotálási szabály alapján Y^£<f és X ^ ’ftr az
alábbi tulajdonságokkal rendelkezik.
/!'/ V Y r" / r V  eq& x ” +
/ 2 V  ex€Y^+ / 2 »»/ e-^X” "
/ 3 V  Y»"nEC={eq } /3* V  X ” +n E c= l e q ]
/ 4 ’/ Y^c(E\B»)uíer l / 4 ,V  X ^ c B ^ u C e ^
Az / l ,,l,>/ tulajdonságok szerint eq€ X ” nY^/0, valamint
és 3C definíciójának felhasználásával kapjuk, hogy 
Xi,nY^ci;B»»u{e1UnL(E\BOu{er|]cEcu{e1l . így /3’,3'V miatt
Yr+nXí ,+C^el»eq^  és Yr~nXí ’" c{el»eq ^  melyekből /l',l” ,2 ’,
2**/ felhasználásával kapjuk, hogy Y^+nX^ ,+= 0 és Y^-nX£ ,_= 0  
ami ellentmond Y£ és X£* ortogonalitásának. Ez az eset sem 
lehetséges.
Mivel mind a négy lehetséges eset ellentmondásra veze­
tett, igy beláttuk, hogy ciklizálás nem fordulhat elő, azaz 
tételünket bebizonyítottuk.
Tételünk közvetlen következménye az irányított matroido- 
kon adott általános dualitás tétel /Bland[2] 3*5.Tétel/, 
melyre így egy új algoritmikus bizonyítást nyertünk.
!
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Következmény: Legyenek M=(E,oO és duális irányí­
tott matroidok. Legyen e,,e,,eE. Az alábbi alternatívák kö­
zül pontosan egy áll fenn.
/a/ Létezik olyan Xe-fr, melyre e*<ÍX, e,J€X+ és X-=0 tvagy 
létezik olyan Ye#*, melyre e k l + , ef*^Y és Y-=0.
/b/ Létezik X60- és Ye#*, melyekre e*eX+ , X~*c{e,,], 
e»’éY+ , Y“ c{e'} és XnY c{e*,e**] .
Bizonyítás: Az irányított ciklusok és kociklusok ortogo- 
nalitásából következik, hogy /a/ és /b/ nem állhat fenn egy­
idejűleg.
Ha {e,,}€-0r akkor nyilvánvalóan /a/ áll fenn.
Ha (e,,]40, akkor e-j=e* ’ és * választással alkalmaz-
hatjuk a criss-cross módszert, melynek három kimenete adja 
állításunk bizonyítását, mivel a criss-cross módszer véges.
Megjegyezzük, hogy a fenti következmény szavakban ki­
mondva azt jelenti, hogy ha prímái megengedett irányított 
ciklus és duál megengedett irányított kociklus is létezik, 
akkor optimális irányított ciklus illetve kociklus is létezik.
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