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Abstract. Deep learning highly relies on the quantity of annotated
data. However, the annotations for 3D volumetric medical data require
experienced physicians to spend hours or even days for investigation.
Self-supervised learning is a potential solution to get rid of the strong
requirement of training data by deeply exploiting raw data information.
In this paper, we propose a novel self-supervised learning framework for
volumetric medical images. Specifically, we propose a context restora-
tion task, i.e., Rubik’s cube++, to pre-train 3D neural networks. Differ-
ent from the existing context-restoration-based approaches, we adopt a
volume-wise transformation for context permutation, which encourages
network to better exploit the inherent 3D anatomical information of or-
gans. Compared to the strategy of training from scratch, fine-tuning from
the Rubik’s cube++ pre-trained weight can achieve better performance
in various tasks such as pancreas segmentation and brain tissue segmen-
tation. The experimental results show that our self-supervised learning
method can significantly improve the accuracy of 3D deep learning net-
works on volumetric medical datasets without the use of extra data.
Keywords: 3D Medical Image Segmentation · Self-supervised Learning
· Rubik’s Cube · Volume-wise Transformation.
1 Introduction
The success of convolutional neural networks (CNNs) benefits from the amount
of annotated data rapidly increased in the last decade. However, the high-quality
medical image annotations are extremely laborious and usually hard to acquire,
which require hours or even days for an experienced physician. As a result, the
limited quantity of annotated medical images is the major obstacle impeding the
improvement of diagnosis accuracy with the latest 3D CNN architectures [2,10].
To deal with the problem of deficient annotated data, self-supervised learning
approaches, which utilize unlabelled data to train network models in a supervised
⋆ This work was done when Xing Tao was an intern at Tencent Jarvis Lab
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manner, attract lots of attentions. The typical self-supervised learning defines a
relevant pretext task to extract meaningful features from unlabelled data, where
the learned representations can boost the accuracy of the subsequent target task
with limited training data. Various pretext tasks have been proposed, including
patch relative position prediction [4] (Jigsaw puzzles [13] can be grouped into
this category), grayscale image colorization [9], and context restoration [14]. The
idea of self-supervised learning was firstly brought to medical image analysis by
Zhang et al. [18]. They pre-trained a 2D network for fine-grained body part
recognition with a pretext task that sorted the 2D slices from the conventional
medical volumes. Compared to 2D networks, 3D networks integrating more spa-
tial context information have shown the superiority for the 3D medical data [5].
Recently, several studies have made their efforts to develop self-supervised
learning frameworks for 3D neural networks [16,19]. Zhuang et al. [20] proposed
a pre-train 3D networks by playing a Rubik’s cube game, which can be seen as an
extension of 2D Jigsaw puzzles [12]. Formulated as a classification task, however,
their model only pre-trained the down-sampling layers of CNNs. When applying
the pre-trained weights to a target task requiring up-sampling operations (e.g.,
organ segmentation), the performance improvement is neutralized by the ran-
domly initialized up-sampling layers. To this end, we reformulate the Rubik’s
cube game as a context restoration task, which simultaneously pre-trains the
down-sampling and up-sampling layers of fully convolutional networks (FCNs).
In this paper, we propose a novel self-supervised learning pretext task, namely
Rubik’s cube++3, for volumetric medical image segmentation. Inspired by the
observation that learning from a harder task often leads to a more robust fea-
ture representation [3,17], our Rubik’s cube++ adopts a volume-wise transfor-
mation, e.g., 3D voxel rotation, to permute and restore the volumetric medical
data, which is assumed to be much harder than the existing methods [19]. To
validate our assumption that the voxel rotation is a better transformation for
self-supervised learning with 3D data, we evaluate the proposed Rubik’s cube++
on two medical image segmentation tasks (i.e., pancreas segmentation and brain
tissue segmentation) using publicly available datasets. The experimental results
demonstrate that our method can significantly boost the segmentation accuracy
and achieve the state-of-the-art performance compared to other self-supervised
baseline methods.
2 Method
The volumetric medical data can be seen as a high-order Rubik’s cube by par-
titioning it into a grid of subcubes. Let the dimension of the volumetric data
be W×H×L and the side length of the subcube be n voxels, we have a Rubik’s
cube with ⌊W
n
⌋×⌊H
n
⌋×⌊L
n
⌋ subcubes, where ⌊·⌋ is the floor function. The initial
state of these subcubes, including the order and orientation, is defined as the
3 The symbol “++” represents two improvements compared to the existing Rubik’s
cube [20]: 1) encoder-decoder architecture, and 2) volume-wise transformation.
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Fig. 1. The schematic diagram of the Rubik’s cube++ transformations. The three-
order Rubik’s cube is taken as an example. There are three axes (sagittal, coronal and
axial) and three degree (90◦, 180◦ and 270◦) for each transformation to choose. The
diversely transformed results are presented on the right, which prevent trivial solutions.
original state of Rubik’s cube. We first clarify the definition of two components:
subcube and cube layer.
Subcube. It is the smallest component containing 3D anatomical information.
Different from [20], the subcubes of our Rubik’s cube are bound to their neigh-
bors, which prohibits individual movement or rotation of the subcube.
Cube layer. As shown in Fig. 1, the cube layer, consisting of a set of subcubes
on the same anatomical plane along the major axies (sagittal, coronal and
axial), is used as the unit component for the transformation of Rubik’s cube++.
Our Rubik’s cube++ has a set of transformations. Take the 3 × 3 × 3 Ru-
bik’s cube as an example, as shown in Fig. 1, the cube layer containing nine
subcubes can be rotated along a specific axis by a fixed angle. Note that if the
Rubik’s cube is of a cuboid shape, only 180◦ rotation is valid along the short
axis. Compared with the image transformations used in other pretext tasks [19],
the transformations of Rubik’s cube++ are restricted to volume-wise rotation.
Such transformations wreck the 3D information of medical data, and encourage
the network to exploit useful volumetric features for restoration. Moreover, the
rotation operation can generate diversely transformed results without generating
image artifacts, which prevents the network from learning trivial solutions [4].
2.1 Pretext Task: Rubik’s Cube Restoration
Our restoration-based pretext task is formulated to pre-train a 3D network. At
the beginning of the pretext task, the Rubik’s cube is permuted by a sequence
of random volume-wise transformations, which results in a disarranged Rubik’s
cube. The original state of Rubik’s cube is used as the supervision signal. A 3D
4 X. Tao et al.
Algorithm 1 Disarrangement of Rubik’s cube.
Input: Original 3D medical data y of shape W ×H × L.
1: According to the preset parameter n, we partition the 3D medical data into a
⌊W
n
⌋ × ⌊H
n
⌋ × ⌊L
n
⌋ subcubes.
2: for axis i ∈ {sagittal, coronal, axial} do
3: Randomly designate m cube layers along axis i.
4: for layer j ∈ {1, 2, .., m} do
5: Randomly select an angle θ ∈ {90◦, 180◦, 270◦}.
6: Rotate the cube layer j along axis i by angle θ.
7: end for
8: end for
Output: Disarranged 3D medical data x.
network is trained to recover the original state of Rubik’s cube from the disar-
ranged state, which enforces the network to learn 3D anatomical information.
The process of Rubik’s cube disarrangement adopted in Rubik’s cube++ is
presented in Algorithm 1. Let y denote the 3D medical data, i.e., the original
state of Rubik’s cube. And, x = T (y) indicates the 3D medical data in a disar-
ranged state after a sequence of random transformations T (·). Note that we can
easily adjust the difficulty of the pretext task by changing the parameters side
length of subcube (n) and the number of rotated cube layers (m).
2.2 Network Architecture
A GAN-based architecture is used to resolve our Rubik’s cube++ pretext task,
which consists of two components: a generator G and a discriminator D. As
shown in Fig. 2, both the generator and discriminator are of 3D neural networks.
The generator adopts a 3D encoder-decoder structure with skip connections be-
tween mirrored layers in the encoder and decoder stacks, which is the same to [2].
Note that other widely used 3D FCNs, such as V-Net [10], can be easily adopted
as the generator of our Rubik’s cube++ for pre-training. The discriminator con-
sists of four convolutional layers with the kernel size of 4 × 4 × 4. The restored
Rubik’s cube G(x) and original state y are respectively concatenated with the
disarranged state x and fed to the discriminator for the real/fake classification.
The GAN-based framework aims to recover the original state of Rubik’s cube
from the disarranged state. We propose a joint loss function to supervise the
Rubik’s cube restoration. It consists of a reconstruction loss and an adversarial
loss, which are responsible for capturing the overall structure of 3D medical data
and tuning the anatomical details, respectively.
Reconstruction loss. As shown in Fig. 2, the disarranged state x of Rubik’s
cube is fed to the generator for context restoration G(x). The voxel-wise L1 loss
between y and G(x) is calculated to optimize the restoration quality. We also
tried to use L2 as the reconstruction loss for our Rubik’s cube++.
4 Compared to
4 An ablation study of L1 and L2 can be found in arxiv version
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Fig. 2. The network architecture for our self-supervised learning.
L1, the L2 loss is inclined to have blurry solutions, which may lose the boundary
information of organs.
L1 (G) = Ex,y‖y −G (x)‖1. (1)
Adversarial loss. The adversarial loss derived from [6] is adopted in our pretext
task to generate more real and elegant reconstruction results.5 The generator
learns a mapping from the disarranged state to the original state, G : x → y.
The discriminator learns to classify the fake (restored Rubik’s cube produced
by the generator) and the real (the original data). These two components are
encouraged to compete against each other. The adversarial loss is defined as:
Ladv (G,D) = Ex,y logD (x, y) + Ex log (1−D (x,G (x))) . (2)
Objective. For training, the generator is encouraged to fool the discriminator,
while the discriminator is required to correctly classify the real and fake data.
Therefore, G tries to minimize Ladv and L1, while D aims to maximize Ladv.
The full objective for our Rubik’s cube++ restoration is summarized as:
L = argmin
G
max
D
(Ladv (G,D) + λL1 (G)) , (3)
where λ is a tuneable hyperparameter which is set to 10 in our experiments.
Transfer learning. After the framework completes the self-supervised learn-
ing in the Rubik’s cube++ restoration task, the trained generator that learns
useful 3D anatomical information from raw data is adapted to the target task
by replacing the last layer with the segmentation output layer. With the voxel-
wise annotation, the pre-trained generator can be directly fine-tuned on the
target segmentation task, which alleviates the influence caused by the randomly-
initialized decoder [17,20].
5 The reconstruction results are visualized in the arxiv version.
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3 Experiments
Datasets. To evaluate the performance of our Rubik’s cube++, we conduct
a 4-fold cross validation on the NIH Pancreas computed tomography (CT)
dataset [15], adopting the same protocol to [17]. Moreover, a leave-one-out cross
validation is conducted on the MRBrainS18 dataset [11], due to its relatively
small dataset size (i.e., only seven sets of brain magnetic resonance (MR) vol-
umes). The 3D U-Net [2] is used as backbone for the generator. The Dice coeffi-
cient (DSC) [17] is used to assess the segmentation accuracy. For the multi-class
task (e.g., brain tissue segmentation on MRBrainS18), we calculate the DSC for
each class and average them to yield a mean DSC for performance evaluation.
Baselines. The train-from-scratch (t.f.s) strategy is involved as the baseline. We
apply the video dataset (UCF101 [7]) to pre-train the 3D encoder of the generator
on an action recognition task. To transfer the pre-trained weights to the target
segmentation task for comparison, the decoder of the generator is randomly
initialized. The recently proposed state-of-the-art approaches6 [1,19,20] for the
self-supervised and transfer learning of 3D medical data are also involved as
benchmark.
Training details. Our method is implemented using PyTorch and trained with
the Adam [8] optimizer. The baselines adopt the same training protocol.
Pancreas Rubik’s cube. The pancreas CT is randomly cropped with a size of
128× 128× 128. The side length of a subcube is set to [7,7,7]. Hence, a Rubik’s
cube of 18 × 18 × 18 is built for each pancreas CT volume. To disarrange the
cube, m = 4 cube layers are randomly rotated along each of the three axes. The
Rubik’s cube++ recovery task is trained on a GeForce GTX 1080Ti and observed
to converge after about 10 hours of training. To preserve the features learned by
pre-training, the learning rate is set to 0.0001 while transferring the pre-trained
weights to the target task (i.e., pancreas segmentation). The network converges
after 250 epochs (about 5 hours) of finetuning with voxel-wise annotations.
Brain Rubik’s cube. The brain MR volume is randomly cropped with a size of
144× 144× 32. As the number of slice (i.e., 32) is smaller than the size of axial
slices (i.e., 144× 144), the side length of a subcube is set to [4,4,2], which results
in a Rubik’s cube with shape of 36 × 36 × 16. The other training settings are
similar to the prancreas Rubik’s cube. As the brain MR scans are multi-modal,
we apply the same transformation to each modality and concatenate them as
input to the GAN-based network. Due to extremely small size of MRBrainS18,
the Rubik’s cube++ pre-training is completed in one hour.
6 For fair comparison, we pre-train 3D networks on the pretext tasks [19,20] using
experimental datasets, instead of transferring from the publicly available weights
[19] pre-trained on external data.
7Table 1. Comparison of DSC (%) and reconstruction MSE produced by Rubik’s
cube++ with different n values (m = 4). The listed results are generated via a 4-
fold cross validation. (T.f.s.—train-from-scratch)
T.f.s n = 3 n = 5 n = 7 n = 9
recon. MSE (1e−2) - 0.826 1.609 2.984 4.762
10% 58.58 47.28 69.72 73.30 68.94
20% 70.19 65.00 75.88 78.10 73.34
50% 79.68 78.29 81.64 82.80 80.94
100% 82.90 82.10 83.72 84.08 83.57
3.1 Ablation Study on Pancreas Segmentation
The difficulty of Rubik’s cube++ is controlled by two parameters: the subcube
side length n and the number of rotated layers m in each transformation. How-
ever, the grid search of (n,m) is extremely demanding in computation. We sus-
pect that the total number of rotated axial slices n×m largely determines the
difficulty of the pretext task, we fixed one parameter m = 4 and varying the
other (i.e., n) for the following experiments.7
To analyze the relationship between the difficulty of Rubik’s cube++ and
performance improvement to the target task, we construct the pancreas Rubik’s
cube with different subcube side lengths and evaluate their reconstruction mean
squared error (MSE) and pancreas segmentation DSCs with different amount of
training data. Table 1 shows the MSE and DSC under different settings of n.
The larger subcube side length n means more slices are rotated in each trans-
formation, which leads to a lower-order Rubik’s cube and makes each cube layer
contain more 3D anatomical information. Therefore, rotating such a cube layer
may considerably change the inherent structure of organs, which reduces the
context information and increases the difficulty for the network to solve the
disarranged state.
As shown in Table 1, the reconstruction error increases from 0.00826 to
0.04762 as the subcube side length increases from 3 to 9. The experimental re-
sults are consistent with the finding of existing works [3,17]—a harder task often
leads to a more robust feature representation. The Rubik’s cube++ with n = 7
achieves the highest DSC for pancreas segmentation with different amounts of
training data. There is another finding in our experiments—the pretext is not the
harder the better. A performance degradation is observed while n increases to 9,
which indicates the excessive destruction of 3D structure may wreck the useful
anatomical information for self-supervised learning and consequently decrease
the robustness of feature representation.
7 An analysis of m can be found in arxiv version.
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Table 2. Pancreas segmentation accuracy (DSC %) of a 4-fold cross validation yielded
by 3D U-Nets trained with different strategies. *The result reported in [17] using V-Net.
10% 20% 50% 100%
Train-from-scratch 58.58 70.19 79.68 82.90
UCF101 pre-trained 62.21 71.90 77.14 82.76
Arbitrary puzzles* [17] 70.80 76.50 - 81.68
MedicalNet [1] 64.80 71.37 77.41 80.09
Rubik’s cube [20] 61.07 70.43 80.30 82.76
Models genesis [19] 63.11 70.08 79.93 83.23
Rubik’s cube++ (Ours) 73.30 78.10 82.80 84.08
Table 3. The mean DSC (%) of brain tissue segmentation of a leave-one-out cross
validation yielded by frameworks trained with different strategies. (T.f.s.—train-from-
scratch) The DSC for each class can be found in arxiv version.
T.f.s UCF101 pre-trained Rubik’s cube[20] Models genesis[19] Ours
mean DSC 72.22 71.34 71.23 76.19 77.56
3.2 Comparison with State-of-the-art
Pancreas segmentation. The DSCs of 3D U-Nets trained with different strate-
gies via a 4-fold cross validation are presented in Table 2.8 Due to the gap be-
tween natural video and medical images, the network finetuned from UCF101
pre-trained weights gains marginal improvement or even degradation with more
data used for training, compared to the t.f.s method. Due to the rich information
mined from raw data, finetuning from the weights generated by self-supervised
learning approaches produces a consistent improvement over the t.f.s strategy.
Our method yields the largest increasement to the DSC of pancreas segmentation
under all settings of the amount of training data.
Statistical significance. A t-test validation is conducted on the 4-fold cross valida-
tion results (100% training data) to validate the statistical significance between
our Rubik’s cube++ and models genesis [19]. A p-value of 3.42% is obtained,
which indicates that the accuracy improvement produced by our approach is
statistically significant at the 5% significance level.
Brain tissue segmentation. To further validate the effectiveness of our Ru-
bik’s cube++, a leave-one-out experiment is conducted on the MRBrainS18
dataset. The mean DSC of brain tissue segmentation is listed in Table 3. The
approaches only pre-training the encoder (i.e., UCF101 and Rubik’s cube [20])
are observed to deteriorate the mean DSC compared to the train-from-scratch
method. In contrast, the context-restoration-based self-supervised learning ap-
proaches (models genesis and Rubik’s cube++), which simultaneously pre-train
the encoder and decoder, generate a significant improvement (i.e., +3.97% and
8 For visual comparison between segmentation results, please refer to arxiv version.
9+5.34% in mean DSC, respectively) to the brain tissue segmentation task, com-
pared to the train-from-scratch method. The experimental results demonstrate
the merit of decoder pre-training for 3D medical image segmentation.
4 Conclusion
In this paper, we proposed a context restoration task, i.e., Rubik’s cube++, to
pre-train 3D neural networks for 3D medical image segmentation. Our Rubik’s
cube++ adopts a volume-wise transformation for context permutation, which
encourages the 3D neural network to better exploit the inherent 3D anatomical
information of organs. Our Rubik’s cube++ is validated on two publicly available
medical datasets to demonstrate its effectiveness, i.e., significantly improving the
accuracy of 3D deep learning networks without the use of extra data.
Acknowledge
This work is supported by the Key Program of Zhejiang Provincial Natural
Science Foundation of China (LZ14F020003), the Natural Science Foundation
of China (No. 61702339), the Key Area Research and Development Program of
Guangdong Province, China (No. 2018B010111001), National Key Research and
Development Project (2018YFC2000702) and Science and Technology Program
of Shenzhen, China (No. ZDSYS201802021814180).
References
1. Chen, S. Ma, K., Zheng, Y.: Med3d: Transfer learning for 3d medical image anal-
ysis. arXiv preprint arXiv:1904.00625 (2019)
2. Cicek, O., Abdulkadir, A., Lienkamp, S.S., Brox, T., Ronneberger, O.: 3D U-Net:
Learning dense volumetric segmentation from sparse annotation. In: International
Conference on Medical Image Computing & Computer Assisted Intervention. pp.
424–432 (2016)
3. Deng, J., Berg, A.C., Li, K., Li, F.F.: What does classifying more than 10,000
image categories tell us? In: European Conference on Computer Vision. pp. 71–84
(2010)
4. Doersch, C., Gupta, A., Efros, A.A.: Unsupervised visual representation learning
by context prediction. In: IEEE International Conference on Computer Vision. pp.
1422–1430 (2015)
5. Dou, Q., Yu, L., Chen, H., Jin, Y., Yang, X., Qin, J., Heng, P.A.: 3D deeply super-
vised network for automated segmentation of volumetric medical images. Medical
Image Analysis 41, 40–54 (2017)
6. Isola, P., Zhu, J.Y., Zhou, T., Efros, A.A.: Image-to-image translation with condi-
tional adversarial networks. In: IEEE Conference on Computer Vision and Pattern
Recognition. pp. 1125–1134 (2017)
7. Khurram, S., Zamir, A.R., Shah, M.: UCF101: A dataset of 101 human actions
classes from videos in the wild. arXiv preprint arXiv:1212.0402 (2012)
10 X. Tao et al.
8. Kingma, D.P., Ba, J.: Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980 (2014)
9. Larsson, G., Maire, M., Shakhnarovich, G.: Colorization as a proxy task for visual
understanding. In: IEEE Conference on Computer Vision and Pattern Recognition.
pp. 840–849 (2017)
10. Milletari, F., Navab, N., Ahmadi, S.A.: V-Net: Fully convolutional neural networks
for volumetric medical image segmentation. In: International Conference on 3D
Vision. pp. 565–571 (2016)
11. MRBrainS18: Grand challenge on mr brain segmentation at miccai 2018 (2018),
https://mrbrains18.isi.uu.nl/
12. Noroozi, M., Favaro, P.: Unsupervised learning of visual representations by solving
Jigsaw puzzles. In: European Conference on Computer Vision. pp. 69–84 (2016)
13. Noroozi, M., Vinjimoor, A., Favaro, P., Pirsiavash, H.: Boosting self-supervised
learning via knowledge transfer. In: IEEE Conference on Computer Vision and
Pattern Recognition. pp. 9359–9367 (2018)
14. Pathak, D., Kra¨henbu¨hl, P., Donahue, J., Darrell, T., Efros, A.A.: Context en-
coders: Feature learning by inpainting. In: IEEE Conference on Computer Vision
and Pattern Recognition. pp. 2536–2544 (2016)
15. Roth, H.R., Lu, L., Farag, A., Shin, H.C., Liu, J., Turkbey, E.B., Summers, R.M.:
DeepOrgan: Multi-level deep convolutional networks for automated pancreas seg-
mentation. In: International Conference on Medical Image Computing & Computer
Assisted Intervention. pp. 556–564 (2015)
16. Spitzer, H., Kiwitz, K., Amunts, K., Harmeling, S., Dickscheid, T.: Improving
cytoarchitectonic segmentation of human brain areas with self-supervised siamese
networks. In: International Conference on Medical Image Computing & Computer
Assisted Intervention. pp. 663–671 (2018)
17. Wei, C., Xie, L., Ren, X., Xia, Y., Su, C., Liu, J., Tian, Q., Yuille, A.L.: Iterative
reorganization with weak spatial constraints: Solving arbitrary Jigsaw puzzles for
unsupervised representation learning. In: IEEE Conference on Computer Vision
and Pattern Recognition. pp. 1910–1919 (2019)
18. Zhang, P., Wang, F., Zheng, Y.: Self supervised deep representation learning for
fine-grained body part recognition. In: International Symposium on Biomedical
Imaging. pp. 578–582 (2017)
19. Zhou, Z., Sodha, V., Siddiquee, M.M.R., Feng, R., Tajbakhsh, N., Gotway, M.B.,
Liang, J.: Models genesis: Generic autodidactic models for 3D medical image anal-
ysis. In: International Conference on Medical Image Computing & Computer As-
sisted Intervention. pp. 384–393 (2019)
20. Zhuang, X., Li, Y., Hu, Y., Ma, K., Yang, Y., Zheng, Y.: Self-supervised feature
learning for 3D medical images by playing a Rubik’s cube. In: International Confer-
ence on Medical Image Computing & Computer Assisted Intervention. pp. 420–428
(2019)
11
Appendix
Table 4. Comparison of DSC (%) yielded by frameworks with different losses on
the NIH Pancreas CT dataset. The 4-fold cross validations with different amounts
of training data are conducted. Compared to the train-from-scratch (T.f.s.) strategy,
Rubik’s cube++ with L1 + Ladv yields the highest improvements.
Training data T.f.s. L1 L2 L1+Ladv L2+Ladv
20% 70.19 72.14 72.28 78.10 73.75
100% 82.90 83.22 83.95 84.08 83.85
?????????????? ?????????????????
Fig. 3. Restoration results produced by our framework with different losses on the NIH
Pancreas CT dataset. Compared to L1, the L2 loss is inclined to have blurry solutions,
which may lose the boundary information of organs.
Table 5. Comparison of DSC (%) produced by Rubik’s cube++ with different m
values (n = 7) on the NIH Pancreas CT dataset. A 4-fold cross validation with 20%
training data is conducted. The increase of m means more cube layers are rotated
in each transformation, resulting in a harder disarranged Rubik’s cube for 3D neural
networks to resolve. (T.f.s.—train-from-scratch)
T.f.s. m = 3 m = 4 m = 5
20% 70.19 68.08 78.10 73.46
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Fig. 4. Segmentation results of NIH Pancreas-CT (100% training data) generated by
3D U-Nets with different training strategies. (T. f. s. refers to train-from-scratch)
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Fig. 5. Segmentation results of MRBrainS18 generated by 3D U-Nets trained with
different strategies. (T. f. s. refers to train-from-scratch)
Table 6. Brain tissue segmentation accuracy of leave-one-out cross validation yielded
by 3D U-Nets trained with different strategies on the MRBrainS18 dataset. (C. gray
matter—Cortical gray matter, W. m. lesions—White matter lesions)
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Train-from-scratch 78.03 72.57 79.91 35.42 70.90 90.86 85.69 70.15 72.22
UCF101 pre-trained 77.49 73.79 79.42 30.98 76.49 90.39 83.26 65.05 71.34
Rubik’s cube [20] 77.31 73.09 78.60 34.64 71.96 88.97 83.52 67.82 71.23
Models genesis [19] 80.35 80.13 82.26 44.95 77.34 92.12 87.63 68.90 76.19
Rubik’s cube++ (ours) 81.42 79.63 83.20 44.81 78.69 92.46 88.32 75.81 77.56
