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TOMITA-TAKESAKI THEORY AND
ITS APPLICATION TO THE STRUCTURE THEORY OF
FACTORS OF TYPE III
Toshihiko Masuda
Abstract. We give a survey of Tomita-Takesaki theory and the devel-
opment of analysis of structure of type III factors, which started from
Tomita-Takesaki theory.
1. Introduction
The theory of operator algebras was initiated by Murray-von Neumann’s
series of papers [17]. In these works, they classified factors (simple von
Neumann algebras) to three classes, i.e., type I, II, III factors. Type I
factors are ones which are isomorphic to B(H) for some Hilbert space H. A
significant discovery is the existence of non type I factors. Indeed, Murray-
von Neumann exhibited examples of type II and type III factors. Type II
factors can be characterized as factors which have traces and no minimal
projections. A remarkable fact is that type II factors realize continuous
dimension. Type III factors are ones without any traces. Thus these classes
can be characterized by the existence of traces.
In early days, the central objects for research were type II von Neumann
algebras, and type III von Neumann algebras were thought of rather patho-
logical objects. The reason is the existence of traces. If a von Neumann
algebra is of type II, then it has a trace and we can develop noncommu-
tative integration theory, e.g., noncommutative Lp-theory, Radon-Nikodym
derivative theorem, in satisfactory way by regarding a trace as an analogue
of a measure. However absence of traces was an obstruction for study of type
III von Neumann algebras. For example, commutation theorem for tensor
product of type III von Neumann algebras had been unsolved, although it
seems a fundamental theorem.
One of the motivation of operator algebra theory comes from mathemati-
cal physics. It became clear that factors appearing in mathematical physics
are of type III in many cases. So the study of type III factors can not be
avoidable.
Tomita’s theory [25], [26] appeared in such situation. It changed the the-
ory of operator algebras drastically. After the appearance of Tomita’s theory,
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and the unification of it with Haag-Hugenholtz-Winnink theory by Takesaki
[19], operator algebraist obtained the powerful tool for study of type III
factors. In fact, the structure theory of type III factors has been developed
rapidly in mid 1970’s starting from the Tomita-Takesaki theory. Among
them, the classification theorem of injective factors is the most brilliant suc-
cess. Maybe no one could imagine such development before Tomita-Takesaki
theory.
In this survey, we first explain the main theorem of Tomita-Takesaki the-
ory, and then explain its application to the structure theorem of factors of
type III. In particular, we explain the classification of injective factors.
Tomita-Takesaki theory also provides a powerful tool for application of
theory of operator algebras to mathematical physics. We do not treat this
topic in this survey. See [2], for example.
In many places, we state only results, and omit proofs. We sometimes give
sketches of proofs, and formal discussions. For detail, we refer Takesaki’s
book [23]. His monograph [21] is also quickly accessible. (Note that [21] was
published before appearance of [7], [12], so it does not treat a topic on the
uniqueness of the injective factor of type III1.)
For historical background of Tomita-Takesaki theory and the development
of theory of type III factors, see [22].
Acknowledgements. The author is grateful to Professor T. Kajiwara,
who gives him the chance for writing this survey paper. He also thanks the
referee for various comments on this paper.
2. Type classification of von Neumann algebras
Tomita-Takesaki theory is the main tool for analysis of factors of type III.
So in this section, we quickly explain the type classification of factors.
Definition 2.1. Let H be a Hilbert space.
(1) For S ⊂ B(H), the commutant S′ of S is defined by S′ := {a ∈ B(H) |
ax = xa for all x ∈ S}.
(2) A unital ∗-subalgebra M ⊂ B(H) is said to be a von Neumann algebra
if M′′ =M.
(3) A von Neumann algebra M is said to be a factor if its center Z(M) :=
M′ ∩M is trivial, i.e., Z(M) = C1.
Murray-von Neumann’s double commutant theorem [23, Theorem II.3.9]
says thatM is a von Neumann algebra if and only ifM is closed in the strong
operator topology. It is shown that a von Neumann algebra can be expressed
as a direct integral of factors. Thus factors are fundamental objects in the
theory of von Neumann algebras.
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To explain the type classification of factors, we introduce the notion of
weights on von Neumann algebras.
Definition 2.2. Let M be a von Neumann algebra, and M+ = {a∗a | a ∈
M} its positive part.
(1) A map ϕ : M+ → [0,∞] is called a weight on M if the following two
conditions are satisfied;
ϕ(x+ y) = ϕ(x) + ϕ(y), ϕ(cx) = cϕ(x), x, y ∈M+, c ≥ 0,
here we use the convention 0×∞ = 0.
(2) Let ϕ be a weight on M. Define
nϕ := {x ∈M | ϕ(x∗x) <∞}, mϕ :=
{
n∑
i=1
x∗i yi | xi, yi ∈ nϕ
}
.
We say ϕ is semifinite if mϕ ⊂ M is dense. Here ϕ becomes a bounded
valued functional on mϕ.
(3) A weight ϕ is normal if supi ϕ(xi) = ϕ(x) for any increasing net {xi} ⊂
M+ with limi xi = x.
(4) A weight ϕ is faithful if ϕ(x∗x) = 0 implies x = 0.
(5) A weight ϕ is tracial if ϕ(x∗x) = ϕ(xx∗).
When ϕ(1) < 0, we can normalize ϕ as ϕ(1) = 1. Such a positive func-
tional is called a state.
We can now introduce the type classification of factors by Murray-von
Neumann.
Definition 2.3. Let M be a factor.
(In) We say M is of type In, n ∈ N, if M = B(H) for some Hilbert space H
with dimH = n.
(I∞) We say M is of type I∞, if M = B(ℓ2(N)).
(II1) We say M is of type II1 if M is infinite dimensional and possesses a
faithful normal tracial state τ .
(II∞) We sayM is of type II∞ ifM = N⊗B(ℓ2(N)) for some type II1 factor
N.
(III) We say M is of type III if M has no normal semifinite tracial weight.
When M = B(H) is of type In, M has a trace defined by Tr(a
∗a) :=∑
i〈aξi, aξi〉, where {ξi} ⊂ H is a complete orthonormal basis. When M =
N⊗B(ℓ2(N)) is of type II∞,M has an unbounded tracial weight τ := τN⊗Tr,
where τN is a tracial state on a type II1 factor N. Thus a factor of non
type III has a (finite or infinite) faithful, normal, semifinite tracial weight.
Factoriality of M implies that a tracial weight is unique up to scalars.
The original definition of type classification of Murray-von Neumann is
different from the above one. Let Proj(M) be a set of projections in M.
40 T. MASUDA
They introduced an equivalence relation on Proj(M) by p ∼ q if and only if
there exists v ∈M such that p = v∗v, q = vv∗. Then the type classification
is given as follows;
Proj(M)/∼ =

{0, 1, 2, · · · , n}, if M is of type In, n ∈ N,
{0, 1, 2, · · · ,∞}, if M is of type I∞,
[0, 1] , if M is of type II1,
[0,∞] , if M is of type II∞,
{0,∞}, if M is of type III.
3. Fundamental theorem of Tomita-Takesaki theory
In this section, we explain Tomita-Takesaki theory, and its immediate
consequences.
Tomita’s theory is described by the notion of Hilbert algebras, whose
definition is presented below.
Definition 3.1. Let A be an involutive algebra whose ∗-operation is denoted
by ξ 7→ ξ#. We say A is a left Hilbert algebra if A has an inner product
〈ξ, η〉 satisfying the following properties.
(1) For ξ ∈ A, the linear map pil(ξ) : η 7→ ξη is continuous.
(2) 〈ξη, ζ〉 = 〈η, ξ#ζ〉.
(3) A2 is dense in A.
(4) Let H be the completion of A. Then ξ → ξ# is preclosed.
In similar way, we can define a right Hilbert algebra A with involution
ξ 7→ ξ♭.
Let A be a left Hilbert algebra, and H be its completion. Then pil(ξ) ∈
B(H) by Definition 3.1 (1), and pil is a non degenerate ∗-representation of
A by Definition 3.1 (2), (3).
Definition 3.2. (1) We say η ∈ H is right bounded if ξ → pil(ξ)η is bounded
on H. We denote by B′ the set of all right bounded vectors.
(2) Let S be a closure of #, and F the adjoint operator of S. Namely,
D(F ) := {η ∈ H | there exists ζ ∈ H such that 〈Sξ, η〉 = 〈ζ, ξ〉 for all ξ}
and Fη = ζ for η ∈ D(F ) in the above notation. Let A′ = B′ ∩D(F ).
It is shown that A′ is a right Hilbert algebra. We denote Fη = η♭ for
an involution on A′. We can define an anti-representation pir of A′ on H by
pir(ξ)η = ηξ.
By switching “left” and “right” in Definition 3.2, we can obtain a new
left Hilbert algebra A′′ from A′. It is obvious A ⊂ A′′. If we repeat this
construction for A′′, we obtain a right Hilbert algebra A′′′. However we can
easily see A′′′ = A′. Similarly we have A′′ = (A′′)′′.
Let Rl(A) = pil(A)
′′, Rr(A′) = pir(A′)′′.
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Definition 3.3. Let A be a left Hilbert algebra. We say that A is achieved
if A = A′′. Two left Hilbert algebras A1 and A2 are said to be equivalent if
A′′1 = A′′2.
Since A′′ is achieved, any left Hilbert algebra is equivalent to achieved
one.
Definition 3.4. Let A be a left Hilbert algebra. We say A is a Tomita al-
gebra if A possesses a family of (not necessary ∗-preserving) automorphisms
{∆(α)}α∈C satisfying the following conditions.
(1) α→ 〈∆(α)ξ, η〉 is entire,
(2) (∆(α)ξ)# = ∆(−α¯)ξ#,
(3) 〈∆(α)ξ, η〉 = 〈ξ,∆(α¯)η〉.
(4) 〈ξ#, η#〉 = (∆(1)η, ξ).
Remark. The original definition of a Tomita algebra demands one more
condition, that is, the density of (1 + ∆(t))A in A for all t ∈ R. Haagerup
pointed out that this condition follows from other conditions [11, p.111].
Also see the proof of [23, Theorem VI. 2.2].
Let A be a Tomita algebra. Define ξ♭ := ∆(1)ξ#, Jξ := ∆
(
1
2
)
ξ#. Then
it follows that both ♭ and J are involutions with 〈ξ#, η〉 = 〈η♭, ξ〉, 〈Jξ, Jη〉 =
〈η, ξ〉. Thus A possesses three involutions #, ♭, J . In fact, (A, ♭) is a right
Hilbert algebra, and A generates Rl(A) and Rl(A)
′ = Rr(A).
We present typical examples of left Hilbert algebras.
Example 3.5. Let M be a von Neumann algebra acting on a Hilbert space
H, and ξ0 ∈ H be a cyclic separating vector. Let A = Mξ0, and define a
product and #-operation by xξ0 · yξ0 = xyξ0, (xξ0)# = x∗ξ0. As an inner
product of A, we consider a restriction of one of H. The condition (1), (2)
in Definition 3.1 is obvious. Since A is unital, A2 = A, and hence Definition
3.1 (3) holds.
We verify (4), i.e, the preclosedness of #-operation. Assume limn anξ0 =
0, and limn a
∗
nξ0 = η. Then for any b ∈M′
〈bξ0, η〉 = lim
n
〈bξ0, a∗nξ0〉 = limn 〈anξ0, b
∗ξ0〉 = 0.
Since M′ξ0 is dense in H, we have η = 0.
In a similar way, we can see that M′ξ0 has the canonical right Hilbert
algebra structure. It is shown that A′ =M′ξ0, and Mξ0 is achieved.
Example 3.6. Let G be a locally compact group, and µ the left invariant
Haar measure. Let A := K(G) be a set of all compact supported continuous
functions on G. Let µr(A) := µ(A
−1), and ∆(s) be the modular function
42 T. MASUDA
defined by the Radon-Nikodym derivative ∆(s) =
dµ
dµr
(s). We define a
multiplication, an inner product and two involutions #, ♭ on A as follows.
f ∗ g(s) =
∫
G
f(t)g(t−1s)dµ(t), 〈f, g〉 =
∫
G
f(s)g(s)dµ(s),
f#(s) = ∆(s−1)f(s−1), f ♭(s) = f(s−1).
Then we can see that 〈f# ∗ g, h〉 = 〈g, f ∗ h〉, 〈g ∗ f ♭, h〉 = 〈g, h ∗ f〉. Thus
A has structures of both left Hilbert algebra, and right Hilbert algebra.
Define ∆(α) by (∆(α)f)(s) := ∆(s)αf(s) ∈ A for α ∈ C. Then (A,∆(α))
becomes a Tomita algebra. Actually, ∆(1)f# = f ♭ holds. An involution J
is given by
(Jf)(s) =
(
∆
(
1
2
)
f#
)
(s) = ∆(s−1)
1
2 f(s−1).
The first step of Tomita-Takesaki theory is the polar decomposition of
∗-operation. This important step was taken by Tomita in [24], where the
absolute part of ∗-operation was called an intersection operator.
To honor him, we present the proof of the following theorem according to
[24], [26] (also see [19]).
Theorem 3.7. Let A be a left Hilbert algebra, and S the closure of #-
operation on H. Then we have a polar decomposition S = J∆
1
2 , where
J is a conjugate linear unitary, and ∆ is a nonsingular positive operator
satisfying J2 = 1, J∆J = ∆−1.
Proof. Define a new inner product and a norm on D(S) by
〈ξ, η〉S = 〈ξ, η〉+ 〈Sη, Sξ〉, ‖ξ‖S = 〈ξ, ξ〉
1
2
S .
Via this inner product, D(S) is a Hilbert space. In what follows, we denote
D(S) by HS when we regard D(S) as a Hilbert space by the above inner
product. Since
|〈ξ, η〉| ≤ ‖ξ‖‖η‖ ≤ ‖ξ‖S‖η‖S ,
there exists H ∈ B(HS) such that 〈ξ, η〉 = 〈Hξ, η〉S with 0 ≤ H ≤ 1.
Let ι be an inclusion map HS ↪→ H. Since ι is continuous, there exists an
adjoint operator ι∗ : H→ HS . For ξ, η ∈ HS ,
〈ι∗ι(ξ), η〉S = 〈ι(ξ), ι(η)〉 = 〈ξ, η〉.
Thus we have ι∗ι = H. The following computation shows SHS = 1−H;
〈SHSξ, η〉S = 〈Sη,HSξ〉S = 〈Sη, Sξ〉 = 〈ξ, η〉S − 〈ξ, η〉 = 〈(1−H)ξ, η〉S .
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Let K = ιι∗ ∈ B(H), and ι = V H 12 = K 12V be a polar decomposition.
Since ι is injective and has a dense range in H, V is a unitary and K is
nonsingular. We can regard that K
1
2 is an extension of H
1
2 on H, since
K
1
2 ι(ξ) = K
1
2V H
1
2 ξ = ι
(
H
1
2 ξ
)
.
For ξ ∈ D(S), we have
‖K 12 ι(ξ)‖S = ‖H 12 ξ‖S = ‖ξ‖.
This impliesK
1
2 is an isometry in B(H,HS). SinceH
1
2D(S) is dense,K
1
2H =
HS = D(S). Here define ∆ := K
−1(1 −K). Clearly D(∆ 12 ) = Im(K 12 ) =
D(S).
Define J := V SV ∗, which is conjugate linear isometry with J2 = 1. (Note
that S is a self-adjoint unitary on HS .) The relation J∆J = ∆
−1 can be
verified as follows;
J∆J = V SV ∗K−1(1−K)V SV ∗ = V SH−1(1−H)SV = V (1−H)−1HV ∗
= (1−K)−1K = ∆−1.
For ζ ∈ D(S), ζ = ι(ζ) = K 12V ζ. Hence we have V ∗K− 12 ζ = ζ, and
J∆
1
2 ξ = V SV ∗K−
1
2 (1−K) 12 ξ = V S(1−K) 12 ξ
= V H
1
2Sξ = ι(Sξ) = Sξ.
Thus we get the polar decomposition J∆
1
2 = S. 2
Definition 3.8. We say J and ∆ a modular conjugation and a modular
operator respectively.
We can now state the fundamental theorem of Tomita.
Theorem 3.9. Let A be an achieved left Hilbert algebra, and J , ∆ its mod-
ular conjugation and modular operator. Then we have the following asser-
tions.
(1) ∆itpil(A)∆
−it = pil(A) and hence ∆itRl(A)∆−it = Rl(A).
(2) JA = A′ and JRl(A)J = Rl(A)′ = Rr(A′).
The original approach of Tomita involves Tomita algebras, which were
called modular Hilbert algebras in [26], [19]. Original statement of the fun-
damental theorem is different from above one, and it is stated as follows (see
[19, Theorem 10.1]); any left Hilbert algebra is equivalent to some Tomita
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algebra. If we admit the fundamental theorem, it is rather easy to find a
Tomita algebra. Let A be an achieved left Hilbert algebra, and define A0 by
A0 =
{
ξ ∈ A | ξ ∈
⋂
n∈Z
D(∆n),∆nξ ∈ A
}
.
has the structure of a Tomita algebra [23, Theorem VI.2.2].
After an appearance of [19], many proofs of Theorem 3.9 have been pre-
sented, e.g., [8], [9], [28], [15]. Among them, the proof by van Daele [8],
which avoids use of Tomita algebras, is short one, and adopted in many
textbook including [23]. Thus we omit the proof of Theorem 3.9, and refer
[23, Theorem VI.1.19].
A quick application of Tomita’s theorem is the commutation theorem for
tensor product of von Neumann algebras.
Theorem 3.10. Let M, N be von Neumann algebras. Then (M ⊗ N)′ =
M′ ⊗N′ holds.
Proof. Let M ⊂ B(H), N ⊂ B(K), and assume that ξ ∈ H, η ∈ K are
cyclic, separating vector for M, and N, respectively. Let Jξ, Jη, Jξ⊗η be
modular conjugations for ξ, η, ξ ⊗ η, respectively. Then it is shown that
Jξ⊗η = Jξ ⊗ Jη holds. (In this case, ∆ξ⊗η is a closure of ∆ξ ⊗∆η.) By the
fundamental theorem,
(M⊗N)′ = Jξ⊗η(M⊗N)Jξ⊗η = JξMJξ ⊗ JηNJη =M′ ⊗N′.
A general case can be reduced to this case. So we have the commutation
theorem. 2
In this proof, we used full theory of Tomita’s theorem. However it is
known that Theorem 3.10 can be proved by using only polar decomposition
of ∗-operation [20, Appendix].
More important consequence of Theorem 3.9 is the existence of modular
automorphism groups. To explain, we fix notations on GNS representations.
Let M be a von Neumann algebra. We denote by W(M) the set of all
semifinite normal weights on M, and W0(M) := {ϕ ∈W(M) | ϕ is faithful}.
Take ϕ ∈ W(M). Let nϕ be as in Definition 2.2, and Nϕ := {x ∈ M |
ϕ(x∗x) = 0}. Define an inner product on nϕ by 〈x, y〉 = ϕ(y∗x). Let
ηϕ : nϕ → nϕ/Nϕ be the quotient map, and Hϕ the completion of ηϕ(nϕ).
Define an operator piϕ(a), a ∈ M, by piϕ(a)ηϕ(x) = ηϕ(ax). This piϕ is
indeed a continuous ∗-representation of M on Hϕ, and if ϕ ∈ W0(M), then
piϕ is faithful. This triplet (Hϕ, piϕ, ηϕ) is a GNS representation for ϕ. If
ϕ ∈M∗ is a faithful state, then ηϕ(1) is a cyclic and separating vector.
Lemma 3.11. For any von Neumann algebra M, W0(M) ̸= ∅.
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Proof. Let {ψi} ⊂ M∗ be a maximal family of positive functionals such
that the set of support projections {s(ψi)} is an orthogonal family. Then
ϕ(x) :=
∑
i ψi(x) is indeed in W0(M). 2
Theorem 3.12. (1) Let M be a von Neumann algebra. Then there exists
an achieved left Hilbert algebra A such that Rℓ(A) =M.
(2) Let A be a left Hilbert algebra. Then there exists a faithful semifinite
normal weight ϕ on Rl(A) such that
ϕ(x∗x) =
{ ‖ξ‖2, x = pil(ξ) for some ξ ∈ A′′,
∞, otherwise.
Sketch of proof. We present only the proof of (1). (See [23, Chapter VII.2]
for details.) By Lemma 3.11, we can take ϕ ∈ W0(M). Let (Hϕ, piϕ, ηϕ) be
a GNS representation associated with ϕ. Then A = ηϕ(nϕ ∩ n∗ϕ) has the
structure of a left Hilbert algebra. Indeed, (1), (2), (3) in Definition 3.1 is
easy to see. If ϕ is a state, then the preclosedness of ∗-operation is verified
as in Example 3.5. For a general weight, the proof of the preclosedness of
∗-operation is rather complicated, and see [23, Theorem 2.6] for detail. We
only comment that we use the following fact for proof.
ϕ(x) = sup{ω(x) | ω ≤ ϕ, ω ∈ (M∗)+}, x ∈M+.
2
By Theorem 3.12, there exists a correspondence between faithful normal
semifinite weights and left achieved Hilbert algebras.
Definition 3.13. Let ϕ be a normal faithful semifinite weight on M, and
Aϕ a corresponding left Hilbert algebra. Let Jϕ and ∆ϕ be a modular
conjugation and a modular operator associated with Aϕ. Then the modular
automorphism group σϕt is defined by σ
ϕ
t (x) = ∆
it
ϕx∆
−it
ϕ for x ∈ M =
Rl(Aϕ).
When Tomita’s paper appeared, some people noticed that the similarity of
Tomita’s theory and Haag-Hugenholtz-Winnink theory [10], although they
treated different mathematical objects. Takesaki clarified the reason of this
similarity by unifying Tomita theory and Haag-Hugenholtz-Winnink theory.
Namely, the modular automorphism group σϕ is characterized by the Kubo-
Martin-Schwinger condition (KMS condition).
Theorem 3.14. Let ϕ ∈ W0(M), and σϕ be the modular automorphism
group for ϕ. Let D := {z ∈ C | 0 < Im(z) < 1}, and
A(D) := {f(z) | f is bounded, continuous on D¯, and holomorphic on D}.
Then
(1) ϕ ◦ σϕt = ϕ.
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(2) For any x, y ∈ nϕ ∩ n∗ϕ, there exists Fx,y ∈ A(D) such that
Fx,y(t) = ϕ(σ
ϕ
t (x)y), Fx,y(t+ i) = ϕ(yσ
ϕ
t (x)), t ∈ R.
If a one-parameter automorphism group αt satisfies the above two conditions,
then αt = σ
ϕ
t holds.
Remark. When ϕ is bounded, the condition (1) follows from the condition
(2).
See [23, Theorem VIII.1.2] for proof. Here we only remark that Fx,y(z)
in Theorem 3.14 is given by
Fx,y(z) = 〈∆−
zi
2
ϕ ηϕ(x),∆
z¯i
2
ϕ ηϕ(y)〉.
As an application of Theorem 3.14, we see the following results.
Corollary 3.15. Assume x ∈ nϕ∩n∗ϕ is analytic, i.e., σϕt (x) can be extended
to an analytic function on whole C. Then we have ϕ(σi(x)y) = ϕ(yx) for
y ∈ nϕ ∩ n∗ϕ. In particular, we have ϕ(σi(x)y) = ϕ(σ i
2
(x)σ− i
2
(y)) = ϕ(yx)
for analytic elements x, y ∈ nϕ ∩ n∗ϕ.
Proof. Since F (t) = ϕ(σϕt (x)y) is analytic, we have F (t+ i) = ϕ(σt+i(x)y).
By comparing with KMS condition, we have ϕ(σt+i(x)y) = ϕ(yσ
ϕ
t (x)). We
get the conclusion by putting t = 0. 2
Theorem 3.16. Let M1, M2 be two isomorphic von Neumann algebras
with an isomorphism θ :M1 →M2. Then we have σϕ◦θ
−1
t = θ ◦ σϕt ◦ θ−1 for
ϕ ∈W0(M1).
Proof. We can easily verify that θ ◦ σϕt ◦ θ−1 satisfies the KMS condition
for ϕ ◦ θ−1. By Theorem 3.14, we get the conclusion. 2
Theorem 3.17. Let M be a von Neumann algebra, ϕ a faithful normal
semifinite weight. Define Mϕ := {x ∈M | σϕt (x) = x, t ∈ R}. Then a ∈Mϕ
if and only if a satisfies the following two conditions;
(1) amϕ ⊂ mϕ, mϕa ⊂ mϕ,
(2) ϕ(ax) = ϕ(xa) for all x ∈ mϕ.
Proof. We only present a proof for the case ϕ(1) < ∞. In this case, the
condition (1) is unnecessary (mϕ =M).
First suppose the condition (2). By the KMS condition, there exists
F (z) ∈ A(D), such that, ϕ(σϕt (a)x) = F (t), ϕ(xσϕt (a)) = F (t + i), t ∈ R.
Here we have
ϕ(σϕt (a)x) = ϕ(aσ
ϕ
−t(x)) = ϕ(σ
ϕ
−t(x)a) = ϕ(xσ
ϕ
t (a)).
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Hence F (t) = F (t + i) for all t. Thus we can extend F to a holomorphic
function on whole C, and F is bounded. By Liouville’s theorem, F (z) is a
constant function. Hence ϕ(σϕt (a)x) = ϕ(ax) for all x ∈ M, and ϕϕt (a) = a
holds.
Conversely, suppose σϕt (a) = a for all t ∈ R. By the KMS condition, there
exists F (z) ∈ A(D), such that, ϕ(σϕt (a)x) = F (t), ϕ(xσϕt (a)) = F (t + i).
Since σϕt (a) = a, F must be constant, and in particular F (0) = F (i). Hence
ϕ(ax) = ϕ(xa). 2
Theorem 3.18. Let M be a von Neumann algebra. Then σϕt is inner in the
sense that σϕt = Ad(u(t)) for some one-parameter unitary group u(t) ∈ M
if and only if M has a tracial weight τ ∈W0(M).
We present a formal discussion of proof. (See [23, Theorem VIII3.14] for
proof.) If M has a tracial weight τ ∈W0(M), then any weight has the form
ϕ = τh for a positive operator h which is affiliated with M, i.e., the spectral
projections of h are in M. And hence σϕt = Adh
it is inner (see Example 4.1
below).
Conversely, assume σϕt = Adh
it for some positive operator h which is
affiliated with M. Define τ := ϕ(h−
1
2 · h− 12 ). Take analytic elements x, y ∈
M. By KMS condition, we have
ϕ(yx) = ϕ(σϕi
2
(x)σϕ− i
2
(y)) = ϕ(h−
1
2xhyh−
1
2 )
Hence
τ(yx) = ϕ(h−
1
2 yxh−
1
2 ) = ϕ(h−
1
2xh−
1
2hh−
1
2 yh−
1
2 ) = ϕ(h−
1
2xyh−
1
2 ) = τ(xy).
We close this section with the following Connes-Radon-Nikodym cocycle
theorem.
Theorem 3.19. Let ϕ,ψ ∈W0(M). Then there exists a unitary [Dϕ : Dψ]t,
t ∈ R, such that
(1) Ad([Dϕ : Dψ]t) ◦ σψt = σϕt ,
(2) (1-cocycle property) [Dϕ : Dψ]tσ
ψ
t ([Dϕ : Dψ]s) = [Dϕ : Dψ]s+t,
(3) (chain rule) [Dϕ1 : Dϕ2]t[Dϕ2 : Dϕ3]t = [Dϕ1 : Dϕ3]t.
Proof. The proof is given by 2× 2 matrix trick. Let N =M⊗M2(C), and
{eij} be a system of matrix units for M2(C). Define ω ∈W0(N) by ω(x) =
ϕ(x11) + ψ(x22) for x =
∑
i,j xij ⊗ eij . Since ω((1 ⊗ eii)x) = ω(x(1 ⊗ eii)),
σωt (1⊗eii) = 1⊗eii by Theorem 3.17. We can see σωt (x⊗e11) = σϕt (x)⊗e11,
σωt (x ⊗ e22) = σψt (x) ⊗ e22. By e12 = e11e12e22, σωt (1 ⊗ e12) = ut ⊗ e12 for
some unitary ut ∈ U(M), and we have
σϕt (x)⊗ e11 = σωt ((1⊗ e12)(x⊗ e22)(1⊗ e21)) = Adut ◦ σψt (x)⊗ e11.
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Hence ut satisfies (1). The condition (2) follows from the following compu-
tation;
σωt+s(1⊗ e12) = σωt σωs (1⊗ e12) = σωt ((1⊗ e12)(us ⊗ e22)) = utσψt (us)⊗ e12.
If we consider a weight χ((xij)) :=
3∑
i=1
ϕi(xii) on M ⊗M3(C), then (3) can
be verified. 2
In fact, [Dϕ : Dψ]t can be characterized by the relative KMS condition
[23, Theorem VIII.3.3].
LetM = L∞(X,µ), and ν be a measure equivalent to µ. A Connes cocycle
in this case is given by [Dµ : Dν]t =
(
dµ
dν
)it
. In this sense, Theorem 3.19
is a generalization of Radon-Nikodym derivative theorem. See [23, Chapter
VIII.3] for other versions of Radon-Nikodym type theorem.
4. Examples.
Example 4.1. Let us consider the case M = Mn(C), i.e., M is of type In.
Let Tr be a usual (non-normalized) trace onMn(C). Any normal state onM
is given by ϕ(x) = Tr(ax) for a positive operator with Tr(a) = 1. Moreover,
ϕ is faithful if and only if a is nonsingular
Let HTr be a GNS Hilbert space for Tr, and denote ηTr(x) by η(x). Since
ϕ(x∗x) = Tr(a
1
2x∗xa
1
2 ), the GNS representation (Hϕ, piϕ, ηϕ) is identified
with Hϕ = HTr, piϕ(a) = piTr(a) by the identification ηϕ(x) = η(xa
1
2 ). In
this case, S-operator is bounded and given by S(η(xa
1
2 )) = η(x∗a
1
2 ). The
adjoint operator F = S∗ is given by F (η(a
1
2x)) = η(a
1
2x∗). Hence
∆ϕ(η(xa
1
2 )) = FS(η(xa
1
2 )) = F (η(x∗a
1
2 ))
= Fη((a
1
2a−
1
2x∗a
1
2 )) = η(axa−
1
2 ) = η(a(xa
1
2 )a−1).
Then we obtain
∆
1
2
ϕ(η(xa
1
2 )) = η(a
1
2 (xa
1
2 )a−
1
2 ) = η(a
1
2x)
and
Jϕ(η(xa
1
2 )) = ∆
1
2
ϕ(Sη(xa
1
2 )) = ∆
1
2
ϕ(η(x
∗a
1
2 )) = η(a
1
2x∗) = η((xa
1
2 )∗).
Hence ∆itϕ(η(xa
1
2 )) = η(aitxa−ita
1
2 ), Jϕ = JTr. We can compute the
modular automorphism σϕt as follows;
piϕ(σ
ϕ
t (x))η(ya
1
2 ) = ∆itϕpiϕ(x)∆
−it
ϕ (η(ya
1
2 )) = ∆itϕpiϕ(x)(η(a
−ityaita
1
2 ))
= ∆itϕ(η(xa
−ityaita
1
2 )) = η(aitxa−itya
1
2 )
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= piϕ(a
itxa−it)η(ya
1
2 ).
Hence the modular automorphism group for ϕ is given by σϕt (x) = a
itxa−it.
(Here we identify x ∈ M and piϕ(x).) Of course Jϕx∗Jϕ gives a usual right
action.
The KMS-condition can be verified easily. Indeed we have
ϕ(yx) = Tr(ayx) = Tr(xay) = Tr(aa−1xay) = ϕ(σϕi (x)y).
In a similar way, if M has a tracial weight, then σϕt = Ad a
it holds.
Example 4.2. Let Mk := Mnk(C) be a type Ink -factor, and fix a faithful
state ϕk = Tr(ak·). Let us consider an infinite tensor productA =
⊗∞
k=1Mk.
Then we can define a product state ϕ on A by ϕ(x1⊗x2⊗· · ·⊗xn⊗1⊗· · · ) =∏n
k=1 ϕak(xk). Let (piϕ,Hϕ, ηϕ) be a GNS-representation of A by ϕ, and
M = piϕ(A)
′′. This M is denoted by
⊗∞
k=1(Mk, ϕk), and called an ITPFI
factor [1].
The modular automorphism for ϕ is given by Ad(ait1 ⊗ ait2 ⊗ ait3 ⊗ · · · ).
Note that ait1 ⊗ ait2 ⊗ ait3 ⊗ · · · may fail to be in M.
The isomorphism classes of M heavily depend on the choice of ak’s. If we
take ϕk = n
−1
k Tr, then we get a factor of type II1. Other choices of {ak}
produce many non-isomorphic factors of type III [1].
Example 4.3. Let M be a von Neumann algebra, G a locally compact
group and assume that an action α of G on M is given. We describe a left
Hilbert algebra and a Tomita algebra forM⋊αG. (See Appendix for crossed
product construction.) For simplicity, we assume that G is unimodular, and
the existence of a faithful normal state ϕ such that ϕ ◦αs = ϕ for all s ∈ G.
(For general case, see [11].) By Theorem 3.16, αs ◦ σϕt = σϕt ◦ αs
Let Ma be a set of all analytic elements via σ
ϕ
t . Let A := K(G,M) be
a set of all σ-strongly* continuous compact supported M-valued functions,
and A0 = {f ∈ A | f(s) ∈Ma}. Define
f ∗ g(s) =
∫
G
f(t)αt(g(t
−1s))dµ(t), 〈f, g〉 =
∫
G
ϕ (g(s)∗f(s)) dµ(s),
f#(s) = αs(f(s
−1)∗), ∆(α)(f)(s) = σϕ−iα(f(s)).
Then A becomes a left Hilbert algebra [11], and A0 a Tomita algebra. For
example, we verify Definition 3.4 (4).
〈f#, g#〉 =
∫
G
ϕ((g#(s))∗f#(s))dµ(s)
=
∫
G
ϕ(αs(g(s
−1))αs(f(s−1)∗))dµ(s)
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=
∫
G
ϕ(g(s−1)f(s−1)∗)dµ(s)
=
∫
G
ϕ(f(s)∗σ−i(g(s)))dµ(s) (by KMS condition )
= 〈∆(1)g, f〉.
In this case, we indeed have Rl(A) = M ⋊α G. The weight ϕ˜ associated
with A is called the dual weight for ϕ. The dual weight ϕ˜ and the modular
automorphism group σϕ˜t are given by
ϕ˜
(∫
G
x(s)λ(s)dµ(s)
)
= ϕ(x(e)), σϕ˜t
(∫
G
x(s)λ(s)dµ(s)
)
=
∫
G
σϕt (x(s))λ(s)dµ(s)
for
∫
G
x(s)λ(s)dµ(s) ∈M⋊α G, x(·) ∈ K(G,M).
5. Structure of factors of type III
In this section, we present the most important application of Theorem 3.9.
Namely, any factor of type III can be described as the crossed product of a
type II∞ von Neumann algebra by a certain one-parameter automorphism
group.
Let M be a factor of type III, and ϕ a faithful normal semifinite weight
on M. Consider the crossed product M⋊σϕ R, and denote an implementing
unitary by λϕ(t). By Theorem 3.19, M⋊σϕ R and M⋊σψ R are isomorphic
for any ϕ,ψ ∈W0(M). Indeed, an isomorphism Φψ,ϕ :M⋊σϕ R→M⋊σψ R
is given by
Φψ,ϕ(xλϕ(t)) = x[Dϕ : Dψ]tλ
ψ(t).
By the chain rule of a Connes-cocycle, Φϕ3,ϕ2Φϕ2,ϕ1 = Φϕ3,ϕ1 holds. This
suggests that the association M → M ⋊σϕ R is a functor. Indeed, we can
construct a canonical von Neumann algebra M˜ generated by M and the set
of symbols {ϕit}ϕ∈W0(M) satisfying the following relations;
ϕitx(ϕit)∗ = σϕt (x), (ϕ
it)∗ = ϕ−it, ϕit = [Dϕ : Dψ]tψit.
See [23, Chapter XII.6], [29] for details of the construction of M˜. The
von Neumann algebra M˜ is isomorphic to M ⋊σϕ R via an isomorphism
xϕit 7→ xλϕ(t).
Let θ be the one-parameter automorphism group on M˜ defined by θt(xϕ
is) =
e−itsxϕis. Via an identification of M˜ with M ⋊σϕ R, θ is the dual action,
and M˜θ =M holds, where M˜θ := {x ∈ M˜ | θt(x) = x, t ∈ R} is a fixed point
algebra.
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Definition 5.1. We say M˜ the core for M, and (M, θ) the covariant core
system, (or noncommutative flow of weights).
Let h be a generator of ϕit, i.e., ϕit = hit. Then h is a positive operator af-
filiated with M˜. Let ϕ˜ be the dual weight of ϕ, and set τ(x) := ϕ˜(h−
1
2xh−
1
2 ).
The structure theorem of type III factors can be stated as follows.
Theorem 5.2. (1) In the above notation, τ is a faithful semifinite normal
tracial weight, and θ scales τ , i.e, τθt = e
−tτ . The von Neumann algebra
M˜ is of type II∞.
(2) For a type III factor M, there exists a type II∞ von Neumann algebra
N ⊂ M with a trace τ ∈ W0(N), a one parameter automorphism group θt
on N such that τθt = e
−tτ , and we have M = N ⋊θ R.
Sketch of proof. It is shown that the modular automorphism ϕ˜ is given by
σϕ˜s = Adϕis (see Example 4.3), and hence inner. It follows that τ defined
above is indeed a tracial weight by Theorem 3.18. By the definition of θt
and ϕ˜, ϕ˜ ◦ θt = ϕ˜ and θt(his) = e−itshis = (e−th)is. Hence θt(h) = e−th,
and
τθt(x) = ϕ˜(h
− 1
2 θt(x)h
− 1
2 ) = ϕ˜(θ−t(h−
1
2 )xθ−t(h−
1
2 )) = e−tτ.
By the Takesaki duality [23, Theorem Theorem X.2.3], we have M˜⋊θR =
M⊗B(L2(R)) ∼=M. Thus (2) is an immediate consequence of (1). 2
By means of Theorem 5.2, we can divide the set of factors of type III
finer.
Definition 5.3. Let M be a factor of type III, and CM := Z(M˜). Then
(CM, θ) is called the flow of weights for M.
SinceM is a factor, (CM, θ) is an ergodic flow, i.e., the fixed point algebra
{a ∈ CM | θt(a) = a, t ∈ R} is trivial. Thus we can divide the set of type III
factors as follows.
Definition 5.4. Let M be a factor of type III.
(1) M is of type IIIλ, 0 < λ < 1, if (CM, θ) has a period − log λ.
(2) M is of type III1 if CM = C, i.e., M˜ is a factor.
(3) M is of type III0 if (CM, θ) is aperiodic and recurrent.
Remark. If M is of type III, then an ergodic flow (R, translation) does not
appear.
Example 5.5. (1) Take 0 < λ < 1. In Example 4.2, let
nk = 2, ak =
1
λ
1
2 + λ−
1
2
(
λ
1
2 0
0 λ−
1
2
)
.
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Then
∞⊗
k=1
(Mnk(C), ϕk) is of type IIIλ. This factor is called a Powers factor
[18], and denoted by Rλ.
(2) Take 0 < λ, µ < 1 with
log λ
logµ
̸∈ Q. Let nk = 2, and take ak as
a2k =
1
λ
1
2 + λ−
1
2
(
λ
1
2 0
0 λ−
1
2
)
, a2k+1 =
1
µ
1
2 + µ−
1
2
(
µ
1
2 0
0 µ−
1
2
)
.
Then
∞⊗
k=1
(Mnk(C), ϕk) is of type III1. This factor is denoted by R∞, and
called an Araki-Woods factor of type III1 [1].
If we take {ak} suitably, we can realize factors of type III0 in Example
4.2.
For factors of type IIIλ, λ ̸= 1, we have the following discrete decomposi-
tion.
Theorem 5.6. (1) Let M be a factor of type IIIλ, 0 < λ < 1. Then there
exist a subfactor N ⊂ M of type II∞ with a tracial weight τ , and an auto-
morphism θ of N such that τθ = λτ and M = N ⋊θ Z.
(2) Let M be a factor of type III0. Then there exist a von Neumann subal-
gebra N ⊂ M of type II∞ with diffused center, a tracial weight τ ∈ W0(N),
and an automorphism θ of N such that τθ ≤ λτ for some 0 < λ < 1 and
M = N ⋊θ Z.
We explain the relation between continuous decomposition and discrete
decomposition. Let M be of a factor of type III0, and M = N ⋊θ(0) Z
its discrete decomposition as above. Let L∞(X,µ) = Z(N), and S be an
ergodic transformation determined by θ(0)(f)(x) = f(S−1x). Let f be a
positive operator affiliated with Z(N) such that τθ(0)(x) = τ(fx). Then the
flow of weights (CM, θ) is given as a flow built under a ceiling function by
(X,S,− log f).
6. Classification of injective factors
Theorem 5.2 and 5.6 suggest that importance of analysis of type II factors
and their automorphism groups for the study of type III factors.
A. Connes succeeded the classification of automorphisms of the AFD fac-
tor of type II1 [4], [6], and applied these results for classification of injective
factors of type IIIλ, λ ̸= 1 [5]. The uniqueness of the injective factor of type
III1 was solved by [7], [12]. In this section, we explain this classification of
injective factors.
TOMITA-TAKESAKI THEORY 53
Definition 6.1. (1) A von Neumann algebraM is said to be approximately
finite dimensional (AFD), if there exists an increasing family of finite di-
mensional subalgebras {Mi}i∈I such that (
⋃
iMi)
′′ =M.
(2) A von Neumann algebra M ⊂ B(H) is said to be injective if there exists
a linear map E : B(H) → M such that ‖E(x)‖ ≤ ‖x‖ and E(a) = a for all
a ∈M.
Tomiyama’s theorem [27] says that E appearing in (2) is a conditional
expectation, i.e., E is a positive map and E(axb) = aE(x)b for a, b ∈ M,
x ∈ B(H). We remark that injectivity is a property for isomorphism classes
of von Neumann algebras, i.e., it is independent from a representation M ⊂
B(H).
The following is a fundamental result due to Murray-von Neumann.
Theorem 6.2. Any AFD factor of type II1 is isomorphic to an ITPFI type
II1 factor
∞⊗
i=1
(M2(C), 2−1Tr). Hence the AFD factor of type II1 is unique
up to isomorphism. We denote the AFD factor of type II1 by R0.
See [23, Chapter XIV.2] for proof.
It is easy to see that AFD property implies injectivity. In many cases, it
is difficult to see AFD property. For example, let M be an AFD factor of
type II∞, and decompose it as a tensor product M = N ⊗ B(ℓ2(N)) with a
factor of type II1 and a factor of type I∞. One may expect N is AFD, but
this is not a so obvious fact. On the contrary, injectivity of N can be easily
checked. Indeed, let E : B(H)→M be as in Definition 6.1, and ϕ a faithful
normal state on B(ℓ2(N)). Then (id ⊗ ϕ) ◦ E : B(H) → N is a conditional
expectation. The class of injective von Neumann algebras is closed under
many operations, e.g., taking commutants, inductive limits, crossed product
by amenable groups.
The Connes-Krieger-Haagerup classification of injective factors [5], [14],
[7], [12] can be stated as follows.
Theorem 6.3. (1) A von Neumann algebra M is injective if and only if M
is AFD.
(2) The injective factors of type II1 and type II∞ are unique up to isomor-
phism.
(3) Isomorphism classes of injective factors of type III are completely deter-
mined by their flow of weights. In particular, the Powers factor Rλ is the
only injective factor of type IIIλ, 0 < λ < 1, and the Araki-Woods factor
R∞ is the only the injective factor of type III1.
(4) Any aperiodic and recurrent ergodic flow can be realized as a flow of
weights for some injective factor of type III0.
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We roughly explain the proof of Theorem 6.3. The proof is given sepa-
rately based on type of factors.
(Type II1 case.) This case is the most fundamental. Let M be an injective
factor of type II1 with a tracial state τ . Let ϕ(x) := τ ◦ E(x), which is
called a hypertrace on M since ϕ satisfies ϕ(ax) = ϕ(xa), a ∈M, x ∈ B(H).
A fundamental idea is that we regard a hypertrace ϕ as a noncommuta-
tive analogue of an invariant mean on a discrete amenable group. By the
Day-Namioka type trick, one can deduce a Følner type condition, which
is a key for proof of M being AFD. By the uniqueness of the AFD factor
of type II1, it followsM ∼= R0. See [5], [23, Chapter XVI] for details of proof.
(Type II∞ case.) Let M be an injective factor of type II∞, and decompose
M = N⊗B(ℓ2(N)) as a tensor product of a type II1 factor and a type I∞ fac-
tor. Then N is injective, and hence N ∼= R0. So we haveM ∼= R0⊗B(ℓ2(N)).
Denote by R0,1 the injective factor of type II∞.
(Type IIIλ, 0 < λ < 1, case.) Let M be an injective factor of type IIIλ,
0 < λ < 1, and M = N ⋊θ Z be its discrete decomposition. Then N is
also injective, and hence isomorphic to R0,1. Thus classification is reduced
to that of automorphisms on R0,1. Then the uniqueness is the immediate
consequence of the following theorem due to Connes [4], which has its own
interest.
Theorem 6.4. Let θi, i = 1, 2, be automorphisms of R0,1 with τθi = λτ for
some 0 < λ < 1. Then θi are conjugate, i.e., there exists an automorphism
σ such that θ1 = σθ2σ
−1.
(Type III0 case.) We explain two proofs for classification.
LetM be an injective factor of type III0, and N⋊θZ be its discrete decom-
position. As in type IIIλ case, N is injective, and hence N ∼= L∞(X,µ)⊗R0,1
for some measure space (X,µ).
First approach. In this case, M turns out to be isomorphic to a Krieger
factor [3], i.e.,M = L∞(Y, ν)⋊T Z for some ergodic transformation (Y, ν, T ).
By Krieger [14], the isomorphism classes of such factors are completely de-
termined by their flow of weights.
Second approach. By the disintegration theory, we can reduce the classi-
fication of M to that of actions of a groupoid X ⋊S Z on R0,1. Such actions
can be classified by Krieger’s cohomology Theorem [23, XIII.3.16].
We show Theorem 6.3 (4), when an ergodic flow (Z,F) admits an invariant
measure µ. (See [23, Chapter XVIII.2] for a general case.)
Let αt be αt(f)(x) = f(F−tx), f ∈ L∞(Z, µ). Existence of an AFD factor
of type III1, e.g., R∞, implies the existence of a trace scaling automorphism
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θ
(0)
t on R0,1, i.e., τ0θ
(0)
t = e
−tτ0 for the tracial weight τ0 ∈ W0(R0,1). Let
θt := θ
(0)
t ⊗ αt on N := R0,1 ⊗L∞(Z, µ), τ := τ0 ⊗ µ. Then RF := N⋊θ R is
an injective factor of type III0 whose flow of weights is (Z,F).
Krieger [14] showed that the classification of Krieger factors is equivalent
to that of ergodic transformations by orbit equivalence. We can not treat
this theorem in this survey, and refer [23, Chapter XVIII.2] for this topic.
(Type III1 case.) This case is extremely difficult, because of the difficulty
of analysis of one-parameter automorphism groups. Connes [7] found a
sufficient condition for the uniqueness of the injective factor of type III1,
and Haagerup [12] finally solved Connes’ problem, and the huge project of
classification of injective factors has been completed. In their theory, the
notion of bicentralizer plays a central role.
Definition 6.5. LetM be a von Neumann algebra, and ϕ a faithful normal
state. Define a bicentralizer Bϕ of ϕ by
Cϕ := {(xn)n∈N | sup
n
‖xn‖ <∞, lim
n
‖[xn, ϕ]‖ = 0},
Bϕ := {a ∈M | lim
n
[a, xn] = 0 strongly for all (xn) ∈ Cϕ}.
Here [xn, ϕ] ∈M∗ is defined by [xn, ϕ](y) := ϕ(yxn − xny).
Connes [7] proved that the triviality of Bϕ is sufficient for uniqueness.
Theorem 6.6. If an injective type III1 factor M admits a faithful normal
state ϕ with Bϕ = C, then M is isomorphic to R∞.
We explain the idea of Connes. Fix T > 0, and let α := σϕT . Then the
crossed product M ⋊α Z is an injective factor of type IIIλ, where λ = e−T .
Hence it is isomorphic to Rλ. By the Takesaki duality, we only have to clas-
sify the dual action αˆ of T on Rλ. The key for classification is approximate
innerness of α. If this is the case, then αˆ is classifiable, and the uniqueness
follows. He showed that α is indeed approximately inner under the condition
Bϕ = C.
As explained above, Connes’ approach avoids cleverly direct analysis of a
trace scaling automorphism θt on R0,1. However we can classify θt and hence
show the uniqueness based on Theorem 5.2 [16], if we admit approximate
innerness of modular automorphisms.
We comment that Haagerup [13] obtained an alternative proof of Theorem
6.6.
The bicentralizer problem was finally solved by Haagerup, that is, he
obtained the following theorem.
Theorem 6.7. Any injective factor of type III1 has a faithful normal state
with Bϕ = C. Therefore R∞ is the only injective factor of type III1.
56 T. MASUDA
Appendix A. Crossed product construction
In this appendix, we summerize basic facts on crossed-product construc-
tion, which is necessary in this survey. See [23, Chapter X] for details.
Let M be a von Neumann algebra, and Aut(M) a set of automorphisms
on M. Let G be a locally compact group with a left invariant Haar measure
µ, and α an action of G onM, i.e., α : s ∈ G 7→ αs ∈ Aut(M) is a continuous
homomorphism.
Assume M ⊂ B(H), and
L2(G,H) :=
{
ξ : G→ H,measurable |
∫
G
‖ξ(s)‖2dµ(s) <∞
}
.
Define a ∗-representation piα :M→ B(L2(G,H)), and a unitary represen-
tation λ of G by
(piα(a)ξ)(s) := αs−1(a)ξ(s), (λ(t)ξ)(s) := ξ(t
−1s).
We have a covariant relation λ(t)piα(a)λ(t)
∗ = piα(αt(s)).
Definition A.1. The crossed product M ⋊α G is a von Neumann algebra
generated by piα(M) and {λ(t)}.
Remark. The algebraic class of M⋊α G is independent from H.
Let K(G,M) be a set of compact supported continuous M-valued func-
tions. For f ∈ K(G,M), let piα(f) be
(piα(f)ξ)(s) :=
∫
G
α−t(f(t))ξ(t−1s)dµ(t).
Then piα(f) ∈M⋊α G, and formally it is represented by
piα(f) =
∫
G
piα(f(t))λ(t)dµ(t).
We can see that piα(K(G,M)) is a dense ∗-subalgebra of M⋊α G.
Let v(s) be a 1-cocycle for α, i.e, v(st) = v(s)αs(v(t)) holds. Then vαs :=
Ad v(s)αs is also an action of G. Let W be a unitary defined by
(Wξ)(s) := v(s−1)ξ(s).
Then we can see Wpiα(a)W
∗ = pivα(a), and Wλ(t)W ∗ = pivα(v(t))λ(t).
Hence Ad(W ) gives an isomorphism between M⋊α G and M⋊vα G.
Further assume that G is abelian, and let Gˆ be its dual group. For p ∈ Gˆ,
define µ(p) by
(µ(p)ξ)(s) := 〈s, p〉ξ(s).
Then Ad(µ(p))(piα(a)) = piα(a), and Ad(µ(p))(λ(t)) := 〈s, p〉λ(t) holds.
Hence we have an action αˆ of Gˆ onM⋊αG by Ad(µ(p)), which is called the
dual action of α. The Takesaki duality theorem can be stated as follows.
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Theorem A.2. There exists a canonical isomorphism Φ : (M ⋊α G) ⋊αˆ
Gˆ → M ⊗ B(L2(G)). Via this isomorphism, the second dual action ˆˆαs is
transformed to αs ⊗Adλ(s−1).
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