Abstract. For the fundamental representations of the simple Lie algebras of type B n , C n and D n , we derive the braiding and fusion matrices from the generalized YangYang function and prove that the corresponding knot invariants are Kauffman polynomial.
integral of Chern-Simons functional over the infinite dimensional moduli space of connections into the integral of a Yang-Yang function over a finite dimensional parameter space. What's more important, Lefschetz thimbles naturally give a representation of the braiding operation and therefore provide a powerful tool to study the wall-crossing phenomena. In [10] , we used the generalized Yang-Yang function to study the braiding matrix and knot invariants for A n Lie algebras. In this paper, we use quantum mechanics to describe this method, derive the braiding and fusion matrices for the simple Lie algebras of type B n , C n and D n and prove that the corresponding knot invariants are Kauffman polynomial.
In section 2, we briefly review getting braiding formula from Lefschetz thimbles of the generalized Yang-Yang functions for both cases of symmetry breaking and without symmetry breaking. This part of results was developed in the previous paper [10] .
In section 3, we define the braiding and fusion operators in quantum mechanics language. Then, for the simple Lie algebras of type B n , C n and D n , we derive the braiding and fusion matrices and several relations between them from thimbles of generalized Yang-Yang functions in section 3.
In section 4, we prove that the corresponding knot invariants are Kauffman polynomial.
Braiding formula from Lefschetz thimbles of the generalized Yang-Yang function
The real part of a holomorphic function on a Hermitian manifold, as a Morse function, has some nice properties.
Lemma 2.1. For a holomorphic function on a Hermitian manifold M dim R M = 2d, if its real part h is a Morse function on M (i.e. the Hessian matrix of h is non-degenerate and its critical points are isolated), then (1) the gradient flow of h keeps the imaginary part invariant; (2) the index of each critical point of h is d.
From this lemma, Lefschetz thimbles are naturally defined: . The gradient flow connecting P + with P − is on the real axis of x plane and the imaginary part of f is zero along this flow. When a 0, there is no gradient flow connecting P + with P − . As is shown in Figure 1 , the picture (a), (b) and (c) describe the gradient flows starting from P + and P − with a = 1, a = 0 and a = −1 respectively.
J − is unchanged, but J + will receive an additional term. This phenomena also appears when we change a from 1 to −1 continuously with b < 0 . When a = 0, two rays b > 0 and b < 0 on the λ plane are called Stokes rays (Stokes walls). Passing through a Stokes ray is called wall-crossing. When wall-crossing happens, the thimble will receive an additional term.
Considering distinct points z 1 , ..., z d on C, we associate each point with an irreducible highest weight representation V λ a of g, where λ a is a dominant integral weight. Thus V λ a is a finite dimensional irreducible highest weight representation of g.
.., α n } is the set of the simple roots of g. w j ( j = 1, 2, ..., Õ)
are distinct points on C different from z a . Each w j is associated with a simple root α i j of g, where i j ∈ {1, 2, ..., n}. is the generalized Yang-Yang function (see [5] , [6] and [8] for more details) associated to the representation V λ a of g.
We consider the integration J Õ e 
The (−1) Õ comes from the fact that the braiding changes the direction of each dimension into the opposite direction and the thimble J Õ is Õ dimensional. We formally define J 0 to record the phase factor of e
With a positive real parameter c, 
. When c → ∞, the critical point equation or Bethe equation
has solutions:
Consider special solutions satisfying the following two conditions:
(2) λ − j∈S 1 α i j and λ − j∈S 2 α i j are weights of the representation V λ .
Denote the thimble associated to the critical point of this type as J s,Õ−s , where s = #S 1 .
We can formally define J 0,0 = J 0 as in (4), then 0 ≤ Õ ≤ 2m. Now combining all thimbles together with respect to Õ from 0 to 2m, we have totally (m + 1) 2 different thimbles. These (m + 1) 2 thimbles associated to special solutions of the Bethe equation in the symmetry breaking case naturally form a set of basis of the representation space V λ 1 ⊗ V λ 2 . Each thimble J s,Õ−s corresponds to a weight vector with weight
where V Õ is a linear space generated by
Clearly, the braiding does not change the dimension of the thimble. Therefore, V Õ is an invariant subspace of the braiding transformation.
The braiding of the thimble of the generalized Yang-Yang function with symmetry breaking is
where w.c.t represents unknown wall-crossing terms. See [10] for more details.
Two properties of wall-crossing should be noticed. First, wall-crossing in the braiding transformation does not create or annihilate any simple root, but only transfers them from one location to another. We call this property the conservation law of wallcrossing. If the total types and numbers of the simple roots of two thimbles are different, the Yang-Yang functions of them are two different functions. From the definition of the braiding of the thimble, the braiding transformation only appears between the thimbles from one holomorphic function. Thus this property is natural. Second, the transfer of simple roots in the wall-crossing can only be from z 2 to z 1 . The gradient flows in the symmetry breaking case are from z 1 and z 2 to the infinity in the positive direction of the real axis in w plane. In our assumption, z 1 and z 2 have the same real part and Imz 1 > Imz 2 . Therefore, in the clockwise braiding, the wall-crossing appears when there is a gradient flow started from z 2 passing through z 1 . Thus the only possible Figure 2 . Decomposition of a link diagram transfer of simple roots is from z 2 to z 1 . These two properties tell us that if we choose proper basis, the braiding matrix will be a diagonal partitioned matrix and each block in the diagonal will be a triangular matrix. Thus, they are actually sub-representations of the braiding.
Quantum mechanics and knot invariants
In [2] , quantum mechanics was used to study knot invariants. We give a brief review of it in this section. After the projection on a plane, knots can be decomposed as two strands braiding B, its inverse B −1 , annihilation M ab , creation M ab and identities, as is shown in Figure 2 and Figure 3 .
In quantum mechanics, the probability amplitude for the concatenation of processes is obtained by summing the products of the amplitudes of the intermediate configura- 
where we use Einstein notation for summation.
Now we focus our attention on the state space and the operators acting on it. To derive knot invariants from a general simple Lie algebra, we define the state space as the representation space V λ of the finite dimensional irreducible highest weight representation of the simple Lie algebra g with the highest weight λ. Then the braiding operator is defined as B :
We assume dimV λ = m + 1. Therefore, the braiding matrix is an (m + 1)
Annihilator is a function f :
V λ 1 and can be represented as an (m + 1) × (m + 1) matrix. Creator is a map
It can also be represented as an (m + 1) × (m + 1) matrix. We denote the amplitudes for annihilation and creation between two states v a and v b as M ab and M ab respectively in Figure 3 . As is shown in Figure 4 , to be invariant under the topological moves, they should be inverse to each other:
We call the matrix of amplitudes for the annihilation of two strands fusion matrix M, then the matrix of amplitudes for the creation of two strands is just its inverse M −1 .
For 
...
4. Braiding and fusion matrices for simple Lie algebras B n , C n and D n 4.1. Fundamental representation of B n . B n has n simple roots
The highest weight of the fundamental representation V λ of B n is λ = (1, 0, ..., 0). Here we use Dynkin label: weights are represented in the fundamental weight basis. They 
where s, t = 0, 1, ..., 2n.
Proof: The proof is straightforward.
It should be noticed that these inner products are irrelative to the rank n.
The fundamental representation of B n has the following duality property.
Lemma 4.2.
where s, t = 0, 1, ...2n. We use the equation (3) to compute the phase factor coming from the braiding of the thimble J 2n of the generalized Yang-Yang function without symmetry breaking.
In the fundamental representation of B n Lie algebra, the simple roots
In Figure 6 , thimble J 2n is represented as a line connecting z 1 and z 2 in w plane, where w = x 1 + ix 2 and Imz 1 > Imz 2 . After braided
clockwise, thimble J 2n is twisted in the 2 + 1 dimensional space time. It is shown in Figure 7 after projected on t, x 2 plane. The knot invariant for this twist is
Therefore, (14) implies that
This means that the braiding of thimble J 2n without symmetry breaking gives an eigenvalue of the braiding matrix in symmetry breaking case.
Proof:
There is no wall-crossing. From Lemma 2.4,
• f > Õ − f : Also there is no wall-crossing. From Lemma 2.4,
• f < Õ − f : From the conservation law of wall-crossing, there will be one wall-crossing term of J f,Õ− f . From Lemma 2.4 and formula (9),
where d is an unknown constant. The transformation of J f,Õ− f and J Õ− f, f forms into a matrix:
To determine d, we derive the braiding matrix of cycles C Õ− f, f and C f,Õ− f . For convenience, we assume that Õ − f = f + l. From the second property of 
The braiding of C f,Õ− f = C f, f +l will cause wall-crossing. As is shown in Figure 8 , Figure 9 and Figure 10 , wall-crossing part is equivalent in homology to a zig-zag cycle, which is starting from z 2 , heads directly to Rez = ∞ before doubling back around z 1 and returning to Rez = ∞. Thus, there are three pieces in the wall-crossing part with two of them near z 1 .
Consider the integral of the generalized Yang-Yang function on C f, f +l :
After braiding, this integral becomes:
The ranges of indexes a, j, r, r
In the first formula of equations above , q
comes from the braiding of the factor(z 1 − z 2 ) 
Thus, This completes the proof.
where
are unknown constants.
Proof:By the property of the wall-crossing , if we choose J 2n,0 , J 2n−1,1 ,..., J 0,2n as a set of basis, B will be a triangular matrix on V 2n . The skew diagonal elements are coming from the formula (9) of the braiding in the symmetry breaking case.
To derive a knot invariant, we consider the general case of dimV λ = m + 1 and assume that for Õ m,
As is shown in Figure 11 , braiding and fusion matrices must satisfy the following condition:
, where C is a constant.
We have:
When m is even: the condition (23) implies that
When m is odd: the condition (23) implies that
Proof: The left hand side of (23) From (21),
• When a = m 2
: From (21) and (22),
• When 0 ≤ a < : From (21) and (22),
Thus,
• When a = •
When m is even: From (27) and (28),
It should be noted that
This leads to
Let a = m, from (27), we have
Since all of M m−aa M m−aa are known, from (29),
When m is odd: From (27),
If we assume that
This completes the proof.
For the fundamental representation of B n Lie algebra, m = 2n, γ = q This completes the proof.
After rotating Figure 11 where C must be the same constant in Figure 11 . Thus,
if we denote
i.e. ζ is an eigenvector of B on V 2n with respect to the eigenvalue C −1 = q n . This is in accordance with the braiding formula (14) for thimble J 2n .
To find other eigenvalues of B on V 2n , we introduce the following Lemma:
is a ring of Laurent polynomials of y. If
where m 1 , m 2 ∈ Z + and m 1 + m 2 = m, then 
we have
The assumption leads to a contradiction, thus for any i = 1, 2, ...m, a i is a monomial in
Then from
we know 
This completes the proof. 
Proof: We know the trace and determinant of B on V 2n from Lemma 4.6:
From Figure 12 , one of 2n + 1 eigenvalues is e 2n+1 = q n . Thus, 
Assume that it has only three different monomial eigenvalues: a of multiplicity m,
is an eigenvector of S satisfying
Then
(1) 
i.e. ξ ′ is an eigenvector of S with respect to the eigenvalue c.
Because the multiplicity of eigenvalue c is 1, the dimension of eigenvector space with respect to c is also 1. ξ and ξ ′ are linearly relative.
a, i j and i = l + 1 − j;
it is straightforward to see
Proof: Now let y = q 
From (35),
is also an eigenvector of B on V 2n with respect to the eigenvalue q n , thus
where d is a constant. From Lemma 4.9,
Thus, for Õ 2n,
Combining two equations (56) and (53) together, we have
Since C = q −n , (34 ) and (33 ) are equivalent to
To derive the braiding matrix B on V 2n , we choose a special solution of M ab . As the same as in the case of A n Lie algebra [10] , we choose M ab satisfying the following normalization condition:
or equivalently,
It should be noticed that Theorem 4.11 is independent of this normalization. 
Proof: It is straight forward from Lemma 4.5.
For convenience, we choose 
Now we can use the formula (53) to determine the unknown elements β 
Proof: It is a straight forward calculation from (53) and (63).
Thus, the braiding matrix B is derived and it is independent of the normalization condition (60). One can check that when e h = q − 1 2 , this result is the same as that in section 7.3C of [9] , therefore, braiding matrices we derived satisfy Yang-Baxter equation.
4.2.
Fundamental representation of C n . C n has n simple roots α i , i = 1, 2, ..., n. Car-
The highest weight of the fundamental representation V λ of C n is λ = (1, 0, ..., 0). Figure  13 . It is a 2n dimensional representation and naturally gives an order on weights of the fundamental representation. The ordered weights are denoted by λ 0 , λ 1 , ..., λ 2n−1 .
Weights of the fundamental representation are
Lemma 4.14.
where s, t = 0, 1, ..., 2n − 1.
These inner products are irrelative to the rank n.
Lemma 4.15.
where s, t = 0, 1, ..., 2n − 1. 
From the Lemma 4.14, the proof is straightforward.
When Õ = 2n − 1 without symmetry breaking, the simple roots
The minus comes from the fact that the braiding changes each dimension of the thimble J 2n−1 into the opposite direction and J 2n−1 is odd dimensional.
As the same reason as in the case of B n Lie algebra, it implies that
By the same method as in the case of B n Lie algebra, we derive the braiding and fusion matrices for the fundamental representation of C n Lie algebra and omit the proof.
where β
For the fundamental representation of C n Lie algebra,
and β
The condition (42)
in Lemma 4.9 now is equivalent to
It follows that 
Let y = q 
Under the normalization condition:
It should be noticed that Theorem 4.19 is independent of this normalization. Cartan matrix of D n is
... Figure 14 . We denote them as λ
For convenience of discussion, we define the order of the weight as follows. 
Lemma 4.22.
where s, t = 0, 1, 2, ..., n − 2, n − 1, n − 1 ′ , n, n + 1, ..., 2n − 2.
Proof: 
These inner products are also irrelative to the rank n. D n also has duality property, the inner products of two weights are the same as the inner products of two complementary weights.
Lemma 4.23. If o(s)
Proof: o(s)+o(t) = 2n−1 if and only if o(u)+o(v)
When Õ = 2n − 2 without symmetry breaking, the simple roots
By the same method as in the case of B n Lie algebra, we derive the braiding and fusion matrices for the fundamental representation of D n Lie algebra and omit the proof. 
Theorem 4.24. For any
and β ab ab = (q
Under the normalization condition: we choose
... 
It should be noticed that Theorem 4.28 is independent of normalization.
Now we can use the formula (91) to determine the unknown elements β db ac in the braiding matrixB on V 2n−2 . Thus, the braiding matrix B is derived and it is also independent of the normalization condition (92). One can check that when e h = q − 1 2 , this result is the same as that in section 7.3C of [9] , therefore, braiding matrices we derived satisfy Yang-Baxter equation. Thus, for the fundamental representation of simple Lie algebras B n , C n and D n , the knot invariants < K >, defined as vacuum expectations of a quantum mechanics system involving the braiding and fusion operators, are Kauffman polynomial.
