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INTRODUCTION 
The generally felt necessity to describe sound as a function of frequency 
and time has led to the introduction of several two-dimensional repre.senta-
tions of sound signals, of which the sonogram is the most widely used. Many 
authors, especially those who are concerned with identification of sounds, 
such as species-specific vocalisations, by the central nervous system, present 
the sonogram in addition to the oscillogram, the signal waveform. They thus 
implicitly express the view that the sonogram presents those properties of the 
sound signal that are relevant for the nervous system. Nevertheless, most 
investigations into signal identification by the auditory central nervous 
system have concentrated on either the spectral sensitivity of the neurons, 
i.e. tuning, or the temporal course of their responses, i.e. peristimulus time 
histograms. In this thesis the results are presented of systematic studies 
into the spectro-temporal information processing by auditory neurons in the 
midbrain of the lightly anaesthetised grass frog, Rana temporaria L. 
In the first chapter of this thesis the spectro-temporal characteristics 
of the neurons are investigated under stimulation with gaussian wide-band 
noise. This kind of noise is well suited for the analysis of unknown systems 
from the point of view of the theory of nonlinear-system identification. Only 
about 30% of the auditory neurons in the midbrain of the grass frog respond 
to this stimulus, however. This necessitates the use of a different stimulus. 
The second chapter, therefore reports the spectro-temporal characteristics of 
the neurons investigated under stimulation with long series of tones, to which 
over 80% of the neurons appeared to respond. The observed characteristics were 
correlated with other neuronal properties, the lock of the response to the 
stimulus, the waveform of the action potentials produced by the neurons, the 
site of the neurons in the frog's midbrain, and their binaural-interaction 
pattern. 
When the neuron responds to gaussian wide-band noise it is possible to 
calculate the spectro-temporal receptive field (STRF) which shows the spectro-
temporal properties of the stimulus that influence the firing probability of 
the neuron. In the third chapter it is reported to what extend the response 
of the neuron can be derived from the STRF. The fourth chapter describes how 
the STRF as determined under stimulation with noise can be used to predict 
the response to different stimuli such as species-specific vocalisations. 
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SPECTRO TEMPORAL CHARACTERISTICS OF SINGLE UNITS IN THE AUDITORY 
MIDBRAIN OF THE LIGHTLY ANAESTHETISED GRASS FROG (Rana temporaria L.) 
INVESTIGATED WITH NOISE STIMULI 
DJ HLRMCS, АМН J AERTSEN, Ρ Ι M JOHANNFSMA and J J EGGFRMONT * 
Department of Medical Physics ana Biophysics, University of Ni/megen, Nijmegen, The Netherlands 
(Received 19 February 1981, accepted 21 May 1981) 
About 30% of the auditory units in the midbrain of the lightly anaesthetised grass frog respond in a 
sustained way to stationary pseudorandom noise This response is described by the spcctro-temporal 
receptive field (STRb), the regions in the spectro-temporal domain where the average second-order 
functional of those parts of the stimulus ensemble that precede the action potentials differ from the 
average second-order functional of the stimulus ensemble By means of the STRE frequency selectiv­
ity, postactivation suppression and lateral suppression can quantitatively be studied under one and the 
same experimental condition 
Auditory units that respond to stationary noise are localised in those parts of the torus where 
fibres enter from the olivary nucleus They are characterised by relatively short latencies to tones and 
probably represent the first information-processing stage in the torus semicircularis 
Key words spectro-temporal receptive field, second-order cross-correlation, frog, torus semicircu­
laris, noise stimuli 
INTRODLCTION 
Auditory neurons in the central nervous system have mainly been characterised by iso-
rate frequency response curves (e g tuning curves), iso-intensity frequency response 
curves, penstimulus time histograms, dot displays, and discharge rate versus stimulus 
intensity curves [15,16,21,22] Iso-rate curves and iso-intensity curves show aspects of 
the neuron's frequency selectivity, penstimulus time histograms and dot displays reflect 
the neuron's temporal, generally called dynamic, properties Discharge rate versus stimu­
lus intensity curves represent the way in which the neuron codes the intensity of the 
stimulus 
Besides studies investigating binaural interaction on single unit level [18,19,28], the 
directional sensitivity of evoked potentials [39], and the temperature sensitivity of multi-
unit thresholds [8,24,33] investigations into the anuran central auditory system have 
dealt mainly with tuning properties of neurons [9,51] Behavioral studies in anurans, 
however, demonstrated the significance of spectral as well as temporal characteristics of 
species-specific vocalisations [20] This was verified in some studies that showed the 
* To whom reprint requests should be sent 
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selectivity of auditory neurons in the anuran midbrain for certain intervals between tones 
[7,47,51] So it is felt necessary to study the combined spectral and temporal properties 
of auditory neurons in the anuran central nervous system 
Evoked potential studies have shown that the highest known auditory centre of frogs 
is in the forcbrain [36], while multi-unit as well as evoked-potential studies had earlier 
shown that there is an auditory centre in the thalamus [35] Detailed morphological 
studies, however, of these areas are still lacking 
These considerations lead to the investigation of the large auditory centre in the 
anuran midbrain, the torus semicirculans, the morphology of which has been studied by 
Potter [40] and Pnot-Droy [42] Ascending pathways to the thalamus have been studied 
by Neary [37] In addition, it is relatively easy to obtain single unit recordings from the 
torus semicirculans of the lightly anaesthetised animals 
In this study the combined spectral and temporal properties of neurons in the torus 
semicirculans of the lightly anaesthetised grass frog (Rana temporaria L) have been 
studied by first- and second-order cross-correlation techniques where wide-band noise 
was used as a stimulus In second-order cross-correlation techniques second-order prop-
erties of those parts of the stimulus are investigated that precede the action potentials 
A well known example of a second-order representation is the dynamic spectrogram or 
sonogram, often used to characterise vocalisations Spectral and temporal characteristics 
are represented here in a combined way It will be demonstrated that a combined spectro-
temporal approach yields a better characterisation than, for example, determining tuning 
curves and penstimulus time histograms separately 
MITHODS 
Preparation 
Adult grass frogs (Rana temporaria L) from Ireland were anaesthetised by putting 
them into a 0 05% solution (pH = 7) of MS-222® (ethyl-w-aminobenzoate methane sul-
phonate) until the cornea reflex disappeared The skin overlying the upper part of the 
skull was then removed A screw was glued upside down to the frontal bones with a den-
tal resin (Palacav®) which has good adhesive properties to dry bone A hole was drilled 
into the parietal bones above the tectum mesencephah, the dura was kept intact, and 
paraffin oil was put on the dura to prevent it from drying up The animal was placed into 
a sound attenuated room (IAC type 1202A) in which the temperature was kept under 
180C, generally at about 150C, in order to ensure that skin respiration was sufficient to 
maintain a good oxygen supply to the animal The skull was fixed by the screw to a stain-
less-steel bar Xylocaine (4%) was put on the wound and the level of anaesthesia was 
lowered until the cornea reflex, the feetpinch withdrawal reflex, and often spontaneous 
respiration returned The presence of these reflexes appeared necessary to obtain satis-
factory responses, while in their absence it was very hard to get reliable single-unit 
recordings, and those ones obtained did not show the variety of characteristics found in 
lightly anaesthetised animals Light movements of these animals generally did not disturb 
the single-unit recordings The anaesthetic was refreshed every one or two hours in order 
to maintain an acceptable level of anaesthesia 
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Stimulation 
Stimulation was performed by means of a closed sound system consisting of two 
couplers attached to the head around the tympanic membranes The design of the couplers 
is shown in Fig 1, their amplitude and phase characteristics are shown in Fig 2 The am-
plitude characteristic was flat within 5 dB up to 3 kHz, a region quite sufficient for the 
study of hearing in grass frogs [8] The amplitude characteristics of both couplers were 
equal within 3 dB 
In most cases both ears were stimulated simultaneously If stimulation of the ipsilat 
eral ear, referring to the recording site, had a strong inhibitory effect, only the contra-
lateral ear was stimulated In the first stages of this investigation noise with an average 
intensity of 85 dB SPL was used It appeared, however, that in many units the average 
firing rate during stimulation could be increased by stimulating with noise of 94 dB SPL, 
while some units that showed a good response to 94 dB noise, showed no response to 85 
dB noise For those units that were studied with both intensities the response characteris-
tics did not change in any significant way So all results shown, except two, were ob-
tained for stimulus intensities of 94 dB SPL One of the units was only stimulated with 
85 dB SPL, from the other unit a satisfactory response could only be obtained by stim-
ulation with 99 dB SPL. 
Noise was generated by a pseudorandom binary-sequence noise generator (Hewlett-
Packard, HOI 3722A) It consisted of pseudorandom gaussian wide-band noise obtained 
ír= = ¿ 5 mm I I 
Fig 1 The closed coupler system Used as a sound source the membrane of a Sennheiser electrody-
namic microphone (MD 211 N) (1) was fixed into a tube (2) which was tapered to provide a good 
coupling to the tympanic membrane (3) of an adult frog The membrane was driven by its proper 
control unit (4) placed outside the coupler Behind the membrane a Bruel and Kjaci condenser micro-
phone (4134) (5) was attached in order to monitor the functioning of the membrane and to observe a 
possible leakage between the coupler and the head of the frog This leakage manifested itself by a 
larger signal on the monitoring microphone for frequencies below 100 Hz than could be expected 
from a proper calibration of the closed system A tighter attachment of the coupler to the animal's 
head always resolved this problem The space between the tympanic membrane and the membrane 
of the electrodynamic microphone (6) was filled with damping material, cotton wool and foam 
plastic, to provide a satisfactory damping of the system. Small pieces of gauze prevented the damp-
ing material from touching the membrane of the microphone The connection between the mam body 
of the coupler and the head of the animal (7) was made of plastic to prevent an electric connection 
between the coupler and the animal 
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Fig. 2. Amplitude and phase characteristic of the coupler. 
by lowpass filtering (6 dB/octave) a binary signal with a sequence length of 1 048 575 
steps. In order to improve the statistical properties of the noise, two feedback loops were 
added from the 20th bit to the 15th and 22nd bit of the shift register [23]. For units with 
best frequencies above 1 000 Hz a cut-off frequency (—3 dB) of 5 kHz was used resulting 
in a sequence duration of 10.49 s. Units with best frequencies below 800 Hz were gener-
ally stimulated with noise lowpass filtered at 1.5 kHz (—3 dB), producing a sequence 
duration of 34.95 s. The overall intensities of both noise stimuli were equal; but per Hz 
the intensity of the latter was 5.23 dB higher than the intensity of the former. A com-
plete noise stimulus consisted of a number of sequences, mostly 4, 8, 16 or 32, presented 
immediately after each other. In order to improve the statistical properties of the noise 
for first-order cross-correlation, the same noise stimulus was also presented after passing 
it through an inverter [12,32,49]. This will be called negative noise, in contrast to the un-
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inverted positive noise These stimuli were generated under the control of a PDP-11/10 
computer 
Single-unit recordings 
Stainless-steel insect pins with nylon heads were used for the preparation of the micro-
electrodes [17] They were etched upside down in a 25% solution of HCl by an alternat­
ing current until the head fell off They were coated with lacquer (Insl X) except for the 
tip which was exposed over a distance of about 5-15 jum Their 1 kHz impedances 
ranged from 2 to 14 ΜΩ This particular type of electrode was used because they easily 
penetrate the dura and are simple to prepare 
The electrode signal was amplified 1000 times by a Grass PI 6 preamplifier, band-
passed from 6.5 to 6 500 Hz, and passed through an additional amplification stage (1—50 
times) into a level discriminator. Referring to the same clock that controlled the stimulus 
generator, the moments of the unit impulses coming out of the level discriminator were 
stored into a PDP-11/34 computer, used as a data-acquisition system. The resolution of 
the system was 10 με 
Localisation of recording site 
The rmcroelectrodes were lowered through the tectum mesencephah into the torus 
sermcirculans by means of a motonsed hydrauhc-microdnve system (Trent Wells 3-0661) 
controlled from outside the sound-attenuated room Most first tracks started 1 mm later­
ally from the median The occurrence of auditory background activity was considered 
to be the beginning of the torus [40], which was verified several times by making lesions 
at this site The preparation was allowed to stabilise for at least a quarter of an hour, after 
which the electrode was further lowered to isolate single-unit activity Generally more 
than one track was made in either side of the torus After successful recordings were 
made, lesions were often made at a reference point in the track by an anodal current of 
0 3 μΑ applied for 10 s After making a lesion at one side of the torus sermcirculans, 
recordings were continued in the contralateral side After terminating the expenment the 
animals were deeply anaesthetised and the brain was perfused with Ringer solution and 
Bourn fixative After fixation for a few hours the brain was removed from the skull, and 
after washing out the Bourn fixative with a 70% solution of alcohol, the brain was stored 
in 70% alcohol The brain was imbedded in paraffin, cut into 20 μπι sagittal sections and 
stained with haematoxylme eosin Tracks and lesions were traced and the recording sites 
were indicated in a map of the midbrain consisting of positioned photographs of cresyl 
violet-stained sagittal sections separated by 100 μιη 
THE CHARACThRISATlON OF UNITS 
The concept of stimulus ensemble and pre-event stimulus ensemble 
The first thing one wants to know when one records action potentials of single units 
during the presentation of a stimulus is whether there exists a relation between the stimu­
lus and the occurrence of the action potentials, the events To show the existence of such 
a stimulus -event relation the concepts of stimulus ensemble (SE) and pre-event stimulus 
ensemble (PESE) were used [2,25] The SE is the complete set of stimuli that are pre-
9 
152 
sented to the animal The PESE is the subset of the SE consisting of those elements that 
precede an event 
There exists a stimulus—event relation when the probability of an event is influenced 
by the SE. For sets of stimuli that last long enough to permit the recording of a signifi­
cant number of spikes, this influence can be revealed by presenting the same stimulus 
twice, and evaluating the coincidences of the concurrent spike trains [1] If αχ and a 2 are 
the average firing rates during the first and the second presentation, Τ is the total dura­
tion of the SE and Δτ is the interval in the cross-coincidence histogram (—r, τ), then the 
expected number of coincidences in Δτ, t 0 , for strictly independent spike trains equals 
α ^ Γ Δ τ If El is the obtained number of coincidences in Δτ, the quantity (E0 - ΕλγΐΕϋ 
was used as test statistic which was assumed to be x2-distributed for expected values not 
smaller than 5. If some Δτ could be found for which a significant {P< 0 05) deviation 
from the expected value could be found, the spike trains were considered to have more 
coincidences than could be accounted for by mere chance In this case the probability of 
the events is influenced by the stimulus and those parts of the SE that precede the action 
potentials will in one way or another differ from the complete SE 
If the probability of an event depends in some way upon properties of the stimulus, 
these very properties distinguish the PESE from the SE The inverse, however, does not 
need to be true. For an arbitrary SE it cannot be generally said that any property of the 
PESE in which it differs from the SE also influences the firing probability of the neuron 
under study. It might very well be that such a property is time-locked to another one that 
does influence the firing probability of the neuron. Only a property of the stimulus which 
influences the firing probability of the neuron will be called characteristic for the neuron. 
So, in order to be sure that a property that distinguishes the PESE from the SE also 
characterises the neuron, the stimulus has to fulfil strict statistical conditions One 
requirement is, for example, that the intensity variations within one frequency band must 
be completely independent from the ones in another frequency band. This leads to the 
introduction of gaussian white noise as SE Gaussian white noise, however, is not physi­
cally realisable but its statistical properties can be well approximated by pseudorandom 
wide-band noise [32]. 
In order to reveal the properties which distinguish the PESE from the SE, averages of 
functionals (e g power spectrum, signal intensity) over the PESE are compared to the 
ones of the SE. Averaging functionals over the PESE is equivalent to cross-correlation 
between events and functionals over the SE [25]. When one uses cross-correlation func­
tions to characterise the response properties of a neuron, the probability of an event must 
be the same every time the same stimulus is presented In practice this was verified by 
comparing the mean firing rates over identical parts of the SE, in this case successive noise 
sequences lasting 10.49 or 34 95 s. These firing rates should be about the same. A 
response like this will be called a sustained response, for practical purposes this corre­
sponds to weak stationanty However, since we only tested for the mean number of 
spikes in each sequence and not for autocorrelation properties we prefer to use the phe-
nomenologjcal descriptor sustained Because the first noise sequence in most cases elicited 
more spikes than the next ones, spikes occurring during the first sequence were excluded 
from the analysis. 
10 
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A veraging first-order functionah over the PtSt 
An averaging procedure that appeared very fruitful in the mammalian peripheral audi­
tory system consists of simply averaging all elements of the PESE, where gaussian pseudo­
random noise was used as a stimulus [10,23,50] This procedure, where a first-order func­
tional, the oscillogram, is averaged over the PESE, is equivalent to cross-correlation 
between events and the pseudorandom-noise stimulus If the order of the system is at 
most two, the result represents the time-inverse of the linear contribution to the neurons 
impulse response, and so the linear behaviour of the neuron can completely be described 
[32] 
Even in the peripheral part of the mammalian auditory system, however, cross-correla­
tion between noise stimulus and events sometimes fails to produce results that can be dis­
tinguished from the result of averaging arbitrary parts of the SE Especially for units with 
central frequencies higher than about 5 000 Hz, this is caused by the lack of phase lock, 
the preference of the events for a certain phase of the signal in the frequency band to 
which the neuron is sensitive This was established for tonal stimuli [30,44], as well as 
for wide-band noise [11,34] The presence of phase lock may also be demonstrated by 
poststimulus time histograms to clicks, which must show multiple peaks separated by the 
inverse of the central frequency of the unit [29] Also here the limitation of 5 000 Hz is 
mentioned Phase lock requires a very accurate timing of the occurrence of the action 
potentials As the moment of the generation of an action potential is subject to statistical 
fluctuations, time jitter, this condition cannot be met for frequencies above about 5 000 
H? It can be expected that the accuracy of the timing of action potentials will diminish 
in more central parts of the auditory system, while more synapses are involved Also in 
lower vertebrates a much less accurate timing of action potentials is likely to occur, 
because the time jitter of the synapse is much greater at lower temperatures [6] This is 
substantiated by the lack of phase lock above 1 500 Hz as determined with poststimulus 
time histograms to clicks in the caiman at a temperature of ITC [31] At temperatures 
of about 15CC one therefore expects phase lock to be absent in units with central frequen­
cies above 350 Hz 
If the vanishing of the first-order correlogram is only due to the lack of phase lock 
between stimulus and events, it is tempting to assume that the frequence sensitivity of a 
neuron can be found by averaging the pre-event power spectra and, indeed, in some units 
described in this study this procedure led to positive results Other units, however, 
showed an average pre-event power spectrum that could not be distinguished from the 
power spectrum of the SE 
First- and second-order functionals of signals 
In studies dealing with sound signals the dynamic spectrogram or sonogram is often 
presented in addition to the oscillogram (e g [52]) Although the oscillogram contains all 
information of the signal, the sonogram presents a more transparent picture of those ele­
ments that are beheved to be relevant, ι e , the intensity distribution in the various fre­
quency bands as a function of time The oscillogram, a one-dimensional function, is a 
first-order functional of the signal, the dynamic spectrogram, a two-dimensional function, 
is an example of a second-order functional 
I I 
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Second-order representation of signals 
The dynamic spectrogram of a signal x{t) can be obtained by passing x{t) through a 
series of bandpass filters and measuring the intensities of the output signals of the succes­
sive filters. Tins representation, however, has one big disadvantage it is not unique 
because it depends on the frequency and time resolution of the bandpass filters One may 
use narrowly tuned filters and lose on time resolution or one may be more interested in a 
fine time resolution at the expense of not discriminating nearby frequencies This prob­
lem can be overcome by defining second-order functional on the input from which the 
output of any bandpass filter can be calculated One of these functionals is the complex 
spectra-temporal intensity density * (CoSTID), Ξ (ω, t), a complex-valued functional 
of frequency and time, defined as 
Ξ(ω, ί ) = Ϊ * ( ω ) ε χ ρ ( - ι ω Ο ξ ( ί ) 
where ξ*(ω) is the complex conjugate of ξ(ω), the Fourier transform of £(f), the analytic 
signal of x(t) which equals x(t) + ix(t), x(t) being the Hilbert transform of x(t) [26,27, 
38] For a more elaborate treatment see the Appendix 
The CoSTID has the following properties [43] 
1 +°° 
— Γ Ξ (ω, t) άω = £(/) ξ*(ί) = I(t) the temporal intensity 
2π J 
+°° 
Γ Ξ (ω, t) dt = | * (ω) ξ(ω) = ./(ω) the spectral intensity 
Thus, the temporal as well as the spectral intensity of a time signal can simply be calcu­
lated from its CoSTID by an integration over frequency and time, respectively The 
power spectrum S(u>) of *(/) for ω > 0 equals ^(ω) (see Appendix). Furthermore, if 
Φ(ω, r) is the CoSTID of the impulse response f(t) of a bandpass filter, the analytic sig­
nal of which is 0(f) = f(t) + if(t), then the temporal intensity of the output of that filter 
to the signal x(t) is given by [26] 
Ιφ(') = — ƒ ƒ Φ(ω, t - τ) Ξ (ω, τ) άτάω 
This is equivalent to saying that the temporal intensity of the output of the filter with 
impulse response f(t) and input x(t) can be obtained by a convolution in the time domain 
and a weighting in the frequency domain of the CoSTIDs of Д?) and x(t) This procedure 
is, however, rather laborious, especially when it has to be performed for a whole set of 
bandpass filters necessary to calculate the dynamic spectrogram. 
* This tunctional was fust introduced by Rihaczek [43] who called it the complex energy distribu­
tion function 
12 
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A veraging of second-order functional! over the PESE 
The first second-order functional to be averaged over the pre-event stimulus ensemble 
(PESE), that will be considered, is the dynamic spectrogram which results in the average 
pre-event (PE) dynamic spectrogram. Because this result, again, depends on the kind of 
bandpass filters used, it is preferable to average the CoSTIDs over the PESE, resulting 
in the average PE-CoSTID. As mentioned above, any dynamic spectrogram can be calcu-
lated from the CoSTID. This operation is linear, so in the same way the average PE-
dynamic spectrogram can be calculated from the average PE-CoSTID. Comparison of the 
complex-valued average PE-CoSTIDs with the real valued average PE-dynamic spectro-
grams which were calculated by a dynamic spectral analyser [3], revealed that the real 
part of the average PE-CoSTID offers a qualitatively good representation of the tempo-
ral intensity distribution of the PESE over different frequencies. As far as quantitative 
aspects are concerned (e.g. when one wants to calculate an average PE-dynamic spectro-
gram from an average PE-CoSTID) both real and imaginary parts of the average PE-
CoSTID have to be taken into account. 
The spectra-temporal receptive field 
Averaging the second-order functionals over the complete SE, or over arbitrary parts 
of the SE, results in an average functional that is different from zero. The properties of 
the SE are reflected in the averaged second-order functionals. Averaging of the dynamic 
spectrograms of the elements of the SE, for example, results in the average temporal 
intensity of the various frequency bands in the SE. Since one is interested in the differ-
ences between the average second-order functional of the PESE and the one of the SE, 
the average second-order functional of the SE will be subtracted from the average second-
order functional of the PESE. This procedure has a mathematical background in non-
linear system analysis [5,32]. Where this result differs from zero it forms the so-called 
spectro-temporal receptive field (STRF) of the neuron. In this case the PESE has second-
order properties different from those of the SE. In this study units with second-order 
properties of the PESE different from the ones of the SE, will be called noise-responsive 
units, which is short for units that respond to second-order properties of noise. 
An example of a STRF is shown in Fig. 3. The dynamic spectrogram was used as 
second-order functional. A clear positive (dark) region can be observed from 6 to 12 ms 
before the spike in the frequency band from 500 to 1 000 Hz. At about 750 Hz the fil-
ters of the dynamic spectral analyser that calculated the dynamic spectrograms caused a 
delay of about 5 ms. So this shows that 11—17 ms before the spikes the average intensity 
of the noise in the band from 500 to 1 000 Hz was higher than the average intensity of 
the noise. This can be interpreted by saying that a high intensity in the 500—1 000 Hz 
band is about 14 ms later followed by a higher firing probability. Because of this a pos-
itive region in the STRF will be called an activation region. In Fig. 3 also a clear negative 
(light) region can be observed preceding this activation region. This region extends from 
34 to 12 ms before the spike. Correcting for the 5 ms delay of the filter of the spectral 
analyser, this shows that from 39 to 17 ms before the spikes the average intensity of the 
noise in the band from 500 to 1 000 Hz was lower than the average intensity of the noise. 
This might be interpreted by saying that a high intensity in the frequency band from 500 
to 1 000 Hz is followed by a lower firing probability of the neuron 17—39 ms later. A 
negative region will be called a suppression region. 
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Unit 161-4 
316 Д averages 
81 •« time before spike (ms) 0 
Fig. 3. STRF of a unit determined by averaging PE-dynamic spectrograms. Positive regions are dis­
played darker than background, while negative regions are lighter than background. 
When CoSTIDs are used as second-order functionals, the STRF is a complex-valued 
function, the real (Re) and imaginary (Im) parts of which are displayed in Fig. 4 for 
the same neuron as in Fig. 3. Note that the frequency axis now is linear. Also here the 
real part of this STRF offers a qualitatively good representation of the difference 
between the temporal intensities over the different frequencies of the PESE and the ones 
of the SE. Positive regions in the real part of the STRF calculated with CoSTIDs corre­
spond to positive regions in the STRF calculated with dynamic spectrograms. The same 
can be said for negative regions. In the Results section units will be characterised by the 
real part of the STRF obtained with CoSTIDs. Inspection of the effects of including the 
imaginary part in the calculation of the STRF suggests some accentuating of the bound­
aries of the real part. For completeness, the imaginary part will be shown too, but the 
real part in fact represents the STRF rather faithfully. 
Unit 161-A 
6545 a v e r a g e s 
30 10 30 10 
·« t i m e before spike (ms) 
Fig. 4. STRF of a unit determined by averaging PE-CoSTIDs. Positive regions of the real (Re) as well 
as the imaginary (Im) part are displayed darker than background, while negative regions are lighter 
than background. 
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Fig. 5. Schematised real paît of the STRF of the unit shown in Fig. 4, showing the intervals Ι Γι, fj I 
and |/"|, /j | over which the STRF was integrated in order to obtain the spectral and temporal charac­
teristics of an activation region. The results of these integrations are shown in I igs. 6 and 7. 
The measured STRFs appeared to be rather noisy. In order to remove some of the 
variance the STRFs were smoothed. When noise with a cut-off frequency of 1 500 Hz was 
used two points in the time domain were averaged. When noise with a cut-off frequency 
of 5 000 Hz was used eight points in the time domain and two points in the frequency 
domain were averaged. The results were matrices of 128X52 points, which were dis­
played by a linear point-density modulation. 
In order to quantify an activation region and to allow a comparison with conventional 
procedures, the following procedure was applied. Inspection of the STRF of a neuron 
revealed the frequency band /Ί, /2 over which the activation region extended. See Fig. 5 
where the real part of the STRF of the unit shown in Fig. 4 is given. Integration over 
time before spike (ms) 
Fig. 6. Integral over the STRF shown in Fig. 4 over the frequency interval l/j, f 11 calculated to obtain 
RT and ΔΤ" of the activation region. 
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Fig 7 Integral over the STRI- shown in 1 ig 4 over the time interval irj f2 I calculated to obtain Bl 
and Δ^ of the activation region 
the STRF was performed from f χ to /2 The result was a function of time reflecting the 
temporal propeities of the unit as is shown in Fig 6 Because the results were rather 
noisy, they were smoothed by repeatedly applying a Manning filter in the frequency 
domain [32] The maximum of this time function was defined to represent the response 
time (RT) The width of the function at half its maximum was defined to represent the 
temporal resolution, AT In the same way the spectral properties of an activation region 
were determined by integrating the STRF from t
x
 to f2, the interval over which the 
activation region extended, which is shown in Fig 7 The maximum of the smoothed 
version was defined as the best frequency (BF) The spectral resolution, AF, was the 
width of this function at half its maximum In the Results section also the values for 
RT/AT and BF/AF will be presented which might represent the sharpness of timing and 
tuning, respectively The extent of an activation region was related to what will be called 
the spectra temporal resolution AFAT This product reflects the accuracy with which 
the signal is processed in the spectro-temporal domain 
This procedure was an attempt to describe the temporal and the spectral properties of 
a neuron separately Because this was only possible when the spectral properties and the 
temporal properties were independent from each other, the validity of this procedure is 
limited The rectangle bounded by the lines t = ti,t = ti,f = fl and ƒ = fi (cf Fig 5) was 
chosen in such a way that as much of the activation region was included as possible, while 
leaving as much of the suppression regions outside it as possible As this was only possi­
ble to a limited extent, in many cases an error was introduced in the measured quantities 
These errors illustrate the necessity to use a combined spectro-temporal description This 
will be further elaborated m the discussion regarding Fig 18 
RESULTS 
The noise-responsive units 
Stationary noise was presented to 117 units isolated in 46 grass frogs During stimula­
te 
159 
tion with this kind of noise 42 units showed a mean firing rate that was higher than 0 2 
spikes/s and that remained constant for a number of noise sequences The maximum 
firing rate during stimulation was 21 spikes/s For these 42 units with sustained responses 
to stationary noise cross-correlation was a valid procedure Most of the remaining 75 units 
showed either no response to noise at all or fired only a few times at the onset of the 
noise stimulus A few units fired irregularly during the presentation of the noise stimu-
lus All these units were excluded from the analysis Their response properties were inves-
tigated with tonal stimuli and will be published separately 
Some of the 42 units that were subjected to the cross-correlation procedures, showed 
very gradual changes in their firing rates that could only be detected when the same noise 
stimulus was presented some minutes or more later This could be attributed to changes 
in the level of anaesthesia a higher firing rate corresponding to a lower level of anaes-
thesia The response characteristics described in this study did not change significantly 
with changing firing rates, only the response time tended to shorten for at most 2 ms with 
higher firing rates The results that are presented in this study are always based on those 
noise presentations during which the largest number of spikes were recorded 
For all 42 units from which sustained responses to stationary noise could be obtained, 
cross-coincidence histograms were calculated between spike trains recorded during two 
successive presentations of the noise In 36 of these the cross-coincidence histogram dif-
fered significantly from the result that would have been obtained for strictly indepen-
dent spike trains For 34 of these units, second-order cross-correlation produced a STRF 
For the remaining two units no STRF could be determined These showed very low firing 
rates resulting in a small number of spikes So it is very well possible that not enough 
spikes were produced to obtain a STRF Another interpretation is that the PESE dif-
fered for these units from the SE in functionals of higher order than two or m second-
order characteristics not revealed by the CoSTID Six units had cross coincidence histo-
grams that were similar to the ones that would have been obtained for independent spike 
trains In two of them secondorder cross-correlation produced, nevertheless, a STRF 
This could be attributed to high spontaneous firing rates resulting in almost completely 
independent spike trains 
First-order cross-correlation 
First-order cross-correlation resulted only for two units in a correlogram that was sig-
nificantly different from zero No differences between the cross-correlation with 'posi-
tive' and 'negative' pseudorandom noise could be observed so the results were averaged 
The BFs of these two units were 280 and 310 Hz The correlogram of one of these units 
is shown in Fig 8 
Spectro-temporal receptive fields 
For 36 units spectro-temporal receptive fields could be obtained by second order 
cross-correlation with noise The STRF of one unit is shown in Fig 9 A clear activation 
region can be distinguished The BF was 1 340 Hz, the RT 12 3 ms, the spectral resolu-
tion 450 Hz, the temporal resolution 2 8 ms The spectro-temporal resolution was 1 3 
This activation region shows that the firing probability was highest about 12 3 ms after 
the temporal intensity of the frequency band around 1 340 Hz was relatively high 
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Unit 169-3 
A89 averages 
< time before spike (ms) 
Fig. 8. First-order cross-correlogram of one of the two units which showed an average Pb-stimulus dif-
fering from the result that would have been obtained when random parts of the SE were averaged. 
The STRF of another unit is shown in Fig. 10. An activation region with BF of 1 120 
Hz and RT of 12.8 ms is preceded by a conspicuous suppression region in the same fre-
quency band at about 20 ms before the spike. In this study this was interpreted in such a 
way that the firing probability of the neuron decreased about 20 ms after the occurrence 
of a high intensity in the 1 120 Hz frequency band, while it increased after about 12.8 
Unit 166-9 
577A averages 
30 10 30 10 
·« time before spike (ms) 
Fig. 9. STRF of a unit consisting only of one activation region. 
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Unit 131-1 
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I ig. 10. STRF of a unit showing postactivation suppression. 
ins. The phenomenon of an activation region preceded by a suppression region will be 
called postactivation suppression. 
In Fig. 11 a unit is shown with a clear activation region with BF of 280 Hz and a RT 
of 18.9 ms. A suppression region extends from beliind the positive region to higher fre­
quencies next to the activation region. This shows that the unit responded to those parts 
of the noise where the temporal intensity around 280 Hz was first low and then high, 
Unit 113-7 
666 averages 
10 ДА 
time before spike (ms) 
Fig. 11. STRF of a unit showing lateral suppression. 
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only if the intensity in the frequency band next to the 280 Hz band was relatively low. 
Arguing in the same way as with postactivation suppression, this phenomenon of a sup-
pression region next to an activation region will be called lateral suppression. 
In Fig. 12 a STRF of a unit is shown, where two separate activation regions can be dis-
tinguished with BFs of 320 and 810 Hz. The lower activation region appears to be pre-
ceded by a rather long-lasting suppression region. The occurrence of two separate activa-
tion regions shows that the unit responded when the temporal intensity was high in the 
frequency band around 320 and/or in the band around 810 Hz. This unit exhibited dou-
ble tuning. 
Survey of response characteristics 
For most units to which noise was presented response latencies and best frequencies 
were also determined to tonal stimulation [13]. Most units that showed simple tuning 
could be divided into either low- and mid-frequency units or high-frequency units accord-
ing to their BF [9]. Low- and mid-frequency units, which receive input from the amphib-
ian papilla, have BFs lower than 900 Hz, while high-frequency units, which have input 
from the basilar papilla, have BFs higher than 900 Hz [51]. Sixteen noise-responsive units 
had BFs higher than 900 Hz ranging from 1 100 to 1 540 Hz. Their spectral resolutions 
varied from 290 to 790 Hz. The quotient of BF and spectral resolution varied from 1.7 
to 4.6. Postactivation suppression was present in 7 noise-responsive high-frequency units; 
in 7 it was absent, while in 2 it was unclear. When recordings from more than one noise-
responsive high-frequency unit could be obtained in one animal, BFs were similar. No 
lateral suppression was observed. 
More complex STRFs were often observed in 20 units with BFs lower than 900 Hz. 
Eighteen had single activation regions, with BFs ranging from 250 to 760 Hz. Their 
Unit 152-4 
651 averages 
¿.9 15 A9 15 
•« time before spike (ms) 
Fig. 12. STRF of a unit showing double tuning. 
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spectral resolution varied from 85 to 400 Hz, while the quotients between BF and spec­
tral resolution varied from 1.3 to 3.3. Twelve of these units showed a clear postactiva-
tion suppression, it was unclear in three other units and absent in the three remaining 
units. The eleven noise-responsive units with BFs between 400 and 900 Hz never showed 
any lateral suppression. Sometimes rather broad tuning was observed as is shown for one 
unit in Fig. 13. 
From the 7 units with BFs below 400 Hz, three had rather noisy STRFs probably 
because of low firing rates (0.26, 0.28 and 2.1 spikes/s) and long RTs (92, 41 and 26 ms). 
Three exhibited a clear lateral suppression, while in the remaining unit it was perhaps 
present to a certain extent but obscured because the activation region extended upward 
in the frequency domain. Its STRF is shown in Fig. 14. 
The unit shown in Fig. 14 may be a transition to a clear double tuning which was 
found in two units; the STRF of one is shown in Fig. 12. These two doubly tuned neurons 
were positioned in one animal about 30 μτη apart. The STRFs of these two units were 
very similar. The BFs of the two activation regions were 350 and 780 Hz in one unit and 
320 and 810 Hz in the other; their RTs were 25.7 and 28.7 ms, and 24.9 and 28.5 ms, 
respectively. Only the activation regions with the lower BFs showed postactivation sup­
pression. 
The latency distribution of 61 singly tuned neurons in the torus semicircularis is 
shown in Fig. 15. Noise-responsive units are indicated by the shaded area. It is clear that 
noise-responsive units had relatively short latencies. The relation between latencies to 
tones and RTs to noise is shown in Fig. 16. The temporal resolution varied from 2.2 to 
7.2 ms with only one exception of a unit with a temporal resolution of 15.6 ms and a 
RT of 41.4 ms. The spectro-temporal resolution varied from 0.61 to 5.3. 
Unit 171-2 
866 averages 
44 10 4Λ 10 
•« time before spike (ms) 
Fig. 13. STRF of a unit with a relatively broad tuning. 
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Unit 17A-1 
806 averages 
Λ9 15 49 15 
·< time before spike (ms) 
f ig. 14. STRf- of a unit with an activation region extending upwards, obscuring a possible lateral sup­
pression. 
Binaural interaction 
Binaural interaction was in most cases determined in response to tonal stimuli. When 
binaural interaction was tested with noise, the results corroborated the ones obtained 
with tonal stimuli. For four noise-responsive units the binaural interaction was not tested. 
From the other ones just one was only activated by ipsilateral stimulation. All other 
noise-responsive units were activated by contralateral stimulation. In 12 of these ipsi­
lateral stimulation also has an activating influence, in 16 it had no influence, while in 
three it had an inhibitory influence. Two of the three last units were the ones with double 
tuning. 
N = 61 
Fig. 15. Distribution of latencies to tones of 61 singly tuned neurons. The shaded areas represent noise-
responsive units. 
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Fig. 16. Relation between RT to noise and latency to tones. 
Localisation of recording sites 
The site of 33 noise-responsive units could be localised. The two units that had a clear 
double tuning were localised outside the torus semicircularis in a region between the torus 
and the nucleus isthmus. All other units were found in the torus. Most of them appeared 
to be in a part of the torus that in Kluver-stained material attracts attention because it 
contains a higher concentration of myelinated fibres than other parts of the torus. It is 
situated in the ventral part of the principal nucleus. Other units were located in the lami­
nar nucleus or in a rather lateral part of the torus where the distinction between different 
parts of the torus vanishes. No noise-responsive units were found in the nucleus magno-
cellularis. A clear tonotopic organisation could not be detected. The recording sites of the 
noise-responsive units that could be localised in the torus are shown in Fig. 17. 
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} ig. 17 Recording sites of 106 auditory single units m the midbrain of the grass frog Closed circles 
represent noise-responsive units Data from 46 frogs were taken together. While there can exist some 
differences between the brains of different frogs and the boundaries between the different nuclei are 
not as clear as suggested by these line drawings, the sites are not as precisely localised as might be con­
cluded from this figure The accuracy with which one unit could be localised in one frog was about 
100 μπι, introducing another source of inaccuracy. The four drawings were positioned 600, 800, 1 000 
and 1 200 μτη laterally from the median. Only a few tracks were made more medially, so it is very well 
possible that more noise-responsive units as well as other auditory units are present more medially. 
V, ventricle, nl, nucleus laminans, np, nucleus principalis, nm, nucleus magnocellulans. 
DISCUSSION 
Effects of anaesthesia on the STRF 
Lightly anaesthetised animals were used in which several times single-unit recording 
could be continued until the animal was almost completely awake. In these cases increas­
ing firing rates to stationary noise were noted; especially for units with BFs in the mid-
frequency range the firing rate often increased considerably. The STRFs maintained 
their overall characteristics except for a small decrement in response time, which may be 
due to a threshold shift. The fact that the general pattern of activation and suppression 
regions remained largely unchanged indicates that the range of characteristics of the 
STRF found in this study was not due to artifacts introduced by the changing levels of 
anaesthesia. 
It is nevertheless possible that some of the auditory units in the torus are so sensitive 
to anaesthesia that they did not respond in a sustained way to stationary noise at all. 
However, it seems rather unlikely that most units in the torus of fully awake animals 
would respond to stationary noise and that the noise-responsive units found in our study 
represent a remnant of about 30% of the group that is for the rest silenced by the anaes-
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thesia First of all there appears to be a relation between the noise-responsive units and 
their site in the torus, and secondly it appears that response latencies to tonal stimuli 
for most units that did respond to noise were significantly shorter than for units that 
did not [13] Walkowiak [51] describes a responsiveness to noise in 85% of the cases 
This noise consisted, however, of relatively short (500 ms) bursts and not of stationary 
pseudorandom noise as used in this study 
Stimulus intensity effects on the STRF 
A few units were investigated with average noise intensities of 85 as well as 94 dB 
SPL No effect could be seen in the STRF Also when units were stimulated with noise 
with cut off frequencies of 5 кНг as well as with noise with cut off frequencies of 1 5 
kHz, the STRFs were similar despite the fact that the overall noise level in the latter case 
was kept constant resulting m a three-fold increase, 5 2 dB, of the average stimulus inten­
sity per Hz Combmmg these two arguments with the constancy of the STRF under 
contra- or ipsilateral stimulation — if at least the latter was effective — led to the con­
clusion that the STRF was a rather constant characteristic for these noise-responsive 
units which did not change significantly under the various experimental conditions of 
this investigation 
Response characteristics 
Peripheral auditory neurons of higher anurans can be divided into three groups accord­
ing to their best frequencies [9] In the grass frog the low frequency units have BFs lower 
than 400 Hz mid-frequency units have BFs between 400 and 900 Hz, while the high-
frequency units have BFs higher than 900 Hz as determined by tonal stimuli [51 ] Except 
for two units with double tuning which were found outside the torus and apparently got 
input from low as well as mid-frequency units, all other noise-responsive units had a sin­
gle В F 
From expenments with two-tone combinations Capramca reported that only auditory-
nerve fibres with BFs in the low-frequency range showed two-tone suppression by higher 
tones [9] Walkowiak [51] demonstrated this phenomenon for units in the torus senucir-
culans of the grass frog From our experiments with noise in the seven low frequency 
units recorded, three showed a clear lateral suppression, three others had either unclear 
suppression regions or had noisy STRFs In the last one it was dubious No lateral sup 
pression was observed in nud-frequency or high-frequency units It seems rather likely 
that lateral suppression found in the STRF under noise stimulation is the equivalent of 
two tone suppression under stimulation with two tones simultaneously 
Arguing in the same way it seems likely that units showing post-activation suppression 
during noise stimulation might also show strong adaptation effects during tonal stimu­
lation Postactivation suppression as found by us can be explained as noise with a high 
intensity in the BF region first activates and then suppresses the firing probability of the 
neuron If this interpretation for noise stimulation can be extended to tonal stimula­
tion, then one may expect that units showing a strong post-activation suppression will fire 
only at the onset of long-duration tones, provided their frequency is within the activa­
tion region of the neuron The tones used by us were too short to verify this 
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Recording sites of noise-responsive units 
Rubmson and Stales described the degeneration pattern of nerve fibres and terminals 
following lesions in the superior olivary nucleus of the bullfrog, Rana catesbeiana [45] 
They observed that fibres entered the torus semicirculans laterally, then took a ventral 
course and left the main bundle in a medial and dorsal direction In rostral parts of the 
torus degenerating terminals were found more dorsally in the position of the magnocellu-
lar nucleus As far as the laminar nucleus is concerned fibres entered at rostral levels to 
pass in the white matter between the cellular layers So the regions where fibres enter the 
torus correspond to regions where most of the noise-responsive units were found The 
latencies to tonal stimuli of the noise-responsive units ranged from 14 to 38 ms, one unit 
showmg a latency of 90 ms The average latency was 24 ms Latencies of units in the 
superior olivary nucleus ranged from 5 to 38 ms with a median value of 14 5 ms [19] 
Assuming that the units with the longer latencies represent the later stages of the infor­
mation-processing system of the olivary nucleus, this underlines the possibility that the 
noise-responsive units might represent incoming fibres from the olivary nucleus It is also 
possible, however, that the noise-responsive units represent the first information process­
ing stages in the torus semicirculans 
The necessity of a combined spectral and temporal description 
When examining the STRFs of the units shown in the result section, one easily under­
stands why averages of the power spectra of the PESE sometimes differ from the aver­
aged power spectra of the SE and sometimes don't For the units shown in Figs 9 and 10 
the differences between the average power spectra of the PESE and the SE are shown in 
the graphs of Figs 18a 
The power spectrum 5(ω) of a signal is for ω > 0 obtained by integrating the CoSTID 
over time (see Appendix) 
ее ее 
8(ω) = \ί(ω)=\ ƒ Re Ξ (ω,/) df + IJ ƒ lm Ξ (ω, r) di 
Because $(ω) is a real valued function the second term on the right-hand side is zero and 
the power spectrum equals 
S ( w ) = | J Re Ξ (ω, Odi 
Applying this to the STRFs, making use of the commutation properties of the averaging 
and the subtraction procedure, Fig 18a can be obtained by integrating the real parts of 
the STRFs in Figs 9 and 10 Because the STRF of the unit shown in Fig 9 only consists 
of a positive region, an activation region, integration over time will result in a positive 
difference in this frequency band In the other unit (Fig 10) the activation region is 
preceded by a negative suppression region Integration over time now results m a com­
pensation of the positive differences by the negative ones in the same frequency bands 
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Fig. 18. Integrations over different intervals of the STRr for the two units of Figs. 9 and 10, showing 
that averaging of the power spectra of the PESE leads to no results at all or to ambiguous results, (a) 
Integration over STRI·' from 10 to 30 ms before the spike, (b) Integration from 15 to 30 ms. (c) Inte­
gration from 10 to 15 ms. 
So the average power spectrum of the PESE will not be significantly different from the 
one of the SE. In Figs. 18b and с the power spectra are averaged over different time 
intervals covering for the second unit either the suppression region or the activation 
region, i.e., from 15 to 30 ms or from 10 to 15 ms. In unit 166-9 integration from 10 to 
15 ms (Fig. 18c) leads to the same result as integration from 10 to 30 ms (Fig. 18a), 
while integration from 15 to 30 ms cannot be distinguished from zero (Fig. 18b). In unit 
131-1 the spectrum calculated from 10 to 15 ms shows a clear elevation for frequencies 
corresponding to the activation region in the STRF (Fig. 18c), whereas the spectrum cal­
culated from 10 to 30 ms does not (Fig. 18a). This is caused by the fact that integration 
from 15 to 30 ms results in a negative contribution to the power spectrum (Fig. 18b). 
These results show that spectral as well as temporal aspects have to be involved in the 
analysis of the PESE and that they cannot be considered separately in all situations. The 
overall conclusion from the results shown is that neural properties such as lateral suppres­
sion, postactivation suppression, frequency sensitivity and response time can be investi­
gated during one and the same stimulus presentation, if a spectro-temporal analysis pro­
cedure is used. 
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Limitations of the second-order cross correlation technique 
A disadvantage of these second-order cross-correlation techniques for noise is that they 
only apply to 30% of the units in the torus that probably represent only a relatively low 
stage of information processing The remaining 70% of the units have been investigated 
by other methods where modified second-order cross-correlation techniques using tonal 
stimuli were used [4] The results will be nubhshed in due course 
One may wonder why this majority of the neurons in the torus do not respond in a 
sustained way to stationary noise or at least do not show significant differences between 
the average PESE and SE Several possibilities may be considered 
First, there are units that did respond in a sustained way to noise but second-order 
cross-correlation did not result in a STRF Some of them responded in some way to noise 
as shown by calculating the cross coincidence histogram between spike trams obtained 
during two successive presentations of the same noise stimulus In this case the PESE may 
differ from the SE only in higher than second-order characteristics or in second-order 
characteristics not revealed by the CoSTID Other units exhibited sustained responses 
to noise but did not show cross coincidence histograms different from the ones obtained 
for independent spike trains They may be regarded as being spontaneously active and 
being not influenced by the presentation of the noise 
Second, there are units that did not respond in a sustained way to noise Some of them 
ceased firing a few seconds after the onset of the noise, others did not respond at all Sev-
eral mechanisms may produce this effect It may well be that these units have a special 
directional sensitivity and that location of the sound source had to fulfil strict condi-
tions, or may perhaps have to move in a specific direction before it activates the neuron 
Another possibility for units that do not fire at all to noise is that the neuron has a very 
high threshold Units in the torus semicirculans as well as in more peripheral parts of the 
anuran auditory system show a very large range of threshold values to tonal stimuli [18, 
19] Because the noise energy is distributed over a wide frequency range, the intensity 
level within the narrow frequency band where the unit is activated may be much lower 
(about 20 dB) than for a tone of the same intensity as the overall noise This agrees with 
the finding that some units were met that did not respond in a sustained way to sta-
tionary noise but did respond in a sustained way to tonal stimuli consisting of long 
sequences of tones with different frequencies presented immediately after each other 
A third possibility is related to the statistics of the noise Although theoretically every 
kind of time-limited signal has a probability larger than zero to occur in noise, in practice 
only a limited set of signals occurs in the noise For instance, no part of the noise will be 
similar to the clear spectro-temporal patterns that are often found in species-specific 
vocalisations and such a structured stimulus may be an effective one for the unit [46,48, 
52] Another reason might be found in the long suppressive effects of a frequency com-
ponent in the noise occurring after an activation The effect might be that the firing prob-
ability remains very low or zero some few hundreds of milliseconds after the temporal 
intensity of this frequency component is high Because the temporal intensity of one fre-
quency band in the noise never remains low for so long a time, the unit remains sup-
pressed for the duration of the noise stimulus Long periods of very low intensities in 
this frequency band then are necessary to elevate the firing probability of the units This 
might explain the finding that 85% of the auditory units in the torus do respond to 
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sequences of 500 ms noise burst separated by silent intervals of 2 500 ms [51] A simi­
lar effect was observed with tones (to be published) 
APPENDIX 
The analytic signal 
The complex spectro-temporal intensity density (CoSTID) of a signal x(t) is defined 
by means of the analytic signal f(V) of x(t) which equals 
ξ(0 = * ( 0 + ι3ί(0 (1) 
where x(t) is the Hilbert transform or quadrature signal of x(t) defined as 
+OÖ 
ι 7 *« x(t)=- ƒ -^-dr 
7Г J t -T (2) 
The integral is the Cauchy principal value These definitions in the time domain are not 
very transparent In the frequency domain, however, the Fourier transform of the ana­
lytic signal can simply be obtained from the Fourier transform of the real signal by 
making it zero for negative frequencies and multiplying by two for positive frequencies. 
Indeed, the expression on the right side of Eqn 2 represnets a convolution ofx(f) and 
l/πί As the Fourier transform of 1/πί equals —ι sgn(co), where 
-1, forco < 0 
sgn(a>) = { 0, for ω = 0 
1, for ω > 0 
the Founer transform of the Hilbert transform x(t) ofx(f) equals 
ϊ ( ω ) = -ι sgn(cj) χ(ω) (3) 
χ(ω) is the Fourier transform of χ(ω) Thus the Fourier transform £(ω) of ξ(ί) equals 
ξ(ω) = χ(ω) + ί .?(ω) = х(ш) + sgn(aj) ί ( ω ) = {1 + sgn(cj)} χ(ω) 
As 1 + sgn(co) equals 0 for ω < 0, 1 for ω = 0, and 2 for ω > 0, ξ(ω) can be written as 
| ( ω ) = 2£/(ω)ί(ω) (4) 
where 
'0 , for ω < 0 
ί/(ω) = ( \, for ω = 0 
l , f o r u ) > 0 
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So the analytic signal is a complex-valued function which is zero for negative frequencies. 
The real signal is simply the real part of the analytic signal. 
The temporal and spectral intensity 
The temporal intensity ¡(t) of signal x(t) is defined as 
/ω=ξ(θ·Γ(θ (5) 
where ξ*(ί) denotes the complex conjugate of ξ(ί)· In order to see if this definition cor­
responds to the intuitively felt notion of temporal intensity, let us consider the follow­
ing example: 
If y(t) is an amplitude-modulated tone with frequency ωο, it can be written as 
;KO = a(Ocos(coof+ 0), 
where ¿(ω) = 0 for |ω| > ω 0 . So, 
.y(to) = \ β(ω — ωο) exp(í φ) + \ ά(ω + ωο) exp(j' φ) * 
The Fourier transform of the analytic signal TJ(Í) of y(t) can be obtained by making 
jp(cd) zero for ω < 0 and multiplying ^(ω) by 2 for ω > 0. The first term on the right-
hand side of this equation has only non-zero values for ω > 0, while the second term only 
has for ω < 0, a consequence of the fact that β(ω) = 0 for |ω| > ωο- So, 
ή(ω) = ¿(ω — ωο) ехр(г φ) 
In the time domain this gives 
77(r)=a(r)exp{/(üJor +0)} 
Substituting this equation in Eqn. 5 results in 
Λι(0 = 4(0 • Ч*(0 = "(О exp {¡(cjot + φ)} • a\t) exp {-ί(ω0ί + φ)} = a2(t) 
which corresponds to the notion that the temporal intensity of y(t) equals the squared 
amplitude of y(t). 
The temporal intensity can also be written as 
/(o=«о · rw=wo+1 ад wo - «"ад 
or 
/(0 = х2(0 + ^ ( 0 
This last equation is used in the real-time spectral analyser used in this study to compute 
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the temporal intensity of various frequency bands in a signal. 
The spectral intensity is defined as 
/(ω) = ξ(ω) · Γ(ω) (6) 
Substituting Eqn. 4 results in 
/(ω) = ξ(ω) · Γ(ω) = 2 ί/(ω) χ(ω) · 2 ί/·(ω) χ·(ω) 
or 
/(ω) = 4 ί / 2 (
ω
) ϋ ( ω ) | 2 (7) 
While |χ(ω)| 2 represents the power spectrum of x(t), the spectral intensity for positive ω 
equals 4 times the power spectrum of *(ί)· 
Linear systems 
Now it will be shown that in terms of analytic signals a linear bandpass or highpass 
system can be described as 
ν(0=12]φ(ί-τ)ξ(τ)άτ (8) 
O B 
where η(ί), 0(f) and ξ(ί) are the analytic signal of the output ^(f), the impulse response of 
the system f{t) and the input x(t), respectively. To derive this equation we need the fol­
lowing formulae : 
y(f) = j 7(ί--τ)
Χ
(τ)άτ (9) 
y(0=f f(t-T)x(T)dT (10) 
-y(t) = f Kt-T)x(T)dT (11) 
— OD 
Eqn. 11 needs the requirement that y(t) does not have any d.c. component which effec­
tively means that the system is bandpass or highpass. These equations follow immediately 
from the equation for a linear system in terms of real signals. Indeed, 
y(t) = ƒ f(t-T)x(r)dT 
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gives 
>'(ω)=Λω)·Λ-(ω) 
As —г' sgn(u))^(ω) equals the Fourier transform of y(t) according to Eqn. 3, 
у (ω) = -i sgn(cj)/(ω) · χ(ω) = Ды) · χ(ω) 
As -/ sgn(cj) Αω) equals the Fourier transform of f(t), this results in the time domain in 
ею 
Я 0 = ƒ 7(t~T)x(T)dT 
oc 
which is Eqn. 9. Eqn. 10 can be derived in the same way. 
In order to derive Eqn. 11 the requirement is necessary that .Ρ(ω) = 0 for ω = 0. This 
restriction implies that the linear system is bandpass or high pass. In this case 
-¿(ω) = - ' sgn(co) /(ω) · -ι' sgn(co) ¿(ω) 
= Λω)-ί(ω) 
which in the time domain leads to 
oe 
-y(.t) = ff(t-T)x(T)dT 
So the Eqns. 9, 10 and 11 are proven. Now, using definition 1, 
ƒ 0(r-T)C(r)dr 
oo 
= ƒ {fit - r) + if(t - τ)} Ш + ix(r)} dr 
o e 
ее ее 
= ƒ f(t - τ) χ(τ) dr - ƒ Яг - r) í(r) dr 
— o e _ o o 
ее ее 
+ i ƒ /(Г - τ) χ(τ) dr + ί ƒ Дг - τ) χ(τ) dr 
οο — е е 
Substituting Eqns. 9, 10 and 11 gives 
oe 
ƒ 0(/ - τ) ξ(7) dr = y(t) +y(t) + iy(t) + iy(t) = 2 ч(г), 
which shows Eqn. 8. 
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The complex spectra-temporal intensity density (CoSTIDJ 
The CoSTID of χ(ί),Ξ(ω, f), is defined as 
Ξ (ω, t) = k *(ω) ехр(-/соГ) ξ(ί) (12) 
The temporal and the spectral intensity of x(t) can be obtained by integrating the 
CoSTID over ω and t, respectively. Indeed, 
— f τ(ω,0άω = —- f í*(w)exp( icoOíWdcj 
= mU ƒ І(") οχρΟωί) άω = ?(f) ξ*(О 
and 
ƒ Ξ (ω, ί) di = ƒ ξ*(ω) exp(-iwí) ξ(ί) di 
_ ο ο — β ο 
ею 
= | * (
ω
) ƒ βχρ(-ιωΟ | ( 0 di = {'(ω) |(ω) 
From Eqns 5 and 6 now follows 
1 " 
/(0 = 1(0 f*(0 = r- Γ Ξ(ω,0αω (13) 
2π J 
and 
7(ω) = |*(ω) ¿(ω) = ƒ Ξ (ω, 0 di (14) 
Linear filters 
The last equation shown in this appendix gives the temporal intensity /(i) of the out­
put y(t) of a linear bandpass or highpass system with impulse response Ді) and input x(t) 
Their analytic signals are η(ί), 0(ί) and ξ(ί), respectively Then, 
/«(0 = ^ ƒ ƒ Φ(ω, i - τ) Ξ (ω, r) dTdW (15) 
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Using definition 12 in the right side of Eqn 15, 
Γ Γ Φ(ω, f - τ) Ξ (ω, τ) dr dcj 
— ао ео 
1 «о оо 
=
 8π / J * * ^ β χ Ρ ί ~ ' ω ^ _ т ^ ^ ' _ т ) ^*ίω) ε χ Ρ ( - ' ω τ ) К1") d T d w 
-_ое —οβ 
= — ƒ ƒ «'(ω) Γ(ω) exp(-/Wf) 0(ί - τ) ξ(τ) drdcj 
βΟ OD 
l i " ì * ~ 
= - ƒ <Kt - τ) Щт) dr ƒ 0(i - r) «τ) dr 
Substitution of Eqn 8 results in 
1 - -
— ƒ ƒ Φ(ω,ί-τ),Ξ.(ω,ί)άτάω 
=1 2η·(ο 2ч(о=чЧо т=ш 
which proves Eqn 15 
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Spectro-temporal characteristics of single units in 
the auditory midbrain of the lightly anaesthetised 
grass frog ( Rana temporaria L.) investigated with 
tonal stimuli 
D.J. Hermes, J.J. Eggermont *, A.M.H.J. Aertsen and 
P.I.M. Johannesma 
Depunmeiil of Mi'dnal Phwtts una Bwphwii*,. Lniiei\ii\ of Чцтецеп. dei·/1 d ooi eplein \OOHI2I 
ή'. '^ / ./ \ііт цеп, ГІн· \І'ІІН.Чlands 
(RecciM'd 12 May 1481 atLCplcd 20 JuK 19X1) 
Responses were obtained from 112 audilorv neurons m the midbrain of (he grass frog in response lo 
sequenics of tones Their spectro-temporal sensitivities (STS) were determined b\ a second-order 
cross-correlation technique For the majontv of units the shape of their action potentials the degree of 
timelock to the stimulus and the recording sites uere obtained Two stages of information processing 
could be distinguished One was characterized bv short latencies (<3() ms). strong timelock to the 
stimulus and many of these units had axon-like action potential waveforms Thev were localised in the 
ven(ral part of the principal nucleus from the (orus scmiurculans and in the transition region between 
laminar and principal nucleus The other stage comprised units, found all over the torus with longer 
latencies, and a weaker timelock to the stimulus Several units which were predominamlv found in the 
central part of the torus, especiallv the magnocellular nucleus, showed a broad or multiple STS 
Within the principal nucleus a weak tonolopv was found, the dorsoposlenor part being sensitive to 
lower frequencies, the ventroanlcnor part to the higher frequencies Binaural-interaclion properties are 
discussed with respect to the eardrum coupling through the mouth cavitv An organisational plan for the 
torus scmiurculans is proposed 
Kcv words spcclro-tcmporal properties, second-order cross-correlation torus semicirculans. frog tonal 
stimuli 
Introduction 
Only about 30% of the auditory midbrain neurons in the lightly anaesthetised 
grass frog respond in a sustained way to minutes' long stationary gaussian wide-band 
noise. The spectro-temporal characteristics of these neurons were investigated by 
second-order cross-correlation between the noise stimulus and the action potentials 
[17]. In order to investigate the spectro-temporal properties of a larger proportion of 
* To whom reprint requests should be sent 
O378-5955/82/OO0O-0OOO/$O2 75 ' 1982 Elsevier Biomedical Press 
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auditory midbrain neurons a modified second-order cross-correlation procedure [4] 
was applied to responses to tonal stimuli Both second-order cross-correlation 
procedures provide a combined spectral and temporal description of the response 
properties of the neuron In previous papers [11,17] it was argued that for many 
units such a combined description must be preferred above a separate description of 
the tuning and the temporal generally called dynamic properties of the neuron 
Recently, Walkowiak [25] reported properties of neurons in the torus semicir-
culans of immobilised grass frogs in response to 500-ms noise bursts, tone bursts, 
and species-specific vocalisations Tuning curves and two-tone interaction were 
studied, which confirmed for the grass frog the existence of three ranges of 
frequency sensitivity in which the auditory system of higher anurans can be divided 
[7] Furthermore, the effect of stimulus intensity and the selectivity for species-specific 
vocalisations were studied 
In the present study besides the spectro-temporal sensitivities three other neuro­
nal characteristics were determined the timelock of the action potentials to the 
stimulus, the binaural interaction properties and the type of the action potential 
waveform [10] The spectro-temporal sensitivity and these three characteristics will 
be related to each other and to the recording site in the torus semicirculans It 
appears that the tonotopy found in an evoked potential study [20] is probably only 
due to a weak tonotopical organisation of the principal nucleus Complex tuning 
properties are found in the central parts of the torus semicirculans, particularly in 
the magnocellular nucleus Furthermore, it appears possible to distinguish two stages 
of information processing in the torus semicirculans The first one consists of units 
with latencies shorter than 30 ms and a strong timelock to the stimulus, whereas the 
second consists of units with latencies longer than 30 ms and a weaker timelock of 
the stimulus Based on these results a global organisation of the torus will be 
proposed 
Methods 
Adult grass frogs from Ireland were lightly anaesthetised (MS 222) and recordings 
in the torus semicirculans were made using stainless-steel microelectrodes which 
penetrated the intact dura The animals were kept at a temperature below 180C, 
generally at about 15°C, in a sound-attenuated room All details about the prepara­
tion, the recording of single-unit activity, histological procedures and data acquisi­
tion have been described in a previous paper [17] The tonal stimuli were generated 
under computer control [4,17], their exact characteristics will be described A 
closed-sound system was used During recordings the oral cavity was shut 
The tonal stimulus ensembles 
The stimulus ensembles in their most general form consisted of rather long (cf 
Table I) sequences of tone pips One tone pip can be described as 
s{t) =a(t) sin 2π/? 
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in which 
а
^
=А(іУ ' e x p ( - i ) '>0 
= 0 f < 0 
A is a constant determining the maximum peak equivalent, sound pressure level of 
the tone pip; ƒ is the frequency of the tone. The envelope a(i). is determined by the 
duration constant β and form constant γ. 
A basic property of the stimulus ensembles is that the frequency values ƒ were 
pseudorandomly selected from 127 or 255 logarithmically equidistant values between 
either 125 and 2000 Hz or 250 and 4000 Hz depending on the best frequency of the 
neuron. The maximum amplitude A of the tone pips was kept constant or otherwise 
randomly selected from 31 or 127 linearly equidistant values. When 31 amplitude 
values were selected the peak intensity of the tones varied between 59 and 89 dB 
SPL; when 127 values were selected, between 47 and 89 dB SPL. Thus in case 255 
frequency values and 127 amplitude values were selected, each amplitude-frequency 
combination occurred once in the stimulus ensemble but a given frequency was 
presented 127 times. 
Although the various frequency and amplitude values were presented in pseudo­
random order, this did not guarantee that the frequency of one tone was strictly 
independent from that of previous or following tones [4]. This residual correlation in 
the pseudorandom sequences, however, appeared not to influence the measured 
latencies or best frequencies as could be concluded from comparisons of responses to 
stimulus ensembles with different statistics. Nevertheless, phenomena like post-
activation suppression were not investigated, since these require strict independence 
between the frequencies of successive tones. 
/: The first stimulus ensemble consisted of short tone pips with β= 1.45 and 
γ = 3. These tone pips were truncated after 16 ms when the envelope had decreased 
to 0.36% ( — 49 dB) of its maximum. At that moment the next tone pip started. So, 
the onset intervals between the tones were 16 ms. Frequencies were selected from 
255 values and amplitudes from 127 values (see Fig. 1). A detailed description of this 
SE was presented earlier [3]. It lasted 8 min 38 s. 
2: Occasionally a much shorter stimulus ensemble was used based on 127 
frequency values and 31 amplitude values. When onset intervals of 16 ms were used, 
this stimulus ensemble lasted 1 min 3 s. When onset intervals of 32 ms were used, it 
lasted 2 min 6 s. 
These stimulus ensembles will be called short-interval stimulus ensembles. The 
cross-correlation procedures in this study require that the probability of occurrence 
of an action potential is the same every lime the same tonal stimulus is presented. A 
response fulfilling this requirement will be called a sustained response. It appeared 
that 52% of the neurons in the torus semicircularis did not respond in a sustained 
way to these short-interval stimulus ensembles (SEs). They either did not respond at 
all to these short-interval SEs or fired only at the start of the SE after which the 
firing rate gradually decreased or became zero. In order to overcome this habitua-
tion-like behaviour, stimulus ensembles with longer intervals between the onset of 
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Fig I Part of ihc lonjl stimulus ensemble (from Acrtscn and Johanncsma [1]) 
the tone pips were constructed. The tone pips of these long-interval stimulus 
ensembles all had fixed peak amplitudes of 89 dB SPL. 
3: One such stimulus ensemble with ß= 1.45 ms and γ = 3, as in the former 
stimulus ensembles, was constructed from 255 frequency values with onset intervals 
of 128 ms One sequence of 255 tones was repeated 9 times, resulting in a duration 
of 4 mm 54 s for this stimulus ensemble. 
4: The last stimulus ensemble consisted of lone pips with β = 4.35 ms and γ = 3. 
So these tone pips lasted three times as long as the tone pips of the former stimulus 
ensembles. The onset intervals now were 1000 ms and 127 frequency values were 
selected. This sequence of tones was repeated 4 times, so that the stimulus ensemble 
lasted 8 mm 28 s. It appeared that 83% of the auditory units responded in a 
sustained way to this stimulus ensemble, which was verified by comparing the 
number of action potentials produced during subsequent presentations of identical 
sequences of lone pips. A survey of the SEs is presented in Table I. 
Spectro-temporal characterisation of neurons 
Second-order cross-correlation procedures are based on the concept of stimulus 
ensemble (SE) and pre-event stimulus ensemble (PESE) [2,16-18]. The SE is the 
complete set of stimuli presented to the neuron. The PESE is the subset of the SE 
consisting of those elements that precede an action potential. In cross-correlation 
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TABLh I 
CHARACTERISATION OF STIMULUS ENSEMBLES (Sb) 
SE Vr ,\д β Onset m t e r \ j l Dural ion 'V Sustained 
(ms) bclwccn tones of SF responses 
(ms) 
I 255 127 145 16 S'34" 4X 
I I 127 31 145 16 or 32 Γ 3 " or 2'6" 4K 
I I I 255 1 I 45 128 4'54" 66 
IV 127 1 4 35 1000 V2H" КЗ 
/Vr - n u m b e r of different frequency values, , Л = number of different amplitude values. SF stimulus 
ensemble, β — duralion parameter of tones 
procedures average functionals of the PESE are compared with the average function-
als of the SE [2]. The cross-correlation procedure used in this study was developed 
by Aertsen et al. for tonal SEs [4]. A second-order functional with frequency and 
time as arguments is defined for narrow-band (tonal) stimulus ensembles. It closely 
resembles the dynamic spectrogram, or sonogram. This functional is averaged over 
the PESE. For simplicity the results of these procedures can be considered to equal 
the average dynamic spectrogram of the PESE and will be called the spectro-temporal 
sensitivity (STS) under tonal stimulation of the neuron. 
The result of one such averaging procedure is shown in Fig. 2. The STS of this 
unit is characterised by a clear dark region, which represents a high intensity. This 
dark region at about 14 ms before the spike extends in the frequency range of 
840-1540 Hz. Its maximum value was obtained at 1 140 Hz and will be called the 
best frequency (BF), because it implies that the unit fired best to tones of this 
frequency. The dark region starts at BF at 19 ms before the spike, indicated by an 
Unit 139.5 
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Fig 2 The spectro-temporal sensitivity of a unit with best frequency of I 140 H z and latency of 19 ms. 
T h e arrow indicates the latency The dots at about 0 and 32 ms indicate the presence of tones following 
and preceding the tones that elicited the spikes The SE consisted of short tones with onset intervals of 16 
ms (SE I ) 
Ш 
t 
43 
108 
arrow. This is the latency of this unit to these tones. The dots at about 0 and 32 ms, 
i.e. about 16 ms before and after the dark region, represent the intensity distribution 
of the tones that followed and preceded the tones that elicited the spikes. 
The existence of a stimulus-event relation 
The existence of a stimulus-event relation was investigated by determining the 
cross-coincidence histogram (CCH) of two spike trains obtained upon two successive 
presentations of identical SEs [1,17]. Furthermore, the width of the CCH at half its 
maximum was used as a measure for the timelock of the spikes to the stimulus. 
Action potential waveform 
Action potential waveforms in the torus semicircularis of the grass frog can be 
divided into four different types [10,11]. The first type, type I, consists of short 
(about 2.5 ms) action potentials with a small positive first phase, a fast rising 
negative second phase, and a small positive third phase. The second type, type II, 
consists of longer lasting (about 5 ms) biphasic action potentials, that have a clear 
negative first phase. Units with waveforms of type I and II have relatively low 
amplitudes, generally lower than 200 μΥ. Waveforms of type III and IV generally 
have amplitudes higher than 200 ju.V. Type III has two or three phases with a clear 
positive first phase. It lasts from 5 to about 7 ms. The last type, type IV, are very 
long lasting (over 7 ms) action potentials with three or four phases, the first one 
being positive. 
Binaural interaction 
In most cases results will be presented that were obtained under binaural 
stimulation. The results for contralateral stimulation will be presented only for those 
units in which contralateral stimulation produced many more spikes than binaural 
stimulation. In addition, by comparing responses to binaural, ipsilateral and con­
tralateral stimulation units were classified as OE-umts, EO-units, EE-umts and 
El-unils using the nomenclature of Feng and Capranica [13,14]. 
Results 
Units with sustained responses to tonal SEs 
Responses to tonal stimuli were recorded from 112 auditory units in the mid­
brains of 46 grass frogs. Rana temporaria L. For 90 of these units responses were 
obtained for one of the stimulus ensembles with short intertone intervals. 43 (48%) 
of these units responded in a sustained way to these short-interval SEs, in 42 of 
which the existence of a stimulus-event relation was established by determining the 
cross-coincidence histogram between the spike trains obtained during two successive 
presentations of the same stimulus ensemble. So 47 units did not respond in a 
sustained way to these stimulus ensembles. 
The stimulus ensemble with intertone intervals of 128 ms was presented to 43 
units and evoked a sustained response in 26 of these units, in 24 of which the 
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existence of a stimulus-event relation could be established The stimulus ensemble 
with intertone intervals of 1000 ms was presented to 60 units, 45 of which responded 
to this ensemble in a sustained way The two latter types of SE were in many cases 
only presented when no sustained response to the short-interval SES could be 
obtained Because all units that responded in a sustained way to the short-interval 
ensembles invariably did so to the long-interval ensembles, it is concluded that 66% 
and 83% of the auditory units in the midbrain of the frog respond in a sustained way 
to tonal stimuli presented with intervals of 128 and 1000 ms, respectively (cf 
Table I) 
The distribution of BFs 
For the units in which a sustained response to one of the SEs could be obtained, 
second-order cross-correlation between the tonal stimuli and the neural events 
resulted for 83 units in the determination of their spectro-temporal sensitivities To 
69 of these units one BF could be attributed, while in 14 the spectro-temporal 
sensitivity consisted of more or less separated regions Units with one BF will be 
called singly tuned, the other ones broadly tuned The distribution of BFs of units 
with one BF is shown in Fig 3 A separation can be observed around 900 Hz, which 
probably reflects the division between units receiving input from the amphibian 
papilla (BF<900 Hz) and units receiving input from the basilar papilla (BF>900 
Hz) [7,25] Units with BFs < 400 Hz will be called low-frequency units with BFs 
between 400 and 900 Hz mid-frequency units, and with BF > 900 Hz high-frequency 
units The division at 400 Hz is based on the results of Walkowiak [25], who 
established that most units in the torus of the grass frog with BF < 400 Hz showed 
two-tone suppression, which is the crucial test for a unit to be of low frequency [7] 
The distribution of latencies 
It appeared that the response latencies obtained for short-interval SEs were in 
general somewhat longer than those obtained for SE with longer intervals This was 
especially evident in units with relatively long latencies The relation between the 
latencies obtained under these conditions is given in Fig 4 Because the long-interval 
SEs were often used only when a sustained response to short-interval SEs could not 
be obtained, for many units latencies were only available for short interval SEs In 
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Fig 3 Distribution of the best frcquenty of 69 singly tuned neurons 
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this case the latencies for long-interval SEs were estimated from the regression line 
of Fig. 4 in order to obtain a latency distribution for all units under the same 
stimulus condition. This distribution is given in Fig. 5, and shows a dip at around 30 
ms. This warrants the subdivision into short- and long-latency units. It appeared 
that short-latency units were overrepresented in the population of high-frequency 
units (x2-test, /><0.05). 11 of the 14 broadly tuned neurons had long latencies. 
Latency and width of the cross-coincidence histogram 
Fig. 6 shows the cross-coincidence histograms (CCH) of a short-latency and a 
long-latency unit. For the short-latency unit a relatively sharp peak can be observed, 
whereas the long-latency unit shows a much broader peak. The width of the CCH at 
half its maximum amplitude is taken as a measure for the lock of the neural events 
to the stimulus. This halfwidth is plotted against latency in Fig. 7. It is clearly shown 
that all units except two with latencies shorter than 30 ms had CCHs with a 
halfwidth less than 6 ms. Units with latencies longer than 30 ms had CCHs wider 
than 5 ms. 
The spectro-temporal sensitivities 
The spectro-temporal sensitivities of three short-latency units are shown in Fig. 8. 
A low-frequency unit, BF= 310 Hz, is shown on the left (Fig. 8a), a mid-frequency 
unit, BF = 680 Hz, is shown in the middle (Fig. 8b), and a high-frequency unit, 
BF = 1610 Hz, is shown on the right (Fig. 8c). The latencies at BF were 16 ms, 24 ms 
and 16 ms, respectively. It is observed that latencies are slightly frequency depen-
(ms) 
80 
(ID 
A0-
0 АО β0 (ms) 
- ( I ) 
Fig 4 Relation between the latency to tones with 1 s onsei interval (I) and the latency to tones with 16 or 
32 ms onset intervals (II) The regression line fulfils the equation lat,, =0 834 lat, +2 56 
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Fig. 5 Diblnbution of the latencies of 69 singly tuned neurons 
dent, becoming longer for frequencies further away from BF. STSs of this type are 
rather general among short-latency units. Sometimes a very strong saturation could 
be observed (Fig. 9). This consisted of an STS in which the maximum intensity was 
constant over a considerable frequency range. In this range the latency was constant. 
Saturation was almost exclusively found in short-latency units. Because most of 
these units responded in a sustained way to stationary wide-band noise, the STS 
could be compared with the spectro-temporal properties under noise stimulation. 
Here the stimulus intensity per Hz was much less and no saturation was observed 
a: 
Unit 161 - A 
1123 coincidences 
700 
Unit 167-4 
784 coïncidences 
-63.5 63.5 
(ms) 
Fig 6 Cross-coinadencc histograms (CCH) of a short-ljtency unit (a) and j long-latency unit (h) 
obtained under stimulation with a tonal SE with onset intervals of 128 ms The binwidth of the histogram 
is I ms So the halfwidth of the first CCH is about I ms whereas the halfwidth of the second CCH is 9 ms 
The firing rate of the unit shown in a was 4 02 spikes/s. the unit shown in b had one of 3 84 The total 
period in which the analysis was done lasted 260 s 
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Fig 7 Relation between the latency of a unit and the halfwidth of its cross-coincidence histogram. 
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Fig 8 Spectro-temporal sensitivities of three short-lalency units: one low-frequency (a), one mid-frequency 
(b), and one high-frequency unit (c) Note the shifted frequency axis in the third unit The small arrows 
denote the division between the low- and the middle-frequency range, i e 400 Hz, and between the 
middle- and the high-frequency range, i e. 900 Hz The stimulus ensemble consisted in all three examples 
of short tones with onset intervals of 128 ms (SE III). 
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except perhaps in one case. One clear BF was found that corresponded to the centre 
of the frequency range in which saturation occurred. The unit shown had a BF of 
1 350 Hz and a latency of 10 ms, its STS extended well into the mid-frequency range. 
The STSs for three long-latency units are shown in Fig. 10. In Fig 10a a 
low-frequency unit, BF = 240 Hz, with a latency of 50 ms is shown. The sensitivity 
extends beyond the frequency range that was investigated. In Fig. 10b a mid-
frequency unit, BF = 680 Hz, with a latency of 90 ms is shown. Fig. 10c shows a 
high-frequency unit, BF=1760, with a latency at BF of 38 ms but showing 
considerable longer latencies at frequencies away from BF. Occasionally long-latency 
units were found which showed a considerable time-jitter in their responses to tones. 
Such a unit is shown in Fig. 11 ; a BF is estimated to be 370 Hz; at BF the latency 
was estimated at 50 ms. 
In Fig. 12 a selection of broadly tuned neurons is shown. Arrows indicate the 
separations between the low-, the middle- and the high-frequency ranges. All time 
axes show a 128 ms range; the frequency axes either run from 125 to 2000 Hz or 
from 250 to 4000 Hz. After noting the separation mark at 900 Hz it is clear that 
several units receive input from the amphibian as well as the basilar papillae (Fig. 
12b, c, e-h). Others (Fig. 12a) only received input from the amphibian papilla but 
from a rather wide area which showed large differences in latencies between the low-
and the mid-frequency part. Fig. 12g, h are examples of units receiving inputs from 
the low-, the middle-, as well as the high-frequency range. One unit was found (Fig. 
12i) with double tuning in the high-frequency range. Its upper frequency part fell in 
the short-latency range, the lower-frequency part in the long-latency range. 
Binaural interaction 
Binaural interaction was determined in 89 units. In 40 (45%) units binaural 
stimulation had the same effect as contralateral stimulation (37 EO-units) or as 
ipsilateral stimulation (3 OE-units), while monaural stimulation of the other side had 
no effect. In 26 units (29%) contralateral as well as ipsilateral stimulation were 
excitatory (EE-units), although one side sometimes produced much more spikes than 
Unit 172.3 
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Fig 9 Spettrotemporal sens.itivilv of a unit showing a strong saturation The stimulus ensemble consisted 
of short-tones with onset intervals of 128 ms (SE III) 
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Fig. IO Spectro-temporal sensitivities of three long-latency units. Note that the time axis differs from the 
previously shown ones The stimulus ensemble consisted of long tones with onset intervals of I s (SE IV). 
the other side. Best frequencies were in most cases very similar and latencies differed 
for at most 5 ms, the side producing the more spikes showing the shorter latency. 
In 23 units (26%) ipsilateral stimulation had an inhibitory influence on con­
tralateral stimulation (El-units). In most cases the inhibitory effect was so strong 
that no spectro-temporal sensitivity could be determined under binaural stimulation. 
In two units where this was nevertheless possible, the latency under binaural 
stimulation was some 20 ms longer than under contralateral stimulation, while the 
BFs were similar. 
It appeared that EE-units were overrepresented in the population of high-
frequency units, while EO- and El-units were overrepresented among the low- and 
mid-frequency units (χ2-test, Ρ < 0.05). EE-units tended to have short latencies, 
whereas El-units tended towards longer latencies ( Ж 0 . 1 ) . 
Action potential waveform and neural response properties 
It appeared that the type of the spike waveform was not related to the BF of the 
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Fig. 11, Spectro-temporal sensitivity of a unit which exhibited very variable intervals between the onset of 
the tones and the spikes. The stimulus ensemble consisted of tones with onset intervals of 1 s (SE IV). 
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Fig 12 Spectro-temporal sensitivities of 9 broadly tuned neurons The SE consisted of long tones with 
onset intervals of 1 s (SE IV), except in d, where the tones had onset intervals of 16 ms <SE I) 
unit. In contrast, a clear correlation with latency was observed (χ2-test, Ρ < 0.005). 
All, except one, type-I units had short latencies and type-II units had predominantly 
long latencies. Spike waveform type III appeared to be equally distributed over 
short- and long-latency units. Of the six simply tuned neurons with type-IV spike 
waveform only one had a short latency. 
Distribution of neural properties across the torus 
The vast majority of the 106 auditory units that could be localised were found 
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within the classical boundaries [21] of the torus semicirculans. Only 7 were found 
outside the torus. 
No clear tonotopic organisation could be found, although high-frequency units 
showed some preference for the laminar nucleus and the ventral part of the principal 
nucleus while the dorsal part of the principal nucleus was predominantly sensitive 
for low frequencies. No significant preference of mid-frequency units for any specific 
part of the torus was found. Broadly tuned neurons were found in the central part of 
the torus, especially in the magnocellular nucleus (Fig. 13). 
As far as latency was concerned, short-latency units were specifically found in the 
ventral part of the principal nucleus and the transition between the laminar and the 
principal nucleus. Long-latency units did not show any preference for a particular 
nucleus (Fig. 14). 
As to binaural interaction, EO- as well as El-units were found all over the torus. 
EE-units were predominantly observed in the ventral part of the torus, especially in 
the principal nucleus. All three OE-unils were located in the laminar nucleus (Fig. 
15). 
The distribution of spike waveforms over the torus is presented in Fig. 16. Units 
with spike waveform type I were especially found in the ventral part of the principal 
nucleus. Units with spike waveforms type II were predominantly found in the 
Hg Π Distribution of frequency sclcctiuty асго-ч the toru1- scmnirLuljnv The recording МІСУ are 
indiLJted in four drawing-, representing sagittal sections positioned 6(X). Ш) 1(K)() and I 2(H) μιυ laterally 
from the median Frontal is to the left, caudal is to the right V, \enlricle nl. nucleus lammaris np. 
nucleus principalis, nm. nucleus magnocellulans 
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Fig 14 Distribution of the latencies across the torus 
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Fig 15 Distribution of binaural-inlcrjction patterns across the t.irus 
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Fig. 16. Distribution of spike-waveform types across the torus. 
ventral part of the principal nucleus and in the magnocellular nucleus. Type-Ill units 
were found all over the torus, as well as type-IV units. 
Correlation between neural properties 
The experimental results obtained with tonal stimuli showed various correlations. 
waveform 
latency 
frequency 
sensitivity 
localisation 
ns 
p<0.1 
Ф<0.05 
ip<0.01 
ι p<0.005 
binaural 
interaction 
Fig. 17. Diagram summarising the correlation between the various neuronal characteristics, ns, not 
significant. 
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As shown in the previous paragraphs, latency seems to be the crucial factor for the 
correlations In Fig 17 the strength of the correlations, on basis of χ2-tests, is 
graphically represented It appears that latency and waveform type are strongly 
correlated, as is localisation and waveform Frequency sensitivity, ι e basilar papilla 
input vs amphibian papilla input, is correlated with latency, localisation, and the 
type of binaural interaction Neither correlation was found between waveform type 
and frequency sensitivity nor with binaural interaction type 
Discussion 
The responsiveness of the units 
All these experiments took place under light MS-222 anaesthesia In a previous 
paper [17] the spectro-temporal characteristics of auditory units were described as 
determined under stimulation with stationary wide-band noise It was argued that 
the light anaesthesia did not affect the response characteristics to noise significantly 
As the responsiveness to noise appeared to be strongly correlated with short 
latencies, the response properties of the short-latency units as determined with tonal 
SEs were probably not much affected by the anaesthesia either Just as under noise 
stimulation the STSs under tonal stimulation did not change very much with 
changing levels of anaesthesia, although average firing rales could increase signifi­
cantly when the level of anaesthesia became lower Furthermore, the measured 
latencies to tones were clearly correlated to the response times as measured with 
noise [17], and the BFs under tonal and noise stimulation were very similar Only 
one phenomenon that was not encountered under noise stimulation, very regularly 
occurred under tonal stimulation, viz saturation Under tonal stimulation saturation 
could be very strong, as shown in Fig 9 Saturation appeared to depend on the level 
of anaesthesia In addition under ipsilateral or contralateral stimulation saturation 
could be quite different As far as the long-latency units were concerned, the 
measured STSs did not change much with changing levels of anaesthesia either, 
although average firing rates often increased when the level of anaesthesia decreased 
All these arguments indicate that the anaesthesia increased the threshold of the units 
without very much affecting the form of the measured STSs 
Sometimes units that first did not exhibit a sustained response to one of the SFs, 
did so when the level of anaesthesia became lower This indicates that some of the 
units from which no sustained response to any of the SEs could be obtained might 
have exhibited sustained responses when unanaesthetised animals would have been 
used In addition, it cannot be excluded that a considerable proportion of auditory 
units in the midbrain of the grass frog were completely silenced by the anaesthesia 
Feng et al [12] showed that even the responsiveness of auditory-nerve fibres 
decreased considerably under barbiturate or urethane anaesthesia Especially fibres 
from the mid-frequency range of the amphibian papillae were susceptible This may 
explain why the proportion of low- and mid-frequency units found in this study was 
relatively low, about 50%, whereas in immobilised frogs Walkowiak [25] found 78% 
units with BFs in the low- and mid-frequency range Another reason for this 
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discrepancy might be found in the different types of electrodes used by Walkowiak. 
Walkowiak used glass micropipettes, whereas we used stainless-steel microelectrodes. 
A third reason for this discrepancy might be a different bias in the electrode 
penetrations. In this study there is perhaps a bias for lateral penetrations. 
In many units silent intervals had to be inserted between the tones in order to 
obtain a sustained response. To short-latency SEs they fired only at the start after 
which the firing rate gradually decreased or became zero. This habituation-like 
behaviour sometimes occurred even when the interval between two successive tones 
was 1 s. Several mechanisms might explain this. First it is possible that after a tone 
the probability of occurrence of an action potential first becomes high but then 
decreases after which the unit remains suppressed for some time. When a tone to 
which the neuron might otherwise respond is presented during this interval the unit 
now remains silent. This last tone might then in its turn suppress the firing 
probability of the unit. These suppressive effects of successive tones might even 
summate, resulting for the duration of the SE, in ever decreasing firing rates. Only 
when very long silent intervals are included the suppression will disappear. Second, 
while tones of some frequencies may activate the units, tones of other frequencies 
may suppress the neuron. The time course of this-suppression may be much longer 
than that of the activation and also here the suppressive effects may summate. An 
argument in favour of these mechanisms is that very often units only fired in a 
sustained way to a SE when long silent intervals were included between the tones. 
Frequency sensitivity across the torus semicircularis 
A single-unit study in the torus semicircularis of the bullfrog [21] points to the 
absence of a clear tonotopic organisation. An evoked-potential study in the grass 
frog [20], however, presents some evidence for a low-frequency sensitivity in more 
caudal parts gradually changing to a higher-frequency sensitivity in the more frontal 
regions. Although in our study the recording sites were localised with an accuracy of 
at best 100 μπι and data from many animals were taken together, it is beyond doubt 
that large parts of the torus are sensitive to more than one of the low-, middle- and 
high-frequency ranges. This is particularly obvious in the magnocellular nucleus 
where many units are sensitive to more than one range of frequencies. They receive 
convergent inputs from different parts of the sensory papillae. 
Nevertheless, our results suggest a vague tonotopic organisation at single unit 
level corroborating the one reported by Pettigrew et al. [20]. The dorsoposterior part 
of the principal nucleus had a preference for low frequencies, whereas the ventroan-
terior part appeared to be predominantly sensitive to high frequencies. It is very well 
possible that a clearer tonotopy in the principal nucleus will be found when a large 
number of units can be studied in one single animal. 
In most cases the BFs of high-frequency units in one frog were very similar. This 
suggests that the basilar papilla is a rather simple structure tuned to one single 
frequency [8]. In two cases the results suggest that the tuning of the left basilar 
papilla can be different from the tuning of the right basilar papilla. In the first frog 
an El-unit was recorded with a STS shown in Fig. 12h. The frequency sensitivity of 
this unit fell below 2000 Hz; the BF for high frequencies was about 1 750 Hz. A unit 
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in the other side of the torus (bilaterally stimulated) had a BF of 2280 Hz 
Unfortunately the binaural interaction of this unit was not determined The second 
case сопсегпь an EE-unit the STS of which is shown in Fig 12i The STS consists of 
two regions, both in the high-frequency range It appeared that the range with the 
higher frequencies was due to ipsilateral stimulation whereas the range with the 
lower frequencies was due to contralateral stimulation 
Distribution of response latencies 
A remarkable finding is the clear division in short- (< 30 ms) and long- (> 30 ms) 
latency units These latencies all refer to tones with peak intensities of 89 dB SPL In 
other studies latencies were measured at stimulus intensities of a fixed amount of 
dBs above threshold [14] or at the stimulus intensity that produced the minimal 
latency [22,25] As these differ considerablv [25] it is not possible to compare our 
results directly with those of others 
In our previous study using stationary noise as a stimulus [17] it was shown that 
most short-latency units were responsive in a sustained way to noise stimuli that 
lasted for several minutes They were localised in the ventroanlenor part of the 
principal nucleus, more dorsally on the transition region between laminar and the 
principal nucleus, and in more lateral parts of the auditory midbrain where the 
distinction between the various nuclei vanished These regions appear to contain the 
fibres that enter from the olivary nucleus [24] These results corroborate those of 
Potter [21] who mentioned that 5 out of 6 units with latencies less than 20 ms were 
found in a ventral position in the anterior tips of the laminar and the principal 
nucleus He suggested that these units were fibres entering the torus from the olivary 
nucleus In addition the range of latencies of these short-latency units (at 89 dB SPL) 
falls within the range of latencies of units in the olivary nucleus (at 10 dB above 
threshold) as given by Feng and Capranica [14] These short-latency units are 
therefore likely to represent incoming fibres or units that are involved in the first 
information-processing stages in the torus Several other arguments favour this 
conclusion 
First, nearly all units with spike waveform type I had short latencies It is 
tempting to assume that these units represent incoming axons, whereas short-latency 
units with spike waveform type III would represent cell bodies 
Second, another measure for the stage of information processing is provided by 
the width of the cross-coincidence histogram This represents the temporal accuracy 
of firing of a neuron with respect to the stimulus and will be determined by amongst 
others the number of synapses between the sensory organ and the unit in the torus, 
and stochastic components in neuronal integration processes The close agreement 
between the results based on latency and those on the width of the CCH (Fig 7) 
forms another argument in favour of short-latency units representing an early stage 
of information processing within the torus 
Third, while broad tuning was a regular characteristic of long-latency units, only 
three short-latency units were broadly tuned Two of these were found outside the 
torus in a region between the torus semicirculans and the nucleus isthmus, the third 
unit (Fig 12i) showing double tuning in the high-frequency range was another 
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exceptional unit which was discussed above. 
The correlation between latency and frequency sensitivity in the sense that 
short-latency units were over represented among high-frequency units was also 
found by Bibikov [5]. The significance of this remains to be investigated 
Binaural interaction 
Until recently it was assumed that during monaural stimulation crosstalk to the 
other ear did not have a significant influence on binaural interaction patterns. This 
was based on measurements on single fibres of the auditory nerve in conditions 
where the mouth of the frog was opened [14] In these conditions the interaural 
attenuation ranged from 24 to 44 dB. It appeared, however, that crosstalk increased 
dramatically when the mouth of the animal was closed [9,15] and the attenuation 
could be as low as 4 dB This crosstalk is probably due to resonant coupling between 
the two tympanic membranes by the mouth cavity It is especially pronounced when 
stimulation falls in the middle- and the high-frequency range [9]. As our experiments 
were performed with closed mouths, a monaural stimulus presentation will effec-
tively have stimulated the other ear as well This effect will especially have been 
pronounced in the middle- and the high-frequency range and might explain why 
EE-umts are overrepresented in the high-frequency units It does not, however, 
explain the low proportion of EE-umts in the mid-frequency range Furthermore, a 
considerable amount of high-frequency units were classified as EO-units Here a 
more complicated mechanism must be present 
In experimental conditions with considerable crosstalk between both ears, an 
EO-response can most simply be explained by inferring a reciprocal inhibitory 
influence between both sides The presence of such an influence has been demon-
strated in frogs with open mouths by Feng et al. [13] even at the level of the dorsal 
nucleus. This mechanism might explain that an EO-uml under closed-mouth condi-
tions will arise as an El-unit when the mouth is opened. Under monaural stimulation 
of the contralateral side, the inhibitory influence of the more strongly stimulated 
contralateral side upon the ipsilateral side prevails, so that crosstalk stimulation of 
the ipsilateral side cannot exercise its inhibitory influence in the contralateral side 
Under monaural stimulation of the ipsilateral side, however, the inhibitory influence 
of the ipsilateral side upon the contralateral side prevails so that the crosstalk 
stimulation of the contralateral side is inhibited resulting in no activity whatsoever. 
Under binaural stimulation a similar situation as under monaural stimulation of the 
contralateral side will be found Therefore the units that we classified as EO-units 
while recorded with mouth closed, will according to this hypothesis turn out to be 
El-units when the mouth is opened. This might explain why Feng et al [14] 
classified 62% of the auditory units in the torus semicirculans as El-units in 
experiments where the frog's mouth was opened In our experiments 45% of the 
units were classified as EO-units, and 26% were classified as El-units Together this 
makes up 71%. The EE-umts of Feng et al. as well as their EO-units, together 30% in 
which reciprocal inhibition is absent, will both be classified as EE-umts in our study, 
which closely agrees with the 29% EE-umts found by us Kaulen el al [19] 
mentioned 57 2% EO-units, 2 5% OE-umts, 20 5% EE-umts, 17.9% El-units and 1 7% 
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IE-units. These numbers are similar to ours. It is therefore likely that they also 
experimented under closed-mouth conditions. Although Feng et al. [14] used the 
green tree frog and Kaulen et al. [19] used an unnamed Chilean frog, the correspon-
dence of the percentages is remarkable. It is suggested that binaural units as 
classified in mouth-closed situations should not be regarded as one group which 
differs from monaural units. Functionally, it is preferred to consider EO- and 
El-units, under closed-mouth conditions, as one group different from EE-units. The 
correlation of EE-units with their localisation in the torus and with their frequency 
selectivity confirms the suggestion that EE-units constitute a functionally different 
group. 
Spike waveform 
The spike waveform appeared to be strongly correlated with the latency and the 
recording site of the unit. This correlation was largely due to the type-I and type-II 
waveforms. As units with type-I waveforms had short latencies and were predomi-
nantly found in those parts of the torus where fibres enter from the olivary nucleus 
they were associated with spikes produced by myelinated axons. Spike waveform II 
appeared to be strongly correlated with a long latency and was predominantly found 
in the ventral part of the torus. The ventral part of the torus is cyto-architectonically 
characterised by multi-polar cellbodies [6,23], whereas the dorsal part, especially the 
laminar nucleus is characterised by monopolar cell bodies with one dendritic 
arborisation directing into the peripheral nucleus. In other parts of the torus 
monopolar cellbodies are also found, but their direction is less well specified. It is 
tempting to suggest that units with spike waveform II represent the multipolar 
neurons [11]. This is favoured by the long latency of these units as well as by finding 
that about 50% of the broadly tuned neurons had spike waveform II. Their various 
dendritic arborisations might be the anatomically functional correlate of the inputs 
from the various frequency ranges they receive. Spike waveform III, then, is the best 
candidate to represent the unipolar cellbodies or the cellbodies without large 
dendritic arborisations. So far, however, these suggestions are not more than 
informed guesses and more detailed anatomical experiments are needed to verify 
these hypotheses. 
Functional and anatomical divisions of the torus semicircularis 
The nomenclature for the various parts of the torus semicircularis was adopted 
from Potter [21]. The proposed major auditory nuclei, the laminar nucleus, the 
principal nucleus and the magnocellular nucleus, appear to have different neuronal 
characteristics. The laminar nucleus is the best anatomically defined structure 
consisting of conspicuous layers of unipolar cellbodies with large dendrites pointing 
into the principal nucleus. Between these layers run axons from the olivary nucleus. 
All units in the laminar nucleus are singly tuned, and there are no units with spike 
waveform II. All 3 units with a binaural interaction pattern type OE were found in 
the laminar nucleus. The magnocellular nucleus is anatomically characterised by big 
multipolar cellbodies. Spike waveform type I is lacking and almost all units have 
long latencies. Many units are broadly tuned, and many have spike waveform II. 
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The principal nucleus, however, must in our opinion be divided into two functionally 
different subnuclei. The ventroanienor part appeared to be predommantlv sensitive 
to high frequencies, many units had short latencies and the binaural interaction 
pattern of many units was of the EE-type, and units with spike waveform type II 
were regularly met The dorsopostenor part of the principal nucleus showed a 
preference for low frequencies. Only few units had short latencies and hardly any 
binaural-mteraction pattern of the EE-lype was found. Only occasionally spike 
waveform type II was met. These arguments warrant a functional subdivision of the 
principal nucleus. 
These considerations, however, can only apply to the more lateral parts of the 
torus semicirculans, as almost all recordings took place at least 600 μ m from the 
median. Some tracks were made more medially. But even when auditory background 
activity was recorded, we were unsuccessful in isolating single-unit activity. In many 
other tracks in the medial parts of the torus responses to substrate vibration were 
registered but no pure auditory activity could be found. Units responding to 
substrate vibrations were also found in the more lateral parts of the torus, especially 
in the most dorsal part of the principal nucleus, which was also mentioned by Potter 
[21]. These areas either represent a projection from a part of the amphibian papilla 
that is sensitive to substrate vibrations or represent a projection from other 
acoustico-vestibular sense organs. 
For all our data it has to be kept in mind that the accuracy in localising a 
recording site was at best 100 μτη. In addition, the divisions between the various 
nuclei of the torus semicirculans are not as clear as the illustrations suggest, and 
considerable differences between different frogs could be observed. Our data com­
prise 46 frogs, and if a comparable number of units could be recorded in one frog, 
the results might be more conclusive. Apart from the laminar nucleus inspection of 
different kinds of anatomical preparations of the torus semicirculans do not reveal a 
clearly structured organisation. The correlation found between the various neuronal 
characteristics and the localisation in the torus despite all these uncertainties, 
however, do suggest that some organisational plan must exist. 
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QUANTITATIVE CHARACTERISATION OF AUDITORY NEURONS IN THE MIDBRAIN OF THE 
GRASS FROG (Rana temporaria L.) BASED ON THE SPECTRO-TEMPORAL RECEPTIVE 
FIELD. 
D.J. Hermes, J.J. EggermonC, A.M.H.J. Aertsen and P.I.M. Johannesma 
Summary 
Studies dealing with auditory information processing often present the 
dynamia speatrum of the sound stimulus (sonogram) in addition to the stimulus 
waveform. The sonogram, presenting the spectral and temporal properties of 
the sound in a combined way, reflects properties that are assumed relevant in 
central information processing. 
For 12 neurons recorded from the midbrain of the grass frog the sonogram 
of a gaussian-wide-band-noise stimulus was correlated with the output of the 
neuron to that noise. From this input-output correlogram the spectro-temporal 
receptive field (STRF) was calculated. The STRF reflects those spectral and 
temporal properties of the stimulus that influence the firing probability 
of the neuron. 
A quantitative procedure was developed to calculate the neuron's response 
as far as it could be derived from the STRF. This procedure basically consist-
ed of a convolution between STRF and the sonogram of the stimulus followed by 
a summation over the various frequency bands. In this way it proved possible 
to estimate to what extent the STRF characterised the neuron's firing 
behaviour. 
Heuristic approaches, in which the neuron was modelled to a parallel 
series of band-pass filters, a summator and a static nonlinearity, 
representing a spike-generating mechanism, resulted in a considerable improve-
ment of the characterisation. 
Key words: auditory information processing, cross-correlation, sonogram, 
spectro-temporal receptive field, frog, torus semicircularis. 
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INTRODUCTION 
The importance of "complex" sound signals for the investigation of the 
auditory central nervous system has been emphasised by several authors [1,19, 
21,23,26]. These complex sounds originate from the natural environment of the 
animal in which species-specific vocalisations play a substantial role. They 
are very often described by their sonograms. When synthetic sounds are used, 
they are inspired by the frequency-time patterns that are found in these 
species-specific vocalisations. It is thereby implicitly assumed that the 
sonogram presents those frequency-time patterns that are relevant for the 
central nervous system. This study aims to be an exploration of this concept. 
In a previous study [10] we described a population of neurons that probably 
represents a low stage of information processing in the torus semicircularis 
of the lightly anaesthetised grassfrog. Most of these neurons responded in a 
sustained way to pseudorandom wide-band noise, a stimulus that appears 
ideally suited to investigate unknown systems [15,20]. This noise consists of 
low-pass-filtered pseudorandom binary sequences, presented immediately after 
one another. 
As in previous studies [9,10] the concepts of stimulus ensemble (SE) and 
pre-event stimulus ensemble (PESE) are used [l]. The series of action-
potentials produced by the neuron is idealised to a series of events. The 
complete set of stimuli presented to the neuron constitutes the SE. The PESE 
is the subset of the SE consisting of those elements that precede an event. 
In this approach functionals are averaged over the PESE and the result is 
compared with the average functional of the SE. We consider here the dynamic 
spectrum as the averaged functional of interest. This is also called sonogram 
in case the signal consists of sound. The dynamic spectrum presents the 
spectral and temporal characteristics of a signal in a combined way. The 
differences between the spectro-temporal properties of the SE and those of 
the PESE are related to those spectro-temporal properties of the stimulus that 
influence the firing probability of the neuron. This is formalised in the 
concept of spectro-temporal receptive field (STRF), which was determined under 
stimulation with pseudorandom wide-band noise [9]. A procedure was developed 
in order to calculate the share in the output of the unit that could be 
derived from its STRF. This procedure basically consists of a convolution 
between the STRF and the sonogram of the stimulus, followed by a summation 
over the various frequency bands. The peristimulus time histogram (PSTH) 
calculated over repeated presentations of the same noise sequence was taken as 
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output of the neuron. The similarity between the STRF-based, calculated, 
response and this PSTH reflects the amount to which the unit is characterised 
by its STRF. 
This quantitative procedure will only result in a complete characterisation 
if there exists a linear relation between the sonogram of the sound stimulus 
and the output of the neuron. Threshold mechanisms and other nonlinearities 
in the system will result in an incomplete characterisation. It will be shown 
that the characterisation of a unit can be improved by a priori assuming such 
nonlinearities. 
METHODS 
Adult grass frogs from Ireland were lightly anaesthetised (MS 222) and 
single-unit activity was recorded from auditory neurons in the midbrain. All 
details about the preparation, the stimulation, the recording of single-unit 
activity, and data acquisition were described in a previous paper [9]. In 
that paper a population of units was described that responded in a sustained 
way to pseudorandom wide-band noise. The quantitative characterisation proce-
dure described hereafter was applied to twelve of these neurons from which 
sufficient data were available. 
The stimulus 
The spectro-temporal characteristics of a neuron were determined under 
stimulation with pseudorandom gaussian wide-band noise. This noise was 
generated by low-pass filtering (6 dB/octave) of a binary sequence with a 
length of 1048575 steps [8]. The cut-off frequency (-3 dB) of the filter was 
either 1500 Hz or 5000 Hz. A complete noise stimulus consisted of several 
sequences presented immediately after each other. 
The dynamic speatrum 
The dynamic spectrum describes the spectral content of a signal as a 
function of time. So the spectral and temporal characteristics are presented 
in a combined way. It can be obtained by passing the signal through a bank 
of bandpass filters and measuring the temporal intensities, i.e. the square 
of the envelopes, of the outputs of these filters. 
The temporal intensity J(t) of a signal x(t) can be calculated by adding 
to the square of x(t) the square of its Hilbert transform x(t) L9J: 
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Kt) = x2(t) + x2(t) 
•л, 
or in terms of the analytic signal £(t) = x(t) + j x(t), 
J(t) = C(tH*(t) 
where ζ*(ί) is the complex conjugate of ξ ( 0 . 
In this study the dynamic spectrum was calculated by means of a real-time 
dynamic~spectrum analyser (DSA) [2]. Eighteen third-octave bandpass filters 
were used with central frequencies equidistant on a logarithmic scale between 
100 and 5000 Hz. The temporal intensities of the outputs of the filters were 
sampled with intervals of 1.92 ms. 
The dynamic spectrum of a signal will be denoted by {J.(t)}, the set of the 
temporal intensities of the outputs of the filters. For the derivation of the 
spectro-temporal receptive field we will need the following statistical 
characteristics of the dynamic spectrum of the stimulus, its expected value 
{T.} and its autocovariance function {C-. _. (τ)}. Furthermore, we will need i lili 
that the temporal intensities of two different frequency bands are uncorrelated. 
These quantities are of course only defined for stationary ensembles of 
signals. 
{T.} was obtained by averaging the dynamic spectrum of noise signals 
preceding a few thousand random events. This was calculated for noise with a 
cut-off frequency of 1500 Hz as well as for noise with a cut-off frequency of 
5000 Hz. As the overall intensities of these two different kinds of noise were 
equal, the intensity of a third-octave band of noise with a cut-off frequency 
of 1500 Hz should (below 1500 Hz) be 5.2 dB higher than the intensity of the 
same third octave of noise with a cut-off frequency of 5000 Hz. In the 
estimations of {J.} for the different kinds of noise this was indeed the case. 
ι 
It can be shown that J. = R (0), where R (τ) is the autocorrelation 1
 i.i . H H function of ξ. (t) , the analytic signal of the output of the i-th bandpass 
filter. 
{C (τ)} was estimated by averaging the autocovariance functions of the 
-'i-' i 
dynamic spectrum of eight different segments of the noise stimulus. These 
spectrograms were sampled with 224 points separated by 1.92 ms. It can be 
shown that for gaussian noise С (τ) = |R ( T ) | 2 . From this it follows 
-' i1 i Çi^i 
that the autocovariance function of a frequency band of noise with a cut-off 
frequency of 1500 Hz will be 11.1 times (10.5 dB) the autocovariance function 
of the same frequency band of noise with a cut-off frequency of 5000 Hz and 
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the same overall intensity. For the third-octave bands with central frequen­
cies from 160 to 1250 Hz this was realised within 9%. 
Although two neighbouring bandpass filters showed overlapping amplitude 
characteristics from their -3-dB points on, actual calculation of the cross-
covariance function of the temporal intensities of two neighbouring frequency 
bands showed that they were uncorrelated within the error resulting from the 
finite lengths of the eight records used and the systematic error due to the 
use of pseudorandom noise: 
Cj j . (τ) = 0 i 4 j (1) 
i j 
The speatro-temporal reaeptive field 
Besides the before-mentioned requirements for the stimulus the determin­
ation of the spectro-temporal receptive field (STRF) requires that the system 
is time-invariant and has finite memory. The following procedure was inspired 
by the Lee-Schetzen approach in nonlinear system identification [13]. There 
is, however, one important difference: instead of the noise signal itself its 
dynamic speotrvm {J.(t)} was considered as input to the system. Furthermore, 
instead of the series of events the peristimulus time histogram (PSTH), p(t), 
to a sequence of noise was taken as output of the system, because the PSTH 
forms a better estimate of the instantaneous firing rate of the neuron [15]. 
The STRF {h.(t)} is now defined according to 
CD 
R
r
 „(τ) - T.ρ = ƒ h.(a)C
r r
 (T-a)da (2) 
i.p 1 0 1 1 .1 . 
1 -<» 1 1 
where R,. (τ) is the cross-correlation function of I. (t) and p(t), and ρ is 
the average firing rate of the neuron. From this definition it follows that 
the STRF can be calculated by carrying out a deconvolution of the left-hand 
side of this equation by C- _ (τ), the autocovariance function of J.(t). 
-' i-' i х 
The PSTH p(t) is decomposed into three components 
p(t) = P 0 + ρ,α) + e(t) (3) 
in which ρ (t) equals К 
P.ít) = Σ 
1
 k-1 ; 
hk(a)ÍIk(t-c)-Ik}dc (4) 
where К is the number of bandpass filters used. It will appear that ρ , p.(t) 
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and t(t) are three mutually orthogonal components. To show this, it will 
first be proven that e(t) is orthogonal to J.(t) for all i: 
К
т ε
(τ) = Ε [ΐ.(ί)ε(ΐ+τ)] 
О (5) 
Inserting Eq. 3 gives 
R
 ε
(τ) = E [li(t){p(t+T)-po-p1(t+T)}] 
i 
= E [li(t)p(t+T)] -E [-Z'i(t)po] -E [li(t)p1(t+T)] 
= RI.p(T)"7iVE fri^Pi^il 
Using Def. 4 
К (· 
R
 ε
(τ) = Rj. (τ)-Ι.ρ
ο
-Ε [l.(t) I \ hk(a){rk(t+T-c)-Ik}do] 
i i k=l > 
Rj
 p(
T)--riP0-
 τ
 hk(a)E [j (t){lk(t+T-a)-I }] da 
ip k=l ^ 
ι k=l 
hk(a)CJ I (T-a)da 
i к 
Using Eq. 1 and Def. 2 then results in 
R
r
 (τ) = R
r
 (τ)-7.ρ - h.(a)C
r
 ,. (τ-σ)ατ 
Ι.ε i.ρ ίο ι 1.1. 
1 1 J 1 1 
= R
r
 (τ)-7.ρ -R
 η
(τ)+7 ρ = О i .ρ 1 o i .ρ IO 
1 1 
which proves Eq. 5, which simply states that ε(ί) represents the component of 
p(t) that does not contribute to the first-order input-output correlogram 
R_ (τ). From this it immediatelly follows that p.(t) is orthogonal to ε(0. 
Indeed, 
R (τ) = Ε [ρ (t)
e
(t+T)] 
Ρ,ε 
Ε [Σ h (σ){7 (t-o)-7 }da . ε(ί+τ)] 
k=l > fc k 
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κ ζ· 
= Σ hk(a)E [{Jk(t-a)-Ik}E(t+T)] da = О 
where in the last step Eq. 5 was used. When it is now realised that 
E L.Pi (Oj = 0, an immediate consequence of the definition of ρ (t), it is 
clear that ρ , ρ (t) and ε(0 are three components that are mutually 
orthogonal with respect to the stimulus for which {h.(t)} was determined. 
Observe that the input {/.(t)} neither has to be white nor gaussian. 
The STRF was calculated by the deconvolution of Def. 2. This was performed 
in the frequency domain, and is further described in Fig. 1. While the 
dimension of p(t) is sec and that of I.(t) = W/m2, Def. 2 shows that the 
dimension of the STRF is m2/Wsec2. 
When the output of a system consists of discrete pulses, events, input-
output correlation between one period of a periodic signal in this case one 
noise sequence and its PSTH, leads to the same result as when the input 
signal is correlated with the events themselves [16]. Moreover, input-output 
correlation is equivalent to averaging over the PESE [11]. When R'j-. (Ό is 
the average dynamic spectrum of the PESE, R_ (τ) simply equals 
I i p 
ρ R'T-, (Ό· I n this study R' (τ), the average pre-event dynamic spectrum, 
ο ι ¿ρ iP 
was calculated by the dynamic-spectrum analyser (DSA), which averaged the 
dynamic spectrum of the input signal from 323.52 ms before to 106.56 ms after 
the events. It was necessary to include a part of the dynamic spectrum of 
the input signal after the events because of the inherent time delay of the 
bandpass filters [2]. The DSA has a considerable dead-time, in this case 
107.52 ms. Thus events that occurred within 107.52 ms after the preceding one, 
were lost for the estimation of the STRF. Especially for units with high 
firing rates, e.g. about 10 spikes per second, this led to the loss of about 
half the number of spikes. The average firing rate of the neurons in this 
study ranged from 0.26 to 10.1 spikes/sec. 
Quantitative characterisation 
By substitution of the STRF {h.(t)} in the second term of the right-hand 
side, i.e. ρ (t), of Eq. 3 it is now possible to calculate 
p(t) = P 0 + PjCt) 
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This function of time represents the output of the system as far as it is 
determined by ρ and the STRF. It will be called the STRF-based response. The 
amount of similarity between p(t) and the actual output of the neuron, p(t), 
indicates the extent to which the neuron is characterised by its STRF. In 
order to quantify this degree of similarity the variance of ε(0, σ , was 
compared with the variance of p(t), σ : 
σ
ε
2
 = EQ{p(t)-p(t)}2] (6) 
a
 2
 = E [{p
o
-p(t)}2] (7) 
From these expressions the reduction in mean square error (MSE), φ « , was 
calculated: 
φ
2
, = 1 - σ 2/σ 2 (8) 
PP ε ρ 
This reduction in MSE represents the improvement in the characterisation of 
the neuron by using its STRF in addition to ρ [15]. Because E(t) is 
Fig. 1. Illustration of the calculation of the spectro-temporal receptive 
field (STRF) for 5 frequency bands. The average dynamic spectrum of the 
pre-event stimulus ensemble, R (τ)., is shown in (a). In (b) the average 1
 iP 
dynamic spectrum of the stimulus ensemble, J.ρ , has been subtracted from 
R (τ). The amplitude of the Fourier transform of (b) is shown in (f). This 
Fourier transform is multiplied by the window shown in (g). This window is 1 
for |ω| ΐ Ώ, a squared cosine созЧттГш-п ЗП} for Ω<|ω| •; 2ΐι and zero other­
wise, in which Ό. = 0.1302 ω Hz where ω -¿s the central frequency of the band-
pass filter used. The result of this windowing is shown in (h). С (τ) is 
i І 
shown in (a), which is multiplied with a window shown in (d). This window is 
1 for |t| s Ί, cos2{7r(t-T)/2T} for Τ < |t| £ 2T and zero otherwise, in which 
Τ = 3.072/ω sec. The result is shown in (e). This is Fourier transformed, the 
о 
amplitude of which is shown in (i). Then the Fourier transform, shown in (h), 
is divided by (i), the result of which is shown in (j). The inverse Fourier 
transform is then shown in (k): the STRF. This is in its turn windowed (I). 
The window was 1 for regions in which the STRF differed from zero, while the 
tails of the window consisted of the same squared cosines as in (d). The 
final result, shown in (m), is used to calculate the STRF-based response. 
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orthogonal to ρ as well as to p.Ct), it is orthogonal to ρ + p.Ct) = p(t). 
This means that 4 2
Λ
 equals the square of the correlation coefficient between 
PP 
p(t) and p(t), p2„ . This follows from σ 
PP ε 
So, 
Ч\ - Ρ 2- ) [18]. 
PP 
PP 
Ρ
2
-
PP 
(9) 
Both these measures reflect the variance of p(t) that can be explained by 
p(t). They were estimated for an interval of 1935.36 ms, i.e. 1008 points 
separated by 1.92 ms. 
Opening the blaak box 
Sofar a noise-responsive auditory neuron [9] was merely considered as a 
black box. The characterisation of a neuron by its STRF, however, will only 
be perfect if there exists a linear relation between the dynamic spectrum 
of the input signal and the output. In general, the neuron will possess 
some evident nonlinearities of which the spike-generating mechanism is the 
most obvious one. An example of such a nonlinearity is shown in Fig. 2. In 
order to incorporate such a nonlinearity the neuron was a priori assumed to 
consist of a linear part followed by a static nonlinearity. This model is 
shown in Fig. 3. 
frmg 
> probability 
generator 
potential 
Fig. 2. Example of a static nonlinearity of a spike-generating mechanism. In 
the interval (a) a strong rectifying effect is present, whereas in (b) the 
relation between the probability of an actionpotential and the generator 
potential is about linear. 
In this model, 
p(t) = U{y(t)} - U< Σ fk(a) {Jk(t-a)-7k} do (10) 
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One may wonder why ÍJ.(t)-T.} is considered as input to the system and not 
simply {T.(t)}. This is to ensure that E Гу(0] equals zero, which is not 
strictly necessary but simplifies the following without loss of generality. 
i w < t > -
1,(0-
W«> 
—Η Ι—ι 
1 
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F-ïg'. 3. Functional model of an auditory neuron consisting of a parallel set 
of linear filters with impulse responses f. (t)j the outputs of which are 
surmated and passed through a static nonlinearity. It must be noted that e(t) 
does not represent a "noisy" component but a functional of input {J.(t) - I.}. 
It will now be assumed that as an approximation cross-correlation between 
p(t) and {/.(t)} results in (cf. Eq. 2): 
RI.p(T)-JiPo 
1 
c. fi(a) CI I (τ-σ) do 
i i 
(Π) 
This approximation assumes that the inclusion of the static nonlinearity does 
not seriously affect the result of the input-output correlation. It can be 
shown [15] that this procedure is exact for a linear system followed by a 
noneven, static nonlinearity if gaussian noise is used as input to the 
system. In this study, however, not the gaussian noise stimulus itself but its 
non-gaussian dynamic spectrum is taken as input to the system. So, Eq. 11 can 
only serve as a crude approximation. Furthermore, the c.'s in Eq. 11 will be 
assumed equal for every band. Then the STRF {h.(t)} = {c f.(t)} can still be 
calculated by a deconvolution of the left-hand side of Eq. 11 with С-
 τ
 (τ). 1
 i1 i 
When one now determines 
K
 Í P±(t) = Ζ hk(a) ÍJk(t-o)-Ik} do (12) 
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it readily follows that p.it) = с y(t). 
This model was tested for two kinds of nonlinearities. First, it was 
assumed that the static nonlinearity consisted of a linear halfwave rectifier. 
In this case 
(a' y(t) y(t) i 0 
0 y(t) < 0 
Because y(t) » ρ (t)/c, it follows that 
Г ( a ' / c ) p 1 ( t ) 
P , ( t ) = 
l 0 
With a , = a ' / c : 
f ai P i ( t ) 
p
z
( t ) = 
I 0 
P 1 ( t ) S 0 
J 
Pj^Ct) < 0 
P j / t ) ä 0 
P 1 ( t ) < 0 
(13) 
Second, it was assumed that the static nonlinearity was a quadratic halfwave 
rectifier. In this case 
f aq p ± 2 ( t ) p l ( t ) г 0 
Pq(t) =/ (14) 
L 0 pj^t) < 0 
In order to estimate the rectification coefficients a, and a , one must realise 
I q' 
that E LP(C)J m u s t : equal ρ . So a7 and a were chosen in such a way that this 
condition was fulfilled. 
In a further step to open the black box the autocovariance function of the 
PSTH was compared with the autocovariance function of the STRF-based response. 
The autocovariance function of the PSTH showed a much sharper peak at τ=0 
than the autocovariance function of the STRF-based response. This indicated 
that the actionpotentials were more accurately timed than could be derived 
from the STRF-based response. In other words, the PSTH's contained comparatively 
more high frequencies than the STRF-based responses. In order to remove some 
of these higher frequencies from the PSTH, it was smoothed by twice or four 
times applying a Hanning window in the frequency domain [15]. When this 
procedure removed too much to the high frequencies from the PSTH, the STRF-
based response was Hanning filtered once. The aim of this procedure was to 
obtain about equal peak widths for the autocovariance functions of the PSTH 
and the STRF-based response by only a very few times applying a Hanning filter. 
See Fig. 4. 
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-ей г ει cus} 
Fig. 4. Autocovariance functions of the unsmoothed and smoothed version of 
the STRF-based response and the PSTH's of unit 161-4. (a) and (b) show the 
autooovarianae functions of the unsmoothed STRF-based response and the PSTH3 
respectively, (a) shows the autocovariance function of the STRF-based response 
after it was Banning filtered once, (d) shows the autocovariance function of 
the twice Banning-filtered PSTH. 
Quantitative aspects 
Under the assumptions of nonlinearities p(t) is no longer necessarily 
orthogonal to c(t) » p(t) - p(t). The reduction in MSE, φ2« , then can be 
different from the square of the correlation coefficient ρ « . Now, ρ¿„ 
PP PP 
equals the reduction in MSE between p(t) and p'(t) = a p(t) + b, if a and b 
are selected in such a way that the MSE is maximally reduced. Under this 
condition p'(t) is orthogonal to p(t) - p'(t). From this it follows immediate-
ly that 
>2- S Ρ 2-
PP PP 
(15) 
The geometrie meaning of these two measures in function space is given in 
Fig. 5. 
When the noise stimulus was presented another time and the PSTH of a series 
of noise sequences was determined again, this second PSTH differred from the 
original PSTH. This reflects stochastic components in the response of the 
unit. This "noise" part in the response strongly influenced the degree of 
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Fig. 5. Relation between p„ and ф« in function space. A time funotion is 
represented by a vector with as norm the standard deviation. The STRF-based 
response p(t) is represented by the vector Pj the PSTH p(t) by p, E(t) by e. 
ρ equals the sum of ρ and ε., which is Eq. 3. The correlation coefficient p_ 
->.
 ι
 PP 
equals the cosine of the angle between ρ and p; so p« = cosa. Now, consider a 
hypersphere with centre at ρ and radius of length \ |e| |., and a hypercone with 
apex in the origin, tangent to this hypersphere. Half the apex angle of this 
hypercone is 0. Then sinB = ||ε|| / ||ρ||; so cos2B = 1-| | e | | 2/ | |p | | 2, which 
equals 1 - σ 2/σ 2. So, cos2$ = φ2« . Thus φ_ equals the cosine of half the 
ч e ρ pp τρρ ^ 
apex angle of the hypercone. Thus, the correlation coefficient measures the 
-*• 
correspondence in the direction of ρ and p, whereas the reduction in MSE 
takes the relative magnitude of ρ and e into account. It must be remarked 
that Ι |ε| | can be larger than \ |p||. In this case φ2„ is negative and β is 
not well defined, p' is the projection of ρ on p. It represents ар + b, if 
a and b are selected in such a way that the mean square error between ρ and ρ 
is maximally reduced. 
similarity between p(t) and p(t). The following procedure was applied to 
correct for this. Let the first PSTH, on basis of which the STRF was deter­
mined, be ρ (t) = p(t) + n.Ct), and let the second PSTH be 
nl ' 
ρ (t) = p(t) + n,,(t). η (t) and n. (t) are two realisations of additive 
П2 ¿ ' ¿ 
"noise" on the "signal" p(t): E [tijCOj = E [n2(t)J = 0, and 
E[n2(t)] = E [n2(t)] = σ2. Now it is assumed that the "noise" is not 
correlated with the "signal": E £p(t)n(t)] = 0. It can then be shown that the 
correlation coefficient between ρ (t) and ρ (t) equals 
n, П2 
σ
 2 
ρ E
 ( 1 6 ) 
ρ
ηι η, σ
 2
 + σ
 2 
1
 ¿ D Π 
78 
Thus ρ presents the contribution of the variance of p(t) to the total 
Ρ Ρ 
variance of the PSTH. The correlation coefficient between p(t) and ρ (t) 
nl 
equals: 
E [p(t)p(t)-p
o
2] 
Pa„ = Pi p p
n,
 P V σ. \/σ 2
 + σ
 2" 
1 2 P P η 
One wants, however, to know the correlation coefficient between p(t) and p(t), 
which equals 
E [p(t)p(t) - p
o
2] 
Pc ~ 
ρ ρ 
Combining Eq. 16 with these last two equations gives 
•4, 
nl n2 
The same result applies to multiplicative "noise" on p(t) which means that 
ρ (t) = p(t) {1 + n(t)}. In this case ρ = 1/(1 + σ 2 ) . For the reductions 
η P P n 
in MSE it can be shown that for additive ' 2 as well as multiplicative noise 
Φ
2
-
PP„ 
PP P 
p„ Ρ 
(18) 
nl n2 
RESULTS 
The reproducibility of an STRF was tested for six units by presenting the 
same noise twice and comparing the STRF-based responses for both presentations. 
Even when the calculation of the STRF was based on only some hundreds of pre-
event stimuli, the STRF-based responses were almost identical, as the correla­
tion coefficients between the two were at least 0.986. 
The reproducibility of the actual PSTH's could, however, be very low. The 
79 
correlation coefficient between the PSTH with which the STRF was determined 
and a second PSTH to an identical stimulus are presented in the fifth column 
of Table I. No smoothing was applied to the PSTH's except for the inherent 
smoothing effect of using bins. It appeared that the reproducibility of the 
PSTH's could be as low as 0.08 and as high as 0.92. This showed that between 
92% and 8% of the variance of the PSTH's was due to "noise". In the fifth 
column of Table II the same results are presented for the smoothed PSTH's. The 
share of the "noise" was reduced to some extent, now ranging from 79% to 5%. 
f\ 
- ~JL 
¿um иг 
\ί№ ι-ζ 
1¿50 HZ 
1000 HZ 
300 HZ 
Unit 133 -A 
sa 0 -:i 
TIME BCFO^t EPIKE CUS; 
200 S P . / S 
k- -Jv jJ^—ÍU 
C, J i , h L· ЛЬ „„A J L m ^ JAMLJIA. •* J f t " A, 
P, - 0.4Э 
= 0.4S 
Р
г
 - 0 . 5 6 
Ρ - 0 . 4 9 
. À .m К ¿р..л Л .. к Дли. M •* л* • A L π Я Р, - 0 . 4 6 
150 SP./S 
< j 4 ^ _ £ i 
Ρ , = 0.Н0 
0 . 5 3 
Р
г
 0.Б5 
Р
г
 - в.ъг 
. 2 7 . 5 vi 
80 
The results of the quantitative characterisations without smoothing are 
presented in Table I. The second column shows the squares of the correlation 
coefficients and the MSE reductions under no a priori assumption of a non-
linearity. Differences between them are due to the finite record lengths for 
which they were determined. The only considerable deviation can be seen in 
unit 168-1. This unit had a very high spontaneous firing rate, and the PSTH 
was very badly reproducible. This explains the large difference. For nine 
units the contribution to the variance of their responses could not be 
derived from their STRF's for more than 25%; for one unit only for a mere 4%. 
For three units the contribution of the STRF-based response explained between 
25 and 50% of the variance of their responses. The best characterisation was 
obtained for unit 133-4, the results of which are shown in Fig. 6b. This 
neuron was most sensitive for frequencies in the 1250-Hz band, and showed a 
clear postactivation suppression, which is expressed by a negative region in 
the STRF that precedes a positive one [9]. This unit was somewhat better 
characterised by its STRF under the assumption of a linear halfwave rectifier 
(Fig. 6c), the results of which are shown for all units in the third column 
of Table I. 
In the fourth column the results are presented under the assumption of a 
quadratic halfwave rectifier. All units, except unit 133-4 (see Fig. 6d) and 
167-4, were best characterised under the assumption of a quadratic halfwave 
rectifier, if the square of the correlation coefficient was taken as the 
measure for the characterisation. Unit 166-9 could then be characterised for 
63%. The STRF, the STRF-based responses and the PSTH's of this unit are shown 
Fig. 6. Quantitative characterisation of unit 133~-4. The STRF, shown in (a)3 
was calculated from 1288 pre-event stimuli while during the presentation of 
the stimulus 2087 events occurred. So, because of the dead time of the 
dynamic-spectrum analyser 799 (38%) pre-event stimuli were omitted from the 
analysis. In (b), (c) and (d) segments of the STRF-based responses (thin 
plot) and the PSTH (thick staircase plot) are shown without applying smoothing 
under no assumption of a static nonlinearity (b), under the assumption of a 
linear halfwave rectifier (c), and under the assumption of a quadratic half-
wave rectifier (d). In (e), (f) and (g) the same STRF-based responses and 
PSTH's are shown after applying smoothing. (Note the different scalings). 
The figures presented for the square of the correlation coefficients, p2, and 
the reduction in MSE, φ2, were calculated for segments of 1935.36 ms which is 
considerably more than the shown segments. 
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Table I 
Unit pi ; <t>i pi ; φ | 
PP PP ?!? Р^ 
133-4 
161-4 
161-5 
166-9 
167-4 
167-6 
168-1 
169-3 
171-2 
174-1 
175-2 
177-2 
0.49;0.46 
0.19;0.17 
0.19;0.14 
0.32;0.31 
0.04;0.04 
0.13;0.12 
0.41;0.32 
0.24;0.23 
0.13;0.12 
О.09;0.09 
0.08;0.07 
0.15;0.14 
0.56;0.49 
0.29;0.27 
0.28;0.24 
0.45;0.40 
0.07;0.07 
0.20;0.15 
0.47;<0 
0.32;0.31 
0.20;0.16 
0.14;0.13 
0.12;0.08 
0.23;0.17 
N •» number of presentations of the no 
Table II 
Unit pi ; Ф^ pi ; ф5 
PP PP P1P P1P 
133-4 
161-4 
161-5 
166-9 
167-4 
167-6 
168-1 
169-3 
171-2 
174-2 
175-2 
177-2 
0.60;0.53 
0.28;0.21 
0.27;0.21 
0.49;0.44 
0.05;0.05 
0.18;0.16 
0.34;0.26 
0.31;0.28 
O.I4;0.10 
0.09;0.09 
0.12;0.11 
0.20;0.19 
0.65;0.48 
0.41;0.39 
0.38;0.36 
0.65;0.60 
0.08;0.08 
0.25;0.19 
0.38;<0 
0.39;0.40 
0.20;0.18 
0.13;0.13 
0.18;0.12 
0.30;0.24 
n-» = number of times a Hanning filter 
η » number of times a Hanning filter 
PÍ i φέ 
PqP PqP 
0.46;0.44 
0.34;0.34 
0.36;0.36 
0.63;0.63 
0.06;0.01 
0.33;0.28 
0.49;<0 
0.37;0.33 
0.30;0.29 
0.26;0.26 
0.25;0.18 
0.44;0.40 
P P Ρ 
nl n 2 
0.54 
0.85 
0.42 
0.90 
0.50 
0.92 
0.08 
0.20 
0.56 
0.51 
0.78 
0.87 
N 
32 
64 
16 
32 
16 
64 
32 
32 
16 
16 
32 
32 
ise sequence 
i ; φ- ρ η- ; η 
ΡηΡ Р
Л
Р Ρ„ Ρ„ Ρ Ρ q q η1 η2 
0.50;<0 
0.44;0.42 
0.44;0.44 
0.78;0.78 
0.07;<0 
0.41;0.34 
0.36;<0 
0.41;0.22 
0.27;0.27 
0.24;0.24 
0.42;0.31 
0.52;0.50 
0.71 
0.94 
0.77 
0.93 
0.66 
0.95 
0.21 
0.46 
0.83 
0.75 
0.93 
0.90 
ΐ;2 
ΐ;2 
0;4 
1ί2 
0;2 
ΐ;2 
ΐ;2 
0;4 
0;2 
0;2 
ΐ;2 
ΐ;2 
s applied to the STRF-based response 
s applied to the PSTH. 
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Fig. 7. Quantitative characterisation of unit 166-9. The STRF (a) was 
calculated from 1645 pre-event stimuli out of 2823 available events. There­
fore 427« of the spikes did not contribute to the analysis. 
in Fig. 7. This unit was most sensitive for frequencies in the 1250-Hz band, 
and hardly showed any postactivation suppression. 
Better characterisations were for most units obtained when the smoothing 
procedure was applied to bring the spectral content of the PSTH's in line with 
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that of the STRF-based responses. The results are presented in Table II. 
Without the assumption of any nonlinearity unit 133-4 was again the best 
characterised unit (Fig. 6e). Again, the best characterisation was for most 
units obtained under the assumption of a quadratic halfwave rectifier. Unit 
166-9 could then be characterised for 78% (Fig. 7g). 
The results for unit 161-4 are shown in Fig. 8. This neuron was maximally 
sensitive in the 630-Hz band. Clear postactivation suppression can be observed. 
The unit was best characterised under the assumption of a quadratic halfwave 
rectifier. Parts of the traces show high activity in the STRF-based 
responses while the PSTH is zero (see arrows). All significant major peaks 
in the PSTH are, however, also present in the STRF-based response. 
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Fig. 8. Quantitative oharaaterisation of unit 161-4. The STRF (a) was 
oalaulated from 3582 pre-event stimuli, 2963 (45%) were omitted from the 
analysis. Only the results after applying smoothing are shown. The arrows 
indicate where the STRF-based response is high, whereas the PSTH is zero. 
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The results of unit 175-2 are shown in Fig. 9. This unit was maximally 
sensitive in the 630-Hz band. Hardly any postactivation suppression was seen. 
The best characterisation was obtained under the assumption of a quadratic 
halfwave rectifier, when it was 42% for the square of the correlation co­
efficient and 31% for the MSE reduction. This unit fired only at three 
instances in the shown segments. Inspection of the STRF-based responses 
showed that these were the instances where the STRF-based response was 
highest. These instances were very reproducible as shown by the correlation 
coefficient of 0.93 between two PSTH's. 
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Fig. 9. Quantitative aharaaterisation of unit 175-2. The STRF (a) was 
oalaulated from 860 pve-event stimuli, 54 (β7ο) were omitted from the 
analysis. Only the results after applying smoothing are shown. 
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The results of unit 169-3 are shown in Fig. 10. The best frequency of 
this unit fell in the 250-Hz band. A region of activation was preceded by a 
region of suppression that extended upwards in the higher frequency bands 
next to the activation region of the lower frequency bands. This lateral 
suppression [9] may appear unclear but is evident when the delay of the 
bandpass filters is taken into account, as this delay is more for lower 
frequency bands. For the 400-Hz band it was 8.6 ms, and for the 250-Hz band 
it was 13.8 ms. Furthermore, this unit had a first-order cross-correlogram 
between the spikes and the noise stimulus itself, that differed significantly 
from zero, which means that this unit showed phase-lock to the noise signal 
[5]. The correlogram was presented in Fig. 8 of [9]. To compensate for this 
phase lock the STRF-based responses as well as the PSTH's for inverted and 
uninverted noise were averaged. About 40% of the response could be explained 
from the STRF under the assumption of a linear halfwave rectifier, if at 
least the PSTH was smoothed. 
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Fig. 10. Quantitative ohavaaterisation of unit 169-3. The STRF (a) was 
oaloulated from 270 pre-event stimuli, 2 (1%) were omitted from the 
analysis. Only the results after applying smoothing are shown. 
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The worst characterisation was obtained for unit 167-4, the results of 
which are shown in Fig. II. It could not be characterised for more than a few 
percent. Its best frequency fell in the 500-Hz band; some post-activation 
suppression can be observed. Close inspection of the PSTH's revealed that this 
unit unlike the other units often fired twice; to show this, results without 
any smoothing are presented. The first spike always came at an instance that 
the STRF-based response was high. Many parts show high STRF-based responses, 
however, at moments that the PSTH was zero. It must be remarked that due to 
the dead time of the DSA the second firings were omitted from the analysis of 
the STRF (see Discussion). 
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Fig. 11. Quantitative characterisation of unit 167-4. The STRF (a) was 
calculated from 245 pre-event stimuli, 95 (28%) were omitted from the 
analysis. Only the results without applying smoothing are shown. 
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DISCUSSION 
Theory 
In the theory of nonlinear-system analysis Wiener has constructed a 
hierarchy of functionals of increasing order, the sum of which characterises 
the system that should be time invariant and have finite memory [24]. These 
functionals, y.Ct), are mutually orthogonal with respect to a gaussian white-
noise input x(t). When y(t) is the output of the system 
CD OD 
y(t) = Σ y (t) = Σ y. ih.(τ τ.); xCO.t'st}, 
i=0 i=0 
where {h.(τ ,...,τ. )} is the set of Wiener kernels. Lee and Schetzen [13] 
showed that these kernels can be found by input-output cross-correlations of 
increasing order. When the first m kernels are determined in this way, the 
m 
similarity between y(t) and y(t) = Σ y.(t) reflects the extent to which the 
system is characterised by its first m kernels. Because all y.(t)'s are 
mutually orthogonal, the sum of the variance of the first m y.(t)'s equals 
the variance of y(t), σ» . The quantity 1 - σ« /σ , which equals the square 
of the correlation coefficient between y(t) and y(t), ρ« , represents the 
contribution of the variances of the first m y.(O's to the variance of y(t). 
px is identical to the reduction in mean square error between y(t) and y(t) 
[15]. This represents the improvement in the characterisation of the system 
by using in addition to y the other first m Wiener kernels. 
In this study the systems under investigation were auditory neurons in the 
midbrain of the lightly anaesthetised grassfrog. They were stimulated with 
gaussian wide-band noise, a good approximation of gaussian white noise as 
long as the bandwidth of the noise is considerably wider than the frequency 
band to which the system is sensitive. Instead of the noise signal itself its 
dynamic spectrum was considered as input to the system. This has several 
advantages in this case, since the dynamic spectrum represents spectro-
temporal characteristics of the sound signal that are believed to play an 
important role in central information processing [1,19,21,23,26]. When 
gaussian wide-band noise is used as stimulus, the average pre-event dynamic 
spectrum, or the STRF derived from it, presents a lucid picture of the spectro-
temporal differences between the PESE and the SE. The interpretation of the 
STRF is much more straight forward than the interpretation of the second-
order Wiener kernel to which it is related [3]. Properties like spectral 
sensitivity, latency, postactivation suppression and lateral suppression are 
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clearly exhibited in the STRF [9]. Furthermore, because the temporal in-
tensity of a bandpass-filtered signal contains less high frequencies than the 
signal itself, the sampling of the dynamic spectrum allows a much lower rate 
than for the sampling of the signal itself. This saves computation time and 
memory. A disadvantage of considering the dynamic spectrum as input to the 
neuron will emerge when the neuron responds to properties of the stimulus 
that are lost in the dynamic spectrum. This is e.g. the case when first-order 
cross-correlation between the noise signal itself and the response of the 
system produces a result different from zero [5,17]; in other words, when the 
first-order kernel in the Wiener expansion deviates from zero. For this reason 
it is deliberately avoided to present the right-hand side of Eq. 3 in this 
study as an infinite series expansion, as this might suggest convergence if 
higher-order contributions were included. For a unit that shows "phase 
preference" as e.g. unit 167-4 in this study, it will certainly not converge. 
The speotro-temporal receptive field (STRF) 
The definition of STRF (Def. 2) is similar to the equation presented by 
Schetzen [20] in which the estimation of the first-order Wiener kernel is 
corrected for a non-white input that has, however, still to be gaussian· 
The estimation of the STRF does neither require the input to be 
white nor gaussian. Moreover, when the input lacks certain frequencies they 
will also be absent in the input-output correlogram. This shows that the de-
convolution required to estimate the STRF can theoretically be carried out 
for any stationary stimulus with uncorrelated frequency bands, whatever the 
amplitude distribution or spectral content of its dynamic spectrum. For all 
these stimuli the STRF produces the optimal characterisation in mean-square-
error sense when a time-invariant system with finite memory is described 
according to Eqs. 3 and 4. It must be emphasised that the characterisation is 
only optimal for the input with which the STRF is determined. 
The calculation of the STRF is subject to several errors. First, because of 
the dead-time of the DSA a sometimes considerable number of elements of the 
PESE was omitted from the analysis of the STRF. These stimuli were followed 
by spikes that were less than 107.52 ms preceded by other spikes. These 
omitted elements of the PESE may constitute a subset of the PESE with spectro-
temporal properties that are different from those of the PESE [25]. Comparison 
of the average pre-event dynamic spectrum obtained with the DSA and the 
average pre-event complex spectro-temporal intensity density [9], where the 
complete PESE was taken into account, however, did not point at major errors. 
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In both cases the distribution of suppression and activation regions in the 
STRF were similar. When a unit structurally fires twice at some instances, as 
unit 167-4, the pre-event stimuli belonging to these second firings will not 
be represented in the STRF. This explains why in the STRF-based response the 
second firings (see Fig. 11) are not represented. 
Second, the estimations of {T.} and {C. _ (τ)} are subject to some errors. 
i lili 
The estimation of {J.} was accurate compared with that of {C. _ (τ)}. The 
ι Xjli 
biggest share in this latter error originates in the finite record length of 
the segments with which {C- _ (τ)} was estimated. 
i i — 
A third error was introduced in the deconvolution of {RT (τ) - J.ρ } by 
{C- _ (τ)}. This procedure was performed in the frequency domain. {CT τ (τ)} 1
 i1 i 1 i1 i 
was first windowed in the time domain in order to reduce the variance of its 
Fourier transform. Then, the Fourier transform of {R,. (τ) - J.ρ } was 
I¿p iro 
divided by the Fourier transform of this windowed {C- _ (τ)}. Despite this 
— i i 
windowing high frequencies in {R- (τ) - J.ρ } had to be eliminated while 
otherwise severe numerical errors produced severe oscillations in the STRF. 
Nevertheless, some oscillatory phenomena remained. This explains, e.g., the 
small negative parts in the STRF at about 8 ms before the spike following the 
main positive region in Fig. 8a. 
A fourth error was introduced by the use of pseudorandom binary noise 
sequences. {C- _ (τ)} is a fourth-order characteristic of the noise and this 
requires a lot of the statistical properties of the noise sequence [6,22]. 
It appeared that fluctuations far outside the proper STRF were reproducible 
and did not diminish when more than about 1000 pre-event stimuli were analysed. 
These fluctuations are due to statistical relations between the various 
frequency bands of the noise stimulus. Their maximum amplitudes could amount 
to 20% of the highest peak in the STRF. When they were outside the STRF they 
could be removed by using a window. Inside this window they led to a 
systematic error. 
The peristimulus time histogram (PSTH) 
The PSTH was considered to represent the output of the neuron, because it 
is a better estimate of the instantaneous firing rate of the neuron than the 
spike train of the neuron itself. Nevertheless, the PSTH's remain subject to 
sometimes large statistical fluctuations. The correlation coefficient of two 
different PSTH's to an identical stimulus could be as low as 0.08 and was 
never higher than 0.92. This means that between 92% and 8% of the variance of 
the PSTH's was due to "noise" on them. These errors can theoretically be 
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reduced by presenting the stimulus period many more times. When under a 
certain condition the correlation coefficient is 0.5, the stimulus period has 
to be presented 81 times more often to obtain a correlation coefficient of 
0.9, if at least the "noise" is uncorrelated with the "signal". This, however, 
would require a stimulus duration of hours, which is generally much longer 
than the experimental lifetime of a neuron. Another solution can be found in 
using much shorter noise sequences. But because these short sequences have 
worse statistical properties, they cannot be used to estimate the STRF of a 
unit. 
The reproducibility of a PSTH is often improved by additional smoothing. 
Essentially, a PSTH is inherently "smoothed" by using bins. Marmarelis [14] 
used a smoothing window with a bandwidth that was derived from the cross-
correlogram of two PSTH's to the same stimulus. French [7] used a window that 
eliminated the frequency content of the PSTH as far as it was higher than the 
bandwidth of the stimulus. These smoothing procedures do not only reduce the 
variance of the "noise" in the PSTH, but also the variance of the determinis-
tic "signal". As a consequence the high frequency content of the deterministic 
"signal" is decreased. In this way strongly nonlinear characteristics are 
obscured. The black box is essentially opened and a subsystem, i.e. the timing 
mechanism, is ignored to a more or less extent. Because of this a procedure 
was applied by which the measures of similarity between the STRF-based 
response and the PSTH were corrected for the presence of "noise" on the PSTH. 
The generally higher similarity after applying smoothing shows that the 
smoothing not only reduced the variance of the PSTH due to "noise" but 
eliminated some high-frequency components from the "signal" as well. 
In this study the binwidths of the PSTH's were 1.92 ms. So, frequencies 
higher than 260 Hz were eliminated. The input of the system was the dynamic 
spectrum, which inherently has a low-pass spectral content. The investigated 
units were never sensitive for frequencies higher than the 1600-Hz band; the 
highest best frequencies fell in the 1250-Hz band, corresponding to a third 
octave of 290 Hz. This means that when the output signal of the 1250-Hz 
filter is described as an amplitude modulated signal, the cut-off frequency 
(-3 dB) of the modulator is 145 Hz. The cut-off frequency of the square of 
the modulator, which is the temporal intensity, then is about 205 Hz 
(145/2 Hz). For units with lower best frequencies this value will be 
correspondingly lower. The deconvolution procedure by which the STRF was 
calculated, compensated somewhat for this relatively small high-frequency 
content. This compensation, however, could not be completely carried out since 
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this would introduce severe numerical errors. This means that the STRF-based 
response also has a low-pass character. Therefore high frequencies in the 
PSTH cannot be explained. By bringing the spectral content of the PSTH's in 
line with that of the STRF-based response, the neuronal properties are in-
vestigated while disregarding its timing mechanism to some extent. 
The static nonlinear-ity 
When one inspects the PSTH's of the neurons in response to a sequence of 
noise, one observes in many cases lengthy intervals where the PSTH is zero. 
This means that the firing probability of the neuron will be very low in 
these parts. In some units, see e.g. unit 175-2 in Fig. 9., it even appeared 
that the firing probability of a neuron only obtained realistic values during 
some very small parts of the stimulus. This suggests a kind of threshold 
mechanism, a strong static nonlinearity. When the system consists of a linear 
part followed by a noneven static nonlinearity, the first-order Wiener kernel 
equals the impulse response of the linear part except for a constant factor. 
This means that the output of the linear part can be calculated except for a 
constant factor. The character of the nonlinearity can then simply be found 
by plotting this calculated output of the linear part against the actual out-
put of the system. This requires, however, that the input of the system is 
gaussian noise. This was not fulfilled in this study because the dynamic 
spectrum of noise was input to the system. In addition, the variability of the 
neural responses in this study did not allow an unequivocal determination of 
the static nonlinearity by plotting p(t) against p.(t). For this reason the 
improvement in the characterisation of the neurons was only tested for two a 
priori assumed relatively simple nonlinearities. The choice of these non-
linearities was based on the assumption that they approximated a threshold 
mechanism in the spike generator of the neuron. The threshold was put at 
p.(t) = 0. (See Eq. 13.) This choice is in fact arbitrary. In some units 
better results could be obtained by assuming a higher threshold. An example 
is presented in Fig. 9, where comparison of p.Ct) and p(t) revealed that the 
unit simply fired at the three instances where p.(t) was above a certain level. 
By raising the threshold up to just below these three peaks, the square of 
the correlation coefficient increased from 0.18 to 0.64 under the assumption 
of a linear halfwave rectifier. This shows that this methods can reveal the 
character of the spike-generating mechanism of the neuron (or static non-
linearities of neurons that present input to the neuron actually recorded 
from). 
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The incorporation of static nonlinearities in this study is justified by 
the often considerable improvements that were obtained for the characterisa-
tions. These improvements are probably due to the introduction of high 
frequencies in the output which are absent in the input. In addition, it 
circumvents some of the scepticism, e.g. [12], about the applicability of 
white noise for the analysis of the auditory system. 
When a static nonlinearity is assumed, the STRF-based response p(t) is not 
necessarily orthogonal to p(t) - p(t). In this case it is no longer possible 
to present an unambiguous measure for the similarity of p(t) and p(t). The 
correlation coefficient equals the square root of the MSE reduction between 
p(t) and p'(t) = a p(t) + b if a and b are selected in such a way that the 
MSE is maximally reduced. Because p'(t) is a static nonlinear functional of 
p(t), this measure actually presents the similarity between p(t) and p(t) 
with a more optimally chosen static nonlinearity. This is the major motivation 
to use this measure of similarity and has the additional advantage that p(t) 
is orthogonal to p'(t) - p(t). It presents the most optimistic estimate of 
the extent to which the neuron is characterised by its STRF. The MSE-reduction 
measure is a more pessimistic estimate, but takes into account somewhat more 
of the actual form of the STRF-based response. 
Dynamic nonlinearities 
Despite all these manipulations the neurons could only be characterised on 
basis of their STRF's to a limited extent. A significant fraction of the un-
explained part of the response of the unit will be due to the errors described 
above. Another part will probably be due to dynamic nonlinearities in the 
neuron. A realistic example of such nonlinearities may be found in inter-
actions between different parts of the STRF. When the STRF, for example, 
exhibits postactivation suppression in a certain frequency band, the average 
pre-event dynamic spectrum shows that the unit on the average fired when the 
temporal intensity of this band is first low and then high. This interpre-
tation applies only to the average. One can then imagine two possibilities. 
First that a low intensity raises the firing probability of the neuron for 
some time independent of what comes later, while a high intensity raises the 
firing probability independent of what happened before. On the other hand one 
can imagine that the unit fires only after a high-intensity part of the 
stimulus in strict combination with a preceding low-intensity part. The 
averaging procedure does not distinguish between these two possibilities and 
higher-order analyses are necessary to reveal them. It is rather likely that 
93 
mechanisms like these are present. In most units high parts in the PSTH 
corresponded to high parts in the STRF-based response. High activity in the 
STRF-based response was, however, regularly observed where the PSTH was low 
or zero. When postaciivation suppression is present, a possible explanation 
might be that these high activity in the STRF-based responses is due to either 
a low or a high intensity in the frequency band to which the unit is sensi-
tive without the necessary succession of a low and a high intensity being 
realised. Similar arguments might be put forward for different parts of an 
activation region, for example. This indicates that higher-order analyses may 
considerably improve the characterisations of the units. This is also 
suggested by the results of Bibikov and Gorodetskaya [4] who observed non-
linear phenomena for neurons in the torus semicircularis of the frog in 
response to amplitude modulation of tones, whereas Miller [16] describes a 
basically linear response in the cochlear nucleus of the cat. Finally, the 
rare occurrence of a high-activity part in the PSTH when the STRF-based 
response was low, indicates that responses to harmonics of the stimulus only 
play a role as far as they affect a rectification of the response. 
The quantitative ohavaoterisations 
The results show that the response of the neurons to stimulation with 
gaussian wide-band noise can to some extent be derived from its STRF. All 
information used to obtain these characterisations was derived from a com-
parison of the average dynamic spectrum of the PESE and the statistical 
properties of the dynamic spectrum of the stimulus. This means that to the 
extent to which the unit is characterised, the response of the neuron is 
based on properties of the stimulus that are present in its dynamic spectrum. 
It was argued that better characterisations may be obtained when more 
suitable static nonlinearities are tested and when higher-order contributions 
are taken into account. This indicates that the response of these units to 
noise then may to a considerable part be derived from the dynamic spectrum of 
the stimulus. 
From the point of view of nonlinear-system identification the characteri-
sation can be much more straight forward if the conventional first- and 
second-order Wiener kernels are calculated. It would, however, have taken much 
more time to get the present charaterisations. In addition, the interpretation 
of these kernels is difficult, and therefore it would be hard to relate the 
obtained results to properties of the investigated neurons. In this study it 
was deliberately attempted to relate the results to physiological phenomena as 
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generator potentials, thresholds, and postactivation suppression (adaptation). 
Only when this is done, the characterisation is more than a series of figures 
and can pretend to describe part of the internal mechanism of the black box. 
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PREDICTION OF THE RESPONSES OF AUDITORY NEURONS IN THE MIDBRAIN OF THE 
GRASS FROG BASED ON THE SPECTRO-TEMPORAL RECEPTIVE FIELD. 
D.J. Hermes, J.J. Eggermont, A.M.H.J. Aertsen and P.I.M. Johannesma 
Summary 
The spectro~temporal réceptive field (STRF) of an auditory neuron 
represents those aharaoteristios of the sound stimulus in both the time and 
frequency domain that affect the firing probability of the neuron. The STRF 
is determined under stationary stimulus conditions for gaussian wide-band 
noise. It has been demonstrated that for some neurons the response to that 
noise could to a considerable extent be derived from the STRF. In the present 
study the usefulness of the STRF is tested to predict responses to other 
stimuli such as noise with different frequency content and to species-specific 
vocalisations. It appears that the predicted response to vocalisations is at 
best in qualitative agreement with the actual response. 
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INTRODUCTION 
The spectro-temporal receptive field (STRF) has been introduced as a 
representation of the average stimulus properties in the spectro-temporal 
domain that influence the firing probability of the neuron [3,5]. The STRF is 
determined under stimulation with pseudorandom wide-band noise. In the accom-
panying paper [5] we investigated for this stimulus to what extent auditory 
neurons in the midbrain of the grass frog are quantitatively characterised by 
their STRF's. It appeared that for some neurons over half of their responses 
could be derived from the STRF. 
The usefulness of the STRF would increase considerably if it could also be 
used to predict the response to other kinds of stimuli than the noise for 
which the STRF was determined. This was investigated in the present study. 
First, the response was predicted to noise different from the noise with 
which the STRF was determined. Second, response prediction was carried out for 
a selection of species-specific vocalisations. 
METHODS 
In the accompanying paper [5] twelve neurons in the midbrain of the grass 
frog, Rana temporaria L., were quantitatively characterised by their STRF's 
which were obtained under stimulation with gaussian wide-band noise. In this 
study these STRF's were for several neurons used to predict the response to 
a different stimulus. For one of these neurons the STRF was used to predict 
the response to a segment of pseudorandom noise with a much shorter sequence 
length than that of the noise for which the STRF was determined. For two units 
the STRF was used to predict the response to pseudorandom noise with identical 
sequence length but with different bandwidth and/or average stimulus intensity. 
For seven neurons enough response data were available to allow the response 
prediction to species-specific vocalisations. 
The stimuli 
The STRF of the neurons were determined under stimulation with pseudo-
random wide-band noise generated by low-pass filtering a binary sequence of 
1048575 steps at 500 Hz, 1500 Hz and 5000 Hz (-3 dB). These noise types will 
be indicated by <500-Hz noise, <1500-Hz noise and <5000-Hz noise, respectively. 
Their overall intensity was 9A dB SPL. 
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The vocalisations used for the prediction were recorded under seminatural 
conditions. Adult grass frogs from Ireland were transported to our laboratory 
immediately after hibernation. Kept at about 13 С they readily started 
vocalising. Vocalisations of the male grass frog consist of sequences of tone 
pips separated by some tens of milliseconds [1,9]. Within one call the form of 
these tone pips remains conspicuously constant. Most energy is contained 
between 400 and 750 Hz. In most cases each tone pip also contains higher 
frequency components without a harmonic relation to the fundamental. The 
sonogram of some male vocalisations are shown in Fig. 4b and d. Female frogs 
only vocalise when a mating attempt is made while they are not receptive [2]. 
These "release calls" have a tonal or harmonic structure and last about 100 
ms. Some frequency modulation can often be observed and most energy is con­
tained in frequency bands above 500 Hz, in many cases above 1 kHz. The sono­
grams of three female vocalisations are shown in Fig. 4c. The last one was 
evoked from a non-receptive female by pushing her behind the front legs with 
thumb and finger. In most cases these artificially evoked "release calls" had 
a much more irregular, sometimes pulse-like structure. The shown call was one 
of the most regular ones. The peak equivalent SPL's of the vocalisations 
oresented in Fig. 4b-d were 84 dB, 86 dB, 78 dB, 86 dB, and 89 dB, 
respectively. 
The prediction procedure 
Notations and use of symbols are derived from those in the accompanying 
paper [5]. The STRF was determined under stimulation with pseudorandom noise 
according to 
R
r
 „(τ) - 7 ρ = / h.(a) CT. ,. (τ-σ)ασ (1) 
Ι.ρ l o ' l i.i. 
1 1 1 
The noise for which the STRF was determined, will be called STRF-noise. The 
predicted response to another stimulus is defined according to 
К 
p(t) = p'
o
 + Σ ƒ hk(o) {I\{t-a) - I'k}da (2) 
k=l 
in which p' , I', (t) and J', are given the values they have for the stimulus 
o k к 0 J 
to which the response was predicted. This predicted response is compared with 
the actual response, p(t), the peristimulus time histogram (PSTH) to a 
sequence of noise or a species-specific vocalisation. When the prediction was 
carried out for pseudorandom noise, this noise will be called PSTH—noise. 
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Properties of STRF-noise and PSTH noise are summarised in Table I. 
For one neuron, unit 175-2, the bandwidth and overall stimulus intensity 
of STRF-noise and PSTH-noise were the same, but the PSTH-noise was generated 
by a much shorter sequence than the STRF-noise. The square of the correlation 
coefficient of p(t) and p(t), ρ 2* , and the reduction in mean square error, 
PP 
φ ^ , will be presented as measures of similarity between p(t) and p(t). 
PP 
These measures will be compared with those obtained for the characterisation 
under stimulation with the STRF-noise. 
For two neurons, unit 166-9 and 169-3, the STRF-noise and the PSTH-noise 
had the same sequence length, but differed in bandwidth and/or overall 
stimulus intensity. Again, p 2_ and φ « will be presented as measures of 
PP PP 
similarity between p(t) and p(t). Now, they will be compared with the values 
they had for the characterisation under stimulation with PSTH-noise. 
For seven neurons the response was predicted to a number of species-specific 
vocalisations. Because the vocalisations were preceded by relatively long 
silent periods, a few hundred msec, and spontaneous activity was insignifi­
cant, p' and J', in Eq. 2 were set to zero. No measures of similarity will 
o i 
be presented because they do not have any significance under these non-
stationary stimulus conditions. 
All results will be shown after applying a smoothing procedure that brought 
the spectral content of predicted and actual response in line with each 
other [5] . 
Table I 
Properties of STRF-noise and PSTH-noise 
Unit 
Unit 
Unit 
175-2 
STRF-noise 
PSTH-noise 
166-9 
STRF-noise 
PSTH-noise 
169-3 
STRF-noise 
PSTH-noise 
bandwidth 
1500 Hz 
idem 
1500 Hz 
5000 Hz 
500 Hz 
1500 Hz 
overall-intei 
94 dB SPL 
idem 
94 dB SPL 
idem 
94 dB SPL 
99 dB SPL 
sequence length 
1048575 
131071 
1048575 
idem 
1048575 
idem 
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RESULTS 
The results of unit 175-2 are presented in Fig. 1. The STRF which showed 
that the neuron was maximally sensitive in the 630-Hz band, was determined 
for <1500-Hz noise with a sequence length of 1048575 steps. The predicted 
response to a 1720.32-ms segment of <1500-Hz noise with a much shorter 
sequence length of 131071 steps is shown in Fig. lb (thin line). The thick, 
staircase, plot in Fig. lb is the actual response. The measures of similarity 
were 0.14 and 0.13. For the characterisation under stimulation with STRF-noise 
they were 0.12 and 0.11 respectively, which is about equal. 
For unit 166-9 the results are presented in Fig. 2. This neuron was best 
sensitive to frequencies in the 1250-Hz band under stimulation with <1500-Hz 
noise (Fig. 2a) as well as under stimulation with <5000-Hz noise (Fig. 2b). 
Both kinds of noise had the same sequence length and overall stimulus 
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Fig. 1. Prediotion of the response of unit 17S-2 to a segment of noise 
generated by a shorter pseudorandom sequence than the noise with which the 
speotro-temporal receptive field (STRF) was determined. The STRF is shown in 
(a). The thin line in (b) shows the predicted response, while the thick, 
staircase, plot shows the actual response. 
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intensity. The STRF for <1500-Hz noise was used to predict the response to 
<5000-Hz noise, the result of which is shown in Fig. 2c. The measures of 
similarity were 0.45 and 0.41. When the unit was characterised under <5000-Hz 
noise, they were 0.49 and 0.44, respectively. The results of this character!— 
sation are shown in Fig. 2d. It is observed that the predicted response based 
on the STRF of <1500-Hz noise (Fig. 2c) and the response based on the STRF 
of <5000-Hz noise differ mainly for a constant factor. 
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Fig. 2. The results of the response preaiation and the characterisation of 
unit 166-9. The STRF under stimulation with <1500-Hz noise is shown in (a); 
the STRF under stimulation with <5000-Hz noise is shown in (b). The STRF for 
<1500-Hz noise was used to predict the response to <S000-Hz noise, the 
results of which are shown in (c). The thin line shows the predicted response, 
the thick line the actual response. The results of the characterisation for 
<S0OO-Hz noise are shown in (d). 
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The third neuron, unit 169-3, was most sensitive in the 320-Hz band 
according to the STRF determined for <500-Hz noise with an overall stimulus 
intensity of 94 dB SPL (Fig. 3a). The PSTH-noise was <1500-Hz noise with an 
overall intensity of 99 dB SPL. So, in the frequency ranges below 500 Hz the 
average intensities per third octave differed only 0.23 dB. Under stimulation 
with this PSTH-noise this neuron, which showed lateral suppression [5], 
appeared to be most sensitive in the 250-Hz band (Fig. 3b). The measures of 
similarity of p(t) and p(t) were 0.39 and 0.34 for this prediction, while 
they were 0.38 and 0.28 for the characterisation under the noise that was 
used as PSTH-noise (Fig. 3c,d). 
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Fig. 3. The results of the response prediction and the characterisation of 
unit 169-3. The STRF under stimulation with <S00-Hz noise is shown in (a); 
the STRF under stimulation with <1500-Hz noise is shown in (b). The STRF for 
<S00-Hz noise was used to predict the response to <1S00-Hz noise, the results 
of which are shown in (c). The thin line shows the predicted response, the 
thick line the actual response. The results of the characterisation for 
<1500-Hz noise are shown in (d). 
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The results of these predictions are summarised in Table II, where they 
are compared with the figures obtained for the characterisation. 
Table II 
Average firing rates and measures of similarity for the predictions compared 
to those found for the 
Unit 175-2 
prediction 
characterisation 
Unit 166-9 
prediction 
characterisation 
Unit 169-3 
prediction 
Я 
characterisation 
Response prediction to 
The results of these predictions were very variable and do not allow a 
comprehensive survey. Correlation coefficients and reductions in mean square 
error, measures of doubtful significance under these nonstationary conditions, 
were very low. The results of one unit will be dealt with in detail. This 
neuron, unit 161-4, had its best frequency in the third-octave band of 630 Hz 
and a clear postactivation suppression, as shown by its STRF (Fig. 4a). 
Predicted and actual responses are presented for the start of a male 
vocalisation in Fig. 4b. Inspection of the response records shows that the 
neuron fired once to each tone pip of the vocalisation even at the beginning 
where the intensity of the tone pips fell below the resolution capacity of the 
sonogram. When we ignore the negative parts of the prediction, resulting from 
postactivation suppression, the prediction is too low initially but reaches 
about the same magnitude later on. During the whole presented segment the 
predicted response lags behind the PSTH. Fig. 4c presents predicted and actual 
responses to three female vocalisations. The first vocalisation contains most 
characterisation. 
P
o 
0 . 8 7 
idem 
»V 
0.14 ; 
0 .12 ; 
; Ф 2 -
PP 
; 0 . 1 3 
; 0 .11 under STRF-noise 
12.3 0.45 ; 0.41 
8.9 0.49 ; 0.44 2under PSTH-noise 
0.26 0.39 ; 0.34 
0.21 0.38 ; 0.28 3under PSTH-noise 
speaies-speaifia vocalisations 
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Fig. 4. The results of the prediction of the responses to speaies-speaifia 
vocalisations for unit 161-4. The STRF is shown in (a). In (b) the prediated 
response (thin line) and actual response (thick line) are shown for a male 
vocalisation the sonogram of which is shown underneath. In (c) predicted and 
actual responses are shown for three female vocalisations. In (d) predicted 
and actual response are shown for another male vocalisation. Note the 
different scaling in (d). 
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of its energy in the 800-Hz band and the neuron generally responded with one 
spike to each presentation with an occasional second spike at the end of the 
vocalisation. The first spike occurred at the moment when the predicted 
response attained a significant value. The second spike occurred at the end 
of the postactivation suppression. The second female vocalisation consists of 
a first part with most energy in the 800-Hz band followed by a second part 
with energy in the 630-Hz band. The neuron responded in most cases with two 
spikes. The first one occurred at each presentation, while the second one 
sometimes failed to occur. The prediction shows two parts with a high firing 
probability that lagged behind the PSTH. The third female vocalisation had 
most of its energy outside the STRF resulting in a very low predicted response. 
Nevertheless, the neuron responded with one spike to each presentation of 
this vocalisation. 
Fig. 4d finally shows the results for another male vocalisation. The pre-
dicted response becomes much too high and lagged behind the actual response. 
At some instances double firings occurred, some indication for which can 
also be seen in the predicted response. 
The results of the other neurons were in most cases similar. At the start 
of a male vocalisation the predicted response was much too low and lagged 
behind the actual response. Later on the predicted and actual responses could 
attain comparable values but in many cases the predicted response remained 
much lower than the actual response especially when the vocalisation contained 
most of its energy outside the STRF. When the energy of the vocalisation over-
lapped with the STRF, prediction was better at the end of the vocalisation 
where e.g. the lag between predicted and actual response became less. All 
tested units, none of which had best frequencies below the 500-Hz band, 
responded to at least some of the female vocalisations even when the spectral 
content was outside their STRF*. In most cases only one spike was produced at 
each presentation with an occasional second spike. Only one neuron with hardly 
any postactivation suppression (STRF shown in Fig. 2) responded in a more or 
less sustained way to the female vocalisations in accordance with the predict-
ed response. Another unit, however, which did not show any significant post-
* Unit 169-3 (Fig. 3) showing lateral suppression did not respond to 
vocalisations at all, probably because these vocalisations had their main 
energy in frequency bands higher than the activation region of the STRF, 
where their effect, if any, was suppressive. Because of the lack of 
spontaneous activity this could not be verified. 
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activation suppression either, fired only once at each presentation while 
the predicted response lasted much longer. One neuron responded with one or 
more spikes at the presentation of all vocalisations after which it stopped 
firing. In the case of male vocalisations only the latter peaks in the PSTH 
showed some relation with the predicted response. 
DISCUSSION 
General 
The STRF, which forms the basis of the response predictions, was determined 
under stationary stimulus conditions. Its derivation makes an essential use 
of this stationarity, because otherwise neither the autocovariance function 
of the input nor the input-output correlation function are properly defined 
functions. Furthermore, the STRF is a stimulus-dependent functional, as 
illustrated by unit 169-3 in this study (Fig. 3). Only with respect to the 
stimulus for which the STRF was determined the STRF-based response provides 
an optimal estimate in mean-square-error sense when the neuron is described 
according to Eq. 2. When the STRF is used to predict the response to stimuli 
with different statistical properties, this is no longer realised. 
The stationarity of the conditions under which the STRF was determined 
implies that the average temporal intensities of the various frequency bands 
are time-independent. The temporal intensity of the frequency band to which 
the neuron is sensitive, gently fluctuates around a well defined average and 
never becomes very low nor very high for a considerable period of time. This 
means that the adaptation state of the neuron will remain within a small 
range. Under stimulation with noise of a different average intensity this 
range will be different. Since adaptation can strongly influence the sensiti-
vity of the neuron, the predicted responses will deviate accordingly. Because 
of this adaptation action potentials produced during the first sequence of the 
pseudorandom noise were excluded from the calculation of the STRF. 
This adaptation state will vary much more strongly under stimulation with 
signals as species-specific vocalisations. Because of the long silent inter-
vals between them the neurons will be almost completely unadapted at the 
start of the vocalisation. Furthermore, the energy of the vocalisations of 
the grass frog is concentrated in one or a few frequency bands, whereas the 
energy of wide-band noise is distributed over all frequency bands within the 
bandwidth of the noise. Consequently, the peak intensity in the main band of 
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a vocalisation will attain much higher values than for noise, provided their 
total energy has the same order of magnitude. 
Prediction of responses to stationary noise 
If two kinds of noise differ only in sequence length and have the same 
bandwidth and overall stimulus intensity, one must obtain equal STRF's. This 
explains why for unit 175-2 the measures of similarity for the characterisa-
tion were similar to those for the prediction. 
The significance of adaptation is indicated by a comparison of the pre-
dicted response to <5000-Hz noise (Fig. 2c) which is based upon the STRF 
belonging to <1500-Hz noise, and the STRF-based response for <5000-Hz noise 
(Fig. 2d), which is based upon the STRF belonging to the <5000-Hz noise it-
self. They appeared to be nearly identical except for a constant factor, the 
predicted response being lower than the STRF-based response. This shows that 
the STRF's for <1500-Hz noise and <5000-Hz noise differ only by a constant 
factor. When the STRF of <1500-Hz noise is used for the prediction to <5000-Hz 
noise too low a response is predicted. This can be explained by inferring 
that under stimulation with <1500-Hz noise the neuron is more adapted than 
under stimulation with <5000-Hz noise, which is likely because the average 
intensity in the main frequency band of the STRF, the 1250-Hz band, is 2.3 dB 
(a factor 1.7) higher than for <5000-Hz noise. As a consequence the pre-
diction to <5000-Hz, based on the STRF of the neuron in a more adapted state, 
will come out too low. In this case adaptation has the character of a level-
dependent gain control. 
For unit 169-3 with lateral suppression the situation is more complicated. 
The STRF-noise had about the same average intensities in the bands below 
500-Hz as the PSTH-noise but they were lower in the upper frequency bands of 
the STRF. Also here the predicted response was too low. The neuron might 
"adapt" to the stronger stimulation of the higher frequency bands, which 
suppress the activation of the lower frequency bands, by showing a stronger 
activation in regions away from the suppression region. 
Prediction of responses to species-specific vocalisations 
Under highly nonstationary stimulation with signals as species-specific 
vocalisations phenomena such as described for the predictions to stationary 
noise will come out much more pronounced. At the start of a vocalisation when 
the neuron is nearly unadapted, the predicted response that is based on 
properties of the neuron in adapted state, will be much too low. This can 
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also explain why in most cases the predicted response lagged behind the 
actual response, since latency to tones with long silent intervals (1 sec) is 
about the same amount shorter than to tones with no silent intervals in 
between [4]. Furthermore, the temporal intensity of the main frequency bands 
of species-specific vocalisations attains much higher values than in the case 
of noise. Many auditory neurons in unadapted state show much broader frequency 
sensitivities to tones of high intensity than to stationary noise [4]. Also 
in mammals broader sensitivities for tones of high intensities are very often 
found. So this may correspond to the finding that many neurons fired to 
vocalisations with a spectral content outside their STRF's. The lack of 
adaptation and the high peak intensities of the vocalisations can also ex-
plain a phenomenon hardly observed under stimulation with stationary noise, 
viz. saturation. In the smoothed PSTH's presented in this paper this is 
attained at 200 spikes/sec, in which case the neuron always fired at the in-
stance when the stimulus was presented. Under stimulation with pseudorandom 
noise this value was only very occasionally attained. Adaptation to the 
average stimulus intensity of the noise apparently prevents a large-scale 
saturation. In the PSTH's to species-specific vocalisations saturation at 
the onset was only absent when the spectral content of the vocalisation was 
far outside the STRF. 
So, these considerations can qualitatively explain many aspects of these 
response predictions. To explain them quantitatively the dynamic properties 
of adaptation have to be investigated thoroughly. In contrast to auditory 
nerve fibres of mammals [7] a study in the peripheral auditory system of 
anurans [6] showed that the time constants of short-term adaptation can vary 
over a very wide range. More centrally the situation is bound to be even 
more complex. 
Furthermore, in the accompanying paper [5] it was argued that complex 
interactions between different parts of the STRF may explain deviations of 
the STRF-based response from the actual response. When a neuron has e.g. 
postactivation suppression it is possible that a high intensity in the 
frequency band to which the neuron is sensitive must necessarily be preceded 
by a low intensity if the neuron is to fire. This necessity does not reveal 
itself in the STRF. This condition is pre-eminently realised at many 
instances in species-specific vocalisations. In the vocalisations of the grass 
frog this can be observed at the start of a female vocalisation and at the 
start of all tone pips that constitute a male call. In addition to adaptation, 
also such a dynamic nonlinearity may explain why the responses at these 
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instances are much stronger than predicted. As another consequence, the 
neuron then only fires once as long as the intensity of the sound signal 
within the frequency-sensitivity range of the neuron remains high. This may 
explain why unit 161-4 fired once to female vocalisations with ongoing in-
tensities, whereas it fired twice to a female vocalisation with a low in-
tensity in the middle (Fig. 4c). A phenomenon like this can be described by 
assuming inhibition by a nonadapting neuron with the same frequency sensiti-
vity but with a longer latency. It is in this respect remarkable that unit 
166-9 (STRF shown in Fig. 2) which hardly showed any postactivation suppres-
sion, kept firing as long as the predicted response remained high. Why unit 
175-2 (STRF shown in Fig. 1) fired only once to a female vocalisation despite 
its lack of postactivation suppression, must be due to another mechanism. The 
presence of complex interactions between different parts of the STRF is also 
indicated by the different STRF's of unit 169-3 with lateral suppression 
(Fig. 3) found under stimulation with two different kinds of noise. 
Summarising, two explanations are presented for the deviations between the 
predicted response to a species-specific vocalisation and the actual response. 
The first consists of a level-dependent gain control with a relatively long 
time constant. Under stimulation with pseudorandom noise this gain control 
induces a constant adaptation state in the neuron, whereas under stimulation 
with species-specific vocalisations the neuron is much more sensitive 
especially at the start. The second explanation relates to conditions which 
do exist in noise but not to the same extent as in species-specific 
vocalisations. Because of this the contribution of these dynamic nonlineari-
ties to the response is much stronger in species-specific vocalisations then 
in pseudorandom noise. 
It must be emphasised that these arguments do not only apply to species-
specific vocalisations but also to other tonal stimuli. They also show, that 
neurons respond to properties of species-specific vocalisations that are al-
most completely absent in pseudorandom noise. Therefore, phenomena come for-
ward that are obscured under stationary stimulation with noise which is also 
mentioned by Symmes [8]. In this way the basis is explored of the differential 
response to tonal sounds such as species-specific vocalisations. This clari-
fies in which direction the selective information processing of species-
specific vocalisations higher up in the central nervous system must be in-
vestigated. 
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Overzicht en samenvatting 
Geluid laat zich overzichtelijk beschrijven in de vorm van het sonogram 
dat weergeeft hoe de frequent ie-inhoud van het geluid zich wijzigt in de tijd 
Geluid wordt dus beschreven als functie van de frequentie en de tijd. In dit 
proefschrift is onderzocht op welke elementen van deze spectro-temporele 
structuur neuronen in het centrale zenuwstelsel responderen. Hiertoe zijn 
met behulp van micro-electroden extracellulair actiepotentialen afgeleid van 
geluidsgevoelige neuronen in de middenhersenen van de licht geanaesthetiseer-
de bruine kikker. Het overgrote deel van deze neuronen ligt in een grote kern 
van de middenhersenen, de torus semicircularis, het derde station in het 
geluidsverwerkende systeem van amfibieën. 
Bij dit onderzoek zijn twee soorten geluid gebruikt, stationaire, breed-
bandige ruis en series korte toonstoten. Het voordeel van ruis bestaat uit de 
mathematische handzaamheid ervan bij onderzoek van onbekende systemen. Hier-
door is het mogelijk een "spectro-temporeel receptief veld" te definiëren 
dat aangeeft welke spectro-temporele eigenschappen van het geluid de kans op 
een actiepotentiaal van het neuron beïnvloeden. De resultaten van dit onder-
zoek zijn beschreven in het eerste hoofdstuk van dit proefschrift. Het blijkt 
dat bij ongeveer 30% van de geluidsgevoelige neuronen in de torus semicircu-
laris van de bruine kikker een spectro-temporeel receptief veld bepaald kan 
worden. De overige 70% reageert in het geheel niet op ruis of vuurt alleen in 
de eerste paar seconden na het aanzetten van de ruis, hetgeen een nadeel is 
van het gebruik van ruis als stimulus. Ondermeer om deze reden zijn ook toon-
stoten als stimulus gebruikt. Door middeling van het aan de actiepotentialen 
van het neuron voorafgaande sonogram werd bepaald welke frequenties van een 
toon de vuurkans vergroten en wat de tijdsduur van deze activatie is. De 
resultaten hiervan zijn beschreven in het tweede hoofdstuk van dit proef-
schrift. Het blijkt dat aldus van 83% van de geluidsgevoelige neuronen in de 
torus semicircularis van de bruine kikker een spectro-temporele gevoeligheid 
bepaald kan worden. Deze neuronen kunnen in twee groepen verdeeld worden. Bij 
de eerste treedt activatie binnen 30 ms na het begin van de toon op, bij de 
tweede volgt activatie na 30 ms. De eerste groep, waarvan het grootste deel 
ook op ruis respondeerde, representeert waarschijnlijk een laag niveau van 
informatieverwerking in de middenhersenen, terwijl de tweede een hoger 
niveau representeert. De spectro-temporele gevoeligheid van de onderzochte 
neuronen is gecorreleerd met verschillende andere neuron eigenschappen, de 
vorm van de afgevuurde actiepotentialen, de sterkte van de koppeling van de 
actiepotentialen aan de stimulus, de plaats van het neuron in de torus 
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semicircularis, en de gevoeligheid voor het aan één van de twee, of beide 
trommelvliezen aanbieden van de stimulus. Op grond van deze resultaten is 
het mogelijk gebleken de torus semicircularis wat betreft een groot aantal 
neuron eigenschappen in kaart te brengen. 
Het is nu de vraag hoeveel van de response van een geluidsgevoelig neuron 
verklaard kan worden uit de gemeten spectro-temporele karakteristieken. Deze 
worden bepaald door middeling van het aan de actiepotentialen voorafgaande 
sonogram (of een andere spectro-temporele functionaal van de stimulus). Bij 
dit middelingsproces gaat informatie verloren en het is dus mogelijk dat de 
spectro-temporele karakteristieken maar een gering deel van de response kunnen 
verklaren. Zij geven dan slechts een marginale beschrijving waaruit zich 
weinig laat afleiden over de functie van het neuron in het geluidsverwerkende 
centrale zenuwstelsel. Bij de uitwerking van dit probleem manifesteert zich 
het voordeel van het gebruik van ruis als stimulus. Omdat het onder deze 
stimulus bepaalde spectro-temporele receptieve veld (STRF) aangeeft welke 
spectro-temporele eigenschappen van de stimulus de response van het neuron 
beïnvloeden, kan worden uitgerekend wat de response zou zijn als dit STRF 
het neuron volledig zou beschrijven. Door deze berekende response te ver-
gelijken met de werkelijke response van het neuron kan men bepalen in hoe-
verre het STRF de neuronen karakteriseert. De resultaten van dit onderzoek 
zijn beschreven in het derde hoofdstuk van dit proefschrift. Het bleek dat 
van twaalf onderzochte neuronen maar drie voor meer dan een kwart gekarakteri-
seerd konden worden. Onder een aantal realistische vooronderstellingen bleek 
echter dat tien van de twaalf neuronen voor meer dan een kwart gekarakteriseerd 
waren door het STRF, waarvan één voor meer dan de helft. Paste men een 
procedure toe waardoor het precieze moment waarop een actiepotentiaal optrad 
wat werd genegeerd, dan konden drie neuronen voor meer dan de helft ge-
karakteriseerd worden. 
In het laatste hoofdstuk van dit proefschrift is een beschrijving gegeven 
van het onderzoek naar de mogelijkheid om op basis van het STRF de response 
op soort-specifieke vocalisaties te voorspellen. Het blijkt dat dit maar tot 
op beperkte hoogte mogelijk is. Het STRF wordt gemeten onder stimulatie met 
ruis , en een neuron past zich aan aan het gemiddelde intensiteitsniveau van 
deze ruis. Aan het begin van een vocalisatie, na een periode met stilte, 
respondeert het neuron eerder en sterker dan berekend kan worden uit het 
onder ruisstimulatie bepaalde STRF. Bovendien is het neuron na stilte ge-
voelig voor een bredere band van frequenties dan onder continue stimulatie 
met ruis. Dit toont enerzijds aan dat het STRF zich niet goed leent om de 
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response op vocalisaties te voorspellen, anderzijds geeft het aan in welk op· 
zicht de responsies van de neuronen op ruis en op tonale geluiden zoals 
vocalisaties van elkaar verschillen. 
119 
Currioulum vitae 
Dik Hermes werd geboren op 24 pei 1950 te Maracaibo, Venezuela. In 1968 
legde hij het eindexamen gymnasium-B af aan de Berlage Scholengemeenschap te 
Amsterdam. In dat jaar begon hij zijn studie Biologie aan de Universiteit van 
Amsterdam. Op 23 oktober 1971 legde hij het kandidaatsexamen Biologie af met 
Natuurkunde als tweede hoofdvak. De doktoraalstudie bestond uit het bijvak 
Hoofdstukken uit de Wiskunde, het bijvak Diergedrag, en het hoofdvak Dier-
fysiologie. Het bijvak Diergedrag werd verricht onder leiding van Ton van de 
Meché op het Nederlands Instituut voor Hersenonderzoek te Amsterdam. Het hoofd-
vak Dierfysiologie werd verricht onder leiding van Gerda Verberne op het 
Instituut voor Dierfysiologie te Amsterdam en betrof een onderzoek naar lang-
zame potentialen in de bulbus olfactorius van het konijn. Het doktoraal-
exaraen werd afgelegd op 24 maart 1976. Vanaf 1 juni 1976 tot 1 oktober 1980 
en van 1 november 1980 tot I januari 1981 was hij verbonden aan het Instituut 
voor Medische Fysica en Biofysica van de Universiteit van Nijmegen. Aldaar 
onderzocht hij de auditieve informatie verwerking in het centrale zenuwstelsel 
van de bruine kikker. 


STELLINGEN 
1) Geluidsgevoelige neuronen in de torus semicircularis van de lichtgeanesthe-
tiseerde Bruine kikker. Rana temporaria L., kunnen in twee groepen worden 
verdeeld waarvan er één een lager niveau van informatieverwerking vertegen-
woordigt dan de ander. 
Dit proefschrift 
2) Wanneer men een karakteristiek geeft van een sensorisch neuron, verdient 
het aanbeveling een schatting te geven over de mate waarin de response van 
het neuron zich, voor de stimuli waarmee de karakteristiek bepaald is, van-
uit deze karakteristiek laat verklaren. 
3) De talrijke voorbeelden van supranormale prikkels die men in de ethologie 
heeft gevonden, duiden erop dat responsesterkte alleen geen maatstaf kan 
zijn voor de specificiteit van een neuron of een groep neuronen voor 
signalen van de eigen soort. 
4) De specificiteit van neuronen voor signalen van de eigen soort is alleen 
dan overtuigend aangetoond, wanneer men in het zenuwstelsel van verwante 
diersoorten homologe celgroepen aantreft met selectieve response eigen-
schappen welke verband houden met eigenschappen van deze signalen. 
H. Scheich (1977): Central processing of complex sounds and feature 
analysis. In: Recognition of Complex Acoustic Signals, pp. 161-182. 
Editor: Т.Н. Bullock. Dahlem Konferenzen, Abakon Verlagsgesellschaft, 
Berlin. 
5) De bevinding dat onderzoekingen naar de erfelijkheid van gedragseigen­
schappen zoals intelligentie en kriminaliteit steeds minder signifikante 
resultaten opleveren naarmate men meer controles inbouwt, bewijst mis­
schien niet dat erfelijke faktoren geen rol spelen, maar wel dat deze rol 
algemeen gesproken zeer klein is. 
Hans Eysenck & Steven Rose (1979): New Scientist, 15 maart 1979, 
pp. 849-852. 
R.D. Hare and D. Schalling (Eds.) (1978): Psychopathic Behaviour: 
Approaches to Research. John Wiley & Sons, Chichester, 1978. 
6) Phenylketonurie wordt vaak aangehaald om aan te tonen dat aangeboren 
faktoren bepalend kunnen zijn bij het ontstaan van enkele vormen van 
geestesziekte. Het gegeven dat deze vorm van geestesziekte eenvoudig voor­
komen kan worden door een phenylalanine-arm dieet voor te schrijven, be­
wijst dat omgevingsfaktoren evenzeer beslissend zijn. 
7) De scheiding in leeftijdsgroepen is een ethnografisch even belangrijk 
kenmerk van de Westerse geïndustrialiseerde samenleving als de scheiding 
in bezitsgroepen. Bejaarden hebben hier de rol van paria's toebedeeld ge-
kregen. 
8) De scheiding binnen het onderwijssysteem van leerlingen in leeftijds-
groepen is even schadelijk voor de ontwikkeling van het kind als de goed-
deels voormalige scheiding tussen jongens en meisjes. 
9) Isolatie en sensorische deprivatie dienen, gezien de psychische gevolgen 
op mensen, in het mensenrecht als zwaardere misdrijven aangemerkt te 
worden dan mishandeling en marteling. 
10) Abstrakte kunst is een typisch product van een tijd waarin bij kunst 
voornamelijk aan musea wordt gedacht. Zij kan het best gekarakteriseerd 
worden als l'art pour le musée en heeft buiten het museum hoogstens een 
decoratieve functie. 
11) De economische recessie is veeleer een gevolg van het niet werken van zo-
veel mensen dan dat de werkloosheid een gevolg is van de economische 
recessie. 
12) Een parlementaire democratie kan alleen goed functioneren als op het ver-
breken van verkiezingsbeloftes een gevangenisstraf komt te staan met als 
minimum de zittingsduur van het parlement. Alleen ernstige geestelijke 
aftakeling zou als verzachtende omstandigheid mogen gelden en dan ge-
paard dienen te gaan met ontneming van het passief kiesrecht. 
Dik Hermes 


