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Abstract
There are two natural definitions of the Julia set for complex He´non
maps: the sets J and J⋆ . Whether these two sets are always equal is one
of the main open questions in the field. We prove equality when the map
acts hyperbolically on the a priori smaller set J⋆, under the additional
hypothesis of substantial dissipativity. This result was claimed, without
using the additional assumption, in the paper [For06], but the proof is
incomplete. Our proof closely follows ideas from [For06], deviating at
two points where substantial dissipativity is used.
We show that J = J⋆ also holds when hyperbolicity is replaced by one
of two weaker conditions. The first is quasi-hyperbolicity, introduced in
[BS02], a natural generalization of the one dimensional notion of semi-
hyperbolicity. The second is the existence of a dominated splitting on J⋆ .
Substantially dissipative He´non maps admitting a dominated splitting on
the possibly larger set J were recently studied in in [LP14].
1. Introduction
The Julia set plays an central role in the study of one dimensional holomor-
phic dynamical systems. There are several natural analogies for the one-
dimensional Julia set when one studies the iteration of complex He´non maps.
When only considering the forward dynamics, the natural definition is the set
J+, the boundary of K+, the set of points with bounded orbits. Note that J+
is also the set where the sequence of forward iterates locally does not form a
normal family, and the set where the pluri-complex Green’s function G+ is not
pluri-harmonic. The fact that these three definitions all lead to the same set is
in complete analogy with the one-dimensional setting. Moreover, J+ is equal
to the support of µ+ := ddcG+, which in contrast with the one-dimension
setting is not a measure but a (1, 1)-current.
Considering the same objects for the backwards iterations of the invertible
He´non maps leads to definitions of J−, G− and µ−.
As was shown in [BS91a], the wedge product µ = µ+ ∧ µ− can be defined
and gives the unique measure of maximal entropy log(d). The support of this
measure is denoted by J⋆. The set J⋆ is the closure of the set of periodic saddle
points, see [BLS93]. There are therefore good reasons to consider the set J⋆ as
the Julia set of the invertible dynamical system.
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There is however another natural definition of the Julia set, namely the set
J = J+ ∩ J−. Since J+ and J− are the respective supports of the currents µ+
and µ−, it follows immediately that J⋆ ⊂ J. However, it is not known whether
the opposite inclusion J ⊂ J⋆ also holds. The possible equality of the two sets
J and J⋆ is one of the most important open questions regarding the dynamics
of complex He´non maps.
It is often more natural to make assumptions regarding the dynamics on
the smaller Julia set J⋆, but one the other hand it is usually more convenient
to have these assumptions on the larger set J. In [BS91a] a complete descrip-
tion of uniformly hyperbolic He´non maps was given, and in particular it was
shown that for those maps J equals J⋆. In [BS91a] a He´non map is defined to
be uniformly hyperbolic if it acts hyperbolically on the invariant set J. How-
ever, considering that J⋆ is the closure of the set of saddle points, the assump-
tion that f acts uniformly hyperbolically on J⋆ may be more natural, and can
be tested using only the derivatives at those saddle points. A natural question
therefore is whether the assumption that a He´non map acts uniformly hyper-
bolically on J⋆ is sufficient to conclude that J = J⋆, and in particular that the
map also acts hyperbolically on J.
The paper [For06] claimed to have proved this statement, but unfortunately
the proof is incomplete. We do not know how to complete the proof in general,
but we will show here that the proof can be corrected under an additional
assumption on the Jacobian determinant, namely:
|Jac( f )| <
1
deg( f )2
.
We will refer to this condition as substantial dissipativity. This condition was
recently applied in [DL15], [LP14] and [LP17], in each paper in order to de-
duce that stable manifolds are “unbridged”, a notion originally introduced
by Teisuke Jin. We will discuss substantial dissipativity and unbridged stable
manifolds in more detail in section 4.
Our main result is the following.
Theorem 1.1. Let f be a substantial dissipative He´non map, and assume that f is
uniformly hyperbolic on J⋆. Then J = J⋆.
It turns out that the hyperbolicity assumption can be significantly weak-
ened. Instead of requiring that the map is uniformly hyperbolic on J⋆, the
proof merely requires that f is quasi-contracting, see [BS02]. As a consequence
we obtain the following two results.
Corollary 1.2. Let f be a substantial dissipative He´non map, and assume that f is
either quasi-hyperbolic, or admits a dominated splitting on J⋆. Then J = J⋆.
We note that in the dominated splitting setting the conclusion J = J⋆
was also obtained in [LP17], using completely different methods, under the
stronger assumption that f admits a dominated splitting on J. In [Duj06]
the equality J = J⋆ was obtained under the assumption that the current µ−
has no degree growth on a large bidisk. There are clear analogies between our
approach and the proof given in [Duj06], see Remark 5.6 for more details.
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The notion of quasi-expansion was introduced in [BS02], and is strictly
weaker than the assumption that f is uniformly hyperbolic on J⋆. We will re-
view the definition and properties of quasi-expanding He´non maps in sections
2 and 3.
The proof of our main result will be completed in section 5. We closely
follow the approach from [For06]. The fact that stable manifold are unbridged
plays an important role in the description of J+ given in Lemma 5.5. As a
consequence if q ∈ J \ J⋆, then q ∈ Ws(p) for some point p ∈ J⋆. It follows
then that q is contained in a subset U ⊂Ws(q0), open in the intrinsic topology,
where G− ≡ 0. We can conclude that there also exists a point q1 ∈ J
⋆ in the
closure U ⊂ Ws(q0). By iterating backwards and passing to a normal limit of
the stable manifolds Ws( f−n(q1)) we obtain a contradiction with the fact that
stable manifolds are unbridged.
We first discuss background on quasi-hyperbolicity in section 2. In sec-
tion 3 we continue the study of these maps, introducing a maximal normal
family of parametrizations of stable manifolds. In section 4 we show that the
substantial dissipativity assumption implies that these stable manifolds are all
unbridged.
Acknowledgment. The authors would like to thank Eric Bedford for the in-
spiring discussions that stimulated this research.
2. Quasi-hyperbolic He´non maps
He´non maps We will refer to a He´non map f as a finite composition of maps
of the form
(x, y)→ (pi(x)− δiy, x),
where each pi is a polynomial of degree at least 2, and each δi ∈ C \ {0}.
The algebraic degree of f , denoted by d, is the product of the degrees of the
polynomials pi.
Complex He´non maps were first studied in [Hub86]. It was shown in
[FM89] that every polynomial automorphism of C2 with non-trivial dynamics
is conjugate to a composition of maps as above. For more background on the
dynamics of He´non maps we refer the reader to [BS91a] and later papers in
the series. We recall the notation
K+ = {z ∈ C2 : { f n(z)}n∈N is bounded },
J+ = ∂K+,
and K− and J− similarly.
A rough but useful description of the global dynamics is provided by the
filtration. For R > 0 define the sets
V+ = {(x, y) | |x| ≥ max(|y|, R)}
V− = {(x, y) | |y| ≥ max(|x|, R)}, and
∆
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R = {(x, y) | max(|x|, |y|) < R}.
For R sufficiently large it follows that f (V+) ⊂ V+ and all forward orbits in
V+ converge to [1 : 0 : 0] ∈ ℓ∞, while f−1(V−) ⊂ V− and all backward orbits
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in V− converge to [0 : 1 : 0]. An immediate consequence of the filtration
structure is that the set K = K+ ∩ K− is bounded.
The notion of quasi-hyperbolicity was introduced in [BS02] as a natural
generalization of semi-hyperbolicity to the two-dimensional setting. Several
equivalent definitions of quasi-hyperbolicity were given. The definition we
will adopt uses the pluri-complex Green’s functions G+ and G−. We recall
their definitions and some of their properties.
Definition Let f : C2 → C2 be a He´non map. We define the pluri-complex
Green’s functions G+/− as
G+/−(z) := lim
n→∞
log+ ‖ f+n/−n(z)‖
dn
,
where log+(t) = max{log(t), 0} for t ≥ 0.
The functional equations
G+( f (z)) = dG+(z), G−( f−1(z)) = dG−(z)
follow directly from the definitions.
Theorem 2.1. The function G+ is characterized by the properties
• G+ is continuous on C2, G+ ≡ 0 on K+ and G+ > 0 on C2 \ K+;
• G+ is pluri-subharmonic on C2. In addition to this, G+ is pluri-harmonic on
C2 \ K+;
• G+(z) ≤ log ‖z‖+O(1) and lim supz→∞ G
+(z)/ log ‖z‖ = 1.
Analogous properties hold for G−.
We define the (1, 1)-currents µ+ and µ− by
µ+ := ddcG+, µ− := ddcG−. (1)
One has supp(µ+) = J+ and supp(µ−) = J−. The wedge product µ :=
µ+ ∧ µ− defines an f -invariant probability measure, called the equilibrium
measure. We let
J⋆ := supp(µ).
It is clear that J⋆ ⊂ J, but it is not known whether the two sets are equal for
all He´non maps. Corollary 9.3 of [BLS93] describes the set J⋆ in terms of the
saddle points of f , i.e. the hyperbolic periodic points of f .
Theorem 2.2. J⋆ is the closure of the set of saddle points.
Quasi-expansion is defined in terms of the existence of a normal family of
parameterizations contained in J−. Let S ⊂ J⋆ be a dense, f -invariant set and
suppose that for every p ∈ S there exists a injective immersion ξp : C → C2
such that
p ∈ ξp(C), ξp(C) ⊂ J
−. (2)
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In addition suppose that
f (ξp(C)) = ξ f (p)(C), (3)
and that, for every p1 and p2 in S , ξp1(C) and ξp2(C) are either disjoint or
they coincide, i.e.
ξp1(C) ∩ ξp2(C) 6= ∅ ⇒ ξp1(C) = ξp2(C). (4)
For every p ∈ S , we write Ψp for the set of all the maps of the form ψp(ζ) =
ξp(aζ + b), satisfying the normalization properties
ψp(0) = p, max
|ζ|≤1
G+ ◦ ψp(ζ) = 1. (5)
Two distinct elements of Ψp are equal up to a rotation. We further let ΨS =⋃
p∈S Ψp.
Definition A He´non map f is quasi-expanding if there exists S ⊂ J⋆ and ΨS
ad above, such that ΨS is normal. A map f is quasi-contracting if f
−1 is
quasi-expanding, and quasi-hyperbolic if it is both quasi-expanding and quasi-
contracting.
We recall two natural choices of a f -invariant set S , dense in J⋆, such that
at every point p ∈ S there exists an injective map satisfying (2), (3) and (4).
Saddle Points We write S1 for the set of the saddle points. S1 ⊂ J
⋆ is a dense
and f -invariant set. For every p ∈ S1, by the (Un)Stable Manifold Theorem it
follows that the unstable set
W
u(p) = {z ∈ C2| ‖ f−n(z)− f−n(p)‖ → 0}
is conformally equivalent to C. Therefore there exists an injective parametriza-
tion ξp : C → Wu(p) and by Theorem 1 of [BS91b] Wu(p) ⊂ J−. By the def-
inition of unstable set, the collection of all those injective parameterizations
satisfies (2), (3) and (4). This set of parameterizations induce the family ΨS1
as described above.
Recentered Unstable Manifold Given a single saddle fixed point p, we de-
fine
S2(p) = W
u(p) ∩Ws(p).
By Theorem 9.6 of [BLS93] S2(p) is dense in J
⋆. It is clear that this set is also
f -invariant.
We consider an injective parameterization ξp : C → Wu(p). Given q ∈
S2(p), we let Ψq be the set of the maps of the form ψq(ζ) = ξp(aqζ + bq)
which satisfy (5). Taking the union of all those local family we find the family
ΨS2(p) as described above.
In [BS02] it was proved that the condition of being quasi-expanding is
independent from the choice of the set S . In particular it follows that:
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Proposition 2.3. If f is quasi-expanding then the families ΨS1 and ΨS2(p) are normal
families.
Consider a family ΨS satisfying the assumptions (2) through (5), and for
r > 0 define
M(r) := sup
ψ∈ΨS
max
|ζ|≤r
G+ ◦ ψ(ζ). (6)
The function M(r) is a convex, increasing function of log(r). By the normal-
ization conditions (5) one has M(0) = 0, M(1) = 1 and M(r) > 1 when r > 1.
For every ψp ∈ Ψp and ψ f (p) ∈ Ψ f (p), there exists a constant λp such that
f ◦ ψp(ζ) = ψ f (p)(λp · ζ) (7)
Notice that |λp| does not depend from the choice of ψp ∈ Ψp and ψ f (p) ∈
Ψ f (p).
By Theorem 1.2 of [BS02] we obtain the following list of equivalent defini-
tions of quasi-expansion.
Theorem 2.4. The following are equivalent:
(i) ΨS is a normal family.
(ii) M(r) < ∞ for all r < ∞.
(iii) M(r0) < ∞ for some r0 > 1.
(iv) there exists a constant κ > 1 such that |λp| ≥ κ for all p ∈ S .
Remark 2.5 (Notation remark). Given a quasi-expanding map f . We denote as Ψ̂S
the set of all normal limits of the family, and for p ∈ J⋆ we define
Ψ̂p := {ψ̂ ∈ Ψ̂S | ψ̂(0) = p}.
From now on the hat-notation will be used in order to distinguish between the injective
parameterizations in ΨS and the normal limits in Ψ̂S .
The two following propositions follow from Proposition 1.1, Proposition
1.3 and Proposition 3.1 of [BS16].
Proposition 2.6. If f is quasi-expanding then Ψ̂S is compact. Every ψ̂p ∈ Ψ̂p
satisfies (5). If we take ψ̂p1 ∈ Ψ̂p1 and ψ̂p2 ∈ Ψ̂p2 we have that
ψ̂p1(C) ∩ ψ̂p2(C) 6= ∅ ⇒ ψ̂p1(C) = ψ̂p2(C).
Given p ∈ J⋆ and ψ̂p ∈ Ψ̂p we let Wu(p) = ψ̂p(C). Since ψ̂p is the limit of
a sequence of maps whose image is contained in J− and since J− is closed, it
follows that Wu(p) ⊂ J−. We note that Wu(p) is contained in but in general
may not be equal to the unstable set of p.
Proposition 2.7. The set Wu(p) does not depend on the choice of ψ̂p ∈ Ψ̂p. Moreover
we have that
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(i) Wu(p) is a nonsingular manifold and there exists an injective parametrization
ξp : C →Wu(p) ⊂ J−.
(ii) Wu(p) ⊂ Wu(p).
(iii) f (Wu(p)) = Wu( f (p)).
We can conclude that the family of parameterizations ξp → Wu(p) for
p ∈ J⋆ satisfies the properties (2), (3) and (4).
Corollary 2.8. Let f be quasi-expanding. Then there exist K ≥ κ > 1 such that for
every p ∈ S we have κ ≤ |λp| ≤ K.
Proof. Suppose on the contrary that there exists pn ∈ S , such that |λpn | → ∞.
We take two sequences of functions ψpn ∈ Ψpn and ψ f (pn) ∈ Ψ f (pn), such that
for every n the functional equation (7) is satisfied.
By taking a subsequence of pn if necessary, by quasi-expansion and the
compactness of J⋆ we may assume that pn → q ∈ J⋆, that ψpn → ψ̂q ∈ Ψ̂q and
that ψ f (pn) → ψ̂ f (q) ∈ Ψ̂ f (q).
By (7) we obtain that
max
|ζ|≤λpn
G+ ◦ ψ f (pn)(ζ) = max
|ζ|≤1
G+ ◦ ψ f (pn)(λpnζ)
= max
|ζ|≤1
G+ ◦ f ◦ ψpn(ζ)
= dmax
|ζ|≤1
G+ ◦ ψpn(ζ)
= d.
Given R > 0 we can find a natural number n0 such that |λpn | ≥ R when
n ≥ n0. It follows that max|ζ|≤R G
+ ◦ ψ f (pn)(ζ) ≤ d for every n ≥ n0. It is
clear that G+ ◦ψ f (pn) → G
+ ◦ ψ̂ f (q) locally uniformly on C, therefore for every
R > 0
max
|ζ|≤R
G+ ◦ ψ̂ f (q)(ζ) ≤ d.
In particular the subharmonic function g(ζ) := G+ ◦ ψ̂ f (q)(ζ) is bounded on C.
By the subharmonic version of Liouville’s Theorem, g is constant, and g(ζ) =
g(0) = 0 for all ζ ∈ C. But this gives a contradiction, since by Proposition 2.6
we have max|ζ|≤1 g(ζ) = 1.
3. Canonical family of parameterizations
Throughout this section we assume that the He´non map f is quasi-expanding.
Our goal in this section is to introduce a canonical family of parameterizations
of unstable manifolds through all points in J⋆. This family will be independent
of the set S ⊂ J⋆ and the family ΨS .
Given a normal limit ψ̂ ∈ Ψ̂S we let ord(ψ̂) := min{k ≥ 1| ψ̂
(k)(0) 6= 0}.
Moreover, for every p ∈ J⋆, we let
τ(p) = sup
ψp∈Ψ̂p
ord(ψp) (8)
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Lemma 3.1. Let f be quasi-expanding. Then there exists an m < ∞ such that
τ(p) ≤ m for all p ∈ J⋆.
Proof. By Proposition 2.6, every ψ̂ ∈ Ψ̂S satisfies (5). Thus ψ̂ is not a constant
function, and ord(ψ̂) < ∞.
Suppose that there exist a sequence ψ̂n ∈ Ψ̂S such that ord(ψ̂n) → ∞. By
taking a subsequence if necessary we may assume that ψ̂n → ψ̂∞ ∈ Ψ̂S . By
uniform convergence ψ̂
(k)
n (0) → ψ̂
(k)
∞ (0), it follows that ψ̂
(k)
∞ (0) = 0 for every
k ∈ N, which gives a contradiction.
We let κ > 1 as in Proposition 2.4 and define γ = 1/κ.
Lemma 3.2. Given ψ̂p ∈ Ψ̂p, there exist a ψ̂ f−1(p) ∈ Ψ̂ f−1(p) and a constant λp,−1
with |λp,−1| ≤ γ, such that
f−1 ◦ ψ̂p(ζ) = ψ̂ f−1(p)(λp,−1 · ζ).
Proof. Given ψ̂p ∈ Ψ̂p, take a sequence ψpn ∈ Ψpn such that pn → p and
ψpn → ψ̂p, and a sequence ψ f−1(pn) ∈ Ψ f−1(pn) converging to ψ̂ f−1(p) ∈ Ψ̂ f−1(p).
By Proposition 2.4 there exists a sequence of constants λ(pn,−1) satisfying
|λ(pn,−1)| ≤ γ for which
f−1 ◦ ψpn(ζ) = ψ f−1(pn)(λpn,−1 · ζ).
By converting to a subsequence if necessary, we may suppose that the se-
quence λpn,−1 converges to a number λp,−1. It is clear that |λp,−1| ≤ γ and by
the uniform convergence on compact subsets of ψpn and ψ f−1(pn) we obtain
f−1 ◦ ψ̂p(ζ) = ψ̂ f−1(p)(λp,−1 · ζ).
Lemma 3.3. Let m as in Lemma 3.1. Then deg(ψ̂) ≤ m+ 1 for all ψ̂ ∈ Ψ̂S .
Proof. Suppose there exists ψ̂p ∈ Ψ̂p for which deg(ψ̂p) > m + 1. Let z ∈
Wu(p) be a regular value of ψp so that there exist m + 2 distinct elements
{ζ1, . . . , ζm+2} ⊂ ψ
−1({z}).
By Lemma 3.2, there exists a sequence of maps ψ̂n ∈ Ψ̂ f−n(p) and a se-
quence of constants λp,−n, with |λp,−n| ≤ γ−n, for which
f−n ◦ ψ̂p(ζ) = ψ̂n(λp,−n · ζ).
We take a subsequence nk such that ψ̂nk → ψ̂q ∈ Ψ̂q locally uniformly on C.
By Proposition 2.7, Wu(p) ⊂ Wu(p), therefore qk := ψ̂nk
(
λp,−nk · ζi
)
→ q as
k → ∞.
Given ε > 0, there exists k0 such that for every k ≥ k0 and every i =
1, . . . ,m+ 2 we have that λp,−nk · ζi ∈ ∆ε.
Writing pi1 and pi2 for the respective projections to the z- and w-axis, we
obtain
lim
k→∞
1
2pii
∫
∂∆ε
(pii ◦ ψ̂nk)
′(ζ)
pii ◦ ψ̂nk(ζ)− pii(qk)
dζ ≥ m+ 2.
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By the identity principle we can choose ε > 0 such that 0 is the only solution of
ψ̂q(ζ) = q inside ∆ε. In particular we may assume that |pii ◦ ψ̂q(ζ)−pii(q)| > δ
on ∂∆ε for i = 1, 2.
Using uniform convergence, we bring the limit inside the integral to obtain
1
2pii
∫
∂∆ε
(pii ◦ ψ̂q)
′(ζ)
pii ◦ ψ̂q(ζ)− pii(q)
dζ ≥ m+ 2.
It follows that 0 is a solution of ψ̂q(ζ) = q with multiplicity at least m+ 2. This
implies that ord(ψ̂q) > m, which is not possible by Lemma 3.2.
Corollary 3.4. Let ψ̂p ∈ Ψ̂p, and let ξp : C → Wu(p) be an injective parameter-
ization of Wu(p). Then there exists a polynomial hp of degree at most m + 1 such
that
ψ̂p(ζ) = ξp ◦ hp(ζ).
Proof. The entire function hp = ξ−1p ◦ ψp has degree at most m+ 1, and must
therefore be a polynomial.
Given p ∈ J⋆ we consider the family of all parameterizations φp(ζ) =
ξp(aζ + b) satisfying
φp(0) = p and max
|ζ|≤1
G+ ◦ φp(ζ) = 1
as in (5). We denote the family of such parametrizations by Φp, and write
ΦS =
⋃
p∈J⋆ Φp . The family ΦS could a priori depend on S and ΨS , but it
turns out that this is not the case.
Theorem 3.5. The family ΦS is normal and does not depend on the set S and the
family ΨS .
Theorem 3.5 follows from the Proper, Bounded Area Condition, see Theorem
3.4 of [BS02] and Proposition 1.3 of [BS16]. We will give a different proof,
using Lemma 3.6 below, which will later be used again.
Recall from above that given a point p ∈ J⋆ and a pair of functions ψ̂p ∈ Ψ̂p
and φp ∈ Φp, there exists a polynomial hp of degree at most m+ 1 for which
ψ̂p = φp ◦ hp. Let Hp ⊂ Pol(m+ 1) be the collection of these polynomials hp,
and define
H =
⋃
p∈J⋆
Hp ⊂ Pol(m+ 1).
Since ψ̂p(0) = p, φp(0) = p and since φp is injective it follows that hp(0) = 0
for every hp ∈ H.
Lemma 3.6. There exists a constant M > 0 such that, given h ∈ H, the absolute
value of every coefficient of h is bounded by M. Moreover the family H is normal and
every normal limit is a non-constant polynomial of degree at most m+ 1.
Proof. Suppose that there exists a sequence hn ∈ H, with
hn(ζ) = am+1(n)ζ
m+1 + · · ·+ a1(n)ζ,
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and for which
max{|a1(n)|, . . . , |am+1(n)|} → ∞. (9)
For every n there exists pn ∈ J⋆, ψ̂n ∈ Ψ̂pn and φn ∈ Φpn such that ψ̂n =
φn ◦ hn.
By Proposition 2.6 we know that
max
|ζ|≤1
G+ ◦ ψ̂n = 1,
thus, by the subharmonicity of G− ◦ ψ̂n, there exist ζn with |ζn| = 1 for which
G+ ◦ ψ̂n(ζn) = 1.
Note that ψ˜n(ζ) = ψ̂n(eiθζ) is also an element of Ψ̂pn . Moreover we have
that ψ˜n = φn ◦ h˜n, where
h˜n(ζ) = am+1(n)e
i(m+1)θζm+1 + · · ·+ a1(n)e
iθζ.
The coefficients a˜i(n) satisfy (9). By replacing hn with h˜n if necessary, we may
suppose that each ζn equals 1.
Let 0 < ε < 1. Point (3) of Theorem 1.2 of [BS02], implies the existence of
a κ < 1 such that max|ζ|≤ε G
+ ◦ ψ̂n ≤ κ < 1 for all n ∈ N.
We claim there exists a δ > 0 such that hn(∆ε) ∩ ∆(1, δ) = ∅ for every
n ∈ N. Suppose that this is not the case. Then by taking a subsequence if
necessary, we may assume that there exists ωn ∈ hn(∆ε) such that ωn → 1. By
normality of {ψ̂n} we can take a subsequence if necessary so that ψ̂n → ψ̂∞
locally uniformly on C. As a consequence, gn = G+ ◦ ψ̂n converges locally
uniformly to g∞. But by uniform convergence, given ωn → 1, we cannot have
at the same time gn(ωn) ≤ κ < 1 and gn(1) = 1, which completes the proof
of our claim.
By the strong version of Montel theorem the family {hn|∆ε} is normal,
contradicting (9), hence the coefficients of the polynomials in H are uniformly
bounded. Normality of H follows immediately.
Suppose for the purpose of a contradiction that there exist a sequence
hn ∈ H for which the maps hn converge to a constant c. Since hn(0) = 0 it
follows that c = 0. If we write hn(ζ) = am+1(n)ζ
m+1 + · · ·+ a1(n)ζ we have
that ai(n) → 0 for every i = 1, . . . ,m+ 1 , therefore for every ε > 0 there exists
n0 such that when n ≥ n0 we have that |ai(n)| ≤ ε for every i. Choose ε small
enough in order to have mε < 1 and n ≥ n0. If ψ̂n = φn ◦ hn, then
max
|ζ|≤1
G+ ◦ ψ̂n(ζ) = max
|ζ|≤1
G+ ◦ φn ◦ hn(ζ)
= max
ζ∈hn(∆)
G+ ◦ φn(ζ)
≤ max
|ζ|≤mε
G+ ◦ φn(ζ)
< 1,
where the last inequality follows from subharmonicity of G+ ◦ ψ̂n. This gives
a contradiction with equation (5), completing the proof.
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Proof of Theorem 3.5. Suppose on the contrary that ΦS is not a normal family.
By point (iii) of Theorem 2.4 we can choose φn ∈ ΦS and ζn ∈ ∆2 such that
G+ ◦ φn(ζn) → ∞.
For every n take ψ̂n ∈ Ψ̂φn(0) and let hn ∈ H such that ψ̂n = φn ◦ hn.
By taking a subsequence if necessary, by the previous lemma we may as-
sume that hn converge to the non constant polynomial h∞ locally uniformly
on C. Furthermore we assume that ζn → ζ∞ ∈ ∆2.
Let ω∞ be a solution of h∞(ζ) = ζ∞. It follows that hn(ω∞) − ζ∞ → 0.
Since ζn → ζ∞, uniform convergence of the polynomials hn in a neighborhood
of ω∞ implies the existence of a sequence ωn → ω∞ with hn(ωn) = ζn.
Therefore ωn ∈ ∆r∞+1 for n large enough, hence Theorem 2.4 implies that
G+ ◦ ψ̂n(ωn) < M(r∞ + 1), where M(r) is defined as in (6) for the family ΨS .
Since G+ ◦ ψ̂n(ωn) = G+ ◦ φn(ζn) we have obtained a contradiction.
Let ΨS be a normal family of parametrizations as in the definition of quasi-
expansion. Let ΨS1 be the family of parameterizations relative to the saddle
point described in the previous section. By Proposition 2.3, this family is
normal.
Given any point p ∈ J⋆ we consider WuS (p) and W
u
S1
(p) defined respec-
tively for the families ΨS and ΨS1 . Is it clear from the definition of ΦS that if
we can prove the equalityWuS (p) = W
u
S1
(p) for every p ∈ J⋆, this would imply
that ΦS = ΦS1 , which finally would complete the proof of the theorem.
Let q ∈ S1 be a saddle point. By Proposition 2.7 we know that W
u
S (q) ⊂
Wu(q) = WS1 (q), where the last equality follows from the stable manifold
theorem. Since WuS (p) and W
u
S1
(q) are both biholomorphic to C, it follows
that WuS (q) = W
u
S1
(q).
Any ψ ∈ Ψq,S1 is parameterization of W
u
S (q) satisfying (5). It follows that
ψ ∈ ΦS .
As a consequence we obtain the two inclusion ΨS ⊂ ΦS and ΨS1 ⊂ ΦS .
Since ΦS is a normal family, if we take S2 = J
⋆ and ΨS2 = ΦS , they satisfy
the condition required in the definition of quasi-expansion. For every p ∈ J⋆
we have a third stable manifold WuS2(p).
Since Ψ̂p,S ⊂ Φ̂p,S = Ψ̂p,S2 , by Proposition 2.7 it follows thatW
u
S (p) = W
u
S2
(p).
In the same way we get that WuS1
(p) = WuS2(p) which proves the theorem.
Since the family ΦS is normal and contains parameterizations through
every point in J⋆, the pair (J⋆,ΦS ) can be used in the definition of quasi-
expansion. In fact, ΦS is the maximal family of parameterizations satisfying
the required properties.
Since ΦS is independent of S we will from now on denote it by Ψ or Ψ J⋆ . We
will denote with Ψp, Ψ̂ and Ψ̂p the sets defined in section 2 corresponding to
the family Ψ. We call Ψ the canonical family of parameterizations.
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4. Stably-unbridged parametrizations
Let f be quasi-expanding and recall the canonical family of parameterizations
Ψ introduced in the previous section. If f and f−1 are both quasi-expanding
(in which case f is quasi-hyperbolic) we write Ψ̂u and Ψ̂s in order to distin-
guish the two families.
Definition Suppose f is quasi-contracting. Let ψ̂ ∈ Ψ̂s, we say that ψ̂ is stably-
unbridged if, for every R > 0, every connected component of {G− ◦ ψ̂ < R} is
bounded. We say that ψ̂ is stably-bridged if it is not stably-unbridged.
Proposition 4.1. Let p ∈ J⋆. Given ψ̂1, ψ̂2 ∈ Ψ̂
s
p, then ψ̂1 is stably-bridged if and
only if ψ̂2 is stably-bridged.
Proof. Given ψp ∈ Ψsp we can write ψ̂1 = ψp ◦ h1 and ψ̂2 = ψp ◦ h2 for polyno-
mials h1 and h2. It follows that ψ̂1 is stably-bridged if and only ψp is stably-
bridged, and thus if and only if ψ̂2 is stably-bridged.
Definition We say that a point p ∈ J⋆ is stably-unbridged (respectively stably-
bridged) if every ψ̂p ∈ Ψ̂sp is stably-unbridged (respectively stably-bridged).
We say that a quasi-contracting He´non map is stably-unbridged if every point
p ∈ J⋆ is stably-unbridged.
Recall that for R > 0 sufficiently large it follows from the filtration proper-
ties that J⋆ ⊂ ∆2R. Since G
− is bounded on ∆2R, stable-unbridgedness implies
that for each p ∈ J⋆ the projection onto the second coordinate on the local
stable manifoldWsR(p), the connected component ofW
s(p)∩∆2R containing p,
is a branched cover of finite degree. We refer to this as the degree of WsR(p).
In fact, these degrees are uniformly bounded:
Proposition 4.2. Let f be stably-unbridged and R > 0 as above. Then the degrees of
the stable manifolds WsR(p) are uniformly bounded.
Proof. The proof is identical to that of Lemma 5.1 in [LP17]:
Suppose that there is no bound on the degrees. Then there exist a sequence
(pn) for which the degrees of WsR(pn) converge to infinity. By passing to a
subsequence we may assume that pn → p ∈ J⋆. For R1 > R it then follows
that the degree of WsR1 (p) is infinite, giving a contradiction.
The aim of this section is to prove the following theorem:
Theorem 4.3. Let f be quasi-hyperbolic and substantially dissipative. Then f is
stably-unbridged.
We define
O(p) =
⋃
n∈N
f n(p)
Lemma 4.4. If p ∈ J⋆ is stably-bridged then every point in O(p) is stably-bridged.
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Proof. If p is stably-bridged, given ψp ∈ Ψsp, then there exists R > 0 and a
component U0 of {G
− ◦ ψp < R} which is unbounded.
Consider first q = f n(p) and take ψq ∈ Ψsq. Let λp,n ∈ C be such that
f n ◦ ψp(ζ) = ψq(λp,n · ζ), so that
G− ◦ ψq(ζ) =
1
dn
G− ◦ ψp
(
ζ
λp,n
)
.
It is clear that if ζ ∈ λp,n · U0 then G
− ◦ ψq(ζ) < R/dn. Since λp,n · U0 is
connected and unbounded, the point q is stably-bridged.
Consider now q ∈ O(p) \
⋃
n f
n(p) and take nk such that f
nk(p) → q. For
every k choose ψk ∈ Ψ f nk(p). Since f is quasi-hyperbolic, by taking a subse-
quence of nk if necessary, we may suppose that the sequence ψk converges
locally uniformly on C to ψ̂q ∈ Ψ̂q.
As above, let λp,nk be the sequence of constants such that G
− ◦ ψk(ζ) =
1
dnG
− ◦ ψp
(
ζ
λp,nk
)
. It is clear that G− ◦ ψk(ζ) < R/d
n ≤ R for ζ ∈ Uk := λp,nk ·
U0, moreover, by quasi-hyperbolicity, there exists κ < 1 such that |λp,nk | ≤ κ
nk .
Let gk = G
− ◦ ψk and g∞ = G
− ◦ ψ̂q. The sequence gk converges locally
uniformly on C to g∞. Let m ∈ N, then we can choose km such that if k ≥ km
we have
sup
|ζ|≤m
|gk(ζ)− g∞(ζ)| < R.
Let Vm = Ukm ∩ ∆m. If ζ ∈ Vm, then g∞(ζ) < 2R. Since g∞(0) = 0 and g∞ is
continuous, then there exists δ such that g∞(ζ) < 2R for ζ ∈ ∆δ.
Since Uk = λp,nk ·U0 and λp,nk → 0, there exists M such that Vm ∩ ∆δ 6=
∅ for m ≥ M, and since for every k the set Uk is unbounded, we have
diam(Vm)→ ∞ as m → ∞. Hence the set
V = ∆δ ∪
⋃
m≥M
Vm
is unbounded and connected. If ζ ∈ V then g∞(ζ) < 2R. Therefore q is
stably-bridged.
Given p ∈ J⋆ we define the maximal orders τs(p) and τu(p) of the respec-
tive families Ψ̂sp and Ψ̂
u
p as in (8). We let
J⋆ms,mu := {p ∈ J
⋆| τs(p) = ms, τu(p) = mu} .
Lemma 4.5. Let p ∈ J⋆. For every q ∈ O(p), we have τs/u(q) ≥ τs/u(p).
Proof. We will give the proof for the unstable family, the proof is similar for
the stable family.
Suppose that τu(p) = mp and let ψ̂p ∈ Ψ̂up such that ord(ψ̂p) = mp.
Take a sequence pn ∈ J⋆ and ψpn ∈ Ψ
u
pn satisfying ψpn → ψ̂p. We also
choose a sequence ψ f (pn) ∈ Ψ
u
f (pn)
, and constants λpn for which f ◦ ψpn(ζ) =
ψ f (pn)(λpn · ζ). By Corollary 2.8 there exists K > 1 independent of n for which
|λpn | ≤ K.
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By taking a subsequence if necessary, we may assume that ψ f (pn) → ψ̂ f (p) ∈
Ψ̂u
f (p)
, locally uniformly on C, and that λpn → λp. We obtain
f ◦ ψ̂p(ζ) = ψ̂ f (p)(λp · ζ).
It follows that ord(ψ̂ f (p)) ≥ ord(ψ̂p) and thus τ
u( f (p)) ≥ τu(p).
Let q ∈ O(p) and take a sequence nk such that f
nk(p) → q. For every k,
τu( f nk(p)) ≥ τu(p), therefore we can take ψ̂k ∈ Ψ̂
u
f nk (p)
with ord(ψ̂k) ≥ mp.
By taking a subsequence if necessary, we may suppose that ψ̂k → ψ̂∞ ∈ Ψ̂
u
q . It
follows that ord(ψ̂∞) ≥ mp, therefore τu(q) ≥ τu(p).
Remark 4.6. Using the inverse function f−1 it follows that τs/u(p) ≥ τs/u( f (p)).
As a consequence the sets J⋆ms,mu are invariant with respect to f and f
−1.
Lemma 4.7. Let p ∈ J⋆ and let ψn ∈ Ψuf n(p) (respectively Ψ
s
f n(p)
). If there exists
a subsequence nk such that ‖ψ
′
nk
(0)‖ → 0, then for every q in the limit set of the
sequence f nk(p) we have τu(q) > τu(p) (respectively τs(q) > τs(p)).
Proof. We again prove the statement only for the unstable family.
Given n ∈ N, by the previous lemma, τu( f n(p)) ≥ τu(p) =: mp, hence
there exists ψ̂n ∈ Ψ̂ f n(p) such that ord(ψ̂n) ≥ mp. For every n there exists
hn ∈ H with ψ̂n = ψn ◦ hn. Since ψ′n(0) 6= 0 and the degree of hn is uniformly
bounded by a certain M > 0, the polynomial hn can be written as
hn(ζ) = aM(n)ζ
M + · · ·+ amp(n)ζ
mp .
Since h
(j)
n (0) = 0 for all j < mp we have
ψ̂
(mp)
n (0) = ψ
′
n(0)h
(mp)
n (0)
= ψ′n(0)amp(n)mp!
Since the constants amp have bounded norms by Lemma 3.6, it follows that if
ψ′nk(0) → 0 then ψ̂
(mp)
n (0) → 0. Thus for every q in the limit set of f
nk(p) we
have τu(q) > mp = τu(p).
Given p ∈ J⋆, we define the unstable and the stable directions Eu/sp as the
tangent spaces TpW
u/s(p). Given nonzero vectors vs ∈ Esp and v
u ∈ Eup we
define
D(p) :=
|det(vs|vu)|
‖vs‖ ‖vu‖
.
It is clear that 0 ≤ D(p) ≤ 1, that the value of D at the point p does not depend
from the choice of vs and vu, and that D(p) = 0 if and only if Esp = E
u
p .
Lemma 4.8. Let p ∈ J⋆ms,mu . Suppose that there exists a constant γ > 0 such that
D(q) ≥ γ for every q ∈ O(p). Suppose also that O(p) ⊂ J⋆ms,mu . Then there exists a
constant Cp > 0 such that for every vp ∈ Esp we have that
‖d f np vp‖ ≤ Cp|δ|
n‖vp‖
where δ = det(d fp).
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Proof. It is sufficient to prove the statement for unit vectors vp. Choose unit
vectors in Es/up , which we will denote by v
s/u
0 . Then for every n ∈ N the unit
vectors vs/un =
d f nvs/u0
‖d f nvs/u0 ‖
lie in Es/u
f n(p)
.
We can chooseUn ∈ SL(2,C) such thatUn(vsn) = D( f
n(p))e1 andUn(v
u
n) =
D( f n(p))e2, where e1 = (1, 0) and e2 = (0, 1).
The function Gn := Un d f np U
−1
0 is a linear map from C
2 to itself with
Gne1 =
D( f n(p))
D(p)
‖d f np v
s
0‖e1 = c1,n(p)e1, and
Gne2 =
D( f n(p))
D(p)
‖d f np v
u
0‖e2 = c2,n(p)e2.
Thus Gn is a diagonal matrix with determinant δ
n, hence c1,n(p)c2,n(p) = δ
n.
Take ψp ∈ Ψup and for every n take ψn ∈ Ψ
u
f n(p)
. If there exists a subse-
quence nk for which ψ
′
nk
(0) → 0, then by the previous lemma there exists
q ∈ O(p) with τu(q) > τs(p) which contradicts our hypothesis O(p) ⊂ J⋆ms,mu .
Therefore there exist a constant k > 0 such that ‖ψ′n(0)‖ ≥ k for every n ∈ N.
Since f is quasi-expanding, there exists λp,n, with |λp,n| > κn for some
κ > 1, such that f n ◦ ψp(ζ) = ψn(λp,nζ). We obtain that
‖d f np ψ
′
p(0)‖ = ‖λp,nψ
′
n(0)‖
≥ kκn.
The vector vu0 is a constant multiple of ψ
′
p(0), therefore ‖d f
n
p v
u
0‖ → ∞ as
n → ∞. Our hypothesis that D(q) ≥ γ for every q ∈ O(p) implies that
|c2,n(p)| ≥ ‖d f
n
p v
u
0‖/γ, which gives c2,n(p)→ ∞. Since c1,n(p)c2,n(p) = δ
n we
obtain |c1,n(p)| ≤ |δ|
n for n sufficiently large. We conclude that
‖d f np v
s
0‖ = c1,n(p)
D(p)
D( f n(p))
≤ Cp|δ|
n,
which completes the proof.
Recall that a subharmonic function g : C → R is said to have order of
growth r if g(z) = O(|z|r) as z → ∞. We will use the following classical result
of Wiman [Wim05].
Theorem 4.9 (Wiman). Let g be a non-constant subharmonic function with order
of growth strictly less than 1/2. Then all connected components of {g ≤ R} are
bounded for every R ≥ 0.
Wiman’s Theorem has recently been used for the study of substantially
dissipative He´non maps in [DL15] and [LP14] in similar ways as we use it
here, namely to show that certain stable manifolds are unbridged.
Lemma 4.10. Let p ∈ J⋆ms,mu , and assume that that O(p) ⊂ J
⋆
ms,mu . Further suppose
that there exists a constant γ > 0 such that D(q) ≥ γ for every q ∈ O(p). Then p
is stably-unbridged.
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Proof. Take ψp ∈ Ψsp and for every n take ψn ∈ Ψ
s
f n(p)
. By the previous lemma
there exists a constant Cp > 0 such that
‖d f np ψ
′
p(0)‖ ≤ Cp|δ|
n,
where δ = det(d fp). As in the proof of the previous lemma there exists k > 0
such that for every n we have ‖ψ′n(0)‖ ≥ k. For every n there exits a constant
λp,n such that f
n ◦ ψp(ζ) = ψn(λp,nζ), and with
|λp,n| =
‖d f np ψ
′
p(0)‖
‖ψ′n(0)‖
≤ C′p|δ|
n.
Let gn = G− ◦ ψn and gp = G− ◦ ψp so that
gp(ζ) = d
ngn(λp,n · ζ).
Let n ∈ N and take |δ|
1−n
C′p
≤ |ζ| ≤ |δ|
−n
C′p
. Then by (5) we obtain
gp(ζ) = d
ngn(λp,n · ζ)
≤ d
1−
log(C′p)
log |δ| d
−
log |ζ |
log |δ|
≤ M|ζ|
−
log |d|
log |δ| .
Since the final estimate does not depend on n, it hold for all ζ ∈ C. This
implies that gp has order of growth −
log |ζ|
log |δ|
and by substantial dissipativity
we get that − log |d|
log |δ|
< 12 .
By Wiman’s Theorem it follows that every connected component of {gp =
G− ◦ ψp < R} is bounded for every R > 0, and thus the point p is stably-
unbridged.
The following Lemma follows from Proposition 4.2 of [BS16].
Lemma 4.11. Suppose that p ∈ J⋆ms,mu is a point of tangency, i.e. E
s
p = E
u
p . Then
the forward limit set ω(p) is contained in⋃
p≥ms,q>mu
J⋆p,q.
Now we are ready to prove Theorem 4.3
Proof of Theorem 4.3. By Lemma 3.1, there exists a bound on both τs and τu.
Suppose for the purpose of a contradiction that there exists a stably-bridged
point p ∈ J⋆, then there exists a maximal pair (Ms,Mu) such that J⋆Ms,Mu
contains a stably-bridged point. Here maximal means that there is no pair
(ms,mu) 6= (Ms,Mu) with ms ≥ Ms and mu ≥ Mu for which J⋆ms,mu contains a
stably-bridged point.
A stably-bridged point p ∈ J⋆Ms,Mu cannot be a point of tangency. Indeed,
all the points inO(p) are stably-bridged by Lemma 4.4, and by Lemma 4.11 the
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forward limit set ω(p) is contained in J⋆ms,mu with m
s ≥ Ms and mu > Mu. By
the maximality of the couple (Ms,Mu) this situation therefore cannot happen.
By Lemmas 4.4 and 4.5 every point q ∈ O(p) is stably-bridged and lies
in some J⋆ms,mu with m
s ≥ Ms and mu ≥ Mu. By the maximality of the pair
(Ms,Mu) it follows that O(p) ⊂ J⋆Ms,Mu . Since stably-bridged points in J
⋆
Ms,Mu
cannot be tangency points, it follows that Esq 6= E
u
q for every point q ∈ O(p).
For every n ∈ N let ψsn ∈ Ψ
s
f n(p)
and ψun ∈ Ψ
u
f n(p)
. By Lemma 4.7 it
follows that there cannot be a subsequence nk for which (ψ
s
nk
)′(0) or (ψunk)
′(0)
converges to zero. It follows that stable and unstable directions are continuous
on O(p). In particular for every sequence qn ∈ O(p) with qn → q∞ one has
D(qn) → D(q∞). Since there are no tangencies in O(p) there must be a γ > 0
such that D(q) ≥ γ for every q ∈ O(p).
But then Lemma 4.10 implies that p is stably-unbridged, which gives a
contradiction. Therefore every point p ∈ J⋆ is stably-unbridged.
5. Proof of the main theorem
In this section we will prove that
Theorem 5.1. Let f be a stably-unbridged quasi-contracting He´non map. Then J =
J∗.
Since stably-unbridgness is defined only for quasi-contracting He´non maps,
from now on we will drop the second term.
Given such a map, we know from Proposition 2.7 that there exists a stable
manifold through every p ∈ J∗. Recall that a priori it is not clear that the
unstable set of a given point q ∈ J⋆ is a manifold. Following [BLS93], there
exists however a dense subset R ⊂ J⋆, the set of regular points, such that
through every point q ∈ R passes an unstable manifold Wu(q).
Lemma 5.2. Let f be a quasi-contracting map. Suppose that, given p ∈ J⋆ and
q ∈ R, the manifolds Ws(p) and Wu(q) intersect transversally in a point x. Then
x ∈ J⋆.
Proof. By Theorem 2.2, there exist sequences of saddle points pn converging to
p. For n ∈ N let ψspn ∈ Ψ
s
pn . By quasi-contraction we can take a subsequence
if necessary so that ψspn → ψ̂
s
p ∈ Ψ̂
s
p locally uniformly on C.
By Proposition 2.7, Ws(p) = ψ̂sp(C). By the transversality of the intersec-
tion between Ws(p) and Wu(q) at x it follows that Ws(pn) and Wu(q) inter-
sect at points xn, with xn → x. By Theorem 9.9 of [BLS93] xn ∈ J⋆, hence
x ∈ J⋆.
Let µ− be the (1, 1)-current defined as in (1). For a submanifold M we
write µ−
|M
for the measure on M induced by the positive distribution
µ−
|M
(ϕ) =
∫
M
G−ddcϕ, ϕ ∈ C∞0 (M).
We recall the following from [BS91b].
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Theorem 5.3. Let f be a He´non map and suppose that M is a compact subset of
Ws(p) with p ∈ J⋆. Suppose further that µ−
|Ws(p)
(∂M) = 0. Then
lim
n→∞
d−n f−n∗ ([M]) = µ
−
|Ws(p)
(M)µ+,
where d = deg( f ), f−n∗ ([M]) denotes the current of integration over f
n(M). The
convergence holds in the sense of currents.
Proposition 5.4. Let f be a stably-unbridged He´non map. Suppose that J⋆ 6= J and
that q ∈ J \ J⋆ lies in Ws(p) for some p ∈ J⋆. Let ψ̂p ∈ Ψ̂sp and let ω such that
q = ψ̂p(ω). Then G− ◦ ψ̂p vanishes on a open neighborhood of ω.
Proof. Let ψp ∈ Ψsp be an injective parametrization of W
s(p) and let gp =
G− ◦ ψp.
Let us first assume that gp is not harmonic on any disk ∆r(ω), from which
it follows that 0 < µ−
|Ws(p)
(Mr) < ∞, where Mr = ψp(∆r(ω)).
Fix r0 < ∞ and let En := {0 < r ≤ r0 | µ
−
|Ws(p)
(∂Mr) ≥ 1/n}. For every
n the set En is finite, therefore E∞ =
⋃
n≥0 En is at most a countable set. It
follows that there exists a sequence rn → 0 such that, for every n
µ−
|Ws(p)
(Mrn) > 0, and µ
−
|Ws(p)
(∂Mrn) = 0.
By the previous theorem we have
lim
k→∞
d−k f−k∗ ([Mrn ]) = µ
−
|Ws
(Mrn)µ
+.
Following the steps of the proof of Lemma 9.1 in [BLS93], we find that, given a
Pesin box P there exists a natural number Nn and xn ∈ P such that f−Nn(Mrn)
intersects Wur (xn) transversally at a point yn. See chapter 4 of [BLS93] for
more details on Pesin boxes.
It is clear that yn ∈ Ws( f−Nn(p)) ∩Wu(xn) and since the intersection is
transverse, by Theorem 5.2, it follows that yn ∈ J⋆. The point qn = f Nn(yn)
belongs to Mrn ∩ J
⋆ and qn → q. By the compactness of J⋆ it follows that
q ∈ J⋆, which contradicts our hypothesis.
Therefore there exists an r > 0 for which the function gp is harmonic on
∆r(ω). By the maximum principle gp vanishes on ∆r(ω). Given ψ̂p ∈ Ψ̂sp,
there exists a polynomial hp ∈ H such that ψ̂p = ψp ◦ hp. If U is an open
neighborhood of ω such that G− ◦ ψp vanishes on U, then G− ◦ ψ̂p vanishes
on h−1p (U), an open set containing all the points ω for which ψ̂p(ω) = q,
completing the proof.
Let R > 0 big enough for which we have the filtration ∆2R,V
+,V− de-
scribed in section 2.
Lemma 5.5. Let f be a stably unbridged He´non map. Then
J+ ∩ ∆2R =
⋃
p∈J⋆
WsR(p).
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Proof. Since each stable manifold is contained in J+ the inclusion “⊃” is im-
mediate.
Let r < R for which the filtration is still valid. Let p ∈ J⋆ and consider
the intersection Ws(p) ∩ ∆2r . Any connected component U of W
s(p) ∩ ∆2r is
a properly embedded holomorphic disk, with boundary contained in |y| = r.
We can regard U as a branched cover over the vertical disk {|y| < r} of some
finite degree k. It follows that Vn = f n(U) ∩ ∆2r is a finite union of properly
embedded holomorphic disks, for which the sum of the degrees equals dn · k.
Writing Un = f−nVn we obtain a nested sequence U ⊃ U1 ⊃ · · · , whose
intersection is non-empty. Thus U intersects K− = J−, and hence also J. This
intersection U ∩ J is relatively compact in J, thus by Proposition 5.4 U also
intersects J⋆, and thus U = Wsr (p0) for some point p0 ∈ J
⋆.
Let q ∈ J+ ∩ ∆2R and let r < R as above be such that q ∈ ∆
2
r as well.
Recall that for a saddle point p the stable manifold Ws(p) is dense in J+.
In particular Ws(p) accumulates at the point q. Let qn ∈ Ws(p) ∩ ∆2r be a
sequence converging to q. For each n let pn ∈ J⋆ be such that qn ∈ Wsr (pn).
By restricting to a subsequence we may assume that pn → p∞ ∈ J⋆ ∩ ∆2r . By
Proposition 4.2 the degrees of the branched coverings are uniformly bounded,
from which it follows that q ∈WsR(p∞), which completes the proof.
Remark 5.6. In [Duj06] the equality J = J⋆ is proved under the assumption that
the current µ+|
∆2R
has no degree growth. By the above lemma plus Proposition 4.2
one can conclude that the no degree growth condition is satisfied for stably unbridged
He´non maps. In what follows we give a self-contained proof of J = J⋆, following ideas
from [For06].
Lemma 5.7. Let f be a stably-unbridged He´non map, and suppose further that J 6=
J⋆. Then there exists ψ ∈ Ψs and a open set U0 ⊂ C with 0 ∈ ∂U0 such that
G− ◦ ψ(ζ) = 0, ∀ζ ∈ U0.
Proof. Let q ∈ J \ J⋆. By the previous lemma there exists p ∈ J⋆ such that q ∈
Ws(p). Take ψp ∈ Ψsp and let ω ∈ C such that q = ψp(ω). By Proposition 5.4
we know that gp = G− ◦ ψp vanishes on some open neighborhood containing
ω.
Let U be the connected component of {gp = 0} containing ω. Then U 6= C,
and for every ζ0 ∈ ∂U we have p˜ := ψp(ζ0) ∈ J
⋆. The statement of the lemma
is satisfied for ψp˜ ∈ Ψsp˜.
Nowwe are ready to prove that J = J⋆ for stably-unbridged quasi-contracting
He´non maps.
Proof of Theorem 5.1. Suppose on the contrary that J 6= J⋆. By the Lemma
above there exists ψ0 ∈ Ψ
s such that G− ◦ ψ0 vanishes in an open connected
set U0 with 0 ∈ ∂U0.
Let p0 = ψ0(0) and let pn = f
−n(p0). For every n, choose ψn ∈ Ψ
s
pn and
let gn = G− ◦ ψn. By quasi-contraction, there exist κ > 1 and λp,−n with
|λp,−n| ≥ κn such that
ψn(λp,−nζ) = f
−n ◦ ψ0(ζ).
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By the properties of the Green’s function G− we get that
gn(z) = d
ng0
(
z
λp,−n
)
.
It follows that gn = 0 on Un = λp,−n ·U0.
By quasi-contraction, there exists a subsequence nk such that ψnk → ψ̂∞ ∈
Ψ̂s locally uniformly on C. Moreover we also have that gnk → g∞ = G
− ◦ ψ̂∞
locally uniformly on C. Let fix ε > 0, then for every m ∈ N there exists km for
which
sup
ζ∈∆m
‖gnk(ζ)− g∞(ζ)‖ ≤ ε, ∀k ≥ km. (10)
We define
Vm := Unkm ∩ ∆m
and write ψ˜m = ψnkm and g˜m = gnkm .
Since g˜m = 0 on Vm, then by (10) it follows that g∞ ≤ ε on Vm. Moreover
diam(Vm)→ ∞ as m → ∞.
Since g∞(0) = 0 and g∞ is continuous, there exists a disk ∆δ, centered at
the origin, such that g∞ ≤ ε on ∆δ. Now since 0 ∈ ∂Vm for every m, it follows
that the set
V = ∆δ ∪
∞⋃
m=1
Vm
is unbounded and connected, and hence it is contained in an unbounded
connected component of {g∞ ≤ ε}. But that contradicts the hypothesis that f
is stably-unbridged, which completes the proof.
By Theorem 4.3, if f is substantially dissipative and quasi-hyperbolic, then
f is stably-unbridged. It is shown in [LP17] that if f is substantially dissipative
and f admits a dominated splitting over J∗ then it is stably-unbridged. As a
consequence we obtain the two following corollaries
Corollary 5.8. Let f be a substantial dissipative He´non map, and assume that f is
quasi-hyperbolic. Then J = J⋆.
Corollary 5.9. Let f be a substantial dissipative He´non map, and assume that f
admits a dominated splitting on J⋆. Then J = J⋆.
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