Abstract To efficiently solve a large scale unconstrained minimization problem with a dense Hessian matrix that is infeasible to estimate in practice, this paper proposes a new modified Newton method, called the incomplete Hessian Newton method (IHN), which uses a symmetric, positive definite incomplete Hessian matrix, M k , as an approximation to the Hessian matrix of the Newton method. A theoretical analysis shows that IHN is convergent globally with a linear rate of convergence. As an application, a particular IHN method is constructed for solving a chemical database problem. Numerical tests confirm the theoretical results of IHN. Furthermore, a practical IHNtype method, called the truncated IHN method (T-IHN), is defined without requiring M k to be positive definite. Numerical results for the database problem show that T-IHN can have faster convergence rates and better performances than the steepest descent method and the quasi-Newton BFGS method, and a close rate of convergence but a better performance than the discrete truncated-Newton method when M k is selected properly.
Introduction
We consider a large scale unconstrained optimization problem: Find
where f is a twice continuously differentiable multivariable function, its Hessian matrix H(x) (i.e., the second derivative of of f at x) is dense, D is a bounded neighboring domain of the minimum point x * , and R n is the n-dimensional Euclidean real vector space. When n is large enough, it is infeasible to evaluate H(x) due to the cost of computing and storage. Such a large minimization problem is arisen from many important scientific and engineering applications such as biomolecular simulations, chemical database analysis, and magnetic resonance imaging reconstructions. Developing efficient numerical minimization algorithms is essential in these application fields.
Currently, typical algorithms for solving (1) include the steepest decent method (SD), the nonlinear conjugate gradient method (CG), the limitedmemory BFGS method (L-BFGS) [9, 12] , and the discrete truncated Newton method (D-TN) [8, 12] . They all do not require any Hessian matrices but gradient information. In fact, the gradient vectors g(x) (i.e., the first derivative of f at x) are used in SD and CG for constructing descent search directions while in L-BFGS and D-TN for constructing approximate Hessian matrices. For example, in D-TN, the construction of approximate Hessian matrices is realized through using gradient vectors to construct a finite difference approximation to each product of H(x) with a vector since H(x) occurs in the truncated Newton method (TN) [5] only in such a product form. Many applications indicate that L-BFGS and D-TN are more rapid and robust than SD and CG [12] . For some applications, L-BFGS may outperform D-TN. But, for the applications in which the objective functions and gradients are expansive to be computed, D-TN may outperform L-BFGS [11, 15, 17, 18] .
We observed in some important applications that a good approximate Hessian matrix, M (x), could be tailored directly from H(x) according to a properly selected sparse pattern P (a set of the index pairs (i, j) on which the entries of M (x) are nonzero). In this paper, we will show how to construct a sparse matrix of M (x) for the chemical database application problem considered in [15, 18, 19] . In this application, the entries of H(x) that correspond to the pairwise distances within a certain short range may become a dominated part; thus, these entries can be selected to construct M (x) to yield a good approximation of H(x). Clearly, the Hessian matrix H(x) of a Newtontype method can be simply replaced by M (x) to result in a new algorithm for solving (1) . For clarity, we will refer to M (x) as the incomplete Hessian matrix while the new algorithm as the incomplete Hessian Newton-type method. With a proper selection of M (x), the incomplete Hessian Newtontype method is expected to be effective in both computing and storage.
To study the convergence behaviors of an incomplete Newton-type method, in this paper, we first consider the incomplete Hessian Newton method (IHN), which is a modification of the classic Newton method by using M (x). Similar to the analysis of the Newton method, our IHN analysis assumes that all the incomplete Hessian matrices are symmetric, positive definite in domain D. Following the classic quasi-Newton theory, we prove that IHN can converge globally with a linear rate of convergence. We also prove that the Wolfe conditions hold for IHN with a line search step length of one when the number of IHN iterations is large enough. To confirm our theoretical results, we then construct the IHN for solving the database problem, and develop a program package to carry out numerical experiments with a real chemical dataset. Here a detailed description is given on the construction of M (x) by a cutoff radius strategy. In addition, we express both H(x) and M (x) in terms of Kronecker products to display their dense and sparse matrix structures. Numerical results show that the rate of convergence of IHN can be close to that of the classic Newton method when the incomplete Hessian is properly selected. Even with a very sparse incomplete Hessian (a block diagonal matrix with each block being a 2 by 2 matrix), IHN was still found to have a much faster rate of convergence than SD.
In practice, however, the requirement of all the incomplete Hessian matrices to be positive definite is often too strong to be satisfied. To develop a practical incomplete Newton-type algorithm, in this paper, we also consider the truncated IHN method (T-IHN), which is a modification of IHN by using the truncated Newton strategy given in [17] . Clearly, T-IHN is a descent minimization method, and is convergent globally without requiring incomplete Hessian matrices to be positive definite. To compare the performance of T-IHN with that of SD, BFGS, and D-TN, we developed the MATLAB program packages of T-IHN and D-TN in sparse matrix techniques for solving the database problem. Here both SD and BFGS were implemented by calling the minimization solver routine fminunc from the MATLAB library, and the program of D-TN differs from that of T-IHN only on the part of computing the product of the whole Hessian with a vector, which was approximated by the Euler forward finite difference formula.
Numerical results show that the T-IHN using an incomplete Hessian with about 60 percent of zero entries has a faster rate of convergence and a better performance than BFGS. T-IHN took less CPU time by a factor of about 2.09 than BFGS for a dataset of 300 members. T-IHN was also found to have a close rate of convergence as D-TN and a better performance than D-TN. In this test, T-IHN took less CPU time by a factor of about 2.6 than D-TN. Here we did not compared T-IHN with L-BFGS since the MATLAB library does not contain any L-BFGS program routine. Note that L-BFGS usually has a slower rate of convergence than BFGS. Hence, it can be expected that T-IHN has better performances in both convergence and CPU time than L-BFGS.
We also made tests on T-IHN with two very sparse incomplete Hessian matrices: one has about 97.43% of zero entries, and the other has about 99.67% of zero entries. Even so, T-IHN was still found to have much better performances in both convergence rate and CPU time than SD. It took less CPU time by a factor of up to 7.68 than SD. These numerical results demonstrate the promising potential of T-IHN for solving (1) efficiently.
The remainder of the paper is organized as follows. We define IHN in Section 2, and present its basic convergent properties in Section 3. We then introduce T-IHN in Section 4, and describe the IHN and T-IHN methods for solving the database problem in Section 5. Finally, numerical results on IHN and T-IHN are presented in Section 6.
The IHN Method
Let g(x), H(x) and M (x) denote the gradient vector, Hessian matrix, and incomplete Hessian matrix of f at x ∈ D, respectively. We assume that both H(x) and M (x) are symmetric positive definite in D. The IHN iterative sequence {x k } for solving (1) is defined in the form
where x 0 is a given initial iterate in D, p k is a search direction satisfying
and α k is a step length satisfying the Wolfe conditions
Denote m ij and h ij as the the (i, j)th entry of M (x) and H(x), respectively. The sparse pattern P of M (x) is a set of index pairs (i, j) at which m ij = 0. With a given P , the incomplete Hessian matrix M (x) is defined by
Clearly, a selection of P depends on the problem to be solved and the capacity of a computer to be used for implementation. In the extreme cases, we can set P = P f and P d , where
Obviously, the matrices M (x) with P f and P d are respectively the original Hessian matrix H(x) and the diagonal matrix with h 11 (x), h 22 (x), . . ., and h nn (x) as the diagonal entries. Hence, the IHN with P f returns to the classic Newton method. 
then lim
To discuss the convergence rates of IHN, we make Assumptions 1 and 2. 
The following two definitions will be used in our IHN analysis.
Definition 1
The convergence rate of {x k } is R-linear if there exists a number r between 0 and 1 such that lim sup
Definition 2 The convergence rate of {x k } is Q-linear if there exists a constant 0 < c < 1 and a positive integer k 0 such that
Using the similar arguments in both [14] and the proof of Theorem 6.1 in [9] , we can prove the R-linear convergence for IHN.
Theorem 2 If Assumption 1 and condition (7) hold, then the IHN iterative sequence {x k } is R-linearly convergent.
The following corollary gives an easy-to-check sufficient condition for the IHN using the sparse pattern P d defined in (6) .
Corollary 1 Let Assumption 1 hold and the sparse pattern of incomplete Hessian matrix M k be given in (6). If the diagonal elements of H k are positive and bounded, then IHN is convergent both globally and R-linearly.
Proof We only need to prove that (7) is satisfied. Let h (k) ii for i = 1, . . . , n be the diagonal elements of H k . By the assumption, there exist two positive constants b 1 and
ii ≤ b 2 for all i and k. Thus,
Hence, the proof is followed from Theorems 1 and 2. To discuss the Q-linear rate of convergence, we need Lemmas 1 and 2.
Lemma 1 If Assumption 1 holds, then for any
The above lemma can be proved by the similar arguments to the ones from Subsections 2.3.3 and 3.1.6 in [13] .
Lemma 2 If H and M are symmetric, positive definite, then
where 
It is easy to show that
from which it is then easy to obtain (8) .
Since M * is assumed to be symmetric, positive definite, its square root matrix M 1/2 * exists and satisfies that
Thus, a new norm, · * , can be well defined by
Under this new norm, we obtain the Q-linear convergence rate for IHN in Theorem 3. Here the spectral radius of a matrix, say A, is denoted by ρ(A), which is defined as the largest of the modules of the eigenvalues of A.
Theorem 3 Let Assumptions 1 and 2 hold. If
then the IHN iterative sequence {x k } has a Q-linear rate of convergence under the norm · * defined in (9) .
, and denote by λ j as the jth eigenvalue of H * for j = 1, 2, . . . , n. Clearly,H * is symmetric positive definite because of Assumption 1 so that all its eigenvalues are positive. Further,H * is similar to M −1 * H * ; thus, both M −1 * H * andH * have the same eigenvalues. Hence, I − M −1 * H * has eigenvalues 1 − λ j for j = 1, 2, . . . , n, and from (10) 
and we can select a positive real number, t, such that
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. It is easy to see thatĒ * is symmetric, positive definite, and similar to (2) and Assumption 1, we can get that
The last term of the above expression can then be estimated as below:
To estimate the other two terms of (11), we set η = 1 2 (1 + t), and
Obviously, t < η < 1, and there exists a sufficiently small positive number, γ, satisfying
For the above γ > 0, using the continuity of H(x) and M (x) at x * and the similar arguments in the proof of Lemma 1, we can show that there exists positive number such that
and
whenever y − x * ≤ . Furthermore, from the definition of the convergence of sequence {x k } it can follow that there exists integer k 1 
Hence, by (13) and (15), we can obtain that
Finally, applying the above two expressions, (12) , (14) and (16) to (11) gives
whenever k ≥ k 1 . This completes the proof of Theorem 3.
The condition (10) in Theorem 3 depends on the solution x * , which is difficult to be verified. To improve it, we propose a sufficient condition dependent of only the current iterate in the following corollary. 
then IHN has a Q-linear rate of convergence under the norm · * .
Proof From the property of matrix norm and the assumptions it implies
Letting k → ∞ in the above expression immediately gives condition (10) . Thus, the proof is followed from Theorem 3.
A sufficient condition is given in the following theorem to guarantee that IHN satisfies Assumption 2. 
where c 1 and c 2 are the two constants in the Wolfe conditions of (4), then Assumption 2 holds for IHN.
Proof By Taylor expansion, we can get that
From Assumption 1 and (19) it can show that both r and ω are positive. Thus, a upper bound for λ u − 1 and a lower bound for λ l − 1 can be estimated in terms of r and ω as below:
Further, by the continuity of H(x), we can select > 0 such that
whenever x − x * ≤ and z − x * ≤ . Based on Assumption 1, we can also find positive integer k 2 ≥ k 1 such that
and H(x k ) is positive definite for all k ≥ k 2 . As the result of the last two inequality of (25),
Hence, with (24) and the second inequality of (25), we can get that
Also, by (3), (8) and (22), the term p
Therefore, applying (3), the first one of (25), (26), and (27) into (20) gives
This completes the proof of the first inequality of (4) for Assumption 2. We next prove the second inequity of (4) for Assumption 2.
By the mean value theorem and equation (3),
where
A combination of (8) with (19) and (23) gives
Thus, by (3), (25), (29), (30), and (31),
This completes the proof of Theorem 4.
The T-IHN Method
In this section, we introduce the truncated-incomplete Newton method (T-IHN) as a modification of IHN by using the truncated Newton strategy given in [17] . With T-IHN, the incomplete Hessian is allowed to be indefinite for generating a descent search direction. Thus, T-IHN is a practical and robust minimization algorithm for solving (1). The T-IHN iterative sequence {x k } is defined in the same form as the one in (2) except that the descent search direction p k is selected as an iterate of the preconditioned conjugate gradient method (PCG) [6] for solving (3) (or −g k in the worst case) according to Algorithm 1, which is a modification of the TN inner loop scheme given in [17] .
Algorithm 1 [Defining the descent search direction p k for T-IHN.]
Let B k be a preconditioner for M k , and w j represent the jth PCG iterate for solving (3) 
[Singularity test]
If either |r
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Compute α
where z j+1 solves the linear system B k z j+1 = r j+1 .
Increase j to j + 1 and go to Step 2.
As shown in [17] , a descent search direction is produced from Algorithm 1 even with indefinite M k or B k . Hence, T-IHN can be convergent globally without requiring M k to be positive definite.
The IHN and T-IHN Methods for Chemical Database Problem
As an application, we construct both IHN and T-IHN for solving the chemical database problem described in [15, 18, 19] . The key step is the construction of incomplete Hessian matrix M k , which is presented in details in this section.
With the notation of [18] , we recall the database problem as below. Let the chemical database consisting of n members have been characterized as a n × m matrix X:
T stands for the ith member of the database, x ij denotes the value of the jth chemical descriptor for ith member, and the distance δ ij = X i − X j measures the similarity of the ith member with jth member. A key step in the efficient visualization protocol proposed in [18, 19] is to solve the following unconstrained minimization problem:
T , l is a positive integer less than m, and the objective function E is defined by
Here In [18, 19] , the above minimization problem was solved by D-TN with an initial guess generated from SVD/PCA (singular value decomposition or principal component analysis) [6, 7] .
To construct the incomplete Hessian matrix M (Y ), we first find the Hessian H(Y ) of E(Y ) as below:
where H ij (Y ) denotes the second derivative of the term
with respect to Y . We express H ij (Y ) as a n×n block matrix with each block entry, h µν , being a l × l matrix. It is easy to find that
where Π ij denotes a l × l matrix defined by
Here 
Clearly, the first and second terms of (36) give the main block diagonal part and the off-diagonal part of H(Y ), respectively. From the above expression it is easy to see that H(Y ) is a full dense matrix of N × N with N = nl. Using the distance cutoff strategy, we define the incomplete Hessian matrix M (Y ) as follows: With a given cutoff radius, τ > 0, we construct the sparse pattern P by
Clearly, the above matrix of M (Y ) is symmetric due to the symmetry of the submatrix Π ij and the definition of P . Hence, in computer implementation, we can only evaluate and store the upper triangular part of M (Y ) to reduce the costs of computing and storage.
To properly control the sparsity of M (Y ), we propose to select a value of the cutoff radius τ by the formula
where ξ is a adjusting factor for the sparsity of M (Y ). If ξ = 1, τ gives a mean value of the distances between each pair of the database members. In other words, about a half of the entries of M (Y ) may be zero. As the value of ξ is reduced to zero, M (Y ) becomes the block diagonal matrix M d (Y ):
For the above M d (Y ), we can prove that there exists a constant η < 2 such that M
Hence, from Corollary 18 it follows that the IHN method with the incomplete Hessian of (37) is Q-linearly convergent.
With the incomplete Hessian M (Y ) of (37), we immediately obtain both IHN and T-IHN for solving the database problem (33). Similar to the scheme given in [18] , we also use SVD/PCA to generate a good initial iterate from the database matrix X for T-IHN. For simplicity, in this paper, we do not consider any preconditioning on M k by setting B k to be an identity matrix. Since M k may be indefinite for an iterate of x k far away from the minimum point x * , preconditioning on M k produce difficulties in both theory and practice. We plan to study such a preconditioning issue in the future to further improve the performance of T-IHN.
Numerical Results
We developed two MATLAB program packages for IHN and T-IHN for solving the database problem (33), respectively. The IHN package was only used for numerically studying the convergence behaviors of IHN. Thus, we stored the incomplete Hessian M k into a full matrix array and solved the related linear systems by a direct solver. Here an initial iterate was selected carefully by numerical experiments to make all M k positive definite as required by IHN. In the T-IHN package, we evaluated and stored only the nonzero block 
where x k is the kth D-TN iterate, d is a vector, and h is set as −10 , and N = ln. The above h is the same as the default setting for D-TN within TNPACK [16] . With (40), each evaluation of H k d requires one new gradient evaluation.
Both BFGS and SD were implemented by calling the minimization program routine, fminunc, from the MATLAB library with the option of HessUpdate as 'bfgs' and 'steepdesc', respectively. The other options for BFGS and SD included the scaled-identity matrix as the initial Hessian approximation, and the default mixed cubic and quadratic polynomial line search method, which is the same as the one used in the IHN and T-IHN packages. The SD, BFGS, and D-TN methods used the same MATLAB program routine as the one we wrote for the T-IHN package for computing function E and gradient g k . All the four methods were tested by using the same iteration stopping rule (i.e., g(x k ) < 10 −6 ), the same initial iterate generated from SVD, and the same datasets with m = 9 and l = 2. The numerical experiments were made via MATLAB version R2006a on a laptop computer (Latitude D610 with Intel Pentium(R) M 1.86 GHz processor, and 1GB RAM) at the University of Wisconsin-Milwaukee.
In the numerical tests on IHN, we used a dataset with n = 80. As required by the IHN analysis, an initial guess x 0 was selected such that all the Hessian and incomplete Hessian matrices H k and M k were positive definite (we checked them by evaluating their eigenvalues). Three incomplete Hessian matrices were constructed by using ξ = 0.5, 0.1 and 0, which gave Their sparse patterns were plotted in Figure 1 . From this figure we see that the incomplete Hessian with ρ = 1.25% is a block diagonal matrix with each block being a 2 by 2 matrix. Fig. 6 Comparisons of the gradient norms of T-IHN with that of the discrete-TN (D-TN) and BFGS methods for solving the database problem (33) with n = 300 and l = 2. The convergence rate of T-IHN is shown to be able to be close to that of D-TN and faster than that of BFGS. Fig. 7 Comparisons of the gradient norms of T-IHN with that of SD for solving the database problem (33) with n = 300 and l = 2. Even with two very sparse incomplete Hessian matrices, T-IHN is shown to have a much faster convergence speed than SD.
the sparsity percentage ρ is reduced. But, even with ρ = 1.25%, IHN was found still to have a much faster convergence speed than SD.
In the numerical experiments on T-IHN, we selected a dataset of 300 members (n = 300) from the large database. We also constructed three incomplete Hessian matrices using ξ = 0.5, 0.1 and 0, which resulted in the cutoff radius τ = 179.89, 35.978 and 0, and the sparsity percentage ρ = 40.22%, 2.58% and 0.33%, respectively. We plotted the sparse patterns of the incomplete matrices with ρ = 40.22% and 2.58% in Figures 4 and 5 . It is interesting to note that the nonzero entries of M k are distributed across the whole matrix. The one with ρ = 0.33% is a block diagonal matrix with each block being a 2 by 2 matrix. Table 2 gives the detailed performance data on the T-IHN, D-TN, BFGS, and SD methods for solving the database problem (33) with n = 300 and l = 2. Here, funcCount denotes the number of calling the program routine for evaluating E and g as well as M (T-IHN only), the number in parentheses is the total number of CG iterations within the D-TN and T-IHN methods, and the computer CPU time is measured by the MATLAB time functions tic and toc, where tic saves the current time that toc uses later to measure the elapsed time in seconds. Comparisons of the convergence processes of T-IHN, D-TN, BFGS, and SD in terms of gradient norms are displayed in Figure 7 and 6.
From Table 2 and Figure 6 we see that the T-IHN with ρ = 40.22% (i.e., about 60 percentage of the entries are zero) not only had a rate of convergence that is close to D-TN and faster than BFGS, but also had better performances than both D-TN and BFGS. In these tests, T-IHN took less CPU time by a factor of 2.4 than D-TN and by a factor of 2.2 than BFGS.
As shown in Table 2 , even with a very sparse incomplete Hessian matrix, T-IHN still had a much faster convergence speed and better performance than SD. The T-IHN using the incomplete Hessian with ρ = 2.58% and 0.33% reduced the total CPU time of SD by the factors of about 7.68 and 6.09, respectively.
These numerical results demonstrate the promising potential of T-IHN as an efficient solver of minimization problem (1) , where the Hessian matrix is too large to be evaluated as a whole matrix. We intend to further explore its convergence behaviors theoretically and numerically and improve its performances in the future.
