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Sistemi Integrabili
δια` γα`ρ τ o` θαυµα`ζιν oι` α`νθρωpioι και` νυ˜ν
και` τ o` piρ$τoν η`ρξαντo ϕιλoσoϕι˜ν
In effetti, ora come in origine, gli uomini hanno iniziato a
filosofare per la meraviglia.
(Aristotele, Methaphysica, A 2, 982b )
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Breve rassegna del concetto di SistemaIntegrabile Classico e delle sue applica-zioni recenti in vari campi della Fisica.
Tra i tanti ricercatori che hanno partecipato
allo sviluppo di queste idee, un cenno parti-
colare è stato posto sulla figura di L. Faddeev,
recentemente scomparso.
Introduzione
Una grande differenza tra il fare Scienza oggi
rispetto agli antichi non consiste tanto nella scru-
polosa ed ostinata ricerca delle Leggi che gover-
nano l’Universo, quanto l’insopprimibile biso-
gno di metter tali Leggi alla prova. In altre pa-
role il cercare di dedurne delle conseguenze lo-
giche osservabili, entro i limiti di validità già
predefiniti dalla stessa teoria e di essa parte in-
tegrante. Se le leggi sono basate su misure fatte
con il metro della sarta, con il metro della sarta
vanno verificati gli esiti delle nostre deduzioni.
Sarebbe così del tutto fuorviante tentare di de-
rivare proprietà degli atomi, che mai potranno
essere accomodate entro misure e leggi che ne
ignorano l’esistenza. Ovviamente, menzionan-
do metri da sarta, bilance da salumiere e orologi
a cucù , o tutto l’armamentario di microsensori
a disposizione sui nostri cellulari, oppure il mi-
croscopio a forza atomica di Binnig, il rivelatore
ATLAS del CERN di Ginevra, LIGO e VIRGO,
non stiamo facendo altro che postulare che le
grandezze fisiche contengano nella loro defini-
zione una qualche proprietà matematizzabile. E
a questo punto le conseguenze vanno ricavate
con Leibnitz: Calcoliamo!.
Non è più sufficiente dire, con Aristotele, che
tutti i corpi andranno, prima o poi, nel loro luogo
naturale. La domanda alla quale rispondere è:
se ci vanno, come ci vanno? Nel senso di: quanto
spazio percorre e quanto tempo occorre ad un
carretto fatto così e cosà e lasciato andare da un
certo punto a fermarsi lungo una strada sterrata,
oppure su una strada ben selciata, imprimendo-
gli un impulso pari a tot? Naturalmente, chi ha
frequentato il liceo, e ha dimenticato Aristotele,
subito dirà: usiamo i Principi di Newton [1] ! Ma
dopo aver scritto la formula F = ma , bisogna
tradurla negli algoritmi corrispondenti e iniziare
a calcolare la soluzione delle equazioni del moto.
Questo lo si può fare numericamente, per piccoli
passi discreti, oppure con metodi analitici, nei
quali si prendono le mosse da una certa idea di
continuità per alcuni oggetti matematici come
i numeri reali R. Così brillante è l’idea che in
effetti è diventata il modello prototipo per quasi
tutti i ragionamenti sul circostante. Da essa trae
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origine la Meccanica Analitica dai tempi di La-
grange in poi [2]. Ma a volte questa intuizione
è solo di una presunta forma a priori, senza una
effettiva verifica sperimentale. E i fisici hanno
molte altre alternative sulla natura e struttura fi-
ne dello spazio-tempo, e di ogni altro ente fisico
in esso immerso (a titolo esemplificativo si veda
[3] o a un livello più tecnico [4, 5]). D’altra parte
non è la credibilità dell’analisi reale comemodel-
lo di spazio e di tempo quello che è importante,
ma i metodi di base, sapendoli estendere, modifi-
care ed applicare ad altre teorie, senza perderne
il rigore logico e la potenza deduttiva.
Pendoli, Trottole e Pianeti
Immediatamente dopo la formulazione dei Prin-
cipia di Newton, e con una teoria del Calcolo an-
cora non su basi solidissime, gli scienziati cer-
carono di trovare soluzioni esatte per problemi
meccanici non banali. Certamente il problema
di Keplero fu risolto analiticamente dallo stesso
Newton. L’importanza di questo risultato di per
sé ha segnato tutta la Scienza successiva. Tutta-
via, a parte questo esempio, solo una manciata
di altri problemi si sarebbero potuti trattare esat-
tamente, cioé senza ricorrere ad appossimazioni
intermedie nei calcoli, basate su ipotesi aggiun-
tive del modello, o su calcoli numerici. Questi
contengono intrinsecamente delle approssima-
zioni dovute alla taglia del passo scelto e, comun-
que, effettivamente perseguibili in grande scala
e tempi lunghi solo con l’avvento della moderna
scienza dei computers.
A questo proposito vanno citati due esperi-
menti numerici dei primi anni ’50 del XX secolo:
la catena di Fermi - Pasta - Ulam (FPU) [6] e quel-
lo sulla viscosità artificiale di Von Neumann [7].
Entrambi antesignani delle moderne tecniche di
simulazione numerica e dell’uso del calcolatore
elettronico come un laboratorio indirizzato alla
scoperta di nuovi fatti scientifici. Specificatamen-
te il modello di FPU, costituito da una catena di
oscillatori non lineari interagenti tra i primi vi-
cini, fu introdotto per studiare numericamente
l’ipotesi ergodica e il teorema di equipartizione dell’e-
nergia. Nel secondo caso si studiava la stabilità
numerica di sistemi discretizzati, partendo da
modelli continui di propagazione di onde d’urto.
In entrambi i casi fu evidenziato l’emergere di
strutture stabili nelle soluzioni, dovute agli ef-
fetti combinati della dispersione o dissipazione,
rispettivamente, e della non linearità .
Fin da tempi remoti si è cercato di descrivere i
moti di sistemi più o meno complessi in termini
di moti rettilinei o circolari uniformi. Cioè moti
che manifestavano un intrinseco senso di sem-
plicità e di bellezza, o se si preferisce di ordine
e di regolarità (o ancora, di simmetria esplicita-
mente espressa), con un che di magico oltre che
di grande praticità . Ma da Newton in poi ogni
astro e ogni particella dell’Universo si muove
piegandosi alle forze che via via incontra lungo
la sua traiettoria. Questa ora può essere molto
complicata, affatto connessa a moti uniformi o
circolari e al senso di sicurezza e di ordine che
da essi emana. Basti pensare che le forze tra gli
astri, da sempre pensate a simmetria centrale,
in effetti possono dar luogo a orbite ellittiche
o, addirittura, iperboliche, come nel caso delle
comete. Qualcosa che lasciava sgomenti e sfug-
giva all’ immaginario e sospirato grande ordine
cosmico esistente ad maximam Dei gloriam.
Forse è opportuno chiarire ora che il concet-
to di integrabilità non è lo stesso di risolubilità.
Il fatto che molto spesso le due cose vadano as-
sieme è certamente ciò che rende le teorie inte-
grabili così attraenti, tuttavia è necessario fare
una distinzione. Esistono sistemi integrabili che
non si possono veramente esprimere sino in fon-
do analiticamente, così come esistono sistemi
esattamente risolvibili che non sono integrabili.
La risolubilità dipende in ultima analisi dalla
capacità e dalla potenza computazionale. L’inte-
grabilità si riferisce piuttosto alla proprietà di
un sistema di mostrare comportamenti regolari
(quasi-periodici) per ogni possibile condizione
iniziale, in opposizione a quelli caotici e irregola-
ri. Lo stesso discorso vale per la versione quanti-
stica di tali sistemi, dove l’integrabilità implica
delle proprietà molto specifiche nella struttura
dello spettro degli osservabili.
Perciò , nonostante laMécanique Analytique di
Lagrange e l’enunciazione del paradigma mecca-
nicistico determinista, all’inizio dell’800 gli esem-
pi di modelli dinamici a più gradi di libertà, dei
quali si conoscessero le soluzioni in forma ana-
litica erano il già citato problema di Keplero, i
sistemi di oscillatori armonici, il corpo rigido con
un punto fisso e in assenza di forze esterne (trot-
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Figura 1: Joseph-Louis (Giuseppe Lodovico) Lagrange
(1736 (Torino) - 1813 (Parigi))
top.jpg
Figura 2: La trottola di Lagrange
tola di Eulero) e la trottola di Lagrange (trottola
simmetrica con un punto fisso e baricentro sul-
l’asse di simmetria, sottoposto all’azione di un
campouniforme di forze). Senza dettagliare trop-
po, la loro risolubilità era garantita dall’esistenza
di un numero sufficiente di quantità analitiche
conservate, il che permetteva di ridurre il pro-
blema al calcolo di un solo integrale. Il processo
veniva chiamato riduzione alle quadrature. Come
questi metodi si potessero estendere ad altri casi
o come si potessero costruire modelli con simili
proprietà era sostanzialmente ignoto. Molto era
lasciato all’abilità tecnica del singolo studioso.
Per tutta la durata della primametà del XIX se-
coloHamilton, Jacobi e Liouville perfezionarono
la nozione di integrabilità per quei sistemi mec-
canici detti, per l’appunto, Hamiltoniani. Essi for-
Figura 3: William Rowan Hamilton (1805 (Dublino) -
1865 (Dublino))
Figura 4: Joseph Liouville (1809 (Saint Omer) - 1882
(Parigi))
nirono un quadro generale per la loro risoluzione
mediante quadrature. A questo proposito mol-
ti ricorderanno l’equazione di Hamilton-Jacobi e il
teorema di Liouville (poi generalizzato da Arnold).
Un caso notevole di trottola dal moto integra-
bile fu discusso da Sofia (Sonya) Kovalewski nel
1889, utilizzando un metodo basato sullo stu-
dio delle singolarità presenti nelle soluzioni. Ri-
chiedendo che tali singolarità siano abbastanza
semplici, è possibile stabilire quando i moti sono
regolari ed il sistema integrabile. Va sottolineato
che la procedura di Kovalewski fu ripresa, con
altre motivazioni, da Painlevé , e la sua scuola,
nell’ambito della classificazione delle equazioni
differenziali ordinarie del 2o ordine non lineari.
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Figura 5: Carl Jacobi (1804 (Potsdam) - 1851 (Berlino))
Figura 6: Sofia Vasilyevna Kovalevskaya (1850 (Mosca) -
1891 (Stoccolma))
Per i dettagli di questo metodo rimandiamo al-
l’articolo di D. Guzzetti nel presente numero di
Ithaca.
Poco dopo, però , H. Poincaré dimostrò che il
sistema di 3 corpi in interazione gravitazionale
tra loro non ha soluzione generale analitica, data
da espressioni algebriche e integrali. Inoltre fece
vedere che in molte situazioni esiste una dipen-
denza sensibile dei moti dalle loro condizioni
iniziali. Infatti una delle idee fondamentali del
suo Les méthodes nouvelles de la mécanique céleste fu
quella di studiare i moti prossimi a quelli periodi-
ci (alcuni dei quali già noti a Eulero e Lagrange),
modificando leggermente le condizioni iniziali.
Con un’approssimazione al primo ordine delle
equazioni, si giungeva allo studio di equazioni
lineari a coefficienti periodici. Il comportamento
Figura 7: Mappa di Poincaré per il sistema, non integra-
bile, di Hénon-Heiles ispirato al moto dei tre
corpi. La mappa consiste nella intersezione del-
la traiettoria nello spazio delle fasi su un solo
piano di coordinate coniugate. Le traiettorie
periodiche sono individuate da singoli punti,
le orbite stabili lasciano la traccia della sezione
regolare di una superficie toroidale, le orbite cao-
tiche tendono ad errare nel piano, evidenziando
il loro carattere instabile. La mappa è riporta-
ta per due diversi valori dell’energia totale del
sistema. Si nota che al crescere dell’energia le
regioni occupate da traiettorie instabili tendono
ad aumentare in rapporto all’area complessiva
disponibile ai moti. Questa è una rappresen-
tazione sperimentale, nel senso di esperimento
numerico, dell’enunciato del teorema KAM.
delle soluzioni di tali equazioni è determinato
da certi esponenti caratteristici delle proprietà di
stabilità dei moti. In altri termini, se e come i
moti si discostino dall’orbita periodica iniziale.
La situazione generica è quella di un discosta-
mento sistematico esponenzialmente rapido dal
moto regolare periodico, dando luogo a compor-
tamenti anche molto complessi. Quindi Poincaré
descrisse per la prima volta una dinamica, che
quasi un secolo dopo avrebbe assunto la deno-
minazione di caos deterministico, in particolare
tramite uno strumento matematico noto come
Mappa di Poincaré. (Per una breve rassegna sul
tema si legga il Cap. 11 del noto trattato diMecca-
nica del Goldstein [9]). Quindi si era arrivati ad
un bivio concettuale: i sistemimeccanici tendono
ad assumere generalmente un comportamento
non descrivibile in termini analitici (quindi cao-
tici), mentre i sistemi integrabili sono una rarità.
Essi sono veramente confinati nel novero delle
curiosità matematiche? Eppure moti armonici
e moti kepleriani sembrano essere abbastanza
importanti ed usuali nella Fisica. La domanda si
può traslare nella seguente: di quanto è defor-
mabile un sistema integrabile nella sua struttura,
prima che diventi impossibile descriverne i moti
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Figura 8: Henry Poincaré ( 1854 (Nancy) - 1912 (Paris))
in forma analitica?
Certamente è sempre possibile introdurre del-
le perturbazioni su un sistema integrabile, tali
che per tutte le condizioni iniziali del sistema
viene meno la possibilità di trovare soluzioni
(quasi)-periodiche ben ordinate. Nel senso che
nello spazio delle fasi tali orbite si avvolgono den-
samente su superfici lisce e chiuse (tori) (sezioni
di tali tori si distinguono in Figura 7). Tuttavia,
se le perturbazioni non comportano risonanze tra
differenti modi di oscillazione dello stesso siste-
ma, allora i tori si distorcono progressivamente,
ma con continuità, al crescere dell’intensità della
perturbazione. Questo fenomeno costituisce il
contenuto del celebre teorema di Kolmogorov -
Arnold - Moser (KAM) [10, 11, 12]. In altri ter-
mini esso stabilisce sotto quali condizioni i tori
dello spazio delle fasi, invarianti sotto la dina-
mica di un sistema integrabile perturbato, non
vengano totalmente distrutti, ma solo deformati.
Questo ha importanti implicazioni, per esempio,
sulla stabilità delle orbite per il sistema dei 3
corpi, dimostrando che in tal caso esistono delle
soluzioni esprimibili in serie convergenti di po-
tenze. Tuttavia molte delle sue applicazioni sono
limitate al caso in cui una delle masse dia molto
più piccola delle altre mentre, in generale, vanno
adottati metodi di calcolo differenti. Si noti che
la restrizione menzionata è comunque di gran-
de interesse per i moti dei satelliti artificiali, con
Terra-Luna-Satellite nel ruolo dei 3 corpi. Molti
altri esempi di interesse astrofisico si possono
riportare a questo.
Il teorema KAM, e le sue svariate applicazio-
Figura 9: Martin Kruskal (1925 (NewYork) - 2006 (Prin-
ceton)) M. Kruskal è stato uno dei più versatili
fisici teorici della sua generazione e si distinse
per i suoi contributi in diverse aree, in particola-
re nella fisica del plasma. Fece una memorabile
incursione nella relatività generale. Nel suo
pionieristico lavoro, con N. Zabusky [19], sulle
onde non lineari introdusse il concetto del soli-
tone e ne ha sviluppato la sua applicazione in
molti contesti di Fisica.
ni, apre un ampio spazio ai metodi perturbativi,
ma questo significa anche trovare, se esistono,
sistemi integrabili interessanti dai quali partire,
a parte quelli ovvi già noti. Non tutto sembra
perduto per i sistemi integrabili, ma solo negli
anni ’60 del XX secolo è stato sviluppato un me-
todo più o meno sistematico per determinarli e
studiarli.
La Trasformata integrante
Il metodo che va sotto il nome di Metodo della
Trasformata Spettrale Inversa (IST) fu inventato 50
anni fa (in effetti la denominazione fu introdotta
successivamente) da Gardner, Green, Kruskal e
Miura [13] per risolvere l’equazione di Korteweg
- de Vries (KdV)
ut − 6uux + uxxx = 0, (1)
che costituisce un sistema dinamico con infiniti
gradi di libertà, ispirata da problemi di idrodi-
namica [15, 16, 17]. Con la notazione adottata
in (1) il campo u (x, t) indica la velocità di una
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Figura 10: Peter Lax ((1926 (Budapest) - Wolf Prize in
Mathematics, Abel Prize, professore al Cou-
rant Institute of Mathematical Sciences (New
York). Lax ha lavorato in molti campi, lascian-
do contributi quali il metodo Lax-Wendroff,
il teorema di equivalenza di Lax e il teorema
di Babushka-Lax-Milgram, oltre alla scoperta
delle coppie di Lax. Professore al Courant In-
stitute, ha ricevuto numerosi riconoscimenti,
tra i quali il Wiener Prize (1975), il National
Medal of Science (1986), Wolf Prize (1987) e
l’Abel Prize (2005).
piccola porzione di fluido nella posizione x al
tempo t e gli indici denotano le sue derivate par-
ziali. Le variabili adottate sono adimensionali
e i coefficienti sono assegnati con una scelta di
convenienza.
Le ragioni di base del perché il procedimento
IST funzioni fu scoperto da Peter Lax, che de-
finì la struttura matematica centrale (nota co-
me coppia di Lax) per tutti gli sviluppi successivi
riguardanti i sistemi integrabili [20].
Senza grandi dettagli, l’idea di Lax consiste
nell’introdurre due opportuni operatori lineari
L [u] edM [u], agenti su uno spazio funzionale
lineare ausiliario di funzioni complesse Φ (x, t) a
quadrato sommabile. In primo luogo Lax dimo-
strò che l’equazione (1) può essere esattamente
riformulata come
Lt = [L,M ] (2)
Figura 11: V. E. Zakharov ( 1939 (Kazan) - )
Scopritore assieme a A. B. Shabat di
una classe di sistemi di eqazioni non lineari
evolutive integrabili, ha dato fondamentali
contributi alla teoria dei sistemi non lineari.
Formatosi all’Università di Novosibirk,
attualmente è membro del Landau Inst.
Theoretical Physics (Chernogolovka, Mo-
sca, Russia) , del Lebedev Physical Inst.
(Mosca, Russia) e Professore all’Università
dell’Arizona (Tucson, AZ, USA). Tra i
vari riconoscimenti è stato insignito della
medaglia Dirac nel 2003.
se si prendono
L [u] = −∂2x + u, (3)
M [u] = 4∂3x − 3 (u ∂x + ∂x (u ·)) .
In altri termini la (2) è identicamente soddisfatta
per tutte le Φ se la u soddisfa la (1) e{
LΦ = λΦ
Φt = −M Φ . (4)
In tal caso è facile dimostrare che lo spettro diL
è indipendente dal tempo t, perché l’evoluzione
temporale dettata da (2)-(3) è unitaria.
Quindi lo spettro
σ (L) = {λ ∈ R : LΦ = λΦ} (5)
è costituito da costanti del moto del sistema.
La Fortuna, o il genio, ha voluto che l’ L in (3)
sia proprio il celeberrimo operatore di Schrödin-
ger stazionario. Questo ha facilitato di molto il
primo approccio alla tecnica IST.
Naturalmente vorremmo avere delle espres-
sioni esplicite delle costanti del moto, ma esse
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Figura 12: Mark Ablowitz (con una copia del manuale di
analisi complessa del quale è autore assieme
a A. Fokas ). É lo scopritore, assieme a Kaup
Newell e Segur, di una amplissima classe di
coppie di Lax per sistemi completamente inte-
grabili. Inoltre ha sviluppato, principalmente
assieme a Fokas, una riformulazione del me-
todo IST in termini di problemi di Riemann-
Hilbert, particolarmente utili nei casi a più di
una dimensione spaziale. Ha ottenuti numero-
si riconoscimenti scientifici ed è attualmente
Full Professor alla Colorado State University
(Boulder, CO, USA)
Figura 13: Riproduzione del 1995 dell’osservazione del
solitone fatta da J. Scott Russell nel 1885 nel-
l’Union Canal. Foto di Chris Eilbeck della
Heriot-Watt University di Edinburgo
si nascondono nel profondo della struttura del-







ρ e- ⅈ k x
τ eⅈ k x
Figura 14: Il potenziale generico u è rappresentato con
la curva nera. Asintoticamente a x → −∞
un’autofunzione dello spettro continuo del
problema di Schrödinger L con tale potenziale
si potrà decomporre nella combinazione linea-
re in un termine progressivo eı k x e di uno
regressivo e−ı k x, con un coefficiente ρ (k)
chiamato ampiezza di riflessione. Invece a
x→ +∞ rimane solo un termine progressivo
con un coefficiente τ (k), chiamato ampiezza
di trasmissione.
Vediamo come.
Nell’ipotesi conveniente che il dato iniziale
u0 = u (x, t0) ( quindi poi anche u (x, t)) funga
da potenziale rapidamente convergente a 0, nel
limite x→ ±∞, le autofunzioni di L assumono
delle importanti proprietà di analiticità nel pia-
no complesso Ck del parametro spettrale k2 = λ.
In particolare si sanno calcolare le cosiddette am-
piezza di riflessione e di trasmissione, che nei due
limiti asintotici collegano combinazioni di solu-
zioni progressive/regressive (si veda la Figura
14). Queste dipendono solo da k e, in particolare,
il reciproco dell’ampiezza di trasmissione è anali-
tico nel semi-piano superiore C+k , dove possiede
degli zeri semplici sull’asse immaginario, corri-
spondenti agli autovalori dello spetto discreto di
L, ed è limitato per =k > 0. Infine è facile vedere
che l’evoluzione temporale dettata dall’operato-
reM è banale su di esso, ovvero l’ampiezza di
trasmissione è indipendente dal tempo. Ecco il
punto vulnerabile e dove acchiappare le costanti
del moto: si calcola lo sviluppo dell’inverso del-
l’ampiezza di trasmissione nell’intorno dell’∞
con =k > 0: i suoi coefficienti sono indipendenti
sia da x che da t e si possono esprimere come
quantità integrali della forma
∫ +∞
−∞ Sn (x, t) dx,
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le cui densità sono
S1 = u
S2 = ux
S3 = uxx − u2












− 2uuxx + 2u3
...




Si osservi che l’ultima formula consente di
calcolare ricorsivamente le infinite densità con-
servate. Tuttavia, affinché il sistema sia ef-
fettivamente integrabile secondo il teorema di
Liouville-Arnold, si deve dimostrare che le In
siano indipendenti e in involuzione. In effetti nel
caso in esame queste condizioni sono verificate,
ma per farlo c’è bisogno di una ulteriore struttura
matematica, che andiamo ad introdurre.
Sistemi Hamiltoniani
Come si ricorderà dai corsi di Meccanica Ha-
miltoniana, il moto di un sistema ad N gradi di
libertà è descritto da una traiettoria nell’ astratto
Spazio delle Fasi M a 2N dimensioni, localmente
simile (precisamente diffeomorfo) ad aperti diR2N
con coordinate locali
(p1, . . . , pN , q1, . . . , qN ) .
Ad esempio per una singola particella nello spa-
zio ordinario N = 3, per due particelle N = 6,
per un corpo rigido N = 6, per una mole di gas
di particelle puntiformi N ' 18.066 × 1023. Le
dimensioni dei rispettivi Spazi delle Fasi sono
raddoppiate.
Gli osservabili dinamici costituiscono un insie-
me (un’algebra commutativa in effetti) di funzioni
differenziabili f : M × R(t) → R. Considerati
due qualunque f (p, q, t) e g (p, q, t) di tali osser-
vabili, viene definita la loro Parentesi di Poisson
come quella funzione data da












La nuova operazione {·, ·} è una derivazio-
ne (cioé è bilineare e soddisfa la regola di
Leibnitz sulla derivata di prodotti di funzioni)
nell’insieme degli osservabili ed è
1. antisimmetrica {g, f} = −{f, g},
2. gode dell’identità di Jacobi
{{f, g} , h}+ {{h, f} , g}+ {{g, h} , f} = 0.
I matematici chiamano una tale struttura algebra
di Lie, in onore del matematico norvegese Sophus
Lie, che la introdusse in relazione allo studio del-
le simmetrie infinitesime possedute dalle equazio-
ni differenziali nella seconda metà dell’800. Per
un approfondimento sull’argomento si veda il
contributo di D. Levi in questo numero.
Applicando la (7) alle coordinate, viste come
osservabili, si ottengono le cosiddette relazioni di
commutazione canoniche
{qi, pj} = δij , {qi, qj} = {pi, pj} = 0.
Assegnata una funzione Hamiltoniana H =
H (p, q), essa genera la trasformazione temporale
di un qualunque osservabile secondo la regola
d f
d t = ∂t f + {f,H}. Caso particolare di questa












In questo contesto, con Liouville e Arnold,
si dice che un sistema definito dall’Hamiltonia-
na H è integrabile se esistono N integrali del
moto f1, . . . , fN (∂t fi + {fi, H} = 0 per i =
1, . . . , N ) che sono indipendenti, ovvero i gra-
dienti∇(p,q) fi sono vettori indipendenti su ogni
piano tangente T(p,q)M , e sono in involuzione
ovvero
{fi, fj} = 0 per ogni i, j = 1, . . . , N.
In particolare questo significa che se tali funzio-
ni non dipendono esplicitamente dal tempo, al-
lora commutano con l’Hamiltoniana H , che è
anch’essa una costante del moto.
Se tali proprietà sono soddisfatte, allora esiste
una trasformazione canonica delle coordinate
Qk = Qk (p, q) , Pk = Pk (p, q) ,
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che preserva le regole di commutazione canoni-
che per (Pk, Qk) e producono una Hamiltoniana
trasformata H → H˜ = H˜ (P1, . . . , PN ), in modo














t+Qk (0) , Pk (t) = Pk (0) , (8)
dalle quali si vede che la dinamica è stata ridotta
ad un moto uniforme! Se il moto dovesse essere
globalmente confinato, le formule (8) indicano
che ci si sta riducendo ad un insieme di moti
circolari uniformi, con le variabili di tipoQk ana-
loghe ad angoli di rotazione, mentre le Pi corri-
spondono ai momenti angolari, o azioni. Perciò
l’integrazione di un sistema meccanico si riduce
alla ricerca delle sue variabili di angolo-azione.
Al lettore non sfuggirà il riemergere dell’anti-
ca ed ingenua concezione sulla forma dei possi-
bili moti, ma con la consapevolezza che si stanno
trattando situazioni veramente speciali.
In un certo senso un numero sufficiente di inte-
grali del moto, con le proprietà richieste, confina
la traiettoria su superfici lisce e regolari nello Spa-
zio delle FasiM , parametrizzate con continuità
dai valori di tali costanti.
Il teorema di Liouville - Arnold quindi ci defi-
nisce le condizioni perché un sistema abbia moti
regolari (sia integrabile quindi). In effetti il diffi-
cile è trovare esplicitamente tutti gli integrali del
moto che occorrono o, in alternativa, la menzio-
nata trasformazione canonica. A questo scopo si
può ricorrere all’equazione di Hamilton-Jacobi
ma, a parte un certo numero di casi speciali, an-
che questo problema risulta altrettanto diffici-
le. Non necessariamente si tratta di una buona
scorciatoia.
Per poter applicare questi concetti a situazio-
ni più complesse, è opportuno operare alcune
generalizzazioni.
In primo luogo, se rinunciamo a distinguere
nello spazio delle fasi 2N = m-dimensionaleM
chi siano le p e quali le q, le indichiamo colletti-
vamente con ξ = (ξ1, . . . , ξm). La definizione di
Parentesi di Poisson si può ampliare introducen-
do una opportuna matricem×m denotata con










, ωa,b = −ωb,a






Jacobi implica che deve essere soddisfatta la re-
lazione ∂aWbc + ∂cWab + ∂bWca = 0. La matrice
Wab (ξ) si chiama struttura simplettica. Un teore-
ma di Darboux ci assicura che localmente possia-
mo porre la struttura simplettica in forma cano-
nica, ma in generale tale trasformazione non può
essere estesa globalmente su tuttoM . Pertanto
lo studio di varietà con strutture di Poisson, e la
loro classificazione, costituisce un ampio capito-
lo della ricerca, per esempio in connessione con
la Quantizzazione Geometrica.




= {ξ,H} = ω∇ξH. (9)
Inoltre si dimostra che se f è un integrale del
moto, allora esso genera un gruppo ad un pa-
rametro (diciamo τ ) di trasformazioni di M in
sé stesso, definite risolvendo il nuovo sistema
hamiltoniano d ξd τ = ω∇ξf , che lasciano invarian-
te il sistema Hamiltoniano di partenza. Questo
risultato costituisce la versione hamiltoniana del
famoso teorema di Noether, che lega costanti del
moto e simmetrie.
La seconda generalizzazione consiste nel pas-
saggio ai sistemi continui, secondo uno schema
concettuale /simbolico di questo tipo
ODE → PDE








I funzionali sono espressi in forma integrale
come F [u] =
∫
R f (u, ux, uxx, . . .) dx.
La derivata funzionale è definita dalle due
relazioni







2. δ u(y)δ u(x) = δ (x− y)
avendo utilizzato la δ di Dirac.
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Ora la Parentesi di Poisson tra funzionali, di-
pendente da una appropriata struttura di Poisson











Per analogia con quella canonica della Mecca-
nica una scelta possibile di ω è
1
2
(∂x − ∂y) δ (x− y) ,











Le equazioni di Hamilton allora prendono la
forma





Si noti l’analogia formale con l’equazione
(9). A titolo esemplificativo l’equazione di












dove si è assunto che l’integrale esista finito.
Torniamo ora ad esaminare le densità (6), ot-
tenute sfruttando il problema spettrale, dal pun-
to di vista hamiltoniano. In primo luogo si
può dimostrare che tutte le densità pari, usan-
do le condizioni al bordo, danno costanti di in-
tegrazione nulle per ogni u: inutilizzabili. In-
vece si riconosce subito che I−1 =
∫
R S1dx si
interpreta come la massa della perturbazione,
I0 =
∫
R S3 dx corrisponde alla quantità di mo-
to, mentre I1 =
∫
R S5 dx è l’Hamiltoniana che






Introducendo la notazione In−1 =
∫
R S2n+1 dx
e calcolando le parentesi di Poisson tra le quan-
tità conservate si dimostra che {Im, I1} = 0 per
ognim. quindi dall’identità di Jacobi si deduce
che vale anche
{Im, In} = 0
per ognim, n. In definitiva l’equazione di KdV
è un sistema hamiltoniano integrabile secondo
Liouville.
Sulla base di quanto enunciato a proposito del
teorema di Noether, questo risultato significa pu-
re che le equazioni hamiltoniane uti = ∂x δ Iiδ u(x)
sono simmetrie che lasciano invariante la KdV.
Ma non solo : ognuna di esse è una simmetria
di tutte le altre. Si sintetizza allora dicendo che
la KdV possiede un’infinità di flussi in commuta-
zione, che deve essere una caratteristica comune
a tutti i sistemi integrabili continui. Infine si os-
servi che tali simmetrie coinvolgono le derivate
del campo u ad ogni ordine di differenziazione.
Quindi queste simmetrie si distinguono dalle
espressioni abituali, lagrangiane, che sono finite
e coinvolgono al più per KdV fino al terzo ordi-
ne di derivazione del campo. Tali espressioni si
dicono simmetrie generalizzate e furono introdotte
da E. Noether. Si veda l’articolo di Levi in que-
sto numero di Ithaca per maggiori dettagli sul
concetto di simmetria puntuale e generalizzata.
Osserviamo ora che l’equazione di KdV si può
ricavare anche usando come Hamiltoniana la co-
stante del moto I0 con una nuova struttura di
Poisson, precisamente
ut =
(−∂3x + 4u ∂x + 2ux) δ I0δ u (x) . (13)
L’operatore E = −∂3x + 4u ∂x+ 2ux soddisfa tutte
le proprietà richieste ad una struttura di Poisson









Questa costituisce una importante ed eccezionale
novità [21] nel panorama dei sistemi integrabili,
nel quale si inserisce una del tutto inaspettata
struttura bi-hamiltoniana
{F, I0}E = {F, I1} per ogni F.
In definitiva essa garantisce l’integrabilità stes-
sa del sistema. Infatti, data la corrispondenza
tra quantità conservate e simmetrie, non solo
{u, I0}E e {u, I1} generano una simmetria di KdV
(specificamente la stessa equazione), ma anche
{u, In}E e {u, In+1} lo sono, perché generate da
quantià conservate di entrambe le strutture di
Poisson. Ma, ancora per la corrispondenza tra
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simmetrie e quantità conservate, potremmo tro-
vare un certo funzionale conservato, diciamoH2,
tale che
{F, I1}E = {F,H2} per ogni F
cioé la simmetria generata da I1 rispetto a E si
esprime come una simmetria rispetto alla prima
struttura di Poisson. Questo tipo di argomen-
to si può iterare per produrre una successione
di nuove simmetrie e di nuove costanti del mo-
to. Infatti si può far vedere che H2 ≡ I2 della
nostra notazione precedente e così via, ritrovan-
do gli integrali del moto di KdV. Garantendo in
maniera appropriata l’esistenza degli inversi de-
gli operatori coinvolti, sulla base dell’argomento
precedente e assumendo delle convenienti condi-
zioni di compatibilità tra le strutture di Poisson
∂x e E , verificate nel caso di KdV, si può definire
il cosiddetto operatore di ricorrenza
R = E (∂x)−1 .
Così quanto detto sopra si sintetizza nell’espres-
















, n = 0, . . . ,∞.
In tal modo possiamo costruire ricorsivamente
l’intera gerarchia di flussi in commutazione del siste-
ma integrabile considerato, nonché le quantità
conservate.
Per la KdV l’operatore di ricorrenza è
R = −∂2x + 4u+ 2ux∂−1x . (14)
PoichéR trasforma simmetrie di una equazione
di evoluzione in altre simmetrie, il concetto è
discusso da questo punto di vista nell’articolo di
Levi in questo numero.
Infine è da sottolineare che il metodo IST non
solo ci consente di trovare le costanti del mo-
to, ma le loro variabili canonicamente coniugate
sono i dati spettrali, che evolvono linearmente.
In conclusione, se un sistema possiede una
coppia di Lax, allora la risoluzione del pro-
blema spettrale (ovvero IST) fornisce l’oppor-
tuna trasformazione canonica nelle variabili
angolo-azione.
Problemi ... Spettrali
Lavorando sullo schema di integrazione espo-
sto nel paragrafo sulla Trasformata Integrante
e con quanto si vedrà nel paragrafo successivo,
il metodo fu rapidamente generalizzato e appli-
cato a numerosi problemi [22, 23] e [24]. Que-
sti autori hanno sviluppato una procedura, che
permetterebbe di risolvere il problema ai valore
iniziale per una classe notevolmente più ampia
di equazioni di evoluzione. A causa della ras-
somiglianza con il metodo della Trasformata di
Fourier applicabile alle equazioni di evoluzione
lineari, per la tecnica sviluppata da questi autori
si adottò il termine di Trasformazione Spettrale
Inversa (IST).
Il punto cruciale consiste in una riformulazio-
ne dell’equazione di Lax (2), che tenga sullo stes-
so piano variabili di tipo diverso. Per analogia
con il sistema (4), si potrebbero immaginare due
operatori lineari F [u; k] eG [u; k] dipendenti da
u e dalle sue derivate in x fino ad un ordine finito,
che definiscono nello spazio delleΦ (x, t; k) ∈ Cn
il seguente problema lineare{
Φx = F [u; k] Φ,
Φt = G [u; k] Φ.
(15)
Richiedendo che il sistema (15) sia compatibile,
cioé che Φxt = Φtx, allora gli operatori introdotti
debbono soddisfare la condizione
Ft −Gx = [F, G] . (16)
Questa è analoga all’equazione di Lax, ma è
un po’ più generale, in quanto ammette una
dipendenza esplicita dall’autovalore k.
Per limitarci al caso che conosciamo già, la












A = −4ık3 + 2ıku− ux,





C = −4k2 + 2u. (18)
É chiaro a tutti che questo modello può esse-
re enormemente allargato. Meno ovvio è che il
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problema spettrale
Φx = F [u; k] Φ
si può trattare con metodi molto simili a quel-
li adottati per il Problema di Schrödinger visto
poco sopra. Conseguentemente, se la compati-
bilità (16) produce delle equazioni per u, allo-
ra queste si possono sicuramente integrare. Si
osservi a questo punto il capovolgimento della
prospettiva: dato un problema spettrale sensa-
to, allora possiamo costruire infinite equazioni
integrabili !!!
Adottando questo punto di vista, il sistema
sovradeterminato (15) si può considerare come
la compatibilità di due operatori di derivazione
Dx = ∂x−F [u; k] , Dt = ∂t−G [u; k] , (19)
che hanno proprio la forma di due derivate
covarianti con connessione A = F [u; k] dx +
G [u; k] dt, che i fisici chiamerebbero invece cam-
po di gauge [25]. La compatibilità ovviamente si
scrive come
[Dx,Dt] = 0. (20)
Ma essa coincide con l’equazione (16), che con
la definizione della matrice di curvatura Ω della
connessione A diventa
dA+A ∧A = Ω = 0 . (21)
Quindi l’integrabilità per i geometri altro non è
che una condizione di curvatura nulla per una certa
connessione, dipendente da un campo u!!!
In altri termini, se si trasporta parallelamen-
te un vettore Φ (x, t; k) (elemento dello spazio
fibra) lungo un qualunque cammino chiuso nel
piano (x, t), sul quale sia definita la connessione
A, il vettore trasportato coincide con quello di
partenza.
Questa è una nuova interpretazione dei sistemi
integrabili, come definenti varietà con peculiari
proprietà geometriche, che possono essere uti-
lizzate per altre considerazioni. In particolare si
possono usare i metodi sviluppati per le varietà
fibrate per costruire o indagare nuove equazio-
ni integrabili. Questi metodi furono pionieristi-
camente avviati da Estabrook e Whalquist [26],
consentendo di determinare per via puramen-
te algebrica il carattere di integrabilità di varie
PDE.
Quali tra queste equazioni siano poi interes-
santi resta da vedere. Molti esempi erano già
di grande importanza nelle applicazioni della
Fisica Matematica, ma fino ad allora erano stati
trattati, ad eccezione di soluzioni particolari, nel
tradizionale alveo dei metodi perturbativi [18].
Invece se IST si può applicare ad un certo siste-
ma evolutivo, allora si è in grado di calcolare la
sua soluzione generale a tutti i tempi, per dati ini-
ziali sufficientemente regolari e con opportuno
comportamento all’infinito spaziale.
Sarebbe uno sforzo titanico fornire anche so-
lo un elenco di riferimenti bibliografici di ba-
se. Pertanto menzioneremo semplicemente al-
cuni tra i numerosi manuali disponibili su que-
sto argomento. Un esempio è dato dal classi-
co testo di Faddeev e Takhtajan [27], ma anche
[28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41]
Solitoni
Una importante ricaduta concettuale dovuta alla
scoperta di IST riguarda la definizione univoca
del concetto di solitone, almeno limitatamente ai
sistemi uni-dimensionali. Questo concetto ha
avuto una grande fortuna (cercando soliton su
Google si hanno circa 1.860.000 risultati), forse
anche al di là di quanto supposto da Zabusky
e Kruskal, perciò a volte può divenire abusato.
Senza entrare per ora in dettagli, a livello fenome-
nologico basti dire che un certo sistema possiede
un solitone, se questo è una sua perturbazione lo-
calizzata con comportamento quasi-particellare, la
cui dinamica non può essere rappresentata cor-
rettamente da nessuna sovrapposizione di onde
lineari.
In effetti le interazioni non-lineari trasferisco-
no energia tra i modi normali armonici e questo,
di solito, conduce a delle singolarità. Il caso em-
blematico è fornito dalla semplice equazione di
Riemann-Hopf
ut − 6uux = 0, (22)
che come si vede contiene i primi due termini
di (1). Tramite il cosiddetto metodo delle carat-
teristiche [18] è quasi immediato trovare la sua
soluzione generale in forma implicita per il dato
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Thus Zabruski and Kruskal named these waves ‘solitons’ (like electrons, protons, barions and
other particles ending with ‘ons’). In this Chapter we shall construct more general N–soliton
solutions describing the interactions of 1–solitons.
To this end we note that the existence of a stable solitary wave is a consequence of cancel-
lations of effects caused by non–linearity and dispersion.
• If the dispersive term were not present the equation would be
ut − 6uux = 0
and the resulting solution would exhibit a discontinuity of first derivatives at some t0 > 0




• If the nonlinear term were not present the initial wave profile would disperse in the
evolution ut + uxxx = 0.
t=0 t>0
Dispersion
• The presence of both terms allows smooth localised soliton solutions
23
Figura 15: Sviluppo di un’onda di shock (onda d’urto) a
partire da un dato iniziale regolare.
iniziale u (x, t0) = u0 (x) , scrivendo
u (x, t) = u0 (ξ) , ξ = x+ 6u (ξ) t. (23)
Infatti, derivando ξ (x, t) rispetto alle variabili
indipendenti, ci si accorge che tali derivate di-
vergono a certi tempi t∗ < +∞ per un generico
profilo iniziale u0. Il più piccolo di questi t∗ defi-
nisce quando la funzione u diventa polidroma e
quindi il modello cessa di essere valido, almeno
nella forma così presentata.
D’altra parte in una equazione puramente
dispersiva, come ad esempio in
ut + uxxx = 0, (24)
un pacchetto d’onde iniziale si allarga azzeran-
dosi, per il semplice motivo che la legge di
dispersione ω = k3 non è lineare.
Tuttavia in presenza entrambi gli effetti, non li-
nearità e dispersione, il pacchetto potrebbe auto
sostenersi. Ma non basta: si è richiesto che l’inte-
razione del solitone con suoi simili debba essere
quasi-particellare. Nel senso che in un processo
d’urto tra due o più solitoni, dopo un’intensa e
complessa interazione, asintoticamente nel tem-
po si ripristinino le forme d’onda iniziali, con l’u-
nico eventuale effetto di aver sfasato le posizioni
relative.
Chiaramente una fenomenologia di questo ti-
po deve richiedere delle quantità che tengono
memoria del dato iniziale, cioé appunto di leg-
gi di conservazione ben più rigide, e numerose,
delle sole conservazioni della quantità di mo-
to e dell’energia (volendo trattare solo casi non
dissipativi).
Infine, l’interazione del solitone con onde di
piccola ampiezza (queste descrivibili anche nel
limite lineare) deve essere trascurabile in prima
approssimazione. Quindi deve esistere una op-
portuna combinazione numerica tra ampiezze
delle onde, loro dimensioni lineari e velocità, che
al di sopra di un valore critico decreta incoeren-
te l’ usare i metodi perturbativi: da essi non è
possibile ricavare informazioni fisiche sensate.
Tutto questo è una conseguenza diretta dell’e-
sistenza di un numero sufficientemente elevato
di leggi di conservazione, che regolano la dinami-
ca dei sistemi integrabili. In particolare gli auto-
valori dello spettro discreto del problema lineare
associato debbono manifestare la loro presenza
fissando alcune delle caratteristiche salienti delle
soluzioni prototipo: i solitoni.
L’idea di far corrispondere i solitoni alle leggi
di conservazione di un certo sistema dinamico
è corretta, ma bisogna usare una certa cautela.
Infatti possono esistere dei modelli con qualche
caratteristica quasi-particellare anche in ambiti
non integrabili.
Il caso eclatante è costituito dai solitoni topo-
logici, i quali sono soluzioni di energia finita di
equazioni differenziali non lineari (anche in più
dimensioni spaziali), dove il numero di particel-
le è legato ad una quantità conservata né locale
né dinamica, ma topologica. Questo significa che
la carica topologica dipende esclusivamente dalle
condizioni al bordo le quali, per l’appunto, non
contengono dettagli evolutivi del modello. Essi
hanno applicazioni in una serie di settori della
fisica delle particelle, della fisica della materia
condensata, della fisica nucleare e della cosmo-
logia [42, 43]. Inoltre essi hanno numerose ap-
plicazioni tecnologiche, per esempio nei sistemi
magnetici si utilizzano nellamemorizzazione dei
dati. Ma in generale il sistema matematico che li
contiene non è integrabile, perché l’interazione
tra più solitoni può non essere elastica: si pos-
sono avere fusioni e frammentazioni, anche se
la carica topologica rimane comunque costan-
te. D’altro canto carica topologica e integrabilità
possono coesistere tranquillamente e ne vedremo
un caso.
Famose Equazioni !
Al pari delle celeberrime equazioni differenzia-
li lineari della Fisica Matematica classica quali
quelle di Laplace, di d’Alembert e del Calore, nel
panorama dei matematici e nella scatola degli at-
trezzi dei fisici comparvero rapidamente nuove












Figura 16: Soluzione a due solitoni di KdV nella succes-
sione temporale t0 < t1 < t2 < t3 < t4: il
più alto è a˙nche il più veloce. Quindi pur par-
tendo arretrato, raggiunge il più basso e lento
e lo supera, mantenedo ciascuno la propria for-
ma asintotica. L’unico effetto dell’interazione
si manifesta nella diversa fase relativamente
al moto indisturbato. Questo si può osserva-
re facilmente in figura dall’allineamento delle
creste nella direzione temporale su rette pa-
rallele, ma non coincidenti tra prima e dopo
l’interazione.
(e vecchie) equazioni, delle quali si poteva ora
calcolare analiticamente la soluzione generale,
sotto condizioni iniziali e al bordo entro certe
ben definite classi. Ecco alcuni esempi molto
noti.
Korteweg - de Vries & Co.: cavalcare
l’onda
Ovviamente il primo esempio è costituito dalla
KdV (1), della quale si è già detto che sia stata
derivata in relazione al moto di onde di superfi-
cie in liquidi quasi-unidimensionali non viscosi
Figura 17: La stessa soluzione a due solitoni di KdV della
figura precedente, ma rappresentata nel piano
(x, t) con linee di livello. La codifica dei colori
dal rosso al blu corrisponde a valori crescen-
ti da 0 fino al massimo del solitone più alto.
E’ evidente che questo solitone è anche più
stretto, mentre l’altro, più basso con la trac-
cia dominata dal verde, ha una base più larga.
I moti dei solitoni sono pressocché uniformi,
finché non interagiscono violentemente fon-
dendosi in un unico oggetto, che poi si separe-
rà nelle componenti originarie. Lo sfasamento
subito dai solitoni durante l’interazione è chia-
ramente visibile, in quanto le rispettive tracce
sono parallele , ma non collineari, a quelle as-
sunte prima della collisione. Questo equivale
ad una accelerazione subita dal solitone più
alto durante l’interazione, corrispondente ad
una decelerazione per quello più basso.
poco profondi. L’espressione poco profondo signi-
fica che la lunghezza d’onda tipica è almeno 20
volte più grande della profondità. Proprio in
questo limite fu ricavata [16, 17, 18] a partire dal-
le equazioni di Eulero per un fluido non visco-
so, sottoposto solo all’azione della forza peso,
condizionato da un fondale piano e limitatamen-
te a propagazioni ondose in una sola specifica
direzione.
Se in un canale di acqua un oggetto (una imbar-
cazione) si muove in superficie ad una velocità
superiore a quella di propagazione libera, cioé
v ≥
√
accelerazione di gravià × profondità,
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Figura 18: In questa immagine del satellite SAR ERS-1
sono visibili tre pacchetti di onde solitarie in-
terne, che generate nello Stretto di Messina
si propagano verso sud, in corrispondenza di
tre successivi cicli di marea semi-diurni. Le
maree a nord e a sud dello Stretto sono circa
in opposizione di fase, dando luogo al flusso.
Inoltre le acque provenienti dal versante tir-
renico sono superficiali e più calde, mentre
sono più fredde e salate nel quello levantino.
I due liquidi sono quindi ben distinti e sono
separati da uno spessore di circa 150 m. In
tale strato si propagano delle onde interne, che
nella regione di minima profondità e per le
costrizioni topografiche possono superare i 3
m/sec. I pacchetti d’onda sono approssimati-
vamente descritti dalla KdV. Si può notare
che il pacchetto più a nord si scomporrà in
singoli solitoni, che si distanziano progressiva-
mente con il procedere verso sud. (Foto tratta
da earth.esa)
siamo nelle condizioni di acqua poco profonda.
Se il corpo si fermasse bruscamente, esso realiz-
zerebbe le condizioni iniziali per la generazione
di un’onda solitaria. L’energia ceduta al liquido
non avrebbe abbastanza tempo per redistribuirsi
nel fluido e gli effetti non lineari inizierebbero a
farsi sentire.
Con una grande approssimazione la
KdV descrive l’onda di tsunami [44] (per
un dettagliato confronto tra dati osser-
vativi e simulazioni numeriche si veda
https://websites.pmc.ucsc.edu/ ward/), in
quanto è coinvolta l’intera colonna d’acqua
sovrastante la zona di subsidenza del fondo
marino, purché la lunghezza d’onda tipica non
sia inferiore alla distanza dalla costa. In tal caso
saremmo ancora nelle condizioni di acqua bassa.
Le semplici soluzioni di tipo onda solitaria






(x− c t− x0)
]
(25)
erano adeguate a interpretare le osservazioni di
Scott-Russell nell’Union Canal [15].
Ma l’equazione è stata riesumata dall’oblio nel
lavoro di Kruskal e Zabusky [19], che già dal ti-
tolo evoca la fisica dei plasmi e delle onde in essi
propagantesi. Nella soluzione (25) è chiaro l’an-
damento a campana esponenzialmente localiz-
zata attorno a x0 + c t. Ma ancora più evidente è
che la sua ampiezza è proporzionale alla velocità
c, mentre la sua larghezza dipende dall’inverso
di
√
c. Quindi l’onda dipende da un solo para-
metro caratteristico. Una situazione che non può
verificarsi per le equazioni lineari, dove sicura-
mente ampiezza e velocità non sono correlate. Si
tratta dunque di un fenomeno non perturbativo
dovuto alla non linearità dell’equazione.
Tuttavia, ben pochi avrebbero scommesso non
solo di trovare una soluzione esatta che descri-
vesse la collisione di due siffatte onde, ma ad-
dirittura che esse non si distruggessero a vicen-
da. Averlo scoperto è stata la felice sintesi di
esperimenti numerici e considerazioni analitiche
avviate da Zabusky e Kruskal.
Problema Diretto ed Inverso: IST
In particolare, alla luce dell’interpretazione di
Lax del problema associato di Schrödinger, è
naturale chiedersi quali siano le caratteristiche
spettrali che corrispondono al solitone (25). Per
ottenerle si deve studiare l’equazione di Schrö-
dinger con il potenziale a campana rovesciata
(quindi attrattivo) (25), che nella letteratura dei
fisici era già noto come potenziale di Eckaus. Fis-
sando il tempo ad un certo valore, per esempio
t0, questo potenziale ha un solo autovalore del-
lo spettro discreto: k1 = ı
√
c (se si preferisce
λ = −c ). Ad esso corrisponde una autofunzione
a quadrato sommabile, che si può dimostrare
avere il comportamento asintotico exp [
√
c x] per
x → −∞, mentre β1 exp [−
√
c x] per x → +∞,
dove β1 si calcola dal residuo dell’ampiezza di
riflessione ρ (k) in k1. Infine lo spettro continuo
è <k = kR ∈ R, ma ρ (kR) ≡ 0.
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Con questo abbiamo risolto quello che in ger-
go si chiama Problema diretto, schematizzato nel
seguente diagramma, nel quale all’assegnato da-
to iniziale, facciamo corrispondere i cosiddetti
dati spettrali.
Per la soluzione ((25)) si ha il diagramma
u (x, t0)
σ (Lk2) = {ı
√
c}⋃R
{β1} ρ (kR) (≡ 0)
Pr. Diretto
A questo punto ci possiamo chiedere quali sia-
no i cambiamenti indotti su questi dati dall’e-
voluzione temporale. Nel caso della soluzione
(25) si ha una risposta ovvia, in quanto t cambia
la posizione del solitone, che non può implica-
re altro che introdurre un fattore di fase nelle
funzioni d’onda e nell’ampiezza di diffusione la
quale a sua volta, chiaramente, non può far altro
che rimanere nulla. Ma questo non è vero per
il coefficiente di normalizzazione, che diventa
β = β1 e
8 c3/2 t.
In effetti, quest’ultimo risultato si può rica-
vare anche dal problema ausiliario (4), quando
si studia il comportamento delle funzioni d’on-
da in uno dei limiti asintotici, per esempio ad
x→ −∞. In maniera del tutto analoga, sempre
usando il problema ausiliario, si può dimostra-
re che in generale anche l’ampiezza di riflessio-
ne evolve secondo una equazione lineare, la cui
soluzione porta a ρ (k, t) = ρ (k, t0) e8 ı k
3 t.
È degno di rilievo notare che i dati spettrali
evolvano linearmente, conseguenza diretta della
formulazione della KdV in termini di una coppia
di Lax. Specificamente grazie all’uso dell’equa-
zione (4) di evoluzione per le funzioni d’onda.
Tale risultato vale per tutte le equazioni non li-
neari che posseggono una formulazione alla Lax
e fornisce la procedura cruciale: siccome l’opera-
toreM (vedi (4)), oG in (17), è lineare e si calco-
lano facilmente i suoi valori asintotici in termini
di quelli di u, l’evoluzione temporale dei dati
spettrali è sempre lineare a coefficienti costanti.
Possiamo quindi subito calcolare la dipendenza
temporale dei dati spettrali. Questo è riassunto
nel seguente diagramma
σ (Lk2) = {ı
√
c}⋃R
{β1} ρ (kR, t0)






ρ (kR, t) = ρ (kR, t0) e
8 ı k3R t
Evoluzione Dati Spettrali
Ora però vorremmo usare questa informazio-
ne per ricostruire il potenziale ad un tempo suc-
cessivo, o precedente, a quello iniziale. Anzi
vorremmo farlo anche nel caso avessimo più au-
tovalori dello spettro discreto k21 < k22 < · · · <




8 ı k31t, β2e
8 ı k32t, · · · , βNe8 ı k3N t
}
e
ampiezza di riflessione nulla per k ∈ R.
Un problema di questo tipo si chiama Problema
Inverso, semplicemente perché vogliamo rove-
sciare il verso della freccia nel diagramma del
Problema Diretto, il quale consiste nel risolvere
una equazione di Schrödinger, che è un proble-
ma lineare. Quindi il suo inverso deve essere
ancora un problema lineare. Ad esso si posso-
no dare varie forme, ma per KdV è conveniente
esprimerlo come l’equazione integrale di Gelfand
- Levitan - Marchenko (GLM) [45, 46]. Essa fu in-
trodotta esattamente per ricostruire il potenziale
presente nell’equazione di Schrödinger (in una
dimensione spaziale) da assegnati dati spettrali,
eventualmente provenienti da osservazioni speri-
mentali. La procedura della Trasformata Inversa
consiste nei seguenti passi:
1. si costruisce la funzione










ρ (k, t) eı k x dk,
2. si cercano le soluzioniK (x, y, t) dell’equa-
zione integrale lineare GLM
K (x, y, t) + F (x+ y, t) +∫ ∞
x
K (x, z, t)F (z + y, t) dz = 0,
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3. si scrive il potenziale dell’equazione di
Schrödinger nella forma
u (x, t) = −2 d
d x
K (x, x, t) . (26)
Dal punto di vista dello studio della KdV la
funzione u (x, t) ottenuta in (26), risolvendo la
GLM, è la sua soluzione corrispondente ai dati
spettrali, a loro volta evoluti a partire da quelli
corrispondenti al profilo iniziale u (x, t0).
u (x, t)






ρ (kR, t0) e
8 ı k3R t
Pr. Inverso
In conclusione, la procedura:
Problema Diretto→ Evoluzione dei Dati Spettrali
→ Problema Inverso
ci consente di risolvere esplicitamente la KdV con
dato iniziale generico (entro una certa classe)
u (x, t0)→ u (x, t) ,
operazione improba per via diretta.
In particolare, il problema precedentemente
proposto di trovare la soluzione corrispondente
ad un certo numero finitoN di autovalori discreti
ed ampiezza di riflessione nulla ha, grazie alla
GLM, una formulazione semplice:
uN (x, t) = −2 ∂
2
∂ x2
ln det A (τ1, . . . , τN ) , (27)
τi = −ı
(
ki x− 4k3i t
)
,
dove A è una matrice N ×N con componenti




In primo luogo questa formula è interpretabile
come relazione di sovrapposizione non lineare tra
solitoni: qualcosa che non si immaginava potesse
esistere in precedenza, se non in senso approssi-
mato. In effetti è difficile riconoscere due solitoni
della forma (25) nell’espressione
u = −123 + 4 cosh (2x) + cosh (4x)
[3 cosh (x) + cosh (3x)]2
corrispondente ad una scelta dei parametri
k1 = ı, k2 = 2ı, β1 = 1, β2 = 2 e a t = 0.
Questo aspetto è messo ben in luce studiando
i limiti asintotici, ponendosi in sistemi di riferi-
Figura 19: Interazione di 3 solitoni di KdV
mento che si muovono a velocità vi = 4k2i . Si
scopre che per x → ±∞ la soluzione tende al
solitone caratterizato dall’autovalore ki a meno
di un fattore di fase. Questo sfasamento è della
forma − log∏Nj 6=i kj−kikj+ki . Quindi tutti i solitoni in-
teragiscono tra di loro, dando luogo a fenomeni
come quello illustrato nelle Figure 16, 17 e 19.
In seguito la formula (27) è stata lo spunto per
sviluppare molta della geometria e dell’algebra
combinatoria connessa ai sistemi integrabili ( a
questo proposito si veda l’articolo di Y. Koda-
ma nel presente numero). Inoltre ha ispirato nu-
merose analoghe formulazioni per altri sistemi
non lineari integrabili e vari metodi connessi alla
ricerca di soluzioni particolari (si vedano i ma-
nuali menzionati in relazione al metodo di Hirota,
le funzioni Grassmanniane di Sato, la funzione τ ,
la trasformazione di Darboux, le trasformazioni di
Bäcklund, il metodo del dressing).
Infine merita ricordare che l’equazione di KdV
ammette anche soluzioni periodiche, delle qua-
li la (25) è un limite particolare, esprimibili in
termini di funzioni ellittiche e determinate da
Korteweg e de Vries [17]. Esse sono le ben note
onde cnoidali, la cui espressione è data da







dove cn indica la specifica funzione ellittica di
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Jacobi di modulo 0 ≤ m ≤ 1, H l’ampiezza del-
l’onda. Questi due parametri fissano la velocità
c, il livello di riferimento u0 e la scala ∆. Quindi
anche nel caso periodico siamo ben lontani dalle
soluzioni dell’equazione delle onde, nelle quali
la velocità è indipendente dalla lunghezza d’on-
da e dalla sua ampiezza. Né , infine, tali onde si
possono semplicemente sommare per dar luogo
a delle nuove soluzioni.
Sulla falsariga delle onde a rapida convergen-
za a 0, una teoria per questo tipo di soluzioni
doveva essere associata alla risoluzione dell’e-
quazione di Schrödinger stazionaria con poten-
ziali periodici. In generale, lo spettro corrispon-
dente contiene un numero infinito di intervalli
chiusi disgiunti. Ad esempio questo è il caso del
modello Krönig-Penny con potenziale periodico
rettangolare, ben noto alla comunità dei fisici
dello stato solido. Tuttavia, usando l’approccio
del problema inverso, Akhiezer [47] aveva dimo-
strato l’esistenza di una classe di operatori di
Schrödinger con uno spettro assolutamente con-
tinuo costituito da un numero finito di intervalli
(gap) separati. Più precisamente, Akhiezer riu-
scì a ridurre la ricostruzione del potenziale alla
soluzione del problema di Jacobi sull’inversione
degli integrali abeliani su una superficie iperellit-
tica di Riemann, i cui punti di diramazione coin-
cidono con i confini degli intervalli nello spettro
[48]. Akhiezer ha presentato il risultato nel caso
di un solo gap, corrispondente al più semplice
potenziale di Lamé ellittico, cioè alle onde cnoi-
dali. Tuttavia soluzioni periodiche più generali,
associate a spettri finite gap, furono ben presto
determinate usando metodi strettamente legati a
IST [49, 50]. Una formula esplicita, corrisponden-
te a spettri con g gap nello spettro dell’operatore
di Schrödinger, per soluzioni periodiche di KdV
è data da







dove Θ indica la generalizzazione g-





exp [pi ıB k · k+ 2pi ıh · k] .
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Fig. 1.20. A canonical cycle basis of a hyperelliptic Riemann surface.
1.4.1 Differential forms and integration formulas
If smooth complex valued functions f(z, z¯), p(z, z¯), q(z, z¯), s(z, z¯) are as-
signed to each local coordinate on R such that
f = f(z, z¯) ,
ω = p(z, z¯)dz + q(z, z¯)dz¯ , (1.40)
S = s(z, z¯)dz ∧ dz¯
are invariant under coordinate changes (1.1), one says that the function (0-
form) f , the differential (1-form) ω and the 2-form S are defined on R.
The 1-form ω is called a form of type (1,0) (resp. a form of type (0,1)) if
it may locally be written ω = p dz (resp. ω = q dz¯). The space of differentials
is obviously a direct sum of the subspaces of (1,0) and (0,1) forms.
The exterior product of two 1-forms ω1 and ω2 is the 2-form
ω1 ∧ ω2 = (p1q2 − p2q1)dz ∧ dz¯ .
The differential operator d, which transforms k-forms into (k+1)-forms is
defined by
df = fzdz + fz¯dz¯ ,
dω = (qz − pz¯)dz ∧ dz¯ , (1.41)
dS = 0 .
Definition 16. A differential df is called exact. A differential ω with dω = 0
is called closed.
EEE EEEEE
Figura 20: Base di cicli di u a curva iperellittica rappre-
sentata nel piano complesso. sono rappresen-
tati i g tagli [Ek, Ek+1] circondati dai cicli ak
e attraversati dai cicli bk. Sui cicli ak e bk
vengono integrati i differenziali abeliani dUi,
che intervengono nella ricerca di soluzioni con






The involution i2 has no fixed points. The covering
Cˆ → Cˆ2 = Cˆ/i2 (1.26)
is unramified. The mapping (1.26) is given by
(µ,λ)→ (M,Λ) , M = µλ, Λ = λ2 ,




(Λ − λ2n) .
1.3 Topology of Riemann surfaces
1.3.1 Spheres with handles
We have seen in Sect. 1.1 that any Riemann surface is a two-dimensional ori-
entable real manifold. In this section we present basic facts about the topology
of these manifolds focusing on the compact case. We start with an intuitive
fundamental classification theorem.
Theorem 8. (and Definition) Every compact Riemann surface is homeo-
morphic to a sphere with handles (i.e. a topological manifold homeomorphic
to a sphere with handles in Euclidean 3-space). The number g ∈ IN of han-






Fig. 1.9. A sphere with 2 handles
The genus of the compactification Cˆ of the hyperelliptic curve (1.22) with
N = 2g + 1 or N = 2g + 2 is equal to g.
For many purposes it is convenient to use planar images of spheres with
handles.
Figura 21: Le curve iperellittiche definiscono delle super-
fici di Riemann compatte, che sono omeomorfe
a una sfera con maniglie. Il numero g ∈ N
di maniglie è chiamato genere della superfi-
cie. Due varietà con diverso genere non sono
omeomorfe.
La matrice (g × g)B è simmetrica, a parte imma-




dove si sono introdotti i differenziali abeliani







Il polinomio a denominatore nell’espressione
dei differenziali definisce la curva iperellittica
di genere g
Γ =





avente i punti di diramazione Ej , g tagli lungo
gli intervalli [E1, E2] , . . . , [E2g+1,∞] e una base




Le altre quantità coinvolte nella formula (29)
sono costanti strettamente legate alle precedenti
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Figura 22: Soluzione della KdV del tipo a 2 gap nello spet-
tro, per alcune scelte particolari dei parametri.
La figura è tratta da [51]
e si rimanda agli articoli originali per eventuali
approfondimenti.
Quindi, come nel caso dei solitoni, si era sco-
perto il metodo generale per sovrapporre non
linearmente onde periodiche e farle interagire,
producendo forme sempre più complesse.
D’altro canto, ancora una volta l’equazione di
KdV si scopre al crocevia insospettato di varie
branche della Matematica, collegando ora la teo-
ria delle funzioni e delle superfici di Riemann
con i sistemi integrabili, dalla geometria differen-
ziale alla discreta, alla teoria dei grafi. Quindi
questa equazione non solo ha svolto la funzione
di esempio paradigmatico per i sistemi integra-
bili, ma è stata ampiamente utilizzata nello stu-
dio di molti fenomeni, che spaziano dalle onde
interne in fluidi, alla propagazione di impulsi
fononici non lineari nei cristalli, fino alla teoria
delle stringhe [52].
D’altra parte applicando imetodi dimultiscala
[54] emodificando alcune condizioni fisiche nelle
procedure di riduzione delle equazioni origina-
rie, si giunge spesso ad equazioni simili, alcune
delle quali completamente integrabili grazie a
specifiche coppie di Lax, tra le quali l’equazione
di Boussinesq [16]






e l’equazione di Camassa- Holm [53]
ut + 2κux + 3uux − uxxt − uuxxx − 2uxuxx = 0
e parecchie altre analoghe, magari a più compo-
nenti e adeguate a descrivere le situazioni fisiche
più disparate. A titolo di esempio e curiosità
la Camassa-Holm possiede solitoni che sono cu-
spidali, piuttosto che a campana come quelli di
Figura 23: Soluzione con tre picchi dell’equazione di
Camassa-Holm.
KdV, come in effetti può capitare di osservare in
natura.
Tuttavia la più celebre e sorprendente di tut-
te è l’estensione bidimensionale di KdV, cioé la
cosiddetta equazione di Kadomtsev - Petviashvili
(KP) [55]
∂x (ut + 6uux + uxxx) + 3σ
2 uyy = 0 (30)
σ2 = ±1.
Questa equazione descrive l’ evoluzione di onde
di superficie debolmente bidimensionali, non li-
neari e dispersive con tutti e tre gli effetti dello
stesso ordine; la scelta del segno dipende dal-
la grandezza relativa della gravità rispetto alla
tensione superficiale.
A tale equazione è associata una ricchissima
struttura algebrica: possiede un’algebra di sim-
metrie puntuali di dimensione infinita di tipo
Virasoro, parametrizzata da funzioni arbitrarie,
possiede infinite simmetrie generalizzate che an-
ch’esse formano algebre di tipo Kac-Moody [59],
possiede infinite quantità conservate che com-
mutano rispetto a strutture di Poisson localmente
definite [60]. La teoria dei suoi solitoni è con-
nessa alle Grassmanniane di Sato [61], come si
vedràmeglio nell’articolo di Kodama. Risulta
quindi uno degli oggetti matematici meglio noti
in letteratura.
La KP ha una formulazione alla Lax, quindi si
può pensare di applicare il metodo IST per inte-
grarla. Ma la metodologia risolutiva differisce si-
gnificativamente da quella in (1 + 1) - dimensioni.
Il problema spettrale principale è
σΦy + Φxx + (u+ λ) Φ = 0, σ = 1, ı (31)
quindi un problema di Schrödinger di tipo non
stazionario nella variabile spaziale y. Il parame-
tro spettrale λ = k2 non ha più l’importanza
di prima. Infatti può essere posto λ = 0, sen-
za perdita di generalità. In questo caso viene
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inserito un parametro complesso attraverso una
condizione al bordo idonea per la funzione d’onda
di Schrödinger. Nel caso dell’equazione di KP
con σ = ı (KPI) si ottiene l’abituale equazione
di Schrödinger dipendente dal tempo e lo sche-
ma IST è stato sviluppato da [56, 57, 58]. Questo
problema inverso è formulato in termini di un
problema ai valori al bordo di Riemann-Hilbert non
locale. Tuttavia per KPII ( σ = −1) le autofunzio-
ni del problema diretto non sono in nessun punto
analitiche. In questo caso è richiesta una gene-
ralizzazione del problema di Riemann-Hilbert,
noto come il problema ∂¯ (D-BAR). L’idea del pro-
blema ∂¯ era già stato introdotto da Beals and
Coifman [62] in modo ausiliario per l’applica-
zione di IST a certe equazioni in 1+1, ma tale
approccio ∂¯ diventava essenziale. É molto signi-
ficativo in quanto è stato il primo caso in cui la
formulazione del problema di Riemann-Hilbert
sia risultata inadeguata.
In maniera estremamente sintetica, rimandan-
do il lettore interessato alla manualistica indicata
in precedenza, la trasformazione di un proble-
ma spettrale in uno di Riemann-Hilbert proviene
semplicemente dall’osservazione che alcune del-
le varie funzioni del parametro spettrale sono
analitiche in una regione del piano complesso
(ad esempio, per KdV l’ampiezza di trasmissio-
ne è analitica nel semipiano superiore), mentre
altre lo sono nella regione complementare. Ma
esiste una specifica relazione lineare tra di loro
lungo la frontiera comune di tali regioni (ancora
nel caso di KdV, tale frontiera è l’asse reale di k,
dove vengono assegnati i valori dell’ampiezza di
riflessione).
Ora un problema di Riemann-Hilbert per l’ap-
punto consiste nell’assegnare una curva C, che
divide il piano complesso in due parti distinte, e
una funzione V (k) su di essa, con appropriate
condizioni di regolarità. Si richiede di trovare
due funzioni µ± (k), ciascuna analitica in una
delle due regioni individuate da C, in modo tale
che esattamente sulla curva valga una relazione
della forma
µ+ − µ− = µ− V,
più eventualmente delle condizioni asintotiche
per µ±. Esistono vari teoremi che assicurano che
un tale tipo di problema ammette soluzioni uni-
che. La costruzione esplicita di tali soluzioni è
una parafrasi del problema inverso.
Tuttavia per KPII il formalismo del problema
di Riemann-Hilbert era insufficiente e dovette
essere superato, imponendo che in ogni punto
del piano le funzioni spettrali fossero non analiti-
che, ma comunque linearmente dipendenti da se
stesse a meno di speciali trasformazioni discrete
di simmetria. Questo si esprimeva introducendo














avendo indicato con S una certa trasformazione
lineare discreta indipendente da k.
Tali metodologie si possono applicare ai pro-
blemi in 2+1 dimensioni come KPII ma anche,
per esempio, allaDSI eDSII che introdurremonel
seguito. Tali metodi consentono di trovare per la
KPII nuove soluzioni, ben al di là delle sempli-
ci estensioni dei solitoni di KdV, che appaiono
come una serie di onde parallele, propagantisi
tutte nella stessa direzione nel piano.
Questa classe di soluzioni è genericamente in-
stabile rispetto a deformazioni, anche piccole,
per KPI. In particolare, la ricerca di soluzioni
spazialmente localizzate non ha prodotto risul-
tati, in quanto ogni dato iniziale, rapidamente
convergente a 0 in tutte le direzioni del piano, si
disperde rapidamente. Mentre gli oggetti stabili
hanno un andamento razionale a 0, quindi len-
to rispetto alla localizzazione esponenziale dei
solitoni di KdV.
Nell’articolo di Kodama invece si studieranno
soluzioni di tipo onda a parete che si riferiscono a
KPII. Esse si intersecano tra di loro, poiché viag-
giano in direzioni differenti, ma non si distrug-
gono a vicenda nell’interazione, preservando la
loro struttura asintotica. Come si è detto questo
dipende dalle particolari intensità delle forze in
gioco e, in un certo senso, è una fortuna che an-
dando al mare siamo abbastanza sicuri di avere
a che fare con KPII e non KPI: ci perderemmo il
bello degli incroci di onde.
Naturalmente il problema può essere ulterior-
mente generalizzato complicando la curva C, ad
esempio, in modo che divida il piano comples-
so in più di due regioni non connesse. Questo
fatto è stato ampiamente utilizzato nello studio
di problemi inversi associato ad altre classi di
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equazioni.
L’equazione di Schrödinger non lineare:
messaggeri e canaglie
Un altro celebre e paradigmatico esempio di
sistema integrabile è costituito l’equazione di
Schrödinger non-lineare (NLS) [22, 23]
ıψt = − 12 ψxx +  |ψ|2,  = ±1, (32)
nella quale la funzione ψ è complessa. La NLS
emerge come una delle equazioni universali per
la descrizione di pacchetti lentamente variabili di
onde quasi monocromatiche, che si propagano
in mezzi debolmente non lineari e in presenza
di dispersione. Essa è una forma semplificata in
Figura 24: Rappresentazione schematica dell’invi-
luppo di un pacchetto di onde quasi-
monocromatiche. Il contorno blu è descritto
dall’equazione NLS
(1 + 1) dimensioni dell’equazione di Ginzburg
e Landau, che la introdussero negli anni ’50 col
loro lavoro sulla superconduttività [63]. Ma lo
è anche dell’equazione di Gross-Pitaevski, deri-
vata per descrivere oscillazioni nei condensati di
Bose-Einstein [64, 65, 66].
L’equazione apparve ben presto negli studi sul-
le onde di gravità alla superficie di acqua profon-
da e non viscosa nei lavori di V.E. Zakharov [67],
ma in tal contesto laNLS ha recentemente trovato
nuovo impulso nella descrizione delle cosiddet-
te onde anomale o, anche, onde mostro, canaglia e
rogue waves [68]. Infatti esistono altre classi di
soluzioni per l’equazione NLS oltre agli invilup-
pi solitonici di Zakharov. Questi asintoticamente
traslano a velocità ed ampiezza costanti ed inte-
ragiscono senza disperdersi in maniera analoga
ai solitoni di KdV. Ma la NLS si presta a model-
lare fenomeni di instabilità nella modulazione
dell’ampiezza. Infatti tra le soluzioni ne esistono
di omocline nel tempo, cioé a tempi grandi la so-
luzione ritorna ad una speciale configurazione
iniziale, oppure di periodiche. Esempi di questo
fenomeno sono riportati in Figura 25. In partico-
lari valori del tempo l’energia complessiva del
campo si concentra spazialmente in certe zone
ristrette, provocando un accrescimento esorbi-
tante, rispetto alla configurazione iniziale, del
modulo di ψ. L’effetto può essere devastante
per imbarcazioni e dispositivi di vario genere, a
seconda del contesto nel quale stiamo conside-
rando il fenomeno. Questo tipo di onda sarà det-
tagliatamente discussa nel lavoro di Grinevich e
Santini presente in questo numero di Ithaca.
Figura 26: Un possibile esempio di onda anomala
(canaglia o rogue)
In ottica non-lineare è stata derivata per la pri-
ma volta nel 1964 in [69], per studiare effetti di
auto-intrappolamento di fasci luminosi propa-
gantesi in un mezzo con indice di rifrazione di-
pendente dal campo elettrico applicato. Questo
fenomeno, assieme ad altri, si riscontrano nella
propagazione di intensi segnali luminosi in fibre
ottiche [70, 71] per fini di telecomunicazione e
nei cristalli liquidi [72], nelle onde di Langmuir
nei plasmi caldi [73] e di onde radio nella iono-
sfera. Permette di descrivere la propagazione di
eccitazioni localizzate di Davydov nelle α-eliche
di proteine [74, 75], che sono responsabili del
trasporto di energia lungo catene molecolari.
La NLS è in stretta relazione di equivalen-
za con il modello ferromagnetico di Heisen-
berg continuo (chiamato anche equazione di
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Figura 25: I solitoni di Akhmediev, di Peregrine e di Kuznetsov-Ma sono localizzate spazialmente ma anche nel tempo.
Landau-Lifshitz)
St = [S, Sxx] (33)
dove la matrice (2× 2) S ∈ SU (2) descrive
una catena continua di spin nel limite semi-
classico [27]. Infine, partendo dal modello quan-
tistico di Lieb e Liniger [76] per un gas mono-
dimensionale di bosoni interagenti a contatto,
cioé con un potenziale della forma δ (xi − xj), è
possibile derivare per il campo (tramite il cosid-
detto Bethe ansatz) ancora una volta l’equazione
NLS. Questo fu il primo modello quantistico a
multi-corpi non lineare ad essere completamente
risolto. Le corrispondenti funzioni di correlazio-
ne furono calcolate esattamente nell’ambito del
cosiddetto Quantum inverse scattering method [77],
che generalizza al contesto quantistico la IST.
La già sottolineata corrispondenza con gli spin
classici, consente di far trasmutare il modello bo-
sonico in uno fermionico, detto di Thirring. Ta-
le fenomeno si verifica solo in una dimensione
spaziale.
É superfluo dilungarsi sul metodo IST applica-
to a questa equazione, in quanto, fatte le dovute
modifiche, non cambia la sostanza della procedu-
ra rispetto al caso di KdV. L’unico aspetto cheme-
rita considerazione è che si partì direttamente
con lo studio di una coppia di Lax matriciale
L = ı
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che permise a Zakharov e Shabat di integrare
esattamente questa equazione. Tale coppia è pro-
prio il punto di partenza per lo studio delle on-
de anomale discusse nell’articolo di Grinevich e
Santini.
Il modello definito dall’equazione di NLS in 2
dimensioni spaziali (o≥ 2) è è ben noto e rilevan-
te in molte applicazioni di interesse fisico, ma
ha un grosso difetto: non è integrabile !!! Tipi-
camente le sue soluzioni divergono in un tempo
finito in un certo punto del piano [78].
In effetti esiste un suo analogo integrabile, che
è interessante nello studio della propagazione
di inviluppi ondosi in vari contesti, in partico-







+ |ψ|2ψ = φψ,




dove φ è reale e σ2 = ±1, corrispondente alle
due varianti DSI e DSII, rispettivamente.
Quindi l’ampiezza di inviluppoψ è accoppiata
al campo φ, che non segue una sua evoluzione




. I fisici direbbero che (ψ, φ) è un
campo composito: la particella descritta daψ dina-
micamente si completa con il campo φ associato.
In questa prospettiva emerge una analogia con
la teoria degli anyoni che è stata utilizzata in va-
ri lavori [80]. Si osservi inoltre che se il tensore
di dispersione per ψ è ellittico, allora quello per
φ è iperbolico, e viceversa. Ovviamente questo
fatto conduce a distinguere il caso DSI da DSII.
Le due equazioni implicano dei comportamenti
del tutto diversi nelle loro soluzioni, studiate con
i metodi di Riemann-Hilbert e ∂¯. Furono deter-
minate soluzioni solitoniche a parete [81, 82] e,
analogamente ad altre equazioni integrabili in
dimensioni superiori, anche numerose altre pro-
prietà, quali algebre di Kac-Moody di simmetrie
Ithaca: Viaggio nella Scienza XI, 2018 • Sistemi Integrabili 28
puntuali, riduzioni per simmetria alle equazioni
di Painlevé e possesso della proprietàdi Painle-
vé, trasformazioni di Bäcklund, infinite leggi di
conservazione in commutazione, struttura Ha-
miltoniana e operatore di ricorrenza. Tuttavia,
in analogia con il caso KP si era molto scettici
sulla possibilità che esistessero soluzioni espo-
nenzialmente localizzate nel piano. In effetti so-
luzioni di questo tipo furono determinate prima
mediante l’uso delle trasformazioni di Bäcklund
[83] e, poi, nell’ambito del problema ∂¯ [84, 85].
Ma ci si rese subito conto che non era possibile
separare la dinamica dei due campi. Infatti, se
si richiede che ψ → 0 per |x| → ∞, il campo φ è
necessariamente non nullo, nemmeno costante e
statico, nello stesso limite. In particolare, è sta-
to chiaramente dimostrato che i solitoni di DSI
sono instabili, in quanto le condizioni al bordo
per φ sono in genere dipendenti dal tempo. Es-
se fissano la cinematica dei solitoni, mentre la
dinamica della loro reciproca interazione è deter-
minata dalla condizione iniziale scelta per ψ. Le
soluzioni possono simulare effetti di fusione e
fissione, creazione e assorbimento da diffusione
anelastica, ma tutto dipende dal comportamen-
to asintotico scelto per φ [86]. Per sottolineare
questo aspetto in [85] tali soluzioni furono bat-
tezzate dromioni. L’interesse verso di essi si è
recentemente rinnovato con gli studi su versioni
con invarianza PT, nell’ambito dei modelli per le
onde anomale [87]. La DSII invece ha soluzioni
esatte che divergono in un tempo finito e quindi
sembrano avere un ruolo nello studio delle onde
anomale in fluidodinamica [88].
Sine-Gordon: superfici e particelle
Figura 27: Schematizzazione del modello Frenkel-
Kontorova: due tipi di forza a scale spaziali
differenti sono in gioco: una forza di inte-
razione elastica a primi vicini ed una forza
comune periodica.
Altro modello molto noto è dato dall’equazio-
ne di sine-Gordon
utt ∓ uxx = Λ2 sinu, (36)
che nella determinazione negativa costituisce un
modello relativisticamente invariante, con quel-
la positiva una equazione di tipo ellittico. Il pa-
rametro Λ può essere posto ad 1 senza perde-
re in generalità, ma avendo una interpretazio-
ne fisica e geometrica si è preferito tenerne me-
moria. Se si utilizzano le coordinate di cono-
luce ζ = t +
√∓1x e ζ¯ = t − √∓1x, l’equa-
zione precedente si può scrivere nella forma
simmetrica
uζ ζ¯ = Λ
2 sinu,
che in alcune circostanze può risultare più
comoda da usare.
La sine-Gordon è un problema di tipo evolu-
tivo del secondo ordine e possiede la coppia di
Lax nella forma (15) (qui scritta in coordinate del
cono-luce)
F =














Quindi la sua soluzione generale nel piano(
ζ, ζ¯
)
(o (t, x)) si può ottenere ancora una volta
con il metodo IST.
Il caso iperbolico fu originariamente introdot-
to da Bour [89] e da Bianchi [90] nel corso di
studi riguardanti la determinazione di superfici
a curvatura gaussiana negativa costante −Λ2. In
questo contesto il suo studio fu approfondito da
Bäcklund [91], il quale scoprì le notevolissime
Trasformazioni che portano il suo nome (BT), e
da Bianchi [90], che invece dedusse il cosiddetto
Teorema di Permutazione delle BT. Tali strumen-
ti matematici consentono di ottenere vaste classi
di soluzioni particolari.
L’equazione fu poi riscoperta da Frenkel e Kon-
torova (1939), nel loro studio delle dislocazioni di
cristallo [92], e come modello-giocattolo nell’ambi-
to della teoria non perturbativa dei campi quanti-
stici [93, 94, 95]. Il modello è stato introdotto sia
perché è una modifica non lineare dell’equazio-
ne di Klein-Gordon per bosoni scalari liberi (in
effetti il nome dell’equazione deriva da questo
accostamento concettuale). Ma è una estensione
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Figura 28: La pseudosfera è una superficie a curvatu-
ra gaussiana negativa, piuttosto che positiva
come la sfera ordinaria. La pseudosfera si può
costruire a partire dalla soluzione particolare
(39) per un particolare β. Essa può essere
generata semplicemente dalla rotazione della
curva trattrice attorno al suo asintoto.
anche del modello non lineare più semplice, cioé
φ4, che però non è integrabile. Quindi in que-
sto caso si possono esplorare simultaneamente
in un unico modello sia effetti di rottura sponta-
nea di simmetria, sia soluzioni esatte estese tra
due stati di vuoto, sia aspetti legati all’integrabi-
lità. Da un punto di vista più fenomenologico la
sine-Gordon è stata utilizzata per descrivere la
propagazione di impulsi ultra-corti in mezzi otti-
ci non lineari [96] e nello studio delle giunzioni
Josephson nella fisica dei superconduttori [15]
ed in quello dei cristalli liquidi chirali [97, 98].
Perciò il suo utilizzo come laboratorio teorico è
del tutto attuale. Basti dire che che per il solo
2017 nel sotto-sito arXiv/hep-th si contano 22
lavori che coinvolgono questa equazione e le sue
estensioni, applicate ai più disparati settori della
Fisica Teorica: dalla teoria algebrica dei campi
quantistici alla propagazione di elettroni nel gra-
fene, dalla riduzione di modelli di Skyrmioni
Figura 29: La superficie di Dini è a curvatura costante
negativa, connessa alla soluzione particolare
di (39) per una scelta particolare di β.
alla teoria delle brane, alle vibrazioni in sistemi
magneto-elettro-elastici.
Figura 30: Soluzione di sine-Gordon relativistica, nella
quale è descritta la collisione di un kink con un
anti-kink. Le due perturbazioni del campo u
viaggiano in direzione opposta, sono dotati di
energia finita e dopo la collisione riemergono
con la stessa forma, ma con uno sfasamento
rispetto alle loro traiettorie originarie. Quindi
sono un tipo di solitoni.
In questa breve rassegna, in particolare in que-
sto paragrafo, abbiamo spesso menzionato le
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Trasformazioni di Bäcklund come uno strumen-
to importante per studiare i sistemi integrabili.
Allora sembra proprio opportuno almeno dare
un’idea di come funzionino.
Si consideri il sistema di equazioni differenzia-





















è una nuova funzione da determi-




è una soluzione parti-
colare della sine-Gordon. Ora è facile dimostrare,
eseguendo le derivatemiste e imponendole ugua-
li tra loro, che il sistema è integrabile nel senso di
Frobenius solo se u′ è anch’essa una soluzione di
sine-Gordon !!! Allora questo sistema può essere
utilizzato per costruire nuove soluzioni a partire
da una nota.




) ≡ 0. Ovviamente
il sistema (38) si semplifica parecchio e la sua
integrazione è molto più semplice dell’equazio-
ne originaria. Con un po’ di lavoro si ottiene la
soluzione










dove β0 è una costante di integrazione. Assu-
mendo β ∈ R, il grafico di questa funzione è
quella di un gradino smussato, o di una rampa
monotonamente crescente: è quello che in gergo
viene chiamato un kink (piega, difetto). Grazie
alla forma simmetrica dell’equazione, il cambio
di segno della β e della x porta alla soluzione a
rampa decrescente, che si muove nella direzione
opposta: è l’anti-kink.
Si possono fare alcune osservazioni sulla solu-
zione a kink: 1) non è possibile deformarla con
continuità a quella nulla, qualunque sia il valore
di β, 2) essa varia sempre tra 0 e 2pi, qualunque
sia il valore dei parametri, 3) la variazione signi-
ficativa del campo avviene nella regione della
piega dell’ordine di `sol ∼ 1/Λ, 4) nella stessa
regione si calcola una significativa densità di
energia, che si annulla esponenzialmente a gran-
di distanze. Integrata fornisce la massa classica
del kink, che valeMsol ≈ Λ.
Queste osservazioni ci portano alla conclusio-
ne che la soluzione ottenuta non descrive le parti-
celle elementari della teoria quantistica, ma stati
coerenti non perturbativi, che interpolano tra
due stati di vuoto della teoria (0 e 2pi sono mini-
mi adiacenti del potenziale di auto-interazione).
Anzi, facendo uno sviluppo in serie del poten-
ziale di auto-interazione (sine-Gordon è un one-
sto modello lagrangiano) e confrontandolo con
Klein-Gordon si nota facilmente cheΛ = mg , dove
m è la massa dei bosoni della teoria libera e g la
costante di accoppiamento. Quindi queste solu-
zioni non svaniscono per accoppiamenti deboli e
si può congetturare che sopravvivano come stati
quantistici, se la loro lunghezza d’onda Comp-
ton λC ∼ 1Msol  g`sol. Questa è l’idea che sta
dietro a tutti i calcoli di stati non perturbativi in
teoria dei campi, a prescindere se si considerino
monopoli, skyrmioni, istantoni od altri -oni.
Tutto questo discende da considerazioni sulla
semplice soluzione (39). La domanda che allora
ci poniamo è se si possano costruire soluzioni
più complesse, come quelle a 2 o N solitoni di
KdV. In analogia con questo caso, è possibile ri-
solvere problema diretto ed inverso associato a
sine-Gordon (37), ma un’altra strada ce la propo-
ne di nuovo il sistema (38) delle BT. Infatti suppo-
niamo di conoscere una soluzione seme (diciamo
u0) e di essere in grado di integrare il sistema
(38) per due diversi parametri β1 e β2 non neces-
sariamente reali. Otterremo quindi due nuove
soluzioni u1 e u2, rispettivamente. Ora ripetia-
mo l’operazione precedente risolvendo il sistema
delle BT inserendo u1 con β2, oppure u2 con β1.
In generale dovremmo ottenere due soluzioni
distinte, che indichiamo con u1,2 e u2,1. Ma se si
richiede che u1,2 ≡ u2,1 = U , combinando linear-
mente, con appropriati coefficienti, le equazioni
(38) corrispondenti, si ottiene la seguente formula
di Permutazione di Bianchi
U = u0 + 4 arctan
[
β1 + β2







La formula di Bianchi costituisce quindi la regola
di sovrapposizione per soluzioni di sine-Gordon
e naturalmente la cosa più ovvia da fare è met-
terla alla prova con due soluzioni semplici quali
un kink ed un anti-kink che collidono come in
Figura 30. Se invece, poniamo β2 = β¯1, la formu-
la di Bianchi produce una soluzione periodica
nel tempo e convergente a 0 in entrambi i versi
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dell’asse x. Questa soluzione, nota con il nome
di breather (respiro) ha la forma






dove ξ ed η sono particolari combinazioni lineari
di x, t con coefficienti dipendenti da β1, β¯1.
Oppure si possono comporre due kink con pa-
rametri diversi. Questa soluzione varierà tra 0 e
4pi, collegando due vuoti della teoria che non so-
no più adiacenti. Naturalmente questo processo
può essere iterato, portando alla costruzione di
soluzioni speciali sempre più complesse, analo-
ghe a quelle N-solitoniche di KdV e per le quali si
possono scrivere formule analoghe. Così anche
i kink (e anti-kink) di sine-Gordon collideranno
elastiche con l’unico effetto di produrre degli sfa-
samenti nelle posizioni, relativamente al moto
libero. Gli sfasamenti totali si potranno esprime-
re in termini degli sfasamenti a coppie e quindi
i kink sono a tutti gli effetti solitoni. Ma con in
più la proprietà di mantenere invariata duran-
te tutto il processo dinamico il valore del salto
totale, che può essere solo un multiplo intero
di 2pi. Questo è un esempio di carica topologi-
ca conservata. Ovviamente non sarà sfuggito il
fatto che il sistema (38) sia un sistema del primo
ordine sovradeterminato, che ha come condizio-
ne di compatibilità la particolare equazione che
stiamo studiando. Esattamente la stessa richiesta
che si fa per il problema spettrale associato ad
una equazione non lineare integrabile. Non è in-
fatti un caso e si può dimostrare che l’esistenza
di un problema spettrale lineare implica delle BT
e viceversa. Si tratta di rappresentazioni diverse
della stessa algebra di simmetria (generalizzata)
sottostante la proprietà di integrabilità. Il volu-
me [99] è dedicato ad un’ampia trattazione delle









Reticolo di Bianchi per 3-kink
Modelli discreti
Senza entrare in dettagli, basti dire che il me-
todo IST fu applicato con grande successo allo
studio dei sistemi discreti, a partire dai celebri
modelli di sistemi discreti a N gradi di libertà
di Calogero - Moser [100, 101] e di Toda [102],
sia con estremi fissi che con condizioni al bordo
periodiche, nonché le loro varianti relativistiche
[103] e quantistiche [104] qualche tempo dopo.
Va ricordato che la catena di Toda è l’estensione
integrabile del sistema di Fermi-Pasta-Ulam, che
abbiamo incontrato all’inizio del nostro percor-
so. Pertanto riceve tuttora grande attenzione per
quanto concerne l’instaurarsi di regimi caotici
nei sistemi Hamiltoniani. Menzioniamo solo il
fatto che le ricorrenze osservate da FPU sono
modi esatti periodici in Toda. Mentre in FPU
esse si disperdono su una scala temporale che
dipende dalla densità di energia per particella,
con una netta transizione di fase dipendente dai
parametri costitutivi [105].
I sistemi di Toda hanno una bellissima rela-
zione con le classificazioni delle algebre di Lie
semplici sia a livello classico che quantistico
[106, 107] e costituiscono il punto di partenza per
i cosiddetti campi di Toda, che sono sistemi alle
derivate parziali di grande interesse, per esem-
pio, nell’ambito della teoria dei sistemi statistici
esattamente risolubili [108]
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Quantizzare
Appena le idee fondamentali su come trattare i
sistemi non lineari classici si furono consolidati,
la versione quantistica del metodo IST nelle teo-
rie di campo venne elaborata dalla scuola di Le-
ningrado - San Pietroburgo (si veda ad esempio
[109]), avente a capo Ludwig Faddeev e, tra gli
Figura 31: L. D. Faddeev (1934 - 2017). Un ricordo ed
omaggio dei suoi diretti allievi può essere letto
al sito Ludwig D. Faddeev
altri, Korepin, Kulish, Reshetikhin, Sklyanin, Se-
menov Tian-Shansky e Takhtajan [110]. Essi sta-
bilirono un approccio sistematico ai sistemi mec-
canici quantistici integrabili, collegandoli con la
teoria dei gruppi quantici di Drinfeld e Jimbo
[111, 112] e aprendo la strada alla riformulazio-
ne algebrica del problema. Questo approccio ha
il potere di unificare in un unico quadromatema-
tico teorie di campo quantistico integrabili [113]
insieme a sistemi quantistici di particelle [40] e
di spin sul reticolo [39].
Perché l’integrabilità ?
In una occasione L. Faddeev ha scritto [114] :
Ci si chiede cosa ci sia di interessante nei modelli
1 + 1, quando il nostro spazio-tempo possiede 3 + 1
dimensioni. Esistono diverse risposte particolari a
questa domanda.
(a) I modelli giocattolo in dimensioni 1 + 1 ci pos-
sono insegnare il comportamento delle teorie di cam-
po in regime non perturbativo. In effetti fenomeni
quali la rinormalizzazione, la libertà asintotica, la
trasmutazione dimensionale (cioé l’emergere della
massa attraverso i parametri di regolarizzazione) con-
tengono modelli integrabili e possono essere descritti
esattamente.
(b) Esistono numerose applicazioni fisiche dei mo-
delli dimensionali 1 + 1 nella fisica della materia
condensata.
(c) Il formalismo di modelli integrabili ha mostra-
to diverse volte di essere utile nella moderna teoria
delle stringhe, la superficie di universo delle quali è
bidimensionale. In particolare, i modelli di teoria del
campo conforme sono speciali limiti a massa nulla di
modelli integrabili.
(d) La teoria dei modelli integrabili ci insegna l’esi-
stenza di nuovi fenomeni, che non emergono da nei
precedenti sviluppi della Teoria dei CampiQuantistici,
specialmente in relazione allo spettro di massa.
(e) Non posso fare a meno di ricordare che lavorare
con i modelli integrabili è un delizioso passatempo.
Hanno anche dimostrato di essere uno strumento di
grande successo per scopi educativi.
Queste ragioni mi sono state sufficienti per conti-
nuare a lavorare in questo campo negli ultimi 25 anni
(compresi 10 anni di sistemi solitonici classici) e a in-
segnare a pochi seguaci, spesso definiti come la scuola
di Leningrado-San Pietroburgo.
Conclusioni
Speriamo che questo contributo abbia stimolato
la curiosità di numerosi lettori nell’ approfondi-
re la tematica dei sistemi integrabili e abbiano
preparato il terreno per gli articoli successivi in
questo numero di Ithaca.
Questo settore attrae rappresentanti di diverse
comunità, con interessi che vanno dalla matema-
tica pura alla fisica matematica e alla fisica teori-
ca. Siamo sicuri che la nuova generazione di fisici
e matematici realizzerà grandi progressi nelle
direzioni menzionate. Gli strumenti sviluppati
per determinare le condizioni di integrabilità di
molte classi di sistemi e i loro sviluppi applicati-
vi conseguenti sono stati fatti propri e corrente-
mente utilizzati inmolte e differenziate comunità
scientifiche. Sia in ambito strettamente matema-
tico, che in quello della fisica teorica e delle sue
più svariate applicazioni. In un certo senso si
è stati testimoni e partecipi di una importante
stagione di conquiste concettuali. Ora bisogna
ampliare la loro potenza con nuove idee. In effet-
ti il messaggio di quanto scritto non è quello di
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mostrare quante cose si riesca a fare, ma di quan-
te si riconducono a delle strutture fondamentali,
dal disordine accidentale all’ordine nascosto die-
tro le contingenze. L’ordine stesso può essere
complesso da descrivere, ma un solo concetto
sintetizza un universo. Tutti i sistemi fisici che
ho descritto si possono tranquillamente simulare
al calcolatore, ma quante liste di numeri potran-
no mai dare la stessa chiarezza e profondità di
idee, che si distillano in una sola delle soluzioni
esposte? Naturalmente non tutto si esaurisce in
un bell’elenco di equazioni e di strumenti ana-
litici o algebrici, sappiamo che il mondo fuori
di noi è ben più complicato. Quanto vogliamo
complicarcelo in aggiunta, cioé renderlo ancora
meno decifrabile, dipende da noi.
D’altra parte non è molto interessante avere
un campo con un unico e uniforme tipo di pian-
tagione, o perfettamente arato e ben noto fino
alla singola zolla, ma un campo che possa fiorire.
Il che non avviene se non vi si diffondono semi e
germogli familiari ed estranei assieme. Ognuno
di essi prenderà una sua conformazione speci-
fica per varietà , suolo, pioggia, sole e cure. E
ancora più interessante sarà se compariranno
ibridi ed incroci nuovi e fecondi. Così accade
per le idee.
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