Yoking (or grouping) proofs were introduced in 2004 as a security construction for RFID applications in which it is needed to build an evidence that several objects have been scanned simultaneously or, at least, within a short time. Such protocols were designed for scenarios where only a few tags (typically just two) are involved, so issues such as preventing an object from abandoning the proof right after being interrogated simply do not make sense. The idea, however, is very interesting for many Internet of Things (IoT) applications where a potentially large population of objects must be grouped together. In this paper we address this issue by presenting the notion of Probabilistic Yoking Proofs (PYP) and introducing three main criteria to assess their performance: cost, security, and fairness. Our proposal combines the message structure found in classical grouping proof constructions with an iterative Poisson sampling process where the probability of each object being sampled varies over time. We introduce a number of mechanisms to apply fluctuations to each object's sampling probability and present different sampling strategies. Our experimental results confirm that most strategies achieve good security and fairness levels while keeping the overall protocol cost down.
Introduction
In recent years, various technical developments coupled with the proliferation of smart devices and the widespread availability of communication networks are contributing to what is sometimes called a "smart world". This notion encompasses applications within smart cities, environment management, security and emergencies, e-health, and many others. As more and more devices are equipped with computing capabilities and network connectivity, the notion of an Internet-of-Things (IoT) is becoming increasingly real. Security aspects in the IoT are receiving much attention by the research community. The constrained computational capabilities, battery limitations, and network resources of these devices (e.g, sensors, actuators, or mobile phones) are challenging factors to propose suitable security mechanisms [1] .
One of the underlying technologies in the IoT context is Radio-Frequency IDentification (RFID) [16] . RFID systems are composed of tags, readers, and a back-end database. The tags (or transponders) are small and affordable devices consisting of a microchip and an antenna that can be attached to almost every object (i.e., a person, an animal, or an item) for the purpose of its identification. The broad adoption of this promoting technology is subject to the development of security solutions [6, 11] . In this context, lightweight cryptography algorithms have been proposed to address different aspects of their security and privacy requirements [20, 21] .
Mobility is an essential feature of many IoT devices [7] . Typically, a device may be moved from one point to another in a short time. Furthermore, there are applications such as stock control in a supermarket or asset tracking at hospitals that require to check the simultaneous presence of a group of devices. To address this need, several mechanisms have been proposed to build an evidence (proof) that a set of devices remain together at a certain time. Such proofs are termed "yoking proofs" when only two devices (e.g., tags or sensors) are involved [10] . Although they were initially conceived for just two devices, many authors have generalized them for larger population of devices, calling them "grouping proofs" [2, 19, 15] .
Two relevant factors when analyzing a yoking/grouping proof scheme are its security and efficiency. On the one hand, these protocols must prevent an adversary to steal an IoT device (or borrow it for a sustained period of time) while passing unnoticed to the verifier (i.e., an off-line back-end database connected through a secure channel to the RFID reader). On the other hand, the protocol must be efficient in the sense that it should involve as little computational and network resources as possible for a complete protocol execution [18] .
Contribution
Existing grouping proofs were designed taking into consideration that the tag population may consist of more than two devices but that it is not voluminous. To understand this, we next present a motivating scenario. Let us consider, for instance, a library manager who is interested in guaranteeing that all books from the permanent collection are inside the building at all times, no matter if they are being read in a different floor. A grouping proof is considered to attest that all books are together within the range area at a particular time. For this purpose, a single RFID tag is attached to every book. The problem arises when the amount of books to control is very large (e.g., more than 100,000 titles). In these conditions, the completion of the proof would take substantial time. It must be noted that such a time could be reduced by using several readers, but this would be impractical in large scale scenarios such as the one described before.
This particularity can be exploited by an adversary. Specifically, once the tag is interrogated, she could take the book and leave until its next participation in the protocol. Since the population is quite large, the absence time for the adversary may be significant. In this particular example, even it the protocol prevents the adversary from taking the book and remaining undetected, it still allow her to leave the protocol for prolonged periods of time at will. The situation is even worse if the entity communicating with the tags (referred to as the Reader) is untrusted. This is a typical assumption in yoking proof scenarios. In such a case, the Reader could leave the stolen book out of the protocol for the maximum possible time-polling it at the beginning of a round and at the end of the next one.
To the best of our knowledge, existing grouping proofs generalize the initially proposed yoking proof for a population of N = 2 tags to a proof valid for a group of tags (N ≥ 2) just by chaining all messages received from the involved entities. Unfortunately, as discussed in the previous example, existing grouping proofs are inappropriate when dealing with a large set of devices such as those existing in a library, warehouse, or the thousands of tiny items in a jewelry shop.
In this paper, we present the first probabilistic yoking proof with the aim of balancing security and performance and being suitable for large-scale systems. At high level, the approach is based on dividing the set of IoT devices (e.g., RFID tags or sensors) into several subsets with low cardinality and poll each subset in an unpredictable manner. The scheme works iteratively in a number of rounds, in such a way that potentially different subsets are rebuilt on each protocol round, thus reducing the amount of information available for the attacker. Our proposed yoking proof also deals with a certain notion of fairness to ensure that all tags have been interrogated a similar amount of times once the proof has been built.
The core of the protocol is the design of the sampling process at each round. We present a number of mechanisms to probabilistically select a subset of tags at each round, and to update the associated sampling probabilities for the next one. The inclusion of one mechanism or another in a PYP protocol influences the overall performance and should be done carefully, particularly because there are non-trivial trade-offs among cost, security, and fairness, so optimizing one of them may degrade another. In order to illustrate this, we introduce five representative sampling strategies that combine different selection and updating mechanisms and discuss the experimental results obtained with them.
Related work
In 2004 Juels introduced the concept of yoking proofs. It consists of an evidence that a pair of tags have been scanned simultaneously by a reading device. It is commonly assumed that the proof is verifiable at some time by an off-line trusted party -the verifier. On the other hand, passive tags are not equipped with a battery, impeding the use of a clock on-board, and communications must be initiated by the reader [10] .
Saito and Sakurari showed how Juels proof [10] is vulnerable against replay attacks [22] -complementary replay and new attacks such as DoS or impersonation can be found in [2] and [3] , respectively. To compact replay attacks, the authors presented a new yoking proof based on time stamps and introduced the concept of grouping proof as the generalization of yoking proofs for a set of N tags (i.e., N ≥ 3). Unfortunately, time stamps are predictable and Saito and Sakurari proof is also vulnerable to replay attacks as shown in [19] . In the same work, Piramuthu proposed a modified version of the above mention scheme in which timestamps are suppressed by random numbers . Although this new proof is no-vulnerable to the attacks suffered by its predecessors, the scheme resulted vulnerable against the so called multi-proof session replay attack [17] , which exploits the symmetry of all the exchanged messages.
Many other proposals have appeared in the literature in the last years like the ones recently proposed in the medical context [5, 14] . Some proposals focus on a particular aspects of the protocol -in the following we list the most relevant ones. For instance, there are proofs, that apart from the evidence generation, that aim at offering an anonymous identification [3, 15] . The efficiency in the identification is the goal of other proofs which employ a tree structure and guarantee anonymity [4] . There exist proposals in which the participating tags can be read in any order, which is called an orderindependent protocol [12] . In [13] , the authors address the existence of race conditions when multiple reader/tags are presented or the number of participating tags is unknown. Finally, we urge the reader to consult [8] where Hermans and Peeters introduce a specific privacy model for yoking proofs.
In the following we use the term "yoking proofs", which is the initial name given by Juels, to refer to as the proof that a group of tags (i.e., {T 1 , T 2 , · · · , T k } and k ≥ 2) were scanned roughly at the same time and communicated to each other. It must be noted that given the one-to-one nature of RFID communications, scanning a set of tags nearly at the same time would require to have nearly the same amount of readers. As this is impractical in large scale contexts, yoking proofs are usually built as a chain of answers from the polled tags. Note, too, that several terms have been used for the same concept in previous works, the most common being: grouping proofs [22] , existence-proofs [19] , clumping-proofs [17] and coexistence-proofs [13] .
Building Blocks for Yoking Proofs
This Section introduces the main elements of the proposed probabilistic yoking proofs. First, Section 3.1 describes the system model assumed in this work. Afterwards, Section 3.2 presents the properties that a yoking proof protocol must meet. Section 3.3 describes the baseline yoking proof, which is a simple mechanism to build these proofs. The notation in use throughout this paper is shown in Table 1 .
Model
There are four entities in the considered scenario, namely the tags, the reader, the verifier, and the adversary. First, let us assume a tag population T , where T i ∈ T for i = {1, · · · , N } and being N 1. Each tag has a secret key K i and an unique identifier ID i . On the other hand, the reader R is the entity in charge of interrogating all tags. The verifier V is the receiver of the yoking proof and it is responsible for determining several aspects of the protocol execution.
Both tags and V are considered trusted. Particularly, it is assumed that V knows the secret key K i for all tags. On the other hand, the reader R is 
Result of the execution of round i PR Resulting yoking proof S (r) Vector that contains 1 at position i if T i participates at round r T S (r) Vector that contains a random permutation of all tags such that S (r)
Vector of the probability of each tag T i participating at round r ATP V Anonymous timestamp given by
Private key of tag T i untrusted entity and acts as a proxy passing messages between entities. As a consequence of its questionable behaviour, R does not necessarily need to follow the protocol as specified by V . Regarding the adversary Adv, it is an entity that is able to see the whole protocol execution, as well as intercept, block and inject packets to and from any participating tag.
Desirable properties
A yoking proof protocol must meet the four main properties introduced below:
• Simultaneity. All tags should be scanned in a (usually short) time interval ρ t .
• Dependability (against false positives). It must not be possible for Adv to build a proof that attests that a given absent tag T i was present at round r.
• Dependability (against false negatives). It must not be possible for Adv to make the system work as if a given present tag T i were absent at round r while passing unnoticed to V .
• Privacy preservation. Only V must be authorized to determine whether tag ID i is present or not at each moment.
Baseline Protocol
The goal of a yoking proof is to generate an evidence that a tag population has been roughly read at the same time. Standard yoking proofs are only valid when the set of tags is not voluminous. In the following this sort of schemes are called as "Baseline Yoking Proof" (BYP). Our proposed baseline scheme is inspired on ISO/IEC 9782-2, and, in particular, the process for an iteration with a tag follows the two-pass unilateral authentication scheme [9] .
We define init(.) as the process in which for all T i ∈ T , the tuple {ID i , K i } is initialized. For the description of the protocol and because of its generality, we symbolize {X} K as the encryption of the message X with the key K to provide confidentiality and integrity. The description of the BYP scheme is presented at the top of the Algorithm 1. We assume that before starting the protocol, the reader R receives from the off-line verifier (V ) an anonymous timestamp (AT P V ). On the other, for the first tag interrogation, we set the token m 0 to the N U LL value (m 0 = N U LL).
Algorithm 1 Yoking Proof for Small Scale Environments
for each tag T i do 3:
end for 5: end function 6: function baseline(T ) -Baseline Yoking Proof (BY P ) 7: for each tag T i do 8:
T i : Generate a random number RN i
10:
and compute
As previously mentioned the BY P scheme is ineffective in environments in which tag populations are enormous (i.e.., N 10 2 ), like the ones that we can find in the majority of stock applications. Let us assume an adversary Adv who can eavesdrop all the exchanged messages for the generation of a yoking proof and is able to identify the tags that have already been identified from a particular time. Under this situation, Adv could exploit the absence time (time interval between two interrogations of a target tag) to take away a tag that has just been read. Since the set of tags is enormous, the absence time is not negligible, contrary what occurs when we deal with small set of tags (e.g., the yoking proof generated between my passport and my luggage at the airport).
Probabilistic Yoking Proofs
Motivated from all the above, to the best of our knowledge, we present the first Probabilistic Yoking Proofs (P Y P s), which are suitable for large scale population of IoT devices. Section 4.1 introduces the preliminary underlying concepts of P Y P . Next, Section 4.2 describes the proposed protocol for building yoking proofs. The criteria to assess the performance of the proposal is presented in Section 4.3.
Definitions
In order to introduce the scheme, firstly, we need to provide some definitions. Let us assume a tag population T , where T i ∈ T and i = 1, · · · , N and N 10 2 . The coverage of T i at round r of the protocol is 1, mathematically V (r) i = 1, if the tag has been involved in the protocol. The coverage V (r) of the protocol for the whole tag population T is equal to 1 if all tags have participated at least one time in the protocol. That is, the coverage of the P Y P at iteration r can be defined as follows, where . function rounds a number to the next smaller integer.
On the other hand, the P Y P has a vector of probabilities P (r) at the r-th iteration of the proof, where each element P (r) i
represents the probability that a tag participates in the proof at that round. Mathematically,
It must be noted that P (0) is set to a constant value for all tags using the InitP rob function. Depending on the above vector of probabilities and following some of the tag selection strategies (T SR) introduced in detail in the next section (T SR ∈ {D-DS,
, the tags are chosen for their participation in the protocol. This process is symbolized by the select function whose input parameter is P (r) and it is also conditioned by the chosen strategy T SR -i.e., select(P (r) ). The result of applying this function is a vector S (r) that takes 1 value at the i-th position (i.e., S (r) i = 1) if T i is sampled; otherwise a zero value is stored on that position. The 1-norm of S (r) is less or equal to the number of tags in the population (i.e.,
After the execution of the select function, the set of sampled tags is labelled as T S (r) in such a way that T S (r) ⊆ T . Particularly T S (r) is formed by a random permutation of those tags such that S (r) i = 1. Finally we define an updating mechanism, called update(), that uses as input parameters the vector P (r) and the output S (r) of the select function. The output of this function consists on an updated version of P (r) . That is,
Protocol description
After introducing all definitions above, we next sketch the proposed PYP protocol. A step-by-step descripton is provided in Algorithm 2. Each tag is initialized before the protocol execution with its identity ID i and its private key K i . Once the protocol starts, the probability of participation for all tags is set to an initial (default) value. The protocol works iteratively, sampling a subset of tags at each iteration (round). Subsets are determined by V at each round.
PYP keeps running until full coverage is achieved. (Note that this criterion can be easily adjusted.) In each round, three main steps are performed. First, the verifier V selects which tags must participate, taking into account the current vector of probabilities P (r) . The set of selected tags is then permuted by V to make the tag participation time less predictable. The soformed set of tags is sent to the reader R. Note that such a set contains only the MAC addresses of the tags to poll, thus hiding each tag's real ID i . This is a common approach for tag selection purposes. Using these addresses, R executes the baseline protocol (see Section 3.3). Upon completion, R sends to V the resulting set P R of responses for all participating tags. The verifier then updates the vector of probabilities and prepares for the next round.
Upon reaching full coverage, V is able to build the final result of PYP by chaining all intermediate results (P R). In this process, V can determine if the protocol execution meets the required settings, particularly if all tags have been sampled at each round in the specified order.
Algorithm 2
Probabilistic Yoking Proof for Large Scale Environments function init(T ) for each tag Ti do T i ← {ID i , K i } end for end function function probabilistic(T ) -Probabilistic Yoking Proof (PYP) P (0) = InitProb(T )) while V (r) = 1 do V: S (r) ← select(P (r) ) V: T S (r) = P ermute({S (r) i /S (r) i == 1}) V: V → R: T S (r) R: P R (r) ← BY P (T S (r) ) -Execute Baseline Yoking Proof for T S (r) R: R → V : P R (r) V: P (r+1) ← update(P (r) , S (r) ) r ← r + 1 end while V: PR = {P R 1 , P R 2 , · · ·} end function
Performance criteria
An optimal PYP protocol must be both efficient and secure. Furthermore, since the select() function may sample each tag several times, it would be desirable to guarantee that by the end of the protocol all tags have been interrogated the same number of times. We next describe each of these criteria in detail and discuss specific ways of quantifying them.
Cost The cost C of a PYP protocol is defined as the total number of messages sent by the reader to a tag during the proof construction. Note that in most protocols this is half the number of actual messages exchanged, since each interrogation implies an answer message from the tag to the reader. In this paper, we will express the cost as an overhead factor with respect to the BYP protocol. Since a population of |T | = N tags would require N interrogations by the BYP, a cost C means C · N interrogations.
Security Let Π 1 and Π 2 be two PYP protocols, and let A 1 and A 2 be the probability density functions of the times-measured as number of protocol interrogations-between two consecutive samplings of the same tag for Π 1 and Π 2 , respectively. Intuitively, Π 1 is more secure than Π 2 if:
, where E(A) represents the expected value of A; and 2. Unc(A 1 ) > Unc(A 2 ), where Unc(A) is a measure of the uncertainty of A. This can be quantified using a measure of dispersion such as the standard deviation, or as the entropy:
The rationale is simple. On the one hand, the less the expected number of messages between two consecutive interrogations, the less the time an adversary could leave the protocol undetected. On the other hand, the langer the uncertainty about how those times are distributed, the more unpredictable is for an adversary to guess for how long he may withdraw.
Both the mean and the uncertainty could be combined into a single security measure, for instance:
where ω u and ω e represent appropriate scaling factors. This, however, may give rise to unreasonable comparisons among proposals, since both the mean and the uncertainty should be simultaneously minimized and maximized, respectively.
Fairness A PYP is perfectly fair if all tags are interrogated exactly the same number of times after the proof completion. Roughly speaking, if I(x) is the probability distribution function of the number of times each tag has been interrogated, fairness could be measured as the distance from I to a Dirac delta distribution δ(
Any statistical distance could be used for this purpose (e.g., the well-known Kolmogorov-Smirnov test):
Secure tag sampling strategies
In this section, we introduce a family of probabilistic sampling techniques for the yoking protocol described in Section 3. We first describe a number of mechanisms that are used to adjust the sampling probability for each tag after being selected or not selected for a round. Subsequently we describe various strategies that combine these mechanisms.
Basic sampling mechanisms
All the tag sampling strategies proposed below rely on the idea of selecting tags following a classical Poisson sampling process. This is a simple selection process where each tag T i in the population is sampled according to an independent Bernoulli trial. The probability of tag T i being selected at round r is denoted by P (r) i (recall Section 3.3). This probability is particular to each tag and is updated after each round. The purpose of such updates is to provide the overall protocol with an adequate level of security and fairness while keeeping the cost down.
We have explored several mechanisms to conduct the Poisson sampling process and to update the probabilities, both of sampled and unsampled tags. We next discuss is detail these mechanisms and their associated rationale:
Punish participation As the yoking proof will be completed only after all tags have participated at least once, a simple way of minimizing the overall cost of a protocol execution-measured as the total number of messages exchanged-consists of reducing the sampling probability P i of all tags selected at a round r. Thus, once a tag participates in a round, its sampling probability is modified so that it is less likely to sample it in the following rounds. This can be done by simply decrementing its probability by a fixed amount:
Reward non-participation Analogously to the previous case, another way of minimizing the protocol execution cost consists of boosting the sampling probability of each tag that has not participated in a round. Thus, all tags that are not sampled in a round become more likely to be sampled in the next one. As in the case above, this can be done by incrementing the sampling probability by a fixed amount:
Randomize probability updates The calculation of punishment and rewards in the two mechanisms described above is a critical aspect, as it may impact both positively and negatively different performance criteria. For instance, if the sampling probability of a participating tag is reduced too aggresively, the cost would be certainly minimized, but an adversary would be provided with more information-in a probabilistic sense-about when it would be called again. Furthemore, the amount by which each tag's probability is increased or reduced should not remain fixed, as it would be difficult to keep this parameter secret from an observer. An alternative would be to randomize it, for example by a random amount inversely proportional to P (r)
i . In the case of rewards to non-participating tags, the increase is given by:
while for punishments we would have:
where U (a, b) represents a random number uniformly sampled in the interval [a, b] . This would contribute to make the sampling process less predictable to an observer.
Double sampling Even with randomized probability updates, basic Poisson sampling could still provide the adversary with some valuable information about when to safely leave (i.e., right after being called) and when to return before his absence being detected. In order to introduce further uncertainty for the adversary, the sample at each round may consist of both some of the tags selected by Poisson sampling and some of the tags that were not selected for this round. A simple method to produce such a combined sample is the following: The procedure described above modifies the actual probability of a tag being selected, as to be finally sampled, it must be sampled either by the Poisson or by the Bernoulli process, but not by both. As these are conducted independently, the overall probability of being sampled at round r is given by P (r) i
For a fixed P B value, the right-hand side term P B − 2P
(r)
i P B affects differently to each tag depending on its P (r) i : those with lower probabilities get their chances increased while those with higher probabilites get their chances reduced (see Fig. 1 ).
Select and update strategies
The mechanisms described above can be combined in different ways to build sampling strategies with different levels of security, fairness, and cost. Algorithm 3 shows the general structure of the select() and the update() functions. In the former, a configuration parameter DS controls whether double sampling is conducted or not. As for the update() function, param-Algorithm 3 General select() and update() functions. Global configuration parameters (DS, P B , U, D, R, ∆ u , and ∆ d are not specified as inputs.
1: function select(P (r) ) 2:
for each tag T i do 4:
if (DS and s 
end if
end for 10: return S (r) 11: end function
for each tag T i do 3: if (D and T i ∈ S (r) ) then 4: if (R) then 
end if 18: end for 19: return P (r+1) 20: end function eters U, D, and R determine if upward (U) and downward (D) probability updates are carried out, and whether these are randomized (R) or not.
After a set of experiments, we have chosen five representative tag sam- Table 2 : Tag selection strategies and the sampling mechanisms they incorporate.
pling strategies that combines the mechanisms described above in different ways. The name of each strategy reflects the type of select() and update() strategy. For example, U-D-DS means that double sampling (DS) is conducted; that the probability of participating tags is reduced (D); that the probability of non-participating tags is increased (U); and that, in both cases, such updates are by a fixed amount (no R). Table 2 provides a summary of the mechanisms included in each one of them.
Evaluation
We next discuss various empirical results related to the performance of the five variants of sampling strategies introduced above. We first present the cost and fairness of each strategy, as most of the discussion about the results would be later very helpful for the security analysis.
All results have been obtained by simulation using a software prototype of the probabilistic yoking proof protocol. Experiments with different tag populations were conducted. For simplicity, and to facilitate the comparison with the baseline grouping proof protocol, all results discussed next correspond to a population of |T | = 1000 tags. As it will be clear later, the conclusions are easy to extrapolate to populations of an arbitrary size. As for the parameters, we have experimentally determined that the best results were obtained for low values of ∆ u , ∆ d , and P B (e.g., around 0.2). The figures provided in this section correspond to averages over various executions.
The last part of this section is devoted to determining whether the proposal meets the desired properties introduced in Section 3.2. Table 3 shows the overhead incurred by each sampling variant as a multiplying factor with respect to the baseline yoking proof protocol (BYP). As Table 3 : Cost of each sampling strategy measured as the overhead with respect to the baseline selection protocol.
Cost
it can be observed, the inclusion of one sampling mechanism or another has a significant impact in the overall cost of the protocol. Several conclusions can be drawn:
1. The U-D-R and U-D-R-DS variants constitute the cheaper strategies, requiring 3.3 and 4.8 times more messages than the baseline protocol. This is reasonable, as the inclusion of both the U and D mechanisms makes it easier for the protocol to sample rather disjoint subsets of tags at each round. Overall, this reduces the total number of messages required to sample all tags. Furthermore, double sampling is crucial to further reduce the cost. 2. When both U and D are included, non-randomized updates make the protocol very slow-compare U-D-R-DS (3.3) to U-D-DS (6.4). There is a simple explanation for this. Consider a tag T i that at some round r has a very high probability P (r) i of being sampled. If it gets sampled, at round r + 1 its probability is decreased by ∆ d . If at round r + 1 it does not get sampled, then P (r+2) i is again increased. The overall effect is that after a few rounds most tags get sampling probabilities reasonably high and the overall strategy degenerates to an almost purely Bernoulli sampling (i.e., with all tags having roughly the same probability). 3. Finally, strategies that only apply either U or D-in our case, D-DS and D-R-DS-have a relatively high cost too. The reason for this is also straightforward. As non-participating tags are not rewarded, the sampling process progressively reduces the probability of all tags until it becomes uniformly low. At this point, the strategy degenerates to a Bernoulli sampling as in the case above. Randomization does not have much influence here as it does not prevent this effect from happening. 
Fairness
Fig . 2 shows the distribution of the number of times a tag is interrogated during a full protocol execution. These distributions must be interpreted considering the cost of each strategy ( Table 3 ). Recall that, ideally, all tags should participate the same number of times-although, as discussed in Section 4.3, this would negatively impact the security of the scheme.
In general, all strategies are reasonably fair: for a population of 1000 tags and a number of messages ranging from 3300 (U-D-R-DS) to 6400 (U-D-DS), the number of times the same tag is interrogated ranges between 1 and 10, with the great majority of them falling in the [1, 7] interval. All distributions are slightly biased towards the left (i.e., the have positive skew), meaning that most tags are interrogated less than the optimal number of times. An exception is the U-D-DS strategy, which performs significantly better than the others in terms of fairness. This is a side effect of the situation described in the previous section, namely that it rapidly degenerates to a purely Bernoulli process, which is optimal fairness-wise.
Security
We have first measured the number of messages between two consecutive interrogations of the same tag for all strategies, averaging the result over several simulations. The obtained distributions are shown in Fig. 3 and provide a graphical view of the different security levels offered by each strategy. For comparison purposes, the equivalent "curve" for the baseline strategy is also depicted. The first noticeable fact is that all distributions are roughly normal with varying means and standard deviations. Both parameters are related to the security of each strategy. On the one hand, the lower the mean, the less time an adversary can leave without being detected. On the other hand, the larger the standard deviation, the more the chances of being interrogated sooner or later than expected (i.e., the more the uncertainty about the average number of messages he can miss). Even though these and other parameters about the shape of the distribution could be easily combined into a single security measure, in what follows we choose to discuss them separately for each strategy.
To facilitate the comparative analysis, Table 4 shows the mean, the stan- dard deviation, the quartiles Q 1 , Q 2 , and Q 3 , and the entropy for the five distributions. In terms of low mean and high standard devition, the best two strategies are D-DS and U-D-R, respectively. In the D-DS case a tag is interrogated, on average, every 362 messages, with a standard deviation of 217. In the case of U-D-R, the average number of messages between consecutive interrogations increases to 450, but the uncertainty for the adversary is greater as the standard deviation also increases to 405. The remaining three strategies are slightly worse than these two in terms of time between consecutive interrogations, although their standard deviation is better than that of the D-DS strategy. In all cases, the situation for the adversary is considerably worse than in the baseline scenario, in which the mean is 999 messages with no deviation. Fig. 4 shows the cumulative distribution functions for the probability distributions discussed above. From the adversary's point of view, these curves can be easily interpreted as the probability of being interrogated after a certain number of messages since the last time he participated in the protocol. The different security levels provided by each strategy are more noticeable here and reinforce the views discussed above.
Properties assessment
We next discuss whether the proposed P Y P protocol meets the simultaneity and dependability properties that are required for all yoking proofs protocols. Each property is discussed below:
• Simultaneity. After a correct protocol execution, tags are sampled in the rounds and in the order determined by V . In this way, V (which is a trusted entity) ensures that all tags are scanned within a predefined time interval. • Dependability (against false positives). Adv is unable to build a proof on behalf of an absent tag since all responses are encrypted using a key which is unknown to Adv.
• Dependability (against false negatives). Given that V receives the result of each round (P R), it is able to check whether all tags that should take part in the round did so. Thus, any false negative would be noticed by V .
• Privacy preservation. Given that only V knows the real identities ID i of each tag, Adv is unable to know if a given tag is present or not at each round. It must be noted that this information is also unknown to R. Particularly, T S only contains the MAC addresses of the tags to be polled. Moreover, their answers are encrypted with K i , so it is not able to reveal the response contents.
Conclusions
In many IoT scenarios it is necessary to construct an evidence that several objects have been scanned simultaneously by a reader. As introduced by Juels in 2004, classical yoking proofs constructions achieve this in a secure and efficient manner. However, such protocols were designed for applications where only a few tags (typically just two) are involved. As a result, issues such as the order in which each tag participates in the protocol are not relevant, nor it is the question of how many times a tag should be interrogated, as the proof completion time is often too little to worry about a tag leaving right after answering to the reader. This is not the case for many IoT applications where a potentially very large population of objects must be grouped together efficiently and guaranteeing that objects do not abandon the protocol undetected.
In this paper, we have introduced the notion of probabilistic yoking proofs (PYP) to address this issue. The proof itself is built as in classical yoking constructions. The key idea in a PYP consists of selecting at each round a subset of tags according to a Poisson sampling process where the sampling probability of each object varies over time. We have introduced various sampling mechanisms that attempt to balance security and efficiency, and have proposed different sampling strategies that combine them. Our experimental results suggest that some of these strategies give rise to PYP protocols with a very good trade-off among security, efficiency, and fairness.
Future work will be focused on two aspects. First, the proposal will be extended for more complex scenarios in which multiple readers could take part in the protocol. Second, a formal privacy assessment will be conducted over the protocol.
