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THE GENERIC BEHAVIOR OF SOLUTIONS TO SOME
EVOLUTION EQUATIONS: ASYMPTOTICS AND SOBOLEV
NORMS
SERGEY A. DENISOV
Abstract. In this paper, we study the generic behavior of the solutions to a
large class of evolution equations. The Schro¨dinger evolution is considered as
an application.
In this paper, we develop methods to control the generic behavior of solutions
to various evolution equations. The word “generic” will refer to the “coupling
constant” that appears in front of the diagonal operator (a differential operator
in most applications) which is perturbed by a potential. We were motivated by
recent results where the behavior of Sobolev norms was studied for various evolution
equations [3, 9, 11]. The general situation of fixed coupling constant was studied
in many papers (e.g., [8] and references therein).
The structure of the paper is as follows. In the first section, we prove simple
results for the “typical” behavior of solutions to 2×2 system of differential equations
which preserve ℓ2 norm of the initial value in Cauchy problem. The section 2 deals
with “integrable” case when the transport equation is considered on the circle. In
section 3, we prove results similar to those in section 1 but for the general N ×N
systems. The section 4 contains the applications of these results to evolution in
Hilbert spaces, e.g., the non-stationary Schro¨dinger equation. In the last section,
we consider the most difficult case when the so-called “gap condition” deteriorates in
time. We handle only the short-range case, the general situation is far more difficult
and will be considered elsewhere. The paper is concluded with Appendix which
contains some well-known results we use in the main text. The first two sections
and Appendix have mostly pedagogical value, the main results are in sections 3
and 5.
In the text, we will use the following notations: for f1(2) ≥ 0, f1 . f2 means
there is a constant C so that f1 ≤ Cf2. The symbols ej will denote the standard
basis vectors in CN .
1. The model case of 2× 2 system
We start this section with the following model system of two ODEs.
Xt = i(Λ + V (t))X, X(0) = I (1)
where
Λ =
[
λ1 0
0 λ2
]
, λ1(2) ∈ R (2)
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and Hermitian V (t)
V (t) =
[
v11(t) v12(t)
v¯12(t) v22(t)
]
→ 0, t→∞
in some way to be specified below. Notice that X(t) is unitary in this setting. The
standard problem to address is, of course, the long-time asymptotics of X(t). In
the case of strong decay, i.e. when V (t) ∈ L1(R+), X(t) has a limit as can be easily
seen from iteration of the corresponding integral equations. Take
X = UY
where
U =
 exp
[
iλ1t+ i
t∫
0
v11(τ)dτ
]
0
0 exp
[
iλ2t+ i
t∫
0
v22(τ)dτ
]

That reduces the problem to
Yt = i
[
0 q(t)
q¯(t) 0
]
Y, Y (0) = I (3)
with
q(t) = v12(t) exp
i(λ2 − λ1)τ + i t∫
0
(v22(τ) − v11(τ))dτ

and it decay as fast as v12. Does Y (t) have a limit as t → ∞? Clearly, for
q(t) ∈ L1(R+) the answer is yes but already for q(t) ∈ Lp(R+), p > 1 this is not
the case in general. Indeed, take q(t) = iǫ on t ∈ [0, ǫ−1]. Then, on that interval,
Y (t) =
[
cos(ǫt) − sin(ǫt)
sin(ǫt) cos(ǫt)
]
a rotation by ǫt. Clearly, ‖q‖L1[0,ǫ−1] = 1 but ‖q‖Lp[0,ǫ−1] = ǫ1−p
−1
. Therefore, by
taking q(t) = ǫn, ǫn → 0 on consecutive intervals, we can arrange for q to be in
Lp(R+) but the solution has no limit. In the meantime, we will see that it makes
sense to talk about the following problem: let λ1 = 0, λ2 = k, v11 = v22 = 0 and
v12 = q(t). Thus,
Xt = i
[
0 q(t)
q¯(t) k
]
X, X(0) = I (4)
and we will study the asymptotics for generic frequency k. As the discrete version
of (4) one might consider the following recursion
Xn+1(z) = ρ
−1/2
n
[
1 γn
−γ¯n 1
]
·
[
z 0
0 1
]
Xn(z)
X0(z) = I2×2, |z| = 1, ρn = 1 + |γn|2
This is different from the recursion for polynomials orthogonal on the circle [10]
only by sign ”−” in front of γn and by slightly different formula for ρn.
Remark 1. The simple calculation shows that
X(t, k) =
[
x11(t, k) x12(t, k)
x21(t, k) x22(t, k)
]
=
[
x11(t, k) x12(t, k)
−eiktx12(t, k) eiktx11(t, k)
]
for real k.
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Open problem. Is it true that for q(t) ∈ L2(R+) and Lebesgue a.e. k ∈ R,
the limit lim
t→∞
X(t, k) exists? If so, how do the points of convergence correspond
to frequencies k for which [Mq](k) <∞, where Mq is the Carleson-Hunt maximal
function?
The similar problem is known for the Krein systems [4]
Zt =
[
ik q¯(t)
q(t) 0
]
Z, Z(0) = I, k ∈ R
In this case, though, the solution Z is J-unitary, with
J =
[
1 0
0 −1
]
We will consider (4) and will prove a simple result which has an analog in the
theory of Krein systems (the so-called Szego˝ case) which gives a somewhat weaker
type of convergence. That will be a warm-up for a later discussion of the general
case. Consider the first column (x11(t, k), x21(t, k))
t of X(t, k). The functions
x11(21)(t, k) are holomorphic in k and have the following properties for any fixed t.
Lemma 1.1. For any locally integrable q(t), we have
(a) |x11(t, k)|2 + |x21(t, k)|2 = 1− 2 Im k
t∫
0
|x21(τ, k)|2dτ, k ∈ C
(b) |x11(21)(t, k)| ≤ 1, k ∈ C+, and ‖x21(t, k)‖2 ≤ (2 Im k)−1/2 for k ∈ C+.
Proof. This is a direct corollary of the differential equations. 
Assuming, in addition, that q(t) is square summable, we get
Lemma 1.2. If q(t) ∈ L2(R+), then
(a) x11(t, k)→ x11(∞, k), x21(t, k)→ 0 uniformly on compacts in C+
(b) |x11(t, k)| ≥ 1− (Im k)−1‖q‖22, ‖x21(t, k)‖2 ≤ ‖q‖2(Im k)−1, k ∈ C+
(c) The function x11(∞, k) is nonzero function in the unit ball in H∞(C+) and
x11(k, t)→ x11(∞, k) in the weak-∗ sense on R
(d) The following estimates hold∫
R
ln |x11(t, k)|dk ≥ −π
t∫
0
|q(τ)|2dτ (5)
0 ≥
∫
R
(|x11(∞, k)| − 1)dk ≥
∫
R
ln |x11(∞, k)|dk ≥ −π
∞∫
0
|q(τ)|2dτ (6)
(e) We have
[1− x11(∞, k)]L1,w(R) . ‖q‖22, ‖1− x11(∞, k)‖Lp(R) ≤ C(p)‖q‖2/p2 , 1 < p <∞
(7)
Proof. If x21 = e
ikty, then we have the following integral equations
x11(t, k) = 1 + i
t∫
0
q(τ)eikτ y(τ, k)dτ, y(t, k) = i
t∫
0
q¯(τ)e−ikτx11(τ, k)dτ
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Therefore,
x11(t, k) = 1−
t∫
0
q(τ1)e
ikτ1
τ1∫
0
q¯(τ2)e
−ikτ2x11(τ2, k)dτ2dτ1 (8)
Due to the estimate |x11(t, k)| ≤ 1 and Young’s inequality, the L1 norm of the
integrand in τ1 is smaller than ‖q‖22(Im k)−1. That implies the uniform convergence
on compacts of C+ and the bound from below for x11. The representation
x21(t, k) = ie
ikt
t∫
0
q¯(τ)e−ikτx11(τ, k)dτ
gives uniform convergence to zero for x21(t, k) and the estimate on its L
2 norm.
The function x11(∞, k) is obviously in the unit ball of H∞(C+) and is nonzero due
to the estimate from below. Since x11(t, k)(k + i)
−1, x11(∞, k)(k + i)−1 are both
uniformly bounded in H2(C+) and
x11(t, k)(k + i)
−1 → x11(k)(k + i)−1
as t→∞ uniformly on the compacts in C+, we have
x11(t, k)(k + i)
−1 → x11(∞, k)(k + i)−1
weakly in H2(C+). Thus, we have the weak-∗ convergence of x11(t, k) to x11(∞, k)
on R.
Let us prove estimates in (d) now. Iterate (8) once and take the first term (the
second allows stronger estimate)
t∫
0
q(τ1)e
ikτ1
τ1∫
0
q¯(τ2)e
−ikτ2dτ2dτ1 = i
∫
|qˆt(ω)|2(ω + k)−1dω
by Plancherel, where qˆt(ω) is the Fourier transform of q(τ) ·χ[0,t](τ). Therefore, we
have
x11(t, k) = 1− ik−1
t∫
0
|q(τ)|2dτ + o((Im k)−1)
as Im k→ +∞. The function ln |x11(t, k)| is subharmonic in C+ so
π−1
∫
y ln |x11(t, s)|
(s− x)2 + y2 ds ≥ ln |x11(t, k)|, k = x+ iy
Since ln |x11(t, s)| ≤ 0, we can take k = iy, y → ∞ and compare the first terms in
asymptotics of l.h.s. and r.h.s. to get (5). The estimates for x11(∞, k) are deduced
similarly.
Let us prove (e). Writing x11(∞, k) = 1 + h(k) yields 2Reh ≤ −|h|2 since
|x11| ≤ 1 and
Reh(iy) =
y
π
∫
Reh(t)
t2 + y2
dt
Taking y → +∞, we get∫
R
Reh(t)dt = −π
∫ ∞
0
|q(τ)|2dτ, Reh(t) ≤ 0, |h(t)| ≤ 2
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(this we might call the “trace formula” for our evolution). Therefore, we have
[h]L1,w(R) . ‖q‖22
and
‖h‖Lp(R) ≤ C(p)‖q‖2/p2 , 1 < p <∞
by interpolation. 
In a similar way, one can show that x12(t, k) has a limit in C
+ which we will
denote by x12(∞, k). This, of course, implies that x12(t, k) → x12(∞, k) in the
weak-∗ sense on the real line. In the next lemma, we will improve the convergence
result.
Lemma 1.3. If q(t) ∈ L2(R+), then for any j = 1, 2,∫
R
|x1j(t, k)− x1j(∞, k)|2dk → 0, t→∞
Proof. Take arbitrary t1 < t2 and notice that we have the following semigroup
property
X(t1, t2, k)X(t1, k) = X(t2, k)
Hence,
x1j(t2, k)− x1j(t1, k) = (x11(t1, t2, k)− 1)x1j(t1, k) + x12(t1, t2, k)x2j(t1, k)
By (7),
‖x11(t1, t2, k)− 1‖2 → 0
as t1(2) →∞ and
|x12(t1, t2, k)|2 = 1− |x11(t1, t2, k)|2 ≤ −2 ln |x11(t1, t2, k)|
So, ‖x12(t1, t2, k)‖2 → 0 by (6). Thus, x1j(t, k) is Cauchy in L2(R) and must have
the limit which will coincide with weak-∗ limit x1j(∞, k).

Remark 2. By Remark 1, e−iktx21(t, k) and e
−iktx22(t, k) − 1 have limits in
L2(R). They are in fact related to boundary values of H∞(C−) functions. Notice
that
|x11(∞, k)|2 + |x21(∞, k)|2 = 1, for a.e. k ∈ R
as follows from the a.e. convergence over some subsequence.
2. The transport equation on the circle
Another model very important for us is the transport equation. Consider
ut = kux + q(t, x)u (9)
with the simplest initial condition u(0, x) = 1. We can either say that x ∈ T or
x ∈ R but all functions are 2π–periodic in x.
Notice that on the Fourier side, this equation is
uˆt = −ikDuˆ+ qˆ(t) ∗ uˆ, uˆ(0, n) = δ0
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where D is diagonal: (Dg)n = ng(n) in ℓ
2(Z). We will work under the assumption
that
qˆ(t, 0) =
∫
T
q(t, x)dx = 0 (10)
There is no any loss of generality since we can always satisfy this condition by
subtracting qˆ(t, 0)I which corresponds to unimodular factor for u(t, x).
Remark 3. Let P{0,1} be the Fourier projection onto the zeroth and the first
modes, P c{0,1} = I − P{0,1}. Then,
(P{0,1}u)t = k(P{0,1}u)x + (P{0,1}qP{0,1})(P{0,1}u) + P{0,1}qP
c
{0,1}u
Notice that if one drops the third term in the r.h.s., then the equation becomes
equivalent to the model considered in the previous section.
Of course, the solution to (9) can be written explicitly. After periodization, we
have
u(t, x, k) = exp
 t∫
0
q(τ, x+ k(t− τ))dτ

If, e.g., q, qx ∈ C(R+,T), then this is the classical solution. The meaningful question
is to study the asymptotics of u(t, x− kt) or, rather,
φ(t, x, k) =
t∫
0
q(τ, x − kτ)dτ
On the Fourier side (with respect to x coordinate),
φˆ(t, n, k) =
t∫
0
einτk qˆ(τ, n)dτ
and
φˆ(t, 0, k) = 0, t > 0
due to assumption (10). We have the following
Lemma 2.1. If q(t, x) ∈ L2(R+,T) and
∫
T
q(t, x)dx = 0, then
1. There is φ(∞, x, k) such that∫
R
‖φ(t, x, k)− φ(∞, x, k)‖2H1/2(T)dk → 0
as t→∞.
2. For a.e. k,
‖φ(t, x, k)− φ(∞, x, k)‖H1/2(T) → 0 t→∞
Proof. The proof is a trivial calculation. We have∫
R
‖φ(t, x, k)‖2H1/2(T)dk =
=
∑
n6=0
|n|
∫
R
∣∣∣∣∣∣
t∫
0
einkτ qˆ(τ, n)dτ
∣∣∣∣∣∣
2
dk = (2π)2
∫
T
dx
t∫
0
|q(τ, x)|2dτ
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by Plancherel. If φ(∞, x, k) is defined as function on T × R having Fourier coeffi-
cients
∞∫
0
einτkqˆ(τ, n)dτ
then we easily have the first statement of the lemma.
For the second part, it is sufficient to show that for a.e. k we have
h(t1, t2, k) =
∑
n∈Z
|n|
∣∣∣∣∣∣
t2∫
t1
einτk qˆ(τ, n)dτ
∣∣∣∣∣∣
2
→ 0, t1(2) → +∞
since then the convergence will follow from the Cauchy criterion. Let us introduce
hm(t, k) =
∑
n∈Z
|n|
 sup
τ1,τ2>t
∣∣∣∣∣∣
τ2∫
τ1
einτk qˆ(τ, n)dτ
∣∣∣∣∣∣
2

We have
0 ≤ h(t1, t2, k) ≤ hm(t, k), t < t1, t2
and hm(t, k) is decreasing in t (if it exists). Moreover,∫
R
hm(t, k)dk =
∑
n∈Z
|n|
∞∫
−∞
 sup
τ1,τ2>t
∣∣∣∣∣∣
τ2∫
τ1
einτkqˆ(τ, n)dτ
∣∣∣∣∣∣
2
 dk
=
∑
n6=0
∞∫
−∞
 sup
τ1,τ2>t
∣∣∣∣∣∣
τ2∫
τ1
eiτξqˆ(τ, n)dτ
∣∣∣∣∣∣
2
 dξ .∑
n6=0
∞∫
t
|qˆ(τ, n)|2dτ
= 2π‖q‖2L2([t,∞)×T) → 0
Here we used the standard Carleson estimate for the maximal function [6]. Since
hm(t, k) is monotonic, we have hm(t, k)→ 0 for a.e. k. 
We get the following simple corollary
Corollary 2.1. If q(t, x) ∈ L2(R+,T) and
∫
T
q(t, x)dx = 0, then for a.e. k we
have u(t, x− kt, k)→ ν(x, k) in the following sense
‖u(t, x− kt, k)− ν(x, k)‖2L2(T) → 0, t→∞
If we also have q(t, x) ∈ iR, then for a.e. k there is ν(x, k) ∈ H1/2(T) such that
‖u(t, x− kt, k)− ν(x, k)‖2H1/2(T) → 0, t→∞
Proof. We know for a.e. k the limit φ(∞, x, k) exists as a function in H1/2(T). All
other statements follow from Lemmas 6.1, 6.2 in Appendix. 
Remark 4. Similarly, one can show∫
R
‖u(t, x− tk, k)− ν(x, k)‖2H1/2(T)dk → 0, (11)
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provided that q ∈ iR. It follows from lemma 6.2, estimates on the maximal function,
and dominated convergence theorem. Moreover, for a.e. k, all Fourier coefficients
of u(t, x− kt, k) converge as t→∞ regardless of whether q is purely imaginary or
not.
Remark 5. We considered the simplest case of initial data, i.e. u(0, x, k) = 1.
The general case u(0, x, k) = f(x) is almost identical due to multiplicative structure
of the problem. If the potential is square summable and purely imaginary, then we
have the full measure set of k (that depends only on q) for which the equation is
globally well-posed for f in the Krein algebra L∞(T) ∩H1/2(T) [2]. We also have
the stability and the asymptotics at infinity.
There is an instructive case q(t, x) = 2q(t) cosx with q(t) – purely imaginary
square summable on R. In this situation,
ν(x, k) = exp
[(
e−ixqˆ(k)− eixqˆ(k)
)]
(12)
where
qˆ(k) =
∞∫
0
eikτ q(τ)dτ
Notice that for a.e. k the function ν(x, k) is infinitely smooth. Moreover, expanding
into the Taylor series, ∫
T
ν(x, k)dx = H(|qˆ(k)|)
with
H(z) =
∞∑
n=0
(−z2)n
(n!)2
= J0(2z)
Notice that since the Bessel function J0(z) has positive zeroes ([1], Chapter 9), it
is possible to choose q such that
νˆ(0, k) =
∫
T
ν(x, k)dx = 0
on arbitrary interval k ∈ I which means there is no hope to get∫
I
ln |νˆ(0, k)|dk > −∞ (13)
Consider the case when the transport equation is given on the cylinder of large
size 2πh
ut = kux + q(t, x)u, u(0, x) = 1,
and u is h–periodic in x, q is purely imaginary. Scaling in x gives
ψt = kh
−1ψθ + q˜(t, θ)ψ, ψ(0, θ) = 1
where ψ(t, θ, k) = u(t, hθ, k), q˜(t, θ) = q(t, hθ). For the new differential operator,
ih−1∂x, the gaps in the spectrum are of the size h
−1 but, nevertheless, we have
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h−1
∫
R
‖u(T, hx, k)‖2H1/2(T)dk . h−1
1 + T∫
0
h∫
0
q2(t, x)dxdt
 (14)
by scaling. The r.h.s. measures the L2 norm in time of the space averages of q. If it
is bounded, then H1/2 norm of u(T, x, k), when averaged over (0, h), is bounded for
most k. We expect this phenomenon for general situation when the gap condition
deteriorates.
The calculations presented in this section can be easily carried out for the case
when q is more regular, e.g. q ∈ L2(R+, H1/2(T)). That will lead to better regu-
larity of the solution.
3. The model case of N ×N system
In this section, we consider the following evolution
Xt = i(kΛ + V (t))X, X(0) = I, V
∗ = V
and
Λ =

λ1 0 . . . 0
0 λ2 . . . . . .
. . . . . . . . . . . .
0 0 . . . λN

with 0 = λ1 < λ2 < . . . < λN . Sometimes we will allow the eigenvalues to
degenerate, that will require more careful analysis. Denote δj = λj+1 − λj , j =
1, . . . , N − 1. We will also assume that V (t) is locally integrable on R+ and that
Vjj(t) = 0 for all j. The last assumption can be made without loss of generalization.
It is obvious that X(t, k) = {xmn(t, k), 1 ≤ m,n ≤ N} is unitary for real k. For
general k, the following lemma holds true.
Lemma 3.1. For any V ∈ L1loc(R+), we have
|X(t, k)|2 + 2 Imk
t∫
0
X∗(τ, k)ΛX(τ, k)dτ = I, k ∈ C
and
0 ≤
∞∫
0
X∗(τ, k)ΛX(τ, k)dτ ≤ (2 Im k)−1, |X(t, k)| ≤ I, Im k > 0 (15)
Moreover, |X(t, k)| and |X(t, k)|2 decay monotonically in t for k ∈ C+.
Proof. The proof is a trivial corollary from the differential equation itself and mono-
tonicity of the square root. 
Lemma 3.2. Assume that q(t) = ‖V (t)e1‖ belongs to L2(R+). Fix any f ∈ CN
with ‖f‖ = 1.
(a) We have X(t, k)f → πf (k)e1, as t→∞ uniformly on compacts in C+.
(b) For k ∈ C+, |〈X(t, k)f, e1〉| ≥ |〈f, e1〉| − (2λ1 Im k)−1/2 · ‖q‖2 and ∞∫
0
‖P c1X(t, k)f‖2dt
1/2 . (λ1 Im k)−1‖q‖2 + (λ1 Im k)−1/2‖P c1f‖
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(c) 〈X(t, k)f, e1〉 converges to πf (k) on R in the weak-∗ sense. If 〈f, e1〉 6= 0,
then πf (k) is nonzero function in the unit ball in H
∞(C+) and so
∞∫
−∞
ln |πf (k)|
k2 + 1
dk > −∞
(d) For x11(t, k), we have x11(t, k) → x11(∞, k) uniformly over compacts in
C+. Moreover, ∫
R
ln |x11(∞, k)|dk & −λ−11 ‖q‖22 (16)
and
[1− x11(∞, k)]L1,w(R) . ‖q‖22, ‖1− x11(∞, k)‖Lp(R) ≤ C(p)‖q‖2/p2 , 1 < p <∞
(17)
Proof. Denote u(t, k) = X(t, k)f . It is entire in k. We have ut = ikΛu + iV u,
u(0, k) = f . Then,
〈u(t, k), e1〉 = 〈f, e1〉+ i
t∫
0
〈u(τ, k), V (τ)e1〉dτ (18)
Since V11(t) = 0, we have 〈u(τ, k), V (τ)e1〉 = 〈P c1u(τ, k), V (τ)e1〉. From (15), we
have
∞∫
0
‖P c1u(τ, k)‖2dτ ≤ (2λ1 Im k)−1
Thus 〈u(τ, k), V (τ)e1〉 ∈ L1(R+) by Cauchy-Schwarz and that proves convergence
of 〈u(t, k), e1〉 to some πf (k) and
|πf (k)− 〈f, e1〉| ≤ (2λ1 Im k)−1/2‖q‖2 (19)
Consider ψ(t) = P c1u. We have
ψt = ikP
c
1ΛP
c
1ψ + iP
c
1V P
c
1ψ + iP
c
1V P1u, ψ(0) = P
c
1 f
If
l(t, k) = iP c1V P1u = i〈u, e1〉P c1V e1
then ∫ ∞
0
‖l(τ, k)‖2dτ ≤ ‖q‖22
since |〈u, e1〉| ≤ 1. Thus,
d
dt
(‖ψ‖22) ≤ −2λ1 Im k‖ψ‖22 + 2‖l‖ · ‖ψ‖, ‖ψ(0, k)‖ ≤ 1
and we have
‖ψ(t, k)‖ . e−αt‖P c1 f‖+
t∫
0
e−α(t−τ)‖l(τ)‖dτ, α = λ1 Im k
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So,  ∞∫
0
‖ψ(τ, k)‖2dτ
1/2 . (λ1 Im k)−1‖q‖2 + (λ1 Im k)−1/2‖P c1f‖ (20)
and ‖ψ(t, k)‖ → 0 uniformly on compacts in C+. That proves (a) through (b).
The properties of πf (k) stated in (c) follow from the mean-value inequality for
subharmonic function ln |πf (k)| and (19).
If f = e1, then (18) and (20) yield
|x11(t, iy)− 1| . λ−11 y−1‖q‖22
The proof of (d) repeats the arguments in lemma 1.2. 
As a simple corollary of (c), we get existence of the weak-∗ limits for x1j(t, k)
on the real line (j = 2, . . . , N). Denote them by x1j(∞, k). The next lemma gives
a stronger convergence result and is an analog of lemma 1.3
Lemma 3.3. Assume that q(t) = ‖V (t)e1‖ belongs to L2(R+). Then,
∞∫
−∞
|x1j(t, k)− x1j(∞, k)|2dk → 0, j = 1, . . . , N
as t→∞.
Proof. For any t1 < t2 the semigroup property yields
x1j(t2, k) =
N∑
m=1
x1m(t1, t2, k)xmj(t1, k)
where X(t1, t2, k) has matrix elements {xij(t1, t2, k)}. Therefore,
x1j(t2, k)− x1j(t1, k) =
∑
m>1
x1m(t1, t2, k)xmj(t1, k) + (x11(t1, t2, k)− 1)x1j(t1, k)
= I1 + I2
By (17), we have
‖I2(k)‖L2(R) → 0
as t1(2) →∞. The Cauchy-Schwarz and unitarity of X give
|I1(k)|2 ≤ 1− |x11(t1, t2, k)|2 ≤ −2 ln |x11(t1, t2, k)|
and thus
‖I1(k)‖L2(R) → 0
by (16). Therefore, x1j(t, k) is Cauchy in L
2(R) and must have a limit equal to the
the weak-∗ limit x1j(∞, k). 
For fixed f , we have πf = x11(∞, k)f1 + . . .+ x1N (∞, k)fN and so
Corollary 3.1. If q(t) = ‖V (t)e1‖ ∈ L2(R+), then∫
R
|P1X(t, k)f − πf (k)|2dk → 0
for any f ∈ CN .
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This result is somewhat surprising since we do not assume anything about P c1V P
c
1
except local integrability.
Now, we are going to prove results on convergence of all elements of the matrix
X and need to assume more on V . Let ‖V ‖ ∈ L2loc(R+) and T is a fixed positive
constant. We start with the following simple observation. Fix 1 < j < N and con-
sider vector u(t) (it will be different for different j but we suppress this dependence
for shorthand) which solves
d
dt
u(t) = i(kΛ + V )u, 0 < t < T (21)
and satisfies the following boundary conditions. Let a(t) denote the vector contain-
ing the first j−1 components of u, b(t) is the j–th component of u, and c(t) contains
the j + 1, . . . , N components of u. Then, we require that c(0) = 0, b(0) = 1, and
a(T ) = 0. This solution does not have to exist, but for Im k large enough or small
V it does, it is unique, and it allows two different representations. One of them is
through X . Let Xj = P1≤k≤jXP1≤k≤j , where P1≤k≤j is the projection onto the
first j coordinates. Then, assuming that u exists,
Xj(T )(a(0), 1)
t = b(T )(0, . . . , 0, 1)t (22)
By the Laplace theorem for determinants, we have
∆j−1b(T ) = ∆j (23)
where ∆j = detXj. Provided that ul exists for any l = 1, . . . , j, iteration yields
∆j(T, k) = b1(T, k) · . . . · bj(T, k) (24)
The b1(t, k) can be identified with x11(t, k).
The existence of u(t, k) for large Im k and its analytical properties follow from
the standard asymptotical method for systems of ODEs close to diagonal. We can
write (21) as 
a′ = (ikΛa +Q11)a+Q12b+Q13c
b′ = Q21a+ ikλjb+Q23c
c′ = Q31a+Q32b+ (ikΛc +Q33)c
where Qnl are the corresponding blocks of iV and
Λa = P1≤n≤j−1ΛP1≤n≤j−1, Λc = Pj+1≤n≤NΛPj+1≤n≤N
Let U1 and U2 be solutions to the following Cauchy problems
d
dt
U1(τ, t, k) = (ikΛa +Q11)U1(τ, t, k), U1(τ, τ, k) = I
d
dt
U2(τ, t, k) = (ikΛc +Q33)U2(τ, t, k), U2(τ, τ, k) = I
Since Q11 and Q33 are antisymmetric, we have the following obvious estimates
‖U1(τ, t, k)‖ ≤ exp(λj−1 · Im k · (τ − t)), t < τ (25)
‖U2(τ, t, k)‖ ≤ exp(−λj+1 · Im k · (t− τ)), τ < t (26)
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The integral equations for the boundary conditions specified are
a(t) = −
∫ T
t
U1(τ, t, k) [Q12(τ)b(τ) +Q13(τ)c(τ)] dτ
b(t) = exp(ikλjt) +
∫ t
0
exp(ikλj(t− τ)) [Q21(τ)a(τ) +Q23(τ)c(τ)] dτ
c(t) =
∫ t
0
U2(τ, t, k) [Q31(τ)a(τ) +Q32(τ)b(τ)] dτ
(27)
Consider u˜ = exp(−ikλjt)u. Then, for u˜, we have the operator equation
u˜(t) = f(t) +Du˜
where f(t) = ej and D is the corresponding integral operator. If y = Im k >> 1,
then D2 is contraction in the ball of radius 1 in the space B, where
B = L× . . .× L× L∞(0, T )× L× . . .× L
and L is the space with the norm ‖·‖∞+‖·‖2. In fact, by (25), (26), Cauchy-Schwarz
and Young inequalities,
‖(D)1(3)‖∞ . ‖Q‖2y−1/2, ‖(D)1(3)‖2 . ‖Q‖2y−1, ‖(D)2‖ . ‖Q‖2
‖(D2)1(3)‖∞ . ‖Q‖22y−1/2, ‖(D2)1(3)‖2 . ‖Q‖22y−1, ‖(D2)2‖ . ‖Q‖22y−1
Thus, there is a unique solution which belongs to B. Assuming T =∞ and ‖V ‖ ∈
L2(R+), we have u(t) = exp(iλjkt)(b(∞, k)ej + o¯(1)). This is a well-know result in
the asymptotical theory of ODE but it is valid for either large positive Im k or fixed
Im k > 0 and small ‖V ‖2. It does not require any information on Q11 and Q33.
Notice that b(T, k) = exp(iλjkT )(1 +O((Im k)
−1)). Then, (24) yields invertibility
of each Xj for large Im k. Also, since ∆j is entire in k, the formula
b(T, k) = ∆j∆
−1
j−1
allows to define b for any k as a meromorphic function.
For k = iy, y >> 1 we have the following asymptotical expansion
u˜ = f +Df +D2f + . . .
Df =

−
T∫
t
U1(τ, t, iy)e
−yλj(τ−t)Q12(τ)dτ
0
t∫
0
U2(τ, t, iy)e
yλj(t−τ)Q32(τ)dτ

and (
D2f
)
2
(T ) =
T∫
0
[Q21(τ)(Df)1(τ) +Q23(τ)(Df)3(τ)] dτ
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Denote Ψ2(τ, t, y) = U2(τ, t, iy)e
yλj(t−τ), Ψ1(τ, t, y) = U1(τ, t, iy)e
yλj(t−τ). Substi-
tuting the Duhamel expansions for Ψ1(2) into the formula above, one gets
(
D2f
)
2
(T ) = y−1
 T∫
0
Q23(t)(Λc − λj)−1Q32(t)dt
−
T∫
0
Q21(t)(λj − Λa)−1Q12(t)dt
 + o¯(y−1)
Since Qlj = iVlj and |(D3f)2(T, iy)| = o¯(y−1), we have
b(T, iy) = exp(−yTλj)
1 + y−1
j−1∑
k=1
(λj − λk)−1
T∫
0
|Vkj(τ)|2dτ
−
N∑
k=j+1
(λk − λj)−1
T∫
0
|Vkj(τ)|2dτ
+ o¯(y−1)

From (24), we have
ln∆j(T, iy) = −(λ1 + . . .+ λj)yT
− y−1
j∑
k=1
N∑
l=j+1
|λl − λk|−1
T∫
0
|Vkl(τ)|2dτ + o¯(y−1) (28)
The similar calculation can be done in the general case when Im k → +∞.
We are ready to prove the following
Theorem 3.1. If
I(V ) =
j∑
k=1
N∑
l=j+1
|λl − λk|−1
∞∫
0
|Vkl(τ)|2dτ <∞
then g(t, k) = ∆j(t, k) exp(−ikt(λ1+. . .+λj)) converges in C+ to a function g(∞, k)
which is in the unit ball in H∞(C+). Moreover,
g(t, k)− g(∞, k) ∈ H2(C+), ‖g(t, k)− g(∞, k)‖2 →∞
and
0 ≥
∫
R
ln |g(∞, k)|dk ≥ −πI(V ),
∫
R
|1− g(∞, k)|pdk ≤ C(p)I(V ), 1 < p <∞
(29)
Proof. Consider g(t, k) for any t > 0. It is entire in k and |g(t, k)| ≤ 1 for real k
since Xj is a contraction for Im k ≥ 0. Moreover, we know its asymptotics for large
Im k which implies that g(t, k) is in the unit ball in H∞(C+) and
0 ≥
∫
R
ln |g(t, k)|dk ≥ −πI(V )
Arguing like in the proof of lemma 1.2, we write g(t, k) = 1 + h(t, k). Then
Reh(t, k) ≤ 0 and
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∫
R
Reh(t, k)dk = −πI(V )
which implies
‖1− g(t, k)‖L1,w(R) . I(V ), ‖1− g(t, k)‖Lp(R) ≤ C(p) [I(V )]1/p , 1 < p <∞
Let 0 ≤ s1(k, t) ≤ s2(k, t) ≤ . . . ≤ sj(k, t) ≤ 1 be singular numbers of Xj(t, k).
Then,
0 ≥
∫
R
(
ln s21(k, t) + . . .+ ln s
2
j(k, t)
)
dk ≥ −2πI(V )
and therefore ∫
R
tr(Ij×j − |Xj(t, k)|2)dk ≤ 2πI(V ) (30)
Write X(t, k) in the block form
X(t, k) =
[
Xj Yj
Zj Wj
]
Since X is unitary, (30) can be rewritten∫
R
tr|Yj(t, k)|2dk ≤ 2πI(V ),
∫
R
tr|Zj(t, k)|2dk ≤ 2πI(V ) (31)
Now, that all necessary uniform bounds are obtained, we can prove the conver-
gence result. For any t1 < t2, the semigroup property in the block form yields the
identity
Xj(t2, k) = Xj(t1, t2, k)Xj(t1, k) + Yj(t1, t2, k)Zj(t1, k)
As t1(2) →∞, we have ∫
R
tr|Yj(t1, t2, k)|2dk → 0
So, ∫
R
|detXj(t2, k)− detXj(t1, t2, k) · detXj(t1, k)|2 dk → 0, t1(2) →∞
On the other hand,∫
R
|detXj(t1, t2, k)− exp(ik(t2 − t1)(λ1 + . . .+ λj))|2 dk → 0
as t1(2) → ∞. So, 1 − g(t, k) is Cauchy in H2(C+) and we have convergence
g(t, k)→ g(∞, k) uniformly over the compacts in C+. Since each g(t, k) is analytic
contraction, the limit g(∞, k) as an analytic contraction as well. The bounds (29)
can be obtained through the argument identical to the one used to handle g(t, k).

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Remark 6. Notice that the theorem was proved under the assumption that all
eigenvalues of Λ are non-degenerate. That was used in the proof of the asymptotics
for b. In the meantime, due to cancelation in (28), the statement of theorem 3.1 as
well as (31) holds under the assumption that λj < λj+1 and the other eigenvalues
can degenerate.
The estimates for determinants and (31) can be obtained for Wj−1 as well and
that yields the following important result.
Theorem 3.2. If
I ′(V ) =
j∑
k=1
N∑
l=j
|λl − λk|−1
∞∫
0
|Vkl(τ)|2dτ <∞, (remember that Vjj(t) = 0)
then ∫
R
|xjj(t, k)− exp(iλjtk)|2dk . I ′(V )
Moreover, there is x˜jj(∞, k) such that∫
R
|xjj(t, k) exp(−iλjtk)− x˜jj(∞, k)|2 dk → 0
and ∫
R
|x˜jj(∞, k)− 1|2dk . I ′(V )
Proof. The estimate (31), applied to Xj and Wj−1, yields∫
R
∑
l 6=j
(|xlj(t, k)|2 + |xjl(t, k)|2) dk . I ′(V )
Expanding in the last raw, we have
∆j = xjj∆j−1 + r, r = xj1Aj1 + . . .+ xj,j−1Aj,j−1 (32)
where {Alm} are cofactors of Xj .
Lemma 3.4. If Z is j × j contraction then the adjoint C = adjZ is contraction
as well. In particular,
|A11|2 + . . .+ |A1j |2 ≤ 1 (33)
where Aik is (i, k)–cofactor of Z.
Proof. Take any α = (α1, . . . αj) with ‖α‖2 = 1. Replace the first raw of Z by α
and denote the resulting matrix by Zα. By Laplace theorem,
detZα = α1A11 + . . .+ αjA1j
On the other hand, Hadamard’s estimate gives
| detZα| ≤ h1 . . . hj ≤ 1
where hl is the ℓ
2–length of the l–th raw of Zα. Since α is arbitrary, we get (33).
This implies ‖Ce1‖ ≤ 1. Take any unitary U . We have UCU−1 = adj (UZU−1).
Therefore,
‖CU−1e1‖ ≤ 1
Since U is arbitrary, ‖Cx‖ ≤ ‖x‖ for any x. 
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By lemma, we have ∫
R
|r(k)|2dk . I ′(V )
Since ∫
|∆j − exp(ikt(λ1 + . . .+ λj))|2 dk . I ′(V )
and ∫
|∆j−1 − exp(ikt(λ1 + . . .+ λj−1))|2 dk . I ′(V )
the formula (32) yields∫
R
|xjj(t, k)− exp(iktλj)|2 dk . I ′(V )
Using the semigroup property one can show that xjj(t, k) exp(−iktλj)−1 is Cauchy
in L2(R) which implies existence of the limit. 
Corollary 3.2. Let ∑
k 6=l
∞∫
0
|λk − λl|−1|Vkl(t)|2dt <∞
Consider X˜(t, k) = exp(−iktΛ)X(t, k). Then X˜(t, k) → X˜(∞, k) in the strong
sense, i.e., ∫
R
‖X˜(t, k)f − X˜(∞, k)f‖2dk → 0
for any f .
Proof. The proof is a standard application of the semigroup property and the pre-
vious results. 
We are going to consider now a somewhat special case when the frequencies
degenerate in different ways. The first situation is a model for Schro¨dinger evolution
on 1–d torus.
Assume that λj−1 < λj = λj+1 < λj+2 for some j : 1 < j < N . We will try
to understand how the P{j,j+1}X(t, k)P{j,j+1} part of X(t, k) behaves for large t.
Consider the following evolutions
Ψ′(τ, t, k) = i
(
kλjI2×2 +
[
0 Vj,j+1(t)
Vj+1,j(t) 0
])
Ψ(τ, t, k), Ψ(τ, τ, k) = I2×2
W ′(τ, t) = i
[
0 Vj,j+1(t)
Vj+1,j(t) 0
]
W (τ, t), W (τ, τ) = I2×2
Obviously, W is k–independent and is unitary since Vj,j+1 = V¯j+1,j . For Ψ, we
have Ψ = exp(ikλjt)W .
Notice that for real or purely imaginary Vj,j+1 the matrix that diagonalizes the
perturbation is t–independent and we can assume that Vj,j+1(t) = 0 without loss
of generality. We will consider the general case. The proof of the following result
repeats the argument given above with minor changes which we will explain.
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Theorem 3.3. Assume that λj−1 < λj = λj+1 < λj+2 and
I ′′(V ) =
j−1∑
k=1
j+1∑
l=j
|λl−λk|−1
∞∫
0
|Vkl(τ)|2dτ+
j+1∑
k=1
N∑
l=j+2
|λl−λk|−1
∞∫
0
|Vkl(τ)|2dτ <∞,
Consider Y (t, k) = P{j,j+1}X(t, k)P{j,j+1}. Then,∫
R
‖Y (t, k)−Ψ(0, t, k)‖2dk . I ′′(V ) (34)
Moreover, ‖Ψ−1(0, t, k)Y (t, k)− Y˜ (∞, k)‖ → 0 in L2(R) and∫
R
‖Y˜ (∞, k)− I‖2dk . I ′′(V )
Proof. We repeat the proofs of theorems 3.1 and 3.2 with the following modifica-
tions. Instead of a single vector u satisfying b(0, k) = 1, we consider its N × 2
matrix version. Let us denote the matrix containing first j − 1 rows of u by a, b is
formed by j, j + 1 rows and is therefore 2× 2 matrix, and c is built of j + 2, . . . , N
rows of u. Then, the boundary conditions would be
a(T, k) = 0, b(0, k) = I2×2, c(0, k) = 0
The analogs of (22) and (23) are
Xj+1(T, k)
[
a(0, k)
I2×2
]
=
[
0
b(T, k)
]
Multiplying from the left with the adjoint of Xj+1(T, k) and taking the 2×2 blocks
in the “southeastern corner”, we have
∆j+1(T, k) · I2×2 = A(T, k) · b(T, k),
A(T, k) =
[
Ajj(T, k) Aj+1,j(T, k)
Aj,j+1(T, k) Aj+1,j+1(T, k)
]
(35)
By Remark 6, we already know that∫
R
|∆j+1(T, k)− exp(ikT (λ1 + . . .+ λj−1 + 2λj))|2dk . I ′′(V )
∫
R
|∆j−1(T, k)− exp(ikT (λ1 + . . .+ λj−1))|2dk . I ′′(V )
and ∫
R
∑
l 6=j,j+1
[
|xl,j(T, k)|2 + |xl,j+1(T, k)|2
+|xj,l(T, k)|2 + |xj+1,l(T, k)|2
]
dk . I ′′(V ) (36)
Combining these estimates and using the Laplace theorem for determinants, we
have ∫
R
| detY (T, k)− exp(2ikTλj)|2dk . I ′′(V ) (37)
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The analog of (27) is
a(t) = −
∫ T
t
U1(τ, t, k) [Q12(τ)b(τ) +Q13(τ)c(τ)] dτ
b(t) = Ψ(0, t, k) +
∫ t
0
Ψ(τ, t, k) [Q21(τ)a(τ) +Q23(τ)c(τ)] dτ
c(t) =
∫ t
0
U2(τ, t, k) [Q31(τ)a(τ) +Q32(τ)b(τ)] dτ
(38)
The similar perturbation argument gives
b(T, iy) = Ψ(0, T, iy)
(
I2×2 + y
−1Γ + o¯(y−1)
)
, y → +∞
where
Γ =
∫ T
0
W (t, 0)Q23(t)(Λc − λj)−1Q32(t)W (0, t)dt
−
∫ T
0
W (t, 0)Q21(t)(λj − Λa)−1Q12(t)W (0, t)dt
Consider
C(T, k) = A(T, k)Ψ(0, T, k) exp(−ikT (λ1 + . . .+ λj−1 + 2λj)) (39)
Since we know asymptotical expansion for ∆j+1 as Im k→ +∞, (35) yields
C(T, iy) = I2×2 − y−1(Γ + Ij+1(V ) · I2×2) + o¯(y−1)
Notice that
0 ≤ Γ + Ij+1(V ) · I2×2 . I ′′(V )
By lemma 3.4, A(T, k) is contraction for Im k ≥ 0 and so is C(T, k) for real k.
C(T, k) is also entire in k and we know its asymptotics for large Im k which implies
that C(T, k) is contraction for k ∈ C+. Write C(T, k) = I2×2 +H(T, k). Then,
2ReH(T, k) + |H(T, k)|2 ≤ 0 (40)
Since (ReH(T, k)ξ, ξ) is harmonic for any ξ ∈ C2, comparison of asymptotics for
y →∞ gives
−
∫
R
ReH(T, k)dk . I ′′(V )
and then (40) yields ∫
R
‖H(T, k)‖2dk . I ′′(V ) (41)
Next, notice that
A(T, k) = ∆j−1(T, k)
[
xj+1,j+1(T, k) −xj,j+1(T, k)
−xj+1,j(T, k) xj,j(T, k)
]
+ r(T, k)
and ∫
R
‖r(T, k)‖2dk . I ′′(V )
20 SERGEY A. DENISOV
due to (36). On the other hand, we know the asymptotics of ∆j−1(T, k) which
together with (39) and (41) give∫
R
‖ exp(2ikTλj)− (adjY (T, k)) ·Ψ(0, T, k)‖2dk . I ′′(V ) (42)
since
adjY (T, k) =
[
xj+1,j+1(T, k) −xj,j+1(T, k)
−xj+1,j(T, k) xj,j(T, k)
]
Denote the matrix under the norm in (42) by µ. We have ‖Y µ‖ ≤ ‖µ‖ since Y is
a contraction and therefore∫
R
‖ exp(2ikTλj)Y (T, k)− detY (T, k) ·Ψ(0, T, k)‖2dk . I ′′(V )
By (37), we have (34). The rest is standard. 
The method can be carried over to the case when the multiplicity of frequencies
are higher than 2. Using these results we can obtain the “asymptotics” of solution
for any λ1 ≤ . . . ≤ λN provided that ‖V ‖ ∈ L2(R+). However, the constants in our
estimates will blow up when some δj = λj+1 − λj ∼ 0.
Assume we are in the situation when λ1 = λ2 = . . . = λm < λm+1. The simple
matrix version of lemma 3.2 gives
Proposition 3.1. If λ1 = λ2 = . . . = λm < λm+1 and
v˜(t) = ‖P{1,...,m}V (t)P{m+1,...}‖ ∈ L2(R+)
then ∫
R
‖P{m+1,...}X(T, k)en‖2dk . ‖v˜‖2λ−1m+1, n = 1, . . . ,m
If λm+1 >> 1, this means rather strong localization of the solution. Therefore,
we pose the following
Open problem. Is it possible to improve the estimate on∫
R
‖P{m,...}X(T, k)e1‖2dk
for large m assuming only λ1 < λ2 < . . . and some off-diagonal decay for V ? The
conjecture might be that
sup
T>0
∫
R
‖
√
ΛX(T, k)e1‖2dk <∞ (43)
for suitable L2 condition on V . That could lead to better understanding of Schro¨dinger
evolution on the circle.
The calculations below will be extensively used in later sections to handle special
evolutions equations. We will empasize the dependence of I ′(V ) on j by writing
I ′j(V ).
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(a) Let Vij(t) = qi−j(t) where qj(t) = q−j(t) and
‖q‖22 =
∞∫
0
N∑
l=1
|ql(t)|2dt <∞
Assume also that |λl − λm| & |l −m|. Then for any j we have (remember
that q0(t) = 0)
I ′j(V ) .
∑
k≤0
∑
l≥0
1
|k − l|
∞∫
0
|qk−l(t)|2dt . ‖q‖22
(b) Take the same V but assume that λj ∼ jm. Then,
I ′j(V ) .
j∑
k=1
∞∑
l=j
1
lm − km
∞∫
0
|qk−l(t)|2dt . j−(m−1)‖q‖22 (44)
In the second case, the condition on V can be relaxed. If λ2j = λ2j+1 ∼ jm, the
estimate for I ′′j (V ) is similar.
4. The case of Hilbert spaces and applications to Schro¨dinger
evolution on the circle
In this section, some results from the previous section are generalized to the case
N =∞. We will also give various applications to the Schro¨dinger evolution on the
circle.
Consider the selfadjoint operator Λ on H = ℓ2(Z) with discrete spectrum {λn}
where λn is nondecreasing sequence. Let Q(t) be operator-valued function with
norm ‖Q(t)‖ bounded for a.e. t and
‖Q(t)‖ ∈ L1loc(R+) (45)
The weak solution to
ut(t, k) = ikΛu(t, k) +Q(t)u(t, k), u(0, k) = ψ (46)
is the solution to
u(t, k) = X0(0, t, k)ψ +
∫ t
0
X0(τ, t, k)Q(τ)u(τ, k)dτ
which follows from the Duhamel formula. Here X0(τ, t, k) denotes solution to the
unperturbed evolution. We will write u(t, k) = X(0, t, k)ψ.
There are some general results that prove the weak solution is in fact a “strong
solution” provided that the initial value and potential Q are “regular enough”. We
will study the behavior of weak solution. The condition (45) is sufficient for the
iterations of (46) to converge in the space L∞([0, T ],H) for any T > 0 with the
obvious estimate
‖u(t, k)‖ ≤ exp
(∫ t
0
‖Q(τ)‖dτ
)
‖ψ‖
The following stability result will allow us to use the standard approximation tech-
nique. Let Πn = P{−n,...,n}, a projection in ℓ
2(Z).
Lemma 4.1. (Approximation lemma). If ‖Q(t)‖ ∈ L1(0, T ) and Qn(t) =
ΠnQ(t)Πn, then ‖un(T, k)− u(T, k)‖ → 0 as n→∞.
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Proof. Each term in the corresponding series is a multilinear operator
Gm(Q, . . . , Q) =
∫ T
0
∫ τ1
0
. . .
∫ τm−1
0
X0(τ1, T, k)Q(τ1)X0(τ2, τ1, k) . . .
Q(τm)X0(0, τm, k)ψdτ1 . . . dτm
or
Gm(Qn, . . . , Qn) =
∫ T
0
∫ τ1
0
. . .
∫ τm−1
0
X0(τ1, T, k)Qn(τ1)X0(τ2, τ1, k) . . .
Qn(τm)X0(0, τm, k)ψdτ1 . . . dτm
Write
Gm(Qn, . . . , Qn) = Gm(Qn, . . . , Qn, Q) +Gm(Qn, . . . , Qn, Qn −Q)
and use linearity for the second term, etc. Then,
Gm(Qn, . . . , Qn)−Gm(Q, . . . , Q)
can be written as a sum of m terms and each of them converges to zero. Indeed,∫ T
0
. . .
∫ τm−1
0
‖Qn(τ1)‖ · . . . · ‖Qn(τj−1‖ · ‖
(
Q(τj)−Qn(τj)
)
X0(τj+1, τj , k)Q(τj+1)
. . .Q(τm)X0(0, τm, k)ψ‖dτ1 . . . dτm → 0
by dominated convergence theorem. Therefore∑
m≥1
Gm(Qn, . . . , Qn)→
∑
m≥1
Gm(Q, . . . , Q), n→∞
since we also have a bound
|Gm(V, . . . , V )| ≤ 1
m!
(∫ T
0
‖V (t)‖dt
)m
‖ψ‖
which takes care of the tails in the series. 
It is now easy to prove
Lemma 4.2. If Q(t) = iV (t), where V (t) is selfadjoint and ‖V (t)‖ ∈ L1loc(R+),
then X(τ, t, k) is unitary and it satisfies the semigroup property
X(t1, t2, k) ·X(t0, t1, k) = X(t0, t2, k)
Proof. The semigroup property and preservation of the norm follow from the Ap-
proximation lemma and the corresponding results for finite systems of ODE’s. We
also have
X(0, t, k) ·X(t, 0, k) = X(t, 0, k) ·X(0, t, k) = I
which implies that X is unitary. 
Next, we prove an analog of theorem 3.2. Denote the matrix elements of V (t)
and X(t, k) by Vmn(t) and xmn(t, k), respectively. For simplicity, we again make
an assumption that Vnn(t) = 0 for any n.
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Theorem 4.1. Assume that ‖V ‖ ∈ L1loc(R+), λ−1 < λ0 = 0 < λ1, and
I ′(V ) =
∑
k≤0
∑
l≥0
|λl − λk|−1
∞∫
0
|Vkl(τ)|2dτ <∞, (V00(t) = 0)
Then, ∫
R
|x00(t, k)− x00(∞, k)|2dk → 0∫
R
|x00(∞, k)− 1|2dk . I ′(V )
Proof. For truncated potentials V (n) = ΠnVΠn, the theorem 3.2 is applicable and
the resulting estimates are uniform in n. Since for each fixed k we have convergence
x
(n)
jl (t, k)→ xjl(t, k), n→∞
and uniform estimates ∫
R
|x(n)00 (t, k)− 1|2dk . I ′(V )
∫
R
∑
l 6=0
(|x(n)0l (t, k)|2 + |x(n)l0 (t, k)|2)dk . I ′(V )
we can go to the limit as n→∞ to get∫
R
|x00(t, k)− 1|2dk . I ′(V ),
∫
R
∑
l 6=0
(|x0l(t, k)|2 + |xl0(t, k)|2)dk . I ′(V )
The rest is the standard application of semigroup property and unitarity of X . 
Most results from the previous section can be adjusted similarly including the
case when the frequencies have multiplicity. In particular, we can consider Schro¨dinger
evolution on, say, one-dimensional circle
ut = −ikuθθ + iV (t, θ)u, u(0, k) = ψ(θ) ∈ L2(T).
We are interested in the weak solution and assume that V is real-valued and
‖V (t, θ)‖∞ ∈ L1loc(R+). In this case, on the Fourier side, equation takes form
uˆt = ikΛuˆ+ iVˆ ∗ uˆ, uˆ(0, k) = ψˆ ∈ ℓ2
where Λ is diagonal λ0 = 0, λn = n
2 and all eigenvalues but the principal one (i.e.,
λ0 = 0) have multiplicity 2. Write Λ in the basis {1, eiθ, e−iθ, . . . , einθ, e−inθ, . . .}
Λ =

0 0 0 0 0 . . .
0 1 0 0 0 . . .
0 0 1 0 0 . . .
0 0 0 4 0 . . .
0 0 0 0 4 . . .
. . . . . . . . . . . . . . . . . .

We also always assume without loss of generality that∫
T
V (t, θ)dθ = 0, t > 0
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Consider the following k–independent evolution
Ψ′n(t) = i
[
0 Vˆ (2n, t)
Vˆ (2n, t) 0
]
Ψn(t), Ψn(0) = I2×2, n ≥ 1
where
Vˆ (2n, t) =
∫
T
V (t, θ)e2inθdθ
Notice that if Vˆ (2n, t) = 0 for all t, then Ψn(t) are trivial. Also, if Vˆ (2n, t) is
real or purely imaginary, we can write the explicit formula for Ψn(t). That can be
satisfied, e.g., if V is even or odd.
Take
W (0, t, k) = X0(0, t, k) ·
 1 0 0 . . .0 Ψ1(t) 0 . . .
0 0 Ψ2(t) . . .

where X0(0, t, k) is the free Schro¨dinger evolution.
Theorem 4.2. Assume that
‖V (t, θ)‖∞ ∈ L1loc(R+) (47)
and V (t, θ) ∈ L2(R+ × T). Then for any ψ ∈ L2(T) the weak solution u(t, k)
satisfies ∫
I
‖W−1(0, t, k)uˆ(t, k)− Ĥψ‖2dk → 0, as t→∞
for any I ⊂ R, |I| <∞. The operator H is defined as bounded operator from L2(T)
to the space of functions h(θ, k) satisfying ‖h(θ, k)‖2L2(T) ∈ L1loc(R).
Proof. Denote the matrix elements of X˜(t, k) = W−1(0, t, k)X(t, k) by x˜mn(t, k).
Fix n and take, say, ψ(θ) = einθ. Let uˆ be the corresponding solution, i.e. the
α(n)–th column of X˜. The choice ψ(θ) = e−inθ gives the α + 1–th column. From
the Approximation lemma, theorem 4.1 (adapted by the theorem 3.3), and (44) we
know ∑
m∈Z+
|x˜mα(t, k)|2 = 1, t > 0, k ∈ R∫
R
|1− x˜αα(t, k)|2dk . ‖V ‖2,
∫
R
|x˜αα(t, k)− x˜αα(∞, k)|2dk → 0
and∫
R
∑
m 6=α
|x˜mα(t, k)|2dk . ‖V ‖2,
∫
R
|x˜mα(t, k)− x˜mα(∞, k)|2dk → 0, m 6= α
Moreover, (31) gives the following uniform estimates∫
R
∑
|m|>l
|x˜mα(t, k)|2dk . C(n)l−1‖V ‖2, l >> n (48)
which implies ∫
R
∑
m 6=α
|m|γ |x˜mα(t, k)|2dk . C(n)‖V ‖2 (49)
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for any γ < 1. Therefore,∫
R
∑
m>0
|x˜mα(t, k)− x˜mα(∞, k)|2dk → 0
By linearity, we can prove existence of the limit for any trigonometric polynomial
ψ = T (θ). Denote the corresponding limit by [HT ](θ, k). That gives a linear
operator H defined on the set dense in L2(T). We have
‖X˜(t, k)Tˆ‖ = ‖T ‖
for any k and t and so for any I ⊂ R∫
I
∫
T
|[HT ](θ, k)|2dθdk = |I| · ‖T ‖2
Therefore, H can be extended to a bounded operator on L2(T) such that∫
I
∫
T
|[Hψ](θ, k)|2dθdk = |I| · ‖ψ‖2
If ψ is fixed, the last identity implies that ‖Hψ‖ = ‖ψ‖ for a.e. k. 
Notice that the condition (47) was used only to guarantee the global existence
of the weak solution for any k and can probably be dropped. The solution corre-
sponding to the initial value ψ = 1 is special in a way that we always have∫
R
ln |x11(t, k)|dk & −‖V ‖22
and that means |x11(t, k)| > 0 for a.e. k (compare with (13)).
The following proposition is the direct corollary from (49)
Proposition 4.1. Take ψ = 1 and assume that ‖V (t, θ)‖∞ ∈ L1loc(R+) and
V (t, θ) ∈ L2([0, T ]× T) for any T > 0. Then,∫
R
‖u(T, θ, k)‖2
H˙γ(T)
dk .
T∫
0
∫
T
|V (t, θ)|2dθdt
for any γ < 1/2.
The analogous bound can be proved for any sufficiently smooth function ψ.
Assuming that V is only bounded on the strip R+ × T this estimate shows that
k–averaged Hγ norm is finite and grows not faster than
√
t.
Remark 7. Now, assume that
T∫
0
∫
T
|V (t, θ)|2dθdt < C
Consider the first T columns in X(0, T, k) and denote by M the set of those for
which ∫
R
∞∑
l=T+1
|xlm(0, T, k)|2dk > σT−2
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Due to (31), we have |M | < Cσ−1T and by taking σ large we have that at least a
half of the first T columns are strongly localized for many k. In this argument, M
can depend on T , in principle.
In the case of transport equation, our method allows us to reproduce that the
solutions are in H1/2. Indeed, we have∫
R
∑
m≤0,n≥0,m 6=n
|xmn(t, k)|2dk . ‖V ‖22
where xmn(t, k) are the matrix elements of the evolution operator in the Fourier
representation. In the meantime, we have xmn(t, k) = exp(ikmt)xn−m,0(t, k) which
yields ∫
R
‖X(t, k) · 1‖2
H˙1/2(T)
dk =
∫
R
∑
n6=0
|n| · |xn0(t, k)|2dk . ‖V ‖22
5. Evolution with deteriorating gap condition: the short-range
interactions.
This section contains the main results of the paper. Unfortunately, they handle
only the short-range potentials and even in this case are far from optimal.
Consider, e.g., the following model
ut = −ikt−2uθθ + iV (t, θ)u, t > 1 (50)
V is real and
u(1, θ) = 1
Similar evolution equation appears as the WKB correction in the three-dimensional
Schro¨dinger dynamics [5]. We assume that V is real-valued and satisfies
‖V (t, θ)‖L∞(T) . t−γ ,
where 0 ≤ γ ≤ 1 is to be specified later.
On the Fourier side, the equation can be written as
uˆ′ = ikt−2Λuˆ+ iVˆ ∗ uˆ, uˆ(1) = δ0
and Λ is diagonal with elements n2, n ≥ 0. The multiplicity of each eigenvalue is
two as long as n > 0, the principal eigenvalue is non-degenerate. Clearly, this case
can not be handled by the methods considered in the previous section since the
distance between eigenvalues decays like t−2 which might lead to significant growth
of the Sobolev norms even for “typical” k. Instead, as results of the previous section
suggest, we should introduce the scaled Sobolev norms
‖u‖s,t = t−s‖u‖H˙s(T)
Open problem. Assume V (t, θ) ∈ L2([0,∞)× T). Is it true that for a.e. k we
have
‖u‖1,t → 0
as t→∞?
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This conjecture is supported, e.g., by calculations (14) made for transport equa-
tion or by the Remark 7. If true, it implies∑
|n|>Ct
|uˆ(t, n)|2 → 0
for any C and since ‖u‖2 = 1, we have∑
|n|<Ct
|uˆ(t, n)|2 → 1
so the most of L2(T) norm is concentrated on, roughly, t first harmonics. We will
call this phenomenon the concentration of L2 norm. It does not seem to be possible
to obtain any asymptotical result similar to the case when the gap condition does
not deteriorate and, perhaps, the “scattering” for this model should be defined in
terms of the boundedness of scaled Sobolev norms.
The simple substitution τ = t−1 reduces the problem to equation
ψτ = ikψθθ − iτ−2V (τ−1, θ)ψ, ψ(1) = 1, 0 < τ < 1
and for q(τ, θ) = −τ−2V (τ, θ) we have the following bound as τ → +0
‖q(τ, θ)‖L∞(T) . τγ−2
Thus, (50) can be reduced to studying the standard problem on the circle
ψt = ikψθθ + iq(t, θ)ψ, ψ(t, θ) = 1 (51)
where the potential grows in the controlled way. We will study the growth of the
standard Sobolev norm. Assume for a second that we could prove (which we can
not! but compare to (43))∫
R
‖ψθ(t, θ, k)‖2L2(T)dk .
t∫
0
‖q(τ, θ)‖2L2(T)dτ (52)
Then, for the original problem that would mean∫
R
‖uθ(T, θ, k)‖2L2(T)dk .
T∫
0
t2‖V (t, θ)‖2L2(T)dt (53)
and so ∫
R
‖u(T, θ, k)‖21,Tdk = T−2
T∫
0
t2‖V (t, θ)‖2L2(T)dt→ 0
provided that V ∈ L2([0,∞) × T). Notice also that by the standard time–scaling
it would be sufficient to prove (52) only for t = 1.
We will start with rather simple apriori estimates. Consider the simplified version
of (50)
ut = ikT
−2uθθ + iV (t, θ)u, 0 < t < T, |V (t, θ)| . T−γ, u(0, θ) = 1 (54)
We start with well-known estimate
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Lemma 5.1. Assume that V (t, θ) is real trigonometric polynomial of degree smaller
than Tα for any t ∈ [0, T ] and |V (t, θ)| . T−γ. Then, for any k ∈ R
T−1‖u(T )‖H˙1(T) . Tα−γ
Therefore, ∑
|n|>CT
|un(T )|2 . Tα−γ
Proof. The proof is elementary. Differentiating (54) in angle, multiplying by u¯θ
and integrating, we get
‖uθ(t)‖22 ≤ 2
t∫
0
‖Vθ(τ)‖L∞(T)‖uθ(τ)‖2dτ
If max
t∈[0,T ]
‖uθ(t)‖2 = ‖uθ(tm)‖2, then
‖uθ(tm)‖2 ≤ 2
T∫
0
‖Vθ(t)‖∞dt ≤ 2T 1+α−γ
by Bernstein. 
Clearly, we have concentration of L2 norm for all k as long as α < γ. This
argument holds for transport equation as well and can be easily modified to control
the higher Sobolev norms. On the other hand, for the transport equation, the L2
norm can really smear over first T 1−γ harmonics as can be easily seen from van der
Corput lemma applied to (12).
If one writes
u(t, θ) = exp
(
i
∫ t
0
V (τ, θ)dτ
)
ψ(t, θ)
in the previous lemma, then the equation for ψ reads
ψt = ikT
−2ψθθ + I,
where
I = −2kT−2ψθ
∫ t
0
Vθ(τ, θ)dτ + ikψT
−2
(
i
∫ t
0
Vθθ(τ, θ)dτ −
(∫ t
0
Vθ(τ, θ)dτ
)2)
For I, we have
‖I(t)‖2 . T 2(α−γ) + T 2α−γ−1
by the previous lemma.
Thus, if 1 + 2α < 2γ, then ‖ψ(T, θ)− 1‖2 . T 1+2α−2γ → 0 by Duhamel formula
which proves the standard WKB asymptotics of solution for the range α < γ−1/2.
In the case just considered, the potential had an extra smoothness in θ. The
other extreme case is when V oscillates.
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Lemma 5.2. Assume that V (t, θ) is real trigonometric polynomial, |V (t, θ)| . T−γ,
and Vˆ (n, t) = 0 for |n| < Tα and |n| > CT . Then,∫
R
|uˆ0(T, k)− 1|2dk . T 5−2α−4γ
Proof. On the Fourier side, apply the Duhamel formula to uˆ(t, k) = exp(ikT−2Λt)ψ(t, k)
to get
ψ(t, k) = δ0 + i
∫ t
0
e−ikT
−2Λτ Vˆ (τ)eikT
−2Λτψ(τ, k)dτ
Taking the scalar product with δ0 and integrating by parts
〈ψ(T, k), δ0〉 = 1+ I,
where
I = i
∫ T
0
〈ψ′(t, k),
∫ T
t
e−ikT
−2Λτ Vˆ (τ)eikT
−2Λτ δ0dτ〉dt
and
‖I‖L2(R,dk) . T−γ
∫ T
0
∥∥∥∥∥
∫ T
t
e−ikT
−2Λτ Vˆ (τ)eikT
−2Λτδ0dτ
∥∥∥∥∥
L2(R,dk)
dt
By Plancherel, (∫
R
‖I‖22dk
)1/2
. T 5/2−α−2γ
due to the limitations on the support of Vˆ . 
Clearly, by taking α + 2γ > 5/2, we have localization of almost all of the L2–
norm on the first harmonic for most k but this argument does not say much about
the Sobolev norms.
In the rest of this section, we will focus on (51) with short range potential, e.g.
V (t, θ) = cos(θ)q(t). For simplicity, we start with the following problem where all
eigenvalues are non-degenerate
xt = ikΛx+ iQx, x(0, k) = δ0 (55)
where Λ is diagonal with eigenvalues λn = n
2, n = 0, 1, . . . and Q is symmetric
Toeplitz operator: Qmn(t) = qm−n(t), q0(t) = 0, q−m(t) = q¯m(t), m,n ≥ 0.
We will use the following notations: given a function v(t), let σα(t) = 〈t〉−1−α+
〈t〉−α|v(t)| where 〈t〉 = (1 + t2)1/2 and α ≥ 0 is to be specified later.
Theorem 5.1. Assume that qn(t) = v(t)(δ−1 + δ1) and |v(t)| . t−γ , γ > 3/4.
Then, for a.e. k, we have
sup
t>0
∑
n≥0
ns|x(t, n, k)|2 <∞, ∀s ∈ N
Fix any (a, b) not containing 0. Then, for any s ≥ 1∥∥∥∥∥supt≤T
∞∑
n=1
ns|xn(t, k)|2
∥∥∥∥∥
L2/s(a,b)
. Cs1(T )C
s
2(T
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Here,
C1(T ) =
(∫ T
0
〈τ〉2αv2(τ)dτ
)1/2
, C2(T ) =
∫ T
0
σα(τ)dτ, 1− γ < α < γ − 1/2
Proof. We have
x′n(t, k) = iv(t)xn−1(t, k) + ikn
2xn(t, k) + iv(t)xn+1(t, k), n > 0
and
x′0(t, k) = iv(t)x1(t, k), xn(0, k) = δ0
Thus, we have
SN (T ) =
∞∑
n=N
|xn(T, k)|2 = −2 Im
 T∫
0
v(t)xN−1(t, k)x¯N (t, k)dt
 , N > 1
Writing xn = exp(ikn
2t)ψn, we have
ψ′n = iv(t) exp(−ikn2t)(xn−1 + xn+1)
and so
SN (T ) .
∣∣∣∣∣
∫ T
0
v′N (t, k)〈t〉−αψN−1ψ¯Ndt
∣∣∣∣∣
where
vN (t, k) = −
∫ T
t
〈τ〉αv(τ) exp(−ik(2N − 1)τ)dτ
Taking N > 2 and integrating by parts,
SN (T ) .
T∫
0
|vN (t, k)| · (〈t〉−1−α + 〈t〉−α|v(t)|) ·
(|xN−2xN |+ |xN |2 + |xN−1|2 + |xN−1xN+1|)dt (57)
Notice that for any t, we have
|vN (t, k)| .M(k(2N − 1))
where M(k) is Carleson-Hunt maximal function for 〈t〉αv(t) and M(k) ∈ L2(R).
Let
µ(k) =
(
∞∑
n=1
|M(kn)|2
)1/2
For 0 < a < b, we have∫ b
a
µ2(k)dk .
∞∑
m=1
2m+1∑
n=2m
n−1
∫ βn
αn
|M(ξ)|2dξ .
∞∑
m=1
∫ β2m+1
α2m
|M(ξ)|2dξ
. ‖M‖2 . C21 (T )
Thus, by Fubini, we have M(kn) ∈ ℓ2(Z+) ⊂ ℓ∞(Z+) for a.e. k.
SN(T ) ≤ µ(k)
T∫
0
(〈t〉−1−α+〈t〉−α|v(t)|)(|xN−2xN |+|xN |2+|xN−1|2+|xN−1xN+1|)dt
(58)
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Sum these inequalities over N using ‖x(t, k)‖2 = 1 for any t
sup
t≤T
∞∑
n=1
n|xn(t, k)|2 . C2(T )µ(k) + 1
By induction,
sup
t≤T
∞∑
n=1
ns|xn(t, k)|2 . Cs2(T )µs(k) + 1 (59)
for any s. Thus, there is a full measure set such that
sup
t>0
∞∑
n=1
ns|xn(t, k)|2 <∞
for any s. Integration of (59) gives (56). 
We also can improve this result to get real analyticity for a.e. k.
Proposition 5.1. Under the conditions of the theorem 5.1, there is a full measure
set in k for which the solution is real analytic.
Proof. We will work on the Fourier side. Summing (58) from N = 2 to ∞
∞∑
N=2
|xN (T, k)|2(N − 1) ≤ Cµ(k)
T∫
0
σα(t)dt (60)
Multiply (58) by N − 3 and sum from N = 4 to ∞. (60) gives
∞∑
N=4
|xN (T, k)|2(N − 3)2 ≤ C2 · 2µ2(k)
T∫
0
σα(t1)
t1∫
0
σα(t2)dt2dt1
By induction
∞∑
N=2l
|xN (T, k)|2(N − (2l − 1))l ≤ (Cµ(k))l
(∫ T
0
σα(t)dt
)l
Taking, say, N ∼ 4l, we have
sup
t≥0
|xN (t, k)|2 ≤
(
Cµ(k)‖σα‖1
l
)l
which shows that the solution is real analytic for a.e. k. 
In theorem 5.1, the integration is restricted to an interval (a, b) which must be
finite, not containing 0. Below we show that this condition can be dropped.
Theorem 5.2. Under the conditions of theorem 5.1, we have
sup
t>0
∞∑
n=1
n2|xn(t, k)|2 ∈ L1loc(R) (61)
Proof. Notice that the function 〈t〉αv(t) ∈ Lν(R+) for some ν(γ) < 2 and therefore
M(k) ∈ Lζ(R) with ζ dual to ν. Multiply (57) by N and sum from N = 2 to
infinity. We have
I(T, k) =
∞∑
n=1
n2|xn(T, k)|2 . 1+
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T∫
0
σα(t)
∫
R
∑
n≥2
n−ǫ|M((2n− 1)k)| · n1+ǫ (|xn−2(t, k)xn(t, k)|+ |xn(t, k)|2
+|xn−1(t, k)|2 + |xn−1(t, k)xn+1(t, k)|
)
dt
where ǫ > 0. By Young’s inequality, we have
I(T, k) . 1 +
T∫
0
σα(t)
∑
n≥2
(
n−ζǫ|M((2n− 1)k)|ζ
ζ
+
nν(1+ǫ)|xn−2(t, k)|2ν
ν
)
dt
Taking ǫ = (2− ν)/ν, we get
I(T, k) . 1 +A(k) +
∫ T
0
σα(t)I(t, k)dt
where
A(k) =
 T∫
0
σα(t)dt
 ·
∑
n≥2
n−ζǫ|M((2n− 1)k)|ζ
 ∈ L1(R)
The Gronwall lemma yields
I(T, k) . (1 +A(k)) exp (C2(T ))
which implies (61). 
The similar argument can handle the higher Sobolev norms.
The next theorem studies the Lp(R, dk) norms of
SN (T, k) =
∞∑
n=N
|xn(T, k)|2
Theorem 5.3. Assume that conditions of the theorem 5.1 hold. Then, for any
2 ≤ p ≤ ∞, N > 1, we have
‖SN(T, k)‖p . N−2+2p
−1
 T∫
0
|v(t)|dt
2−2/p T∫
0
v2(τ)dτ
1/p (62)
Proof. We have
Sm(T, k) .
T∫
0
|v(t)|
∣∣∣∣∣∣
T∫
t
v(τ)ei(2m−1)kτ dτ
∣∣∣∣∣∣ (|xm−2xm|+ |xm|2 +
+|xm−1|2 + |xm−1xm+1|)dt
Sum these inequalities in m from N/2 to N . We get
NSN (T, k) .
T∫
0
|v(t)| max
m=N/2,...,N
∣∣∣∣∣∣
T∫
t
v(τ)ei(2m−1)kτdτ
∣∣∣∣∣∣ dt
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Taking the L2(R, dk) norm of both sides, we have by Minkowski
‖SN‖2 . N−1
T∫
0
|v(t)|
 N∑
m=N/2
∫
R
∣∣∣∣∣∣
T∫
t
v(τ)ei(2m−1)kτdτ
∣∣∣∣∣∣
2
dk

1/2
dt
so
‖SN‖2 . N−1
T∫
0
|v(t)|
 T∫
t
|v(τ)|2dτ
1/2 dt, (63)
The argument similar to the one employed in the proof of lemma 5.1 gives∑
n≥0
n2|xn|2 .
(∫ T
0
|v(t)dt
)2
uniformly in k. Thus,
‖SN‖∞ . N−2
(∫ T
0
|v(t)|dt
)2
(64)
Interpolation between (63) and (64) gives the statement of the theorem. 
Repeating the same arguments for the case when the eigenvalues {λj}, j > 0
have multiplicity two, one has
Theorem 5.4. Let ψ(t, θ, k) be the solution to (51) and q(t, θ) = cos(θ)q(t) where
|q(t)| . t−γ , γ > 3/4. Then
1. For a.e. k we have
sup
t>0
‖ψ(t, θ, k)‖Hs(T) <∞, s ∈ Z+
and ψ(t, θ, k) is real analytic in θ for any t.
2. For any finite interval (a, b) not containing zero,
sup
t>0
‖ψ(t, θ, k)‖2Hs/2(T) ∈ L2/s(a, b)
3. If SN(T, k) = ‖P|n|≥Nψ(T, θ, k)‖2, then
‖SN(T, k)‖p . N−2+2p
−1
 T∫
0
|q(t)|dt
2−2/p T∫
0
q2(τ)dτ
1/p , 2 ≤ p ≤ ∞
Consider the model (54) with potential V (t, θ) = q(t) cos(µθ) where µ is integer
and µ ∼ T β, β ∈ [0, 1]. Then, obviously, u(T, θ, k) = φ(T, µθ, kµ2T−2) and
iφt = ikφθθ + iq(t) cos(θ)φ, φ(0, θ) = 1
We have
∫
R
 ∑
|n|>N
|φn(T, k)|2
2 dk . N−2T 3−4γ
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Taking N ∼ Tµ−1, we have∫
R
 ∑
|n|>T
|un(T, k)|2
2 dk → 0
for the original solution (as long as γ > 3/4).
The methods developed in this section can handle the case of transport equation
or equation with the symbol |n|. Some of them are applicable to the general short-
range potentials V as well. The perturbation arguments at some places are taken
from [7].
In conclusion, we will mention the case for which rather satisfactory results can
be obtained. Consider the following short range evolution
ut = kT
−αuθ + 2iq(t) cos(θ)u, u(0) = f(θ), 0 < t < T (65)
where 0 < α < 1. Notice that q is not necessarily real-valued but we require
|q| . T−γ . We will be interested in the case γ < (1 + α)/2.
The scaled solution is
u(t, θ − kT−αt, k) = f(θ) exp (izQ(k, t) + iz¯Q(−k, t))
where
z = eiθ, Q(k, t) =
∫ t
0
q(t) exp(ikT−αt)dt
We have ∥∥∥∥ maxt∈[0,T ] |Q(k, t)|
∥∥∥∥
2
. T (1+α)/2−γ
so for most k,
max
t∈[0,T ]
|Q(k, t)| . T (1+α)/2−γ
Take k such that
max
t∈[0,T ]
|Q(±k, t)| ≤ Q = CT (1+α)/2−γ
and expand into Taylor series to get
exp (izQ(k, t) + iz¯Q(−k, t)) =
∑
l∈Z
zlαl
and
|αl| .
∞∑
j=0
Ql+jQj
(l + j)!j!
, l > 0
Notice that
Ql+j
(l + j)!
decays in j as long as l > Q. So,
|αl| . Q
l
l!
eQ < (d/e)−leQ,
where l > dQ. Then, ∑
l>dQ
|αl|2 < 2−Q
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for d large enough. This means exponential localization to the range |l| < dQ (since
Q is large) for f = 1 and for any other column of the monodromy matrix. Such a
strong localization result allows us to run a simple perturbation argument. Take
initial value f(θ) = eijθ with large positive j. Fix k such that the localization
property holds and act on (65) with Riesz projection
(Pu)t = kT
−α(Pu)θ + 2iP q(t) cos(θ)Pu + ψ
where
ψ = 2iP q(t) cos(θ)P⊥u
Due to strong localization, we have
‖ψ‖ . T−γ2−Q/2
for each t ∈ [0, T ] provided that j > dQ so Pu is an approximate solution to the
problem
yt = ikT
−α|∂|y + 2iq(t)P cos θPy, y(0) = ej (66)
Assuming that q is real-valued and using Duhamel formula, we get
max
t∈[0,T ]
‖Pu− y‖ . T 1−γ2−Q/2
In particular, that means maxt∈[0,T ] |x0l(t, k)| < T 1−γ2−Q/2 for each l : dQ < l < T
where xij are elements of the monodromy matrix for the problem (66). Due to
symmetry of the monodromy matrix (or time reversal), we have
max
t∈[0,T ]
T∑
l=dQ
|xl0(t, k)|2 . T 3−2γ2−CT
ǫ
, ǫ = (1 + α)/2− γ > 0
Since the first column is always localized to the range (0, T 1−γ), we obtain its
localization to the range (0, T 1−γ(dT (α−1)/2)) for most k. By simple scaling, one
proves that the solution to
yt = ikT
−1|∂|y + iq(t)P cos(µθ)Py, y(0) = 1, µ ≤ T (67)
is localized to [0, T 1−γ
√
µ] for most k versus [0, T 1−γµ] for all k. If γ ≥ 1/2, then
[0, T 1−γ
√
µ] ⊆ [0, T ], as expected.
6. Appendix
In this section, we collect rather standard results that we used in the main text.
The following lemma is well-known
Lemma 6.1. If f ∈ H1/2(T), then
‖ef‖2 < C1eC2‖f‖
2
H1/2(T)
Also, this map is continuous on H1/2(T).
Proof. We have
ef =
∞∑
n=0
fn
n!
‖fn‖2 = ‖fˆ ∗ . . . ∗ fˆ‖2
By Ho¨lder,
‖fˆ‖p .
(
C
p− 1
)(2−p)/(2p)
‖f‖H1/2(T)
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and by Young’s inequality
‖fˆ ∗ . . . ∗ fˆ‖2 ≤ ‖fˆ‖npn , pn = 2n(2n− 1)−1
So,
‖fn‖2 . (Cn)n/2‖f‖nH1/2(T)
which yields the necessary bound after application of Stirling’s formula. Also, since
each term in the series is continuous in f , we have continuity of the exponential
map. 
Lemma 6.2. If f ∈ H1/2(T) and f ∈ R, then
‖eif − 1‖H1/2(T) . ‖f‖H1/2(T)
and the exponential map is continuous in H1/2(T) metric.
Proof. We have the following characterization of H1/2 space ([10], Propositions
6.1.10 and 6.1.11)
‖f‖2H1/2(T) ∼ |fˆ(0)|2 +
∫
T
∫
T
|f(x)− f(y)|2
|x− y|2 dxdy (68)
Since ∣∣∣∣∣∣
∫
T
(eif(x) − 1)dx
∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣
∫
T
|f(x)|dx
∣∣∣∣∣∣
2
. ‖f‖22 ≤ ‖f‖2H1/2(T)
and
|eif(x) − eif(y)| =
∣∣∣∣∣∣∣
f(y)∫
f(x)
eitdt
∣∣∣∣∣∣∣ ≤ |f(x)− f(y)|
we have the first statement of the lemma. The continuity of exponential at zero is
elementary. Now, assume that ‖fn − f‖H1/2 → 0. Clearly,∫
T
eifndx→
∫
T
eifdx
For the second term in (68), we have
eifn(x) − eif(x) − (eifn(y) − eif(y)) = (ei(fn(x)−f(x)) − ei(fn(y)−f(y)))eif(x)
+(ei(fn(y)−f(y)) − 1)(eif(x) − eif(y))
and we just need to show that∫
T
∫
T
|(ei(fn(y)−f(y)) − 1)(eif(x) − eif(y))|2
|x− y|2 dxdy → 0
The function Fn(y) = e
i(fn(y)−f(y)) − 1 satisfies |Fn| ≤ 2 and ‖Fn‖1 → 0. So
Fn = F
1
n + F
2
n such that F
1
n = Fn · χ|Fn|<ǫ, |F 1n | < ǫ and
|F 2n | ≤ 2, |supp (F 2n)| . ǫ−1
∫
T
|Fn|dx→ 0
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Since ǫ is arbitrary positive number,∫
T
∫
T
|Fn(y)(eif(x) − eif(y))|2
|x− y|2 dxdy → 0, n→∞

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