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A B S T R A C T 
Meteorological inputs play a vital role on regional air quality modelling. An extensive 
sensitivity analysis of the Weather Research and Forecasting (WRF) model was performed, 
in the framework of the Integrated Assessment Modelling System for the Iberian Peninsula 
(SIMCA) project. Up to 23 alternative model configurations, including Planetary Boundary 
Layer schemes, Microphysics, Land-surface models, Radiation schemes, Sea Surface 
Temperature and Four-Dimensional Data Assimilation were tested in a 3 km spatial 
resolution domain. Model results for the most significant meteorological variables, were 
assessed through a series of common statistics. The physics options identified to produce 
better results (Yonsei University Planetary Boundary Layer, WRF Single-Moment 6-cIass 
microphysics, Noah Land-surface model, Eta Geophysical Fluid Dynamics Laboratory 
longwave radiation and MM5 shortwave radiation schemes) along with other relevant user 
settings (time-varying Sea Surface Temperature and combined grid-observational 
nudging) where included in a "best case" configuration. This setup was tested and found to 
produce more accurate estimation of temperature, wind and humidity fields at surface 
level than any other configuration for the two episodes simulated. Planetary Boundary 
Layer height predictions showed a reasonable agreement with estimations derived from 
routine atmospheric soundings. Although some seasonal and geographical differences 
were observed, the model showed an acceptable behaviour overall. Despite being useful to 
define the most appropriate setup of the WRF model for air quality modelling over the 
Iberian Peninsula, this study provides a general overview of WRF sensitivity and can 
constitute a reference for future mesoscale meteorological modelling exercises. 
1. Introduction 
Air pollution continues to be a major concern in Europe. 
Despite the increasing activity in the regulation of air 
quality and significant emission abatements during the last 
decades (TFIAM, 2007), further improvement on air quality 
levels has to be achieved for some pollutants such us ozone 
or particulate matter, particularly in Spain (EEA, 2007). The 
Integrated Assessment Modelling System for the Iberian 
Peninsula (SIMCA), being currently implemented by the 
Technical University of Madrid, is intended to support the 
design and assessment of abatement strategies to comply 
with both future air quality standards and emission 
reduction commitments in Spain. The modelling system 
relies on the Community Multiscale Air Quality (CMAQJ 
model (Byun and Ching, 1999; Byun and Schere, 2006). 
Emissions are taken from an emission model based on the 
Sparse Matrix Operator Kernel Emissions (SMOKE) 
modelling system (UNC Carolina Environmental Program, 
2005) as described in Borge et al. (2008). The meteoro-
logical model selected to provide the meteorological fields 
required by the chemical-transport model and the emis-
sion processing system is the Weather Research and Fore-
casting (WRF) modelling system (Skamarock and Klemp, 
2008). This non-hydrostatic mesoscale model constitutes 
a state-of-the-art atmospheric simulation system based on 
the Fifth-Generation Penn State/NCAR Mesoscale Model 
(MM5) (Grell et al., 1994). 
The importance of meteorological inputs on regional air 
quality modelling has been clearly stated (e.g. Seaman, 
2000; Pielke and Uliasz, 1998) and consequently, the need 
to have a better insight on the sensitivity and performance 
of meteorological models. Many studies have addressed 
comprehensive evaluations of meteorological models in 
the scope of air quality modelling, mainly applications of 
the MM5 model across the USA (Sistla et al., 2001; Mao 
et al., 2006; Gilliam et al., 2006), demonstrating the 
importance of meteorological inputs when developing air 
quality control strategies. These conclusions are consistent 
with the findings of several authors all over the world 
(Pirovano et al., 2007; Lee et al., 2007; Miao et al., 2007). In 
the context of the Iberian Peninsula, several sensitivity 
analyses on meteorological modelling have been carried 
out recently as well. Those studies were focused on 
particular schemes, input datasets or specific physical 
options implemented in MM5 in applications over limited 
geographical areas of Spain (Perez et al., 2006) or Portugal 
(Carvalho et al., 2006). However, a comprehensive sensi-
tivity analysis of the WRF over the whole Iberian Peninsula 
has not been accomplished before. Such study is needed to 
determine the most convenient model setup to drive air 
quality simulations in this geographical domain. The SIMCA 
project involves the simulation of multiple future-year 
annual scenarios developed from the Consistent Emission 
Projections (CEP) model (Lumbreras et al., 2008), each of 
them to be run under six meteorological conditions cor-
responding to the period 2000-2005. The computational 
requirements for this modelling exercise along with the 
need to minimize inputs uncertainties and errors make 
advisable to perform a comprehensive sensitivity analysis 
of the meteorological model selected. In this contribution, 
a sensitivity analysis involving the main user options 
available in WRF-ARW (version 2.2) regarding model 
physics and Four-Dimensional Data Analysis (FDDA) is 
presented. Up to 23 alternative configurations have been 
evaluated through a series of common statistics, as 
described in Section 2.5. From this comparison, a general 
model setup for the Iberian Peninsula, to be used in annual 
AQ simulations, is proposed and tested. 
2. Methodology 
2A. Modelling domains and initialization 
The modelling domains are shown in Fig. 1. The WRF 
model is built over a mother domain (Dl) with 81 km 
spatial resolution, centred at 40° N, 3°W. It covers the 
Mediterranean Sea, most of Europe and the North-Atlantic 
Ocean and it is intended to capture synoptic features and 
general circulation patterns. The first nested domain (D2), 
with a spatial resolution of 27 km, comprises the Northern 
part of Africa and an area of the Atlantic Ocean including 
the Azores and Canary Islands. The innermost domain (D3) 
is centred over the Iberian Peninsula and consists of 468 
columns and 396 rows of 3 x 3 km2 grid cells. The three 
domains interact with each other through a one-way 
nesting strategy. The vertical structure of the model 
includes 30 layers covering the whole troposphere, corre-
sponding to sigma levels of 1.000,0.999, 0.997, 0.995 0.992, 
0.987, 0.980, 0.970, 0.950, 0.910, 0.860, 0.800, 0.750, 0.700, 
0.650,0.600,0.550, 0.500, 0.450, 0.400, 0.350, 0.300, 0.250, 
0.200, 0.150, 0.100, 0.075, 0.050, 0.025, 0.010 and 0.000. 
Topography, land use and land-water masks datasets 
were interpolated from the USGS global covers with the 
appropriate spatial resolution for each domain (5', 2' and 
30" for Dl, D2 and D3, respectively). The USGS 25-category 
land use/land cover classification was considered to 
represent dominant vegetation types. Soil moisture and 
temperature are initialized from ECMWF global analysis 
with 1° resolution. 
The WRF simulations were driven by the National 
Centres for Environmental Prediction (NCEP) Global 
Tropospheric Analyses with 1° x l ° spatial resolution and 
temporal resolution of 6 h. 
2.2. Episode selection 
Simulations were conducted in two periods of the year 
2005; from 19 February 00 h UTC to 28 February 00 h UTC 
(winter episode) and from 18 June 00 h UTC to 27 June 00 h 
UTC (summer episode). The first two days of each period 
were considered as spin-up, while the remaining days are 
used for the analyses, i.e. 168 h per episode. The selection of 
the temporal domain to develop the sensitivity runs is 
based on the analysis of air pollution records across the 
area of interest. Generalized high concentration values of 
sulphur dioxide (SO2) and particulate matter (PM10 and 
PM2.5) were observed in Spain during the winter period, 
while elevated ozone (O3) levels were registered during the 
summer period selected. This approach allows the evalua-
tion of the meteorological model under different atmo-
spheric conditions which are relevant for air quality along 
with a reference of the model performance under general 
cold and warm conditions. 
Both winter (Fig. 2) and summer (Fig. 3) episodes 
represent a synoptic situation with weak pressure gradi-
ents, which typically results in the recirculation and accu-
mulation of pollutants over the Iberian Peninsula (Millan 
et al., 1996). Particularly high temperatures characterize the 
summer episode with some cooler air adverting to the 
Iberian Peninsula from the NW at its end. In contrast with 
the summer period, the winter one does not exhibit rela-
tively high temperatures. The winter episode is character-
ized by weak synoptic winds from NW shifting to NE at the 
end of the selected period. 
2.3. Scope of the sensitivity analysis 
Several physics options in WRF are available for (1) 
Planetary Boundary Layer, (2) microphysics, (3) Land-
surface model and (4) radiation. A series of experiments 
changing one option at a time have been tested in this 
study, starting from the first option listed for each param-
eter in Table 1. WFR includes a number of cumulus 
parameterizations intended to represent vertical fluxes due 
to unresolved updrafts and downdrafts and compensating 
Fig. 1. WRF modelling domains (Lambert Conformal projection). 
motion outside the clouds. No cumulus parameterization is 
needed in the innermost domain since those fluxes can be 
resolved explicitly at grid sizes of approximately 5-10 km 
(Skamarock et al., 2005), and therefore this issue has not 
been included in the study. 
The impact of PBL parameterizations on air quality 
modelling applications has been addressed by several 
authors recently, Mao et al. (2006) or Perez et al. (2006) 
among others. While these studies dealt with PBL schemes 
implemented in MM5, the three schemes available in 
WRF2.2 are tested in this contribution. The options to 
describe vertical sub-grid-scale PBL fluxes due to eddy 
transport in the atmosphere are the Medium Range Fore-
cast Model (MRF) PBL scheme (Hong and Pan, 1996), the 
Yonsei University (YU) PBL scheme (Hong et al., 2006) and 
the Mellor-Yamada-Janjic (MYJ) PBL scheme (Janjic, 2002). 
Friction velocities and exchange coefficients needed to 
estimate heat and moisture fluxes are computed through 
the similarity theory (MM5) surface layer scheme 
(described in Skamarock et al., 2005) in MRF and MYJ, 
while the similarity theory (Eta) surface layer scheme 
(Janjic, 2002) is used in the YU PBL scheme. 
Clouds and precipitation play an important role on air 
pollution levels. Queen and Zhang (2008) demonstrated 
that alternative microphysics schemes in the MM5-CMAQ 
system could lead to significantly different predictions of 
PM concentrations and wet deposition. Microphysics 
includes explicitly resolved water vapour, cloud, and 
precipitation processes. Only the more sophisticated and 
realistic microphysics schemes, suitable for research 
studies (Skamarock et al., 2005) have been considered; the 
WRF Single-Moment 5-class (WSM5) (Hong et al., 2004) 
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Fig. 2. Synoptic conditions during the winter episode (850 mbar isobaric surface, geopotential height and temperature); 21 Feb 00 UTC (a), 24 Feb 00 UTC (b) and 
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Fig. 3. Synoptic conditions during the summer episode (850 mbar isobaric surface, geopotential height and temperature); 20 Jun 00 UTC (a), 23 Jun 00 UTC (b) 
and 26 Jun 00 UTC (c). The dashed rectangle approximately corresponds to D3. 
and WSM6 (Hong and Lim, 2006), the Pardue Lin scheme 
(Chen and Sun, 2002) and the Eta Grid-scale Cloud and 
Precipitation scheme (Rogers et al., 2001). 
Land-surface models (LSMs) combine atmospheric 
information from the surface layer scheme with land-
surface properties (dependent on land uses) to evaluate the 
vertical transport done in the PBL schemes, which has 
a direct influence on the estimation of the PBL height 
(PBLH) (Han et al., 2008). The three options currently 
available in WRF were tested; 5-layer thermal diffusion 
LSM (Dudhia, 1996), Noah LSM (Chen and Dudhia, 2001) 
and Rapid Update Cycle (RUC) Model (Smirnova et al., 
2000). 
Solar radiation is the primary driver to PBL dynamics. 
The radiation schemes in WRF provide atmospheric heat-
ing due to radiative flux divergence and surface downward 
longwave and shortwave radiation for the ground heat 
budget. The longwave schemes available in WRF V2.2 are 
the Rapid Radiative Transfer Model (RRTM) (Mlawer et al., 
1997), the Eta Geophysical Fluid Dynamics Laboratory 
(GFDL) scheme (Schwarzkopf and Fels, 1991) and the NCAR 
Community Atmospheric Model (CAM) scheme (Collins 
et al., 2002). The schemes included to represent shortwave 
processes are the Eta Geophysical Fluid Dynamics Labora-
tory (GFDL) scheme (Lacis and Hansen, 1974), MM5 
Shortwave scheme (Dudhia, 1989) and Goddard scheme 
(Chou and Suarez, 1994). 
Sea Surface Temperature (SST) may be an important 
parameter for the estimation of heat fluxes and local wind 
systems in coastal areas, with influence on humidity and 
rainfall (Alapaty et al., 1995). Given the particular condi-
tions of the modelling domain (Fig. 4), the model response 
to the usage of time-invariant SST values vs. time-updated 
SST values was tested. Daily SST values from global NCEP 
SST analysis with a spatial resolution of 0.5° were used for 
the later case. 
Four-Dimensional Data Assimilation (FDDA) is a method 
to limit the growth of errors in a dynamical model, useful 
Table 1 
Parameters included in the sensitivity analysis 
Parameter 
Planetary Boundary Layer (PBL) 
scheme - Surface Layer scheme 
Microphysics 
Land-surface model 
Sea Surface Temperature (SST) 
Radiation scheme 
Four-Dimensional Data 
Assimilation (FDDA) 
Option 
Medium Range Forecast Model (MRF) PBL - Similarity theory (MM5) 
Yonsei University (YU) PBL - Similarity theory (Eta) 
Mellor-Yamada-Janjic (MYJ) PBL - Similarity theory (MM5) 
WSM5 scheme 
Purdue Lin scheme 
WSM6 scheme 
Eta Grid-scale Cloud and Precipitation (2001) scheme 
5-layer thermal diffusion 
Noah LSM 
Rapid Update Cycle (RUC) Model LSM 
Time-varying 
Constant 
Longwave 
Shortwave 
Nudging 
Without nudging 
Rapid Radiative Transfer Model (RRTM) 
Eta Geophysical Fluid Dynamics Laboratory (GFDL) 
Community Atmospheric Model (CAM) 
Eta Geophysical Fluid Dynamics Laboratory (GFDL) 
MM5 (Dudhia) Shortwave 
Goddard 
Analysis (grid) 
Stations (observational) 
Both (grid + observational) 
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Fig. 4. Meteorological stations selected to perform the sensitivity analysis. 
for meteorological applications oriented to air quality 
modelling (e.g. ozone; Barna and Lamb, 2000), especially in 
long simulations (Seaman, 2000). The FDDA technique 
tested in this study is also known as Newtonian relaxation 
or nudging. When this option is selected, results from the 
model equations or model state, are relaxed towards the 
observed values, or observed state. The observed state may 
be represented by gridded analyses (denoted as grid in 
Table 1), which are interpolated to the model's current time 
step (Stauffer and Seaman, 1990), by individual observa-
tions from meteorological stations (referred to as obser-
vational in Table 1), or by a combination of both approaches 
(grid + observational). A non-physical term has been added 
to predicted temperature, wind components and moisture 
according to the default coefficients that control the 
magnitude of the nudging term (3 x 10~4 s_1 for grid 
nudging and 6 x 10~4 s_1 when nudging towards observa-
tions). Those values assure that the non-physical term 
added is small compared to the solutions provided by the 
dynamical equations. No nudging has been applied in the 
PBL in order to avoid inferences with resolved mesoscale 
forcing in the model that are important to boundary layer 
development. 
2.4. Datasets 
The influence of long-range transport and regional 
meteorological conditions for pollutants such as ozone 
(Gangoiti et al., 2002) or particulate matter (Borge et al., 
2007) has been clearly stated in the area of interest. 
However, the evaluation carried out is focused on the fine-
grid domain (D3), since the objective of this study is to 
assess the sensitivity of the model for high-resolution 
simulations. Fig. 4 shows the location of the 37 stations 
selected to provide the meteorological observations. These 
monitoring sites belong to three different networks: 
Spanish Meteorological Institute (SMI), Portuguese Mete-
orological Institute (PMI) and EMEP air quality monitoring 
network. Stations from the SMI and PMI are part of the 
main synoptic meteorological network and are generally 
situated in major cities and airports. The EMEP stations are 
located in rural areas far from emission sources. Station 
selection is based on data availability, geophysical condi-
tions and air quality representativity so that the perfor-
mance of the model can be tested under the broadest range 
of conditions while restricting the number of stations as 
much as possible. 
2.5. Evaluation methodology 
From the multiple methodologies available for model 
evaluation (Gilliam et al., 2006), the classic approach of 
comparing measurements, mostly surface-based, with 
model results has been applied, following the definition of 
model evaluation proposed by Russell and Dennis (2000). 
This option relies on the idea that domain-wide statistics 
Table 2 
Statistics used for model evaluation 
Variable (reference height) 
Temperature (2 m) 
Wind speed (10 m) 
Wind direction (10 m) 
Humidity (2 m) 
Monitoring network 
Gross error (E) 
X (<2 K) 
X(<30°) 
X(<2gkg- ! ) 
Bias error (B) 
X (< ± 0.5 K) 
X ( < ± 0.5 ms- 1 ) 
X(<±10°) 
X ^ i l g k g - 1 ) 
Root mean 
square error (RMSE) 
X ( < 2 m s - 1 ) 
Index of agreement (IOA)a 
X(>0.8) 
X(>0.6) 
X(>0.6) 
Calculated following the approach of Gardener and Dorling (2000). 
may provide a general performance measure on the 
capability of the model to replicate observed values, and 
therefore to minimize input errors to the chemical-
transport model. The statistics selected to drive the evalu-
ation are taken from Emery et al. (2001). According to this 
methodology, specifically developed to evaluate mesoscale 
meteorological simulations for air quality purposes, 
meaningful indexes are proposed for the most relevant 
parameters as summarized in Table 2. The original meth-
odology provides a series of benchmarks along with the 
definition of the statistics (values in brackets in Table 2). It 
should be noted, however, that they have not been 
explicitly considered in this study, mainly oriented to find 
out the best settings for the WRF rather than assessing its 
performance in absolute values. 
Temperature (K) corresponds to WRF T2 predictions, 
wind speed (ms_ 1) and direction (°) are computed from 
U10 and V10 and humidity (gkg -1) is obtained from Q2 
(water mixing ratio at 2 m). Humidity observations are 
provided as relative values (%); absolute water mixing 
ratios are derived from relative humidity, temperature and 
ground-level pressure values. 
In the meteorological stations represented with doted 
circles in Fig. 4, twice-a-day vertical soundings are 
performed on a routinely basis. Although the deficiencies 
of radiosonde soundings from the World Meteorological 
Organization (WMO) stations for model evaluation have 
been pointed out previously (Han et al., 2008), these 
already-available upper-air observations have been used 
to perform a comparison with model outputs. The PBLH, 
a rather influential variable when conducting air quality 
simulations (Athanassiadis et al., 2002), has been esti-
mated from vertical soundings through the Bulk Richard-
son Number (Rib), with a critical value of 0.3. As 
illustrated in Fig. 5, this procedure allows estimating the 
skills of the different physics to reproduce the PBLH 
approximately at midnight (00 UTC) and noon (12 UTC). 
This additional evaluation has been applied for PBL 
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Fig. 5. Comparison of predicted and observed (computed values from vertical soundings using the Bulk Richardson Number) PBLH values under the Planetary 
Boundary schemes included in the sensitivity analysis. Results for the Madrid station, winter (a) and summer (b) episodes. 
schemes and Land-surface models, in principle, the 
parameters with the strongest impact on PBLH predictions 
(Mao et al., 2006; Han et al., 2008). 
Results based on the proposed statistics for the experi-
ments listed in Table 1 have been compared for each 
parameter. Once the best individual options were identi-
fied, they were combined into the so-called "best case". 
This optimal setting was then tested in order to confirm 
whether the results were actually better than for the rest of 
experiments. 
3. Results 
Statistical results from the evaluation are shown in this 
section. Although a detailed analysis at seasonal and 
monitoring station level has been carried out, only aggre-
gated values are presented. In order to provide a better 
perspective, the results are shown both at total and moni-
toring-network level since important differences on model 
performance have been found depending on the origin of 
the datasets used for evaluation. 
3.1. PBL scheme 
The YU PBL scheme was found to produce the best 
statistical results for temperature in every network, except 
for BE, as shown in Table 3. This physics option is also 
influential for wind speed, a variable slightly overpredicted 
under all the PBL options tested. Despite the MRF scheme 
produced lower BE (0.17 m s_1 overall), the results for 
RMSE and IOA were better when the YU scheme was 
applied. Wind direction was not clearly influence by the 
PBL scheme applied, in accordance with the findings of 
previous sensitivity analysis such as Akylas et al. (2007). 
The best results for humidity were provided by the MRF 
with YU scheme close second. Although PBLH predictions 
were not very sensitive to PBL schemes, the YU provided 
slightly better results overall. This scheme, developed by 
Hong et al. (2006) had not been tested before in the 
Iberian Peninsula as far as authors are aware. According to 
the results, this option to describe turbulent transport in 
the boundary layer would improve the performance of 
other schemes used in the past such as MRF. In this 
application, both schemes were found to underpredict the 
PBLH, which contrast with the results of Perez et al. (2006) 
for urban coastal areas over the Western Mediterranean. 
This difference, however, may be largely influenced by the 
low vertical resolution of observational data and the 
method used to estimate the PBLH from observations. It 
should be noted that some underestimations are related to 
unrealistic "observed" values, such as those illustrated in 
the example in Fig. 5b; with midday PBLH values beyond 
5000 m. In addition, it was observed that PBLH was 
generally underestimated during nighttime. As discussed 
in Section 3.3, the different LSM have difficulties in rep-
resenting the boundary layer evolution under non-
convective conditions. Hence, the underestimation of the 
PBLH may be partly due to inappropriate vertical heat 
fluxes representation, although the influence of the diag-
nosis methods implemented in the PBL schemes to 
compute PBLH may also play an important role (Han et al., 
Table 3 
Statistical evaluation: aggregated results for PBL scheme/surface layer 
scheme experiments 
Variable 
T 
WS 
WD 
0 
Statistic 
BE(K) 
GE(K) 
IOA 
BEtms-1) 
RMSEtms-1 
IAO 
BE(°) 
GE(°) 
BEfgkg-1) 
GEfgkg-1) 
IOA 
Scheme 
MRF 
YU 
MYJ 
MRF 
YU 
MYJ 
MRF 
YU 
MYJ 
MRF 
YU 
MYJ 
) MRF 
YU 
MYJ 
MRF 
YU 
MYJ 
MRF 
YU 
MYJ 
MRF 
YU 
MYJ 
MRF 
YU 
MYJ 
MRF 
YU 
MYJ 
MRF 
YU 
MYJ 
Monitoring network 
SMI 
-0.17 
-0.39 
-1.11 
2.30 
2.23 
2.41 
0.90 
0.90 
0.87 
0.11 
0.23 
0.47 
2.49 
2.47 
2.70 
0.62 
0.63 
0.59 
-12.80 
-12.02 
-12.48 
60.78 
60.66 
61.97 
1.17 
1.25 
2.06 
2.03 
2.06 
2.46 
0.48 
0.47 
0.45 
EMEP 
0.22 
0.07 
-0.79 
2.45 
2.38 
2.38 
0.87 
0.88 
0.86 
0.29 
0.24 
0.49 
3.31 
3.20 
3.17 
0.70 
0.74 
0.75 
-11.83 
-7.94 
-8.71 
59.44 
57.97 
60.07 
1.46 
1.63 
2.30 
2.09 
2.10 
2.55 
0.53 
0.53 
0.44 
PMI 
0.69 
0.29 
-0.39 
2.41 
2.18 
2.21 
0.82 
0.84 
0.82 
0.19 
0.07 
0.41 
2.40 
2.12 
2.32 
0.61 
0.66 
0.64 
-25.84 
-25.31 
-17.40 
65.26 
64.10 
62.10 
1.71 
1.94 
2.64 
2.21 
2.30 
2.76 
0.49 
0.48 
0.41 
Total 
0.08 
-0.16 
-0.90 
2.35 
2.26 
2.36 
0.89 
0.89 
0.87 
0.17 
0.20 
0.46 
2.70 
2.61 
2.76 
0.66 
0.69 
0.67 
-15.48 
-13.94 
-12.86 
63.20 
62.52 
63.44 
1.50 
1.67 
2.38 
2.12 
2.16 
2.60 
0.52 
0.52 
0.44 
2008). In the comparison illustrated in Fig. 5 can be seen 
that the PBL schemes that compute PBLH as a function of 
the critical Rib (MRF and YU) tend to define nighttime 
mixing height to be equal to the height of the first model 
level. TKE-based schemes such as MYJ overcome this 
difficulty. 
3.2. Microphysics 
The WSM6 scheme produced the lowest aggregated BE 
for temperature (0.05 K), while no conclusive differences 
were observed for GE and IOA for this parameter, as can be 
seen in Table 4. This scheme minimized wind speed BE for 
most of the stations (0.10 m s_1 overall), but produced 
slightly worse results for wind speed RMSE and IOA than 
the Eta GCP scheme. No significant differences were found 
for wind direction predictions depending on the micro-
physics. The impact on predicted water mixing ratios near 
the surface was also very small, with absolute humidity 
bias error ranging from 1.36 g kg - 1 (Eta GCP) to 1.50 g kg - 1 
(WSM5). This option however, it is considered to be highly 
influential for precipitation outputs and therefore wet 
deposition predictions (Queen and Zhang, 2008). According 
to the results in Table 4, the WSM6 scheme was selected, 
Table 4 
Statistical evaluation: aggregated results for Microphysics experiments 
Variable Statistic 
T BE (K) 
GE(K) 
IOA 
WS BEtms-1) 
RMSE (m s"1 
IAO 
WD BE (°) 
GE(°) 
0 BECgkg-1) 
GEfekg"1) 
IOA 
Scheme 
WSM5 
Lin 
WSM6 
Eta GCP 
WSM5 
Lin 
WSM6 
Eta GCP 
WSM5 
Lin 
WSM6 
Eta GCP 
WSM5 
Lin 
WSM6 
Eta GCP 
) WSM5 
Lin 
WSM6 
Eta GCP 
WSM5 
Lin 
WSM6 
Eta GCP 
WSM5 
Lin 
WSM6 
Eta GCP 
WSM5 
Lin 
WSM6 
Eta GCP 
WSM5 
Lin 
WSM6 
Eta GCP 
WSM5 
Lin 
WSM6 
Eta GCP 
WSM5 
Lin 
WSM6 
Eta GCP 
Monitoring network 
SMI 
-0.17 
-0.07 
-0.20 
0.03 
2.30 
2.35 
2.31 
2.33 
0.90 
0.90 
0.90 
0.90 
0.11 
0.12 
0.07 
0.22 
2.49 
2.48 
2.50 
2.48 
0.62 
0.64 
0.61 
0.64 
-12.80 
-14.44 
-12.79 
-14.90 
60.78 
60.44 
61.05 
60.28 
1.17 
1.10 
1.18 
1.00 
2.03 
1.97 
2.02 
1.95 
0.48 
0.49 
0.48 
0.49 
EMEP 
0.22 
0.38 
0.21 
0.47 
2.45 
2.53 
2.43 
2.48 
0.87 
0.87 
0.87 
0.87 
0.29 
0.25 
0.15 
0.33 
3.31 
3.31 
3.23 
3.22 
0.70 
0.70 
0.71 
0.74 
-11.83 
-11.40 
-10.16 
-12.28 
59.44 
58.69 
58.31 
59.31 
1.46 
1.41 
1.46 
1.35 
2.09 
2.07 
2.08 
2.09 
0.53 
0.53 
0.52 
0.52 
PMI 
0.69 
0.67 
0.65 
0.76 
2.41 
2.37 
2.39 
2.33 
0.82 
0.83 
0.83 
0.84 
0.19 
0.09 
0.14 
0.15 
2.40 
2.32 
2.33 
2.23 
0.61 
0.62 
0.62 
0.66 
-25.84 
-28.23 
-27.00 
-29.38 
65.26 
64.08 
65.17 
62.57 
1.71 
1.60 
1.67 
1.56 
2.21 
2.17 
2.21 
2.16 
0.49 
0.47 
0.47 
0.46 
Total 
0.08 
0.17 
0.05 
0.26 
2.35 
2.40 
2.36 
2.37 
0.89 
0.89 
0.89 
0.89 
0.17 
0.15 
0.10 
0.23 
2.70 
2.68 
2.67 
2.64 
0.66 
0.67 
0.66 
0.69 
-15.48 
-16.79 
-15.28 
-17.51 
63.20 
62.58 
63.05 
62.35 
1.50 
1.42 
1.48 
1.36 
2.12 
2.09 
2.12 
2.09 
0.52 
0.52 
0.52 
0.51 
a choice that should be confirmed with precipitation 
results since this scheme was a 40% computationally more 
expensive than WSM5 according with the experiments 
carried out in this study. 
3.3. Land-surface model 
The Noah and the 5-layer thermal diffusion land-surface 
(T diff) models produced similar results for temperature, 
slightly overpredicting 72 values. The 5-layer LSM brought 
out a smaller BE, but virtually the same GE and IOA as Noah 
LSM. As for wind speed, the T diff model produced the 
minimum BE (0.17 m s_1 overall) and very similar IOA 
values to those of the Noah model. Wind direction was 
relatively poorly predicted for the three schemes, with 
minimum values of BE of 15.48° (T diff) and GE of 61.53° 
(Noah). The final selection of the Noah LMS was based 
mostly on the distinct advantage of this option for pre-
dicting near-surface water mixing ratios. As summarized in 
Table 5, this LSM produced sensibly better global figures for 
all the Q_ statistics, particularly for the IOA. In accordance 
with the results of Han et al. (2008), all the LSM exhibited 
difficulties in representing the boundary layer evolution in 
the early morning hours. The better overall description of 
the PBL height evolution was given by the RUC model, 
closely followed by Noah. 
3.4. SST options 
The figures in Table 6 reflect the small effect of the SST 
strategy on global results. Temperature BE is smaller when 
the Sea Surface Temperature is not updated, while the GE is 
slightly higher and the IOA is insensitive to this option. 
Although time-dependent SST values do not represent any 
improvement in the wind field description during the 
periods simulated, variable-SST was selected since it is 
a more realistic approach and it expected to have a positive 
impact on annual runs. Likewise, this option produced little 
or no improvements as far as humidity is regarded. 
Table 5 
Statistical evaluation: aggregated results for Land-surface model 
experiments 
Variable Statistic 
T BE (K) 
GE(K) 
IOA 
WS BEtms-1) 
RMSEtms"1 
IAO 
WD BE O 
G E O 
O BEtgkg-1) 
GEfgkg-1) 
IOA 
Scheme 
Tdiff 
Noah 
RUC 
Tdiff 
Noah 
RUC 
Tdiff 
Noah 
RUC 
Tdiff 
Noah 
RUC 
) T diff 
Noah 
RUC 
Tdiff 
Noah 
RUC 
Tdiff 
Noah 
RUC 
Tdiff 
Noah 
RUC 
Tdiff 
Noah 
RUC 
Tdiff 
Noah 
RUC 
Tdiff 
Noah 
RUC 
Monitoring network 
SMI 
-0.17 
0.43 
0.96 
2.30 
2.32 
2.42 
0.90 
0.90 
0.89 
0.11 
0.34 
0.31 
2.49 
2.53 
2.49 
0.62 
0.63 
0.63 
-12.80 
-18.08 
-15.54 
60.78 
59.43 
60.34 
1.17 
-0.52 
-1.06 
2.03 
1.70 
2.05 
0.48 
0.54 
0.47 
EMEP 
0.22 
1.02 
1.63 
2.45 
2.41 
2.74 
0.87 
0.87 
0.86 
0.29 
0.58 
0.59 
3.31 
3.45 
3.58 
0.70 
0.69 
0.67 
-11.83 
-9.85 
-9.22 
59.44 
57.13 
59.84 
1.46 
-0.33 
-0.90 
2.09 
1.52 
1.85 
0.53 
0.68 
0.59 
PMI 
0.69 
1.04 
1.63 
2.41 
2.30 
2.77 
0.82 
0.84 
0.81 
0.19 
0.40 
0.48 
2.40 
2.32 
2.36 
0.61 
0.65 
0.65 
-25.84 
-38.15 
-33.96 
65.26 
63.74 
65.23 
1.71 
-0.14 
-0.75 
2.21 
1.83 
2.37 
0.49 
0.57 
0.45 
Total 
0.08 
0.68 
1.24 
2.35 
2.34 
2.56 
0.89 
0.89 
0.88 
0.17 
0.41 
0.41 
2.70 
2.75 
2.77 
0.66 
0.66 
0.66 
-15.48 
-20.45 
-17.99 
63.20 
61.53 
63.04 
1.50 
-0.30 
-0.88 
2.12 
1.66 
2.07 
0.52 
0.63 
0.53 
Table 6 
Statistical evaluation: aggregated results for Sea Surface Temperature 
options 
Table 7 
Statistical evaluation: aggregated results for radiation schemes (long-
wave) experiments 
Variable 
T 
WS 
WD 
0 
Statistic 
BE(K) 
GE(K) 
IOA 
BEtms-1) 
RMSEtms"1 
IAO 
BE(°) 
GE(°) 
BEfgkg-1) 
GEfgkg-1) 
IOA 
SST option 
Fixed 
Variable 
Fixed 
Variable 
Fixed 
Variable 
Fixed 
Variable 
) Fixed 
Variable 
Fixed 
Variable 
Fixed 
Variable 
Fixed 
Variable 
Fixed 
Variable 
Fixed 
Variable 
Fixed 
Variable 
Monitoring network 
SMI 
-0.17 
0.00 
2.30 
2.28 
0.90 
0.90 
0.11 
0.13 
2.49 
2.47 
0.62 
0.62 
-12.80 
-14.64 
60.78 
62.19 
1.17 
1.21 
2.03 
2.08 
0.48 
0.48 
EMEP 
0.22 
0.35 
2.45 
2.43 
0.87 
0.87 
0.29 
0.28 
3.31 
3.30 
0.70 
0.70 
-11.83 
-11.38 
59.44 
60.08 
1.46 
1.54 
2.09 
2.13 
0.53 
0.55 
PMI 
0.69 
0.86 
2.41 
2.41 
0.82 
0.82 
0.19 
0.21 
2.40 
2.41 
0.61 
0.61 
-25.84 
-24.70 
65.26 
66.30 
1.71 
1.76 
2.21 
2.26 
0.49 
0.49 
Total 
0.08 
0.24 
2.35 
2.34 
0.89 
0.89 
0.17 
0.18 
2.70 
2.69 
0.66 
0.66 
-15.48 
-16.22 
63.20 
64.38 
1.50 
1.55 
2.12 
2.17 
0.52 
0.53 
3.5. Longwave radiation scheme 
The Eta Geophysical Fluid Dynamics Laboratory (GFDL) 
radiation scheme was selected as the best option to 
represent longwave radiative fluxes. From the results in 
Table 7 can be seen that temperature is a parameter very 
sensitive to longwave schemes, with BE ranging from 0.08 
to -1.54 K. GFDL scheme provided the best global results 
for all the statistics as far as temperature is regarded, being 
RRTM the second best option. Important differences were 
also found for wind predictions, being CAM scheme clearly 
less accurate than the other options. GFDL also produced 
the best results also for wind speed, a variable better 
depicted during the winter episode. As for wind direction, 
RRTM and GFDL exhibited similar performance. Results on 
humidity predictions are not conclusive since CAM, GFDL 
and RRTM provided the best aggregated results for BE, GE 
and IOA, respectively. 
3.6. Shortwave radiation scheme 
The MM5 Shortwave scheme (Dudhia) was selected as 
the best option to resolve shortwave radiation budgets in 
the atmosphere. Although model temperature predictions 
are more sensitive to longwave schemes, some differences 
were observed among the three shortwave schemes tested. 
Dudhia scheme performed very similarly to GFDL for 
temperature, but provided a more balanced BE and better 
GE. The Dudhia scheme was found to produce slightly 
worse results for wind speed than the other schemes but 
provided better results for wind direction, as summarized 
in Table 8. None of the schemes provided a clearly better 
representation of humidity. 
Variable 
T 
WS 
WD 
0 
Statistic 
BE(K) 
GE(K) 
IOA 
BEtms-1) 
RMSE (m s"1 
IAO 
BE(°) 
GE(°) 
BEfgkg-1) 
GEtgkg-1) 
IOA 
Scheme 
RRTM 
GFDL 
CAM 
RRTM 
GFDL 
CAM 
RRTM 
GFDL 
CAM 
RRTM 
GFDL 
CAM 
) RRTM 
GFDL 
CAM 
RRTM 
GFDL 
CAM 
RRTM 
GFDL 
CAM 
RRTM 
GFDL 
CAM 
RRTM 
GFDL 
CAM 
RRTM 
GFDL 
CAM 
RRTM 
GFDL 
CAM 
Monitoring network 
SMI 
-0.17 
-0.48 
-1.83 
2.30 
2.14 
3.46 
0.90 
0.91 
0.80 
0.11 
0.09 
-0.31 
2.49 
2.51 
2.71 
0.62 
0.62 
0.46 
-12.80 
-16.23 
-21.79 
60.78 
62.69 
72.73 
1.17 
1.08 
0.89 
2.03 
1.94 
2.08 
0.48 
0.48 
0.42 
EMEP 
0.22 
-0.11 
-1.67 
2.45 
2.19 
3.24 
0.87 
0.90 
0.79 
0.29 
0.18 
0.05 
3.31 
3.16 
3.68 
0.70 
0.75 
0.58 
-11.83 
-13.01 
-19.94 
59.44 
59.28 
70.94 
1.46 
1.44 
1.16 
2.09 
2.06 
1.99 
0.53 
0.51 
0.54 
PMI 
0.69 
0.26 
-0.48 
2.41 
2.14 
2.76 
0.82 
0.85 
0.80 
0.19 
0.05 
-0.47 
2.40 
2.20 
2.59 
0.61 
0.64 
0.42 
-25.84 
-28.27 
-31.03 
65.26 
60.37 
85.46 
1.71 
1.55 
1.59 
2.21 
2.11 
2.34 
0.49 
0.45 
0.42 
Total 
0.08 
-0.26 
-1.54 
2.35 
2.15 
3.28 
0.89 
0.90 
0.81 
0.17 
0.10 
-0.25 
2.70 
2.63 
2.96 
0.66 
0.68 
0.52 
-15.48 
-18.25 
-23.79 
63.20 
63.32 
77.01 
1.50 
1.41 
1.26 
2.12 
2.06 
2.13 
0.52 
0.50 
0.50 
3.7. FDDA options 
Results for the four nudging strategies tested are shown 
in Table 9. Combined nudging towards grid and observa-
tions (Gr+ Obs) provided the best results for most of the 
statistics/locations. The results for BE from the no-nudging 
option were often similar or even better (wind direction for 
instance). The advantage of this method is generally clear 
when the GE is analysed. From the results it can be inferred 
that grid nudging alone is not suitable for fine-grid reso-
lution. This option frequently provided poorer results than 
when no restrictions are applied to the prognostic equa-
tions of the model. Little or no improvement was observed 
either with observational nudging alone. 
3.8. Best case 
A final sensitivity test was carried out to assess the 
combined effect of the individual options selected in the 
previous runs. The results are summarized in Table 10. This 
configuration produced the best aggregated values of IOA 
for temperature, with a global result of 0.90. Individual 
statistics for the evaluated locations are shown in Fig. 6. 
As in most of the sensitivity runs, the model tends to 
Table 8 
Statistical evaluation: 
wave) experiments 
aggregated results for radiation schemes (short-
Table 9 
Statistical evaluation: aggregated results for FDDA experiments 
Variable Statistic 
T BE (K) 
GE(K) 
IOA 
WS BEtms-1) 
RMSE (m s"1 
IAO 
WD BE (°) 
GE(°) 
0 BEtgkg-1) 
GEfekg"1) 
IOA 
Scheme 
Dudhia 
GFDL 
Goddard 
Dudhia 
GFDL 
Goddard 
Dudhia 
GFDL 
Goddard 
Dudhia 
GFDL 
Goddard 
) Dudhia 
GFDL 
Goddard 
Dudhia 
GFDL 
Goddard 
Dudhia 
GFDL 
Goddard 
Dudhia 
GFDL 
Goddard 
Dudhia 
GFDL 
Goddard 
Dudhia 
GFDL 
Goddard 
Dudhia 
GFDL 
Goddard 
Monitoring network 
SMI 
-0.17 
0.28 
-0.21 
2.30 
2.35 
3.02 
0.90 
0.90 
0.83 
0.11 
0.17 
-0.20 
2.49 
2.46 
2.65 
0.62 
0.62 
0.48 
-12.80 
-13.62 
-25.34 
60.78 
61.64 
73.53 
1.17 
1.07 
0.50 
2.03 
1.93 
2.13 
0.48 
0.52 
0.41 
EMEP 
0.22 
0.63 
-0.08 
2.45 
2.56 
2.93 
0.87 
0.87 
0.82 
0.29 
0.14 
0.11 
3.31 
3.15 
3.71 
0.70 
0.72 
0.57 
-11.83 
-11.63 
-17.39 
59.44 
60.00 
69.13 
1.46 
1.44 
0.93 
2.09 
2.11 
2.08 
0.53 
0.54 
0.52 
PMI 
0.69 
1.02 
1.20 
2.41 
2.59 
2.86 
0.82 
0.81 
0.79 
0.19 
0.14 
-0.30 
2.40 
2.34 
2.53 
0.61 
0.64 
0.45 
-25.84 
-27.48 
-32.95 
65.26 
65.40 
79.36 
1.71 
1.67 
1.29 
2.21 
2.19 
2.33 
0.49 
0.49 
0.41 
Total 
0.08 
0.50 
0.08 
2.35 
2.44 
2.97 
0.89 
0.88 
0.83 
0.17 
0.16 
-0.14 
2.70 
2.62 
2.93 
0.66 
0.67 
0.53 
-15.48 
-16.23 
-25.58 
63.20 
63.87 
75.83 
1.50 
1.45 
0.98 
2.12 
2.11 
2.18 
0.52 
0.53 
0.49 
overpredict temperature in winter and underpredict it in 
summer (Fig. 6a), being the magnitude of the errors similar 
(Fig. 6b). From the station-level IOA results shown in Fig. 6c 
can be inferred that temperature tendencies are better 
depicted by the model in summer, especially for the EMEP 
stations. The skills of WRF to reproduce wind speed were 
distinctly improved under these settings. As reflected in 
Table 10, a global IOA of 0.72 is achieved, along with the 
best results for BE (-0.07 ms - 1 ) and RMSE (2.40 ms - 1 ) . 
The details of the seasonal and spatial distribution of biases 
and errors for wind speed are shown in Fig. 7. From Fig. 7a 
can be seen that BE at station level range from —1.5 to 
1.5 m s - 1 except for some stations in the winter simulation. 
Wind speed was grossly overestimated in Cadiz 
(BE = 4.7 ms - 1 ) during the whole episode. This may be 
related to observations since other relatively high BE values 
such as those of Gerona or Faro (2.5 and 2.3 m s-1, 
respectively) were due to a few but large discrepancies. The 
model shows a reasonable performance for RMSE as well 
(Fig. 7b) except for the abovementioned stations and some 
other coastal locations such as Cabo de Creus 
(RMSE = 5.6 ms - 1 ) , were the model failed to replicate 
maximum observed speed values, up to 25 ms - 1 . The 
temporal agreement between observed and predicted 
values for all the other stations is reasonable and rather 
Variable Statistic 
T BE (K) 
GE(K) 
IOA 
WS BEtms-1) 
RMSE (m s~' 
IAO 
WD BE O 
G E O 
0 BEfekg"1) 
GEfekg"1) 
IOA 
Nudging option3 
None 
Gr 
Obs 
Gr + Obs 
None 
Gr 
Obs 
Gr + Obs 
None 
Gr 
Obs 
Gr + Obs 
None 
Gr 
Obs 
Gr + Obs 
') None 
Gr 
Obs 
Gr + Obs 
None 
Gr 
Obs 
Gr + Obs 
None 
Gr 
Obs 
Gr + Obs 
None 
Gr 
Obs 
Gr + Obs 
None 
Gr 
Obs 
Gr + Obs 
None 
Gr 
Obs 
Gr + Obs 
None 
Gr 
Obs 
Gr + Obs 
Monitoring network 
SMI 
-0.17 
-0.78 
-0.16 
-0.33 
2.30 
3.10 
2.29 
2.18 
0.90 
0.81 
0.90 
0.91 
0.11 
-0.56 
0.12 
0.19 
2.49 
2.58 
2.49 
2.46 
0.62 
0.47 
0.61 
0.65 
-12.80 
-28.79 
-13.39 
-16.93 
60.78 
75.75 
60.85 
58.97 
1.17 
0.67 
1.17 
1.08 
2.03 
2.20 
2.03 
1.89 
0.48 
0.37 
0.48 
0.47 
EMEP 
0.22 
-0.65 
0.23 
0.26 
2.45 
2.88 
2.45 
2.23 
0.87 
0.82 
0.87 
0.89 
0.29 
-0.20 
0.27 
0.12 
3.31 
3.79 
3.34 
3.09 
0.70 
0.53 
0.70 
0.72 
-11.83 
-21.99 
-12.21 
-14.63 
59.44 
72.85 
59.12 
58.53 
1.46 
1.06 
1.46 
1.31 
2.09 
2.04 
2.09 
1.95 
0.53 
0.54 
0.53 
0.54 
PMI 
0.69 
0.74 
0.71 
0.28 
2.41 
2.77 
2.40 
2.22 
0.82 
0.79 
0.82 
0.84 
0.19 
-0.59 
0.19 
0.07 
2.40 
2.49 
2.40 
2.26 
0.61 
0.47 
0.61 
0.66 
-25.84 
-38.33 
-26.06 
-31.70 
65.26 
84.07 
65.20 
62.49 
1.71 
1.26 
1.69 
1.44 
2.21 
2.33 
2.21 
2.02 
0.49 
0.35 
0.49 
0.48 
Total 
0.08 
-0.47 
0.09 
-0.08 
2.35 
2.99 
2.35 
2.20 
0.89 
0.82 
0.89 
0.90 
0.17 
-0.47 
0.17 
0.15 
2.70 
2.91 
2.71 
2.59 
0.66 
0.51 
0.66 
0.68 
-15.48 
-29.81 
-15.97 
-19.74 
63.20 
78.98 
63.15 
61.37 
1.50 
1.06 
1.48 
1.31 
2.12 
2.17 
2.12 
1.96 
0.52 
0.47 
0.25 
0.52 
Gr - grid nudging, Obs - observational nudging. 
Table 10 
Model performance for the optimal configuration (best case) 
Variable 
T 
WS 
WD 
0 
Statistic 
BE(K) 
GE(K) 
IOA 
BEtms-1) 
RMSEtms-1) 
IAO 
B E O 
G E O 
BEfgkg-1) 
GEtgkg-1) 
IOA 
Monitoring 
SMI 
-0.11 
2.17 
0.91 
-0.01 
2.35 
0.65 
-20.50 
58.51 
-0.43 
1.64 
0.56 
network 
EMEP 
0.89 
2.27 
0.89 
-0.19 
2.81 
0.77 
-14.41 
55.91 
-0.65 
1.58 
0.67 
PMI 
0.10 
2.06 
0.86 
-0.13 
1.94 
0.73 
-36.15 
63.69 
0.25 
1.69 
0.60 
Total 
0.16 
2.17 
0.90 
-0.07 
2.40 
0.72 
-22.62 
60.67 
-0.29 
1.63 
0.63 
3.0 
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consistent in the two episodes simulated as shown in 
Fig. 7c. Although still producing relatively poor results for 
wind direction, the best case minimized total GE. The 
model however, performs differently depending on the 
network. The aggregated BE for the PMI stations doubles 
the corresponding value for the Spanish area. Fig. 8 illus-
trates how the bias (Fig. 8a) and absolute errors (Fig. 8b) are 
spatially distributed. Wind predictions are biased in the 
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same direction for most of the stations. This error seems to 
be systematic for the PMI stations, producing a very small 
spread in GE. Those stations, however, are located in rather 
heterogeneous areas (see map in Fig. 4), so that the reason 
of larger errors may be related to different measuring 
procedures. 
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Moisture performance metrics obtained for the best 
case are notably better than those corresponding to any 
other configuration that does not include the Noah LSM. As 
shown in Table 10, a global IOA of 0.63 is reached. Never-
theless, from the detailed results reflected in Fig. 9 can be 
seen that the model performs clearly differently depending 
on the season. The accuracy of Q_ predictions decreases in 
summer, especially for dry locations. The largest discrep-
ancy between observed and predicted humidity is 
observed in the Almeria station (the driest area in Europe), 
with a BE in summer of - 8 g kg - 1 (Fig. 9a). This under-
prediction is systematic since the magnitude of the GE is 
quite similar (Fig. 9b). Although Q_ is strongly under-
predicted under such conditions, the IOA is not particularly 
low (Fig. 9c), so the temporal evolution of humidity is 
acceptably described. Consequently, the poorer behaviour 
of WRF in summer may be due not to the LSM itself, but to 
the inputs regarding soil moisture, a critical parameter to 
obtain an accurate representation of the land-surface water 
fluxes (Kumar et al., 2008). 
Fig. 10 provides an example of model performance for 
PBLH in two significant stations, Madrid (Fig. 10a) in the 
centre of the Peninsula, and Murcia (Fig. 10b) close to the 
Mediterranean Sea. These graphs compare the results 
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Humidity results: BE (a), GE (b) and IOA (c). 
obtained from the sensitivity runs performed for PBL and 
LSM schemes, the best case and the PBLH values derived 
from soundings at 00 UTC and 12 UTC. The best case did not 
improve the poor representation of the boundary layer 
during the night pointed out in Section 3.1. As for the PBLH 
estimations around midday, the best case configuration 
brought about lower estimates than the other experiments 
for winter, but provided the best agreement with 
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Fig. 10. PBLH comparison for Madrid (a) and Murcia (b) stations. 
observations for summer. Given the uncertainty in the 
PBLH values estimated from the available atmospheric 
soundings, these results should be taken with caution. 
4. Conclusions 
Twenty-three WRF sensitivity runs were conducted 
over the Iberian Peninsula with a spatial resolution of 3 km 
for two one-week-long periods in winter and summer of 
2005. Those numerical experiments were aimed to find the 
optimal setup of the meteorological model for air quality 
integrated assessment modelling and covered the main 
physic options available in the code. The main surface-level 
model outputs were compared with observations in the 
innermost domain following a specific methodology to 
evaluate the performance of mesoscale meteorological 
models for air quality purposes. Along with the statistical 
analysis, PBLH predictions were also assessed for a number 
of locations. 
Rarely a particular scheme or option produced the best 
results for all the parameters and/or locations, so the 
selection was guided by the aggregated performance. The 
options identified as producing the best results overall 
were applied simultaneously in the so-called "best case". 
The outputs from this test confirmed that, in general, this 
configuration provides better performance than any other 
of the experiments carried out. The optimal configuration 
according to the sensitivity test performed is as follows: 
• Physics options: 
o Yonsei University (YU) Planetary Boundary Layer 
scheme (Hong et al., 2006) 
o WRF Single-Moment 6-class (WSM6) microphysics 
scheme (Hong and Lim, 2006) 
o Noah Land-surface model (Chen and Dudhia, 2001) 
o Eta Geophysical Fluid Dynamics Laboratory (GFDL) 
longwave radiation scheme (Schwarzkopf and Fels, 
1991) 
o MM5 Shortwave radiation scheme (Dudhia, 1989) 
• Other user settings: 
o Time-varying Sea Surface Temperature (SST) 
o Grid + observational FDDA (nudging) 
The model replicated temperature observations with 
a global index of agreement of 0.90. WRF also produced 
a rather accurate description of wind speed, especially for 
the EMEP stations, with a global IOA of 0.72. Wind direction 
was not depicted so precisely, although it may be inferred 
that measurement uncertainty may be rather influential in 
the statistics. According to the datasets used for the eval-
uation, the WRF model seems to perform systematically 
better in Spain than in Portugal. Although the aim of the 
study was not to estimate model performance, the 
magnitude of the statistics indicates that the benchmarks 
included in the original evaluation methodology should be 
achieved over annual runs. According to the methodology 
adopted to evaluate PBLH estimations, most of the config-
urations, including the best case, tend to underestimate 
this parameter. Considering the uncertainty in the 
computation of observed values and that this may consti-
tute a conservative approach for air quality modelling, 
these biases were considered acceptable. The effect of PBL 
and LSM options was explicitly evaluated in this contribu-
tion, the latter being particularly influential. Nevertheless, 
it was found that radiation schemes have also a clear effect 
in the determination of the mixing height, and therefore, 
should be further investigated. 
This study succeeded in defining the optimal settings for 
the application of the WRF model over the Iberian Penin-
sula with a spatial resolution of 3 km for the two study 
periods. However, further work will be required to evaluate 
the performance of the WRF model under this configura-
tion for annual simulations over the domain of interest. In 
addition, this analysis may be extended in the future to 
provide a more detailed insight of model performance in 
more homogeneous areas from the geophysical point of 
view, were alternative configurations may produce better 
results and therefore be more appropriate to drive regional 
air quality simulations. In such a study it would also be 
possible to take into account the differences in the mete-
orological measurement methods used in particular 
monitoring stations, thus increasing the significance of the 
analysis. 
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