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This thesis studies resource allocation in cellular CDMA systems with cross-layer 
optimization across the physical layer, the link layer and the network layer. 
The analyses for the network layer and the link layer are firstly presented. The 
physical layer features are included into the link layer analysis. 
In the network layer, two connection admission control (CAC) schemes, 
complete sharing (CS) and virtual partitioning (VP), are investigated. The analytical 
models are based on a K-dimensional Markov chain and solved using a number of 
preemption rules. The formulae of the grade of service (GoS) metrics at the 
connection-level and the quality of service (QoS) metrics at the packet-level for 
different CAC schemes are derived. The GoS metrics include the new-call-blocking 
probability, the handoff-call-dropping probability and the system utilization. The QoS 
metric includes the packet-loss probability. A method to maximize system utilization 
through joint optimization of connection/packet levels parameters is proposed. 
Numerical results indicate that significant gain in system utilization is achieved using 
the joint optimization compared to the case without the joint optimization. 
In the link layer, the interference models are carefully built with soft handoff, 
diversity and statistical multiplexing in both the reverse and forward links. The 
analytical models are based on the largest received power base station (BS) selection 
criterion. In the forward link, an approximation selection method combining the 
advantages of previously used approximations and adapting to the QoS specification 
for different services is proposed. Furthermore, different power control schemes for 
mobile users in soft handoff are investigated and compared. The signal-to-interference 
 vii
ratios (SIR) and the outage probabilities for multi-class services at the BSs (for the 
reverse link) and in the mobile users (for the forward link) are formulated. By 
constraining the outage probability to be within its requirement value, admission 
regions are obtained. 
The motivation to employ cross-layer optimization in wireless networks comes 
from the recognition and understanding of the time-varying parameters, such as 
channel gains, in the wireless links. The time-varying characteristics in the wireless 
link cause statistical behavior among layers and consequently lead to the need of 
statistical QoS guarantees in the higher layers. A function block, the cross-layer 
decision-maker (DM), through which the cross-layer optimization will be applied 
without disturbing the integrity of the conventional protocol structure is proposed. The 
parameters intertwined among layers, including the QoS and GoS metrics, are 
considered together to achieve cross-layer optimization in the DM. Besides the 
intertwining parameters, there are connection parameters between layers and the 
system configuration parameters which are the outputs of the optimization problem for 
each layer. The general optimization problem is constructed to maximize the system 
utilization subject to the QoS requirements. 
Based on the general cross-layer model, the capacity unbalance problem is 
solved with an adaptive soft handoff probability (SHP) scheme. The physical 
parameter, SHP, is controlled adaptively along with the changing traffic volumes in the 
reverse or forward link. The influences of the QoS requirements from diverse services 
are also presented. The QoS requirements from different services affect the efficiency 
of resource allocation in the lower layers, such as the adjustment of the SHP in the 
physical layer and the determination of the admission region in the link layer. 
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During the last decade of the twentieth century, one’s life style has been changed by 
the prevailing personal communication systems including Internet (wireline) and 
mobile phones (wireless). The purpose of wireless cellular communications is to 
deliver information to people anytime and anywhere so that the interpersonal 
relationship is enhanced. Rapid growth of mobile phone users and the demand for 
broadband data service spur the successive development of wireless cellular 
communication techniques evolving from the first generation (1G), through the second 
generation (2G), to the newly deployed third generation (3G) cellular systems. 
Cellular communication network provides flexible information transport 
platform for mobile users, so that they can roam without suffering intolerable 
performance degradation [1]. However, there are three major problems in wireless 
communications for the support of information transport between mobile users. The 
main problems come from (a) the hostile wireless propagation medium which leads to 
a time-varying channel condition, (b) the user mobility which leads to handoff and 
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location management during communications, and (c) the scarce radio resource which 
leads to frequency reuse and hence resulting in inter-cell or intra-cell interference from 
other co-transmitters. These three problems cause the providers of wireless 
communication networks to face more challenges in providing reliable services than 
those using wireline communication networks. 
The providers of the cellular communication networks must overcome these 
difficulties and provide the required service quality and system performance for mobile 
users. The system performance can be measured by mapping quality of service (QoS) 
criteria in the physical layer, the link layer and the network layer (the packet-level), 
and grade of service (GoS) criteria in the network layer (the connection-level). The 
providers must fulfill their guarantees in all layers so that satisfactory information 
transportation between mobile users can be realized. 
With conventional protocol structure, wireless networks can be divided into 
various layers, such as the physical layer, the link layer, the network layer, the 
application layer, etc. In the literature, the signal-to-interference ratio (SIR) is a 
commonly used link layer QoS measure, including SIR in the base station (BS) and 
SIR in the mobile user [2]. The SIR values are primarily determined by channel 
impairments which mostly come from multi-path, fading, intra-cell interference, 
inter-cell interference, ambient noise, etc. SIR should be maintained above a required 
threshold so that mobile users can communicate with each other reliably. By properly 
applying resource allocation schemes in the link layer, such as power control and rate 
allocation, SIRs in both the BS and the mobile user can be controlled to meet the SIR 
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requirements. However, due to the irregularly changing environment, e.g., explosively 
increased load in neighboring cells, instantaneous channel impairments, etc., SIR may 
not be perfectly controlled to meet the requirements all the time and data loss occurs 
during the degradation of SIR. In a practical system, the short-term degradation of SIR 
is tolerable as the data loss can be compensated by retransmission in the transmitters or 
recovered through forward error correction (FEC) in the receivers. The outage 
probability is thus used to measure the degradation probability that SIR is below its 
requirement. For services without retransmission and FEC, the outage probability in 
the link layer is the instantaneous packet-loss probability in the network layer. 
In the network layer, user mobility produces handoff processes which are 
non-existent in wireline networks. Thus, besides the new-call-blocking probability, the 
handoff-call-dropping probability is another important criterion of system performance 
in the wireless networks. Meanwhile, to minimize the call blocking probability is 
equivalent to maximizing the system utilization and achieving optimal system 
performance. Thus, the connection-level GoS, such as the new-call-blocking 
probability, the handoff-call-dropping probability and the system utilization, and the 
packet-level QoS, such as the packet-loss probability, are actually related to each other 
and selected as performance metrics in the network layer [3-5]. 
The growing demand for wireless access with GoS and QoS satisfaction 
necessitates the efficient use and reuse of the scarce radio resources. Thus, to achieve 
effective and efficient resource allocation in different layers is extremely important. In 
recent years, resource allocation for GoS and QoS provisioning in wireless 
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communication networks has received much attention and is a hot spot in wireless 
communication research [5-8]. In the thesis, the investigation on resource allocation in 
cellular code division multiple access (CDMA) systems with cross-layer optimization 
is conducted. The motivation to employ cross-layer optimization in wireless networks 
comes from the recognition and understanding of the time-varying characteristics in 
the wireless links. The system performance in the higher layers will vary along with 
the changing conditions of the lower layers in the wireless networks and thus should be 
provided statistical guarantees (‘soft’ guarantees) instead of hard guarantees [9-18]. By 
jointly optimizing the various performance criteria in different layers, e.g., to 
maximize GoS, such as the system utilization, subject to the minimum QoS 
requirements, system resource can be efficiently utilized in layers and the network can 
therefore accommodate more mobile users. This translates to more revenue for 
network providers or equivalently the lower charges for individual mobile user. In the 
thesis, the GoS and QoS metrics in the cross-layer model will be derived analytically 
and the cross-layer optimization will be achieved by providing these performance 
metrics with statistical guarantees. 
1.1 Motivation 
Generally speaking, 1G and 2G are narrowband cellular communication systems, 
while 3G is wideband. As shown in Fig. 1.1, the multiple access technology used in 1G 
is frequency division multiple access (FDMA). The multiple access technologies used 
in 2G are FDMA, time division multiple access (TDMA) and CDMA. The third 
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generation (3G) wireless communication systems are based on CDMA. 
 
Fig. 1.1. The Evolution of the Cellular System 
The differences among the mechanisms of FDMA, TDMA and CDMA are 
presented in Fig. 1.2. For FDMA, the communication between two transmitters 
occupies a frequency band during the whole conversation time. For TDMA, the 
communication between two transmitters uses the whole bandwidth but only in a given 
time slot. For CDMA, the frequency and time assignments are different from those in 
FDMA and TDMA. The communication between two transmitters is identified by an 

















Fig. 1.2. The Mechanisms of FDMA, TDMA and CDMA 
In [19], Viterbi applied “the three lessons” from Shannon’s Information Theory 
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for the comparison among CDMA, TDMA and FDMA techniques in personal 
communications. The author evaluated Shannon’s Information Theory as the 
foundations for the design of efficient wireless communication systems, including 
those seeking multiple access to a common medium, and concluded that only CDMA 
and spread spectrum are possible on rendering the interference benign and excel over 
FDMA and TMDA to approach the ultimate performance limit. The development of 
cellular systems [1, 2] in recent decade validates the predictions of Dr. Andrew Viterbi. 
CDMA is a spread spectrum multiple access method. The bandwidth of the 
information codes from different users is spread by codes with a bandwidth much 
larger than that of the information codes. The spreading codes are referred to as 
pseudorandom noise (PN) sequences. Ideally, PN sequences used for different users 
are orthogonal to each other. Fig. 1.3 shows the structure of a fraction of a cellular 
system with hexagonal cells. There are 19 cells with BSs located at their middle points 
























Fig. 1.3. The Structure of a Cellular System 
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The five salient characteristics of CDMA are summarized using the system 
structure as follows [1, 20]: 
1. Universal frequency reuse: In FDMA, to enlarge the distance between users 
using same frequency band and reduce the interference from them, the total 
frequency bandwidth is collectively used by B cells. For example, with 4=B , 
cells 8, 9, 1, and 2 will use the total bandwidth and cells 6, 0, 16, 5 will reuse the 
bandwidth. However, in CDMA, as the interference is mainly determined by the 
correlation between PN sequences, the total frequency bandwidth allocated to the 
system can be reused from cell to cell, i.e., 1=B ; 
2. Soft handoff: Because of the universal frequency reuse, a mobile user is able to 
simultaneously communicate with several nearby BSs. Thus, during handoff, the 
mobile user terminates the old BS after the new connection is steadily 
established; 
3. High transmission accuracy: Due to the wide bandwidth used in the spread 
spectrum, Rake receivers are possible to mitigate the fading dispersive channel 
impairments and, therefore, improve transmission accuracy [21]; 
4. Soft capacity: In FDMA or TDMA, the capacity is constrained by the constant 
number of allocated frequency pairs or time slots. In CDMA, the constraint 
comes from the intra- and inter-cell interference [19, 22], i.e., the less the 
interference, the more the number of users supported in the cell, and vice versa. 
For example, with mobile users a and b communicating with BS 0 and mobile 
user c communicating with BS 4 in Fig. 1.3, the signals from mobile user a will 
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be received by BS 0 with the mixture of signals from mobile users b and c as 
interference. More specifically, the interference from users connected to the same 
BS is called the intra-cell interference, e.g., the interference from user b, and the 
interference from users connected to other BSs is called the inter-cell interference, 
e.g., the interference from user c. Besides the interference, the QoS requirements 
from different services are other factors to create soft capacity, i.e., the higher the 
QoS requirements of the service, the fewer the users of the service coexisting in 
the system, and vice versa; 
5. Flexibility: In CDMA, when a user does not transmit, it will introduce no 
interference to others and therefore consume no resource. Thus, statistical 
multiplexing for ON/OFF voice traffic and bursty data traffic is easier to 
implement in CDMA than in TDMA. 
The discussions on the five salient characteristics of CDMA demonstrate the 
necessity of using cross-layer approach in studying cellular CDMA systems. It is 
because, in CDMA, the instantaneous variation in the physical layer will extensively 
affect and determine the performance in the higher layers. 
For example, statistical multiplexing plays an important role to efficiently 
utilize system resources. In TDMA or FDMA, statistical multiplexing is normally 
ignored in the physical layer analysis as a mobile user will exclusively occupy the time 
slot or frequency pair during communication. However, in CDMA, statistical 
multiplexing is automatically taken into consideration as a mobile user will not 
consume any system resource when no signal is transmitting. As a result, by 
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considering statistical multiplexing in the physical layer, the system utilization in the 
higher layers will inherently be increased by saving the resource wasted during the 
OFF periods [23-25]. 
For another example, soft handoff plays an important role to determine the 
intra- and inter-cell interference and can further influence both the reverse and forward 
links capacities in CDMA systems. Soft handoff decreases the interference and 
increases the system capacity in the reverse link [26]. On the other hand, in the 
forward link, soft handoff increases the interference [27] and excessive number of soft 
handoff users causes the loss from multiple BSs in assigning resources to the same 
mobile user and diminishes the diversity gain [28-31]. As a result, soft handoff setting 
in the physical layer will inevitably determine the system capacity and further 
influence the connection admission decisions in the network layer. 
Besides the information from the physical layer, the information from the 
higher layers should also be shared. The QoS requirements from different services in 
the higher layers will make a difference between the resource allocations in the lower 
layers which will be shown in the latter part of the thesis. Thus, the analytical model 
must involve the lower and higher layers and the parameters must be exchanged 
among layers to facilitate such a cross-layer design approach. 
Besides the necessity of using cross-layer consideration, the cross-layer model 
also has advantages for optimizing the system performance. With conventional 
protocol structure, the optimization of resource allocation is processed separately in 
each layer without information from other layers. Although the system in that 
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particular layer is optimized, the whole system may not be optimal as only the 
worst-case performance is assumed in other segregated layers. The assumption brings 
hard guarantees for the QoS and GoS requirements and these requirements are 
guaranteed all the time even at the worst-case situation in other layers. In the wireless 
links, the time-varying characteristics will more likely produce instantaneous 
performance degradation, i.e., even worse worst-case situation. Therefore, the hard 
guarantees will exceedingly fulfill the QoS and GoS requirements and lead to the 
wastage of system resource as system performance is typically limited by the average 
(rather than the worst-case) conditions in CDMA systems [32]. The cross-layer 
approach is looking at the integrated studies of exploiting the statistical behavior 
between the performance metrics in various layers to obtain optimal system 
performance. With the cross-layer optimization, the QoS and GoS are provided with 
statistical guarantees, e.g., allowing 1% performance degradation, instead of hard 
guarantees. Thus, the cross-layer optimization will certainly produce a system 
utilization gain as compared to that in the segregated-layer design. 
In the thesis, resource allocation in cellular CDMA systems with cross-layer 
optimization across the physical layer, the link layer and the network layer is 
investigated. The cross-layer model is shown in Fig. 1.4 with involving the physical 
layer, the link layer and the network layer. In the physical layer, system characteristics, 
including universal frequency reuse, soft handoff, using Rake receiver, soft capacity 
and statistical multiplexing, are considered. In the link layer, the QoS metrics, 
including SIR and the outage probability, are considered. In the network layer, the QoS 
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metrics, including the packet-loss probability, and the GoS metrics, including the 
new-call-blocking probability, the handoff-call-dropping probability and the system 
utilization, are considered. Formulae for these QoS and GoS metrics are derived 
analytically. The cross-layer optimization is then proposed based on these metrics and 
the statistical behaviors between these metrics are coherently investigated. The system 
utilization and the blocking probability are chosen as the criteria to measure the system 
performance and the optimal performance is equivalent to the maximization of system 
utilization and the minimization of blocking probability. Thus, the optimization 
problem can be described as to maximize the system utilization or to minimize the 
blocking probability subject to the QoS constraints. 
 
Fig. 1.4. The Cross-Layer Model 
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In Fig. 1.4, the arrowheads between the blocks represent the exchange of the 
shared parameters among layers and the influences produced by the shared parameters 
between layers. Arrowhead 1 represents the influence from the physical layer 
characteristics, e.g., soft handoff, signals combination, etc., to the link layer QoS in 
both the reverse and forward links. Arrowhead 2 represents the sharing of the outage in 
the link layer which is equivalent to the instantaneous packet loss in the network layer. 
Arrowheads 3 and 4 represent the QoS requirements from different services 
affecting the system resource allocated in the link layer and the physical layer, 
respectively. In the model, dynamic connection admission control (CAC) schemes in 
the network layer, such as virtual partitioning (VP), will categorize services with 
different QoS requirements by assigning ranked priorities for the services. The bias in 
priority in the network layer causes the link and physical layers to allocate unequal 
resource for different QoS requirement services. 
In the thesis, these cross-influence phenomena are exploited and the benefits 
from the cross-layer design compared to the segregated-layer design are investigated. 
The numerical results in the latter parts of the thesis will display the benefits. The 
system parameters settings in the numerical results are following those in the 
standardized wideband CDMA (WCDMA) technology which is the main 3G air 
interface in the world [2]. 
1.2 Outline of the Thesis 
Chapter 2 reviews the related work in three major areas, resource allocation in the 
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network layer, issues in the reverse and forward links and the cross-layer optimization. 
The literature surveys on CAC schemes, including complete sharing (CS), complete 
partitioning (CP) and VP, joint packet and connection levels QoS optimization, soft 
capacity, soft handoff, the reverse and forward links performances, and capacity 
unbalance problem between the reverse and forward links, etc. 
The studies on modeling the cross-layer optimization in cellular CDMA system 
are arranged into four chapters, Chapter 3 to Chapter 6. Chapter 3 aims at providing a 
platform for the analyses in the following chapters. The system structure, system 
parameters and assumptions are introduced here. 
In Chapter 4, the CAC schemes, including CS, VP with preemption for all 
classes, and best effort and guarantee access with preemption for best effort traffic are 
investigated. The general method to implement VP for multi-class traffic with guard 
channel in cellular systems is proposed. The joint connection and packet levels 
optimization method is employed to maximize the system utilization. 
The link layer analyses for both the reverse and forward links are presented in 
Chapter 5. The focus of the chapter is to derive the formulae for SIRs and the outage 
probabilities in the reverse and forward links, respectively. The admission regions in 
the link layer are then obtained using the derived formulae. 
The GoS and QoS metrics are formulated in Chapter 4 and Chapter 5. In 
Chapter 6, the cross-layer model in Fig. 1.4 is built based on these GoS and QoS 
metrics of the segregated layers. The general cross-layer model is proposed to 
maximize system utilization subject to the QoS constraints. Based on the general 
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model, a practical problem, the capacity unbalance problem, is solved with an adaptive 
soft handoff probability (SHP) scheme. The comparisons between the cross-layer 
design and the segregated-layer design are made. Finally, conclusions and future work 
are discussed in Chapter 7. 
1.3 Contributions of the Thesis 
This section summarizes the main contributions of the thesis. 
In Chapter 3, a platform for cross-layer analysis as shown in Fig. 1.4 is 
proposed. The system structure which covers the salient features of cellular CDMA 
systems, including soft handoff, PN sequences, path loss model, power control 
schemes, interference model, etc., is illustrated. The relationship between the SHP and 
the hysteresis margin is derived. The traffic models for multimedia services, such as 
voice, video, web-browsing and data services, etc., are presented. The CAC schemes, 
including CS and VP, are introduced to demonstrate the techniques of sharing a 
common resource for users. The overview of cross-layer optimization is also presented 
as the guide for the rest of the thesis. 
In Chapter 4, the investigation on the network layer issues is processed. The 
aim of the work is to give a general solution method that admits extension to 
multi-class traffic for different CAC schemes. However, using the existing technique 
[47-50, 52, 53], to extend VP scheme to multi-class traffic is very difficult. The 
contribution in the chapter is to propose such a general method with which other CAC 
schemes can be formulated to multi-class traffic in the same way. Three CAC schemes 
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for handling multi-class service with guard channels, including CS, VP with 
preemption for all classes (VP-Case 1) and best effort and guarantee access with 
preemption for best effort traffic (VP-Case 2), are analytically formulated. The 
analytical models, derived using a K-dimensional Markov chain, are solved using 
preemption rules for VP schemes. The formulae for the GoS metrics, including the 
new-call-blocking probability, the handoff-call-dropping probability and the system 
utilization at the connection-level, and the QoS metrics, including the packet-loss 
probability at the packet-level, for different CAC schemes, are derived. A method to 
maximize system utilization through joint optimization of connection and packet levels 
parameters is proposed. Numerical results indicate that over 30% gain in system 
utilization can be achieved using the joint levels optimization. 
In Chapter 5, the admission regions that represent the largest set of QoS points 
delivered under any CAC schemes are derived in the forward and reverse links and in 
the link layer [33]. The analytical models are based on the largest received power BS 
selection criterion in both the reverse and forward links instead of the nearest BS 
selection criterion which is applied in literature. Interference models are carefully 
developed with soft handoff, diversity and statistical multiplexing, and impractical 
assumptions are avoided. In the forward link, an approximation selection method 
combining the advantages of the previously used Gaussian and lognormal 
approximations and adapting to the QoS specification for different services is proposed. 
Another contribution beyond the previous literature [63] is the removal of the need for 
simulation to obtain the intermediate parameters. Furthermore, different power control 
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schemes for mobile users in soft handoff are investigated and compared. The SIRs and 
the outage probabilities for multi-class services in BSs (the reverse link) and in mobile 
users (the forward link) are formulated as the output of the link layer analysis. The 
admission region represents the region with hard outage guarantee. 
In Chapter 6, a cross-layer optimization across the physical layer, the link layer 
and the network layer to model CDMA cellular systems is designed and solved 
analytically. This work differing from those in the literature [9, 13, 15] where the three 
layers are jointly considered is that the salient features of CDMA systems, including 
universal frequency reuse, soft handoff, soft capacity, micro-diversity, and statistical 
multiplexing, are all modeled analytically into the cross-layer optimization. A function 
block, the cross-layer decision-maker (DM) through which the cross-layer 
optimization will be applied without disturbing the integrity of the conventional 
protocol structure is proposed. The general cross-layer optimization method is 
proposed to maximize system utilization subject to the QoS constraints. With the 
general model, a practical problem, the capacity unbalance problem is solved by an 
adaptive SHP scheme which deals with the problem, for the first time, using the 
cross-layer model. In the numerical results, over 60% gain in system utilization can be 
achieved with the cross-layer optimization and the adaptive SHP scheme over the 
conventional segregated-layer design. 
The research projects presented in the thesis are either published, or have been 
submitted for publication [34-40]. 
Chapter 2 
Literature Review 
This chapter reviews three major areas related to the research described herein. These 
are resource allocation in the network layer, issues in the reverse and forward links and 
the cross-layer optimization. 
2.1 Resource Allocation in the Network Layer 
The network layer is normally divided into two levels, the connection-level and the 
packet-level. The resource allocation in the connection-level is known as the 
connection admission control (CAC). There are many existing CAC schemes to 
manage the connection admission decisions. In the thesis, three schemes, namely, 
complete sharing (CS), complete partitioning (CP) and virtual partitioning (VP), are 
focused upon. In the packet-level, the packet loss is investigated. The loss is caused by 
the excess of the required resource from the co-transmitting users over the total system 
resource. By considering both the connection-level and the packet-level, the joint 
connection and packet levels optimization will be studied. 
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2.1.1 Connection Admission Control Schemes 
Two commonly used GoS measures in CAC schemes are the new-call-blocking 
probability and the handoff-call-dropping probability. Based on the fact that 
maintaining an ongoing call is more important than admitting a new call, the admission 
of new and handoff calls has to be treated differently in resource allocation [3]. Many 
resource allocation schemes have been proposed to meet both GoS constraints and the 
need to maintain service continuity [41-45]. In [41], CAC with guard channels which 
assign higher priority to handoff calls over new calls is proposed. Certain amounts of 
capacity are reserved as guard channels for accepting handoff requests. The guard 
channel method in [41] is a fixed reservation strategy. In [42], dynamic reservation 
methods, including new call bounding, cutoff priority and new call thinning schemes, 
are investigated. In [43-45], other dynamic resource allocation schemes are proposed 
and investigated. The dynamic resource allocation schemes change the admission rules 
according to the variation in the system parameter values. Thus, these schemes are 
more complex but give better system performance by lowering the blocking and 
dropping probabilities. 
Besides the priorities for handoff calls over new calls, it is also necessary to 
assign different priorities for multiservice. In future wireless systems, the provision of 
multimedia services with QoS guarantees is a crucial requirement. The multimedia 
services include audio, video, web-browsing, data services, etc. Each service has 
distinctive characteristics differentiated from others and the characteristics of different 
services are sensitive factors to the system performance [46]. In general, applications 
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and services can be divided into different classes according to their required bit rates 
and QoS guarantees. For example, considering the delay sensitivity for different 
services, there are real-time (RT) services, e.g., the video service, and non-real-time 
(NRT) services, e.g., the data service. Considering the loss sensitivity for different 
services, there are nearly error free requirement services, e.g., the data service, and 
acceptable high bit error rate services, e.g., the audio service. Considering traffic 
symmetry between the forward and reverse links, there are symmetrical services, e.g., 
the VoIP service, and asymmetrical services, e.g., the web-browsing service. Services 
with different QoS requirements possess different priorities. Thus, CAC schemes have 
to play the role of distinguishing different services from each other by applying 
prioritized admission rules. 
Two classical CAC schemes in multi-class traffic networks are CS, which 
allows all classes to share the resource with equal priorities indiscriminately, and CP, 
which statically divides the resource among the classes and exclusively allows each 
class to use its allocated capacity [47]. Under CS, system resource could be fully 
utilized when the system load is light. However, one class may overwhelm all the 
others when the particular class users are overloaded. Whilst under CP, the flood from 
any class can be prohibited. However, the resource may be underutilized when the total 
system load is light. To combine the advantages and to diminish the drawbacks of 
these two schemes, there is another CAC scheme, VP. 
VP strikes a balance between unrestricted sharing in CS and unrestricted 
isolation in CP [48]. VP was originally proposed by Wu and Mark in [49]. The concept 
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of VP is that each individual traffic class is allocated a nominal amount of resources 
with different priorities and with the provision that under-utilized resources can be 
used by the excess traffic of an overloaded class, subject to preemption. The 
under-utilized resources come from the traffic classes whose arrival rates are below 
thresholds which are set based on past statistics. In this situation, the nominal 
allocation for under-loaded classes can be utilized by other traffic classes. However, 
VP performs preemption for the under-loaded classes when their arrival rates revert to 
their thresholds. For traffic whose arrival rates are higher than the thresholds, if the 
overall traffic is light, the overloaded classes can use the nominal allocation of other 
traffic classes just like in CS. If the overall traffic becomes heavy, the overloaded 
classes are preempted by other traffic classes and can only use the nominal allocation 
for themselves just like in CP. VP behaves like unrestricted sharing when the overall 
traffic is light and complete isolation when the overall traffic is heavy [50]. Thus, VP 
combines the best characteristics of CS and CP under different loadings. 
Research on VP has received much attention in recent years. In [47], Mitra and 
Ziedins applied VP in cellular system and considered only the single class case. In [50], 
Borst and Mitra extend their work to 2 classes. Comparisons between CS, CP and VP 
with guard channels are made in [41]. Results for 2 classes system are presented. In 
[51], Wong et al. consider CS and CP with guard channels for K classes. The 
transmission bandwidth of each class can be an integer multiple of those for other 
classes. In [52, 53], Wong et al. consider VP with preemption for groups 1 and 2 with 
guard channels pertaining to no more than 2 classes. To extend VP scheme to 
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multi-class traffic using the existing technique is very difficult. Thus, to propose a 
more general way that admits extension to multi-class traffic will be valuable. 
2.1.2 Joint Connection and Packet Levels Optimization 
Resource allocation for connection admission is basically a connection-level problem, 
but satisfying GoS constraints at the connection-level alone may limit the traffic load 
admitted. When traffic flows are admitted into the network proper, QoS is measured in 
terms of packet loss rate, packet delay and packet delay variation at the packet-level. 
Scheduling and statistical multiplexing gains play a crucial role in determining the 
amount of traffic that can be admitted into the network proper while still satisfying the 
packet-level QoS. With the gain from scheduling and statistical multiplexing, the 
packet-level can sustain a larger load than that constrained by satisfying the GoS at the 
connection-level. Thus, there could still be excessive allocation of resources between 
these two levels. It is believed that making use of both the connection-level and 
packet-level properties can enhance system utilization with GoS and QoS constraints 
at both levels. 
Beshai et al. [54] are the first to suggest using the interaction between the 
connection-level and the packet-level GoS and QoS in ATM networks to improve 
system performance. However, the work in the paper does not support user mobility. In 
the case of wireless networks, the ability to support user roaming is the key feature, 
and user mobility affects the attainable system throughput and the satisfaction of GoS 
and QoS requirements. Cheung and Mark [23] have proposed a resource allocation 
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strategy subject to joint connection and packet levels GoS and QoS constraints. They 
found that there is a significant improvement in system utilization when the 
deployment of system resources is subjected to simultaneous satisfaction of both 
connection-level and packet-level GoS and QoS constraints. 
2.2 Issues in the Reverse and Forward Links 
The reverse and forward links performances are investigated herein. The five salient 
physical layer characteristics in CDMA, including universal frequency reuse, soft 
handoff, using Rake receiver, soft capacity and statistical multiplexing, will determine 
the link layer performance. The universal frequency reuse is the fundamental 
characteristic of CDMA to differ from FDMA and TDMA. The other characteristics in 
CDMA are also due to the universal frequency reuse. For examples, using Rake 
receiver improves transmission accuracy with mitigating the fading dispersive channel 
impairments [21]. Statistical multiplexing is the inherent feature of CDMA which is 
automatically applied in the network layer [23], the link layer [24] and the physical 
layer [25]. The three characteristics, universal frequency reuse, using Rake receiver 
and statistical multiplexing, will be modeled into the analytical model in the following 
chapters. In this section, literature reviews on soft capacity and soft handoff are 
presented. Furthermore, the capacity unbalance problem, i.e., inefficient use of radio 
resource induced by asymmetrical traffic in the reverse and forward links, is studied 
and past research on this problem is investigated. 
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2.2.1 Soft Capacity and Soft Handoff in the Reverse Link 
The capacity bound in CDMA systems is interference-limited and this capacity is 
referred to as soft capacity. The soft capacity in CDMA systems includes the reverse 
link capacity and the forward link capacity. Some work has been done to model the 
soft capacity in the reverse and forward links, respectively. For the reverse link, in [55], 
the soft capacity was modeled by an upper limit and a lower limit of the capacity 
bounds. The capacity bounds are changed randomly in the model. However, the change 
of the capacity bounds should occur according to the variation of the interference level. 
In [56], based on the reverse link capacity model in [2], the soft capacity for 3G 
(WCDMA) system was investigated through simulation. The four services carried by 
3G systems are discussed. In [34], the soft capacity model in one BS was determined 
analytically based on the assumption of uniformly distributed mobile users for a 
multi-service CDMA system. However, in these work, the effect from soft handoff on 
the reverse link capacity is not considered. 
In CDMA, soft handoff is a technique that extends cell coverage and increases 
the reverse link capacity [26]. The technique allows the mobile users in soft handoff to 
be power-controlled by the smallest attenuation BS while still connected to other 
nearby BSs involved. In [57], soft handoff in multi-code CDMA system was modeled 
with a traffic management scheme. A Markov process-based approach was used to 
study the system performance for a multi-service system in the network layer. 
However, the interference model was built on the worst-case performance assumption 
where a hard bound for SIR requirement was applied and the inter-cell interference 
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was not statistically expressed. In [58], the interference model for a DS-CDMA 
cellular system with soft handoff was built to evaluate the network performance in 
terms of call blocking probability. However, the analytical model presented is difficult 
to be extended to multi-class traffic. In [59], a traffic model using the 
interference-based CAC with soft handoff was developed. The time-varying status of 
multi-class traffic in the neighboring cells was considered. A geographical structure 
with three regions was assumed to identify the mobile users in soft handoff or non-soft 
handoff. However, this assumption is not practical and will over-estimate the system 
performance as the unanticipated users, e.g., a user in soft handoff but is located within 
the non-soft handoff region, will produce a lot of interference to the whole system. 
2.2.2 Soft Capacity and Soft Handoff in the Forward Link 
In future wireless networks, the provision of multimedia services is crucial. Some 
services have asymmetric transmission traffic streams between the reverse and forward 
links [60, 61], such as video, web-browsing, data services, etc. Traffic streams are 
normally heavier in the forward link especially for services such as web browsing. 
This would make the forward link the bottleneck in the future systems. As a result, 
providing accurate capacity estimation in the forward link is useful and necessary. 
Practically, in the forward link, a mobile user in non-soft handoff is served by 
the BS from which it received the largest power [22] and a mobile user in soft handoff 
is served by the first two or three largest received power BSs. This largest received 
power BS criterion is referred to as the practical BS selection criterion. However, most 
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of the research work evaluating the forward link capacity makes the assumption that a 
mobile user is simply connected to the closest BS/BSs due to the difficulty in 
formulating an expression for the interference power at the mobile user. In [62], Kim 
and Stuber provided a forward link model to study the effects of soft handoff and 
assumed that only mobile users in a specified region are allowed to perform soft 
handoff. However, the assumption is not reasonable in practice as soft handoff may 
happen anywhere. To build a more realistic model, Zhuge and Li derived the modified 
path loss ratio using the practical BS selection criterion in [63]. However, Monte Carlo 
simulation is needed to obtain the interference characteristics before computing the 
forward link capacity analytically. To provide a more accurate and convenient forward 
link capacity estimation method, an analytical framework with the practical BS 
selection criterion and without the need of simulation to obtain the intermediate 
parameters is necessary. 
In the forward link, excessive number of soft handoff users will cause the loss 
in assigning resources from multiple BSs to the same mobile user and thus diminishes 
the gain of diversity [29-31]. In [29], the extra load on the system due to the increase 
in the number of channels occupied and reserved for macro-diversity was investigated. 
The information related to the required number of channels, the offered load and the 
blocking probability under various ratios of soft handoff users to the total users was 
provided. In [30], the losses of soft and softer handoff on the forward link capacity for 
unsectorized and sectorized cells due to the use of at least two BSs in the handoff 
process are evaluated analytically in various propagation environments. In [31], the 
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forward link capacity is found to decrease if the ratio of number of soft handoff users 
to the total number of users becomes too large. These pieces of work provide valuable 
guide to explore the effect from the soft handoff on the forward link capacity. 
2.2.3 Capacity Balancing between the Reverse and Forward 
Links 
The performance evaluations on the reverse and forward links were reviewed in the 
two sections above. A brief conclusion can be drawn that the forward link would more 
likely be the bottleneck of the system capacity if there were increasingly more traffic 
streams in the forward link than those in the reverse link. Thus, the incoming service 
may not be admitted due to the finite amount of radio resource in the forward link even 
if there is still sufficient radio resource in the reverse link to accommodate more 
services. This inefficient use of radio resource induced by asymmetric traffic is 
referred to as the capacity unbalance problem. To solve the capacity unbalance 
problem, many schemes have been proposed [60, 61, 64-66]. 
In [60], a concept of CDMA/Time Division Duplex (TDD) systems with 
different number of time slots between the two links was proposed. System utilization 
was maximized by allocating an asymmetrical number of time slots to the two links in 
proportion to their traffic volumes and this is easily realizable through the use of TDD 
instead of Frequency Division Duplex (FDD) mode. In [61], the problem of “which 
link is the limiting link of system capacity and what are the factors determining this 
limiting link” was investigated in the link layer. The influencing factors considered in 
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their work include spatial distribution of mobile users, inter- and intra-cell interference, 
and traffic asymmetry, etc. In [64, 65], another influencing factor, handoff, was 
considered. In [64], the number of mobile users in handoff between cells was adjusted 
to achieve traffic volumes balancing in separate cells through the control of a 
hysteresis margin in the physical layer when performing power control. In [65], 
asymmetric bandwidth allocation was applied with guard bandwidth for handoff calls. 
System utilization is formulated and optimized with a Markovian analysis in the 
network layer. In [66], Maeda et al. proposed broadband packet wireless access for 
next generation networks in FDD mode. The asymmetric bandwidths for the forward 
and reverse links were respectively allocated with 101.5 MHz and 40 MHz. However, 
in the literature, resource allocation with capacity balancing is optimized separately 
either in the network layer, or in the link layer, or in the physical layer only. Although 
the system in that particular layer can be optimized, the whole system may not be 
optimal as only the worst-case performance is studied in the segregated layer. 
From the literature review in sections 2.2.1 and 2.2.2, it can be seen that soft 
handoff decreases the interference and increases the system capacity in the reverse link. 
However, excessive number of soft handoff users causes the loss from multiple BSs in 
assigning resources to the same mobile user and diminishes the gain of diversity in the 
forward link. Thus, the capacity unbalance problem can be solved with an adaptive soft 
handoff probability (SHP) scheme. The principles of the adaptive SHP scheme are, 
when the traffic asymmetry is biased toward the forward link, the forward link 
capacity can be increased by decreasing SHP, and when the traffic is symmetrical, the 
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reverse link capacity can be enlarged by increasing SHP. The SHP is controlled 
adaptively along with the changing traffic volumes in the reverse or forward link. The 
hysteresis margin can be used to control the number of mobile users in soft handoff [64, 
67] in the physical layer. For example, in WCDMA, the use of the common pilot 
channel (CPICH) reception level in the mobile user for handoff measurements has the 
consequence that by adjusting the CPICH power level the number of users involved in 
the handoff can be controlled [2]. 
2.3 Cross-Layer Optimization 
The ISO (International Standards Organization)/OSI (Open Systems Interconnection) 
7-layer model for networking is the most popular networking protocol applied in the 
wireline networks. The communication tasks are divided into 7 layers and 
implemented independently. The correlative dependence of one layer on other layers is 
weak. However, in the development of wireless networks, the cross-layer optimization 
has become a research hot spot, which conflicts to the OSI 7-layer model requirements 
since sharing of information among different layers becomes necessary in order to 
achieve performance optimization. The realization of the need for cross-layer 
optimization comes from the recognition and understanding of the time-varying 
characteristics in the wireless link so that system resources in the higher layers could 
be allocated efficiently based on instantaneous information instead of the worst-case 
assumption from the lower layers. Providing QoS in the higher layers then becomes 
‘soft’ as QoS parameters are adjusted along with changing channel conditions and can 
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be guaranteed statistically [14]. 
With cross-layer optimization, relevant parameters from segregated layers are 
extracted for use in cross layers. The extracted parameters and the application 
approaches with these parameters have been prevalently reported in the literature. In 
[12], information of the wireless medium from the physical layer and the medium 
access control (MAC) layer is shared with higher layers to provide efficient resource 
allocation applications over the Internet. With the improved transmission control 
protocol (TCP), the source will be informed of the losses caused by congestion and the 
losses over the wireless channel so that the TCP mechanism can reduce the redundant 
retransmissions and the throughput loss. In [11, 17], the updates of measurements in 
the physical layer are used to optimize the MAC schemes. System efficiency 
improvement is achieved and the cross-layer design leads to a gain in performance. In 
[10, 16], the cross-layer optimization is processed between the physical layer and the 
link layer to achieve optimal power control. In [18], the influence of the physical layer 
constraints, such as the multi-access interference (MAI), on the link and network 
layers performance, such as BER, the throughput, and the network connectivity, etc., in 
a wireless CDMA sensor network is studied. In [9, 13, and 15], cellular CDMA 
systems that jointly consider characteristics of the physical, link and network layers 
were proposed to achieve effective QoS guarantee and efficient resource allocation. 
Although the ideas of the cross-layer design to share parameters among layers 
in the literature are similar, the work in different papers is to fulfill different 
optimization objectives and apply different schemes with different shared parameters 
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among layers. The use of different parameters in different schemes introduces 
difficulties to integrate various cross-layer design schemes in one system. This is 
because as the number of cross-layer adaptation schemes in one system increases, the 
chance that the optimal parameter values required by different schemes may conflict 
with each other increases [68].  Thus, a protocol architecture that considers 
cross-layer interactions is required [69]. To set up protocols for cross-layer design, 
research on cross-layer optimization should be further carried out. Various cross-layer 
models can be built to measure their effectiveness to optimize systems and different 
shared parameters among layers should be investigated to evaluate their effectiveness 
in representing their own layers. 
 
Chapter 3 
Analytical Platform of Cellular CDMA 
System 
The system models for the ensuing analysis are first introduced. These models include 
the physical layer model, the link layer model and the network layer model. These 
models of the segregated layer are harmoniously integrated into the cross-layer model 
in the rest part of the thesis. In this chapter, the system structure which covers the 
salient features of cellular CDMA systems, including soft handoff, PN sequences, path 
loss model, power control schemes, interference model, etc., are firstly illustrated. 
Then, the traffic models for multimedia services, such as audio, video, web-browsing 
and data services, etc., are introduced. Besides, the CAC schemes in the network layer, 
including CS and VP, are presented to show their mechanisms of sharing a common 
resource for multi-class services. Guard capacity to reserve resource for handoff calls 
is also considered. Finally, an overview on cross-layer optimization is given and an 
indication of where the system utilization gain comes from is presented. Some 
assumptions are made in the models. The thesis will show that these assumptions are 
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normally acceptable in the literature and adequately preserve the precision for the 
cross-layer design. 
3.1 Overview of System Structure 
Fig. 3.1 shows a simplified CDMA system where two BSs (n and h) are drawn to 
represent the home BS/BSs while other inter-cell interference BSs are all represented 
by BS b. The cell shape is not specified in this thesis, i.e., the analytical model is 
applicable for any kind of cell shape. There are two major cell shapes used in the 
literature, hexagonal cell and square cell. The hexagonal cell structure has been 
illustrated in Fig. 1.3. The square cell structure is also known as the Manhattan model 
[70-72] and will be shown in Fig. 4.1. In this thesis, to simplify the calculations in the 
analysis and simulation, the square cell structure is used in Chapters 4, 5 and 6. 
inL , ihL ,
ibL ,
 
Fig. 3.1. System Structure 
The channels of all cells are assumed to be statistically identical and mobile 
users are uniformly distributed. Although in the modeling, soft handoff can take place 
anywhere in the cell, most of them will still take place only in the regions between 
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neighboring cells. A two-leg soft handoff model is used in this thesis. This means that 
the mobile user in soft handoff connects to its two smallest attenuation BSs (active 
BSs), in both the reverse and forward links communications. 
3.1.1 Power Control in the Reverse and Forward Links 
Power control techniques are applied in cellular networks. In the reverse link, mobile 
users in a cell transmit their power to the same BS. If there is no power control 
technique applied, the closest transmitter is often able to capture the BS due to its 
smallest attenuation to the BS and it introduces more interference than those from the 
other transmitters. This is called the near-far problem. Power control is applied to 
avoid the near-far problem in the reverse link. On the other hand, in the forward link, 
due to the one-to-many scenario, there is no near-far problem since all the signals 
within one cell originate from one BS to all mobile users. However, power control is 
desirable to provide a marginal amount of additional power to mobile users at the cell 
edge as they suffer from increased inter-cell interference. The closed-loop power 
control is designed as a rigorous solution for power setting in future cellular networks 
[2]. When performing power control, SIR is a prevalently used signal quality measure. 
In this thesis, the perfect SIR-based power control schemes in both the reverse and 
forward links are assumed. That is, the BS has equal received powers from all the same 
service mobile users belonging to that cell in the reverse link and all the same service 
mobile users in the cell have the same SIR target in the forward link [4]. 
In the forward link, long scrambling codes are used to distinguish the cells. 
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Due to the asynchronous transmission from BSs, the total transmission powers from 
nearby BSs must be included into the inter-cell interference since the long scrambling 
code does not have an impulsive autocorrelation. In each cell, orthogonal codes are 
used by mobile users and this greatly reduces the interference among them. However, 
perfect orthogonality cannot be achieved in a multi-path environment, resulting in 
intra-cell interference. An orthogonality factor f  is introduced to model this loss, 
where f  is defined as the ratio of the intra-cell interference to the total transmission 
power from the home BS. 
In the reverse link, the transmissions from different sources are separated by 
the long scrambling codes. The transmission powers from transmitters with long 
scrambling codes should be totally treated as interference. Thus, the transmission 
powers from any other mobile users except itself are included into the interference. As 
the reverse link performance is mainly determined by the cross correlation between 
codes, the multi-path (fast fading) effect is ignored in the reverse link analysis [21]. 
During soft handoff, mobile users will connect to two BSs simultaneously. 
Thus, in the reverse link, two active BSs will receive the signal from the mobile user, 
and in the forward link, the mobile user will receive two signals from the two active 
BSs. Diversity can be employed to improve transmission performance by combining 
the independent signals. There are at least four combining techniques, namely, 
selection diversity, maximal ratio combining (MRC), equal gain combining and 
feedback diversity [73]. In the reverse link, selection diversity that only the primary 
BS (the largest channel gain BS) power-controls the mobile user and relays the signals 
 35
to the destination is applied. Another active BS will simply receive the signal. In the 
forward link, MRC is applied in the mobile user [2]. Thus, the received signals from 
the active BSs are summed up to achieve the best performance. 
Power control schemes for mobile users in soft handoff in the forward link are 
more complex than those in the reverse link. The power control schemes in the forward 
link will determine the levels of transmission powers from active BSs so that the 
received SIR in the mobile user can fulfill the desired threshold. The power control 
schemes have a great influence on the forward link performance from many aspects, 
such as the interference, the total allocated power and the link layer outage, etc., and 
even on the reverse link performance due to the increased overheads used in the 
reverse link control signals. The investigation and comparison for four forward link 
power control schemes for mobile users in soft handoff will be presented in Chapter 5. 
They are the equal signal-to-noise ratio per bit ( 0IEb ) power control scheme [74, 75], 
the balancing power control scheme [2, 76, 77], the unbalancing power control scheme 
[78-80] and the site selection diversity transmission power control (SSDT) scheme 
[81]. 
3.1.2 Path Loss Model in the Propagation Environment 
The propagation environment is modeled using path loss with the large-scale (or 
long-term) shadowing component, and, like those in the literature [22, 45, 63], the 
small-scale (or short-term) fading caused by multi-path propagation is ignored. The 
generally adopted lognormal transmission model is used. The channel gain of a mobile 
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user i at a distance ibd ,  from the referenced BS b is given by 
ξτ +−= ibib dL ,, log10 ,       (3.1) 
where ξ  is a Gaussian random variable (RV) with standard deviation, ξσ , and zero 
mean, and τ  is the path loss exponent. The path loss exponent, which is normally 
determined from measurements, is in the range of 2-5. As perfect power control is 
assumed, the transmission powers at the mobile users (or BSs) will have to compensate 
for such variations in the reverse (or forward) link and hence they are also lognormally 
distributed. Thus, in the following chapters, when analyzing interference, the 
lognormal distribution is assumed. 
3.1.3 Soft Handoff Decisions in the Reverse and Forward Links 
During communication, soft handoff does not occur until the pilot signal that a mobile 
user receives from the neighboring BS is higher than that from the local BS by a 
hysteresis margin, dB∆ . In the reverse link, the mobile user will always be 
power-controlled by the largest channel gain BS. Thus, for a total of ( )1+B  BSs, if a 
mobile user i in non-soft handoff is power-controlled by BS n, the conditions of the 
channel gains from BSs to mobile user i are 
dB,, ∆−< inib LL , for nb ≠  and Bb ,,0 …= .    (3.2) 
Let a mobile user i in soft handoff be connected to BSs n and h, and 
power-controlled by BS n. Thus, the conditions of the channel gains from BSs to 
mobile user i are 
inihib LLL ,,, <<  and dB,, ∆−≥ inih LL , for nb ≠ , hb ≠ , Bb ,,0 …= , (3.3) 
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which guarantees that the channel gains from BSs n and h to the mobile user are within 
the hysteresis margin. 
In the thesis, the duplex mode is not specified, i.e., the analytical platform is 
built for both the TDD and FDD modes. In the TDD mode, the channel gains in the 
reverse link and in the forward link between mobile user and BS are same to each 
other as the frequency bands used in the reverse and forward links are same. Thus, the 
BS/BSs connected to the mobile user in the reverse link are the same as the one/those 
in the forward link. In the FDD mode, the channel gains in the reverse link and in the 
forward link between mobile user and BS may be different to each other as the 
frequency bands used in the reverse and forward links are different. However, the 
possible difference on BS assignments in the reverse and forward links in the FDD 
mode will not produce an effect on the performance evaluation in the reference BS if 
the channels of all cells are assumed to be statistically identical and independent. 
In this thesis, the BS/BSs connected to the mobile user in the reverse link are 
the same as the one/those in the forward link in both the TDD and FDD modes. This 
enables soft handoff in the reverse and forward links to be considered together. In the 
forward link, if a mobile user in non-soft handoff is connected to BS n, the conditions 
of the channel gains are the same as (3.2) in the reverse link. If mobile user i in soft 
handoff is connect to BSs n and h, the conditions of the channel gains from mobile 
user i to the BSs are 
( )ihinib LLL ,,, ,min<  and dB,,dB, ∆+≤≤∆− ihinih LLL , 
for nb ≠ , hb ≠ , Bb ,,0 …= ,     (3.4) 
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which guarantee that either BS n or h has the largest channel gain to the mobile user 
and the channel gains from BSs n and h to the mobile user are within the hysteresis 
margin. 
During soft handoff, the handoff process is initialized by the mobile users 
through measurement of the received pilot signal [2]. Thus, the soft handoff decision is 
made in the forward link by the mobile users. SHP, denoted by r , is determined by 
dB∆  with 
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A represents the whole system area and 
( ) ( ) ( )( ) ( )ξξ σπστ 22log10exp 22,ibbbb dxxf +−=  is Gaussian distributed. Note that 
the probability density function of jointly Gaussian distribution is the product of the 
probability density functions (p.d.f.) of Gaussian distribution if the RVs are 
independent. 
The relationship between SHP and the hysteresis margin with a setting of 
dB6=ξσ  and 4=τ  is presented in Fig. 3.2. The result is consistent to the 
simulation results presented in [82]. SHP increases almost linearly with the increase of 
the hysteresis margin. 
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Fig. 3.2. Soft Handoff Probability vs. Hysteresis Margin 
SHP increases linearly with the increase of hysteresis margin. This is expected. 
With a large value of hysteresis margin, the difference among the channel gains 
between BSs and mobile users will be more likely involved in the margin, which 
means more mobile users are in soft handoff. Thus, the number of mobile users in soft 
handoff can be controlled through the control of the hysteresis margin. 
3.2 Traffic Model for Multimedia Services 
In future cellular networks, to provide multi-class services is an essential requirement. 
For example, in 3G networks, four traffic classes, including conversational, streaming, 
interactive, and background classes, are identified. One distinguishing factor between 
these classes is the delay-sensitivity of the traffic [2]. The conversational and 
 40
streaming classes can be grossly classified as real-time (RT) connections, while the 
interactive and background classes are non-real-time (NRT) packet data. In this thesis, 
these four traffic classes are considered in the system model and the traffic models, and 
parameter values in the numerical results will follow those settings in the WCDMA 
technology. 
The objective of the thesis is to provide an analytical model to capture the 
practical cellular CDMA networks without resorting to any simulation tools. As 
modeling the NRT services with buffering and retransmission is normally based on 
simulations [83-85], in the thesis, only the worst-case performance for the NRT 
services without buffering and retransmission is studied [86]. In practical systems, 
NRT services should have buffering and retransmission. Some work has been done in 
[111]. In the thesis, the packet delay for the NRT services is therefore excluded from 
the system model and the packet loss for the NRT services given in the thesis will be 
consequently high as no retransmission is applied. 
As RT services are assigned higher priorities than those of NRT services, 
whether there is buffering or not and whether there is retransmission or not for NRT 
services will not affect the RT services. Besides, as only the worst-case performance 
for the NRT services is studied, better performance in practical system with buffering 
and retransmission will be obtained compared to the results in the later numerical 
result sections. In other words, more NRT service users can be admitted into the 
system simultaneously. 
Two traffic models for the services are introduced in this thesis. The voice 
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service and the NRT services, such as web-browsing and data services, are modeled as 
ON-OFF sources with exponential ON/exponential OFF [87], as shown in Fig. 3.3. In 
Fig. 3.3, ONλ  is the transition rate from the ON state to the OFF state and OFFµ  is 
the transition rate from the OFF state to the ON state. Thus, assuming no buffering and 
no retransmission, the activity factor, which is the probability that the process stays in 
the ON state, is 
( )OFFONON µλλα += .       (3.6) 
For the voice service, the ON period represents ‘talking’ and the OFF period 
represents the pause between speeches. For the NRT services, the traffic models 
developed nowadays are with heavy-tailed distribution [88-91]. As deriving the 
closed-form with these models is difficult without aid from computer simulations, the 
NRT services traffic sources are usually characterized by an activity factor that is 




Fig. 3.3. Traffic Model with 2-State Markov Chain for an ON-OFF Source 
Comparatively, the video service is usually treated as the variable-bit-rate 
(VBR) service and modeled as a classical two-dimensional discrete-state, 
continuous-time Markov chain [92], as shown in Fig. 3.4, which is known as Sen’s 
model. The source changes its rate among different fixed-rate levels. The possible data 
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rate levels are built up from integer combinations of low-bit-rate (LBR) and 
high-bit-rate (HBR) processes. LBRs account for scenes with slow motion, while 
HBRs account for scenes with fast motion. Each mobile user uses a combination of 
HBR and LBR spreading codes. The superscript ( )l  is used to represent mobile users 
using LBR spreading codes, while the superscript ( )h  is used to represent mobile 
users using HBR spreading codes throughout the thesis. 
. . . (0,M)(0,1)(0,0)
(1,M)(1,1)(1,0) . . .
( )l
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Fig. 3.4. Traffic Model with 2-Dimensional Markov Chain for a Video Source 
In Fig. 3.4, each state (x, y) represents the combined discrete level of LBR and 
HBR that are generated by a single source. The combined data rate of each source is 
( ) ( )l
k
h
k yRxR + , where ( )hkR  is the bit rate for class k users using one HBR spreading 
code and ( )lkR  is the bit rate for class k users using one LBR spreading code. Each 
LBR level is modeled by a two-state mini-source with an increase rate of ( )lONλ  and a 
decrease rate of ( )lOFFµ . Each HBR fluctuation is modeled by a two-state Markov chain 
with an increase rate of ( )hONλ  and a decrease rate of ( )hOFFµ . A single source can 
generate one active HBR mini-source and a maximum of M LBR mini-sources. The 
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activity factors for each of the LBR and HBR mini-sources are respectively 
( ) ( ) ( ) ( )( )lOFFlONlONl µλλα += ,       (3.7) 
and 
( ) ( ) ( ) ( )( )hOFFhONhONh µλλα += .       (3.8) 
In Chapter 5, in the analysis of the SIR and the outage probability, a multi-class 
traffic model containing K classes traffic using Sen’s model is considered. This is a 
more general model compared to the 4-class traffic models and the ON-OFF source 
can be treated as the special case of Sen’s model without the active HBR mini-source 
states and with only one two-state LBR mini-source. Furthermore, the same traffic 
models are assumed in both the forward and reverse links. 
3.3 Mechanisms of Connection Admission Control 
Schemes 
With the development of the cellular networks, the single service ‘voice’ in the 
previous 1G system is extended to the multiservice in the modern 3G system. Thus, the 
use of ‘call’, such as call blocking, call admission, etc., should be evolved to the use of 
‘connection’ so that other services except for voice service can be represented. In this 
thesis, the concept of ‘call’ is equivalent to the concept of ‘connection’. The 
multi-class traffic is divided into two groups. Within the group, users have similar 
characteristics, such as the delay constraint, the loss sensitivity, the traffic symmetry, 
the revenue, etc. Thus, group 1 and group 2 will differ from each other in terms of 
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priorities, and within each group, the users share the same priority. 
3.3.1 Complete Sharing and Virtual Partitioning 
The cell site [BS] supports K classes of users that can be admitted into at most N 
channels. Group 1 includes traffic for classes 1 to p and group 2 includes traffic for 
classes p+1 to K. In FDMA or TDMA system, the concept of channel represents the 
frequency pair or the time slot. In CDMA systems, although there is no such practical 
channel, a logical channel could be presented in both time and frequency as in Fig. 1.2. 
To simplify the network layer analysis, the system capacity is normalized as the 
resource consumed by different users using some basic units. The basic units are 
referred to as channels in the thesis. Furthermore, the number of basic channels 
required by class k call, ( )hkr  for users using HBR spreading codes and ( )lkr  for users 
using LBR spreading codes, may not be an integer. Thus, the average number of basic 
channels required by class k call is 







kk rMrr αα += ,       (3.9) 
where kM  is the maximum number of active LBR spreading codes supported by 
class k traffic, ( )lα  and ( )hα  are the activity factors defined in (3.7) and (3.8), 
respectively. 
N is an important system-design parameter which presents the upper bound for 
admitting call at the connection-level. The choice of this parameter will determine the 
statistical multiplexing gains and deeply influence the performance in the packet and 
connection levels. With a small value of N, statistical multiplexing gains are not fully 
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utilized and system admits fewer calls below its capacity. The call blocking probability 
is high. With a large value of N, statistical multiplexing gains are over utilized and 
system suffers higher load beyond its capacity. The packet-loss probability grows high. 
The decrease of call blocking probability and the increase of packet-loss probability 
with increasing nominal admission bound, N, are shown in Fig. 3.5. The system 
optimization is thus presented to maximize the system utilization, uN , (at the optimal 










Fig. 3.5. Selection of Optimal Nominal Admission Bound 
The optimal N is the point at which the packet loss probability equals to the 
packet loss probability constraint. The selection of optimal N is then an educated 
search considering the packet loss probability rather than the blocking probability with 
an iterative procedure. This educated search looks for the point before the packet loss 
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probability requirement is violated. Note that the values of N are discrete. The 
educated search is applied in the following chapters to solve the constrained 
optimization problems. 
Two connection admission control schemes, CS and VP, are investigated in this 
thesis. With CS, groups 1 and 2 share the capacity without priority assignment. Calls in 
either group 1 or group 2 are admitted if there are available resources, and rejected 
otherwise without preemption of users in another group. 
VP is a type of dynamical resource allocation scheme. Two cases for VP are 
considered in this thesis, including VP with preemption of groups 1 and 2 (case 1) and 
VP with preemption of group 2 (case 2). Let kn  denote the instantaneous number of 
users for class k traffic and iC , 2,1=i  denote the nominal capacity for each group 
with NCC =+ 21 . The choice of iC  values will be related to the revenues of groups 
which include the economic considerations from many aspects, such as call arrival 
rates, traffic volumes, real-time or non-real-time property, etc. 
With case 1, the total number of channels are to be shared by groups 1 and 2 
using virtual partitioning. Virtual partitioning is defined as that, if 11 Crn
p
k kk
≤∑ = , 
group 1 is in the underload state; if 21 Crn
K
pk kk




>∑ = , group 1 is in the overload state, if 21 CrnK pk kk >∑ += , group 2 is in 
the overload state. Thus, the way of implementing VP with the preemption over groups 
1 and 2 is as follows. When group 1 (2) is in the underload state while group 2 (1) is in 
the overload state, if the arriving group 1 (2) services cannot be admitted, group 1 (2) 
can preempt group 2 (1) users up to the channel occupancy tending to the 
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connection-level capacity bound N. Within groups, CS is applied. 
With case 2, group 1 is offered guaranteed access while group 2 is offered best 




== ∑ =  (guaranteed access) and 212ˆ CrnC K pk kkk ≤= ∑ += η  (best effort), 
where kη  is the ratio of the number of class k calls admitted into the cell without 
being preempted during their lifetimes to the total number of admitted class k calls. 
Group 1 is given hard capacity to guarantee access. This group is given higher QoS 
protection and can preempt group 2 calls. Unused capacity during any epoch is 
available to group 2. 
3.3.2 Guard Capacity and Admission Rules 
The dynamics of a radio cell is driven by new call requests, call terminations, and 
handoffs induced by user mobility. Maintaining an ongoing call is more important than 
admitting a new call. Hence, handoff calls should be given a higher access priority, or 
a lower dropping probability than the probability of blocking new calls. One way to 
facilitate this is to reserve capacity for admitting handoff calls, which is not accessible 
by new requests. The reserved capacity is referred to as guard capacity. In this thesis, 
the simplest reservation strategy, the fixed reservation strategy with the guard capacity 
set to a fixed constant value, is applied in the system. 
The number of channels available for admitting new and handoff calls is 
∑ =− Kk kk rnN 1 . Let GC  denote the number of guard channels in a cell. The admission 
rules are defined as: 
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1) Admit both new and handoff calls if G
K
k kk
CrnN >− ∑ =1 ; 
2) Reject new calls and admit only handoff calls if G
K
k kk
CrnN ≤−< ∑ =10 . 
The admission rules will be applied in the network analysis along with the 
proposed CAC schemes. 
3.4 Overview of Cross-Layer Optimization 
The cross-layer optimization proposed in the thesis produces gains in system 
utilization which will benefit both the system providers and subscribers. The gains 
come from exploiting the statistical behavior between the performance metrics in 
various layers. 
In the link layer, the SIR is traditionally used as the performance metric to 
determine the admission region which is the largest set of QoS points delivered under 







G ,     (3.10) 
where nG  represents the state in the admission region, G is the spreading gain, S is the 
received power, cellintra−I  and cellinter−I  are respectively the intra-cell interference and 
the inter-cell interference which are determined by the number of users, the traffic 
models and the physical layer characteristics, such as the hysteresis margin and the 
path loss model, etc., η  is the background noise and *SIR  is the SIR requirement. 
The SIRs should at all time meet the requirements in both the reverse and forward 
links in this design. This is a very stringent requirement especially when all the 
interference and noise terms are stochastic processes and the worst case conditions of 
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all parameters need to be used in this approach. 
However, the short-term degradation of SIR is tolerable as the communication 
can tolerate a small percent of packet loss since small loss can be compensated by 
retransmission in the transmitters or recovered through FEC in the receivers. The 
outage probability is the degradation probability that SIR below its requirement. Thus, 
the outage probability is selected as another performance metric to determine the 
admission region. In the reverse link, 
( ) ( )( )∗≤= RRR SIRnSIRn GG PrProutage ,     (3.11) 
and in the forward link, 
( ) ( )( )∗≤= FFF SIRnSIRn GG PrProutage .     (3.12) 
The outage probabilities must meet their requirements in both the reverse and 
forward links. Thus, 
( ) ( ) ( )( ) ∗≤= δnnn FR GGG outageoutageoutage Pr,PrmaxPr ,    (3.13) 
where ∗δ  is the outage probability requirement. 
However, the existence of short-term degradation in the outage probability 
sometimes is still tolerable. This is because, even if there are states for users suffering 
outage degradation larger than the requirement, the steady state probabilities, ( )nP G , of 
users in those states are comparatively very small. Thus, the statistical behavior of 
users in the network layer should also be put into consideration. In this thesis, with the 
consideration of the statistical behaviors across the network and link layers, the 
packet-loss probability is proposed as the performance metric to determine the bound 
of admission. Thus, 
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( ) ( )( ) ∗≤= LnPnL GG ,ProutageH ,      (3.14) 
where (.)H  is the notation used to denote the analytical procedure to obtain the 
packet-loss probability taking the user steady state probabilities into consideration as 
presented in Chapter 6, and ∗L  is the packet-loss requirement. As ( )nP G  is correlated 
to the choice of CAC schemes, the bound for admitting connection at the 
connection-level will combine the information from the link layer and the network 
layer. 
 
Fig. 3.6. The Performance Gains from the Cross-Layer Optimization 
The performance gains from the cross-layer optimization can be illustrated 
using Fig. 3.6 with a line constraining a two-dimensional area presenting the bound of 
admission. The definition in (3.10) limits the admission region with the hard guarantee 
on the SIR. The definition in (3.13) improves the admission region by taking the 
average on the SIR. However, (3.13) still underestimates the admission region with the 
hard guarantee on the outage probability. With the cross-layer approach, (3.14) takes 
the average on the outage probability in the link layer and maximally expands the 
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bound of admission in the network layer. 
3.5 Summary 
The analytical platform for cellular CDMA systems has been described in this chapter. 
With the consideration of the cross-layer design in the following chapters, system 
structure in the physical layer, power control and traffic models in the link layer, and 
the CAC schemes in the network layer are described and investigated. The overview 
on cross-layer optimization is also presented. 
Based on the system models in this chapter, the analytical procedures will be 
presented for the network layer, the link layer and the cross-layer optimization in 
Chapters 4, 5 and 6, respectively. In the next chapter, based on the proposed CAC 
schemes, the formulae for the GoS metrics, including the new-call-blocking probability, 
the handoff-call-dropping probability and the system utilization at the connection-level, 
and the QoS metrics, including the packet-loss probability at the packet-level, will be 
derived. With these formulae, joint packet and connection levels optimization is 
investigated. 
Chapter 4 
Resource Allocation in the Network 
Layer 
The goal for the network service providers is to maximize the revenue by improving 
system utilization, which is usually associated with minimizing the new-call-blocking 
probability while keeping the handoff-call-dropping probability below a certain 
threshold [5]. With the packet and connection levels jointly considered, the packet-loss 
probability should also be constrained below certain thresholds. In this chapter, the 
analytical model for the network layer including the connection-level and the 
packet-level is built. The connection admission control (CAC) schemes considered 
include complete sharing (CS), virtual partitioning (VP) with preemption for all classes 
(VP Case 1) and best effort and guarantee access with preemption for best effort traffic 
(VP Case 2). The contribution of the work is to propose a more general way that 
admits extension to multi-class traffic for VP schemes. The formulae for the GoS 
metrics at the connection-level and the QoS metrics at the packet-level for different 
CAC schemes are derived. The GoS metrics include the new-call-blocking probability, 
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the handoff-call-dropping probability and the system utilization. The QoS metric 
includes the packet-loss probability. The packet delay is ignored in this thesis under the 
assumption that there is no buffering and retransmission. With these formulae, joint 
packet and connection levels optimization is presented. 
In this chapter, issues in the physical and link layers are all represented by a 
defined physical capacity of C channels per cell. C is the constraint of the number of 
instantaneously transmitted packets of admitted calls. The characteristics of wireless 
system in the physical layer and in the link layer, such as interference, soft handoff, 
power control, SIR, and the outage probability, etc., are all represented by the physical 
capacity, C. Thus, the network layer analysis can be simplified to build on this physical 
capacity and the cross-layer model will update the physical capacity with ensuing 
results in the link layer analysis in Chapter 5. 
As stated before, connection-level performance measures such as blocking and 
dropping probabilities are known as GoS. For convenience of representation, QoS is 
used to represent connection-level as well as packet-level performance measures in the 
remaining part of the thesis. 
4.1 Problem Statement 
4.1.1 Connection-Level and Packet-Level Parameters 
Consider a class k user. Its QoS is specified by the new-call-blocking probability, nkB , 
the handoff-call-dropping probability, hkB , and the system utilization, ukN , at the 
connection-level and the packet-loss probability, kL , at the packet-level. At the BS, 
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the estimation of new call arrival rate can be done using a jumping window or a 
moving window method. With generally accepted approach, the arrivals of calls are 
assumed as Poisson distributed and the call holding time and the call dwell time are 
exponentially distributed. Although these assumptions may not be true in practical 
mobile networks, they have been widely used [41, 42, 44, 93, and 94] to provide 
approximate solutions for cellular systems. 
The connection-level and the packet-level parameters used throughout the 
paper are listed below. The connection-level parameters are listed as following: 
nkB  arrivalscallofnumberTotal
blockedcallsclassnewofNumber k= : new-call-blocking probability for 
class k; 
nB   ∑ == Kk nkB1 : total new-call-blocking probability; 
hkB  arrivalscallofnumberTotal
droppedcallsclasshandoffofNumber k= : handoff-call-dropping 
probability for class k; 
hB   ∑ == Kk hkB1 : total handoff-call-dropping probability; 
ukN   T
dtrn
T kk∫= : system utilization for class k calls; 
uN   ∑ == Kk ukN1 : total system utilization (average channel occupation, CNu < ); 
nkλ   arrival rate of new class k calls; 
hkλ   arrival rate of class k handoff calls; 
kλ   hknk λλ += : total arrival rate of class k calls; 
1−
ckµ   mean class k call holding time (lifetime); 
1−
hkµ   mean class k call dwell time (interhandoff time). 
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The packet-level parameters are list as following: 
kL   packet-loss probability for class k call; 
L   ∑ == Kk kL1 : total packet-loss probability. 
4.1.2 Formulae on Arrival Rates 
Let nkθ  denote the probability that the next arrival is a new call from class k: 





λθ .        (4.1) 
Let hkθ  denote the probability that the next arrival is a handoff call from class 
k: 





λθ .        (4.2) 
Let kθ  denote the probability that the next arrival is from class k: 





λθ .        (4.3) 
All cells are assumed to be statistically identical. Thus, the rate of handoff 
departing from a cell equals the rate at which handoff calls entering the cell. From the 
complete partitioning policy, equating the class k handoff call arrival rate to the 
product of the average handoff rate, hkµ , and the average number of class k calls, the 
class k handoff call arrival rate is obtained as follows [51, 95]: 












−+−×=×= 11 ,   (4.4a) 
Solving for hkλ  in (4.4a), 














−= 11 ,    (4.4b) 
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where nknknk Bb θ= is the new class k call blocking probability considering only 
class k traffic, hkhkhk Bb θ=  is the handoff class k call dropping probability 
considering only class k traffic, svkhk =µ , kv  is the speed of the class k mobile user 
and s is the size of a square cell. More details on the demonstration of (4.4) could be 
looked up from [95] for a single traffic system and [51] for a multi-traffic system. 
Note that both the new-call-blocking and handoff-call-dropping probabilities 
are functions of the new call arrival rate and the handoff call arrival rate, respectively. 
The handoff-call-dropping probability can only be calculated after the handoff call 
arrival rate has been determined. On the other hand, the handoff call arrival rate can 
only be calculated using (4.4b) when nkB  and hkB  are known. To resolve this 
paradox, (4.4b) can be written as a set of recurrence equations. At the initial time 
instant 1=l , the handoff call arrival rate, ( )1hkλ  is set equal to cknkhk µλµ  on the 
assumption that ( )1hkb  and ( )1nkb  are negligibly small. Then ( )1hkλ  is used to 
compute ( )2hkb  and ( )2nkb  using the analytical results presented in sections 4.2, 4.3 
and 4.4. For example, for CS, (4.8) is used to solve for the equilibrium system state 
probability ( )nP G . ( )nP G  is then used in (4.11)-(4.12) to evaluate the 
new-call-blocking and handoff-call-dropping probabilities which in turn are substituted 
into (4.4b). Iterating in this manner, the recurrence equations can be written as 





−= 1 ,       (4.5a) 
( ) ( )( )llb hkhk λF=+ 1 ,       (4.5b) 
( ) ( )( )llb hknk λG=+ 1 ,       (4.5c) 
where ( ).F  and ( ).G  are notations used to denote the analytical procedure as 
 57
described above. 
4.2 CS - Complete Sharing 
CS is the simplest CAC scheme which has almost no rules for admitting calls. 
However, the admission policy must be considered as the guard capacity is proposed to 
protect the handoff calls. 
4.2.1 CS – Connection-Level Analysis 
Assuming Poisson distributed arrivals for new and handoff calls and exponentially 
distributed call holding time, the channel occupancy can be modeled as a 
K-dimensional Markov chain and solve it using the techniques in [55, 96, and 97]. The 
key of the techniques is to formulate the global balance equations based on a 
K-dimensional Markov chain. 
Let ( )Knnnn ,,, 21 …G =  denote the state of the system with the number of class 
k users, kn , in the kth class and ( )Krrrr ,,, 21 …G =  denote the vector of basic channels, 
where kr  is the number of basic channels required for each class k call and 







kk rMrr αα += . Let ( )nk Gλ  denote the arrival rate and ( )nk Gµ  the departure 
rate for class k calls in the system. Thus the state space of the system, denoted by S, is 
given by { }NnrnS ≤⋅= GGG |: . 
The admission policy for CS will be defined here. When the system is in state 
nG  and a class k call (new or handoff) arrives, an admission policy determines whether 
or not the call is admitted into the system. The admission policy is specified by 
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mapping ( ) ( ) ( ) ( )( )nfnfnfnf K G…GGGG ,,, 21=  for both the new and handoff calls excluding 
the guard channels, and ( ) ( ) ( ) ( )( )nfnfnfnf GKGGG G…GGGG ,,, 21=  for only the handoff calls 
within the guard channels, where the union of ( )( )nfS GG  and ( )( )nfS G GG  gives the 
system state space S, and )(nfk
G  and )(nfGk G  each takes on the value 0 or 1 if a class 
k call is rejected or admitted, respectively, when the system state is nG . They are 

















GGG .    (4.7) 
The global balance equations for the Markov process under the admission 
policy for CS are given by: 
( ) ( ) ( )[ ] ( ){ } ( ) ( ) ( )























,  (4.8) 
where ke
G  is a K-dimensional vector of all zeros except for a one in the kth place, i.e., 
ken
GG +  means to admit a class k call and ken GG −  means to terminate a class k call who 
is preempted by another call which will happen in VP or has just completed its 
communication, and 














λλλ ,     (4.9) 
( ) Nnrnn hkckkk ≤⋅<+= GGG 0),( µµµ .     (4.10) 
Equation (4.8) can be solved using lower triangular/upper triangular (LU) 
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decomposition together with the condition that the sum of all the state probabilities is 1 
to obtain )(nP G . LU decomposition is a common numerical technique to solve linear 
algebraic equations [98]. 
A new class k call is blocked from entering the system (and is assumed lost) if 
upon arrival it finds that it cannot be accommodated because the number of available 
channels (excluding the guard channels) is less than kr . Therefore the blocking 
probability for a new class k call considering all classes is given by 



































nPB θG" ,    (4.11) 
for all nG  satisfying ( ) kG rnrCN <⋅−− KK . ⎣ ⎦x  is the floor function which gives the 
largest integer less than or equal to x. 
A class k handoff call is blocked from entering the system (and is assumed lost) 
if upon arrival it finds that it cannot be accommodated because the number of available 
channels (including the guard channels) is less than kr . Therefore the dropping 
probability for a class k handoff call considering all classes is given by 



































nPB θG" ,     (4.12) 
for all nG  satisfying ( ) krnrN <⋅− KK . 
The utilization for class k is given by: 



































rnPnN G" .    (4.13) 
The total utilization is thus, 
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∑ == Kk uku NN 1 .       (4.14) 
In the thesis, the utilization represents the average number of channels. The 
utilization is not normalized. Thus, the value can be greater than 1. 
4.2.2 CS – Packet-Level Analysis 
The statistical multiplexing is modeled at the packet-level. The exponentially 
distributed ON/OFF mini-sources in Sen’s model for each call have been assumed. For 
mobile users using HBR spreading codes, let kh  denote the number of in-progress 
mini-sources. The probability that kh  in-progress mini-sources are in the ON state 
given that there are kn  calls in progress is given by 








⎛= αα 1| .      (4.15) 
For mobile users using LBR spreading codes, let kl  denote the number of 
in-progress mini-sources. The probability that kl  in-progress mini-sources are in the 
ON state given that there are kn  calls in progress is given by 








⎛= αα 1| ,     (4.16) 
where kM  is the maximum number of active LBR spreading codes supported by 
class k traffic. 
Because the design parameter N must not be less than the physical capacity C, 
when the total number of channels from calls in the ON state exceeds the physical 
capacity, they will suffer packet losses. Assuming a priority structure with class 1 
having the highest priority and no packet buffer, the equivalent class k packet-loss 
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probability is given by [51]: 
( ) ( ) ( ) ( )
( ) ( ) ( )
( )⎣ ⎦⎣ ⎦
( ) ( )( ) ( ) ( )( )


































































































































( ) ( ) ( ) ( )( )⎣ ⎦⎣ ⎦
( ) ( ) ( ) ( ) ( )( )∑∑∑ ∑















































































[ ] [ ]0,max xx =+ , ( )hkr  denotes the channel number for class k users using HBR 
spreading codes and ( )lkr  denotes the channel number for class k users using LBR 
spreading codes. 
The total packet-loss probability is then given by 
∑ == Kk kLL 1 .       (4.19) 
4.2.3 CS - Performance Evaluation 
The performance for CS by means of numerical analysis and simulation is evaluated. 
The Manhattan model used in the simulation is shown in Fig. 4.1. The block length is 
200m with 100 BSs, the filled circle, placed at every street corner. The dashed line 
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represents the curbside and the solid line represents the cell boundary. 
 
Fig. 4.1. The Manhattan Model in the Simulation 
4.2.3.1 Simulation Model 
The simulation is based on an “event-oriented” approach: a sequence of events 
corresponding to the actions that modify the state of the system is processed. The 
events include a new call arrival, a handoff call arrival, a call departure and a new 
system utilization updating. The resource allocation schemes are negotiated in each BS 
when a new call or a handoff call arrives. The assumptions of Poisson distributed 
arrivals for new calls and exponentially distributed call holding time are used. The 
handoff call arrival rate is not determined by (4.4) or (4.5), but based on the mobility 
of the calls. Performance statistics are obtained from the middle cell in the system. By 
collecting the number of arriving calls, new blocked calls, and handoff dropped calls 
and the system utilization per time unit, the blocking probability and the system 
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utilization can be computed as described in section 4.1.1. 
Furthermore, when a new call is generated, it can move in any one of the four 
directions: north, south, east or west. The movement of the mobile users is restricted 
along the streets, and the birth positions of the new calls are randomly selected. 
Handoff occurs only when the residual call holding time is longer than the time 
duration that a mobile user will travel in a cell. So, the residual dwell time is 
determined by the birth position of the new calls, the moving directions and the speed 
of the mobile users. In the simulation, the mobile users travel in one of the directions at 
a constant speed. Thus, excluding the cases for the dwell times in the birth cell and the 
ending cell of a call, the dwell times of a call in the cells between the birth cell and the 
ending cell are fixed constant times. That is, these dwell times are equal to the block 
length divided by the speed of the mobile user shown in (4.4). Thus, the handoff call 
arrival rate is determined by the speed of the mobile users and further influences the 
blocking probability and system utilization. The performances of fast and slow mobile 
users, representing users in vehicles and pedestrian users, respectively, are compared. 
The performance metrics include the new-call-blocking probability, the 
handoff-call-dropping probability and the system utilization for different traffic 
services with fast and slow mobile users. The purpose of the simulation is to justify the 
reasonableness for the formulae in the analysis. 
Each simulation result is generated up to 100 million simulation minutes. A 
warm-up period of 10 million simulation minutes has also been used to minimize the 
effects of initial simulation transients. Four traffic classes (K=4) are considered. The 
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first, third and fourth classes are modeled as ON-OFF sources that are Sen’s model 
without the active HBR mini-source states and with only one two-state LBR 
mini-source each representing the voice, web-browsing and data services, while the 
second class is modeled as Sen’s model with the maximum number of active LBR 
spreading codes, 82 =M , representing the video service. 
The settings of the traffic models are following the definition in 3GPP. 
According to [2, 99], the parameters used in the numerical examples are tabulated in 
Table 4.1. 
Table 4.1. The Parameters Values in the Network Layer Analysis 
Class 1 2 3 4 
Parameter Type Voice Video Web-browsing Data 
Activity Factor ( kα ) 0.4 0.3867 (LBR)0.5 (HBR) 0.1176 0.1028 
Channel Number ( kr ) 2 
1 (LBR) 
2 (HBR) 8 16 
Holding Time ( ckµ/1 ) 1 min 1 min 3 mins 3 mins 
Slow User Speed ( kv ) 4.0 km/hr 4.0 km/hr 4.0 km/hr 4.0 km/hr
Fast User Speed ( kv ) 40 km/hr 40 km/hr 40 km/hr 40 km/hr
Nominal Capacity ( N ) 16 
Physical Capacity (C ) 12 
Guard Capacity ( GC ) 4 
Nominal Capacity for Group 1 ( 1C ) 12 
Nominal Capacity for Group 2 ( 2C ) 4 
Cell Size (s) 200m 
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4.2.3.2 Connection-Level Blocking Probability and System Utilizations for 
CS 
The connection-level analytical and simulation results of the new-call-blocking and 
handoff-call-dropping probabilities, nB  and hB , for classes 1 and 2, and 3 and 4 with 
fast and slow mobile users are shown in Figs. 4.2, 4.3, 4.4 and 4.5, respectively. The 
new call arrival rates are all the same for the 4 traffic classes. 
 




Fig. 4.3. New-call-blocking probabilities for classes 3 and 4 (CS) 















































Fig. 4.4. Handoff-call-dropping probabilities for classes 1 and 2 (CS) 
 67













































Fig. 4.5. Handoff-call-dropping probabilities for classes 3 and 4 (CS) 
The agreement between the analytical results and simulation results are 
excellent. Although this is expected as the simulations use the same model and 
assumptions, it does verify the reasonableness for the formulae and showed that two 
iterations of (4.5) are sufficient to obtain quite accurate results. The effect of the 
iterations is shown in Fig. 4.2. Under the same total traffic load input (the total new 
call arrival rate) in both the fast and slow users’ cases, the fast users’ case will lead to 
more handoff processes than that for the slow users’ case as the dwell time for the fast 
user is shorter than that for the slow user. Therefore, the chance of the handoff call 
dropping is higher in the fast users’ case than that in the slow users’ case. That is, the 
handoff-call-dropping probabilities in the fast users’ case are larger than those in the 
slow users’ case (as shown in Figs. 4.4 and 4.5). On the other hand, the larger 
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handoff-call-dropping probabilities in the fast users’ case bring more available capacity 
for the new arrival calls compared to that in the slow users’ case. As a result, the 
new-call-blocking probabilities in the fast users’ case are lower than those in the slow 
users’ case (as shown in Figs. 4.2 and 4.3). The numerical results have been obtained 
using only two iterations in the calculation of the handoff arrival rate. The analytical 
and simulation results agree better in the slow users’ case than those in the fast users’ 
case. This is because the handoff call arrival rate in the slow users’ case is 
comparatively smaller than that in the fast users’ case. Thus, the estimation error of the 
handoff call arrival rate in (4.4) due to limited iterative times will have little effect on 
the performance evaluation in the slow users’ case. 



































Fig. 4.6. System utilization for fast mobile users (CS) 
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Fig. 4.7. System utilization for slow mobile users (CS) 
Figs. 4.6 and 4.7 show the connection-level analytical and simulation results of 
system utilization, uN , for fast and slow mobile users, respectively. Similarly, the 
analytical and simulation results agree better in the slow users’ case than those in the 
fast users’ case. 
4.3 VP Case 1 - VP with Preemption for Groups 1 and 2 
The difference between CS and VP lies on the preemptions in VP. The global balance 
equations for CS have been obtained. Focusing on the characteristic of VP, five rules to 
present the preemptions are defined. The five preemption rules will describe all 
characteristics of preemptions that are possible in VP. They will be used as the criteria 
to determine whether or not the preemption can happen in a particular state of the 
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system. Thus, there are the admission policies and the preemption rules to determine 
the admission, the rejection and the preemption decisions for the new and handoff 
calls. 
4.3.1 Case 1 – Connection-Level Analysis 
The multi-class users are divided into two groups. Group 1 ( 1G , 1n
G ) contains classes 
from 1 to p with the nominal capacity of 1C ; group 2 ( 2G , 2n
G ) contains classes from 
p+1 to K with the nominal capacity of 2C . 

















GGG ,    (4.21) 
which are the same as those for CS. 
Preemption in case 1 is governed by the following preemption rules: 
1. Preemption could happen only under the condition that 21 Crn
K
pk kk




>∑ = , i.e., group 2 users occupying capacity nominally allocated to 
group 1; group 1 users occupying capacity nominally allocated to group 2. 
2. Preemption happens when a new class j call arrives under the conditions that 
NnrCG =⋅+ GG , or { NnrCG <⋅+ GG  and jG rNnrC −>⋅+ KK }. Note that no 
matter which type of preemption happens, new calls can only be admitted 
into the system when the guard channels are not occupied. 
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3. Preemption happens when a handoff class j call arrives under the condition 
that jrNnr −>⋅ KK . 
4. When there is preemption for class 1Gj ∈  over group 2 (class j adds one 
user and one/some user(s) is/are deleted from group 2), the number of 
terminated users from each class within group 2 must be calculated 
individually. Here the problem is simplified to assume that the termination 
happens to only one class, e.g., class k. So, the number of class k users 







, where ⎡ ⎤x  is 
the ceiling function which gives the smallest integer larger than or equal to x. 
Likewise, when there is preemption for class 2Gk ∈  over class j of group 1, 









5. If preemption happens over class k, it means that class k is the most 
overloaded class in its own group and the class k will be determined by the 
following criteria: ( ) ( ){ }pp rnCrnCk ×−×−= 1111 ,,minarg …  for 1Gk ∈ , 
and ( ) ( ){ }KKpp rnCrnCk ×−×−= ++ 2112 ,,minarg …  for 2Gk ∈ . Another 
criterion could be to preempt the lowest priority class in that group and this is 
a subject for future investigation. 
Due to the fact that the only difference between CS and VP is the preemption in 
VP, to formulate the global balance equations for VP, the global balance equations for 
CS will be formulated first, and then each state will be filtered by the five preemption 
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rules. If preemption happens in that state, the corresponding state transitions will be 
added to complete the global balance equations. Let ( )nP G  denote the equilibrium 
probability that the system is in state nG . The global balance equations for the Markov 
process under the preemption rules and the admission policy for case 1 are given by: 
( ) ( ) ( )[ ] ( ) ( ){ } ( )
( ) ( ) ( ) ( )[ ] ( ) ( )



















































λλ G .      (4.23) 
Without the ( )nPk Gλ  terms, (4.22) is equivalent to the global balance equations 
for CS. 
A new class k call is blocked from entering the system (and is assumed lost) if 
upon arrival it finds that it cannot be accommodated because the number of available 
channels (excluding the guard channels) is less than kr . Therefore the blocking 
probability for a new class k call considering all classes is given by 






































θG" ,  (4.24) 
for all nG  satisfying ( ) kG rnrCN <⋅−− KK , where njP  is the preemption probability 
for class j call when a new class k call arrives, as defined in (4.26) below. 
A class k handoff call is blocked from entering the system (and is assumed lost) 
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if upon arrival it finds that it cannot be accommodated because the number of available 
channels (including the guard channels) is less than kr . Therefore the dropping 
probability for a class k handoff call considering all classes is given by 






































θG" ,  (4.25) 
for all nG  satisfying ( ) krnrN <⋅− KK , where hjP  is the preemption probability for 
class j call when a handoff class k call arrives, as defined in (4.27) below. 
The preemption probability for a class k call, when a class j new call arrives, is 
given by: 



































nPP θG" ,     (4.26) 
for all nG  satisfying rules 2 and 4. 
The preemption probability for a class k call, when a class j handoff call arrives, 
is given by: 



































nPP θG" ,     (4.27) 
for all nG  satisfying rules 3 and 4. 
The utilization for class k is given by: 




































rnPnN G" .    (4.28) 
The total utilization is thus, 
∑ == Kk uku NN 1 .       (4.29) 
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4.3.2 Case 1 - Packet-Level Analysis 
The analytical formulations of the packet-loss probability for case 1 are the same as 
those for CS in section 4.2.2. 
4.3.3 Case 1 - Performance Evaluation 
The performance for case 1 by means of numerical analysis and simulation is 
evaluated. The simulation model and the parameters used in the numerical examples 
are all the same as those in CS. The new call arrival rates are all the same for the 4 
traffic classes. The connection-level analytical and simulation results of 
new-call-blocking and handoff-call-dropping probabilities, nB  and hB , for classes 1 
and 2, and 3 and 4 for fast and slow users are shown in Figs. 4.8, 4.9, 4.10 and 4.11, 
respectively. 
The agreement between the analytical results and simulation results are 
excellent. This justifies the reasonableness of the defined preemption rules. VP case 1 
assigns different priorities for group 1 and 2 users and group 1 users have higher 
priorities than group 2 users. Thus, the new-call-blocking and handoff-call-dropping 
probabilities of group 1 users (classes 1 and 2) are lower than those in CS where group 
1 and 2 users have the same priority. 
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Fig. 4.8. New-call-blocking probabilities for classes 1 and 2 (VP Case 1) 











































Fig. 4.9. New-call-blocking probabilities for classes 3 and 4 (VP Case 1) 
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Fig. 4.10. Handoff-call-dropping probabilities for classes 1 and 2 (VP Case 1) 















































Fig. 4.11. Handoff-call-dropping probabilities for classes 3 and 4 (VP Case 1) 
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Figs. 4.12 and 4.13 show the connection-level analytical and simulation results 
of system utilization, uN , for fast and slow users, respectively. Similar to CS, the 
analytical and simulation results agree better for the slow users’ case than those for the 
fast users’ case. Besides, due to the different priorities for group 1 and 2 users in VP 
case 1, the system utilizations for group 1 users in VP case 1 become higher than those 
in CS. For example, 2uN  in Figs. 4.12 and 4.13 is higher than that in Figs. 4.6 and 4.7 
and 3uN  in Figs. 4.12 and 4.13 is lower than that in Figs. 4.6 and 4.7. 



































Fig. 4.12. System utilization for fast mobile users (VP Case 1) 
 78



































Fig. 4.13. System utilization for slow mobile users (VP Case 1) 
4.4 VP Case 2 - VP with Preemption for Group 2 
The difference between case 1 and case 2 lies on that, in case 1, group 2 can preempt 
group 1. In case 2, there is no preemption for group 1 and group 1 is offered 
guaranteed access while group 2 is offered best-effort service. As a result, the 
admission policies and the preemption rules in case 2 will differ from those in case 1. 
4.4.1 Case 2 – Connection-Level Analysis 







G ,       (4.30) 












G ,      (4.31) 





≤+<− ∑ = . 
Preemption in case 2 is governed by the following preemption rules: 
1. Preemption could happen only under the condition that 21 Crn
K
pk kk
>∑ += , 
i.e., group 2 users occupying capacity nominally allocated to group 1. 
2. Preemption happens when new class 1Gj ∈  call arrives under the 
conditions that NnrCG =⋅+ KK , or { NnrCG <⋅+ KK  and 
jG rNnrC −>⋅+ KK }. 
3. Preemption happens when handoff class 1Gj ∈  call arrives under the 
condition that jrNnr −>⋅ KK . 
4. When there is preemption for class 1Gj ∈  over class k in group 2, the 









5. If preemption happens over class k, it means that class k is the most overload 
class in group 2 and the class k will be determined by the criterion 
( ) ( ){ }KKpp rnCrnCk ×−×−= ++ 2112 ,,minarg … . 
Let ( )nP G  denote the equilibrium probability that the system is in state nG . The 
global balance equations for the Markov process under the preemption rules and the 
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admission policy for case 2 are given by: 
( ) ( ) ( )[ ] ( ) ( ){ } ( )
( ) ( ) ( ) ( )[ ] ( ) ( )









































where ( )nk Gλ  is defined in (4.9), ( )nk Gµ  is defined in (4.10), and ( )nPk Gλ  is defined 
in (4.23). 
A new class 1Gk ∈  call is blocked from entering the system (and is assumed 
lost) if upon arrival it finds that it cannot be accommodated because the number of 
available channels (excluding the guard channels) is less than kr . Therefore the 
blocking probability for a new class 1Gk ∈  call, considering all classes, is given by 









































































1 θG , (4.33) 
for all nG  satisfying ( ) kG rnrCN <⋅−− KK , where niP  is the preemption probability 
for class i call when a new class k call arrives, which is defined in (4.37). 
Similarly, the blocking probability for a class 2Gk ∈  new call, considering all 
classes, is given by: 







































































nPB θG ,  (4.34) 
for all nG  satisfying ( ) kG rnrCN <⋅−− KK . 
A class 1Gk ∈  handoff call is blocked from entering the system (and is 
assumed lost) if upon arrival it finds that it cannot be accommodated because the 
 81
number of available channels (including the guard channels) is less than kr . Therefore, 
the dropping probability for a class 1Gk ∈  handoff call, considering all classes, is 
given by: 







































































nPB θG"" ,  (4.35) 
for all nG  satisfying ( ) kpi ii rrnC <−∑ =11 . 
Similarly, the dropping probability for a class 2Gk ∈  handoff call considering 
all classes is given by: 







































































nPB θG"" ,  (4.36) 
for all nG  satisfying ( ) krnrN <⋅− KK . 
The preemption probability for a class 2Gk ∈  call, when a class 1Gj ∈  new 
call arrives, is given by: 







































































nPP θG"" ,  (4.37) 
for all nG  satisfying rules 2 and 5. 
The preemption probability for a class 2Gk ∈  call, when a class 1Gj ∈  
handoff call arrives, is given by: 







































































nPP θG"" ,  (4.38) 
for all nG  satisfying rules 3 and 5. 
The utilization for class k is given by: 
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rnPnN G"" .  (4.39) 
The total utilization is thus, 
∑ == Kk uku NN 1 .       (4.40) 
4.4.2 Case 2 – Packet-Level Analysis 
The analytical formulation of the packet-loss probability for case 2 is the same as that 
for CS in section 4.2.2. 
4.4.3 Case 2 - Performance Evaluation 
The performance for case 2 by means of numerical analysis and simulation is 
evaluated. The simulation model and the parameters used in the numerical examples 
are all the same as those in CS. The new call arrival rates are all the same for the 4 
traffic classes. The connection-level analytical and simulation results of 
new-call-blocking and handoff-call-dropping probabilities, nB  and hB , for classes 1 
and 2, and 3 and 4 for fast and slow mobile users are shown in Figs. 4.14, 4.15, 4.16 
and 4.17, respectively. The preemption rules for VP case 2 are proven to be reasonable 
as the agreement of the analytical results and simulation results are excellent. The 
preemption happens when the system is in the over-loaded situation, i.e., VP behaves 
like complete partitioning when the overall traffic is heavy. The preemption protects 
both the new call and handoff call arrivals. Thus, the call blocking probabilities are 
lower than those in CS especially in the high load situation (where the total new call 
arrival rate is 2.4/minute). 
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Fig. 4.14. New-call-blocking probabilities for classes 1 and 2 (VP Case 2) 











































Fig. 4.15. New-call-blocking probabilities for classes 3 and 4 (VP Case 2) 
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Fig. 4.16. Handoff-call-dropping probabilities for classes 1 and 2 (VP Case 2) 















































Fig. 4.17. Handoff-call-dropping probabilities for classes 3 and 4 (VP Case 2) 
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Fig. 4.18. System utilization for fast mobile users (VP Case 2)  



































Fig. 4.19. System utilization for slow mobile users (VP Case 2) 
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Figs. 4.18 and 4.19 show the connection-level analytical and simulation results 
of system utilization, uN , for fast and slow mobile users, respectively. Similar to CS, 
the analytical and simulation results agree better for the slow users’ case than those for 
the fast users’ case. 
4.5 Joint Connection and Packet Levels Optimization 
4.5.1 The Joint Levels Optimization Analysis 
The formulae for the QoS metrics, including the new-call-blocking probability, the 
handoff-call-dropping probability and the system utilization at the connection-level, 
and the packet-loss probability at the packet-level have been defined for CS and VP. 
Maximizing system utilization can translate to more revenue for the network providers 
who in turn can lower the charges for the mobile users. So, the goal of joint connection 
and packet levels optimization is to maximize system utilization subject to the QoS 
constraints in both levels. It can be achieved by choosing the optimal parameter N. 
Every value of N is tested as a system parameter in a range of values, and the optimum 
N that gives the maximum system utilization and satisfies the QoS constraints at the 
same time is selected. The optimization problem is then presented as: 
{ }uNmax ,        (4.41) 
subject to 
*
nn BB ≤ , 
*
hh BB ≤ , 
*
kk LL ≤ , 
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where the superscript * denotes the QoS requirements of the corresponding parameters. 
The selection of optimal N uses the educated search with an iterative procedure 
described in section 3.3.1. 
4.5.2 Performance Evaluation on the Joint Levels Optimization 
The parameters used in the numerical examples are all the same as those in the CS 
performance evaluation, except that 1.0* =nkB , 1.0* =hkB  and 3* 101 −×=kL . The new 
call arrival rates are all the same for the 4 traffic classes. 
4.5.2.1 Joint Levels Optimization for CS 
Figs. 4.20 and 4.21 show the gain in system utilization through joint connection and 
packet levels QoS optimization for fast and slow mobile users, respectively. 















Total New Call Arrival rate, (/minutes)
CS With 4 Classes (Fast)
Nu1-Without joint call/packet level QoS optimization
Nu1-With joint call/packet level QoS optimization
Nu2-Without joint call/packet level QoS optimization
Nu2-With joint call/packet level QoS optimization
Nu3-Without joint call/packet level QoS optimization
Nu3-With joint call/packet level QoS optimization
Nu4-Without joint call/packet level QoS optimization
Nu4-With joint call/packet level QoS optimization
Nu-Without joint call/packet level QoS optimization
Nu-With joint call/packet level QoS optimization
 
Fig. 4.20. System utilization with and without joint connection and packet levels QoS 
optimization for fast mobile users (CS) 
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Total New Call Arrival rate, (/minutes)
CS With 4 Classes (Slow)
Nu1-Without joint call/packet level QoS optimization
Nu1-With joint call/packet level QoS optimization
Nu2-Without joint call/packet level QoS optimization
Nu2-With joint call/packet level QoS optimization
Nu3-Without joint call/packet level QoS optimization
Nu3-With joint call/packet level QoS optimization
Nu4-Without joint call/packet level QoS optimization
Nu4-With joint call/packet level QoS optimization
Nu-Without joint call/packet level QoS optimization
Nu-With joint call/packet level QoS optimization
 
Fig. 4.21. System utilization with and without joint connection and packet levels QoS 
optimization for slow mobile users (CS) 
Without joint connection and packet levels optimization, N is set to equal to the 
physical capacity. Thus, the packet loss probability will be zero for the case without 
optimization. With joint connection and packet levels optimization, the parameter N is 
maximized. In this numerical example, the optimal N is 17 for both fast and slow 
users’ scenarios. The system can admit more new and handoff calls though the packet 
loss probabilities are also increased but still subject to the QoS constraint. In the 
figures, the larger the load (total mean new call arrival rate), the larger the gain in 
system utilization, e.g., in Fig. 4.21, at 2.1
1
=∑ =Kk kλ , the total system utilization gain 
is about 0.6, while at 4.2
1
=∑ =Kk kλ , the gain becomes over 1.5. 
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4.5.2.2 Joint Levels Optimization for Case 1 
Figs. 4.22 and 4.23 show the gain in system utilization through joint connection and 
packet levels QoS optimization for fast and slow mobile users, respectively. 
 















Total New Call Arrival rate, (/minutes)
Case 1 With 4 Classes (Fast)
Nu1-Without joint call/packet level QoS optimization
Nu1-With joint call/packet level QoS optimization
Nu2-Without joint call/packet level QoS optimization
Nu2-With joint call/packet level QoS optimization
Nu3-Without joint call/packet level QoS optimization
Nu3-With joint call/packet level QoS optimization
Nu4-Without joint call/packet level QoS optimization
Nu4-With joint call/packet level QoS optimization
Nu-Without joint call/packet level QoS optimization
Nu-With joint call/packet level QoS optimization
 
Fig. 4.22. System utilization with and without joint connection and packet levels QoS 
optimization for fast mobile users (VP Case 1) 
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Total New Call Arrival rate, (/minutes)
Case 1 With 4 Classes (Slow)
Nu1-Without joint call/packet level QoS optimization
Nu1-With joint call/packet level QoS optimization
Nu2-Without joint call/packet level QoS optimization
Nu2-With joint call/packet level QoS optimization
Nu3-Without joint call/packet level QoS optimization
Nu3-With joint call/packet level QoS optimization
Nu4-Without joint call/packet level QoS optimization
Nu4-With joint call/packet level QoS optimization
Nu-Without joint call/packet level QoS optimization
Nu-With joint call/packet level QoS optimization
 
Fig. 4.23. System utilization with and without joint connection and packet levels QoS 
optimization for slow mobile users (VP Case 1) 
The joint levels optimization exploits the statistical behaviors between the 
packet level and the connection level to implement the statistical multiplexing in the 
model. The optimization is independent from CAC schemes applied in the network 
layer. Thus, the joint levels optimization also brings about system utilization gain for 
the VP scheme. In this numerical example, the optimal N is also 17 for both fast and 
slow users’ scenarios. 
4.5.2.3 Joint Levels Optimization for Case 2 
Figs. 4.24 and 4.25 show the gain in system utilization through joint connection and 
packet levels QoS optimization for fast and slow mobile users, respectively. 
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Total New Call Arrival rate, (/minutes)
Case 2 With 4 Classes (Fast)
Nu1-Without joint call/packet level QoS optimization
Nu1-With joint call/packet level QoS optimization
Nu2-Without joint call/packet level QoS optimization
Nu2-With joint call/packet level QoS optimization
Nu3-Without joint call/packet level QoS optimization
Nu3-With joint call/packet level QoS optimization
Nu4-Without joint call/packet level QoS optimization
Nu4-With joint call/packet level QoS optimization
Nu-Without joint call/packet level QoS optimization
Nu-With joint call/packet level QoS optimization
 
Fig. 4.24. System utilization with and without joint connection and packet levels QoS 
optimization for fast mobile users (VP Case 2) 















Total New Call Arrival rate, (/minutes)
Case 2 With 4 Classes (Slow)
Nu1-Without joint call/packet level QoS optimization
Nu1-With joint call/packet level QoS optimization
Nu2-Without joint call/packet level QoS optimization
Nu2-With joint call/packet level QoS optimization
Nu3-Without joint call/packet level QoS optimization
Nu3-With joint call/packet level QoS optimization
Nu4-Without joint call/packet level QoS optimization
Nu4-With joint call/packet level QoS optimization
Nu-Without joint call/packet level QoS optimization
Nu-With joint call/packet level QoS optimization
 
Fig. 4.25. System utilization with and without joint connection and packet levels QoS 
optimization for slow mobile users (VP Case 2) 
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In this numerical example, the optimal N is also 17 for both fast and slow users’ 
scenarios. Thus, for group 1 (classes 1 and 2), case 2 has better gain in system 
utilization than case 1. For group 2 (classes 3 and 4), case 1 has better gain in system 
utilization than case 2. These are expected because group 1 users (guaranteed access) 
are assigned higher priorities than group 2 users (best effort) in case 2 and groups 1 
and 2 users are assigned same priorities in case 1. Thus, group 1 users in case 2 will be 
allocated more system resources than group 1 users in case 1 and group 2 users in case 
2 will be allocated less system resources than group 2 users in case 1. In Figs. 4.22, 
4.23, 4.24 and 4.25, system utilization gains of group 1 users in case 2 exceed those in 
case 1 and system utilization gains of group 2 users in case 1 exceed those in case 2. 
4.6 Summary 
An approximate analytical formulation of complete sharing and virtual partitioning 
resource allocation schemes for handling multi-class traffic with guard channels in a 
cellular system have been presented in this chapter. The technique that derives the 
analytical formulation of VP schemes for multi-class traffic is proposed for the first 
time. The analytical models are based on a K-dimensional Markov chain and solved 
using the preemption rules for the schemes. The QoS performance metrics are call 
blocking probability, system utilization and packet-loss probability. Joint optimization 
through the connection and packet levels QoS is investigated to achieve higher gain in 
system utilization. This will translate to more revenue for network providers who, in 
turn, can lower the charges for subscribers. 
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To simplify the analysis procedure, a physical capacity, C, is defined to 
represent the characteristics in the physical and link layers. However, to represent the 
physical capacity of a CDMA cellular system with a constant is far from satisfying as 
the interference-limited CDMA cellular system has the soft capacity. Thus, to build the 
interference model is necessary for system designers to look into the influence of the 
characteristics in the physical and link layers on the physical capacity. The physical 
and link layers issues are investigated in Chapter 5, including the interference model, 
soft handoff, power control, SIR, and the outage probability, etc., in both the reverse 
and forward links. The outage probabilities are formulated for the further usage on the 
determination of the admission region which is the largest set of QoS points delivered 
under any CAC schemes. 
Chapter 5 
Admission Regions in the Reverse and 
Forward Links 
The salient features of a CDMA system differing from FDMA and TDMA systems 
include universal frequency reuse, soft handoff, using Rake receiver, soft capacity, 
statistical multiplexing, etc. These features will deeply influence the whole system 
performance penetrating from the lower layers to the higher layers. Investigation on 
these features is important as they are the foundations for the whole system. In this 
chapter, the link layer QoS metrics, including SIRs and the outage probabilities, for 
multi-class services in BSs (the reverse link) and in mobile users (the forward link) are 
derived with the salient features in the CDMA system described above. The 
contribution of the work is to originally derive the mathematical expressions for the 
interference model, SIRs and the outage probability without poor simplification and 
assumptions. The admission regions in the reverse link, in the forward link and for the 
link layer considering both the reverse and forward links are formulated. 
During the evaluation on the SIRs in the reverse and forward links, a 
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single-connection system model of one mobile user supporting only a 
single-connection service at any time is assumed. Despite the single-connection 
assumption made in the thesis, the analytical model is also suitable for the 
multi-connection system that one mobile user supports more than one connection 
service at one time. The service is modeled as Sen’s model containing the HBR and 
LBR spreading codes and the same traffic models are assumed in both the forward and 
reverse links. Formulating the SIRs for services in the reverse and forward links, the 
final SIR results are the same for mobile users using HBR spreading codes and using 
LBR spreading codes [100]. Thus, the final SIR results analysis can be just represented 
for mobile users using HBR or LBR spreading codes even though the results are 
functions of signals or interference powers from both HBR and LBR sources. 
5.1 Evaluation on the Reverse Link 
The signal-to-interference ratio (SIR) is an important QoS measurement and should be 
maintained above a required threshold so that mobile users can communicate to each 
other smoothly. However, the short-term degradation of SIR is tolerable as the data 
loss can be compensated by retransmission in the transmitters or recovered through 
forward error correction in the receivers. The outage probability is then used as the 
degradation probability that SIR is below its requirement. To obtain the expression for 
SIR and the outage probability, the interference model should be carefully built. In the 
reverse link, soft handoff will decrease the inter-cell interference and improve the SIR 
performance. 
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5.1.1 Interference Models in the Reverse Link 
The interested cell is treated as the given zeroth cell and the BS in it is treated as BS 0. 
The reverse link geometry is shown in Fig. 5.1. The cell structure is presented without 
the streets in the Manhattan model shown in Fig. 4.1. The arrowhead with solid line 
represents the power from the mobile user to the BS that power-controls it. The 
arrowhead with dashed line represents the power from the mobile user to the BS that 
connects but does not power-control the mobile user. The arrowhead with dotted line 
represents the interference to the BS. The mobile users in the system are divided into 
four types. Type I includes the mobile users power-controlled by BS 0, e.g., mobile 
users a and b. Type II includes the mobile users that are in soft handoff and connected 
to but not power-controlled by BS 0, e.g., mobile user c. Type III includes the mobile 
users that are in soft handoff and not connected to BS 0, e.g., mobile user d. Type IV 
includes the mobile users that are in non-soft handoff and not connected to BS 0, e.g., 
mobile user e. Thus, mobile users of types I and II will introduce intra-cell interference 










Fig. 5.1. The Reverse Link Geometry 
5.1.1.1 Interference Model for Type I Mobile Users 
The interference-to-signal ratio (ISR) is considered. Due to the assumption of perfect 
SIR power control, the intra-cell ISR can be assumed as a mean value related to the 
number of mobile users in the given zeroth cell. Thus, for class k traffic, the mean of 
ISR from type I mobile users using HBR spreading code, denoted by ( ) ( )hkhkI SI , , is 
( )h
kIm , , where k is the index of class k traffic, 
( )h
kII ,  is the interference power from class k 
traffic using HBR spreading code of type I, ( )hkS  is the received power of class k 
traffic using HBR spreading code. ( )hkIm ,  can be shown that 





kI nm α=, ,        (5.1) 
where ( )hkα  is the connection activity factor for the HBR mini-source defined in (3.8), 
and kn  is the instantaneous number of users for class k traffic. 
Similarly, the mean of ISR from type I mobile users using LBR spreading code 
is 
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kI nMm α=, ,        (5.2) 
where ( )lkα  is the connection activity factor for the LBR mini-source in (3.7) and kM  
is the maximum number of active LBR spreading codes supported by class k traffic. 
5.1.1.2 Interference Model for Type II Mobile Users 
The mean of ISR from type II mobile users using HBR spreading code, denoted by 
( ) ( )h
k
h
kII SI , , is 
( )h
kIIm , , where 
( )h
kIII ,  is the interference power from class k traffic using 
HBR spreading code of type II. 
( ) ( )
( )



































, ,    (5.3) 
where ( ) { }1,0, ∈h jkψ  is the connection activity random variable (RV) of HBR 
spreading code for the jth mobile user of class k traffic, ( ) ( )( )1Pr , == h jkhk ψα , A 
represents the area of a cell, Ankk =ρ  is the average number of users of class k per 
unit area, ibL ,  is the path loss to mobile user i from BS b defined in (3.1), b is the BS 
index by which mobile user is power-controlled, i is herein the index for any mobile 
user of type II. The first two moments of bLL0  are derived using the condition in 
(3.3) as following where BS b is the BS that power control the mobile user i. 
Let iLX ,0ln= , ibLY ,ln=  and YXZ −= , subject to dB∆−≥≥ βYXY  
which is defined by (3.3), where 1010ln=β . To determine the mean and variance of 
Ze , the joint statistics of X  and Y  should be obtained first. The joint cumulative 
distribution function of X  and Y  is given by  








Y  is conditioned and the expectation is taken over Y . 
( ) ( )
( )( )[ ]
( ) ( )( ) ( )





























   (5.5) 
Thus, the joint p.d.f. of X  and Y  is 
( ) ( ) ( ) ( ) ( ) ( )



















where dB∆−≥≥ βyxy  and, as X  and Y  are Gaussian RVs with mean, 
id ,0lnµ−  and ibd ,lnµ− , respectively, and standard deviation, βσ ,  

















QYXYP . (5.7) 
where ( ) ( )∫∞ −= y dxxyQ π22exp 2 . 
The p.d.f. of YXZ −=  is then given by 
( ) ( )∫ ∞+∞− += dyyyzfzf XYZ , .        (5.8) 
Note that dB0 ∆−≥≥ βZ , then the mean and variance of Ze  are respectively 
given by 
( )∫ ∆−= 0 dBβ dzzfem ZzeZ ,      (5.9) 
and 




e dzzfe µσ β −= ∫ ∆− .                (5.10) 
Similarly, the mean of ISR from type II mobile users using LBR spreading 
code is 
( ) ( )
( )



































, , (5.11) 
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where ( ) { }kl jk M,,1,0, …∈ψ  is the connection activity RV of the number of active LBR 
spreading codes for the jth mobile user of class k traffic. 
5.1.1.3 Interference Models for Type III and IV Mobile Users 
Based on the central limit theorem, the inter-cell ISR is assumed as Gaussian 
distributed with mean, ( ) ( ) ( )h kIVh kIIIhk mmm ,, += , and variance, ( )( ) ( )( ) ( )( )2,2,2 h kIVh kIIIhk σσσ += , 
for class k traffic using HBR spreading code, and mean, ( ) ( ) ( )l kIVl kIIIlk mmm ,, += , and 
variance, ( )( ) ( )( ) ( )( )2,2,2 l kIVl kIIIlk σσσ += , for class k traffic using LBR spreading codes. 
The first two moments, ( )h kIIIm ,  and ( )( )2,h kIIIσ , are derived as following using the 
condition in (3.3) which is the case whereby the mobile user is power-controlled by the 
smallest attenuation BS. 















,    (5.12) 















,    (5.13) 
where b and n are the BS indexes to which the mobile user is connected, i is herein the 
index for any mobile user of type III. The mobile user is power-controlled by BS b or n 
depending on the intensities of their attenuations. To derive the first two moments of 
( )inibi LLL ,,,0 ,max , the same technique as that in section 5.1.1.2 is used, except when 
dealing with ( ){ } ( )21,, ,max,maxln YYLLY inib == in (3.3), where ibLY ,1 ln= , 
inLY ,2 ln= , and dB,,dB, ∆+≤≤∆− ibinib LLL . Thus, the p.d.f. of Y  can be derived as 
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.  (5.15) 
Furthermore, because the interference is smaller than the smaller channel gain 
BS of BSs b and n in (3.3), during the derivation, the constraint condition should be 
( )21,min YYX ≤ . Thus, 
( ) ( )( ) ( ) ( )yfxfYYXPyxf YXXY 21,min
1, ≤= ,    (5.16) 
where 
( )( ) ( ) ( ) ( ) ( )















































Equations (5.16) and (5.17) perform the correspondingly similar functions as 
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(5.6) and (5.7), respectively. 
Similarly, the mean and the variance of ISR from type III mobile users using 
LBR spreading code are 















,    (5.18) 















,    (5.19) 
The analysis of the interference model for type IV mobile users is similar to 
those for type II mobile users except the condition (3.2) instead of (3.3) is used. Thus, 
the constraint for X and Y is dB∆−≤ βYX . The first two moments, ( )h kIVm ,  and 
( )( )2,h kIVσ , ( )l kIVm ,  and ( )( )2,l kIVσ , are derived as follows. 
( ) ( ) ( )∫∫= IV kibihkh kIV dALLEm ρα ,,0, ,     (5.20) 
( )( ) ( )( )∫∫= IV kibih jkh kIV dALLVar ρψσ ,,0,2, ,    (5.21) 
and 
( ) ( ) ( )∫∫= IV kibilkkl kIV dALLEMm ρα ,,0, ,    (5.22) 
( )( ) ( )( )∫∫= IV kibil jkl kIV dALLVar ρψσ ,,0,2, ,    (5.23) 
where b is the BS index by which the mobile user is power-controlled, i is herein the 
index for any mobile user of type IV. 
5.1.2 SIR Analysis in the Reverse Link 
The received 0IEb  in BS 0 for mobile users in class k using HBR spreading codes is 
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( ) ( ) ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )














































































where ( ) ( )hkhk RWG =  is the spreading gain of class k traffic using HBR spreading 
code, W  is the total spread spectrum bandwidth chip rate, ( )hkR  is the transmission 
rate of class k traffic using HBR spreading code, ( )hkS  is the received power of class k 
traffic using HBR spreading code which is a constant for ideal power control, ( )lkS  is 
the received power of class k traffic using LBR spreading code, ( )h kIII ,  is the intra-cell 
interference from class k traffic of type II using HBR spreading code, ( )l kIII ,  is the 
intra-cell interference from class k traffic of type II using LBR spreading code, ( )hkI  is 
the inter-cell interference from class k traffic of types III and IV using HBR spreading 
code, ( )lkI  is the inter-cell interference from class k traffic of types III and IV using 
LBR spreading code, and η  is the background noise. In the denominator, the first 
term is due to the intra-cell interference of type I from other mobile users in class k. 
The second term is due to the intra-cell interference of type I from mobile users in 
other classes. The third term is due to the intra-cell interference of type II. The fourth 
term is due to the inter-cell interference of types III and IV. 
In the home BS, kn  is the number of users for class k traffic whose 
transmission signals are processed by the BS. As this BS power-controls the mobile 
user and processes its signals, kn  also represents the number of mobile users 
power-controlled by the home BS and it is identical in all cells. Then, each BS will 
connect to ( ) knr+1  mobile users that are power-controlled or not power-controlled 
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but connected by the BS, where r  is the soft handoff probability (SHP). As the SHP 
can determine the number of mobile users in each type and further affect the intra- and 
inter-cell interference, the SHP will influence the SIR value. 
The power ratios, ( ) ( )hklk SS , ( ) ( )hkhc SS  and ( ) ( )hklc SS  in (5.24), can be 
obtained using the methods in [100]. 
( )
( )
( ) ( )























,       (5.25) 
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,, ,   (5.26) 
( )
( )
( ) ( )( ) ( ) ( ) ( )( ) ( )





























,, ,   (5.27) 
where ∗ kR ,γ  denotes the SIR requirement of class k traffic in the reverse link. 
Using the statistics of ISR, ( ) ( )hkh kII SI , , ( ) ( )lkl kII SI , , ( ) ( )hkhk SI  and ( ) ( )lklk SI  
above, the formula for the outage probability can be mathematically derived. Let cl  
represent the number of LBR mini-sources for class c traffic and ch  represent the 
number of HBR mini-sources for class c traffic. The outage probability is solved by 
conditioning on the activity factors for LBR and HBR mini-source, e.g., on the state 
( )KK hhll "" ,,, 11 . The probability that the system is operating on this state is 
( )KK hhllP "" ,,, 11 . The probability that the instantaneous SIR is smaller than ∗Rγ  on 
this state is ( )KKSIR hhllP R "" ,,, 11∗≤γ . Thus, the outage probability for class k traffic in 
the reverse link is 
( ) ( ) ( ) ( )( )
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, σσσ , and ( ) ( ) ( ) ( )hkhkRhkh kR SGz ηγ −= ∗ ,, . 
5.1.3 Reverse Link - Performance Evaluation 
The performance for the reverse link by means of numerical analysis and simulation is 
evaluated. Four traffic classes are considered. The first, third and fourth classes are 
modeled as ON-OFF sources that are Sen’s model without the active HBR mini-source 
states and with only one two-state LBR mini-source each representing the voice, 
web-browsing and data services, while the second class is modeled as Sen’s model 
with the maximum number of active LBR spreading codes, 82 =M , representing the 
video service. In 3G, WCDMA is characterized by a wide bandwidth of 5 MHz and a 
constant high chip rate of 3.84 Mcps [2]. The parameters used are the same as those in 





Table 5.1. The Parameters Values in the Link Layer Analysis 
Parameter Type Voice Video Web-browsing Data 
Activity Factor ( kα ) 0.4 0.3867 (LBR) 0.5 (HBR) 0.1176 0.1028 
Transmission Rate ( kR ) 60 kbps 
30 kbps (LBR)
60 kbps (HBR) 120 kbps 240 kbps
SIR Requirement ( ∗ kR,γ ) 2 dB 2 dB (LBR) 2 dB (HBR) 3 dB 3 dB 
Total Bandwidth (W ) 5 MHz 
Shadowing Deviation ( ξσ ) 6 dB 
Path Loss Factor (τ ) 4 
BS Number ( B ) 24* 
η1S  -1 dB 
* the 25 BSs (including BS 0) form a 5x5 square cells structure. 
In the simulation, the Monte Carlo method is used to obtain the instantaneous 
interference power and the instantaneous SIR. The outage happens when the achieved 
SIR is smaller than the SIR requirement. 
The analytical and the simulation results of the outage probabilities for classes 
1, 2, 3, and 4 are shown in Figs. 5.2, 5.3, 5.4, and 5.5, respectively. In these figures, the 
number of users for one selected service is varied from 1 to a maximum, while the 
numbers of users for the other services are fixed. The fixed numbers of users for 
various services are defined as 101 =n , 22 =n , 103 =n , and 54 =n . The analytical 
results are close to the simulation results which verify the correctness of the formulae. 
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Outage Probability for Class 1 Service (Analysis)
Outage Probability for Class 1 Service (Simulation)
 
Fig. 5.2. Outage Probability for Class 1 Service 
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Outage Probability for Class 2 Service (Analysis)
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Fig. 5.3. Outage Probability for Class 2 Service 
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Fig. 5.4. Outage Probability for Class 3 Service 
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Fig. 5.5. Outage Probability for Class 4 Service 
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5.2 Evaluation on the Forward Link 
The analytical procedure for the forward link is almost the same as that for the reverse 
link. In the forward link, the signal quality of users in soft handoff is improved by 
combining the received signals from active BSs that are connected to the mobile users. 
Such a “diversity gain” can help to reduce transmission power with the signal quality 
remaining nearly constant. However, this power reduction does not directly imply a 
capacity improvement because multiple BSs are assigned resources to the same mobile 
user. Thus, resources assignment schemes for mobile users in soft handoff possess 
strategical importance to determine the forward link and even the reverse link 
performance and will lead to various results of the forward and reverse link capacity. 
5.2.1 Interference Models in the Forward Link 
The forward link geometry is shown in Fig. 5.6. The arrowhead with solid line 
represents the signal power from the BS to its connecting mobile user. The arrowhead 
with dotted line represents the interference to the mobile user. Mobile user a is in 
non-soft handoff and connected to BS 0 and mobile user b is in soft handoff and 







Fig. 5.6. The Forward Link Geometry 
The received 0IEb  from the given zeroth cell is considered. For mobile user 
i of class k traffic using HBR spreading code in non-soft handoff, the received 0IEb  
is 
( ) ( ) ( )





























,   (5.29) 





































,,,,,,,total ψψψψ  is the 
total transmission power from BS b, I bjcp ,,  is the transmission power to mobile user j 
of class c traffic in non-soft handoff from BS b, II bjcp ,,  is the transmission power to 
mobile user j of class c traffic in soft handoff from BS b, and ⎣ ⎦x  is the floor function 
which gives the largest integer less than or equal to x . In the denominator, the first 
term is due to the intra-cell interference and the second term is due to the inter-cell 
interference. 
Assuming that ( )( )h ikb IE 0,,0  achieves the SIR requirement of class k traffic, 
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denoted by ( )hkF∗ ,γ , 























0,,,0,, .   (5.30) 
The background noise is negligible compared to the total signal power. 
Assuming that the number of users is sufficiently large, the term, ( ) ( ) fp hI ikhk 0,,α , can also 
be neglected. Thus, the statistical characteristic of ISR is determined by p.d.f. of 
∑ =Bb iib LL1 ,0, . 
In the reverse link, the inter-cell ISR from large numbers of mobile users is 
assumed as Gaussian distributed by the central limit theorem. However, the theorem 
may not be suitable in the forward link as the number of BSs is limited. There has been 
a general agreement that a sum of independent lognormal RVs can be well 
approximated by another lognormal RV [101, 102]. And the inter-cell ISR in the 
forward link has been wildly modeled as lognormal RV in the literature [103-105]. 
However, with the conditions on ISR, such as (3.4), iib LL ,0,  is actually not a 
lognormal RV [106]. Thus, the inter-cell ISR subject to the conditions may not be well 
approximated by a lognormal RV. 
In the following, Gaussian and lognormal approximate methods are used to 
calculate the p.d.f. of ∑ =Bb iib LL1 ,0,  and are further compared with simulation results. 
Based on the comparison, an approximation selection method is proposed to 
approximate the inter-cell ISR. To obtain the p.d.f. of ∑ =Bb iib LL1 ,0, , the parameters 
used are as following: 24=B , dB6dB =∆  and 36.0=r . User i in non-soft handoff 
is connected to BS 0 and the 25 BSs (including BS 0) form a 5x5 square cells structure. 
The mobile user is located at a given distance, id ,0 , from BS 0. The mean and 
 112
variance of the Gaussian approximation are obtained by matching the first two 
moments of ∑ =Bb iib LL1 ,0, , by using the first two moments of iib LL ,0,  which can be 
derived using the same technique as that used in the reverse link analysis. The mean 
and variance of the lognormal approximation are obtained by using the 
Fenton-Wilkinson method [101]. Figs. 5.7 and 5.8 show the p.d.f. of ∑ =Bb iib LL1 ,0,  
by simulation, and with lognormal and Gaussian approximations, under different 
shadowing standard deviation, σ , and path loss exponent, µ , of (3.1). 
 
Fig. 5.7. p.d.f. Comparison for Lognormal Approximation, Gaussian Approximation 
and Simulation with 4=µ , Type I: dB2=σ  and Type II: dB6=σ  
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 Fig. 5.8. p.d.f. Comparison for Lognormal Approximation, Gaussian Approximation 
and Simulation with dB6=σ , Type III: 6=µ  and Type IV: 3=µ  
When calculating the outage probability, it is the tail part of the p.d.f. of 
∑ =Bb iib LL1 ,0,  that is usually of concern. From Figs. 5.7 and 5.8, it can be seen that, in 
the range of 1101 −×  to 3101 −× , the lognormal approximation is closer to the 
simulation than the Gaussian approximation, while in the range of 3101 −×  to 5101 −× , 
the Gaussian approximation is closer to the simulation than the lognormal 
approximation, for typical shadowing and path loss parameter values that may be used. 
As the concerned range of the tail part of the p.d.f. of ∑ =Bb iib LL1 ,0,  depends 
on the outage requirement from different services, the selection of lognormal or 
Gaussian approximation is determined by the QoS specification of these services. Thus, 
services with a large outage requirement, such as the voice service, will apply the 
lognormal approximation, and services with a small outage requirement, such as the 
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email and web browsing services, will apply the Gaussian approximation. Thus, 
different services with different outage requirements will select different approximate 
methods. The proposed approximation selection method fully utilizes and handily 
combines the advantages of both lognormal and Gaussian approximate methods. 
From (5.29), assuming that ( )( )h ikb IE 0,,0  achieves the SIR requirement of class 
k traffic using HBR spreading code, denoted by ( )hkF∗ ,γ , the transmission power ratio of 
mobile user j of class c traffic in non-soft handoff using HBR spreading code to mobile 
user i can be represented as ( ) ( ) ( ) ( )( ) ( ) ( )( )hkFhkhcFhcjhI ikhI jc RRpp ∗∗= ,,,10,,0,, γγϕ , where 
( ) ( )∑∑ == ++= Bb iibBb jjbj LLfLLf 1 ,0,1 ,0,,1ϕ . Similarly, the transmission power ratio 
of mobile user j of class c traffic in non-soft handoff using LBR spreading code to 
mobile user i can be represented as ( ) ( ) ( ) ( )( ) ( ) ( )( )hkFhklcFlcjhI iklI jc RRpp ∗∗= ,,,10,,0,, γγϕ . 
5.2.2 Power Control Schemes in the Forward Link 
Next, mobile users in soft handoff are considered. With MRC, the combined 0IEb  at 
the output is the linear sum of the received 0IEb . Thus, the combined 0IEb  of 
mobile user i of class k traffic in soft handoff using HBR spreading code is 
( )( ) ( ) ( ) ( ) ( )
























































.   (5.31) 
In (5.31), the combined 0IEb  could achieve its SIR requirement with 
multiple combinations of transmission power allocations from the two active BSs. The 
power control schemes thus will greatly influence the SIR in the forward link as the 
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transmission power from the two active BSs behaves like interference to other mobile 
users. There are at least four power control schemes for mobile users in soft handoff. 
They are the equal 0IEb  power control, the balancing power control, the 
unbalancing power control and the site selection diversity transmission power control 
(SSDT). The comparisons of these four schemes are presented below. 
For the equal 0IEb  power control, the 0IEb s contributed from the two 
active BSs are the same. Thus, ( ) ( ) ( ) ( )hII ikbhII ikb IEIE 1,,00,,0 =  and 
( )( ) ( ) ( ) ( ) ( ) ( ) ( )hII ikbhII ikbhII ikbh ikb IEIEIEIE 1,,01,,00,,0,0 2=+= . 
For the balancing power control, the powers transmitted from the two active 
BSs are the same. Thus, ( ) ( )hII ikhII ik pp 1,,0,, = . 
For the unbalancing power control, various levels of power are transmitted 
from the two active BSs. The differentiated powers are adaptively weighted to the 
channel gains from the active BSs to the mobile user. ( ) ( ) iihII ikhII ik LLpp ,1,01,,0,, =  is taken 
as an example of the unbalancing power control. 
For SSDT, the differentiated powers are allocated in an extreme way that the 
active BS with smaller channel gain will not transmit any signal to the mobile user 
while another active BS will provide full SIR requirement for the mobile user, that is, 
if ii LL ,1,0 < , ( ) 00,, =hII ikp  and ( ) Pp hII ik =1,, . Thus, ( )( ) ( ) ( )hII ikbh ikb IEIE 1,,0,0 = . 
These schemes have been presented in [74-81]. However, the performance 
comparison between them is not yet clear. To compare the performance of different 
schemes, the sum of transmission powers from two active BSs to a certain mobile user 
in soft handoff is chosen as the criterion. The scheme with smaller transmission power 
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will introduce less interference to other mobile users and therefore provide better 
performance to the whole networks. The ratio of the sum of transmission powers from 
two active BSs to the mobile user j in soft handoff, denoted by ( ) ( ) ( )hII jkhII jkhII jk ppp 1,,0,,, += , 
to the transmission power to another mobile user i in non-soft handoff, denoted by 
( )hI
ikp 0,,  can be obtained as follows. 
For the equal 0IEb  power control, ( ) ( ) ( ) ( ) ( )( ) 2,01,,00,,0 h ikbhII ikbhII ikb IEIEIE == . 
Thus, 


















∗γ ,    (5.32) 
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∗γ .   (5.33) 
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For the balancing power control, ( ) ( )hII ikhII ik pp 1,,0,, = . Thus, 





















































112γ . (5.35) 
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For the unbalancing power control, ( ) ( ) iihII ikhII ik LLpp ,1,01,,0,, = . Thus, 











































































2γ . (5.37) 































































+= .    (5.38) 
The comparison of the transmission power among these three schemes is 
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, the sum of 
transmission power from two active BSs in (5.36) is smaller than that in (5.34). 
If jj LL ,1,0 ≥ , then yx ≥ , and vice versa. As a result, 









jj . Thus, the sum of transmission power 
from two active BSs in (5.38) is smaller than that in (5.36).  
The unbalancing power control is superior to the balancing power control and 
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the balancing power control is superior to the equal 0IEb  power control. 
For SSDT, because the only BS with the largest channel gain transmits signal 
to the mobile user regardless of whether the mobile user is in soft handoff or not, the 
analysis on the transmission power for user in soft handoff is the same as that for 
mobile user in non-soft handoff. Thus, with SSDT, the analysis in the forward link will 
be the same as that in the reverse link in section 5.1, i.e., soft handoff in the forward 
link will improve system performance by decreasing the inter-cell interference. 
Because SSDT maximally reduces the total transmission power to the mobile 
users in soft handoff through maintaining only one connection between the active BSs 
and the mobile user at all times, SSDT is superior to other three schemes in the 
forward link. 
In 3GPP, the balancing power control and SSDT are proposed as the 
recommended power control schemes for mobile users in soft handoff [76]. The 
differences between the balancing power control and SSDT are  
1. In the forward link, the total transmission power to the mobile user in soft 
handoff is minimized in SSDT so that the forward link capacity is maximized. 
However, because the capability for tracking the changing primary BS 
degrades with the increase in the Doppler frequency, the gain derived from 
SSDT over the balancing power allocation decreases as the Doppler 
frequencies increase; 
2. In the reverse link, due to the need in transmitting the site selection messages 
in SSDT, the overhead signaling in the reverse link are increased. It has been 
 119
reported that the degradation estimated by the simulations is 0.1-0.2 dB in the 
reverse link capacity [107]. 
The unbalancing power control provides a compromise between the balancing 
power control and SSDT. However, due to the complexity in the application of the 
unbalancing power control, more work should be done before standardizing this 
scheme for usage in practical systems. 
In this thesis, the balancing power control scheme is employed. Thus, the 
transmission power ratio of mobile user j of class c traffic in soft handoff using HBR 

















































ϕ . Similarly, 
the transmission power ratio of mobile user j of class c traffic in soft handoff using 
LBR spreading code to mobile user i is ( ) ( ) ( ) ( )( ) ( ) ( )( )hkFhkl cFlcjhI iklII jc RRpp ∗∗= ,,,20,,0,, γγϕ . 
To derive the first two moments of ∑ =Bb iib LL1 ,0,  with the condition (3.4), the 
same technique is applied as that in the reverse link analysis, except when dealing with 
1=b , so that BSs 0 and 1 are the two active BSs. Thus, iLX ,1ln= , iLY ,0ln=  and 
( ) ( ) ( ) ( )yfxfYXYPyxf YXXY dBdB
1, ∆+≤≤∆−= ββ ,  (5.39) 
where dBdB ∆+≤≤∆− ββ yxy  and 
( )
























.   (5.40) 
The mean and variance of Ze  are respectively given by 
( )∫ ∆+∆−= dBdBββµ dzzfe ZzeZ ,      (5.41) 
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and 






β −= ∫ ∆+∆− .                (5.42) 
Equations (5.39), (5.40), (5.41) and (5.42) perform the correspondingly similar 
functions as (5.6), (5.7), (5.9) and (5.10), respectively, in the reverse link. 
5.2.3 SIR Analysis in the Forward Link 
The outage probability, that is, the probability that the SIR is smaller than ∗Fγ , is 
presented. The perfect SIR-based power control scheme assumption makes the SIR for 
the same service to remain the same for all mobile users, regardless of whether it is in 
soft handoff or in non-soft handoff. The outage probability for mobile user i of class k 
traffic in non-soft handoff using HBR spreading code in the forward link is 
( ) ( ) ( ) ( )( )
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1ln γγϕϕ , (5.44) 
for the lognormal approximation, and 



























1 γγϕϕ , (5.45) 
for the Gaussian approximation. 1ϕ  is the mean of j,1ϕ , 2ϕ  is the mean of j,2ϕ , 
and iFm ,  and 
2
,iFσ  are respectively the mean and variance of ∑ =Bb iib LL1 ,0, . In 
evaluating the values of 1ϕ  and 2ϕ , a simplification is made. The smallest distance 
rather than the smallest attenuation is used to determine the distributions of users that 
are in soft handoff or non-soft handoff. The calculation is much simplified and the 
estimations of the outage probability are only slightly higher [22]. 
5.3 Admission Region 
5.3.1 The Formulae for Admission Regions 
In Chapter 5, the term ‘admission region’ will be used instead of ‘physical capacity’ 
defined in Chapter 4. The difference between these two terms lies in two aspects. 1) 
The physical capacity used in the network layer analysis represent the capacity not 
only in CDMA system but also in other cellular systems, such as FDMA and TDMA 
systems, etc., and the network layer model in Chapter 4 can be generally applied in 
many cellular systems. However, the admission region defined here is only for CDMA 
system. 2) In the previous network layer analysis, the physical capacity presents the 
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constraint of the number of instantaneously transmitted packets of admitted calls, 
which neglects statistical multiplexing in the lower layers. However, in CDMA system, 
the statistical multiplexing is automatically applied in all layers. As a result, with 
consideration to these two aspects, the ‘admission region’ in the link layer and the 
‘physical capacity’ in the network layer are used to differentiate the difference. 
The admission region in the link layer is defined as that, within the admission 
region, the outage probability is smaller than its requirement value, kδ . That is, the 
admission region in the reverse link, denoted by RΑ , is given by 
( ){ }KknPn kRR kR ,,1,,,outage …KG =≤= δA .    (5.46) 
The admission region in the forward link, denoted by FΑ , is given by 
( ){ }KknPn kFF kF ,,1,,,outage …KG =≤= δA .    (5.47) 
The admission region for the link layer considering both the reverse and 
forward links, denoted by Α , is given by 
( ){ }KknPn kk ,,1,,outage …KG =≤= δA ,     (5.48) 
where ( ) ( ) ( )( )nPnPnP F kR kk KKK ,outage,outage,outage ,max= . 
5.3.2 Admission Region in the Reverse Link 
To obtain the admission regions in the reverse link, the traffic models for 4 classes 
services used in Chapter 4 is assumed. The parameters used are the same as those 
defined in Table 5.1. Besides, 3, 100.1
−×=kRδ . The admission regions in the reverse 
link with the variation of SHP from 0 to 0.7 for classes 1 and 2, and classes 3 and 4 are 
shown in Figs. 5.9 and 5.10, respectively. 
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Class 1 Service Excluding Other Services
Class 2 Service Excluding Other Services
 
Fig. 5.9. Admission Region in the Reverse Link for Classes 1 and 2 
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Class 3 Service Excluding Other Services
Class 4 Service Excluding Other Services
 
Fig. 5.10. Admission Region in the Reverse Link for Classes 3 and 4 
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When SHP increases from its low value, the admission regions for classes 1, 2, 
3, and 4 increase too. However, with the further increase of SHP beyond a certain point 
(the knee of the curve), the increase of the admission regions become non-obvious. 
The observation can be explained as follows. With the increase of SHP, mobile users in 
soft handoff increase and these mobile users will be power-controlled by the larger 
channel gain BS. Therefore, mobile users in soft handoff lead to less transmission 
power and the interference is reduced. SIR behaves better and the admission regions 
increase accordingly. However, when SHP becomes extremely large, the influence 
from the soft handoff on the interference decreases as mobile users that lean to one BS 
and are far away from other BSs would more likely be power-controlled by the most 
nearby BS. This phenomenon is equivalent to that happening in the non-soft handoff 
case. Thus, to keep increasing SHP becomes meaningless as a large SHP cannot bring 
gains for the system any more. The knee of the curve is at around 6.0~5.0=r . 
5.3.3 Admission Region in the Forward Link 
The same traffic models are assumed in both the forward and reverse links. Besides the 
parameters defined in the reverse link in Table 5.1, the parameters values in the 
forward link are chosen as: ( ) ( ) dB22,2,1, === ∗∗∗ hFlFF γγγ , dB34,3, == ∗∗ FF γγ , 
3
, 100.1
−×=kFδ , and 2.0=f . 
To investigate the proposed approximation selection method in section 5.2.1, 
the admission region in the forward link at 36.0=r  for class 1 and class 4 services 
excluding class 2 and class 3 services is presented. Fig. 5.11 shows the four admission 
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regions, including the results obtained with the Gaussian approximation, the proposed 
approximation selection method and the lognormal approximation under the practical 
BS selection criterion and the result obtained under the nearest BS selection criterion. 































Proposed Approximation Selection Method
Lognormal Approximation
Nearest BS Selection Criterion
Simulation
 
Fig. 5.11. Comparison among the Approximation Methods 
The admission region obtained with the Gaussian approximation is larger than 
that obtained with the proposed approximation selection method and the admission 
region obtained with the proposed method is larger than that obtained with the 
lognormal approximation. The observation can be explained as follows. From Figs. 5.7 
and 5.8, it can be seen that the lognormal approximation gives a higher estimation 
whilst the Gaussian approximation gives a lower estimation in the tail part of the p.d.f. 
of ∑ =Mm iim LL1 ,0, . Thus, the use of lognormal approximation gives conservative 
outage estimation, which leads to a smaller admission region, and the use of Gaussian 
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approximation gives optimistic outage estimation, which leads to a larger admission 
region. However, compared to the Gaussian and lognormal approximations, the 
proposed approximation selection method combines the advantages of these two 
approximations and gives more appropriate estimation on the forward link capacity. In 
Fig. 5.11, the estimation by the proposed approximation selection method also matches 
the simulation results very well. Furthermore, there appears a significant difference 
between the result with the nearest BS selection criterion and the results with the 
practical BS selection criterion, which justifies the need to develop more accurate 
interference models. 
The admission regions in the forward link with the change of SHP from 0 to 0.7 
for classes 1 and 2, and classes 3 and 4 are shown in Figs. 5.12 and 5.13, respectively. 
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Fig. 5.12. Admission Region in the Forward Link for Classes 1 and 2 
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Class 4 Service Excluding Other Services
 
Fig. 5.13. Admission Region in the Forward Link for Classes 3 and 4 
In the figures, the soft handoff makes gain for admission regions in the forward 
link with small SHP values within around 15.0~0=r . However, the SHPs set in 
practical systems are normally beyond these values, which makes the gain to appear 
insignificant. When SHP increases to a large value, the forward link admission regions 
begin to decrease. Although the signal qualities of users in soft handoff is improved 
through combining the received signals from BSs connected to the mobile users, this 
diversity gain cannot make up the loss from multiple BSs assigning resources to the 
same user especially when the number of users in soft handoff becomes extremely 
large. 
As the forward link capacity is normally not the bottleneck of total capacity in 
a voice-oriented cellular system, the effect of soft handoff on the forward link capacity 
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does not have a significant impact on the system performance in 1G and 2G systems. 
However, in the future cellular systems, the increasing demand in video and data 
services with heavier forward link traffic streams may cause the bottleneck capacity to 
be at the forward link. Thus, SHP should be carefully pre-determined to balance the 
benefits of soft handoff in the reverse link and the capacity loss induced in the forward 
link. 
5.3.4 Admission Region for the Link Layer 
The admission regions for the link layer considering both the reverse and forward links 
with 3100.1 −×=kδ  for classes 1 and 2, and classes 3 and 4 are shown in Figs. 5.14 
and 5.15, respectively. 
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Fig. 5.14. Admission Region for the Link Layer for Classes 1 and 2 
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Fig. 5.15. Admission Region for the Link Layer for Classes 3 and 4 
When SHP increases from a low value, the admission regions increase. 
However, with further increase of SHP beyond a certain point, the admission regions 
decrease. The largest admission region is obtained at around 5.0~4.0=r . The 
observation can be explained as follows. At the lower end of SHP, the reverse link is 
the bottleneck for the joint capacity and the gain of soft handoff in the reverse link 
dominates the admission region. Therefore, the admission regions increase. However, 
excessive soft handoff decreases the forward link capacity due to the loss from 
multiple BSs assigning resources to the same user with further increase of SHP. The 
forward link becomes the bottleneck of the joint capacity and the loss dominates the 
admission region. Thus, the admission regions decrease. 
Note that the traffic volumes in the reverse and forward links in the numerical 
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results are assumed to be the same. In Chapter 6, the capacity unbalance problem will 
be solved with a proposed adaptive SHP scheme. With this scheme, SHP will be 
adaptively adjusted along with the variation of the traffic volumes in the reverse or 
forward link. 
There are two knees of the curves for SHP in the reverse and forward link 
admission regions, 15.0=r  and 55.0=r . Within 15.0~0=r , the admission 
regions in the reverse and forward links keep growing. Beyond 55.0=r , the 
admission region in the reverse link changes very little and the admission region in the 
forward link keeps shrinking. Thus, within 15.0~0=r  and beyond 55.0=r , to 
adjust SHP becomes meaningless as the two admission regions keep changing in the 
same direction. The adaptive SHP scheme will then operate within the restricted region, 
55.0~15.0=r . 
5.4 Summary 
The SIRs and outage probabilities for multi-class services in BSs (the reverse link) and 
in mobile users (the forward link) have been formulated with consideration of the 
salient features in cellular CDMA systems. The analytical models are based on the 
largest received power BS selection criterion. Interference models are carefully built 
with soft handoff, diversity and statistical multiplexing in the reverse and forward links. 
In the forward link, the approximation selection method combining the advantages of 
previous approximation methods is proposed. Furthermore, the power control schemes 
for mobile users in soft handoff are investigated and compared. The balancing power 
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control scheme in 3GPP is chosen as the power control scheme for mobile users in soft 
handoff. The objective for formulating the SIRs and outage probabilities is to obtain 
the admission region, i.e., the physical capacity defined in Chapter 4. This will make 
connection between the network layer analysis in Chapter 4 and the link layer analysis 
in Chapter 5. 
Up to now, the segregated layers models for the network layer and the link 
layer are built. The physical layer features are included into the link layer analysis. The 
linkage between the network layer analysis and the link layer analysis is the physical 
capacity, C, i.e., the admission region, Α , which is used in the network layer analysis 
and defined in the link layer analysis. The difference in these two concepts will be 
harmonized in Chapter 6. In Chapter 6, the cross-layer model is presented and the two 
layers analyses are integrated. With the cross-layer model, the capacity unbalance 
problem, i.e., the inefficient use of radio resource induced by asymmetric traffic 
between the reverse and forward links, is solved by controlling various parameters in 
different layers, including SHP in the physical layer and the priorities of services in the 
network layer, adapting to the traffic volumes. 
 
Chapter 6 
Analysis of Cross-Layer Optimization 
The conventional protocol structure divides the wireless networks into various protocol 
layers, such as the physical layer, the link layer, the network layer and the application 
layer, etc. This protocol structure allows system designers to build the system easier as 
the peer-to-peer layers in every communication nodes are transparent to each other. 
However, this structure also brings inflexibility because the design for each isolated 
layer lacks the information from other layers, which may lead to the wastage of 
resource allocation. As a result, although the performance in a particular layer is 
optimized, the whole system may not be optimal as only the worst-case performance is 
studied in respective segregated layer. In the wireless network design, the drawbacks 
of the segregated layer protocol structure turn to be more obvious as the hostile 
wireless propagation medium will degrade the performance in segregated layers and 
worsen the worst-case performance used in the design. The cross-layer optimization 
then becomes more necessary and meaningful in the wireless network design than that 
in the wireline network design. 
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The cross-layer approach is looking at the integrated studies of exploiting the 
statistical behavior among the intertwining parameters in various layers to obtain 
optimal system performance. The intertwining parameters are generally the 
performance metrics defined in all layers. In this thesis, the QoS metrics formulated 
include the new-call-blocking probability, the handoff-call-dropping probability, the 
system utilization and the packet-loss probability in the network layer, SIR and the 
outage probability in the link layer, and the soft handoff probability (SHP) and the 
hysteresis margin in the physical layer. To fulfill the cross-layer approach without 
disturbing the integrality of the conventional protocol structure which then can be 
reserved for further development and update, a function block, the cross-layer 
decision-maker (DM), is proposed herein. The cross-layer optimization with the 
intertwining parameters is applied in the cross-layer DM. 
The intertwining parameters are transferred through an interface from the 
segregated layers into the cross-layer DM. The system configuration parameters which 
are the outputs of the optimization problem for each layer are also transferred back 
through this interface. Besides the intertwining parameters and system configuration 
parameters, there are the connection parameters to exchange information between 
layers. 
Furthermore, to balance the resources required by multi-class traffic with 
different QoS requirements, the revenues from multi-class traffic are exploited in the 
system model. The revenue includes the economic concerns from many aspects, such 
as call arrival rates, traffic volumes, blocking rate requirements, loss rate requirements, 
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etc. The revenues will be used to determine the nominal capacity of different groups, 
iC , 2,1=i , defined in section 3.3.1, i.e., the higher revenue of users in the group, the 
bigger nominal capacity allocated for that group, and vice versa. Thus, the revenues 
will affect priorities of the multi-class traffic, e.g., higher revenue users are elevated to 
higher priorities. 
A practical problem, the capacity unbalance problem, is solved with an 
adaptive SHP scheme in this chapter as an example of applying the proposed 
cross-layer optimization. 
6.1 Introduction to the Cross-Layer Decision-Maker 
The cross-layer DM, the conventional layered system and the interface between them 
are shown in Fig. 6.1. 
 
Fig. 6.1. The Cross-Layer Decision-Maker 
The segregated layer analyses for the network layer and the link layer have 
been presented in Chapters 4 and 5, respectively. The physical layer features are 
included into the link layer analysis. The analyses in previous chapters actually have 
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exhibited some simple models of the cross-layer design, e.g., the joint packet and 
connection levels optimization in the network layer analysis, and the investigation of 
the influence from the physical layer consideration, the soft handoff, on the SIRs in 
both the reverse and forward links in the link layer analysis, etc. 
A general cross-layer optimization model will be proposed in section 6.3. The 
general model will be applied in the cross-layer DM. Three types of system parameter 
are defined in the DM. They are the intertwining parameters, the connection 
parameters and the system configuration parameters. 
The intertwining parameters, the connection parameters and the system 
configuration parameters used in the thesis are listed below. 
The intertwining parameters from each layer are listed as follows: 
nB    total new-call-blocking probability in the network layer; 
hB    total handoff-call-dropping probability in the network layer; 
uN    total system utilization in the network layer; 
kL    packet-loss probability for class k call in the network layer; 
( ) ikb IE ,0  SIR for user i in class k in the link layer; 
( )nP k K,outage  outage probability for class k traffic in the link layer. 
The connection parameters between layers are listed as follows: 
C   physical capacity connecting the network and link layers; 
kr  number of basic channels required for each class k call connecting the 
network and link layers; 
r    soft handoff probability connecting the link and physical layers. 
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The system configuration parameters fed back to each layer are listed as 
follows: 
N   upper bound for admitting calls in the network layer; 
dB∆    hysteresis margin in the physical layer. 
6.2 Parameters in the Cross-Layer Decision-Maker 
The parameters in the cross-layer DM have been listed in section 6.1. Many of these 
parameters have been defined and formulated in previous study, such as blocking 
probability, system utilization, SIR, outage probability, etc. However, there are still 
some parameters, such as the connection parameters, SHP and the channel number, and 
the intertwining parameter, the packet-loss probability, which are formulated in the 
segregated layer and should be developed to adapt their definitions in the cross-layer 
model. Besides, with the introduction of the revenues for multi-class users, another 
intertwining parameter, the penalty of call blocking that represents the revenue loss 
from different users because of call blocking, is brought in and should be derived as a 
QoS metric representing the efficiency of resource utilization. 
6.2.1 Soft Handoff Probability 
In the link layer analysis, the SHP, i.e., the ratio of the number of soft handoff users 
permitted in the network to the total number of users, is defined. It is also shown that 
the SHP will affect the intra- and inter-cell interference in both the reverse and forward 
links by determining the number of mobile users in soft handoff and non-soft handoff. 
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Thus, SHP can determine SIR and the outage probability in the reverse and forward 
links. 
The proposed adaptive SHP scheme has been described in Chapter 2. When the 
traffic asymmetry is biased toward the forward link, SHP is decreased to increase the 
forward link capacity, and when the traffic is symmetrical, SHP is increased to enlarge 
the reverse link capacity. Although this may result in a slight degradation in the 
handoff reliability, it is an efficient way to improve the overall system utilization which 
is shown in the latter part of this chapter. With the adaptive SHP scheme, SHP adapts 
to the change in the reverse and forward links transmission traffic volumes. Under the 
optimal SHP, the reverse and forward links capacities are balanced and the system 
achieves its performance optimization. 
6.2.2 Number of Basic Channels 
This section explains how results in Chapter 5 can be extended to be used in the 
cross-layer design. 
The number of basic channels of multi-class traffic has been used in the 
network layer analysis. The number of channels actually represents the system 
resource consumed by the individual traffic, i.e., the larger the resource consumed by a 
single user of a given traffic, the larger the number of channels assigned to the traffic. 
The system resources allocated to multi-class traffic, such as bandwidth, power, rate, 
etc., are actually the link layer issues. Thus, the number of channels used in the 
network layer analysis should be based on the link layer analysis. This can be done in 
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the following way. 
With a given traffic, the resource consumed by a single user of the traffic is 
inversely proportional to the maximum number of users supported by the system, i.e., 
the larger the maximum number of users, the lesser the resource required by a single 
user. Thus, the number of channels can be approximated with the aid from the 
admission region defined in section 5.3 where the maximum number of users for the 
traffic can be obtained without including users from any other traffic. Assuming the 
channel for class j traffic users as the basic channel (units), the number of basic 








= ,        (6.1) 
where maxkn  denotes the maximum number of users for class k traffic supported in 
admission region Α  and maxjn  denotes the maximum number of users for class j 
traffic supported in admission region Α . 
Combining the physical capacity, C, and the number of channels, kr , the 
admission region in the link layer can be remodeled by the network layer parameters as  
{ }Crnn ≤⋅=′ KGGA ,       (6.2) 
where ( )Krrrr ,,, 21 …G = . 
Because the admission region obtained by the numerical programming actually 
has a linear surface, e.g., Fig. 5.11 shows the linear surfaces of the admission regions 
in the forward link, Α′  can provide an accurate estimation on the admission region. 
Thus, by using the connection parameters, C and kr , the network layer analysis can 
make use of the admission region defined in the link layer analysis. 
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6.2.3 Packet-Loss Probability 
This section explains how results in Chapter 4 can be extended to be used in the 
cross-layer design. 
The packet-loss probability has been discussed in the network layer analysis. In 
the network layer analysis, although the statistical multiplexing is considered at the 
packet-level and formulated in the packet-loss probability, the physical capacity, C, 
ignores statistical multiplexing in the lower layers. However, in CDMA, due to the 
burst of traffic, statistical multiplexing happens inherently in all layers. Thus, the 
packet-loss probability should be reformulated and matched to the outage probability 
in the cross-layer design. 
The outage probability in the link layer represents the ratio of the lost packets 
to the total packets for the scenario without buffering and retransmission. By 
combining the outage probability with a weighting factor, the steady state probability, 
the equivalent packet-loss probability can capture the activities of the mobile users 
[108]. In other words, the packet-loss probability in the network layer is equivalent to 
the outage probability in the link layer as a result of the activities of the mobile users in 
the network layer for the scenario without buffering and retransmission. 
Thus, the equivalent class k packet-loss probability normalized over all classes 
defined below can be use to replace (4.17) in the network layer analysis. The class k 
equivalent packet loss probability is given by 
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rnnPL G ,    (6.4) 
and ( ) ( ) ( )( )nPnPnP F ikR ikik KKK ,,outage,,outage,,outage ,max=  is the outage probability for user i of 
class k traffic where ( )nPR ik K,,outage  is the outage probability for user i of class k traffic in 
the reverse link defined in (5.28) and ( )nPF ik K,,outage  is the outage probability for user i 
of class k traffic in the forward link defined in (5.43). 
6.2.4 Penalty of Call Blocking 
The proposed adaptive SHP scheme improves the system utilization through balancing 
the capacities in the reverse and forward links. However, the improvements of different 
services are unbalanced as symmetrical traffic services prefer a fixed SHP while 
asymmetrical traffic services prefer a dynamic SHP. Applying adaptive SHP scheme 
will then be at the price of the performance degradation for symmetrical traffic services. 
To balance system performance for symmetrical and asymmetrical traffic services in the 
adaptive SHP scheme, the revenues for different services, besides their call blocking 
probabilities, are taken into consideration. The penalty of call blocking is defined with 
combining the new-call-blocking probability, the handoff-call-dropping probability and 
the revenues of different services together. As the optimization objective is to maximize 
either the total utility summed over all users, or total revenue generated by the users 
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[109], the optimal SHP is selected by looking for the lowest penalty of call blocking. 
Thus, at the optimal SHP, the maximum revenue is achieved. The penalty of call 
blocking is defined as 
( )∑ = ××+= Kk khknk BB1blocking  call RevenuePenalty κ ,   (6.5) 
where 1≥κ  is a slack factor which assigns a higher priority to the handoff call 
connections than the new call connections. 
With CS, because each service shares the capacity without priority assignment, 
the revenue of different service is assumed to be the same with 1revenue =k , for 
Kk ,,1 …= . With VP, the revenues of all services in group 1 are assumed as x and the 
revenues of all services in group 2 are y. Thus, VP scheme can be specified as VP (x-y) 
with xk =revenue , for pk ,,1 …= , and yk =revenue , for Kpk ,,1 …+= . If 
yx > , group 1 services have higher revenue and priority than group 2 services. If 
yx < , group 2 services have higher revenue and priority than group 1 services. 
6.3 Cross-Layer Optimization in Decision-Maker 
The formulae of the intertwining parameters have been defined. Maximizing system 
utilization can translate to more revenue for the network providers who in turn can 
lower the charges for the mobile users. Thus, the goal of system optimization is to 
maximize system utilization subject to the QoS constraints. 
The joint connection and packet levels optimization has been presented in 
Chapter 4. Combining the link layer analysis, the optimization problem will be 
extended for cross layers. The optimization problem processed in the cross-layer DM 
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is then proposed as 
uNmax ,            (6.6) 
subject to 
*
nn BB ≤ , 
*
hh BB ≤ , 
*
kk LL ≤ , 
where the superscript * denotes the QoS requirements of the corresponding parameters. 
Equation (6.6) corresponds to (3.14) in Chapter 3 where function ( ).H  is (6.3). 
System optimization is achieved by choosing the optimal nominal capacity N 
which is a design parameter representing the upper bound for admitting calls. The 
selection of optimal N uses the educated search with an iterative procedure described 
in section 3.3.1. Every value of N in a range of values is tested and the optimum N that 
gives the maximum system utilization and satisfies the QoS constraints at the same 
time is obtained. Note that the equivalent packet-loss probability contains information 
from the network layer, the link layer and the physical layer. Equation (6.6) thus 
optimizes the system utilization by cross considering the issues in the network layer, 
the link layer and the physical layer. 
After an off-line study using the analytical model, a high-dimensional table 
mapping the system environment (e.g., interference, QoS requirements) to the system 
configuration will be stored in the decision-maker. During the execution phase of the 
system, if the environment is changed, the system will inform the decision-maker 
about the changes through the intertwining parameters. These changes could come 
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from the change of the distribution of users, traffic burst, propagation environment, etc. 
The decision-maker searches the mapping table and feeds back the optimal 
configuration parameters to the original system. The connection parameters between 
layers represent the information exchanges during the analysis. 
In this thesis, due to the assumptions of the statistically identical cells and the 
low data burst from the services, the environment could be assumed as stable. Thus, 
there is no need for iteration and the initial optimal status will last for the whole 
duration of the system operation time. 
Equation (6.6) represents the general formulae for the cross-layer optimization 
where the system utilization is maximized subject to the requirements of QoS metrics 
in all layers. The system configuration parameter fed back to each layer is the nominal 
capacity, N, in the network layer. To solve other practical problems with the cross-layer 
model, the optimization includes other specified system configuration parameters for a 
certain problem and the general cross-layer optimization method would be slightly 
revised to adapt to the problems. 
In this thesis, a practical problem, the capacity unbalance problem, is solved 
with the adaptive SHP scheme. Thus, the hysteresis margin in the physical layer which 
determines the SHP value is another feedback system configuration parameter. The 
revenues for different services and the penalty of call blocking are considered into the 
system model. Note that to minimize the penalty of call blocking probability has the 
same meaning to maximize the system utilization as more high revenue calls can be 
admitted into the system instantaneously. Thus, the optimization problem for applying 
 144
the adaptive SHP scheme is 
blocking  callPenaltymin ,           (6.7) 
subject to 
*
nn BB ≤ , 
*
hh BB ≤ , 
*
kk LL ≤ , 
55.0~15.0=r . 
where the range of SHP is specified according to the statements in section 5.3.4. Every 
value of N and SHP in their ranges of values is tested and the optimum N and SHP that 
give the minimum penalty of call blocking, i.e., the maximum revenue, and satisfy the 
QoS constraints at the same time are obtained. 
To differentiate the adaptive SHP scheme from the general cross-layer 
optimization, the general case in (6.6) is specified as the joint optimization in the later 
part of this chapter. 
The analytical model will select the optimal SHP value giving the ratio of the 
traffics volume of the forward link to the reverse link and the priorities for different 
traffics. After an off-line study for different traffic volumes combinations and traffic 
priorities assignments, a high-dimensional result can be printed out or stored in 
memory. The input parameters will be different traffic volumes combinations, traffic 
priorities assignments, interference model settings and QoS requirements, etc., and the 
output parameters are the optimal nominal admission bound and the optimal SHP. 
Tracing the surface of the output parameter values, the adaptive SHP scheme can be 
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implemented in practice. 
The traffic ratio of the forward link to the reverse link can be measured in the 
BSs. Jumping window or moving window can be applied for the traffic volume 
measurement in the forward and reverse links. The details of the measurement methods 
should be included into system model in the future. The search algorithm to accelerate 
the searching of the high-dimensional table during operation should also be designed 
in the future to bring the cross-layer model into practice. In the thesis, the exhaustive 
search method of the high-dimensional table is applied. 
For the purpose of comparing the performance of the segregated-layer design 
and the cross-layer design, a method assessing the performance of the segregated-layer 
design is presented here. Corresponding to (3.13), the outage probability is constrained 
in the segregated link layer without being included in the packet-loss probability. The 
nominal capacity, N, is then equivalent to the admission region given in (5.48). Thus, 
the approach to obtain the system utilization through the admission control in the 
segregated layers is given by 
uNmax ,        (6.8) 
subject to 
*
nn BB ≤ , 
*
hh BB ≤ , 
( ) ( )nPnP ikik KK ∗≤ ,,outage,,outage . 
Equation (6.8) is used to obtain the results by the conventional segregated-layer 
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design. 
6.4 Cross-Layer Optimization - Performance Evaluation 
Following the services definition in performance evaluations in the network and link 
layers analyses, 4 classes that represent voice, video, web-browsing and data services, 
respectively, are considered. The voice, web-browsing and data services are modeled as 
ON-OFF sources which are Sen’s model without the active HBR mini-source states and 
with only one two-state LBR mini-source each, while the video source is modeled as 
Sen’s model with the maximum number of active LBR spreading codes, 82 =M . The 
users from group 1 services (voice and video) are assumed symmetric, while the users 
from group 2 services (web-browsing and data) are asymmetric. Thus, while increasing 
the amount of transmission traffic in the forward link, the traffic for group 2 is increased 
and the traffic for group 1 is kept unchanged. 
The CAC schemes in the network layer include CS and VP with preemption for 
all classes (VP Case 1). However, the best effort and guarantee access with preemption 
for best effort traffic (VP Case 2) is excluded as the technique to implement VP Case 2 
in the cross-layer optimization is almost the same as that for VP Case 1. 
The parameters used in this chapter inherit those from previous study as in Table 





Table 6.1. The Parameters Values in the Cross-Layer Optimization 
Parameter Type Voice Video Web-browsing Data 
Activity Factor ( kα ) 0.4 0.3867 (LBR) 0.5 (HBR) 0.1176 0.1028 
Transmission Rate ( kR ) 60 kbps 
30 kbps (LBR)
60 kbps (HBR) 120 kbps 240 kbps
SIR Requirement ( ∗kγ ) 2 dB 2 dB (LBR) 2 dB (HBR) 3 dB 3 dB 
Holding Time ( ckµ/1 ) 1 min 1 min 2 mins 2 mins 
User Speed ( kv ) 4.0 km/hr 4.0 km/hr 4.0 km/hr 4.0 km/hr
Total Bandwidth (W ) 5 MHz 
Guard Capacity ( GC ) 8 
Shadowing Deviation ( ξσ ) 6 dB 
Path Loss Factor (τ ) 4 
Outage Requirement ( kδ ) 3100.1 −×  
Orthogonality Factor (f) 0.2 
BS Number ( B ) 24* 
η1S  -1 dB 
* the 25 BSs (including BS 0) form a 5x5 square cells structure. 
6.4.1 Selection of the Optimal SHP for CS and VP 
The penalties of call blocking under various SHP for CS, VP (5-1) and VP (1-5) defined 
in section 6.2.4 are shown in Figs. 6.2, 6.3 and 6.4, respectively. The new call arrival 
rates are all the same for the 4 traffic classes with the total call arrival rate of 3.6/minute. 
The SHP increases from 0 with the step size 0.01. When SHP increases from a low value, 
the penalty of call blocking decreases. However, with further increase of SHP beyond a 
certain point, the penalty of call blocking increases. The above observation can be 
explained as follows. At the lower end of the SHP, the reverse link is the bottleneck for 
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the joint capacity. The call blocking decreases due to the gain in soft handoff in the 
reverse link. However, excessive soft handoff decreases the forward link capacity. After 
a certain point (the optimal SHP), the forward link becomes the bottleneck of the joint 
capacity. The call blocking increases due to the loss from multiple BSs assigning 
resources to the same mobile user in the forward link. 


























Soft Handoff Probability (r)
Forward : Reverse = 1.0 
Forward : Reverse = 2.0
Forward : Reverse = 4.0
 
Fig. 6.2. Penalty of Call Blocking vs. SHP for CS 
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Soft Handoff Probability (r)
Forward : Reverse = 1.0 
Forward : Reverse = 2.0
Forward : Reverse = 4.0
 
Fig. 6.3. Penalty of Call Blocking vs. SHP for VP (5-1) 





























Soft Handoff Probability (r)
Forward : Reverse = 1.0 
Forward : Reverse = 2.0
Forward : Reverse = 4.0
 
Fig. 6.4. Penalty of Call Blocking vs. SHP for VP (1-5) 
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In Figs. 6.2, 6.3 and 6.4, the ratios of the forward link to the reverse link 
represent the traffic ratios for group 2. This is done by scaling the connection activity 
factors, 3α  and 4α , in the forward link. The increase of the transmission traffic from 
group 2 shrinks the admission region and intensifies the call blocking. The optimal SHP 
shifts to a lower value. Moreover, the higher the increase of transmission traffic from 
group 2, the lower the value of the optimal SHP. The optimal SHP values under various 
forward link transmission traffic volumes for group 2 with CS, VP (5-1) and VP (1-5) 
are presented in Table 6.2. This mapping table is a specific example of the cross-layer 
optimization model and stored in the decision-maker. 
Table 6.2. The Optimal SHP Values with CS, VP (5-1) and VP (1-5) 
   SHP F / R = 1.0 F / R = 2.0 F / R = 4.0 
CS 0.45 0.33 0.25 
VP (5-1) 0.45 0.33 0.28 
VP (1-5) 0.45 0.31 0.19 
In Table 6.2, F represents the forward link transmission traffic volumes for 
group 2 and R represents the reverse link transmission traffic volumes for group 2. 
The optimal SHP values for VP (5-1) are larger than that for CS, while the 
optimal SHP values for VP (1-5) are smaller than that for CS, especially for a large 
traffic ratio of the forward link to the reverse link. The observation can be explained as 
follows. For VP (5-1) scheme, group 1 services have higher revenues, which means 
group 1 services have higher priority than group 2 services and the selection of the 
optimal SHP would always prefer group 1 services. Because of the symmetric traffic for 
group 1, the optimal SHP for group 1 tends to be constant. Thus, when there is 
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asymmetric traffic for group 2, the shift of optimal SHP for whole system would be 
small and the optimal SHP values for VP (5-1) are larger than that for CS. Due to the 
same reasons, for VP (1-5), group 2 services have higher priority than group 1 services 
and group 2 services are more likely to have smaller values of the optimal SHP that 
result in larger forward link capacities for group 2. Thus, the optimal SHP values for VP 
(1-5) are smaller than that for CS. 
6.4.2 System Utilization Gain for CS and VP 
With the adaptive SHP scheme, the system is adjusted to operate on the smallest penalty 
call blocking point (the optimal SHP). At the optimal SHP, the capacities between the 
reverse and forward links are balanced and the system performance is optimized. 


















Admission Region with Adaptive SHP (0.25)
Admission Region without Adaptive SHP (0.45)
 
Fig. 6.5. Capacity Gain with Adaptive SHP Scheme 
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Fig. 6.5 shows the capacity gain with the adaptive SHP scheme compared to that 
without SHP. The ratio of the transmission traffic for group 2 in the forward link to that 
in the reverse link is 4.0. In Table 6.2, the optimal SHP for CS is 0.25 with adaptive SHP 
scheme, while the SHP for CS is 0.45 without the adaptive SHP scheme. In order to see 
the admission region of the whole system as a two-dimensional graph, the admission 
region for classes 1 and 3 services is considered without the existence of any class 2 or 4 
service. The capacity gain is obvious for the adaptive SHP scheme. However, as the 
advantages of the adaptive SHP scheme would not be shown if there are no asymmetric 
users, the capacity gain for class 1 service vanishes quickly when the number of class 3 
users decreases to zero. 
The system utilizations for VP (5-1) with adaptive SHP in (6.7), VP (1-5) with 
adaptive SHP in (6.7), CS with adaptive SHP in (6.7), CS with joint optimization but 
without adaptive SHP in (6.6) and CS with segregated-layer design in (6.8) for classes 1, 
2, 3, and 4, and the total system utilization are shown in Figs. 6.6, 6.7, 6.8, 6.9 and 6.10, 
respectively. The ratio of the transmission traffic for group 2 in the forward link to that 
in the reverse link is 4.0. 
 153
























Total New Call Arrival Rate, (/minutes)
VP (5-1) with (6.7)





Fig. 6.6. System Utilization for Class 1 of Various Schemes 
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Fig. 6.7. System Utilization for Class 2 of Various Schemes 
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Fig. 6.8. System Utilization for Class 3 of Various Schemes 
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Fig. 6.9. System Utilization for Class 4 of Various Schemes 
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Fig. 6.10. Total System Utilization of Various Schemes 
CS with joint optimization but without adaptive SHP in (6.6) is superior to CS 
with segregated-layer design in (6.8), achieving the maximum system utilization gain 
of about 30%. CS with adaptive SHP in (6.7) is superior to CS with joint optimization 
but without adaptive SHP in (6.6), achieving the maximum system utilization gain of 
about 20%. The maximum system utilization gain for CS with adaptive SHP in (6.7) 
over CS with segregated-layer design in (6.8) achieves about 50%. The system 
utilization gains show the superiority of the proposed cross-layer model over the 
conventional segregated-layer model. The gains in the cross-layer model come from 
exploiting the statistical behavior among layers and providing the ‘soft’ guarantee for 
QoS metrics in all the layers. However, in segregated-layer model, the QoS metrics are 
provided the ‘hard’ guarantee. Besides, the proposed adaptive SHP scheme balances 
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the reverse and forward links capacities and offers high system utilization gain 
compared to the fixed SHP scheme. 
Furthermore, from the figures, VP (5-1) which assigns a higher priority for 
classes 1 and 2 is superior to CS for classes 1 and 2 with the price of system utilization 
losses for classes 3 and 4 having low revenues. Similarly, VP (1-5) which assigns a 
higher priority for classes 3 and 4 is superior to CS for classes 3 and 4 with the price of 
system utilization losses for classes 1 and 2. Thus, with the adaptive SHP scheme, VP 
protects the high revenue services and brings high system utilization gain to them as 
compared to CS. Combining the benefits from the adaptive SHP scheme and VP 
schemes, the maximum achievable gain in system utilization is about 60% as 
compared to CS with segregated-layer design in (6.8). 
VP provides different priorities for multi-class traffic and leads to changes in 
the system configuration in lower layers, such as the selection of the optimal SHP for 
VP in section 6.4.1. Thus, the higher layer parameters, such as the revenues of services, 
affect the resource allocated for different services in the lower layers so that services 
with higher revenues can occupy more resource in the system. With the cross-layer 
optimization, not only the characteristics in the lower layers determine the 
performance in the higher layers, the QoS requirements from different services in the 
higher layers also affect the resource allocation in the lower layers. 
6.5 Summary 
The cross-layer model involving the physical layer, the link layer and the network 
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layer has been designed. A cross-layer DM through which the cross-layer optimization 
is applied without disturbing the integrity of the conventional protocol structure is 
introduced. The parameters intertwined among layers are considered together to 
achieve cross-layer optimization in the DM. Some parameters, such as SHP, channel 
number, packet-loss probability and penalty of call blocking, are further formulated to 
supersede their previous definitions. The general cross-layer optimization method is 
proposed to maximize system utilization subject to the QoS constraints. Based on the 
general model, a practical problem, the capacity unbalance problem, is solved with the 
adaptive SHP scheme. The SHP is controlled adaptively along with the changing 
traffic volumes in the reverse or forward link. System utilization gains are achieved 
with the cross-layer optimization over the conventional segregated-layer design. 
The cross-influence phenomena among layers are investigated. The 
cross-influence phenomena are caused by two factors, the time-varying parameters in 
the wireless link and the QoS requirements from different services, which are the same 
factors as to create the soft capacity in the CDMA system. In the lower layers, the 
characteristics of the wireless link cause the statistical behavior among layers and 
consequently lead to the need of the statistical QoS guarantees in the higher layers. In 
the higher layers, the QoS requirements from different services give rise to the changes 
of priorities for the services and affect the efficiency of resource allocation in the lower 
layers, such as the adjustment of the SHP in the physical layer and the determination of 
the admission region in the link layer. 
 
Chapter 7 
Conclusions and Future Work 
7.1 Conclusions 
Resource allocation in cellular CDMA systems with cross-layer optimization across 
the physical layer, the link layer and the network layer has been analyzed theoretically 
in the thesis. The motivation to employ the cross-layer optimization in wireless 
networks comes from the recognition and understanding of the time-varying 
characteristics in the wireless links. The system performance in the higher layers is 
adjusted along with the changing conditions in the lower layers. The statistical 
behavior among layers leads to the necessity for the cross-layer optimization in the 
wireless networks. With the cross-layer optimization, QoS requirements are provided 
with statistical guarantees (‘soft’ guarantees) which allow some performance 
degradation within a short time but still fulfilling the QoS requirements on average, 
instead of hard guarantees which assume the worst-case performance in other 
segregated layers. 
The analyses of the segregated layers are firstly processed for the network and 
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link layers. The physical layer features are included into the link layer analysis. In the 
network layer analysis, two CAC schemes, CS and VP are investigated. The analytical 
models are based on a K-dimensional Markov chain and solved using the preemption 
rules for the schemes. The formulae for the GoS metrics at the connection-level and 
the QoS metrics at the packet-level for different CAC schemes are derived. The GoS 
metrics include the new-call-blocking probability, the handoff-call-dropping 
probability and the system utilization. The QoS metric includes the packet-loss 
probability. A method to maximize system utilization through joint optimization of 
connection and packet levels parameters is proposed. Numerical results indicate that 
significant gain in system utilization is achieved using the joint optimization. 
In the link layer, the interference models are carefully built with soft handoff, 
diversity and statistical multiplexing in both the reverse and forward links. The 
analytical models are based on the largest received power BS selection criterion. In the 
forward link, an approximation selection method combining the advantages of 
previously used approximations and adapting to the QoS specification for different 
services is proposed. Furthermore, different power control schemes for mobile users in 
soft handoff are investigated and compared. The SIRs and the outage probabilities for 
multi-class services in the BSs (for the reverse link) and in the mobile users (for the 
forward link) are formulated. By constraining the outage probability to its requirement 
value, the admission regions are obtained. 
The QoS metrics formulated in the segregated layers analyses include the 
new-call-blocking probability, the handoff-call-dropping probability, the system 
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utilization and the packet-loss probability in the network layer, SIR and the outage 
probability in the link layer, and the hysteresis margin and the soft handoff probability 
(SHP) in the physical layer. These QoS metrics are selected as the intertwining 
parameters among layers which are transferred through an interface from the 
conventional segregated-layer system into a defined function block, the cross-layer 
decision-maker (DM). In the cross-layer DM, the cross-layer optimization is employed 
and the system configuration parameters are fed back to each layer as the outputs of 
the cross-layer DM. The designed cross-layer DM preserves the integrality of the 
conventional protocol structure which then can be further developed and updated. 
The aim of the optimization is to maximize the system utilization subject to the 
QoS constraints and feed back the optimal system configurations to each layer. Based 
on the general cross-layer model, a practical problem, the capacity unbalance problem, 
is solved with an adaptive SHP scheme. The SHP is controlled adaptively along with 
the changing traffic volumes in the reverse or forward link. Thus, the hysteresis margin 
in the physical layer which determines the SHP becomes another feedback system 
configuration parameter. Furthermore, the QoS requirements from different services 
give rise to the changes of priorities for services and affect the efficiency of resource 
allocation in lower layers. This cross-influence phenomenon in the cross-layer model 
has been investigated as an interesting topic in this thesis. 
Performance evaluations are processed in the network layer analysis, the link 
layer analysis and the cross-layer analysis. The numerical results verify the 
reasonableness of the modeling in the network layer and in the physical and link layers. 
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The proposed cross-layer model optimized the resource allocation in the segregated 
layers and improved the system utilization. The adaptive SHP scheme works well to 
minimize the call blocking and improve the efficiency of resource allocation among 
multiple services compared to the fixed SHP case. Combining the benefits from the 
cross-layer optimization and the adaptive SHP scheme, the maximum achievable gain 
in system utilization is about 60% as compared to the case with segregated-layer 
design in the numerical results. 
The resource which is not optimally exploited in the segregated-layer design is 
released in the cross-layer model. With the cross-layer model, the parameters with 
statistic behavior can share information with each other and the QoS metrics then can 
be provided the ‘soft’ guarantees. Therefore, the cross-layer model is superior to the 
segregated-layer model as no assumption on the worst-case performance in any layer is 
needed. 
7.2 Future Work 
The work in the thesis proposes new methods to realize the cross-layer design with 
different resource allocation approaches to achieve high system utilization. To convert 
the current segregated-layer system to the proposed cross-layer system, the cross-layer 
DM is required to be applied in a practical way and the interface between the 
conventional system and the DM should be built. However, the practical 
implementations are yet to be considered in the study although they are beyond the 
main focus of the thesis. The implementation methods should be investigated in future 
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work, which would realize the proposed model and prove its applications in practical 
systems. 
Furthermore, the assumption of the worst-case performance on the NRT 
services should be improved by considering buffering and retransmission. For the NRT 
services with buffering and retransmission, the power and rate can be adaptively 
allocated so that the transmission for the NRT services could be slowed down and even 
be ceased when there are overloads from the RT services. The NRT services with 
buffering and retransmission should be considered into the system model analytically 
in the future. The tradeoff between energy efficiency in the physical and link layers 
and packet delay in the network layer is another topic in cross-layer wireless resource 
allocation [110]. 
Last but not least, in the link layer, the power control schemes for mobile users 
in soft handoff should be investigated to achieve the minimum interference in both the 
reverse and forward links. The promising SSDT power control scheme which 
outperforms other power control schemes in the forward link should be formulated 
analytically in both the reverse and forward links to estimate its system performance in 
the cross-layer model. 
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