We introduce four new elementary short proofs of the famous König's theorem which characterizes bipartite graphs by absence of odd cycles.
Introduction
In this short paper, graphs are finite and may contain loops or multiple edges. The vertex set of a graph G is denoted by V (G) while its edge set is denoted by E(G).
The induced subgraph of G by A ⊆ V (G) is denoted by G[A]. A subgraph H of G is called a spanning subgraph of G if V (H) = V (G).
A set X of pairwise nonadjacent vertices of G is said to be a stable set of G, that is G [X] has no edge. With abuse of notation, xy is used to denoted an edge whose endpoints are the vertices x and y. The length of a path or cycle is the number of its edges. A cycle of odd (resp. even) length is called an odd (resp. even) cycle. A path between two vertices a and b is called an a, b-path. We do not distinguish between a connected component and the subgraph it induces.
A graph G is bipartite if its vertex set is the union of two disjoint (possibly empty) stable sets X and Y . In this case, {X,Y } is said to be a bipartition of G.
Let G be a graph. It is clear that G is bipartite if and only if all its connected components are so. Moreover, If G ′ is obtained from G by keeping only one copy of each set multiple edges of G, then G is bipartite if and only if G ′ is so. In addition, if {X,Y } is a bipartition of G, a ∈ X and b ∈ Y , then {X,Y } is again a bipartition of G + ab, because X and Y are still stable in G + ab.
In fact, suppose that A 1 , · · · , A k are the connected components of a bipartite graph G with bipartition {X,Y }.
Suppose that P = x 1 x 2 ...x n is a path in a bipartite graph G with a specified bipartition {X,Y }. Note that if a and b are adjacent vertices of G, then they must be in distinct partite sets. So, if x 1 ∈ X, then so is every vertex of P with odd index, while every vertex of P with even index is in Y . Hence, n is odd if and only if x n ∈ X. Therefore, if C = x 1 x 2 · · · x n x 1 is a cycle of G, then it must be even, since otherwise the adjacent vertices x n and x 1 must be in the same partite set, which contradicts its stability.
In fact, the above obvious necessary condition of bipartite graphs is also sufficient. This is proved in 1936 by König [1] . Proofs of the sufficient condition used distances, walks or spanning trees.
Theorem 1. (König [1]) A graph is bipartite if and only if it has no odd cycle.

Four New Elementary Proofs
We introduce three new elementary proofs of the sufficient condition of König's theorem that use neither distances nor walks nor spanning trees. We may assume that G has no multiple edges.
First Proof:
Proof. Let G be a graph that has no odd cycle. We may assume that G is connected. Since G has no loop, any vertex of G can be viewed as a bipartite, connected and induced subgraph of G. Let H be a maximal bipartite, connected and induced subgraph of G. We prove that G = H and consequently we get that G is a bipartite graph. Suppose to the contrary that
{z} would be a stable set and thus G[V (H)
∪ {z}] would be a bipartite, connected, induced subgraph of G and that contains H strictly, which contradicts the maximality of H. Hence, for i = 1, 2, ∃x i ∈ X i such that zx i ∈ E(G). However, since H is connected, it contains an x 1 , x 2 -path P. Since H is bipartite and x 1 and x 2 are in distinct partite sets, then the length of P is odd. Therefore, adding to P the edges zx 1 and zx 2 forms an odd cycle, which is a contradiction.
Second Proof:
Proof. Let G be a graph that has no odd cycle. The spanning subgraph of G with no edges is bipartite. Let H be a maximal bipartite spanning subgraph of G. We prove that G = H and consequently we get that G is a bipartite graph. Suppose to the contrary that G = H. Then E(H) = E(G) and hence ∃e = ab ∈ E(G) − E(H). Let {X,Y } be a bipartition of H. By maximality of H, the graph H ′ = H + e is not bipartite and thus a and b lie in the same partite set of H, say X 1 , since otherwise, {X,Y } would be a bipartition of H ′ also. If there is an ab-path P in H, then its length is even and adding to it the edge e would create an odd cycle in G, a contradiction. Therefore, a and b are in distinct components of H. Let A be the connected component of H containing a.
bipartition of H and H
′ . This contradicts the fact that H ′ is not bipartite.
Third Proof:
Proof. Suppose that a counterexample exist and let G be a minimal one. Let e = ab ∈ E(G). Then G − e G and G − e has no odd cycle. Hence, G − e is bipartite, by minimality of G. Let {X,Y } be a bipartition of G − e. If a and b are in distinct partite sets, then {X,Y } is a bipartition of G as well, a contradiction. So, a and b belong to the same partite set, say X. Suppose that there is an a, b-path P ⊆ G distinct from ab. Then P ⊆ G − e. Since a and b are in the same partite set of G − e, then the length of P even. Adding to P the edge ab creates an odd cycle in G, a contradiction. So ab is the unique a, b-path. Thus G − e is not connected. Let A be the connected ) form a bipartition of G − e and thus G, since b ∈ X ′ and a ∈ Y ′ . A contradiction.
Fourth Proof:
Proof. First we prove by induction on the number of vertices that if a graph has no cycle, then it is bipartite. Let F be such a graph. Then F has a vertex x that has at most one neighbor y. Since F − x has no cycles as well, then by the induction hypothesis, it is bipartite, with bipartition say {A, B}. We may assume that y / ∈ A (if y exist). Then {A ∪ {x}, B} is a bipartition of F.
Let G be a graph that has no odd cycle. If G has no (even) cycle, then it is bipartite. Otherwise let e ∈ E(C), for some even cycle C of G. By induction on the number of cycles of G, the graph G − e is bipartite since it has fewer cycles than G. But the path P = C − e ⊆ G − e has an odd length, hence its endpoints are in distinct partite sets. Thus G = (G − e) + e is bipartite.
