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DISCRETE ALEKSANDROV SOLUTIONS OF THE MONGE-AMPE`RE
EQUATION
GERARD AWANOU∗
Abstract. A discrete analogue of the Dirichlet problem of the Aleksandrov theory of the Monge-Ampe`re equa-
tion is derived in this paper. The discrete solution is not required to be convex, but only discrete convex in the
sense of Oberman. We prove that the uniform limit on compact subsets of discrete convex functions which are uni-
formly bounded and which interpolate the Dirichlet boundary data is a continuous convex function which satisfies
the boundary condition strongly. The domain of the solution needs not be uniformly convex. We obtain the first proof
of convergence of a wide stencil finite difference scheme to the Aleksandrov solution of the elliptic Monge-Ampe`re
equation when the right hand side is a sum of Dirac masses. The discrete scheme we analyze for the Dirichlet prob-
lem, when coupled with a discretization of the second boundary condition, can be used to get a good initial guess for
geometric methods solving optimal transport between two measures.
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1. Introduction. In this paper we prove convergence of a wide stencil finite difference
scheme to the weak solution, in the sense of Aleksandrov, of the Dirichlet problem for the
Monge-Ampe`re equation
detD2u = ν inΩ
u = g on ∂Ω.
(1.1)
Here Ω is a convex bounded domain of Rd with boundary ∂Ω and d = 2, 3 (c.f. Remark
4.2 below). It is assumed that ν is a finite Borel measure and g ∈ C(∂Ω) can be extended
to a convex function g˜ ∈ C(Ω). The domain is not assumed to be strictly convex. Under
these assumptions, (1.1) is known to have a unique convex Aleksandrov solution u ∈ C(Ω)
[39, Theorem 1.1]. We develop a discrete version of the Aleksandrov notion of weak solution
which results in a finite difference analogueM1h [uh] of the Monge-Ampe`remeasure detD
2u.
Given a sequence fh of mesh functions which converge weakly to ν as measures, the prob-
lems M1h [uh] = h
dfh with uh = g on ∂Ω are shown to have solutions which converge
uniformly on compact subsets to the Aleksandrov solution u of (1.1). The mesh functions
uh are only required to be discrete convex, as defined by Oberman. We prove that the uni-
form limit on compact subsets of such discrete convex mesh functions which coincide with
g on ∂Ω, is a continuous convex function on Ω which solves v = g on ∂Ω. As an applica-
tion, if ν is absolutely continuous with respect to the Lebesgue measure and it is known that
the mesh functions uh are uniformly bounded and are discrete convex, then a subsequence
converges uniformly on compact subsets to a continuous convex function which solves the
boundary condition strongly. The standard arguments for convergence of schemes to vis-
cosity solutions based on consistency, stability and monotonicity only yield a limit solution
which solves the boundary condition in the viscosity sense [47, 24]. So far, it has been re-
quired that the domain be uniformly convex for the boundary condition to be shown satisfied
strongly [40, 48].
1.1. Relevance of the present study for practical computations. Possible applications
of the study of the Dirichlet problem for the Monge-Ampe`re equations are affine geometry
∗Department of Mathematics, Statistics, and Computer Science, M/C 249. University of Illinois at Chicago,
Chicago, IL 60607-7045, USA (awanou@uic.edu).
1
2 G. AWANOU
problems. With the second boundary condition, the Monge-Ampe`re equation appears in op-
timal transport problems and computational geometric optics. Problems in astrophysics and
meteorology lead to Monge-Ampe`re equations with right hand side a Borel measure [23, 30].
We will address the second boundary condition in subsequent papers.
1.2. Our contributions. The theory presented in this paper has several impacts. First
it leads to a proof of convergence of the numerical scheme presented in [13] for solving
with a wide stencil scheme, the Monge-Ampe`re equation with right hand side a combination
of Dirac masses. Second, when it can be shown that the solution of a discretization of the
Monge-Ampe`re equation is discrete convex in the sense of Oberman c.f. Definition 2.1 and
is stable, then, one can assert that the uniform limit on compact subsets (of a subsequence) of
these mesh functions satisfies the boundary condition strongly. This is useful, in the viscosity
theory context, when one needs to show that the half-relaxed limits are viscosity supersolu-
tions and subsolutions of the equation. In particular they must satisfy the boundary condition
strongly to use the known comparison principle. One only needs to prove that the uniform
limit we obtain is a viscosity solution of the equation. We make use of this approach in [2].
This approach readily applies to the schemes proposed in [31, 11, 46]. Existing arguments
[48] require the domain to be uniformly convex. The main ingredients of our approach are a
discrete Aleksandrov-Bakelman-Pucci’smaximum principle and the discrete maximum prin-
ciple for the discrete Laplacian. Thus our arguments extend to the two-scaled finite element
method analyzed in [48], under assumptions on the mesh which guarantee that the abovemen-
tioned principles hold. The axiomatic approach for convergence of finite difference schemes
to the Aleksandrov solution of the Monge-Ampe`re equation presented in [6] uses one of the
main results of this paper.
1.3. Methodology. Our strategy consists in associating to a mesh function, a discrete
analogue of the normal mapping. This leads to a wide stencil finite difference scheme. In
practice the type of scheme we describe is implemented on short stencils leading to an addi-
tional error which tends to 0 as h→ 0 and the size of the stencil increases. Our discretization
of the normal mapping turns out to be the one used in [13] at selected mesh points.
1.4. Relation with other work. We emphasize that solutions of our discretization are
not convex functions, but only discrete convexmesh functions. As a consequence, the scheme
is different from the one in [52]. Because the approximations are not convex, it is not clear
that results known for convex functions hold for them. A similar difficulty occurs in other
contexts [45, 12]. It is also not obvious that properties of the normal mapping also hold for the
discrete version of normal mapping we consider. The bulk of the paper consists in verifying
that certain arguments which are valid for convex functions or valid for the normal mapping
are also valid for their discrete versions.
Our discretization provides a theoretical link between the geometric approach [52, 34]
and the finite difference approach to the numerical resolution of the Monge-Ampe`re equation
[31], c.f. (3.6) below. This connection has been implicitly exploited in [13] where at points
where fh above vanishes the monotone discretization of [31] is used. A consequence of our
results is a convergence proof for the discretization used in [13]. We refer to [13] for nume-
rical experiments. We note that the discretization proposed in [13], for which convergence is
proven in this paper, is different from the one proposed in [31]. The link we found between
the notion of Aleksandrov solution and the discretization proposed in [31] is the key to the
proof of convergence of the discretization proposed in [13]. By theoretical link between the
works in [52, 34] and [31] we do not mean that they are the same. We mean that the idea
of taking a discrete version of the normal mapping leads to (3.6) below, where a comparison
between various discretizations is made. See also [3, 48].
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In [11], a different theoretical link between the geometric approach and the finite dif-
ference approach is utilized. The discretization of the Monge-Ampe`re operator proposed
therein overestimates the Monge-Ampe`re measure.
An axiomatic approach to the convergence of finite difference schemes to the Aleksan-
drov solution was given in [6]. It requires the scheme to be consistent. But the discrete ana-
logue of the Aleksandrov theory of the Monge-Ampe`re equation we consider is only weakly
consistent, c.f. (3.3) below. Thus the results of [6] do not apply to the discretization conside-
red in this paper.
The analysis of numerical methods for the Monge-Ampe`re equation is an active research
area. For the case where the measure ν has a density f , the references [8, 16, 32, 26, 14, 29,
22, 57, 18, 42, 54, 25, 20, 28, 19] cover most of the various approaches.
1.5. Organization of the paper. The paper is organized as follows. In the next section
we collect some notation used throughout the paper and recall the notion of Aleksandrov
solution. In section 3, we present our discrete analogue and prove key weak convergence re-
sults for our discretization of the normal mapping. In section 4 we prove the technical lemma
which asserts that the uniform limit on compact subsets of a sequence of uniformly bounded
discrete convex functions interpolating the boundary condition is a continuous convex func-
tion which satisfies it. We then prove one of our main claims, which is that the Aleksandrov
solution is the uniform limit on compact subsets of mesh functions which solve our finite
difference equations. The proof of convergence of the method proposed in [13] follows from
this result. The proof of a rather long technical lemma is given in section 5. The proof of the
existence of a solution to our discretization follows the variational approach used in [7]. It is
included in an appendix for completeness. We also include in the appendix the proof that our
discrete problems have unique solutions.
2. Preliminaries. We use the notation ||.|| for the Euclidean norm of Rd and |.|∞ for
the maximum norm. Let h be a small positive parameter and let
Z
d
h = {mh,m ∈ Z
d },
denote the orthogonal lattice with mesh length h. We denote by Uh the linear space of mesh
functions, i.e. real-valued functions defined on Ω ∩ Zdh. Following [43], for vh ∈ Uh and
e ∈ Zdh, we define the second order directional difference operator
∆e : Z
d
h → R,∆evh(x) = vh(x+ e)− 2vh(x) + vh(x− e).
Let also (r1, . . . , rd) denote the canonical basis of R
d. We define
Ωh = { x ∈ Ω ∩ Z
d
h, x± hri ∈ Ω ∩ Z
d
h, ∀i = 1, . . . , d }, (2.1)
and
∂Ωh = { x ∈ Ω ∩ Z
d
h, x /∈ Ωh }. (2.2)
For a function w ∈ C(Ω) its restriction on Ωh is also denoted w by an abuse of notation.
Same for the restriction to ∂Ωh of an element of C(∂Ω).
DEFINITION 2.1. We say that a mesh function vh is discrete convex if and only if
∆evh(x) ≥ 0 for all x ∈ Ωh and e ∈ Zdh for which∆evh(x) is defined.
Let us denote by Ch the cone of discrete convex mesh functions. If we define for x ∈ Ωh
λ1,h[vh](x) = min
e∈Zd
h
x±e∈Ω∩Zd
h
∆evh(x)
||e||2
,
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then vh ∈ Ch if and only if λ1,h[vh] ≥ 0.
Let fh be a sequence of mesh functions which converge weakly to ν as measures. Borel
measures associated to mesh functions are discussed in section 2.2. If ν has density f ∈
C(Ω), we can take fh(x) = f(x). Dirac masses at mesh points can be approximated using
regularized delta functions, see for example [31, p. 1708]. It can be shown that a regular
Borel measure ν can be approximated by a combination of Dirac masses with support Ωh,
c.f. for example [21, Theorem 3.1 and section 7]. This result may be used to construct the
mesh functions fh.
2.1. Aleksandrov solutions. The material in this subsection is taken from [36] to which
we refer for proofs. Let Ω be an open subset of Rd and let us denote by P(Rd) the set of
subsets of Rd.
DEFINITION 2.2. Let u : Ω → R. The normal mapping of u, or subdifferential of u is
the set-valued mapping ∂u : Ω→ P(Rd) defined by
∂u(x0) = { p ∈ R
d : u(x) ≥ u(x0) + p · (x− x0), for allx ∈ Ω }. (2.3)
Given u : Ω→ R, the local subdifferential of u is given by
∂lu(x0) = { p ∈ R
d : ∃ a neighborhoodUx0 ofx0 such that
u(x) ≥ u(x0) + p · (x− x0), for allx ∈ Ux0 }.
Clearly for all x0 ∈ Ω we have ∂u(x0) ⊂ ∂lu(x0). Moreover
LEMMA 2.1 ([35] Exercise 1). IfΩ is convex and u is convex onΩ, then ∂u(x) = ∂lu(x)
for all x ∈ Ω.
Let |E| denote the Lebesgue measure of the measurable subset E ⊂ Ω. For E ⊂ Ω, we
define
∂u(E) = ∪x∈E∂u(x).
THEOREM 2.3 ([36] Theorem 1.1.13). If u is continuous on Ω, the class
S = {E ⊂ Ω, ∂u(E) is Lebesgue measurable},
is a Borel σ-algebra and the set functionM [u] : S → R defined by
M [u](E) = |∂u(E)|,
is a measure, finite on compact subsets, called the Monge-Ampe`re measure associated with
the function u.
We can now define the notion of Aleksandrov solution of the Monge-Ampe`re equation.
DEFINITION 2.4. Let Ω ⊂ P(Rd) be open and convex. Given a Borel measure ν on Ω,
a convex function u ∈ C(Ω) is an Aleksandrov solution of
detD2u = ν,
if the associated Monge-Ampe`re measureM [u] is equal to ν.
We recall an existence and uniqueness result for the solution of (1.1).
PROPOSITION 2.5 ([39] Theorem 1.1). Let Ω be a bounded convex domain of Rd. As-
sume ν is a finite Borel measure and g ∈ C(∂Ω) can be extended to a function g˜ ∈ C(Ω)
which is convex in Ω. Then the Monge-Ampe`re equation (1.1) has a unique convex Aleksan-
drov solution in C(Ω).
DEFINITION 2.6. A sequence µn of Borel measures converges to a Borel measure µ
if and only if µn(B) → µ(B) for any Borel set B with µ(∂B) = 0. We note that there
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are several equivalent definitions of weak convergence of measures which can be found for
example in [27, Theorem 1, section 1.9].
We make the usual convention of denoting by f a measure ν absolutely continuous with
respect to the Lebesgue measure and with density f .
2.2. Convergence of mesh functions. To a mesh function vh one associates the nor-
malized counting measure, also denoted by vh by an abuse of notation
vh(B) = h
d
∑
x∈B∩Ωh
vh(x).
DEFINITION 2.7. We say that a family of mesh functions vh converges to ν as measures if
for any sequence hk → 0, the associated normalized counting measure vhk weakly converges
to ν.
DEFINITION 2.8. Let uh ∈ Uh for each h > 0. We say that uh converges to a convex
function u uniformly on compact subsets ofΩ if and only if for each compact setK ⊂ Ω, each
sequence hk → 0 and for all ǫ > 0, there exists h−1 > 0 such that for all hk, 0 < hk < h−1,
we have
max
x∈K∩Zd
hk
|uhk(x)− u(x)| < ǫ.
Given a nonlinear equation F [v] = 0 with F real-valued, we denote by Fh[vh])(x) ≡
Fˆh[v
h(x), vh(y)|y 6=x] a discretization of F [v](x), where for x ∈ Ωh, Fˆh is a real valued map
defined on R× R#N(x) and N(x) denotes the set of mesh points y 6= x on which Fh[vh](x)
depend.
The scheme Fh[vh] = 0 is monotone if for vh and wh inMh, vh(y) ≥ wh(y), y 6= x
implies Fˆh[vh(x), vh(y)|y 6=x] ≥ Fˆh[vh(x), wh(y)|y 6=x].
The scheme is consistent if for all C2 functions φ, and a sequence xh → x ∈ Ω,
limh→0 Fh[φ](xh) = F [φ](x).
Let us now assume that the discretization takes the form
Fh[vh](x) ≡ Fˆh[vh(x), vh(x)− vh(y)|y 6=x].
The scheme is degenerate elliptic if it is nondecreasing in each of the variables vh(x) and
vh(x) − vh(y), y 6= x. One shows that a degenerate elliptic scheme is monotone [50]. A
monotone scheme need not be degenerate elliptic. We will use the following result which is
implicitly stated in [2].
LEMMA 2.2. Let vh ∈ Ch denote a sequence of discrete convex functions which con-
verges uniformly on compact subsets to a function v. Then the function v is convex.
Proof. We recall that a function φ ∈ C2(Ω) is convex on Ω if the Hessian matrix D2φ
is positive semidefinite or −λ1[φ] ≤ 0 where λ1[φ] denotes the smallest eigenvalue of the
Hessian matrix D2φ. This notion was extended to continuous functions in [51]. See also the
remarks on [55, p. 226]. A continuous function u is convex in the viscosity sense if and only
if it is a viscosity solution of −λ1[u] ≤ 0, that is, for all φ ∈ C2(Ω), whenever x0 is a local
maximum point of u − φ, −λ1[φ] ≤ 0. Moreover, a function convex in the viscosity sense
is convex. See for example [44, Proposition 4.1]. We thus show that the limit function v is
convex in the viscosity sense. We use the approach in [15].
We recall that for vh ∈ Ch, −λ1,h[vh] ≤ 0. Now, the operator λ1,h[vh] is easily seen to
be degenerate elliptic, hence monotone. In addition it is consistent. Put Fh[vh] = λ1,h[vh]
and define the half-relaxed limit
v∗(x) = lim sup
y→x,h→0
vh(y) = lim
δ→0
sup{ vh(y), y ∈ Ωh, |y − x| ≤ δ, 0 < h ≤ δ }.
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It follows from the definition that v∗ is upper semi-continuous and from our assumption that
v∗ = v.
Let x0 ∈ Ω and φ ∈ C2(Ω) such that v∗ − φ has a local maximum at x0 with (v∗ −
φ)(x0) = 0. Without loss of generality, we may assume that x0 is a strict local maximum.
Let B0 denote a closed ball contained in Ω and containing x0 in its interior. We let xl be
a sequence in B0 such that xl → x0 and vhl(xl)→ v
∗(x0) and let x
′
l be defined by
cl := (vhl − φ)(x
′
l) = max
B0
(vhl − φ).
Since the sequence x′l is bounded, it converges to some x1 after possibly passing to a subse-
quence. Since (vhl − φ)(x
′
l) ≥ (vhl − φ)(xl) we have
(v∗ − φ)(x0) = lim
l→∞
(vhl − φ)(xl) ≤ lim sup
l→∞
(vhl − φ)(x
′
l) = lim sup
l→∞
cl ≤ (v
∗ − φ)(x1).
Since x0 is a strict maximizer of the difference v
∗−φ, we conclude that x0 = x1 and cl → 0
as l→∞.
By definition
vhl(x) ≤ φ(x) + cl, ∀x ∈ B0,
and thus, by the monotonicity of the scheme
0 ≤ Fˆhl(vhl(x0), vhl(y)|y 6=x0) ≤ Fˆhl(vhl(x0), (φ(y) + cl)|y 6=x0),
which gives by the consistency of the scheme λ1[φ](x0) ≥ 0.
3. Partial Monge-Ampe`re measure associated to a mesh function. In this section
we present a discrete analogue of the normal mapping. This will lead us to a theoretical link
between the finite difference approach to the Monge-Ampe`re equation [31] and the geometric
approach [52, 34]. See formula (3.2). Here we recall the discretization of detD2u of [31].
We define
V = { (e1, . . . , ed), ei ∈ Z
d
h, i = 1, . . . , d, (e1, . . . , ed) is an orthogonal basis ofR
d },
and a discrete Monge-Ampe`re operator as
Mh[vh](x) = inf
(e1,...,ed)∈V
x±ei∈Ω∩Z
d
h
∀i
d∏
i=1
∆eivh(x)
||ei||2
, x ∈ Ωh.
The operatorMh[vh] is shown to be (pointwise) consistent in [31, 5], i.e. for v ∈ C
2(Ω), x ∈
Ω and a sequence xh ∈ Ωh, xh → x,
lim
h→0
Mh[v](xh) = detD
2v(x).
Consistency as defined above and key in the viscosity solution approach, plays no role
in the convergence results for the discretization we introduce. Thus we do not use in this
paper the directional resolution as introduced in [31]. The directional resolution (at a fixed
point) tends to 0 as h → 0. For computational purposes, the wide stencil definition above of
Mh[vh](x) is not implemented. Instead, one uses a fixed stencil which incurs an additional
error which can be quantified using the directional resolution [31, 5]. In addition, quadratic
interpolation is used for∆euh at points near the boundary to improve accuracy.
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3.1. Discretization of the normal mapping. For a mesh function uh ∈ Ch, a partial
discrete normal mapping of uh at the point x ∈ Ω ∩ Zdh is defined as
∂1huh(x) = { p ∈ R
d : ∀(e1, . . . , ed) ∈ V, uh(x) − uh(x− ei) ≤ p · ei ≤ uh(x+ ei)− uh(x),
i = 1, . . . , d providedx± ei ∈ Ω ∩ Z
d
h }.
For convenience, we will often omit the mention that we need x±ei ∈ Ω∩Z
d
h in the definition
of ∂1huh(x).
Thus for x ∈ Ω ∩ Zdh, and uh ∈ Ch, we have for p ∈ ∂
1
huh(x),
uh(y) ≥ uh(x) + p · (y − x), for y ∈ Ω ∩ Z
d
h,
provided y−x can be completed to form an orthogonal basis (e1, . . . , ed) ofRd with x±ei ∈
Ω∩Zdh for all i. This restriction motivates our characterization of ∂huh(x) as a partial discrete
normal mapping. Compare with (2.3).
For the results proved in this paper, the next lemma essentially says that our notion of dis-
crete normal mapping captures an essential property of the normal mapping for h sufficiently
small.
LEMMA 3.1. Let x0 ∈ Ω and ǫ > 0 such that the ball Bǫ(x0) in the maximum norm is
contained in Ω. Assume also that h is sufficiently small so that Bǫ/4(x0) ∩ Z
d
h 6= ∅. Then for
xh, zh ∈ Bǫ/4(x0) ∩ Z
d
h, the vector xh − zh can be completed to form an orthogonal basis
(e1, . . . , ed) of R
d with xh ± ei ∈ Ω ∩ Zdh for all i.
It follows that for p ∈ ∂1huh(xh)
uh(zh) ≥ uh(xh) + p · (zh − xh), ∀zh ∈ Bǫ/4(x0) ∩ Z
d
h.
Proof. Let xh = (aih)i=1,...,d and zh = (bih)i=1,...,d such that xh, zh ∈ Bǫ/4(x0)∩Z
d
h.
We have
max
i=1,...,d
|ai − bi|h ≤
ǫ
2
.
Put e1 = xh− zh and assume that (e1, . . . , ed) is an orthogonal basis of Rd. We may assume
that |e1|∞ = |ei|∞ for i = 2, . . . , d. Since ei is obtained from e1 by a rotation of angle π/2,
we have eji = cjh, j = 1, . . . , d for some integer cj where we denote by e
j
i the jth component
of ei. Thus xh ± ei ∈ Ω ∩ Zdh for all i since Bǫ(x0) ⊂ Ω. This concludes the proof.
Given (e1, . . . , ed) ∈ V and uh ∈ Ch, the volume of the set
S(e1,...,ed)[uh](x) = { p ∈ R
d, uh(x)−uh(x−ei) ≤ p·ei ≤ uh(x+ei)−uh(x), i = 1, . . . , d },
is given by
d∏
i=1
∆eiuh(x)
||ei||
.
This follows from the observation that (e1, . . . , ed) is an orthogonal basis and p ∈ S(e1,...,ed)[uh](x)
if and only if
uh(x)− uh(x− ei)
||ei||
≤
p · ei
||ei||
≤
uh(x+ ei)− uh(x)
||ei||
.
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Thus since ∂huh(x) ⊂ S(e1,...,ed)[uh](x) we have |∂huh(x)| ≤
∏d
i=1∆eiuh(x)/||ei||. We
define
M0h [vh](x) = inf
(e1,...,ed)∈V
x±ei∈Ω∩Z
d
h
∀i
d∏
i=1
∆eivh(x)
||ei||
, x ∈ Ωh.
It follows that
|∂huh(x)| ≤M
0
h [uh](x). (3.1)
The operatorM0h [vh] is related to the monotone discretization of the determinant of the Hes-
sian introduced in [31]. We have
M0h [vh](x) ≤ CMh[vh](x), (3.2)
for all x ∈ Ωh. To see this, let (e1, . . . , ed) ∈ V such that x± ei ∈ Ω ∩ Zdh ∀i. We have
M0h [vh](x) ≤
d∏
i=1
∆eivh(x)
||ei||
=
( d∏
i=1
||ei||
) d∏
i=1
∆eivh(x)
||ei||2
.
(3.3)
Since x± ei ∈ Ω∩Zdh and Ω is bounded, there exists a constant C > 0 independent of i such
that ||ei|| ≤ C for all i. This implies that (3.2) holds.
For a subset E ⊂ Ω, we define
∂1huh(E) = ∪x∈E∩Zd
h
∂1huh(x),
and define a Monge-Ampe`re measure associated with a discrete convex mesh function as
M1h [uh](E) = |∂
1
huh(E)|,
for a Borel set E.
We prove in Lemma 3.4 below that ∂1huh(E) is Lebesgue measurable and in Lemma 3.5
below thatM1h [uh] defines a Borel measure.
Note that for |E| sufficiently small and x ∈ E, we have M1h [uh](E) = |∂
1
huh(x)|. We
will make the abuse of notation
M1h[uh]({x}) = M
1
h [uh](x).
We now establish thatM1h[uh] does indeed define a Borel measure.
LEMMA 3.2. If Ω is bounded, uh ∈ Uh and F ⊂ Ω is closed, then ∂1huh(F ) is also
closed.
Proof. Recall that ∂1huh(F ) ⊂ R
d. Let {pk} be a sequence in ∂1huh(F ) which converges
to p. We show that p ∈ ∂1huh(F ). For each k, let xk ∈ F ∩ Z
d
h such that pk ∈ ∂
1
huh(xk).
Since F is closed and bounded, we may assume that xk converges to x ∈ F . By definition,
∀(e1, . . . , ed) ∈ V, uh(xk)−uh(xk−ei) ≤ pk ·ei ≤ uh(xk+ei)−uh(xk), i = 1, . . . , d. As
a bounded subset of Zdh, F ∩Z
d
h is a finite set and so xk = x for k sufficiently large. It follows
that uh(x)− uh(x− ei) ≤ pk · ei ≤ uh(x+ ei)− uh(x) for all i and hence p ∈ ∂1huh(F ).
DEFINITION 3.1. The discrete Legendre transform of a mesh function uh is the function
u∗h : R
d → R defined by
u∗h(p) = sup
x∈Ω∩Zd
h
(x · p− uh(x)).
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As a supremum of affine functions, the discrete Legendre transform is convex and hence is
differentiable almost everywhere, c.f. [36, Lemma 1.1.8]. This implies the following
LEMMA 3.3. If Ω is open, the set of points in Rd which belongs to the discrete normal
mapping image of more than one point of Ω ∩ Zdh is contained in a set of measure zero.
Proof. The proof follows essentially the one of [36, Lemma 1.1.12]. As in the continuous
case, it relies on the fact that p ∈ ∂1huh(y) if and only if u
∗
h(p) = y · p − uh(y) for y ∈ Ωh.
The proof is immediate.
The class
Sh = {E ⊂ Ω, ∂huh(E) is Lebesgue measurable},
contains the closed sets by Lemma 3.2. Taking into account Lemma 3.3 we obtain.
LEMMA 3.4. Assume that Ω is open and bounded. The class Sh is a σ-algebra which
contains all closed sets of Ω. Therefore if E is a Borel subset of Ω and uh is a mesh function,
∂1huh(E) is Lebesgue measurable.
Proof. The proof is essentially the same as the corresponding one at the continuous level
[9, p. 117–118].
LEMMA 3.5. Let Ω be open and bounded. For E ⊂ Ω ∩ Zdh, we have
M1h[uh](E) =
∑
x∈E
|∂1huh(x)|.
As a consequenceM1h [uh] is σ-additive and thus defines a Borel measure.
Proof. Since Ω is bounded, the set E is finite. We can therefore write
E = { xi, i = 1, . . . , N },
for some integerN . Put ∂huh(xi) = Hi.
The proof we give is similar to the proof of σ-additivity of the Monge-Ampe`re measure
associated to a convex function [36, Theorem 1.1.13]. The difference is that here the sets Hi
are not necessarily disjoint but have pairwise intersection of zero measure, Lemma 3.3. We
have
∪Ni=1Hi = H1 ∪ (H2 \H1) ∪ (H3 \ (H2 ∪H1)) ∪ . . . ,
with the sets on the right hand side disjoints. Moreover
Hj = [Hj ∩ (Hj−1 ∪Hj−2 ∪ . . . ∪H1)] ∪ [Hj \ (Hj−1 ∪Hj−2 ∪ . . . ∪H1)].
But by Lemmas 3.2 and 3.3, |Hj ∩ (Hj−1 ∪Hj−2 ∪ . . . ∪H1)| = 0 and hence
|Hj | = |Hj \ (Hj−1 ∪Hj−2 ∪ . . . ∪H1)|.
This implies that | ∪Ni=1 Hi| =
∑N
i=1 |Hi| and proves the result.
We now prove a weak convergence result for the Monge-Ampe`re measureMh.
Lemmas 3.6–3.8 below are discrete analogues of [36, Lemma 1.2.2 and Lemma 1.2.3].
We recall that for a family of sets Ak
lim sup
k
Ak = ∩n ∪k≥n Ak and lim inf
k
Ak = ∪n ∩k≥n Ak.
LEMMA 3.6. Assume that uh → u uniformly on compact subsets of Ω, with u convex
and continuous. Then forK ⊂ Ω compact and any sequence hk → 0
lim sup
hk→0
∂1hkuhk(K) ⊂ ∂u(K).
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Proof. Let
p ∈ lim sup
hk→0
∂1hkuhk(K) = ∩n ∪k≥n ∂hkuhk(K).
Thus for each n, there exists kn and xkn ∈ K ∩ Z
d
h such that p ∈ ∂
1
hkn
uhkn (xkn). Let xj
denote a subsequence of xkn converging to x0 ∈ K . We choose ǫ > 0 such that Bǫ(x0) ⊂ Ω.
Since p ∈ ∂hjuhj(xj) for all j, we have by Lemma 3.1 for k sufficiently large
uhj (z) ≥ uhj (xj) + p · (z − xj), ∀z ∈ B ǫ4 (x0). (3.4)
Next, note that
|uhj(xj)− u(x0)| ≤ |uhj (xj)− u(xj)|+ |u(xj)− u(x0)|.
By the convergence of xj to x0 and the uniform convergence of uh to u, we obtain uhj (xj)→
u(x0) as hj → 0. Similarly uhj (z)→ u(z) as hj → 0.
Taking pointwise limits in (3.4), we obtain
u(z) ≥ u(x0) + p · (z − x0) ∀z ∈ B ǫ4 (x0).
We conclude that p ∈ ∂lu(K), the image of K by the local subdifferential of u, and thus
p ∈ ∂u(K) by Lemma 2.1, since u is convex and Ω convex.
The proof of the following lemma is given in section 5.
LEMMA 3.7. Assume that uh → u uniformly on compact subsets of Ω, with u convex
and continuous. Assume that K is compact and U is open with K ⊂ U ⊂ U ⊂ Ω and that
for any sequence hk → 0, a subsequence kj and zkj ∈ Ω with zkj → z0 ∈ ∂Ω, we have
lim inf
j→∞
u(zkj) ≤ lim sup
j→∞
uhkj (zkj ). (3.5)
Then, up to a set of measure zero,
∂u(K) ⊂ lim inf
hk→0
∂1hkuhk(U ∩ Z
d
hk).
LEMMA 3.8. Assume that uh → u uniformly on compact subsets of Ω, with u convex
and continuous. ThenM1h [uh] tend toM [u] weakly.
Proof. By an equivalence criteria of weak convergence of measures, c.f. for example
[27, Theorem 1, section 1.9], it is enough to show that for any sequence hk → 0, a compact
subsetK ⊂ Ω and an open subset U ⊂ Ω, we have
lim sup
hk→0
M1hk [uhk ](K) ≤M [u](K) andM [u](U) ≤ lim infhk→0
M1hk [uhk ](U).
The first relation follows from Lemma 3.6. Since any open set of Rd can be written as a
countable union of closed subsets, the second relation follows from Lemma 3.7.
3.2. Connection of our discretization of the normal mapping to another discretiza-
tion. It turns out that the discretization introduced in [13] is the same as our discrete analogue
of the normal mapping. We define
∂2huh(x) = { p ∈ R
d : ∀e ∈ Zdh, uh(x) − uh(x− e) ≤ p · e ≤ uh(x+ e)− uh(x),
providedx± e ∈ Ω ∩ Zdh }.
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We claim that
∂2huh(x) = ∂
1
huh(x), x ∈ Ωh.
Clearly ∂2huh(x) ⊂ ∂
1
huh(x), x ∈ Ωh. The reverse inclusion follows from the fact that Ωh is
a uniform grid contained in Ω. It follows that for e1 ∈ Zdh such that x ± e1 ∈ Ω ∩ Z
d
h, by
rotations of angle π/2 we can find vectors e2, . . . , ed such that (e1, . . . , ed) ∈ V . Therefore
∂1huh(x) ⊂ ∂
2
huh(x).
REMARK 3.2. Using (3.2), we get
M1h [uh](x) ≤M
0
h[uh](x) ≤ CMh[uh](x). (3.6)
On the other hand, at points where it is known thatM1h [uh](x) = 0, onemay useMh[uh](x) =
0. This is the approach taken in [13].
Following a strategy similar to the one used in [13], we can rewrite ∂1huh(x) using polar
coordinates and in dimension d = 2.
Let e ∈ Z2h, e 6= 0 such that x ± e ∈ Ω ∩ Z
2
h. Put e = |e|e
iθ′ and note that −e =
|e|ei(θ
′+π).
The condition uh(x)− uh(x− e) ≤ p · e ≤ uh(x+ e)− uh(x) ∀e ∈ Zdh is equivalent to
uh(x)− uh(x− (−e)) ≤ p · (−e) ≤ uh(x+ (−e))− uh(x) ∀e ∈ Zdh. Thus we may restrict
θ′ to be in an interval of length π.
Let θ′j , j = 1, . . . , N denote a set of directions such that ej = |ej|e
iθ′j is the vector of
smallest length such that x ± ej ∈ Ω ∩ Z2h. We may assume that all θ
′
j are in an interval of
length π.
We prove that if x + rej ∈ Ω ∩ Z2h, then r must be an integer. Put ej = (kh,mh) for
integers k and m. Then rk = k′ and rm = m′ for integer k′ and m′. Thus r must be a
rational number. Assume r = a/b with a and b having no common divisors. Then b must
divide both k and m. By the assumption on ej , we conclude that b = 1 proving that r is an
integer.
Next, since uh ∈ Ch, the condition uh(x)− uh(x− ej) ≤ p · ej ≤ uh(x+ ej)− uh(x)
implies uh(x) − uh(x − 2ej) ≤ 2p · ej ≤ uh(x + 2ej) − uh(x) and hence by induction
uh(x)− uh(x− rej) ≤ rp · ej ≤ uh(x+ rej)− uh(x).
We can therefore write
∂1huh(x) = { p ∈ R
2 : ∀j = 1, . . . , N, uh(x)− uh(x− ej) ≤ p · ej ≤ uh(x+ ej)− uh(x) }.
Now put p = reiθ , r ∈ (0,∞)× [0, 2π). Then p ∈ ∂2huh(x) if and only if
uh(x) − uh(x − ej) ≤ r|ej | cos(θ − θ
′
j) ≤ uh(x+ ej)− uh(x), j = 1, . . . , N.
If θ = θ′j ± π/2, the above condition is vacuously true since uh ∈ Ch. We may thus assume
that θ′j ∈ (θ − π/2, θ + π/2). It follows that uh(x+ ej)− uh(x) ≥ 0.
Define
R−[uh](x, θ) = sup
j=1,...,N
uh(x) − uh(x− ej)
|ej | cos(θ − θ′j)
R+[uh](x, θ) = inf
j=1,...,N
uh(x+ ej)− uh(x)
|ej | cos(θ − θ′j)
.
By the assumption uh ∈ Ch, we have R−[uh](x, θ) ≤ R+[uh](x, θ). We have
∂1huh(x) = { p ∈ R
2 : ∀j = 1, . . . , N,R−[uh](x, θ) ≤ r ≤ R+[uh](x, θ) }.
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It follows that
|∂1huh(x)| =
∫ 2π
0
1
2
(
R+[uh](x, θ)
2 −max{R−[uh](x, θ), 0}
2
)
dθ.
To evaluate numerically the integral, let ηk, k = 1, . . . ,M denote a partition of [0, 2π) with
η1 = 0 and ηM = 2π. Then
lim
M→∞
M−1∑
k=1
1
2
(ηk+1 − ηk)
(
R+[uh](x, ηk)
2 −max{R−[uh](x, ηk), 0}
2
)
= |∂1huh(x)|.
Benamou and Froese [13] proposed to use for ηj , the discretization { θj, j = 1, . . . , N } ∪
{ θj + π, j = 1, . . . , N } and enforce the convexity condition directly in the discretization.
We define
Mh[uh](x) =
2N−1∑
k=1
1
2
(θk+1 − θk)max
(
R+[uh](x, θk)
2 −max{R−[uh](x, θk), 0}
2, 0
)
.
If uh → u uniformly on compact subsets of Ω, limh→0M1h [uh](x) = |∂u(x)| and we
have limh→0Mh[uh](x) −M1h [uh](x) = 0. It follows that
lim
h→0
Mh[uh](x) = |∂u(x)|. (3.7)
REMARK 3.3. Since for x ∈ Ω and xh ∈ Ωh, xh → x we have limh→0M
1
h[v](xh) =
M [v](x) for a C2 function v and becauseM [v](x) = |∂v(x)| = |{Dv(x) }| = 0, whereDv
denotes the gradient of v, it is not clear whether the methods for which convergence is proved
in this paper are consistent, i.e. limh→0 1/h
dMh[v](xh) = detD
2v(x). However, from our
weak convergence results, we have a weak consistency result, i.e. for any Borel set B,
lim
h→0
∑
x∈B∩Ωh
Mh[v](x) =
∫
B
detD2v(x)dx.
4. Convergence of discretizations to the Aleksandrov solution. The discrete Monge-
Ampe`re equation is given by: find uh ∈ Ch such that
M1h [uh](x) = h
dfh(x), x ∈ Ωh
uh(x) = g˜(x), x ∈ ∂Ωh.
(4.1)
We recall that fh is a sequence of mesh functions which converge weakly to ν as measures.
Since ν is assumed to be a finite Borel measure, by our assumption on fh we have
hd
∑
x∈Ωh
fh(x) ≤ A, (4.2)
with A independent of h.
For x ∈ Ω we denote by d(x, ∂Ω) the distance of x to ∂Ω. For a subset S of Ω, diam(S)
denotes its diameter.
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4.1. Stability. We establish in this section that the solution uh of (4.1) is bounded inde-
pendently of h.
LEMMA 4.1. Let vh ∈ Ch. Then
max
x∈Ω∩Zd
h
vh(x) ≤ max
x∈∂Ωh
vh(x).
Proof. Let x0 ∈ Ωh such that maxx∈Ω∩Zd
h
vh(x) = vh(x0). Assume by contradiction
that vh(x0) > maxx∈∂Ωh vh(x). Let e ∈ Z
d
h such that x0 ± e ∈ Ω ∩ Z
d
h with x0 + e ∈ ∂Ωh
or x0 − e ∈ ∂Ωh. We may assume that x0 + e ∈ ∂Ωh. Then by assumption
vh(x0) > vh(x0 + e) and vh(x0) ≥ vh(x0 + e).
It follows that ∆evh(x0) < 0, contradicting the assumption vh ∈ Ch.
We define
∂hvh(x) = { p ∈ R
d, p · e ≥ vh(x) − vh(x− e)∀e ∈ Z
d
h such that x− e ∈ Ω ∩ Z
d
h },
and
Mh[uh](E) = |∂huh(E)| for a Borel set E.
We have for vh ∈ Uh, x ∈ Ωh and a Borel set E
∂hvh(x) ⊂ ∂
1
hvh(x) and thusMh[uh](E) ≤M
1
h [uh](E). (4.3)
In other words, the measure M1h overestimates the ”true” discrete Monge-Ampe`re measure
Mh. The next lemma is an analogue of [36, Lemma 1.4.1].
LEMMA 4.2. Let vh, wh ∈ Uh such that vh ≤ wh on ∂Ωh and vh ≥ wh in Ωh, then
∂hvh(Ωh) ⊂ ∂hwh(Ωh) and ∂
1
hvh(Ωh) ⊂ ∂
1
hwh(Ωh).
Proof. It is enough to prove the result for ∂h. Let p ∈ ∂hvh(x0), x0 ∈ Ωh. Then
vh(x0)− vh(x0 − e) ≤ p · e for all e ∈ Zdh such that x0 − e ∈ Ω ∩ Z
d
h. Define
a = sup
e∈Zd
h
x0−e∈Ω∩Z
d
h
{ vh(x0)− p · e − wh(x0 − e) }.
We have a ≥ vh(x0)−wh(x0) ≥ 0. Furthermore there exists e0 such that x0 − e0 ∈ Ω∩Zdh
and a = vh(x0)− p · e0 − wh(x0 − e0). Since
a ≥ vh(x0)− p · e− wh(x0 − e),
we get p · (e− e0) ≥ wh(x0 − e0)−wh(x0 − e). We have vh(x0 − e0) ≥ vh(x0)− p · e0 =
a+ wh(x0 − e0).
Hence if a > 0, x0 − e0 /∈ ∂Ωh and p ∈ ∂hwh(x0 − e0). If a = 0 we have p · e ≥
vh(x0)−wh(x0− e) ≥ wh(x0)−wh(x0 − e) and p ∈ ∂hwh(x0). This concludes the proof.
The following lemma is a discrete version of the Aleksandrov-Bakelman-Pucci’s maxi-
mum principle [56, Theorem 8.1]. Analogues can be found in [49] and [41].
LEMMA 4.3. Let uh ∈ Ch such that uh ≥ 0 on ∂Ωh. Then for x ∈ Ωh
uh(x) ≥ −C(d)
[
diam(Ω)d−1d(x, ∂Ω)Mh[uh](Ωh)
] 1
d
,
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for a positive constant C(d) which depends only on d.
Proof. Assume that there exists x0 ∈ Ωh such that uh(x0) < 0. Let
F = { vh ∈ Ch, vh(x0) ≤ uh(x0) and vh(x) ≤ uh(x)∀x ∈ ∂Ωh }.
Since uh ∈ Ch,F 6= ∅. Define
wh(x) = sup
vh∈F
vh(x), x ∈ Ω ∩ Z
d
h.
Since uh ≤ wh, we have wh(x0) = uh(x0) and wh(x) = uh(x) on ∂Ωh. It follows from
Lemma 4.2 that for
∂huh(Ωh) ⊃ ∂hwh(Ωh) ⊃ ∂hwh(x0). (4.4)
We define
E = { p ∈ Rd, uh(x0)− p · e ≤ 0 if x0 − e ∈ ∂Ωh }.
We claim that E ⊂ ∂hwh(x0). Let x ∈ ∂Ωh and put e = x0 − x. Since uh ≥ 0 on ∂Ωh,
for p ∈ E, uh(x0) − p · (x0 − x) ≤ uh(x). And thus from the definition of F we get
uh(x0)− p · (x0 − x) ≤ wh(x) for all x ∈ Ω ∩ Zdh. But wh(x0) = uh(x0) and therefore for
all e such that x0 − e ∈ Ω ∩ Zdh we have wh(x0)− p · e ≤ wh(x0 − e). And this also holds
for −e. We conclude that p ∈ ∂hwh(x0).
It is not difficult to prove that E is convex. Let x∗ ∈ ∂Ωh such that ||x∗ − x0|| =
d(x0, ∂Ωh). Since for all x ∈ ∂Ωh ||x∗ − x0|| ≤ ||x− x0|| and ||x∗ − x||2 = ||x∗ − x0||2 +
||x− x0||2 − 2(x∗ − x0) · (x − x0) ≥ 0, we have
(x∗ − x0) · (x− x0) ≤ ||x∗ − x0||
2.
Put
z0 =
−uh(x0)
d(x0, ∂Ωh)
x∗ − x0
||x∗ − x0||
.
We now prove that z0 ∈ E and that the ballB of center the origin and radius−uh(x0)/ diam(Ω)
is also contained in E. Let e such that x0 − e = x ∈ ∂Ωh. We have
uh(x0)− z0 · e = uh(x0)−
uh(x0)
d(x0, ∂Ωh)
(x− x0) · (x∗ − x0)
||x∗ − x0||
≤ uh(x0)−
uh(x0)
d(x0, ∂Ωh)
||x∗ − x0||
= uh(x0)− uh(x0),
where we used −uh(x0) ≥ 0 and ||x∗ − x0|| = d(x0, ∂Ωh).
On the other hand if ||z|| ≤ −uh(x0)/ diam(Ωh)
uh(x0)− (−z) · e ≤ uh(x0) + ||z|| ||e|| ≤ uh(x0) + ||z|| diam(Ωh) ≤ 0.
We conclude that E contains the convex hull of B and z0 which has measure
C(d)
(
−uh(x0)
diam(Ωh)
)d−1
||z0||.
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By (4.4)
Mh[uh](Ωh) ≥ C(d)
(−uh(x0))d
(diam(Ωh))d−1d(x0, ∂Ωh)
.
This concludes the proof.
Since
∑
y∈Ωh
Mh[uh](y) ≥ Mh[uh](Ωh), it follows from Lemmas 4.1 and 4.3 that the
solution uh of (4.1) satisfies for x ∈ Ωh
min
x∈∂Ωh
g(x)− C(d)
[
diam(Ω)d−1d(x, ∂Ω)
∑
y∈Ωh
Mh[uh](y)
] 1
d
≤ uh(x) ≤ max
x∈∂Ωh
g(x).
(4.5)
Thus by (4.2) and (4.3) the solution uh of (4.1) is uniformly bounded.
4.2. Convergence. The next lemma says that bounded discrete convex functions are
locally equicontinuous as piecewise linear continuous functions.
LEMMA 4.4. Assume that uh ∈ Ch is bounded and denote again by uh the piecewise
linear continuous extension of uh. Then the family uh is locally equicontinuous, i.e. for each
compact subsetK ⊂ Ω, there exists CK > 0 such that
|uh(x)− uh(y)| ≤ CK |x− y|, ∀x, y ∈ K.
Proof. For any x ∈ Ω and p ∈ ∂uh(x), since uh is piecewise linear, we can find x0 ∈ Ωh
such that p ∈ ∂huh(x0). We first prove that for p ∈ ∂huh(x0)
||p|| ≤
2max{ |uh(x)|, x ∈ Ω ∩ Zdh }
d(x0, ∂Ω)
.
Let xk ∈ Ω, k ≥ 1 such that xk − x0 = ||xk − x0|| p/||p||. By linear interpolation and using
p · (xk − x0) = ||p|| ||xk − x0||, we obtain
uh(xk) ≥ uh(x0) + ||p|| ||xk − x0||.
This gives ||p|| ≤ 2max{ |uh(x)|, x ∈ Ω∩Zdh }/||xk−x0||. Choosing the sequence xk such
that ||xk − x0|| → d(x0, ∂Ω) gives the result.
We conclude that for p ∈ ∂uh(K), ||p|| is uniformly bounded in h. Arguing as in the
proof of [36, Lemma 1.1.6], we obtain the local equicontinuity.
Recall the discrete Laplacian
∆hvh(x) =
d∑
i=1
vh(x+ hri)− 2vh(x) + vh(x− hri)
h2
.
We can now state one of the main results of this paper
THEOREM 4.1. Let vh ∈ Ch be uniformly bounded and such that vh = g˜ on ∂Ωh. Then
there is a subsequence vhk which converges uniformly on compact subsets of Ω to a convex
function v ∈ C(Ω) which solves v = g on ∂Ω.
Proof. Since the family vh is uniformly bounded on Ωh we obtain by Lemma 4.4 that
vh is locally equicontinuous. By the Arzela-Ascoli theorem, there exists a subsequence vhk
which converges uniformly on compact subsets to a function v. Since vh ∈ Ch the function
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v is convex by Lemma 2.2. By the stability property, the function v is locally bounded and
hence continuous on Ω. Since vh = g˜ on ∂Ωh we get v = g on ∂Ω.
To prove that v is continuous up to the boundary, we first prove that for ζ ∈ ∂Ω,
limx→ζ v(x) ≥ g(ζ) by arguing as in the proof of [39, Lemma 5.1].
Let ǫ > 0. By [39, Theorem 2.2] there exists an affine function L such that L ≤ g on ∂Ω
and L(ζ) ≥ g(ζ)− ǫ. Put z = v−L. Since v = g on ∂Ω, we have z ≥ 0 on ∂Ω. If z ≥ 0 on
Ω we obtain limx→ζ v(x) ≥ g(ζ).
Assume that z(x) < 0 for some x ∈ Ω and consider the convex set Ω˜ ⊂ Ω where z < 0.
Since v ∈ C(Ω), v is continuous up to the boundary on Ω˜. By the Aleksandrov’s maximum
principle [37, Proposition 6.15] applied to z on the convex set Ω˜ ⊂ Ω where z < 0.
(−z(x))d ≤ Cd(x, ∂Ω˜)(diam(Ω˜))d−1M [v](Ω˜)
≤ Cd(x, ∂Ω) ≤ C||x− ζ||,
and we make the usual abuse of notation of denoting by the same letter C various constants.
Therefore
z(x) ≥ −C||x− ζ||
1
d on Ω˜ and z(x) ≥ 0 onΩ \ Ω˜.
We conclude that
v(x) ≥ L(x)− C||x− ζ|| onΩ.
Taking the limit as x→ ζ we obtain limx→ζ v(x) ≥ g(ζ).
Next, we prove that limx→ζ v(x) ≤ g(ζ). For ǫ > 0, from [4] for example, we can
construct a smooth convex function g˜ǫ such that g˜ − ǫ ≤ g˜ǫ ≤ g˜ + ǫ on Ω. Let wǫ solve
∆wǫ = 0 in Ω and wǫ = g˜ǫ + ǫ on ∂Ω. We consider the solution of ∆hw
ǫ
h = 0 in Ωh with
wǫh = g˜
ǫ + ǫ on ∂Ωh. Since vh ∈ Ch, we have ∆hvh ≥ 0. Thus ∆h(vh − wǫh) ≥ 0 on Ωh
with vh −wǫh = g˜ − g˜
ǫ − ǫ ≤ 0 on ∂Ωh. By the discrete maximum principle for the discrete
Laplacian, we have vh − wǫh ≤ 0 on Ωh. We show below that w
ǫ
h converges uniformly
on compact subsets to wǫ and that wǫ ∈ C(Ω). We thus obtain v(x) ≤ wǫ(x) on Ω and
limx→ζ v(x) ≤ g˜
ǫ(ζ)+ǫ ≤ g˜(ζ)+ǫ. Since ǫ > 0 is arbitrary, we obtain limx→ζ v(x) ≤ g(ζ)
and we conclude that v ∈ C(Ω).
To conclude the proof let Hk(Ω) denote the space of square integrable functions with
weak derivatives up to order k square integrable. We recall that since Ω is convex, wǫ ∈
H2(Ω). Moreover wǫ can be written as the sum of a function wǫ0 ∈ H
2(Ω) with vanishing
trace on ∂Ω and g˜ǫ. Since a bounded convex open subset of Rd has Lipschitz boundary[33,
Section 1.2], by Sobolev’s inequality wǫ0 is continuous on Ω and hence on Ω by continuous
extension. We conclude that wǫ ∈ C(Ω).
Let wǫ0,h solve ∆hw
ǫ
0,h = −∆g˜
ǫ in Ωh with w
ǫ
0,h = 0 on ∂Ωh. It is enough to show
the uniform convergence of wǫ0,h to w
ǫ
0. For vh ∈ Uh and x ∈ Ωh we define ∂
i
+vh(x) :=
(vh(x+ hei)− vh(x))/h and analogues of the Sobolev norms
||vh||
2
0,h = h
d
∑
x∈Ω0
h
vh(x)
2, ||vh||
2
1,h = ||vh||
2
0,h +
d∑
i=1
||∂i+vh||
2
0,h.
We also need the maximum norm ||vh||∞ = maxx∈Ωh |vh(x)|. It is shown in [38, Corollary
9.53] that ||wǫ0,h − w
ǫ
0||1,h ≤ Ch
2||∆g˜ǫ||H2 . Since ||vh||∞ ≤ Ch
−d/2||vh||0,h, we obtain
the uniform convergence on compact subsets for d = 2, 3.
REMARK 4.2. Unfortunately the framework of convergence to viscosity solutions given
in [10] assumes that boundary conditions are imposed in the viscosity sense. The restriction
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d = 2, 3 for the convergence results in this paper is due to our inability to claim that the
solutionwh of∆wh = 0 in Ωh with wh = g˜ on ∂Ωh converges uniformly on compact subsets
to the unique viscosity solution of the problem∆w = 0 in Ω, w = g˜ on ∂Ω.
COROLLARY 4.3. Let uh be a solution of (4.1). Then uh converges uniformly on com-
pact subsets of Ω to the unique Aleksandrov solution of (1.1).
Proof. By (4.5) the family uh is uniformly bounded. By Theorem 4.1, there is a sub-
sequence uhk which converges uniformly on compact subsets of Ω to a convex function
v ∈ C(Ω) which solves v = g on ∂Ω. By the weak convergence result Lemma 3.6, we
have M [v] = ν. Since v ∈ C(Ω), the function v is an Aleksandrov solution of (1.1). By
unicity, v = u and hence the whole family uh converges uniformly on compact subsets to u.
REMARK 4.4. Let us consider the following problem discussed in [13]: find uh ∈ Ch
Mh[uh](x) = h
dfh(x), x ∈ ∪
L
l=1{ dl }
Mh[uh](x) = 0, x ∈ Ωh \ ∪
K
l=1{ dl }
uh(x) = g˜(x), x ∈ ∂Ωh,
(4.6)
where dl, l = 1, . . . , L are a finite number of given points in Ωh. The solvability of (4.6) can
be established with the variational method as in the appendix. The stability of the scheme, for
h sufficiently small, follows from (4.5), and the fact that limh→0Mh[uh](dl)−Mh[uh](dl) =
0 for each l. The result of Theorem 4.3 then also holds for (4.6). We view Problem (4.6) as
an implementation (with numerical errors) of the convergent method (4.1).
REMARK 4.5. A necessary condition for the existence of a convex function which solves
(1.1) on a non uniformly convex domain is the existence of the convex extension g˜ of the
boundary data. It is used here in the discrete scheme. In case g˜ is not explicitly available,
the discrete scheme can be set up as in the Shortley-Weller approximation of the solution of
the Poisson equation on a smooth domain [38, Section 4.8]. In this case, for the proof of
Theorem 4.1, we have ||wǫ0,h−w
ǫ
0||1,h = O(h) and uniform convergence of w
ǫ
0,h to w
ǫ
0 holds
in dimension 2 from a discrete Sobolev inequality [17].
5. Proof of Lemma 3.7. The proof we give here follows the lines of [37, Lemma 3.3].
Not all proofs of weak convergence of Monge-Ampe`re measures can be adapted to the dis-
crete case.
Part 1 We define
A = { (x, p), x ∈ K, p ∈ ∂u(x) },
and a mapping v : Rd → R by
v(z) = sup
(x,p)∈A
p · (z − x) + u(x).
Note that v is defined on Rd and not just on Ω. Thus ∂v is defined with respect to Rd, i.e.
∀z ∈ Rd,
∂v(z) = { p ∈ Rd, v(y) ≥ p · (y − z) + v(z), ∀y ∈ Rd }.
Note also that v takes values in R as Ω is bounded and u bounded onK . We have
u(z) ≥ v(z) ∀z ∈ Ω. (5.1)
For (x, p) ∈ A, u(z) ≥ u(x) + p · (z − x), ∀z ∈ Ω, from which the relation follows.
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We also have
u(z) = v(z) ∀z ∈ K. (5.2)
For z ∈ K and p ∈ ∂u(z), we have (z, p) ∈ A. And so v(z) ≥ u(z). By (5.1), we get (5.2).
Next we prove that
∂v(x) = ∂u(x) ∀x ∈ K. (5.3)
Let p ∈ ∂u(x). We have (x, p) ∈ A and for all z ∈ Rd,
v(z) ≥ u(x) + p · (z − x).
By (5.2), u(x) = v(x) and we conclude that p ∈ ∂v(x), i.e. ∂u(x) ⊂ ∂v(x).
Let now p ∈ ∂v(x) and x ∈ K . Using (5.1) and (5.2) we obtain for all z ∈ Ω
u(z) ≥ v(z) ≥ u(x) + p · (z − x),
which proves that p ∈ ∂u(x) and thus we have ∂v(x) ⊂ ∂u(x). This proves (5.3).
Part 2 We define
W = { p ∈ Rd, p ∈ ∂v(x1) ∩ ∂v(x2), for somex1, x2 ∈ R
d, x1 6= x2 }.
Since v is convex as the supremum of affine functions, by [36, Lemma 1.1.12], |W | = 0.
Let K ⊂ Ω be compact and let p ∈ ∂v(K) \W . By definition of W , there exists a unique
x0 ∈ K such that p ∈ ∂v(x0) and for all x ∈ R
d, x 6= x0 we have p /∈ ∂v(x). We claim that
v(x) > v(x0) + p · (x− x0), x ∈ R
d, x 6= x0. (5.4)
Otherwise ∃x1 ∈ Rd, x1 6= x0 such that v(x1) ≤ v(x0)+ p · (x1−x0). But then for x ∈ Rd,
v(x) ≥ v(x0) + p · (x− x0)
= v(x0) + p · (x1 − x0) + p · (x− x1)
≥ v(x1) + p · (x− x1),
which gives p ∈ ∂v(x1), a contradiction.
Part 3 Recall thatK ⊂ U ⊂ U ⊂ Ω and let p ∈ ∂v(K) \W . For k ≥ 1 let
δk = min
x∈U∩Zd
hk
{ uhk(x)− p · (x− x0) },
and
xk = argmin
x∈U∩Zd
hk
{ uhk(x) − p · (x − x0) }.
We have
uhk(x) ≥ uhk(xk) + p · (x− xk), ∀x ∈ U ∩ Z
d
hk
. (5.5)
We first prove that xk → x0. Let xkj denote a subsequence converging to x ∈ U . We also
consider a sequence zj ∈ U ∩ Zdhkj
such that zj → x0. By the uniform convergence of uh to
u and the uniform continuity of u on U , we have
uhkj (zj)→ u(x0), anduhkj (xkj )→ u(x).
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For example
|uhkj (xkj )− u(x)| ≤ |uhkj (xkj )− u(xkj )|+ |u(xkj )− u(x)|,
from which the claim follows. Therefore taking limits in (5.5), we obtain
u(x0) ≥ u(x) + p · (x0 − x).
If x 6= x0, we obtain by (5.1), (5.4) and (5.2)
u(x0) ≥ v(x0) ≥ v(x)+p · (x0−x) > v(x0)+p · (x−x0)+p · (x0−x) = v(x0) = u(x0).
A contradiction. This proves that xk → x0.
Part 4 We now claim that there exists k0 such that (5.5) actually holds for all x ∈ Ω∩Zdhk
when k ≥ k0. Otherwise one can find a subsequence kj and zkj ∈ (Ω \ U) ∩ Z
d
hkj
such that
uhkj (zkj ) < uhkj (xkj ) + p · (zkj − xkj ). (5.6)
Since Ω is bounded, up to a subsequence, we may assume that zkj → z0 ∈ Ω \ U . We show
that
v(z0) ≤ v(x0) + p · (z0 − x0). (5.7)
Case 1: z0 ∈ Ω \ U . Using the uniform convergence of uh to u, the uniform continuity
of u on U and taking limits in (5.6), we obtain u(z0) ≤ u(x0) + p · (z0 − x0). By (5.2),
u(x0) = v(x0) and by (5.1), v(z0) ≤ u(z0). This gives (5.7).
Case 2: z0 ∈ ∂Ω \ U . Now we have
lim sup
j→∞
uhkj (zkj ) ≤ v(x0) + p · (z0 − x0).
Note that v is lower semi-continuous as the supremum of affine functions. Using the assump-
tion (3.5) and (5.1), we obtain
lim sup
j→∞
uhkj (zkj ) ≥ lim infj→∞
u(zkj ) ≥ lim inf
j→∞
v(zkj ) ≥ v(z0).
Hence (5.7) also holds in this case.
Part 5 Finally we note that (5.7) contradicts (5.4) and therefore (5.6) cannot hold, i.e.
(5.5) actually holds for all x ∈ Ω ∩ Zdhk when k ≥ k0. But this means that p ∈ ∪n ∩k≥n
∂1hkuhk(U ∩ Z
d
hk
) and concludes the proof.
6. Appendix. In this section we prove the existence and uniqueness of a solution to
(4.1). We show that the unique minimizer of a strictly convex functional over a convex set
solves (4.1). We first recall the Brun-Minkowski’s inequality [53].
LEMMA 6.1. For two nonempty, compact convex sets K and L, their Minkowski sum is
defined as
K + L = { a+ b, a ∈ K and b ∈ L }.
We have
|K + L|
1
d ≥ |K|
1
d + |L|
1
d . (6.1)
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For vh ∈ Uh and i = 1, . . . , d we consider the first order difference operator defined by
∂i−vh(x) :=
vh(x)− vh(x− hei)
h
, x ∈ Ωh,
and the strictly convex functional
Jh(vh) =
∑
x∈Ω
h
hd||Dhvh(x)||
2,
whereDhvh is the vector of backward finite differences of the mesh function vh, i.e.
Dhvh(x) = (∂
i
−vh(x))i=1,...,d.
Let
Sh = { vh ∈ Ch, vh = gh on ∂Ωh, and (M
1
h [vh](x))
1
d ≥ fh(x)
1
d , x ∈ Ωh }. (6.2)
We seek a minimizer of Jh over Sh.
LEMMA 6.2. Given x ∈ Ωh the operator vh → (M
1
h [vh](x))
1/d is concave on Ch and
thus the set Sh is convex.
Proof. We recall that given a set K and λ ∈ R, λK = {λx, x ∈ K }. We observe that
for λ > 0, p ∈ ∂hvh(x) if and only if λp ∈ ∂h(λvh)(x). Thus by the positive homogeneity
(of degree d) of volume in Rd
(M1h [λvh](x))
1
d = λ(M1h [vh](x))
1
d .
It is therefore enough to prove that for vh, wh ∈ Ch, we have
(M1h [vh + wh](x))
1
d ≥ (M1h [vh](x))
1
d + (M1h [wh](x))
1
d . (6.3)
Next, we note that
∂1hvh(x) + ∂
1
hwh(x) ⊂ ∂
1
h(vh + wh)(x),
and thus |∂1h(vh + wh)(x)| ≥ |∂
1
hvh(x) + ∂
1
hwh(x)|. We may assume that ∂
1
hvh(x) and
∂1hwh(x) are nonempty. Assuming that ∂
1
hvh(x) is compact and convex, (6.3) follows from
(6.1).
Using the definition and the canonical basis of Rd one shows that ∂1hvh(x) is bounded.
Thus ∂1hvh(x) is compact by Lemma 3.2. The convexity of ∂
1
hvh(x) is a consequence of its
definition. This concludes the proof.
LEMMA 6.3. Let Cy(x) = ||y − x|| denote the cone with vertex y ∈ Ωh. Then
Mh[Cy ](y) ≥ ωd > 0,
where ωd is the volume of the closed unit ball.
Proof. We have Cy(y) = 0 and p ∈ ∂1hCy(y) if and only if for all (e1, . . . , ed) ∈
V, |p · ei| ≤ ||ei|| for all i. Clearly ∂1hCy(y) contains the closed unit ball with volume ωd.
This concludes the proof.
LEMMA 6.4. The convex set Sh is nonempty.
Proof. For each y in Ωh, let qy be a cone such thatM
1
h [qy](y) ≥ fh(y). For example, we
may define qy by
qy(x) =
1
ωd
fh(y)Cy(x).
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Put fˆ =
∑
y∈Ωh
qy . Since g is bounded on ∂Ω, we can find a number κ such that fˆ − κ ≤ g
on ∂Ω. We define wh ∈ Uh by
wh(x) = fˆ(x)− κ, x ∈ Ωh
wh = g on ∂Ωh.
We claim that wh ∈ Sh.
For x ∈ Ωh and e such that x± e ∈ Ω, either wh(x+ e) = fˆ(x+ e)−κ or wh(x+ e) =
g(x + e) ≥ fˆ(x + e) − κ. Similarly wh(x − e) ≥ fˆ(x − e) − κ. We conclude using the
convexity of fˆ that
wh(x+ αi)− 2wh(x) + wh(x− αi) ≥ fˆ(x+ αi)− 2fˆ(x) + fˆ(x− αi) ≥ 0.
Thus wh ∈ Ch. Next, we prove that ∂
1
hfˆ(x) ⊂ ∂
1
hwh(x) for x ∈ Ωh.
Let p ∈ ∂1hfˆ(x) such that x+ e ∈ ∂Ωh and p · e ≤ fˆ(x+ e)− fˆ(x). We have
p · e ≤ fˆ(x+ e)− κ− wh(x) ≤ g(x+ e)− wh(x) ≤ wh(x+ e)− wh(x).
Similarly, if x−e ∈ ∂Ωh and p·e ≥ fˆ(x)− fˆ(x−e)we obtain p·e ≥ wh(x)−wh(x−e). We
conclude that M1h [wh](x) ≥ M
1
h [fˆ ](x). Therefore by the concavity of M
1
h, M
1
h [wh](x) ≥∑
y∈Ωh
M1h [qy](x) ≥ fh(x). This concludes the proof.
We can now state the following result.
THEOREM 6.1. ForΦ(p) = |p|2, the functional Jh has a unique minimizer uh in Sh and
uh solves the finite difference equation (4.1).
Proof. Since Φ is strictly convex and Sh is nonempty, it follows that the functional Jh
has a unique minimizer uh on the convex set Sh.
We now show that uh solves the finite difference system (4.1). To this end, it suffices to
show that
M1h [uh] = fh on Ωh.
Let us assume to the contrary that there exists x0 ∈ Ωh such that
M1h [uh](x0) > fh(x0) ≥ 0.
By (3.6) we have
0 ≤ fh(x0) < M
1
h [uh](x0) ≤
d∏
i=1
uh(x0 + αi)− 2uh(x0) + uh(x0 − αi)
||αi||
, (6.4)
for all (α1, . . . , αd) ∈ V such that x± αi ∈ Ω. Using the geometric mean inequality, we get
fh(x0)
1
d < (M1h [uh](x0))
1
d ≤
1
d
d∑
i=1
∆αiuh(x0)
||αi||
.
We conclude that for all e ∈ Zdh such that x0 ± e ∈ Ω, ∆euh(x0) > 0. Let ǫ0 =
inf{∆euh(x0), e ∈ Z
d
h, x0 ± e ∈ Ω}.
We note that M1h [uh](x) is the volume of a polygon since it is the volume of a domain
obtained as an intersection of half-spaces, e.g. p · ei ≤ uh(x + ei) − uh(x) and ∂1huh(x)
is bounded as its volume is bounded by M0h [uh](x). The vertices of the polygon have co-
ordinates linear combinations of the values uh(y), y ∈ Ωh. It is known that the volume of
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a polygon is a polynomial function, hence a continuous function, of the coordinates of its
vertices [1]. Thus the mapping E : uh(x0) → M1h [uh](x0) is continuous and by (6.4), with
r0 = uh(x0), E(r0) > fh(x0). Therefore there exists ǫ1 > 0 such that for |r − r0| < ǫ1, we
have E(r) > fh(x0).
Finally, put ǫ = min(ǫ0, ǫ1). We define wh by
wh(x) = uh(x), x 6= x0, wh(x0) = uh(x0) +
ǫ
4
.
By construction wh = gh on ∂Ωh. For x 6= x0 either ∆ewh(x) = ∆euh(x) or ∆ewh(x) =
∆euh(x) + ǫ/4. Moreover ∆ewh(x0) = ∆euh(x0) − ǫ/2 ≥ ǫ0 − ǫ/2 ≥ ǫ/2 > 0 by the
definition of ǫ. We conclude that wh ∈ Ch.
Also by construction,M1h [wh](x0) = E(r0 + ǫ/4) > fh(x0).
We claim that for x 6= x0 M1h [wh](x) ≥ M
1
h [uh](x). Let p ∈ R
d such that uh(x) −
uh(x − e) ≤ p · e ≤ uh(x + e) − uh(x). Either uh(x + e) = wh(x + e) or uh(x + e) =
wh(x+e)− ǫ/4. This gives p ·e ≤ wh(x+e)−wh(x). Similarlywh(x)−wh(x−e) ≤ p ·e.
This proves the claim.
We conclude thatM1h [wh](x) ≥ fh(x) for all x ∈ Ωh.
It remains to show that Jh(wh) < Jh(uh). LetMx0 denote the subset ofMh consisting
in x0 and the points x0 + hrj , j = 1, . . . , d at whichDhuh is defined. We have
Jh(wh) = h
d
∑
x/∈Mx0
||Dhuh(x)||
2 + hd||Dhwh(x0)||
2 +
d∑
j=1
||Dhwh(x0 + hrj)||
2
Jh(wh) = h
d
∑
x/∈Mx0
||Dhuh(x)||
2 + hd−2
d∑
i=1
(wh(x0)− wh(x0 − hri))
2
+ hd−2
d∑
j=1
d∑
i=1
(wh(x0 + hrj)− wh(x0 + hrj − hri))
2
= hd
∑
x/∈Mx0
||Dhuh(x)||
2 + hd−2
d∑
j=1
d∑
i=1
i6=j
(wh(x0 + hrj)− wh(x0 + hrj − hri))
2
+ hd−2
d∑
i=1
(wh(x0)− wh(x0 − hri))
2 + (wh(x0 + hri)− wh(x0))
2.
However
d∑
i=1
(wh(x0)− wh(x0 − hri))
2 + (wh(x0 + hri)− wh(x0))
2 =
d∑
i=1
(
uh(x0)− uh(x0 − hri) +
ǫ
4
)2
+
(
uh(x0 + hri)− uh(x0)−
ǫ
4
)2
=
d∑
i=1
(uh(x0)− uh(x0 − hri))
2 + (uh(x0 + hri)− uh(x0))
2 +
dǫ2
8
−
ǫ
2
∆huh(x0).
Thus, by our choice of ǫ,
Jh(wh) = Jh(uh) +
dǫ2
8
−
ǫ
2
∆huh(x0) = Jh(uh) +
ǫ
2
(
dǫ
4
−∆huh(x0))
< Jh(uh),
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since ∆euh(x0) ≥ ǫ0 and thus ∆huh(x0)) ≥ dǫ0 ≥ dǫ > dǫ/4. This contradicts the
assumption that uh is a minimizer and concludes the proof.
The next lemma is an analogue of [36, Theorem 1.4.6].
LEMMA 6.5. Let vh, wh ∈ Uh such that
M1h [vh](x) ≤M
1
h [wh](x), ∀x ∈ Ωh.
Then
min
x∈Ω∩Zd
h
(vh(x)− wh(x)) = min
x∈∂Ωh
(vh(x) − wh(x)).
Proof. Let a = minx∈Ωh∪∂Ωh(vh(x)− wh(x)) and b = minx∈∂Ωh(vh(x) − wh(x)).
Assume that a < b and let x0 ∈ Ωh such that a = vh(x0)−wh(x0). Choose δ > 0 such
that δ(diamΩ) < (b − a)/2 and define
z(x) = wh(x) + δ||x− x0||+
b+ a
2
.
Let G = { x ∈ Ω ∩ Zdh such that vh(x) < z(x) }. It is easy to verify that x0 ∈ G. We claim
that G ∩ ∂Ωh = ∅.
Let x ∈ G ∩ ∂Ωh. We have vh(x) − wh(x) ≥ b and so
z(x) ≤ vh(x)− b+ δ||x− x0||+
b+ a
2
= vh(x) + δ||x− x0|| −
b − a
2
< vh(x),
by the assumption on δ. We define
∂G = { x ∈ Ω ∩ Zdh such that x /∈ G }.
We have z ≤ vh on ∂G and z > vh in G. By Lemma 4.2 we obtain ∂1hz(G) ⊂ ∂
1
hvh(G).
And thus by Lemmas 6.2 and 6.3
M1h [vh](G) ≥M
1
h[z](G) ≥M
1
h [wh](G) +M
1
h [δ||x− x0||](G)
≥M1h[wh](G) +M
1
h [δ||x− x0||](x0) =M
1
h [wh](G) + δ
dωd.
This gives a contradiction.
We obtain the following easy consequence of Lemma 6.5.
THEOREM 6.2. The solution uh of (4.1) is unique.
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