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ABSTRACT
We present t ime series analyses of the full Kepler dataset of Zw 229− 15. This Kepler light curve —
with a baseline greater than three years, composed of virtually cont inuous, evenly sampled 30-minute
measurements — is unprecedented in its quality and precision. We ut ilize two methods of power
spectral analysis to invest igate the opt ical variability and search for evidence of a bend frequency
associated with a characterist ic opt ical variability t imescale. Each method yields similar results. The
first interpolates across data gaps to use the standard Fourier periodogram. The second, using the
CARMA-based t ime-domain modeling technique of Kelly et al. (2014), does not need evenly-sampled
data. Both methods find excess power at high frequencies that may be due to Kepler inst rumental
eﬀects. More important ly both also show strong bends (Δ α ∼ 2) at t imescales of ∼ 5 days, a feature
similar to those seen in the X-ray PSDs of AGN but never before in the opt ical. This observed ∼ 5
day t imescale may be associated with one of several physical processes potent ially responsible for the
variability. A plausibleassociat ion could bemadewith light -crossing, dynamical or thermal t imescales,
depending on the assumed value of the accret ion disk size and on unobserved disk parameters such
as α and HR. This t imescale is not consistent with the viscous t imescale, which would be years
in a ∼ 107M ⊙ AGN such as Zw 229− 15. However there must be a second bend on long (& 1 year)
t imescales, and that feature could be associated with the viscous t imescale.
Subject headings: accret ion disks, black hole physics, galaxies: act ive, galaxies: individual
(Zw 229− 15), galaxies: Seyfert
1. INT RODUCT ION
The accret ion disks of Act ive Galact ic Nuclei (AGN)
are much too distant to image direct ly. Simple physi-
cal arguments place an upper limit on the accret ion disk
size at ∼ 10− 2 parsecs (Hawkins 2007), corresponding to
. 1 milliarcsec for even the closest AGN. Thus indirect
methods must be used to study their centers. AGN’s
st rong and rapid aperiodic opt ical variability provides
redelson@ast ro.umd.edu
a powerful tool for constraining physical condit ions and
processes. For example reverberat ion mapping allows es-
t imat ion of Seyfert 1 emission-line region sizes and cen-
t ral black hole masses (Peterson et al. 2004). However
recent progress has been slowed by limitat ions inherent
in ground-based opt ical monitoring where it is nearly im-
possible to obtain cont inuous light curves longer than
∼ 12 hr and errors bet ter than ∼ 1%.
The Kepler mission breaks these barriers with fast
(30 min) sampling, high (> 90%) duty cycle, and ex-
https://ntrs.nasa.gov/search.jsp?R=20150008359 2019-08-31T10:41:06+00:00Z
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cellent (∼ 01% for a 16th magnitude source) precision.
Zw 229− 15 (z = 0025; Falco et al. 1999) was observed
during Quarters 4-17 (Q4-17), totaling 34 years. As
the longest-monitored, brightest , and one of the most
st rongly variable Kepler AGN, it is ideal for t ime-series
analysesthat est imate thePower Spectral Density (PSD)
funct ion. Previous studies used only a small fract ion of
these data, finding a power law-like PSD with a steep in-
dex (Pf ∝ f α ; Mushotzky et al. 2011; Kelly et al. 2014)
with indicat ions of a break on ∼ 90 day t imescales
(Carini & Ryle 2012).
This paper reports light curve extract ion and PSD
analysis of the full Kepler dataset . The paper is orga-
nized as follows: Sect ion 2 reports the data reduct ion,
Sect ion 3 presents the PSD analyses, Sect ion 4 discusses
the theoret ical implicat ions of these analyses, and Sec-
t ion 5 concludes with a brief summary of this work and
future plans.
2. DATA REDUCT ION
Since Kepler was designed to detect exoplanets, the
standard pipeline processing removes long-term trends
from light curves to opt imize detect ion of short , shal-
low dips. This renders data unusable for AGN, which
show broad int rinsic variability power over t imescales of
hours to years. Thus previous Kepler Zw 229− 15 stud-
ies (e.g., Mushotzky et al. 2011) used “ Simple Aperture
Photometry” (SAP) data from earlier in the pipeline,
but this also contained uncorrected systemat ics due to
diﬀerent ly-sized “ opt imal” ext ract ion apertures.
2.1. Extraction from pixel data
In order to avoid these systemat ics, our approach
starts earlier with the 2-dimensional calibrated pixel
data. We used the PyKE1 programs kepmask and
kepextract to build large 32-pixel masks (see Figure
1). These larger masks mit igate excursions due to
thermally-induced focus changes and to diﬀerent ial
velocity aberrat ion (K inemuchi et al. (2012); see also
http://keplergo.arc.nasa.gov/PyKEprimerTPFs.shtml).
These extract ion masks are ident ical within each season
(e.g. Season 2 = Q4/ 8/ 12/ 16) even though the pixel
downloads are not .
The result ing 3.4 year (55,653 cadence) light curve
is shown in the top panel of Figure 2. The interquar-
ter jumps arise because quarterly spacecraft rolls move
the source to a diﬀerent chip with a diﬀerent aperture.
Thanks to Kepler’s stable point ing and these ident ical
seasonal masks, the jumps between the same seasons are
highly repeatable.
2.2. Interquarter scaling
Previous Kepler AGN studies dealt with interquar-
ter jumps by restrict ing the analyses to single quar-
ters (Mushotzky et al. 2011; Kelly et al. 2014), perform-
ing simple scaling to match fluxes across the gaps
(Wehrle et al. 2013) or using ground-based data to nor-
malize the oﬀsets (Carini & Ryle 2012). Our approach
starts by averaging the five good cadences immediately
before and after each gap and taking the diﬀerence, then
sort ing these by season (Table 1). We then measured
1 Software available at http://keplergo.arc.nasa.gov/PyKE.shtml
and applied mean seasonal correct ions (e.g., the mean
diﬀerence between end/ start of quarters 4/ 5, 8/ 9, 12/ 13,
16/ 17). A good measure of the systemat ics remaining
after these correct ions is the standard deviat ion of the
residuals: 63 ct s− 1. Since the mean flux was 15933 ct
s− 1, this indicates ∼ 04% residual errors after quarterly
oﬀset correct ion.
2.3. Filtering
Next , bad cadences are filtered on three criteria: 1)
“ manual exclude” (SAP QUALITY bit 9 set t rue), indi-
cat ing Solar coronal mass eject ions, 2) four cadence
ranges (54941-54960, 64084-64129, 71054-71063,
72324-72332) deemed problemat ic on the basis of other
sources’ light curves, or 3) cadences that deviated by
more than 5 t imes the reported error from both cadences
before and after. These 444 bad cadences (in red in Fig-
ure 2) were eliminated, leaving a total of 55209 good
cadences.
2.4. Moire´ pattern drift noise
Kepler data can also suﬀer from Moire´ pat tern drift
(MPD) noise, which arises from crosstalk between
the four fine guidance sensors and the 84 science
channel readouts (Kolodziejczak, J. et al. 2010). Both
Wehrle et al. (2013) and Revalski et al. (2014) have
noted that MPD noise can be a serious problem for
Kepler AGN variability studies, adding to the apparent
source variablity or even mimicking variability in a non-
variable source.
There is no known procedure to flag or mit igate MPD
errors, although the Kepler project is invest igat ing the
phenomenon (Clarke et al. 2014). Table 13 of the Ke-
pler Inst rument Handbook2 lists as problemat ic only one
module.output used to observe Zw 229− 15: 14.4, during
Season 2. The possibility that MPD noise is aﬀect ing
these data is discussed in Sect ion 3.3.
3. PSD EST IM AT ION
We performed two power spectral analyses of these
data. The first uses standard Fourier methods to di-
rect ly est imate the PSD, the second uses a cont inuous
random process model fit ted in the t ime domain to infer
the PSD.
3.1. Periodogram analysis
The first approach used the standard periodogram
of the full dataset to direct ly est imate the PSD. Gaps
within each segment were filled by interpolat ion (us-
ing the LOWESS method; Cleveland (1981)) to give
one evenly sampled light curve with sampling of ≈ 294
min. The light curve was end-matched (Fougere 1985)
to suppress the eﬀects of spectral “ leakage” (Ut t ley et al.
2002). This involves subtract ing a linear term such that
the mean fluxes for the first and last 20 data points are
the same The result ing periodogram is shown in Figure
3.
At high frequencies the power spectrum flat tens, as
expected from independent (white) flux measurement er-
rors, but the observed level is higher than expected given
the pipeline errorsby a factor ≈ 157, suggest ing the flux
2 Seehttps://archive.stsci.edu/kepler/manuals/KSCI-19033-001.pdf
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measurement errors are 25% larger than the pipeline er-
rors. Further, the PSD rises slowly from 10 day− 1 down
to 1 day− 1, which could beexplained in termsof somede-
greeof correlat ion in themeasurement errors, perhapsre-
sult ing from MPD. At lower frequencies the periodogram
rises steeply with decreasing frequency and shows a bend
around a t imescale of ∼ 5 days.
We fit ted simple models to the periodogram by max-
imizing likelihood to est imate of the model parameters
(see e.g. Vaughan 2010) using XSPEC 12.8.1 (Arnaud
1996) with the Whittle stat ist ic. A model comprising
a simple power law plus a constant gave a poor match
to the data, with power law slope − 315 and fit stat ist ic
D = − 2 log(l i kel i hood) = − 2704890 using 3 free param-
eters. Including an addit ional power law to model the ex-
cess power at ∼ 1 day− 1 improved the fit by Δ D = 1579
using five free parameters. Including a bend, in the steep
power law, to a flat ter slope at low frequencies (using
a simple bending power law as in Edelson et al. 2013;
Gonza´lez-Mart ı´n & Vaughan 2012) improved the fit by a
further Δ D = 2313, and has a total of seven free param-
eters. The best-fit t ing parameters of this model are as
follows: power law slopes of − 200± 012 at low frequen-
cies and − 451± 020 at high frequencies, with a bend at
f b = 018± 003 day− 1 (∼ 56 day t imescale). The addi-
t ional (unbending) power law had a slope − 128 ± 013
and contributes significant ly only around frequencies∼ 1
day− 1. Replacing the simple bending power law with a
“ Nuker” law (equat ion 1 of Lauer et al. 2005), which in-
cludes an extra parameter to adjust the sharpness of the
bend between power law slopes, did not significant ly im-
prove the fit (Δ D = 08 improvement for one addit ional
free parameter).
3.2. CARMA-based PSD analysis
The second analysis ut ilized the cont inuous-t ime au-
toregressive moving average (CARMA) modeling tech-
nique of Kelly et al. (2014). This method naturally han-
dles data gaps, measuring the power spectrum down to
the lowest frequencies available. The CARMA modeling
technique assumes that the light curve is a Gaussian pro-
cess and that the power spectrum can be approximated
as a mixture of Lorentzian funct ions. For computat ional
purposes, we reduced the sampling by binning on 25
hour intervals. We considered CARMA(pp − 1) mod-
els and used the Deviance Informat ion Criterion (DIC,
Spiegelhalter et al. 2002) to choose the value of p = 5;
higher values of p produced worse DIC and did not lead
to significant ly diﬀerent power spectra with the excep-
t ion of higher uncertainty at the low and high frequency
ends.
The inferred power spectrum (Figure 4a) shows ev-
idence for a bending power-law shape, and a flat tening
toward the highest frequencies. The apparent kink in the
PSD est imate is an art ifact of the use of Lorentzians in
the CARMA-PSD process. By analogy with a bending
power-law model, we can quant ify the eﬀect ive power-
law slopes of the power spectrum above and below
the bend frequency as d logP(f )d log f , and the eﬀec-
t ive bend frequency as the argumentat ive maximum of
|d2 logP(f )(d log f )2|. Based on the CARMA model we
infer theeﬀect ivebend frequency to be located 025± 001
day− 1 (∼ 4 day t imescale), and eﬀect ivepower-law slopes
of − 199 ± 001 and − 365 ± 007 at frequencies of 001
day− 1 and 06 day− 1.
Figure 4b shows the same data with the y-axis mul-
t iplied by frequency so equal power per logarithmic fre-
quency interval would be a flat line (e.g. Psalt is et al.
1999, Ut t ley et al. 2002). Note the cont inued rise to the
longest t imescalessampled by Kepler, indicat ing that the
PSD must undergo second flat tening because otherwise
the total variability power would diverge.
3.3. Excess high frequency power
One unusual aspect of these PSD est imates is the ap-
parent excess power at high temporal frequencies. In
part icular the upward bend around ∼ 1 day t imescales
is unlikely to be int rinsic to the source, since both X-
ray binary and AGN power ∗f r equency plots are gener-
ally downward-bending or flat at both high and low fre-
quencies, consistent with finite total power (Psalt is et al.
1999, McHardy et al. 2004). No such feature has ever
been seen in the X-rays for AGN (e.g., Markowitz et al.
2003), or, to our knowledge, at any wavelength in any
astrophysical source. In this sect ion we invest igate the
possibility that this is due to a poorly-studied Kepler
inst rumental eﬀect : MPD noise.
As ment ioned earlier, the Kepler Inst rument Hand-
book listed only one of the modules used to observe
Zw 229− 15 as problemat ic: the one used for Season 2
data collect ion. To invest igate this we eliminated Q17
(which is much shorter than all others), then segregated
the four quarters in Season 2 (Q4/ 8/ 12/ 16) from the
other three seasons (nine quarters in total). We trun-
cated each quarter’sdata to thefirst 67.0 days, the length
of the next shortest quarter (Q8). Then we interpolated
across missing cadences in each dataset as before, mea-
sured the periodogram, and averaged the Season 2 quar-
ters to produce one PSD est imate (the “ MPD-flagged”
est imate, shown in red in the top panel of Figure 5) and
the non-Season 2 quarters to produce another (“ MPD-
unflagged,” in blue). This assures both PSDs cover ex-
act ly the same range of temporal frequencies.
Note that the fits to the MPD-flagged PSD show that
both the unbroken α ∼ − 1 power-law and the Poisson
noiseterm arehigher for theMPD-flagged PSD, although
both PSDs show an excess above the Poisson level ex-
pected solely on the basis of the quoted Kepler errors
(see Vaughan et al. 2003 for details). This is clear ev-
idence that there is addit ional variance in the data on
short t imescales that cannot be explained solely with the
quoted Kepler errors.
The rat io of powers (MPD-flagged divided by MPD-
unflagged) is shown in the bot tom panel of Figure 5.
Note that the MPD-flagged PSD est imate significant ly
exceeds that of the MPD-unflagged PSD at all tem-
poral frequencies above 1.3 day− 1 (t imescales below
∼ 0.75 day). This suggests, but by no means proves,
that MPD noise could be responsible for the excess high
frequency noise, as both the PSD levels and the fits to
the two highest-frequency components are larger for the
MPD-flagged data than for the MPD-unflagged data. It
also suggests that even the MPD-unflagged quarters suf-
fer from someeﬀectsof MPD, becausethehigh-frequency
fits and PSD data lie significant ly above the levels ex-
pected from pure Poisson noise. However because MPD
noiseisa detector-widephenomenon that ispoorly suited
to study with small “ postage-stamp” downloads, this in-
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dicat ion must be considered tentat ive unt il the Kepler
project completes a systemat ic detector-wide study of
MPD noise.
3.4. Emission line variability
Although Barth et al. (2011) find that the opt ical Hβ
emission lags the opt ical cont inuum by ∼ 4 days, it is not
likely that the ∼ 5 day PSD break is due to emission
line variability. Examinat ion of spectra taken in that
campaign indicates roughly 2-4% of the total flux in this
small (∼ 2x4 arcsecond) slit due to emission lines. Fur-
ther, opt ical imaging suggests the underlying galaxy con-
t ributes no more than ∼ 60% of the light in this aperture
(Q. Wang, priv. comm.), so no more than 40% is non-
stellar. This means that the emission lines contribute no
more than 10% of the nonstellar Kepler-band flux from
the AGN. (Galact ic starlight does not contribute to the
PSD because it is not variable.)
In AGN, the fract ional cont inuum variability ampli-
tude is always greater or similar to that of the nearby
emission lines. Power is the square of amplitude, so the
< 10% contribut ion of the lines to the total variability
amplitude means that a negligible fract ion (< 1%) of the
variability power can be due to the lines. Thus we con-
clude that the PSD features observed in this source are
not due to the emission lines, but instead must be due
to the nuclear cont inuum variability.
4. DISCUSSION
The main finding of this paper is that the Kepler PSD
of Zw 229− 15 shows smooth, power law-like shape with
a bend from an index of ∼ − 2 at low frequencies to
∼ − 4 at high frequencies at a temporal frequency corre-
sponding to a ∼ 5 day t imescale. Previous PSD analyses
of Zw 229− 15 either reported no evidence of a break
(Mushotzky et al. 2011; Kelly et al. 2014) or a possible
break on a ∼ 90 day t imescale (Carini & Ryle 2012).
For the ∼ − 2 slope measured in the current paper, the
(Carini & Ryle 2012) analysis does not require a break
at ∼ 90 day t imescales (< 60% likelihood). Further the
Carini & Ryle (2012) binning limits the high frequency
sampling such that it would be diﬃcult to find a high
frequency break similar to that reported in this paper.
We thus conclude that we do not have a fundamental
disagreement with any previous work.
4.1. Accretion disk size and time scales
In this sect ion we calculate disk sizes implied by the
measured ∼ 5 day t imescale under diﬀerent assumpt ions
about the physical processes that may be responsible for
the observed variability. The opt ical emission from AGN
is thought to arise in an accret ion disk so we ut ilize the
standard α-disk scaling formulae from King (2008).
Ground-based emission line monitoring of Zw 229− 15
(Barth et al. 2011) yielded a ∼ 4 day cont inuum-Hβ lag,
which implies a black hole mass of M B H ∼ 107 M⊙ and
Schwarzschild radius of rS = 2GM c2 ≈ 3 × 1012 cm ≈
100 lt -sec. Barth et al. (2011) also est imated the bolo-
metric luminosity L bol = 9× λL λ (5100A) = 10438 erg/ s,
corresponding to LL E dd ∼ 005.
We consider a range of assumed accret ion disk sizes
because AGN accret ion disk sizes are not current ly well-
constrained. First , Horne et al. (2014) used contempora-
neousKepler, Swift and Suzaku monitoring of Zw 229− 15
to est imate the X-ray/ opt ical delay map and thus infer
the size of the opt ically-emit t ing accret ion disk. That
analysis yielded a mean X-ray/ opt ical lag of ∼ 17 days,
corresponding to a disk radius of R ∼ 1500rS, albeit
with large uncertaint ies. Second, we note that standard
α-disk models (e.g., Shakura & Sunyaev 1973) yield sig-
nificant ly smaller sizes, R ∼ 100rS. In order to cap-
ture the large uncertainty in this important but poorly-
constrained parameter, we consider the implicat ions of
the observed ∼ 5 day break t imescale in light of two as-
sumed order-of-magnitude disk size scales: 100 rS and
1000 rS . Recent observat ions of microlensing in AGN
(e.g., Jimenez-Vicente et al. 2014) typically yield disk
size est imates between these values.
4.1.1. Reprocessing
“ Reprocessing” models posit that the observed opt ical
variat ions are due to irradiat ion of the disk by the cen-
t ral X-ray source (a corona or jet ). The disk would act
as a low-pass spat ial filter so that the long t imescale X-
ray variat ions would be reproduced in the opt ical while
t imescales shorter than the light-crossing t ime would be
smoothed out . This model has been successful in re-
producing interband opt ical correlat ions in AGN (e.g.,
Cacket t et al. 2007) but there is often insuﬃcient X-ray
luminosity to power the total disk luminosity.
The light-crossing t ime for a 100− 1000rS emit t ing re-
gion would be 104 − 105 sec or 012 − 12 day. While
the smaller est imate is too small to be consistent with
the observed bend t imescale, the larger size is marginally
consistent , especially given that the light -crossing t ime is
morelikely to beassociated with thesourcediameter, not
its radius. Further even in the case of the smaller size es-
t imate, reprocessing would remain viable if the (current ly
undetermined) PSD of the driving X-ray light curve al-
ready had a ∼ 5 day bend similar to that observed in
the opt ical. Alternat ively it could also be that a small
fract ion of the opt ical variability was due to reprocess-
ing, while the bulk due to “ int rinsic” processes discussed
below, in which case the signature would not be visible
in the opt ical PSD.
4.1.2. Dynamical processes
For a 107M ⊙ black hole, the dynamical (orbital)
t imescale is tdyn ∼ 140(RrS)32 sec (equat ion 11, K ing
2008). Opt ical emission distances of R = 100 − 1000rS
yield eﬀect ive t imescales of tdyn ∼ 16 − 50 days. This
range encompasses the observed ∼ 5 day beak t imescale.
It is thus tempt ing to associatethebend with thedynam-
ical t imescale at the radius at which the opt ical photons
are produced. If this is indeed the proper scaling then
we predict that for the other objects observed by Kepler
that the bend frequency will scale weaker than linearly
with the mass and weakly with the Eddington rat io of
the sources.
4.1.3. Thermal processes
The thermal and viscous t imescales are considerably
longer (K ing 2008): tdyn ∼ αt t h ∼ α(HR)2tvi sc, where
α is the Shakura & Sunyaev (1973) viscosity parameter
and (HR) is the rat io of disk height to radius. This as-
sures that t l c < tdyn < tt h < tvi sc, since both α and HR
must be less than one. For α ∼ 01, an emission distances
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R = 100− 1000rS yields tt h ∼ 16− 500 days. The lower
end of this range could be considered a marginally ac-
ceptable match to the observed ∼ 5 day t imescale given
the uncertaint ies.
4.1.4. Viscous processes
Emission distances of R = 100 − 1000rS yield tvi sc ∼
4 − 140 yr for HR ∼ α ∼ 01. These are not consis-
tent with the observed ∼ 5 day t imescale. This might
be considered to be evidence against the propagat ing
fluctuat ion model (Lyubarskii 1997; K ing et al. 2004;
Arevalo & Utt ley 2006), which posits that the variat ions
aregenerated internally by random variat ionsin viscosity
(and therefore local accret ion rate) over a wide range of
spat ial scales in the accret ion flow. Since there must be a
second, current ly unobserved bend in the PSD at longer
t imescales than probed by the Kepler data in order for
the total variability power to be finite (see Figure 4b)
this feature may turn out to be associated with viscous
or thermal t imescales. The true origin of the observed
bend frequency awaits the development of detailed ac-
cret ion disk models (Schnit tman et al. 2013) capable of
self consistent ly calculat ing the emit ted radiat ion.
If the reprocessing model explains the origin of the
rapid opt ical variat ions, these should be correlated with
the X-rays, but delayed and smoothed. By contrast if
the disk is varying due to int rinsic dynamical/ thermal
fluctuat ions, the opt ical variat ions may be largely inde-
pendent of the X-ray variat ions, or may even generate
delayed modulat ions in the X-rays. These predict ions
can be tested with coordinated X-ray and opt ical cam-
paigns that provide suﬃcient signal/ noise and temporal
resolut ion.
4.2. Caveats
While this is the first opt ical AGN PSD to span such a
large range of temporal frequencies, it is important to be
caut ious interpret ing these new, relat ively untested Ke-
pler data. As discussed in Sect ion 3.3, this PSD seems
to show excess power on t imescales < 1 day. It is tempt-
ing to associate this feature with MPD noise (which also
seems to show correlated variability on t imescales of or-
der ∼ 1 day) but thishasnot been definit ively established
(Kolodziejczak, J. et al. 2010). Further, other possible
systemat ic errors may be present in ways not yet consid-
ered.
Finally a more fundamental limitat ion may be that
the underlying PSDs of AGN are not fully described
by the simple mult iple power-law models used here
and in previous analyses. The highly variable blazar
W2R1926+ 42 exhibits an even more complex Kepler
PSD than Zw 229− 15 (Edelson et al. 2013). Because
Kepler PSDs cover an unprecedented range of tempo-
ral frequency (∼ 4 decades), we should remain skept ical
of assigning physical significance to parameters derived
from simple model fits.
5. CONCLUSIONS
This paper presents the best AGN opt ical light
curve ever measured, showing strong variability on
long t imescales (Figure 2b) yet appearing remarkably
“ smooth” on t imescales shorter than a few days (Fig-
ure 2c). The result ing PSD (Figures 3 and 4) is the
first to cover nearly ∼ 4 decades of temporal frequency.
The PSD shows no evidence of QPO, instead it has a
smooth, power law-like shape with a bend from an index
of ∼ − 2 at low frequencies to ∼ − 4 at high frequencies
at a frequency corresponding to a ∼ 5 day t imescale,
and excess power near ∼ 1 day t imescales that may be
due to systemat ic MPD noise generated by Kepler. This
measured t imescale can be plausibly associated with the
light -crossing, dynamical or thermal t imescales, depend-
ing on the assumed size of the opt ically-emit t ing accre-
t ion disk as well as other unobserved disk parameters.
It cannot be associated with the viscous t imescale, al-
though the fact that the PSD cont inues to rise to the
longest t imescales measured means that there must be
a second low-frequency break, and that feature could be
associated with the viscous t imescale.
These results should also mot ivate future work in this
area. First , while Zw 229− 15 is the best-observed Kepler
AGN, there are others with data that are nearly as good,
and we will be analyzing them in a future paper to see
if they share the same characterist ics. Second, the steep
PSD at the longest t imescales probed by Kepler means
that there must be a second, current ly unobserved break.
It is important to cont inue to monitor Kepler AGN at
lower cadence so we can locate that break. Third, MPD
noiseis theresult of spurious “ waves” across largeregions
of Kepler detectors, so it cannot beproperly addressed by
studies limited to t iny “ postage stamp” downloads such
as this. The Kepler project ’s close-out plans include a fi-
nal update to the data processing pipeline to ident ify and
flag data impacted by MPD in all Kepler light curvefiles.
Fourth, Kepler data are of such high precision that they
arepushing the limits of PSD analysis followed by simple
broadband model fits. It would be useful for theoristsde-
velop the stat ionary condit ional probability dist ribut ion
that describes the evolut ion of the light curve, instead
of only the first and second moments of the dist ribut ion,
which is what the PSD supplies.
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F ig . 1.— K epmask output showing downloaded data “ postage stamp” in greyscale, except occasional missing corner pixels (white).
Ext ract ion masks (green) are ident ical within each season and matched as closely as possible between seasons. A nearby star is visible
e.g. in Q9-11, however it s light is not included in the ext racted light curve because it l ies outside the green ext ract ion mask. Only data
from pixels within the mask are included in the light curve. T he 32-pixel masks are the largest possible symmet rical masks given the
small Q4/ Q5 downloads. We find that this makes interquarter repeatabil ity bet ter than the SAP pipeline “ opt imal” masks, which vary
in size and locat ion. T he larger sizes mit igate excursions due to thermally-induced focus changes and to diﬀerent ial velocity aberrat ion
K inemuchi et al. (2012).
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F ig . 2.— 2a: Uncorrected light curve. Bad data (in red) were eliminated and seasonal jumps were corrected as discussed in text . 2b:
Corrected light curve. 2c: 20 day (960 cadence) snippet from Q11, showing the quality of the K epler data. T his t ime range is shown with
a horizontal blue line in Figure 2b.
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F ig . 3.— Standard periodogram analysis. T he data (black) have been rebinned for display purposes only, such that the lowest frequency
data are not binned, and at higher frequencies data are averaged over bins spanning a factor 1.1 in frequency. T he fi t s are shown in solid
red at the top and residuals, computed as (data − model)(
√
N ∗model) at the bot tom. 3a: A single power-law (dashed line) plus Poisson
noise (dot -dash line) model yields a poor fi t with large coherent features in the residual plot . 3b: A bending power law (dashed) plus a
second power-law (dot ted line) plus noise model yields an acceptable fi t with smaller and bet ter-dist r ibuted residuals.
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F ig . 4.— 4a: CARM A-based periodogram using the same normalizat ion as Figure 3. T he best est imate of the PSD is shown as a black
line and the shaded blue region shows the 95% confidence interval. Note the good agreement with the Figure 3b fi t (dashed red line). T he
feature near ∼ 03 day− 1 is an art ifact of the modeling and does not indicate QPO (K elly et al. 2014). 4b: Same data but with the y-axis
mult iplied by frequency.
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F ig . 5.— Top: Averaged PSDs for the M PD-flagged quarters (in red) and M PD-unflagged quarters (blue). As in Figure 3, the data
are shown as a step plot , full fi t as a thin solid line, broken power-law component as a dashed line, second power-law as a dot ted line,
and Poisson noise as a dot -dash line. T he expected Poisson noise, based on the quoted K epler errors, is shown as a horizontal solid black
line. Note that the M PD-flagged PSD fi t at high frequencies shows higher Poisson noise and second power-law than the unflagged PSD fi t ,
and that both st ronger Poisson noise than expected from the quoted K epler errors. Bot tom: Logarithm of the rat io of M PD-flagged and
unflagged PSDs. T his would be a flat line consistent with zero if M PD was not a source of noise. Dot ted lines show the 1-σ confidence
interval for a result consistent with zero. Note that the flagged PSD shows significant ly more power than the unflagged PSD at all high
frequencies above 1.3 day− 1 .
