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Introduction
Let k be a field with a fixed matrix Q= (qij ) ∈ Mat(n, k) whose entries qij ∈ k∗ satisfy
relations qii = qij qji = 1 for all i, j . Fix an integer r such that 0 r  n. Denote by
Λ= kQ
[
X±11 , . . . ,X
±1
r ,Xr+1, . . . ,Xn
]
the associative k-algebra with a unit element generated by elements X1, . . . ,Xn, X−11 , . . . ,
X−1r , subject to defining relations
XiXj = qijXjXi, 1 i, j  n,
XiX
−1
i = X−1i Xi = 1, 1 i  r. (1)
✩ Research partially supported by INTAS00-566, grants RFFI 00-15-96128.
E-mail address: artamon@mech.math.msu.su.
0021-8693/03/$ – see front matter  2003 Elsevier Science (USA). All rights reserved.
PII: S0021-8693(02) 00 57 1- 9
324 V.A. Artamonov / Journal of Algebra 259 (2003) 323–352
The algebra Λ is an algebra of quantum polynomials. The elements qij are multiparame-
ters. Throughout the paper we shall assume that the algebra Λ is a general algebra of
quantum polynomials that is all multiparameters qij , 1 i < j  n, are independent in the
multiplicative group k∗ of the field k and also n 3.
The algebra Λ can be viewed as a coordinate algebra of a quantum affine space AnQ
if r = 0 and a coordinate algebra of a quantum torus TnQ if r = n [BG]. We shall unify
both cases and consider arbitrary r , 0 r  n. Then Λ can be considered as a coordinate
algebra of TrQ×An−rQ . The aim of the present paper is to a study actions of finite quantum
groups G on TrQ ×An−rQ . Since a coordinate algebra U of G is a finite-dimensional Hopf
algebra we have to consider a coaction Λ→ U⊗Λ of U on Λ. Taking a dual Hopf algebra
H = U∗ we can consider an induced action H ⊗Λ→ Λ of H on Λ. In this article we
shall assume that H is a finite-dimensional pointed Hopf algebra and therefore Λ is a left
H -module algebra. In Theorem 2.18 we show that there exist linear forms χv,wv ∈ H ∗,
where v ∈ Zn, such that
h ·Xv = χv(h)Xv +ωv(h)X−v
for any monomial Xv . It is shown that the span F ∗ = 〈χv,ωv | v ∈ Zn〉 in the dual Hopf
algebra H ∗ is a commutative Hopf subalgebra and Λ is a left F -module algebra over
F = (F ∗)∗. Moreover, there exists a surjective Hopf algebra homomorphism π :H → F
such that the action of H on Λ is a composition of π and the action of F on Λ. If ωv = 0 for
some v then there exists a group-like element g ∈H of order 2 such that F = Fχ k〈π(g)〉,
where
Fχ =
{
a ∈ F ∣∣ωw(a)= 0 for all w}
and k〈π(g)〉 is a group algebra of a cyclic group 〈π(g)〉 of order 2. There is given a basis
of Fχ with (co)multiplication tables.
Particular cases of this situation have been considered in [AC,OP,AW,A,ACo]. In [AC]
the authors study some automorphism groups and Lie algebras of derivation DerΛ under
an assumption that r = 0. Derivation and automorphisms of Λ in the case r = n were
considered in [OP]. A systematic study of automorphism group of a general quantum
polynomial algebra for any r and for n  3 was carried out in [AW]. An investigation
of group of automorphisms of division rings of fractions of Λ was made in [ACo,A]. We
shall quote on of these results which will be used in the paper.
Theorem 0.1 [OP,AW]. Suppose that γ ∈ AutΛ and n  3. Then there exist elements
γ1, . . . , γn ∈ k∗ and an integer  = ±1, such that γ (Xw) = γwXw , w = 1, . . . , n. In
particular, if r < n, then  = 1 and
AutΛ k∗ × · · · × k∗︸ ︷︷ ︸
n times
.
Let G be a finite subgroup of AutΛ. Then the subalgebra of invariants ΛG is left and
right Noetherian and Λ is a finitely generated left and right ΛG-module. Suppose that I
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is a non-zero left ideal in Λ. Then I ∩ΛG = 0. In particular, if F is the division ring of
fractions of Λ, then FG is the division ring of fractions of ΛG.
Notation 0.2. Let Zr × (N∪ 0)n−r be the set of all multi-indices
u= (u1, . . . , un), u1, . . . , un ∈ Z, ur+1, . . . , un  0. (2)
For a multi-index u from (2) we put
Xu =Xu11 · · ·Xunn ∈Λ. (3)
A product Xu from (3) will be called a monomial. If f is a non-zero element of Λ then
suppf is the set of all multi-indices u such that Xu occurs in f .
1. Generalized derivations and automorphisms
The algebra Λ is a left and right Noetherian domain satisfying the Ore condition. In this
section we shall consider a Lie algebras of derivation of Λ and some generalizations.
Notation 1.1. For an associative algebra A denote by DerA the Lie algebras of derivations
of A. Denote by DerintA the set of all inner derivations of A. Let also AutA stand for the
groups of automorphisms of A.
Definition 1.2. Let A be an associative algebra and g ∈ AutA. A linear operator ∂ on A
is a g-derivation (or a skew g-derivation) if ∂(xy)= ∂(x)y + g(x)∂(y) for all x, y ∈ A.
If u ∈ A, then a linear operator adg u defined as (adg u)(x) = ux − g(x)u is an inner
g-derivation. The space of all g-derivations of A will be denoted by Derg A.
It is not hard to check that every inner g-derivation is always a g-derivation, and
adg(αu1 + βu2)= α adg u1 + β adg u2 for all α,β ∈ k. If g is an identical automorphism
then every g-derivation is a derivation of A.
Notation 1.3. Throughout the rest of the section we fix an automorphism g ∈ AutΛ which
has a finite order d  1 such that
g(Xj )= ξjXj , ξj ∈ k∗, 1 j  n,  =±1.
So ξdj = 1 for any j = 1, . . . , n, and ξi = 1 for some index i if d > 1. By Theorem 0.1
this is always the case if n 3, n > r , and g ∈ AutΛ.
Proposition 1.4. Let g be from Notation 1.3 with  = 1. Then there is a g-derivation ∂ of Λ
such that
∂(Xi)= (1− ξi)Xi, i = 1, . . . , n.
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Proof. The algebra Λ is given by defining relations (1). So it suffices to check that
∂(Xi)Xj + g(Xi)∂(Xj )= ∂(XiXj )= qij ∂(XjXi)= qij
[
∂(Xj )Xi + g(Xj )∂(Xi)
]
.
A direct calculation shows that this equation is satisfied. ✷
The following affirmation will be used throughout the paper.
Proposition 1.5 [MP]. Let
p = (pi, . . . , pn), t = (t1, . . . , tn) ∈ Zr × (N∪ 0)n−r .
Then
XpXt =
(∏
j>i
q
pj ti
j i
)
Xp+t =
(∏
j>i
q
pj ti−pi tj
j i
)
XtXp.
In particular, if r = n then
(Xp)−1 =
(∏
j>i
q
pjpi
j i
)
X−p. (4)
Proof. We have
XpXt = Xp11 · · ·Xpnn Xt11 · · ·Xtnn
=
(
n−1∏
i=1
q
pnti
ni
)
X
p1
1 · · ·Xpn−1n−1 Xt11 · · ·Xtn−1n−1Xpn+tnn = · · ·
=
(
n=1∏
j>i
q
pj ti
j i
)
Xp+t .
Similarly
XtXp =
(
n=1∏
j>i
q
tjpi
j i
)
Xt+p,
and the proof follows. ✷
Corollary 1.5 [A, Lemma 3.15]. Let Xp,Xt be from Proposition 1.5. Then the following
are equivalent:
(a) monomials Xp,Xt commute;
(b) the rank of the matrix ( pt ) is at most 1.
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We are going to classify elements u1, . . . , un ∈Λ such that
(
uiXj − qij ξjXjui
)− (qijujXi − ξiXi uj )
= αijXiXj + βijXiX−1j + γijX−1i Xj + θijX−1i X−1j (5)
for each pair of indices 1 i, j  n, where αij , βij , γij , θij ∈ k. If r < n, then it is assumed
that  = 1 and βij = γij = θij = 0.
Proposition 1.7. For all i, j = 1, . . . , n we have
αij =−αji , θij =−θji, βij =−q2ij γji .
If i = j , then αii = βii + γii = θii = 0.
Proof. If we transpose indices i, j in (5), multiply it by −qij , and add to (5), then the
left-hand side vanishes, while the right-hand side takes the form
αjiXiXj + q2ij γijXiX−1j + q2ij βjiX−1i Xj + θjiX−1i X−1j
+ αijXiXj + βijXiX−1j + γijX−1i Xj + θijX−1i X−1j .
Comparing coefficients in XiXj ,XiX−1j ,X
−1
i Xj ,X
−1
i X
−1
j , we complete the proof. ✷
Proposition 1.8. Let w ∈ Λ and elements u1, . . . , un ∈ Λ satisfy (5). Then elements
ui − (adg w)Xi , 1 i  n, also satisfy (5).
Proof. Apply the fact that adg w is a g-derivation. ✷
Theorem 1.9. Let r = n and  =−1 in (5). Then θij = 0 and
αij = ξ−1j γji − ξ−1i γij , ξ−1i γij = ξ−1t γtj
for all different indices i, j, t . Moreover, there exists an element w ∈Λ such that
ui = (adg w)Xi + ξ−1j γjiXi
for all i = 1, . . . , n and j = i .
Proof. Fix an index i . Let ui = X−mi u′i + u′′i , where m 0 and Xi does not occur in u′i .
Replacing each ut by ut − τ [adg(X−d+1i u′i )]Xt for some τ ∈ k and d =m,m− 1, . . . ,1,
we can finally assume that Xi occurs in ui with non-negative exponents. If Xi occurs in ui
with exponent d  2, then we replace each uj by uj − (adg w)Xj for some w. Thus we
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can assume that the exponent of each occurrences of Xi in ui is equal either to 0 or to 1,
i.e.,
ui = ui0 + ui1Xi, (6)
where Xi does not occur in ui0, ui1 ∈Λ.
Let j = i be another index. Then
uj =
∑
s∈Z
ujsX
s
i , ujs ∈Λ,
where Xi does not occur in ujs . It follows from (5) that for any s ∈ Z
−qijuj,s−1 + ξiX−1i uj,s+1Xi
=


0, if s = −1,0,1;
γij qjiXj + θij qijX−1j , if s =−1;
−ui0Xj + qij ξjX−1j ui0, if s = 0;
+ui1qijXj + qij ξjX−1j ui1 + αij qijXj + βij qjiX−1j , if s = 1.
(7)
Let ujm be the non-zero constituent in uj with minimal index m. Take s =m− 1 in (7). If
either s <−1 or s > 1, then (7) implies ujm = 0, a contradiction. Thus −1m− 1 1;
that is, 0m 2.
Similarly, let ujd be the non-zero constituent in uj with maximal index d . Set s = d+1.
If either s > 1 or s <−1 then (7) implies ujd = 0, a contradiction. Hence −1 d + 1 1
and therefore −2  d  0. Since m d , we conclude that m= d = 0 and uj = uj0 does
depend on Xi for any index j = i . Comparing (6) and (7) for s =−1,0,1 we respectively
obtain:
ξiX
−1
i ujXi = γij qjiXj + θij qijX−1j ; (8)
0 = −ui0Xj + qij ξjX−1j ui0; (9)
−qijuj = −ui1qijXj + qij ξjX−1j ui1 + αij qijXj + βij qjiX−1j . (10)
By (9)
ui0Xj = ξjqijX−1j ui0.
Comparing the degrees in Xj we deduce ui0 = 0 and therefore ui = ui1Xi .
Equation (8) is equivalent to
uj = ξ−1i
(
γijXj + θijX−1j
)
. (11)
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The left-hand side in (11) does depend on i . Hence for any index t different from j we
have
ξ−1i γij = ξ−1t γtj , ξ−1i θij = ξ−1t θtj . (12)
Moreover, in (10) we obtain
−qij ξ−1j
(
γijXj + θijX−1j
)=−ui1qijXj + qij ξjX−1j ui1 + αij qijXj + βij qjiX−1j .
Multiplying the last equation by −qji , we can rewrite the last equality in the form
ξ−1i
(
γijXj + θijX−1j
)=−ui1Xj − ξjX−1j ui1 − αijXj − βij q2jiX−1j .
Hence
ui1Xj − ξjX−1j ui1 = ξ−1i
(
γijXj + θijX−1j
)+ αijXj + βij q2jiX−1j . (13)
The equality (13) means that the minimal and the maximal exponents of Xj in ui1 are
equal to 0. Hence we can deduce that
ui1 = αij + ξ−1i γij =−ξ−1j
(
βij q
2
ji + θij
)
. (14)
Now take an index t different from j, i and substitute uj ,ut from (11) in (7) where the
index i is replaced by t . Then we obtain
ξ−1i
[(
γitXt + θitX−1t
)
Xj − qtj ξjX−1t
(
γitXt + θitX−1t
)]
− ξ−1i
[
qtj
(
γijXj + θijX−1j
)
Xt − ξtX−1t
(
γijXj + θijX−1j
)]
= αtjXtXj + βtjXtX−1j + γtjX−1t Xj + θtjX−1t X−1j .
Comparing coefficients in XtXj ,X−1t Xj , we respectively obtain:
ξ−1i γit − ξ−1i γij = αtj , ξ−1i θit + ξ−1i ξt γij = γtj .
From (12) and the last equality we deduce
θit = ξiγtj − ξiξt ξ−1i γij = ξiγtj − ξiξt ξ−1t γtj = 0
for all t = i . Moreover,
αtj = ξ−1i γit − ξ−1i γij = ξ−1j γjt − ξ−1t γtj ,
and the proof follows. ✷
Corollary 1.10. Let g be from Notation 1.3 with  =−1. Then any g-derivation is inner.
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Proof. Let d be a g-derivation. Put ui = d(Xi), 1  i  n. Then u1, . . . , un satisfy (5)
with αij = βij = γij = θij = 0 for all i, j . By Theorem 1.9, there exists an element w ∈Λ
such that ui = (adg w)Xi , 1 i  n. ✷
Theorem 1.11. Let  = 1 in (5) and n 3. Then θij = 0 for all i, j = 1, . . . , n. Moreover
there exists an element w ∈Λ and elements λi,µi ∈ k such that ui = (adg w)Xi + λiXi +
µiX
−1
i where λi,µi ∈ k and
λi(i − ξj )− λj (1− ξi)= αij , µi
(
ξj − q2ji
)= βji
for i, j = 1, . . . , n. If i > r then µi = 0.
Proof. We need the following lemma.
Lemma 1.12. Let u be a monomial which is not a power of Xi . Then there exists an element
θ ∈ k∗ such that (θu)Xi − ξiXi(θu)= uXi .
Proof. By the assumption, u=Xm where m= (m1, . . . ,mn) and mj = 0 for some j = i .
Suppose that w = θXm, θ ∈ k. By Proposition 1.5,
wXi − ξiXiw = θ
(∏
j>1
q
mj
ji − ξi
∏
i>j
q
mj
ij
)
Xm+ei , (15)
where
ei =
( i
0, . . . ,0,1,0, . . . ,0
)
. (16)
If
∏
j>i
q
mj
ji = ξi
∏
i>j
q
mj
ij (17)
then we can raise (17) to d th power and obtain
∏
j>i
q
dmj
ji =
∏
i>j
q
dmj
ij ,
since ξdi = 1. But this is impossible because mj = 0 for some j = i . Hence Eq. (15)
determines θ completely. ✷
Corollary 1.13. Let u ∈Λ be such that suppf ∩Zei = ∅. There exists an element w ∈Λ
such that wXi − ξiXiw= uXi and suppw = suppu.
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Fix an index 1. Suppose X1 is not invertible in Λ. Then r = 0 and u1 = u10 + u11 +
u12X1, where u10, u11, u12 ∈ Λ, each monomial in u10 is a power of X1, X1 does not
occur in each monomial in u11, and each monomial in u12 is not a power of X1. By
Corollary 1.13 there exists an element v ∈Λ such that u11Xi = (adg v)X1. By Lemma 1.8
we can replace each uj by uj − (adg v)Xj . Hence, without loss of generality, we can
assume that u1 = u10 + u11. Then (5) has the form
(u1Xj − q1j ξjXju1)− (q1jujX1 − ξ1X1uj )= α1jX1Xj,
and therefore
q1jujX1 − ξ1X1uj = (u10Xj − q1j ξjXju10)+ (u11Xj − q1j ξjXju11)− α1jX1Xj .
(18)
It follows from (18) that u11Xj − q1j ξjXju11 = 0. Let λXm be a monomial occurring
in u11, where m= (0,m2, . . . ,mn) ∈ (N ∪ 0)n. Then
λXmXj =
(
λ
∏
t2
q
mt
tj
)
XjX
m = λq1j ξjXjXm.
If λ = 0, then ∏
t2
q
mt
tj = q1j ξj ,
which is impossible as in the proof of Lemma 1.12. Hence u11 = 0 and u= u10 = u(X1).
Let
uj =
∑
m
τmX
m, m ∈ (N∪ 0)n, τ ∈ k.
Then
q1jujX1 − ξ1X1uj =
∑
m
τm
[
q1j
∏
i>1
q
mi
1i − ξ1
]
X1X
m.
Thus (18) can be written in the form
∑
m
τm
[
q1j
∏
i>1
q
mi
1i − ξ1
]
X1X
m = u1(X1)Xj − q1j ξj u1(qj1X1)Xj − α1jX1Xj .
Moreover, as in the proof of Lemma 1.12,
q1j
∏
i>1
q
mi
1i − ξ1 = 0.
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Hence, if τm = 0 then X1Xm is equal to one of monomials Xs1Xj , s ∈ N ∪ 0, or to
Xm =Xs−11 Xj . Then
uj = u′j (X1)X1Xj + λjXj , u′j (X1) ∈Λ, λj ∈ k.
By Corollary 1.13 there exists an element w = w(X1) ∈ Λ such that (adg w)Xj =
u′j (X1)X1Xj . Replacing each ut by ut − (adg w)Xt , we can assume that u′j = 0 and
therefore uj = λjXj . Now, for any i in (5) we have
uiXj − qij ξjXjui = (qijλj − ξiXiλjXj )+ αijXiXj = (λj − ξiλj + αij )XiXj .
Suppose that
ui =
∑
m
ζmX
m, m ∈ (N∪ 0)n, ζm ∈ k.
As above, we have
uiXj − qij ξjXjui =
∑
m
ζm
(
1− qij ξj
∏
t
q
mt
j t
)
XmXj
= (λj − ξiλj + αij )XiXj . (19)
If
1− qij ξj
∏
t
q
mt
j t = 0
then m= (m1, . . . ,mn)= ei . Otherwise XmXj =XiXj by (19), which means that m= ei
and ui = λiXi .
Suppose now that r > 0. Then u1 = u10 + u11X1, where each monomial in u11 is not
a power of X1 and every monomial in u10 is a power of X1. By Corollary 1.13 there
exists an element w ∈ Λ such that u11X1 = (adg w)X1. Hence, replacing each uj by
uj − (adg w)Xj , we can assume that u11 = 0 and u1 = u1(X1).
For any index j > 1, we have in (5):
(u1Xj − q1j ξjXju1)− (q1jujX1 − ξ1X1uj )
= α1jX1Xj + β1jX1X−1j + γ1jX−11 Xj + θ1jX−11 X−1j . (20)
Let λXm be a monomial occurring in uj , where m = (m1, . . . ,mn) ∈ Zr × (N ∪ 0)n−r .
Then, by (20) and Proposition 1.5,
λq1jX
mX1 − λξ1X1Xm = λ
(
q1j
∏
i>1
q
−mi
1i − ξ1
)
X1X
m
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occurs in
u1Xj − q1j ξjXju1 − α1jX1Xj − β1jX1X−1j − γ1jX−11 Xj − θ1jX−11 X−1j .
It follows that either
q1j
∏
i>1
q
−mi
1i − ξ1 = 0,
i.e., m= ej , or X1Xm coincides with one of monomials Xl1Xj , l ∈ Z, X±11 X−1j . Anyway,
in all cases Xm coincides with one of monomials Xs1Xj , s ∈ Z, X−21 X−1j , X−1j . Thus
uj = vj (X1)Xj + λjX−21 X−1j +µjX−1j + τjXj ,
where the constant term of vj vanishes and λi,µj , τj ∈ k. By Corollary 1.13 there exists an
element w ∈Λ such that vjXj = (adg w)Xj . Hence, replacing each ut by ut − (adg w)Xt ,
we can assume that vj = 0 and
uj = τjX−21 X−1j +µjX−1j + λjXj . (21)
Let
u1 =
∑
s∈Z
νsX
s
1, νs ∈ k.
Then
u1Xj − q1j ξiXju1 =
∑
s∈Z
νsX
s
1Xj − q1j ξjXj
∑
s∈Z
νsX
s
1 =
∑
s∈Z
νs
(
1− ξj qs−1j1
)
X21Xj .
Therefore in (20) we have[∑
s∈Z
νs
(
1− ξjqs−1j1
)
Xs1Xj
]
− [q1j(τjX−21 X−1j +µjX−1j + λjXj )X1 − ξ1X1(τjX−21 X−1j +µjX−1j + λjXj )]
= α1jX1Xj + β1jX1X−1j + γ1jX−11 Xj + θ1jX−11 X−1j . (22)
It follows from (22) that, if s = ±1, then νs(1 − ξj qs−1j1 ) = 0. If 1 − ξjqs−1j1 = 0 then
1 = ξj qs−1j1 . Let ξdj = 1. Then 1 = qd(s−1)j1 , which is impossible since Λ is a general
algebra. Hence νs = 0 and
u1 = λ1X1 +µ1X−11 . (23)
Take an index i = j . By (23) and (21) we get in (5):
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[(
τiX
−2
1 X
−1
i +µiX−1i + λiXi
)
Xj − qij ξjXj
(
τiX
−2
1 X
−1
i +µiX−1i + λiXi
)]
− [qij (τjX−21 X−1j +µjX−1j + λjXj )Xi − ξiXi(τjX−21 X−1j +µjX−1j + λjXj )]
= αijXiXj + βijXiX−1j + γijX−1i Xj + θijX−1i X−1j . (24)
Comparing coefficients in X−21 X
−1
i Xj , we obtain
τi − qij ξiτiq−2j1 q−1ji = τi
(
1− q2ij q−2j1 ξi
)= 0.
If 1 = q2ij q−2j1 ξi and ξdi = 1 then 1 = q2dij q−2dj1 . But the indices 1, i, j are distinct. So by the
assumption on Λ we get a contradiction. Thus τi = 0. Comparing in (24) coefficients in
XiXj , XiX
−1
j X
−1
i X
−1
j , we prove the final statement. ✷
Corollary 1.14. Let g be a non-identical automorphism from Notation 1.3 with  = 1 and d
a g-derivation. Then there exist elements w ∈ Λ and w ∈ k such that d = adg w + ω∂ ,
where ∂ is from Proposition 1.4.
Proof. Let ui = d(Xi), 1 i  n. Then (5) is satisfied with αij = βij = γij = θij = 0. By
Theorem 1.11, each ui has the form ui = (adg w)Xi +λiXi where λi(1− ξj )= λj (1− ξi)
for all i, j . Since g is non-identical, ξi = 1 for some i . It follows that λj = λ(1 − ξj ) for
all j and for some λ ∈ k. ✷
We shall apply the previous results to the study of the Lie algebra of derivations of Λ.
There exist standard derivations ∂1, . . . , ∂n in DerΛ such that ∂j (Xi) = δijXi . Observe
that
[∂i , ∂j ](Xt)= ∂i∂j (Xt)− ∂j ∂i(Xt )= ∂(δjtXt )− ∂j (δitXt )= (δit δj t − δjt δit )Xt = 0.
Thus [∂i, ∂j ] = 0. Moreover if chark = p > 0 then ∂pi = ∂i . Hence the span of ∂1, . . . , ∂n
is an Abelian Lie algebra L of dimension n.
Theorem 1.15. There is a direct decomposition of vector spaces
DerΛ= DerintΛ⊗L.
Proof. Let ∂ be a derivation of Λ. Put ui = ∂(Xi), i = 1, . . . , n. Then u1, . . . , un ∈ Λ
satisfy (5) where g is the identical automorphism and therefore  = ξ1 = · · · = ξn = 1, and
αij = βij = γij = θij = 0 for all i, j = 1, . . . , n. By Theorem 1.11 we can conclude that
ui = λiXi + (adw)(Xi), where w ∈Λ. Hence ∂ = λ1∂1 + · · · + λn∂n + adw. ✷
Observe that for each element u ∈Λ
[∂i, adu] = ad
(
∂i(u)
)
. (25)
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It follows that DerintΛ is an ideal in the Lie algebra DerΛ. If r = n then the algebra Λ is
simple [MP] with the center k. Hence by [H] the Lie algebra Derint is a simple Lie algebra.
If we consider a special Jordan algebra Λ+ with multiplication a ◦ b = ab + ba then the
Jordan algebra Λ+ is again simple [H].
2. Actions of pointed Hopf algebras
We shall apply the results from the previous section to study actions of pointed Hopf
algebras H on Λ with n 3.
Definition 2.1. A Hopf algebra H over a field k is pointed if all simple co-subalgebras in H
have dimension 1. By ∆,S, ε we shall denote comultiplication, an antipode, and a counity
in H , respectively.
Let G = G(H) be the group of group-like elements in the pointed Hopf algebra H .
Elements of G act as automorphisms of Λ.
Notation 2.2. Denote by G+ the set of all elements γ ∈ G such that γ (Xi) = ξiXi ,
1 i  n, where ξi ∈ k∗.
It is clear that G+ is a normal subgroup in G of the index |G :G+| 2. If r < n then
G=G+ by Theorem 0.1. If G =G+ and γ ∈G \G+, then G=G+ ∪ γG+.
The next theorem is due to E.J. Taft and R.L. Wilson [M, Theorem 5.4.1].
Theorem 2.3. Let H be a pointed Hopf algebra. Then there is a Hopf algebra filtration
H0 ⊆H1 ⊆ · · · on H such that
(1) H−1 = 0;
(2) H0 = kG, where G is the set of all group-like elements in H ;
(3) if x ∈Hm, m 1, then x =∑h,f∈G xh,f and
∆(xh,f )= xh,f ⊗ f + h⊗ xh,j +w ∈H ⊗H, (26)
where w ∈Hm−1 ⊗Hm−1.
Notation 2.4. By P (m)h,f we shall denote the set of all elements xh,f ∈ Hm satisfying (26)
such that ε(u)= 0.
It is not hard to see that P (m)h,f is a subspace in Hm.
Proposition 2.5. Let x ∈ P (m)g,f . Then xf−1 ∈ P (m)g,f−1,1.
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Proof. In fact,
∆
(
xf−1
) = ∆(x)∆f−1 =∆(x)(f−1 ⊗ f−1)= (x ⊗ f + h⊗ x +w)(f−1 ⊗ f−1)
= xf−1 ⊗ 1+ gf−1 ⊗ xf−1 +wf−1. ✷
Now we fix a pointed Hopf algebra H which acts on Λ. Let u ∈ P (m)g,1 where g ∈G is
from Notation 1.3. Then
∆(u)= u⊗ 1+ g⊗ u+
s∑
t=1
ht ⊗ ft (27)
where ht , ft ∈Hm−1. We shall discuss the following property:
=(m) if h ∈Hm then h(Xi)= χi(h)Xi +ωi(h)X−1i where χi(h),ωi(h) ∈ k and ωi(h)= 0
if G=G+.
Proposition 2.6. If the property =(m− 1) is satisfied and u ∈ P (m)g,1 , where m 1, then
u(Xi)= (adg w)Xi + λiXi +µ−1i X−1i
for some elements w ∈Λ and λi,µi ∈ k. Moreover, µi = 0 if either G=G+ or  =−1 in
Notation 1.3.
Proof. The equality (27) implies
u(XiXj ) = u(Xi)Xj + ξiXi u(Xj )
+
∑
t
(
χi(ht )Xi +ωi(ht )X−1i
)(
χj (ft )Xj +ωj (ft )X−1j
)
,
for all 1  i, j  n. Note that u(XiXj ) = qiju(XiXj ) for all i, j and therefore (5) is
satisfied where
αij =
∑
t
(
qijχj (ht )χi(ft )− χj (ft )χi(ht )
);
βij =
∑
t
(
qijωj (ht )χi(ft )−ωj (ft )χi(ht )
);
γij =
∑
t
(
qijχj (ht )ωi(ft )− χj (ft )ωi(ht )
);
0=
∑
t
(
qijωj (ht )ωi(ft )−ωj (ft )ωi(ht )
)
. (28)
If either G=G+ or  =−1 then ω∗(ht )= ω∗(ft )= 0 and therefore βij = γij = 0 for all
i, j by Proposition 1.7 and (28). Hence µi = 0 by Theorem 1.11. Applying Theorems 1.9
and 1.11, we complete the proof. ✷
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Proposition 2.7. Let the property =(m) be satisfied and u ∈Hm, m 1. If i  r , then
u
(
X−1i
)= χ−iX−1i +ω−iXi.
Moreover, ω−i = 0 if G=G+.
Proof. We shall proceed by induction on m. The case m= 1 follows from Theorem 0.1.
Suppose that the statement is proved for m− 1 and u ∈ P (m)g,1 . We have 0 = ε(u)= u(1)=
u(XiX
−1
i ). Hence by (27) and by induction applied to ht , ft , we obtain
0 = u(Xi)X−1i + g(Xi)u
(
X−1i
)
+
∑
t
(
χi(ht )Xi +ωi(ht )X−1i
)(
χ−i (ft )X−1i +ω−i (ft )Xi
)
= (χi(u)Xi +ωi(u)X−1i )X−1i + g(Xi)u(X−1i )
+
∑
t
(
χi(ht )Xi +ωi(ht )X−1i
)(
χ−i (ft )X−1i +ω−i (ft )Xi
)
.
Therefore
u
(
X−1i
) = −g(Xi)−1(χi(u)Xi +ωi(u)X−1i )X−1i
− g(Xi)−1
∑
t
(
χi(ht )Xi +ωi(ht )X−1i
)(
χ−i (ft )X−1i +ω−i (ft )Xi
)
.
The algebra Λ is a general quantum polynomial algebra with respect to variables
X−11 , . . . ,X−1r ,Xr+1, . . . ,Xn. Hence, by Theorems 1.9 and 1.11,
u
(
X−1i
)= (adg v)X−1i + χ−iX−1i +ω−iXi .
Hence ω−i = 0 if either G=G+ or  =−1. Therefore
(
adg(v)
)(
X−1i
) = −χ−iX−1i −ω−iXi − ξ−1i X−i (χi(u)Xi + χ ′i (u)X−1i )X−1i
−
∑
t
ξ−1i X
−1
i
(
χi(ht )Xi +ωi(ht )X−1i
)(
χ−i (ft )X−1i +ω−i (ft )Xi
)
.
By Proposition 2.10 and Corollary 2.11 we conclude that v = 0. ✷
Proposition 2.8. Let the property =(m− 1) be satisfied and u ∈ P (m)g,1 , m 1. If i  r , then
u
(
X−1i
)= (adg w)X−1i + χ−iX−1i +ω−iXi .
Here ω−i = 0 if either G=G+ or  =−1 in Notation 1.3.
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Proof. We shall apply the argument from Proposition 2.7. Since 0 = ε(u) = u(1) =
u(XiX
−1
i ), Proposition 2.7 and (27) imply
0 = u(Xi)X−1i + g(Xi)u
(
X−1i
)
+
∑
t
(
χi(ht )Xi +ωi(ht )X−1i
)(
χ−i (ft )X−1i +ω−i (ft )Xi
)
= ((adg w)Xi + λiXi +µiX−1i )X−1i + g(Xi)u(X−1i )
+
∑
t
(
χi(ht )Xi +ωi(ht )X−1i
)(
χ−i (ft )X−1i +ω−i (ft )Xi
)
.
It follows that
u
(
X−1i
) = −g(Xi)−1((adg w)Xi + λiXi +µiX−1i )X−1i
− g(Xi)−1
∑
t
(
χi(ht )Xi +ωi(ht )X−1i
)(
χ−i (ft )X−1i +ω−i (ft )Xi
)
= −g(Xi)−1
[
(adg w)Xi
]
X−1i − ξ−1i λiX−i − ξ−1i µiX−−2i
−
∑
t
ξ−1i X
−
i
(
χi(ht )Xi +ωi(ht )X−1i
)(
χ−i (ft )X−1i +ω−i (ft )Xi
)
.
Observe that
−g(Xi)−1[(adg w)Xi]X−1i = −g(Xi)−1[wXi − g(Xi)w]X−1i
= wX−1i − g
(
X−1i
)
w = (adg w)X−1i .
Thus
u
(
X−1i
) = (adg w)X−1i − ξ−1i λiX−i − ξ−1i µiX−−2i
−
∑
t
ξ−1i X
−
i
(
χi(ht )Xi +ωi(ht )X−1i
)(
χ−i (ft )X−1i +ω−i (ft )Xi
)
.
The algebra Λ is a general quantum polynomial algebra with respect to variables X−11 , . . . ,
X−1r ,Xr+1, . . . ,Xn. Hence, by Theorems 1.9 and 1.11, we obtain
u
(
X−1i
)= (adg v)X−1i + χ−iX−1i +ω−iXi,
where ω−i = 0 is either G=G+ or  =−1. Therefore
(
adg(w− v)
)(
X−1i
) = ηiX−1i + η′iXi +∑
t
ξ−1i X
−
i
(
χi(ht )Xi +ωi(ht )X−1i
)
× (χ−i (ft )X−1i +ω−i (ft )Xi).
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By Proposition 2.10 and Corollary 2.11 we conclude that w = v. ✷
Proposition 2.9. Let ∆m :H →H⊗m be an iterated comultiplication,∆2 =∆. If u ∈ P (m)g,1
then
∆m(u)=
m−1∑
j=0
g⊗ · · · ⊗ g︸ ︷︷ ︸
j
⊗u⊗ 1⊗ · · · ⊗ 1+
∑
hi1 ⊗ · · · ⊗ him
where hi1 , . . . , him ∈Hm−1.
Proof. Apply coassociativity of ∆ and induction on m. ✷
In order to prove the next theorem, we need some auxiliary statements.
Proposition 2.10. Let v, m ∈ Zr × (N∪ 0)n−r be multi-indices. Then
(adg Xm)Xv =


[∏
j>i
q
vjmi
ji − ξv11 · · · ξvnn
∏
j>i
q
vimj
ji
]
Xm+v, if  = 1;
(∏
j>i
q
vjmi
ji
)
Xm+v − ξv11 · · · ξvnn
∏
j>i
q
vj (vi−mi)
ji X
m−v, if  = 1.
Proof. As in the proof of Lemma 1.12, in the case  = 1 we have
(
adg Xm
)
Xv = XmXv − g(Xv)Xm
=
(∏
j>i
q
vjmi
ji
)
Xm+v − ξv11 · · · ξvnn
(∏
j>i
q
vimj
ji
)
Xm+v
=
[∏
j>i
q
vjmi
ji − ξv11 · · · ξvnn
∏
j>i
q
vimj
ji
]
Xm+v .
If  =−1, then
(
adg Xm
)
Xv = XmXv − ξv11 · · · ξvnn X−vnn · · ·X−v11 Xm
=
(∏
j>i
q
vjmi
ji
)
Xm+v − ξv11 · · · ξvnn
∏
j>i
q
vj (vi−mi)
ji . ✷
Corollary 2.11. Let p, t ∈ Zr × (N∪ 0)n−r and
rank
(
p
t
)
= 2. (29)
Then (adg Xp)Xt = θXp+t , where θ ∈ k∗.
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Proof. By Proposition 2.10 we can assume that  = 1. If θ = 0, then
1 = ξ t11 · · ·ξ tnn
∏
j>i
q
tjpi−tipj
j i ,
where ξ1, . . . , ξn, are roots of 1. As in the proof of Lemma 1.12, we can conclude that
tjpi − tipj = 0 for all j > i and therefore for all j, i . It leads to a contradiction with the
assumption (29). ✷
Proposition 2.12. Let σXp , p > 0, σ ∈ k, be the leading monomial in w. Suppose that t
be a multi-index such that
rank
(
p
t
)
= 2.
Then the leading term of u(Xt )= ζXp+t , ζ ∈ k∗.
Proof. Apply Proposition 2.9 and Corollary 2.11. ✷
Theorem 2.13. Let =(m − 1) be satisfied. Suppose that for every u ∈ P (m)g,1 there exists
a non-zero polynomial f (T ) ∈ k[T ] such that f (u)= 0. Then =(m) holds.
Proof. Suppose p = (p1, . . . , pn) ∈ suppw and pi > 0 for some i . Rearranging variables
X1, . . . ,Xn we can assume that i = 1. Then w > 0. Suppose that θXp is the leading term
of w. Let
f (T )= c0 + c1T + · · · + csT s ∈ k[T ], ci ∈ k, cs = 0.
By Proposition 2.12 there exists a monomial Xt such that the leading term of f (u)Xt is
equal to θsXsp+t , a contradiction.
Hence pi  0 for all i . If r = 0 then the proof is over. Suppose that r > 0 and
pi < 0 for some i . As we have mentioned above, the algebra Λ is a general quantum
algebra with respect to X−11 , . . . ,X−1r ,Xr+1, . . . ,Xn. By Propositions 2.8 and 2.12 we
can conclude that pi  0 for i  r . Hence p = 0 and w ∈ k. In this case (adg w)Xi = 0 and
u(Xi)= λiXi +µiX−1i . ✷
Corollary 2.14. Let H be a finite-dimensional pointed Hopf algebra. Then the property
=(m) is satisfied for any m.
Starting from now we shall assume that H is a finite-dimensional pointed Hopf algebra
acting on Λ. Consider the coaction ρ :Λ → H ∗ ⊗ Λ related to the action of H on Λ
[M, Lemma 1.6.4], where H ∗ = Hom(H, k) is a convolution algebra with convolutive
multiplication ∗. The unit element of H ∗ is the counity ε. By Corollary 2.14
ρ(Xi)= χi ⊗Xi +ωi ⊗X−1i , χi,ωi ∈H ∗,
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where h(Xi)= χi(h)Xi + ωi(h)X−1i for any h ∈H . Note that ωi = 0 if G=G+. Recall
that, by Proposition 2.8, if i  r then
h
(
X−1i
)= χ−i (h)X−1i +ω−i (h)X;
that is
ρ
(
X−1i
)= χ−i ⊗X−1i +ω−i ⊗Xi, χ−i ,ω−i ∈H ∗.
Proposition 2.15. The following equalities are satisfied in H ∗ if i  r:
χi ∗ω−i = ω−i ∗ χi = χ−i ∗ ωi = ωi ∗ χ−i = 0;
χi ∗ χ−i +ωi ∗ω−i = χ−i ∗ χi +ω−i ∗ωi = ε. (30)
Moreover, if 1 i = j  n and π,σ =±1 then
χπi ∗ ωσj = ωσj ∗ χπi = 0; (31)
χπi ∗ χσj = χσj ∗ χπi, ωσj ∗ ωπi = ωπi ∗ ωσj . (32)
Proof. The coaction ρ is an algebra homomorphism. Hence by Corollary 2.14
1⊗ 1 = ρ(1)= ρ(Xi)ρ
(
X−1i
)= (χi ⊗Xi +ωi ⊗X−1i )(χ−i ⊗X−1i +ω−i ⊗Xi)
= (χi ∗ω−i )⊗X2i + (χi ∗ χ−i +ωi ∗ω−i )⊗ 1+ (ωi ∗ χ−i )⊗X−2i . (33)
Comparing in (33) coefficients in X2i ,1,X−2i , we can partially prove (30). Similarly,
considering 1⊗ 1 = ρ(X−1i )ρ(Xi), we complete the proof of (30).
We have to prove (32) only in the case when ωj = 0 and therefore r − n. Then Λ is
a general quantum polynomial algebra with respect to the variables
X1, . . . ,Xi−1, Xπi Xσj , Xi+1, . . . ,Xn.
Then
ρ
(
Xπi X
σ
j
) = λ⊗Xπi Xσj + λ′ ⊗X−σj X−πi = ρ(Xπi )ρ(Xσj )
= (χπi ⊗Xπi +ωπi ⊗X−πi )(χσj ⊗Xσj +ωσj ⊗X−σj )
= (χπi ∗ χσj )⊗Xπi Xσj + (χπi ∗ωσj )⊗Xπi X−σj
+ (ωπi ∗ χσj )⊗X−πi Xσj + (ωπi ∗ωσj )⊗X−πi X−σj
= (ωπi ∗ χσj )⊗X−πi Xσj + qπσij (ωπi ∗ ωσj )⊗X−σj X−πi ,
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and (31) follows. Moreover,
ρ
(
Xπi X
σ
j
)= (χπi ∗ χσj )⊗Xπi Xσj + qπσij (ωπi ∗ ωσj )⊗X−σi X−πi .
In the same time,
ρ
(
Xπi X
σ
j
) = qπσij ρ(Xσj Xπi )= qπσij (χσj ∗ χπi)⊗Xσj Xπi + qπσij (ωσj ∗ωπi)⊗X−σj X−πi
= (χσj ∗ χπi)⊗Xπi Xσj + qπσij (ωπi ∗ ωσj )⊗X−σj X−πi ,
and (32) follows. ✷
Corollary 2.16. If i  r then χ−i = S(χi).
Proof. Apply (30). ✷
Using Corollary 2.16 we can expand the action of H on Λ to the action of H on the
localized algebra ΛX1...Xn ; i.e., we can assume starting from now that r = n.
Corollary 2.17. For any i = 1, . . . , n and π =±1 we have
χπi ∗ ωπi = ωπi ∗ χπi = 0.
Proof. We can assume that π = 1 and ωi = 0. If j = i then, by Proposition 2.15,
(χi ∗ ωi) ∗ χj = χi ∗ (ωi ∗ χj )= 0;
(χi ∗ ωi) ∗ωj = χi ∗ (ωi ∗ωj )= χi ∗ (ωj ∗ ωi)= (χi ∗ ωj ) ∗ ωi = 0.
By (30)
0 = (χi ∗ ωi) ∗ χj ∗ χ−j + (χi ∗ωi) ∗ ωj ∗ ω−j = (χi ∗ ωi) ∗ ε = χi ∗ωi. ✷
The next theorem generalizes Proposition 2.15.
Theorem 2.18. Let H be a finite-dimensional pointed Hopf algebra acting on Λ with
n 3. If h ∈H then for any monomial Xv we have
h(Xv)= χv(h)Xv +ωv(h)X−v (34)
where χv,ωv ∈H ∗. Moreover, if v, t ∈ Zn are non-zero multi-indices then
χv ∗ωt = ωv ∗ χt = 0; (35)
χv ∗ χt = χt ∗ χv, ωv ∗ωt = ωt ∗ωv, (36)
and if t = −v then
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χv ∗ χt = χv+t , ωv ∗ωt = ωv+t . (37)
In addition,
χv ∗ χ−v +ωv ∗ω−v = ε. (38)
If G=G+, then ωv = 0 for all v.
Proof. Without loss of generality, we can assume that
v = (v1, . . . , vn) ∈ Zn, v1, . . . , vn  0.
Then
ρ(Xn)= ρ(X1)v1 · · ·ρ(Xn)vn =
n∏
i=1
(
χi ⊗Xi +ωi ⊗X−1i
)vi .
Applying Corollary 2.17 and Proposition 2.15, we prove (34).
Thus, by Proposition 1.5,
ρ
(
XvXt
) = ρ(Xv)ρ(Xt )= (χv ⊗Xv +ωv ⊗X−v)(χt ⊗Xt +ωt ⊗X−t )
=
(∏
i>j
q
vj ti
j i
)
(χv ∗ χt)⊗Xv+t +
(∏
j>i
q
−vj ti
j i
)
(χv ∗ ωt)⊗Xv−t
+
(∏
i>j
q
−vj ti
j i
)
(ωv ∗ χt )⊗X−v+t +
(∏
i>j
q
vj ti
j i
)
(ωv ∗ωt )⊗X−v−t .
(39)
On the other hand,
ρ
(
XvXt
) = (∏
i>j
q
vj ti
j i
)
ρ
(
Xv+t
)
=
(∏
i>j
q
vj ti
j i
)
χv+t ⊗Xv+t +
(∏
i>j
q
vj ti
j i
)
ωv+t ⊗X−v−t . (40)
Suppose first that v = ±t . Then the multi-indices
v + t, v − t, −v + t, −v − t
are pairwise different. Comparing coefficients in
Xv+t , Xv−t , X−v+t , X−v−t
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in (39) and in (40) we obtain (35) and (37) if v = ±t .
Now if v = 0 then 2v = ±v. Hence, by (37),
χv ∗ χv = χv ∗ χ2v ∗ χ−v = χ3v ∗ χ−v = χ2v;
ωv ∗ωv = ωv ∗ω2v ∗ω−v = ω3v ∗ω−v = ω2v;
χv ∗ωv = χv ∗ω2v ∗ω−v = 0 = ωv ∗ χv;
χv ∗ω−v = χv ∗ωv ∗ ω−2v = 0= ωv ∗ χ−v;
χv ∗ χ−v = χ2v ∗ χ−v ∗ χ−v = χ−v ∗ χ−v ∗ χ2v = χ−v ∗ χv;
ωv ∗ω−v = ω2v ∗ω−v ∗ ω−v = ω−v ∗ ωv;
and therefore (37) holds if t = −v and (35), (36) hold for all non-zero v, t .
Similarly as in (39), we have
1⊗ 1 = ρ(Xv(Xv)−1)= (∏
i>j
q
vjvi
j i
)
ρ(XvX−v)
=
(∏
i>j
q
vjvi
j i
)
(χv ⊗Xv +ωv ⊗X−v)(χ−v ⊗X−v +ω−v ⊗Xv)
=
(∏
i>j
q
vivj
j i
){(∏
i>j
q
−vivj
j i
)[
(χv ∗ χ−v)+ (ωv ∗ ω−v)
]⊗ 1
+
(∏
i>j
q
vivj
ij
)[
(χv ∗ ω−v)⊗X2v + (ωv ∗ χ−v)⊗X−2v
]}
.
Now (38) follows. ✷
Corollary 2.19. If v, t are non-zero multi-indices then
(χv ∗ χ−v) ∗ χt = χt , (ωv ∗ ω−v) ∗ωt = ωt .
In particular, χv ∗ χ−v = χt ∗ χ−t and ωv ∗ω−v = ωt ∗ω−t .
Proof. By (38) and (35) we have
(χv ∗ χ−v) ∗ χt = (ε−ωv ∗ ω−v) ∗ χt = ε ∗ χt = χt .
Similarly, we prove the second equality. The last two equalities follows. ✷
Proposition 2.20. Let v be a multi-index. Then
∆(χv)= χv ⊗ χv +ω−v ⊗ ωv; ∆(ωv)= ωv ⊗ χv + χ−v ⊗ωv. (41)
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Proof. For any h,u ∈H we have in H ∗:
∆(χv)= (h⊗ u)= χv(hu), ∆(ωv)(h⊗ u)= ωv(hu).
So
χv(hu)X
v +ωv(hu)X−v
= (hu)Xv = h(u(Xv))= h(χv(u)Xv +ωv(u)X−v)
= χv(u)
(
χv(h)X
v +ωv(h)X−v
)+ωv(u)(χ−v(h)X−v +ω−v(h)Xv)
= [χv(h)χv(u)+ω−v(h)ωv(u)]+ [ωv(h)χv(u)+ χ−v(h)ωv(u)]X−v .
Hence
χv(hu)= χv(h)χv(u)+ω−v(h)ωv(u), ωv(hu)= ωv(h)χv(u)+ χ−v(h)ωv(u),
and (41) follows. ✷
Proposition 2.21. Let v be a non-zero multi-index. Then
ε(χv)= 1, ε(ωv)= 0, S(χv)= χ−v, S(ωv)= ωv.
Proof. By Proposition 2.20, (35), and (36) we have ε(χv) = χv(1) = 1 and ε(ωv) =
ωv(1) = 0. It follows that χ0 = ε, ω0 = 0, and therefore S(χ0) = ε, S(ω0) = 0. So it
suffices to prove that if v = 0 then S(χv) = χ−v , S(ωv) = ωv . In fact, by (38) and
Proposition 2.20 we have
χv ∗ S(χv)+ω−v ∗ S(ωv)= χv ∗ χ−v +ω−v ∗ ωv = χv ∗ χ−v +ωv ∗ω−v = ε.
Similarly, S(χv) ∗ χ−v + S(ω−v) ∗ ωv = χ−v ∗ χv +ω−vωv = ε. Moreover, by (35)
ωv ∗ S(χv)+ χ−v ∗ S(ωv)= ωv ∗ χ−v + χv = 0,
S(ωv) ∗ χv + S(χ−v) ∗ωv = ωv ∗ χ−v + χv ∗ ωv = 0. ✷
Corollary 2.22. For any h ∈H and a non-zero multi-index v we have χv(S(h))= χ−v(h),
ωv(S(h))= ωv(h).
Since the algebra H ∗ has finite dimension, there exists a minimal positive integer m
such that
χvm + γm−1χvm−1 + · · · + γ1χv1 = 0 (42)
for some γm−1, . . . , γ1 ∈ k, where v1, . . . , vm are non-zero distinct multi-indices. It is pretty
obvious that γm−1, . . . , γ1 = 0 and the elements χm−1, . . . , χv1 are linearly independent
over the basic field k.
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Proposition 2.23. We have m= 2 and γ1 =−1.
Proof. Applying comultiplication ∆ to (42), we obtain by (41):
(χvm ⊗ χvm +ω−vm ⊗ ωvm)+
m−1∑
i=1
γi(χvi ⊗ χvi +ω−vi ⊗ωvi )= 0.
Choose a multi-index v0 = 0 such that v0 + vi = 0 for all i . Multiplying the last equation
by χv0 ⊗ χv0 and applying (35), we obtain
χvm+v0 ⊗ χvm+v0 +
m−1∑
i=1
γi(χvi+v0 ⊗ χvi+v0)= 0. (43)
We claim that χvm−1+v0 , . . . , χv1+v0 are also linearly independent. In fact, if µm−1 ×
χvm−1+v0 + · · · + µ1χv1+v0 = 0, where µm−1, . . . ,µ1 ∈ k, then multiplying this equality
by χ−v0 we obtain by (36) that
µm−1χvm−1 + · · · +µ1χv1 = 0,
and therefore µm−1 = · · · = µ1 = 0. Now
χvm+v0 = χvm ∗ χv0 =−
m−1∑
i=1
γiχvi ∗ χv0 =−
m−1∑
i=1
γiχvi+v0 .
Thus (42) implies
χvm+v0 ⊗ χvm+v0 =
m−1∑
i,j=1
γiγj (χvi+v0 ⊗ χvj+v0).
Hence (43) can be written in the form
m−1∑
i,j=1
γiγj (χvi+v0 ⊗ χvj+v0)+−
m−1∑
i=1
γi(χvi+v0 ⊗ χvi+v0)= 0. (44)
If i = j then γiγj = 0. If i = j = 1 then γ 21 + γ1 = 0 and therefore γ1 = −1. Since all
γi = 0, we can conclude that m= 2. ✷
Proposition 2.24. Let v, t be non-zero distinct multi-indices and χv = χt then ωt = ζωv
for some ζ ∈ k. Moreover, either ωt ,ωv, ζ = 0 or ωt = ωv = ζ = 0.
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Proof. Applying comultiplication ∆ to the given identity, we get
χv ⊗ χv +ω−v ⊗ ωv = χt ⊗ χt +ω−t ⊗ωt .
Then
ω−v ⊗ωv = ω−t ⊗ ωt ; (45)
that is, ωt = ζωv where ζ ∈ k. If ωt = 0 then ζ = 0 and ωv = 0. Suppose that ωt = 0 and
ωv = 0. Then ω−v ⊗ωv = 0 by (45) and therefore ω−v = 0. Multiplying by ω2v we obtain
ωv = ω−v ∗ ω2v = 0. So in this cases we can take ζ = 0. ✷
Proposition 2.25. Let v1, . . . , vm be distinct non-zero multi-indices such that the elements
ωv1, . . . ,ωvm−1 (46)
are linearly independent and
ωvm + γm−1ωvm−1 + · · · + γ1γv1 = 0 (47)
where γ1, . . . , γm−1 ∈ k∗. Then m= 2.
Proof. Applying comultiplication ∆ to (47), we obtain
[ωvm ⊗ χvm + χ−vm ⊗ ωvm] +
m−1∑
i=1
λi[ωvi ⊗ χvi + χ−vi ⊗ ωvi ] = 0. (48)
Pick a non-zero multi-index v0 such that vi + v0 = 0 for all i = 1, . . . ,m − 1.
Multiplying (48) by ωv0 ⊗ χv0 , we obtain by (35) that
ωvm+v0 ⊗ χvm+v0 +
m−1∑
i=1
λi [ωvi+v0 ⊗ χvi+v0] = 0. (49)
As in the proof of Proposition 2.23, the elements
ωv1+v0, . . . ,ωvm−1+v0 (50)
are linearly independent and
ωvm+v0 + γm−1ωvm−1+v0 + · · · +ω1ωv1+v0 = 0.
Hence in (49) we have
m−1∑
i=1
λiωvi+v0 ⊗ [−χvm+v0 + χvi+v0] = 0.
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Since the elements (50) are linearly independent, we conclude that χvm+v0 = χvi+v0 and
therefore χvm = χvi for any i . By Proposition 2.24 we can conclude that ωvm = ζiωvi where
ζi ∈ k∗. But the elements (46) are linearly independent, hence m= 2. ✷
Proposition 2.26. Let v be a non-zero multi-index. Then the following are equivalent:
(1) there exists a non-zero multi-index t such that
χt ∗ χv = χt ; (51)
(2) (51) holds for any multi-index t ;
(3) χv = χt ∗ χ−t for some t .
Proof. Apply Theorem 2.18 and Corollary 2.19. ✷
Notation 2.27. Denote by U the subset of Zn consisting of zero and all non-zero multi-
indices v for which Proposition 2.26 holds.
Proposition 2.28. U is a subgroup of a finite index in Zn and χv = χt where t, v = 0 if and
only if v − t ∈ U . In this case ωt = ζωv for some ζ ∈ k. Moreover, either ωt,ωv, ζ = 0 or
ωt = ωv = ζ = 0. Conversely, if ωt = 0 for some t and ωs+v = ξωs for some ζ ∈ k, and
multi-index s then v ∈ U .
Proof. Apply Theorem 2.18, Propositions 2.26 and 2.24. Suppose now that ωs+v = ζωs .
If t = s + v, we multiply the last equation by ωt−s−v . If t = s + v then we multiply this
equation by some ωr such that t = r + s + v and afterwards by ωt−r−s−v . Anyway, in all
cases we obtain ωt = ζωt−v . Applying ∆ to this equation, we obtain
ωt ⊗ χt + χ−t ⊗ωt = ξ(ωt−v ⊗ χt−v + χ−t+v ⊗ ωt−v).
Replacing ωt by ζωt−v , we get
ωt ⊗ (χt − χt−v)+ (χv−t − χ−t )⊗ωt = 0.
Since ωt = 0, we deduce χt = χt−v and χv−t = χ−t , which means that v ∈ U by
Proposition 2.26. ✷
Let u ∈U ; then for all t, s ∈ Zn \0 we have ωt+u = ζωt and therefore ωt+s+u = ζωt+s .
Hence the element ζ = ζu depends only on u. Moreover, if ζu = 0 then ζ−u = ζ−1u . In fact,
if t ∈ Zn \0 and t = u then ωt = ωt−u+u = ζuωt−u and thereforeωt−u = ζ−1u ωt . Similarly,
ζv+u = ζvζu for all v,u ∈ U .
Proposition 2.29. Let v ∈ Zn. Then
χv + ζvω−v = ε, ωv + ζvχ−v = ζvε (52)
if and only if v ∈U .
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Proof. Let v ∈ U . For any t ∈ Zn \ 0, by Theorem 2.18 and the preceding considerations,
we have
(χv + ζvω−v) ∗ χt = χv ∗ χt = χt , (χv + ζvω−v) ∗ ωt = ζvωv ∗ωt = ωt .
Thus
(χv + ζvω−v) = (χv + ζvω−v) ∗ ε = (χv + ζvω−v) ∗ (χt ∗ χ−t +ωt ∗ω−t )
= χt ∗ χ−t +ωt ∗ω−t = ε.
Similarly,
(ωv + ζvχ−v) ∗ χt = ζvχt , (ωv + ζvχ−v) ∗ωt = ζvωt ,
and therefore ωv + ζvχ−v = ζvε.
Conversely, if (52) holds then, for any t ∈ Zn \ 0, by Theorem 2.18 χt ∗ χv = (ε −
ζvω−v)= χt . Apply Proposition 2.26. ✷
Corollary 2.30. Let ΛH be the subalgebra of invariants of H . Then Xv + ζvX−v ∈ΛH if
and only if v ∈U . In particular, Λ is a left and right Noetherian ΛH -module.
Proof. Consider the image of Xv + ζvX−v under the comultiplication ρ,
ρ
(
Xv + ζvX−v
) = (χv,⊗Xv +ωv ⊗X−v)+ ζv(χ−v ⊗X−v +ω−v ⊗Xv)
= (χv + ζvω−v)⊗X−v + (ωv + ζvχ−v)⊗X−v.
Hence ρ(Xv + ζvX−v) = ε ⊗ (Xv + ζvX−v) if and only if (52) holds. Apply Proposi-
tion 2.29. ✷
Denote by F ∗χ the linear span of all elements χv for all multi-indices v. Similarly denote
by F ∗ω the linear span of elements ωv for all non-zero multi-indices v. By Theorem 2.18,
Proposition 2.20, Corollary 2.19, Proposition 2.21, F ∗ = F ∗χ ⊗ F ∗ω is a commutative Hopf
subalgebra in H ∗. Moreover, χv, v ∈ U , is the unit element of the subalgebra F ∗χ . If
G =G+ then dimF ∗ω = dimF ∗χ = |Zn/U | by Proposition 2.28. The algebra Λ is a left F -
module algebra and there exists a surjective Hopf algebra morphism π :H → F = (F ∗)∗
such that the action of H on Λ is a composition of π and the action of F on Λ.
Choose a system of representatives T = {v¯} of Zn/U in Zn. Then a basis of F ∗ consists
of all {χv¯,ωv¯ | v¯ ∈ T }. Choose a dual basis {χv¯,ωv¯ | v¯ ∈ T } in F . Then〈
χv¯,χw
〉= 〈ωv¯,ωw〉= δv¯,w, 〈χv¯,ωw 〉= 〈ωv¯,χw〉= 0.
Denote by Fχ the linear span of all χv¯ , v¯ ∈ T .
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Proposition 2.31. The (co)multiplication table for the basis χv¯ , v¯ ∈ T , of Fχ has the form
χt¯χ s¯ = δt¯,s¯χ t¯ , ∆
(
χt¯
)= ∑
r¯+s¯=t¯
χ r¯ ⊗ χs¯, ε(χt¯ )= δt¯,0,
S
(
χt¯
)= χ−t¯ ,
where z¯ + s¯ = t¯ in Zn/U . In particular, Fχ is a cocommutattive and commutative Hopf
subalgebra in F .
Proof. By Proposition 2.20, for any u¯ ∈ T we have
〈
χt¯χ s¯ , χu¯
〉= 〈χt¯ ,χu¯〉〈χs¯,χu¯〉+ 〈χt¯ ,ωu¯〉〈χu¯,ω−u¯〉= δt¯,u¯δs¯,u¯,〈
χt¯χ s¯ ,ωu¯
〉= 〈χt¯ ,ωu¯〉〈χs¯,χu¯〉+ 〈χt¯ ,χ−u¯〉〈χu¯,ωu¯〉= 0.
Hence
χt¯χ s¯ =
{
0, if t¯ = s¯;
χs¯, if t¯ = s¯.
Now
∆
(
χt¯
)
(χs¯ ⊗ χu¯)=
〈
χt¯ ,χs¯ ∗ χu¯
〉= 〈χt¯ ,χs¯+u¯〉= δt¯,s¯+u¯.
Similarly,
∆
(
χt¯
)
(χs¯ ⊗ ωu¯)=
〈
χt¯ ,χs¯ ∗ ωu¯
〉= 0 =∆(χt¯ )(ωs¯ ⊗ χu¯);
∆
(
χt¯
)(
ωs¯ ⊗ ωu¯
)= 〈χt¯ ,ωs¯+u¯〉= 0.
Hence
∆
(
χt¯
)= ∑
r¯+s¯=t¯
χ r¯ ⊗ χs¯.
In the same way one can calculate the values of ε and S. ✷
Proposition 2.32. Let g ∈G \G+. Then g2 = 1 and π(g)Fχπ(g)−1 = Fχ .
Proof. We have g(Xi)= ξiX−1i , ξi ∈ k∗, for any i = 1, . . . , n. Then g2(Xi)=Xi for any i
that is g2 = 1.
Observe that g(Xv)= ωv(g)X−v for any v ∈ Zn. Hence π(g) belongs to the linear span
of ωv¯ , v¯ ∈ T . By (41) we have
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〈
ωv¯,π(g)χ
wπ(g)
〉 = 〈ωv¯,π(g)〉〈χv¯,χwπ(g)〉+ 〈χ−v¯ , π(g)〉〈ωv¯,χwπ(g)〉
= 〈ωv¯,π(g)〉〈χv¯,χw〉〈χv¯,π(g)〉+ 〈ωv¯,π(g)〉〈ω−v¯ , χw〉〈ωv¯,π(g)〉
+ 〈χ−v¯ , π(g)〉〈ωv¯,χw 〉〈χv¯,π(g)〉+ 〈χ−v¯ , π(g)〉〈χ−v¯ , χw〉〈ωv¯,π(g)〉
= 0. ✷
Proposition 2.33. π(g)Fχπ(g)∩ Fχ = 0.
Proof. Suppose that a, b ∈ Fχ and π(g)a = b. Then
0 = 〈ωv¯,π(g)a〉= 〈ωv¯,π(g)〉〈χv¯, a〉 + 〈χv¯,π(g)〉〈ωv¯, a〉
= 〈ωv¯,π(g)〉〈χv¯, a〉.
Hence 〈χv, a〉 = 0 for any v¯ and therefore a = b= 0. ✷
Thus we have proved
Theorem 2.34. Fχ is a commutative and cocommutative Hopf subalgebra in F .
Moreover, F is a smash product F = Fχ = 〈π(g)〉, where k〈π(g)〉 is a group algebra of
a cyclic group of order 2.
In terms of the chosen basis of F the surjective homomorphism of Hopf algebras
π :H → F has the form
π(h)=
∑
v
(
χv(h)χ
(v) +ωv(h)ω(v)
)
for any h ∈H .
The algebra F ∗ is pointed as a factor algebra of H [M, Corollary 5.3.5] and
cocommutative. Let F1 be the irreducible connected component of F containing 1.
Since Fχ is Hopf subalgebra of F containing 1, we get F1 ⊆ Fχ and therefore F1
is a commutative and cocommutative Hopf algebra. By [M, Corollary 5.6.4] we get
a decomposition F = F1 = kΓ , where Γ = G(F). By [M, Corollary 5.3.5] we get
π(G)= Γ . Put Γ + = π(G+). If G =G+ and g ∈G \G+, then G is a semidirect product
G = G+  〈g〉 of a normal subgroup G+ and a cyclic group 〈g〉 of order 2. Similarly
Γ = Γ +  〈π(g)〉.
Proposition 2.35. Suppose that the field k is perfect and dimH is coprime with the
characteristic of k. Then F = kΓ . If k contains a primitive root of 1 of degree dimH , then
Γ +  Zn/U . If G =G+ and g ∈G \G+, then G=G+  〈g〉 and Γ = Γ +  〈π(g)〉.
Proof. If chark = 0 then F1 is a universal enveloping algebra for the Lie algebra P(F)
of primitive elements of F . But F has a finite dimension. Hence P(H)= 0 and F is the
group algebra kΓ of the group Γ of group-like elements in F .
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Suppose that chark = p > 0. By [M, Corollary 5.6.9] dimF1 is a power of p and
therefore by Nichols–Zoeller theorem [M, Section 3.1] dimF = dimF ∗ is divided by p.
But F ∗ is a Hopf subalgebra in H ∗. Hence dimF divides dimH ∗ = dimH by Nichols–
Zoeller theorem.
Let G=G+. Then F ∗ω = 0 and G is an Abelian group. In this case F ∗ = F ∗χ is a group
algebra of the groupZn/U . Under the assumption on k, its dual F is isomorphic to F ∗. ✷
Thus we have finally proved the following theorem.
Theorem 2.36. Let the field k be perfect and chark coprime with dimH and G=G(H).
Then there exists a finite automorphism group Γ of Λ and an epimorphism of Hopf
algebras π :H → kΓ such that the action of H on Λ is a composition of π and the
natural action of kΓ on Λ. Moreover, π(G) = Γ . If k contains a primitive root of 1 of
degree dimH , then Γ +  Zn/U . If G = G+ and g ∈ G \G+ then G = G+  〈g〉 and
Γ = Γ +  〈π(g)〉.
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