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THE {1, s}-WEIGHTED DAVENPORT CONSTANT IN Zn AND AN APPLICATION
IN AN INVERSE PROBLEM
F. E. BROCHERO MARTÍNEZ AND SÁVIO RIBAS
Abstract. Let G be a finite abelian group. The A-weighted Davenport constant of G, DA(G), is the
smallest positive integer d such that every sequence x1, . . . , xd of G has a non-empty subsequence (xji )i
such that
t∑
i=1
εixji = 0
for some εi ∈ A. In this paper, we obtain both upper and lower bounds for D{1,s}(Zn), where s2 ≡ 1
(mod n) and s 6≡ ±1 (mod n). As an application, we determine all sequences that are free of product-1
subsequences in the group Cn ⋊s C2.
1. Introduction
Given a finite group G written multiplicatively, the Zero-Sum Problems study conditions to ensure
that a given sequence in G has a non-empty subsequence with prescribed properties (such as length,
repetitions, weights) such that the product of its elements, in some order, is equal to the identity of the
group.
One of the first problems of this type is the remarkable Theorem of Erdős-Ginzburg-Ziv (see [11]):
Given 2n − 1 integers, it is possible to select n of them such that their sum is divisible by n. In group
theory language, every sequence S with l ≥ 2n − 1 elements in a finite cyclic group of order n has
a subsequence of length n, the product of whose n elements being the identity. In this theorem, the
number 2n− 1 is the smallest integer with this property.
Traditionally, this class of problems have been extensively studied for abelian groups. We can see
overviews of Zero-Sum Theory for finite abelian groups in the surveys of Y. Caro [9] and W. Gao & A.
Geroldinger [14].
An important type of zero-sum problem is to determine the small Davenport constant of a finite group
G: This constant, denoted by d(G), is the maximal integer such that there is a sequence over G (repetition
allowed) of length d(G) which has no nontrivial product-one subsequence. If G is abelian, then we may
write additively, replacing “product equals 1” by “sum equals 0”. It is known that d(Cn) = n− 1, where
Cn ≃ Zn is the cyclic group of order n.
Differently from authors’ previous papers [7] and [8], we here differenciate the small Davenport constant
from the large Davenport constant D(G), defined by the maximal length of a minimal product-1 sequence
in G, although we focus only in the small constant. We highlight that d(G)+1 ≤ D(G) with equality if G
is abelian. Results on large Davenport constant can be found, for example, in [10], [17], [18] and [20]. In
our previous papers, in accordance with J.E. Olson (see [21] and [22]) and J. Bass (see [5]), we used an old
definition, which indicated the current number d(G)+1. Olson worked on Davenport constant of abelian
groups and proved that d(Cm×Cn) = m+n−2 wherem|n and that d(Cpα1 ×· · ·×Cpαk ) =
∑k
j=1(p
αj−1)
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where p is a prime. On the other hand, Bass worked in non-abelian groups, such as the dihedral group,
some other type of metacyclic groups, and dicyclic groups.
Many variations and generalizations of zero-sum problems have been considered along the years. In-
deed, the small and large Davenport constant and the Erdős-Ginzburg-Ziv Theorem are among the most
important. In this paper we consider the weighted problem: Let A ⊂ Z be a set of weights. In order to
avoid trivial cases, we assume that A is non-empty and does not contain 0. The A-weighted Davenport
constant of an abelian group G, DA(G), is the smallest positive integer D such that for all sequences
x1, . . . , xD in G there exist indices j1, . . . , jt ∈ N with 1 ≤ j1 < · · · < jt ≤ D and ε1, . . . , εt ∈ A such that
t∑
i=1
εixji = 0.
For instance, it is clear that D{1}(G) = d(G) + 1, where d(G) is the (unweighted) small Davenport
constant of G. Using Pigeonhole Principle, S.D. Adhikari et al [1] proved that
D{±1}(Cn) = ⌊log2(n)⌋+ 1,
where Cn is the cyclic group of order n. More generally, S.D. Adhikari, D.J. Grynkiewicz & Z.-W. Sun
[3] proved that if n1|n2| . . . |nk and G = Cn1 × · · · × Cnk then
k∑
i=1
⌊log2(ni)⌋+ 1 ≤ D{±1}(G) ≤ ⌊log2(|G|)⌋+ 1, (1.1)
and L.E. Marchan, O. Ordaz & W.A. Schmid [19] removed the hypothesis n1|n2| . . . |nk.
In addition, S.D. Adhikari, C. David & J.J. Urroz [2] showed that if A is the set of all quadratic
residues modulo n, n is squarefree and ω(n) is the number of distinct prime factors of n then
DA(Cn) = 2ω(n) + 1,
and if A = {1, 2, 3, . . . , r} then
DA(Cn) =
⌈n
r
⌉
.
The last fact was previously proved for n prime by S.D. Adhikari & P. Rath in [4].
Nowadays, very little is known about the A-weighted Davenport constant for a general set A. In this
paper, we establish some upper and lower bounds for D{1,s}(Cn), where s
2 ≡ 1 (mod n) and s 6≡ ±1
(mod n). We will also comment the multidimensional case of Ckn.
Let n1 = gcd(s + 1, n) and n2 = n/n1. It is easy to verify that gcd(n1, n2) ∈ {1, 2}. We will assume
that gcd(n1, n2) = 1 (this is trivial, for example, provided n is odd or 2 ≤ s ≤ n− 2 is even). Under this
assumption, Chinese Remainder Theorem ensures that there exist a natural ring-isomorphism
Ψ : Zn → Zn1 ⊕ Zn2 (1.2)
satisfying Ψ(1) = (1, 1) and Ψ(s) = (−1, 1). Since the weight set is {1, s}, s ≡ −1 (mod n1) and s ≡ 1
(mod n2), in the second coordenate we have an unweighted problem, while in the first coordenate we have
a {±1}-weighted problem. Intuitively, in order to avoid zero-sum subsequences, the second coordenates
of the elements in S should have many repetitions, and the first coordenates should have powers of 2.
Notice that n must be a composite number. In fact, if n is prime then s ≡ ±1 (mod n). Moreover, if n1
is odd and n2 = 2 then s ≡ −1 (mod n1) and s is odd, therefore s ≡ −1 (mod n) and this case does not
matter. The same occurs when n1 = 2 and n2 is odd, which implies s ≡ 1 (mod n). Hence n can not be 2
times a power of a prime, because if this prime power is odd then the only way to factorize it in two non-
trivial coprime factors is 2 times an odd number and if this prime power is a power of 2 then there is no
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non-trivial coprime factors. Also, n can not be a power of a prime, otherwise we would have only trivial fac-
torizations in coprime factors. Therefore, n ∈ {12, 15, 20, 21, 24, 28, 30, 33, 35, 36, 39, 40, 42, 44, 45, 48, . . .}.
For simplicity, we will write Sections 2, 3 and 4 using additive notation and “zero-sum” instead of
multiplicative notation and “product-one”.
2. Lower bound for D{1,s}(Zn)
Theorem 2.1. Let n be a positive integer such that there exist s ∈ Zn such that s
2 ≡ 1 (mod n) but
s 6≡ ±1 (mod n). Also, let n1 = gcd(s+ 1, n) and n2 = n/n1. Assume that gcd(n1, n2) = 1.
(1) D{1,s}(Zn) ≥ n2 + ⌊log2(n1)⌋;
(2) If n2 is odd and n1 > n2 then D{1,s}(Zn) ≥ 2n2.
Proof: First of all, we consider the sequences S in Zn1 ⊕ Zn2 instead of in Zn (by isomorphism defined
in (1.2)), that is, the elements of S are ordered pairs. To find a zero-sum in Zn is equivalent to find a
zero-sum in Zn1 ⊕ Zn2 .
Now, for each case, we exhibit sequences S that are free of zero-sum subsequences.
(1) Consider S =
(
(1, 0), (2, 0), (22, 0), . . . , (2⌊log2(n1)⌋−1, 0), (0, 1), . . . , (0, 1)︸ ︷︷ ︸
n2−1 times
)
. It is easy to see that S
is free of zero-sum subsequences and contains n2 + ⌊log2(n1)⌋ − 1 elements, and it proves (1).
(2) Consider S =
(
(1, 1), . . . , (1, 1)︸ ︷︷ ︸
2n2−1 times
)
. The second coordenates imply that a zero-sum subsequence
must have exactly n2 elements. The first coordenates imply that a zero-sum subsequence must
have an even quantity of elements (using the weights {±1}, since n1 > n2). But n2 is odd,
therefore S is free of product-1 subsequences.

3. Upper bound for D{1,s}(Zn)
Theorem 3.1. By the same assumptions than Theorem 2.1, it holds
D{1,s}(Zn) ≤ min
{
n2
(
⌊log2(n1)⌋+ 1
)
, 2n2 +
⌊n1
2
⌋
− 2
⌊
⌊n1/2⌋
⌊log2(n1)⌋+ 1
⌋}
.
Proof: As in the proof of above theorem, we consider sequences in Zn1 ⊕ Zn2 instead of in Zn by
isomorphism in (1.2). We now split into two parts:
(I) D{1,s}(Zn) ≤ n2(⌊log2(n1)⌋+ 1).
Suppose that S has n2(⌊log2(n1)⌋+ 1) elements. Choose a minimal subsequence A1 such that
Ψ
(∑
a∈A1
a
)
=
∑
a∈A1
Ψ(a) = (b1, 0) where b1 ∈ Zn1 .
Since d(Zn2) = n2−1, we have |A1| ≤ n2. Inductively, we may construct Aj+1 ∈ A\ (A1∪· · ·∪Aj)
for j = 1, . . . , ⌊log2(n1)⌋ such that
Ψ
( ∑
a∈Aj+1
a
)
= (bj+1, 0) where bj+1 ∈ Zn1 .
On the other hand, since D{±1}(Zn1) ≤ ⌊log2(n1)⌋ + 1 and s ≡ −1 (mod n1), it is possible to
choose a set of indices I = {i1, . . . , it} and a function σ : I → {1, s} such that
t∑
j=1
σ(ij)bij = 0 ∈ Zn1 .
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Therefore
t∑
j=1
∑
a∈Aij
σ(ij)a = (0, 0) ∈ Zn1 ⊕ Zn2 ,
that corresponds to 0 ∈ Zn, and so D{1,s}(Zn) ≤ n2(⌊log2(n1)⌋+ 1).
(II) D{1,s}(Zn) ≤ 2n2 +
⌊n1
2
⌋
− 2
⌊
⌊n1/2⌋
⌊log2(n1)⌋+ 1
⌋
.
Suppose that S has
2n2 +
⌊n1
2
⌋
− 2
⌊
⌊n1/2⌋
⌊log2(n1)⌋+ 1
⌋
elements.
For 1 ≤ i ≤ u, let Ai = {(0, ai) ∈ S} be all subsequences of S formed by an unique element with
0 in the first coordenate. Analogously, for 1 ≤ i ≤ v, let Au+i = {(au+i, bu+i), (±au+i, b
′
u+i) ∈ S}
be all subsequences of S formed by two elements such that its first coordenates are non-zero and
equals or oposities.
If we remove, from S, the elements in each Ai with 1 ≤ i ≤ u + v, it remains at most ⌊n1/2⌋
elements (otherwise there would exist two elements equals or oposities in the first coordenate, that
could be included in the previous Ai, u+1 ≤ i ≤ u+ v). Let T be this subsequence obtained from
S by removing the Ai’s.
Let w =
⌊
⌊n1/2⌋
⌊log2(n1)⌋+ 1
⌋
. We split T into w disjoint subsequences, each one with at least
⌊log2(n1)⌋ + 1 elements. From each subsequence it is possible to extract a subsubsequence which
sums 0 ∈ Zn1 with weights {±1}. Denote by Au+v+1, . . . , Au+v+w these subsubsequences.
Since u+ 2v ≥ |S| − ⌊n1/2⌋, we obtain:
u+ v + w ≥
u+ 2v
2
+ w ≥ n2 = d(Zn2) + 1. (3.1)
By definition of Ai with 1 ≤ i ≤ u+ v+w, there exist at most u+2v+w(⌊log2(n1)⌋+1) elements
in S that may be combined resulting in u + v + w elements with the first coordenate equals 0.
By inequalities in (3.1), we may extract a subsequence with the second coordenate equals 0. It
completes the proof.

4. Tightness and generalizations of these bounds
We observe that if n2 is odd and n1 > n2 then the second bound of Theorem 2.1 will be useful only
when n2 > log2(n1). Otherwise, the first bound will be more useful. Moreover, we do not believe that
our theorems exhibit the best bound.
On the other hand, the first bound from Theorem 3.1 will be useful when n1 is small compared to n2.
If this is not the case, the term log2(n1) turns out to be of better use. As in Theorem 2.1, we do not
believe that Theorem 3.1 exhibits the best bound.
As a consequence of the upper bounds, we get:
Corollary 4.1. Under the same assumptions than Theorem 2.1, we obtain
(i) Fixed n1, as n2 →∞ we have D{1,s}(Zn) = 2n2 +O(1);
(ii) Fixed n2, as n1 →∞ we have D{1,s}(Zn) = O(log2(n1)).
Conjecture 4.2. Under the same assumptions than Theorem 2.1, we believe that
D{1,s}(Zn) = 2n2 +O(log2(n1))
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We now exhibit a list that characterizes some small groups (with n ≤ 30), comparing lower and upper
bounds given by Theorems 2.1 and 3.1.
n s (n1, n2) Lower bound Upper bound
12 5 (3, 4) 5 8
12 7 (4, 3) 6 8
15 11 (3, 5) 6 10
15 4 (5, 3) 6 8
20 9 (5, 4) 6 10
20 11 (4, 5) 7 12
21 8 (3, 7) 8 14
21 13 (7, 3) 6 7
24 17 (3, 8) 9 16
24 7 (8, 3) 6 8
28 13 (7, 4) 6 9
28 15 (4, 7) 9 16
30 11 (6, 5) 10 11
30 19 (10, 3) 6 9
The same argument than Theorem 3.1 can be applied to the multidimensional case Zkn using the
inequalities in (1.1), and getting:
Theorem 4.3. By the same assumptions than Theorem 2.1, we have
(1) D{1,s}(Z
k
n) ≥ d(Z
k
n2
) + 1 + k⌊log2(n1)⌋;
(2) D{1,s}(Z
k
n) ≤ min
{(
d(Zkn2 ) + 1
) (
⌊k log2(n1)⌋+1
)
, 2
(
d(Zkn2) + 1
)
+
⌊
nk1
2
⌋
−2
⌊ ⌊
nk1/2
⌋
⌊k log2(n1)⌋+ 1
⌋}
.
5. An application on inverse Davenport constant
Let G be a multiplicative group. By the definition of small Davenport constant, there exist sequences S
in G with d(G) elements that are free of product-1 subsequences. The Inverse Zero-Sum Problems study
the structure of these extremal sequences (for an overview, see [16], [23] and [15]). In [6] (see also Theorem
5.2 below), J.D. Bovey, P. Erdős and I. Niven solved the inverse problem associated to Davenport constant
in Cn. In [7] and [8], the authors solved the inverse problems associated to Davenport constant in some
Metacyclic Groups Cq ⋊s Cm where q is a prime and ordq(s) = m, in Dihedral Groups D2n = Cn⋊−1C2
(see Theorem 5.1 below) and in Dicyclic Groups.
It is known (see [24]) that d(D2n) = n. We highlight the following:
Theorem 5.1 ([8, Theorem 1.3]). Let n ≥ 3 and S be a sequence in the Dihedral Group D2n with n
elements.
(1) If n ≥ 4 then the following statements are equivalent:
(i) S is free of product-1 subsequences;
(ii) For some 1 ≤ t ≤ n− 1 with gcd(t, n) = 1 and 0 ≤ s ≤ n− 1,
S = (yt, yt, . . . , yt︸ ︷︷ ︸
n−1 times
, xys).
6 F. E. BROCHERO MARTÍNEZ AND SÁVIO RIBAS
(2) If n = 3 then S is free of product-1 subsequences if and only if
S = (yt, yt, xyν) for t ∈ {2, 3} and ν ∈ {0, 1, 2} or S = (x, xy, xy2).
For the proof of above theorem, we basicaly used the Davenport constant of Cn with weights {±1}.
Now, we use the Davenport constant of Cn with weights {1, s} in order to solve the inverse problem in
the other groups of the form Cn ⋊s C2, i.e, in the groups generated by x and y with relations
x2 = 1, yn = 1, yx = xys, where s2 ≡ 1 (mod n) but s 6≡ ±1 (mod n).
From now on, denote by G the group Cn ⋊s C2, where s
2 ≡ 1 (mod n) but s 6≡ ±1 (mod n). In [24],
J.J. Zhuang & W. Gao showed that d(G) = n.
For the proof of the main result in this section, we will use the following:
Theorem 5.2 ([6], see also [16, Theorem 2.1]). Let n ≥ 3 and S be a product-1 free sequence in Cn of
length |S| ≥ (n+ 1)/2. Then there exists some g ∈ S that appear at least 2|S| − n+ 1 times in S.
In particular, d(Cn) = n− 1 and if |S| = n− 1, then S = (g, g, . . . , g︸ ︷︷ ︸
n−1 times
), where g generates Cn.
Finally, the following result, together with Theorem 5.1, completes the classification of all extremal
sequences that are free of product-1 subsequences in almost all groups of the form Cn ⋊s C2, remaining
only some small cases that probably can be studied once the exact value of D{1,s}(Zn) is determined.
The proof of the theorem below follows the same sketch as the proof of the Theorem 5.1, done in [8].
Theorem 5.3. Let S be a sequence in Cn ⋊s C2 with n elements, where s
2 ≡ 1 (mod n) and s 6≡ ±1
(mod n). Define n1 = gcd(s+ 1, n) and n2 = n/n1 and suppose that gcd(n1, n2) = 1. Also, assume that
min{n1, n2} ≥ 20. Then S is free of product-1 subsequences if and only if
S = (yt, . . . , yt︸ ︷︷ ︸
n−1 times
, xyr) for some t ∈ Z∗n and r ∈ Zn.
Proof: It is easy to check that if S is of the form above then S is free of product-1 subsequence. It only
remains to verify the converse.
Let H be the (normal) subgroup of G generated by y and let N = xH . We split into some cases:
(a) Case |S ∩H| = n: In this case, S is contained in the cyclic subgroup of order n. Since d(Zn) = n,
S contains some non-empty subsequence with product 1.
(b) Case |S ∩H| = n− 1: In this case, by Theorem 5.2, the elements of S ∩ H must all be equal.
Therefore, there exist t ∈ Z∗n and r ∈ Zn such that S = (y
t, . . . , yt︸ ︷︷ ︸
n−1 times
, xyr).
(c) Case |S ∩H| = n− k, where 2D{1,s}(Zn) ≤ k ≤ n: In this case, we join the elements in S ∩N in
pairs and obtain xyα2i−1 · xyα2i = yα2i−1s+α2i for i = 1, 2, . . . ,
⌊
k
2
⌋
. Since
xyα2i · xyα2i−1 = yα2is+α2i−1 , (α2i−1s+ α2i)s ≡ α2is+ α2i−1 (mod n), (5.1)
and
⌊
k
2
⌋
≥ D{1,s}(Zn), S contains a product-1 subsequence.
(d) Case |S ∩H| = n− k, where 2 ≤ k < 2D{1,s}(Zn): In this case, by renaming z = y
t, we may
assume without loss of generality that t = 1, therefore the element y is repeated at least n− 2k + 1
times in S ∩H . Also, by Theorem 3.1,
4 ≤ k < min
{
2n2
(
⌊log2(n1)⌋+ 1
)
, 4n2 + 2
⌊n1
2
⌋
− 4
⌊
⌊n1/2⌋
⌊log2(n1)⌋+ 1
⌋}
.
If there exist xyα, xyβ ∈ S ∩N such that αs+β has a representant in {2k− 1, 2k, 2k+1, . . . , n} then
there are enough y ∈ S ∩ H such that xyα · xyβ · y · y . . . y = 1. Therefore, we assume that αs + β
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has a representant in {1, 2, 3, . . . , 2k − 2} for all α, β such that xyα, xyβ ∈ S ∩N .
By Equations in (5.1) (using α and β instead of α2i−1 and α2i), the set {1, 2, 3, . . . , 2k−2} is invariant
by multiplication by s. In particular, the sets {1, 2, 3, . . . , 2k−2} and {s, 2s, 3s, . . . , (2k−2)s} are the
same modulo n. Let 2 ≤ s ≤ n− 2, that is, s will both denote an element in Zn and its representant
class in Z.
Let l be the biggest integer such that ls ≤ 2k−2. It implies that (l+1)s ≥ n+1, therefore we obtain
n− 2k + 3 ≤ l ≤ 2k − 2. Since max{n1, n2} ≤
n
20 , we have
n ≤ 4k − 5 ≤ 8D{1,s}(Zn)− 9 ≤ 8
(
2n
20
+
n
40
)
− 9 < n,
a contradiction. Thus S contains a product-1 subsequence.

Remark 5.4. The hypothesis min{n1, n2} ≥ 20 from above theorem can be improved to n1 ≥ 8 (and
perhaps beyond once the exact value of D{1,s}(Zn) is obtained). In fact, we only used this hypothesis in
Case (d). There, the set {1, 2, 3, . . . , 2k−2} should be invariant by multiplication by s, which is an absurd
by Lemma 3.1 of [7], unless 2k − 2 ≥ n− 1 which is false when n1 ≥ 8 (the statement of this mentioned
lemma assumes that n is a prime, but this fact was not used during its proof).
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