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Measuring the Instability in Continuous-Time Linear Systems with
Polytopic Uncertainty
Graziano Chesi
Abstract— Measuring the instability of dynamical systems
is an important problem for control synthesis. This paper
considers continuous-time linear systems affected by structured
uncertainty, and addresses the computation of the robust
instability measure defined as the largest sum of the real parts
of the unstable eigenvalues over all admissible uncertainties.
In particular, it is supposed that the coefficients of the system
are affine linear functions of an uncertain vector constrained
into a polytope. First, an equivalent reformulation of this
robust instability measure into a suitable robust stability margin
of a finite family of systems is proposed. Second, a linear
matrix inequality (LMI) condition is provided to establish
upper bounds of the robust instability measure through the
use of homogeneous Lyapunov functions. Third, a sufficient
and necessary condition for establishing the optimality of a
computed upper bound is proposed. Some numerical examples
illustrate the proposed results.
I. INTRODUCTION
Instability measures of dynamical systems provide key in-
formation directly related to stabilizability and performance
limitations. Indeed, [1], [2] consider stochastic systems with
noise and derive that a stabilizing controller can be designed
if and only if the data rate of the channel exceeds an insta-
bility measure. Analogous results are proposed in [3] which
considers the case of multiple sensors that partially observe
the system, in [4] where MIMO systems are discussed, in [5]
which describes a virtual system approach for digital finite
communication bandwidth control, and in [6] where a static
state feedback is considered for a channel modeled as a finite
logarithmic quantizer. Also, in [7], [8] it is shown that the
lowest quantization density for infinite logarithmic quantizers
in a single-input linear system can be computed from an
instability measure. See also [9]–[11] where the definition
of instability measures and their use are reviewed.
An important issue to address is that, as it always happens
when dealing with real plants, the mathematic model of a
dynamical system is not exactly known in general. Indeed,
the coefficients of such a model are generally functions of
some uncertain parameters, which represent physical quan-
tities that cannot be measured exactly or that are subject to
changes. These parameters are unknown, and typically one
addresses the case where the available information is that
the parameters belong to a set of interest. This means that
analysis and control tasks should consider not just one model
but instead a family of admissible ones. This motivates the
study of robust instability measures in uncertain dynamical
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systems, i.e. the largest instability measures among all ad-
missible uncertainties.
This paper considers continuous-time linear systems af-
fected by structured uncertainty, and addresses the computa-
tion of the robust instability measure defined as the largest
sum of the real parts of the unstable eigenvalues over all
admissible uncertainties. In particular, it is supposed that the
coefficients of the system are affine linear functions of an
uncertain vector constrained into a polytope. First, an equiv-
alent reformulation of this robust instability measure into a
suitable robust stability margin of a finite family of systems is
proposed. Second, a linear matrix inequality (LMI) condition
is provided to establish upper bounds of the robust insta-
bility measure through the use of homogeneous Lyapunov
functions. Third, a sufficient and necessary condition for
establishing the optimality of a computed upper bound is
proposed. Some numerical examples illustrate the proposed
results. This papers extends our results in [12], which has
addressed the computation of the robust instability measure
for discrete-time systems, showing how this computation can
be performed in continuous-time systems and by providing
a nonconservative condition for establishing the tightness of
a computed upper bound.
The paper is organized as follows. Section II introduces
the problem formulation and some preliminaries. Section III
describes the proposed results. Section IV presents some
illustrative examples. Lastly, Section V concludes the paper
with some final remarks.
II. PRELIMINARIES
A. Problem Formulation
The notation used throughout the paper is as follows:
• R: space of real numbers;
• C: space of complex numbers;
• 0n: n× 1 null vector;
• Rn0 : R
n \ {0n};
• I: identity matrix (of size specified by the context);
• A′: conjugate transpose of matrix A;
• A > 0, A ≥ 0: hermitian positive definite and semidef-
inite matrix A;
• ℜ(a), ℑ(a): real and imaginary parts of a ∈ C;
• ker(A): right null space of matrix A;
• spec(A): spectrum of matrix A;
• λmin(A): minimum real eigenvalue of matrix A;
• conv{a, b, . . .}: convex hull of vectors a, b, . . ..
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We consider continuous-time linear systems affected by
structured uncertainty that are described by
x˙(t) = A(s)x(t) (1)
where t ∈ R is the time, x(t) ∈ Rn is the state vector,
and s ∈ Rr is the uncertain vector. The matrix function
A : Rr → Rn×n is linear, i.e. can be expressed as
A(s) =
r∑
i=1
siAi (2)
for some matrices A1, . . . , Ar ∈ Rn×n. The uncertain vector
s is constrained according to
s ∈ S (3)
where S is the simplex given by
S =
{
s ∈ Rr :
r∑
i=1
si = 1, si ≥ 0
}
. (4)
As it is well-known, there is no loss of generality in (1)-(4)
when considering A(s) linear instead of affine linear, and S
the simplex instead of a bounded convex polytope, see for
instance [13] and references therein.
Let X ∈ Rn×n. A useful instability measure of the matrix
X in the context of continuous-time linear systems is given
by the sum of the real parts of the unstable eigenvalues of
X , i.e.
θ(X) =
n∑
i=1
max {0,ℜ (λi(X))} (5)
where λi(X) ∈ C is the i-th eigenvalue of X . See for
instance [9]–[11] and references therein for details about
this measure.
Problem. The problem that we consider in this paper
consists of determining the robust instability measure of the
system (1)-(4) defined as
θ∗ = sup
s∈S
θ(A(s)). (6)
B. SOS Polynomials
Before proceeding we briefly introduce a key tool that
will be exploited in the next sections to derive the proposed
conditions.
Let V = V ′ : Rr → Ru×u be a symmetric matrix
polynomial of degree less than or equal to 2m, where m
is a nonnegative integer. Then, V (s) can be written as
V (s) =
(
s{m} ⊗ I
)
(W + L(α))
(
s{m} ⊗ I
)
(7)
where s{m} ∈ Rσ(m) is a vector containing all monomials
of degree less than or equal to m in s, for instance according
to
s{m} =
(
1, s1, . . . , sr, s
2
1, s1s2, . . . , s
m
r
)′
, (8)
σ(m) is the number of such monomials given by
σ(m) =
(r +m)!
r!m!
, (9)
W = W ′ ∈ Ruσ(m)×uσ(m) is a symmetric matrix satisfying
V (s) =
(
s{m} ⊗ I
)
W
(
s{m} ⊗ I
)
, (10)
L = L′ : Rω(m,u) → Ruσ(m)×uσ(m) is a linear parametriza-
tion of the linear subspace
L = {L = L′ :
(
s{m} ⊗ I
)
L
(
s{m} ⊗ I
)
= 0}, (11)
α ∈ Rω(m,u) is a free vector, and ω(m,u) is the dimension
of L(m,u) given by
ω(m,u) =
1
2
u (σ(m)(uσ(m) + 1)− (u + 1)σ(2m)) .
(12)
The representation (7) is known as square matricial rep-
resentation (SMR) for matrix polynomials and extends the
Gram matrix method to the representation of matrix poly-
nomials, see for instance [14] and references therein for
details. In particular, V (s) is a sum of squares (SOS) matrix
polynomial if and only if there exist matrix polynomials
V1, . . . , Vk : R
r → Ru×u such that
V (s) =
k∑
i=1
Vi(s)
′Vi(s) (13)
and this condition holds if and only if there exists α
satisfying the following LMI:
W + L(α) ≥ 0. (14)
Whenever V (s) is homogeneous, the representation (7)
can be simplified by adopting a vector s{m} ∈ Rσ(m) that
contains only all monomials of degree equal to m in s. This
leads to a matrix W + L(α) with reduced size and reduced
number of variables.
III. PROPOSED RESULTS
This section provides the proposed results. Let us start
by the following theorem, which provides an equivalent
reformulation of the topological entropy.
Theorem 1: Let X ∈ Rn×n. For any integer k, 1 ≤ k ≤
n, define the binomial coefficient
c =
n!
(n− k)!k! (15)
and the linear matrix function Ω : Rn×n → Rc×c satisfying
spec(Ω(X)) =
{
λ ∈ C : λ =
k∑
j=1
λij (X),
1 ≤ ij ≤ n, ij 6= il ∀j 6= l
} (16)
where λi(X) ∈ C is the i-th eigenvalue of X . Define also
the quantity
ψ(X) = max
λ∈spec(Ω(X))
ℜ(λ). (17)
Then,
θ(X) = max
k=1,...,n
max{0, ψ(X)}. (18)
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Proof. Let k be an integer, 1 ≤ k ≤ n. If the number of
eigenvalues of X with nonnegative real part is less than k,
from the definition of Ω(X) in (16) it follows that
max{0, ψ(X)} < θ(X)
since any eigenvalue of Ω(X) is obtained by adding eigen-
values of X and in particular at least an eigenvalues with
negative real part. Similarly, if the number of eigenvalues of
X with nonnegative real part is equal to k, one has that
max{0, ψ(X)} = θ(X)
since an eigenvalue of Ω(X) is obtained by adding all the
eigenvalues of X with nonnegative real part. Lastly, if the
number of eigenvalues of X with nonnegative real part is
greater than k, one has that
max{0, ψ(X)} ≤ θ(X)
since all eigenvalues of Ω(X) are obtained by adding
a subset of the eigenvalues with nonnegative real part.
Therefore, (18) holds. 
Theorem 1 provides a certain equivalence of the instability
measure θ(X) with the spectrum of the matrices Ω(X)
obtained for k = 1, . . . , n. Specifically, Ω(X) has the
property that its spectrum is given by all the possible sums
of k distinct eigenvalues of X . These matrices are linear
in X , and can be directly built from X following the idea
described in [15].
We can exploit Theorem 1 to determine the robust in-
stability measure θ∗ of the system (1)-(4) defined in (6) as
follows. Indeed, for any integer k, 1 ≤ k ≤ n, let us define
the matrix polynomial
B(s) = Ω(A(s)). (19)
If there exist w ∈ R and F : Rr → Rck×ck such that
0 < F (s)
0 < wF (s) −B(s)′F (s)− F (s)B(s)
}
∀s ∈ S,
(20)
then one can conclude that
ψ (B(s)) <
w
2
∀s ∈ S. (21)
This suggests that we can start by looking for a matrix
function F (s) satisfying (20). Such a matrix function defines
a Lyapunov function candidate of the form
v˜(x˜) = x˜′F (s)x˜ (22)
for the system
˙˜x =
(
B(s)− w
2
I
)
x˜ (23)
where x˜ ∈ Rc. In particular, v˜(x˜) is a parameter-dependent
quadratic Lyapunov function. The first problem to address
is, hence, how to check the existence of a matrix function
F (s) satisfying (20).
To this end, let F = F ′ : Rr → Rc×c be a symmetric
homogeneous matrix polynomial of degree m, and let us
define
G(s) = w
(
r∑
i=1
si
)
F (s)−B(s)′F (s)− F (s)B(s). (24)
Let us observe that G(s) is a symmetric homogeneous matrix
polynomial of degree m+ 1. Let us introduce the notation
s2 =
(
s21, . . . , s
2
r
)′ (25)
and √
s =
(√
s1, . . . ,
√
sr
)′
. (26)
The following result investigates whether (20)–(21) hold
for some symmetric homogeneous matrix polynomial F (s)
through LMIs.
Theorem 2: Let m be a nonnegative integer. Let us sup-
pose that, for all integers k, 1 ≤ k ≤ n, there exist ε ∈ R
and a symmetric homogeneous matrix polynomial F (s) of
degree m (possibly different for different values of k) such
that the following LMI condition holds:

F (s2)− ‖s‖2mI is SOS
G(s2)− ε‖s‖2m+2I is SOS
ε > 0.
(27)
Then, (20)–(21) hold. Consequently,
θ∗ ≤ max
{
0,
w
2
}
. (28)
Proof. Suppose that the LMI condition (27) holds. Since
F (s2)− ‖s‖2mI is SOS, one has that
F (s2)− ‖s‖2mI ≥ 0 ∀s ∈ Rr.
It follows that
F (s2) > 0 ∀s ∈ Rr0.
This implies that
F (s) > 0 ∀s ∈ S.
In fact, if one suppose for contradiction that there exists s¯
such that {
F (s) 6> 0
s¯ ∈ S,
it follows that there exists sˆ given by
sˆ =
√
s
such that {
F (sˆ2) 6> 0
sˆ ∈ Rr0
which is impossible. Similarly, one obtains that
G(s) > 0 ∀s ∈ S.
This means that (20) holds, which implies that also (21)
holds. Therefore, from Theorem 1, it follows that an upper
bound of θ∗ can be obtained from w according to (28). 
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Theorem 2 provides a sufficient condition for establishing
whether a given scalar is an upper bound of the robust
instability measure of the system (1). This condition is based
on the use of SOS matrix polynomials, and requires to check
whether the feasibility set of a system of LMIs is nonempty.
This condition is obtained through the use of parameter-
dependent quadratic Lyapunov functions v˜(x˜) in (22), which
are known as homogeneous parameter-dependent quadratic
Lyapunov functions (HPD-QLFs), see for instance [16], [17]
and references therein.
Let us define the best upper bound of θ∗ provided by
Theorem 2 for a chosen degree m of F (s) as
θˆ = max
{
0,
wˆ
2
}
(29)
where
wˆ = max
k=1,...,n
w˜ (30)
and
w˜ = inf
w
w
s.t. ∃ε, F (s) : (27) holds.
(31)
Theorem 2 directly implies that
θˆ ≥ θ∗. (32)
The quantity w˜ can be computed through a line-search on
w where the LMI condition (27) is checked for any fixed
w, for instance via a bisection algorithm.
At this point the question is whether the computed upper
bound θˆ is tight, i.e. equal to θ∗. The following result
provides a sufficient and necessary condition for answering
this question.
Theorem 3: Let θˆ be the best upper bound of θ∗ in (29)
provided by Theorem 2 for a chosen degree m of F (s).
Without loss of generality, suppose that θˆ > 0. Then,
θˆ = θ∗ (33)
if and only if there exists an integer kˆ, 1 ≤ kˆ ≤ n, and
sˆ ∈ Rr0 such that{
λmin
(
Gˆ(sˆ2)
)
= 0
θ(A(s∗)) = θˆ
(34)
where Gˆ(s) is the matrix G(s) evaluated for the optimal
values of F (s) and w in (31) for k = kˆ, and s∗ ∈ S is given
by
s∗ =
sˆ2
r∑
i=1
sˆ2i
. (35)
Proof. “⇒” Suppose that θˆ = θ∗. Since S is bounded and
closed, and since θ(A(p)) is continuous, it follows that there
exists a global maximizer in the optimization problem (6),
i.e. there exists s∗ ∈ S such that the second equality in (34)
holds. Since θ∗ > 0, it follows from Theorem 1 that there
exists an integer k, 1 ≤ k ≤ n, such that
ψ(A(s∗)) = θ∗.
Let k be such an integer. Let us observe that the matrix
B(s∗) has an eigenvalue λ such that
ℜ(λ) = θ∗.
Let x˜ ∈ Cc be the eigenvector corresponding to λ in this
matrix.
Next, let Gˆ(s) be the matrixG(s) evaluated for the optimal
values of F (s) and w in (31), that we denote as Fˆ (s) and
wˆ, respectively. In particular,
wˆ = 2θ∗.
Let us also observe that
Gˆ(s2) ≥ 0 ∀s ∈ Rr.
Let us define
sˆ =
√
s∗
and let us observe that{
sˆ2 = s∗
sˆ ∈ Rr0.
Let us pre- and post-multiply Gˆ(s∗) by x˜′ and x˜, respectively.
It follows that
x˜′Gˆ(s∗)x˜
= x˜′
(
wˆ
(
r∑
i=1
s∗i
)
Fˆ (s∗)−B(s∗)′Fˆ (s∗)
−Fˆ (s∗)B(s∗)
)
x˜
= (wˆ − 2ℜ(λ))x˜′Fˆ (s∗)x˜
= 0.
Since Gˆ(s∗) = Gˆ(sˆ2) and Gˆ(sˆ2) ≥ 0, one has that
λmin
(
Gˆ(sˆ2)
)
= 0
and, hence, also the first equality in (34) holds with for such
a sˆ with kˆ = k.
“⇐” Suppose that (34) holds for some integer kˆ, 1 ≤ kˆ ≤
n, and for some vector sˆ ∈ Rr0. Since s∗ in (35) belongs
to S, the second equality in (34) implies that θˆ is a lower
bound of θ∗, i.e.
θˆ ≤ θ∗.
Since θˆ is also an upper bound of θ∗ according to (32), it
follows that (33) holds. 
Theorem 3 provides a sufficient and necessary condition
for establishing whether the computed upper bound θˆ is
tight. Clearly, this is important because if one can establish
that the computed upper bound is tight, then the search
for less conservative upper bounds by increasing m can be
terminated.
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Let us observe that there is no loss of generality in
supposing that θˆ > 0 because
θˆ = 0 ⇒ θˆ = θ∗ (36)
since θ∗ is nonnegative and since θˆ is an upper bound of θ∗.
Let us also observe that condition (34) consists of estab-
lishing the existence of sˆ ∈ Rr0 such that λmin
(
Gˆ(sˆ2)
)
= 0.
Since Gˆ(sˆ2) is SOS from (27), one can write
Gˆ(sˆ2) =
(
sˆ{m+1} ⊗ I
)′
H
(
sˆ{m+1} ⊗ I
)
(37)
where H ≥ 0. Hence,
λmin
(
Gˆ(sˆ2)
)
= 0 (38)
if and only if there exist x˜ ∈ Rc0 such that
sˆ{m+1} ⊗ x˜ ∈ ker(H). (39)
It turns out that the vectors sˆ ∈ Rr0 and x˜ ∈ Rc0 such that
(39) holds can be found through linear algebra operations in
non-degenerate cases, see for instance [13] and references
therein.
IV. ILLUSTRATIVE EXAMPLES
In this section we present two illustrative examples of
the proposed results. The computations have been done in
Matlab using the toolbox SeDuMi [18].
A. Example 1
Let us consider the problem of determining the robust
instability measure θ∗ for the system

x˙(t) = A(p)x(t)
A(p) =
(
1 + p −1 + p
−3− 5p −3
)
p ∈ P = [−3, 3].
First of all, let us rewrite this system as in (1). To this
end, let us define
p = 3(s2 − s1).
We obtain

x˙(t) = A(s)x(t)
A(s) =
( −2s1 + 4s2 −4s1 + 2s2
12s1 − 18s2 −3s1 − 3s2
)
s ∈ S =
{
s ∈ R2 :
2∑
i=1
si = 1, si ≥ 0
}
.
Let us compute the best upper bound of θ∗ provided by
Theorem 2 for m = 0, i.e. θˆ in (29). With k = 1 we have
from (19) that
B(s) = A(s)
and we find that w˜ in (31) is w˜ = 4.167. With k = 2 we
have
B(s) = −5s1 + s2
and we find w˜ = 2. Hence, from (30) it follows that wˆ =
4.167 and, from (29), we obtain the upper bound
θˆ = 2.084.
Next, let us establish whether the found upper bound is
tight by using Theorem 3. We have that w˜ = 2θˆ for kˆ = 1.
By using (39) we find that (34) holds with
sˆ = (1.000, 1.272)′
hence implying that
θ∗ = θˆ = 2.084.
This can be also verified computing the eigenvalues of
A(s∗) where
s∗ = (0.382, 0.618)′
is provided by (35). We find:
spec(A(s∗)) = {−3.375, 2.084} .
The value of p corresponding to s∗ is
p∗ = 0.708.
B. Example 2
Let us consider the problem of determining the robust
instability measure θ∗ for the system

x˙(t) = A(p)x(t)
A(p) =

 p1 5− 2p1 −12− 5p1 −2 + p2 p2 − 1
0 p2 − 1 −1


p ∈ P = conv
{(
0
0
)
,
(
2
0
)
,
(
0
2
)}
.
First of all, let us rewrite this system as in (1). To this
end, let us define
p = (2s2, 2s3)
′.
We obtain

x˙(t) = A(s)x(t)
A(s) =

 2s2 s2 + 5s1 + 5s3−8s2 + 2s1 + 2s3 −2s1 − 2s2
0 s3 − s1 − s2
−s1 − s2 − s3
s3 − s1 − s2
−s1 − s2 − s3


s ∈ S =
{
s ∈ R3 :
3∑
i=1
si = 1, si ≥ 0
}
.
Let us compute the best upper bound of θ∗ provided by
Theorem 2 for m = 0, i.e. θˆ in (29). With k = 1 we have
from (19) that
B(s) = A(s)
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and we find that w˜ in (31) is w˜ = 7.073. With k = 2 we
have
B(s) =

 −2s1 s3 − s1 − s2s3 − s1 − s2 s2 − s1 − s3
0 −8s2 + 2s1 + 2s3
s1 + s2 + s3
s2 + 5s1 + 5s3
−s3 − 3s1 − 3s2


and we find w˜ = 5.556. With k = 3 we have
B(s) = −s2 − s3 − 3s1
and we find w˜ = 0.000. Hence, from (30) it follows that
wˆ = 7.073 and, from (29), we obtain the upper bound θˆ =
3.536.
This upper bound is not tight. In fact, by repeating the
procedure for m = 1 we find
k = 1 : w˜ = 6.415
k = 2 : w˜ = 4.987
k = 3 : w˜ = 0.000
from which we obtain wˆ = 6.415 and
θˆ = 3.207.
Next, let us establish whether the found upper bound is
tight by using Theorem 3. We have that w˜ = 2θˆ for kˆ = 1.
By using (39) we find that (34) holds with
sˆ = (0.000, 0.000, 1.000)′
hence implying that
θ∗ = θˆ = 3.207.
This can be also verified computing the eigenvalues of
A(s∗) where
s∗ = (0.000, 0.000, 1.000)′
is provided by (35). We find:
spec(A(s∗)) = {−3.493,−0.714, 3.207} .
The value of p corresponding to s∗ is
p∗ = (0.000, 2.000)′.
V. CONCLUSION
This paper has addressed the problem of computing
the robust instability measure of dynamical systems with
polytopic uncertainty. It has been shown that the robust
instability measure can be reformulated into a suitable robust
stability margin of a finite family of systems. Moreover,
an LMI condition has been provided to establish upper
bounds of the robust instability measure through the use of
homogeneous Lyapunov functions. Lastly, a sufficient and
necessary condition has been proposed for establishing the
optimality of a computed upper bound.
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