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Abstract
The performance of a face recognition system depends on the quality of both test
and reference images participating in the face comparison process. In a forensic
evaluation case involving face recognition, we do not have any control over the
quality of the trace (image captured by a CCTV at a crime scene) and it is
usually of very low quality. However, forensic investigators have some control
over the quality of suspects reference images. In this paper, we investigate if
it is useful to modify the quality of the reference (usually, good quality mug
shot) images in order to achieve better recognition performance using a view
based face recognition system. We found that approximately matching non-
frontal pose between test and reference images can greatly improve recognition
performance. Moreover, it is the relative difference in pose between the test
and reference image that determines the extent of influence that other quality
parameters like illumination, noise, motion blur, and resolution have on the face
recognition performance.
1 Introduction
Although there are CCTV cameras everywhere, they rarely contribute to strong evi-
dence in the court of law because even the best trained forensic investigators find it
difficult to compare and interpret these low quality face images. Automatic face recog-
nition systems are rarely used in evaluation of forensic cases because they are tuned to
deliver good accuracy for well illuminated and sharp frontal face images.
It is known that the performance of a face recognition system depends on the quality
of both test and reference face images participating in the face comparison process. In
a forensic evaluation case involving face recognition, the test image is usually captured
by a CCTV camera and the forensic investigators have no control over its quality. But,
they have some control over the quality of the reference image (i.e. face images of the
suspects). We investigate how this capability of controlling the reference image quality
can be exploited to improve face recognition accuracy under the constraint that quality
of the test image cannot be modified.
For a given quality of test image, there exists a reference image quality that would
deliver optimal recognition performance over all the other possible reference image
qualities using a particular face recognition system. In this paper, we evaluate the
performance of a commercial face recognition system [3] for variations in the following
five image quality parameters of the test and reference images: pose, illumination, noise
(Gaussian), blur (motion), and, resolution. Such an evaluation provides answer to the
following two questions commonly encountered by forensic investigators: (a) for a given
test image, what reference image quality would deliver best recognition performance
using a particular face recognition system? (b) for such image quality pair, what is the
expected recognition performance from that face recognition system?
2 Related Work
Face recognition systems are fine tuned to achieve optimal recognition performance for
frontal view test (probe) and reference (gallery) images. Therefore, a common approach
to handle pose and illumination variation in test or reference image is to reconstruct 3D
models of faces from non-frontal views and synthesize frontal view images for use with
view based face recognition systems. [6], [2], and, [5] have shown that this approach
delivers superior performance as compared to the case of comparing non-frontal view
images.
This approach of reconstruction of a 3D face model from non-frontal view image
followed by synthesis of frontal view image is very difficult to apply in a real forensic face
recognition cases. In a typical forensic evaluation case involving face recognition, the
trace (image captured by CCTV camera at the crime scene) is often of very low quality
and therefore it is very difficult, and often impossible, to locate adequate numbers of
feature points (like nose tip, eye corners, etc): a prerequisite for reconstruction of a
3D model using [2], [5]. Even if we succeed in locating at least 6 feature points, there
is a possibility that the costly model fitting algorithm would not converge to a stable
solution. [2] and [5] were able to apply this approach because both test and reference
images were of good quality and therefore it was easy to locate feature points.
In this paper, we investigate the possibility of transforming frontal view mug shots in
the suspect reference set (gallery) to match the pose of the trace in order to achieve near
optimal recognition performance. In a typical forensic case, the suspect reference set
consists of good quality frontal view mug shot of individuals suspected to be present in
the trace which is usually of low quality (surveillance view, motion blur, low resolution,
etc). As it is difficult to synthesize frontal view images from such a low quality trace, we
investigate if transforming the frontal view suspect reference images to a pose similar
to that present in the trace can improve recognition performance. If true, this will
allow us to apply the approach of [2] to the frontal view suspect reference images to
synthesize surveillance view images in order to improve recognition performance when
comparing to low quality trace using a view based face recognition system.
Recently, [1] have shown that if we consider quality as being predictive of face
recognition performance, then quality is the property of an image pair and not of an
individual image. Therefore, in this study, we evaluate the performance variation of
a commercial face recognition system [3] for image quality variation in both test and
reference images.
3 Performance Evaluation Setup
In this paper, we evaluate the performance of a commercial face recognition system
[3] for test and reference images varying in the following 5 image quality parameters:
Pose, Illumination, Resolution, Motion Blur, and, Gaussian Noise. In a typical foren-
sic evaluation case involving face recognition system, these 5 quality parameters are
dominant in the trace.
All the test and reference images used in this experiment were taken from the
MultiPIE data set [4]. Selection of test and reference set images was based on the
criteria shown in Fig. 1d. MultiPIE data set provides good sampling of pose and
illumination for 337 subjects using an image capture setup shown in Fig. 1c. We
simulated the open set recognition scenario, commonly encountered in forensic cases,
by creating test and reference set such that not all the individuals in the test set are
present in the reference set.
For all the experiment scenarios, we supplied manually annotated eye coordinates
to [3]. Eye detection is a critical pre-processing stage of [3] and it failed to detect eyes
in a majority of surveillance view, low resolution, noisy and blurred images present
in our experiment. Therefore, to perform an experiment of this nature, we disabled
Test Set (Probe) Reference Set (Gallery)
size (image count) 479 442
person count 319 268
session 01,03 02,04
expression neutral neutral
eye annotation manual manual
(a) Properties of all the test and reference sets
Motion Blur (angle = 0)
length = 03 length = 17
Gaussian Noise (mean= 0)
var. = 0.007 var. = 0.3
Pose
Illumination
60 x 45 120 x 90
Resolution
(b) Sample of facial image quality variations
included in this study
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(c) Camera and flash location for all the images used
in this experiment (source : MultiPIE [4])
Quality Camera Flash Resolution Motion Blur Gaus. Noise ResultTesti, Refj Testi, Refj Testi, Refj Testi, Refj Testi, Refj
Pose and
Illumination
ci, cj ∈ C fi, fj ∈ F ri, rj = D0 0, 0 0, 0 Fig. 2
Resolution 19 1, {∗} 18, {∗∗} ri, rj ∈ R 0, 0 0, 0 Fig. 3a
Gaussian Noise 19 1, {∗} 18, {∗∗} ri, rj = D0 0, 0 σ¯i, σ¯j ∈ Nσ¯ Fig. 3b
Motion Blur 19 1, {∗} 18, {∗∗} ri, rj = D0 li, lj ∈ Bl 0, 0 Fig. 3c
where, C = [19 1, 19 0, 04 1, 05 0, 05 1, 14 0, 13 0, 08 0, 08 1],
F = [02, 04, 14, 05, 15, 06, 07, 16, 08, 09, 17, 10, 18, 12], R = [640× 480, · · · , 60× 45],
Bl (length in pixels) = [1, 3, 5, 7, 13, 17, 21], Note: angle= 0
Nσ¯ (variance) = [0.001, 0.007, 0.03, 0.07, 0.1, 0.2]. Note: mean = 0
{∗} = {19 1, 05 1}, {∗∗} = {10, 07}, D0 = 640× 480
(d) Image quality variations included in this study
Fig. 1: Specification of all facial images used in this study
automatic eye detection and provided manually annotated eye locations to [3] for all
the test and reference images used in this study. Also, it is important to mention that
[3] is robust against pose deviation of ±15◦ from the frontal view and it has not been
optimized to handle the pose variations included in this study.
We evaluate the performance of [3] for test and reference image quality variation
as shown in Table 1d. By varying one quality parameter (for example: resolution)
at a time and keeping all the remaining four quality parameters constant, we report
the recognition performance in terms of Area Under the ROC - AUC (for example:
Fig. 3a). For pose and illumination, we report AUC variation in Fig. 2 for all possible
combinations of pose and illumination in the test and reference set.
For evaluation of resolution, motion blur and Gaussian noise, we select surveillance
view (i.e. camera 19 1) test images and the following two views for reference images:
(a) frontal view (i.e. camera 05 1 or mug shot view); (b) near surveillance view (i.e.
camera 19 0). These two pose variations in the reference set were included in our study
in order to simulate different choices available to a forensic investigator in selecting the
pose of the reference image. We report the corresponding recognition performance
results in Fig. 3.
Some sample images used in this study are shown in Fig. 1b. Note that the cropped
images in all the figures in this paper are only for illustration purpose and in the actual
experiment, we used full view image (as shown for resolution variation in Fig. 1b).
Also, the reported value of variance in zero mean Gaussian noise is for image intensity
value ∈ [0, 1].
4 Results
A summary of overall difference in area under ROC (AUC) for individual image quality
parameters is given in Table 1. In the following sections, we analyze the recognition
performance data corresponding to each quality parameter:
4.1 Pose and Illumination
To compare recognition performance for pose and illumination variation, we show the
AUC value in Fig. 2 for all possible combination of pose and illumination in the test
and reference set. Here, each cell block represents performance variation under all
possible illumination variation for a fixed test and reference pose.
• As expected, the frontal pose (i.e. camera 05 1) test set has good recognition
performance (∼ 90%) for a large range of pose variation (±45◦) in reference
set. The recognition performance drops significantly for the surveillance view
(i.e. camera 19 1) reference set. Note that even near frontal pose trace images
(captured by a CCTV camera at a crime scene) are rare in real forensic cases.
• We observe gradual reduction in recognition performance if the reference set
pose moves away from the pose in the test set. This implies that near-optimal
recognition performance can still be achieved with a reference set having a pose
very close to the pose in the test set. In practice, it is very difficult to exactly
match pose between test and reference images and therefore this result is very
encouraging for practical forensics face recognition.
• For surveillance view test images (i.e. camera 19 1), optimal recognition per-
formance ∼ 95% is achieved if the reference images are also captured by the
same camera (i.e. 19 1) – irrespective of the illumination condition in the test
and reference set. In real forensic cases, it is often not possible to acquire the
CCTV camera that captured the trace. In such a case, sub-optimal recognition
performance can be still be achieved with a suspect reference set having near
surveillance view pose (camera 19 0 : reference pose close to the original pose in
test images). Performance can be further improved by matching the illumination
direction in the test and reference images (AUC along the diagonal in bottom
left plot of Fig. 2).
• It is common practice in the forensic community to chose frontal pose reference
image (i.e. mug shots from police database based on intuition) irrespective of
the pose in the test image. Fig. 2 shows that comparison between a surveillance
view (i.e. camera 19 1) test set and the frontal view (i.e. camera 05 1) reference
set can only achieve maximum performance (i.e. AUC) of ∼ 75%. While the
same surveillance view (i.e. camera 19 1) test set when compared with near
surveillance view (i.e. camera 19 0) reference set can achieve performance ∼ 95%
by also matching the illumination condition.
• Worst possible recognition performance occurs if images captured by symmetri-
cally opposite view are compared (for example: when images from camera 19 1
and 08 1 are compared, performance drops to ∼ 50%.).
• If there is an exact match between test and reference pose, the role of illumination
is insignificant (Note, in the MultiPIE data set, if we exactly match the pose,
we are also matching all the imaging characteristics). However, if there is a
slight mismatch in pose, matching illumination between test and reference set
can significantly improve the performance (see along diagonal for test and ref.
pose 19 1 and 19 0 respectively).
4.2 Resolution
In Fig. 3a, we report AUC value for different combinations of test and reference image
resolution.
As expected, recognition performance improves with the resolution of the test and
reference set. The resolution of test (or, reference) set constraints the maximum recog-
nition performance achievable by varying the reference (or, test) set image resolution.
If test and reference set have similar pose (for example: test camera = 19 1 and
ref. camera = 19 0), resolution variation has a more dramatic effect on recognition
performance as compared to the case if they have very large difference in pose (for
example: test camera = 19 1 and ref. camera = 05 0). In other words, the effect of
resolution variation on recognition performance is very large if test and reference pose
are similar.
4.3 Noise (Gaussian)
To study the effect of noise on recognition performance, in Fig. 3b we report AUC
value for different combinations of noise in the test and reference set. We report this
result for two combination of test and reference pose as described in 4.2.
After pose, noise has the most significant effect on recognition performance. This
implies that [3] is highly sensitive to noise in test or reference set images. As was the
case with resolution, the effect of zero mean Gaussian noise on recognition performance
is significant if the test and reference set have similar pose.
4.4 Blur (Motion)
Similarly, the effect blur on the recognition performance shown in Fig. 3c for all the
possible combinations of motion blur in the test and reference image.
As expected, recognition performance degrades gradually as we increase motion
blur in the test or reference set. Again, similar to the behaviour of resolution and
noise, the effect of motion blur on recognition performance is significant if the test and
reference set have similar pose.
Table 1: Summary of difference in AUC
Quality Difference in Area Under ROC
Pose ∼ 50%
Resolution ∼ 35%
Noise (Gaussian) ∼ 35%
Blur (Motion) ∼ 20%
Illumination ∼ 20%
5 Conclusion
In this study, we have shown that if the pose between the test (trace) and reference
(suspect set) images match exactly, we get the best recognition performance achievable
using a particular face recognition system. We also observed gradual decrease in recog-
nition performance as the difference in pose between test and reference set increased.
This implies that even with a small mismatch in pose, we can still attain near opti-
mal recognition performance. Therefore, in a real forensic evaluation cases involving
face recognition, it is sufficient to approximately match the pose between the test and
reference set.
If synthesis of frontal view images from a low quality trace (e.g. using [2]) is difficult,
we recommend applying the method of [2] to the frontal view mug shots in the suspect
reference set in order to synthesize non-frontal view images having pose similar to the
trace image for use with view based face recognition system. We expect that this
approach would helps attain near-optimal recognition performance.
Our study has also shown that the relative pose difference between test and reference
images plays a critical role in determining the extent of performance degradation that
is caused by variations in other quality parameters like illumination, noise, motion blur,
and resolution.
Our findings in this paper are subject to at least three limitations. First, we have
assumed that the image quality parameters are independent. In reality, all the quality
parameters co-exist and presence or absence of one quality parameter (like pose, blur,
etc) might affect the behavior of other quality parameters (like resolution, noise, etc).
Second, all the images used in this study were taken from a single image data set.
Although test and reference images differed by session, ideally both test and reference
images should have been taken from the different data set in order to simulate the
conditions present in a real forensic case. And, finally, these findings are limited by
the inclusion of a specific commercial face recognition system in this study.
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Fig. 2: Face recognition performance variation of [3] in terms of Area Under
ROC(AUC) for all possible combination of pose and illumination variation.
19_0 05_1
0.5
0.6
0.7
0.8
40
x3
0
60
x4
5
80
x6
0
10
0x
75
12
0x
90
16
0x
12
0
20
0x
15
0
64
0x
48
0
40
x3
0
60
x4
5
80
x6
0
10
0x
75
12
0x
90
16
0x
12
0
20
0x
15
0
64
0x
48
0
Reference set resolution
Ar
ea
 U
nd
er
 R
O
C 
(A
UC
)
Test set res.
(dist. between
eyes in pixels)
40x30 (13)
60x45 (16)
80x60 (18)
100x75 (20)
120x90 (22)
160x120 (25)
200x150 (28)
640x480 (50)
(a) Image Resolution
19_0 05_1
0.5
0.6
0.7
0.8
0 0.007 0.03 0.07 0.1 0.3 0 0.007 0.03 0.07 0.1 0.3
Ref. set Gaussian noise variance (mean = 0)
Ar
ea
 U
nd
er
 R
O
C 
(A
UC
) Test set Gaussian
noise variance
(mean = 0)
0
0.007
0.03
0.07
0.1
0.3
(b) Noise (Gaussian)
19_0 05_1
0.60
0.65
0.70
0.75
0.80
0.85
0 3 5 7 13 17 0 3 5 7 13 17
Ref. set motion blur length (angle = 0)
Ar
ea
 U
nd
er
 R
O
C 
(A
UC
) Test set motion
blur length
(angle = 0)
0
3
5
7
13
17
(c) Blur (Motion)
T
es
t
&
re
f.
sa
m
pl
es
Fig. 3: Face recognition performance variation of [3] in terms of Area Under
ROC(AUC) for all possible combination of image resolution, noise, and, blur.
