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VISKOVATOV ALGORITHM FOR HERMITE–PADE´
POLYNOMIALS
N. R. IKONOMOV AND S. P. SUETIN
Abstract. We propose an algorithm for producing Hermite–Pade´ polynomi-
als of type I for an arbitrary tuple of m + 1 formal power series [f0, . . . , fm],
m > 1, about z = 0 (fj ∈ C[[z]]) under the assumption that the series
have a certain (‘general position’) nondegeneracy property. This algorithm
is a straightforward extension of the classical Viskovatov algorithm for con-
struction of Pade´ polynomials (for m = 1 our algorithm coincides with the
Viskovatov algorithm).
The algorithm proposed here is based on a recurrence relation and has the
feature that all the Hermite–Pade´ polynomials corresponding to the multi-
indices (k, k, k, . . . , k, k), (k + 1, k, k, . . . , k, k), (k + 1, k + 1, k, . . . , k, k), . . . ,
(k + 1, k + 1, k + 1, . . . , k + 1, k) are already known by the time the algo-
rithm produces the Hermite–Pade´ polynomials corresponding to the multiin-
dex (k + 1, k + 1, k + 1, . . . , k + 1, k + 1).
We show how the Hermite–Pade´ polynomials corresponding to different
multiindices can be found via this algorithm by changing appropriately the
initial conditions.
The algorithm can be parallelized in m+1 independent evaluations at each
nth step.
Bibliography: [28] titles.
Keywords: formal power series, Hermite–Pade´ polynomials, Viskovatov al-
gorithm.
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1. The case m = 1: a tuple of series [f0, f1] (finding
Pade´ polynomials)
1.1. Introduction. Classical Viskovatov algorithm. The most well known
algorithms for producing the coefficients of the expansion of a given (in general,
formal) power series f ∈ C[[z]] in a continued C-fraction (this thereby also pro-
duces Pade´ polynomials) are the QD-algorithm (see [2, Ch. 4, § 4.3, Theorem
4.3.5]) and the Viskovatov algorithm (see [27, § 4, pp. 243–245] and [2, Ch. 4,
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§ 4.2, formula (2.17)]). Both algorithms are capable of producing Pade´ approxi-
mants of the form [n/n]f , [n+1/n]f , but they can be applied only under certain
nondegeneracy condition of the original power series f (the series f should be in
‘general position’).
In the present paper, we extend the classical Viskovatov algorithm to the set-
ting of Hermite–Pade´ polynomials of type I for a tuple ofm+1 formal power series
f0, . . . , fm, where m > 1 and fj ∈ C[[z]], j = 0, . . . ,m. For m = 1, for a tuple
of series [f0, f1], this algorithm (for finding Hermite–Pade´ polynomials) produces
Pade´ polynomials. This is why it can be looked upon as a natural extension of
the classical Viskovatov algorithm to the case of Hermite–Pade´ polynomials. It
seems that with this algorithm one can associate the so-called vector continued
fraction (for details, see [2, Ch. 8, § 8.4], [14] and the references given therein).
However, this question will not be addressed in the present paper. Recurrent
relations close to those discussed below and related to the extension of the Visko-
vatov algorithm to the case of Hermite–Pade´ polynomials were obtained in [19]
and [14]; see also [6], [4], [18] and [5].
Note that it is the Viskovatov algorithm that ws used by A. Trias when im-
plementing the HELM-algorithm for producing Pade´ polynomials (see [22], [23],
and also [24]).
Let a(z) :=
∞∑
k=0
akz
k, b(z) :=
∞∑
k=0
bkz
k be formal power series, b0 6= 0. The
Viskovatov algorithm of expansion of the ratio of the series a(z)/b(z) in a contin-
ued C-fraction is based on the following identity (see [2, § 4.2, formula (2.17)]):
∞∑
k=0
akz
k
∞∑
k=0
bkzk
=
a0
b0
+
z
∞∑
k=0
bkzk
/ ∞∑
k=0
(ak+1 − a0bk+1/b0)zk
. (1.1)
An application of a similar identity to the series appearing in the denominator
on the right of (1.1) constitutes the next step in the expansion of the ratio of the
series a(z)/b(z) in a continued C-fraction
v0 +
z
v1 +
z
v2 +
z
v3 + . . .
. (1.2)
In the Pade´ table for the series f(z) := a(z)/b(z), the approximants of the contin-
ued C-fraction (1.2) form a staircase sequence consisting of Pade´ approximants
of the form [n/n]f and [n+ 1/n]f , n = 0, 1, . . . .
Note that for formal Laurent series about the point at infinity ζ of the form
F (ζ) :=
∞∑
k=0
ck
ζk+1
, (1.3)
expansions in a Chebyshev continued fraction are constructed using the Jacobi–
Perron algorithm. There exists a multivariate analogue of the Jacobi–Perron al-
gorithm capable of producing Hermite–Pade´ polynomials for a tuple of series (1.3)
(see [15], [16] and the references cited there). Such algorithms also apply for pro-
ducing Hermite–Pade´ polynomials under certain nondegeneracy conditions. One
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can also mention QD-algorithms (see, first of all [25] and [26] and the bibliog-
raphy given there) capable of producing Hermite–Pade´ polynomials for a tuple
of Laurent series (1.3) under similar nondegeneracy conditions. However, these
QD-algorithms for construction of Hermite–Pade´ polynomials pertain to formal
Laurent series rather than to formal Taylor series, and, as far as we know, no link
between formal Taylor series and the classical QD-algorithms has been established
so far.
It is also worth noting that from the point of view of applications, the tradi-
tional interest to Hermite–Pade´ polynomials of type I stems mainly from the fact
that they underlie the construction of Shafer quadratic approximants (also called
algebraic approximants); see [19], [17], [20], [9], [10], [28], [1], [8] and the refer-
ences there. Nevertheless, a new approach to the analytic continuation problem
was recently proposed in [21, § 4, formulae (61)–(63)] (see also [11]); this approach
is based on the use of Hermite–Pade´ polynomials of type I, but in it only ratio-
nal functions are involved. In [11], this approach was theoretically justified for
a sufficiently large class of multivalued analytic functions; for more details, see
[11, formula (9), Corollary 6].
1.2. Hermite–Pade´ polynomials (Pade´ polynomials) for a tuple of series
[f0, f1]. Here we reduce the Viskovatov algorithm to the form more convenient
for further applications. We set f0 = f0(z) =
∞∑
k=0
c0,kz
k = c0+O(z), f1 = f1(z) =
∞∑
k=0
c1,kz
k = c1 +O(z); here and in what follows, by O(z) we denote power series
starting with the first-order term in z. Hence relation (1.1) can be written as the
identity
f1
f0
=
c1
c0
+
z
f0
/ [(
f1 −
c1
c0
f0
)
/z
] = c1
c0
+
z
f
[1]
1 /f
[1]
0
, (1.4)
where we put
f
[1]
1 := f0 =:
∞∑
k=0
c
[1]
1,k = c
[1]
1 +O(z), f
[1]
0 :=
1
z
(
f1 −
c1
c0
f0
)
=
∞∑
k=0
c
[1]
0,k = c
[1]
0 +O(z).
Similarly to (1.4), for the new series f
[1]
0 and f
[1]
1 , we set
f
[1]
1
f
[1]
0
=
c
[1]
1
c
[1]
0
+
z
f
[2]
1 /f
[2]
0
, (1.5)
where
f
[2]
1 : = f
[1]
0 =:
∞∑
k=0
c
[2]
1,kz
k = c
[2]
1 +O(z),
f
[2]
0 : =
1
z
(
f
[1]
1 −
c
[1]
1
c
[1]
0
f
[1]
0
)
=
∞∑
k=0
c
[2]
0,kz
k = c
[2]
0 +O(z).
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From (1.3) and (1.5) we get the following relation, in which we put f
[0]
0 := f0 =:
∞∑
k=0
c
[0]
0,kz
k = c
[0]
0 +O(z), f
[0]
1 := f1 =:
∞∑
k=0
c
[0]
1,kz
k = c
[0]
1 +O(z),
f1
f0
=
f
[0]
1
f
[0]
0
=
c
[0]
1
c
[0]
0
+
z
c
[1]
1
c
[1]
0
+
z
f
[2]
1 /f
[2]
0
. (1.6)
Applying formula of the form (1.5) to f
[2]
1 /f
[2]
0 , f
[3]
1 /f
[3]
0 , . . . , we get the (formal)
expansion of the ratio f1/f0 in a continued C-fraction of the form (1.2).
1.3. The matrix approach. Let f
[0]
0 := f0, f
[0]
1 := f1, f
[1]
0 , f
[1]
1 , . . . be formal
series (in the above sense).
Setting
M1 :=
(
0 1
1 0
)
, M2 :=
(
z 0
−c
[0]
1 /c
[0]
0 1
)
, ~f := (f1, f0),
we have
M1
(
f1
f0
)
=
(
f0
f1
)
, M2
(
f0
f1
)
=

 zf0
f1 −
c1
c0
f0

 = z
(
f
[1]
1
f
[1]
0
)
.
We define
M [0] := M2M1 =
(
0 z
1 −c
[0]
1 /c
[0]
0
)
=
(
P1 P2
Q1 Q2
)
, (1.7)
where P1, P2, Q1, Q2 are polynomials of z, Pj .Qj ∈ C[z]. So, we have
M [0]
(
f1
f0
)
= z
(
f
[1]
1
f
[1]
0
)
= O(z). (1.8)
Now from (1.8) we get that Q1f1 +Q2f0 = O(z), where Q1 = const, Q2 = const.
Hence Q2 and Q1 are Hermite–Pade´ polynomials of type I (Pade´ polynomials)
for the tuple of series [f0, f1] and the multiindex k = (0, 0), because the order of
tangency in (1.8) agrees with the multiindex k: |k|+ 1 = 0 + 1 = 1.
As in (1.8), we have
M [1]
(
f
[1]
1
f
[1]
0
)
= z
(
f
[2]
1
f
[2]
0
)
, where M [1] =
(
0 z
1 −c
[1]
1 /c
[1]
0
)
.
Therefore,
M [1]M [0]
(
f1
f0
)
= z2
(
f
[2]
1
f
[2]
0
)
= O(z2). (1.9)
We set A[0] := M [0], A[1] := M [1]M [0]. Hence
A[1] = M [1]M [0] =


z −
c1
c0
z
−
c
[1]
1
c
[1]
0
z +
c
[1]
1
c
[1]
0
c1
c0

 =:
(
P
[1]
1 P
[1]
2
Q
[1]
1 Q
[1]
2
)
, (1.10)
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where degQ
[1]
1 = 0, degQ
[1]
2 = 1. From (1.9) it follows that Q
[1]
2 f0 + Q
[1]
1 f1 =
O(z2). Therefore, Q
[1]
2 , Q
[1]
1 is a pair of Hermite–Pade´ polynomials (Pade´ poly-
nomials) for the tuple of series [f0, f1] and the multiindex k = k
[1] = (1, 0).
Proceeding as in (1.8) and (1.9), we arrive in succession to Hermite–Pade´ poly-
nomials for the tuple [f0, f1] and the multiindices k
[2] = (1, 1), k[3] = (2, 1),
k[4] = (2, 2), k[5] = (3, 2), . . . .
1.4. Hermite–Pade´ polynomials for a tuple of series [f0, f1]: an arbitrary
iteration step (n+ 1). Let n > 1. We set
f
[n+1]
1 := f
[n]
0 =: c
[n+1]
1 +O(z), f
[n+1]
0 :=
1
z
(
f
[n]
1 −
c
[n]
1
c
[n]
0
f
[n]
0
)
=: c
[n+1]
0 +O(z).
Let
M [n] :=
(
0 z
1 −c
[n]
1 /c
[n]
0
)
, A[n] := M [n] · · ·M [0] =
(
P
[n]
1 P
[n]
2
Q
[n]
1 Q
[n]
2
)
,
where P
[n]
j , Q
[n]
j are polynomials. Hence
A[n+1] := M [n+1]A[n] =
(
P
[n+1]
1 P
[n+1]
2
Q
[n+1]
1 Q
[n+1]
2
)
, (1.11)
where P
[n+1]
j , Q
[n+1]
j ∈ C[z]. By definition of the matrix M
[n] and using (1.11),
we have the recurrence relations
P
[n+1]
j = zQ
[n]
j ,
Q
[n+1]
j = P
[n]
j −
c
[n+1]
1
c
[n+1]
0
Q
[n]
j , j = 1, 2, . . . , n = 1, 2, . . . .
(1.12)
From (1.12) we get the three-term recurrence relation, which relates the poly-
nomials Q
[n+1]
j , j = 1, 2, as obtained at step (n + 1) of the iteration, to the
polynomials obtained at two previous steps:
Q
[n+1]
j (z) = −
c
[n+1]
1
c
[n+1]
0
Q
[n]
j (z) + zQ
[n−1]
j (z), j = 1, 2, n = 1, 2, . . . . (1.13)
The initial conditions for relations (1.13) follow from (1.7) and (1.10):
Q
[0]
1 = Q1 = 1, Q
[0]
2 = Q2 = −
c1
c0
, Q
[1]
1 = −
c
[1]
1
c
[1]
0
, Q
[1]
2 = z+
c
[1]
1
c
[1]
0
c1
c0
. (1.14)
Moreover, we have
A[n]
(
f1
f0
)
= zn+1
(
f
[n+1]
1
f
[n+1]
0
)
= O(zn+1). (1.15)
The following result holds.
Theorem 1. 1) Let n = 2k, k > 0. Then degQ
[n]
1 = degQ
[n]
2 = k and the
polynomials Q
[n]
2 , Q
[n]
1 are Hermite–Pade´ polynomials for the tuple of series [f0, f1]
and the multiindex k[n] = (k, k) (the order of tangency is |k[n]|+1 = 2k+1 = n+1,
see (1.15)).
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2) Let n = 2k + 1, k > 0. Then degQ
[n]
1 = k, degQ
[n]
2 = k + 1 and the
polynomials Q
[n]
2 , Q
[n]
1 are Hermite–Pade´ polynomials for the tuple of series [f0, f1]
and the multiindex k[n] = (k+1, k) (the order of tangency is |k[n]|+1 = 2k+2 =
n+ 1, see (1.15)).
Remark 1. Here and in what follows, in Theorems 1–3 and the corresponding
algorithms, we assume that the original series f0, f1, . . . , fm are in ‘general posi-
tion’ (cf. [7]). In particular, we assume that all the polynomials appearing in the
statements of Theorems 1–3 have the precise degree indicated in the theorems.
In general, in the corresponding relations for the degree the nonstrict inequality
should be written.
Remark 2. If we start the iteration process from the vector series T(f0, f1) (here
and in what follows T~v denotes the transposition with respect to the vector row
~v) instead of T(f1, f0), then as a result we get the sequence of Pade´ approximants
of the form [n/n], [n/n+ 1], n = 0, 1, . . . (instead of [n/n], [n + 1/n]).
Theorem 1 is in fact well known (see [2, Ch. 4, Theorem 4.2.1]; cf. also (1.13)
and [2, formula (2.76)]). Nevertheless, to make our presentation complete, we
give a proof of this theorem.
Proof of Theorem 1. We argue by induction on k.
1) Let k = 0. From (1.14), for n = 2k = 0 we get degQ
[0]
1 = degQ
[0]
2 = 0.
Moreover, from (1.13) and (1.14) for n = 2k + 1 = 1 we have degQ
[1]
1 = 0,
degQ
[1]
2 = 1. For k = 1, using (1.13) we find that degQ
[2]
1 = degQ
[2]
2 = 1 and
degQ
[3]
1 = 1, degQ
[3]
2 = 2.
2) Assuming now that the conclusions of Theorem 1 hold for n = 2k − 1 and
n = 2k, let us show that they also hold for n = 2k + 1 and n = 2k + 2.
For n = 2k + 1, from the recurrence relation (1.13) we get
Q
[2k+1]
1 = a
[2k+1]Q
[2k]
1 + zQ
[2k−1]
1 .
Therefore,
degQ
[2k+1]
1 = max{degQ
[2k]
1 , 1 + degQ
[2k−1]
1 } = max{k, 1 + k − 1} = k.
A similar analysis shows that Q
[2k+1]
2 = a
[2k+1]Q
[2k]
2 + zQ
[2k+1]
2 , and therefore,
using the induction assumption,
degQ
[2k+1]
2 = max{degQ
[2k]
2 , 1 + degQ
[2k−1]
2 } = max{k, 1 + k} = k + 1.
For n = 2k+2 from (1.13) we conclude that Q
[2k+2]
1 = a
[2k+2]Q
[2k+1]
1 + zQ
[2k]
1 ,
and hence, by the induction assumption,
degQ
[2k+2]
1 = max{degQ
[2k+1]
1 , 1 + degQ
[2k]
1 } = max{k, 1 + k} = k + 1.
In a similar manner we obtain Q
[2k+2]
2 = a
[2k+2]Q
[2k+1]
2 + zQ
[2k]
2 , and therefore,
by the induction assumption,
degQ
[2k+2]
2 = max{degQ
[2k+1]
2 , 1 + degQ
[2k]
2 } = max{k + 1, 1 + k} = k + 1.
Theorem 1 is proved. 
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1.5. The algorithm for m = 1 (a tuple of series [f0, f1]). We are given two
series f0 = f0(z) =
∞∑
k=0
c0,kz
k = c0+O(z) and f1 = f1(z) =
∞∑
k=0
c1,kz
k = c1+O(z).
1.5.1. The initial iteration step. If f
[0]
0 := f0, f
[0]
1 := f1, c
[0]
0 := c0, c
[0]
1 := c1,
then we have c
[0]
0,k := c0,k, c
[0]
1,k := c1,k for k = 0, 1, . . . , and f
[0]
0 = c
[0]
0 + O(z),
f
[0]
1 = c
[0]
1 +O(z). Let a
[0] := −c
[0]
1 /c
[0]
0 .
1.5.2. Step 1 of the iteration. Setting
f
[1]
1 := f
[0]
0 , f
[1]
0 :=
1
z
(
f
[0]
1 −
c
[0]
1
c
[0]
0
f
[0]
0
)
, (1.16)
we have
f
[1]
0 =
∞∑
k=0
c
[1]
0,kz
k = c
[1]
0 +O(z), f
[1]
1 =
∞∑
k=0
c
[1]
1,kz
k = c
[1]
1 +O(z).
We set a[1] := −c
[1]
1 /c
[1]
0 ,
Q
[0]
1 := 1, Q
[0]
2 := a
[0], Q
[1]
1 := a
[1], Q
[1]
2 := z + a
[1]a[0].
1.5.3. Step (n+ 1) of the iteration. Let a[n] := −c
[n]
1 /c
[n]
0 ,
f
[n+1]
1 : = f
[n]
0 =:
∞∑
k=0
c
[n+1]
1,k z
k = c
[n+1]
1 +O(z),
f
[n+1]
0 : =
1
z
(
f
[n]
1 −
c
[n]
1
c
[n]
0
f
[n]
0
)
=
1
z
(
f
[n]
1 + a
[n]f
[n]
0
)
=
∞∑
k=0
c
[n+1]
0,k z
k = c
[n+1]
0 +O(z).
(1.17)
Setting a[n+1] := −c
[n+1]
1 /c
[n+1]
0 , we find that (see (1.13))
Q
[n+1]
j (z) = a
[n+1]Q
[n]
j (z) + zQ
[n−1]
j (z), j = 1, 2, n = 1, 2, . . . .
2. The case m = 2: a tuple of series [f0, f1, f2]
2.1. Introduction. We are given three formal power series
f0 = f0(z) =
∞∑
k=0
c0,kz
k, f1 = f1(z) =
∞∑
k=0
c1,kz
k, f2 = f2(z) =
∞∑
k=0
c2,kz
k.
If we define f0 = c0 +O(z), f1 = c1 +O(z), f2 = c2 +O(z), then we get
0 0 11 0 0
0 1 0



f2f1
f0

 =

f0f2
f1

 , (2.1)


z 0 0
0 1 −
c2
c1
−
c1
c0
0 1



f0f2
f1

 =


zf0
f2 −
c2
c1
f1
f1 −
c1
c0
f0

 = z

f
[1]
2
f
[1]
1
f
[1]
0

 , (2.2)
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where
f
[1]
2 := f0, f
[1]
1 :=
1
z
(
f2 −
c2
c1
f1
)
, f
[1]
0 :=
1
z
(
f1 −
c1
c0
f0
)
.
We have
f
[1]
0 =
∞∑
k=0
c
[1]
0,kz
k = c
[1]
0 +O(z),
f
[1]
1 =
∞∑
k=0
c
[1]
1,kz
k = c
[1]
1 +O(z),
f
[1]
2 =
∞∑
k=0
c
[1]
2,kz
k = c
[1]
2 +O(z).
Let
M1 :=

0 0 11 0 0
0 1 0

 , M2 :=

 z 0 00 1 −c2/c1
−c1/c0 0 1

 ,
M [0] := M2M1 =

0 0 z1 −c2/c1 0
0 1 −c1/c0

 =

P1 P2 P3Q1 Q2 Q3
R1 R2 R3

 (2.3)
Hence relations (1.2) assume the form
M [0] T~f = z T~f [1], (2.4)
where ~f := (f2, f1, f0), ~f
[1] := (f
[1]
2 , f
[1]
1 , f
[1]
0 ), and
T~v is the transposition with
respect to the vector row ~v = (v1, v2, v3).
We set f
[0]
0 := f0 =
∞∑
k=0
c
[0]
0,kz
k = c
[0]
0 +O(z), f
[0]
1 := f1 =
∞∑
k=0
c
[0]
1,kz
k = c
[0]
1 +O(z),
f
[0]
2 := f2 =
∞∑
k=0
c
[0]
2,kz
k = c
[0]
2 +O(z), a
[0] := −c
[0]
2 /c
[0]
1 , b
[0] := −c
[0]
1 /c
[0]
0 .
2.2. Theoretical results. Given n > 1, we define
f
[n+2]
2 : = f
[n]
0 =:
∞∑
k=0
c
[n+1]
2,k z
k = c
[n+1]
2 +O(z),
f
[n+1]
1 : =
1
z
(
f
[n]
2 −
c
[n]
2
c
[n]
1
f
[n]
1
)
=:
∞∑
k=0
c1,kz
k = c
[n+1]
1 +O(z),
f
[n+1]
0 : =
1
z
(
f
[n]
1 −
c
[n]
1
c
[n]
0
f
[n]
0
)
=:
∞∑
k=0
c0,kz
k = c
[n+1]
0 +O(z).
(2.5)
As in (2.3), we put
M [n] :=

0 0 z1 −c[n]2 /c[n]1 0
0 1 −c
[n]
1 /c
[n]
0

 . (2.6)
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Let
A[n] := M [n] · · ·M [0] =

P
[n]
1 P
[n]
2 P
[n]
3
Q
[n]
1 Q
[n]
2 Q
[n]
3
R
[n]
1 R
[n]
2 R
[n]
3

 .
Then
A[n+1] : =

P
[n+1]
1 P
[n+1]
2 P
[n+1]
3
Q
[n+1]
1 Q
[n+1]
2 Q
[n+1]
3
R
[n+1]
1 R
[n+1]
2 R
[n+1]
3

 = M [n+1]A[n]
=

0 0 z1 −c[n+1]2 /c[n+1]1 0
0 1 −c
[n+1]
1 /c
[n+1]
0



P
[n]
1 P
[n]
2 P
[n]
3
Q
[n]
1 Q
[n]
2 Q
[n]
3
R
[n]
1 R
[n]
2 R
[n]
3 .

 . (2.7)
From (2.7) we get the recurrence relations for j = 1, 2, 3 and for n > 1
P
[n+1]
j = zR
[n]
j ,
Q
[n+1]
j = P
[n]
j −
c
[n+1]
2
c
[n+1]
1
Q
[n]
j = a
[n+1]Q
[n]
j + P
[n]
j ,
R
[n+1]
j = Q
[n]
j −
c
[n+1]
1
c
[n+1]
0
R
[n]
j = b
[n+1]R
[n]
j +Q
[n]
j ,
(2.8)
where
a[n+1] := −
c
[n+1]
2
c
[n+1]
1
, b[n+1] := −
c
[n+1]
1
c
[n+1]
0
.
From (2.8) we finally get
Q
[n+1]
j (z) = a
[n+1]Q
[n]
j (z) + zR
[n−1](z),
R
[n+1]
j (z) = b
[n+1]R
[n]
j (z) +Q
[n]
j
(2.9)
for j = 1, 2, 3 and for n = 1, 2, . . . . Moreover, the initial conditions for the three-
term recurrence relations (2.9) follow from the equality A[1] = M [1]M [0] and read
as
Q
[0]
1 = 1, Q
[0]
2 = a
[0], Q
[0]
3 = 0,
R
[0]
1 = 0, R
[0]
2 = 1, R
[0]
3 = b
[0],
Q
[1]
1 = a
[1], Q
[1]
2 = a
[1]a[0], Q
[1]
3 = z,
R
[1]
1 = 1, R
[1]
2 = b
[1] + a[0], R
[1]
3 = b
[1]b[0].
(2.10)
Furthermore, from (2.6) we have
A[n]

f2f1
f0

 = M [n] · · ·M [0]

f2f1
f0

 = zn+1

f
[n+1]
2
f
[n+1]
1
f
[n+1]
0

 = O(zn+1). (2.11)
The following result holds.
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Theorem 2. Let k = 0, 1, 2, . . . .
1) If n = 3k, then degQ
[n]
1 = k, degQ
[n]
2 = k, degQ
[n]
3 = k.
2) If n = 3k + 1, then degR
[n]
1 = k, degR
[n]
2 = k, degR
[n]
3 = k, degQ
[n]
1 = k,
degQ
[n]
2 = k, degQ
[n]
3 = k + 1.
3) If n = 3k+2, then degR
[n]
1 = k, degR
[n]
2 = k, degR
[n]
3 = k+1, degQ
[n]
1 = k,
degQ
[n]
2 = k + 1, degQ
[n]
3 = k + 1.
4) If n = 3k + 3, then degR
[n]
1 = k, degR
[n]
2 = k + 1, degR
[n]
3 = k + 1.
From (2.11), we obtain
(R
[n]
1 , R
[n]
2 , R
[n]
3 )
T(f2, f1, f0) = R
[n]
1 f2 +R
[n]
2 f1 +R
[n]
3 f0 = O(z
n+1). (2.12)
The next result follows from Theorem 2 and (2.12).
Corollary 1. Under the hypotheses of Theorem 2, for an arbitrary n ∈ N,
let k2 = degR
[n]
1 , k1 = degR
[n]
2 , k0 = degR
[n]
3 , and k
[n] = (k0, k1, k2) ∈ Z
3
+
(a multiindex). Then |k[n]| = k0 + k1 + k2 = n − 1, and by (2.12), the tuple
[R
[n]
3 , R
[n]
2 , R
[n]
1 ] = [Qk[n],0, Qk[n],1, Qk[n],2] is a tuple of Hermite–Pade´ polynomials
of type I for the tuple of functions [f0, f1, f2] and the multiindex k
[n], the order
of tangency being O(z|k
[n]|+2) = O(zn+1).
Proof. The proof of Theorem 2 is by induction on k.
I) Let k = 0.
Assertions 1) and 2) of the theorem are direct consequences of representations
(2.10).
Using (2.9), we find that Q
[2]
j = a
[2]Q
[1]
j + zR
[0]
j , j = 1, 2, 3. By (2.10), we have
R
[0]
1 = 0, R
[0]
j = constj 6= 0, j = 2, 3. Therefore, from (2.10) we have degQ
[2]
1 = 0,
degQ
[2]
2 = degQ
[2]
3 = 1. Similarly, an appeal to (2.9) shows that R
[2]
j = b
[2]R
[1]
j +
Q
[1]
j . Therefore, by (2.10) we get degR
[2]
1 = degR
[2]
2 = 0, degR
[2]
3 = 1, proving
assertion 3).
Let us verify assertion 4). From (2.9), we conclude R
[3]
j = b
[3]R
[2]
j +Q
[2]
j . Hence
by the above properties of the polynomials R
[2]
j and Q
[2]
j , we find that degR
[3]
1 = 0,
degR
[3]
2 = degR
[3]
3 = 1.
This verifies all assertions 1)–4) of Theorem 2 for k = 0.
II) Now, assuming that assertions 1)–4) of Theorem 2 hold for n = 3k, n =
3k + 1, n = 3k + 2, and n = 3k + 3, respectively, let us verify them under this
hypothesis with k replaced by k+1; that is, for n = 3k+3, n = 3k+4, n = 3k+5,
and n = 3k + 6.
1) Let n = 3(k + 1) = 3k + 3. Then using (2.9) and since assertions 2) and 3)
of Theorem 2 hold for n = 3k + 1 and n = 3k + 2, we have
degQ
[3k+3]
1 = max
{
degQ
[3k+2]
1 , 1 + degR
[3k+1]
1
}
= max{k, 1 + k} = k + 1,
degQ
[3k+3]
j = max{degQ
[3k+2]
j , 1 + degR
[3k+1]
j } = max{k + 1, 1 + k} = k + 1,
where j = 2, 3.
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2) Let n = 3k+4. Then using (2.9) and employing assertion 4) for n = 3k+3
and assertion 1) for n = 3k + 3, we have, for j = 1, 2, 3,
degR
[3k+4]
j = max{degR
[3k+3]
j ,degQ
[3k+3]
j } = k + 1.
Similarly, using (2.9) and assertions 1) and 3) of Theorem 2 for n = 3k + 3 and
n = 3k + 2, we have, respectively,
degQ
[3k+4]
j = max{degQ
[3k+3]
j , 1 + degR
[3k+2]
j } = k + 1 for j = 1, 2,
degQ
[3k+4]
3 = max{degQ
[3k+3]
3 , 1 + degR
[3k+2]
3 } = k + 2.
3) Let us verify assertion 3) for n = 3k + 5. From (2.9) and assertion 2) for
n = 3k + 4 we have, for j = 1, 2,
degR
[3k+5]
j = max{degR
[3k+4]
j ,degQ
[3k+4]
j } = max{k + 1, k + 1} = k + 1,
degR
[3k+5]
3 = max{degR
[3k+4]
3 ,degQ
[3k+4]
3 } = max{k + 1, k + 2} = k + 2.
Similarly, using (2.9) and employing the already proved assertions 1), 2) and 4)
of Theorem 2 for n = 3k + 3, n = 3k + 4 and n = 3k + 3, respectively, we get
degQ
[3k+5]
1 = max{degQ
[3k+4]
1 , 1 + degR
[3k+3]
1 } = max{k + 1, 1 + k} = k + 1,
degQ
[3k+5]
j = max{degQ
[3k+4]
j , 1 + degR
[3k+3]
j } = k + 2 for j = 2, 3.
4) Let us prove assertion 4) for n = 3(k + 1) + 3 = 3k + 6. From (2.9) and
since assertion 3) holds for n = 3k + 5, we find that
degR
[3k+6]
1 = max{degR
[3k+5]
1 ,degQ
[3k+5]
1 } = k + 1,
degR
[3k+6]
j = max{degR
[3k+5]
j ,degQ
[3k+5]
j } = k + 2 for j = 2, 3.
Theorem 2 is proved. 
2.3. The algorithm for m = 2 (a tuple of series [f0, f1, f2]). We are given
three series: f0 = f0(z) =
∞∑
k=0
c0,kz
k = c0 + O(z), f1 = f1(z) =
∞∑
k=0
c1,kz
k =
c1 +O(z), and f2 = f2(z) =
∞∑
k=0
c2,kz
k = c2 +O(z).
2.3.1. The initial iteration step: n = 0. We set f
[0]
0 := f0, f
[0]
1 := f1, f
[0]
2 :=
f2, c
[0]
j := cj , j = 0, 1, 2, a
[0] := −c
[0]
2 /c
[0]
1 , b
[0] := −c
[0]
1 /c
[0]
0 , and define
Q
[0]
1 := 1, Q
[0]
2 := a
[0], Q
[0]
3 := 0,
R
[0]
1 := 0, R
[0]
2 := 1, R
[0]
3 := b
[0]. (2.13)
12 NIKOLAY R. IKONOMOV AND SERGEY P. SUETIN
2.3.2. First iteration step: n = 1. We set
f
[1]
2 : = f
[0]
0 =:
∞∑
k=0
c
[1]
2,kz
k = c
[1]
2 +O(z),
f
[0]
1 : =
1
z
(
f
[0]
2 −
c
[0]
2
c
[0]
1
f
[0]
1
)
=
∞∑
k=0
c
[1]
1,kz
k = c
[1]
1 +O(z),
f
[0]
0 : =
1
z
(
f
[0]
1 −
c
[0]
1
c
[0]
0
f
[0]
0
)
=
∞∑
k=0
c
[1]
0,kz
k = c
[1]
0 +O(z).
Given a[1] := −c
[1]
2 /c
[1]
1 , b
[1] := −c
[1]
1 /c
[1]
0 , we put
Q
[1]
1 := a
[1], Q
[1]
2 := a
[1]a[0], Q
[1]
3 := z,
R
[1]
1 := 1, R
[1]
2 := b
[1] + a[0], R
[1]
3 := b
[1]b[0].
2.3.3. Step (n+ 1) of the iteration (n > 1). Given n > 1, we put
f
[n+1]
0 : =
1
z
(
f
[n]
1 −
c
[n]
1
c
[n]
0
f
[n]
0
)
=
∞∑
k=0
c
[n+1]
0,k z
k = c
[n+1]
0 +O(z),
f
[n+1]
1 : =
1
z
(
f
[n]
2 −
c
[n]
2
c
[n]
1
f
[n]
1
)
=
∞∑
k=0
c
[n+1]
1,k z
k = c
[n+1]
1 +O(z),
f
[n+1]
2 : = f
[n]
0 =:
∞∑
k=0
c
[n+1]
2,k z
k = c
[n+1]
2 +O(z),
a[n+1] := −
c
[n+1]
2
c
[n+1]
1
, b[n+1] := −
c
[n+1]
1
c
[n+1]
0
,
Q
[n+1]
j (z) = a
[n+1]Q
[n]
j (z) + zR
[n−1]
j (z),
R
[n+1]
j (z) = b
[n+1]R
[n]
j (z) +Q
[n]
j (z), j = 1, 2, 3. (2.14)
3. The case of an arbitrary m ∈ N: a tuple of series
[f0, . . . , fm]
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3.1. Introduction and theoretical results. Given (m+1) formal series fj =
fj(z) =
∞∑
j=1
cj,kz
k, fj ∈ C[[z]], j = 0, . . . ,m, we define fj = cj +O(z). We have


0 0 0 . . . 0 1
1 0 0 . . . 0 0
0 1 0 . . . 0 0
. . . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0




fm
fm−1
fm−2
...
f0

 =


f0
fm
fm−1
...
f1

 , (3.1)


z 0 0 0 0 . . . 0 0 0
0 1 − cm
cm−1
0 0 . . . 0 0 0
0 0 1 − cm−1
cm−2
0 . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . 0 1 − c2
c1
− c1
c0
0 0 0 0 . . . 0 0 1




f0
fm
fm−1
...
f1

 =


zf0
fm −
cm
cm−1
fm−1
...
f2 −
c1
c0
f1
f1 −
c1
c0
f0


= z


f
[1]
m
f
[1]
m−1
f
[1]
m−2
...
f
[1]
0

 = O(z), (3.2)
where
f [1]m : = f0 =:
∞∑
k=0
c
[1]
m,kz
k = c[1]m +O(z),
f
[1]
j : =
1
z
(
fj+1 −
cj+1
cj
fj
)
=
∞∑
k=0
c
[1]
j,kz
k = c
[1]
j +O(z), j = 0, . . . ,m− 1.
We set c
[0]
j := cj ,
f
[0]
j := fj =:
∞∑
k=0
c
[0]
j,kz
k = c
[0]
j +O(z), j = 0, . . . ,m,
a
[0]
j := −c
[0]
j /c
[0]
j−1, j = 1, . . . ,m, and define
M1 :=


0 0 0 . . . 0 1
1 0 0 . . . 0 0
0 1 0 . . . 0 0
. . . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0

 ,
M2 :=


z 0 0 0 0 . . . 0 0 0
0 1 a
[0]
m 0 0 . . . 0 0 0
0 0 1 a
[0]
m−1 0 . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . 0 1 a
[0]
2
a
[0]
1 0 0 0 0 . . . 0 0 1


.
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We also put
M [0] := M2M1 =


0 0 0 0 0 . . . 0 0 z
1 a
[0]
m 0 0 0 . . . 0 0 0
0 1 a
[0]
m−1 0 0 . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . 1 a
[0]
2 0
0 0 0 0 0 . . . 0 1 a
[0]
1


. (3.3)
We have
M [0] T~f [0] = z T~f [1] = O(z), where ~f [0] := (f
[0]
0 , . . . , f
[0]
m ),
~f [1] := (f
[1]
0 , . . . , f
[1]
m ).
(3.4)
For n > 1, we define
a
[n]
j : = −c
[n]
j /c
[n]
j−1, j = 1, . . . ,m,
f [n+1]m : = f
[n]
0 =:
∞∑
k=0
c
[n+1]
m,k z
k = c[n+1]m +O(z),
f
[n+1]
j : =
1
z
(
f
[n]
j+1 −
c
[n]
j+1
c
[n]
j
f
[n]
j
)
=
∞∑
k=0
c
[n+1]
j,k z
k = c
[n+1]
j +O(z), j = 0, . . . ,m− 1.
(3.5)
Let
M [n] :=


0 0 0 0 0 . . . 0 0 z
1 a
[n]
m 0 0 0 . . . 0 0 0
0 1 a
[n]
m−1 0 0 . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . 1 a
[n]
2 0
0 0 0 0 0 . . . 0 1 a
[n]
1


. (3.6)
Then, as in (3.4), we have, for n > 1,
M [n] T~f [n] = z T~f [n+1], where ~f [n] := (f [0]m , . . . , f
[0]
0 ) ∈ C
m+1[[z]]. (3.7)
From (3.7) it now follows that
M [n] · · ·M [0] T~f [0] = zn+1 T~f [n+1] = O(zn+1),
and so
A[n] T~f [0] = zn+1 T~f [n+1] = O(zn+1), (3.8)
where A[n] := M [n] · · ·M [0]. Moreover, A[0] = M [0], where the matrix M [0] is
given by (3.3). Let
A[n] =


~A
[n]
1
...
~A
[n]
m+1

 , where ~A[n]j := (A[n]j,1, . . . , A[n]j,m+1), j = 1, . . . ,m+1. (3.9)
By definition of the matrix A[n],
A[n+1] = M [n+1]A[n].
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Therefore, an appeal to (3.6) yields
~A
[n+1]
1 = z
~A
[n]
m+1, (3.10)
~A
[n+1]
j =
~A
[n]
j−1 + a
[n+1]
m+2−j
~A
[n]
j = a
[n+1]
m+2−j
~A
[n]
j +
~A
[n]
j−1, j = 2, . . . ,m+ 1. (3.11)
Now using (3.10), for n > 1, we transform (3.11) to read
~A
[n+1]
2 = a
[n+1]
m
~A
[n]
2 + z
~A
[n−1]
m+1 ,
~A
[n+1]
j = a
[n+1]
m+2−j
~A
[n]
j +
~A
[n]
j−1, j = 3, . . . ,m+ 1.
(3.12)
Relations (3.12) are three-term recurrence relations for m rows ~A
[n+1]
j , j =
2, . . . ,m + 1, of the matrix A[n+1]. The first row is obtained from (3.10). From
(3.12) it follows that in order to recursively find the entries of the rows ~A
[n+1]
j ,
j = 2, . . . ,m+ 1, of the matrix A[n+1] it suffices to know the entries of the rows
~A
[1]
j , j = 2, . . . ,m + 1, of the matrix A
[1] and the (m + 1)st row ~A
[0]
m+1 of the
original matrix A[0]. Let us find the required rows.
From (3.3) and since A[0] = M [0] we get
~A
[0]
m+1 = (0, 0, 0, 0, . . . , 0, 1, a
[0]
1︸ ︷︷ ︸
m+1
) ∈ Cm+1.
Next, since A[1] := M [1]M [0] and using (3.6) (for n = 1), we obtain
~A
[1]
2 = (a
[1]
m , a
[1]
m a
[0]
m , 0, 0, . . . , 0, 0, z) ∈ C
m+1,
~A
[1]
j = (0, . . . , 0, 1, a
[1]
m+2−j + a
[0]
m+3−j , a
[1]
m+2−ja
[0]
m+2−j︸ ︷︷ ︸
j−2 ,j−1 ,j
, 0, . . . , 0), j = 3, . . . ,m+ 1,
~A
[1]
m+1 = (0, 0, . . . , 0, 1, a
[1]
1 + a
[0]
2 , a
[1]
1 a
[0]
1 ) ∈ C
m+1.
(3.13)
So, the initial conditions for the recurrence relations (3.12) are given by (m+ 1)
vectors from the space Cm+1. By (3.12), all entries A
[n]
j,k are polynomials of z,
A
[n]
j,k ∈ C[z], for all n = 0, 1, . . . , and j, k = 1, . . . ,m+ 1.
Given an arbitrary vector ~c = (c1, . . . , cm+1) ∈ C
m+1, we set
B~c := (cm+1, . . . , c1).
As in (3.12), we have
A
[n+1]
2,k = a
[n+1]
n A
[n]
2,k + zA
[n−1]
m+1,k, k = 1, . . . ,m+ 1,
A
[n+1]
j,k = a
[n+1]
m+2−jA
[n]
j,k +A
[n]
j−1,k, k = 1, . . . ,m+ 1, j = 3, . . . ,m+ 1.
The following result holds.
Theorem 3. Let m ∈ N, n > m − 1 and n = m − 1 + (m + 1)k + ℓ, where
ℓ ∈ {0, . . . ,m}, k ∈ {0, 1, 2, . . . } (ℓ = (n−m+ 1) (mod m+ 1)). Then
1) If ℓ = 0, then degA
[n]
m+1,s = k for all s = 1, . . . ,m + 1. The vector
B~A
[n]
m+1 =
~Q
k[n]
(~f) = (Q
k[n],0, Qk[n],1, . . . , Qk[n],m) is the vector of Hermite–Pade´
polynomials of type I for the vector series B~f = (f0, . . . , fm) and the multiindex
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k[n] = (k, k, . . . , k). The order of tangency is |k[n]|+m = (m+1)k+m = n+1;
that is,
B ~Q
k[n]
(~f)T~f = ~A
[n]
m+1
T~f = O(zn+1). (3.14)
2) If ℓ = 1, . . . ,m, then degA
[n]
m+1,m+1−s = k + 1 for s = 0, . . . , ℓ − 1 and
degA
[n]
m+1,m+1−s = k for s = ℓ, . . . ,m. Moreover, the vector
B~A
[n]
m+1 =
~Q
k[n]
(~f) =
(Q
k[n],0, Qk[n],1, . . . , Qk[n],m) is the vector of Hermite–Pade´ polynomials of type I
for the vector function B~f = (f0, . . . , fm) and the multiindex
k[n] = (k + 1, . . . , k + 1︸ ︷︷ ︸
ℓ
, k, . . . , k︸ ︷︷ ︸
m+1−ℓ
).
The order of tangency is |k[n]|+m = (m+ 1)k +m+ ℓ = n+ 1; that is,
B ~Q
k[n]
(~f)T~f = ~A
[n]
m+1
T~f = O(zn+1). (3.15)
So, for any n > m − 1, Q
k[n],j = A
[n]
m+1,m+1−j , j = 0, . . . ,m, are Hermite–
Pade´ polynomials of type I for the tuple [f0, . . . , fm] and the multiindex k
[n] =
(k0, . . . , km), where kj = degA
[n]
m+1,m+1−j , j = 0, . . . ,m, and the order of tan-
gency is
|k[n]|+m =
m∑
j=0
degA
[n]
m+1,m+1−j +m = n+ 1
(the multiindex k[n] is uniquely determined from the given number n > m− 1).
Remark 3. Note that in the above recurrence algorithm all tuples of Hermite–
Pade´ polynomials corresponding to the multiindices of the form (k, k, k, . . . , k, k),
(k+1, k, k, . . . , k, k), (k+1, k+1, k, . . . , k, k), . . . , (k+1, k+1, k+1, . . . , k+1, k)
are already evaluated by the time when the tuple of Hermite–Pade´ polynomials
corresponding to the multiindex (k + 1, k + 1, k + 1, . . . , k + 1, k + 1) is found.
According to [15], such indices are called proper.
Remark 4 ((cf. Remark 2)). If the iteration process is started from the vector
function ~f [0] = (f0, . . . , fm) ∈ C
m+1 (instead of ~f [0] = (fm, . . . , f0)), then we
get Hermite–Pade´ polynomials of type I for the multiindices (k, . . . , k, k, k), . . . ,
(k, . . . , k, k, k + 1), (k, . . . , k, k + 1, k + 1), . . . .
If we set ~f [0] = (fs−1, . . . , f0︸ ︷︷ ︸
s
, fm, . . . , fs), then the iteration process will pro-
duce Hermite–Pade´ polynomials for the multiindices (cf. [14]):
(k, . . . , k), (k, . . . , k, k + 1︸ ︷︷ ︸
s
, k, k, . . . , k), (k, . . . , k, k + 1, k + 1︸ ︷︷ ︸
s,s+1
, k, . . . , k).
Remark 5. Hermite–Pade´ polynomials are known to satisfy many different re-
currence relations, which are widely useful in theoretical studies of Hermite–Pade´
polynomials (see, for example, [12], [13], [3] and the references given therein).
However, as a rule, such results are obtained for a system of Laurent series de-
fined at the point at infinity and are, in general, more involved than the three-term
relations (3.12).
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Proof of Theorem 3. For vector ~p(z) := (p1(z), . . . , pm+1(z)) ∈ C
m+1[z], where
pj(z) ∈ C[z], we define
deg ~p(z) := (deg p1(z), . . . ,deg pm+1(z)) ∈ Z
m+1
+ .
For vectors ~p(z) and ~q(z), ~p, ~q ∈ Cm+1[z], the inequality deg ~p > deg ~q means
by definition that deg ~p − deg ~q ∈ Zm+1+ . Similarly, the inequality deg ~p > deg ~q
means that deg ~p− deg ~q ∈ Nm+1.
We set ~e1 := (1, 0, . . . , 0) ∈ Z
m+1 and define ~em+1 := (1, 1, . . . , 1) ∈ N
m+1.
The following Lemma 1, which holds under the hypotheses of Theorem 3, is
the main ingredient in the proof of this theorem.
Lemma 1. Let n > m− 1. Then
deg ~A
[n]
j−1 > deg
~A
[n]
j for j = 2, . . . ,m. (3.16)
Let n = m−1+(m+1)k+ℓ, where ℓ = (n−(m−1)) (mod m+1) ∈ {0, 1, . . . ,m},
k = 0, 1, . . . . Then the following relations hold:
for all ℓ deg ~A
[n]
ℓ+s = (k, . . . , k︸ ︷︷ ︸
s
, k + 1, . . . , k + 1︸ ︷︷ ︸
m+1−s
), s = 1, . . . ,m+ 1− ℓ,
(3.17)
for ℓ > 1 deg ~A
[n]
ℓ−j = (k + 1, . . . , k + 1︸ ︷︷ ︸
m+1−j
, k + 2, . . . , k + 2︸ ︷︷ ︸
j
), j = 0, . . . , ℓ− 1.
(3.18)
From relations (3.17) and (3.18) of Lemma 1 for s = m+ 1− ℓ and j = ℓ− 1
for ℓ > 1 we get, respectively, that
deg ~A
[n]
m+1 = (k, . . . , k︸ ︷︷ ︸
m+1−ℓ
, k + 1, . . . , k + 1︸ ︷︷ ︸
ℓ
) and
deg ~A
[n]
1 = (k + 1, . . . , k + 1︸ ︷︷ ︸
m+2−ℓ
, k + 2, . . . , k + 2︸ ︷︷ ︸
ℓ−1
).
(3.19)
Now (3.19) yields degA
[n]
m+1,j = k for j = 1, . . . ,m+1− ℓ and degA
[n]
m+1,j = k+1
for j = m + 1 − ℓ + 1, . . . ,m + 1. These relations can be equivalently written
as degA
[n]
m+1,m+1−s = k + 1 for s = 0, . . . , ℓ − 1 and degA
[n]
m+1,m+1−s = k for
s = ℓ, . . . ,m. This implies assertions 1) and 2) of Theorem 3.
Theorem 1 is proved. 
Proof of Lemma 1. We argue by induction on n.
1) Let n = m− 1. Then
A[n] = M [n]A[n−1] = M [n] · · ·M [1]M [0], (3.20)
where the matrix M [0] has the form (3.3), and the matrix M [n] has the analogous
form (3.6). Let M [p] be the matrix obtained from the matrix M [n] by replacing
n by p, p = 0, 1, . . . , n. Then M [p] ∈ GLC(m + 1,m + 1). Moreover, detM
[p] =
(−1)pz 6≡ 0.
Let B2 := M
[p]B1, where B1 ∈ GLC(m + 1,m + 1). The matrix B2 is the
matrix B1 multiplied on the left by the matrix M
[p]. The following facts are
direct consequences of the structure (3.6) of the matrix M [p]:
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1) the last (m + 1)st row of the matrix B1 is multiplied by z and becomes
the first row of the matrix B2; so, the degree of the corresponding polynomial
elements of the original matrix B1 is increased precisely by 1;
2) the second row of the matrix B2 is obtained as follows: the second row of
the matrix B1 is multiplied by the entry a
[p]
m and is summed with an entry of the
first row of the matrix B1;
3) for j > 2, the corresponding jth row of the matrix B2 is obtained as follows:
the jth row of the matrix B1 is multiplied by the entry a
[p]
m−j+2 and is summed
with an entry of the (j − 1)st row of the matrix B1.
Hence, since now we now know the explicit form (3.3) of the matrix M [0], it
follows that for n = m− 1 the matrix A[m−1] = M [m−1] · · ·M [0] reads as

∗ ∗z + ∗ ∗z + ∗ ∗z + ∗ . . . ∗z + ∗ ∗z + ∗ ∗z + ∗
∗ ∗ ∗z + ∗ ∗z + ∗ . . . ∗z + ∗ ∗z + ∗ ∗z + ∗
∗ ∗ ∗ ∗z + ∗ . . . ∗z + ∗ ∗z + ∗ ∗z + ∗
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∗ ∗ ∗ ∗ . . . ∗ ∗ ∗z + ∗
cm cm−1 cm−2 cm−3 . . . c2 c1 c0

 , (3.21)
where ‘∗’ and ‘∗z + ∗’ denote, respectively, some complex quantities and some
first-degree polynomials of z with complex coefficients. The precise values of these
quantities and the explicit form of these polynomials is immaterial here. The
quantities c0, c1, . . . , cm are some complex constant which are not simultaneously
zero.1 Moreover, from (3.7) and (3.8) we have
c0f0 + c1f1 + · · ·+ cm−1fm−1 + cmfm = O(z
m) = O(zn+1). (3.22)
Relation (3.22) means that the nontrivial tuple of constant quantities [c0, c1, . . . ,
cm−1, cm] is a tuple of Hermite–Pade´ polynomials of type I for the tuple of se-
ries [f0, f1, . . . , fm−1, fm] and the multiindex k
[m−1] = (0, 0, . . . , 0, 0) with the
corresponding order of tangency, which is equal to |k[m−1]|+m = m = n+ 1.
Thus, representation (3.21) implies that the conclusions of Lemma 1 with n =
m− 1 are true.
2) Assuming now that the conclusions of Lemma 1 hold for some n > m− 1,
let us show that these results also hold with n replaced by n+ 1.
Let n = m− 1 + (m+ 1)k + ℓ, ℓ = (n−m+ 1) (mod m+ 1) ∈ {0, . . . ,m}.
a) Let us prove inequality (3.16); that is, we need to show that deg ~A
[n+1]
j >
deg ~A
[n+1]
j+1 for j = 1, . . . ,m.
Since (3.19) holds by the induction assumption, from (3.10) we have deg ~A
[m+1]
1
= (k+1, . . . , k+1) for ℓ = 0 and deg ~A
[m+1]
1 = (k + 1, . . . , k + 1︸ ︷︷ ︸
m+1−ℓ
, k + 2, . . . , k + 2︸ ︷︷ ︸
ℓ
)
for ℓ > 1. Moreover, deg ~A[n] = (k, k + 1, . . . , k + 1︸ ︷︷ ︸
m
) for ℓ = 0 and deg ~A[n] =
(k+1, . . . , k+1) for ℓ = 1. As a result, deg ~A
[n+1]
1 > deg
~A
[n]
1 for all ℓ. Using (3.17)
and (3.18), which hold by the induction assumption, we get deg ~A
[n+1]
1 > deg
~A
[n]
1 .
1Here it is worth recalling that all the original series f0, . . . , fm are in general position.
So, (c0, . . . , cm) 6= (0, . . . , 0), inasmuch as detM
[p] = (−1)pz 6≡ 0, and similarly, detA[p] =
(−1)pmz 6≡ 0.
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Now an appeal to the recurrence relations (3.11) shows that
deg ~A
[n+1]
1 > deg
~A
[n]
1 = deg
~A
[n+1]
2 . (3.23)
The inequality
deg ~A
[n+1]
j > deg
~A
[n+1]
j+1 , j = 2, . . . ,m, (3.24)
follows from the recurrence relation (3.11) and the induction assumption. Hence
from (3.23) and (3.24) we get
deg ~A
[n+1]
j > deg
~A[n+1], j = 1, 2, . . . ,m.
2) Let us now prove (3.17) and (3.18) for the next induction step; that is, for
n+ 1. There are two cases to consider: ℓ ∈ {0, . . . ,m− 1} and ℓ = m.
a) Let ℓ ∈ {0, . . . ,m− 1}. Then ℓ+ 1 ∈ {1, . . . ,m} and n+ 1 = m− 1 + (m+
1)k + ℓ+ 1. From (3.10) and (3.17) for s = m+ 1− ℓ we get
deg ~A
[n+1]
1 = deg
~A
[n+1]
m+1 + ~em+1 = (k + 1, . . . , k + 1︸ ︷︷ ︸
m+1−ℓ
, k + 2, . . . , k + 2︸ ︷︷ ︸
ℓ
)
= (k + 1, . . . , k + 1︸ ︷︷ ︸
m+1−j
, k + 2, . . . , k + 2︸ ︷︷ ︸
j
)
∣∣
j=ℓ
= deg ~A
[n+1]
ℓ′−j
∣∣
j=ℓ′−1
,
where ℓ′ = ℓ+ 1. This proves formula (3.18) for n+ 1 and j = ℓ = ℓ′ − 1.
By the induction assumption, deg ~A
[n]
j−1 > deg
~A
[n]
j for j = 2, . . . ,m + 1, and
hence from (3.11) we have
deg ~A
[n+1]
j = deg
~A
[n]
j−1, j = 2, . . . ,m+ 1. (3.25)
Therefore, for ℓ ∈ {1, . . . ,m− 1} and ℓ′ = ℓ+ 1 ∈ {2, . . . ,m} it follows by (3.17)
that
deg ~A
[n+1]
ℓ′+s = deg
~A
[n]
ℓ+s = (k, . . . , k︸ ︷︷ ︸
s
, k + 1, . . . , k + 1︸ ︷︷ ︸
m+1−s
),
s = 1, . . . ,m+ 1− ℓ′ = 1, . . . ,m− ℓ. (3.26)
This proves (3.17) for the induction step (n+ 1).
Let us verify (3.18). By (3.11) and using inequality (3.16), we have
deg ~A
[n+1]
ℓ′−j = deg
~A
[n]
ℓ′−j−1 = deg
~A
[n]
ℓ−j = (k + 1, . . . , k + 1︸ ︷︷ ︸
m+1−j
, k + 2, . . . , k + 2︸ ︷︷ ︸
j
),
(3.27)
where j = 0, . . . , ℓ′ − 2 = 0, . . . , ℓ − 1. For j = ℓ′ − 1 = ℓ, we have deg ~A
[n+1]
ℓ′−j =
deg ~A
[n+1]
1 ; (3.27) was proved above.
b) Now let us assume that ℓ = m. Then n+ 1 = m− 1 + (m+ 1)(k + 1) and
ℓ′ = 0. In this case, from (3.10) and (3.19) we have s = m+ 1− s and
deg ~A
[n+1]
1 = ~e1 + deg
~A
[n]
m+1 = (k, k + 1, . . . , k + 1︸ ︷︷ ︸
m
) + ~e1 = (k + 1, k + 2, . . . , k + 2︸ ︷︷ ︸
m
)
= deg ~A
[n+1]
ℓ′+s
∣∣
ℓ′=0,s=1
= (k + 1, . . . , k + 1︸ ︷︷ ︸
s
, k + 2, . . . , k + 2︸ ︷︷ ︸
m+1−s
)
∣∣
s=1
.
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Next, for s = 2, . . . ,m+ 1, s− 1 = s′ = m− j′, we have
deg ~A
[n+1]
ℓ′+s = deg
~A[n+1]s = deg ~A
[n]
s−1 = deg
~A
[n]
m−j′
= (k + 1, . . . , k + 1︸ ︷︷ ︸
m+1−j′
, k + 2, . . . , k + 2︸ ︷︷ ︸
j′
) = (k + 1, . . . , k + 1︸ ︷︷ ︸
s
, k + 2, . . . , k + 2︸ ︷︷ ︸
m+1−s
).
Hence (3.17) is proved in the (n + 1)st step also for ℓ = m.
Lemma 1 is proved. 
3.2. The algorithm for an arbitrary m ∈ N (a tuple of series [f0, . . . , fm]).
3.2.1. Construction of new series f
[n]
0 , . . . , f
[n]
m , n = 1, 2, . . . . We are given
m ∈ N and series f0, . . . , fm ∈ C[[z]], fj = fj(z) =
∞∑
k=0
cj,kz
k = cj +O(z).
Initial step. We set f
[0]
j := fj =
∞∑
k=0
cj,kz
k =:
∞∑
k=0
c
[0]
j,kz
k = c
[0]
j + O(z),
j = 1, . . . ,m; a
[0]
j := −c
[0]
j /c
[0]
j−1, j = 1, . . . ,m.
Step 1. We define
f [1]m : = f
[0]
0 =:
∞∑
k=0
c
[1]
m,kz
k = c[1]m +O(z),
f
[1]
j : =
1
z
(
f
[0]
j+1 −
c
[0]
j+1
c
[0]
j
f
[0]
j
)
=
∞∑
k=0
c
[1]
j,kz
k = c
[1]
j +O(z), j = 0, . . . ,m− 1,
a
[1]
j : = −c
[1]
j /c
[1]
j−1, j = 1, . . . ,m.
Step (n+ 1) (n > 1). We set
f [n+1]m : = f
[n]
0 =:
∞∑
k=0
c
[n+1]
m,k z
k = c[n+1]m +O(z),
f
[n+1]
j : =
1
z
(
f
[n]
j+1 + a
[n]
j+1f
[n]
j
)
=
∞∑
k=0
c
[n+1]
j,k z
k = c
[n+1]
j +O(z), j = 0, . . . ,m− 1,
a
[n+1]
j : = −c
[n+1]
j /c
[n+1]
j−1 , j = 1, . . . ,m.
So, from a given tuple of series f0, . . . , fm ∈ C[[z]], we have constructed new
series f
[n]
0 , . . . , f
[n]
m ∈ C[[z]] and found the quantities a
[n]
1 , . . . , a
[n]
m ∈ C for all
n = 0, 1, 2, . . . .
Remark 6. Note that the main purpose of this step in § 3.2.1 is to find the m
quantities a
[n]
1 , . . . , a
[n]
m ∈ C (n = 1, 2, . . . ).
Remark 7. By definition of the step of § 3.2.1 the new series f
[n+1]
0 , . . . , f
[n+1]
m
can be evaluated from the series f
[n]
0 , . . . , f
[n]
m in parallel.
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3.2.2. Construction of Hermite–Pade´ polynomials for a multiindex k[n] ∈
Z
m+1
+ (see (3.28)) for n > m− 1.
Initial step. We set
~A
[0]
m+1 := (0, 0, 0, . . . , 0, 1, a
[0]
1 ) ∈ C
m+1.
Step 1. We set
~A
[1]
2 : = (a
[1]
m , a
[1]
m a
[0]
m , 0, 0, . . . , 0, 0, z) ∈ C
m+1,
for j = 3, . . . ,m+ 1 we set
~A
[1]
j : = (0, . . . , 0, 1, a
[1]
m+2−j + a
[0]
m+3−j , a
[1]
m+2−ja
[0]
m+2−j︸ ︷︷ ︸
j−2, j−1, j
, 0, . . . , 0) ∈ Cm+1.
Step (n+1), n > m−1. Setting ℓ := (n−(m−1)) (mod m+1) ∈ {0, . . . ,m},
we find k from the relation n − (m − 1) = (m + 1)k + ℓ (we have ℓ = 0, . . . ,m,
k := (n − (m− 1)− ℓ)/(m+ 1) ∈ Z+, k = 0, 1, . . . ).
Next, we put
k[n] : = (k + 1, . . . , k + 1︸ ︷︷ ︸
ℓ
, k, . . . , k︸ ︷︷ ︸
m+1−ℓ
) ∈ Zm+1+ , (3.28)
~A
[n+1]
2 : = a
[n+1]
m
~A
[n]
2 + z
~A
[n−1]
m+1 ,
~A
[n+1]
j : = a
[n+1]
m+2−j
~A
[n]
j +
~A
[n]
j−1, j = 3, . . . ,m+ 1.
Now, for all n > m− 1, we have
~A
[n]
m+1
T~f = O(zn+1)
and the vector ~Q
k[n]
(~f) := (A
[n]
m+1,m+1, . . . , A
[n]
m+1,1) = (Qk[n],0, . . . , Qk[n],m) is
the vector of Hermite–Pade´ polynomials of type I for the vector series B~f :=
(f0, . . . , fm) and the multiindex k
[n] = (k0, . . . , km), where kj = degA
[n]
m+1,m+1−j ,
j = 0, . . . ,m, and the order of tangency is
|k[n]|+m =
m∑
j=0
degA
[n]
m+1,m+1−j +m = n+ 1
(the multiindex k[n] is uniquely determined from the given number n > m − 1;
see (3.28)).
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