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Abstract
In this thesis, we introduce Cartesian double categories, motivated by the work of
Carboni, Kelly, Walters, and Wood on Cartesian bicategories. Moving from bicate-
gories to the slightly more generalized notion of double categories allows us to set the
whole theory inside the welcoming 2-category of double categories, and to overcome
technical problems that were caused by working with left adjoints inside a general
bicategory. Cartesian double categories that are also fibrant are of particular interest
to us. After describing some important properties of Cartesian and fibrant double
categories, we give a characterization of the double category of Spans as a Cartesian
double category. Lastly, we talk about profunctors and give a potential framework
for their characterization as Cartesian double categories.
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Chapter 1
Introduction
The first generalization of ordinary Cartesian categories came from Carboni and
Walters in [CW87]. In that paper they introduced Cartesian bicategories in the
case where the bicategories were locally ordered. The motivating example was that
of the bicategory of relations, in which we can define an essentially unique, unital,
associative, and symmetric up to coherent isomorphism tensor product. In the same
paper they gave a characterization of the locally ordered bicategory OrdE of ordered
objects and ordered ideals as a Cartesian bicategory.
It was about twenty years later that a definition of a Cartesian bicategory was
given in general. This was in the paper [CKWW08], where Carboni, Kelly, Walters,
and Wood define a Cartesian bicategory B as one that has finite products locally,
its full sub-bicategory of left adjoints has finite bicategorical products, and certain
derived lax functors ⊗ : B×B → B and I : 1→ B have invertible constraints so that
they are in fact pseudofunctors. Soon after that, in [LWW10], Lack, Walters, and
Wood gave a characterization of the bicategory of spans as a Cartesian bicategory.
So it seemed that Cartesianness can be used as a base for characterizing important
examples of bicategories. This was the idea behind the start of this thesis. The first
example we considered was the one of profunctors internal to a finitely complete
category E with reflexive coequalizers preserved by pullback functors, as in [Joh77].
The second was the bicategory of V -matrices over a Cartesian monoidal category
V with finite coproducts, such that the tensor distributes over them, as in [KL01].
Motivated by the fact that profunctors can be seen as modules over spans ([Ben67]),
we considered the bicategory of modules on a locally ordered bicategory first, and then
on a general bicategory. In the first case, we showed that the bicategory of modules
on a locally ordered Cartesian bicategory is Cartesian as well, by first showing that
its Karoubi envelope ([BD86]) is Cartesian.
1
2In the general case, a similar theorem would require showing that the full sub-
bicategory of left adjoints in the bicategory of modules has finite products. However,
describing this sub-bicategory is not an easy task. In particular, as far as we know,
there is no characterization in the literature of the left adjoints in the bicategory
of internal profunctors. Coming back to the example of V -matrices, one encounters
the same problem. Having said that, it is not difficult to see that both internal
profunctors and V -matrices share a similar property regarding this matter: there is
a nice mere category with finite products embedded - not necessarily fully - in their
sub-bicategory of left adjoints. For internal profunctors that was the category of
internal categories and functors, and for V -matrices that was the category of sets and
functions.
For this reason, we changed our setting from bicategories to double categories.
Double categories were introduced in 1965 by Ehresmann ([Ehr65]), and have been
further studied by various authors. Classic references are [GP99], [GP04], or [Shu08].
Double categories allow us to consider an extra type of arrows, whose composition is
strictly associative and unital, i.e. they form a category. We will call that the vertical
category of the double category. For our examples above, this consists of the internal
functors and the functions respectively. Moreover, double categories together with
double functors and vertical natural transformations live inside a strict 2-category.
This means that we can consider adjunctions between double functors, which will
lead to a very concrete definition of Cartesian double categories compared to the one
for bicategories.
We prove many basic properties of Cartesian double categories, with a particular
interest in the ones that are additionally fibrant. Fibrant double categories were
discussed by Shulman in [Shu10], [Shu08], and prior to that in [GP04], as double
categories with companions and conjoints. We then proceed to a characterization
theorem of the double category of spans as a Cartesian double category. For that,
we use ideas that appeared in [LWW10] for the characterization of the bicategory
of spans, together with some results on the double category of spans in [Nie12c] by
Niefield, and in [GP17] by Grandis and Pare´.
In contrast to bicategories, it is fairly easy to prove that the double category
of internal profunctors is a Cartesian double category. As in the case of locally
3ordered bicategories, we apply the construction of modules on the double category of
spans. The construction of modules has been discussed briefly in [Shu08] for fibrant
double categories. This last result of the thesis can set a fundamental base for a
characterization of the double category of internal profunctors in the future.
This thesis indicates that double categories might be a better enviroment for the
generalization of Cartesian categories than bicategories. For that reason, we give a
more detailed comparison between the two at the end of the thesis.
We assume that the reader is familiar with the basic theory of categories, as
in [Mac78], as well as with the basic definitions and properties of 2-categories and
bicategories, as in [Ben67], [Gra74], [Bor94], or [Lac10]. The outline of the thesis is
as follows:
In Chapter 2 we introduce the reader to the definition of a locally ordered Carte-
sian bicategory from [CW87], and we prove that the Karoubi envelope ([BD86]) and
the bicategory of modules ([CKW87]) retain the property of being Cartesian. We
then give a brief overview of the paper [CKWW08], and their definition of a general
Cartesian bicategory. In the last two sections of this chapter we talk about modules,
profunctors, V -matrices, and the problems we encountered when we tried to prove
that they are Cartesian.
The first section of Chapter 3 is an introduction to double categories. The second
and third sections include generalizations of the ideas that were introduced in [Str72]
to double categories. The definitions for monads and comonads in double categories
are the ones that Fiore, Gambino, and Kock gave in [FGK11b]. However, we consider
a simpler version of their definition for Eilenberg-Moore objects. The last section is
devoted to fibrant double categories. The first part of this section consists of results
that were proven by Shulman in [Shu08]. However, we give full proofs for most of
them, since we believe it will be helpful in understanding the rest of the thesis. In the
second part of this section we study fibrant double categories for which the vertical
category has finite products, and the others have finite products locally.
The main definitions and properties of Cartesian double categories are in Chapter
4. We start this chapter with the definition of precartesian double categories, on
4which we build the definition of Cartesian double categories in the following section.
We give a characterization of Cartesian double categories that are also fibrant, and
we study some examples. In the last section of this chapter we study some properties
of Cartesian double categories with particular emphasis on fibrant Cartesian double
categories. At this point, we also give the definition of a unit-pure double category,
which will come in handy later in Chapter 5.
In Chapter 5 we focus on the double category of spans. An important feature
of this double category is that it has tabulators, which will prove useful for our
characterization theorem. This is why we dedicate the first section of this chapter to
study conditions that a Cartesian double category needs to satisfy in order to have
tabulators. In the second section we show that the vertical category of a unit-pure
double category with tabulators has pullbacks. We also review the construction of a
double functor with domain the double category of spans on the vertical category of
a given double category, which was introduced in [Nie12c]. In the last section we give
conditions that a Cartesian double category needs to satisfy in order for this functor
to be an equivalence.
In Chapter 6 we apply the structure of modules on what we have proved in the
previous chapter for spans. This leads to the double category of profunctors, which
we prove is Cartesian. We propose a possible characterization of it, based also on
the characterization of the locally ordered bicategory of ordered objects and ordered
ideals that Carboni and Walters gave in [CW87].
Finally, in the conclusion we compare the two definitions, that is, the one for
Cartesian double categories and the one for Cartesian bicategories.
Chapter 2
Cartesian Bicategories
2.1 Locally Ordered Cartesian Bicategories
In this section we review the first paper that was written on Cartesian Bicategories,
[CW87]. In that paper, the authors focus on the example of sets together with
relations or additive relations, and that of ordered objects and ideals. They notice that
all of the above are equipped with a symmetric tensor product that satisfies specific
properties and every object is a cocommutative comonoid object. They proceed to
call this tensor product a Cartesian structure. This might be misleading at first, but
later they show that we are not talking about an extra structure on the bicategory,
but rather a property of it. We present their definition here, but first we define what
a tensor product on a bicategory is. For the following, consider a locally ordered
bicategory B, that is, a bicategory where every hom-category is a partially ordered
set. Such a bicategory is actually a 2-category, since we assume that the order is
antisymmetric. However, we would like to follow the terminology that was used in
[CKWW08].
Definition 2.1.1. A tensor product on B is a pseudofunctor ⊗ : B × B → B,
together with an object I, called the identity object, and natural isomorphisms
ρ : X → X ⊗ I,
λ : X → I ⊗X,
γ : X ⊗ Y → Y ⊗X and
α : (X ⊗ Y )⊗ Z → X ⊗ (Y ⊗ Z),
satisfying the following conditions.
5
61.
(X ⊗ Y )⊗ (Z ⊗W )
α
))❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
((X ⊗ Y )⊗ Z)⊗W
α
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
α⊗W

X ⊗ (Y ⊗ (Z ⊗W ))
(X ⊗ (Y ⊗ Z))⊗W α
// X ⊗ ((Y ⊗ Z)⊗W ),
X⊗α
OO
2.
X ⊗ Y
ρ⊗Y
zztt
tt
tt
tt
t
X⊗λ
$$❏
❏❏
❏❏
❏❏
❏❏
(X ⊗ I)⊗ Y α
//X ⊗ (I ⊗ Y )
3.
(X ⊗ Y )⊗ Z
α //
γ⊗Z

X ⊗ (Y ⊗ Z)
γ
// (Y ⊗ Z)⊗X
α

(Y ⊗X)⊗ Z α
// Y ⊗ (X ⊗ Z)
Y⊗γ
// Y ⊗ (Z ⊗X)
4.
Y ⊗X
γ
""❉
❉❉
❉❉
❉❉
❉
X ⊗ Y
1
//
γ
==③③③③③③③③
X ⊗ Y.
The definition that Carboni and Walters gave is the following.
Definition 2.1.2. [CW87] A Cartesian structure on B consists of:
i. A tensor product ⊗ on B.
ii. On every X in B, a cocommutative comonoid structure
dX : X → X ⊗X and
tX : X → I,
meaning that the following diagrams commute:
7(a)
X
dX //
dX

X ⊗X
X⊗dX

X ⊗X
dX⊗X
// (X ⊗X)⊗X α
// X ⊗ (X ⊗X)
(b)
X
ρ
xxqqq
qqq
qqq
qq
λ
&&▼▼
▼▼▼
▼▼▼
▼▼▼
dX

X ⊗ I X ⊗X
X⊗tX
oo
tX⊗X
// I ⊗X
(c)
X
dX
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ dX
  ❆
❆❆
❆❆
❆❆
❆
X ⊗X γ
// X ⊗X
We ask for the following axioms to be satisfied:
1. For each arrow F : X → Y ,
X
dX //
F

X ⊗X
F⊗F

≤
Y
dY
// Y ⊗ Y
and
X
F

tX
""❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊❊
❊
≤
Y
tY
// I,
i.e. each F is a colax comonoid homomorphism.
2. The arrows dX and tX have right adjoints d
∗
X and t
∗
X . That is, there are in-
equalities 1X ≤ d
∗
XdX , dXd
∗
X ≤ 1X⊗X , 1X ≤ t
∗
XtX and tXt
∗
X ≤ 1I.
In the above definition and throughout this chapter, ≤ represents the partial order
on the hom-categories of B. One of the main examples in [CW87] is the bicategory
of relations.
8Example 2.1.3. Consider a regular category E . That is a category such that:
i. All finite limits exist.
ii. For every morphism f : d // c in E and its pullback,
d×c d
p1
//
p2

d
f

d
f
// c
the coequalizer of p1 and p2, exists in E . The pair d×c d d
p1
//
p2
// is called the
kernel pair of f .
iii. For every regular epimorphism f : d // c, i.e. for every f : d // c which can
be expressed as the coequalizer of some parallel pair, its pullback along any
morphism is a regular epimorphism.
Then the bicategory of relations RelE in a regular category E consists of the objects
A,B, . . . of E , together with relations in E and morphism between them: A relation
r : A→ B is a span
A R
r0oo
r1 // B
such that the arrow (r0, r1) : R → A × B is monic. For the composition we use
again the pullbacks, with the restriction that we need monic arrows. For that we
use the fact that in a regular category, every arrow can be factored uniquely up to
isomorphism as a composite of a regular epi with a monic. So given the pullback of
such two relations, we can factor it as a regular epi followed by a monic span, and
the latter is the composite we want. The bicategory RelE is Cartesian.
In the following two lemmas is where we will see that the above structure looks
more like a property.
Lemma 2.1.4. [CW87] If B is a locally ordered bicategory with tensor product then
the tensor product is the bicategorical product in B (Definition 2.4.1) if and only
if every object has a cocomutative comonoid structure (X, dX , tX) and every arrow
F : X → Y is a comonoid homomorphism, meaning that the following diagrams
9commute.
X
F

dX // X ⊗X
F⊗F

Y
dY
// Y ⊗ Y
X
F

tX

❄❄
❄❄
❄❄
❄❄
Y
tY
// I
For a locally ordered bicategory B we can consider the full sub-bicategoryMap(B)
consisting of the arrows that have a right adjoint. We call these arrows maps .
Lemma 2.1.5. [CW87] If B is a locally ordered Cartesian bicategory then Map(B)
has finite products.
Proof. By Lemma 2.1.4 and since dX and tX are maps, the tensor product will be the
product in Map(B) if every map is a comonoid homomorphism. Let f : X → A be a
map. We know that f and f ∗ are lax comonoid homomorphisms. The latter means
that dXf
∗ ≤ (f ∗ ⊗ f ∗)dA and tXf
∗ ≤ tA. Since ⊗ is a pseudofunctor, (f ⊗ f)
∗ =
f ∗ ⊗ f ∗, so dXf
∗ ≤ (f ⊗ f)∗dA. By adjunction we have dXf
∗ ≤ (f ⊗ f)∗dA ⇔ dX ≤
(f ⊗ f)∗dAf ⇔ (f ⊗ f)dX ≤ dAf and tXf
∗ ≤ tA ⇔ tX ≤ tAf . So dAf = (f ⊗ f)dX
and tAf = tX , i.e. f is a comonoid homomorphism.
Corollary 2.1.6. [CW87] If B is a locally ordered Cartesian bicategory then the only
comonoid structure on X with structure arrows having right adjoints is (X, dX , tX).
Proof. Suppose that (X, δ, τ) is another comonoid structure on X with right adjoints
δ∗, τ ∗. We showed in Lemma 2.1.5 that Map(B) has finite products. Since I is the
terminal, we have τ = tX . Also the diagram
X
dX //
δ

ρ
%%❑
❑❑
❑❑
❑❑
❑❑
❑ X ⊗X
X⊗tXyysss
sss
sss
s
p

X ⊗ I
p
%%❑
❑❑❑
❑❑❑
❑❑
❑❑
X ⊗X
X⊗tX
99ssssssssss
p
// X
commutes and similarly rδ = rdX . So δ = dX .
10
The above lemmas lead to the theorem below. This theorem leads to the second
paper on Cartesian bicategories since it ensures that a locally ordered bicategory has
a Cartesian structure if and only if it is Cartesian as defined later in [CKWW08] by
Carboni, Kelly, Walters and Wood.
Theorem 2.1.7. [CW87] If B has a Cartesian structure then:
i. Map(B) has finite products. In particular, the tensor product is the product on
Map(B). We will denote this product by × and its projections by p and r. The
identity I plays the role of the terminal.
ii. Each hom-category B(X,A) has finite products. We will use ∧ and ⊤ for this
product and terminal respectively.
iii. For any arrows F and G in B,
F ⊗G = (p∗Fp) ∧ (r∗Gr).
Moreover ⊤I,I = 1I .
Conversely, if Map(B) has finite products, each B(X,A) has finite products and the
formula in iii. defines a functorial tensor product on B, then B has a Cartesian
structure.
2.2 The Karoubi Bicategory of Locally Ordered Cartesian Bicategories
The Karoubi envelope is a special case of the Cauchy completion of a category
which was first introduced in [Law02]. In this section we prove that the Karoubi
envelope of a locally ordered Cartesian bicategory is Cartesian as well which, as far
as we know, does not exist in the literature so far. This will help us later prove that
the bicategory of modules over monads in a locally ordered Cartesian bicategory is
Cartesian too.
Definition 2.2.1. [BD86] For a locally ordered bicategory B, we define its Karoubi
bicategory to be the bicategory Kar(B) that consists of the following data:
i. An object in Kar(B) is a pair (A, a), where A is an object in B and a an
idempotent on A, i.e. an arrow a : A→ A such that aa = a.
11
ii. If (X, x) and (A, a) are idempotents then an arrow between them is an arrow
R : X → A in B such that aRx = R. Such an arrow will be called a module
between idempotents.
iii. 2-cells in Kar(B) are inequalities, as in B.
iv. For an idempotent (X, x), the identity on it is the arrow x itself.
v. The composition of arrows is the composition of arrows in B.
Remark 2.2.2. 1. Note that if aRx = R then aR = aaRx = aRx = R = aRx =
aRxx = Rx and conversely, if aR = R = Rx then aRx = R.
2. If (X, x) and (A, a) are idempotents, then every arrow F : X → A gives an
arrow aFx : (X, x)→ (A, a) between idempotents, since aaFxx = aFx.
Example 2.2.3. Consider the locally ordered bicategory Rel. An idempotent rela-
tion on a setX is a transitive relation <: X //| // X for which x < y ⇒ (∃z)(x < z < y).
An arrow R : (X,<X) //| // (A,<A) is a relation R : X //| // A with R <X = R = <A R.
That is, (∃y)(aRy and y < x) iff aRx iff (∃b)(a < b and bRx).
Lemma 2.2.4. If (X, x) and (A, a) are idempotents and F ⊣ F ∗, F : X → A is an
adjunction in B such that
X
F //
x

A
a

≤
X
F
// A,
then we have an adjunction aFx ⊣ xF ∗a in Kar(B).
Proof. By the adjunction F ⊣ F ∗ we get 1X ≤ F
∗F and FF ∗ ≤ 1A. The unit and
counit of the adjunction aFx ⊣ xF ∗a will be given by the following inequalities:
1(X,x) = x = x1Xx ≤ xF
∗Fx ≤ xF ∗aFx = (xF ∗a)(aFx) and
(aFx)(xF ∗a) ≤ aaFxF ∗a = aFxF ∗a ≤ aaFF ∗a ≤ a1Aa = a = 1(A,a).
12
Lemma 2.2.5. Consider idempotents (X, x) and (A, a) and an isomorphism R :
X → A in a locally ordered bicategory B. If Rx = aR, then aRx : (X, x)→ (A, a) is
an isomorphism in Kar(B).
Proof. The inverse of aRx is the module xR−1a :
(aRx)(xR−1a) = aRxR−1a = aaRR−1a = a1Aa = a = 1(A,a)
(xR−1a)(aRx) = xR−1aRx = xR−1Rxx = x1Xx = x = 1(X,x).
Definition 2.2.6. Define LoBicat to be the 2-category with objects the locally ordered
bicategories, arrows the pseudofunctors between them, and 2-cells the pseudonatural
transformations.
To show that the Karoubi envelope of a locally ordered Cartesian bicategory is
Cartesian, we will build a 2-functor from LoBicat to itself. To start, we prove the
following lemma:
Lemma 2.2.7. For locally ordered bicategories B and D, consider a pseudofunctor
F : B → D. Then the following mapping produces a functor F# : Kar(B)→ Kar(D):
(A, a) 7→ (FA, Fa), for an idempotent (A, a) and
R : (X, x)→ (A, a) 7→ FR : (FX, Fx)→ (FA, Fa), for a module R.
Proof. F# is well defined since FaFa = Faa = Fa, which means that (FA, Fa) is
an idempotent and FaFRFx = FaRx = FR, which shows that FR is a module
between idempotents. Also the following relations for a module R : (X, x) → (A, a)
imply that F# is indeed a functor:
R ≤ S ⇒ FR ≤ FS,
F#S F#R = FS FR = FSR = F#SR and
1F#(A,a) = 1(FA,Fa) = Fa = F#a = F#1(A,a).
13
Lemma 2.2.8. For two locally ordered bicategories B and D, consider a pseudonatu-
ral transformation φ : F ⇒ G : B → D. Then we can define a natural transformation
φ# : F# ⇒ G# : Kar(B) → Kar(D) with components φ#(A, a) : Ga φA Fa. More-
over, φ# is an isomorphism if φ is an isomorphism.
Proof. The components φ#(A, a) : (FA, Fa)→ (GA,Ga) are modules since
Ga Ga φA Fa Fa = Gaa φA Faa = Ga φA Fa.
Also, φ# becomes a pseudonatural transformation by considering the inequalities
G#R φ#(X, x) = GR Gx φX Fx = GRx φX Fx =
GaR φX Fx = Ga GR φX Fx ≤ Ga φA FR Fx = Ga φA FRx =
Ga φA FaR = Ga φA Fa FR = φ#(A, a) F#R.
If now φ is an isomorphism, then by naturality we have φAFa ≤ GaφA and GaφA =
φA φ−1A Ga φA ≤ φA Fa φ−1A φA = φA Fa, so by Lemma 2.2.5, φ−1# (A, a) is the
inverse of φ#(A, a).
Proposition 2.2.9. There is a (strict) 2-functor −# : LoBicat → LoBicat that
maps each locally ordered bicategory B to its Karoubi bicategory B# := Kar(B), each
pseudofunctor F to F#, and each pseudonatural transformation φ to φ#.
Proof. Consider two locally ordered bicategories B andD. Then the mapping F 7→ F#
and φ 7→ φ# will give a functor −# : LoBicat(B,D) → LoBicat(B,D). Indeed, if
F : B → D is a pseudofunctor, then the component of (1F )# on the idempotent (A, a)
of B is going to be Fa 1F (A) Fa = Fa 1FA Fa = Fa Fa = Fa and the component of
1F# is 1F#(A,a) = 1(FA,Fa) = Fa. So (1F )# = 1F#.
Also, for pseudonatural transformations as in the diagram
B
F
##
✤✤ ✤✤

φ
<<
H
✤✤ ✤✤

ψ
D // D
and for an idempotent (A, a) in B we have
ψ#φ#(A, a) = ψ#(A, a)φ#(A, a) = Ha ψA Ga Ga φA Fa = Ha ψA Ga φA Fa
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and
(ψφ)#(A, a) = Ha ψφA Fa = Ha ψA φA Fa.
However, by naturality, Ga φA = φA Fa, so
ψ#φ#(A, a) = Ha ψA φA Fa Fa = Ha ψA φA Fa = (ψφ)#(A, a).
By the definition of F# for any pseudofunctor F it’s clear that (1B)# = 1B# and
G#F# = (GF )#. So −# : LoBicat→ LoBicat is a 2-functor.
Lemma 2.2.10. For two locally ordered bicategories B and D, Kar(B)×Kar(D) ≃
Kar(B ×D)
Proof. A pair ((A,B), (a, b)) in B × D is an idempotent if and only if (A, a) and
(B, b) are idempotents in B and D respectively: (a, b)(a, b) = (a, b) if and only if
(aa, bb) = (a, b) if and only if aa = a and bb = b.
Also an arrow (S, T ) : (X, Y ) → (A,B) is an arrow between the idempotents
((X, Y ), (x, y)) and ((A,B), (a, b)) in B × D if and only if S : (X, x) → (A, a) and
T : (Y, y)→ (B, b) are arrows between idempotents: (a, b)(S, T )(x, y) = (S, T ) if and
only if (aSx, bTy)=(S,T) if and only if aSx = S and bTy = T .
Since everything is defined componentwise, it’s easy to see that the functor 〈p1, p2〉# :
Kar(B ×D)→ Kar(B)×Kar(D), where p1 and p2 are the projections of B and D,
is an equivalence.
In the following consider a locally ordered Cartesian bicategory B. We will denote
the tensor product by ⊗, the product, the projections and terminal inMap(B) by ×,
p, r and I, and the local product and local terminal in B by ∧ and ⊤. Remember that
the product × in Map(B) is the tensor product and I is the identity. Also, for the
comonoid structure on an object X , we will write dX : X → X ×X and tX : X → I
and we will use capital letters F,G,S,T,... for general arrows in B and small letters
a, b, x, y, . . . for idempotents.
Lemma 2.2.11. If each B(X,A) has finite products, then eachKar(B)((X, x), (A, a))
has finite products too.
Proof. Let (X, x) and (A, a) be idempotents and ⊤X,A : X → A the terminal in
B(X,A). Then the arrow a⊤X,Ax : (X, x) → (A, a) is the terminal in the category
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Kar(B)((X, x), (A, a)). Indeed, if we consider an arrow F : (X, x) → (A, a) between
idempotents, then F = aFx ≤ a⊤X,Ax.
Suppose now that we have arrows F,G : (X, x)→ (A, a). Then a(F ∧G)x is the
product of F,G in Kar(B) : For the projections we have a(F ∧G)x ≤ aFx = F and
a(F ∧ G)x ≤ aGx = G. If H : (X, x) → (A, a) is an arrow in Kar(B) such that
H ≤ F and H ≤ G, then H ≤ F ∧G in B and so H = aHx ≤ a(F ∧G)x.
Henceforth we will denote the product of F and G in Kar(B)((X, x), (A, a))by
F ⊓G.
Lemma 2.2.12. If B is a locally ordered Cartesian bicategory, then Map(Kar(B))
has a terminal object.
Proof. Let I be the terminal object inMap(B). Then 1I is the local terminal object in
B(I, I). We will show that (I, 1I) is the terminal object in Map(Kar(B)). Let (A, a)
be an object in Kar(B). Since B is Cartesian, we have a unique map t : A→ I. If t∗
is its right adjoint,then 1A ≤ t
∗t and tt∗ ≤ 1I . The arrows ta : A→ I and at
∗ : I → A
are modules between the idempotents (A, a) and (I, 1I) and ta ⊣ at
∗ in Kar(B) :
For the unit we have a = aa = a1Aa ≤ at
∗ta = (at∗)(ta) and for the counit we
have (ta)(at∗) = taat∗ = tat∗ ≤ ⊤I,I = 1I , because B is Cartesian.
Suppose now that S : (A, a) → (I, 1I) is a map in Kar(B), with right adjoint
R : (I, 1I)→ (A, a). By definition, Sa = S and aR = R. By the adjunction we have
A ≤ RS and SR ≤ 1I . We will show that S = ta. First, S ≤ ⊤A,I = t, because B
is Cartesian. So S = Sa ≤ ta. On the other hand, ta ≤ tRS. But tR ≤ ⊤I,I = 1
implies R ≤ r by adjunction. So ta ≤ tRS ≤ trS ≤ 1IS = S.
Proposition 2.2.13. If B is a locally ordered Cartesian bicategory, the tensor product
⊗ on B produces a functor ⊗# : Kar(B) × Kar(B) → Kar(B) and the natural
isomorphisms ρ, λ, γ and α on B produce natural isomorphisms
ρ# : (X, x)→ (X, x)⊗# (I, 1I),
λ# : (X, x)→ (I, 1I)⊗# (X, x),
γ# : (X, x)⊗# (Y, y)→ (Y, y)⊗# (X, x) and
α# : ((X, x)⊗# (Y, y))⊗# (Z, z)→ (X, x)⊗# ((Y, y)⊗# (Z, z))
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on Kar(B). Moreover, the above data satisfies the coherence conditions in order for
⊗# to be a tensor product on Kar(B).
Proof. Considering Lemma 2.2.7, Lemma 2.2.8, and Lemma 2.2.10 in the previous
section, it suffices to show that ⊗# satisfies the coherence laws. These will follow
by naturality, by the definition of idempotents and by the respective laws in B. For
instance, in the following diagram, the triangles 1 and 4 commute because (x⊗1I)⊗y
and x ⊗ (1I ⊗ y) are idempotents, the squares 2 and 3 commute by naturality of ρ
and λ, and 5 holds in B.
(X, x)⊗# (Y, y)
ρ#⊗#(Y,y)
tt❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥ (X,x)⊗#λ#
**❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
((X, x)⊗# (I, 1I))⊗# (Y, y) α#
// (X, x)⊗# ((I, 1I)⊗# (Y, y))
=
X ⊗ Y
ρ⊗Y
vv❧❧❧
❧❧❧
❧❧❧
❧ x⊗y
''❖❖
❖❖❖
❖❖❖
❖ X ⊗ Y
x⊗y
oo
x⊗y
// X ⊗ Y
x⊗y
ww♦♦♦
♦♦♦
♦♦♦ X⊗λ
((❘❘
❘❘❘
❘❘❘
❘❘
(X ⊗ I)⊗ Y
(x⊗1I)⊗y

x⊗(1I⊗y)
''◆◆
◆◆◆
◆◆◆
◆◆◆
2 X ⊗ Y
ρ⊗X
yyss
sss
ss
sss
s
X⊗λ
%%❑
❑❑
❑❑❑
❑❑❑
❑❑
3 X ⊗ (I ⊗ Y )
x⊗(1I⊗y)
ww♣♣♣
♣♣♣
♣♣♣
♣♣
x⊗(1I⊗y)

1 5 4
(X ⊗ I)⊗ Y
(x⊗1I)⊗y
// (X ⊗ I)⊗ Y α
// X ⊗ (I ⊗ Y )
x⊗(1I⊗y)
//X ⊗ (I ⊗ Y )
Similarly we have the triangle diagram for the symmetry
(Y, y)⊗# (X, x)
γ#
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥ γ#
((PP
PPP
PPP
PPP
P
(X, x)⊗# (Y, y) 1(X,x)⊗#(Y,y)
// (X, x)⊗# (Y, y)
=
Y ⊗X
γ
ww♦♦♦
♦♦♦
♦♦ y⊗x
''❖❖
❖❖❖
❖❖❖
Y ⊗X
y⊗x
oo
y⊗x
// Y ⊗X
y⊗x
ww♦♦♦
♦♦♦
♦♦ γ
''❖❖
❖❖❖
❖❖❖
X ⊗ Y
x⊗y

x⊗y
''◆◆
◆◆◆
◆◆◆
Y ⊗X
γ
ww♣♣♣
♣♣♣
♣♣ γ
''◆◆
◆◆◆
◆◆◆
X ⊗ Y
x⊗y
ww♣♣♣
♣♣♣
♣♣
x⊗y

X ⊗ Y
x⊗y
// X ⊗ Y
1
// X ⊗ Y
x⊗y
// X ⊗ Y,
or the pentagon and the hexagon diagrams.
Proposition 2.2.14. If MapB has finite products, Map(KarB) has finite products
too.
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Proof. It suffices to show that the restriction of the pseudofunctor ⊗# onMap(KarB)
is right adjoint to the pseudofunctor ∆ :Map(KarB)→Map(KarB)×Map(KarB),
(X, x) 7→ ((X, x), (X, x)). For each idempotent (X, x) we have the arrow between
idempotents (dX)# = (x ⊗ x)dXx : (X, x) → (X ×X, x ⊗ x) which we will prove to
be the unit of the adjunction. For the counit, first notice that for each idempotent
of the form (A × B, a⊗ b) we have the arrows between idempotents p# = ap(a⊗ b)
and r# = br(a⊗ b), where p and r are the projection maps of the product A× B in
MapB. We will show that (p#, r#) is the counit of the adjunction.
To show that ⊗# is right adjoint to ∆ it is to show that (p# ⊗# r#)(dA×B)# =
1(A,a)⊗#(B,b) = 1(A×B,a⊗b) = a ⊗ b and (p#, r#)((dX)#, (dX)#) = 1(X,x),(X,x)) = (x, x).
For the former we see in the following diagram that a⊗ b ≤ (p# ⊗# r#)(dA×B)#:
A×B
a×b
//
a⊗b
++
A×B
dA×B
//
a⊗b
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
(A×B)× (A× B)
(a⊗b)⊗(a⊗b)
//
(a⊗b)⊗(a⊗b)
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
(A× B)× (A× B)
(a⊗b)⊗(a⊗b)

≤ =
A×B
dA×B
//
1
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙ (A× B)× (A× B)
p×r

=
A× B
a⊗b
A× B
For the opposite inequality we have
d# = ((a⊗ b)⊗ (a⊗ b)) d (a⊗ b) ≤ (a⊗ b)⊗ (a⊗ b)(p
∗ ⊗ r∗)(a⊗ b) =
((a⊗ b)p∗a)⊗ ((a⊗ b)r∗b) = (p#)
∗ ⊗ (r#)
∗ = (p# ⊗# r#)
∗,
so d# ≤ (p#⊗#r#)
∗ = (p#⊗#r#)
∗(a⊗b), which is equivalent to (p#⊗#r#)d# ≤ a⊗b.
For the second identity the diagram
X
x //
x
))
X
dX //
x

❃❃
❃❃
❃❃
❃❃
❃❃
❃ X ×X
x⊗x
//
x⊗x
$$❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍ X ×X
x⊗x

≤ =
X
dX //
1
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑ X ×X
p

=
X
x
X
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will give x ≤ p#(dX)#. But we also have
dX ≤ p
∗ ⇒ (x⊗ x)dXx ≤ (x⊗ x)p
∗x⇒
(dX)# ≤ (p#)
∗ = (p#)
∗x⇒ p#(dX)# ≤ x.
So p#(dX)# = x and similarly r#dX = x.
We can now prove the following theorem:
Theorem 2.2.15. If B is a locally ordered Cartesian bicategory then KarB is a
locally ordered Cartesian bicategory too.
Proof. By Theorem 2.1.7, Lemma 2.2.11 and Proposition 2.2.14, it suffices to show
that for any arrows between idempotents F : (X, x)→ (A, a) and G : (Y, y)→ (B, b),
F ⊗# G = F ⊗G = (p
∗
#Fp#) ⊓ (r
∗
#Gr#).
Since B is a locally ordered Cartesian bicategory, we have F ⊗G = (p∗Fp) ∧ (r∗Gr).
So F ⊗G ≤ p∗Fp and F ⊗G ≤ r∗Gr. It follows that
F ⊗G = (a⊗ b)(F ⊗G)(x⊗ y) ≤ (a⊗ b)p∗Fp(x⊗ y) =
(a⊗ b)p∗(aFx)p(x⊗ y) = p∗#Fp#
and similarly F ⊗G ≤ r∗#Gr#. So
F ⊗G ≤ (p∗#Fp#) ⊓ (r
∗
#Gr#).
On the other hand, notice that
a⊗ b = (p∗ap) ∧ (r∗br)⇒ a⊗ b ≤ p∗ap⇒ (a⊗ b)p∗ ≤ p∗a
and similarly p(x⊗ y) ≤ xp. So we have
p∗#Fp# = ((a⊗ b)p
∗a)F (xp(x⊗ y)) ≤ p∗aaFxxp = p∗Fp.
Also, r∗#Gr# ≤ r
∗Gr. So
(p∗#Fp#) ∧ (r
∗
#Gr#) ≤ F ⊗G,
which implies that
(p∗#Fp#) ⊓ (r
∗
#Gr#) = (a⊗ b)((p
∗
#Fp#) ∧ (r
∗
#Gr#))(x⊗ y)
≤ (a⊗ b)(F ⊗G)(x⊗ y) = F ⊗G.
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2.3 The Bicategory ModB for Locally Ordered Cartesian Bicategories
In a locally ordered bicategory B, a monad (A, a) is an arrow a : A→ A together
with inequalities 1A ≤ a and aa ≤ a. Also, a module m : (A, a)→ (B, b) is an arrow
m : A→ B, equipped with two inequalities ma ≤ m and bm ≤ m.
Note that for any monad a : A → A we also have a = a1A ≤ aa ≤ a, so aa = a.
That is, an arrow a : A → A is a monad if and only if it is an idempotent with
1A ≤ a. Moreover, if m : (A, a) → (B, b) is a module, then m = m1A ≤ ma and
m = 1Bm ≤ bm, so m = ma = bm. That means that m is a module if and only if it
is a module between idempotents. We can regard then ModB as the full subcategory
of KarB, consisting of the idempotents a : A→ A with 1A ≤ a.
Suppose again that B is a locally ordered Cartesian bicategory. In the previous
section we proved that KarB is a locally ordered Cartesian bicategory as well. We
will use this fact to show that the same is true for ModB:
Theorem 2.3.1. If B is a locally ordered Cartesian bicategory thenModB is a locally
ordered Cartesian bicategory too.
Proof. By looking at the Definition 2.1.2, it suffices to show that for every pair of
monads (A, a), (B, b), their tensor product (A, a) ⊗# (B, b) = (A × B, a ⊗ b) is not
only an idempotent, but it also satisfies 1A×B ≤ a ⊗ b. By Theorem 2.1.7, a ⊗ b is
given by the product (p∗ap) ∧ (r∗br) and we have
1A×B ≤ p
∗p = p∗1Ap ≤ p
∗ap and
1A×B ≤ r
∗r = r∗1Br ≤ r
∗br.
So 1A×B ≤ a⊗ b and the proposition is true.
Even though Carboni and Walters used that the locally ordered bicategory of
ordered objects and ordered ideals is Cartesian, a proof of it was not found in [CW87].
The theorem above and the following example make that clear.
Example 2.3.2. Consider an exact category E , that is, a regular category where
every equivalence relation is the kernel pair of some morphism. We ask for this extra
condition because it will allow us to have coequalizers for an equivalence relation
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of the form a b
f
//
g
// , which we need in defining the composition for the bicategory
Mod(RelE) below. If r : A → B is a relation in E and a, b are arrows from some
object U to A and B respectively, then we write a(r)b if there exists an arrow U → R
that makes the following diagram commute
U
a
⑦⑦
⑦⑦
⑦⑦
⑦⑦

b

❅❅
❅❅
❅❅
❅❅
A R
r0oo
r1 // B .
An ordered object A in E is an object A together with a relation rA : A→ A,
A RA
rA,0
oo
rA,1
// A
with the properties
1. if a : U // A then a(rA)a, and
2. if a, b, c : U // A with a(rA)b and b(rA)c, then a(rA)c.
Let A and B be two ordered objects in E . An ordered ideal from A to B is a relation
s : A→ B such that for arrows a, a′ : U → A, b, b′ : U → B with a′(rA)a, a(s)b, b(rA)b
′,
then a′(s)b′
RArA,0
{{✈✈
✈✈
rA,1
##❍
❍❍
❍ Ss0
||②②
②② s1
""❊
❊❊
❊ RBrB,0
zz✈✈
✈✈
rB,1
$$❍
❍❍
❍
A A B B
U
a′
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
a
\\✽✽✽✽✽✽ b
BB✝✝✝✝✝✝ b′
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
.
For an ordered object A, the identity ideal is the relation rA : A→ A. This is an ideal
since for a, a′, b, b′ : U → A, if a′(rA)a and a(rA)b, then a
′(rA)b. If in addition b(rA)b
′,
then a′(rA)b
′. The morphisms between ideals are just morphisms between relations.
We have formed a bicategory with objects the ordered objects in an exact category
E , 1-cells the order ideals, and 2-cells the morphisms between them. We denote this
bicategory by IdlE , as in [CS86]. We can observe now that a monad in the bicategory
of relations in E is exactly the same as an ordered object and a module is the same
as an ordered ideal. It follows that
Mod(RelE) ≃ IdlE
and by Theorem 2.3.1 and Example 2.1.3, IdlE is Cartesian.
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2.4 Cartesian Bicategories
In [CKWW08], prior to Cartesian bicategories, the authors define precartesian
bicategories. They do not ask for finite bicategorical products throughout the whole
bicategory, only throughout the full sub-bicategory of left adjoints. As in the previous
section, we denote the latter withMap(B), and we call the left adjointsmaps. They
prove that in any precartesian bicategory we can build a canonical lax tensor product.
They then proceed to call a precartesian bicategory Cartesian in the case that this
tensor product is pseudo. We also see that in this paper, in constrast to its prequel
[CW87], they introduce Cartesian bicategories as ones that have various properties
rather than ones with some extra structure satisfying coherence conditions. We start
with a review of bicategorical products:
Definition 2.4.1. [Ben67] Consider a bicategory B and objects A,B in it. An object
A × B, together with 1-cells pA,B : A × B → A and rA,B : A × B → B is the
bicategorical product of A and B if the following functor is an equivalence ∀C ∈ B:
Γ : B(C,A×B)→ B(C,A)× B(C,B)
(f : C → A× B) 7→ 〈pA,B ◦ f, rA,B ◦ f〉
(α : f → g) 7→ 〈pA,Bα, rA,Bα〉
Or equivalently, if the functor Γ is fully faithful and essentially surjective. A termi-
nal object in B is an object 1 such that B(A, 1) is equivalent to the category 1. In
other words, for each A in B, there is a 1-cell A→ 1, and for two 1-cells f, g : A→ 1
there is a unique isomorphism between them.
To explain a little more what a bicategorical product is, consider first 1-cells
f : C → A and g : C → B. Then there exists a 1-cell 〈f, g〉 : C → A× B such that
pA,B ◦ 〈f, g〉 ∼= f and rA,B ◦ 〈f, g〉 ∼= g.
We will denote these isomorphisms by µf,g and νf,g respectively. If now f, g : C →
A× B are 1-cells in B(C,A× B) and
〈β, γ〉 : 〈pA,B ◦ f, rA,B ◦ f〉 → 〈pA,B ◦ g, rA,B ◦ g〉
is a 2-cell in B(C,A)× B(C,B), then there exists a unique α : f → g such that
Γ(α) = 〈β, γ〉, i.e. pA,Bα = β and rA,Bα = γ.
22
We will show that the isomorphisms µf,g and νf,g are natural. Consider 2-cells
φ : f → f ′ and ψ : g → g′, for f, f ′ : C → A and g, g′ : C → B. Then for the 2-cell
〈µ−1f ′,g′◦φ◦µf,g, ν
−1
f ′,g′◦ψ◦νf,g〉 :
〈
pA,B◦〈f, g〉, rA,B◦〈f, g〉
〉
→
〈
pA,B◦〈f
′, g′〉, rA,B◦〈f
′, g′〉
〉
there will be a unique 2-cell 〈φ, ψ〉 : 〈f, g〉 → 〈f ′, g′〉 which makes the following
diagrams commute.
pA,B ◦ 〈f, g〉
pA,B◦〈φ,ψ〉

µf,g
// f
φ

pA,B ◦ 〈f
′, g′〉 µf ′,g′
// f ′
rA,B ◦ 〈f, g〉
rA,B◦〈φ,ψ〉

νf,g
// g
ψ

rA,B ◦ 〈f
′, g′〉 νf ′,g′
// g′
Proposition 2.4.2. [CKWW08] A bicategory with bicategorical products and a ter-
minal object, has finite bicategorical products. That is, for every natural number n
and objects A1, . . . An in B, there is an object P , together with 1-cells pi : P → Ai, i =
1, . . . , n, such that for every C ∈ B, the functor
Γ : B(C, P )→
∏
i B(C,Ai),
(f : C → P ) 7→ 〈pi ◦ f〉i
(α : f → g) 7→ 〈piα〉i
is an equivalence.
Moreover, a bicategory with the above assumptions admits a symmetric monoidal
bicategorical structure.
Definition 2.4.3. [CKWW08] A bicategory B is said to be precartesian if
i. the bicategory Map(B) has finite products
ii. each category B(A,B) has finite products.
One of the examples mentioned in [CKWW08] was the bicategory of spans in
a finitely complete category. We would like to provide a proof that this is indeed
precartesian, since one was not found in either [CW87] or [LWW10].
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Proposition 2.4.4. The bicategory Span(E), for E finitely complete category, is
precartesian.
Proof. A span r = (r0, R, r1) : A
r0←− R
r1−→ B in E has a right adjoint if and only if
r0 : R→ A is invertible in E . Let 1 be the terminal object in E . Then for every A in
MapSpan(E), the span A
1A←− A
t
−→ 1, where t is the unique arrow to the terminal 1,
is a map since 1A is invertible. If A
r0←− R
r1−→ 1 is another map from A to 1 then the
diagram
A
1
⑦⑦
⑦⑦
⑦⑦
⑦⑦ t

❃❃
❃❃
❃❃
❃❃
A 1
R
r0
__❅❅❅❅❅❅❅❅ r1
??       
r0
OO
commutes by the universal property of 1. Also r0 is invertible, so the two spans are iso-
morphic and then the terminal object 1 becomes a terminal object in MapSpan(E).
For objects A,B we can form their product A×B with projections p, r in E . We
claim that A×B together with the maps pA,B = (1, A×B, p) and rA,B = (1, A×B, r)
is the product of A,B.
Consider maps C
f0
←− R
f1
−→ A and C
g0
←− S
g1
−→ B and let f = f1f
−1
0 , g = g1g
−1
0 .
Then, we have the unique arrow 〈f, g〉 : C → A × B with p〈f, g〉 = f and r〈f, g〉 =
g. In the following diagrams we see the compositions of what we claim to be the
projections of A× B with the span 〈f, g〉 := C
1
←− C
〈f,g〉
−−→ A× B:
C
1
ww♣♣♣
♣ 〈f,g〉
((PP
PPP
C
1
yysss
〈f,g〉
&&◆◆
◆ A× B1
vv♥♥♥
p
%%❑
❑❑❑
C A× B A
R
f0
hh◗◗◗◗◗◗◗◗◗◗◗◗ f1
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧
C
1
ww♣♣♣
♣ 〈f,g〉
((◗◗
◗◗◗
C
1
yysss
〈f,g〉
&&◆◆
◆ B × B1
vv♥♥♥
r
%%❑
❑❑❑
C A× B A
S
g0
hh◗◗◗◗◗◗◗◗◗◗◗◗ g1
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧
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In the first case the arrow f−10 : C → B is an isomorphism between the maps
pA,B ◦ 〈f, g〉 and (f0, R, f1) and in the second, the arrow g
−1
0 : C → S is an iso-
morphism between rA,B ◦ 〈f, g〉 and (g0, S, g1). We proved that the functor Γ in the
Definition 2.4.1 is essentially surjective. It is also fully faithful, as we show below.
For two maps
R
f0
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤ f1
""❋
❋❋
❋❋
❋❋
❋❋
C A× B (1)
S
g0
aa❈❈❈❈❈❈❈❈❈ g1
<<①①①①①①①①①
and arrows β, γ : R→ S that make the following diagrams commute
R
f0
  
  
  
   p◦f1

❄❄
❄❄
❄❄
❄❄
β

R
f0
  
  
  
  
γ

r◦f1

❃❃
❃❃
❃❃
❃❃
C A, C B (2)
S
g0
__❃❃❃❃❃❃❃❃ p◦g1
??⑧⑧⑧⑧⑧⑧⑧⑧
S
g0
__❃❃❃❃❃❃❃❃ r◦g1
??        
we have β = g−10 f0 = γ. Also p ◦ f1 = p ◦ g1 ◦ β and r ◦ f1 = r ◦ g1 ◦ β, so f1 = g1 ◦ β,
i.e. β is an arrow between the two maps in (1).
Also the diagrams (2) imply that Γ(β) = 〈β, β〉 = 〈β, γ〉. If α is another arrow with
Γ(α) = 〈β, γ〉 then α = g−10 f0 = β, so β is unique with this property. This proves
that A×B with maps pA,B, rA,B is indeed the product of A and B in MapSpan(E).
Hence, by the proposition 2.3.4. MapSpan(E) has finite products.
It remains to show that for every two objects A,B, the category Span(E)(A,B)
has finite products. The span (p, A× B, r) will play the role of the terminal object:
If f = (f0, R, f1) : A → B then we have the unique arrow 〈f0, f1〉 : R → A × B for
which the following diagram commutes.
R
f0
{{✇✇
✇✇
✇✇
✇✇
✇
f1
##●
●●
●●
●●
●●
〈f0,f1〉

A B
A× B
p
cc●●●●●●●●● r
;;✇✇✇✇✇✇✇✇✇
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Consider now two spans f = (f0, R, f1) and g = (g0, S, g1). The following pullback
exists in E :
R A×B
〈f0,f1〉
//
R×A×B S
π

S
ρ
//
〈g0,g1〉

and the product of f, g is the span (p ◦ 〈f0, f1〉 ◦ π,R ×A×B S, r ◦ 〈f0, f1〉 ◦ π) with
projections π and ρ. Indeed, the diagrams
R×A×B S
p◦〈f0,f1〉◦π
yytt
tt
tt
tt
tt r◦〈f0,f1〉◦π
%%❏
❏❏
❏❏
❏❏
❏❏
❏
π

A B
R
f0
ee❑❑❑❑❑❑❑❑❑❑❑ f1
99sssssssssss
R×A×B S
p◦〈f0,f1〉◦ρ
yytt
tt
tt
tt
tt r◦〈f0,f1〉◦ρ
%%❏
❏❏
❏❏
❏❏
❏❏
❏
ρ

A B
S
g0
ee❑❑❑❑❑❑❑❑❑❑❑
g1
99sssssssssss
commute and the universal property of the above pullback will give the universal
property of the product.
It follows that the category Span(E)(A,B) fas finite products and that Span(E)
is indeed a precartesian bicategory.
For any bicategory B we can consider the Grothendieck construction G for the
pseudofunctor
Map(B)op ×Map(B)
iop×i
−−−→ Bop × B
B(−,−)
−−−−→ Cat
where i is the inclusion, B(−,−) the usual hom-pseudofunctor and Cat the 2-category
of categories. All details for this construction can be found in Street’s paper [Str80]
or in Verity’s PhD thesis [Ver11]. An object of G is a triple of the form (X,R : X →
A,A) in B, an arrow from (X,R : X → A,A) to (Y, S : Y → B,B) of G is a triple
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(f, α, u) in B as in the diagram:
X
R //
f

A
u

⇓ α
Y
S
// B,
where f and u are maps. A 2-cell from (f, α, u) to (f ′, α′, u′) is a pair of 2-cells (φ, ψ)
in B such that the following diagram commutes:
uR
α //
ψR

Sf
Sφ

u′R
α′
// u′R.
Proposition 2.4.5. [CKWW08] If B is precartesian then the above bicategory G has
finite bicategorical producs.
We use ⊗ for the products in G. It is true that for two objects (X,R : X → A,A)
and (Y, S : Y → B,B), their product R⊗S is given by p∗Rp∧ r∗Sr, where p∗, r∗ are
the right adjoints of the projections in Map(B), and ∧ denotes the products in the
hom-categories of B. Also, the terminal object in G is given by the terminal object
⊤I,I in the category B(I, I), where I is the terminal in Map(B). This tensor extends
to give the following proposition.
Proposition 2.4.6. [CKWW08] For a precartesian bicategory B, there are lax func-
tors ⊗ : B × B → B and I : 1→ B.
Definition 2.4.7. [CKWW08] A precartesian bicategory B is said to be Cartesian
when the lax functors ⊗ : B × B → B and I : 1 → B of Proposition 2.4.6 are
pseudofunctors.
In the same paper, the authors proceed to show that for a Cartesian bicategory, if
we restrict ⊗ and I to Map(B), then they provide right adjoints in the bicategorical
sense to the diagonal and unique to the terminal bicategory 1 pseudofunctors:
∆ :Map(B)→Map(B)×Map(B) and ! :Map(B)→ 1.
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However, adjunctions between bicategories are rather complicated notions. We refer
the reader to Gray’s book [Gra74], where he uses the name “transendental quasi-
adjunctions”, or to Fiore’s paper [Fio06], where he describes the weaker “biadjunc-
tions”. We will see later that in the case of double categories, this is going to be our
starting point. That is, we by start with defining a Cartesian double category as one
for which the corresponding diagonal and unique functors admit right adjoints in the
usual sense, and we will discuss why we are actually able to do that.
2.5 Modules over Monads
In this section we study the bicategory of modules over monads in a bicategory.
Our main result here is that if a bicategory B has finite products locally, then the
bicategory of monads and modules in B also has finite products locally. This shows
that if B is Cartesian, then its bicategory of monads and modules satisfies the first
condition in order to be Cartesian as well. We believe though that B being Cartesian
is not enough for showing that the bicategory of modules that have right-adjoints has
finite products. We do not know what extra conditions we might need, so we leave it
as a question for future investigation.
Definition 2.5.1. Let B be a bicategory. A monad on an object A is an arrow t :
A→ A together with 2-cells ηt : 1A ⇒ t and µt : tt⇒ t called unit and multiplication
respectively such that the following diagrams commute:
t
λ−1 //
1
((PP
PPP
PPP
PPP
PPP
PPP 1At
ηtt
// tt
µt

t1A
tηt
oo t
ρ−1
oo
1
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥
t
(tt)t
µtt
// tt
µt

t(tt)
α
<<②②②②②②②②
tµt

tt µt
// t
Definition 2.5.2. Let A,B be objects in B and (s : A→ A, ηs, µs), (t : B → B, ηt, µt)
monads. An s, t-bimodule is an arrow m : A→ B equipped with two 2-cells ρm : ms⇒
m and λm : tm⇒ m so that the following diagrams commute:
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1.
m
mηs
//
1

❅❅
❅❅
❅❅
❅❅
❅ ms
ρm

m(ss)
α
zz✉✉
✉✉
✉✉
✉✉
✉
mµs
//ms
ρm

m (ms)s
ρms

ms ρm
//m
(m is a right s-module)
2.
m
ηtm
//
1

❄❄
❄❄
❄❄
❄❄
❄ tm
λm

(tt)m
µtm
// tm
λm

m t(tm)
α
;;✈✈✈✈✈✈✈✈✈
tλm

tm
λm
//m
(m is a left t-module)
3.
t(ms)
α
zz✈✈
✈✈
✈✈
✈✈
✈
tρm
// tm
λm

(tm)s
λms

ms ρm
//m
(left and right actions are compatible).
Definition 2.5.3. Amorphism between two s, t-bimodules (m, ρm, λm) and (n, ρn, λn)
is a 2-cell α : m⇒ n such that the diagrams
tm
tα //
λm

tn
λn

ms
ρm

αs // ns
ρn

m α
// n m α
// n
commute.
Proposition 2.5.4. Consider a bicategory B such that every B(A,B) has reflexive co-
equalizers that are preserved by composition. Then the monads in B together with the
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bimodules and the morphisms between them form a bicategory, which will be denoted
by ModB.
Proof. 1. Let (s : A → A, ηs, µs),(t : B → B, ηt, µt) be monads in B. Then the col-
lection ModB(s, t) of s, t-bimodules and the morphisms between them is a category:
If l, m, n are s, t-bimodules and α, β morphisms as in the diagram,
⇓ α
s
l

n
CC
m // t
⇓ β
then the composite β ◦ α in B(A,B) is a morphism of s, t-bimodules because the
diagrams
tl
λl

tα // tm
λm

tβ
// tn
λn

l α
//m
β
// n
ls
ρl

αs //ms
ρm

βs
// ns
ρn

l α
//m
β
// n
commute and t(β ◦ α) = tβ ◦ tα, (β ◦ α)s = βs ◦ αs by the interchange law in B. The
identiy 1m in B(A,B) is the identity in ModB(s, t).
2. Consider monads s, t and u on the objects A,B and C respectively. If m : t→ u,
n : s → t are bimodules then we define their composite to be the coequalizer m ⊗ n
of the following reflexive pair:
m ∗ t ∗ n
ρm∗n
//
m∗λn
//m ∗ n //m⊗ n.
One can show that m⊗ n is a right s-module and a left u-module.
Then we can extend the definition to morphisms between bimodules. That is, if
β1 and β2 are morphisms between bimodules as in the diagram
s
m1
%%
n1
99⇓ β1 t
m2
&&
n2
88⇓ β2 u,
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then we can consider β2 ⊗ β1 to be the unique arrow we can get from the universal
property of the coequalizer m2 ⊗m1, as in the following diagram:
m2 ∗ t ∗m1
ρ∗m1
//
m2∗λ
//m2 ∗m1
β2∗β1 ((
PPP
PPP
//m2 ⊗m1
β2×β1

✤
✤
✤
✤
n2 ∗ n1
((◗◗
◗◗◗
◗
n2 ⊗ n1.
One can show here that β2 ⊗ β1 preserves the right and the left action.
3. For a monad (s : A→ A, ηs, µs) the identity s, s-bimodule is the same s : A→ A
with the 2-cell µs : ss ⇒ s in the role of both left and right action. The associative
and the unit laws for the monad s imply that s is indeed an s, s-bimodule.
Example 2.5.5. For a finitely complete category E , with reflexive coequalizers pre-
served by pullback functors, the bicategory Prof(E) can be also defined as the bicat-
egory Mod(Span(E)).
Proposition 2.5.6. If B(A,B) has finite products for all objects A,B in B, then for
every pair of monads (s : A→ A, ηs, µs), (t : B → B, ηt, µt), the category ModB(s, t)
has finite products.
Proof. 1) Let m,n be two s, t-bimodules. Then we have the product m∧n in B(A,B).
We claim that m ∧ n is an s, t-bimodule.
We have the 2-cells
(m ∧ n)s
πs
=⇒ ms
ρm
=⇒ m and
(m ∧ n)s
ρs
=⇒ ns
ρn
=⇒ n.
Define ρm∧n to be the 2-cell < ρm ◦ πs, ρn ◦ ρs >. Similarly, define λm∧n to be
< λm ◦ tπ, λn ◦ tρ >. As we see in the diagram
⇓ ηs ⇓ 1
A
1A

s
99
s
%%
⇓ 1 A
m∧n

m∧n
&&
m
88
m
JJ
⇓ π B,
⇓ 1
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we have πs ◦ (m ∧ n)ηs = mηs ◦ π. Since also m is an s, t-bimodule, the following
diagram commutes.
m ∧ n
(m∧n)ηs
//
π

(m ∧ n)s
πs

m
mηs
//
1
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆ ms
ρm

m
Similarly the diagram
m ∧ n
(m∧n)ηs
//
ρ

(m ∧ n)s
ρs

n
nηs
//
1
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆ ns
ρn

n
commutes, and so does the triangle
m ∧ n
(m∧n)ηs
//
1
&&▲▲
▲▲
▲▲▲
▲▲▲
▲ (m ∧ n)s
ρm∧n

m ∧ n.
The diagram below commutes because of the naturality of α, the interchange law,
the product properties and the fact that m is a right s-module.
(m ∧ n)(ss)
(m∧n)µs
//
π(ss)

α
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
(m ∧ n)s
πs

((m ∧ n)s)s
<ρm◦πs,ρn◦ρs>s

(πs)s
&&▼▼
▼▼▼
▼▼▼
▼▼
m(ss)
α
xxqqq
qqq
qqq
q
mµs
//ms
ρm

(ms)s
ρms

(m ∧ n)s πs
//ms ρm
//m
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Similarly we have the commutativity of the diagram
(m ∧ n)(ss)
α
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
(m∧n)µs
// (m ∧ n)s
ρs

((m ∧ n)s)s
ρm∧ns

ns
ρn

(m ∧ n)s ρs
// ns ρn
// n,
and then of the diagram
(m ∧ n)(ss)
α
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
(m∧n)µs
// (m ∧ n)s
ρm∧n

((m ∧ n)s)s
ρm∧ns

(m ∧ n)s ρm∧n
// n.
So m∧n is a right s-module. We can also show that it is a left t-module. Finally the
diagrams
t((m ∧ n)s)

tρm∧n
//
α
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦
t(m ∧ n)
tπ

(t(m ∧ n))s
λm∧ns

&&▼▼
▼▼▼
▼▼▼
▼▼
t(ms)
α
xxqqq
qqq
qqq
q
tρm
// tm
λm

(tm)s
λms

(m ∧ n)s πs
//ms ρm
//m
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and
t((m ∧ n)s)
t(ρs)

tρm∧n
//
α
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦
t(m ∧ n)
tρ

(t(m ∧ n))s
λm∧ns

(tρ)s
&&▲▲
▲▲▲
▲▲▲
▲▲
t(ns)
α
xxrrr
rrr
rrr
r
tρn
// tn
λn

(tn)s
λns

(m ∧ n)s ρs
// ns ρn
// n
commute because of the naturality of α, the definition of ρm∧n and λm∧n, the fact
that m and n are s, t-bimodules. So the two actions are compatible and m ∧ n is an
s, t-bimodule.
2) We will show now that ModB(s, t) has a terminal object.
Let ⊤ : A→ B be the terminal of B(A,B). Define ρ⊤ to be the unique 2-cell from
⊤s to ⊤ and λ⊤ the unique 2-cell from t⊤ to ⊤. Then ⊤ becomes an s, t-bimodule
with these actions, since all the diagrams in the definition commute by the universal
property of the terminal object.
Lemma 2.5.7. If F : B → D is a lax functor and (s : A→ A, ηs, µs) a monad in B,
then (Fs : FA→ FA, Fηs ◦ ι, Fµs ◦ σ) is a monad in B.
Proof. It follows by the commutativity of the diagrams:
Fs
λ−1 //
1
##●
●●
●●
●●
●●
1FAFs
ιF s // F1AFs
FηsFs
//
σ

FsFs
σ

Fs
Fλ //
1
&&◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆
F1As
Fηss
// Fss
Fµs

Fs
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and
(FsFs)Fs
σFs // FssFs
σ

FµsFs
// FsFs
σ

Fs(FsFs)
α
77♦♦♦♦♦♦♦♦♦♦♦
Fs σ

FssFs
Fµss
// Fss
Fµs

FsFss
FsFµs

σ // Fs(ss)
α
88qqqqqqqqqqq
Fsµs

FsFs σ
// Fss
Fµs
// Fs.
2.6 Matrices
The bicategory of V -matrices for a monoidal category V was studied in [Ben73].
Later, in [BCSW83], the authors considered the more general case were instead of
just a one-object bicategory, aka a monoidal category, we have matrices enriched in
a general bicategory.
Consider a monoidal category V = (V,⊗, I, a, r, l) with coproducts such that
the tensor distributes over coproducts. We can construct the bicategory V -Mat as
follows.
1. The objects of V -Mat are (small) sets.
2. If S and T are sets, then an arrow M : S 9 T is a functor M : T ×S → V , i.e.
a family of objects of V . We call the arrows of V -Mat matrices.
3. A 2-cell from M : S 9 T to N : S 9 T is a natural transformation from the
functor M to N .
4. The identity matrix IS on S is the family IS(s, s
′) =


I if s = s′
0 otherwise
, where 0
is the initial object.
5. If M : S 9 T and N : T 9 U are matrices then their composite NM : S 9 U
is given by NM(u, s) =
⊕
t∈T N(u, t)⊗M(t, s).
Proposition 2.6.1. V -Mat is indeed a bicategory.
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Proof. The vertical composition of the 2-cells is the usual vertical composition of the
natural transformations. The horizontal composition is as follows: for matrices
S
M
%%
M ′
99⇓ φ T
N
&&
N ′
88⇓ ψ U,
we have ∀t ∈ T the arrows φ(t, s) : M(t, s) → M ′(t, s) and ψ(u, t) : N(u, t) →
N ′(u, t). So we define ψ ◦ φ(u, s) to be the canonical arrow
⊕
t∈T ψ(u, t)⊗ φ(t, s).
We define now the associator: Consider matrices as in
S
M // T
N // U
P // V.
Then, ∀(v, s) ∈ V × S, we have
P (NM)(v, s) =
⊕
u∈U
P (v, u)⊗ (
⊕
t∈T
N(u, t)⊗M(t, s))
and
(PN)M(v, s) =
⊕
t∈T
(
⊕
u∈U
P (v, u)⊗N(u, t))⊗M(t, s).
But by the distributivity of the tensor product we have
P (NM)(v, s)
∼=
−→
⊕
u∈U
⊕
t∈T
P (v, u)⊗ (N(u, t)⊗M(t, s))
∼=
−→
⊕
t∈T
⊕
u∈U
P (v, u)⊗ (N(u, t)⊗M(t, s))
α
−→
⊕
t∈T
⊕
u∈U
(P (v, u)⊗N(u, t))⊗M(t, s)
∼=
←−
⊕
t∈T
(
⊕
u∈U
P (v, u)⊗N(u, t))⊗M(t, s) = (PN)M(v, s).
So there is an isomorphism P (NM)(v, s) ∼= (PN)M(v, s) and this will be our associ-
ator α. For the right and the left unitors we have
MIS(t, s) =
⊕
s′∈S
M(t, s′)⊗ I(s′, s) = (M(t, s)⊗ I)
⊕
s′∈S,s′ 6=s
(M(t, s)⊗ 0)
∼= (M(t, s)⊕ 0 ∼= M(t, s)⊕ I ∼= M(t, s),
and similarly ITM(t, s) ∼= M(t, s).
In the following diagram we write :
A for
⊕
v∈V,u∈U,t∈T
Q(w, v)⊗ [P (v, u)⊗ [N(u, t)⊗M(t, s)]],
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B for
⊕
v∈V,u∈U,t∈T
[Q(w, v)⊗ P (v, u)]⊗ [N(u, t)⊗M(t, s)],
C for
⊕
v∈V,u∈U,t∈T
Q(w, v)⊗ [[P (v, u)⊗N(u, t)]⊗M(t, s)],
D for
⊕
v∈V,u∈U,t∈T
[Q(w, v)⊗ [P (v, u)⊗N(u, t)]]⊗M(t, s), and
E for
⊕
v∈V,u∈U,t∈T
[[Q(w, v)⊗ P (v, u)]⊗N(u, t)]⊗M(t, s).
(QP )(NM)
∼=

α
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
B
⊕α
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗
Q(P (NM))
α
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦ ∼= //
Qα

✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹
A
⊕α
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
⊕Q(w,v)⊗α

✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
E ((QP )N)M
∼=oo
C
⊕α
// D
⊕α⊗M(t,s)
DD✡✡✡✡✡✡✡✡✡✡✡✡✡✡
Q((PN)M)
∼=
==④④④④④④④④
α
// (Q(PN))M
∼=
aa❉❉❉❉❉❉❉❉
αM
EE✡✡✡✡✡✡✡✡✡✡✡✡✡✡✡✡✡✡✡✡✡✡✡
The inner pentagon commutes by the pentagon identity of α in V and the functoriality
of the coproduct. Each of the outer squares commutes as we see in the construction
of α above. So the pentagon identity holds. Similarly, the triangle identity holds and
V -Mat is indeed a bicategory.
If V is a category with finite products then it becomes a monoidal category with
tensor the product and unit object the terminal. In that case we call V a Cartesian
monoidal category.
The next lemma shows that the discrete bicategory of sets and functions is em-
bedded in the bicategory of maps in V -Mat:
Lemma 2.6.2. For V a Cartesian monoidal category with coproducts such that the
tensor distributes over them, there is a pseudofunctor M : Set → Map(V -Mat)
which is locally fully faithful.
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Proof. We define a pseudofunctor M : Set→Map(V -Mat).
If S is a set, MS = S.
If f : S → T is a function, define Mf : S 9 T such that
Mf(t, s) =


1, if f(s) = t
0, otherwise
.
Since Set(S, T ) is discrete we only have M1f (t, s) =


11, if f(s) = t
10, otherwise
.
We will show thatMf is a map. Define the matrixMf ∗ : T 9 S withMf ∗(s, t) =
Mf(t, s). The components of the unit η for (s, s′) ∈ S × S, η(s, s′) : IS(s, s
′) →
Mf ∗Mf(s, s′) are defined as follows.
If s = s′, then IS(s, s
′) = 1 and Mf ∗Mf(s, s) =
⊕
t∈T Mf
∗(s, t) ⊗Mf(t, s) ∼=
Mf ∗(s, f(s))⊗Mf(f(s), s) ∼= 1⊗ 1 ∼= 1.
If s 6= s′, then IS(s, s
′) = 0 and Mf ∗Mf(s, s′) =
⊕
t∈T Mf
∗(s, t) ⊗ Mf(t, s′) ∼=
[Mf ∗(s, f(s))⊗ 0]⊕ [0⊗Mf(f(s′), s′)] ∼= 0.
So define
η(s, s′) =


11, if s = s
′
10, otherwise
.
For the counit ǫ : Mf Mf ∗ → IT , let (t, t
′) ∈ T × T .
Then if t = t′, IT (t, t) = 1. If there exists an s ∈ S with f(s) = t, then
Mf Mf ∗(t, t) ∼= 1, while, if there is no such s, Mf Mf ∗(t, t) ∼= 0.
If t 6= t′,MfMf ∗(t, t′) =
⊕
s∈SMf(t, s)⊗Mf
∗(s, t′) and ∀s, Mf(t, s)⊗Mf ∗(s, t′) ∼=
0.
So we define
ǫ(t, t′) =


11, if t = t
′ = f(s) for some s ∈ S
! : 0→ 1, if t = t′ and ∀s, f(s) 6= t
10, otherwise
.
For the triangle identities we have
Mfη(t, s) =
⊕
s′∈S
1Mf(t, s
′)⊗ η(s′, s) ∼= 1Mf(t, s)⊗ 11 ∼= 1Mf(t,s)
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and
ǫMf(t, s) =
⊕
t′∈T
ǫ(t, t′)⊗ 1Mf(t
′, s) ∼= ǫ(t, t)⊗ 1Mf(t, s)
∼=


11 ⊗ 11, if f(s) = t
11 ⊗ 10, if ∃s
′ ∈ S, s′ 6= s, with f(s′) = t
!⊗ 10, otherwise
∼=


11, if f(s) = t
10, otherwise
∼= 1Mf(t,s).
So (ǫMf)(Mfη) = 1Mf and similarly (Mf
∗ǫ)(ηMf ∗) = 1Mf∗ .
We now show that M : Set(S, T )→Map(V -Mat)(S, T ) is fully faithfull:
For a function f : S → T and the matrix Mf(t, s) =


1, if f(s) = t
0, otherwise
, if β :
Mf →Mf , then β(t, s) =


11, if f(s) = t
10, otherwise
=M1f .
Proposition 2.6.3. If V = (V,×, 1, q, p) is a cartesian monoidal category then the
bicategory V -Mat has finite products locally.
Proof. 1) To prove that V -Mat(S, T ) has finite products, it suffices to prove that it
has terminal and products. Consider sets S and T . Then define ⊤S,T : S 9 T with
⊤S,T (t, s) = 1, ∀(t, s) ∈ T × S.
If M : S 9 T is a matrix, then ∀(t, s) there exists a unique arrow τ(t, s) :
M(t, s)→ 1 which will work as a component for a unique 2-cell τ :M ⇒ ⊤S,T .
For matrices M : S 9 T, N : S 9 T define M ⊗ N : S 9 T with M ⊗ N(t, s) =
M(t, s)×N(t, s), ∀(t, s) ∈ T×S. The projections π : M⊗N ⇒M and ρ : M⊗N ⇒ N
are given by the projections in V , π(t, s) : M(t, s) × N(t, s) → M(t, s) and ρ(t, s) :
M(t, s)×N(t, s)→ N(t, s), ∀(t, s) ∈ T × S.
Similarly to the case of modules and monads in a bicategory, we can see now that
every hom-category in V -Mat has finite products. Again though, we don’t know
if Map(V -Mat) has finite bicategorical products, and for this to be true we may
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need more conditions than V being Cartesian. If for example the pseudofunctor M
of Lemma 2.6.2 is moreover locally essential surjective, then this would imply that
Map(V -Mat) ≃ Set, and so Map(V -Mat) would have finite products.
Chapter 3
Double Categories
3.1 Introduction to Double Categories
In this chapter we study double categories, we extend some of the concepts pre-
sented in the classic “Formal Theory of Monads” paper to double categories, and
lastly, we talk about fibrant double categories.
The purpose of this first section is to introduce the reader to the theory of double
categories. Double categories first appeared in Ehresmann’s [Ehr65]. In 1989, Pare´
introduced double limits in his CT meeting presentation [Par89] in Bangor. Later,
together with Grandis, they wrote a series of four papers on the subject: [GP99],
[GP04], [GP07], and [GP08]. Other standard references are Shulman’s papers [Shu08]
or [Shu10], as well as Niefield’s [Nie12b] and [Nie12a]. In the earlier literature, double
categories were defined as internal categories in the 2-category of categories Cat. This
leads to a stronger notion of double categories than the one we are using in this thesis.
Essentially, according to this definition, a double category has two types of arrows
−called vertical and horizontal− and in both directions we have strict associativity
and strict identities. In our case, we allow one of the directions, in particular the
horizontal one, to be associative and unitary up to isomorphism. These are often
called pseudo or weak double categories, but for us here they are just called double
categories.
Definition 3.1.1. A (pseudo) double category D consists of:
i. A category D0, whose objects are called objects of the double category and its
arrows are called vertical arrows. We will be using uppercase letters towards
the beginning and the end of the Latin alphabet A,B,X, Y, . . . for the objects
of D, and lowercase letters f, g, h, . . . for the vertical arrows. We call D0 the
vertical category of D.
ii. A category D1, whose objects are called horizontal arrows and its arrows
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are called cells. We will be using uppercase letters in the middle of the Latin
alphabet F,G,M,N, . . . for the horizontal arrows, and Greek letters α, β, γ, . . .
for the cells.
iii. Functors
U : D0 → D1 : A 7→ UA, f 7→ Uf
S, T : D1 → D0 and
⊙ : D1 ×D0 D1 → D1,
where D1 ×D0 D1 is the pullback of (S, T ), such that S(UA) = A = T (UA),
S(M ⊙N) = SN and T (M ⊙N) = TM .
iv. Natural isomorphisms with components the cells
α : (M ⊙N)⊙ P →M ⊙ (N ⊙ P ),
λ : UTM ⊙M →M and
ρ :M ⊙ USM → M,
for horizontal arrowsM , N and P , such that S(α), T (α), S(λ), T (λ), S(ρ) and T (ρ)
are the identity vertical arrows and the following diagrams commute:
(M ⊙N)⊙ (P ⊙Q)
α
))❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚
((M ⊙N)⊙ P )⊙Q
α
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
α⊙Q

M ⊙ (N ⊙ (P ⊙Q))
(M ⊙ (N ⊙ P ))⊙Q α
//M ⊙ ((N ⊙ P )⊙Q)
M⊙α
OO
,
(M ⊙ U)⊙N
α //
ρ⊙N
&&▲
▲▲▲
▲▲▲
▲▲▲
M ⊙ (U ⊙N)
M⊙λ
xxrrr
rrr
rrr
r
M ⊙N .
Remark 3.1.2. Throughout this thesis, we will be using juxtaposition and 1 for the
composition and identity in D0, and the following diagrammatic notation for vertical
arrows, vertical identity, horizontal arrows, and cells respectively:
 
| ////

, , | //// , and
| //// .
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Also, when the source and target arrows are understood from context, we simply
write α
β
for the vertical composite of composable in D0 cells α and β, and α|β for the
horizontal composite of composable in D1 cells.
Remark 3.1.3. The definition above shows that a strict double category, i.e. a
double category where instead of isomorphisms a, l and r, we have equalities, can be
seen as an internal category in the category Cat.
Definition 3.1.4. A cell φ such that S(φ) = 1 and T (φ) = 1 will be called globular.
Definition 3.1.5. Consider a double category D. Then we can form a bicategory with
objects the objects of D, arrows the horizontal arrows and 2-cells all the globular cells.
This will be called the horizontal bicategory of D and will be denoted by H(D).
Example 3.1.6. The double category Set, with objects the sets, vertical arrows the
functions and horizontal arrows the relations. We say that there is a cell of the form
A | //
R //
f

B
g

X | //
S
// Y,
where f and g are functions and R and S are relations, if for every (a, b) ∈ A ×
B, aRb ⇒ (fa)S(gb). The horizontal composite of relations A | //
R // B | //
S // C is the
relation a(S ⊙ R)c ⇔ (∃b)(aRb ∧ bSc), and the horizontal unit UA : A //| // A is the
diagonal relation.
Example 3.1.7. The double category Span(E), for E a category with pullbacks, with
objects the objects of E , vertical arrows the arrows of E and horizontal arrows spans
between objects of E , i.e. a horizontal arrow R : A //| // B is a pair of arrows of the
form A R
r0oo
r1 // B . A cell
Rr0
yyrrr
rr r1
%%▲▲
▲▲▲
A
f

B
g

X Y
S
s0
ee▲▲▲▲▲ s1
99rrrrr
is an arrow α : R → S of E , such that s0α = fr0 and s1α = gr1. The horizontal
composition is given by pullbacks and the identity span UA is the pair A A
1oo 1 // A .
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Example 3.1.8. The double category V -Mat, for V a monoidal category with co-
products such that the tensor distributes over coproducts. The objects of V -Mat are
sets, vertical arrows are functions and horizontal arrows are V -matrices between sets,
i.e. functions from T × S to the objects of V , for T and S sets. If M and N are
matrices and f, g functions as in the square
S | //
M //
f

T
g

X | //
N
// Y,
then a cell φ : M → N is a family of arrows φ(t, s) : M(t, s)→ N(g t, fs) in V .
Definition 3.1.9. Let B and D be double categories. A lax double functor F :
B→ D consists of:
i. two functors F0 : B0 → D0 and F1 : B1 → D1, such that S ◦ F1 = F0 ◦ S and
T ◦ F1 = F0 ◦ T , and
ii. natural transformations
F⊙ : F1M ⊙ F1N → F1(M ⊙N) and
FU : UF0A → F1(UA),
with globular components, i.e. S(F⊙), T (F⊙), S(FU) and T (FU) are all identi-
ties, such that the following diagrams commute:
F1M ⊙ UF0SM
F1M⊙FU

ρ
||②②
②②
②②
②②
②②
②②
②②
②②
②②
②②
②
UF0TM ⊙ F1M
FU⊙F1M

λ
""❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
F1M ⊙ F1USM
F⊙

F1UTM ⊙ F1M
F⊙

F1M F1(M ⊙ USM)F1r
oo , F1(UTM ⊙M)
F l
// F1M
and
(F1M ⊙ F1N)⊙ F1P
α //
F⊙⊙F1P

F1M ⊙ (F1N ⊙ F1P )
F1M⊙F⊙

F1(M ⊙N)⊙ F1P
F⊙

F1M ⊙ F1(N ⊙ P )
F⊙

F1
(
(M ⊙N)⊙ P
)
F1α
// F
(
M ⊙ (N ⊙ P )
)
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Definition 3.1.10. A lax double functor F : B→ D between double categories is said
to be normal if the natural transformation FU is an isomorphism. If in addition F⊙
is an isomorphism we say that F is a (pseudo) double functor.
We can dually define the notions of oplax double functor and opnormal
double functor .
Definition 3.1.11. Consider two double categories B and D and two lax double func-
tors between them, F,G : B→ D. A vertical natural transformation φ : F → G
consists of natural transformations φ0 : F0 → G0 and φ1 : F1 → G1 such that
S(φM) = φSM and T (φM) = φTM and the following hold for horizontal arrows
M : A //| // B ,N : B //| // C :
FA | //
FM // FB | //
FN // FC FA
φ0A

| //
FM // FB
φ0B

| //
FN // FC
φ0C

F⊙ φ1M φ1N
FA
φ0A

| //
F (N⊙M)
// FC
φ0C

= GA | //
GM
// GB | //
GN
// GC
φ1N⊙M G⊙
GA | //
G(N⊙M)
// GC GA | //
G(N⊙M)
// GC
and
FA | //
UFA // FA FA
φ0A

| //
UFA // FA
φ0A

FU Uφ0A
FA
φ0A

| //
F (UA)
// FA
φ0A

= GA | //
UGA
// GA
φ1UA GU
GA | //
G(UA)
// GA GA | //
G(UA)
// GA
Remark 3.1.12. Essentially, a vertical natural transformation assigns to each object
a vertical arrow and to each horizontal arrow a cell, whose source and target are the
vertical components on the source and target of the horizontal arrow. We will often
write just φ for bor φ0 and φ1.
We can form a 2-category with objects the double categories, arrows the double
functors and 2-cells the vertical transformations ([GP04]). It will be denoted by
DblCat. The composition of double functors is the usual composition of the two
functors in the definition of a double functor. Similarly, the vertical and the horizontal
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composition of vertical natural transformations comes from the horizontal and vertical
composition of natural transformations. Moreover we can define a 2-category with
objects the double categories, arrows the lax double functors and 2-cells the vertical
transformation, which will be denoted by DblCatL.
If B and D are double categories, their product double category B×D consists
of the categories B0×D0 and B1×D1, the functors UB×UD, SB×SD, TB×TD, ⊙B×⊙D
and the natural transformations αB×αD, λB×λD, ρB×ρD. This is exactly the product
of B and D in the 2-category DblCat.
Note now that, for any double category D, we can build a double functor ∆ : D→
D × D such that ∆0(A) = (A,A), ∆0(f) = (f, f), ∆1(M) = (M,M) and ∆1(φ) =
(φ, φ). We will call ∆ the diagonal functor on D.
Also, we can construct the double category 1 which has only one object, one
vertical arrow, one horizontal arrow and one cell, and for every double category D we
have a unique functor ! : D→ 1.
Definition 3.1.13. Let F : B→ D be a double functor. We say that F has a right
adjoint G : D → B, or that we have a (double) adjunction F ⊣ G, if there is
an adjunction (F ⊣ G : D → B) in the 2-category DblCat. If F and G are lax
double functors instead and we have an adjunction (F ⊣ G : D → B) in DblCatL,
then we say that F has a lax right adjoint G, or that F ⊣ G is a lax (double)
adjunction.
Definition 3.1.14. Let F : B→ D be a double functor and M : C //| // D a horizontal
arrow in D. A universal cell from F to M is a cell
FA | //
FN //
f

FB
g

α
C | //
M
//D
for some horizontal arrow N : A //| // B in B, so that the vertical arrows f and g are
universal arrows from F0 to C and D, respectively, in D0 and every other cell of the
form
FA′ | //
FN ′ //
f ′

FB′
g′

α′
C | //
M // D
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factors through α via a unique cell β : N ′ → N . That is, if f ′ factors through f
via the vertical arrow h and g′ factors through g via the vertical arrow k then the
following holds:
FA′ | //
FN ′ //
Fh

FB′
Fk

FA′ | //
FN ′ //
f ′

FB′
g′

Fβ
α′ = FA | //
FN //
f

FB
g

C | //
M
// D α
C | //
M
// D
We can also define the dual, i.e. a universal cell from M to F .
Remark 3.1.15. Consider an adjunction F ⊣ G : D→ B between double categories.
That means that we have vertical natural transformations η : 1B → GF and ǫ :
FG→ 1D such that (Gǫ)(ηG) = 1G and (ǫF )(Fη) = 1F . In other words, the functors
F0 : B0 → D0 and G0 : D0 → B0 are equipped with the natural transformations η0 :
1B0 → G0F0 and ǫ0 : F0G0 → 1D0, for which the triangle identities (G0ǫ0)(η0G0) = 1G0
and (ǫ0F0)(F0η0) = 1F0 hold. So the functor G0 is the right adjoint of F0. Similarly,
we see that the functor G1 is the right adjoint of the functor F1. Also, the following
hold:
1. Each vertical arrow ǫD is universal from F0 to D.
2. Each vertical arrow ηB is universal from B to G0.
3. Each cell ǫM is universal from F to M .
4. Each cell ηN is universal from N to G.
Theorem 3.1.16. [GP99] An oplax double functor F : B→ D has a lax double right
adjoint G if and only if the following hold:
i. For every objectD in D there is a universal vertical arrow (G0D, ǫD : F (G0D)→
D) from the functor F0 to D.
ii. For every horizontal arrowM : C //| //D in D there is a universal cell (G1M, ǫM :
F (G1M)→ M) from the functor F1 to M , such that S(ǫM) = ǫC and T (ǫM ) =
ǫD.
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3.2 Monads, Comonads and Co-pointed Arrows in Double Categories
In [FGK11b], Fiore, Gambino and Kock extend the basic concepts of Street’s
formal theory of monads [Str72] to double categories. Here we review these notions
and we also consider, instead of comonads, arrows equipped only with a counit. We
will call these co-pointed arrows, and they will play a central role in Chapter 5 for
our characterization theorem. In the following consider a double category D. All the
double categories that we discuss in this section are special cases of the following:
Definition 3.2.1. [FGK11b] The double category End(D) consists of:
1. Objects are horizontal endomorphisms (A, S : A //| // A ) in D.
2. A vertical arrow from (A, S) to (B, T ) is a vertical morphism (f, φ), i.e. a
vertical arrow f : A→ B in D, equipped with a cell
A | //
S //
f

A
f

φ
B | //
T
// B.
3. Horizontal arrows are horizontal maps, i.e. pairs of the form (F, α) : (A, S)→
(A′, S ′), where F is a horizontal arrow A //| // A′ and α is a cell
A | //
S // A | //
F // A′
α
A | //
F
// A′ | //
S′
// A′.
4. A cell
(A, S) | //
(F,αF )
//
(f,φ)

(A′, S ′)
(f ′,φ′)

θ
(B, T ) | //
(G,αG)
// (B′, T ′)
is a cell
A | //
F //
f

A′
f ′

θ
B | //
G
// B′
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such that
A | //
S // A | //
F // A′ A
f

| //
S // A
f

| //
F // A′
f ′

αF φ θ
A
f

| //
F // A′
f ′

| //
S′ // A′
f ′

= B | //
T
// B | //
G
// B′
θ φ′ αG
B | //
G
// B′ | //
T ′
// B′ B | //
G
// B′ | //
T ′
// B′.
We now introduce the basic definitions for monads and the morphisms between
them. We will not use them in the next 2 chapters, however, they will come in handy
in the 6th one, when we will need to talk about modules in a double category.
Definition 3.2.2. [FGK11b] A monad in D is an endomorphism (A, S : A //| // A )
on an object A, equipped with globular cells η : UA → S and µ : S ⊙ S → S called
unit and multiplication respectively, such that the following hold:
A | //
UA // A | //
S // A
η 1S A | //
UA // A | //
S // A
A | //
S // A | //
S // A = r
µ A
S
//| // A,
A
S
//| // A
A | //
S // A | //
UA // A
1S η A | //
S // A | //
UA // A
A | //
S // A | //
S // A = l
µ A
S
//| // A,
A
S
//| // A
A | //
S // A | //
S // A | //
S // A A | //
S // A | //
S // A | //
S // A
1S µ µ 1S
A | //
S
// A
S
//| // A = A
S
//| // A | //
S
// A
µ µ
A
S
//| // A A
S
//| // A
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A monad morphism from a monad (A, S) to a monad (B, T ) is a vertical
morphism (f, φ) : (A, S)→ (B, T ) such that:
A | //
UA // A A
f

| //
UA // A
f

η Uf
A
f

| //
S // A
f

= B | //
UB
// B
φ η
B | //
T
// B B | //
T
// B
A | //
S // A | //
S // A A
f

| //
S // A
f

| //
S // A
f

µ φ φ
A
f

S //| // A
f

= B | //
T
// B | //
T
// B
φ µ
B
T
//| // B B
T
//| // B.
A horizontal monad map from a monad (A, S) to a monad (A′, S ′) is a hori-
zontal arrow F : A //| // A′ , together with a cell
A | //
S // A | //
F // A′
α
A | //
F
// A′ | //
S′
// A′,
such that the following hold:
A | //
S // A | //
S // A | //
F // A′
A | //
S // A | //
S // A | //
F // A′ α
µ A | //
S // A | //
F // A′ | //
S′ // A′
A
S //| // A | //
F // A′ = α
α A | //
F
// A′ | //
S′
// A′ | //
S′
// A′
A
F
//| // A′ | //
S′
// A µ′
A | //
F
// A′
S′
//| // A′
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A | //
UA // A | //
F // A′
η A | //
F // A′ | //
UA′ // A′
A | //
S // A | //
F // A′ = η′
α A | //
F
// A′ | //
S′
// A′.
A | //
F
// A′ | //
S′
// A′
We can now define the double category Mnd(D) with objects the monads, vertical
arrows the monad morphisms, horizontal arrows the horizontal monad maps and cells
as in End(D).
Definition 3.2.3. Dually to the above, we define a comonad to be an endomor-
phism (X,P : X //| // X ), equipped with globular cells ǫ : P → UX and δ : P → P ⊙P ,
called counit and comultiplication respectively, that satisfy the suitable conditions. A
comonad morphism from a comonad (X,P ) to a comonad (Y,R) is a vertical
morphism (g, ψ) : (X,P ) → (Y,R) which is compatible with the counit and comul-
tiplication. A horizontal comonad map from a comonad (X,P ) to a comonad
(X ′, P ′) is a horizontal arrow F : X //| // X ′ , together with a cell
X | //
F // X ′ | //
P ′ // X ′
α
X | //
P
//X | //
F
// X ′,
compatible with the counit and the comultiplication too and lastly, we define the double
category Com(D) with objects the comonads, vertical arrows the comonad morphisms,
horizontal arrows the horizontal comonad maps and cells as in End(D).
Definition 3.2.4. A horizontal endomorphism P : A //| // A is called co-pointed if
it is equipped with a globular cell ǫ : P → UA called counit. The double category
Copt(D) is the sub-double category of End(D) with objects the co-pointed endomor-
phisms, and the vertical morphisms and horizontal maps that are compatible with the
counit in the usual sense.
Lemma 3.2.5. For a double category D we have (Mnd(Dvop)) ≃ (Com(D))vop,
where Dvop is the double category where we invert the vertical arrows.
Proof. An object in (Mnd(Dvop)) is a pair (A, S : A //| // A ) together with globular
cells η : UA → S and µ : S ⊙ S → S in D
vop, i.e. globular cells η : S → UA and
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µ : S → S ⊙ S in D, satisfying the suitable conditions. This is exactly a commonad
structure in D.
3.3 Eilenberg-Moore Objects
In the paper [FGK11b], the authors concentrated on the construction of free mon-
ads, and they treated the case for Eilenberg-Moore objects in the last two pages of
the sequel [FGK11a]. Here we will present their definition and we will prove that the
double category of spans admits Eilenberg-Moore objects for comonads. However, we
will consider at the end a much simpler definition and this is what we will use later in
Chapter 5. This is because we noticed that in our case we didn’t need the generality
of their definition.
Consider the double functor I : D→ Com(D) such that
X 7→ (X,UX),
X
f

X
f

X
f

| //
UX // X
f

7→ , Uf
Y Y Y | //
UY
// Y,
X | //
UX // X | //
M // X ′
X | //
M // X ′ 7→ X | //M //X ′ , ∼= and
X | //
M
// X ′ | //
UX′
// X ′
X
f

| //
M // X ′
g

X
f

| //
M // X ′
g

α 7→ α
Y | //
N
// Y ′ Y | //
N
// Y ′.
The authors in [FGK11a] say that a double category D has Eilenberg-Moore ob-
jects for comonads if the double functor I : D → Com(D) has a right adjoint in
DblCat. Dually a double category D has Eilenberg-Moore objects for monads if the
double functor I : D→Mon(D) has a right adjoint. Then the following proposition
is a consequence of Theorem 3.1.16.
Proposition 3.3.1. A double category D has Eilenberg-Moore objects for comonads
if and only if the following hold:
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i. For each comonad (X,P ) there is an object EM(X,P ) and a universal comonad
morphism θ(X,P ) : (EM(X,P ), U)→ (X,P ) from I to (X,P ).
ii. For each horizontal comonad map (F, α) : (X,P ) //| // (X ′, P ′) there is a hori-
zontal arrow EM(F ) : EM(X,P ) //| // EM(X ′P ′) and a universal cell
(EM(X,P ), U) | //
EM(F )
//
θ(X,P )

(EM(X ′, P ′), U)
θ(X′,P ′)

θF
(X,P ) | //
F
// (X ′, P ′)
in Com(D) from I to F , with source and target given by the universal vertical
arrows in i.
iii. The induced lax double functor EM : Com(D)→ D which is right adjoint to I,
is pseudo.
Proposition 3.3.2. The double category SpanE , for E a category with pullbacks and
terminal object, has Eilenberg-Moore objects for comonads, in the sense of Fiore,
Gambino, and Kock.
Proof. Consider a comonad in SpanE . Since we have a counit for it, this is exactly a
span of the form
Pp
~~⑤⑤
p
!!❈
❈
X X.
Then the comonad morphism
P1
~~⑤⑤⑤
1
  ❇
❇❇
1

P
p

P
p

P
p

,
X X X
P
p
``❇❇❇
p
>>⑤⑤⑤
is universal from the inclusion I to (X,P ), since any comonad morphism
R1
~~⑤⑤⑤
1
  ❇
❇❇
ψ

R
r

R
r

R
r

,
X X X
P
p
``❇❇❇
p
>>⑤⑤⑤
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can be written uniquely as
R1
~~⑤⑤⑤
1
  ❇
❇❇
ψ

R
ψ

R
ψ

R
ψ

P
1

1
~~⑥⑥⑥
1
  
❆❆❆
P
p

, P
p

P
p

X X X
P
p
``❇❇❇
p
>>⑤⑤⑤
Consider now a horizontal comonad map F : (X,P ) //| // (X,P ) , which is a span
Ff1
~~⑥⑥
f2
!!❈
❈
X X ′
together with a cell
P ×X Fπ1
ww♣♣♣
♣ π2
''❖❖
❖❖❖
Pp
~~⑥⑥
p
''❖❖
❖❖❖
❖ Ff1
ww♦♦♦
♦♦♦ f2""❊
❊
X X X ′
α
X X ′ X ′
Ff1
``❆❆❆
f2
77♣♣♣♣♣♣
P ′p
′
gg❖❖❖❖❖
p′
<<③③③
F ×X′ P
′
π3
ff◆◆◆◆
π4
77♣♣♣♣
i.e. with an arrow α : P ×X F → F ×
′
X P
′ such that f1π3α = pπ1 and p
′π4α = f2π2.
Then the span
P ×X Fπ1
xxqqq
q π4α
&&▼▼
▼▼
P P ′
is a horizontal comonad map (P, Up) //| // (P
′, UP ′) , with structure cell the identity.
We will show that the cell
P ×X F
π2

π1
vv♠♠♠
♠♠♠ π4α
((❘❘
❘❘❘
P
p

P ′
p′

X X ′
Ff1
hh❘❘❘❘❘❘❘❘ f2
55❧❧❧❧❧❧❧❧
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is universal from I to F . Consider a cell
Gg1
zz✉✉✉
✉ g2
$$❏
❏❏❏
θ

R
ψ 
R′
ψ′
P
p 
P ′
p′
X X ′
Ff1
dd■■■■
f2
::tttt
and the unique arrow ψg1 ×X θ, taken from the universal property of the following
pullback:
G
!!
❈
❈
❈
❈ θ
!!
ψg1
""
P ×X F
π1

π2 // F
f1

P p
// X.
Then we have
p′π4α(ψg1 ×X θ) = f2π2(ψg1 ×X θ) = f2θ = p
′ψ′g2
and by the universal property of p′ we get
π4α(ψg1 ×X θ) = ψ
′g2.
So we can factor θ as follows:
Gg1
xx♣♣♣
♣♣♣ g2
''❖❖
❖❖❖
❖
ψg1×Xθ

Gg1
zz✈✈✈
✈ g2
$$■
■■■
θ

R
ψ

R′
ψ′

R
ψ 
R′
ψ′
P
p 
P ′
p′
= P
p

P ′
p′

X X ′ P ×X F
π1ff▼▼▼▼ π4α
77♣♣♣♣
π2

Ff1
cc●●●●
f2
::✈✈✈✈
X X ′.
Ff1
ff◆◆◆◆◆
f2
77♦♦♦♦♦
We have proved conditions i and ii of Proposition 3.3.1. It remains to show that the
induced lax double functor EM : Com(Span(E))→ Span(E) defined by
X P
p
oo
p
// X 7→ P
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F
f1
~~⑥⑥
⑥⑥ f2
  ❇
❇❇
❇ P ×X Fπ1
}}③③
③③ π4α
""❊
❊❊
❊
7→
X X ′ P P ′
is pseudo. It is normal because the unit component
P1
xx♣♣♣
♣♣ 1
&&◆◆
◆◆◆
1×X1

P P
P P
P ×X P
π
ff▼▼▼▼
π
88qqqq
is invertible. Consider now two composable horizontal comonad maps
P ×X Fπ1
ww♣♣♣
♣ π2
''❖❖
❖❖❖
Pp
~~⑥⑥
p
''❖❖
❖❖❖
❖ Ff1
ww♦♦♦
♦♦♦ f2""❊
❊
F
f1
✌✌
✌✌
✌✌ f2

✷✷
✷✷
✷✷
X X X ′
α
X X ′ , X X ′ X ′
Ff1
__❅❅❅
f2
88♣♣♣♣♣♣
P ′p
′
gg◆◆◆◆◆◆
p′
==④④④
F ×X′ P
′
π3
ff◆◆◆◆
π4
77♣♣♣♣
and
P ′ ×X′ Gρ1
ww♦♦♦
♦♦ ρ2
''PP
PPP
P ′p′
||③③
p′
''PP
PPP
P Gg1
vv♥♥♥
♥♥♥ g2$$❍
❍❍
G
g1
✍✍
✍✍
✍✍
✍
g2

✶✶
✶✶
✶✶
✶ X
′ X ′ X ′′
β
X ′ X ′′ , X ′ X ′′ X ′.′
G
g1
aa❈❈❈
g2
77♦♦♦♦♦♦
P ′′p
′′
ggPPPPPP
p′′
;;✇✇✇
G×X′′ P
′′
ρ3
gg❖❖❖❖
ρ4
77♥♥♥♥
Then their images through EM will be
P ×X F
π1
{{✈✈✈
✈ π4α
$$■■
■■
P ′ ×X′ Gρ1
yysss
s ρ4β
%%❑❑
❑❑
P P ′ and P ′ P ′′
respectively. Consider also the pullbacks
F ×X′ G
τ1

τ2 // G
g1

P ×X (F ×X′ G)

// F ×X′ G
f1τ1

(P ×X F )×X′ G
σ1

σ2 // G
g1

F
f2
// X ′, P p
// X, P ×X F π4α
// X ′,
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and
(P ×X F )×P ′ (P
′ ×X′ G)
υ1

υ2 // P ′ ×X′ G
ρ1

P ×X F π4α
// P ′.
The functor EM is lax exactly because we have the unique arrow in the diagram
below
(P ×X F )×P ′ (P
′ ×X′ G)
**❯❯
❯❯
❯❯
❯❯
(π2υ1)×X′ (ρ2υ2)
))
π1υ1
**
P ×X (F ×X′ G)

// F ×X′ G
f1τ1

P p
// X.
It is furthermore pseudo because of the unique arrow in the following diagram
(P ×X F )×X′ G
**❯❯
❯❯
❯❯
❯❯
(π4ασ1)×X′σ2
**
σ1
))
(P ×X F )×P ′ (P
′ ×X′ G)
υ1

υ2 // P ′ ×X′ G
ρ1

P ×X F π4α
// P ′
and the fact that P ×X (F ×X′ G) ∼= (P ×X F )×X′ G.
We will now discuss Eilenberg-Moore constructions for endomorphisms that are
only equipped with a counit. If we were to follow Fiore, Gambino and Kock’s def-
inition then we would say that D admits Eilenberg-Moore objects for co-pointed
endomorphisms if the inclusion double functor I : D→ Copt(D) has a right adjoint.
However, we will only use the one-dimensional condition of it:
Definition 3.3.3. A double category D admits Eilenberg-Moore objects for
co-pointed endomorphisms if the inclusion functor between categories I : D0 →
(Copt(D))0 has a right adjoint.
Remark 3.3.4. The category (Copt(D))0 in the above definition is just the category
of co-pointed arrows and the morphisms between them in the category D0.
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Remark 3.3.5. As in the case of comonads, the above translates to a cell
EM(P ) | //U //
u

EM(P )
u

θP
A | //
P
// A
for every co-pointed endomorphism P , which is universal from the functor U to the
object P .
Example 3.3.6. One can see from the proof of Proposition 3.3.2 that the double
category SpanE , for E a category with pullbacks and terminal object, has Eilenberg-
Moore objects for co-pointed endomorphisms.
3.4 Fibrant Double Categories
In a general double category there is no guarantee that there is some sort of relation
between its two types of arrows. This is exactly what a fibrant double category
provides. In such a double category we can always associate two horizontal arrows to
every vertical arrow in such a way that the horizontal ones are parts of an adjunction
in H(D). Classic references for the subject are Shulman’s [Shu08], where he uses the
name “framed bicategories” instead, or the earlier [GP04], where Pare´ and Grandis
use the term “double categories with companions and conjoints” to define a structure
equivalent to what we have here. In the appendices of [Shu08] in fact, Shulman shows
that to any fibrant double category we can associate a proarrow equipment, as in
[Woo82] or [Woo85], and to every proarrow equipment we can associate a fibrant
double category.
In the first half of this section we review the basic definitions and some important
properties. In the second half, we consider fibrant double categories that satisfy
specific product related properties.
Definition 3.4.1. [Shu08] Consider a cell
A | //
M //
f

C
g

α
B | //
N
// D.
Then
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i. α is called Cartesian if every cell of the form
E | //
M ′ //
fh

F
gk

β
B | //
N
// D
can be factored as
E | //
M ′ //
h

F
k

γ
A
f

| //
M // C
g

α
B | //
N
// D,
for a unique cell γ.
ii. α is called op-Cartesian if every cell of the form
A | //
M //
hf

C
kg

β
E | //
N ′
// F
can be factored as
A | //
M //
f

C
g

α
B
h

| //
N
// D
k

γ
E | //
N ′
// F,
for a unique cell γ.
By the above definition it is clear that we have the following lemma:
Lemma 3.4.2. 1. The vertical composite of two Cartesian cells is Cartesian.
2. The vertical composite of two op-Cartesian cells is op-Cartesian.
Proposition 3.4.3. [Shu08] The following are equivalent for a double category D:
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1. For every vertical arrow f : A → B, there exist horizontal arrows f∗ : A //| // B
and f ∗ : B //| // A , together with cells
A
f

| //
f∗
// B B | //
f∗
// A
f

A
f

| //
UA // A A | //
UA // A
f

, , and
B | //
UB
// B B | //
UB
// B B | //
f∗
// A A | //
f∗
// B,
such that
A | //
UA // A
f

A
f

| //
UA // A
A
f

| //
UA // A
f

A
f

| //
f∗
// B = Uf = B | //
f∗
// A ,
f

B | //
UB
// B
B | //
UB
// B B | //
UB
// B
A
f∗
//| // B
∼=
A | //
UA // A
f

| //
f∗
// B A | //
f∗
// B
= 1
A | //
f∗
// B | //
UB
// B A | //
f∗
// B
∼=
A
f∗
//| // B
and
B
f∗
//| // A
∼=
B | //
UA // A
f

| //
f∗
// A B | //
f∗
// A
= 1
B | //
f∗
// B | //
UB
// A B | //
f∗
// A
∼=
B
f∗
//| // A
2. For every ‘niche’ of the form
A
f

C
g

B | //
M
//D
60
there is a horizontal arrow g∗Mf∗ : A //| // C and a Cartesian cell
A
f

| //
g∗Mf∗
// C
g

B | //
M
// D.
Proof. (1 ⇒ 2 ) For a niche of the form
A
f

C
g

B | //
M
// D,
consider the horizontal arrow g∗Mf∗ = (g
∗ ⊙M)⊙ f∗, as in
A
f

| //
f∗
// B | //
M // D | //
g∗
// C
g

1
B | //
UB
// B | //
M
// D | //
UD
// D
∼=
B | //
M
// D.
To show that this cell is Cartesian, consider a cell of the form
E
fh

| //
M ′ // F
gk

α
B | //
M
// D
and note that we can factor it as follows :
E | //
M ′ // F
∼=
E
fh

| //
M ′ // F
gk

E
fh

| //
UE // E
fh

| //
M ′ // F
gk

| //
UF // F
gk

α
nat. of l and r
= Ufh α Ugk =
B | //
M
// D B | //
UB
// B | //
M
// D | //
UD
//D
∼=
B | //
M
//D
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E | //
M ′ // F
E | //
M ′ // F ∼=
∼= E
h

| //
UE // E
h

| //
M ′ // F
k

| //
UF // F
k

E
h

| //
UE // E
h

| //
M ′ // F
k

| //
UF // F
k

Uh Uk
Uh Uk A | //
UA // A
f

α C
g

| //
UC // C
A
f

| //
UA // A
f

α C
g

| //
UC // C
g

=
Uf Ug A
f

| //
f∗
// B | //
M
// D | //
g∗
// C
g

B | //
UB
// B | //
M
// D | //
UD
// D 1
∼= B | //
UB
// B | //
M
// D | //
UD
// D
B | //
M
// D ∼=
B | //
M
// D .
For the uniqueness of the factorization, if there is another cell β with
E
h

| //
M ′ // F
k

β
E
fh

| //
M ′ // F
gk

A
f

| //
f∗
// B | //
M // D | //
g∗
// C
g

α = 1
B | //
M
// D B | //
UB
// B | //
M
// D | //
UD
// D
∼=
B | //
M
// D ,
then, by substituting the latter in
E | //
M ′ // F
∼=
E
h

| //
UE // E
h

| //
M ′ // F
k

| //
UF // F
k

Uh Uk
A | //
UA // A
f

α C
g

| //
UC // C
A | //
f∗
// B | //
M
// D | //
g∗
// C ,
we get that the last cell is the same as β. So the factorization is indeed unique.
(2 ⇒ 1 ) Let f∗ = UBf∗ and f
∗ = f ∗UB. Clearly, by (2 ) we can take the two
Cartesian cells we need. Then, by using their universal property for the cell Uf , we
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get the third and fourth cell and the first double equation. For the next equation,
note that
A | //
f∗
// B A | //
f∗
// B
∼= ∼=
A | //
UA // A
f

| //
f∗
// B A | //
UA // A
f

| //
f∗
// B
A | //
f∗
// B | //
UB
// B
nat. of l
= A
f

| //
f∗
// B | //
UB
// B =
∼=
A
f

| //
f∗
// B B | //
UB
// B | //
UB
// B
∼=
B | //
UB
// B B | //
UB
// B
A | //
f∗
// B A | //
f∗
// B
∼= ∼= A | //
f∗
// B
A
f

| //
UA // A
f

| //
f∗
// B A | //
UA // A | //
f∗
// B 1
Uf
nat. of r
= ∼= = A
f

| //
f∗
// B
B | //
Uf
// B | //
UB
// B A
f

| //
f∗
// B
∼= B | //
UB
// B .
B | //
UB
// B B | //
UB
// B
So, by the uniqueness of the factorization, the equation holds. We can show the last
equation in a similar way.
Definition 3.4.4. [Shu08] A double category D is said to be fibrant if any of the
two conditions in 3.4.3 holds.
The full sub-2-categories of DblCat and DblCatL determined by the fibrant
double categories will be denoted by FbrCat and FbrCatL, respectively.
Proposition 3.4.5. [Shu08] The following are equivalent for a double category D:
1. D is a fibrant double category.
2. For every ‘niche’ of the form
A
f

| //
M // C
g

B D
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there is a horizontal arrow g∗Mf
∗ : B //| // D and an op-Cartesian cell
A
f

| //
M // C
g

B | //
g∗Mf
∗
// D.
Proof. If D is a fibrant double category and we have a niche
A
f

| //
M // C
g

B D,
then the cell
A | //
M // C
∼=
A | //
UA //
f

A | //
M // C | //
UC // C
g

1
B | //
f∗
// A | //
M
// C | //g∗
//D
is op-Cartesian. To prove this we use the dual argument of that in Proposition 3.4.3.
So we just define g∗Mf
∗ to be exactly the horizontal arrow (g∗ ⊙M)⊙ f
∗.
On the other hand, if 2 is true, we can prove Proposition 3.4.3-1 , dually to the
latter’s proof.
Definition 3.4.6. We call the horizontal arrow g∗Mf∗ the Cartesian filling of the
niche
A
f

C
g

B | //
M
// D,
and the horizontal arrow g∗Mf
∗ the op-Cartesian filling of the niche
A
f

| //
M // C
g

B D.
Example 3.4.7. The double category Set is fibrant. Indeed, for every niche of the
form
A
f

B
g

X | //
S
// Y,
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with f and g functions and S a relation, define the relation g∗Sf∗ : A //| // B so that
a(g∗Sf∗)b⇔ (fa)S(gb). Then clearly we have a cell
A
f

| //
g∗Sf∗
// B
g

X | //
S
// Y.
Also, every cell of the form
U
fh

| //
T // V
gk

X | //
S
// Y
can be written as
U
h

| //
T // V
k

A
f

| //
g∗Sf∗
// B
g

X | //
S
// Y,
since ∀(u, v) ∈ U × V , uTv⇒ (fhu)S(gkv)⇒ (hu)(g∗Sf∗)(kv).
Example 3.4.8. The double category Span(E), for E a category with pullbacks, is
also fibrant. In order to show that, consider a niche
A
f

B
g

X Y
S
s0
ee▲▲▲▲▲ s1
99sssss
and the pullbacks
A×X S
p1
//
p0

S
s0
S ×Y B
r1 //
r0 
B
g

A
f
// X , S s1
// Y,
and
(A×X S)×S (S ×Y B)
t0

t1 // S ×Y B
r0

A×X S p1
// S.
The Cartesian filling of the above niche will be the span
A (A×X S)×S (A×Y B)
p0t0
oo
r1t1 // B,
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together with the cell defined by the arrow
p1t0 = r0t1 : (A×X S)×S (A×Y B)→ S,
since s0p1t0 = fp0t0 and s1r0t1 = gr1t1. The latter is a Cartesian cell, since, if we
have a cell of the form
U
α

u0
yyrrr
rr u1
%%▲▲
▲▲▲
E
h

F
k

A
f

B
g

X Y
S
s0
ee▲▲▲▲▲ s1
99rrrrr
it can be factored uniquely as α = p1t0[(hu0 ×X α)×S (α×Y ku1)], through p1t0.
Lemma 3.4.9. For every object A in a fibrant double category, 1A∗ ∼= 1A
∗ ∼= UA.
Proof. The horizontal arrow 1A
∗ is defined to be the the Cartesian filling of the niche
A A
A | //
UA
// A
and the following holds :
A | //
1A
∗
// A
A | //
1A
∗
// A A | //
1A
∗
// A A | //
1A
∗
// A
A | //
UA // A A | //
1∗
A
A
// A 1
= A | //
UA // A = A | //
UA // A = = A | //
1A
∗
// A
A | //
1A
∗
// A U1A 1UA A |
//
UA
// A
A | //
UA
// A A | //
UA
// A A | //
UA
// A.
A | //
UA
// A
So by the universal property of 1A∗ we have
A | //
1A
∗
// A
A | //
1A
∗
// A
A | //
UA // A =
A | //
1A
∗
// A.
A | //
1A
∗
// A
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This, combined with the first identity of Proposition 3.4.3, shows that 1A
∗ ∼= UA.
Similarly, 1A∗ ∼= UA.
Lemma 3.4.10. [Shu08] In a fibrant double category, for any niche of the form
A
f

B
g

C | //
N
// D | //
M
// E,
we have g∗(M ⊙N)f∗ ∼= g
∗ ⊙M ⊙N ⊙ f∗. Also, for any
A | //
N //
f

D | //
M // B
g

C E,
we have g∗(M ⊙N)f
∗ ∼= g∗ ⊙M ⊙N ⊙ f
∗.
Proof. Clear by the proof of 3.4.3.
Lemma 3.4.11. [Shu08] For any vertical arrows A
f
−→ B
g
−→ C, we have (gf)∗ ∼=
g∗ ⊙ f∗ and (gf)
∗ ∼= f ∗ ⊙ g∗.
Proof. The cell
A
f

| //
g∗⊙f∗
// C
B
g

| //
g∗
// C
C | //
U
// C
is Cartesian as the vertical compisite of two Cartesian cells. So (gf)∗ ∼= g∗ ⊙ f∗.
Similarly the cell
C | //
f∗⊙g∗
// A
f

C | //
g∗
// B
g

C | //
U
// C
is Cartesian, so (gf)∗ ∼= f ∗ ⊙ g∗.
Proposition 3.4.12. [Shu08] In a fibrant double category, for every vertical arrow
f : A→ B, we have f∗ ⊣ f
∗ in H(D).
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Proof. Consider the cells
A
UA //| // A B | //
f∗
// A
f

| //
f∗
// B
∼=
η : A | //
UA // A
f

| //
UA // A and ǫ : B | //
UB
// B | //
UB
// B
∼=
A | //
f∗
// B | //
f∗
// A B
UB
//| // B.
Then the triangle identity (ǫ⊙ f∗)(f∗ ⊙ η) = 1f∗ holds because of the following series
of equalities:
A
f∗
//| // B
∼= A
f∗
//| // B
A
UA //| // A | //
f∗
// B ∼=
∼= A
UA //| // A | //
f∗
// B
A | //
UA // A
f

| //
UA // A 1f∗
∼= 1f∗
A | //
UA // A
f

| //
UA // A
f

| //
f∗
// B
A | //
f∗
// B | //
f∗
// A
f

| //
f∗
// B
Proposition 3.4.3
= Uf
nat. of λ
=
A | //
f∗
// B | //
UB
// B | //
UB
// B
1f∗ B | //UB
// B | //
UB
// B 1f∗
∼=
∼= A | //
f∗
// B
UB
//| // B
A | //
f∗
// B
UB
//| // B ∼=
∼= A
f∗
//| // B
A
f∗
//| // B
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A
f∗
//| // B A
f∗
//| // B
∼= ∼=
A
UA //| // A
f

| //
f∗
// B A
UA //| // A
f

| //
f∗
// B
A
f∗
//| // B | //
UB
// B A
f∗
//| // B | //
UB
// B
∼= 1UB
unit id.
= ∼= 1UB =
A | //
f∗
// B | //
UB // B | //
UB // B A | //
f∗
// B | //
UB // B | //
UB // B
1f∗
∼= ∼= 1UB
A | //
f∗
// B
UB
//| // B A
f∗
//| // B | //
UB
// B
∼= ∼=
A
f∗
//| // B A
f∗
//| // B
A
f∗
//| // B
∼=
A | //
UA // A
f

| //
f∗
// B A | //
f∗
// B
Proposition 3.4.3
= 1
A | //
f∗
// B | //
UB
// B A | //
f∗
// B .
∼=
A
f∗
//| // B
Similarly, we can also show that (f ∗ ⊙ ǫ)(η ⊙ f ∗) = 1f∗ is true.
We will now consider fibrant double categories with some extra properties, re-
garding products in the vertical category and in the hom-categories of the horizontal
bicategory. The following proposition is clearly inspired by the conditions that Car-
boni, Kelly, Walters, and Wood had in the definition of a precartesian bicategory.
Proposition 3.4.13. Consider a double category D such that:
i. D is fibrant,
ii. the vertical category D0 has finite products and
iii. the horizontal bicategory H(D) has finite products locally, i.e. every H(D)(A,B)
has finite products.
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Then D1 has finite products.
Proof. We use ×, p1, p2 for the product and the projections in D0 and ∧, π1, π2 for
the local product and the projections in H(D). Also we use I for the terminal in D0
and ⊤ for the terminal in H(D).
Consider horizontal arrows M : A //| // B and N : X //| // Y and the Cartesian cells
A×X
p1

| //
p1
∗Mp1∗// B × Y
p1

A×X
p2

| //
p2∗Np2
∗
// B × Y
p2

γM and γN
A | //
M
// B X | //
N
// Y.
Define M ×N = (p1
∗Mp1∗)∧ (p2
∗Np2∗). We will show that this is the product in D1
with projections
A×X | //
M×N
// B × Y A×X | //
M×N
// B × Y
π1 π2
A×X
p1

| //
p1
∗Mp1∗
// B × Y
p1

and A×X
p2

| //
p2
∗Np2∗
// B × Y
p2

γM γN
A | //
M
// B X | //
N
// Y.
Consider cells
C
f

| //
L // D
g

C
h

| //
L // D
k

αM and αN
A | //
M
// B X | //
N
// Y,
Then we have f = p1〈f, h〉, g = p1〈g, k〉, h = p2〈f, h〉, k = p2〈g, k〉. So there are
unique cells
C
〈f,h〉

| //
L // D
〈g,k〉

C
〈f,h〉

| //
L // D
〈g,k〉

βM and βN
A×X | //
p1
∗Mp1∗
// B × Y A×X | //
p2
∗Np2∗
// B × Y,
such that
αM= and αN=
βM
γM
βN
γN
70
Consider also the op-Cartesian cell
C
〈f,h〉

| //
L // D
〈g,k〉

ζ
A×X | //
〈g,k〉∗L〈f,h〉∗
// B × Y.
Then we can factor βM and βN as
βM= and βN=
ζ
θM
ζ
θN
for unique cells
A×X | //
〈g,k〉∗L〈f,h〉∗
// B × Y A×X | //
〈g,k〉∗L〈f,h〉∗
// B × Y
θM and θN
A×X | //
p1
∗Mp1∗
// B × Y A×X | //
p2
∗Np2∗
// B × Y.
Now we can consider the cell 〈θM , θN 〉, since they are both globular, and we can see
that the diagram
L
αM
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦
αN
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
〈θM ,θN 〉ζ
✤
✤

✤
✤
M M ×NγMπ
oo
γNρ
// N
commutes since
〈θM , θN 〉
ζ
π1
γM
= θM
ζ
γM
=
βM
γM
= αM and
〈θM , θN 〉
ζ
π2
γN
= θN
ζ
γN
=
βN
γN
= αN .
Moreover, 〈θM , θN〉ζ is the unique cell with the above property. Indeed, if we have a
cell
C | //
L //
i

D
j

λ
A×X | //
M×N
// B × Y
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with γMπ1λ = αM and γNπ2λ = αN , then, by looking at the sources and the targets
on these identites, we have pi = f , ri = h, pj = g and rj = k, which implies that
i = 〈f, h〉 and j = 〈g, k〉. So, since ζ is op-Cartesian, we can write λ as
C
〈f,h〉

| //
L // D
〈g,k〉

C
〈f,h〉

| //
L // D
〈g,k〉

ζ
λ = A×X | //
〈f,h〉!L〈g,k〉!
// B × Y
A×X | //
M×N
// B × Y κ
A×X | //
M×N
// B × Y,
for a unique globular cell κ. It follows that
κ
ζ
π1
γM
= π1
λ
γM
= αM = θM
γM
ζ
and
κ
ζ
π2
γN
= π2
λ
γN
= αN =
γN .
θN
ζ
So
κ
π1
= θM and
κ
π2
= θN
by the universal property of γM , γN , ζ . So κ = 〈θM , θN〉.
For the terminal object in D1, we will show that this is the terminal object ⊤I,I of
H(D)(I, I). Indeed, consider a horizontal arrow M : A //| // B and the unique vertical
arrows tA : A→ I and tB : B → I, together with the op-Cartesian cell
A | //
M //
tA

B
tB

ζ
I | //
tB∗Mt
∗
A
// I.
Composing ζ with the unique cell to the terminal ⊤I,I ,
I | //
tB∗Mt
∗
A// I
τ
I | //
⊤I,I
// I,
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we get a cell from M to ⊤I,I . Any cell of the form
A | //
M //
tA

B
tB

β
I | //
⊤I,I
// I
can be factored uniquely through ζ as
A | //
M //
tA

B
tB

ζ
I | //
tB∗Mt
∗
A
// I
β ′
I | //
⊤I,I
// I.
But now β ′ is a cell in H(D)(I, I) to its terminal, so β ′ = τ , which implies that τζ is
the unique cell from M to ⊤I,I .
Remark 3.4.14. Note that from the proof above it follows that
S〈αM , αN〉 = S(〈θM , θN〉ζ) = S〈θM , θN 〉Sζ = Sζ = 〈SαM , SαN〉
and similarly
T (〈αM , αN〉) = 〈TαM , TαN〉,
where S and T are the functors from D1 to D0 in the definition of a double category.
Lemma 3.4.15. If F : C → D is a functor between categories and C and D have
finite products, then the canonical arrow 〈Fp1, Fp2〉 : F (A× B)→ FA× FB, where
p1 and p2 are the projections, is natural in both A and B.
Proof. We need to show that for arrows f : A → C and g : B → D, the following
diagram
F (A× B)
F (f×g)

〈Fp1,F p2〉
// FA× FB
Ff×Fg

F (C ×D)
〈Fp1,F p2〉
// FC × FD
commutes. Composing with the projection p1 of FC × FD we take:
p1〈Fp1, Fp2〉F (f × g) = Fp1F (f × g) = F (p1(f × g)) = F (fp1)
73
and
p1(Ff × Fg)〈Fp1, Fp2〉 = (Ff)p1〈Fp1, Fp2〉 = FfFp1 = F (fp1).
Similarly,
p2〈Fp1, Fp2〉F (f × g) = p2(Ff × Fg)〈Fp1, Fp2〉.
So the above diagram commutes.
Proposition 3.4.16. Consider a double category D such that:
i. D is fibrant,
ii. the vertical category D0 has finite products and
iii. the horizontal bicategory H(D) has finite products locally.
Then the products on D0 and the products on D1 define lax double functors × :
D× D→ D and I : 1→ D.
Proof. In Proposition 3.4.13 we proved that, under the above conditions, D1 has
finite products so we can define a functor × : D1 × D1 → D1 with M × N =
(p∗1Mp1∗) ∧ (p
∗
2Np2∗). For cells
A
f

| //
M // B
g

A′
f ′

| //
M ′ // B′
g′

α and α′
X | //
N
// Y X ′ | //
N ′
// Y ′,
their product α× α′ is defined to be the unique cell that fits in the diagram
M ×M ′
γMπ1
vv❧❧❧
❧❧❧
γ′
M
π2
))❘❘
❘❘❘❘

✤
✤
✤
M
α
yyrr
rr
M ′
α′
&&◆◆
◆◆
N N ×N ′γNπ1
oo
γ′Nπ2
// N ′.
Consider in addition the functor × : D0 ×D0 → D0 defined by the product in D0.
For horizontal arrowsM : A //| // B andN : X //| // Y , we have S(M×N) = A×X =
SM×SN and T (M×N) = B×Y = TM×TN . Also, for cells α and α′ as above, we
can see in Proposition 3.4.13 that S(α×α′) = 〈fp1, f
′p2〉 and T (α×α
′) = 〈gp1, g
′p2〉,
which are respectively the arrows f × f ′ and g × g′. I.e. S(α × α′) = S(α)× S(α′)
and T (α× α′) = T (α)× T (α′).
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Moreover, for horizontal arrows
A | //
M // B | //
M ′ // C
X | //
N // Y | //
N ′ // Z,
the canonical cell 〈γM ′π1⊙ γMπ1, γN ′π2⊙ γNπ2〉 will provide us with a natural trans-
formation
×⊙ : (M
′ ×N ′)⊙ (M ×N)→ (M ′ ⊙M)× (N ′ ⊙N),
and the cell 〈Up1, Up2〉 with a natural transformation
×U : UA×B → UA × UB.
Note that these cells are globular since
S〈γM ′π1 ⊙ γMπ1, γN ′π2 ⊙ γNπ2〉 = 〈S(γM ′π1 ⊙ γMπ1), S(γN ′π2 ⊙ γNπ2)〉 =
〈S(γMπ1), S(γNπ2)〉 = 〈p1, p2〉 = 1,
S〈Up1, Up2〉 = 〈SUp1, SUp2〉 = 〈p1, p2〉 = 1
and similarly for the targets.
We can similarly show that we have a lax double functor I : 1 → D that maps
the double category 1 to the terminal object I, together with the vertical identity 1I ,
the horizontal arrow ⊤I,I and the idenity cell 1⊤I,I .
In Theorem 3.1.16 we characterized an adjunction for general double categories B
and D. In the following we look at the case where B and D are fibrant.
Theorem 3.4.17. [Shu08] Consider fibrant double categories D and E. A double
functor F : D→ E has right adjoint if and only if the following hold:
i. For every object A in E, there is an object GA in D and a universal vertical
arrow eA : FGA→ A from F to A.
ii. For every horizontal arrow M : A //| // B in E, there is a horizontal arrow GM :
C //| // D in D and a unicersal cell ǫM : FGM →M from F to M .
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iii. If ǫM : FGM → M , ǫN : FGN → N are universal cells, then so is the composite
F (GN⊙GM)
//| //
∼=
| //
FGM //

| //
FGN //
 
ǫM ǫN
| //
M
// | //
N
//
iv. If e : FGA→ A is universal then so is the composite
FGA | //
UFGA // FGA
∼=
FGA
e

| //
FUGA // FGA
e

U
A | //
UA
// A
In his paper, Shulman proved the following proposition:
Lemma 3.4.18. [Shu08] Any lax double functor between fibrant double categories
preserves cartesian cells, and any oplax double functor preserves op-Cartesian cells.
Here we consider double categories not necessarily fibrant, and we prove that a
lax double functor also preserves op-Cartesian cells if it happens to have a lax right
adjoint. Dually we can show that an oplax double functor preserves Cartesian cells
if it has a left oplax adjoint.
Lemma 3.4.19. For every adjunction F ⊣ G in DblCatL, the lax double functor F
preserves op-Cartesian cells and the lax double functor G preserves Cartesian cells.
Proof. Consider a Cartesian cell
A | //
M //
f

B
g

α
C | //
N
// D.
and its image
FA | //
FM //
Ff

FB
Fg

Fα
FC | //
FN
// FD.
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Consider also a cell of the form
X
h

| //
H // Y
k

FA
Ff

γ FB
Fg

FC | //
FN
// FD.
We will show that the above cell can be factored uniquely through Fα. In fact, the
cell
GX
Gh

| //
GH // GY
Gk

GFA
GFf

ǫA

Gγ GFB
GFg

ǫB

A
f
**
GFC
ǫC

| //
GFN // GFD
ǫD

B
g
uu
ǫN
C | //
N
// D,
where ǫ is the counit of the adjunction, can be factored uniquely through the Cartesian
cell α, i.e. there is a unique β such that
β
α
Gγ
ǫN .
So now we have the cell
X
ηX

| //
H // Y
ηY

ηH
FGX
FGh

| //
FGH
// FGY
FGk

FGFA
FǫA

Fβ FGFB
FǫB

FA | //
FM
// FB,
where η is the unit of the adjunction and for which the following is true:
Fβ
ηH
Fα
= FGγ
ηH
Fǫ
= ηF
γ
Fǫ
=γ.
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The above factorization is unique since for any cell θ with
θ
Fα
= Fβ
ηH
Fα
=γ,
we have
Gγ
ǫN
= GFα
Gθ
ǫN
= ǫM
Gθ
α,
and by the uniqueness of the factorization of ǫN Gγ, we get
β =
Gθ
ǫM
, or
η
Fβ
= θ
by adjunction. Similarly we can prove that the left adjoint F preserves op-Cartesian
cells.
Chapter 4
Cartesian Double Categories
4.1 Precartesian Double Categories
Following the approach of [CKWW08], before defining Cartesian double cate-
gories, we have a short introductory section devoted to precartesian double cate-
gories. The central point in this section is the proposition below which shows that
given simple product-related conditions, a fibrant double category is precartesian.
Definition 4.1.1. A double category D is said to be precartesian if the diagonal
double functor ∆ : D→ D×D and the double functor ! : D→ 1 have lax right adjoints
× : D× D→ D and I : 1→ D, ie.e they are adjoint in DblCatL.
Proposition 4.1.2. Consider a double category D such that:
i. D is fibrant,
ii. the vertical category D0 has finite products and
iii. the horizontal bicategory H(D) has finite products locally.
Then D is a precartesian double category.
Proof. Consider the lax double functor × : D × D → D of Proposition 3.4.16. Since
× is the product in D0 we have the adjunction ∆ ⊣ × : D0 × D0 → D0 with unit
the natural transformation dA = 〈1A, 1A〉 : A → A × A and counit the natural
transformation (p, r)A,B : (A × B,A × B) → (A,B). We also have the adjunction
∆ ⊣ × : D1 ×D1 → D1 with unit the natural transformation δM = 〈1M , 1M〉 : M →
M ×M and counit the natural tranformation (γMπ1, γNπ2)M,N : (M ×N,M ×N)→
(M,N). It suffices to show that these transformations combined give vertical natural
trasformations 1D → ×∆ and ∆× → 1D×D, since the triangle identites will follow
from the above.
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Observe that S(δM) = S〈1M , 1M〉 = 〈S1M , S1M〉 = 〈1SM , 1SM〉 = dSM and
similarly, T (δM) = dTM , for any horizontal arrow M . Also, for any M and N ,
S(γMπ1, γNπ2)M,N = (p1, p2)SM,SN and T (γMπ1, γNπ2)M,N = (p1, p2)TM,TN . It re-
mains to show the identities
A | //
N // B | //
M // C A
dA

| //
N // B
dB

| //
M // C
dC

1⊙ δN δM
A
dA

| //
(M⊙N)
// C
dC

= A× A | //
N×N
// B ×B | //
M×M
// C × C
δM⊙N ×⊙
A× A | //
(M⊙N)×(M⊙N)
// C × C A× A | //
(M⊙N)×(M⊙N)
// C × C
and
A | //
UA // A A
dA

| //
UA // A
dA

1 UdA
A
dA

| //
UA // A
dA

= A× A | //
UA×A
// A× A
δUA ×U
A× A | //
UA×UA
// A× A A× A | //
UA×UA
// A× A.
However, by composing for instance both of the cells in the first one with the first
projection γM⊙Nπ1 we get
(γM⊙Nπ1)〈γMπ1 ⊙ γNπ1, γMπ2 ⊙ γNπ2〉(δM ⊙ δN ) =
(γMπ1 ⊙ γNπ1)(δM ⊙ δN ) =
(γMπ1δM)⊙ (γNπ1δN ) =
1M ⊙ 1N = 1M⊙N = (γM⊙Nπ1)δM⊙N .
Similarly
(γM⊙Nπ2)〈γMπ1 ⊙ γNπ1, γMπ2 ⊙ γNπ2〉(δM ⊙ δN) = (γM⊙Nπ2)δM⊙N .
So the first identity is true. Similarly, we can show that the second identity is true
as well, and this will complete the proof of the adjunction ∆ ⊣ × : D× D→ D.
We can also show that the terminal object I of D0 and the terminal object of
H(D)(I, I) provide an adjunction ! ⊣ I : 1→ D.
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Not surprisingly, the double category Set with objects sets, vertical arrows func-
tions, and horizontal arrows relations between sets is precartesian. Moreover, the
double category SpanE with objects and vertical arrows the objects and the arrows
of E , and horizontal arrows spans in E is precartesian as well. We use the above
proposition to prove it.
Proposition 4.1.3. The double category Set is precartesian.
Proof. We have already seen that the double category Set is fibrant. We also know
that its vertical category has finite products, in particular, the Cartesian product of
sets and functions, together with the singleton set as the terminal. In addition, its
horizontal bicategory H(Set) has finite products locally. Indeed, if R, S : A //| // B
are relations, then define their product R ∧ S : A //| // B such that a(R ∧ S)b ⇔
(aRb) ∧ (aSb) and the terminal relation ⊤A,B : A //| // B to be the whole A × B, i.e.
∀(a, b), a⊤A,Bb. So, by Proposition 4.1.2, Set is a precartesian double category.
Proposition 4.1.4. The double category SpanE , for E a category with pullbacks and
terminal object, is precartesian.
Proof. Again, since SpanE is fibrant, we only need to show that its vertical category
has finite products and its horizontal bicategory has finite products locally. The ver-
tical category SpanE0 has finite products, since E has pullbacks and terminal object.
Also, the product of two spans, R and S, in H(SpanE)(A,B), is given by the pullback
R ×A×B S
p1

p2
// S
〈so,s1〉

R
〈r0,r1〉
// A×B
together with the composites
p1〈r0, r1〉p1 = p1〈so, s1〉p2 : R×A×B S → A and
p2〈r0, r1〉p1 = p2〈so, s1〉p2 : R×A×B S → B,
and the terminal span ⊤A,B is the product A× B together with its projections.
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4.2 Cartesian Double Categories
Definition 4.2.1. A double category D is said to be Cartesian if the diagonal double
functor ∆ : D → D × D and the double functor ! : D → 1 have right adjoints
× : D× D→ D and I : 1→ D in DblCat.
As we see now, because of the fact that DblCat is a strict 2-category and we are
allowed to consider adjunctions in it, the definition of a Cartesian double category
becomes simple. This was very briefly mentioned in Shulman’s remark 2.11. of
[Shu10], as a specific case of a Cartesian object in a 2-category with finite products.
He also says that many of the examples of Cartesian bicategories in [CW87] and
[CKWW08] can be seen as the horizontal bicategories of some Cartesian objects in
the 2-category DblCat. Of course, this is exactly what we want to develop in this
section.
If now we have a Cartesian double category D, then we have the universal vertical
arrows ηA : A→ A×A and ǫ(A,B) : (A×B,A×B)→ (A,B). We write the former as
dA and the latter as the pair of the vertical arrows p1 : A×B → A and p2 : A×B → B.
We also have the universal cell
A | //
M //
ηA

B
ηB

ηM
A×A | //
M×M
// B × B
which will be denoted by δM instead, and the universal cell
(A× B,A×B) | //
(M×N,M×N)
//
ǫ(A,B)

(C ×D,C ×D)
ǫ(C,D)

ǫ(M,N)
(A,B) | //
(M,N)
// (C,D)
which will be written as the pair of the cells
A× B
p1

| //
M×N
// C ×D
p1

A× B
p2

| //
M×N
// C ×D
p2

π1 and π2
A | //
M
// C B | //
N
// D.
Note that the triangle identities of the adjunction imply that p1dA = 1A = p2dA,
(p1 × p2)dA×B = 1, π1δM = 1M = π2δM and (π1 × π1)δM×N = 1.
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Moreover, the adunction ! ⊣ I implies that there exists an object I such that for
each object A there is a unique vertical arrow tA : A → I, and the horizontal arrow
UI : I → I is such that for every horizontal arrow M there is a unique cell
A
tA

| //
M // B
tB

I | //
UI
// I.
It is clear now that the following proposition holds:
Proposition 4.2.2. If D is a Cartesian double category then it’s vertical category D0
has finite products × with projections p1 and p2, and I the terminal object. Moreover,
the category D1 has finite products with projections π1 and π2, and UI the terminal
object.
The following proposition ensures that for fibrant double categories we can also
consider the converse of Proposition 4.2.2:
Proposition 4.2.3. Consider a double category D such that:
i. D is fibrant,
ii. the vertical category D0 has finite products,
iii. the horizontal bicategory H(D) has finite products locally and
iv. the lax double functors × : D×D→ D and I : 1→ D of Proposition 3.4.16 are
pseudo.
Then D is a Cartesian double category.
Proof. The proof is straightforward since condition iv. shows that the adjunctions of
the Proposition 4.1.2 take place in the 2-category DblCat.
Remark 4.2.4. Through the rest of the text, × on objects and horizontal arrows will
often be abbreviated by juxtaposition. We avoid doing the same for vertical arrows
and cells since in their case we use juxtaposition for the vertical composition.
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In the rest of this section we prove that some of our main examples are Cartesian
double categories. Of course again, it is not surprising that the double category of
sets Set and the double category of spans SpanE is Cartesian. However, now we are
also able to show that the same is true for the double category of V -matrices. The
proof uses just the definition of a Cartesian double category, without the need of
using the fact that V -Mat is fibrant.
Proposition 4.2.5. If V = (V,×, 1, p1, p2) is a Cartesian monoidal category, then
V -Mat is a Cartesian double category.
Proof. Construct the double functor × : V -Mat× V -Mat→ V -Mat as follows:
1. If S and T are sets, then S × T is their Cartesian product and if f and g are
functions, then f × g is their Cartesian product as well.
2. IfM : S //| // T andN : X //| // Y are V -matrices, defineM×N : S ×X //| // T × Y
so that
(M ×N)((t, y), (s, x)) = M(t, s)×N(y, x).
If φ : M ⇒ M ′ : S //| // T and ψ : N ⇒ N ′ : X //| // Y are cells, define φ × ψ :
M ×M ′ ⇒ N ×N ′ : S ×X //| // T × Y to be the family with components
(φ× ψ)((t, y), (s, x)) = φ(t, s)× ψ(x, y).
We will show that × is right adjoint to ∆. Since × describes the Cartesian product
for functions, we have the adjunction ∆0 ⊣ ×0 with unit
η0S : S → S × S, s 7→ (s, s)
and counit
ǫ0(S,T ) : (S × T, S × T )→ (S, T ) : ((s, t), (s
′, t′)) 7→ (s, t′).
Now, if M : S //| // T is a matrix, set η1M to be the cell
S | //
M //
η0S

T
η0T

η1M
S × S | //
M×M
// T × T
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with
η1M(t, s) : M(t, s)→ M(t, s)×M(t, s)
the diagonal arrow in V . Also, for M : S //| // T and N : X //| // Y , the cell
(S ×X,S ×X) | //
(M×N,M×N)
//
ǫ0(S,X)

(T × Y, T × Y )
ǫ0(T,Y )

ǫ1(M,N)
(S,X) | //
(M,N)
// (T, Y )
is the family of arrows
ǫ1(M,N)(((t, y), (t
′, y′)), ((s, x), (s′, x′))) :
(M(t, s)×N(y, x),M(t′, s′)×N(y′, x′))→ (M(t, s), N(y′, x′))
given by the pairs of projections in V . The triangles identities for η1 and ǫ1 follow by
the triangle identities of the adjunction ∆ ⊣ × : V × V → V .
By construction, we see that Sη1M = η0SM , Tη1M = η0TM , Sǫ1(M,N) = ǫ0(SM,SN)
and Tǫ1(M,N) = ǫ0(TM,TN). So in order to show that η = {η0, η1} and ǫ = {ǫ0, ǫ1}
are vertical natural transformations it suffices to show that the identities in Defini-
tion 3.1.11 hold. However, this is easy to verify since the composition of matrices is
given by the coproduct in V and the product distributes over it.
Lastly, consider the double functor I : 1→ V -Mat, which maps 1 to the singleton
{∗}, together with the identity function on it, the matrix I(∗, ∗) = 1 and the cell
1I(∗, ∗) = 11. We know that {∗} is the terminal object on sets and functions. Also
the matrix I(∗, ∗) = 1 is the terminal matrix from {∗} to {∗}. Indeed, a matrix from
{∗} to {∗} is just an object of V and 1 is the terminal object in V . The above proves
that we also have an adjunction ! ⊣ I : 1→ V -Mat.
Proposition 4.2.6. The double category Set is Cartesian.
Proof. In Proposition 4.1.3 we showed that Set is precartesian. It remains to show
that the lax double functors × : Set×Set→ Set and I : 1→ Set, given by the product
on Set0 and Set1, are pseudo. First we describe these functors on the horizontal cells:
If R : A //| // B and S : X //| // Y are relations, then R × S : A×X → B × Y is given
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by
(a, x)(R× S)(b, y)
(a, x)[(p∗Rp∗) ∧ (r∗Sr∗)](b, y)
[(a, x)(p∗Rp∗)(b, y)] ∧ [(a, x)(r∗Sr∗)(b, y)]
aRb ∧ xSy
and the terminal object I : {∗} //| // {∗} is the set {(∗, ∗)}. To show that × and I are
pseudo double functors it is to show that the canonical cells
(R′ × S ′)⊙ (R × S)→ (R′ ⊙ R)× (S ′ ⊙ S),
for A | //
R // B | //
R′ // C and X | //
S // Y | //
S′ // Z , and
UA×B → UA × UB
are invertible. Consider the following series of implications
(a, x)[(R′ ⊙R)× (S ′ ⊙ S)](c, z)⇒
a(R′ ⊙R)c ∧ x(S ′ ⊙ S)z ⇒
(∃b)(aRb ∧ bR′c) ∧ (∃y)(xSy ∧ yS ′z)⇒
(∃(b, y))[(a, x)(R× S)(b, y) ∧ (b, y)(R′ × S ′)(c, z)]⇒
(a, x)[(R′ × S ′)⊙ (R× S)](c, z)
and
(a, b)(UA × UB)(a
′, b′)⇒
(aUAa
′) ∧ (bUBb
′)⇒
a = a′ ∧ b = b′ ⇒
(a, b) = (a′, b′)⇒
(a, b)UA×B(a
′, b′).
These will give the required inverses.
Proposition 4.2.7. The double category SpanE , for E a category with pullbacks and
terminal object, is Cartesian.
Proof. The product in SpanE1, for spans A R
r0oo
r1 // B and X S
s0oo
s1 // Y is given by
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the span A×X R× S
r0×s0oo
r1×s1 // B × Y , together with the projections
R× S
r0×s0
ww♣♣♣
♣♣ r1×s1
''◆◆
◆◆◆
pR,S

R× S
r0×s0
ww♣♣♣
♣♣ r1×s1
''◆◆
◆◆◆
rR,S

A×X
p

B × Y
p

A×X
r 
B × Y
r
A B and X Y.
R
r0
gg❖❖❖❖❖❖❖❖ r1
77♦♦♦♦♦♦♦♦
S
s0
gg❖❖❖❖❖❖❖❖ s1
77♦♦♦♦♦♦♦♦
Note that since the product in a category is unique up to isomorphism, the above
product will be isomorphic to the product constructed by extending the local product
on H(SpanE), i.e. the product used to construct the lax double functors in Proposi-
tion 3.4.16.
In order to show that SpanE is Cartesian, we need to show that the product
commutes with the horizontal composition of spans. This is true though, since the
horizontal composition is given by pullbacks and the product commutes with pull-
backs. Also, if we consider the identity spans A A
1oo 1 // A and B B
1oo 1 // B , then
their product is the span A× B A×B
1×1
oo
1×1
// A×B , which is exactly the identity
span on A× B. So SpanE is indeed a Cartesian double category.
4.3 Cartesian and Fibrant Double Categories
In this last section of Chapter 4 we prove some properties of Cartesian and fibrant
double categories that will be used as tools in the rest of the thesis. At the end of
it we will define unit-pure double categories, which will be used later, towards our
characterization theorem for the double category of spans.
Lemma 4.3.1. In any Cartesian and fibrant double category, the product of two
Cartesian cells is Cartesian and the product of two op-Cartesian cells is op-Cartesian.
Proof. It follows by Lemma 3.4.18 since the product double functor is both lax and
oplax.
Proposition 4.3.2. If D is a Cartesian and fibrant double category then H(D) has
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Proof. Consider two horizontal arrows M and N : A //| // B . We will show that the
Cartesian filling M ∧N = d∗B(M ×N)dA∗ of the niche
A
dA

B
dB

A×A | //
M×N
// B ×B,
is the product of M and N , with projections
A
dA

| //
M∧N // B
dB

A
dA

| //
M∧N // B
dB

γM,N γM,N
A× A
p1

| //
M×N
// B ×B
p1

and A× A
p2

| //
M×N
// B × B
p2

π1 π2
A | //
M
// B A | //
N
// B,
where γM,N is Cartesian. Note that the cells above are globular since p1dA = 1A =
p2dA for each A, and so they are actually 2-cells in H(D). Consider now cells of the
form
A | //
L // B A | //
L // B
α and β
A | //
M
// B A | //
N
// B.
Then we have the cell
A
f

| //
L // B
g

〈α, β〉
A× A | //
M×N
// B × B,
with π1〈α, β〉 = α and π2〈α, β〉 = β. So p1f = 1A and p2g = 1B. However, we can
write the arrows f and g uniquely as dAf
′ and dBg
′ respectively, with f ′ = 1Af
′ =
p1dAf
′ = p1f = 1A and similarly g
′ = 1B. Hence f and g are exactly the diagonal
vertical arrows dA and dB. Now, since γM,N is Cartesian we can factor the above cell
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uniquely as
A | //
L // B
A
dA

| //
L // B
dB

〈α, β〉H
〈α, β〉 = A
dA

| //
M∧N // B
dB

A× A | //
M×N
// B ×B γM,N
A×A | //
M×N
// B × B.
Moreover, π1γM,N〈α, β〉H = π1〈α, β〉 = α and π2γM,N〈α, β〉H = π2〈α, β〉 = β.
It remains to show that H(D)(A,B) has a terminal object. We will show that this
is the Cartesian filling ⊤ = t∗BUItA∗ of the niche
A
tA

B
tB

I | //
UI
// I
is the terminal object in H(D)(A,B). We have seen that for every horizontal arrow
M : A //| // B there is a unique cell
A
tA

| //
M // B
tB

τ
I | //
UI
// I,
which will be factored uniquely as
A | //
M // B
τ ′
A
tA

| //
⊤
// B
tB

I | //
UI
// I.
Suppose that there is another globular cell α from M to ⊤. Then by composing with
A
tA

| //
⊤ // B
tB

I | //
UI
// I
we get a cell from M to UI , which has to be the same as τ . Because of the uniqueness
of the factorization of τ , α must be the same as τ ′.
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Corollary 4.3.3. For a fibrant double category D, the following are equivalent:
1. D is Cartesian.
2. D0 has finite products, H(D) has finite products locally, and the induced lax
double functors of Proposition 3.4.16 are pseudo.
Proof. It follows by Proposition 4.3.2 and Proposition 4.2.3.
Remark 4.3.4. A similar result for Cartesian bicategories was presented by Verity in
the revised version of his PhD thesis [Ver11]. In particular, he showed that Cartesian
bicategories can be regarded as “Cartesian objects” in specific bicategory-enriched
categories.
In the following, we will often ignore the isomorphism U×U ∼= U in the diagrams,
in order to present our proofs in a simpler way. We will also ignore the isomorphisms
α, λ, ρ that express the horizontal associativity and the horizontal unitary property
of a double category.
Lemma 4.3.5. In a Cartesian and fibrant double category there are isomorphisms of
the form:
AB | //
FB // XB | //
p1∗ // X BA | //
BF // AX | //
p2∗ // X
,
AB | //p1∗
// A | //
F
// X BA | //p2∗
// A | //
F
// X
and
A | //
p1
∗
// AB | //
FB // XB A | //
p2
∗
// BA | //
BF // BX
,
A | //
F
// X | //
p1
∗
// XB A | //
F
// X | //
p2
∗
// BX.
Proof. First observe that the cell
XB | //
U // XB
X×tB

| //
U // XB
p1

| //
p1∗ // X
U X | //
U //
∼=

X
∼=

U
XB | //
XtB∗
// XI | //
U
// XI | //
U
// XI
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is invertible in D, with inverse:
XB | //
U // XB
p1

| //
U // XB
X×tB

| //
XtB∗ // XI
U XI | //
U //
∼=

XI
∼=

Up1
XB | //p1∗
// X | //
U
// X | //
U
//X.
Similarly, there is a cell
AB | //
AtB∗// AI
∼=

AB | //p1∗
// A,
which is invertible in D. Now we have the isomorphism:
AB | //
FB // XB | //
p1∗ // X
∼=

1 ∼=
AB | //
FB
// XB | //
XtB∗
// XI
∼=
AB | //
AtB∗ // AI
∼=

| //
FI // XI
∼=

∼= ∼=
AB | //p1∗
// A | //
F
//X,
where the isomorphism in the middle follows by the functoriality of ×.
To prove the third isomorphism we can consider the diagram below instead:
A
∼=

| //
p1
∗
// AB | //
FB // XB
∼= 1
AI | //
AtB
∗
// AB | //
FB
// XB
∼=
AI
∼=

| //
FI // XI
∼=

| //
XtB
∗
// XB
∼= ∼=
A | //
F
// X | //
p1
∗
// XB.
The isomorphisms to the right follow in a similar way.
Remark 4.3.6. A similar result as the one above was also proven for Cartesian
bicategories in [CKWW08], in proposition 4.7.
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Definition 4.3.7. A double category D is called unit-pure if the unit functor U :
D0 → D1 is full.
Remark 4.3.8. In a unit-pure double category, whenever we have a cell of the form
A | //
UA //
f

A
g

α
B | //
UB
// B
then f = g and α = Uf . Notice also that the functor U is always faithful, so in the
above case U is fully faithful.
Example 4.3.9. The double category Set is unit-pure since it is locally discrete.
The double category SpanE is also unit-pure since a cell of the above form is as
follows:
A1
xxqqq
qq 1
&&▼▼
▼▼▼
f

A
f

A
f

B B
B.1
ff▼▼▼▼
1
88qqqq
Example 4.3.10. The double category of profunctors is not unit-pure. We can
just consider the profunctors internal to sets for simplicity: Asking for this double
category to be unit-pure would be the same as asking that for every two objects
A,A′ in a category C and functors F,G with domain C, every function Hom(A,A′)→
Hom(GA,FA′) is the same as the function that sends an arrow f to Ff . One can
also show that the double category of V -matrices is not unit-pure either.
For a Cartesian double category in particular, the unit-pure condition implies that
AX | //
U //
p1

AX
p1

AX | //
U //
p1

AX
p1

π1 = Up1
A | //
U
// A A | //
U
// A,
AX | //
U //
p2

AX
p2

AX | //
U //
p2

AX
p2

π2 = Up2
X | //
U
// X X | //
U
// X.
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and
A | //
U //
d

A
d

A | //
U //
d

A
d

δ = Ud
AA | //
U
// AA AA | //
U
// AA.
Lemma 4.3.11. In a Cartesian, fibrant and unit-pure double category, for every
horizontal arrow F : A //| // X , the cell
AAX | //
AFX //
p2

AXX
p2

π2
A | //
F
// X
is op-Cartesian.
Proof. It suffices to show that the cell
A | //
p2
∗
// AAX | //
AFX //
p2

AXX
p2

| //
p2∗ // X
π2
A | //
U
// A | //
F
// X | //
U
// X
is an isomorphism, with inverse β. Indeed, if this is the case and we consider a cell
AAX | //
AFX //
p2

AXX
p2

A
b

θ X
c

B | //
M
// C,
then we can show that it factors uniquely through π2 as follows:
AAX
AFX //| // AXX
π2
A
F //| // X
β
A | //
p2
∗
// AAX | //
AFX //
p2

AXX
p2

| //
p2∗ // X
A
b

| //
U
// A
b

θ X
c

| //
U
// X
c

Ub Uc
B | //
U
// B | //
M
// C | //
U
// C.
93
Now the following equality shows that it has a right inverse β:
A
d3

F //| // X
d3

δ3
AAA
FFF //| // XXX
∼=
AAA
p2

| //
AAF // AAX
p2

| //
U // AAX | //
AFX // AXX | //
U // AXX
p2

| //
FXX // XXX
p2

=
π2 1 π2
A | //
U // A | //
p2
∗
// AAX
p2

| //
AFX // AXX
p2

| //
p2∗ // X | //
U // X
1 π2 1
A | //
U
// A | //
U
// A | //
F
// X | //
U
// X | //
U
// X
A
d3

F //| // X
d3

δ3
AAA
FFF //| // XXX A | //
F // X
∼= = 1
AAA
p2

| //
AAF // AAX
p2

| //
U // AAX
p2

| //
AFX // AXX
p2

| //
U // AXX
p2

| //
FXX // XXX
p2

A | //
F
// X
π2 Up2 π2 Up2 π2
A | //
U
// A | //
U
// A | //
F
// X | //
U
// X | //
U
// X.
Then we also have
AAX
p2

AFX //| // AXX
p2

AAX
AFX //| // AXX
π2 AβX
A
F //| // X = AAX
p2

| //
Ap2
∗X
// AAAXX
p2

| //
AAFXX// AAXXX
p2

| //
Ap2∗X// AXX
p2

β π2 π2 π2
A | //
p2
∗
// AAX | //
AFX
// AXX | //p2∗
// X A | //
p2
∗
// AAX | //
AFX
// AXX | //p2∗
// X,
by the naturality of π2 and the functoriality of the product. The property Up2 = π2
of a unit-pure Cartesian double category is used to show that the second diagram is
equal to:
AAX
p2

| //
U // AAX | //
AFX // AXX | //
U // AXX
p2

1
A | //
p2
∗
// AAX | //
AFX
// AXX | //p2∗
// X
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and finally
A | //
p2
∗
// AAX | //
AFX //
p2

AXX
p2

| //
p2∗ // X
π2 A | //
p2
∗
// AAX | //
AFX // AXX | //
p2∗ // X
A | //
U
// A | //
F
// X | //
U
// X = 1
β A | //
p2
∗
// AAX | //
AFX
// AXX | //p2∗
// X
A | //
p2
∗
// AAX | //
AFX
// AXX | //p2∗
// X,
i.e. β is also a left inverse for the given cell.
Chapter 5
Spans
In this chapter we focus on the double category of spans and we show conditions
under which a Cartesian and fibrant double category D is of the form SpanE for some
category E with pullbacks and terminal object.
5.1 Tabulators
Tabulators for double categories were introduced in Grandis and Pare´’s paper
[GP99] where they defined the tabulator of a given horizontal arrow F as the double
limit of the double diagram formed by F . However, in their later papers, they only
considered the one-dimensional universal property of this definition. This is what we
use here as well.
Definition 5.1.1. [GP17] We say that a double category has tabulators if for every
horizontal arrow F : A //| // X there is an object T and a cell
T | //
U //
q1

T
q2

ι
A | //
F
// X
which is universal in the sense that if there is another cell β : U → F then there is a
unique vertical arrow b : H → T such that:
H
b

| //
U //H
b

H | //
U //
h2

H
h1

U
β = T
q1

| //
U // T
q2

A | //
F
//X ι
A | //
F
//X.
Equivalently, the double category D has tabulators if the functor U : D0 → D1 has
right adjoint.
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If the double category is fibrant, we say that the tabulators are strong if for each
horizontal arrow F : A //| // X , the cell
A | //
q1
∗
// T | //
q2∗ // X
υ
A
F
//| // X
we get from the universal property of the horizontal arrow q2∗⊙ q1
∗ and the cell ι are
invertible.
The main result of this section is that a Cartesian and fibrant double category with
Eilenberg-Moore objects for co-pointed endomorphisms, as defined in Section 3.3, has
tabulators. In order to show that, first observe that the functor U can be written as
the composite of the two inclusions
D0
I0−→ Copt(D)0
K
−→ D1.
By definition, a double category has Eilenberg-Moore objects if the inclusion D
I
−→
Copt(D) has a right adjoint, so the inclusion I0 in the diagram above between the
vertical categories has a right adjoint as well in this case. Below we build a functor
G : D1 → Copt(D)0, right adjoint to K.
Proposition 5.1.2. For every Cartesian and fibrant double category there is a functor
G : D1 → Copt(D)0 that maps a horizontal arrow F : A
//| // X to the Cartesian filling
G(F ) as we see below
AX
dA×X

| //
G(F )
// AX
A×dX

γF
AAX | //
AFX
// AXX.
The endomorphism G(F ) is co-pointed with counit ǫG(F ):
AX
dA×X

| //
G(F )
// AX
A×dX

γF
AAX
p1,3

| //
AFX
// AXX
p1,3

π1,3
AX | //
UAX
// AX.
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Proof. First we extend the definition to the arrows of D1, i.e. the cells: Consider a
cell
A
f

| //
F //X
g

α
A′ | //
F ′
// X ′.
The cell
AXf×g

dA×X

| //
G(F )
// AX
A×dX

f×g

γF
A′X ′ =
dA′×X
′
))
AAX
f×f×g

| //
AFX // AXX
f×g×g

= A′X ′
A′×dX′vv
Uf × α× Ug
A′A′X ′ | //
A′F ′X′
// A′X ′X ′
can be factored uniquely through γF ′ as follows:
AX
f×g

| //
G(F )
// AX
f×g

A′X ′
dA′×X
′

| //
G(F ′)
// A′X ′
A′×dX′

γF ′
A′A′X ′ | //
A′F ′X′
// A′X ′X ′.
Define G(α) to be the unique cell of the above factorization. Notice that by the
universality of γF ′ the following property is true, which we will often be using later
on:
γF G(α)
Uf × α× Ug γF ′.
=
Moreover, G(α) is compatible with the counits of G(F ) and G(F ′) since:
G(α) γF γF γF
γF ′ Uf × α× Ug π1,3 π1,3
π1,3 π1,3 Uf × Ug Uf×g
= = =
We also have that G(1F ) = 1G(F ) by the universal property of γF and the equality
γF 1
G(1F ) γF
= = γF .
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Similarly, G(α′α) = G(α′)G(α) for vertically composable cells
A
f

| //
F // X
g

α
A′
f ′

| //
F ′ // X ′
g′

α′
A′′ | //
F ′′
// X ′′,
by the universal property of γF ′′ and the equality
G(α) G(α) γF
G(α′) γF ′ Uf × α× Ug
γF ′′ Uf ′ × α
′ × Ug′ Uf ′ × α
′ × Ug′
γF G(α′α)
Uf ′f × (α
′α)× Ug′g γF ′′.
= = = =
Remark 5.1.3. A suitable version for bicategories of the above construction was
observed in both [CKWW08] and [LWW10]. In the latter, they consider a Cartesian
bicategory that satifies the Frobenius and the separable axioms, and they build for
any 1-cell F : A → X a comonoid G on AX . Here we did not assume those extra
conditions and we showed that we can always build a co-pointed structure on AX ,
which in addition, can be extended to a functor.
Proposition 5.1.4. For every Cartesian and fibrant double category, the functor G
defined above is right adjoint to the inclusion K : Copt(D)0 → D1.
Proof. From the second version of the known characterization of adjunctions in [Mac78],
it suffices to show that for every co-pointed endomorphism P : H //| // H and cell
H
h1

| //
P //H
h2

β
A | //
F
// X
there is a unique co-pointed morphism
H
〈h1,h2〉

| //
P // H
〈h1,h2〉

α
AX | //
G(F )
// AX
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such that
β = γF
α
π2.
Consider the cells
H | //
P // H H | //
P // H
ǫP ǫP
H
h1

| //
UH // H
h1

and H
h2

| //
UH // H
h2

Uh1 Uh2
A | //
U
// A X | //
UX
// X.
Then we have the cell
H
〈h1,h1,h2〉

| //
P // H
〈h1,h2,h2〉

〈 ǫP
Uh1
, β, ǫP
Uh2
〉
AAX | //
AFX
// AXX.
So by the universal property of G(F ), there is a unique
H
〈h1,h2〉

| //
P // H
〈h1,h2〉

α
AX | //
G(F )
// AX
such that
〈 ǫP
Uh1
, β ,
ǫP
Uh2
〉
=
α
γF
or β = γF
α
π2
The pair (〈h1, h2〉, α) is a co-pointed morphism since we have
α
ǫG(F )
= γF
α
π1,3
=
ǫP
Uh1
ǫP
Uh2
〈 〉
, =
ǫP
U〈h1,h2〉.
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It remains to show that α is unique with the required property. For every cell of the
form
H
f ′

| //
P // H
f ′

α′
AX | //
G(F )
// AX
that satisfies
=
α′
ǫG(F )
ǫP
Uf ′
and β = γF
α′
π2
we have that f ′ = 〈h1, h2〉 by the second property and that
γF
α′
π1,3
=
ǫP
U〈h1,h2〉.
by the first one. So
=
α′
γF
〈
ǫP
Uh1
, β ,
ǫP
Uh2
〉=
α
γF
and by the universal property of γF , α
′ = α.
In particular, the unit of the adjunction is given by the unique cell
H
d

| //
P // H
d

α
HH | //
G(P )
// HH
for which
1P= γP
α
π2.
Corollary 5.1.5. If D is a Cartesian and fibrant double category, then Copt0(D)
has finite products, and the functor G defined above preserves them.
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Proof. The products in Copt0(D) are given by (PR : AB //| // AB , ǫP × ǫR) for co-
pointed arrows (P : A //| // A , ǫP ) and (R : B //| // B , ǫR). That G preserves them
follows by the fact that it is a right adjoint.
Lemma 5.1.6. If D is a Cartesian and fibrant double category, then for any horizontal
arrow F , F is isomorphic to the horizontal arrow
A | //
p1
∗
// AX | //
G(F )
// AX | //
p2∗ // X
in H(D).
Proof. We have:
p2∗ ⊙G(F )⊙ p1
∗ ∼= p2∗ ⊙ (A× d)
∗ ⊙ AFX ⊙ (d×X)∗ ⊙ p1
∗ (definition of G(F ))
∼= p2∗ ⊙ A× d
∗ ⊙ AFX ⊙ (d×X)∗ ⊙ p1
∗ (Lemma 4.3.1)
∼= p2∗ ⊙ (A× (d
∗ ⊙ FX))⊙ (d×X)∗ ⊙ p1
∗ (functoriality of ×)
∼= d∗ ⊙ FX ⊙ p2∗ ⊙ (d×X)∗ ⊙ p1
∗ (Lemma 4.3.5)
∼= d∗ ⊙ FX ⊙ (p2(d×X))∗ ⊙ p1
∗ (Lemma 3.4.11)
∼= d∗ ⊙ FX ⊙ 1AX∗ ⊙ p1
∗
∼= d∗ ⊙ FX ⊙ p1
∗
∼= d∗ ⊙ p1
∗ ⊙ F (Lemma 4.3.5)
∼= (p1d)
∗ ⊙ F (Lemma 3.4.11)
∼= 1X
∗ ⊙ F
∼= F
As we mentioned in Remark 3.3.5, if a double category admits Eilenberg-Moore
objects for co-pointed endomorphisms, then for every co-pointed endomorphism P
we have a universal cell
EM(P ) | //
U //
u

EM(P )
u

θP
A | //
P
// A
from U to P . In a fibrant double category particularly, we can consider the following
type of Eilenberg-Moore objects:
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Definition 5.1.7. We say that a fibrant double category admits strong Eilenberg-
Moore objects for co-pointed endomorphisms if P ∼= u∗u
∗, where P and u are
as in the diagram above.
Remark 5.1.8. If we were using comonads instead of co-pointed arrows, then there
wouldn’t be a need for a similar definition as the one above. In fact, it is well known by
[Str72] that the Eilenberg-Moore objects for comonads are always strong in the above
sense. In the case of co-pointed arrows however, we do not have enough structure to
prove something similar.
Corollary 5.1.9. If D is a Cartesian and fibrant double category with Eilenberg-
Moore objects for co-pointed endomorphisms, then it has tabulators.
If moreover the Eilenberg-Moore objects are strong, then the tabulators are strong
as well.
Proof. As mentioned above, if EM : Copt(D)→ D is the double functor that assigns
Eilenberg-Moore objects to co-pointed arrows, then the composite EM0◦G : D1 → D0
is right adjoint to the functor U : D0 → D1, i.e. it assigns tabulators to horizontal
arrows. In particular, for every horizontal arrow F : A //| // X , the cell
EM
q1
$$
〈q1,q2〉

| //
U // EM
q2
zz
〈q1,q2〉

θ
AX
d×X

| //
G(F )
// AX
A×d

γF
AAX
p2

| //
AFX
// AXX
p2

π2
A | //
F
// X,
provides F with a tabulator.
To show that the tabulators are strong we need to show that q2∗⊙ q1
∗ ∼= F , which
is true since:
q2∗ ⊙ q1
∗ ∼= (p2〈q1, q2〉)∗ ⊙ (p1〈q1, q2〉)
∗
∼= p2∗ ⊙ 〈q1, q2〉∗ ⊙ 〈q1, q2〉
∗ ⊙ p1
∗ (Lemma 3.4.11)
∼= p2∗ ⊙G(F )⊙ p1
∗ (strong EM objects)
∼= F (Lemma 5.1.6)
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5.2 The functor C : Span(D0)→ D and the Beck-Chevalley condition
In this section we build a functor C : Span(D0)→ D which will be our base for the
characterization theorem in the following section. This is not the first time that this
construction appears. It can be found in Niefield’s [Nie12c], and in [LWW10] in its
bicategorical version. Niefield showed that in every fibrant double category that has
pullbacks for its vertical arrows, we can build an oplax and normal C : Span(D0)→ D.
We will consider here the Beck-Chevalley condition because this is exactly what we
need for this C to be pseudo. A more general notion of the Beck-Chevalley condition
for double categories has been studied by Koudenburg in [Kou15].
Consider a pullback of vertical arrows
D
q1

q2 // B
g

A
f
// C
in a fibrant double category D. Then we have the cell
A | //
q∗1 // D
q1

| //
UD // D
q2

| //
q2∗ // B
A | //
UA // A
f

U B
g

| //
UB // B
A | //
f∗
// C | //
UC
// C | //
g∗
// B
which we will call Y(q1, q2, f, g).
Definition 5.2.1. We say that a fibrant double category D satisfies the Beck-Chevalley
condition if for every pullback of vertical arrows as above, the cell Y(q1, q2, f, g) is
invertible.
Example 5.2.2. The double category SpanE , for E a category with pullbacks and
terminal object, satisfies the Beck-Chevalley condition. Indeed, if
D
q1

q2
// B
g

A
f
// C
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is a pullback square in E , then the cell Y(q1, q2, f, g) turns out to be
Dq1
~~⑥⑥⑥
q2
  ❆
❆
1

A B
A B
D
q1
``❆❆
q2
>>⑥⑥
which is invertible.
Proposition 5.2.3. Consider a unit-pure and fibrant double category D that has
tabulators. Then the category D0 has pullbacks.
If moreover the tabulators are strong, then D satisfies the Beck-Chevalley condition.
Proof. For a pair of vertical arrows
B
g

A
f
// C
consider the tabulator of the horizontal arrow g∗f∗:
T
q1

UT //| // T
q2

ι
A | //
f∗
// C | //
g∗
// B.
We claim that the square
T
q1

q2
// B
g

A
f
// C
is a pullback square. We have the cell
T
q1

UT //| // T
q2

ι
A
f

| //
f∗
// C | //
g∗
// B
g

C | //
U
// C | //
U
// C
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and since U is full, fq1 = gq2. The universal property of the pullback follows by the
universal property of the tabulator.
To say that the tabulator is strong, means that the cell
A | //
q1
∗
// T
q1

UT //| // T
q2

| //
q2∗ // B
ι
A | //
UA
// A | //
f∗
// C | //
g∗
// B | //
UB
// B
is invertible. Then the following cell is invertible as well:
A | //
q1
∗
// T
q1

UT //| // T
q2

| //
q2∗ // B A | //
q1
∗
// T
q1

| //
UT // T
q2

| //
q2∗ // B
ι
A | //
UA
// A
f

| //
f∗
// C | //
g∗
// B
g

| //
UB
// B
U is full
= A | //
UA
// A
f

U B
g

| //
UB
// B
A | //
f∗
// C | //
UC
// C | //
UC
// C | //
g∗
// B A | //
f∗
// C | //
UC
// C | //
g∗
// B,
i.e. D satisfies the Beck-Chevalley condition.
Corollary 5.2.4. If D is Cartesian, fibrant, unit-pure, and has strong Eilenberg-
Moore objects for co-pointed endomorphisms, then D0 has pullbacks that satisfy the
Beck-Chevalley condition.
Proof. This follows by Corollary 5.1.9 and Proposition 5.2.3.
Proposition 5.2.5. [Nie12c] Suppose that D is a double category and D0 has pull-
backs. Then D is fibrant if and only if the identity functor on D0 extends to an oplax
and normal double functor C : Span(D0)→ D.
We give here the construction of the above opnormal double functor C, if D is
fibrant.
If A R
r1oo
r2 // B is a span in D0, then define its image to be the op-Cartesian filling
r2∗r1
∗ as in
R | //
UR //
r1

R
r2

ζR
A | //
r2∗r1
∗
// B.
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Consider now a cell
Rr1
yyrrr
rr r2
%%▲▲
▲▲▲
α

A
f

B
g

X Y
S
s1
ee▲▲▲▲▲ s2
99rrrrr
in Span(D0). Then the cell
R
α

fr1
$$
| //
UR // R
α

gr2
yy
Uα
= S
s1

| //
US // S
s2

=
ζS
X | //
s2∗s1
∗
// Y
can be factored through the op-Cartesian cell ζR as
R
r1

| //
UR // R
r2

ζR
A
f

| //
r2∗r1
∗
// B
g

X | //
s2∗s1
∗
// Y,
where the bottom cell will be our C(α).
Corollary 5.2.6. If D0 has pullbacks, D is fibrant and satisfies the Beck-Chevalley
condition, then the opnormal double functor C is pseudo.
Proof. For every pair of composable spans
R×B Vq1
xxqqq
q q2
&&▼▼
▼▼
Rr1
yytt
t r2
&&▼▼
▼▼ Vv1
xxqqq
q v2
%%▲▲
▲▲
A B X,
the natural transformation C⊙ is given by the cell
(v2q2)∗(r1q1)
∗ ∼= v2∗q2∗q1
∗r1
∗ v2∗Y(q1,q2,f,g)r1
∗
−−−−−−−−−−→ v2∗v1
∗r2∗r1
∗,
where the isomorphism holds by Lemma 3.4.11 and Y(q1, q2, f, g) is the cell defined
in the Beck-Chevalley condition. If D satisfies this condition, then Y(q1, q2, f, g) is
invertible and so C⊙ is invertible as well.
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5.3 A Characterization of Spans as Cartesian Double Categories
We now have all the necessary tools to prove our characterization theorem. We
will consider the functor C from the previous section and we will give conditions under
which this functor is an equivalence. First though we need the following lemma:
Lemma 5.3.1. If D is a Cartesian, fibrant, and unit-pure double category which
has strong Eilenberg-Moore objects for copointed endomorphisms, then for every span
A R
r1oo
r2 // X of vertical arrows, the tabulator of r2∗r1
∗ is given by R itself, and the
vertical arrows r1 and r2.
Proof. First we show that G(r2∗r1
∗), where G is the functor that was defined in
Proposition 5.1.2, is isomorphic to 〈r1, r2〉∗〈r1, r2〉
∗. From the definition of G we have
that
G(r2∗r1
∗) ∼= (A× d)∗ ⊙ (A× (r2∗r1
∗)×X)⊙ (d×X)∗
∼= (A× d)∗ ⊙Ar2∗X ⊙ Ar1
∗X ⊙ (d×X)∗
∼= (A× d)∗ ⊙ (A× r2 ×X)∗ ⊙ (A× r1 ×X)
∗ ⊙ (d×X)∗.
Consider the following two pullback squares of vertical arrows:
RX
r1×X

〈r1,R〉×X
// ARX
A×r1×X

AR
A×〈A,r2〉

A×r2 // AX
A×d

AX
d×X
// AAX and ARX
A×r2×X
// AXX.
By Corollary 5.2.4 D satisfies the Beck-Chevalley condition. So we have the canonical
isomorphisms
(A× r1 ×X)
∗ ⊙ (d×X)∗ ∼= (〈r1, R〉 ×X)∗ ⊙ (r1 ×X)
∗
and
(A× d)∗ ⊙ (A× r2 ×X)∗ ∼= (Ar2)∗ ⊙ (A× 〈R, r2〉)
∗.
So
G(r2∗r1
∗) ∼= (Ar2)∗ ⊙ (A× 〈R, r2〉)
∗ ⊙ (〈r1, R〉 ×X)∗ ⊙ (r1 ×X)
∗.
Also, from the pullback
R
〈R,r2〉

〈r1,R〉
// AR
A×〈R,r2〉

RX
〈r1,R〉×X
// ARX,
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we take
(A× 〈R, r2〉)
∗ ⊙ (〈r1, R〉 ×X)∗ ∼= 〈r1, R〉∗ ⊙ 〈R, r2〉
∗.
Then
G(r2∗r1
∗) ∼= (Ar2)∗ ⊙ 〈r1, R〉∗ ⊙ 〈R, r2〉
∗ ⊙ (r1 ×X)
∗
∼= ((Ar2)〈r1, R〉)∗ ⊙ ((r1 ×X)〈R, r2〉)
∗
∼= 〈r1, r2〉∗ ⊙ 〈r1, r2〉
∗.
Now, the tabulator of r2∗r1
∗ is the Eilenberg-Moore object of G(r2∗r1
∗), which is R, as
one can see from the discussion on Eilenberg-Moore objects for spans in Section 3.3.
In the following, we will use the definition of an equivalence between two double
categories that was given in [GP04], according to which a double functor C is an
equivalence if and only if it is fully faithful (meaning that both C0 and C1 are fully
faithful), and essentially surjective on horizontal arrows.
Theorem 5.3.2. Consider a double category D. The following are equivalent:
1. D is of the form Span(E), for some category E with finite limits.
2. D is Cartesian, fibrant, unit-pure, and has strong Eilenberg-Moore objects for
copointed endomorphisms.
3. D0 has pullbacks that satisfy the Beck-Chevalley condition, and the canonical
double functor C : Span(D0)→ D is an equivalence.
Proof. (1 ⇒ 2 ) We have proved that the double category Span(E) is Cartesian, fi-
brant, unit-pure, and has Eilenberg-Moore objects for copointed endomorphisms.
From the proof of Proposition 3.3.2, we can also see that the Eilenberg-Moore ob-
jects are strong.
(2 ⇒ 3 ) From Proposition 5.2.3, D0 has pullbacks that satisfy the Beck-Chevalley
condition. Also, the functor C0 is just the identity, so it remains to show that the
functor C1 is an equivalence as well, in a compatible way with the sources and the
targets.
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We first show that C1 is essentially surjective. For a horizontal arrow F and its
tabulator
T
q1

| //
U // T
q2

ι
A | //
F
// X,
we can consider the span in D0
Tq1
⑦⑦
q2
!!❈
❈
A X.
Since by Corollary 5.1.9, tabulators are strong under the above assumptions, we have
q2∗q1
∗ ∼= F .
We now show that C1 is full. Consider two spans
Rr1
yysss
ss r2
%%❑❑
❑❑❑
A B,
S
s1yyss
sss
s2 %%
❑❑❑
❑❑
X Y,
and a cell
A
f

| //
r2∗r1
∗
// X
g

α
B | //
s2∗s1
∗
// Y.
Then, by Lemma 5.3.1, we have the tabulators R and S of r2∗r1
∗ and s2∗s1
∗ respec-
tively and so we get a unique vertical arrow a such that the following holds:
R
r1

| //
U // R
r2

R
a

| //
U // R
a

ιR Ua
A
f

| //
r2∗r1
∗
// X
g

= S
s1

| //
U // S
s2

α ιS
B | //
s2∗s1
∗
// Y B | //
s2∗s1
∗
// Y.
Then we have the cell
Rr1
yyrrr
rr r2
%%▲▲
▲▲▲
α

A
f

B
g

X Y
S
s1
ee▲▲▲▲▲ s2
99rrrrr
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in Span(D0) and C(a) = α.
Lastly, we show that C1 is faithful. For spans like above, suppose that we have
equal cells
A
f

| //
r2∗r1
∗
// X
g

A
f

| //
r2∗r1
∗
// X
g

C(α) = C(β)
B | //
s2∗s1
∗
// Y B | //
s2∗s1
∗
// Y.
Then
= = =
Uα
ιS
ιR
C(α)
ιR
C(β)
Uβ
ιS,
and by the universal property of ιS, we get α = β.
(3 ⇒ 1 ) Trivial.
From the construction above we have essentially defined a double functor S : D→
Span(D0), which is identity on objects and vertical arrows, and maps a horizontal
arrow F : A //| // X to the span
Tq1
     
q2
  
❆❆❆
A X,
given by the tabulator of F . This extends to the cells as follows: Consider a cell
A
f

| //
F // X
g

α
B | //
G
// Y.
We define S(α) to be the unique vertical arrow we get from the universal property of
the tabulator T (G) of G as in the diagram below:
T (F )
qF1

| //
U // T (F )
qF2

T (F )
S(α)

| //
U // T (F )
S(α)

ιF US(α)
A
f

| //
F // X
g

= T (G)
qG1

| //
U // T (G)
qG2

α ιG
B | //
G
// Y B | //
G
// Y.
In [Nie12c], proposition 5.3.3., Niefield showed that for a fibrant double category D
with tabulators and pullbacks for its vertical arrows, there is an oplax/lax adjunction
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of the form
Span(D0)
C
''
⊥ D
S
jj
,
where her S coincides with the double functor S above. Since every equivalence can
be refined to an adjoint equivalence by modifying one of the natural isomorphisms,
and adjunction data between two functors is unique, we can say that under the
assumptions of Theorem 5.3.2, there is an adjoint equivalence from Span(D0) to D.
In [GP17], Grandis and Pare´ considered double categories D with tabulators and
pullbacks for vertical arrows, without using the condition of D being fibrant. They
showed that we can always build a lax double functor S as the one above, and they
gave the following definition:
Definition 5.3.3. [GP17] A double category D is called span representative if:
1. D has tabulators.
2. D0 has pullbacks.
3. The lax double functor S : D→ Span(D0) is vertically faithful, i.e. both S0 and
S1 are faithful.
Proposition 5.3.4. If D is Cartesian, fibrant, unit-pure, and has strong Eilenberg-
Moore objects for co-pointed endomorphisms, then it is span representative.
Proof. We saw in Corollary 5.1.9 and Corollary 5.2.4 that, given the assumptions
above, D has tabulators and D0 has pullbacks. That S is vertically faithful follows
by our discussion after Theorem 5.3.2, since it is the right adjoint of an adjoint
equivalence.
Chapter 6
Profunctors
6.1 Modules in Double Categories
In this section we consider the construction of modules over monads in a double
category D. Modules here are defined in the usual way, i.e. as arrows with a left and
a right action.
Definition 6.1.1. [Shu08] A module from a monad (A, S) to a monad (B, T ) is a
horizontal arrow M : A //| // B equipped with two globular cells ρ : M ⊙ S → M and
λ : T ⊙M → M , such that the following hold:
A | //
UA // A | //
M // B
η 1M A | //
UA // A | //
M // B
A | //
S // A | //
M // B = r
ρ A
M
//| // B,
A
M
//| // B
A | //
S // A | //
S // A | //
M // B A | //
S // A | //
S // A | //
M // B
µ 1M 1S ρ
A
S
//| // A | //
M
// B = A | //
S
// A
M
//| // B
ρ ρ
A
M
//| // B A
M
//| // B,
A | //
M // B | //
UB // B
1M η A | //
M // B | //
UB // B
A | //
M // B | //
T // B = l
λ A
M
//| // B,
A
M
//| // B
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A | //
M // B | //
T // B | //
T // B A | //
M // B | //
T // B | //
T // B
1M µ λ 1T
A | //
M
// B
T
//| // B = A
M
//| // B | //
T
// B
λ λ
A
M
//| // B A
M
//| // B
A | //
S // A | //
M // B | //
T // B A | //
S // A | //
M // B | //
T // B
ρ 1T 1S λ
A
M
//| // B | //
T
// B = A | //
S
// A
M
//| // B
λ ρ
A
M
//| // B A
M
//| // B,
Let (f, φ) : (A, S) → (C,U) and (g, ψ) : (B, T ) → (D, V ) be monad morphisms
and M : (A, S) → (B, T ), N : (C,U) → (D, V ) modules. A (φ, ψ)−equivariant
map is a cell
A | //
M //
f

B
g

α
C | //
N
// D
which is compatible with the actions of the modules, namely the following hold:
A | //
S //
f

A | //
M //
f

B
g

A | //
S // A | //
M // B
φ α ρM
C | //
U
// C | //
N
// D = A
M
//| //
f

B
g

ρN α
C
N
//| // D C
N
//| // D
and
A | //
M //
f

B | //
T //
g

B
g

A | //
M // B | //
T // B
α ψ λM
C | //
N
// D | //
V
// D = A
M
//| //
f

B
g

λN α
C
N
//| // D C
N
//| // D.
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Theorem 6.1.2. [Shu08] Consider a fibrant double category D such that every cate-
gory H(D)(A,A′) has coequalizers and ⊙ preserves them in both variables. Then the
monads in D, together with the monad morphisms as vertical arrows, the modules as
horizontal arrows and the equivariant maps as cells, form a fibrant double category
Mod(D).
We will write FbrCatQL and FbrCat
Q for the full sub-2-categories of FbrCatL
and FbrCat, respectively, determined by the fibrant double categories D in which
every category H(D)(A,B) has coequalizers and ⊙ preserves them in both variables.
Proposition 6.1.3. [Shu08]Mod defines a 2-functor FbrCatQL → FbrCat
Q
L , which
restricts to a 2-functor FbrCatQ → FbrCatQ.
Proposition 6.1.4. 1. If D is a fibrant precartesian double category thenMod(D)
is a fibrant precartesian double category too.
2. If D is a fibrant Cartesian double category then Mod(D) is a fibrant Cartesian
double category too.
Proof. It follows by Proposition 6.1.3, and the fact that 2-functors preserve adjunc-
tions.
We prove the following lemma so that we will be able to consider the double
category of modules of the double category of monads.
Lemma 6.1.5. If D is a double category such that every hom-category H(D)(A,A′)
has coequalizers and ⊙ preserves them in both variables, then every hom-category
H(Mnd(D))((A, S), (A, S ′)) has coequalizers and ⊙ preserves them in both variables.
Proof. Consider two cells
α, β : (F, αF )→ (G,αG) : (A, S) //| // (A
′, S ′)
in H(Mnd(D)) and their coequalizer
F
α //
β
// G
γ
// H
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in H(D). To show that the lemma holds it suffices to show that H is a horizontal
comonad map and that γ is a cell in Mnd(D). Since ⊙ preserves coequalizers, the
diagram
F ⊙ S
α⊙S
//
β⊙S
// G⊙ S
γ⊙S
// H ⊙ S
is a coequalizer diagram too. We also have
A | //
S // A | //
F // A′ A | //
S // A | //
F // A′ A | //
S // A | //
F // A′ A | //
S // A | //
F // A′
1 α αF αF 1 β
A | //
S // A | //
G // A′ A | //
F // A′ | //
S′ // A′ A | //
F // A′ | //
S′ // A′ A | //
S // A | //
G // A′
αG = α 1 = β 1 = αG
A | //
G
// A′ | //
S′
// A′ A | //
G
// A′ | //
S′
// A′ A | //
G
// A′ | //
S′
// A′ A | //
G
// A′ | //
S′
// A′
γ 1 γ 1 γ 1 γ 1
A | //
H
// A′ | //
S′
// A′ A | //
H
// A′ | //
S′
// A′ A | //
H
// A′ | //
S′
// A′ A | //
H
// A′ | //
S′
// A′.
So (S ⊙ γ)αG(α ⊙ S) = (S ⊙ γ)αG(β ⊙ S), which means that there is a unique cell
αH in D
F ⊙ S
α⊙S
//
β⊙S
// G⊙ S
γ⊙S
//
αG
''PP
P H ⊙ S
αH

✤
✤
✤
S ⊙G
S′⊙γ
((PP
P
S ′ ⊙H
that makes the above diagram commute. We can show that αH is a horizontal
comonad map by using once again the universal property of the coequalizer and the
fact that αG is a horizontal comonad map. Also, the commutativity of the triangle
above shows exactly that γ is a cell in Mnd(D) from (G,αG) to (H,αH).
We can now define the double categoryMod(Mnd(D)), and similary we can show
that we can define the double category Mod(Com(D)) as well.
6.2 The Double Category of Profunctors
In this last section we will consider a category E with finite limits and reflexive
coequalizers preserved by pullback functors, and we will define the double category of
profunctors internal to E . Its horizontal bicategory is the usual bicategory of internal
profunctors as in [Joh77].
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Definition 6.2.1. The double category of profunctors Prof(E) is defined to be the
double category Mod(Span(E)).
The vertical category of Prof(E) is exactly the category of internal categories and
internal E-valued functors. The horizontal arrows are the internal profunctors in E ,
and the cells the internal natural transformations, which are defined below. That is,
the horizontal bicategory of Prof(E) is exactly the bicategory Prof(E), as in [Joh77].
Definition 6.2.2. [Joh77] An internal category A in E consists of the following
data:
i. an object A0 of E , called the object of objects,
ii. an object A1 of E , called the object of arrows,
iii. two arrows s, t : A1 → A0 in E , called respectively source and target,
iv. an arrow i : A0 → A1 in E called identity, and
v. an arrow c : A1 ×A0 A1 → A1 in E , called composition, where A1 ×A0 A1 is the
pullback
A1 ×A0 C1
p2
//
p1

A1
s

A1 t
// A0 ,
subject to the axioms:
1. s ◦ i = 1A0 = t ◦ i,
2. s ◦ c = s ◦ p1, t ◦ c = t ◦ p2,
3. c ◦ (c ×A0 1A1) = c ◦ (1A1 ×A0 c), and
4. c ◦ (1A1 ×A0 (i ◦ t)) = 1A1 = c ◦ ((i ◦ s) ×A0 1A1).
Given an internal category A in E , an internal E-valued functor P : A → E
is an object P0 ∈ |E| together with two arrows p0 : P0 → A0 and p1 : A1 ×A0 P0 → P0
117
of E , where A1 ×A0 P0 is the pullback
A1 ×A0 P0
r1

r2 // P0
p0

A1 t
// A0 .
These data are required to satisfy the following axioms:
1. p0 ◦ p1 = s ◦ r1,
2. p1 ◦ ((i ◦ p0) ×A0 1P0) = 1P0, and
3. p1 ◦ (1A1 ×A0 p1) = p1 ◦ (c ×A0 1P0).
Given an internal category A in E and two internal E-valued functors P,Q :
A → E , written as P = (P0, p0, p1) and Q = (Q0, q0, q1), an internal natural
transformation φ : P ⇒ Q in E is an arrow φ : P0 → Q0 in E which satisfies the
following conditions:
1. q0 ◦ φ = p0 and
2. φ ◦ p1 = q1 ◦ (1A1 ×A0 φ).
Given two internal categories A and B, an internal profunctor P : A9 B in
E is an internal E-valued functor Bop×A→ E . The internal categories in E , together
with the internal profunctors and the internal natural transformations between them
form a bicategory Prof(E).
Proposition 6.2.3. The double category Prof(E) is Cartesian.
Proof. It follows by Proposition 6.1.4.
To close this chapter, we would like to give a conjecture for a potential character-
ization of profunctors. For this we need the Kleisli construction on double categories,
which we define below.
Definition 6.2.4. We say that a double category D admits the construction of
Kleisli objects for monads if the inclusion J : D0 → (Mnd(D))0 has a left
adjoint.
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Remark 6.2.5. To say that a fibrant double category has Kleisli objects, it is to say
that for every monad S : A //| // A , there is an object K and a cell
A | //
S //
v

A
v

K | //
U
// K,
universal from S to U .
In [CW87], an essential part for the characterization of the locally ordered bicat-
egory IdlE of ordered objects and ordered ideals is the bicategory of discrete objects
in a Cartesian locally ordered bicategory. Since both profunctors and ordered ideals
can be seen as modules in suitable bicategories, we believe that there is an analogous
characterization for profunctors, that uses the notion of discrete objects. We give the
following definition, suitable to double categories:
Definition 6.2.6. An object in a Cartesian and fibrant double category D is called
discrete if the following two pullbacks satisfy the Beck-Chevalley condition (Defini-
tion 5.2.1):
A
d

d // A×A
d×A

A
1

1 // A
d

A× A
A×d
// A× A× A , A
d
// A× A.
Define Disc(D) to be the double category of discrete objects in D.
Conjecture 6.2.7. If D is a Cartesian and fibrant double category, then the double
category Disc(D) is unit-pure.
In [CKW87], it was shown that a bicategory B with local stable coequalizers is
equivalent to some bicategory of modules if and only if it has Kleisli objects in the
bicategorical sense. The case where every Kleisli object is discrete was also discussed
in [CW87]. Inspired by the results in these two papers, we believe that the following
statement is true:
Conjecture 6.2.8. Consider a double category D in FbrCatQ which:
1. is Cartesian,
2. has Kleisli objects for monads, and
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3. the Kleisli object of every monad is discrete.
Then D ≃Mod(Disc(D)).
Corollary 6.2.9 (of Conjecture 6.2.7 and Conjecture 6.2.8). Consider a double cat-
egory D in FbrCatQ which:
1. is Cartesian,
2. has Kleisli objects for monads,
3. the Kleisli object of every monad is discrete, and
4. Disc(D) has strong Eilenberg-Moore objects for co-pointed endomorphisms.
Then D ≃ Prof(Disc(D)0).
Proof. From the first three conditions and Conjecture 6.2.8 we take that
D ≃Mod(Disc(D)).
Also, Conjecture 6.2.7 and 4. show that the double category Disc(D) satisfies the
conditions of the characterization Theorem 5.3.2, and then
Disc(D) ≃ Span(Disc(D)0).
It follows that
D ≃Mod(Disc(D)) ≃Mod(Span(Disc(D)0)) ≃ Prof(Disc(D)0).
Chapter 7
Conclusion
7.1 A Comparison Between Cartesian Double Categories and
Bicategories
We can now make a comparison between the two different settings that have
been used for the generalization of the classic notion of Cartesian categories. The
first one was that of Cartesian bicategories and the second is the one that we used
and developed in this thesis, i.e. Cartesian double categories. We repeat the two
definitions here for reference:
♣ A bicategory B is said to be Cartesian if:
1. The bicategory Map(B) has finite bicategorical products.
2. Each category B(A,B) has finite products.
3. Certain derived lax functors ⊗ : B × B → B and I : 1 → B, extending the
product structure of Map(B), are pseudo.
♣ A double category D is said to be Cartesian if there are adjunctions
D
∆
((
⊥ D× D
×
ff and D
!
""
⊥ 1
I
bb
in the 2-category DblCat.
The first and most evident difference is that for double categories the definition is
closer to the definition for Cartesian categories, which asks for the respective right ad-
joints to the diagonal and unique functors. As we have mentioned before, the reason
for that is that double categories, double functors, and vertical natural transforma-
tions form a strict 2-category. This is an important property which we believe will
play a central role in the further development of the subject.
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The second difference is related to the symmetric monoidal structure that arises
from the above definitions. A monoidal structure on double categories is a quite simple
idea, given the fact that it is just a pair of monoidal structures on mere categories,
together with an extra compatibility property ([Shu10]). A monoidal bicategory on
the other hand is not a very simple idea. The traditional definition is that of an
one-object tricategory. The original reference for tricategories is Gordon, Power, and
Street’s [GPS95], where one can see the complexity of the definition.
Moreover, in the paper [CKWW08], the authors had to use the Grothendieck con-
struction to shift from precartesian to Cartesian bicategories. For double categories,
to make the same shift, we just replaced the lax right adjoints to the diagonal and
the unique double functors in the definition for pseudo. Also, if we were to consider
the Grothendieck construction for the horizontal bicategory of a double category D,
then this would correspond to the category D1 (when we don’t consider the 2-cells of
the Grothendieck construction). D1 though was already given to us when we asked
for a double category D.
Another issue one encounters when working with a Cartesian bicategory is its very
first condition, the one that asks for finite bicategorical products inMap(B). For the
bicategory of spans this was an easy question sinceMap(Span(E)) is just the category
E ([LWW10]). However, we saw in Chapter 2 that checking whether Map(Prof(E))
or Map(V -Mat) has finite products is not a simple question, let alone that products
in the bicategorical sense are not trivial. How we overcome this issue with double
categories is that we just ask for products in the categories Cat(E) or Set, i.e. we ask
for products only for the “nice” maps in Prof(E) or V -Mat respectively. It has been
a very interesting question throughout the years to characterize those “nice” maps in
general and see how they can be picked out of Map(B) for a general B. As far as we
know, this still remains unknown.
Lastly, we would like to emphasize that many times, calculations in this thesis
appeared to be simpler than the calculations for similar results for Cartesian bicat-
egories. For most of the properties that were shown for Cartesian bicategories, a
suitable version of them was also shown for double categories. Moreover, we can
use both setting as a base for a characterization of spans. The two characterization
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theorems look quite different, which stresses the distinction between Cartesian bicat-
egories and Cartesian double categories. However, the point here is that we didn’t
lose anything when we moved from bicategories to double categories, but we were
also able to develop it even more, by proving for examble that Mod(D) is Cartesian
if B is Cartesian, and as a result, Prof(E) is Cartesian.
One of our main goals for the future is to show that we can also characterize the
double category of profunctors as a Cartesian double category. We gave a guideline for
that in our last chapter. We also believe that there is a lot to be said and studied for
Cartesian double categories in general, as well as investigating possible generalizations
of usual properties of Cartesian categories. For example, Heunen and Vicary showed
in their lecture notes [HV12] that if C is a symmetric monoidal category equipped with
monoidal natural transformations with components δA : A→ A⊗A and ǫA : A→ I,
subject to specific properties, then C is a Cartesian category. Would a generalization
of that be possible for Cartesian double categories?
Throughout the years, category theorists seemed to favor 2-categories or bicate-
gories for the development of Category Theory in higher dimensions. Recently though,
double categories have gained significant ground in the discussion. We hope that what
we presented in this thesis will be a helpful tool in this regard.
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