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Abstract. Recently the “memory effect” has been studied in plane gravitational waves and,
in particular, in impulsive plane waves. Based on an analysis of the particle motion (mainly in
Baldwin-Jeffery-Rosen coordinates) a “velocity memory effect” is claimed to be found in [35].
Here we point out a conceptual mistake in this account and employ earlier works to explain how
to correctly derive the particle motion and how to correctly deal with the notorious distributional
Brinkmann form of the metric and its relation to the continuous Rosen form.
Keywords: impulsive gravitational waves, memory effect
MSC2010: 83C15, 83C35, 46F10, 34A36
1. Introduction
The “wave memory effect”, see e.g. [32, 3, 4, 5] has recently attracted much interest due to its
possible experimental detection and a growing number of publications addresses this topic, see
e.g. the intoduction of [35] and the literature cited therein. In a recent series of papers [34, 33, 36]
the “memory effect” has been studied in plane gravitational waves and in [35] these studies have
been extended to impulsive plane waves.
Impulsive plane waves and, more generally, impulsive pp-waves have been introduced by Roger
Penrose in the late 1960-ies, see [17, 16], and [18] for a more extensive treatment. They are
spacetimes of low regularity, described alternatively by a (locally Lipschitz) continuous metric in
(Baldwin-Jeffery-)1 Rosen form, or by a distributional metric in Brinkmann form. Over the years
they have attracted the attention of researchers in exact spacetimes (who have widely generalized
the original class of solutions), of mathematicians (who used them as relevant key-models in
low reguarity Lorentzian geometry), and of particle physicists (who have considered quantum
scattering in these geometries).
In their work “Memory effect for impulsive gravitational waves” the authors of [35] derive
the geodesics in impulsive plane waves using both forms of the metric. They find that in both
coordinate systems particles initially at rest suffer a jump in their transversal velocities when
crossing the impulse and start to move apart with constant speed. From this they conclude the
occurrence of a “velocity memory effect”. While this behavior of the geodesics in Brinkmann
coordinates is certainly correct and in accordance with the literature, the corresponding claim for
the geodesics in Rosen coordinates is incorrect. In this note we analyse in detail the approach of
[35] to explain why this derivation of the geodesics in Rosen coordinates is flawed and leads to
inconsistent results. In particular, we address the conceptual intricacies that originate from the
low regularity nature of the spacetimes involved. Moreover—based on earlier works—we show how
E-mail address: roland.steinbauer@univie.ac.at.
0This note was published in the present form in CQG as a ‘comment’ with the title changed to Comment on
’Memory effect for impulsive gravitational waves’. The precise reference is Class. Quant. Grav. 36(9) 098001, 14,
(2019).
1On historical grounds the name “Baldwin-Jeffery-Rosen coordinates” seems only to be accurate in the context
of plane waves.
1
2 MEMORY EFFECT IN IMPULSIVE WAVES: COMMENTS, CORRECTIONS, CLARIFICATIONS
to calculate the geodesics in Rosen coordinates and how to use their C1-regularity to employ a
“C1-matching procedure” that leads to transparent “jump formulas” in Brinkmann coordinates.
Finally, we explain how one can handle the subtle interrelations between the two forms of the
metric in a mathematically meaningful way.
Throughout this note we have strived for maximum clarity at the expense of brevity. We aim
at completely resolving the situation and we express our hope that in this way we may prevent
further confusion in the literature2.
In the remainder of this section we introduce our notation. Generally we follow the notations
and conventions of [35] to make comparisons simple. The metric of plane gravitational waves in
Brinkmann coordinates3 Xµ = (X, U, V ) with X = (X i) = (X,Y ) is written as4
ds2 = δijdX
idXj + 2dUdV +Kij(U)X
iXjdU2, (2.1)
with the profile fixed to the + polarisation, hence given by
K = (Kij) =
1
2
A(U) diag(1,−1) =
1
2
A(U) J, (2.2)
where the dependence of the function A on retarded time is arbitrary but smooth and we use
the abbreviation J = diag(1,−1). On the other hand, in Baldwin-Jeffery-Rosen coordinates5
xµ = (x, u, v) with x = (xi) = (x, y) the metric is written as
ds2 = aij(u)dx
idxj + 2dudv. (2.4)
Here the profile a = (aij) is a positive definite (2 × 2)-matrix which depends again arbitrary but
smoothly on retarded time u.
The transformation between the (R) and (B)-coordinates is written as
X = P (u)x, U = u, V = v −
1
4
x · a˙(u)x, (2.6)
where the (2× 2)-matrix P (u) is a square root of a, i.e.,
a(u) = P (u)TP (u) (2.5)
when going from (R) to (B)-coordinates, and a solution of the Sturm-Liouville problem
P¨ = KP, PT P˙ − P˙TP = 0, (2.7)
if one goes from (B) to (R)-coordinates. The profiles are related via
K =
1
2
P
(
b˙+
1
2
b2
)
, with b = a−1a˙, (2.8)
and so the Ricci-flat condition becomes trK = 0 ⇔ tr (b˙+ 1
2
b2) = 0.
The respective impulsive limits are written with profiles
a(u) = P 2(u) = (I+ u+c0)
2 = (I+ u+kJ)
2, (2.16)
A(u) = 2kδ, (2.17)
where k is the positive eigenvalue of the symmetric (2 × 2)-matrix c0, which arises by solving for
the flatness condition in the after-zone of the wave, cf. [35, p. 4]. Sometimes we will set k to
k = 1/2 or to k = 1 and as usual we have put u+ = 0, (u ≤ 0) and u+ = u (u ≥ 0). Finally, δ is
the Dirac-measure.
2As of Mar. 14, 2019, Inspire counts already 15 citations for the paper [35].
3Abbreviated as (B)-coordinates from now on.
4Again, to simplify comparison, we have taken equation numbers to coincide with [35].
5Abbreviated as (R)-coordinates below.
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2. The peculiarities of impulsive wave spacetimes
Here we pause for a moment and recall an essential issue in the construction of impulsive wave
spacetimes, for an extensive review see [11, Ch. 20] and [19] or the more (astro-)physically oriented
monograph [2]. These spacetimes were introduced by Roger Penrose in [17, p. 189ff], [16, p. 82ff]
using what he called a “scissors and paste” method: two Minkowski half-spaces M± are glued
along a null hyperplane with a “warp”, i.e., a shift along the generators of the hyperplane when
one passes from M− to M+. Despite the fact that the Brinkmann form of the impulsive pp-wave
contains a distributional component, the spacetime is actually (locally Lipschitz6) continuous but
not C1. This is seen from the continuous Rosen form of the metric first given in (the plane wave
case in) [18, p. 103] which possesses a locally bounded connection and a distributional curvature
component Ψ4.
Let us emphasise the fact that this construction does not provide a global background Minkowski
space on which the wave impulse can be thought to travel. This fact is somewhat obscured by
the use of the so-called Souriau-coordinates [27], xˆµ = (xˆ, uˆ, vˆ) with xˆ = (xˆi) = (xˆ, yˆ) which are
defined to be such that the metric is manifestly Minkowskian in both halves. Consequently, in the
impulsive case, the transformation between (S) and (R)-coordinates is the identity for u = uˆ < 0,
and for u = uˆ > 0 it is given by (cf. (2.6))
xˆ = P (u)x, uˆ = u, vˆ = v −
1
4
x · a˙(u)x = v −
1
2
x · c0P (u)x = v −
1
2
x · kJP (u)x, (2.25)
where we have used that in the impulsive case we have a˙ = 2PP˙ = 2c0P (cf. (2.5), (2.16)).
A useful way of thinking about the (S)-coordinates and the whole construction of impulsive
spacetimes is the line of argument given in [11, Sec. 20.2], for the present setting cf. [15, eq.
(9)]: Starting from Minkowski space with global coordinates now denoted by7 x˜µ = (x˜, u˜, v˜) with
x˜ = x˜i = (x˜, y˜), i.e8.,
ds2 = dx˜2 + 2du˜dv˜ (1)
one uses the identity for u˜ < 0 and the transformation
u˜ = u,
x˜ = x+ u∂H = (I+ u+kJ)x = P (u)x,
v˜ = v −H −
1
2
u∂H · ∂H = v −
k
2
x · x−
1
2
ukx · x = v −
1
2
x · kJ(I+ ukJ)x (2)
= v −
k
2
x · JP (u)x
for positive u˜. Here we have set the profile H in [15, eq. (9)] to H = (k/2)(x2 − y2) = (k/2)x · Jx
so that ∂H = kJx and ∂H · ∂H = k2x · x and we see that we obtain exactly (2.25).
However, let us now combine the transformation (2) for u˜ > 0 with the identity for u˜ < 0
formally to the discontinuous transformation valid for all values of u˜ resp. U (which was also first
given by Penrose explicitly in [18])
u˜ = U,
x˜ = x+ U+∂H = P (U)x, (3)
v˜ = V − θ(U)H −
1
2
U+∂H · ∂H = V −
k
2
θ(U)Jx · (I+ U+kJ)x = V −
k
2
θ(U)x · JP (U)x.
Here we have used the identity of L∞-functions θ(U)U+ = U+.
6The Lipschitz property is decisive, since it guarantees the connection to be locally bounded. Moreover, it has
recently been noted that Lipschitz-regularity of the metric is a threshold, below which even the most basic facts of
causality theory fail to hold [6, 10].
7The coordinates x˜µ correspond to (x, y,U ,V) in [15] with a change in sign in v˜ w.r.t. V , which is due to the
choice of −2dUdV in the metric [15, eq. (1)]. Moreover, the (R)-coordinates xµ correspond to (X, Y,U, V ) in [15].
8Equations not appearing in [35] are numbered consecutively.
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Now if one formally transforms the metric (2.4) with the impulsive profile (2.16) according to
(3) keeping the distributional terms then one obtains precisely the (B)-form (2.1) of the metric
with the distributional profile (2.17). Here we say “formally” since in addition to the standard
distributional identities
(U+)
′ = θ, and θ′ = δ (4)
one has to use the “multiplication rules”
θu+ = u+, θ
2 = θ, and θδ =
1
2
δ (5)
which come from the grey areas of distribution theory: a careless combination of (4) and (5) easily
leads to contradictions as in
θ2 = θ ⇒ 2θθ′ = 2θδ = δ ⇒ θδ =
1
2
δ, but θ3 = θ ⇒ 3θ2θ′ = 3θδ = δ ⇒ θδ =
1
3
δ. (6)
Structurally speaking the problems arise when one combines rules like θ2 = θ, which perfectly
hold for L∞-functions with taking derivatives—which then has to be carried out in the sense of
distributions.
The above procedure, however, has been made mathematically rigorous (using nonlinear distri-
butional geometry in the sense of the geometric theory of generalized functions [12]) even in the
pp-wave case in [13], see also Section 3.7, below.
We summarize with the following observation and warning: The (S)-system does not cover
the whole manifold given by the (B)-coordinates (or the (R)-coordinates near the null surface
{U = 0}) but is only valid for all U = u = uˆ 6= 0 and actually consists of two patches which do
not overlap and can only be joined via the (B)- or (R)-coordinates.
3. Particle motion
We now turn to the heart of the matter, i.e., the geodesics in impulsive plane waves. We
will intensively comment on the approach taken in [35, Section 5]. Since in this approach the
symmetries of the spacetime are used in an essential way, we start with a general comment on this
strategy.
3.1. A general remark on the use of symmetries. The symmetries of extended (i.e., non-
impulsive) plane waves are identified in [7] to be a subgroup of the Carroll group. Using the
symmetries, the geodesics (again in the extended case) can be calculated efficiently, especially in
(R)-coordinates. This has been done in [7, Sec. 3.2], see also [34, eqs. (2.11)] and [33, Sec. IV B].
The constants of motion are given by
p = a(u)x˙, k = x(u)−H(u)p, (7)
where already the 5th conserved quantity µ = u˙ was used to parametrise the geodesics by the
coordinate u. Here the matrix-valued function H is given by9
H(u) =
u∫
0
a−1(w) dw. (4.2)
Additionally, the kinetic energy
e =
1
2
gµν x˙
µx˙ν =
1
2
x˙ · a(u)x˙+ v˙ =
1
2
p · a−1(u)p+ v˙ (8)
is conserved and is set to e = −1, 0, 1 in the timelike, null and spacelike case respectively. This
finally leads to the explicit expression for the geodesics, cf. [7, eqs. (3.11)], [34, eqs. (2.11)]
x(u) = H(u)p+ k, v(u) = −
1
2
p ·H(u)p+ eu+ d, (9)
where d is a constant of integration.
9To be consistent with [35] we here keep the letter H—this is, however, not to be confused with the H of Section
2.
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However, while in the extended case the symmetries allow one to nicely express the geodesics,
it seems less obvious that this is also an efficient approach in the impulsive case. There the
particle motion off the impulsive hypersurface is trivial and if one wants to derive its form in
(R)-coordinates this can be done using the transformation (2.6) or by several other simple means,
see Section 3.6. This raises the question:
(Q1) Why use symmetries to calculate the geodesics in the impulsive case at all?
As a follow-up, a more subtle question arises from the further procedure applied in [35, Sec. 5.1]
(discussed in the next section)
(Q2) How to relate the values of the constants of motion in the before- and after-zones of the
impulsive wave and how to argue for that?
We will come back to this questions later on in Section 3.6 but first have a closer look on the just
mentioned procedure.
3.2. The approach of section 5.1 in [35]. In the main section 5 of [35] the geodesics are
computed. In particular, in section 5.1 this is done in (R)-coordinates with a substantial use of
(S)-coordinates. To start with, the form of the geodesics is derived using the symmetries, where
the constants of motion are allowed to be different in the before- and the after-zones of the wave,
denoted by p±, k±, and e±, cf. [35, eqs. (4.12), (4.13)]. This readily leads to the form of the
geodesics in the before- and the after-zones (again using the ±-notation)
x±(u) = k± +H(u)p±, v± = −
1
2
p± ·H(u)p± + e±u+ d±, (5.2)
where now d± are constants of integration.
Then on physical grounds the geodesics are assumed to be continuous across u = 0 such that
k± = x(0) =: x0, d± = v±(0) =: v0, (5.3)
where the choice that H(0) = 0, cf. equation (4.2) was used as well as the fact that a(0) = 1, cf.
equation (2.16). Again using the latter equation one moreover obtains from (5.2) that
p± = x˙±(0), v˙±(0) = e± −
1
2
|p±|
2, (5.4)
where these remaining constants of motion are still allowed to be different in the two zones. Finally
one may explicitly calculate H from equations (4.2) and (2.16) to obtain
H(u) = u−I+ u+P
−1(u). (4.4)
This gives the following form of the geodesics
x(u) = x0 + u−x˙−(0) + u+P
−1(u)x˙+(0),
v(u) = v0 + u−v˙−(0) + u+v˙+(0) +
1
2
x˙+(0) · u+(I− P
−1(u))x˙+(0). (5.7)
These geodesics are determined by the following set of 9 real constants x0, v0, x˙±(0), v˙±(0), while
there should only be 6 since we have to subtract the two constants u(0) = 0 and u˙(0) = 1, which
we have used to write the geodesics in the above form, from the usual 8 initial positions and speeds
in a 4-dimensional spacetime.
To determine at least some of the “spurious constants” the authors of [35] now employ the (S)-
coordinates and limit their considerations to the case of particles being at rest in the before-zone,
a condition that can be expressed in the (S)-system of coordinates to be
xˆ(uˆ) = xˆ0, vˆ(uˆ) = vˆ0 + euˆ. (5.9)
Their decisive argument now is (cf. [35, p. 10, bottom]):
“Now, the after-zone being also flat and indeed Minkowskian when the hatted
(S) coordinates are used, we argue that the latter have the same parametric (*)
form in the after-zone: (5.9) holds for all u.”
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Using this argument the authors of [35] go on to rewrite the geodesics in (R)-form. To this end
they apply the inverse of the transformation (2.25) for uˆ = u > 0 with the impulsive profile (2.16)
inserted explicitly, i.e.,
x = (I+ ukJ)−1xˆ, uˆ = u, v = vˆ +
1
2
xˆ · kJ(I+ ukJ)−1xˆ, (5.8)
which implies the relations of the constants (just set u = 0)
xˆ0 = x0, vˆ0 = v0 −
1
2
x0 · kJx0 (10)
and obtain the following geodesics
x(u) = (I+ u+kJ)
−1x0,
v(u) = v0 + eu−
1
2
x0 · kJ
(
I− (I+ u+kJ)
−1
)
x0. (5.10)
3.3. Interpretation of the results and comments. After deriving the above result (5.10) the
authors of [35] say:
“We see that the geodesic equation (5.10) is a special case of (5.7) where the after-zone initial
velocity has been fixed by the initial conditions x(0) = x0 and x˙(0−)[= x˙
−
0 ] = 0, namely
x˙(0+)[= x˙+0 ] = −c0x0. (5.11)
The impulsive GW induces a (sort of) “percussion” [27], since
△x˙ = x˙(0+)− x˙(0−) = −c0x0, (5.12a)
△v˙ = v˙(0+)− v˙(0−) = −
1
2
|c0x0|
2. ” (5.12b)
First we note that the geodesics (5.10) are continuous not because “[...] this follows from
(5.10).”, see [35, Sec. 5.1, last paragraph] but because this was assumed during the procedure
explicitly in [35, p. 10, first lines] and mentioned here prior to (5.3).
The main issue is, however, that the geodesics (5.10) are not continuously differentiable and,
moreover, that they are actually not the correct geodesics in the first place, as we are going to
argue in the following:
First, it was shown in [15, Thm. 1] that the geodesics even in all impulsive (non-plane) pp-
waves are C1-curves. There, Carathe´odory’s solution concept is used, which is the most natural
extension of classical ODE-theory using Lebesgue theory of integration. In fact, instead of solving
the ODE with an L∞-right hand side one solves the classically equivalent integral equation, see
e.g. [31, Ch. 3 §10, Suppl. 2]. This is actually a special case of the fact that the geodesics10 of any
locally Lipschitz continuous metric are C1-curves, see [30].
Second11, we explicitly demonstrate that the geodesics of (5.10) do not satisfy the geodesic
equation. Let us demonstrate this just for the x1 = x-component, which reads
x(u) =
x0
1 + ku+
. (11)
We find (using (5), as well as formally applying the product rule)
x˙(u) = −
kx0θ(u)
(1 + ku+)2
, x¨(u) = −
kx0δ(u)
(1 + ku+)2
+
2k2x0θ(u)
(1 + ku+)3
. (12)
10In the sense of Filippov [9], which is the appropriate solution concept there.
11If one remains sceptical about the use of appropriate solution concepts for ODEs with L∞-right hand side,
like Carathe´odory’s, the following argument might be even more convincing.
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Plugging this into the x-component of the geodesic equation for the metric (2.4) with the impulsive
profile (2.16) (derived under the same “rules” as above, see also (21) below), i.e.,
x¨(u) +
2kθ(u)
1 + ku+
x˙(u) (13)
one does not obtain a vanishing right hand side, but instead we have
x¨(u) +
2kθ(u)
1 + ku+
x˙(u) = −
kx0δ(u)
(1 + ku+)2
= −kx0δ(u), (14)
where in the last step we have used that for any function continuous in a neighbourhood of u = 0
we have f(u)δ(u) = f(0)δ(u).
The result (14) may be explained in rough terms also as follows: Since the x-component of the
geodesics (5.10) has a finite jump in its velocity at u = 0 its second derivative will contain a term
proportional to δ(u). On the other hand such a term cannot be present on the right hand side
of the geodesic equation in (R)-coordinates. Indeed the metric is Lipschitz continuous and hence
possesses an L∞-connection: the Christoffel symbols in the geodesic equation will be proportional
to the step function θ(u). Also the velocity x˙ will only involve a step function, so that the δ-term
arising from x¨ cannot be cancelled.
Third, one can resort to regularisation, which leads to different (and correct) geodesics, see
item (A2) below, which again confirms that the geodesics of (5.10) are not the right ones.
But where is the error in the arguments of [35, Sec. 5.1]? It is included in the statement (*). In
fact, it simply makes no sense to relate the form of the geodesic equations in the before- and the
after-zones in (S) coordinates. These are actually given on two non-overlapping patches and there
is no way of relating quantities on either side but using the transformation to (R)-coordinates or
alternatively to (B)-coordinates but in this case keeping the distributional terms.
In conclusion, the geodesics (5.10) cannot be seen as actually being geodesics of the spacetime
(2.4) with the impulsive profile (2.16). They do not satisfy the geodesic equations in any mean-
ingful way across the impulse, neither in the sense of an appropriate solution concept, nor via a
regualrisation approach, nor formally. Finally the physical argument (*) put forward in deriving
(5.10) is flawed.
3.4. Correctly deriving the geodesics using (R) & (S)-coordinates. Here we specialize
the so-called C1-matching procedure of [15, Sec. 3] to the case of plane waves. This is a method to
derive “jump conditions” for the geodesics in impulsive waves as seen with respect to “background
coordinates” in the before- and after-zones. We suspect that this was also the idea underlying the
(flawed) approach of [35, Sec. 5.2].
In the particular case at hand we have a Minkowskian background in the before- and the after-
zone and hence we can trivially derive the geodesics there in manifestly Minkowskian coordinates,
i.e., in the (S)-coordinates12. We denote these geodesics in the usual ±-notation as
xˆ±(u), and vˆ±(u). (15)
They are clearly just straight lines and are entirely determined by the following set of 2 × 6
constants
xˆ±i := lim
u→0±
xˆ±(u), vˆ±i := lim
u→0±
vˆ±(u)
˙ˆx±i := lim
u→0±
˙ˆx±(u), ˙ˆv±i := lim
u→0±
˙ˆv±(u), (16)
where the subscript i stands for “interaction time”, i.e., for the instance when the geodesics cross
the impulse. We can now relate the ±-versions of these constants to one another using the fact
that the geodesics in (R)-coordinates are C1-curves. More precisely, we transform the geodesics
(15) to (R)-coordinates in which we will denote them by
x(u), and v(u) (17)
12This actually suggests a negative answer to question (Q1) above.
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and “match” the respective constants (16). To do so most explicitly we invoke the inverse trans-
formation of (3) to relate the (S)- to the (R)-coordinates13, which reads
x(u) = P−1(u)xˆ(u), v(u) = vˆ(u) +
k
2
θ(u)P−1(u)xˆ · Jxˆ, (18)
where again P (u) = (I+ u+kJ).
Now we can relate the ±-versions of the constants (16) as follows
xˆ−i = lim
u→0−
xˆ−(u) = lim
u→0−
x(u) = lim
u→0+
x(u)
= lim
u→0+
P−1(u)xˆ+(u) = lim
u→0+
(P−1(u)) xˆ+i = xˆ
+
i . (19)
Here we have used the definition of xˆ−i in the first equality, the transformation (18) for u < 0 in
the second, the continuity of the geodesics (17) in the third, and then again the transformation
(18), now for u > 0. Finally, we have used the definition of xˆ+i and the explicit form of P
−1 to
calculate the limit.
Similarly we may use the C1-property of the geodesics (17) to relate the respective velocities
on either side of the impulse and we obtain the following set of “jump conditions”:
xˆ−i = xˆ
+
i , vˆ
−
i = vˆ
+
i +
k
2
xˆ+i · Jxˆ
+
i ,
˙ˆx−i =
˙ˆx+i − kJxˆ
+
i ,
˙ˆv−i =
˙ˆv+i + kxˆ
+
i · J
˙ˆx+− −
k2
2
xˆ+i · Jxˆ
+
i . (20)
Observe that these relations are just a special case of the relations derived in [15, Sec. 3] with the
same identifications as explained below (2).
We conclude with a remark on the “philosophy” of the C1-matching, cf. [20, Rem. 4.1]. The
matching presupposes the following knowledge of the geodesics on the entire spacetime: the
geodesics heading towards the impulse have to cross it, have to be unique and of C1-regularity.
All these properties have been established for the situation at hand in [15]. Also the C1-matching
procedure has been generalised to the case of non-expanding impulsive waves in any constant
curvature background in [20] and to expanding impulsive waves, again in all constant curvature
backgrounds in [21].
3.5. The geodesics in (B)-coordinates. Here we very briefly comment on the derivation of the
geodesics in impulsive waves in (B)-coordinates. Indeed in [35, Sec. 5.2] the X-components of the
geodesics in impulsive plane waves are derived by basically integrating the geodesic equations and
the use of the “multiplication rules” (5) to yield
X(U) = P (U)X0 = (I+ u+kJ)X0, (5.16)
where X0 = X(0). Observe that (5.16) is in perfect agreement with the left equations in (20). The
authors of [35] correctly remark in footnote 11 on p. 12 that the derivation of the V -component is
more involved from the distribution theoretic point of view.
However, an ad-hoc procedure has been employed in the pp-wave case to derive the geodesics
in [8], which—to the author’s best knowledge—is the earliest account explicitly calculating the
geodesics in the distributional form of impulsive gravitational waves. A more reliable account has
been put forward in [1], again in the pp-wave case. Here some nonlinear theory of distributions was
applied but still an ad-hoc assumption (preservation of the geodesic’s tangent across the impulse)
was needed to derive the result. The full solution was finally given in [28, 14]. We remark that
in these approaches, which essentially are based on regularisation of the impulsive profile by a
sequence of general sandwich waves, it becomes a nontrivial task to show that the solutions of the
now nonlinear geodesic equations live long enough to cross the regularised (and hence extended)
wave zone, i.e., the impulse at all. This is done using a fixed point argument which has been
subsequently refined to allow a generalisation of the procedure to ever wider classes of impulsive
waves, cf. [22, 23, 26, 25, 24].
13Note that we hence have to identify x˜µ = (x˜, u˜, v˜) with xˆµ = (xˆ, uˆ, vˆ) in (3).
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3.6. Returning to (R)-coordinates. In this section we finally comment on [35, Sec. 7], where
the geodesics (5.7) are compared to the ones we have given in [29, Sec. 4]14.
In fact [29] uses quite different conventions and there is a lapse in the geodesics presented in eq.
(14) there—in fact the X- the Y - components should be interchanged. However, these geodesics
have been correctly transferred to the present setting in [35, Sec. 7] to read (using (R)-coordinates
x = (x, y))
x(u) = x0 + x˙0
(
u+
1 + u+
+ u−
)
, y(u) = y0 + y˙0
(
u+
1− u+
+ u−
)
, (7.1)
where for brevity we again restrict attention to the spatial components leaving aside the more
complicated v-equation. Also we set k = 1 and use the usual definition u− = u if u ≤ 0 and
u− = 0 for u ≥ 0.
Actually we are aware of three ways to directly derive the explicit form of the geodesics in
(R)-form in the plane wave case, i.e. (7.1), all without the use of the symmetries of the spacetime
and all leading to the same result:
(A1) Solving the geodesic equations, which are given e.g. in [35, eq. (7.3)] and explicitly read
x¨+ 2
kθ
1 + u+
x˙ = 0, y¨ − 2
kθ
1− u+
y˙ = 0, (21)
separately in the before- and the after-zones and matching the integration constant to
obtain a global C1-curve.
(A2) Regularising the step function in the metric e.g. by setting θε(u) =
∫ u
−∞
ρε(t)dt (with
ρε → δ in distributions), then integrating the regularised equations, and finally performing
the limit ε→ 0.
(A3) Making an ad-hoc ansatz (essentially guessing the solutions) and checking that the equa-
tions do hold again using the “multiplication rules” (5).
In [29, Sec. 4] we actually only mention approaches (A1) and (A2). However, the fact that
the C1-property is used in the matching is explicitly stated above eq. (14)—contrary to the claim
made below [35, eq. (7.1)]. Anyhow, it has meanwhile been proven that the C1-property holds,
cf. Section 3.3, above.
Moreover, approach (A2) and hence also indirectly the C1-property is confirmed in [35, Caption
of Fig. 7], where the authors acknowledge the fact that a regularisation by Gaussians leads to
geodesics converging to (7.1).
Finally, we extend the calculations of eqs. (11)–(14) by formally showing that also the geodesics
(5.7) (with arbitrary initial speeds) do not satisfy the geodesic equations [35, eq. (7.3)], i.e., (21).
Indeed the spatial components of (5.7) take the explicit form
x(u) = x0 + x˙
+
0
u+
1 + u+
+ x˙−0 u−, y(u) = y0 + y˙
+
0
u+
1− u+
+ y˙−0 u−, (7.2)
and using again the usual set of “multiplication rules” (5) one obtains e.g. for the x-component in
−∞ < u < 1 that
x¨+ 2
kθ
1 + u+
x˙ = δ(u) (x˙+0 − x˙
−
0 ). (22)
This equation again tells us that in order to satisfy the geodesic equation we need to have △x˙ =
x˙+0 − x˙
−
0 = 0, i.e., no jumps in the velocities of the geodesics in (R)-coordinates.
3.7. Comparing the geodesics in (B)- and (R)-coordinates. In the final section of this
chapter we comment on [35, Sec. 5.3] and the interrelations between the geodesics in (R)-form and
in (B)-form. The authors of [35] say on this matter:
14We remark that this note was prepared for the “Proceedings of the 8-th National Romanian Conference on
GRG, Bistritza, June 1998”. However, it was never peer-reviewed and to the best of my knowledge the said volume
never appeared, cf. the comment on ArXiv.
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“The naive expectation might be that this [interrelation] could be achieved by using
the transformation formula between the coordinates, (2.6), i.e.,
X(U) = P (U)x(u), (5.20)
which is indeed correct in the case of continuous wave profiles for particles initially
at rest, [34, 33], for which x(u) = x0 = const for all u. However, identifying the
initial positions, x0 = X0 and combining (5.16) and (5.10) yields instead,
X(U) = (PTP )(u)x(u) = a(u)x(u) . (5.21)
Where does the extra P -factor come from? The clue is that the delta-function
δ(u) makes the velocity jump both in B [(B)] and BJR [(R)] coordinates — and
does it in the opposite way, see in (5.15)15 and (5.12b) [that actually should read
(5.12a)], respectively. The extra P factor takes precisely care of these jumps: the
first P in (5.21) straightens the trajectory (5.10) to the trivial one, P (u)x(u) = x0,
which has zero initial BJR velocity as in the smooth case [34, 33]; then the second
P (u) factor curls it up according to (5.20), yielding X(u) in (5.16).”
This explanation remains dubious. While it is true that the combination of (5.16) and (5.10)
yields (5.21), this just confirms that the geodesics in (R)-form (5.10) are not the correct ones.
In fact, replacing the incorrect geodesics (5.10) by the correct ones, i.e., (7.1), which in the case
at hand, i.e., vanishing speeds, simply read x(u) = x0, we correctly obtain (5.20) (as is also
acknowledged in the above quotation):
X(U) = P (U)X0 = P (u)x0 = P (u)x(u). (23)
The fact that formally transforming the geodesics in (R)-form (7.1) with the “discontinuous
change of coordinates” (3) yields exactly the geodesics in (B)-form (5.16) has already been noted
in [29, Sec. 4] just below eq. (14)16. In fact, it does nothing else but transforming the (B)-geodesics
with vanishing initial speeds into the (R)-geodesics. In other words, the broken and jumping (B)-
geodesics become the new coordinate lines in the (R)-system. And this is the ultimate reason why
the regularity of the metric improves from distributional in the (B)-coordinates to continuous in
(R)-coordinates.
The formal calculation establishing these ideas has been turned into a solid piece of mathematics
even for the pp-wave case in [13], using nonlinear distributional geometry. A good way to describe
the situation in physical terms is given there in Sec. 5: The “discontinuous change” of coordinates
is the distributional limit of a family of smooth transformations which can be obtained by a general
regularisation procedure, which is adapted to the spacetime geometry. From this regularisation
point of view, the (B) and (R)-forms of the impulsive metric arise as the distributional limits of
the same sandwich wave in different coordinate systems. In such a scenario, in general, different
spacetimes may result and the fact that in this case the geometries are “physically equivalent”
is reflected by the fact that the resulting transformation is merely discontinuous rather than
unbounded. Nevertheless, it introduces finite jumps of the geodesics and their velocities.
4. Summary and Conclusions
We have clarified the intricacies of the particle motion in impulsive plane—and effectively in pp–
waves. In (B)-coordinates the geodesics possess a discontinuous v-component and the v-velocity
as well as the transverse velocities exhibit a finite jump across the impulse. Then again in (R)-
coordinates the geodesics are continuously differentiable curves and hence there is no jump in the
velocities. This seemingly odd behaviour is due to the fact that the transformation between the
(B)- and (R)-coordinates is discontinuous. It nevertheless allows one to correctly and consistently
15Equation (5.15) in [35] reads X˙(0+) = c0X0.
16Note that in the last line on p. 7 there is a typo: the equation number (11) should actually be (10).
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transform the geodesics (formally) from one form to the other. Moreover, this procedure has been
handled in a mathematically meaningful way using nonlinear distributional geometry.
All this is in perfect agreement with the geometric picture: The (R)-coordinates are comoving
and hence discontinuous as seen from the two Minkowski halves to either “side” of the impulse.
This is why the regularity of the metric improves from distributional in (B)-coordinates to con-
tinuous in (R)-coordinates. But it is also the reason why one does not see any particle motion in
(R)-coordinates: Particles initially at rest remain so after the impulse until they eventually reach
the coordinate singularity of the (R)-coordinates.
Finally, this author remains agnostic regarding the question whether or not these results mean
that impulsive plane waves exhibit a “velocity memory effect”. The reason simply is that we are
not aware of an invariant definition of the “memory effect” for the spacetimes at hand, which are
not asymptotically flat.
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