The numerical computation of the simultaneous disturbance decoupling and row-by-row decoupling problem is considered. Based on a condensed form for the system matrices the solvability of the simultaneous disturbance decoupling and row-by-row decoupling problem is reduced to the verification of an integer equality and the nonsingularity of a lower-dimensional constant matrix. The condensed form we use is computed using only orthogonal transformations, which can be implemented in a numerically stable way. Hence, it leads directly to an effective numerical method for solving the disturbance decoupling and row-by-row decoupling problem using existing tools such as LAPACK and Matlab. Our result complements existing geometric and structural approaches which are of a theoretical nature and are not suitable for numerical computation.
Introduction
In this paper, we study the numerical computation of the simultaneous disturbance decoupling and row-by-row decoupling problem for a linear time-invariant system of the forṁ x = Ax + Bu + Gd,
where x ∈ R n is the state, u ∈ R m the control input, z ∈ R m the output and d ∈ R q is a disturbance which may also represent modelling errors, measurement noise or neglected higher-order terms in a linearization process. The system matrices satisfy that A ∈ R n×n , B ∈ R n×m , G ∈ R n×q and C ∈ R m×n . If we apply the state feedback of the form
with a new input v ∈ R m to (1), then the closed-loop system becomeṡ
The transfer function matrix from the new input v and the disturbance d to the output z are C(sI − A − BF ) −1 BH and C(sI − A − BF ) −1 G, respectively. Hence, the disturbance decoupling problem and row-by-row decoupling problem for system (1) using state feedback can be defined as follows:
• A matrix F ∈ R m×n is said to solve the disturbance decoupling problem for system (1) if
• The pair of matrices (F, H ) ∈ R m×n × R m×m is said to solve therow-by-row decoupling problem for system (1) if
C(sI − A − BF )
−1 BH is nonsingular and diagonal.
• The pair of matrices (F, H ) ∈ R m×n × R m×m is said to solve the simultaneous disturbance decoupling and row-by-row decoupling problem for system (1) if (3) and (4) hold.
The disturbance decoupling problem and row-by-row decoupling problem play a central role in classical as well as modern control theory. These two problems have been investigated extensively in the last three decades (see [2, 4, 5, [7] [8] [9] 11] ). A detailed description of early results using geometric theory is given by Wonham [10] . Very recently, the disturbance decoupling problem has been re-analyzed in [3] , and numerically reliable and implementable algorithms have been developed using orthogonal transformations.
The simultaneous disturbance decoupling and row-by-row decoupling problem was first discussed based on the geometric approach in [2, 5] , more than 20 years ago. Later, the structural approach has also been used in [4] to study this problem. The geometric solution and the structural solution given in [2, 5] and [4] are expressed in terms of some invariant subspaces and the structure at infinity of system (1), respectively. In principle the results in [2, 4, 5] can be used to verify the solvability of the simultaneous disturbance decoupling and row-by-row decoupling problem. But they are computationally complex and problematic. Moreover, they do not give any hints for constructing the desired feedback matrices F and H. To our knowledge, there are up to now no numerical algorithms developed based on the results in [2, 4, 5] for solving the simultaneous disturbance decoupling and row-by-row decoupling problem.
The observation above motivates us to consider the numerical computation of the simultaneous disturbance decoupling and row-by-row decoupling problem. Using a condensed form and a matrix pencil approach developed in [3] , we will show that the simultaneous disturbance decoupling and row-by-row decoupling problem is solvable if and only if an integer equality holds and a lower-dimensional constant matrix is nonsingular. The condensed form we use is based on only orthogonal transformations, which can be implemented in a numerically stable way. Hence, an advantage of our approach is that the verification of the solvability conditions and the computation of the desired feedback matrices can be performed effectively using existing software tools such as LAPACK and Matlab.
The following notation will be used throughout the paper:
• rank g [M(s)] denotes the generic rank of a rational matrix function M(s);
• rank(M) denotes the standard rank of the matrix M;
• σ (M) denotes the spectrum of the matrix M.
Preliminaries
In the following theorem, we state a condensed form for system (1). This condensed form can be computed by a numerically stable algorithm [1, 6] and will be used in the sequel to develop our main results. Theorem 1 [3] . Given A ∈ R n×n , B ∈ R n×m , C ∈ R m×n and G ∈ R n×q . Then there exist orthogonal matrices U, V ∈ R n×n such that
in which
The following result is standard and its proof is omitted. Finally, we cite a result from [12] to characterize the solvability of the row-by-row decoupling problem.
Lemma 3 [12] . GivenÂ ∈ R µ×µ ,B ∈ R µ×ν andĈ ∈ R ν×µ . Letĉ i be the ith row of
. . .
Then there exist matricesF ∈ R ν×µ andĤ ∈ R ν×ν such thatĈ(sI −Â −BF ) −1B H is nonsingular and diagonal if and only if the matrixL is nonsingular. In this case, the desired matricesF andĤ can be chosen to bê
A numerical solution for the simultaneous disturbance decoupling and row-by-row decoupling problem
In this section, we will derive verifiable solvability conditions for the simultaneous disturbance decoupling and row-by-row decoupling problem and develop a numerical algorithm for the solution.
Theorem 4. Given system (1). Assume that orthogonal matrices U, V ∈ R n×n have been determined such that (U (sI − A)V , U B, U G, CV ) are in the condensed form (5). Then, the simultaneous disturbance decoupling and row-by-row decoupling problem is solvable by some (F, H ) ∈ R
m×n × R m×m if and only if
and matrixL is nonsingular. Moreover, if (10) holds andL is nonsingular, then B 3 is nonsingular, the desired feedback matrices F and H can be chosen as
In the above, matricesL andK are defined by (8) witĥ
Proof. Necessity: Assume that (F, H ) solve the simultaneous disturbance decoupling and row-by-row decoupling problem, i.e., C(sI − A − BF ) −1 G = 0, and C(sI − A − BF ) −1 BH is nonsingular and diagonal. Denote
First, we note from Theorem 1 that
Since
From (15) and (16), we obtain
Also,
is of full column rank. So
Therefore, (10) follows from (17) and (18). Since C(sI − A − BF ) −1 BH is nonsingular and H is square, H is nonsingular. Note that condition (10) holds. Thus,
is square and therefore orthogonal. Hence, by the nonsingularity of C(sI − A − BF ) −1 BH , property (6) and that B 3 is of full row rank, we have that
Consequently, rank(B 3 ) = m. But, rank(B 3 ) =ñ 3 and B 3 ∈ Rñ 3 ×m . Therefore, B 3 is nonsingular.
is square and orthogonal, we get that E 12 = 0, E 22 = 0, and hence
is also orthogonal. Now, B 3 is nonsingular and F solves the disturbance decoupling problem. By (10) , (14) and (16) 
On the other hand, E 21 is of full row rank, and (7) gives that
3 A 31 =ñ 2 ∀s ∈ C. Thus, by a simple application of Lemma 2, we have
Now we have
which gives thatĈ(sI −Â −BF 2 ) −1B H is nonsingular and diagonal. Hence, from Lemma 3, we have that the matrixL is nonsingular.
Sufficiency: Assume that (10) holds and the matrixL is nonsingular. Note that sinceL is nonsingular,B is of full column rank, i.e., B 3 is of full column rank. But, B 3 is also of full row rank. This implies that B 3 is nonsingular. Let F and H be defined by (11) . Then, (19) is true, which together with (10) yield that (3) holds. By (19) and Lemma 3, we have that
is nonsingular and diagonal. Hence, (F, H ) solves the simultaneous disturbance decoupling and row-by-row decoupling problem.
Based on Theorem 4, the simultaneous disturbance decoupling and row-by-row decoupling problem can be solved via the following algorithm.
Algorithm 1.
Input: Matrices A ∈ R n×n , B ∈ R n×m and C ∈ R m×n .
Output: (F, H ) ∈ R
m×n × R m×m solving the simultaneous disturbance decoupling and row-by-row decoupling problem.
Step 1: Compute the condensed form (5). If condition (10) is not true, print "The simultaneous disturbance decoupling and row-by-row decoupling problem is not solvable" and stop. Otherwise, computeÂ,B,Ĉ, µ and ν using (12).
Step 2: Compute the matrixL in Theorem 4. IfL is singular, print "The simultaneous disturbance decoupling and row-by-row decoupling problem is not solvable" and stop. Otherwise, compute the matrixK in Theorem 4.
Step 3: Compute the feedback matrices F and H using (11). Output F and H.
Remark 1. In Algorithm 1:
(i) the condensed form (5) is computed using only orthogonal transformations;
(ii) the matrixL andK are formed using only matrix multiplications; (iii) F and H can be obtained using the QR factorizations with pivoting or the SVDs ofL and B 3 . Hence, Algorithm 1 can be implemented in an effective way using LAPACK or Matlab.
In the following, we present a numerical example to illustrate Algorithm 1. In this example, The original system matrices A, B and C were generated using the Matlab command randn, all calculations were carried out in Matlab 5.0 with four decimal places display on a HP 712/80 workstation with IEEE standard (machine accuracy ∼ = 10 −16 ). The results of running Algorithm 1 are as follows:
Step 1: The condensed form (5) is 
Thus, condition (10) holds.
Step 2 We have verified that the pair (F, H ) above solves the simultaneous disturbance decoupling and row-by-row decoupling problem.
Generalization of a result for row-by-row decoupling problem
Lemma 3 is often used to solve the row-by-row decoupling problem. Naturally, one would wish to generalize it to cover the case of the simultaneous disturbance decoupling and row-by-row decoupling problem. Such a generalization is not available in the existing literature. We provide the following result to fill in this gap. 
Then the simultaneous disturbance decoupling and row-by-row decoupling problem is solvable if and only if the matrix L is nonsingular and
The pair (F 0 , H 0 ) with H 0 = L −1 is a solution to the simultaneous disturbance decoupling and row-by-row decoupling problem.
Proof. Necessity: Suppose the simultaneous disturbance decoupling and row-byrow decoupling problem is solvable. By Lemma 3 we have that L is nonsingular. Hence, we only need to show that
Consider the condensed form (5) . From Theorem 4 we know that B 3 is nonsingular andñ 1 +ñ 2 = n 1 . So, 
Denote byĉ i the ith row ofĈ. According to the definition of l i , a simple calculation yields that
Hence, we obtain
Therefore, we have
This together with the condensed form (5) and n 1 =ñ 1 +ñ 2 give directly that
Sufficiency: Note that L is nonsingular, by Lemma 3 the row-by-row decoupling problem is solvable by (F 0 , H 0 ) . Furthermore, C(sI − A − BF 0 ) −1 G = 0 implies that the disturbance decoupling is solvable by F 0 . Hence, the simultaneous disturbance decoupling and row-by-row decoupling problem is solvable and the pair (F 0 , H 0 ) is a solution.
Theorem 5 generalizes Lemma 3 and at the same time provides an explicit solution for the simultaneous disturbance decoupling and row-by-row decoupling problem using the system matrices A, B, C of system (1) . It also leads to a numerical procedure for solving the simultaneous disturbance decoupling and row-by-row decoupling problem, as follows:
• Compute the matrix L using (20). If L is singular, print "The row-by-row decoupling problem is not solvable" and stop. Otherwise, compute K and F 0 using (20) and (21), respectively.
• Compute C(sI − A − BF 0 ) −1 G. If it is nonzero, then print "The simultaneous disturbance decoupling and row-by-row decoupling problem is not solvable" and stop. Otherwise, compute H 0 = L −1 .
• Output the solution (F 0 , H 0 ) .
In general, the dimension n of A is much larger than the dimension n 2 of
. So the computation of L in (20) is more expensive than that ofL in Algorithm 1. Furthermore, the verification of C(sI − A − BF 0 ) −1 G = 0 requires more computation than that of n 1 =ñ 1 +ñ 2 . Therefore, from a numerical computation point of view, Algorithm 1 is preferable.
Conclusion
We have provided a new analysis of the simultaneous disturbance decoupling and row-by-row decoupling problem for a system of form (1). The results are based on the condensed form (5) obtained under orthogonal transformations. We have shown that we only need to verify an integer equality and the nonsingularity of a lower-dimensional constant matrix in order to solve the simultaneous disturbance decoupling and row-by-row decoupling problem. The condensed form in the present paper can be computed via a numerically stable way. Consequently, it leads directly to a numerically effective method for verifying the solvability conditions and constructing the desired feedback matrices using LAPACK or Matlab. Moreover, we have generalized Lemma 3 and provided an explicit solution for the simultaneous disturbance decoupling and row-by-row decoupling problem using the system matrices A, B and C in system (1).
