The careful definition of cases is fundamental to diagnosis and to any study of cognitive, behavioural and functional problems in dementia. This paper presents an algorithmic approach which mimics a crucial component of diagnostic decision-making: symptoms and signs do not occur independently, but are conditioned on each other. First, we examine whether the conditioned items can be assembled to yield a differential diagnosis of dementia which corresponds to clinical diagnoses, and second, we explore whether subjects whose algorithmic profiles do not fit the clinical diagnoses form new discernable patterns. Such a technique offers two advantages: it allows for the development of validation protocols which are crucial to epidemiological studies, and it allows for the analysis of new patterns of signs and symptoms for emerging criteria of dementia subtypes. This approach has the potential to refine and enhance criteria for the differential diagnosis of dementia and to have an impact on case identification and assessment, particularly in large epidemiologic studies.
One of the more daunting challenges in assembling large epidemiologic databases for dementia studies is that of the validity of the diagnoses. Given the absence of definitive antemortem biological markers, validity is often assured by testing the inter-rater reliability of expert judgement about particular cases [1] [2] [3] [4] [5] [6] [7] [8] . While sound, this method has certain limitations arising from the practical difficulties of subjecting individuals to two independent expert evaluations. In consequence, it is possible to carry out such testing on only a limited number of subjects.
An alternative method to assessing the validity of diagnoses is to examine how closely cases conform to a diagnostic algorithm. This approach, used in the Canadian Study of Health and Aging (CSHA), allowed each of the 2914 people to be evaluated [7] . The initial CSHA algorithm was based on two principles. The first was that the criteria for the dementia syndrome and its aetiologic types could be operationalized from the dataset, so that the algorithm could check that the final diagnoses conformed with the listed criteria (e.g. that memory impairment was coded as being present in dementia cases). The second was the internal consistency of the items in the database (e.g. if hypertension was reported as present for the Hachinski score, it should also have been coded as present in the clinical history or on examination). As reported elsewhere, this algorithmic approach resulted in a very consistent recording of dementia symptoms and high expert inter-rater reliability [8, 9] .
More recently, however, we have begun to explore an alternative approach to dementia algorithms. This new approach is rooted in an increasing appreciation of the heterogeneity of dementia and its sub-types , as reflected both in revisions to the criteria for the diagnosis of dementia syndrome [10, 11] and in the modification and development of new criteria for the aetiologic diagnosis of dementia [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . With this appreciation came the pragmatic question of whether new criteria rendered existing datasets obsolete ( a question of far-reaching scientific and financial implications) or whether existing databases could be in some way "reworked" to allow insights from the new criteria to be realised. Clearly such a question cannot in the first instance be addressed by re-evaluating patients, but requires methods of looking at relationships between existing database items.
One approach to examining relationships in existing databases is through a technique such as principal component analysis, or partial least squares as described by Gottfries et al [17] . Such an approach allows for the identification of the presence of relationships between variables, but does not differentiate between the types of relationships. Additionally, as with attempts at expert-based decision models [32] [33] [34] [35] , including our own diagnostic checking algorithm [7, 8] , such an approach does not recognize what is foundational to clinical reasoning: symptoms and signs do not occur independently, but are conditional on each other. Consider, for example, the case of interpreting focal signs. Current decision-making models rely on a dichotomized "Focal signs: Yes/No" decision which is devoid of a clinical context. Thus a lone increased muscle stretch reflex may have no significance, or much significance, depending on its relationship to abnormalities in the neurologic, medical or cognitive examination, or to items from the history. W suggest that, by examining the conditioning effects of patterns of s ymptoms and signs, it should be possible to mimic usual diagnostic interpretation. Such an approach offers two advantages: it allows for the development of validation protocols (crucial to such large epidemiologic studies) and, it allows for the analysis of new patterns of symptoms and signs.
More recently, as reported in detail elsewhere [36] we examined constellations of symptoms and signs in different types of dementia. Briefly, we developed a means whereby symptoms and signs (which we shall refer to generically as "items") can be shown to be conditioned on each other. As expected, the pattern of conditioning (the "coordination" of the items) varied by diagnosis. For example, borrowing our terms from epidemiology, as a given item is present, the probability that another item is present systematically increases ("synergism") or decreases ("antagonism"). Of note, particular diagnoses give rise to discernible patterns of synergy and antagonism. For example, the coordination of items in severe Alzheimer's disease was found to be distinct from the coordination of items in severe vascular dementia. Additionally, we found that there was sufficient redundancy in the database that the patterns of coordination could be discerned with comparatively few items.
Let {X} represent the set of symptoms and signs. Let J⊂{X} denote the subset of symptoms and signs which are sufficient to determine the diagnosis. For example,
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. In order to estimate a product which incorporates the probability of a combination of signs and symptoms, we introduce r i as the infinum (lowest boundary) of the probability of the combination of symptoms and signs, where
The value of this product may be interpreted as a probability that a patient from the i-th diagnostic group has a combination of symptoms J, assuming statistical independence between the signs. In the case of dependence, the probability of the combination of signs will be greater than r i . Thus, if the algorithm works well under this assumption, it will also work at least as well and perhaps better if there is dependence. Briefly, the assumption of independence provides us with the most conservative estimate of the lowest boundaries (i.e., the worse case scenario). In the case of independence, r i is equal to the exact probability of the combination of signs.
Letting z i be the order statistic for r i , for example, z r z r
max( ) , we looked for the combination of signs and symptoms which provided the maximum probability for the diagnosis. Moreover, we suggest that the value of the probability of the diagnosis (which is the maximum probability z N ) must differ significantly from the rest of the probabilities z i , i=1,,...N-1. The null hypothesis is determined by the condition that z N belongs to the same population as the rest z i . The nonparametric criteria , tau, was calculated as the difference between the maximum value and the next (after the maximum) value, divided by the difference between maximum and minimum (range) [39] ,
This ratio lies between 0 and 1. A value close to 1 indicates that the maximum probability differs sharply from the others, and this diagnosis is then selected. A ratio close to 0 indicates that the maximum value does not differ significantly from the next closest maximum value, i.e., the probabilities for the two diagnoses do not differ, therefore the considered combination of symptoms and signs does not significantly distinguish between the diagnoses. We then look for a more appropriate combination of items. If the value of this criterion exceeds the critical value,τ > τ crit (at the 0.05 level for N=11, τ crit =0.392, at the 0.01 level, τ crit =0.502 [39] ), the null hypothesis is rejected (N represents the number of diagnostic categories). Thus, an alternative hypothesis (z N is significantly different from the rest z i ) is accepted and the combination of symptoms and signs, J, is considered as a diagnostic configuration. Table 1 presents the probability matrix with the symp toms and signs in the rows and the diagnostic categories in the columns. We want to check all possible combinations of symptoms and signs which distinguish for each diagnosis. For example, if we consider the diagnostic category Parkinson's dementia (PD), we can see that the maximum probability = .920 for the item 'impaired abstract thinking'. However, it is evident that the probability for this symptom remains consistently high across the diagnostic categories. We reject this item as it appears to offer little diagnostic discrimination. We then select a combination of three items with maximum probabilities, facial bradykinesia (p = .846), increased limb tone (p = .846) and limb bradykinesia (p = .826).
An example of this method
We calculate the product r i = p(facial bradykinesia) * p(limb bradykinesia) * p(increased limb tone) for each i = 1,...,11. The values for r i , which respectively match the order of diagnoses along There is a large increase in the value of tau using the symptom agnosia which is more than the critical value at 0.05 level and even more than the value at 0.01 (0.502). So, we can stop, reject the null hypothesis, and accept the alternative one. Four signs define an algorithmic rule for Parkinson's dementia: the presence of facial bradykinesia, limb bradykinesia and increased limb tone, and the absence of agnosia.
Results
Table1 presents the matrix of actual frequencies of a selected group of symptoms and signs for the differential diagnoses of dementia. Based upon the methods described above, we derived from these frequencies a set of ten symptoms and signs which provided necessary and sufficient discrimination between the dementia diagnoses. These ten include signs from; i) the neurological examination: facial bradykinesia, limb bradykinesia, limb tone and focal signs; ii) the medical history and CAMDEX informant interview: a history of stroke, memory impairment, and a measure of activities of daily living; and iii) the cognitive examination: impaired abstract thinking, impaired judgement, and agnosia.
The comparison between the clinician and algorithm diagnoses is presented in Table 2 . A total of 988 (87.3%) of the 1132 dementia cases were identified by our algorithm. Direct correspondence was not possible with respect to the three levels of severity in the clinician diagnoses of Alzheimer's disease and vascular dementia. In particular, the possible Alzheimer's diagnoses proved particularly difficult to pattern in accord with the clinicians' diagnoses.
The four algorithmic categories which incorporated some recognition of Alzheimer's disease were able to identify 83.5% of all clinical diagnoses of probable Alzheimer's disease (325 cases identified in algorithm as AD1, AD2, ADPk or mAVd divided by the 389 Probable Alzheimer's cases which contained adequate completed data). There was 77.7% consistency between the algorithm diagnoses of vascular dementia (mAVd, VD1, VD2) and the clinician vascular dementia and Possible AD with vascular components categories (240 cases identified in the algorithm compared to a total of 309 cases clinically diagnosed).
The algorithm identified 141 subjects with Alzheimerized vascular dementia (mAVd) compared to 137 study patients diagnosed with "mixed" AD/VaD (PA-vascular). The algorithm reassigned cases between the groups, particularly in VaD. Forty-four of a total of 208 subjects (21%) diagnosed with vascular dementia were reassigned by the algorithm to the Alzheimerized vascular dementia category (mAVd), compared with only 26 of 448 (6%) of probable Alzheimer's disease cases. Mixed AD-VaD subjects were commonly assigned to either VaD (53/137; 38%) or AD (33/137; 24%).
Parkinsonism was identified as a component in 31 Possible Alzheimer's cases and as Parkinson's disease in 26 cases during the clinical assessment. Our algorithm accounted for 36 of these cases (63.2%), but intriguingly placed 18 vascular dementia clinical diagnoses and 58 Probable and possible Alzheimer's cases into the categories of PD and ADPk.
Discussion
We identified distinct patterns in the estimation of probabilities of symptoms and signs in the differential diagnoses of dementia. The particular configuration of items which provided the best probability for that diagnostic category was incorporated into an algorithm, which was tested against clinical diagnosis. The algorithm identified 87.3 % of the dementia cases. The possible Alzheimer's diagnoses proved particularly difficult to pattern, analogous to the often complicated clinical presentations. Our algorithm identified four categories of probable Alzheimer's disease included an AD1 (mild) and AD2 (moderate and severe), an Alzheimerized Parkinson's dementia, a "mixe d" Alzheimerized vascular dementia, and two stages of vascular dementia, VD1 and VD2.
As noted in our earlier paper, there are important caveats to secondary analysis. For example, not all the data which we might have wished was present. Additionally, even in a very large database, there are comparatively few cases to allow us to definitively address questions such as whether psychiatrists and neurologists use different coordinations of items in arriving at, say, a diagnosis of Parkinson's dementia. Thus much of our analysis must be seen to be exploratory, and it is likely that validation will have to rely on using such methods in other databases.
This novel approach raises many questions for further research. For example, an interesting result was the emergence of alternative (algorithmic) classifications of an Alzheimerized Parkinson's disease category (ADPk) and a mixed Alzheimerized vascular dementia classification. Further exploration might provide evidence in the former of a new diagnostic category, such as Lewy body dementia [30] , which was not yet operationalized, and therefore remained unidentified, during the CSHA data collection period. The mixed Alzheimerized vascular category is of particular note given recent evidence suggesting a link between Alzheimer's disease and vascular dementia [40, 41] .
The ten symptoms and signs presented here are not intended to represent either an exhaustive or even an optimal list of possible configurations of symptoms and signs. We are proposing, instead, that the heuristic approach which we have described may allow a multiplicity of routes to the diagnosis -many different constellations of symptoms and signs available from the clinical assessment, the clinical history and course could each yield correct diagnoses. Analagously, we have demonstrated elsewhere [8] high inter-rater reliability across specialties in the diagnosis of dementia, although it is likely that different subspecialties vary in the way in which they arrive at their diagnosis. These symptoms and signs can be arranged in many configurations based upon their probabilities for each individual case and each diagnosis. There are some that "fit" the diagnosis given the state of understanding and other, seemingly anomolous, cases that do not, due to the limits of interpretation [42] -indeterminacy is a crucial factor. Thus, there are likely to be different configurations of symptoms and signs sufficient for the diagnostics. As noted, further insight on this question can be derived by comparing the established criteria purportedly used by clinicians with the frequency "certainties" that are collected and currently exist in any number of databases internationally.
The development of an algorithmic procedure becomes an important adjunct in testing the validity of diagnoses in large epidemiological databases. Importantly, it also has the potential to meet the challenges of existing and emerging criterion using large databases which might otherwise be viewed as obsolete. We believe, that rather than relying on dichotomous cut points in decision trees to summarize the differential diagnosis of dementia, our approach of analyzing patterns of probabilities of symptoms and signs within diagnostic categories more approriately reflects clinical decision-making. Moreover, tracking cognitive decline may be better served by this continuous, probabilistic approach rather than a categorical model [43] . The categories of cognitive impairment and dementia identified by our analyses, which incorporate different stages of severity, may well provide us with the necessary elements to better interpret this dynamic and complex process. 
