A moving horizon observer is analyzed for nonlinear discrete-time systems. Exponential stability relies on a global detectability assumption that utilizes the concept of incremental input-to-state-stability.
I. INTRODUCTION
Consider the discrete-time nonlinear system:
x(t + 1) = f (x(t), u(t)) (1a) y(t) = h(x(t), u(t)),
where x(t) ∈ R n x , u(t) ∈ R n u and y(t) ∈ R n y are respectively the state, input and measurement vectors, and t is the discrete time index. A Moving Horizon State Estimator (MHE) makes use of a finite memory moving window of both current and recent measurement data in a least-squares criterion, possibly in addition to a state estimate and covariance matrix estimate to set the initial cost at the beginning of the data window, see [1, 2, 3] for various formulations of the problem. Slightly different formulations of the uniform observability assumption are used in these references for the stability or convergence proofs. Uniform observability essentially means that every input sequence will excite the system to the extent that the state can be computed from the information in the input and output data. This is a restrictive assumption that is likely not to hold in certain interesting and important state estimation applications, in particular combined state and parameter estimation problems where the input may not be persistently Department exciting. Hence, a regularized moving horizon observer that degrades gracefully in the lack of excitations was introduced in [4, 5] .
In [4, 5] , strongly detectable systems [6] are considered, and convergence on compact sets is analyzed. The novel contribution of the present work is to relax the strong detectability conditions by using the concept of incremental input-to-state stability [7] in order to provide global exponential stability conditions.
Methods for regularization to ensure graceful degradation of performance in cases when the input is not N-exciting can be derived based on the present stability condition by following a similar technique as in [4, 5] . It is therefore not considered here.
The following notation and nomenclature is used. ||x|| 2 A = x T Ax by A ≥ 0. For two vectors x ∈ R n and y ∈ R m we let col(x, y) denote the column vector in R n+m where x and y are stacked into a single column. The composition of two functions f and g is written f • g(x) = f (g(x)). A function ϕ : R + → R + is called a K-function if ϕ(0) = 0 and it is strictly increasing. A function ϕ : R + → R + is called a K ∞ -function if ϕ ∈ K and it is radially unbounded. A function β :
is non-increasing and lim k→∞ β (s, k) = 0. For a sequence {z( j)} for j ≥ 0, z [t] denotes the truncation of {z( j)} at time t, i.e. z [t] = {z( j)} for 0 ≤ j ≤ t.
II. Nonlinear MHE formulation
The N + 1 consecutive measurements of outputs and inputs until time t are denoted as
. . .
Define the N-information vector at time t as
To express Y t as a function of
, and note from (1b) that the following algebraic map can be formulated [2] :
The proposed MHE problem consists in estimating, at any time t = N, N + 1, . . ., the state vectors x(t − N), . . . , x(t), on the basis of a priori estimatesx(t − N) and the information vector I(t). A convergent estimator is pursued by minimizing the following weighted regularized least-squares criterion
with M ≥ 0 and W t ≥ 0 being symmetric time-varying weight matrices, andx(t − N|t) denotes any estimate of
, and x o (t − N|t) be the associated optimal estimate. The a priori estimator is determined from the previous optimal estimatex o (t − N − 1|t − 1), that is,
Before we introduce the main assumptions and stability analysis of the dynamics of the estimation error
we need to introduce the concept of incrementally input-to-state stablility.
III. Incremental input-to-state-stability
We define the notion of global incremental inputto-state stability (δ ISS) [7] . 
Definition 1 The system (1a) is globally δ ISS, if there exist a KL-function θ and a K
∞ -function γ u such that for any t ≥ 0, any initial conditions x(0),x(0) ∈ R n x and any u [t−1] ,ū [t−1] with u( j),ū( j) ∈ R n u , 0 ≤ j ≤ t − 1,||x(t) −x(t)|| ≤θ (||x(0) −x(0)||,t) + γ u (||u [t−1] −ū [t−1] ||). (6) Definition 2 (δ ISS-Lyapunov Function) A continuous function V : R n x × R n x → R ≥ 0 is called a δ ISS- Lyapunov function for the system (1a) if the following holds: 1. V (0, 0) = 0. 2. There exist K ∞ -functions α 1 , α 2 such that for any x,x, α 1 (||x −x||) ≤ V (x,x) ≤ α 2 (||x −x||).(7)
There exists a K-function σ , such that for any x,x and any couple of input signals u,ū
with α 3 positive on R + .
The proof of the following result is similar to [8] :
Theorem 1 If there exists a δ ISS-Lyapunov function for (1a)
, then the system (1a) is δ ISS. Moreover, the δ ISS property holds for some ρ ∈ [0, 1) with 
Lemma 1 Consider the system (1a) with f globally Lipschitz and continuously differentiable. The system has a quadratic δ ISS-Lyapunov function V with a symmetric matrix Q > 0 and a symmetric matrix ∆ > 0 and a Lyapunov matrix P = P T > 0 if for all x,x ∈ R n x and u ∈ R n u
for some symmetric Q > 0 and Λ(x,x) =
Proof. Consider any two states x,x and two inputs u,ū. It is easy to obtain
Then we know that
From Proposition 2.4.7 in [9] , we have
Since (11) holds, it implies that
There always exits ∆ such that 
Definition 5 The input U t is said to be N-exciting for the globally N-observable system (1a)-(1b) at time t if there exists a K-function ϕ t such that for any x
When a system is not N-observable, it is in general not possible to reconstruct exactly all the state components from the N-information vector. The reason for this is that violation of Def. 4 basically means that the system of algebraic equations Y t = H(x(t − N),U t ) may not be invertible in the sence that it may not have a unique solution x(t − N) for given Y t ,U t . However, one may be able to reconstruct exactly at least some components of x(t − N), based on the Ninformation vector, and the remaining components can be reconstructed asymptotically. This corresponds to the notion of detectability [6] , where we suppose there exists a coordinate transform T :
that leads to the following form
This transform effectively partitions the state x into an observable sub-state z ∈ R n z and an unobservable substate ξ ∈ R n ξ , and the following global detectability definition can be given:
Definition 6 The system (1a)-(1b) is globally Ndetectable if 1. There exists a coordinate transform T that brings the system in the form (14a)-(14c). 2. The sub-system (14b)-(14c) is globally Nobservable. 3. The sub-system (14a ) has a quadratic δ ISS-
Lyapunov function.
Definition 7 The input U t is said to be N-exciting for a globally N-detectable system (1a)-(1b) at time t if it is N-exciting for the associated globally N-observable sub-system (14b)-(14c) at time t.
The following regularity properties are assumed throughout this paper: (A1) The functions f and h are globally Lipschitz and twice differentiable.
(A2) The function T is continuously differentiable, globally Lipschitz and bounded away from singularity for all x ∈ R n x such that T −1 (x) is well defined. It is also assumed that T −1 (x) is globally Lipschitz. the sub-system (14a ) has a quadratic δ ISS-Lyapunov function V (ξ 1 , ξ 2 , P ξ ) such that P ξ = P T ξ > 0 with symmetric matrices Q ξ > 0 and
(A4) x(t), u(t) and y(t) are bounded for all t ≥ 0.
In the stability analysis we will need to make use of the coordinate transform into observable and unobservable states, although we emphasize that knowledge of this transform is not needed for the implementation of the observer.
Theorem 2 Suppose that assumptions (A1)-(A4) hold.
Then for any M ≥ 0, there exists a sufficiently large weight matrix W t ≥ 0 such that the observer error dynamics is globally exponentially stable.
Proof. To express Y t as a function of z(t − N)
and U t , the following algebraic mapping can be formulated similar to the mapping H: − N) ) . . .
In order to state the stability result and the proof, the following definitions are given:
The basic idea behind the proof consists in looking for upper and lower bounds on the optimal cost J o t .
Lower bound on the optimal cost J o t
Using the fact that system (1a)-(1b) can be transformed using (13), there exist N|t) ) such that in the new coordinates, the system is in the form of (14a)-(14c). Note that the first term in the right-hand side of expression (4) in the new coordinates can be rewritten as
, since (A1) and (A2) hold, we have
Then we have
Taking zero as the lower bound on the second term of (4) we get
Upper bound on the optimal cost J
o t Letx(t − N) = f (x(t − N − 1), u(t − N − 1)). From the optimality ofx o (t − N|t), we have J o t ≤ J(x(t − N);x(t − N
), I(t)). Combining the upper and lower bound on J o t , J(x(t − N);x(t − N), I(t))
≥ ||z(t − N) −ẑ o (t − N|t)|| 2Φ T t W tΦt .(21)
Consider the cost function J(x(t − N);x(t − N), I(t)).
Since the output of the system (14) must equal the output of the system (1) for equivalent initial states and equal input, we have from (18) and (19) that 
Therefore,
Proof of the stability. Consider a Lyapunov function
where s(t) = col(s 1 (t), s 2 (t)), P 1 > 0 and P 2 = P ξ (P ξ is given in (10)) for all t ≥ 0. Let
In the following V (s(t)) −V (s(t − 1)) < 0, ∀s(t) = 0 for some W t is shown.
Notice that the first term of (4) does not depend on
is completely determined by the minimization of the second term of (4) , leading toξ o (t − N|t) =ξ (t − N). Since (A3) holds, then there exists a quadratic δ ISS-Lyapunov function such that (10) is true. Then,
Therefore, we know that
Since (A1)-(A4) hold,Φ t has full rank and ||Φ T tΦt || ≥ εI for some ε > 0, there always exists W t such that
It follows that
Then, we have
Since ||Υ t || and ||Γ t || are bounded, there always exists a sufficiently large weight matrix W t such that for all t ≥ 0
for some symmetric∆ > 0. Then we have
which implies that s(t) is globally exponentially stable. Since (A2) holds, it is easy to obtain that the error dynamics is globally exponentially stable. 2
V. Numerical example
Consider the following nonlinear systeṁ
It is clear that x 1 is not observable, but corresponds to a δ ISS system. It is also clear that the observability of x 3 will depend on the excitation u, while x 2 is generally observable. One may think of x 3 as a parameter representing an unknown gain on the input, where the third state equation is an augmentation for the purpose of estimating this parameter. The same observability and detectability properties hold for the discretized system with sampling interval t f = 0. 
VI. Conclusions
The strong detectability assumption that formed the basis of convergence analysis on compact sets in [4, 5] was replaced by a global detectability assumption based on the concept incremental inputto-state-stability. This leds to a global convergence analysis.
