We carry out molecular dynamics and Monte Carlo simulations to characterize nucleation in liquid clusters of 600 Lennard-Jones particles over a broad range of temperatures. We find that Classical Nucleation Theory (CNT) predicts the rate quite well, even when employing simple modelling of crystallite shape, chemical potential, surface tension and particle attachment rate, down to the temperature where the droplet loses metastability and crystallization proceeds through growthlimited nucleation. Below this crossover temperature, the nucleation rate is controlled by particle attachment rates and is still described by CNT, but with thermodynamic quantities that appear to be "frozen in" to values at the crossover temperature. We use the formalism of mean first-passage times to determine the rate and to reconstruct free energy profiles, which agree at higher temperatures with those obtained through umbrella sampling Monte Carlo. Discrepancy arises when twinned structures with five-fold symmetry provide a competing free energy pathway out of the region of critically-sized embryos. We find that crystallization begins with hcp-fcc stacked precritical nuclei and differentiation to various end structures occurs when these embryos are critical or post-critical in size. We comment on using the largest embryo in the system as a reaction coordinate, confirm that it is useful in determining the onset of growth-limited nucleation and show that it gives the same free energy barriers as the full cluster size distribution once the proper reference state is identified. We find that the bulk melting temperature controls the rate, even thought the solid-liquid coexistence temperature for the droplet is significantly lower. Additionally, we find that the anisotropy of critical embryos grows at low temperature, but largely follows the same size dependence of anisotropy for embryos taken from a single temperature near coexistence.
I. INTRODUCTION
Nanotechnology has garnered much interest in the last few decades because of the wide range of applications that come out of it. Nanoclusters, small clusters comprising tens to millions of atoms, are used in a variety of settings, such as tuning the optical [1] [2] [3] and electronic properties of materials [2, 4] , biolabeling and imaging [5] , catalysis [6, 7] , and chemical sensing [8] . The various structures to which nanoclusters solidify, as well as their surface properties, bear a strong impact on their function [9] .
Much attention has been paid to the size dependence of nanocluster structure. Experimental work on argon clusters showed that for fewer than 50 atoms, polyicosahedral structure emerges [10] , for larger particles up to 750 atoms multilayer icosahedra are formed, while beyond this size the structure becomes fcc [11] . Simulations with the Lennard-Jones (LJ) potential, a reasonable model for noble gases, as well as exhaustive searches of ground state structures confirmed this picture [12] [13] [14] . LJ simulations also revealed richer behaviour, especially at finite temperature T , including decahedral structures and surface transitions [15] [16] [17] [18] . Our interest is how these structures form out of the liquid state on cooling.
Freezing of a liquid generally occurs through the process of nucleation. This is accomplished when one of the embryonic crystallites that appear as structural fluctuations in the liquid reaches a sufficient size to overcome the crystal-liquid surface tension that tends to shrink and eliminate small crystalline embryos. Classical Nucleation Theory (CNT) forms the basis of understanding the process qualitatively and provides quantitative predictions for the rate of nucleation. Central to CNT is ∆G(n), the reversible work required to form an embryo of size n particles of the stable phase within the metastable bulk [30] . However, the predicted rate is highly sensitive to this work, and therefore to such considerations as the shape of the embryos, the nature of the interface and to the potentially T and curvature dependent surface tension.
The freezing of nanodroplets, i.e., nanoclusters in their liquid form, is complicated by the fact that such small systems can often freeze into more than one structure, for example icosahderal, decahedral or bulk-like fcc and hcp structures. And hence the nucleation process is potentially competitive in nanodroplets [19] . One wonders at what point during the freezing process does differentiation between structures occur and whether CNT provides a reasonable description of the rate at all. These are unresolved questions and their answers are likely system specific.
One study employing simulations of gold nanoparticles found that at sufficient supercooling, CNT predicted a constant or decreasing freezing rate with further supercooling while direct simulations saw the reverse, namely an increasing rate with further cooling [20] . This peculiar result is connected to broader questions regarding the choice of reaction coordinate in describing the nucleation process and the resulting free energy landscape, the description of nucleation when barriers are low and the ap-proach to a possible spinodal-like end to liquid metastability [21] . Spinodal-like nucleation has been suggested to occur for bulk LJ [22] , but this idea has been challenged [23, 24] .
In the present study, we use molecular dynamics (MD) simulations to determine the freezing rate of a droplet consisting of 600 LJ particles. We press into service the mean first-passage time (MFPT) formalism of Reguera and co-workers [25] [26] [27] to determine the rate over a broad range of T and at the same time distinguish between free energy and dynamic contributions to the rate, namely the work of forming an n-size embryo and the attachment rate of particles onto embryos. While generally for nanodroplets the surface may play a large role in determining the rate, since a large fraction of particles is near or at the surface of the droplet, crystallization for the present system occurs within the interior. We thus expect CNT as formulated for bulk liquids to hold without the modifications often employed to describe nucleation occurring on the surface [28] .
The previous study of this system [29] also revealed that several competing structures, some based on fcc tetrahedra of different sizes, exist within the free energy landscape of the system in the form of basins. However, as the free energy was calculated as a function of global measures of surface and bulk crystallinity, little light was shed on the question of how these different structures arise. The Monte Carlo simulations we carry out in the present work in order to check the ability of the MFPT formalism to determine the work of forming crystallites, also provide some information on the process of structural differentiation.
This paper is organized as follows. In Section II, we review and discuss some aspects of CNT and MFPT and define the various free energies and related quantities we need particularly in the context of nucleation in the low barrier regime. We provide the details of our simulations in Section III and report our results in Section IV. Section V provides a discussion of our results before summarizing our conclusions in Section VI.
II. CNT, MFPT AND THE LOW BARRIER REGIME
A. CNT According to CNT [30] , the rate of nucleation J, that is to say the number of crystalline embryos that cross the critical size threshold and start to grow, is given by,
where N p is the number of molecules in the system, the Zeldovich factor is Z = β 2π ∂ 2 ∆G(n * ) ∂n 2 
1/2
, β = (k B T ) −1 with k B the Boltzmann constant, ∆G * = ∆G(n * ), the minimum work required to form an embryo of critical size n * , and f + crit is the attachment rate of molecules to an embryo of size n * . We note that, at variance with Eq. 1, the rate is often stated in terms of the number of nucleation events per unit time per unit volume. Here we have absorbed the volume of the system into J CN T . The rate given by Eq. 1 is the steady-state (time invariant) rate, for which a steady-state distribution of embryo sizes has established itself.
The reversible work required to assemble an embryo of size n is related to the distribution of embryo sizes in the system [31] ,
where N (n) is the equilibrium number of embryos of size n in the system and N t = h i=0 N (i) is the total number of embryos in the system and is approximated by N p since we assume that the system is dominated by liquidlike particles, and h is a constraint on the largest embryo size that is necessary to formally define metastable equilibrium. N (0) refers to the number of liquid-like particles in the system, while N (1) refers to the number of particles that are themselves crystal-like, but the neighbours of which are liquid-like. Because of surface tension γ between liquid and crystal, defined in an average way over the facets of the crystallite, ∆G(n) is initially positively sloped and possesses a maximum at n * . Eq. 2 can be obtained by considering the work required to established a given embryo size distribution, for which there is a contribution from creating embryos of size n and also a combinatorial contribution arising from the number of ways these embryos can be arranged within the system that is approximated by the entropy of mixing of noninteracting embryos [31] .
The simplest model for the work of crystallite formation is [30, 31] ,
where ∆µ = µ L − µ S is the difference between the chemical potentials for the bulk phase µ L and the embryo phase µ S , with ∆µ > 0, and A is a shape-dependent proportionality constant that assumes that embryos are compact, i.e., for an embryo of volume ∼ n, the surface area should be S = An 2/3 . For spherical embryos, A = 3 √ 36πv 2 , where v is the volume per particle in the embryonic phase. Within this model, β∆G * = 4 27
3/2 . The simplest model for the T -dependence of J CN T is obtained by combing Eqs. 1 and 3, along with assuming γ and A constant. By further assuming a constant enthalpy difference ∆H between the liquid and crystal phases as T decreases at constant pressure p, one obtains,
where T m is the T at which the chemical potentials of the liquid and crystal phases are equal and at which J CNT is zero. For a bulk system, T m is the melting temperature. Additionally, one assumes a simple Arrhenius T dependence of the critical attachment rate,
where k B C is an activation free energy. Combining all these approximations results in [32, 33] ,
which predicts a maximum rate to occur even in the absence of considerable slowing down of dynamics owing to a possibly large value of C. The simple modelling employed here implies that the barrier to nucleation is,
and therefore has a minimum at T m /3, which tends to maximize the rate, before diverging as T approaches zero.
In terms of the physical quantities ∆H, T m , f 0 , A and γ, the parameters λ and B in the model are given by,
At first, we obtain the rate as a function of T and treat λ, T m , B and C in Eq. 6 as fitting parameters. We then compare against independent estimates of the underlying physical quantities.
B. nmax as the order parameter
In the present work, as is now common in simulation studies of nucleation, we employ the size of the largest embryo in the system n max as a reaction coordinate. Once an embryo definition is set, every system configuration can be uniquely assigned a value of n max , and hence the (configurational part) of the partition function can be written as a sum of restricted partition functions [34] 
where as before, h is a constraint on the largest allowable embryo size used to formally define the metastable state, and,
is the partition function, here written for the canonical ensemble, where U c is the potential energy of configuration c, restricted to those configurations that have a largest embryo of size n. From this grouping of the partition function, we define the free energy,
which is interpreted as the reversible work required to force the metastable state defined by h in Eq. 10 into a state in which the largest embryo is of size n. One subtlety remains, in that a transition state theory (TST) prediction for the rate requires the equilibrium probability of being at the transition state (critical embryo size), given that the system starts in the metastable liquid. This implies the choice of h = n * F , the point at which ∆F (n) has it local maximum, resulting in
and a renormalization of probabilities that were calculated for h > n * F ,
This is useful since the value of n * F is unknown prior to running simulations. With this normalization,
Thus, we define
For relatively large barrier heights, large embryos are rare, i.e., there is only one large embryo in the system if there is one at all. In this case, the probability of there being an embryo of size n in the system, the probability that the largest embryo is of size n and the average number of embryos of size n are all equal. This becomes immediately obvious when constructing related histograms during the simulations. In this regime, P max (n) = N (n) (and both are small). The TST rate expression when there is a free energy barrier present is,
where n * F , the Zeldovich factor
and f + (n * F ), the generalized diffusion coefficient at the critical state, become equal to n * , Z and f + crit at sufficiently high barriers, respectively, and β∆F * = β∆F (n * F ). f + crit in Eq. 1 is the attachment rate of particles to an embryo of critical size, while f + (n * F ) tracks changes in the size of the largest embryo at critical size in the system. The two are the same so long as the largest embryo in the system is the only embryo near the critical size. Again, when barriers are high, the equalities n * = n * F and P max (n) = N (n) near n * imply that β∆G * = β∆F * + ln N p , and this is consistent when comparing Eqs. 1 and 17. However, there is no reason why this should hold when barriers become low.
It is generally the case that ∆F (n) possesses a minimum at n min , the most likely largest embryo size in the system. It is tempting to formulate Eq. 17 in terms of the free energy difference,
(18) This is incorrect in terms of rate prediction [34] , but becomes approximately correct in the high barrier regime when P max (n min ) ≈ 1, or whenP max (n min ) dominates the sum in the denominator of Eq. 14.
The identification of ∆F * min → 0 with a spinodal has been shown to be incorrect [23] , but it nonetheless marks the point at which the liquid system ceases to possess a basin in the free energy and has therefore lost formal metastability. For bulk systems of finite-size, this marks the point at which phase change proceeds through the monotonic increase in size of the largest embryo in the system with time, i.e., because the system is large enough, it becomes probable that it possesses an embryo of critical size as soon as diffusive motion allows. Phase transformation of the sample thus proceeds through growth-limited nucleation [27] . However, the metastable phase has not lost inherent metastability as work is still required to form an embryo. For systems such a our nanodroplets, it is perhaps not meaningful to distinguish between phase and system, but we nonetheless expect that the loss of metastability occurring at ∆F * min = 0 be actualized through a growth-limited nucleation mechanism with a transformation rate given, at least approximately, by Eq. 1. A true kinetic spinodal, i.e., a loss of stability on the particle level, should occur when ∆G * vanishes.
C. MFPT
In recent times, Reguera and co-workers reformulated the use of mean first-passage time from TST [25] [26] [27] 35] in order to characterize the nucleation process in the regime where nucleation times are accessible by direct MD simulations. In this MFPT formalism, when the time to crystallize is dominated by barrier crossing, the mean time at which the largest crystalline embryo in the system first reaches size n is given by,
where τ J = 1/J. Thus, calculating τ (n) from an ensemble of simulations for which crystallization takes place, yields good estimates of J as well as Z and n * .
Further, the MFPT method allows one to calculate ∆F (n) between n = 0 and n = b, an absorbing boundary (recalling that here n stands for the largest embryo in the system). The value of b > n * F should be large enough so that growth of the embryo is inevitable, i.e., that once n max reaches b, it would be highly unlikely to return to n * F . If post-critical embryo growth is fast, then τ (b) = τ J . The formulae are,
where P st max (n) is the probability during steady-state nucleation that n max is of size n, and is normalized to unity over the interval 0 ≤ n ≤ b. We note that B F (n) near b is noisy, as the quantity in square brackets in Eq. 21 approaches zero as n approaches b and P st max (b) is small and tends to suffer from poor statistics. We determine P st max (n) using all data from the simulation time series up to the point at which n max first crosses b. The parameter C ′ is set by normalizing according to Eq. 15. In the event that β∆F (n) ceases having a maximum, and therefore n * F is not defined, C ′ is determined by setting β∆F (2) = − ln [P st max (2)] [27] , which assumes that for small embryo sizes, the equilibrium and steady-state distributions are the same. In our use of Eqs. 20 and 21, we replace integrations with sums since the order parameter is a whole number.
We would like to point out a handy result that, assuming τ (n) follows Eq. 19, allows a way of reconstructing the equilibrium free energy that is simpler than Eq. 20. We begin by relating the equilibrium and steady-state distributions via an unknown function X(n),
where we expect that X(n) ≈ 1 for small n and X(n) ≈ 0 for n ≫ n * F . Combing this ansatz with the expression for the steady-state nucleation rate from the Fokker-Planck equation that forms the basis of the MFPT method, one obtains a differential equation for X(n),
solving this equation near n * F , after expanding ∆F (n) to second order as is usually done for high barriers, assum-ing f + (n) = f + crit and using Eq. 17 for J, we obtain,
where we have used Eq. 19 and the expectation that X(n) ≈ 1 for small n after assuming that n * ≫ 1. Similar and identical equations relating steady-state and equilibrium distributions have been derived before [33, 36] , but the MFPT formalism provides a convenient route and provides a formula in terms of τ (n). From Eq. 27, we can write down,
which should be applicable to simulation results whenever Eq. 19 holds.
2 near the top of the barrier, expanding Eq. 27 to second order results in,
which, in principal, provides a way of obtaining Z F , n * F and β∆F * from the steady-state probability by fitting the nearly linear portion of − ln [P st max (n)].
III. MODEL AND SIMULATIONS
Our system consists of N p = 600 particles interacting through the LJ pair potential, U LJ (r) = 4ǫ σ r 12 − σ r 6 , simulated in the canonical ensemble.
All reported quantities are given in reduced dimensionless units, e.g., length is rescaled by σ, energy by ǫ, time by ǫ/(mσ 2 ) (where m is the mass of a particle), temperature by ǫ/k B and pressure by ǫ/σ 3 . We use a cubic simulation box of side length L = 30 and employ a potential cutoff of R c = 14.99999. For the range of T we consider, the system consists of a single condensed droplet with a few particles at most detaching themselves from the droplet. The finite size and periodic boundaries ensure that these particles return to the droplet and that the droplet does not evaporate. The box size is sufficiently large to ensure that particles within the droplet do not interact unphysically with periodic images of the droplet.
We use Gromacs v4.5.5 [37] to carry out MD simulations. Temperature is maintained with the Nosé-Hoover thermostat with a time constant of 1. We use a time step of ∆t = 0.001 and integrate equations of motion with the leap-frog algorithm. We equilibrate the system at T = 0.53, for which the droplet is well formed but clearly a liquid, and subsequently harvest 501 independent configurations by sampling every 100000 time steps. Each of these configurations serves as a starting point for a "crystallization run", for which the thermostat is set to the desired lower T . We determine τ (n) from the MFPT formalism, as in Refs. [25, 38] from these 501 crystallization trajectories for each of several T from 0.490 down to 0.370 in steps of 0.005, and from 0.350 to 0.05 in steps of 0.05. To determine τ (n), we calculate the size of the largest crystalline embryo, as described below, every 1000 time steps (integer LJ time units). As an example of calculating the first-passage time in a given run, say run number 157 of 501, suppose that at t = 12 an embryo of size 5 appears for the first time. Then τ 157 (5) = 12. Suppose further that the embryo shrinks but then an embryo of size 8 is recorded at time 20 (and no embryo of size 6 or 7 was recorded in the intervening times). Then we not only assign τ 157 (8) = 20, but τ 157 (6) = 20 and τ 157 (7) = 20 as well, as a way of dealing with the discrete nature of sampling. Then we average to obtain τ (n) = 501
i=1 τ i (n), considering n up to the largest value sampled by all the runs.
We use a procedure developed by Frenkel and coworkers [39, 40] to define crystal-like embryos within the droplet. The procedure begins with quantifying the local bond ordering for a single particle [41] via,
where the sum is over the nearest neighbors n b (i) of particle i and Y 6m (r ij ) is the sixth order spherical harmonic as a function of the polar and azimuthal angles specified bŷ r ij , the unit pointing from particle i to neighbouring particle j. Neighbors are considered to be those within the first minimum of the radial distribution function, which is taken to be located at a distance r = 1.363 in this study.
The correlation between i and a neighboring particle j is given by,
where,q
andq 6m (j) * is the complex conjugate. Particles are considered to be connected by a crystal-like bond if c ij > 0.5. The value of 0.5 is chosen since it is the intersection point for the probability distributions of c ij obtained from 100 liquid and 100 solidified configurations at T = 0.475. A particle is considered to be crystal-like if it is connected to 80% of its neighbors (keeping in mind that particles on the surface have fewer neighbors), and two connected, crystal-like particles are considered to be part of the same crystalline embryo.
In order to differentiate between embryos of the same size but different overall structure, we calculate a measure of the overall crystallinity of the cluster [42] ,
While MD simulations allow us to determine the rate of nucleation, attachment rate and free energy profiles, all through the MFPT formalism, we additionally carry out umbrella sampling Monte Carlo (MC) simulations to determine the works defined in Eqs. 2 and 16 more directly. When barriers are reasonably high, we make use of a biasing potential,
where κ = 0.00625 determines the strength of the constraint and n 0 is the target embryo size. The MC procedure consists of first noting at iteration step i the value of the constraint for a configuration o, φ o , and then generating an unbiased MC trajectory in the canonical ensemble with the Metropolis algorithm for 10 displacement attempts per particle to arrive at a new configuration w with a value of the constraint potential φ w . The new configuration is accepted (w becomes the configuration at iteration i+1) with probability max [1, exp (βφ o − βφ w )]. Otherwise, o remains the configuration at iteration i + 1. Carrying out biased simulations for several values of n 0 allows us to determine embryo distributions in the biased ensemble. Following Ref. [39] , we determine
bias (n; n max ) and hence determine portions of β∆F (n) and β∆G(n), up to constant shifts, near each n 0 , where P bias max (n) is the probability in the biased ensemble of observing a largest embryo in the system of size n and N bias (n; n max ) is the distribution in the biased ensemble of embryo sizes given that the largest embryo size is of size n max . As in Ref. [43] we discard histogram bins with poor statistics and simply shift the different portions of β∆F (n) and β∆G(n) to minimize the difference in the range of n for which the pieces overlap. We check our procedure with MBAR [44] and our results agree to within error. β∆F (n) is normalized according to Eq. 15 and for β∆G(n), we determine N t so that
This latter condition is usually indistinguishable to within 0.1k B T from imposing the condition β∆G(0) = 0 in terms of determining β∆G * . When the barrier is sufficiently low, we impose a simple "hard wall" constraint, namely, that any MC trajectory that results in n max > n 0 is rejected. In both biasing schemes, we generally use twenty independent starting configurations in order to obtain good averages.
IV. RESULTS

A. Nucleation rates from MFPT
We first consider the potential energy per particle U/N p as a function of time after the quench from T = 0.530 to the various target temperatures. At low to moderate supercooling, e.g., from T = 0.485 to T = 0.430 in Fig. 1(a) , the initial rapid change in U shows the system reaching a metastable equilibrium, where the droplet is liquid. The sharp drop in U for these T after metastable equilibrium is achieved marks rapid growth of a postcritical crystalline embryo, as evidenced by the commensurate sharp increase in n max in Fig. 1(b) . At T = 0.385, the metastable state is less clearly seen, if at all, near t = 60 and the decrease in U beyond t ≈ 90 is accompanied by an increase in n max . By T = 0.200, the system proceeds monotonically from the T = 0.530 state, with both U and n max sliding towards the frozen state. The sharp change in U and n max near t = 400 occurs after most of the droplet is already crystalline. While this is interesting, we do not consider it in this study.
Next we wish to quantify the rate of nucleation from τ (n). A sampling of curves from our range of T is shown in Fig. 2 , where we have normalized the curves by τ (n = 250) since nucleation times vary widely. To actually determine the rate from fitting τ (n) with Eq. 19 is well defined only at fairly shallow superercooling, where τ (n) exhibits the sigmoidal shape characteristic of relatively high nucleation barriers. At these shallow supercoolings, e.g.,T = 0.485, the initial horizontal plateau of τ (n) corresponds to the relative ease with which the small crystalline embryos appear in the droplet. The inflection corresponds to the low probability with which embryos of near-critical size appear, and also to the lack of a thermodynamic driving force for critical embryos to change size. The plateau at large times corresponds to fast growth of embryos once they have "gone over the barrier".
At deeper supercooling, the initial horizontal plateau in τ (n) shortens as n * decreases, but there is still a relatively fast change in slope in τ (n) at larger n as the embryo leaves the critical region and experience more rapid growth. When barriers become very small, the crystallization time is dominated by growth, which is now relatively slow compared to the rate at which critical nuclei are formed, and τ (n) becomes linear.
We see that from τ (n) alone, it is not straightforward to determine the rate unambiguously except at shallow supercooling. Once we define J 250 ≡ 1/τ (250) and J MFPT ≡ 1/τ J , where τ J is determined from fitting to Eq. 19 at T = 0.415 and above [where τ (n) is still fairly well approximated by the sigmoidal shape of Eq. 19], we see from Fig. 3 (a) that these two estimates for the rate agree very well. The two rates agree since in this range of T , growth is quite fast and the upper plateau in τ (n) is quite flat. Choosing a fixed value such as n = 250 to determine the rate necessarily includes a portion of the growth phase of crystallization, and therefore J 250 provides a lower bound on the rate. To provide a less biased estimate of the rate from MD simulations, we define
, where b is the upper value of n max used to normalize the steady-state probability P st max (n) in Eq. 21. We discuss how we choose b below, but roughly speaking b ≈ 2n * . Another estimate of the rate we use is
, which stems from the definition that at the critical state, the system will either continue to grow or shrink with probability 1/2, but the drawback is that MFPT barrier reconstruction allows us to determine n * only to T = 0.390. We plot J b and J 2n * alongside J 250 and J MFPT . They all agree at higher T (shallow undercooling) but begin to diverge when growth starts being important around T = 0.400. J 250 and J b both exhibit a maximum.
In the next section, we determine the extent to which simple CNT can quantitatively account for the T dependence of the rate, or conversely, to what extent we can reliably extract relevant physical quantities from the rate. , which we take to be a measure of the rate across T . For T = 0.485, we show a fit according to Eq. 19. This characteristic sigmoidal shape is progressively lost with increased supercooling as the early time plateau shortens. Beyond T = 0.420, the curve begins to flatten as growth begins to dominate the crystallization process until the curve is roughly linear by T = 0.200.
V. T DEPENDENCE OF THE RATE AND CNT
As discussed in Section II.A, the simplest model for J(T ) assumes an Arrhenius dependence of the attachment rate on T , a constant surface tension and a constant difference in enthalpy between the solid and liquid phases. The resulting model is given in Eq. 6, which we use to fit J 250 and J MFPT . We use data from all T ≥ 0.200 to determine the fit parameters, except for T=0.490, which, as it turns out, is above melting. Although we measure a rate of nucleation at T = 0.490, since this small system escapes form the stable liquid into the metastable solid, the rate is higher than for T = 0.485, and so we neglect it. We note that J MFPT is determined for T ≥ 0.415, and so fitting it to Eq. 6 is essentially fitting the nucleation rate close to melting, the regime for which Eq. 6 is formulated.
Fitting J directly using Eq. 6, to which we refer as linear fit, because of the orders-of-magnitude difference in the rates at different T highly biases the fit to the points where J is largest. To check this bias, we also fit by first taking logarithms of both sides of Eq. 6, which we call log fit. The resulting fit parameters are listed in Table II , and the resulting curves for the linear fits of J 250 and J MFPT are plotted in Fig. 3(a) . We see a rather drastic change in the fit parameters when comparing shallow supercooling and the broader T range. Using linear or log fits also produces different parameters even though the resulting curves are similar (not plotted). Choosing data from J 250 in the same temperature range over which J MFPT is calculated produces similar fit parameters to those listed for J MFPT . Using fewer points from the lower T range does not significantly affect the fits for , which all agree at higher T . Curves are fits according to Eq. 6. Panel (b) shows a comparison with rate predicted by Eq. 1 (brown plus signs) and the result of using Eq. 6 (curve) with independently determined parameters except for γ = 0.131, which is chosen to give a good fit.
J MFPT . Attempts to use an equation similar to Eq. 6, but developed for growth-controlled crystallization [32] , does not reproduce the weakly exponential decay of J 250 at the lowest T , even if the higher T data are omitted from fitting, and produces curves similar to those obtained with Eq. 6. While Eq. 6 is able, for our system, to describe the T dependence of the rate only for shallow supercooling, it does seem to provide an estimate of the maximum rate based on relatively high T data where rates are low.
We see that the rate predicted by Eq. 6, while being very sensitive to parameters such as γ, ∆H and the order of magnitude of f 0 , is not particularly suited to determining these quantities, as significant changes in one parameter can be compensated by a significant change in another in order to produce similar curves. Nonetheless, we now proceed to determine reasonable values of the parameters in Eq. 6 by independent means by examining T m , ∆H, A, f 0 and γ. The fitting parameters obtained for J250, and JMFPT with Eq. 6. The terms linear fit and log fit refer to whether the fitting is done directly using Eq. 6 or done after taking logarithms of both sides. The fits for J250 span T from 0.200 to 0.485, while the fits for JMFPT span T from 0.415 to 0.485.
A. The melting temperature
There are two melting temperatures to speak of. According to Eq. 3, the barrier to nucleation becomes infinite and the rate is zero when ∆µ = 0, which simultaneously defines the melting temperature in the thermodynamic limit. This T m , then, represents the T at which the rate is zero and below which the chemical potential of the crystal is lower than that of the liquid. For our finite-sized cluster, the presence of a surface complicates matters, and the melting temperature should be defined as the temperature at which the droplet has equal probability of being either solid or liquid.
The values of T m obtained from fits of J MFPT (T ) are in the range of 0.67 to 0.77. The pressure of our system, evaluated from the virial as for a bulk system, is less than 10 −4 , effectively zero. Even if the interior of the droplet is subject to a Laplace pressure of 2γ/R ∼ 2(1)/6 < 0.5, then the range of T m from bulk values is, for p = 0, 0.68 [45] or 0.618 [47] to 0.74 (p = 0.5) [45] . Thus, using Eq. 6 to fit J(T ) provides a reasonable estimate of the fcc-liquid melting temperature in bulk.
As for the coexistence temperature between solid and liquid cluster, we note that the system at T = 0.490 is predominantly in the liquid state but makes short excursions to being largely solid (a surface melted state). This flipping between states is apparent in any of the 501 potential energy time series we have collected for this state point, one of which is plotted in Fig. 4 . From the equilibrated time series we construct a probability distribution for the potential energy P (U ), which in turn allows us to calculate the heat capacity, via,
where . denote an average. Since P (U ) ∝ Ω(U ) exp [−βU ], and the density of states Ω(U ) is independent of T , one can in a straightforward manner estimate P (U ) at other T , and hence C V (T ).
The histogram for T = 0.490 is shown in Fig. 5 
B. The enthalpy difference
Another quantity entering into the calculation of the coefficients of Eq. 6 is ∆H = U L − U S + P (V L − V S ), the enthalpy difference between liquid and solid. Given that our system is at a very small pressure, that the densities of liquid and crystal are comparable and that there is a sizeable potential energy difference between liquid and crystal, we approximate ∆H ≈ U L − U S ≡ N p ∆u, where ∆u is the per particle potential energy difference between the liquid and crystal. The scenario is complicated here once again by the fact that when our droplet solidifies, it does so incompletely and remains partially liquid. Calling ∆U the difference in potential energy between the liquid and (partially) solidified droplet, and α the fraction of particles in the solidified droplet identified as solid-like, then we can estimate the enthalpy difference as,
In Fig. 6(a) we plot α as a function of T , and see that the fraction of solid-like particles in the frozen state, at least according to our order parameters, increases roughly linearly with decreasing T . In panel (b) of the same figure, we plot both ∆U/N p and the resulting ∆u. Somewhat surprisingly, we see that the assumption of constant enthalpy difference between liquid and crystal used in deriving Eq. 6 is vindicated, and its value is approximately ∆H/N p = ∆u = 0.58.
C. Embryo shape
As noted above, we assume that the surface area of a crystalline embryo within the droplet has surface area S = An 2/3 . If we assume spherical embryos and a volume per particle to be that of an fcc particle, v fcc = 1.04 [45] , we obtain A = 4.96. To obtain a better estimate of the shape factor, we model the embryo as an ellipsoid [22] . To do this, we first compute the moment of inertia tensor shows the raw estimate ∆H = ∆U , the system potential energy difference before and after crystallization occurs, as well as a more refined estimate Np∆u = ∆H that takes into account α in determining energy differences between solid and liquid particles. ∆u is approximately constant with T .
for all particles in the largest embryo in the system,
where r i is the position of particle i with respect to the centre of mass of the embryo, r i,m is the m th component (x, y or z) and δ mn is the Kronecker delta function. The principal moments (eigenvalues) I xx , I yy and I zz of I mn , give us the principal axes lengths a, b and c (radii) of the ellipse from relations 5I zz = n max (a 2 + b 2 ), 5I xx = n max (b 2 + c 2 ) and 5I yy = n max (a 2 + c 2 ). The area is then given by,
where E(φ, k) and F (φ, k) are elliptic functions of the first and second kind, respectively, cos
and where a ≥ b ≥ c. We plot A = Sn −2/3 as a function of n in Fig. 7 for both critical embryos from all T , and all largest embryos from MD trajectories for T = 0.485. We see that, roughly speaking, the critical embryos from different T follow the same behaviour as embryos (pre-critical, critical and post-critical) at T = 0.485. For large embryos (shown in the lower inset) A tends to the spherical value of ∼ 5, as is expected. For our range of T of interest (0.415 to 0.485), we see that the embryos become less spherical with decreasing size, and that the values of A range from about 6.7 to 8.5 (corresponding to 50 < n < 100). The upper inset shows that the dependence of S on n 2/3 possesses only a slowly varying departure from linearity. Estimating the shape factor A = Sn −2/3 as a function of embryo size, where embryo area S is that of an ellipse with equivalent moments of inertia as an embryo. Shown are data for critical clusters from MD (circles) and MC (squares), as well as from all clusters from MD simulations at T = 0.485. In the T range where we expect Eq. 6 to be valid, corresponding to 50 < n < 100, A ranges from about 6.7 to 8.5. Insets show S as a function of n 2/3 (upper) and that A approaches a spherical value of 5 for large n (lower).
In mean-field theories of nucleation that predict a spinodal, as the spinodal is reached, the critical embryo becomes ramified, large and anisotropic. To quantify the degree to which critical embryos are anisotropic, we plot the ratio to the largest semi-axis to the smallest semiaxis in Fig. 8(a) , and see that indeed this ratio attains a value near 4, indicating rather high anisotropy.
To test this further, we calculate the relative shape anisotropy κ 2 ,
where λ 2 m is an eigenvalue of the gyration tensor,
We plot κ 2 in Fig. 8(b) as a function of embryo size for critical embryos across our T range from both MD and MC simulations, as well as for largest embryos taken from MD configurations at T = 0.485. For a spherical object, κ 2 = 0, while for linear objects, κ 2 = 1. The plot confirms that smaller critical embryos are more anisotropic, but what is interesting is that the size dependence of the anisotropy is the same as that for embryos taken from T = 0.485.
The similarity between critical embryos of different sizes (taken from different T ) and embryos taken from near coexistence (T = 0.485), in terms of area and anisotropy, allows for a T independent modelling of A. This also provides some indication against the notion of a mean-field spinodal, that would give rise to structural changes to embryos with deep supercooling, i.e., we see small critical embryos at low T with similar structural properties to similarly-sized embryos from high T .
D. Attachment rate
To estimate f 0 , which is an essential prefactor in Eq. 6 and defined in Eq. 5, we take two independent approaches. The first uses the MFPT approach, for which the attachment rate for embryos of all sizes is obtained through the relation [26] ,
where B F (n) is defined in Eq. 21 and relies on τ (n) and P st max (n) for its calculation. The derivative in the above equation unavoidably introduces noise when determining f + (n).
The first step in finding f + (n) is to obtain P st max (n), and we do so by accumulating a histogram during the MD runs that we use to obtain τ (n), using only data up to the time in each run that n max first surpasses the upper limit b, i.e., we stop collecting data when n max leaves the region [0, b]. Thus, P st max (n) is a function of b, but generally, once b is large enough, the system should only grow after n max reaches b and hence P st max (n) should not change with increasing b. A complication in our system is that kinetically trapped intermediate or thermodynamically stable crystalline structures are present whose size is not significantly larger than n * , resulting in a local maximum in P st max (n) for n > n * . This means that there will be a strong dependence of P st max (n) on b, as we show in Fig. 9 . In principle, if the MD simulations are run long enough and the system can flip back and forth between solid and liquid, the steady-state distribution becomes the equilibrium distribution. However, we only achieve this equilibration at T = 0.490. Our approach to deal with this challenge is to choose a value of b where the nearly linear regime predicted by Eq. 29 is largest in extent. For the cases plotted in Fig. 9 , this corresponds to a value of b = 190. We validate this choice below by comparing the free energy barrier reconstructed from the MFPT formalism, which is also sensitive to b, with MC simulations.
Having chosen a way to pick b, we calculate f + (n) through Eq. 40 and show the result in Fig. 10(a) . In these calculations, since n is discrete, we replace the integrals with sums and use the centred difference scheme to calculate the derivative of τ (n). The noise in f + (n) is readily apparent and so to calculate f + (n * ), we average f + (n) over 21 points, i.e., including 10 points on either side of n * . We find n * = 97 for T = 0.485 as determined from either Eq. 19 or from barrier reconstruction, which we present below. Also shown is the result based on MC simulations, which we describe next. The good agreement between methods is encouraging, but only occurs at T = 0.485 and T = 0.480 when both MC and MD predict the same critical embryo size (we also discuss this below).
The other method we use follows Refs. [39, 40] . This method makes use of the fact that the change in size of a critical embryo follows a simple diffusive process since the free energy landscape is locally flat at the top of the free energy barrier. One defines the mean of the squared deviation from the critical size as a function of time,
where n max (0) = n * . After a very short time, ∆n 2 (t) enters a diffusive regime [46] , i.e., it becomes linear in time, and one obtains in this regime,
The usual process is to select a few system configurations containing an embryo of size n * from MC simulations and to use those as starting points for MD simulations. One then selects trajectories that diffuse near n * and averages over these trajectories, i.e., one rejects runs for which the embryo slips off the top of the barrier and shows rapid growth or decay. For low barriers, attachment of clusters of particles to the critical embryo (or break-up of a tenously-linked embryo), rather than single particle events, may contribute to rapid growth or decay. We follow the same procedure, employing from 50 (at low T ) to 300 (at high T ) MC configurations. The criteria for choosing what constitutes diffusive motion is unclear, for even an embryo that appears to grow first undergoes a diffusive process, and this diffusive behaviour should be included in the averaging.
To systematically explore this, we define two parameters, δ and Λ, and perform averaging in Eq. 41 for trajectories that satisfy |n max (Λ) − n max (0)| < δ. In principle, δ should be of the size over which the free energy barrier is flat. Λ governs the length of time over which a trajectory ends up back within δ of n * . A small Λ eliminates embryos that exhibit large changes in short times, while a large Λ allows embryos that grow or shrink to return to the critical region. Ideally, there should be a range of δ and Λ over which f + crit is invariant. We note that we employ averaging over time origins, i.e., if an embryo returns to n * after a time of 4, we treat that time as the beginning of an independent trajectory.
The results for f + crit as a function of δ for different Λ values are shown in Fig. 10(b) . We see that for δ < 30, there is a large spread in f + crit over different Λ. For δ > 90, there is a rapid increase in f + crit . For δ in between, we see no obvious way to choose an optimal f + crit , and so we average over the range 30 ≤ δ ≤ 90 over all Λ to obtain f + crit = 43 with a standard deviation of 13. We note that in both methods, we always track the size of the largest embryo, and therefore do not differentiate between cases where the largest embryo at one time is the same embryo at the next, i.e., we assume f
. Neither do we analyze for multiple particle attachments.
Repeating both the MFPT-based and MC-based methods, we obtain f + crit across our T range, which we plot in Fig. 10(c) . The figure also shows fits of f ). Both methods agree on the value of C. The discrepancy in f 0 likely stems from the larger critical cluster size seen in MD. This value of C is significantly smaller than 14-18, the values obtained from fitting J(T ) with Eq. 6. The value of f 0 is also significantly smaller than fitted values of λ ∼ 10 21−34 . As noted before, similar fits to J(T ) can be obtained from Eq. 6 with very different parameters. Perhaps the calculated value of B, which depends sensitively on the surface tension, will compensate for our values of C and f 0 .
E. Surface tension
Having obtained estimates of ∆H, A, f 0 , C and seeing that the fits of J(T ) to Eq. 6 yield values of T m close to the bulk value, we can obtain estimates of the fit parameters B and λ from estimates of γ form the literature. Studies of crystal nucleation in bulk LJ liquid report values of γ = 0.28 to 0.30 for T = 0.43 and 0.45, respectively [47] , and these compare favourably with the surface tension of a flat interface at the same T [48] .
Using average value of our estimates for the various parameters, namely, ∆H = 0.58N p , A = 7.6, f 0 = 1 × 10 7 (geometric average), C = 5.7, and values of T m = 0.618 (most recent for p = 0) [47] and γ = 0.3 [47] from the literature, we obtain B = 2.0 and λ = 6.5 × 10
8 . The resulting curve, according to Eq. 6 is not plotted anywhere because it fails to recover the rates in Fig. 3(b) by tens of orders of magnitude.
Conversely, we can use the fitted values of B to find the implied value of γ, keeping the other parameters as above. For B = 0.54, we obtain γ = 0.194 and for B = 2.1 we find γ = 0.305, which in principle look rather reasonable.
In the next section, we determine the effective surface tension felt by crystallites within the droplet through the calculation of β∆G(n), and try to account for the disparity between our directly calculated rate and the one modelled through Eq. 6.
VI. FREE ENERGY BARRIERS
A. MFPT barrier reconstruction and MC calculations
In Fig. 11(a) we present the results at T = 0.485 from the MFPT barrier reconstruction and compare against MC results, where we give subscripts MC or MFPT to indicate the simulation method used. Formally speaking, this T is above the liquid-solid coexistence temperature, but we still can measure a rate and barrier out of the liquid to the crystal. The β∆F (n) curves for both MC and MFPT have been shifted up ln N p as discussed in Section II.B. The agreement between both methods is remarkably good until a point well past n * . We obtain a similarly good comparison at T = 0.480. The inset shows − ln P st max (n) and a "quick" reconstruction of the barrier using Eq. 28, also showing satisfactory results. Parabolic fits within ∼ k B T of the maximum, allow us to determine Z, Z F , β∆G * , β∆F * , n * and n * F . The results for T = 0.475 in Fig. 11(b) show a significant difference in the location of the maxima between MC and MFPT, i.e., n * F from MFPT is significantly larger than for n * F or n * from MC. The MFPT curve is also significantly less curved at the top. As we discuss below, this discrepancy arises because the MC simulations are able to sample types of structures not as easily accessible to MD because of free energy or kinetic barriers. What is interesting, is that despite the significant difference in critical sizes and Zeldovich factors, the barrier heights are approximately the same from MC and MFPT.
In Fig. 12(a) we see that the discrepancy continues at T = 0.450, while by T = 0.370, shown in panel (b), a qualitative change has occurred. The β∆F (n) curves for both MFPT and MC are monotonically decreasing. The interpretation of this results is laid out in Ref. [27] , although in the context of the vapour to liquid transition but still above spinodal conditions. The monotonic decrease means that for any value of n max , it is more probable for n max to increase in size than to decrease. Thus the system has lost metastability and unavoidably transforms to the solid. However, the work of forming a critical embryo is still positive [β∆G(n * ) ≈ 8.5]. So while the liquid phase is locally stable against fluctuations towards the liquid state, the system as a whole is not, since it is large enough to make it probable for a critical embryo to appear somewhere in the system on the time scale required for the diffusive attachment of particles. A crude analogy may be made with coin flipping. While it is im- probable for a person flipping a coin to land 7 heads in a row, at which point the flipper is deemed to have reached a critical state, the time required for someone in a room with 100 people flipping coins to reach the critical state is the time required to flip a coin 7 times. At this T , therefore, transformation occurs through growth-limited nucleation.
B. T -dependence of barrier heights and critical embryo sizes
Between T = 0.450 and 0.370, as the difference between the minimum and maximum in β∆F (n) becomes small, n min increases while n * F decreases until the two meet, forming an inflection. For a small range of T above where this inflection forms, n * F decreases with lowering T faster than does n * . Nonetheless, at the point where β∆F * min disappears, n * F is finite. A very similar scenario was encountered in Ref. [34] neous nucleation on a microscopic impurity, where it was shown that a finite barrier to nucleation remains at the limit of metastability (owing to the the finite size of n * F ) and that it is incorrect to use β∆F * min in predicting the rate in an equation like Eq. 17.
The full T dependence of barrier heights is shown in Fig. 13(a) , while that of critical embryo size in Fig. 13(b) . For the barriers, all agree to within 1k B T , despite more significant differences in n * . The crystallization process becomes formally driven by growth-limited nucleation when β∆F * min = 0 at T = 0.395, at which point β∆G * = 8.53. In Ref. [27] , the authors gave a simple criterion for the onset of growth-limit nucleation, namely that P max (n * ) ≈ 1, or β∆F (n * ) = 0, which implies β∆G * ≈ ln N p = 6.40, which is roughly 2k B T lower than what we obtain. But as this is a rule of thumb, the prediction is quite good.
Below this cross-over temperature of T = 0.395, both β∆G * and n * become constant. It is somewhat of a paradox that β∆G * , an intensive property, should change its behaviour, or rather, its behaviour should become frozen in, when a system-size dependent condition is met, i.e., β∆G * ≈ ln N p . We discuss our thoughts on resolving this paradox below.
Having calculated the β∆G(n), and hence obtained Z and n * as well, we are now in a position to predict J CNT (T ) according to Eq. 1, and we show the result in Fig. 3(b) . The agreement with J b is rather good, showing the greatest discrepancy near T = 0.4, i.e., near the maximum rate and where growth-limited nucleation begins. In this region, a finer estimate of the rate, J 2n * shows better agreement with J CNT . Also shown in Fig. 3(b) is the kinetic prefactor Zf + crit . Similarly to what was observed in Ref. [27] for the vapour to liquid transition, once the growth-limited nucleation regime is entered, the kinetic prefactor dictates the T dependence of the rate. Here, however, the finite free energy barrier that remains in the growth-limited regime, gives rise to a rate that is about an order of magnitude slower than the kinetic prefactor alone.
Eq. 1 is the CNT prediction of the rate that lacks any thermodynamic modelling of the work of forming a critical embryo. We have already seen that modelling β∆G(n) through Eq. 3 and estimating the thermody- namic quantities that enter it and Eq. 6 give rise to vastly inaccurate rate predictions. However, given the simplicity of the modelling and the extreme sensitivity of the rate to the various parameters, e.g., the logarithm of the rate depends on γ 3 and ∆H 2 , we can at least see whether the data and model support a self-consistent set of effective thermodynamic parameters and rationalize why they are different from the ones determined independently.
To this end, we plot in Fig. 14(a) for T ≥ 0.4, where we expect Eq. 6 to work, the quantity 2∆G * /n * , which according to Eq. 3 should equal ∆µ(T ), which in turn should be ∆µ(T ) = ∆H(1−T /T m )/N p ≈ ∆u−∆u T /T m . For the MFPT data plotted, we use ∆G * = ∆F * MFPT + ln N p . The MFPT and MC data have different slopes on account of having different n * below T = 0.480. Although linear fits to both MFPT and MC data sets look convincing, they yield values of ∆u = 0.83 and 1.27, respectively, that are significantly higher than the calculate value of 0.58, by factors of 1.4 and 2.2, respectively. Similar discrepancies have been noted for MC studies of nucleation in Ref. [43] , where across many state points the value of β∆µ obtained from fits to Eq. 3 were a factor of 2.5 higher than those calculated from thermodynamic integration, i.e., the true value.
In Fig. 14(b) , we plot γ = 3∆G * /S * , which again follows from Eq. 3, where S * is the area of the critical embryo. For a good range of both MC and MFPT data, γ is indeed constant, as assumed for Eq. 6. However, the value, as obtained from a fit to a constant of the MFPT data for T ≥ 0.41, is 0.16, roughly half the value of the expected value of 0.3. In Fig. 3(b) , we plot the result of using γ = 0.167 and ∆u = 0.83 (giving B = 0.168 and λ = 3.2 × 10 9 ) in Eq. 6, with rather satisfactory results.
Thus, while it is possible to arrive at effective values of γ and ∆µ or ∆u that give a very reasonable T dependence of the rate and that are consistent with the relationship between ∆G * and n * implied through Eq. 3, predicting these values from thermodynamics is difficult. The effective values of γ arising from CNT modelling tend to be significantly lower, while values of ∆u (or equivalently, ∆µ) tend to be higher than thermodynamic values.
In fact, there is a family of curves for pairs of not unreasonable values of γ and ∆u that produce similarly appealing curves, so long as γ 3 /∆u 2 = const. Acknowledging that the value of n * is more sensitive to the definition of an embryo than is β∆G * , we set ∆u = 0.58, our independently determined value, and find that a value of γ = 0.131 (yielding B = 0.166 and λ = 2.3 × 10 9 with f 0 , C, A and T m also at their independently determined values) produces J CNT (T ) according to Eq. 6 that fits the MD rates rather well. With these parameters, the CNT prediction for β∆G * from Eq. 7 in Fig. 13 (a) is rather good down to T = 0.395. The CNT prediction n * = 2Bk B T m /[∆u(T m − T ) 3 ] produces somewhat larger values than those directly obtained, as shown in Fig. 13(b) . This means that a one-parameter fit of the rate for γ reproduces the rate well, β∆G * well, but yields a value of γ that is significantly lower than expected.
Expanding on this last point, we plot again in Fig. 15 β∆G MC (n) from T = 0.485, along with three fits to Eq. 3 using 20 points on either side of the maximum: setting A = 7.6 and β∆µ = 0.257 as calculated from Eq. 4 with ∆u = 0.58 and T m = 0.618, yielding γ = 0.132 and a significantly larger n * ; setting A = 7.6, yielding β∆µ = 0.370 and γ = 0.165; and setting An 2/3 to a fit to the data for S(n) at T = 0.485 shown in Fig. 7 upper inset, yielding β∆µ = 0.168 and γ = 0.118. All three curves yield similar values of β∆G * with significantly different values of β∆µ and γ, with γ in all case significantly smaller than the expected value of 0.3. This is consistent with reports that different criteria for defining a crystalline particle yield curves with the same β∆G * but different n * [49] . The curve where we included an n dependence of the area of the embryo is an unsuccessful attempt to correct the deviation of the first fit from β∆G(n) at small n. We now explore the differences in n * between MC and MFPT results that begin to be felt at T = 0.475. According to MFTP, n * ≈ 100. In Fig. 16 we plot the probability density P (Q 6 ) for Q 6 , a global measure of the crystallinity of the system as a whole. We plot the negative of the logarithm of the distribution in order to view it as a free energy. Generally speaking, two factors contribute to the value of Q 6 , the number of crystal-like particles and the relative orientation of crystallites. For example, Q 6 will grow as the size of an fcc crystallite increases, but a large icosahedral embryo of similar size consisting of 20 fcc tetrahedra sharing a vertex, will have a lower value of Q 6 . In the first instance we calculate P (Q 6 ) from MD crystallization trajectories, using data up to the first time that n max reaches 100, utilizing all configurations with 60 ≥ n max ≥ 100 In this way, we consider embryos in the critical region but do not allow embryos to sample states beyond the critical size. The result is a unimodal P (Q 6 ) with a preferred value of Q 6 = 0.1. We refer to this value of Q 6 as high. If we consider embryos from all times along the trajectory, i.e., we allow the system to sample post-critical states and subsequently shrink back into the pre-critical region, the distribution changes by exhibiting a localized preference for Q 6 = 0.04 [a shallow minimum in − ln P (Q 6 )]. We refer to this value of Q 6 as low. Finally, we carry out MC simulations with hard wall constraints to enforce 60 ≥ n max ≥ 100. The resulting fee energy, also shown in Fig. 16 , shows that the relative preferences for high and low Q 6 structures are similar, but that there is a free energy barrier separating the two. Thus, although there exist qualitatively different equilibrium structures in the critical region (same n max , different Q 6 ), MD trajectories do not easily sample the low Q 6 states until after embryos have crossed into the post-critical region. The kinetics of crossing the small barrier for n max ≤ 100 are apparently significantly slower than structural changes occurring for n max > 100.
To develop a better picture of the process, we use the data from Fig. 16 to construct two-dimensional probability distributions in both Q 6 and n max . The results are plotted in Fig. 17 as contour plots of − ln P (n max , Q 6 ). For the equilibrium MC data in panel (a), we see a single trough coming into the critical region from n max = 60 and Q 6 = 0.1 that becomes fairly flat at larger n max . An exiting tough at low Q 6 develops near n max = 70 that become comparable in free energy to the incoming trough near n max = 80. While the apparent barrier in the MC data for the one-dimensional case is largely due to the existence of the local high Q 6 trough entering the region and the low Q 6 trough exiting the region, there still exists a very faint barrier separating the two Q 6 states at n max = 100 and somewhat larger barriers separating the two for smaller n max . By n max = 100, the low Q 6 exiting trough has a lower free energy than the high Q 6 flattened out trough.
Panel (b) of Fig. 17 shows MD data where post-critical embryos that retrace back below n max = 100 are counted. We see the noisy appearance of the low Q 6 exiting trough and a steepening of the of the incoming trough. For the MD data case that does not consider embryos with n max > 100, shown in panel (c), there is only the incoming high Q 6 trough with a maximum forming at n max = 100. The low Q 6 states are not visited. Thus, while it is possible for n max < 100 embryos to transform from high to low Q 6 , and both states have similar free energies, the kinetics of exploring across Q 6 are much slower than exploring along n max , at least in the range of n max considered. What we do not see, are two competing pathways entering the critical region. The exiting trough only forms near the critical region.
While we leave a more detailed study of these transformations near the critical region for the future, we show in Fig. 18 a series of snapshots of critical configurations from T = 0.485 down to T = 0.200. For T = 0.465 and above, we select both high and low Q 6 specimens. We assign particle types (fcc, hcp, icosahedral) through common neighbour analysis [50, 51] , which distinguishes between local structure by considering the number of com- mon neighbours two nearest neighbours share, as well as how those common neighbours are bonded. Before carrying out the CNA analysis, we identify the particles in the largest embryo, and then carry out a conjugate gradient quench of the system to remove vibrational displacements. It is these quenched structures that are presented in Fig. 18 , with particles originally in the largest embryo colour-coded, and the rest of the particles appearing in a faint shade.
While we present here only a handful of structures, the picture that emerge seems rather robust. The high Q 6 structures, Fig. 18(a, c, e) , appear to be stackings of fcc and hcp layers, while the low Q 6 structures appear to be multiply twinned structures, rich in hcp, and possessing 5-fold symmetry. For the lower T shown, the critical embryos are small and do not show secondary organization, but appear to be high in fcc. Thus the embryos belonging to the incoming free energy trough in Fig. 17 appear to be randomly close-packed structures, while differentiation to structures suggestive of icosahedra or decahedra, occurs as these embryos approach critical size.
For reference, we list various calculated quantities in Table II in Appendix A.
VII. DISCUSSION
Part of the motivation for this work comes from previous studies on the interpretation of β∆F * min approaching zero, its relation to nucleation rates and liquid metastability and the appropriateness of using the largest embryo in the system as an order parameter. While previous work misidentified this barrier disappearance as a condition for a spinodal (and the refutation of this pointed out its size dependence) [52] , it clearly signalled some sort of limit to metastability. The recent scenario laid out in Ref. [27] , namely that it signals unavoidable crystallization achieved through growth-limited nucleation, is supported by our work. By growth-limited nucleation we mean that with near certainty, somewhere in the system a critical nucleus will form through ∼ n * consecutive particle additions, and so crystallization is controlled by the rate at which liquid-like particles attach themselves to crystal-like ones. This is what we see when we predict the rate through Eq. 1, which matches MD rate determination for the entire range of T , as seen in Fig. 3(b) .
The case of gold particles studied in Ref. [20] remains a bit of a mystery, in that below β∆F * min = 0, β∆G * (T ) remains flat, while the rate increased. In order for Eq. 1 to work in this case, the attachment rate would need to increase with decreasing T . Perhaps some surface effect is responsible for such behaviour.
For our LJ clusters, where nucleation originates within the bulk, CNT as formulated for homogeneous nucleation for bulk liquids works quite well. We see that a controlling factor, despite the presence of the surface, is the temperature at which ∆µ = 0 in bulk systems. This T m from the bulk governs nucleation even in our finite-sized system where the coexistence temperature T c m is significantly lower than T m .
We find that the simple modelling often used in CNT, such as constant γ, ∆H and A, and Arrhenius temperature dependence of f + crit is supported by our results in independently determining these quantities. Using these quantities as calculated, except for changing the surface tension value to γ = 0.131, results in very good consistency between thermodynamics and rates, at least for T > 0.40. There is some ambiguity regarding the values of ∆H, or rather ∆µ, and γ when using the CNT model in Eq. 3 to compare independently calculated β∆G(n). The shape of the curves is quite different, particularly at small n, and changing the model slightly or fitting different portions of the curve results in quite different values of ∆µ and γ. While this is less of a problem for large embryos, it would be satisfying to achieve better comparison for smaller embryos as well. A more detailed examination of the crystal-liquid interface, as well as of the very initial stages of nucleation would be helpful in this regard.
The temperature T x = 0.395 at which system metastability is lost and growth-limited nucleation sets in is well approximated by the condition β∆G * = − ln N p [27] . As mentioned above, it is strange that the behaviour of β∆G(n), an intensive property, should alter its behaviour and stop evolving with T , as in Fig. 13(a) , once this system size dependent condition is met. The sudden flattening of β∆G * (T ) at T x either implies that there is a sudden change in one or more of the parameters appearing in B, or that the system is not in equilibrium below T x , even within our constrained MC simulations. Plotted for comparison in Fig. 13(a) is the behaviour of β∆G * expected from CNT given in Eq. 7. Falling out of equilibrium at and below T x is understandable in that as the liquid equilibrates from T = 0.53 to the T ≤ T x set by the thermostat, it must pass through a point at which its configurational properties are characteristic of T x , where crystallization proceeds in a down-hill fashion. Thus, for T < T x , the metastable liquid does not progress beyond T x in terms of a configurational temperature. That the system as a liquid does not reach metastable equilibrium is an idea supported by the potential energy time series at low T . The ability for the liquid to undergo significant diffusive motion (enough to form critical embryos) while not equilibrating itself may be due to a decoupling of diffusive and collective relation time scales characteristic of glassy dynamics [53] .
As for the MC simulations, the constraint should allow for equilibration to occur since the size of the largest embryo is constrained. It is perhaps likely that relaxation of the metastable liquid requires significantly longer times than our MC of 500000 iterations (5 × 10 6 displacement attempts per particle). And yet, the MC data produce rate predictions matching MD rate results (J b ) quite well even below T x , so this "early time" barrier may be the required quantity to measure. Questions about the relaxation of the liquid surrounding embryos are perhaps more easily addressed in bulk systems, where determining the dynamics of the system is somewhat more straightforward in the absence of a surface. Perhaps carefully equilibrated MC simulations will be able to probe lower T to see if in fact ∆G * disappears at a spinodal, where the liquid phase itself becomes unstable. However, it is unclear what dynamical signatures would be present, for example, in the τ (n) curves.
Commenting on early work [29] , where the free energy was calculated as a function of Q 6 -based determinations of the bulk and surface crystallinity, at T = 0.475 the barrier separating the liquid from a low Q 6 5-fold structure was 0.5k B T or less (as calculated by subtracting from the free energy of the saddle point the minimum value in the liquid basin), implying that the system as a liquid had (practically) lost stability at this T . However, here we see that at T = 0.475, β∆F * = 10, which is considerably higher. Thus, care must be taken when gauging phase stability from free energies based on Q 6 , as there are crystal-like states with values of Q 6 that overlap with those of the liquid.
In reconstructing barriers from MD data through the MFPT formalism, choosing an appropriate value of the absorbing boundary is not as straightforward as for the bulk system because of the presence of partially crystallized states of the cluster. However, we do achieve consistent results between MC and MFPT, up until the appearance of structures with 5-fold symmetry with free energies that compete with those of hcp-fcc stacked structures as they approach critical size. For T ≤ 0.475 the MFPT reconstructions continue to yield very similar barrier heights to MC, but somewhat larger value of n * . The pictures that emerges, based on limited calculations, is that pre-critical nuclei of one type, layered hcpfcc planes, but (at least) two types of structures, with different Q 6 values, leave the critical region. A small barrier in Q 6 appears to separate the two, thus preventing MD simulations from sampling the low Q 6 states until the embryo exceeds the critical size. It seems that small icosahedral nuclei are unfavourable. As nucleation in studied here occurs within the bulk of the cluster, perhaps a similar scenario occurs in bulk LJ. We look forward to exploring these issues in more detail in the near future.
VIII. CONCLUSIONS
We have calculated the rate of nucleation in a cluster of 600 LJ particles by calculating mean first-passage times of the largest embryo in the system through MD simulations. For several orders of magnitude, the rate follows expectations from CNT under the simplest of assumptions, namely a constant (ellipsoidal) shape of crystallites, a constant enthalpy difference, Arrhenius dependence of the attachment rate, a melting temperature following from the bulk and a constant surface tension. Treating the surface tension as a fitting parameter while independently calculating the other quantities results in excellent agreement with the temperature dependence of the rate and the work of forming critical nuclei, albeit with a rather small effective surface tension of γ = 0.131 and larger than expected critical embryo sizes, from T = 0.485 down to T ≈ 0.40.
The apparent values of γ and ∆µ can be increased in a way consistent with CNT as to largely preserve agreement on β∆G * and J(T ), but with a resulting change in n * . This is consistent with observations that different criteria for defining embryo sizes in simulations result in different n * but similar β∆G * [49] . A more careful approach to modelling the crystal-liquid interface as well as the initial stages of nucleation may reduce this ambiguity.
Near T x = 0.4, the rate starts approaching a maximum as the system loses its ability to maintain metastability, as evidenced by a monotonically decreasing free energy as function of the largest cluster size. At and below this temperature, crystallization proceeds through growth-limited nucleation. The liquid phase is not inherently unstable itself, as there is a finite work required to form critical nuclei, but rather the barrier has become sufficiently small, as determined approximately by β∆G * = ln N p . This picture follows what was observed for the vapour-liquid transition [27] .
Below T x , β∆G * and n * become constant with T , departing from CNT expectations. We speculate that this perhaps indicates that nucleation for T < T x proceeds in the still-equilibrating liquid as its configurational properties reach those that are characteristic of the liquid at T x . If this is true, reaching a predicted mean-field spinodal would be difficult to achieve in this system.
Regarding the spinodal scenario and the large predicted anisotropy of critical embryos at small T , we note that the anisotropy of critical embryos from different temperatures follows the same size dependence of the anisotropy of embryos taken at a single high T . Therefore, for the rather anisotropic critical embryos we observe at lower T , there is no anomalous increase in anisotropy as T decreases. If the spinodal exists, we do not detect its effects.
Surprisingly robust are the excellent predictions of the rate from MC-based calculations of β∆G * , Z and f + crit . The predictions match the rate over the entire T range studied.
Using the MFPT approach to reconstruct the free energy barrier gives the same results as MC calculations at high T . Related to this agreement is the proper normalization, or proper identification of the reference state, when using the free energy with largest cluster size as an order parameter to predict the nucleation rate. Simply taking the difference between the minimum and the maximum of β∆F (n) is incorrect, especially when barriers become low.
For our system, the free energy curves obtained from MFPT and MC show discrepancies in shape and n * (but not so much in height) because of the appearance of embryos with twinned structures exhibiting 5-fold symmetry. The differentiation between these and hcp-fcc stacked structures happens only in the critical region; pre-critical nuclei do not seem to possess the 5-fold symmetry of the icosahedral structures to which LJ clusters often freeze. In the critical region, there appears to be a small free energy barrier with Q 6 as an order parameter between the hcp-fcc and 5-fold structures, inhibiting MD trajectories from sampling the same structures accessible to constrained MC simulations. Small barriers obtained using Q 6 , or indeed global order parameters in general, are not necessarily good indicators of phase stability or ease of transition kinetics. 
