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Abstract. The main focus of this paper is Bott-Borel-Weil (BBW) theory for
basic classical Lie superalgebras. We take a purely algebraic self-contained ap-
proach to the problem. A new element in this study is twisting functors, which we
use in particular to prove that the top of the cohomology groups of BBW theory
for generic weights is described by the recently introduced star action. We also
study the algebra of regular functions, related to BBW theory. Then we introduce
a weaker form of genericness, relative to the Borel subalgebra and show that the
virtual BGG reciprocity of Gruson and Serganova becomes an actual reciprocity
in the relatively generic region. We also obtain a complete solution of BBW
theory for osp(m|2), D(2, 1;α), F (4) and G(3) with distinguished Borel subalge-
bra. Furthermore, we derive information about the category of finite dimensional
osp(m|2)-modules, such as BGG-type resolutions and Kostant homology of Kac
modules and the structure of projective modules.
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1. Introduction
The first results on BBW theory for Lie supergroups were obtained by Penkov
in [34]. Up to now, only the case of basic classical Lie superalgebras of type I with
distinguished Borel subalgebra is fully understood, see [13, 34, 42]. The further
study of BBW theory was mainly motivated by the quest for character formulae for
finite dimensional representations of classical Lie superalgebras, see e.g. [35, 36].
Therefore, the character of the cohomology groups was of importance, rather than
the g-module structure, and only BBW theory for dominant weights was relevant.
The character problem was settled, with the aid of BBW theory, by Serganova in [37]
for gl(m|n) and by Gruson and Serganova in [20] for osp(m|2n). BBW theory for
the distinguished Borel subalgebra and dominant weights has been calculated for
the algebras osp(3|2) and D(2, 1;α) by Germoni in [18] and for G(3) and F (4) by
Martirosyan in [27], all these are of type II.
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In this paper, we are interested in the full g-module structure of the cohomology
groups of BBW theory for arbitrary weights and Borel subalgebras. We also study
the Zuckerman functor, the algebra of regular functions and twisting functors, which
are ingredients for several BBW-type theories, including actual BBW theory. We
take a purely algebraic and categorical approach to BBW theory, rather than the
geometric approach in [34], but show the equivalence of both. This approach is
closely related to the one of Santos in [13] or Zhang in [42]. This leads to a more
direct derivation of results of algebraic nature in e.g. [13, 20, 21] and a unifying
treatment of main results on BBW theory for basic classical Lie superalgebras in [13,
20, 21, 34, 36, 42].
One of the main new conclusions on BBW theory is that, for non-dominant
weights, the cohomology groups are in general only highest weight modules if g
is of type I and if the distinguished Borel subalgebra is considered. This follows in
particular from our restriction to the generic region, i.e. weights far away from the
walls of the Weyl chamber. It is known from [36] that, in that region, the coho-
mology is contained in one degree. We show that, even though the character of the
corresponding module is given by the character of a highest weight module, the top
of the module does not correspond to the simple subquotient with highest weight.
Using twisting functors, introduced in [1, 2] and generalised to Lie superalgebras
in [7, 11], we prove that, while the character of the module is described by the dot
action of the Weyl group, the top of the module is described by the star action.
The star action is a deformation of the dot action, introduced in [11]. In the generic
region, the star action leads to an action of the Weyl group, which describes e.g. the
primitive spectrum, see [11] and Section 8 in [10]. Only for algebras of type I with
distinguished Borel subalgebra, does the star action coincide with the dot action, in
the generic region.
We also obtain a full solution of BBW theory for osp(m|2) for arbitrary m,
D(2, 1;α), F (4) and G(3) with distinguished Borel subalgebra, but for arbitrary
weights. This confirms in particular the general results in the generic region.
Furthermore, we obtain several other homological results on the category of finite
dimensional representations for osp(m|2), relying on results of Su and Zhang in [39].
We calculate Kostant cohomology for Kac modules and discuss the existence of
BGG type resolutions for these modules, revealing important differences with basic
classical Lie superalgebras of type I.
For basic classical Lie superalgebras of type I with distinguished Borel subalgebra,
the category of finite dimensional weight modules has the structure of a highest
weight category, where the Kac modules are the standard modules. This resembles
a parabolic category O, as made very explicit in [5], and in particular the BGG
reciprocity holds, see e.g. [4, 43]. This was used by Brundan in [3] to provide
an alternative solution to the character problem for gl(m|n). For basic classical Lie
superalgebras of type II, or those of type I regarded from the point of view of another
Borel subalgebra, there is no analogue of the standard module and the category of
finite dimensional modules is not of highest weight type.
The Kac module for basic classical Lie superalgebras of type I can be identi-
fied with the zero cohomology of BBW theory for integral dominant weights and
the distinguished Borel subalgebra, and the higher cohomology groups are trivial.
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For arbitrary basic classical Lie superalgebras and Borel subalgebras, Gruson and
Serganova associated a virtual module in the Grothendieck group to the cohomol-
ogy groups of BBW theory for integral dominant weights in [21]. This setup was
used to prove a virtual BGG reciprocity. This was applied to find a solution for the
character problem for osp(m|2n), alternative to [20], and closer to the approach for
gl(m|n) in [3].
In the current paper, we introduce a weaker version of the concept of generic
weights, depending on the Borel subalgebra and called relative genericness. For
the particular case of basic classical Lie superalgebras of type I with distinguished
Borel subalgebra, the condition becomes trivial. We prove that for relatively generic
weights, the cohomology groups of BBW theory are contained in one degree. This
connects the corresponding result for type I with the one for generic weights. Then
we show that in the relatively generic region, the zero cohomology of BBW theory
for integral dominant weights, called generalised Kac modules, behave as standard
modules. So, in particular, projective modules have a filtration by the standard
modules, satisfying a BGG reciprocity relation, which strengthens the virtual BGG
reciprocity of [21] to a real one in the relatively generic region. For algebras of type I
with distinguished Borel subalgebra, this recovers the full BGG reciprocity in [43].
Also for algebras of type II with distinguished Borel subalgebra, the condition of
relative genericness is very weak.
The paper is organised as follows. In Section 2 we recall some preliminary notions.
In Section 3 we obtain categorical reformulations of BBW theory in terms of the
Zuckerman functor and Lie superalgebra cohomology. In Section 4 we study the
algebra of matrix elements of finite dimensional Lie supergroup representations.
This is motivated by the role in BBW theory and the appearance of this algebra
in physical theories, see e.g. [30]. We also describe certain analogues of BBW
theory. In Section 5 we study the cohomology groups of BBW theory, restricted as
g0¯-modules. One particular motivation to do this originates from the subsequent
results on generic weights and the special cases of osp(m|2), D(2, 1;α), F (4) and
G(3). These results imply that, often, the modules appearing in higher cohomologies
of BBW theory are the same ones as in the zero degree, when restricted to g0¯-
modules, but not as g-modules. In particular, we obtain an explicit finite complex
which computes Kostant cohomology of projective modules in Theorem 5.2. In
Section 6 we briefly review the super analogues of the technique of Demazure in [14]
and show how it leads to a solution for BBW theory for typical weights and for
basic classical Lie superalgebras of type I with distinguished Borel subalgebra. The
results on BBW theory for generic weights are discussed in Section 7. In Section 8
we define a version of genericness related to a particular parabolic subalgebra and
show its relevance for BBW theory. In Section 9 we prove the generalised notion for
BGG reciprocity in the relative generic region of the categories of finite dimensional
representations. In Section 10 we obtain the solution to BBW theory for osp(m|2),
D(2, 1;α), F (4) and G(3) with distinguished Borel subalgebra. In Section 11 we
study homological properties of Kac modules for osp(m|2). In Section 12 we present
a unifying formula for Kostant cohomology of projective modules for typical and
generic weights. This formula also holds for arbitrary weights for the distinguished
Borel subalgebra for either Lie superalgebras of type II with defect one, or Lie
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superalgebras of type I. We prove that this formula does not hold in general for Lie
superalgebras of type II with defect higher than one. In Appendix A we derive some
results on twisting functors which are applied in other parts of the paper.
2. Preliminaries
2.1. Basic classical Lie superalgebras.
Definition 2.1. For any Lie superalgebra c, let C(c) denote the category of c-
modules. For a subalgebra a of c0¯, let C(c, a) denote the category of all c-modules
which are locally U(a)-finite and a-semisimple.
The category C(c, a) is sometimes referred to as the category of Harish-Chandra
modules and denoted by HC(c, a).
We will always use the notation g for a basic classical Lie superalgebra, see [6, 24,
33]. The underlying Lie algebra is denoted by g0¯ and the odd part by g1¯, g = g0⊕g1¯.
There exist two types of basic classical Lie superalgebras (excluding Lie algebras),
see Chapters 2 and 4 in [33] for the explicit definition of the Lie superalgebras we
introduce. For type I, the adjoint representation of g0¯ in g1¯ decomposes into two
irreducible representations. Such Lie superalgebras have a Z-grading of the form
g = g−1 ⊕ g0 ⊕ g1 , with g0¯ = g0 and g1¯ = g−1 ⊕ g1.
The list of basic classical Lie superalgebras of type I consists of osp(2|2n), sl(m|n)
for m 6= n and psl(n|n).
For the basic classical Lie superalgebras of type II, the adjoint representation of
g0¯ in g1¯ is irreducible. Such Lie superalgebras have a Z-grading of the form
g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2 , with g0¯ = g−2 ⊕ g0 ⊕ g2 and g1¯ = g−1 ⊕ g1.
The list of basic classical Lie superalgebras of type II consists of osp(m|2n) for
m 6= 2, D(2, 1;α), F (4) and G(3).
An arbitrary Borel subalgebra of g (see Chapter 3 of [33]) will be denoted by b.
Since these Borel subalgebras are not always conjugate under the action of the Weyl
group, the BBW problem is not equivalent for different Borel subalgebras, so we
cannot restrict to one choice. However, we can consider the even part of the Borel
subalgebra (b0¯ = b∩g0¯) to be fixed throughout the paper, without loss of generality.
The distinguished system Borel subalgebra (see [24]) is denoted by bd. The set of
positive roots corresponding to the Borel subalgebra b is denoted by ∆+ ⊂ h∗. The
relations ∆+ = ∆+
0¯
∪∆+
1¯
and ∆+
0¯
∩∆+
1¯
= 0 hold, with ∆+
0¯
the set of even positive roots
and ∆+
1¯
the set of odd positive roots. We define ρ0¯ =
1
2
∑
α∈∆+
0¯
α, ρ1¯ =
1
2
∑
γ∈∆+
1¯
γ
and ρ = ρ0¯ − ρ1¯. For any non-isotropic root α, we introduce α∨ = 2α/〈α, α〉. If α
is simple in ∆+, we have 〈α∨, ρ〉 = 1.
The set of integral weights is denoted by P ⊂ h∗, these are the weights which occur
in finite dimensional weight modules. The set of g-integral dominant weights P+ ⊂
h∗ is the set of weights such that there is a corresponding finite dimensional highest
weight representation, this set depends on the choice of Borel algebra. Similarly,
P+
0¯
⊂ h∗ denotes the set of g0¯-integrable dominant weights. Only for osp(1|2n)
and basic classical Lie superalgebras of type I with distinguished system of positive
roots, we have the equality P+ = P+
0¯
. Otherwise, P+ is a non-trivial subset of P+
0
.
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We denote by p a parabolic subalgebra of the Lie superalgebra g, i.e. a subalgebra
containing a Borel subalgebra b, see e.g. [6, 33]. We will always assume that
the corresponding Levi subalgebra l has the property that all its finite dimensional
modules, which are semisimple for the Cartan subalgebra, are semisimple for the full
algebra, then we say that l is of typical type. This implies that l is isomorphic to the
direct sum of reductive Lie algebras and Lie superalgebras of the form osp(1|2n).
Unless g ∈ {osp(2d + 1|2n), G(3)}, this condition is equivalent to l ⊂ g0¯. The
nilradical of the parabolic subalgebra p is denoted by u, p = l ⊕ u. The dual of
the nilradical is denoted by u, so g = u ⊕ p. The symbol h is used for the Cartan
subalgebra of g contained in b, which is also a Cartan subalgebra of g0¯. In case
p = b, we have l = h and then we use the notation n for u. The dual of the Borel
subalgebra is denoted by b = h⊕ n.
For any Lie superalgebra c and a representation on a super vector space M , the
dual representation is defined on the vector space M∗ = HomC(M,C), as (Xα)(v) =
−(−1)|α||v|α(Xv) for α ∈ M∗, v ∈ M and X ∈ c. This module is also denoted by
M∗. For g a basic classical Lie superalgebra and † a Lie superalgebra automorphism
mapping gα to g−α, the twisted dual of a finite dimensional module M is also
described on the space HomC(M,C), but as (Xα)(v) = α(X†v). This module is
denoted by M∨.
For c a (parabolic subalgebra of a) basic classical Lie superalgebra or reductive
Lie algebra, we denote the irreducible highest weight representation with highest
weight µ by Lµ(c). We use the short-hand notation Lλ = Lλ(g), L
0¯
λ = Lλ(g0¯) and
L0λ = Lλ(g0). We denote the Verma module for any µ ∈ h∗ by Mµ = U(g)⊗U(b)Lµ(b).
If we want to mention the Borel subalgebra which is used in the definition of the
Verma module or the simple module we use the notation M
(b)
µ and L
(b)
λ .
We denote the indecomposable projective cover of Lλ in the BGG category O (see
[4, 33]) by POλ . For Λ integral dominant we denote the indecomposable projective
cover of LΛ in the category F of finite dimensional weight modules (see [21, 37, 43])
by PFΛ . Category O is naturally isomorphic to a subcategory of C(g, h) and will
sometimes silently be identified with this subcategory. To make a distinction we
denote the BGG category for g0¯ by O0¯.
2.2. Actions of the Weyl group. For basic classical Lie superalgebras, the Weyl
group W = W (g0¯ : h) is that of the underlying Lie algebra. For any α, simple in
∆+
0¯
, we denote the simple reflection by sα. The length of an element w of the Weyl
group is denoted by l(w). The set of all elements with length p is denoted by W (p).
For each system of positive roots, the ρ-shifted action of the Weyl group W of g
is denoted by w ·λ = w(λ+ ρ)− ρ for w ∈ W and λ ∈ h∗. As in [33], we will denote
the ρ0¯-shifted action of W on h
∗ by w ◦ λ = w(λ+ ρ0¯)− ρ0¯.
We will need the following two sets:
(2.1) Γ+ = {
∑
α∈I
α |I ⊂ ∆+
1¯
} and Γ˜ = {
∑
α∈I
α | I ⊂ ∆1¯}.
Note that we interpret these sets with multiplicities, so even if
∑
α∈I α =
∑
α∈I′ α,
the left-hand and right-hand are regarded as two distinct elements if I 6= I ′. We
have the equality of sets
(2.2) w ◦ (λ− Γ+) = w · λ− Γ+ for any λ ∈ h∗,
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see Section 0.5 in [32] or the proof of Lemma 3 in [20].
At certain points we will derive results specific to weights far away from the walls
of the Weyl chambers. Such weights are often called generic and the corresponding
highest weight modules have been studied in e.g. [11, 35, 36]. In the following, the
notion of Weyl chambers refers to the Weyl chambers of the ρ0¯-shifted action.
Definition 2.2. (i) A weight λ ∈ h∗ is Γ+-generic if all weights in the set λ − Γ+
are inside the same Weyl chamber.
(ii) A weight λ ∈ h∗ is Γ˜-generic if all weights in the set λ− Γ˜ are inside the same
Weyl chamber.
(iii) A weight λ ∈ h∗ is called generic if every weight in the set λ−Γ+ is Γ˜-generic.
The set Γ˜ is invariant under the Weyl group, which is a consequence of the fact
that Λg1¯ is a finite dimensional g0¯-module. Thus, a weight λ is Γ˜-generic if and only
if w ◦ λ is Γ˜-generic for an arbitrary w ∈ W . Furthermore, equation (2.2) implies
that a weight λ is Γ+-generic if and only if w ·λ is Γ+-generic for an arbitrary w ∈ W .
By the same reason, λ is generic if and only if w · λ is generic for w ∈ W .
We note that the notion of Γ˜-generic weight in Definition 2.2 is identical to the
notion of weakly generic weights of Definition 7.1 in [11]. The notion of genericness
of Definition 2.2 coincides with the one in Definition 7.1 in [11].
Since we assume that two different Borel subalgebras have the same underlying
even Borel subalgebra b0¯ = b ∩ g0¯, the notion of a highest weight module does not
depend on the choice of b. Consequently the BGG category O coincides for both
Borel subalgebras, even though the structure as a highest weight category differs.
How the highest weight of a highest weight representations in different systems
of positive roots are related is described by the technique of odd reflections, see
e.g. [33, 38].
The ρ-shifted action of the Weyl group depends essentially on the choice of Borel
subalgebra in the atypical region. More precisely, the sets of simple modules, of
highest weight type, linked together by the condition that the highest weights, for
the system of positive roots ∆+, are in the same ρ-shifted orbit, are different for
each choice of ∆+. This is possible since atypical central characters correspond to
an infinite number of Weyl group orbits (for a fixed Borel subalgebra), contrary to
the situation for simple Lie algebras. For Γ˜-generic weights this can be solved by
considering star actions as in Section 8.1 in [11], as explained below. If we want to
mention the Borel subalgebra which is used explicitly, we denote the star action by
∗b. The principle of this action can be described as follows. For a weight λ and a
simple reflection sα, let λ˜ denote the highest weight of L
(b)
λ in the system of positive
roots ∆˜+ (with ∆˜+
0¯
= ∆+
0¯
and with corresponding Borel subalgebra b˜) in which α
or α/2 is simple, in particular L
(b)
λ
∼= L(b˜)
λ˜
. The simple star reflection sα ∗b λ is then
defined as the highest weight of the module L(b˜)(sα(λ˜ + ρ˜) − ρ˜) in the system of
positive roots ∆+. The results of [11] then imply that for Γ˜-generic weights this (i)
leads to an action of the Weyl group (i.e. the simple reflections satisfy the braid
relations) and (ii) is independent of the choice of the specific ∆˜+ (assuming of course
that for each simple reflection s, the system ∆˜+ is chosen such that s corresponds
to a simple root). By definition, we then have that for a Γ˜-generic weight λ and two
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Borel subalgebras b and b˜ with b0¯ = b˜0¯
L
(b)
w∗bλ
∼= L(b˜)
w∗b˜λ˜ for every w ∈ W.
Therefore, in the generic region the star action of the Weyl group does not depend
essentially on the choice of Borel subalgebra.
Only in case g is of type I and b = bd, we have the equality w∗bdλ = w(λ+ρd)−ρd.
Consider a Levi subalgebra l0¯ of g0¯. Every w ∈ W decomposes as w = w1w1 with
w1 ∈ W (l0¯ : h) and where w1 maps l0¯-dominant weights to l0¯-dominant weights, see
Propositions 3.4 and 3.5 in [26]. We denote the set of all such w1 by W 1(l0¯).
2.3. Zuckerman functor, induction functor and generalised Kac modules.
Now we introduce the Zuckerman functor, see [16, 17, 29, 42].
Definition 2.3. Consider a Lie superalgebra l of typical type, which is a subalgebra
of a basic classical Lie superalgebra g. The Zuckerman functor
S : C(g, l)→ C(g, g0)
sends a module M in the category C(g, l) to M [g0¯], the maximal g-submodule which
is locally U(g0¯)-finite and g0¯-semisimple.
This is a left exact functor (see e.g. Lemma 4.1 in [42]) and its right derived
functors are denoted by RkS : C(g, l)→ C(g, g0).
We define the Bernstein functor as the adjoint of the Zuckerman functor.
Definition 2.4. The Bernstein functor Γ : C(g, l)→ C(g, g0¯) maps M to its maximal
locally finite quotient of a module M ∈ C(g, l). This functor is right exact and its
left derived functors are denoted by LkΓ.
From the definition, it follows that if M ∈ O, then RkS(M) = (LkΓ(M∨))∨, with
∨ the duality on O, see Section 3.2 in [23].
Consider two Lie superalgebras c1 and c2 such that c2 is a subalgebra of c1. We
denote the forgetful functor C(c1) → C(c2) by Resc1c2 . The same notation will be
used for the forgetful functor C(c1, a1) → C(c2, a2) if also a2 ⊂ a1. The induction
and coinduction functors are denoted respectively by Indc1c2 : C(c2) → C(c1) and
Coindc1c2 : C(c2)→ C(c1). Their action on a c2-module V is given by
Indc1c2V = U(c1)⊗U(c2) V and Coindc1c2V = HomU(c2)(U(c1), V ).
We summarise a few facts about these functors, which will be useful in later
sections.
Lemma 2.5. (i)For any basic classical Lie superalgebra g with parabolic subalgebra
p = l⊕ u such that l is of typical type, the functor Coindgp restricts to a functor
Coindgp : C(p, l)→ C(g, l),
which is exact. Moreover, this functor maps injective modules in C(p, l) to injective
modules in C(g, l).
(ii) The functors Indgg0¯ and Coind
g
g0¯
are isomorphic.
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Proof. Consider V ∈ C(p, l). As an l-module we have
HomU(p)(U(g), V ) ∼= (U(u))∗ ⊗ V.
Since the l-module U(u) ∼= S(u) = ⊕∞k=0 Sk(u) is the direct sum of finite dimensional
l-modules, it follows that HomU(p)(U(g), V ) ∈ C(g, l). Its exactness is proved in
Section 2 of [4]. The fact that it maps injective modules to injective modules is
proved in Corollary 4.1 of [42]. This concludes (i).
Part (ii) follows from the fact that U(g0¯) ↪→ U(g) is a finite ring extension and
the fact that the g0¯-module Λg1¯ is self-dual. 
Contrary to the classical case, the maximal finite dimensional quotient of an
integral dominant Verma module is not the corresponding simple finite dimensional
module. We introduce the following notation for the corresponding module,
K
(b)
Λ := Γ(M
(b)
Λ ).
SoK
(b)
Λ is the maximal finite dimensional highest weight module wight highest weight
Λ and we have Top(K
(b)
Λ )
∼= L(b)Λ .
For each basic classical Lie superalgebra g and Λ ∈ P+ we define the Kac module
KΛ as in [24]. For g of type I this module is defined as the parabolically induced
module
KΛ = U(g)⊗U(g0⊕g1) L0Λ.
For g of type II the Kac module is defined as
(2.3) KΛ = KΛ/NΛ with KΛ = U(g)⊗U(g0⊕g1⊕g2) L0Λ
and NΛ = U(g)Y
b+1
−φ ⊗L0Λ with φ the longest simple positive root of g0¯ hidden behind
the odd simple root and b = 〈Λ, φ∨〉. For both cases we have KΛ = K(b
d)
Λ with b
d
the distinguished Borel subalgebra, see Lemma 3.5. Because of this property we will
call the module K
(b)
Λ , for an arbitrary Borel subalgebra b, a generalised Kac module.
2.4. Lie superalgebra cohomology and twisting functors. We will make ex-
tensive use of the algebra (co)homology of the nilradical u of the parabolic sub-
algebra p. We denote by Hk(u,M) the k-th cohomology group of u-cohomology
with values in the u-module M and by Hk(u,M) the k-th homology group. When
M is considered to be a (finite dimensional or unitarisable) g-module, this is usu-
ally referred to as Kostant cohomology and was studied in the Lie algebra setting
in [25]. For Lie superalgebras, an overview of the definitions, some basic properties
and connection with Ext functors is presented in Section 6.4 in [6], Section 4 of [8]
or Chapter 16 in [33]. If M is a g-module, the u-(co)homology groups are naturally
l-modules.
For V ∈ C(p, l), and µ ∈ h∗ an integral dominant l-weight, the equality
(2.4) Homl(Lµ(l), H
k(u, V )) = ExtkC(p,l)(Lµ(p), V )
follows from the equalities Homl(Lµ(l), H
k(u, V )) = Homl(C, Hk(u, Lµ(l)∗ ⊗ V ))
and ExtkC(p,l)(Lµ(p), V ) = Ext
k
C(p,l)(C, Lµ(p)∗ ⊗ V ) and the fact that the standard
projective resolution of C in C(u) (see e.g. Section 6.5.2 in [6], Lemma 4.7 in [8] or
Section 7 in [41]) can be interpreted as a projective resolution in C(p, l).
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In Section 5 of [11] the twisting functor Tα on category O was introduced for
every α simple in ∆+
0¯
. This is a generalisation of the Arkhipov twisting functor on
category O for semisimple Lie algebras, studied in e.g. [1, 2, 28, 29]. The twisting
functors are right exact and we denote the left derived functors by LiTα. If we
denote by T 0¯α the twisting functor on O0¯, Lemma 5.1 and equation (5.1) in [11] state
the following useful properties:
(2.5) LiTα ◦ Indgg0¯ ∼= Indgg0¯ ◦ LiT 0¯α and Resgg0¯ ◦ LiTα ∼= LiT 0¯α ◦ Resgg0¯ for i ∈ N.
The twisting functors satisfy braid relations, so in particular we can define the
functor Tw for w ∈ W as the the composition Tα1 ◦ Tα2 · · ·Tαp for sα1sα2 · · · sαp an
arbitrary reduced expression for w, see Lemma 5.3 in [11]. The right adjoint functor
of Tα on O is denoted by Gα. By definition, this functor inherits the intertwining
properties in equation (2.5) and the braid relations from Tα.
The twisting functors have an interesting relation with Verma modules.
Lemma 2.6 (Lemma 5.7 in [11]). Consider α simple in ∆+
0¯
and λ ∈ h∗. Assume
that either
• α or α/2 is simple in ∆+, or
• λ is typical.
Then TαMλ = Msα·λ unless 〈λ, α∨〉 ∈ Z with 〈λ+ ρ, α∨〉 < 0.
In the current paper we will derive some further properties of these twisting
functors in Appendix A.
3. Reformulations of Bott-Borel-Weil theory
We use the notation g for a basic classical Lie superalgebra with parabolic subal-
gebra p = l ⊕ u as in the prelimiaries (so in particular l is of typical type). BBW
theory is defined through a connected Lie supergroup G (with Lie superalgebra g)
with a subsupergroup P with Lie superalgebra p, see e.g. [20, 21, 34, 36]. Consider
a P -module V and the corresponding vector bundle V = G×P V . In [34] the sheaf
cohomology or Cˇech cohomology on such vector bundles was introduced. Since the
sheaf of sections on V is a g-sheaf, the space of holomorphic sections H0(G/P,V) and
the higher cohomology groups Hk(G/P,V) are g-modules. As in [20, 21] we define
Γk(G/P, V ) = H
k(G/P,G×P V ∗)∗. We are interested in calculating Γk(G/P,Lµ(p))
for an l-dominant µ ∈ P . The main results of this section are summarised in the
following proposition and theorem.
Proposition 3.1. The cohomology groups of the g-sheaf of sections on the vector
bundle G×P V with V ∈ C(p, l) satisfy
(i) Hk(G/P,G×P V )) = RkS(Coindgp(V ))
(ii) Γk(G/P, V ) = LkΓ(IndgpV )
(iii) Hk(G/P,G×P V ) = HomU(l)(C, Hk(u, V ⊗R)),
with R ∼= C[G] the g-bimodule corresponding to the algebra of matrix elements of
the finite dimensional weight modules of g (finite dimensional G-modules).
This g-bimodule R will be studied in full detail in Section 4.
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Theorem 3.2. For any integral dominant l-weight µ ∈ h∗, we have
(i) Γk(G/P,Lµ(p)) = Γk(G/B,Lµ(b))
(ii) Γk(G/B,Lµ(b)) = LkΓ(M(µ)) =
(
ExtkO(M(µ),R)
)∗
(iii) Hk(G/B,G×B L−µ(b)) = ExtkO(M(µ),R).
In particular Theorem 3.2(i) implies that the solution of BBW theory for the
Borel subalgebra is sufficient for our range of parabolic subalgebras. The remainder
of this section is mainly devoted to proving Proposition 3.1 and Theorem 3.2. We
note that Theorem 3.2(i) can also be obtained as a special case of the Leray spectral
sequence in Theorem 1 of [20], but we provide an alternative proof.
Proof of Proposition 3.1. The g-module H0(G/P,G×P V ) is isomorphic to
(3.1) (R⊗ V )P = S(HomU(p)(U(g), V )) = S(Coindgp(V ))
see e.g. the proof of Lemma 2 in [20] and the subsequent Lemma 4.2. Since these
identities are functorial we obtain that the functors H0(G/P,G×P−) and S◦Coindgp
acting between
C(p, l)→ C(g, g0¯)
are identical. Therefore their derived functors are also identical. Since Coindgp :
C(p, l) → C(g, l) is exact and maps injective modules to injective modules, see
Lemma 2.5, the right derived functors of the left exact functor S ◦Coindgp are given
by Rk(S ◦ Coindgp) = RkS ◦ Coindgp.
Since the functors Hk(G/P,G ×P −) are the right derived functors of the left
exact functor H0(G/P,G×P −) : C(p, l)→ C(g, g0¯), Proposition 3.1(i) follows.
Proposition 3.1(ii) is just a reformulation of this result.
Proposition 3.1(iii) can be proved similarly to Lemma 5.1 in [17], but here we take
a more direct approach. For k = 0, equation (3.1) implies
H0(G/P,G×P V ) ∼= Homp(C,R⊗ V ) ∼= HomC(p,l)(C,R⊗ V ).
The equality of the higher cohomologies then follows from taking derived functors
and equation (2.4). 
Before proving Theorem 3.2 we focus on the following lemma.
Lemma 3.3. Let µ be an integral dominant l-weight and V ∈ C(p, l), then
ExtkC(p,l)(Lµ(p), V ) ∼= ExtkC(b,h)(Lµ(b), V ) and
Lµ(l) ⊂ Hk(u, V ) ⇔ Cµ ⊂ Hk(n, V ).
Proof. We prove, more generally, that the functors
ExtkC(p,l)(Lµ(p),−) and ExtkC(b,h)(Lµ(b),−) ◦ Respb,(3.2)
acting from C(p, l) to Set, are isomorphic. This property clearly holds for k = 0.
Now we prove that injective modules in C(p, l) are mapped by Respb to acyclic
modules of the functor HomC(b,l)(Lµ(b),−). These injective modules are direct sum-
mands of modules of the form I = HomU(l)(U(p), Lκ(l)), see [22]. Since we have
RespbI
∼= HomU(bl)(U(b),ReslblLκ(l)),
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with bl := b ∩ l, we can apply equation (2.4) and Frobenius reciprocity to obtain
Extk(b,h)(Lµ(b), I) = Ext
k
(bl,h)
(Lµ(bl), Lκ(l))
= Homh(Cµ, Hk(nl, Lκ(l))).
Since µ is l-integral dominant and l is of typical type, Kostant cohomology for
l = n−l ⊕ h ⊕ nl implies that the expression above can only be non-zero if k = 0,
see [17, 25, 9]. This proves that Respl maps injective modules in C(p, l) to acyclic
modules for HomC(b,l)(Lµ(b),−) if µ is l-integral dominant.
The Grothendieck spectral sequence of Section 5.8 in [41] then implies that the
functor on the right-hand side of equation (3.2) is the derived functor of the functor
for k = 0, from which the equality follows. 
Proof of Theorem 3.2. Proposition 3.1(iii) and equation (2.4) imply that
Hk(G/P,G×P Lµ(p)∗) = HomU(l)(Lµ(p), Hk(u,⊗R))
= ExtkC(p,l)(Lµ(p),R).(3.3)
Theorem 3.2(i) therefore follows from Lemma 3.3.
Equation (3.3) implies, through Frobenius reciprocity, that we have
Hk(G/P,G×B Lµ(b)∗) = ExtkC(g,h)(Mµ,R).
Since O is extension full in C(g, h), see Theorem 24 in [12] or Theorem 6.15 in [23],
this implies Theorem 3.2(iii). The first equality in Theorem 3.2(ii) is a special
case of Proposition 3.1(ii), the second equality is an immediate reformulation of
Theorem 3.2(iii). 
Corollary 3.4. The g-module Γk(G/P,Lµ(p)) admits the central character χµ.
Now we show that the Kac modules for both types of basic classical Lie superal-
gebras are a special case of the generalised Kac modules and thus correspond to the
zero cohomology of BBW theory for the distinguished Borel subalgebra.
Lemma 3.5. Consider a basic classical Lie superalgebra g with distinguished Borel
subalgebra bd and Λ ∈ P+ an integral dominant weight. The maximal finite dimen-
sional quotient K
(bd)
Λ = Γ(M
(bd)
Λ ) of the Verma module M
(bd)
Λ is equal to the Kac
module KΛ.
Proof. The lemma follows from the fact that all the g0¯-highest weight vectors in
MΛ which do not have an integral dominant highest weight need to be inside the
submodule that will be factored out, the fact that KΛ is finite dimensional and the
definition of the Kac modules in Subsection 2.3. 
4. The algebra of regular functions and the Zuckerman functor
4.1. The algebra of regular functions. In this subsection we study the g-bimodule
R that appeared in Proposition 3.1 and Theorem 3.2, given by the algebra of regular
functions on the supergroup G. The universal enveloping algebra U(g) is a g × g-
module for left and right multiplication. The dual space U(g)∗ = HomC(U(g),C)
inherits a g× g-representation structure from U(g). The universal enveloping alge-
bra also possesses the structure of a super cocommutative Hopf superalgebra with
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comultiplication ∆(X) = X ⊗ 1 + 1 ⊗ X for X ∈ g, see e.g. [31, 42]. This gives
U(g)∗ the structure of a super commutative Hopf superalgebra.
Lemma 4.1. Taking the maximal subspace of U(g)∗ which is locally finite for the left
or the right g-action gives the same g× g submodule U(g)◦ of U(g)∗. This bimodule
is isomorphic to the finite dual of the Hopf superalgebra U(g). In particular, this
gives U(g)0 the structure of a super commutative algebra.
As an algebra and as a g-bimodule, U(g)◦ is isomorphic to the algebra of matrix
elements of finite dimensional g-representations.
Proof. The first paragraph follows from Lemma 9.1.1 in [31] or Lemma 3.1 in [42].
A matrix element of a g-module V is in particular an element of U(g)∗. The
left and right g-action acting on that matrix element generate a subquotient of
V ∗ ⊗ V , so in particular, if V is finite dimensional, the matrix elements constitute
a locally finite g× g-submodule of U(g)∗, so a submodule of U(g)◦. Similarly, every
element of U(g)◦ can be interpreted as the matrix element of a finite dimensional
representation. 
Lemma 4.2. The algebra R, of matrix elements of finite dimensional weight mod-
ules of g, is isomorphic to the module obtained by to taking the maximal h-semisimple
submodule of U(g)0 on the left or right hand side. Consequently we have R =
S(U(g)∗), with the Zuckerman functor S : C(g) → C(g, g0¯) acting from the right or
the left.
Proof. This follows from the interpretation of R and U(g)◦, respectively as matrix
elements of finite dimensional modules and finite dimensional weight modules. 
Based on Proposition 3.1(iii) and Theorem 3.2(ii) for k = 0 and Lemma 3.5, we
obtain the following property.
Corollary 4.3. The g-bimodule R satisfies the property
H0(u,R) ∼=
⊕
Λ∈P+
LΛ(l)× (K(b)Λ )∗ as l× g-modules.
As in [40], we define the h× g-module F (g) = H0(n,R) and the g-module
µF (g) = Homh(Cµ, F (g)) = Homb(Cµ,R),
for µ ∈ h∗. Since the elements of n act as superderivations on R (satisfying a graded
Leibniz rule), the subspace F (g) of R is actually a subalgebra.
The following theorem extends the result of Wallach in Theorem 5.1 of [40].
Theorem 4.4. The g-module F (g) contains every module K
(b)
Λ exactly once,
F (g) ∼=
⊕
Λ∈P+
(
K
(b)
Λ
)∗
.
Furthermore, µF (g) ∼=
(
K
(b)
µ
)∗
if µ is integral dominant and µF (g) = 0 otherwise.
Within the algebra structure of F (g) ⊂ R, the relation
ΛF (g) · Λ′F (g) = Λ+Λ′F (g)
holds for Λ and Λ′ integral dominant.
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Proof. The first two statements are immediate consequences of Corollary 4.3 for
u = n. By definition, the property ΛF (g) · Λ′F (g) ⊂ Λ+Λ′F (g) follows immediately.
It remains to be proved that this product is surjective.
First, we prove the existence of an injective g-module morphism
(4.1) K
(b)
Λ+Λ′ ↪→ K(b)Λ ⊗K(b)Λ′ .
We start from the injection
M
(b)
Λ+Λ′ ↪→M (b)Λ ⊗K(b)Λ′ .
Since the Zuckerman functor is left exact and commutes with taking tensor products
with finite dimensional representions, see the subsequent Lemma 4.12, the applica-
tion of the Zuckerman functor on the inclusion above yields equation (4.1).
We use the identification of R with the matrix elements of finite dimensional
weight representations to study λF (g) ∼=
(
K
(b)
λ
)∗
for λ ∈ {Λ,Λ′}. We define a
hermitian inner product on K
(b)
λ , denoted by 〈·, ·〉, and we consider an orthonormal
basis {ej}. The matrix elements in λF (g) are the ones of the form
U 7→ 〈ek|Uv+λ 〉 for U ∈ U(g),
v+λ = e1 the highest weight vector of K
(b)
λ . The multiplication on U(g)
∗, as the dual
Hopf algebra of U(g), is given in terms of the comultiplication on U(g). Therefore,
the function φ, which is the result of the multiplication of the functions 〈ek| · v+Λ 〉 ∈
ΛF (g) and 〈fl| · v+Λ′〉 ∈ Λ
′
F (g), is given by
φ(U) =
∑
j
(−1)|U(2)j ||fl|〈ek|U (1)j v+Λ 〉〈fl|U (2)j v+Λ′〉,
using Sweedler’s notation. This corresponds to the function given by the matrix
elements of K
(b)
Λ ⊗K(b)Λ′ that are of the form 〈ek ⊗ fl| · v+Λ ⊗ v+Λ′〉. The linear com-
binations of ek ⊗ fl that are generated by the g-action on v+Λ ⊗ v+Λ′ form K(b)Λ+Λ′ , by
equation (4.1). This procedure shows that ΛF (g) · Λ′F (g) ⊃ Λ+Λ′F (g). 
We introduce a symbol for the g-modules induced from simple finite dimensional
g0¯-modules. For each λ ∈ P+0¯ , the finite dimensional g-module Cλ is defined as
(4.2) Cλ = Ind
g
g0¯
L0¯λ = U(g)⊗U(g0¯) L0¯λ ∼= HomU(g0¯)(U(g), L0¯λ).
Theorem 4.5. The g-bimodule R is given as a g× g0¯-module by
R ∼= HomU(g0¯)(U(g),R0¯) ∼=
⊕
λ∈P+
0¯
Cλ ×
(
L0¯λ
)∗
.
Proof. We have the following g× g0¯-module isomorphisms:
U(g)∗ = HomC(U(g),C) ∼= HomC(U(g0¯)⊗U(g0¯) U(g),C)∼= HomU(g0¯)(U(g),HomC(U(g0¯),C)).
Since taking the left or right finite dual gives the same result according to Lemma 4.1,
we take the right finite dual, which yields
U(g)◦ = HomU(g0¯)(U(g),U(g0¯)
◦).
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As an h-bimodule we thus have U(g)0 ∼= Λg1¯ ⊗ U(g0¯)◦, so Lemma 4.2 yields
R ∼= U(g) ⊗U(g0¯) R0¯. The second isomorphism then follows from the Peter-Weyl
decomposition
R0¯ ∼=
⊕
λ∈P+
0¯
L0¯λ ×
(
L0¯λ
)∗
as g0¯ × g0¯-modules. 
We note that the isomorphism R ∼= HomU(g0¯)(U(g),R0¯) is naturally linked to the
construction of the sheaf of functions on a Lie supergroup G, starting from a Lie
supergroup pair (g, G0¯), C∞(G) = HomU(g0¯)(U(g), C∞(G0¯)).
The theorem above can be rewritten in terms of indecomposable projective mod-
ules in F .
Corollary 4.6. The g-bimodule R, as a g× g0¯-module, is isomorphic to
R ∼=
⊕
Λ∈P+
PFΛ × (LΛ)∗ .
Proof. The projective module Cλ can be decomposed into the indecomposable pro-
jective covers PFΛ as Cλ =
⊕
Λ∈P+ mλΛP
F
Λ for certain constants mλΛ ∈ N. The
multiplicity is given by
mλΛ = dim Homg(Cλ, LΛ)
since dim Homg(P
F
Λ′ , LΛ) = δΛ′Λ. Frobenius reciprocity then implies that
mλΛ = dim Homg0¯(L
0¯
λ,Res
g
g0¯
LΛ) = [Res
g
g0¯
LΛ : L
0¯
λ].
Combining this with Theorem 4.5 implies the corollary. 
The following corollary generalises a reformulation of the classical Peter-Weyl
decomposition.
Corollary 4.7. For any integral dominant weight Λ, we have
HomU(g)(R, LΛ) ∼= LΛ and ExtkF(R, LΛ) = 0, for k > 0.
Moreover, the endofunctors of F , given by
R⊗U(g) − and HomU(g)(R,−),
are isomorphic to the identity.
For g type I, we can use the Z-gradation of g = g−1 ⊕ g0 ⊕ g1 to obtain the
description of U(g) as a (g0 ⊕ g1)× (g−1 ⊕ g0)-module.
Theorem 4.8. For g of type I, we have the isomorphism
R ∼=
⊕
Λ∈P+
(KΛ)
∨ × (KΛ)∗ as (g0 ⊕ g1)× (g0 ⊕ g−1)−modules.
Proof. This is proved using the same ideas as in the proof of Theorem 4.5, using the
Z-gradation g = g−1 ⊕ g0 ⊕ g1. 
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4.2. The Zuckerman and Bernstein functor. In his subsection we derive some
general properties about the Zuckerman functor and its derived functors.
Lemma 4.9. The Zuckerman functor can be represented as
S(M) ∼= HomU(g) (R,M) ∼= R⊗U(g) M,
for M ∈ C(g, l). In HomU(g) (R,M) one takes invariants with respect to the left
g-action, the right g-action on R then leads to a left g-action on HomU(g) (R,M).
The derived functors therefore satisfy
RkS(M) = ExtkC(g,l)(R,M) = Hk (g, l; HomC(R,M))
with Hk(g, l;−) the relative algebra cohomology, see [22]. Furthermore, if M ∈ O,
we have
RkS(M) ∼= ExtkO(R,M).
The Bernstein functor satisfies
LkΓ = ExtkC(g,l)(−,R)∗,
which reduces to ExtkO(−,R)∗ when restricted to O.
Proof. The identity M ∼= U(g)⊗U(g)M can be rewritten as M ∼= HomU(g)(U(g)∗,M).
The first result then follows from applying the Zuckerman functor and using Lemma 4.2.
The second representation of the Zuckerman functor follows similarly from the iden-
tity M = HomU(g)(U(g),M).
The reformulation RkS(M) = ExtkC(g,l)(R,M) is an immediate consequence of
the definition of RkS as the right derived functors of a functor C(g, l) → C(g, g0¯).
The reformulation in terms of relative cohomology follows from the fact that the
(g, l)-projective resolution of C in Section 5 of [22] is a projective resolution in the
category C(g, l).
The last reformulation follows from the fact that category O is extension full in
C(g, h), see [12, 23]. 
Lemma 4.10. The right derived functors of the Zuckerman functors S : C(g, l) →
C(g, g0¯) and S0¯ : C(g0¯, l) → C(g0¯, g0¯) in Definition 2.3 satisfy the following isomor-
phisms of functors:
Resgg0¯ ◦ RkS ∼= RkS0¯ ◦ Resgg0¯ and RkS ◦ Indgg0¯ ∼= Indgg0¯ ◦ RkS0¯.
Proof. The results follow from the combination of Lemma 4.9 and Theorem 4.5. 
From the combination of Lemma 4.9 applied to g0¯ and Lemma 4.10, we obtain
the following corollary.
Corollary 4.11. The right derived functors of the Zuckerman functor S : C(g, l)→
C(g, g0¯) satisfy RkS ∼= 0 for k > dim g0¯ − dim l0¯.
Lemma 4.12. The Zuckerman functor and its derived functors commute with the
functor corresponding to tensor multiplication with a finite dimensional g-module:
RkS(−⊗ V ) ∼= RkS(−)⊗ V,
for k ∈ N and V a finite dimensional g-module.
16 KEVIN COULEMBIER
Proof. First, we prove this property for reductive Lie algebras and for k = 0. It
follows from
S0¯(−⊗ L0¯µ) ∼=
⊕
λ∈P+
0¯
L0¯λ dim Homg0¯(L
0¯
λ,−⊗ L0¯µ)
=
⊕
λ∈P+
0¯
L0¯λ dim Homg0¯(L
0¯
λ ⊗
(
L0¯µ
)∗
,−)
and the fact that L0¯λ ⊗
(
L0¯µ
)∗ ∼= ⊕νcλνL0¯ν implies ⊕λcλνL0¯λ = L0¯ν ⊗ L0¯µ.
Now we turn to the case of Lie superalgebras. For N a locally finite module,
N ⊗ V is also locally finite. The natural morphism S(M)⊗ V ↪→ M ⊗ V therefore
leads to a morphism
S(M)⊗ V ↪→ S(M ⊗ V ).
On the other hand, Lemma 4.10 implies that Resgg0¯ (S(M)⊗ V ) ∼= Resgg0¯ (S(M ⊗ V )),
so the injective isomorphism leads to a bijection S(M ⊗ V ) ∼= S(M) ⊗ V . The re-
sult for the derived functors follows from the property for k = 0, the fact that
tensoring with a finite dimensional module is an exact functor that maps injective
modules to injective modules and the Grothendieck spectral sequence, see Section
5.8 in [41]. 
Corollary 4.13. For a finite dimensional g-module V , we have
Γi(G/P,Lµ(p)⊗ V ) ∼= Γi(G/P,Lµ(p))⊗ V.
Proof. Proposition 3.1(ii) implies
Γi(G/P,Lµ(p)⊗ V ) ∼= LiΓ(Indgp(Lµ(p)⊗ V )).
Using the tensor identity and Lemma 4.12 we thus obtain
Γi(G/P,Lµ(p)⊗ V ) ∼= LiΓ(Indgp(Lµ(p))⊗ V ) ∼= LiΓ(Indgp(Lµ(p)))⊗ V,
which yields the result. 
4.3. Analogues of BBW theory using twisting functors. The functors LkΓ
acting on Verma modules, which compute the cohomology groups of BBW theory,
behave differently from the classical case if the highest weight is atypical. The cause
of this is that a Verma module with an atypical integral dominant highest weight
is not projective in category O. We show that if we replace that Verma module
by its projective cover, we do get classical results when the functors LkΓ act on
it. According to Lemma 2.6 (or see [1]), the non-dominant Verma modules for g0¯
are obtained from the twisting functors acting on the dominant one. The following
proposition is therefore an alternative extension of classical BBW theory to Lie
superalgebras.
Proposition 4.14. Consider Λ ∈ P+ an integral dominant weight and w ∈ W . We
have the property
LkΓ
(
TwP
O
Λ
)
= δk,l(w) P
F
Λ .
Proof. If w = 1, then LkΓ(POΛ ) = 0 if k > 0 by Lemma 4.9. The fact that Γ(POΛ ) is
projective in F follows from the fact that the projective modules in O are induced
from g0¯-modules, while all modules which are projective in F are direct summands
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of induced modules and Lemma 4.10. The result Γ(POΛ ) = P
F
Λ then follows from
Top(POΛ ) = TopΓ(P
O
Λ ) = LΛ.
For l(w) > 0 this follows from the combination of Lemma 4.9, Lemma A.3 and
Lemma A.4 in the Appendix. 
According to Lemma 2.6, another possibility to extend BBW theory from Lie
algebras to Lie superalgebras is by replacing non-dominant Verma modules by the
action of twisting functors on dominant Verma modules. Also this analogue of BBW
theory is easier to describe than actual BBW theory, and is given by the following
proposition.
Proposition 4.15. For Λ ∈ P+ and w ∈ W , we have
LkΓ(TwMΛ) =

K
(b)
Λ if l(w) = k
0 if l(w) > k
Γk−l(w)(G/B,LΛ(b)) = Lk−l(w)Γ(MΛ) if l(w) < k
Proof. This is a special case of Proposition A.4. 
Just like BBW theory for Lie algebras, this analogue of BBW theory can thus be
reduced to computing Γ•(G/B,LΛ(b)) for Λ ∈ P+. The crucial difference of course
is that the latter cohomology can be non-zero in several degrees.
Even though it is not an analogue of BBW theory, the following result fits into
the two propositions above.
Lemma 4.16. Consider µ ∈ h∗ not integral dominant and w ∈ W . We have
LkΓ(TwPOµ ) = 0 for all k ∈ N.
Proof. If w = 1 this follows immediately from Lemma 4.9. Since POµ has a standard
filtration, the full result follows from Proposition A.4. 
5. Restriction to the g0¯-module structure
When we restrict to the g0¯-module structure, the cohomology groups of BBW
theory can be expressed in terms of the algebra cohomology of u in finite dimen-
sional g-modules (either indecomposable projective covers or the induced modules
Cλ from equation (4.2)). This is summarised in the following theorem, where for
notational convenience we tacitly identify dim Hom with Hom. The second result is
a rederivation of Corollary 1 in [21].
Theorem 5.1. Consider a parabolic subalgebra p of a basic classical Lie superalgebra
g such that the Levi subalgebra l is of typical type. Consider an l-dominant µ ∈ P,
the g-modules Γk(G/P,Lµ(p)) satisfy the relations
Resgg0¯Γk(G/P,Lµ(p)) =
⊕
λ∈P+
0¯
HomU(l)
(
Lµ(l), H
k(u, Cλ)
)
L0¯λ and
[Γk(G/P,Lµ(p)) : LΛ] = HomU(l)(Lµ(l), H
k(u, PFΛ )),
for any Λ ∈ P+.
18 KEVIN COULEMBIER
Proof. The first statement follows from the combination of Proposition 3.1(iii) and
Theorem 4.5.
Corollary 4.6 and Proposition 3.1(iii) imply that
chΓk(G/P,Lµ(p)) =
∑
Λ∈P+
HomU(l)(Lµ(l), H
k(u, PFΛ ))chLΛ.
Since the character of a finite dimensional weight module completely determines the
multiplicities in the Jordan-Ho¨lder decomposition, the second property follows. 
The following theorem shows that the Kostant cohomology of projective modules
in F appears only in finitely many degrees, this is not true for arbitrary modules,
see e.g. [8]. Furthermore, it presents l-modules which serve as an upper bound for
the cohomology groups. This could also be obtained through the equality
(5.1) Homh(Cµ, Hk(n, Cλ)) = ExtkO(M(µ), Cλ) = ExtkO0¯(Res
g
g0¯
M(µ), L0¯λ)
and the standard filtration of Resgg0¯M(µ) by Verma modules of g0¯. Below we take a
more constructive approach which leads to an explicit construction of the maps of
this complex to compute the cohomology.
Theorem 5.2. The cohomology groups Hk(u, Cλ) are isomorphic to the homology
groups Hk(u, Cλ) and can be computed as the homology of a complex of l-modules of
the form
0→ Λg1 ⊗Hd(u0¯, L0¯λ)→ · · · → Λg1 ⊗Hj(u0¯, L0¯λ)→ · · · → Λg1 ⊗H0(u0¯, L0¯λ)→ 0,
with d = dim u0¯.
Proof. The equivalence of the u-cohomology and u-homology follows from the gen-
eral relation Hk(u, V ) = Hk(u, V
∨)∨ see e.g. Remark 4.1 in [8]. Since all finite di-
mensional l-weight representations and the induced g-module Cλ are self-dual with
respect to ∨, the twisted duals can be ignored.
The homology groups Hj(u0¯, L
0¯
λ)
∼= Hj(u0¯, L0¯λ) of [25] can be obtained from a
projective resolution of L0¯λ in the category of u0¯-modules, which can even be written
as a resolution of g0-modules. These resolutions correspond to Lepowsky’s generali-
sation of the Bernstein-Gelfand-Gelfand resolutions for the reductive Lie algebra g0¯
with parabolic subalgebra p0¯, see [26]. This is an exact complex of g0¯-modules of
the form
0→ U(g0¯)⊗U(p0¯) Hd(u0¯, L0¯λ)→ · · · → U(g0¯)⊗U(p0¯) Hj(u0¯, L0¯λ)
→ · · · → U(g0¯)⊗U(p0¯) H0(u0¯, L0¯λ)→ L0¯λ → 0.
Applying the exact functor U(g)⊗U(g0)−: C(g0¯, l)→ C(g, l) we obtain an exact com-
plex of g-modules, which is a resolution by free u-modules, so it can be used to com-
pute the right derived functors of the left exact contravariant functor Homu(−,C)
acting on Cλ. Since
Homu(U(g)⊗U(p0¯) M,C) = Homu(U(u)⊗ Λg1 ⊗M,C) = (Λg1 ⊗M)∗ ,
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for an arbitrary p0¯-module M , the homology groups Ext
k
u(Cλ,C) can be calculated
from the complex
0→
(
Λg1 ⊗H0(u0¯, L0¯λ)
)∗
→ · · · →
(
Λg1 ⊗Hj(u0¯, L0¯λ)
)∗
→ · · · →
(
Λg1 ⊗Hd(u0¯, L0¯λ)
)∗
→ 0.
The theorem then follows from the observation Extku(−,C) ∼= Hk(u,−)∗, see e.g.
Lemmata 4.6 and 4.7 in [8]. 
This leads to the same results as were obtained by Gruson and Serganova through
geometric methods in [20].
Corollary 5.3. The cohomology groups Γk(G/P,Lλ(p)) satisfy
Resgg0¯Γk(G/P,Lλ(p)) ⊆ Γk(G0¯/P0¯,Λg−1 ⊗ Lλ(p0¯)) and
∞∑
k=0
(−1)kchΓk(G/P,Lλ(p)) =
∞∑
k=0
(−1)kchΓk(G0¯/P0¯,Λg−1 ⊗ Lλ(p0¯)),
where the p0¯-module structure on Λg−1 is given by adjoint l-action and trivial u0-
action.
Proof. The first property follows from the combination of Theorem 5.1 and Theo-
rem 5.2, which implies
Resgg0¯Γk(G/P,Lµ(p)) =
⊕
λ∈P+
0¯
HomU(l)
(
Lµ(l), H
k(u, Cλ)
)
L0¯λ
≤
⊕
λ∈P+
0¯
HomU(l)
(
Λg−1 ⊗ Lµ(l), Hk(u0¯, L0¯λ)
)
L0¯λ.
The classical BBW theorem of [14, 17] then yields the result.
The second property follows from similarly from Theorems 5.1 and 5.2, by apply-
ing the Euler-Poincare´ principle. 
Theorem 5.2 implies that the cohomology groups in equation (5.1),
Ext•O0¯(Res
g
g0¯
M(µ),R0¯),
can be computed as the cohomology of a complex with spaces of chains⊕
γ∈Γ+
Ext•O0¯(M0¯(µ− γ),R0¯).
Note that Resgg0¯M(µ) has a standard filtration, with the Verma modules for g0¯
appearing in the equation above.
Corollary 5.4. For any finite dimensional V ∈ C(p, l), we have
Γk(G/P, V ) = 0 for k > dim u0¯.
Proof. If V is of the form Lµ(p) for µ ∈ h∗ an l-integral dominant weight, this is an
immediate consequence of Corollary 5.3.
An arbitrary such module V has a finite filtration by irreducible p-modules. The
statement can then be proved by induction on the filtration length. 
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By applying Corollary 5.3, one can reobtain Lemma 3, Lemma 5, Corollary 2 and
Proposition 1 in [20]. Since we will need the results in the sequel, we state (a slightly
stricter version of) Lemma 3 and Proposition 1 of [20].
Lemma 5.5. If for Λ ∈ P+, LΛ occurs in Γk(G/P,Lµ(p)) as a subquotient, then
Λ ∈ w(µ+ ρ)− ρ− Γ+, for some w ∈ W of length k,
such that w−1 ∈ W 1(l0¯).
Proof. Corollary 5.3 and the classical BBW theorem in [14, 17] imply that
u ◦ Λ ∈ µ− Γ+
for some u ∈ W 1(l0¯) of length k, then we apply equation (2.2). 
Lemma 5.6. The Euler characteristic of the cohomology groups of BBW theory
satisfies
∞∑
k=0
(−1)kchΓk(G/P,Lλ(p)) =
∏
γ∈∆+
1¯
(1 + e−γ)∏
α∈∆+
0¯
(1− e−α)
∑
w∈W
(−1)l(w)ew(λ+ρ)−ρ.
Proof. We prove this property for p = b. The property for general p follows similarly
by applying standard combinatorial equalities, but also from the case b = p and
Theorem 3.2(i).
The classical BBW theorem implies
∞∑
k=0
(−1)kchΓk(G0¯/B0¯, Lµ(b0¯)) =
∑
w∈W (−1)l(w)ew(µ+ρ0¯)∏
α∈∆+
0¯
(eα/2 − e−α/2) .
The second statement in Corollary 5.3 therefore implies
∞∑
k=0
(−1)kchΓk(G/B,Lλ(b)) =
∑
w∈W (−1)l(w)w
(
eρ0¯+λ
∏
γ∈∆+
1¯
(1 + eγ)
)
∏
α∈∆+
0¯
(eα/2 − e−α/2) ,
which yields the proposed formula. 
As in [21] we denote the Euler characteristic of Lemma 5.6 by
(5.2) E(λ) =
∏
γ∈∆+
1¯
(1 + e−γ)∏
α∈∆+
0¯
(1− e−α)
∑
w∈W
(−1)l(w)ew(λ+ρ)−ρ.
6. Simple reflections
Theorem 3.2(i) implies that, to obtain BBW theory for arbitrary parabolic subal-
gebras, with a Levi subalgebra of typical type, we only need to solve the case where
the parabolic subalgebra is the Borel subalgebra.
In Proposition 6 in [14], Demazure showed how such BBW theory for Lie algebras
can be reduced to the case of sl(2) by changing from one Borel subalgebra to another
one through a simple reflection. This was also obtained by Enright and Wallach in
Lemma 6.2 in [17] by a different approach. In Subsection 6.1 we show that the same
idea can be used for Lie superalgebras. This was obtained earlier by Penkov in [34]
and by Santos in [13], through reducing to sl(2) or osp(1|2). Here we use a different
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technique, based on the properties of twisting functors developed in Appendix A,
which is motivated by the insight it provides in a broader range of possibilities.
In Subsection 6.2 we explore what happens when two Borel subalgebras are con-
nected through a reflection corresponding to a simple isotropic (odd) root, which
corresponds to a reduction to sl(1|1). Also this has been studied by Penkov in [34],
in a different set-up.
One consequence of these results is a complete solution of BBW theory for (i)
basic classical Lie superalgebras of type I with distinguished Borel subalgebra and
(ii) BBW theory for the typical blocks. These results are well-known, see e.g. [13,
20, 34, 42], so we only mention this briefly in Subsection 6.3
6.1. Even reflection.
Theorem 6.1. For α ∈ ∆+ a simple non-isotropic root and µ ∈ P, we have
Γk(G/B,Lµ(b)) = Γk−1 (G/B,Lsα·µ(b)) if 〈α∨, µ〉 < 0.
Proof. Because of Proposition 3.1(ii) this amounts to proving that
ExtkO(Mµ,R) ∼= Extk−1O (Msα·µ,R)
holds for any simple non-isotropic root α with 〈α∨, µ〉 < 0. This is a consequence of
Lemma 2.6 for λ = sα · µ and Lemma A.3 in Appendix A. 
Remark 6.2. The proof of the result above can immediately be extended to the
property that if 〈µ, α∨〉 < 0 holds, we have
Homh(Cµ, Hk(n, V )) ∼= Homh(Csα·µ, Hk−1(n, V ))
for any locally finite g-module V . Alternatively, this can be derived from the corre-
sponding property for sl(2) or osp(1|2) depending on whether α or α/2 is simple in
∆+, using a Hochschild-Serre spectral sequence, as is done in proposition 3.9 in [13].
6.2. Odd reflection. Consider two Borel subalgebras b and b˜ of g with b0¯ = b˜0¯,
then they can be linked to each other by odd reflections, see Theorem 3.1.3 in [33].
We say that the ordered set of odd roots β1, · · · , βp takes b to b˜ if there are p + 1
systems of positive roots {Sj, j = 0, · · · , p} such that S0 = ∆+ and Sp = ∆˜+ are
the ones corresponding to b and b˜ and Sj = Sj−1\{βj} ∪ {−βj}.
Lemma 6.3. Consider two Borel subalgebras b and b˜ of g with b0¯ = b˜0¯ and
β1, · · · , βp the ordered set of odd roots which takes b to b˜. If 〈βj, µ−β1−· · ·−βj−1〉 6=
0 for j = 1, · · · , p, then it holds that
Γk(G/B,Lµ(b)) ∼= Γk(G/B˜, Lµ+ρ−ρ˜(b˜)) for every k ∈ N.
Proof. It suffices to prove that if 〈γ, µ〉 = 0 for an isotropic simple root γ in ∆+,
Γk(G/B,Lµ(b)) ∼= Γk(G/B˜, Lµ−γ(b˜))
holds, for b˜ = (b\gγ) ⊕ g−γ. The result thus follows from Theorem 3.2(ii) and
the fact M
(b)
µ
∼= M (b˜)µ−γ if and only if 〈γ, µ〉 = 0, see e.g. the proof of Lemma 2.3
in [11]. 
Remark 6.4. In particular, if µ is typical, the condition 〈βj, µ−β1−· · ·−βj−1〉 6= 0
is always satisfied since for γ a simple isotropic root, 〈γ, ρ〉 = 0 holds.
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Corollary 6.5. Let α be a non-isotropic simple root in ∆+. If 〈α∨, µ〉 < 0 and
for j = 1, · · · , p :
{
〈βj, µ− β1 − · · · − βj−1〉 6= 0
〈βj, sα(µ+ ρ)− ρ− β1 − · · · − βj−1〉 6= 0,
with β1, · · · , βp the ordered set of odd roots taking the Borel algebra b to one where
α is a simple root, we have
Γk(G/B,Lµ(b)) = Γk−1 (G/B,Lsα·µ(b)) .
Proof. There is always a Borel subalgebra b˜ with b˜0¯ = b0¯ where α (or α/2) is simple.
The combination of Lemma 6.3 and Theorem 6.1 for b˜ yields
Γk (G/B,Lµ(b)) = Γk−1
(
G/B˜, Lsα(µ+ρ)−ρ˜(b˜)
)
.
The result then follows from Lemma 6.3 if 〈−βi, sα(µ+ ρ)− ρ˜+ βp + · · ·+ βi+1〉 is
non-zero for i ∈ {1, · · · , p}, which can be rewritten as the second condition. 
For completeness we state what happens in case the condition in Lemma 6.3 is
not satisfied for two adjacent Borel subalgebras.
Lemma 6.6. Consider an isotropic simple root γ in ∆+ and b˜ the Borel subalgebra
created from b by the odd reflection of γ. There are g-modules {Aj, j ≥ 0} and
{Bj, j ≥ 0} in C(g, g0¯), such that there are two exact sequences of the form
· · · → Ak+1 → Bk → Γk(G/B,Lµ(b))→ Ak → · · · → B0 → Γ0(G/B,Lµ(b))→ A0 → 0
· · · → Ak → Γk(G/B˜, Lµ−γ(b˜))→ Bk → · · · → A0 → Γ0(G/B,Lµ−γ(b˜))→ B0 → 0.
Proof. We denote a nonzero root vector with weight γ by Xγ and corresponding
negative root vector by Yγ. If 〈µ, γ〉 = 0, then M (b)µ is no longer a Verma module with
respect to b˜, see e.g. the proof of Lemma 2.3 in [11]. However, there are g-modules I
and K, which are parabolic Verma modules induced from a one-dimensional module
for h⊕ CXγ ⊕ CX−γ, such that we have short exact sequences
K ↪→M (b)µ  I and I ↪→M (b˜)µ−γ  K.
Concretely, K is the submodule of M (b)(µ) generated by a vector of weight µ− γ.
The result then follows form applying the right exact functor Γ to the short exact
sequences, identifying Ak = LkΓ(I) and Bk = LkΓ(K) and Theorem 3.2(ii). 
We remark that the Ak and Bk can be interpreted as cohomology groups of the
form Γk(G/Pα, Lν(pγ)), for pγ the parabolic subalgebra defined as pγ = g−γ ⊕ b,
with Levi subalgebra isomorphic to h + gl(1|1).
Remark 6.7. As in the case of even reflections, the results in this subsection extend
immediately to the statement that for a locally finite g-module V ,
(6.1) Homh(Cµ, Hk(n, V )) ∼= Homh(Cµ−γ, Hk(τγ(n), V ),
if for a simple isotropic root γ, 〈µ, γ〉 6= 0 holds, with τγ(n) = (n \ gγ) ⊕ g−γ. An
alternative derivation of this result is through reducing to the corresponding result
for gl(1|1) using a Hochschild-Serre spectral sequence. The condition 〈µ, γ〉 6= 0
then assures that typical finite dimensional gl(1|1) representations are considered,
which are gγ-free.
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If the extra assumption is made that the gl(1|1)-modules Hj(n(γ), V ), with n(γ) =
n\gγ, are gγ and g−γ-free (which corresponds to to being projective in the category of
finite dimensional gl(1|1)-modules) we have the equality (6.1) without the condition
〈µ, γ〉 6= 0. However, the condition that V ∈ F is projective is not sufficient for this.
6.3. Applications of even and odd reflections.
Theorem 6.8 (Theorem 5.2 of [42]). Consider g a basic classical Lie superalgebra
of type I with distinguished Borel subalgebra bd.
• If λ is regular, there exists a unique w ∈ W such that Λ = w · λ ∈ P+ and
Γk(G/B
d, Lλ(b
d)) =
{
KΛ if l(w) = k
0 if l(w) 6= k .
• If λ is singular, Γk(G/Bd, Lλ(bd)) = 0 for all k.
Proof. This follows from Corollary 5.4, Theorem 6.1 and Lemma 3.5. An alternative
proof is to use Corollary 8.1 in [8] and Theorem 4.8. 
Comparing this result to Proposition 3.1(iii) then yields the following corollary.
Corollary 6.9. For g a basic classical Lie superalgebra of type I with distinguished
system of positive roots, the n-cohomology of R is given by
Hk(n,R) =
⊕
Λ∈P+
⊕
w∈W (k)
Cw·Λ × (KΛ)∗ as h× g-modules.
As a consequence of BBW theory for basic classical Lie superalgebras of type I,
the Kostant cohomology of projective modules in F is known. These could also be
calculated immediately from the fact that they are finite dimensional modules which
are g1-free.
Corollary 6.10. For g a basic classical Lie superalgebra of type I with standard
Borel subalgebra bd, the Kostant cohomology of projective covers in F satisfies
chHk(n, PFΛ ) =
∑
w∈W (k)
w · ch (H0(n, PFΛ )) .
Here H0(n, PFΛ ) can be described by
Homh(Cλ, H0(n, PFΛ )) = [Kλ : LΛ]
if λ ∈ P+ and Homh(Cλ, H0(n, PFΛ )) = 0 otherwise. The multiplicities [Kλ : LΛ]
have been calculated in [3].
The following theorem corresponds to Theorem 1 in [34]. It can be obtained from
the combination of Theorem 3.2(i) and Corollary 6.5, but is also a consequence of
the combination of Lemma 5.5 and Corollary 3.4. Here we use the results on twisting
functors to obtain a very short proof.
Theorem 6.11. Consider g, p, l, u, h as in the preliminaries and λ ∈ P typical and
l-dominant.
• If λ is regular, there exists a unique w ∈ W such that Λ = w · λ ∈ P+ and
Γk(G/B
d, Lλ(b
d)) =
{
KΛ if l(w) = k
0 if l(w) 6= k .
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• If λ is singular, Γk(G/Bd, Lλ(bd)) = 0 for all k.
Proof. This is an immediate consequence of Proposition 4.15. 
Corollary 6.12. The n-cohomology of a typical simple g-module LΛ satisfies
Hk(n, LΛ) =
⊕
w∈W (k)
Cw(Λ+ρ)−ρ.
Proof. This can be obtained from Theorem 6.11 and Theorem 5.1 since the block in
the category of finite dimensional representations corresponding to a typical char-
acter is semisimple and therefore PΛ ∼= LΛ. 
For g = osp(1|2n), all blocks are typical. For this case these results can also be
obtained in the reversed order. A direct calculation can be applied to reduce the
Kostant cohomology in Corollary 6.12 to that of so(2n + 1), from which the BBW
result follows. This is done in [9].
Remark 6.13. Yet another way to prove BBW theory for the (strongly) typical
blocks is the Morita equivalence in [19]. This equivalence of categories maps the
BGG resolutions for g0¯ to BGG resolutions for g. From these the Kostant cohomol-
ogy can be calculated and the BBW theorem follows.
7. BBW theory for generic weights
In this section we discuss BBW theory for generic weights, see Definition 2.2. For
Γ˜-generic weights, the star action of Section 8.1 in [11] becomes uniquely defined
and leads to an action of the Weyl group as proved in Theorem 8.10 in [11]. This is a
deformation of the usual ρ-shifted action of the Weyl group, of which the orbits only
coincide with the undeformed orbits in case g is of type I and b is the distinguished
Borel subalgebra. Our main result is the following theorem.
Theorem 7.1. Consider a basic classical Lie superalgebra g with arbitrary Borel
subalgebra b. If Λ ∈ P+ is Γ+-generic, for each w ∈ W there is a finite dimensional
g-module K
(b)
Λ [w] satisfying:
• Γk(G/B,Lw·Λ(b)) = δk,l(w) K(b)Λ [w];
• chK(b)Λ [w] = chK(b)Λ ;
• K(b)Λ [w]  L(b)w−1∗w·Λ if Λ is generic.
The first two properties are known, see e.g. [35, 36], the thrid one is new. Before
proving the theorem we note an alternative formulation.
Remark 7.2. Consider µ ∈ P generic, then there is a unique w ∈ W such that
Λ1 = w · µ is integral dominant. For this w, the weight Λ2 = w ∗b µ is also integral
dominant and we have
• Γk(G/B,Lµ(b)) = δk,l(w) K(b)Λ1 [w], with
• chK(b)Λ1 [w] = chK
(b)
Λ1
and
• K(b)Λ1 [w]  L
(b)
Λ2
.
This shows how the usual ρ-shifted action and the star action play a complemen-
tary role in the description of BBW theory for Lie superalgebras.
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Proposition 7.3. If Λ is a Γ+-generic integral dominant weight and w ∈ W , the
cohomology groups of BBW theory satisfy
Γk(G/B,Lw·Λ(b)) ∼= δk,l(w)Γ(Gw−1Mw·Λ),
where Gw−1 is the right adjoint to Tw.
Proof. According to Lemma 5.5, we can only have [Γk(G/B,Lw·Λ) : LΛ′ ] 6= 0 for
an integral dominant weight Λ′, if there is a an element u ∈ W (k) such that Λ′ ∈
u · w · Λ− Γ+, or in other words
uw ◦ (Λ− Γ+) ∩ P+ 6= 0.
Based on the definition of Γ+-genericness, this can only occur if uw = 1, so in
particular k = l(w). This proves that the cohomology is contained in one degree.
The cohomology group for k = l(w) is a consequence of Theorem 3.2(iii) and
Corollary A.7 in Appendix A. 
Now we can prove the main theorem.
Proof of Theorem 7.1. According to Proposition 7.3, we only need to study the
module Γ(Gw−1Mw·Λ). Lemma 4.10 and Corollary A.6 imply Res
g
g0¯
Γ(Gw−1Mw·Λ) =
Resgg0¯K
(b)
Λ . The remainder then follows from Proposition A.10. 
Corollary 7.4. (i) Consider Γ+-generic Λ1 ∈ P+ and arbitrary Λ2 ∈ P+, then
Homh(Cw·Λ1 , Hk(n, PFΛ2)) = δk,l(w)Homh(CΛ1 , H
0(n, PFΛ2)).
(ii) If Λ ∈ P+ is Γ˜-generic, then
chHk(n, PFΛ ) =
⊕
w∈W
w · chH0(n, PFΛ ).
Proof. The first property is a reformulation of Theorem 7.1 through Theorem 5.1.
If Λ is Γ˜-generic and if µ is a weight in Hk(n, PFΛ ), then Theorem 5.1 and
Lemma 5.5 imply that µ is inside the set µ ∈ w · (Λ + Γ+), for some w ∈ W (k). So
in particular the set µ− Γ+ is contained in
w · (Λ + Γ+)− Γ+ = w ◦ Λ− Γ˜,
which is inside one Weyl chamber by assumption. By Definition 2.2, it follows that µ
is Γ+-generic. This means that we can apply the first part of the corollary. 
8. Relative genericness
For every basic classical Lie superalgebra g and every Borel subalgebra b, we
define a particular parabolic subalgebra pb. Define Πa ⊂ ∆+ as the set of anisotropic
positive simple roots. The Levi subalgebra lb is the subalgebra generated by h, gα
and g−α for all α ∈ Πa, this is the maximal Levi subalgebra which is of typical type.
The maximal parabolic subalgebra of typical type is then defined as pb = n + lb.
Example 8.1. We use the Z-gradations of Subsection 2.1. If g is of type I and b is
the distinguished Borel subalgebra, then pb = g0 ⊕ g1. If g is of type II and b is the
distinguished Borel subalgebra, then pb = g0 ⊕ g1 ⊕ g2.
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The combination of Theorem 6.1, Theorem 3.2(i) and Corollary 5.4 leads to the
following remark.
Remark 8.2. The BBW problem for an arbitrary basic classical Lie superalgebra g
and Borel subalgebra b is solved when the cohomology groups
Γk(G/P
b, Lµ(p
b))
are known for k ≤ dim ub and all lb-dominant µ ∈ P .
This remark motives the introduction of a relative notion of genericness.
Definition 8.3. Consider a basic classical Lie superalgebra g, Borel subalgebra b,
lb-dominant weight λ ∈ P and some set S ⊂ P. We say that λ is relatively S-generic
for b if and only if every weight in the set λ − S, which is lb-dominant, is in the
same Weyl chamber as λ.
We introduce the notation W 1b := W
1(lb0¯), to stress the dependence on b. By
equation (2.2), we have that λ is relatively Γ+-generic if and only if w ·λ is relatively
Γ+-generic for an arbitrary w ∈ W 1b . Similarly we have that λ is relatively Γ˜-generic
if and only if w ◦ λ is relatively Γ˜-generic for an arbitrary w ∈ W 1b .
Example 8.4. If g is of type I and b is the distinguished Borel subalgebra, then
every integral dominant weight is relatively S-generic for b for any set S.
The notion of relative genericness allows to make part of Theorem 7.1 more gen-
eral, which is relevant from the point of view of Remark 8.2.
Proposition 8.5. Consider a basic classical Lie superalgebra g, Borel subalgebra b
and a g-regular integral lb-dominant weight µ ∈ P, which is relatively Γ+-generic,
then there is exactly one w ∈ W 1b , such that w ·µ is integral dominant. Furthermore,
we have
Γk(G/B,Lµ(b)) ∼= Γk(G/P b, Lµ(pb)) ∼= δk,l(w)M
with chM = chK
(b)
w·µ.
Proof. We consider Γk(G0¯/P
b
0¯ ,Λg−1⊗Lµ(pb0¯)) as in Corollary 5.3. By definition 8.3,
the finite dimensional lb0¯-module Λg−1⊗Lµ(lb0¯) decomposes into simple modules with
highest weights in the same Weyl chamber as µ. There is a unique w ∈ W 1b such
that w ◦ µ ∈ P+
0¯
.
The combination of the two results in Corollary 5.3 therefore implies
Resgg0¯Γk(G,P
bb , Lµ(p
b)) = δk,l(w)Γl(w)(G0¯/P
b
0¯ ,Λg−1 ⊗ Lµ(pb0¯))
Classical BBW theory and equation (2.2) then imply that
Γl(w)(G0¯/P
b
0¯ ,Λg−1 ⊗ Lµ(pb0¯)) ∼= Γ0(G0¯/P b0¯ ,Λg−1 ⊗ Lw·µ(pb0¯)),
which concludes the proof. 
Combining this result with lemma 5.6 then yields the following corollary.
Corollary 8.6. If Λ ∈ P+ is relatively Γ+-generic, then chK(b)Λ = E(Λ).
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9. Generalised BGG reciprocity
In this section we study the role of the generalised Kac modules K
(b)
Λ in the
category F for both types of basic classical Lie superalgebras and for arbitrary b.
So either F does not have the structure of a highest weight category, or we ignore
it. In this setup, a virtual BGG reciprocity was derived by Gruson and Serganova in
Section 2 of [21]. This is summarised in equation (9.1) below. Our main result is that
if, for arbitrary g and b, we work in the relatively generic region of Definition 8.3,
the virtual BGG reciprocity can be expressed as an actual one. So, far away from
the walls, F behaves as a highest weight category, satisfying the BGG reciprocity.
This result includes the BGG reciprocity in [43], since relative genericness becomes
a trivial condition for type I with distinguished Borel subalgebra, by Example 8.4.
We introduce the subset P˜+ of the set of integral dominant weights as
P˜+ = {Λ ∈ P+|sα · Λ < Λ for every α ∈ ∆+0¯ },
and summarise the virtual BGG reciprocity of [21] as follows. There are aΛ,Λ′ ∈ Z,
for all Λ ∈ P+ and Λ′ ∈ P˜+, such that
(9.1) chPFΛ =
∑
Λ′∈P˜+
aΛ,Λ′E(Λ′) and E(Λ′) =
∑
Λ∈P+
aΛ,Λ′chLΛ.
Theorem 9.1. Consider g a basic classical Lie superalgebra and b an arbitrary
Borel subalgebra. Assume that Λ ∈ P is relatively Γ˜-generic for b. Then PFΛ has a
filtration by generalised Kac modules K
(b)
Λ′ , with Λ
′ ∈ P˜+, satisfying
(PFΛ : K
(b)
Λ′ ) = aΛ,Λ′ = [K
(b)
Λ′ : LΛ].
The remainder of this section is devoted to the proof of this result. Theorem 5.1
for l = h and k = 0 implies the following corollary.
Corollary 9.2. The Jordan-Ho¨lder decomposition of the generalised Kac module
K
(b)
Λ′ for Λ
′ ∈ P+ satisfies
[K
(b)
Λ′ : LΛ] = Homh(CΛ′ , H
0(n, PFΛ ))
for any Λ ∈ P+. In particular
Homh(CΛ, H0(n, PFΛ )) = 1 and Homh(CΛ′ , H0(n, PFΛ )) = 0 if Λ′ 6≥ Λ.
Proposition 9.3. Consider Λ ∈ P+. If PFΛ has a filtration by generalised Kac
modules, the multiplicities are given by
(PFΛ : K
(b)
λ ) = [K
(b)
λ : LΛ] for any λ ∈ P+.
Proof. Since the projective modules in F are their own twisted duals, the relation
Homh(CΛ′ , H0(n, PFΛ )) = Homh(CΛ′ , H0(n, PFΛ )) = [K
(b)
Λ′ : LΛ]
holds as a consequence of Corollary 9.2.
Now consider an arbitrary module M , with a finite filtration with quotients the
generalised Kac modules {K(b)(κ)|κ ∈ S} for some set S with multiplicities. Since
Homn(−,C) is a left-exact contravariant functor, it is clear that H0(n,M) is an
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h-submodule of ⊕κ∈SCκ. Since the generalised Kac modules correspond to the max-
imal finite dimensional highest weight modules, it also follows that ⊕κ∈SCκ must be
a submodule of Hk(n,M). This implies that we have the relation
(PFΛ : K
(b)
λ ) = Homh(Cλ, H0(n, P
F
Λ )),
which concludes the proof. 
Lemma 9.4. Assume that for a fixed Λ ∈ P+,
• aΛ,Λ′ 6= 0 implies that chK(b)Λ′ = E(Λ′),
• Homh(Cκ, H0(n, PFΛ )) 6= 0 implies κ ∈ P˜+.
Then PFΛ has a filtration by generalised Kac modules and
(PFΛ : K
(b)
Λ′ ) = aΛ,Λ′ = [K
(b)
Λ′ : LΛ] for all Λ
′ ∈ P˜+.
Proof. Take Λ′ ∈ P˜+ such that aΛ,Λ′ 6= 0. Then by assumption,
aκ,Λ′ = [K
(b)
Λ′ : Lκ] ≥ 0,
for any κ ∈ P+. Equation (9.1) and Corollary 9.2 therefore imply that
chPFΛ =
∑
Λ′∈P˜+
Homh(CΛ′ , H0(n, PFΛ ))chK
(b)
Λ′ .
In general, PFΛ has a filtration by certain quotients of generalised Kac modules, where
the highest weights are exactly given by the set (with multiplicities) H0(n, P
F
Λ ). By
assumption this set is contained in P˜+. The only possibility for PFΛ to have the
character as written above is therefore if all these quotients are isomorphic to the
generalised Kac modules. The result thus follows from Proposition 9.3. 
Lemma 9.5. If a weight κ ∈ P+ is relatively Γ+-generic, it satisfies κ ∈ P˜+.
Proof. By Corollary 8.6 we have E(κ) = chK(b)κ . If sα · κ = κ for some α ∈ ∆+0¯ ,
we obtain the contradiction E(κ) = 0, so there are no multiplicities in the orbit
{w · κ |w ∈ W}. The highest weight in this orbit has to appear with non-zero
multiplicity in E(κ) by equation (5.2). This implies that the highest weight in that
orbit is κ, so sα · κ < κ. 
Proof of Theorem 9.1. It suffices to prove that the conditions in Lemma 9.4 are
satisfied if Λ is relatively Γ˜-generic.
Assume that aΛ,Λ′ 6= 0 for some Λ′ ∈ P˜+, the combination of equation (9.1) and
Lemma 5.6 implies that
[Γi(G/P
b, LΛ′(p
b)) : LΛ] 6= 0
for some i. By Lemma 5.5, there is a u ∈ W 1b such that Λ′ ∈ u ◦ Λ + Γ+. Since Λ,
and thus u ◦ Λ, is relatively Γ˜-generic, this implies that u = 1 and Λ′ is Γ+-generic.
Therefore Corollary 8.6 yields chK
(b)
Λ′ = E(Λ′).
Now assume that Homh(Cκ, H0(n, PFΛ )) 6= 0. Theorem 5.1 implies that we have
[K
(b)
κ : LΛ] 6= 0. By Corollary 5.5, this implies Λ ∈ κ − Γ+ and in particular, κ is
relatively Γ+-generic. Lemma 9.5 then implies that κ ∈ P˜+. 
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10. BBW theory for osp(m|2), D(2, 1;α), F (4) and G(3)
We extend the result on BBW theory for osp(3|2), D(2, 1;α), F (4) and G(3),
with distinguished root system, of Germoni and Martirosyan in [18, 27], to include
weights which are not necessarily dominant. This solves BBW theory for these
algebras (with distinguished Borel subalgebra) completely. We also solve BBW
theory for osp(m|2) by applying the results of Su and Zhang on Kac modules and
generalised Verma modules in [39]. We always assume that m ≥ 3, since the other
cases have already been addressed in Subsection 6.3. The remaining basic classical
Lie superalgebras for which BBW theory, for the distinguished system of positive
roots, is not known, are therefore osp(m|2n), with n ≥ 2 and m ≥ 3.
All the Lie subalgebras in this section are of type II, therefore they satisfy the
Z-gradation g = g−2⊕g−1⊕g0⊕g1⊕g2. The distinguished Borel subalgebra satisfies
b ⊂ g0⊕ g1⊕ g2. Furthermore, in each case we have dim g2 = 1 and g0¯ ∼= sl(2) + g0.
This implies that the Weyl group satisfies W ∼= Z2 ×W (g0 : h), where we denote
the non-identity element of Z2 by s.
Theorem 10.1. Consider g one of the basic classical Lie superalgebras in the list
{osp(m|2), D(2, 1;α), F (4), G(3)} and b the distinguished Borel subalgebra, see [24].
For each µ ∈ P and p ∈ N, there is at most one w ∈ W of length p such that
w · µ ∈ P+. The cohomology groups of BBW theory are described by
Γp(G/B,Lµ(b) =

Kw·µ if w ∈ W (p) exists and sw > w
K∨w·µ if w ∈ W (p) exists and sw < w
0 otherwise.
Before proving this statement, we note the following corollary on Kostant coho-
mology of projective modules.
Corollary 10.2. Consider g ∈ {osp(m|2), D(2, 1;α), F (4), G(3)} and b the distin-
guished Borel subalgebra. For each Λ ∈ P+ we have
chHk(n, PFΛ ) =
⊕
w∈W (k)
w · chH0(n, PFΛ ).
Proof. Theorem 10.1 implies that for any integral weight µ and integral dominant
weight Λ we have
[Γp(G/B,Lµ(b)) : LΛ] =

[Γ0(G/B,Lw·µ(b)) : LΛ] if there is a w ∈ W (p)
such that w · µ ∈ P+
0 otherwise.
The result therefore follows from Theorem 5.1(ii). 
Lemma 10.3. Consider g ∈ {osp(m|2), D(2, 1;α), F (4), G(3)} and p = g0⊕g1⊕g2.
For Λ ∈ P+, the g-module Γ1(G/P,Ls·Λ(p)) contains no highest weight vectors lower
than Λ.
Proof. Denote the positive root in g2 by 2δ. We consider a k ∈ N such that Λ + kδ
is typical. Theorem 6.11 thus implies that we have
Γi(G/P,Ls·(Λ+kδ)) = δi1LΛ+kδ.
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Since s · (Λ + kδ) = s · Λ− kδ, we have a short exact sequence of p-modules
Ls·Λ(p) ↪→ Ls·(Λ+kδ)(p)⊗ Lkδ  N,
for some p-moduleN . We apply the right exact functor Γ(G/P,−) to this short exact
sequence, using Corollary 5.4 and Corollary 4.13, which yields an exact sequence
0→ Γ1(G/P,Ls·Λ(p))→ LΛ+kδ ⊗ Lkδ.
The Weyl group invariance of chLkδ, shows that −kδ is the lowest weight appearing
in Lkδ, which implies that the lowest possible weight of a non-zero highest weight
vector in LΛ+kδ ⊗ Lkδ is Λ. 
Proof of Theorem 10.1. We prove that Γ1(G/B,Ls·Λ) = K∨Λ . By Theorem 3.2(i) we
can replace the Borel subalgebra by p = g0⊕g1⊕g2. The remainder of the theorem
then follows from Corollary 5.4 and Theorem 6.1, see also Remark 8.2.
If Λ is typical, the result follows from Theorem 6.11. If Λ is atypical, the results
in [18, 27, 39] imply that there are three possibilities for KΛ
• KΛ is of length 2 and s · Λ 6∈ P+;
• KΛ is of length 3, s · Λ 6∈ P+ and there exists no extension between the two
simple subquotients in the maximal submodule of KΛ;
• K(Λ) = L(Λ) and s · Λ ∈ P+ (sometimes actually s · Λ = Λ).
For the first two cases, the cohomologies Γi(G/P,Ls·Λ(p)) are clearly contained
in the first degree. The only possibility allowed by Lemma 5.6 and Lemma 10.3 is
Γi(G/P,Ls·Λ(p)) = K∨Λ . In the third case, we have the identity
E(Λ) = chL(Λ)− chL(s · Λ),
see [18, 27, 39], while K(Λ) ∼= L(Λ) and K(s ·Λ) ∼= L(s ·Λ). The result then follows
from Lemma 5.6. 
Remark 10.4. We could have avoided using Lemma 10.3, by using the Serre duality
derived by Penkov in the sheaf-theoretical approach to BBW theory in [34]:
(10.1) Γk(G/B,Lλ(b)) ∼= Γd−k(G/B,L−λ−2ρ(b))∗,
with d = n∗¯0. The combination of this with the results in [18, 27, 39] also leads to
Theorem 10.1. Equation (10.1) also demonstrates that cohomology of BBW theory
will not always lead to highest weight modules. For type I the Kac modules satisfy
K∗λ = K−w0(λ)+2ρ1 , but duals of arbitrary generalised Kac modules will not always
be generalised Kac modules.
11. Homological algebra and projective modules for osp(m|2)
In this section we study homological algebra for the Lie superalgebra osp(m|2).
Since we will not use the BGG category O here, we denote the indecomposable
projective covers in F simply by PΛ.
First we repeat some results of Su and Zhang in [39] and Gruson and Serganova
in [20]. The defect of osp(m|2) is 1, so every atypical central character is singly
atypical. By Theorem 2 of [20], we therefore know that every atypical block in F
for osp(m|2) is equivalent to an atypical block in osp(3|2) if m is odd, or osp(4|2) or
osp(2|2) ∼= sl(2|1) if m is even. The quiver diagrams of these categories can therefore
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be obtained from the ones in [18]. We refer to that paper for the definition of the
Dynkin diagrams of types D∞ and A∞∞, see also [27].
Lemma 11.1. [20, 18] (i) If g = osp(2d+ 1|2), the quiver diagram of Fχ, for χ an
atypical central character is equal to the Dynkin diagram of type D∞.
(ii) If g = osp(2d|2), the quiver diagram of Fχ, for χ an atypical central character
is either equal to the Dynkin diagram of type D∞, or of type A∞∞.
These results also follow from interpreting Theorem 4.2 in [39]. We follow the
notation for the weights introduced in Definition 2.9 in [39] for the remainder of this
section. The structure of the Kac modules can be obtained from Theorem 4.2 in [39],
while the characters of finite dimensional modules are described in Proposition 4.6
in [39]. As in Section 10, we denote by s ∈ W the simple reflection for the root
which is not simple in ∆+.
Lemma 11.2. [39] Consider g = osp(m|2). If the quiver diagram of the block Fχ
is of type D∞, the integral dominant weights corresponding to Fχ are given by a set
{λ(0), λ(1), λ(2), · · · } and the Kac modules have the following description:
Lλ(k−1) ↪→ Kλ(k)  Lλ(k) if k ≥ 2,
Lλ(0) ⊕ Lλ(1) ↪→ Kλ(2)  Lλ(2) ,
Kλ(1)
∼= Lλ(1) and Kλ(0) ∼= Lλ(0) .
Furthermore, we have chKλ(k) = E(λ(k)) if k ≥ 2 and E(λ(1)) = chLλ(1) − chLλ(0).
If the quiver diagram of the block Fχ is given by A∞∞, the integral dominant weights
are given by a set {· · · , λ(2)− , λ(1)− , λ(0)− = λ(0)+ , λ(1)+ , λ(2)+ , · · · } and the Kac modules have
the following description:
L
λ
(k−1)
±
↪→ K
λ
(k)
±
 L
λ
(k)
±
if k ≥ 1, and K
λ
(0)
+
∼= L
λ
(0)
+
.
Furthermore, we have chK
λ
(k)
±
= E(λ(k)± ) if k ≥ 1.
We note that the weights λ(k) and λ
(k)
± are defined in [39] for k ∈ Z, but are not
dominant if k ≤ 0. The relations s · λ(k) = λ(1−k) and s · λ(k)± = λ(−k)± hold.
In the remainder of this section we will state results on an arbitrary block by use
of the abstract notation λ(k), λ
(k)
+ , λ
(k)
− . From the notation it is therefore clear which
type of block is considered.
11.1. Projective modules.
Proposition 11.3. For k ≥ 2, the projective modules Pλ(k) satisfy
Kλ(k+1) ↪→ Pλ(k)  Kλ(k) ,
and the length of the radical layer structure is three. For k ∈ {1, 2} the radical layer
structure of Pλ(k) is
Lλ(k) Lλ(2) Lλ(k) .
For k ≥ 1, the projective modules P
λ
(k)
±
satisfy
K
λ
(k+1)
±
↪→ P
λ
(k)
±
 K
λ
(k)
±
,
and the length of the radical layer is three. The radical layer structure of Pλ(0) is
L
λ
(0)
+
L
λ
(1)
+
⊕ L
λ
(1)
−
L
λ
(0)
+
.
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Proof. The Jordan-Ho¨lder decomposition series of the projective modules follows
from comparing the BGG reciprocity in Theorem 1 of [21] with the characters of
the Kac modules in Lemma 11.2. Alternatively they follow quickly from the Euler-
Poincare´ principle and the subsequent Lemma 11.9.
Since PΛ is also the indecomposable injective envelope of LΛ, we have SocPΛ = LΛ.
The fact that Rad(PΛ/LΛ) is semisimple follows from its decomposition series and
the quiver diagrams in Lemma 11.1.
The filtration by Kac modules follows from the fact that PΛ projects onto KΛ and
the fact the kernel of this morphism is a module with simple socle LΛ. 
Remark 11.4. This result provides examples of Theorem 9.1. It also shows that the
projective covers for the exceptional weights λ(1), λ(0), λ
(0)
+ , which are not relatively
Γ˜-generic, do not have a filtration by Kac modules.
11.2. Bernstein-Gelfand-Gelfand resolutions. We call a resolution by (gener-
alised) Verma modules a BGG resolution and a resolution by modules with a filtra-
tion by generalised Verma modules a weak BBG resolution, see [26]. According to
Section 8 in [8] and Remark 6.13 we have the following conclusions for basic classical
Lie superalgebras with distinguished Borel subalgebra and a parabolic subalgebra
such that the Levi subalgebra is even.
• If g is of type I, then Kac modules and typical simple modules have a finite
BGG resolution.
• If g is of type II, then typical simple modules have a finite BGG resolution.
In this section we look at such resolutions for Kac modules and Lie superalgebras
of type II. We obtain the following conclusions:
Theorem 11.5. Consider g a basic classical Lie superalgebra of type II, with para-
bolic subalgebra p = g0 ⊕ g1 ⊕ g2.
• An atypical Kac module never has a finite (weak) BGG resolution.
• If g = osp(m|2), then an atypical Kac module either has a infinite BGG
resolution or a finite resolution by twisted generalised Verma modules.
We use the notation as in equation (2.3) and the beginning of this section.
Theorem 11.6. Consider g = osp(m|2). For λ ∈ P+ typical and parabolic subalge-
bra p = g0 + g1 + g2, the irreducible module Lλ = Kλ has a BGG resolution
0→ Ks·λ → Kλ → Lλ → 0,
with Kλ as introduced in (2.3).
For k ≥ 2, the Kac module Kλ(k) has a resolution of the form
0→ Nλ(k) → Kλ(k) → Kλ(k) → 0,
where chNλ(k) = chKλ(1−k), but H0 (n, Nλ(k)) = Cλ(1−k) ⊕ Cλ(−k). For k ∈ {0, 1}, the
module Kλ(k)
∼= Lλ(k) has a BGG resolution of the form
· · · → Kλ(−j) → · · · → Kλ(−2) → Kλ(−1) → Kλ(k) → Lλ(k) → 0
For k ≥ 1, the Kac module K
λ
(k)
±
has a resolution of the form
0→ N
λ
(k)
±
→ K
λ
(k)
±
→ K
λ
(k)
±
→ 0,
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where chN
λ
(k)
±
= chK
λ
(−k)
±
, but H0
(
n, N
λ
(k)
±
)
= C
λ
(−k)
±
⊕C
λ
(−k−1)
±
. The module K
λ
(0)
+
∼=
L
λ
(0)
+
has a BGG resolution of the form
· · · → K
λ
(−j)
+
⊕K
λ
(−j)
−
→ · · · → K
λ
(−2)
+
⊕K
λ
(−2)
−
→ K
λ
(−1)
+
⊕K
λ
(−1)
−
→ K
λ
(0)
+
→ L
λ
(0)
+
→ 0.
Proof. First we consider λ typical, according to equation (2.3) there is a short exact
sequence
Nλ ↪→ Kλ  LΛ
with chNλ = chKs·λ. Corollary 6.12 implies H0(n, Nλ) = L0s·Λ, so Nλ = Ks·λ.
The atypical cases follow immediately from Theorem 4.2 in [39]. 
Proof of Theorem 11.5. If a finite dimensional g-module, restricted as an n-module,
had a finite resolution by free n-modules, it would have projective dimension zero,
as a module for the one dimensional Lie algebra generated by any self-commuting
element in n. For type II, this property immediately implies that the module is
projective in F , see [15]. This proves the first statement. For the case of osp(m|2),
this also follows from the subsequent Theorem 11.8.
The second statement follows from Theorem 11.6. 
Remark 11.7. For basic classical Lie superalgebras of type II, the Kac modules are
not parabolically induced, so resolutions in terms of them are not BGG resolutions.
However, Lemma 11.2 implies immediately that each simple module for osp(m|2)
has a finite resolution in terms of Kac modules.
11.3. Kostant cohomology. The main theorem of this subsection is the algebra
homology of n with values in the Kac modules of osp(m|2).
According to Corollary 6.12 we only need to focus on atypical weights. By
Lemma 3.3 and Remark 6.2 it suffices to compute the homology of u = g−1 ⊕ g−2,
which is what we do in the following Theorem.
Theorem 11.8. For every λ ∈ P+, H0(n, Kλ) = Cλ, and for j > 0
Hj(u, Lλ(k)) = L
0
λ(−j) for k ∈ {0, 1}, Hj(u, Lλ(0)+ ) = L
0
λ
(−j)
+
⊕ L0
λ
(−j)
−
,
Hj(u, Kλ(k)) = L
0
λ(2−j−k) ⊕ L0λ(1−j−k) and Hj(u, Kλ(k)± ) = L
0
λ
(1−j−k)
±
⊕ L0
λ
(−j−k)
±
for respectively k ≥ 2 and k ≥ 1.
In order to prove this we need the Kostant cohomology for projective modules.
Lemma 11.9. The Kostant cohomology of projective modules for osp(m|2) is de-
scribed by
Hj(n, Pλ(k)) =
⊕
w∈W (j)
(Cw·λ(k) ⊕ Cw·λ(k+1)) for k > 0;
Hj(n, Pλ(0)) =
⊕
w∈W (j)
(Cw·λ(0) ⊕ Cw·λ(2)) ;
Hj(n, P
λ
(k)
±
) =
⊕
w∈W (j)
(
C
w·λ(k)±
⊕ C
w·λ(k+1)±
)
for k > 0;
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Hj(n, P
λ
(0)
+
) =
⊕
w∈W (j)
(
C
w·λ(0)+
⊕ C
w·λ(1)+
⊕ C
w·λ(1)−
)
.
Proof. This follows from the combination of Corollary 9.2, Lemma 11.2 and Corol-
lary 10.2. 
Proof of Theorem 11.8. For the cases where the Kac module is simple, the result
follows immediately from Theorem 11.6. Now we prove the result for λ(k) with
k ≥ 2.
Theorem 11.6 implies
H1(u, Kλ(k)) = L
0
λ(1−k) ⊕ L0λ(−k) for all k ≥ 2.
We make the identification Hk(u, V ) = H
k(u, V ∨) (see e.g. Lemma 6.22 in [6]
or Remark 4.1 in [8]) to use the result in Lemma 11.9. Applying Homu(−,C)∗ =
H0(u,−) to the short exact sequence in Proposition 11.3 yields a long exact sequence
of the form
0→ L0λ(k) → L0λ(k+1) ⊕ L0λ(k) → L0λ(k+1) → H1(u, Kλ(k))→ L0λ(−k) ⊕ L0λ(1−k) →
H1(u, Kλ(k+1))→ H2(u, Kλ(k))→ 0→ H2(u, Kλ(k+1))→ H3(u, Kλ(k))→ · · · .
This implies Hj(u, Kλ(k+1))
∼= Hj+1(u, Kλ(k)) for k ≥ 2 and j > 0. The proof for
K
λ
(k)
±
with k > 0 follows identically. 
12. Kostant cohomology of projective modules in F
We have a unifying formula for Kostant cohomology of projective modules in F ,
which holds for sl(m|n), osp(1|2n), osp(2|2n), osp(m|2), D(2, 1;α), F (4) and G(3)
with distinguished Borel subalgebra, which also holds for arbitrary basic classical Lie
superalgebras with arbitrary Borel subalgebras in the generic and typical regions.
The results of Corollary 6.10, Corollary 6.12, Corollary 7.4(ii), Corollary 10.2 can
thus be summarised as.
Proposition 12.1. Consider g a basic classical Lie superalgbra, b = h⊕ n a Borel
subalgebra and Λ ∈ h∗ an integral dominant weight. If one of the conditions
• g is of type I, or equal to osp(m|2), D(2, 1;α), G(3) or F (4), with b the
distinguished Borel subalgebra;
• Λ is typical or Γ˜-generic;
is satisfied, we have
chHk(n, PFΛ ) =
⊕
w∈W (k)
w · chH0(n, PFΛ ).
We prove that this result does not extend to basic classical Lie superalgebras with
defect greater than 1.
Proposition 12.2. Consider g = osp(m|2n), with n > 1 and m > 3, there exists a
Λ ∈ P+ such that we have the inequality
chH1(n, PΛ) 6=
⊕
w∈W (1)
w · chH0(n, PΛ).
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Proof. Consider constant k, l ∈ N such that l ≤ m − 2 and m − 2 − l < k + 1 < l
hold (e.g. k = 0 and l = m− 2) and the weight
λ = kδ1 + lδ2.
Then both Λ1 = sδ1−δ2 · λ and Λ2 = s2δ2 · λ are g-integral dominant (with Λ2 < Λ1).
Theorem 6.1 implies that
Γ1(G/B,Lλ(b)) = KΛ1
holds. We denote the multiplicity [KΛ1 : LΛ2 ] by p. Theorem 5.1 implies that Cλ
appears p times in H1(n, PΛ2) and that CΛ1 appears p times in H0(n, PΛ2). However
since CΛ2 also appears in H0(n, PΛ2) the equality
chH1(n, PΛ2) =
⊕
w∈W (1)
w · chH0(n, PΛ2)
would lead to a contradiction. 
Appendix A. A few results on twisting functors
In the following, α is always a root which is simple in ∆+
0¯
. We say that M ∈ O is
α-free (respectively α-finite) if for a non-zero Y ∈ (g0¯)−α the action of Y is injective
(respectively locally finite) on M . A simple module is either α-finite or α-free. We
introduce the partial Zuckerman functor Sα on O, which maps a module to its
maximal α-finite submodule and the partial Bernstein functor Γα, which maps a
module to its maximal α-finite quotient. We denote the derived category of O by
D(O), with D+(O) and D−(O) respectively the bounded-below and bounded-above
derived categories.
In the following lemma, we recall properties of the twisting functors Tα and their
adjoint Gα from Subsection 2.4, which can be found in Lemma 5.4 and Proposi-
tions 5.10 and 5.11 of [11].
Lemma A.1. We have the following properties of the endofunctor Tα of O:
(i) The functor Tα is right exact. The left derived functor LTα : D−(O) → D−(O)
satisfies LiTα = 0 for i > 1.
(ii) For M ∈ O, we have{
TαM = 0, if M is α-finite;
L1TαM = 0, if M is α-free.
(iii) For any central character χ : Z(g)→ C, the endofunctor LTα◦RGα of D+(Oχ)
is isomorphic to the identity functor.
(iv) We have the equivalence of endofunctors on O: L1Tα ∼= Sα and R1Gα ∼= Γα.
Now we derive some further properties of these twisting functors, which will be
applied in BBW theory.
Lemma A.2. Consider α simple in ∆+
0¯
and w ∈ W such that wsα > w, then Tα
maps projective modules in O to acyclic modules for Tw.
Proof. Projective modules in O are direct summands of modules induced from pro-
jective modules in O0¯. The claim therefore follows from equation (2.5) and the cor-
responding statement for Lie algebras, see e.g. the proof of Corollary 6.2 in [1]. 
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The following lemma is an application of the principle in the proof of Proposition 3
in [28].
Lemma A.3. If M ∈ O is α-free and N ∈ O is α-finite, then we have
ExtkO(TαM,N) ∼= Extk−1O (M,N).
Proof. Applying the properties in Lemma A.1 implies
ExtkO(TαM,N) ∼= HomD+(O)(LTαM,N [k])
∼= HomD+(O)(M,RGαN [k])
∼= Extk−1O (M,N),
which yields the lemma. 
Proposition A.4. Consider an arbitrary weight µ ∈ h∗, w ∈ W and V a finite
dimensional module in O. We have
ExtjO(TwM(µ), V ) =
{
Ext
j−l(w)
O (M(µ), V ) if l(w) ≤ j
0 if l(w) > j.
Proof. We have LkTwM(µ) = 0 for every k > 0, this follows from the corresponding
property for Lie algebras, see Theorem 2.2 in [1], equation (2.5) and the fact that
Resgg0¯M(µ) has a standard filtration in O0¯.
On the other hand, the property LkTwV = δl(w),kV holds for l(w) = 1 by
Lemma A.1(ii). The general case follows by induction from this, using the Grothen-
dieck spectral sequence, which is well-defined by Lemma A.2.
The claim then follows from these two properties as in the proof of Lemma A.3. 
Lemma A.5. If M ∈ O and GαM are both α-free, then we have M ∼= TαGαM .
Proof. This follows immediately from Lemma A.1. 
These results allow to conclude the following two corollaries.
Corollary A.6. Consider a Γ+-generic Λ ∈ P+ and w ∈ W with reduced expression
w = sα1sα2 · · · sαk , then we have
Resgg0¯ Gsαj sαj−1 ···sα1 Mw·Λ
∼= Resgg0¯ Msαj+1 ···sαk ·Λ for 1 ≤ j ≤ k.
Proof. The PBW theorem implies that we have
Resgg0¯ MΛ
∼=
⊕
γ∈Γ+
M 0¯Λ−γ and
(A.1) Resgg0¯ Mw·Λ
∼=
⊕
γ∈Γ+
M 0¯w·Λ−γ ∼=
⊕
γ∈Γ+
M 0¯w◦(Λ−γ).
Since the twisting functors (and therefore their adjoints) on category O and O0¯
intertwine the restriction operator, see equation (2.5), it suffices to prove that
G0¯sαj sαj−1 ···sα1M
0¯
w◦(Λ−γ) ∼= M 0¯sαj+1 ···sαk◦(Λ−γ).
By Definition 2.2(i) all the weights Λ − γ are g0¯-integral dominant. The equation
above is therefore standard and follows e.g. from the combination of Theorems 4.1
and 2.3 in [1]. 
BBW THEORY FOR LIE SUPERALGEBRAS 37
Corollary A.7. Let Λ be a Γ+-generic integral dominant weight, w ∈ W with
l(w) = k and V a finite dimensional g-module, then we have
ExtkO(Mw·Λ, V ) ∼= HomO(Gw−1Mw·Λ, V ).
Proof. Applying the combination of Lemma A.5 and Corollary A.6 iteratively yields
Mw·Λ ∼= TwGw−1Mw·Λ. Applying Proposition A.4 then yields the result. 
We recall the following immediate consequence of the result of Penkov in Theo-
rem 2.2 of [35].
Lemma A.8. Consider Λ ∈ P+, Γ+-generic. For any w ∈ W , the g0¯-module
Resgg0¯L(w · Λ) is semisimple and its length only depends on g and the degree of
atypicality of Λ.
We will also need the following estimate on the star action.
Lemma A.9. Consider µ ∈ h∗, Γ˜-generic, then
w ∗ µ ∈ w · µ− Γ+.
Proof. The combination of Lemmata 8.3 and 7.2 in [11] shows that w ∗ µ ∈ w′ ◦
(µ− Γ+) for some w′ ∈ W . From Theorem 8.10 in [11] we find w′ = w. The result
therefore follows from equation (2.2). 
The following proposition yields important information on the top of the repre-
sentation Gw−1Mw·Λ for Λ generic, see Definition 2.2(iii).
Proposition A.10. For Λ a generic integral dominant weight and w ∈ W , we have
Gw−1Mw·Λ  Lw−1∗w·Λ.
Proof. Define the g-module K as the kernel of the morphism Mw·Λ  Lw·Λ and
assume w = sαw
′ with l(w′) = l(w)− 1. The left exact functor Gα therefore yields
an exact sequence
GαMw·Λ → GαLw·Λ → R1GαK.
Equation (A.1) shows thatMw·Λ does not have a simple subquotient corresponding
to the Weyl chamber w′. In particular, Lemma A.1(iv) implies that R1GαK does
not have such a subquotient either. Lemma 8.3 in [11] implies that L(sα ∗ w · Λ)
is a subquotient of GαLw·Λ. Lemma A.8 and equation (2.5) imply that this is in
fact the only subquotient of GαLw·Λ in this Weyl chamber. We can conclude that
the exact sequence above yields an epimorphism from GαMw·Λ to a module which
has a unique simple subquotient corresponding to the Weyl chamber of w′, namely
L(sα ∗ w · Λ). Corollary A.6 implies that the only simple modules in the top of
GαMw·Λ belong to the Weyl chamber of w′, so we obtain
GαMw·Λ  L(sα ∗ w · Λ).
Since Λ is generic, every weight of the form w′ ∗w ·Λ is Γ˜-generic, by Lemma A.9.
Therefore, the procedure described above can be repeated until finally the result
Gw−1Mw·Λ  Lw−1∗w·Λ follows. 
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