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Abstract
The Re´nyi entropy is one of the important information measures that generalizes
Shannon’s entropy. The quantum Re´nyi entropy has a fundamental role in quantum
information theory, therefore, bounding this quantity is of vital importance. Another
important quantity is Re´nyi relative entropy on which Re´nyi generalization of the
conditional entropy, and mutual information are defined based. Thus, finding lower
bound for Re´nyi relative entropy is our goal in this paper. We use matrix inequalities
to prove new bounds on the entropy of type β, Re´nyi entropy.
1 Introduction
There are several entropic quantities belonging to the family of β-entropies entropies that
have been shown to be useful. The entropies of type β are defined by means of information
functions [3]. Recall that a real function f defined on [0, 1] is an information function if
it satisfies the boundary conditions
f(0) = f(1); f(
1
2
) = 1, (1.1)
and the functional equation
f(x) + (1− x)f(
y
1− x
) = f(y) + (1− y)f(
x
1− y
),
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1
2for all (x, y) ∈ D, where
D = {(x, y); 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, and x+ y ≤ 1} .
Let f be an information function and (p1, p2, · · · , pn) be an finite discrete probability
distribution. Then in [3] the entropy of the distribution (p1, p2, · · · , pn) with respect to f
is defined by
Hfn(p1, p2, · · · , pn) =
n∑
i=2
sif(
pi
si
), si = p1 + · · ·+ pi; i = 2, · · · , n .
Definition 1.1. [3] Let β be a positive number. We call the real function defined in [0, 1]
an information function of type β if it satisfies the boundary condition (1.1) and
the function equation
f(x) + (1− x)βf(
y
1− x
) = f(y) + (1− y)βf(
x
1− y
),
for all (x, y) ∈ D.
The entropy of type β of a probability distribution (p1, p2, · · · , pn) is defined by
Hβn (p1, p2, · · · , pn) =
n∑
i=2
s
β
i f(
pi
si
), si = p1 + · · ·+ pi; i = 2, · · · , n .
where f is an information function of type β .
Theorem 1.2. [3] Let f be an information function of type β with β 6= 1. Then
f(x) = (21−β − 1)−1[xβ + (1− x)β − 1], for all x ∈ [0, 1] .
Theorem 1.3. [3] Let β be a positive number β with β 6= 1. Then we have for the entropy
of type β of a probability distribution (p1, p2, · · · , pn),
Hβn(p1, p2, · · · , pn) = (2
1−β − 1)−1
(
n∑
i=1
p
β
i − 1
)
. (1.2)
The Shannon’s entropy Hn(p1, p2, · · · , pn) is the limit function of H
β
n (p1, p2, · · · , pn),
when β → 1.
For a positive number β with β 6= 1, Re´nyi [7] has extended the concept of Shannon’s
entropy by defining the entropy of order β of a probability distribution (p1, p2, · · · , pn)
as
βHn(p1, p2, ..., pn) = (1− β)
−1 log2
n∑
i=1
p
β
i . (1.3)
3Let H be a complex Hilbert space with dimension n. The set of linear operators on H
is denoted by Mn(C), where Mn(C) is the set (the C
∗-algebra) of all n by n complex ma-
trices. The conjugate transpose of matrix A ∈ Mn(C) is denoted by A
∗ or A†. If A† = A,
then A is called Hermitian matrix. A Hermitian or self adjoint matrix A ∈Mn(C) is called
positive semi definite (resp. positive definite) if 〈Ax, x〉 ≥ 0 (resp. 〈Ax, x〉 > 0) for each
x ∈ Cn. The set M+n (C) of all positive semi definite matrices is then a closed convex cone
in Mn(C) and makes the set of all Hermitian matrices partially ordered: for Hermitian
matrices A and B, A ≤ B if and only if B −A ∈M+n (C) [2].
Lemma 1.4. If A ≥ 0, then for all r ∈ R;Ar ≥ 0.
Proof. It follows from definition of positive semidefinite matrix.
Lemma 1.5. If A and B are positive semidefinite matrices, then
0 ≤ tr (AB) ≤ tr (A)tr (B) .
Proof. This is an immediate result of the Von Neumann’s trace inequality [5].
Lemma 1.6. Let A and B be n by n positive semidefinite matrices, then
n(detA detB)
1
n ≤ tr (AB). (1.4)
Equality holds if and only if B
1
2AB
1
2 = cI ; c ∈ R+.
Proof. B is a positive semidefinite matrix, therefore it has a unique square root. Also, for
square matrices X and Y , the trace of XY is equal to the trace of Y X . It follows that
the inequality (1.4) can be rewritten as
(det(B
1
2AB
1
2 ))
1
n ≤
tr (B
1
2AB
1
2 )
n
.
Assuming that λ1, λ2, · · · , λn ∈ R
+
0 are the eigenvalues ofB
1
2AB
1
2 , by arithmetic-geometric
mean inequality we have
(det(B
1
2AB
1
2 ))
1
n = n
√
λ1λ2 · · ·λn ≤
∑n
i=1 λi
n
=
tr (B
1
2AB
1
2 )
n
.
Moreover, equality holds in the arithmetic-geometric mean inequality if and only if λ1 =
λ2 = · · · = λn which implies equality holds in (1.4), if B
1
2AB
1
2 = λ1I. It is clear that
B
1
2AB
1
2 = cI for some c ∈ R+, then n(detA detB)
1
n = tr (AB).
4Lemma 1.7. If A is a positive definite matrix, then
tr (I− A−1) ≤ log det(A) ≤ tr (A− I) . (1.5)
Equality holds if and only if A = I.
Proof. Let λ1, λ2, · · · , λn ∈ R
+
0 be the eigenvalues of A. Then by functional calculus
theorem, the inequality (1.5) can be rewritten as
n∑
i=1
(1−
1
λi
) ≤
n∑
i=1
log(λi) ≤
n∑
i=1
(λi − 1),
or, by setting λi = e
ui,
n∑
i=1
(1− e−ui) ≤
n∑
i=1
ui ≤
n∑
i=1
(eui − 1),
that follows from the convexity of the exponential function. Equality holds if and only if
ui = 0 for every 1 ≤ i ≤ n implying λi = 1 for every 1 ≤ i ≤ n. Thus, equality holds in
(1.5) if and only if A = I.
Definition 1.8. An operator ρ on a finite dimensional Hilbert space H , is called density
operator if it satisfies the following three requirements:
(i) ρ is Hermitian,
(ii) tr ρ = 1, and
(iii) ρ is a positive semi-definite operator.
2 Entropy of type β and Re´nyi entropy
First, we prove some results about the Re´nyi entropy of order β. For n ≥ 1, we denote
∆n =
{
(p1, p2, ..., pn) : pi ≥ 0,
n∑
i=1
pi = 1
}
.
Theorem 2.1. For all (p1, p2, ..., pn) ∈ ∆n and positive real number β,
1. if 0 < β < 1, then
βHn(p1, p2, ..., pn) ≥ (1− β)
−1
(
log2(n− n0) +
β
n− n0
n−n0∑
i=1
log2 pi
′
)
.
52. if β > 1, then
βHn(p1, p2, ..., pn) ≤ (1− β)
−1
(
log2(n− n0) +
β
n− n0
n−n0∑
i=1
log2 pi
′
)
,
where pi
′ ∈ {pi ∈ ∆n|pi > 0} and n0 is the number of pi that pi = 0.
Proof. We have
βHn(p1, p2, .., pn) = (1− β)
−1 log2
∑n
i=1 p
β
i
= (1− β)−1
(
log2(n− n0)
∑n−n0
i=1
pi
′β
n−n0
)
= (1− β)−1
(
log2(n− n0) + log2
∑n−n0
i=1
pi
′β
n−n0
)
.
Therefore, for 0 < β < 1, we get
βHn(p1, p2, .., pn) ≥ (1− β)
−1
(
log2(n− n0) +
∑n−n0
i=1
1
n−n0
log2 pi
′β
)
= (1− β)−1
(
log2(n− n0) +
β
n−n0
∑n−n0
i=1 log2 pi
′
)
,
and for β > 1, we get
βHn(p1, p2, .., pn) ≤ (1− β)
−1
(
log2(n− n0) +
∑n−n0
i=1
1
n−n0
log2 pi
′β
)
= (1− β)−1
(
log2(n− n0) +
β
n−n0
∑n−n0
i=1 log2 pi
′
)
.
From (1.2) and (1.3) we have the following relations between the entropy of order β
and the entropy of type β [3]:
βHn = (1− β)
−1 log2
[
(21−β − 1)Hβn + 1
]
(2.1)
Theorem 2.2. If 0 < β < 1, then for all (p1, p2, ..., pn) ∈ ∆n we have
0 ≤ Hβn (p1, p2, ..., pn) ≤ (2
1−β − 1)−1
[
(n− n0)(
n−n0∏
i=1
pi
′)
β
n−n0 − 1
]
,
where pi
′ ∈ {pi ∈ ∆n|pi > 0} and n0 is the number of pi that pi = 0.
6Proof. For 0 < β < 1 from (1.3), we have:
(1− β)−1 log2
[
(21−β − 1)Hβn + 1
]
≤ (1− β)−1
(
log2(n− n0) +
β
n− n0
n−n0∑
i=1
log2 pi
′
)
log2
[
(21−β − 1)Hβn + 1
]
≤ log2
[
(n− n0)(
n−n0∏
i=1
pi
′)
β
n−n0
]
,
which implies
(21−β − 1)Hβn + 1 ≤ (n− n0)(
n−n0∏
i=1
pi
′)
β
n−n0 .
Thus,
Hβn(p1, p2, ..., pn) ≤ (2
1−β − 1)−1
[
(n− n0)(
n−n0∏
i=1
pi
′)
β
n−n0 − 1
]
.
Product of non-zero probabilities of distribution identifies upper bound, so it is an
important criteria for limiting value of entropy of type β.
3 Some bounds on the quantum Re´nyi entropy
In this section, we’re going to extend Theorem 2.1 to quantum setting. In [1] the Re´nyi
entropy in quantum setting of order α ∈ (0, 1) ∪ (1,∞) is given as
Hα(ρ) =
1
1− α
log tr ρα.
Theorem 3.1. Let ρ ∈ S with rank(ρ) = d. Then,
1. if 0 < α < 1,
Hα(ρ) ≥
1
1− α
(
log(d− d0) +
α
d− d0
log
d−d0∏
i=1
λi
′
)
.
2. if α > 1,
Hα(ρ) ≤
1
1− α
(
log(d− d0) +
α
d− d0
log
d−d0∏
i=1
λi
′
)
,
where λi
′ ∈ {λi ∈ σ(ρ)|λi > 0} and d0 is the number of λi that λi = 0.
7Proof. For any density matrix ρ, there exist unitary matrix U and diagonal matrix D such
that D = UρU †. Also, D ∈ S. By property of quantum entropy, we have
Hα(D) = Hα(UρU
†) = Hα(ρ),
Hα(D) =
1
1− α
log trDα =
1
1− α
log
d∑
i=1
λi
α,
where
D =


λ1 0 . . . 0
0 λ2 . . . 0
...
...
. . .
...
0 0 . . . λd


and λi ∈ σ(ρ) .
By Theorem 2.1, we get
1
1− α
log
d∑
i=1
λi
α ≥
1
1− α
(
log(d− d0) +
α
d− d0
d−d0∑
i=1
log λi
′
)
if 0 < α < 1,
1
1− α
log
d∑
i=1
λi
α ≤
1
1− α
(
log(d− d0) +
α
d− d0
d−d0∑
i=1
log λi
′
)
if α > 1.
Thus,
Hα(D) ≥
1
1− α
(
log(d− d0) +
α
d− d0
d−d0∑
i=1
log λi
′
)
if 0 < α < 1,
Hα(D) ≤
1
1− α
(
log(d− d0) +
α
d− d0
d−d0∑
i=1
log λi
′
)
if α > 1.
Also , Hα(D) = Hα(ρ).
Theorem 3.2. Let ρ ∈ S with rank(ρ) = d. Then,
Hα(ρ) ≤ log d .
Proof. By the convexity of tα(α > 1), we obtain
d∑
i=1
λi
α = d(
1
d
d∑
i=1
λi
α) ≥ d(
1
d
d∑
i=1
λi)
α = d1−α.
Thus, for α > 1,
Hα(ρ) = Hα(D) =
1
1− α
log
d∑
i=1
λi
α ≤
1
1− α
log d1−α = log d
8From concavity of tα(0 < α < 1), we obtain
d∑
i=1
λi
α = d(
1
d
d∑
i=1
λi
α) ≤ d(
1
d
d∑
i=1
λi)
α = d1−α
Thus, for 0 < α < 1,
Hα(ρ) = Hα(D) =
1
1− α
log
d∑
i=1
λi
α ≤
1
1− α
log d1−α = log d.
Corollary 3.3. Let ρ ∈ S with rank(ρ) = d and 0 < α < 1. Then,
1
1− α
(
log(d− d0) +
α
d− d0
log
d−d0∏
i=1
λi
′
)
≤ Hα(ρ) ≤ log d ,
where λi
′ ∈ {λi ∈ σ(ρ)|λi > 0} and d0 is the number of λi that λi = 0.
This theorem provides a lower bound which does not depend on the off-diagonal ele-
ments (called as coherences in [4]), and it also shows that product of non-zero probabilities
of finding the system in the respective states gives us certain least value of quantum Re´nyi
entropy.
4 The Re´nyi relative entropy, conditional entropy,
and mutual information
Definition 4.1. [6] The Re´nyi relative entropy of α ≥ 0 is defined as
Dα(ρ||σ) =
1
α− 1
log tr
[
ρασ1−α
]
.
Theorem 4.2. For Re´nyi relative entropy of α > 1, we have
Dα(ρ||σ) ≥
1
α− 1
(
log d+
α
d
log det(ρ) +
1− α
d
log det(σ)
)
,
where d is the dimension of H(·).
Proof. Since ρ and σ are positive definite matrices, by Lemma 1.4, ρα and σ1−α are also
positive definite.
tr (ρασ1−α) ≥ d
(
det(ρα) det(σ1−α)
) 1
d
log tr (ρασ1−α) ≥ log d+
1
d
log det(ρα) +
1
d
log det(σ1−α).
9Since α > 1,
1
α− 1
log tr (ρασ1−α) ≥
1
α− 1
(
log d+
1
d
log det(ρα) +
1
d
log det(σ1−α)
)
.
Thus,
Dα(ρ||σ) ≥
1
α− 1
(
log d+
α
d
log det(ρ) +
1− α
d
log det(σ)
)
.
Definition 4.3. [1] From Re´nyi relative entropy, we define Re´nyi generalization of en-
tropy, conditional entropy, and mutual information in analogy respectively with the below
formulations;
Hα(A)ρ = −Dα(ρA|| IA),
Hα(A|B)ρ := log(dimHA)−min
σB
Dα(ρAB||µA ⊗ σB),
Iα(A;B)ρ := min
σB
Dα(ρAB|| ρA ⊗ σB),
where µA =
1
dimHA
IA.
Theorem 4.4. For Re´nyi generalization of conditional entropy and mutual informa-
tion α > 1 , if there are c1, c2 ∈ R
+ and σB ∈ HB that µ
1−α
A ⊗ σ
1−α
B = c1ρ
α
AB ,
ρ1−αA ⊗ σ
1−α
B = c2ρ
α
AB, then we have
Hα(A|B)ρ = log dA −
1
α− 1
(
log dAdB +
2α
dAdB
log det(ρAB) + log c1
)
Iα(A;B)ρ =
1
α− 1
(
log dAdB +
2α
dAdB
log det(ρAB) + log c2
)
Proof. From Theorem 4.2,
Dα(ρ||σ) ≥
1
α− 1
(
log d+
α
d
log det(ρ) +
1− α
d
log det(σ)
)
.
Equality holds if and only if σ1−α = cρα ; c ∈ R+ .
So, if there are c1, c2 ∈ R
+ and σB ∈ HB that µ
1−α
A ⊗σ
1−α
B = c1ρ
α
AB , ρ
1−α
A ⊗σ
1−α
B = c2ρ
α
AB
for α > 1, then
min
σB
Dα(ρAB||µA ⊗ σB) =
1
α− 1
(
log dAdB +
α
dAdB
log det(ρAB) +
1
dAdB
log det(cραAB)
)
=
1
α− 1
(
log dAdB +
2α
dAdB
log det(ρAB) + log c
)
.
Therefore,
Hα(A|B)ρ = log dA −
1
α− 1
(
log dAdB +
2α
dAdB
log det(ρAB) + log c1
)
.
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Similarly, we have these conclusion for Iα(A;B)ρ :
Iα(A;B)ρ =
1
α− 1
(
log dAdB +
2α
dAdB
log det(ρAB) + log c2
)
,
where ρ1−αA ⊗ σ
1−α
B = c2ρ
α
AB, c2 ∈ R
+, and α > 1.
Now, we are going to survey previous theorem in a wider sense.
Theorem 4.5. For Re´nyi generalization of mutual information α > 1, we have
Iα(A;B)ρ ≥
α
α− 1
(
log dAdB +
1
dAdB
log det(ρAB)
)
Proof.
det(σ) =
1
dd
det(dσ).
From Lemma 1.7 and for α > 1,
1− α
d
log det(σ) ≥
1− α
d
(
tr (dσ − I)− d log d
)
= (α− 1) log d
From Theorem 4.2,
Dα(ρ||σ) ≥
1
α− 1
(
log d+
α
d
log det(ρ) +
1− α
d
log det(σ)
)
≥
1
α− 1
(
log d+ (α− 1) log d+
α
d
log det(ρ)
)
=
α
α− 1
(
log d+
1
d
log det(ρ)
)
.
Hence,
Iα(A;B)ρ ≥
α
α− 1
(
log dAdB +
1
dAdB
log det(ρAB)
)
Therefore, we know the least Re´nyi generalization of mutual information for α > 1, before
finding optimum σB.
For instance, we suppose ρAB =
1
dAdB
IAB, so
c1 = c2 = (
1
dAdB
)1−2α , ρA = tr B(ρAB) =
1
dA
IA
11
and optimum σB is
1
dB
IB , we have below conclusions :
Hα(A|B)ρ = log dA −
1
α− 1
(
log dAdB +
2α
dAdB
log det(
1
dAdB
IAB) + log(
1
dAdB
)1−2α
)
= log dA −
1
α− 1
(
log dAdB +
2α
dAdB
log(
1
dAdB
)dAdB + log(
1
dAdB
)1−2α
)
= log dA −
1
α− 1
(
log dAdB + 2α log(
1
dAdB
) + (1− 2α) log(
1
dAdB
)
)
= log dA −
1
α− 1
(
log dAdB + log(
1
dAdB
)
)
= log dA = Hα(A)ρ
and also, Iα(A;B)ρ = 0.
The last theorem shows relationship between Renyi relative entropy of ρ, σ and identity
for α > 1.
Theorem 4.6. For Re´nyi relative entropy of α > 1,
Dα(ρ||σ) ≤ Dα(ρ||I) +Dα(I||σ).
Proof. Using Lemma 1.6, we get
tr (ρασ1−α) ≤ tr (ρα)tr (σ1−α)
log tr (ρασ1−α) ≤ log tr (ρα) + log tr (σ1−α)
1
α− 1
log tr (ρασ1−α) ≤
1
α− 1
log tr (ρα) +
1
α− 1
log tr (σ1−α) for α > 1.
So,
Dα(ρ||σ) ≤ Dα(ρ||I) +Dα(I||σ).
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