Vj . We assume that each Vj depends on variables from a linear subspace Vj of R n , dim Vj ≥ 3, and Vj belongs to L q (Vj) for certain q. We prove that there exist two distinct isomorphisms of H 1 L with the classical Hardy space. As a corollary we deduce a specific atomic characterization of H 1 L . We also prove that the space H 
Introduction and main results
In the paper we consider a Schrödinger operator on R n given by
Lf (x) = −∆f (x) + V (x)f (x), where ∆ denotes the Laplace operator. During the whole paper we assume that the potential V satisfies:
(A 1 ) there exist V j ≥ 0, V j ≡ 0 such that
(A 2 ) for every j ∈ {1, ..., d} there exists a linear subspace V j of R n of dimension n j ≥ 3 such that if Π V j denotes the orthogonal projection on V j then
(A 3 ) there exists κ > 0 such that for j = 1, ..., d we have
for all r satisfying |r − n j /2| ≤ κ. Denote by K t = exp(−tL) and P t = exp(t∆) the semigroups of linear operators associated with L and ∆ respectively. Let K t (x, y) and P t (x − y) denote the integral kernels of these semigroups. The Feynman-Kac formula implies that (1.1) 0 ≤ K t (x, y) ≤ P t (x − y) = (4πt) −n/2 exp −|x − y| 2 /4t . The Hardy spaces H 1 L (R n ) and H 1 ∆ (R n ) are the subspaces of L 1 (R n ) defined by:
with the norms:
. Clearly the space H 1 ∆ (R n ) is the classical Hardy space H 1 (R n ) (see [9] ). The goal of the paper is to prove some characterizations of the space H 1 L (R n ). Denote by L −1 and (−∆) −1 the operators with the kernels Γ(x, y) = We shall see that operators I − V L −1 and I − V ∆ −1 are bounded on L 1 (R n ) and give the following characterization of the Hardy space H 1 L (R n ).
and only if (I − V L −1 )f belongs to the classical Hardy space H
. We define the auxiliary function ω by ω(x) = lim t→∞ R n K t (x, y) dy.
The above limit exists because, by (1.1) and the semigroup property, the function t → K t 1(x) is decreasing and takes values in [0, 1] . Clearly, for every t > 0, (1.4) ω(x) = K t ω(x) = R n K t (x, y)ω(y) dy.
We shall prove that there exists δ > 0 such that δ ≤ ω(x) ≤ 1 (see Proposition 2.14). We are now in a position to state our second main result.
. From Theorem 1.5 we get atomic characterizations of the elements of H 1 L (R n ). We call a function a an ω-atom if it satisfies:
• there exists a ball B = B(y, r) such that supp a ⊆ B,
For i = 1, ..., n denote by ∂ i the derivative in the direction of the i-th canonical coordinate of R n . For f ∈ L 1 (R n ) the classical Riesz transforms R ∆,i are given by
Similarly we define the Riesz transforms R L,i associated with L by setting
We shall see that the last limits are well-defined in the sense of distributions and they characterize H 1 L (R n ) in the following sense.
Hardy spaces associated with semigroups of linear operators and in particular Schrödinger semigroups attracted attention of many authors, see, e.g., [1] , [2] , [3] , [4] , [5] , [8] and references therein. The present paper generalizes the results of [6] and [7] , where the spaces H 1 L (R n ) were studied under assumptions:
Obviously such potentials V satisfy the conditions (A 1 ) − (A 3 ). To prove Theorems 1.3, 1.5, and 1.7 we develop methods of [6] and [7] .
Auxiliary lemmas
In the paper we shall use the following notation. For z ∈ R n and a subspace V j of R n we write
Notice that if V j = R n , then , in fact, there is no V ⊥ j in fact. The relation between P t and K t is given by the perturbation formula.
(2.1)
The following two lemmas state crucial estimates that will be used in many proofs of this paper.
Lemma 2.2. There exists λ > 0 such that
Proof. It suffices to prove (2.3) for V = V 1 . For fixed y ∈ R n we have
Observe that if λ > 0 is sufficiently small, r ∈ [1, 1 + λ], and µ ∈ [−λ, λ] then
Thus, by (2.5), 
Lemma 2.9. There exists σ, ε > 0 such that for s ∈ [1, 1 + ε] and R ≥ 1 we have (2.10) sup
Proof. It is enough to prove (2.10) for V = V 1 . Fix q > 1 and ε > 0 such that n 1 /q(1+ε)−2 > 0 and
We shall need the following properties of the function ω similar to those that hold in the case of compactly supported potentials (c.f., [6] , Lemma 2.4).
Proposition 2.14. There exist γ, δ > 0 such that for x, y ∈ R n we have
Proof. The property (a) can be proved by a slight modification of the proof of (2.6) in [6] . Indeed, thanks to (1.4) and 0 ≤ ω(x) ≤ 1, it suffices to show that there is C, γ > 0 such that for |h| < 1 we have
To this purpose, by using (2.1), it is enough to establish that
Consider one summand that contains V 1 . Utilizing the fact that P s (x) = P s (x 1 )P s (x 1 ), where P s (x 1 ) and P s (x 1 ) are the heat kernels on V 1 and V ⊥ 1 respectively, we have
By taking q > n 1 /2 such that V 1 ∈ L q (V 1 ) and using the Hölder inequality we obtain
which finishes the proof of (a).
Next we note that (2.18) K t (x, y) > 0 for t > 0 and x, y ∈ R n .
The proof of (2.18) is a straightforward adaptation of the proof of [6, Lemma 2.12]. We omit the details. Our next task is to establish that there exists δ > 0 such that
The proof of (2.19) goes by induction on d. Assume first that we have only one potential
is the kernel of the semigroup generated by ∆ − V 1 (x 1 ) on V 1 and P t (x 1 ) is the classical heat semigroup on
Therefore, there is no loss of generality in proving (2.19) if we assume that V 1 = R n . If we integrate (2.1) over R n and take the limit as t → ∞, then we get
By (A 3 ) and the Hölder inequality we can find t,
The equation (1.4) combined with (2.18) and (2.21) imply that w(x) > 0 for every x ∈ R n . Since ω is continuous (see (a)) and lim |x|→∞ ω(x) = 1, we get (2.19).
Using induction, we assume that (2.19) is true for V being a sum of d − 1 potentials. Take
By the inductive assumption ω 1 (x) ≥ δ 1 . Similarly to (2.20), the perturbation formula
where the last inequality is proved in (2.5). If y 1 → ∞ then the integral on the right hand side of (2.22) goes to zero. Hence, ω(y) > δ 1 /2 provided |y 1 | > R 1 . We repeat the argument for each V 2 , ..., V d instead of V 1 and deduce that there exists R, δ > 0 such that ω(x) > δ for |x| > R. Consequently, by using (1.4), (2.18) and continuity of ω we obtain (2.19).
Proof of Theorem 1.3
By (2.1) we get
where
be the integral kernels of W t and Q t respectively. In order to prove Theorem 1.3 it is sufficient to establish that the maximal operators:
The proofs of these facts are presented in the following four lemmas.
Proof. It suffices to prove that
Without loss of generality we can consider only W j t (x, y). For 0 < β < 1, which will be fixed later on, we write
To estimate F 1 observe that for t > 2 and s ≤ t β < t there exists φ ∈ S(R n ) such that
Here and subsequently f t (x) = t −n/2 f (x/ √ t) and S denotes the Schwartz class of functions. From (3.3) and (1.2), we get
where the last inequality comes from Lemma 2.2.
To deal with F 2 we write
As a consequence of (3.4)-(3.5) we obtain
Then, for ε > 0,
Consequently,
If we choose β < 1 close to 1 and ε small, then we can apply Lemma 2.2 and get
We now turn to estimate F ′′ 2 (x, y; t). Observe that for ε > 0 we have
Then from Lemma 2.2 we conclude that
provided ε > 0 is small enough.
Proof. It is enough to prove that
We have
... = F 3 (x, y; t)+ F 4 (x, y; t).
To deal with F 3 observe that for t ≤ 2, s ≤ t/2 we have
where φ ∈ S(R n ), φ ≥ 0. Therefore
Denote by M 0 φ the classical local maximal operator associated with φ, that is,
where ξ y (z) = V 1 (z)|z − y| 2−n . We claim that
To obtain (3.7) we write
From Lemma 2.2 it follows that there exists s > 1 such that
where ρ = n 1 /q − 2. Now, our claim (3.7) follows from (3.9), (3.8) , and the classical theory of local maximal operators.
It remains to analyze F 4 = F 5 − F 6 , where
Clearly, sup
Therefore, for 0 < t ≤ 2 and 0 < γ < 1 close to 1 we get
Thus, by using Lemma 2.2, we get
To deal with F 6 we observe that for 0 < t ≤ 2 and 0 < γ < 1 close to 1 we have
and, consequently,
Proof. Notice that for ε > 0 and t > 2 we have
It causes no loss of generality to consider only Q 1 t (x, y). If t > 2, then
Since sup t>2 t −ε P t (x − z) ≤ C(1 + |x − z|) −n−2ε , we find that
The last inequality follows from Lemma 2.2.
Proof. The estimate
We claim that for fixed y ∈ R n the foregoing function (of variable x) belongs to L 1 (R n ) and
The claim follows by arguments identical to that we used to prove (3.7). Now, Theorem 1.3 follows directly from Lemmas 3.2, 3.6, 3.10, 3.13.
Proof of Theorem 1.5
Proof. Thanks to (2.20) and Proposition 2.14, for g ∈ L 1 (R n ), we obtain
First, we are going to prove that
Assume that a is a classical (1, ∞)−atom associated with B = B(y 0 , r), i.e., Proof of (4.5) is divided into two cases.
Here and throughout, ρB = B(y 0 , ρr) for B = B(y 0 , r). We claim that (4.7)
From Lemma 2.9 and Proposition 2.14 we conclude that there exists σ > 0 such that
(4.8)
Note that supp b k ⊆ 2 k B and R n b k (x) dx = 0. Therefore (4.7) follows, if we have verified that there exists q > 1 such that
where C does not depend on a.
and
We can consider only the summand with V 1 . By the Hölder inequality,
Choosing q, s > 1 such that V 1 ∈ L qs (V 1 ) and 2 − n 1 /(qs) < 0 we get
For k > 1, by the definition of b k , we get that
From (4.8) we see that first two summands can be estimated by C|2 k B| −1+1/q 2 −kσ . Then it remains to deal with the last summand. By using Lemma 2.9 there exists σ ′ > 0 such that for q ∈ (1, 1 + ε] we have
The estimate (4.9) follows from (4.10) and (4.11). This ends Case 1.
By using B a = 0 and property (a) from Proposition 2.14, we obtain (4.12)
Obviously |B ′ | ∼ 1. To deal with b ′ (x) we apply the method from Case 1 with respect to B ′ , i.e.,
where c
The arguments that we used in Case 1 also give
It remains to obtain that (4.14) b
By (4.12) and (4.13) only the first summand needs to be estimated. Observe that
Therefore, by using Lemma 2.2, we get
≤ C and (4.14) follows, which finishes Case 2 and the proof of (4.2).
In order to finish the proof of Theorem 1.5 it remains to prove that
. In virtue of Theorem 1.3 the inequality (4.16) is equivalent to
. The proof will be finished if we have obtained that
Note that the proof of (4.5) only relies on estimates of |Γ 0 (x, y)| from above by C|x − y| 2−n . The same estimates hold for |Γ(x, y)|. Moreover, the weight 1/ω has the same properties as ω, that is, boundedness from above and below by positive constants and the Hölder condition. Therefore the proof of (4.18) follows by the same arguments. Details are omitted.
Proof of Theorem 1.7
By (2.1) we get a formula similar to (3.1).
Recall that for i = 1, ..., n we denote by ∂ i the derivative in the direction of i-th standard coordinate. For f ∈ L 1 (R n ) from (3.1) and (5.1) we get (5.2)
All the operators above are well-defined and bounded on L 1 (R n ). By the theory of the classical Hardy spaces R ∆,i f = lim ε→0
The subsequent four lemmas prove that the operators Q i,ε , Q ′ i,ε , W i,ε , W ′ i,ε converge strongly as ε → 0 in the space of L 1 (R n )-bounded operators. 
The lemma will be proved when we have obtained
Since 5) where in the last inequality we used Lemma 2.2 and C does not depend on y ∈ R n .
Lemma 5.6. For every i = 1, ..., n the operators W i,ε converge as ε → 0 in norm-operator topology.
Proof. The operators W i,ε have the integral kernels
The lemma will be proved when we have obtained that
For fixed y ∈ R n and 0 < β < 1, β will be determined later on, we write
Observe that there exists ψ ∈ S(R n ), ψ ≥ 0 such that for s ∈ (0, t β ) and t > 2 we have
Thus by using Lemma 2.2 we get
Note that if t > 2 and s ∈ [t β , t] then K s (z) ≤ Ct −βn/2 exp(−|z| 2 /ct). Choosing 0 < β < 1, β close to 1, and applying Lemma 2.2 we obtain
(5.9)
Notice that the constants C 1 and C 2 in (5.8) and (5.9) respectively do not depend on y ∈ R n . Thus (5.7) follows. 
The lemma will be proved if we have shown that
Fix y ∈ R n . Observe that
There exists ψ ∈ S(R n ), ψ ≥ 0, such that
with constants C 3 and C 4 independent of y ∈ R n . So we have obtained (5.11).
Lemma 5.12. For i = 1, ..., n the operators Q ′ i,ε converge strongly as ε → 0.
Proof. The kernels of Q ′ i,ε are given by
For f ∈ L 1 (R n ) we have
Note that Q ′ i,ε (x, y) = H i,ε * φ y (x), where φ y (z) = V (z)Γ(z, y) and H i,ε (x) = From (5.13) and (5.14) we deduce that if a is a function supported in a ball B(y 0 , R), R > 1/2, and a L r (R n ) ≤ τ |B| −1+1/r , r > 1, then
Using Lemma 2.2 we get that for every y ∈ R n the limit lim ε→0 Q ′ i,ε (x, y) = Q ′ i (x, y) exists for a.e. x ∈ R n . The lemma will be proved by using the Lebesque's dominated convergence theorem if we have established that: For fixed y ∈ R n let φ 1 (z) = φ y (z)χ B(y,2) (z), φ k (z) = φ y (z)χ B(y,2 k )\B(y,2 k−1 ) (z), k ≥ 2.
Then φ y = ∞ k=1 φ k , where the series converges in L 1 (R n ) and L r (R n ) norm for r slightly bigger than 1. Notice that supp φ k ⊆ B(y, 2 k ), φ 1 L r (R n ) ≤ C, and 
