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WEAK DIFFERENTIABILITY OF SOLUTIONS TO
SDES WITH SEMI-MONOTONE DRIFTS
MAHDIEH TAHMASEBI∗ AND SHIVA ZAMANI
Abstract. In this work we prove Malliavin differentiability for the
solution to an SDE with locally Lipschitz and semi-monotone drift.
To this end we construct a sequence of SDEs with globally Lipschitz
drifts. We show that the solutions of these SDEs converge to the
solution of the original SDE and the p-moments of their Malliavin
derivatives are uniformly bounded.
1. Introduction
In recent years, there were attemps to generalize existence, unique-
ness, and smoothness results to SDEs with non-globally Lipschitz coef-
ficients, which have many applications in Financial Mathematics [9, 3,
1, 14]. In [6, 16] the authors studied the existence of a global stochastic
flow for SDEs with unbounded and Ho¨lder continuous drifts and nonde-
generate diffusion coefficients. Zhang considered the flow of stochastic
transport equations which could have irregular coefficients [17].
The SDE we consider has both nonglobally Lipschitz and semi-monotone
drift. Such equations come mostly from finance, biology, and dynamical
systems and are more challenging when considered on infinite dimen-
sional spaces. (see e.g. [2, 18, 7])
In this paper, we consider an SDE with locally Lipschitz and monotone
drift and globally Lipschitz diffusion. We prove the existence of a unique
infinitely Malliavin differentiable strong solution to this SDE.
Since the drift of the SDE we consider is not globally Lipschitz, we will
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construct a sequence of SDEs with globally Lipschitz drifts whose solu-
tions are Malliavin differentiable of all order. In this way we can apply
the classical Malliavin calculus to these solutions. Then we can find a
uniform bound for the moments of all the Malliavin derivatives of solu-
tions. We will prove that the solutions to the constructed sequence of
SDEs converge to the solution of the desired SDE. Then by the uniform
boundedness of the moments of the mentioned solutions and the con-
vergence result we are able to prove infinite Malliavin differentiability of
the solution to the original SDE.
The organization of the paper is as follows. In section 2, we recall some
basic results from Malliavin calculus that will be used in the paper, the
prerequisites could be found in Nualart’s book [15], in this section we
state also our assumptions and main results. Section 3 involves the con-
struction of our approximating SDEs with globally Lipschitz coefficients,
and the proof of convergence of their solutions to the unique solution of
the original SDE (2.1). In section 4, we will prove uniform boundedness
of the Malliavin derivatives associated to the approximating processes,
which results to the infinitely weak differentiability of the solution to
SDE (2.1).
2. Some basic results from Malliavin calculus
Let Ω denote the Wiener space C
0
([0, T ];Rd). We furnish Ω with the
‖ . ‖
∞
-norm making it a (separable) Banach space. Consider (Ω,F , P )
a complete probability space, in which F is generated by the open sets
of the Banach space, Wt is a d-dimensional Brownian motion, and Ft is
the filtration generated by Wt.
Consider the Hilbert space H := L2([0, T ];Rd). Let {W (h), h ∈ H}
denote a Gaussian process associated to the Hilbert spaceH andW (h) =∫∞
0 h(t)dWt. We denote by C
∞
p
(Rn) the set of all infinitely continuously
differentiable functions f : Rn −→ R such that f and all of its partial
derivatives have polynomial growth. Let S denote the class of all smooth
random variables F : Ω −→ R such that F = f(W (h
1
), ...,W (hn )), for
some f belonging to C∞
p
(Rn) and h
1
, ..., hn ∈ H for some n ≥ 1.
The derivative of the smooth random variable F ∈ S is an H-valued
random variable given by
DtF = Σ
n
i=1∂if(W (h1), ...,W (hn ))hi(t).
Weak differentiability of Solutions to SDEs 3
The operator D from Lp(Ω) to Lp(Ω,H) is closable. For every p ≥ 1, we
denote its domain by D1,p which is exactly the closure of S with respect
to ‖ . ‖
1,p
where
‖ F ‖
1,p
=
[
E|F |p+ ‖ DF ‖p
Lp(Ω;H)
] 1
p
.
(see [15]). One can also define the k-th order derivative of F as a random
vector in [0, T ]k×Ω. We denote by Dk,p the completion of S with respect
to the norm
‖ F ‖
k,p
=
[
E|F |p+ ‖ Di1,··· ,ikF ‖p
Lp(Ω;H⊗k)
] 1
p
,
and define D∞ :=
⋂
k,pD
k,p.
Consider the following stochastic differential equation
(2.1) dXt = [b(Xt) + f(Xt)]dt+ σ(Xt)dWt, X0 = x0.
where b, f : Rd −→ Rd are measurable functions and σ : Rd −→
Md×d(R) is a measurable C
∞ function. We denote by L the second-
order differential operator associated to SDE (2.1):
L =
1
2
d∑
i,j=1
(σσ∗)ij(x)∂i∂j +
d∑
i=1
[bi(x) + f i(x)]∂i
where ∗ denotes transpose. We use the upper index to show a specified
row, and the subindex to show a specified column of a matrix.
Kusouka and Stroock has shown the following result [11, Theorem 1.9.].
Result 2.1. Assume that the coefficients b, σ and f in (2.1) are glob-
ally Lipschitz and all of their derivatives have polynomial growth, then
(2.1) has a strong solution in D∞ whose Malliavin derivative satisfies
the following linear equation. For every r ≤ t
DrX
i
t = σ
i(Xr) +
∫ t
r
(∇bi(Xs) +∇f
i(Xs))DrXsds
+
∫ t
r
∇σil(Ys)DrXsdW
l
s.
where for r > t, DrXt = 0. Also it holds
sup
0≤r≤T
E[ sup
r≤s≤T
|DjrX
i|] <∞.
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Throughout the paper we assume that b, f and σ satisfy the following
Hypothesis.
Hypothesis 2.2. (1) The function b is an C∞ uniformly monotone
function, i.e., there exists a constant K > 0 such that for every
x, y ∈ Rd,
(2.2) < b(y)− b(x), y − x >≤ −K|y − x|2.
where 〈., .〉 denotes the scalar product in Rd. Furthermore, b is
locally Lipschitz and all of its derivatives have polynomial growth.
i.e., for each x ∈ Rd and each multiindex α with |α| = m, there
exist positive constants γm and qm such that
(2.3) |∂αb(x)|
2 ≤ γm(1 + |x|
qm)
Also, set ξ := maxm≥1 qm <∞.
(2) The functions f and σ are C∞, globally Lipschitz with Lipschitz
constant k1 and all of their derivatives are bounded. Furthermore
f has linear growth, i.e. for every x ∈ Rd,
(2.4) |f(x)| ≤ k1(1 + |x|).
Hypothesis (2.2) yields to the following useful inequalities
(2.5) 〈b(a) + f(a), a〉 ∨ |σ(a)|2 ≤ α+ β|a|2 ∀a ∈ Rd,
where
(2.6) α :=
1
2
|b(0)|2 + k21 ∨ 2|σ(0)|
2, and β := (−K + 1 + k21) ∨ 2k
2
1 ,
and
(2.7) 〈∇b(x)y, y〉 ≤ −K|y|2 ∀x, y ∈ Rd.
It is well-known that by inequality (2.5), the SDE (2.1) has a strong
solution {Xt} (see e.g., [12] and [13]). The uniqueness of the solution
is obtained using Itoˆ’s formula and Gronwall’s inequality (Lemma 3.1).
We will show that this solution is in D∞. To this end, we first show
that Xt ∈ L
P (Ω), does not explode in finite time, and then we construct
an almost everywhere convergent sequence of processes Xnt whose limit
is Xt, where all the Malliavin derivatives of X
n
t are uniformly bounded
with respect to n.
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3. Approximation of the solution
For each n ≥ 1, define the stopping time τn via
τn := inf{t| |Xt| ≥ n
ξ}.
Lemma 3.1. For each t ∈ [0, T ] and p > 1, the unique solution Xt of
(2.1) belongs to Lp(Ω) and does not explode in finite time.
Proof. To proceed, first we use Fatou’s lemma to show that Xt ∈ L
p(Ω)
and does not explode. Then, we prove the uniqueness of the solution to
SDE (2.1).
By the definition of L and (2.5), we have
L|Xt|
p = p|Xt|
p−2〈Xt, b(Xt) + f(Xt)〉+
p
2
|Xt|
p−2|σ(Xt)|
2
+
p(p− 2)
2
|Xt|
p−4|〈Xt, σ(Xt)〉|
2
≤ p|Xt|
p−2〈Xt, b(Xt) + f(Xt)〉+
p(p− 1)
2
|Xt|
p−2|σ(Xt)|
2
≤ p
(
β + (p− 1)k21
)
|Xt|
p + p
(
α+ (p − 1)k21
)
|Xt|
p−2
=: βp|Xt|
p + αp|Xt|
p−2.(3.1)
Applying Itoˆ’s formula and using (3.1),
(3.2)
d
dt
E
[
|Xt∧τn |
p
]
= E
[
L|Xt∧τn |
p
]
≤ βpE
[
|Xt∧τn |
p
]
+ αpE
[
|Xt∧τn |
p−2
]
.
Setting p = 2 and using Gronwall’s inequality, we have
(3.3) E
[
|Xt∧τn |
2
]
≤ |x0|
2α2exp{β2T}.
From (3.3) we can deduce the following inequality
(
n
2
− 1)
1
q0 P
(
t ≥ τn
)
≤ |x0|
2α2exp{β2T}.
Letting n tend to ∞, then limn→∞τn =∞ almost surely, which implies
that Xt does not explode in any finite time interval [0, T ]. Also, let n
tend to infinity in (3.3) and use Fatou’s lemma, then
E(|Xt|
2) ≤ E
(
lim inf
n→∞
|Xt∧τn |
2
)
≤ lim inf
n→∞
E
(
|Xt∧τn |
2
)
≤ |x0|
2α2exp{β2T}.
6 Tahmasebi and Zamani
Finally by (3.2) and induction on p we conclude that Xt ∈ L
p(Ω).
To prove uniqueness, we assume that the SDE (2.1) has two strong so-
lutions Xt and Yt. Since Xt, Yt ∈ L
2(Ω), applying Itoˆ’s formula we have
d
dt
E
[
|Xt − Yt|
2
]
= 2E
[
〈Xt − Yt, b(Xt)− b(Yt)〉
]
+ 2E
[
〈Xt − Yt, f(Xt)− f(Yt)〉
]
+ E
[
|σ(Xt)− σ(Yt)|
2
]
From which by (2.2) and the Lipschitz property of σ and f we derive
d
dt
E
[
|Xt − Yt|
2
]
≤ (−2K + 2k1)E
[
|Xt − Yt|
2
]
.
By Gronwall’s inequality which is proved in [8, Lemma 1.1] we conclude
that E
[
|Xt − Yt|
2
]
= 0. So that
P
(
|Xt − Yt| = 0 for all t ∈ Q ∩ [0, T ]
)
= 0,
where Q denotes the set of rational numbers. Since t −→ |Xt − Yt| is
continuous, then
P
(
|Xt − Yt| = 0 for all t ∈ [0, T ]
)
= 0,
and the uniqueness is proved. 
For every integer n > 0 let us choose some smooth functions φn : R→
R such that φn = 1 on An := {x ∈ R; | x |≤ n
ξ} and φn = 0 outside
A2nξ (ξ defined in Hypothesis 2.2 part (1)) and for each multiindex L
with |L| = l ≥ 1,
(3.4) sup
n,x
(
|∂
L
φn|+ |〈b, ∂Lφn〉|
)
≤Ml
for some Ml > 0. (See Appendix and the proof of Lemma 2.1.1 in [15]).
Now, set
bn(x) := φn(x)b(x)
for every x ∈ Rd and n > 0. Then bn would be globally Lipschitz and
continuously differentiable. By (2.3) for each x ∈ Rd and each multiindex
L with |L| = l, there exist positive constants Γl and pl such that
(3.5) |∂Lbn(x)|
2 ≤ Γl(1 + |x|
pl).
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Now by Result 2.1, the SDE (3.6) has a strong solution in D∞, that is,
there exists Xnt in D
∞ which satisfies
(3.6) Xnt = x0 +
∫ t
0
[bn(X
n
s ) + f(X
n
s )]ds +
∫ t
0
σ(Xns )dWs
We denote by Ln the infinitesimal operator associated to SDE (3.6):
Ln =
1
2
d∑
i,j=1
(σσ∗)i
j
(x)∂i∂j +
d∑
i=1
[bin(x) + f
i(x)]∂i.
We will show that the sequence Xnt converges to the unique strong
solution Xt to the SDE (2.1) and that the moments of DX
n
t are uni-
formly bounded with respect to n and t. This way we can use Lemma
1.2.3 in [15] to derive the Malliavin differentiability of Xt and show that
Xt ∈ D
∞.
Lemma 3.2. For each t ∈ [0, T ] and p > 1, the sequence Xnt converges
to Xt in L
p(Ω).
Proof. To proceed, we prove the almost sure convergence of Xnt to Xt.
Then by showing the uniform integrablility of Xnt we will conclude.
Let Xτn denote X stopped at τn. By the choice of φn(.), it follows that
Xτ2nt = X
τn
t for all t ≤ τn. So, for fixed t ∈ [0, T ], letting n tend to ∞,
we have limn→∞X
n
t = limn→∞X
τn
t = Xt a.s.
Now, we are going to prove the uniform integrability of the sequence
Xnt . We will show that for every p > 1, there exists cp > 0 such that
(3.7) sup
n≥1
sup
0≤t≤T
E
[
|Xnt |
p
]
≤ cp.
By the definition of Ln, we have
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Ln|X
n
t − x0|
p = p|Xnt − x0|
p−2〈Xnt − x0, bn(X
n
t ) + f(X
n
t )〉
+
p
2
|Xnt − x0|
p−2|σ(Xnt )|
2
+
p(p− 2)
2
|Xnt − x0|
p−4|〈Xnt − x0, σ(X
n
t )〉|
2
= p|Xnt − x0|
p−2〈Xnt − x0, bn(X
n
t )− b(x0)φn(X
n
t )〉
+ p|Xnt − x0|
p−2〈Xnt − x0, b(x0)φn(X
n
t ) + f(X
n
t )〉
+
p
2
|Xnt − x0|
p−2|σ(Xnt )|
2
+
p(p− 2)
2
|Xnt − x0|
p−4|〈Xnt − x0, σ(X
n
t )〉|
2
By use of inequality −ac ≤ a2/2 + c2/2 for a = K and c = φn(X
n
t ), and
because φn(.) ≤ 1, by (2.2) and (2.5) one can find positive constants αp,
βp such that
Ln|X
n
t − x0|
p ≤ −Kp|Xnt − x0|
pφn(X
n
t )
+ p|Xnt − x0|
p−2〈Xnt − x0, b(x0)φn(X
n
t ) + f(X
n
t )〉
]
+
p(p− 1)
2
|Xnt − x0|
p−2|σ(Xnt )|
2
≤
K2 + 1
2
p|Xnt − x0|
pφn(X
n
t )
+ p|Xnt − x0|
p−2
[
|Xnt − x0|
2 +
1
2
(
|b(x0)|
2 + |f(Xnt )|
2
)]
+
p(p− 1)
2
|Xnt − x0|
p−2|σ(Xnt )|
2
≤ αp|X
n
t − x0|
p + βp|X
n
t − x0|
p−2.(3.8)
Using Itoˆ’s formula, we have
d
dt
E
[
|Xnt − x0|
p
]
= E
[
Ln(|X
n
t − x0|
p)
]
≤ αpE
[
|Xnt − x0|
p
]
+ βpE
[
|Xnt − x0|
p−2
]
.
Setting p = 2 and applying Gronwall’s inequality, (3.7) will be proved
for p = 2. By induction on p and by the following inequality
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d
dt
E
[
|Xnt − x0|
p
]
= E
[
Ln(|X
n
t − x0|
p)
]
≤ αpE
[
|Xnt − x0|
p
]
+ βp
(
E
[
|Xnt − x0|
p−1
])1− 1
p−1
,
(3.7) will be proved for every p ≥ 2.
Now by almost sure convergence of Xnt to Xt and by inequality (3.7) the
proof of Lemma is completed. 
4. Weak differentiability in the Wiener space
In this section, first we use Lemma 1.2.3 in [15] to derive Malliavin
differentiability of the solution to (2.1). Then we show that Xt ∈ D
∞.
Notice that by Result 2.1, the solutions to SDEs (3.6) are in D∞.
Lemma 4.1. Assume that Hypothesis 2.2 holds, then the unique strong
solution of SDE (2.1) is in D1,p for every p > 1. Moreover, for r ≤ t
DrX
i
t = σ
i(Xr) +
∫ t
r
[∇bi(Xs) +∇f
i(Xs)].DrXsds
+
∫ t
r
∇σil(Xs).DrXsdW
l
s,
and for r > t, DrX
i
t = 0, where σl(Xs) is the l-th column of σ(Xs) and
u.C denotes the product C∗u of matrix C∗ and vector u.
Proof. By Result 2.1 we know that for every r ≤ t and 1 ≤ i ≤ d
Dr(X
n
t )
i = σi(Xnr ) +
∫ t
r
[∇bin(X
n
s ) +∇f
i(Xns )].DrX
n
s ds
+
∫ t
r
∇σil(X
n
s ).DrX
n
s dW
l
s,
and for every r > t, Dr(X
n
t )
i = 0.
Now by Lemma 1.2.3 in [15], it is sufficient to show that
(4.1) sup
n≥1
sup
0≤t≤T
E
[
‖DXnt ‖
p
H
]
≤ cp.
To this end, note that for every 1 ≤ i ≤ d by Itoˆ’s formula
(4.2)
E
[
|Dr(X
n
t )
i|p
]
= E
[
|σi(Xnr )|
p
]
+ E
[ ∫ t
r
Gn
(
|Dr(X
n
s )
i|p
)
ds
]
+ E
[
Mnt
]
,
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where
Gn
(
|Dr(X
n
s )
i|p
)
= p|Dr(X
n
s )
i|p−2Si,s
+ p|Dr(X
n
s )
i|p−2〈Dr(X
n
s )
i,∇f i(Xns ).DrX
n
s 〉
+
p
2
|Dr(X
n
s )
i|p−2|∇σil(X
n
s ).DrX
n
s |
2
+
p(p− 2)
2
|Dr(X
n
s )
i|p−4|〈Dr(X
n
s )
i,∇σil (X
n
s ).DrX
n
s 〉|
2,
Si,s := 〈Dr(X
n
s )
i,∇bin(X
n
s ).DrX
n
s 〉,
and
Mnt :=
∫ t
r
p|Dr(X
n
s )
i|p−2〈Dr(X
n
s )
i,∇σil (X
n
s ).DrX
n
s dW
l
s〉.
Notice that by Result 2.1, Mnt is a local martingale and thus E[M
n
t ] = 0.
Since σ and f have bounded derivatives, there exists some γ > 0 such
that
p
2
|Dr(X
n
s )
i|p−2|∇σil(X
n
s ).DrX
n
s |
2
+
p(p− 2)
2
|Dr(X
n
s )
i|p−4|〈Dr(X
n
s )
i,∇σil (X
n
s ).DrX
n
s 〉|
2
≤ γ
p(p− 1)
2
|Dr(X
n
s )
i|p−2|DrX
n
s |
2,(4.3)
and
p|Dr(X
n
s )
i|p−2〈Dr(X
n
s )
i,∇f i(Xns ).DrX
n
s 〉 ≤
p
2
|Dr(X
n
s )
i|p + γ
p
2
|Dr(X
n
s )
i|p−2|DrX
n
s |
2.(4.4)
Using (2.7) and (3.4), for 0 ≤ s ≤ T we have
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d∑
i=1
Si,s =
d∑
j=1
< ∇bn(X
n
s )D
j
rX
n
s ,D
j
rX
n
s >
=
d∑
j=1
φn(X
n
s )〈∇b(X
n
s )D
j
rX
n
s ,D
j
rX
n
s 〉
+
d∑
j=1
〈〈b(Xns ),∇φn(X
n
s )〉D
j
rX
n
s ,D
j
rX
n
s 〉
≤ (−Kφn(X
n
s ) +M1)
d∑
j=1
|DjrX
n
s |
2 ≤M1
d∑
j=1
|DjrX
n
s |
2(4.5)
where DjrXns is the j-th column of DX
n
s . For every Y = (Y
1, · · · , Y d) ∈
Rd and 1 ≤ i ≤ d
(4.6) |Y i|p ≤ |Y |p,
and
(4.7) |Y |p ≤ 2
p
2
−1
d∑
i
|Y i|p.
Thus substituting (4.5), (4.3) and (4.4) in (4.2) and taking summation
on i we derive:
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E
[
|DrX
n
t |
p
]
≤ 2
p
2
−1
d∑
i=1
E
[
|Dr(X
n
t )
i|p
]
≤ 2
p
2
−1
d∑
i=1
E
[
|σi(Xnr )|
p
]
+ 2
p
2
−1pdM1
d∑
i=1
∫ t
r
E
[
|Dr(X
n
s )
i|p−2|DrX
n
s |
2
]
ds
+ 2
p
2
−1
d∑
i=1
∫ t
r
E
[p
2
|Dr(X
n
s )
i|p
]
ds
+ 2
p
2
−1
d∑
i=1
γ
p
2
∫ t
r
E
[
|Dr(X
n
s )
i|p−2|DrX
n
s |
2
]
ds
+ 2
p
2
−1
d∑
i=1
γ
p(p− 1)
2
∫ t
r
E
[
|Dr(X
n
s )
i|p−2|DrX
n
s |
2
]
ds.
Now we can find a constant α′p > 0 such that
E
[
|DrX
n
t |
p
]
≤ 2
p
2
−1
d∑
i=1
E
[
|σi(Xnr )|
p
]
+ α′p
∫ t
r
E
[
|DrX
n
s |
p
]
ds.
Using Gronwall’s inequality, we have
E
[
|DrX
n
t |
p
]
≤ 2
p
2
−1
d∑
i=1
E
[
|σi(Xnr )|
p
]
exp{α′pT}.
From which by the Lipschitz property of σ and inequality (3.7) the result
follows. 
Here we are going to prove higher order deffierentiability of Xt. For
simplicity, we will only show the second order differentiability. For every
real-valued function f and random variables F andG, set **△f(x)FG :=∑
i, j∂i∂jf(x)F
iGj** and Dj,kr,τF = DkτD
j
rF .
Lemma 4.2. Assuming Hypothesis 2.2, the unique strong solution of
SDE (2.1) is in D2,p, for every p > 1, and
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Dj,kr,τX
i
t = A
ij
τ,r
+
∫ t
τ∨r
[
〈∇σil (Xs),D
j,k
r,τXs〉+△σ
i
l(Xs)D
k
τXsD
j
rXs
]
dW ls
+
∫ t
τ∨r
〈∇bi(Xs) +∇f
i(Xs),D
j,k
r,τXs〉ds
+
∫ t
τ∨r
[
△bi(Xs) +△f
i(Xs)
]
DkτXsD
j
rXsds,
where
Aijτ,r = 〈∇σ
i
j(Xr),D
k
τXr〉+
d∑
l=1
〈∇σil (Xτ ),D
j
rXτ 〉,
and DτXr = 0 for τ > r, and DrXτ = 0 for τ < r.
Proof. Since Xnt ∈ D
∞, by Result 2.1 for τ0 := τ ∨ r we have
Dj,kr,τ (X
n
t )
i = Aijn,τ,r
+
∫ t
τ0
[
〈∇σil (X
n
s ),D
j,k
r,τX
n
s 〉+△σ
i
l(X
n
s )D
k
τX
n
s D
j
rX
n
s
]
dW ls
+
∫ t
τ0
〈∇bin(X
n
s ) +∇f
i(Xs),D
j,k
r,τX
n
s 〉ds
+
∫ t
τ0
[
△bin(X
n
s ) +△f
i(Xns )
]
DkτX
n
sD
j
rX
n
s ds,
where
Aijn,τ,r = 〈∇σ
i
j(X
n
r ),D
k
τX
n
r 〉+
d∑
l=1
〈∇σil(X
n
τ ),D
j
rX
n
τ 〉,
and DτX
n
r = 0 for τ > r. Similarly we have DrX
n
τ = 0 for τ < r. By
Lemma 1.2.3 in [15], it remains only to find some c2 > 0 such that
(4.8) sup
n
E
[
‖Dj,kXnt ‖
p
H⊗H
]
< c2.
By Itoˆ’s formula, for every 1 ≤ i ≤ d we have
(4.9)
E
[
|Dj,kr,τ (X
n
t )
i|p
]
= E
[
|Aijn,τ,r|
p
]
+E
[ ∫ t
τ
Gijn
(
|Dj,kr,τ (X
n
s )
i|p
)
ds
]
+E
[
M ijn (t))
]
,
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where
Gijn
(
|Dj,kr,τ (X
n
s )
i|p
)
= p|Dj,kr,τ (X
n
s )
i|p−2I1 +
p
2
|Dj,kr,τ (X
n
s )
i|p−2
d∑
l=1
I2(l)
+
p(p− 2)
2
|Dj,kr,τ (X
n
s )
i|p−4I3,
in which
I1 := D
j,k
r,τ (X
n
s )
i
(
〈∇bin(X
n
s ) +∇f
i(Xns ),D
j,k
r,τX
n
s 〉
)
+
[
△bin(X
n
s ) +△f
i(Xns )
]
DkτX
n
sD
j
rX
n
s ,
I2(l) :=
[
|△σil(X
n
s )D
k
τX
n
sD
j
rXns |+ |〈∇σ
i
l (X
n
s ),D
j,k
r,τXns 〉|
]2
,
I3 := |D
j,k
r,τ (Xns )
i
(
△σil(X
n
s )D
k
τX
n
sD
j
rXns + 〈∇σ
i
l(X
n
s ),D
j,k
r,τXns 〉
)
|2,
and
M ijn (t) :=
∫ t
r
p|Dj,kr,τ (X
n
s )
i|p−2〈Dj,kr,τ (X
n
s )
i, I2(l)dW
l
s〉.
Notice that by Result 2.1,M ijn (t) is a local martingale and thus E[M
ij
n (t)] =
0.
Now, we are going to find appropriate upper bounds for I1, I2(l) and I3.
As σ has bounded derivatives, we can find some γ′1 > 0 such that
p
2
|Dj,kr,τ (X
n
s )
i|p−2
d∑
l=1
I2(l) +
p(p− 2)
2
|Dj,kr,τX
n
s |
p−4I3 ≤
γ′1
p(p− 1)
2
(
|Dj,kr,τ (X
n
s )
i|p−2|Dj,kr,τX
n
s |
2 + |Dj,kr,τ (X
n
s )
i|p−2|DjrX
n
s |
2|DkτX
n
s |
2
)
.
(4.10)
Also by the boundedness of f and the derivatives of σ, the polynomial
growth of the derivatives of b and (3.5), there exist some γ′2 > 0 and
q > 0 such that
p|Dj,kr,τ (X
n
s )
i|p−2I1 = p|D
j,k
r,τ (X
n
s )
i|p−2J1 + p|D
j,k
r,τ (X
n
s )
i|p−2J2
+ p|Dj,kr,τ (X
n
s )
i|p−2Dj,kr,τ (X
n
s )
i〈∇f i(Xns ),D
j,k
r,τX
n
s 〉
≤ p|Dj,kr,τ (X
n
s )
i|p−2J1
+ γ′2p|D
j,k
r,τ (X
n
s )
i|p−2|DkτX
n
s |
2|DjrX
n
s |
2(1 + |Xns |
p
2 )2
+ pγ′2|D
j,k
r,τ (X
n
s )
i|p + pγ′2|D
j,k
r,τ (X
n
s )
i|p−2|Dj,kr,τ (X
n
s )
i|2,(4.11)
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where
J1 := D
j,k
r,τ (Xns )
i〈∇bin(X
n
s ),D
j,k
r,τXns 〉,
and
J2 := D
j,k
r,τ (Xns )
i
([
△bin(X
n
s ) +△f
i(Xns )
]
DkτX
n
sD
j
rXns
)
By (2.7) and (3.4), for every 0 ≤ s ≤ T we have
d∑
i=1
J1 = 〈∇bn(X
n
s )D
j,k
r,τX
n
s ,D
j,k
r,τX
n
s 〉 = φn(X
n
s )〈∇b(X
n
s )D
j,k
r,τX
n
s ,D
j,k
r,τX
n
s 〉
+ 〈〈b(Xns ),∇φn(X
n
s )〉D
j,k
r,τX
n
s ,D
j,k
r,τX
n
s 〉
≤ (−Kφn(X
n
s ) +M1)|D
j,k
r,τX
n
s |
2 ≤M1|D
j,k
r,τX
n
s |
2.
(4.12)
Now, substitute (4.11) and (4.10) in (4.9), sum up on i and then use
(4.12) and (4.6) to derive
d∑
i=1
E
[
|Dj,kr,τ (X
n
t )
i|p
]
=
d∑
i=1
E
[
|Aijn,τ,r|
p
]
+ p(M1 + 2dγ
′
2 + dγ
′
1
p(p− 1)
2
)
∫ t
τ0
E
[
|Dj,kr,τX
n
s |
p
]
ds
+
d∑
i=1
γ′2p
∫ t
τ0
E
[
|Dj,kr,τ (X
n
s )
i|p−2|DkτX
n
s |
2|DjrX
n
s |
2(1 + |Xns |
p
2 )2
]
ds
+
d∑
i=1
γ′1
p(p− 1)
2
∫ t
τ0
E
[
|Dj,kr,τ (X
n
s )
i|p−2|DjrX
n
s |
2|DkτX
n
s |
2
]
ds.
(4.13)
To bound the terms in the right hand side of the above inequality, we
need the following version of the Young’s inequality. For p ≥ 2 and for
all a, c and △1 > 0 we have:
(4.14) ap−2c2 ≤ △21
p− 2
p
ap +
2
p△p−21
cp.
Using (4.14) with △1 = 1 and a = |D
j,k
r,τ (Xns )
i| we find some bounds for
the last four terms in (4.13) which depend only on
∫ t
τ0
E
[
|Dj,kr,τXns |
p
]
ds
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and some terms which could be bounded by a constant. So for the last
term in (4.13) we have
d∑
i=1
γ′1
p(p− 1)
2
∫ t
τ0
E
[
|Dj,kr,τ (X
n
s )
i|p−2|DjrX
n
s |
2|DkτX
n
s |
2
]
ds ≤
dγ′1
∫ t
τ0
((p− 1)(p − 2)
2
E
[
|Dj,kr,τX
n
s |
p
]
+ (p− 1)E
[
|DjrX
n
s |
p|DkτX
n
s |
p
])
ds.
and for the third summand in (4.13) we have
d∑
i=1
γ′2p
∫ t
τ0
E
[
|Dj,kr,τ (X
n
s )
i|p−2|DkτX
n
s |
2|DjrX
n
s |
2(1 + |Xns |
p
2 )2
]
ds ≤
dγ′2
∫ t
τ0
(
(p− 2)E
[
|Dj,kr,τX
n
s |
p
]
+ 2E
[
|DkτX
n
s |
p|DjrX
n
s |
p(1 + |Xns |
p
2 )p
])
ds.
Substituting these bounds in the right hand side of (4.9) and using (3.7),
(4.1) and (4.7), we can find some positive constants c1(p) and c2(p) such
that
E
[
|Dj,kr,τX
n
s |
p
]
≤ 2
p
2
−1
d∑
i=1
E
[
|Aijn,τ,r|
p
]
+c2(p)+c1(p)
∫ t
τ0
E
[
|Dj,kr,τX
n
s |
p
]
ds.
Now, from (4.1), (3.7) and the definition of Aijn,τ,r (in which we have used
the boundedness of the derivatives of σ), Gronwall’s inequality gives us
(4.8). 
In the same way, one can easily show that for every multiindex α
(4.15) sup
n
E(‖DαXnt ‖
p
H⊗α
) <∞
and then by Lemma 1.2.3 in [15] deduce the following theorem.
Theorem 4.3. The SDE (2.1) has a unique strong solution in D∞.
Appendix A. Constructing the approximating functions for
the drift
Here we construct the functions bn mentioned in section 2. This
construction is motivated by Berhanu in [4, Theorem 2.9.]. Assume
that U ⊂ V are two open sets in Rd with distance a > 0. For 0 ≤ ǫ ≤ a,
define Uǫ = {x; d(x,U) < ǫ}. Then Uǫ =
⋃
x∈U Bǫ(x) and U ⊆ Uǫ ⊆ V .
Fix ǫ such that 0 < 2ǫ ≤ a and let hǫ(x) be the characteristic function
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of Uǫ. For ψ ∈ C
∞
0 (R
d) with suppψ ⊆ B1(0) and
∫
ψ(x)dx = 1, set
ψǫ(x) =
1
ǫd
ψ(x
ǫ
). Now consider the construction function
ψǫ ⋆ h
ǫ(x) =
∫
Rd
ψǫ(y)h
ǫ(x− y)dy
for 0 < 2ǫ < d. Since suppψǫ ⊆ Bǫ(0), ψǫ ⋆ h
ǫ = 1 on U and ψǫ ⋆ h
ǫ = 0
outside U2ǫ. Note that for each multiindex α,
∂α(ψǫ ⋆ h
ǫ)(x) =
∫
∂α(ψǫ(y))h
ǫ(x− y)dy =
1
ǫd+|α|
∫
(∂αψ)(
y
ǫ
)hǫ(x− y)dy
=
1
ǫ|α|
∫
(∂αψ)(z)h
ǫ(x− ǫz)dz ≤‖ ψ ‖∞
1
ǫ|α|
(A.1)
Now, let n ≥ 1 and set U = Bnξ(0), V = B2nξ(0) and ǫ = n
ξ. Then the
functions φn(x) := ψǫ ⋆h
ǫ satisfy φn(x) = 1 on U and φn(x) = 0 outside
V . Since suppφn(x) ⊆ B2nξ(0), by (A.1) and (2.3) for each multiindex
α with |α| = c ≥ 1, we have
|b(x)∂αφn(x)| ≤ |b(x)χ|x|≤2nξ | ‖ ψ ‖∞
1
nξ|α|
≤ γc(1 + 2
ξnξ) ‖ ψ ‖∞
1
nξ|α|
≤ 2ξ+1γc ‖ ψ ‖∞,
and
|∂αφn(x)| ≤‖ ψ ‖∞ .
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