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Abstract
We study the partition functions associated with non-intersecting polymers in a random environ-
ment. By considering paths in series and in parallel, the partition functions carry natural notions
of subadditivity, allowing the effective study of their asymptotics. For a certain choice of random
environment, the geometric RSK correspondence provides an explicit representation of the partition
functions in terms of a stochastic interface. Formally this leads to a variational description of the
macroscopic behaviour of the interface and hence the free energy of the associated non-intersecting
polymer model. At zero temperature we relate this variational description to the Marcˇenko-Pastur
distribution, and give a new derivation of the surface tension of the bead model.
1 Introduction and summary
We study the partition functions associated with a natural model for non-intersecting polymers in a
random environment. Apart from being an interesting physical model in its own right, this model is
motivated by recent developments on connections between random polymers and Whittaker functions,
obtained via the geometric RSK correspondence [11, 32]. By considering paths in series and in parallel, the
partition functions carry natural notions of subadditivity allowing the effective study of their asymptotics.
We use this subadditivity to show that for a small number of paths, the free energy has a linear dependence
on the number of paths (Theorem 2.2). Interestingly, it seems quite difficult to prove this using the
integrable structure of the log-gamma polymer model; instead we give a general argument, valid for
general weights. We also determine the correct order of scaling for the partition function associated with
a large number of paths (see (2.14), (2.15) and Corollary 2.8).
We then turn our discussion to the random polymer model with log-gamma weights, where the
geometric RSK correspondence provides an explicit representation of the partition functions in terms of a
stochastic interface [11, 15]. Formally this leads to a variational description of the macroscopic behaviour
of the interface and hence the free energy of the associated non-intersecting polymer model. At zero
temperature we relate this variational description to the Marcˇenko-Pastur distribution, and give a new
derivation of the surface tension of the bead model, which was recently computed by Sun [40] using very
different methods. In the remainder of Section 1, we summarise the main results of the paper, beginning
with some preliminary definitions.
1.1 Preliminary definitions
Let e1 = (1, 0) and e2 = (0, 1) be the standard basis for Z
2. For points x and y in Z2, a path π from x
to y is a set of points π = {a0, . . . , ap} in Z2 such that a0 = x, ap = y, and aj+1 − aj is equal to either
e1 or e2 for every 1 ≤ j < p.
We say a vector x = (x1, . . . , xk) ∈ Z2×k is a k-point if x1, . . . , xk are distinct points in Z2. Suppose
x = (x1, . . . , xk) and y = (y1, . . . , yk) are k-points and for each i, πi is a path from xi to yi. If the sets
π1, . . . , πk are disjoint, we say the k-tuple π = (π1, . . . , πk) is non-intersecting and refer to π as a k-path.
We write Γx→y for the set of k-paths from x to y, and write x ≤ y whenever Γx→y is non-empty. (We
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emphasise that a k-path will always refer to a non-intersecting k-tuple of paths travelling north-east in
Z2.)
Suppose further we have a random environment {ω(z) : z ∈ Z2}—a collection of independent and
identically distributed finite-expectation random variables under a probability measure P. For a k-path
π = (π1, . . . , πk) from x to y, we define the energy F (π) of π to be the sum of the weights included in
the k-path, not including the starting points. That is, F (π) is the random variable
F (π) :=
k∑
i=1
∑
z∈πi−{xi}
ω(z). (1.1)
Suppose β is a real number such that G(β) := E[eβω(0,0)] <∞. The goal of the present paper is to study
the partition function
Zx→y(β) :=
∑
π∈Γx→y
exp (βF (π)) (1.2)
associated with the non-intersecting directed random polymer running from x to y, with a particular
emphasis on the asymptotics of Zx→y(β) as the lengths of the paths and/or the number of paths grows
to infinity. We emphasise that the assumptions ν := E[ω(0, 0)] < ∞ and G(β) = E[eβω(0,0)] < ∞ are in
force throughout the paper.
This article is divided into three interconnected parts. The first part is dedicated to proving asymptotic
results for the partition functions in a general environment. In the second part we introduce a collection
of random functions on the N×N square known as stochastic interfaces, and express the non-intersecting
partition functions associated with a particular random environment in terms of a stochastic interface,
developing connections with random matrix theory in the process. In the final part, we study the scaling
limits of these interfaces as N →∞, relating our model to the Marcˇenko-Pastur law and Gaussian fields,
and developing the machinery along the way to obtain new derivation of the surface tension of the bead
model. In the remainder of Section 1 we overview each of these three respective parts in more detail.
Before proceeding, we mention a couple of conventions we use to lighten notation. For real numbers
u, let ⌊u⌋ denote the largest integer less than or equal to u, and let ⌈u⌉ denote the smallest integer
greater than or equal to u. Whenever (an)n∈Z are variables indexed by the integers, for real numbers r
we set ar := a⌊r⌋, where ⌊r⌋ is the largest integer not greater than r. We will use similar conventions
throughout, in particular
whenever c is positive and N is an integer, (N, cN) always refers to the point (N, ⌊cN⌋) of Z2.
If f is a function defined on a subset of Z2 or R2, we say f is symmetric if f(r, s) = f(s, r) for every s
and r. Finally, if x is a k-point and a is an element of Z2, define the translation x+ a to be the k-point
whose ith component is given by xi + a.
1.2 Non-intersecting polymers
The first part of this article is concerned with studying key properties of non-intersecting polymers in
a general environment, with a particular focus on developing tools to study their asymptotics. These
results are stated in full in Section 2, though we provide a brief outline here.
We say a k-point x = (x1, . . . , xk) is nice if either xi+1 lies strictly north and strictly west of xi, or
xi+1 = xi + e2. This is a technical condition which roughly speaking ensures that k-paths going to and
from a k-point x do not intersect. (See the beginning of Section 2 for a precise statement and proof.)
Our main tools for tackling the asymptotics of non-intersecting polymer partition functions Zx→y(β)
are the dual notions of series and parallel concatenation, which we now outline. Given a k-path π from
x to y and k-path γ from y to z, we may concatenate the paths π and γ in series to form a new k-tuple
π ⊕ γ of paths from from x to z. Provided the intermediate k-point y is nice, the concatenated path
π⊕ γ turns out to also be non-intersecting, and in this case the operation ⊕ is additive in the sense that
F (π ⊕ γ) = F (π) + F (γ),
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where F is given as in (1.1). In particular, we have an F -preserving injection taking every pair of paths
in Γx→y × Γy→z to a new path π ⊕ γ in Γx→z. In Section 2, we use this injection to prove the series
bound, which states that for nice k-points x ≤ y ≤ z, the partition functions satsify
Zx→z(β) ≥ Zx→y(β)Zy→z(β). (1.3)
The series bound gives rise to subadditivity in the logarithmic partition functions logZx→y(β), which we
use in conjunction with Kingman’s subadditive ergodic theorem [22] to obtain the logarithmic asymptotics
of Zx→y(β) as x and y grow far apart in the (1, c) direction. Theorem 2.1 states that for any pair of nice
k-points x and y
1
N
logZx→y+(N,cN)(β) converges to a deterministic limit fc(k, β), (1.4)
where the constant fc(k, β) is independent of x and y. As we will see later, it is a natural consequence
of the parallel bound that the limit fc(k, β) is concave in the k-variable, in that for any j, k we have
fc(k + j, β) ≤ fc(j, β) + fc(k, β).
However, it turns out that fc(k, β) has a linear dependence on k. Indeed, Theorem 2.2 states that
fc(k, β) = kfc(β), (1.5)
where we are writing fc(β) for fc(1, β).
Where series concatenation involves combining paths by glueing their ends together, parallel con-
catenation combines paths by letting them run side-by-side. Namely, any (k + j)-path π has a unique
decomposition π = π′ ⊞ π′′ where π′ is a k-path and π′′ is a j-path. Again this procedure is additive in
that F (π′ ⊞ π′′) = F (π′) + F (π′′), and in Section 2.1 we use it prove the parallel bound
Zx→y(β) ≥ Zx′→y′(β)Zx′′→y′′(β), (1.6)
where x := (x1, . . . , xk+j), x
′ = (x1, . . . , xk) and x
′′ = (xk+1, . . . , xk+j), and y,y
′ and y′′ are defined
similarly.
The parallel bound (1.6) gives a subadditivity in the k- variable which allows us to prove a result
analogous to (1.5) concerning infinitely many paths of finite length running side-by-side. Thereafter, we
study the infinite temperature (β = 0) case, where the Lindstro¨m-Gessel-Viennot formula may be used in
conjunction with Szego¨’s powerful limit theorem to obtain explicit expressions for the large-k logarithmic
asymptotics of the partition funcitions in terms of a Laurent series with binomial coefficients.
Finally we look at the case of many long paths. By studying the large-N asymptotics of a variant
of Macmahon’s formula [39], in Lemma 2.6 we obtain explicit logarithmic asymptotics for the partition
functions associated with the infinite temperature case. We then use Jensen’s inequality to relate the
positive temperature partition functions with their infinite temperature counterparts (Lemma 2.7), lead-
ing us to Corollary 2.8, which establishes N2 behaviour for the logarithmic partition function when both
the number of paths aswell as their lengths are of order N .
1.3 Stochastic interfaces and Whittaker measures
In the second part of this article—the results of which we state in full in Section 3—we introduce stochastic
interfaces, random functions defined on the square SN := {1, . . . , N}2 of Z2. With the exception of
Theorem 3.7 which is new, our work in this section is dedicated to reformulating results from Baryshnikov
[3] and Corwin, O’Connell, Seppa¨la¨inen and Zygouras [11] in the language of stochastic interface models.
For a convex interaction potential V , the stochastic interfaces we consider are essentially random
functions φN : SN → R with distributions proportional to
exp

−∑
〈x,y〉
V (φ(y) − φ(x)) − µ
∑
x∈DN
φ(x)

 , (1.7)
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where DN := {(i, i) : i = 1, . . . , N} is the diagonal of SN , and 〈x, y〉 is the set of edges in SN directed
in the north or east direction. The central idea connecting directed polymers with stochastic interfaces
is Proposition 3.2, a restatement of a result by Corwin et al [11], which states that the non-intersecting
partition functions associated with a certain random environment may be jointly expressed in terms of a
stochastic interface.
More specifically, let τNµ (m, k) be the partition function associated with a k-paths in an m × N
rectangle, where the variables in the random environment are log-gamma distributed in that each eβω(z)
has the inverse gamma law
Iµ(ds) =
s−µ−1e−1/s
Γ(µ)
1s>0ds (1.8)
of parameter µ > 0. We now define a random function ϕNµ : SN → R in terms of the joint partition
functions τNµ (m, k) by setting
ϕNµ (i, j) := log
(
τNµ (N − j + i, i)
τNµ (N − j + i, i− 1)
)
for i ≤ j (with a similar definition holding for i ≥ j). Based on the main result in [11], we obtain the
statement of Proposition 3.2:
ϕNµ is a stochastic interface with interaction potential V (u) = exp(u).
The small-µ and large-µ deformations of the stochastic interface ϕNµ have respective connections with
the eigenvalues ensembles of random matrix theory and the partition functions of deterministic non-
intersecting directed polymers. In the former case, by appealing to ideas in Baryshnikov [3], we show
that an eigenvalue process ϕNLUE associated with the minors of a random matrix from the Laguerre Unitary
Ensemble may be expressed in terms of a stochastic interface with the hard-core interaction potential
V (u) :=∞1u>0. We use the results of [11] to obtain Proposition 3.5, which states that
µϕNµ converges in distribution to ϕ
N
LUE as µ→ 0. (1.9)
As is mentioned in [11], by using a tropicalisation of the underlying polymer, one can use the state-
ment (1.9) to recover a result by Johannson [18] relating non-intersecting last passage percolation with
exponential weights to the eigenvalues of a Laguerre matrix.
We have contrasting behaviour as µ → ∞. Namely, if we define the tilted interface by θNµ (i, j) :=
ϕNµ (i, j) + (2N + 1− (j + i)) logµ, then according to Theorem 3.7 we have
θNµ converges almost surely to a deterministic function θ
N
min as µ→∞. (1.10)
Moreover, the deterministic limit θNmin is the minimiser of a discrete variational problem on the square
SN , and has an explicit representation in terms of factorials.
1.4 Scaling limits for stochastic interfaces
The final part of this article, which is discussed in full in Section 4, is concerned with using variational
heuristics to study the large-N asymptotics of stochastic interfaces. In the interest of maintaining a
steady flow of ideas, in this part of the article we will be content to provide a plausibility argument based
on physical heuristics in place of a rigorous mathematical proof.
Following the exposition in Funaki and Spohn [16], our first tool for studying the macroscopics of
stochastic interfaces is that of surface tension—an asymptotic measure of the energy cost for an interface
to lie a certain tilt. With this concept at hand, we conjecture that for certain choices of interaction
potential, the macroscopic shapes of certain square interfaces may be given as solutions to variational
problems on the unit square S := [0, 1]2. In particular we anticipate that if ϕ¯Nµ : S → R is a rescaling
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of the interface associated with the partition functions of the non-intersecting log-gamma polymer—with
both the square SN and the height of the interface both rescaled by
1
N—then
ϕ¯Nµ converges to a deterministic limit ξµ : S → R as N →∞.
Moreover, if we let σexp be the surface tension associated with the exponential interaction potential
V (u) = exp(u), then we expect that the deterministic limit ξµ is the the minimiser of
Eµ[v] :=
∫
S
σexp(∇v(s, t))dsdt + µ
∫ 1
0
v(s, s)ds,
where the minimisation is taken over all functions v : S → R satisfying v(1, 1) = 0. Finally, the limit
shape is related to the asymptotic partition functions of the non-intersecting directed log-gamma polymer
through the following equation. Let τNµ (m, k) be the partition function associated with k paths on an
N ×m rectangle. Then these arguments suggest that
lim
N→∞
1
N2
log τNµ (cN, αN) :=
∫ α
0
ξµ(u, 1− c+ u)du. (1.11)
Having taken N →∞, we now consider the behaviour of ξµ as the parameter µ varies. On the one hand,
by considering the relationship the interface ξNµ has with the eigenvalues of Laguerre matrices, taking a
large-N analogue of (1.9) we anticipate that
µξµ converges to ξmp as µ→ 0,
where ξmp has an explicit expression in terms of the Marcˇenko-Pastur distribution. On the other hand,
in the large-µ case we sketch an argument suggesting that
ξµ(s, t) + (2− s− t) log µ converges to ξht(s, t) as µ→∞, (1.12)
where ξht(s, t) has an explicit expression in terms of the function q(u) = u log u. Given their own direct
representations as scaling limits of stochastic interfaces, we also expect both limit functions ξmp and ξht
to be solutions of explicit variational problems.
Thereafter, we take a more refined argument to study the high-temperature limit — using the central
limit theorem in place of the law of large numbers — with µ and N sent to∞ together through the scaling
limit µ = κN2. Indeed, Conjecture 4.7 states that the random processesHNκ := {HNκ (s, t) : 0 ≤ s ≤ t ≤ 1}
given by
HNκ (s, t) := k(N +m− k) (log κ+ 2 logN) + log τNκN2(m, k)− log#ΓN (m, k)
converge in distribution to a centred Gaussian process, and gives a prediction for the covariance functions
in terms of the asymptotic densities of a path model.
Finally, having developed the surface tension framework to study the macroscopics of stochastic
interfaces, we use a version of the classical semicircle law of random matrix theory to reverse-engineer a
straightforward derivation of a formula for the surface tension associated with the bead model [4]. To
our knowledge, the only other place this formula appears in the literature is in the work of Sun [40], who
provides a sophisticated derivation involving scaling limits of dimer models [8].
1.5 Outline of the paper
The remainder of the paper is structured as follows. In Section 2, we discuss the asymptotics of non-
intersecting directed polymers in random environments with a general weight distribution, giving full
statements of the results overviewed in Section 1.2. In Section 3, we introduce stochastic interfaces
and their connections with random matrices, fleshing out the description seen in Section 1.3. Finally,
in Section 4, we study the large-N asymptotics of the interfaces seen in Section 3, expanding on the
discussion in Section 1.4.
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The following sections of the paper, Sections 5 through 8, are dedicated to proving results stated
in Sections 2 through 4, and at times providing further details for computations made in these earlier
sections. In particular, Section 5 and Section 6 are dedicated to proving the results stated in Section 2
and Section 3 respectively. The proofs and further details surrounding the discussion in Section 4 are
spread across two sections, the latter of which, Section 8, is dedicated to our derivation of the surface
tension of the bead model.
Acknowledgements. Research supported by the European Research Council (Grant Number 669306).
2 Non-intersecting polymers
2.1 Series and parallel inequalities
Recall the series bound (1.3) and parellel bound (1.6) first introduced in Section 1.2. We now take a
moment to give proofs of these two inequalities.
First we consider the series bound (1.3), which we prove using concatenation in series as follows.
Suppose x, y, z are points in Z2, and π = {a0, . . . , ap} is a 1-path from x to y, and γ = {b0, . . . , bq} is a
1-path from y to z. Then we define the concatenated 1-path π ⊕ γ := {c0, . . . , cp, cp+1, . . . , cp+q} from x
to z by setting ci = ai for i ≤ p and ci := bi−p for i > p. It is plain to check that this is indeed a path
from x to z, and that
F (π ⊕ γ) = F (π) + F (γ).
Now suppose x,y and z are k-points satisfying x ≤ y ≤ z. If π is a k-path from x to y and γ is a k-path
from y to z, then we may form a k-tuple π⊕γ := (π1⊕γ1, . . . , πk⊕γk) of paths from x to z, which may or
may not be intersecting. Recall that we say a k-point (x1, . . . , xk) is nice if either xi+1 lies both strictly
north and strictly west of xi, or xi+1 = xi + e2. We now prove the series bound (1.3), which hinges
on the observation that whenever the intermediate point y is nice, then this resulting k-tuple (π ⊕ γ) is
guaranteed to be non-intersecting.
Proof of the series bound (1.3). First we show that if y is nice, then π ⊕ γ is a k-path—that is the sets
(πi ⊕ γi) and (πj ⊕ γj) are disjoint for each i 6= j. Since each of π and γ are themselves k-paths, it is
sufficient to show that for each i 6= j, the sets πi and γj are disjoint.
To see this, first consider the case i < j. In this case yj lies strictly north of yi, and hence every point
of γj lies strictly to the north of every point of πi, and hence πi ∩ γj = ∅. Alternatively, consider the
case i > j. Since y is nice, either yi lies both strictly north and strictly west of yj , or yi is of the form
yi = yj +me2 for some positive integer m. In the former case, every point of γj lies strictly east of every
point of πi, and hence πi ∩ γj = ∅. In the latter case, we must have yj+1 = yj + 1e2, and in particular,
γj must go through yj and then yj +1e1 in order avoid yj+1 = yj +1e2. It follows that γj −{yj} consists
of points that lie strictly east of πi, and hence again πi ∩ γj = ∅.
We have proved that all cases πi and γj are disjoint, and hence the k-tuple π ⊕ γ of paths from x to
z is a k-path. In particular, ⊕ is an injection from Γx→y to Γy→z → Γx→z. Observing that the k-paths
π and γ only overlap at y, we see that this operation is additive in the sense that
F (π ⊕ γ) = F (π) + F (γ). (2.1)
Now suppose we have three k-points x ≤ y ≤ z such that y is nice. Using the positivity of the summands
in (1.2) with the fact that ⊕ is an injection to obtain the second line below, and (2.1) to obtain the third,
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we have
Zx→z(β) :=
∑
θ∈Γx→z
exp (βF (θ))
≥
∑
(π,γ)∈Γx→y×Γy→z
exp (βF (π ⊕ γ))
=
∑
π∈Γx→y
exp (βF (π))
∑
γ∈Γy→z
exp (βF (γ))
=: Zx→y(β)Zy→z(β),
establishing the series bound (1.3).
We now consider the dual procedure of concatenation in parallel, giving a proof of the parallel bound
(1.6).
Proof of the parallel bound (1.6). Suppose we have (k+j)-points x = (x1, . . . , xk+j) and y = (y1, . . . , yk+j).
Then every non-intersecting (k + j)-path π gives rise to a unique decomposition
π = π′ ⊞ π′′,
where π′ is a non-intersecting k-path from x′ = (x1, . . . , xk) to y
′ = (y1, . . . , yk), and π
′′ is a non-
intersecting j-path from x′′ = (xk+1, . . . , xk+j) to y
′′ = (yk+1, . . . , yk+j). This procedure gives us an
injection from Γx→y to Γx′→y′ × Γx′′→y′′ , and this injection is additive in the sense that
F (π′ ⊞ π′′) = F (π′) + F (π′′). (2.2)
Using the positivity of the summands in (1.2) with the fact that the map π 7→ π′ ⊞ π′′ is an injection
satisfying (2.2), we have
Zx→y(β) :=
∑
π∈Γx→y
exp (βF (π))
≤
∑
π′∈Γ
x′→y′
exp (βF (π′))
∑
π′′∈Γ
x′′→y′′
exp (βF (π′′))
=: Zx→y(β)Zy→z(β),
proving (1.6).
We remark that by iterating (1.6), for any pair of k-points x = (x1, . . . , xk) and y = (y1, . . . , yk) we
obtain
Zx→y(β) ≤
k∏
i=1
Zxi→yi(β). (2.3)
In fact, thanks to the celebrated Lindstro¨m-Gessel-Viennot lemma [39], the k-path partition functions
have a determinantal expression in terms of the one-point partition functions:
Zx→y(β) =
k
det
i,j=1
(
Zxi→yj (β)
)
. (2.4)
In light of (2.4), the inequality (2.3) may be understood as an analogue of Hadamard’s inequality for the
random matrix (Zxi→yj (β))
k
i,j=1 .
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2.2 The single path partition function
The case k = 1 corresponds to studying the asymptotics of the partition function Z(1,1)→(n,m)(β) as m
and n become large, and is widely discussed in the literature. By a standard subadditivity argument
using the special case k = 1 of the series bound (1.3) and Kingman’s ergodic theorem [22], it can be
shown that the almost-sure limit
fc(β) := lim
N↑∞
1
N
logZ(1,1)→(N,cN)(β) (2.5)
exists and is equal to supN≥1
1
NE
[
logZ(1,1)→(N,cN)(β)
]
. Though there are useful bounds for fc(β) (see
for instance Comets [10]), explicit expressions for the its value remaining unknown but for a few cases
which we now discuss.
First we consider the infinite temperature limit case β = 0. In this case the partition function
Z(1,1)→(n,m)(0) is deterministic for every (n,m), simply counting the number of paths starting at (1, 1)
and ending at (n,m). A straightforward computation using Stirling’s formula tells us that the free energy
fc(0) is given by
fc(0) = lim
N→∞
1
N
log
(
(c+ 1)N
N
)
= (c+ 1) log(c+ 1)− c log c.
We are also able to make sense of the zero temperature limit—the asymptotic case where β →∞. Here,
the partition function concentrates on the path maximising the energy F (π). Namely, for any pair of
points x ≤ y in Z2, we have
lim
β↑∞
1
β
logZx→y(β) = max
π∈Γx→y
F (π).
In particular, without too much concern at this stage for the technical details surrounding the interchange
of limits, we have
lim
β↑∞
1
β
fc(β) = lim
N↑∞
1
N
max
π∈Γ(1,1)→(N,cN)
F (π) =: ℓc (2.6)
The value of ℓc is known in a few special cases. For example, in the case that each ω(z) is exponentially
distributed with mean 1 Rost [36] showed that
ℓc = (1 +
√
c)2. (2.7)
See [30] for further discussion of the single-path zero-temperature limit ℓc.
Finally, there is one particular distribution for the random environment for which an explicit expression
is known for fc(β) at a positive and finite value of β. Namely, in the case where each e
βω(z) has the inverse-
gamma distribution with parameter µ as in (1.8), Seppa¨la¨inen [37] discovered a remarkable underlying
algebraic structure based around the beta-gamma algebra making the partition function exactly solvable.
(We refer the reader to [10, Chapter 7] for an overview.) Indeed, according to [37, Theorem 2.4],
fc(β) = − sup
θ∈[0,µ]
(cψ0(θ) + ψ0(µ− θ)) , (2.8)
where ψ0(θ) := Γ
′(θ)/Γ(θ) is the digamma function. Let us also mention here the papers [33, 28, 12, 31, 2]
where similar formulae have been obtained for some other exactly solvable polymer models.
2.3 Asymptotics for finitely many long paths
For nice k-points x and y, we study the asymptotics of the partition function Zx→y+(N,cN)(β) associated
with the k-points stretched far apart in the (1, c) asymptotic choice of direction. Here we are able to
exploit the subadditivity due to the series bound (1.3) to prove the following results.
8
Theorem 2.1. There exists a function fc(k, β) such that for any pair of nice k-points x and y, we have
the almost sure convergence
1
N
logZx→y+(N,cN)(β)→ fc(k, β).
The limit satisfies fc(k, β) = supN≥1 E
[
1
N logZx→y+(N,cN)(β)
]
= limN→∞
1
NE
[
logZx→y+(N,cN)
]
, and
this quantity is independent of the choices x and y.
We point out that by (2.5) and Theorem 2.1, by definition we have fc(1, β) = fc(β). We also remark
that by the parallel bound (1.6), it can be seen that the limits fc(k, β) satisfy the inequalities
fc(k + j, β) ≤ fc(k, β) + fc(j, β),
for positive integers k and j. We can say something much stronger however. According to the following
theorem, fc(k, β) grows linearly in k.
Theorem 2.2. The limits satisfy
fc(k, β) = kfc(β).
Finally, we will also prove the following result allowing comparison of fc(β) for different values of c.
Theorem 2.3. Let 0 < c < c′ be positive reals. Then we have
fc(β) + (c
′ − c)βν ≤ fc′(β) ≤ c
′
c
fc(β)−
(
c′
c
− 1
)
βν.
Theorems 2.1, 2.2 and 2.3 are proved in Section 5.
In the next section we look at the case where there are many paths of finite length.
2.4 Asymptotics for many paths of finite length
Where in the last section we had finitely many paths and let their lengths tend to infinity, in this section
we do the opposite, considering many non-intersecting paths of fixed length running side-by-side, and
letting the number of paths tend to infinity. In this direction, for x ∈ Z2 and h = (h1, h2) ∈ Z2, define
the stacked k-point xh↑k at x in the h direction by
x
h↑k
i := x+ (i − 1)h, i = 1, . . . , k. (2.9)
For x ≤ y in Z2, and a direction h such that h1 ≤ 0 < h2, we now consider the the large k-asymptotics of
the random variable Zxh↑k→yh↑k(β). The parallel bound (1.6) gives us a subadditivity in the k-variable
which we use to prove the following result.
Theorem 2.4. Let x ≤ y be points in Z2, and h = (h1, h2) such that h1 ≤ 0 < h2. Then as k →∞, the
random variable 1k logZxh↑k→yh↑k(β) converges almost surely to a deterministic limit Iy−x,h(β).
In fact, in the infinite temperature case (β = 0), for certain choices of h, the asymptotic limit Iz,h(0)
can be computed explicitly by using the asymptotic theory of Toeplitz determinants [5]. In this direction
we define the symbol associated with z and h to be the Laurent series az,h : T → C on the unit circle
given by
az,h(s) :=
∑
m∈Z
Z0→z+mh(0)s
m.
Every continuous function a : T→ C has a unique decomposition a(eit) = |a(eit)|eic(t) where c : [0, 2π)→
R is a continuous function satisfying c(0) = 0. The winding number of a is the integer
wind(a) :=
1
2π
lim
t→2π
c(t). (2.10)
Using Szego¨’s limit theorem for the asymptotics of Toeplitz determinants, in Section 5.6 we prove the
following result, which gives an expression for Iz,h(0) in terms of the symbol az,h.
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Theorem 2.5. Suppose that h1 < 0 < h2 and the winding number of the symbol az,h is zero. Then there
is a Laurent series
∑
m∈Z cms
m satisfying
az,h(s) = exp
(∑
m∈Z
cms
m
)
,
such that
lim
k→∞
(
e−kc0Zxh↑k→yh↑k(0)
)
= exp
(
∞∑
m=1
mcmc−m
)
.
In particular, Iz,h(0) = c0.
To see an example of this result in action, let y = (3, 2), x = (0, 0), and let h = (−2, 2). To first get a
rough idea of the asymptotics using the iterated parallel bound (2.3), we note that there are
(
3+2
2
)
= 10
paths from x to y, from which it follows that Z0h↑k→zh↑k(0) ≤ 10k, and hence I(3,2),(−2,2)(0) ≤ log 10.
We now obtain the exact asymptotics using Theorem 2.5. First we note that the symbol associated
with x, y and h is given by
ay−x,h(s) :=
∑
m∈Z
(
5
3 + 2m
)
sm =
5
s
+ 10 + s.
We remark that Re
(
ay−x,h(e
it)
)
= 6 cos(t) + 10 for each t in [0, 2π). It follows that ay−x,h has positive
real part on T, and hence has winding number 0. It is straightforward to show that the symbol has
representation
ay−x,h(s) = exp
(
log(5 + 2
√
5) +
∞∑
m=1
(−1)m
m
( c
10
s
)m
+
∞∑
m=1
(−1)m
m
( c
2
s−1
)m)
.
It then follows from Theorem 2.5 that
I(3,2),(−2,2) = log(5 + 2
√
5) ≈ log 9.472 ≤ log 10.
2.5 Asympotics for many long paths
Finally, in this section we consider the asymptotics of the partition functions associated with many paths
in a rectangle whose dimensions are growing to infinity together with the number of paths. For k ≥ 1
and x ∈ Z2, we define the stacked k-point x↑k above and below a point x by
x
↑k
i := x+ (i − 1)e2, x↓ki := x+ (k − 1 + i)e2, i = 1, . . . , k. (2.11)
For integers m,n, k, consider k-points (1, 1)↑k and (n,m)↓k at the bottom-left and top-right corner of an
m × n rectangle. Then there is at least one k-path from (1, 1)↑k to (n,m)↓k if and only if k ≤ m ∧ n.
With this picture in mind, we consider the scaling regime m = cN, n = N, k = αN for 0 < α ≤ c ≤ 1,
leading us to study the asymptotic growth of the random variable
1
N2
logZ(1,1)↑αN→(N,cN)↓αN (β). (2.12)
To understand the 1N2 scaling, it is useful first to consider the infinite-temperature limit β = 0, which
amounts to a computation calculating the asymptotic size of the set Γ(1,1)↑k→(n,m)↓k of k-paths on the
m× n rectangle. Indeed, in Section 5.7, we exploit determinantal identities to prove the following result.
Lemma 2.6. As N →∞, 1N2 logZ(1,1)↑αN→(N,cN)↓αN (0)→ w(c, α), where the limit w(c, α) is given by
w(c, α) = Q(1 + c− α) +Q(1− α) +Q(c− α) +Q(α)−Q(c)−Q(c+ 1− 2α), (2.13)
and Q(u) = u
2
2 log u.
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With the scaled-k high temperature limit at hand, in Section 5.1 we use Jensen’s inquality to prove
the following result relating the positive temperature partition function to the infinite-temperature limit.
For points a = (a1, a2) and b = (b1, b2) of Z2, define ||a− b||1 := |a1 − b1|+ |a2 − b2|.
Lemma 2.7. Let x and y be k-points such that x ≤ y, and let ̟(x,y) := ∑ki=1 ||yi − xi||1 be the
number of environment weights in a k-path from x→ y (not including the starting points). Suppose that
ν := E[ω(0, 0)] and G(β) := E[eβω(0,0)] are finite. Then
βν ≤ 1
̟(x,y)
E ln
Zx→y(β)
Zx→y(0)
≤ logG(β).
Now define the upper and lower limits
R−(c, α;β) := lim inf
N→∞
1
N2
E logZ(1,1)↑αN→(N,cN)↓αN (β), (2.14)
R+(c, α;β) := lim sup
N→∞
1
N2
E logZ(1,1)↑αN→(N,cN)↓αN (β). (2.15)
The following result is an immediately corollary of Lemma 2.6 and Lemma 2.7, showing that these lower
and upper limits may be sandwiched within terms involving the infinite temperature limit.
Corollary 2.8. The asymptotic k-path partition functions satisfy
α(1 + c− α)βκ ≤ R−(c, α;β)− wc(t) ≤ R+(c, α;β)− wc(α) ≤ α(1 + c− α)G(β).
However, we conjecture the following stronger result.
Conjecture 2.9. The lower and upper limits R−c (α, β) and R
+
c (α, β) agree, and moreover in this case
d
dα
R+(c, α;β)
∣∣∣
α=0
= fc(β).
3 Stochastic interfaces
3.1 Stochastic interfaces
Let Λ be a finite subset of Z2 and let Λ∗ :=
{〈x, y〉 ∈ Λ2 : y − x is equal to e1 or e2} be the set of directed
edges in Λ. Suppose now V is a convex function on R and (Wx : x ∈ Λ) are weight functions. A stochastic
interface is a random function φ : Λ→ R whose law is given by Z−1 exp(−HΛ[φ])
∏
x∈Λ dφ(x), where HΛ
is the Hamiltonian
HΛ[φ] :=
∑
〈x,y〉∈Λ∗
V (φ(y)− φ(x)) +
∑
x∈Λ
Wx(φ(x)),
and Z :=
∫
RΛ
exp(−HΛ[φ])
∏
x∈Λ dφ(x) is the interface partition function. We observe that if D is a
subset of Λ, then the marginal law of φ on D may be obtained by integrating out φ on Λ−D. Namely,
for any function λ : D → R defined on a subset D of Λ,
P (φ(y) ∈ dλ(y), y ∈ D) = gD(λ)
Z
∏
y∈D
dλ(y),
where gD : R
D → R is the energy integral
gD(λ) :=
∫
RΛ
exp(−HΛ[φ])
∏
y∈D
δλ(y)(dφ(y))
∏
x∈Λ−D
dφ(x).
We will be particularly interested in stochastic interfaces on triangular and square subsets of Z2.
Considering triangular sets first, let TN := {(i, j) : 1 ≤ i ≤ j ≤ N} be the triangle in Z2, let DN :=
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{(i, i) ∈ TN} be the set of diagonal entries and let EN := TN −DN be the non-diagonal entries. When
Π = DN , we call the energy integral a pattern integral and write g := gDN for short. In other words, a
pattern integral is simply a function gV : RN → R given by
gV (λ1, . . . , λN ) :=
∫
R
TN
exp (−HTN [φ])
∏
x∈EN
dφ(x)
N∏
i=1
δui(dφ(i, i)). (3.1)
where dφ(x) is Lebesgue measure and δu is the Dirac mass at u.
Though the majority of surrounding literature on stochastic interfaces is restricted to models with
symmetric interaction potentials, we will be most interested in the potentials associated with the expo-
nential and bead interaction models, neither of which are symmetric. These are given by
exp(u) := eu and bead(u) :=∞1u>0, (3.2)
respectively, and will appear in stochastic interfaces relating to random polymers and random matrices
which we introduce in the following two sections.
For a moment let the weight functions (Wx : x ∈ TN) be zero and consider interfaces defined on the
triangle TN with the bead interaction V (u) = bead(u). It is straightforward to see that the functions
φ : TN → R for which the Hamiltonian HTN [φ] is finite are precisely the Gelfand-Tsetlin patterns, namely
those functions satisfying the inequalities
φ(i, j − 1) ≤ φ(i, j) ≤ φ(i + 1, j) for every 1 ≤ i < j ≤ N.
Given a vector (λ1, . . . , λN ), we write GTN (λ) for the set of Gelfand-Tsetlin patterns φ : TN → R
satisfying (φ(1, 1), . . . , φ(N,N)) = (λ1, . . . , λN ). Clearly this set is empty unless λ1 ≥ . . . ≥ λN . In fact,
it is well-known that the pattern integral gbead associated with the V (u) = bead(u) is given by
gbead(λ) =
∫
R
TN
∏
〈x,y〉∈T∗N
1φ(y)≤φ(x)
∏
x∈EN
dφ(x)
N∏
i=1
δλi(dφ(i, i)) = VolGTN (λ) =
∆N (λ)
H(N)
, (3.3)
where
∆N (λ) :=
∏
1≤i≤j≤N
(λi − λj)1λ1≥...≥λN , (3.4)
and H(N) :=
∏N−1
j=0 j! is the superfactorial. By using the representation [25, Section I.3] of the product
occuring in (3.4) as a determinant of a Vandermonde matrix:
∏
1≤i<j≤N
(λi − λj) =
N
det
i,j=1
(λN−ji ),
it is straightforward to prove the volume formula (3.3) by induction.
As for the exponential interaction potential exp, the associated pattern integral
gexp(λ) :=
∫
R
TN
exp

− ∑
(x,y)∈T∗N
eφ(y)−φ(x)

 ∏
x∈EN
dφ(x)
N∏
k=1
δλk(dφ(i, i)) (3.5)
is known as a Whittaker function (with parameter 0).
We record the following lemma, which we will use shortly to connect the diagonal entries of stochastic
interfaces with both the eigenvalue ensembles of random matrix theory as well as the so-called Whittaker
measure.
Lemma 3.1. Let φN : SN → R be a stochastic interface with interaction potential V such that the
off-diagonal weight functions (Wx : x ∈ EN ) are identically zero. Then the marginal law of the diagonal
(λ1, . . . , λN ) := (φ
N (1, 1), . . . , φN (N,N)) is given by
1
Z
gV (λ)2 exp
(
−
N∑
i=1
W(i,i)(λi)
)
N∏
i=1
dλi.
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Proof. Integrating out the off-diagonal variables (φ(i, j))1≤i<j≤N and (φ(i, j))1≤j<i≤N and using the
definition (3.1), we obtain two powers of gV (λ).
In the next section we discuss the Whittaker measure, a collection of random variables related to the
partition functions of a random polymer which may be thought of in terms of a stochastic interface.
3.2 The Whittaker measure as a stochastic interface
We will see now that for a random polymer with product weights distributed according to the inverse
gamma law (1.8), the partition functions have an expression in terms of a stochastic interface. In this
direction, first recall the inverse gamma distribution with parameter µ
Iµ(ds) =
s−µ−1e−1/s
Γ(µ)
1s>0ds, (3.6)
and let Fµ(s) :=
∫ s
0
Iµ(du) be the associated distribution function. In order to consider the simultaneous
behaviour of our partition functions as µ varies, we would like to take a coupling of our weight variables
as functions of µ. To this end, suppose
(
U(z) : z ∈ Z2) are uniformly distributed random variables on
the unit interval, and for z ∈ Z2 define the random variable ζµ(z) := F−1µ (U(z)). Clearly ζµ(z) is inverse
gamma distributed with parameter µ.
Now for 1 ≤ k ≤ m ≤ N , define the path sets
ΓN (m, k) := Γ(1,1)↑k→(N,m)↓k , Γ˜
N (m, k) := Γ(1,1)↑k→(m,N)↓k ,
and consider the associated partition functions
τNµ (m, k) :=
∑
π∈ΓN (m,k)
∏
z∈π
ζµ(z), τ˜
N
µ (m, k) :=
∑
π∈Γ˜N (m,k)
∏
z∈π
ζµ(z). (3.7)
We emphasise that in contrast to the partition functions studied in Section 2, the initial points {(1, i−1) :
i = 1, . . . , k} of the k-paths π in ΓN (m, k) or Γ˜N (m, k) are included in the weight products in (3.7). Now
consider the random function ϕNµ : SN → R defined by
ϕNµ (i, j) =


log
(
τNµ (N−j+i,i)
τNµ (N−j+i,i−1)
)
i ≤ j.
log
(
τ˜Nµ (N−j+i,i)
τ˜Nµ (N−j+i,i−1)
)
i ≥ j.
(3.8)
with the conventions that τNµ (m, 0) = τ˜
N
µ (m, 0) = 1 for each m. By way of a diagram the reader may
convince themselves that τNµ (N, k) = τ˜
N
µ (N, k) for every k ≤ N , from which it follows that the overlapping
definitions in (3.8) on the diagonal i = j agree. We remark that (3.8) may be inverted to give
log τNµ (m, k) =
k∑
i=1
ϕNµ (i, N −m+ i). (3.9)
The following result is a consequence of results in [11], and is the key idea in this section, stating that
ϕNµ is a stochastic interface:
Proposition 3.2. The random function ϕNµ : SN → R given by (3.8) is a stochastic interface on SN
with interaction potential V (x) = exp(x) and weight functions W(i,j)(u) = 1i=jµu + 1i=j=Ne
−u. The
interface partition function is given by Zµ := Γ(µ)
N2 .
In Section 6.1 we give an explanation for how Proposition 3.2 follows from [11]. We remark that
using the definition gexp in Lemma 3.1, it follows from Theorem 3.2 that the marginal law of the diagonal
(λ1, . . . , λN ) :=
(
ϕNµ (1, 1), . . . , ϕ
N
µ (N,N)
)
may be given in terms of the so-called Whittaker measure with
constant parameter µ:
PNµ (dλ) :=
1
Γ(µ)N2
exp
(
−e−λN − µ
N∑
i=1
λi
)
gexp(λ)2
N∏
i=1
dλi. (3.10)
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3.3 Eigenvalue processes and µ→ 0
For an N × N matrix A := (Ai,j)1≤i,j≤N , let A(k) := (Ai,j)1≤i,j≤k be its principal k × k minor. Now
suppose H and U are N ×N complex matrices, where H is Hermitian and U is unitary. We define the
eigenvalue process ϕH,U : SN → R associated with H and U to be the function ϕH,U : SN → R given by
ϕH,U (i, j) :=
{
The ith largest eigenvalue of H(N−j+i) if i ≤ j,
The jth largest eigenvalue of (U∗HU)(N−i+j) if i ≥ j. (3.11)
Let us remark that the N×N matrices H and U∗HU have the same eigenvalues, hence the two definitions
in (3.11) are consistent on the diagonal i = j. We also point out that thanks to Cauchy’s interlacing
theorem, the eigenvalues of each A(k) interlace those of A(k+1). This tells us that for any directed edge
〈x, y〉 in S∗N , ϕH,U (x) ≥ ϕH,U (y), or in other words, that ϕH,U is a Gelfand-Tsetlin pattern on the subset
TN of SN .
We now consider the eigenvalue processes associated with certain ensembles of unitarily invariant
random matrices, introducing the Gaussian Unitary Ensemble (GUE) and the Laguerre Unitary Ensemble
(LUE). We say a random N ×N complex Hermitian matrix is GUE distributed if its law is given by
PNGUE(dH) := AN exp
(
−1
2
Tr(H2)
)
dH, (3.12)
and we say a random M ×M complex Hermitian matrix is LUE distributed with underlying parameter
N if its law is given by
PNLUE,M (dH) := BN,M det(H)
N−M exp (−Tr(H))1H≥0dH, (3.13)
where 1H≥0 is the indicator function on the set of positive definite matrices. When M = N in (3.13),
we just say H is LUE distributed for short. Since both the trace and determinant are invariant under
unitary conjugations, it follows that if H has either of the laws (3.12) or (3.13), then for any unitary U ,
U∗HU has the same law as H .
We will also use the following property of LUE matrices, which is straightforward to prove using the
representation of Laguerre matrices as a product of matrices with independent complex Gaussian entries
[14, Chapter 3].
Remark 3.3. If H is distributed with law PNLUE,N , then the marginal law of the minor H
(k) is given by
PNLUE,k.
The following proposition, which states that the eigenvalue processes associated with GUE and LUE
random matrices can be reformulated as stochastic interfaces, is a consequence of well known properties
of the eigenvalues of unitarily invariant random matrices [3, 20].
Proposition 3.4. Suppose H is GUE distributed and U is Haar distributed on the set of unitary matrices.
Then the eigenvalue process ϕH,U associated with (H,U) is a stochastic interface with interaction potential
bead(u) and weight functions
WGUE(i,j) (u) := 1i=j
1
2
u2.
Alternatively, suppose H is LUE distributed and U is Haar distributed on the set of unitary matrices.
Then the eigenvalue process ϕH,U associated with (H,U) is a stochastic interface with interaction potential
bead(u) and weight functions
W LUE(i,j)(u) := 1i=ju+ 1i=j=N∞1u<0.
We provide a proof of Proposition 3.4 in Section 6.1. For short, we refer to the eigenvalue processes
occuring in Proposition 3.4 as the GUE and LUE eigenvalue processes. With this result at hand (in
fact for the moment we only require the part regarding LUE matrices), we are ready to establish the
relationship between the partition functions of the polymer with inverse-gamma distributed weights and
the eigenvalues of random matrices.
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Theorem 3.5. Let ϕNµ : SN → R be the interface defined in (3.8). Then as µ ↓ 0, the rescaled process
µϕNµ converges in distribution to the LUE eigenvalue process.
Proof. By Theorem 3.2, ϕNµ is a stochastic interface with the exponential interaction potential and weight
functions W(i,j)(u) = 1i=jµu + 1i=j=N e
−u. It is immediate that the change of variable µϕNµ is also
a stochastic interface with interaction potential V (u) = exp(u/µ) and weight function W (i, j)(u) =
1i=ju+ 1i=j=N
e−u/µ
µ .
Taking µ ↓ 0, we have the (Lebesgue-almost-everywhere) convergence of both the interaction potential
exp(u/µ) to bead(u) and the weight e
−u/µ
µ to ∞1u<0, which are precisely the interactions and weights
associated with ϕNLUE.
We now consider the implications of this connection by looking directly at the small-µ asymptotics of
the polymer. Suppose ζµ is inverse-gamma distributed with parameter µ, and let χµ := µ log ζµ. Using
the small-µ asymptotics of the Gamma function, it is straightforward to verify that
E[e−sχµ ] =
Γ(µ(s+ 1))
Γ(µ)
→ 1
1 + s
as µ ↓ 0.
That is, χµ converges in distribution to a standard exponential random variable as µ ↓ 0. Applying these
facts to the partition functions (3.7), we see that as µ ↓ 0 we have the convergence in distribution
µ log τNµ (m, k) = µ log
∑
π∈ΓN (m,k)
exp
(
1
µ
∑
z∈π
µ log ζµ(z)
)
→(d) max
π∈ΓN (m,k)
∑
z∈π
e(z) =: LN (m, k), (3.14)
where (e(z) : z ∈ Z2) are independent standard exponential random variables.
On the other hand, as µ ↓ 0, combining (3.9) and Theorem 3.5, we have the convergence in distribution
µ log τNµ (m, k) :=
k∑
i=1
µϕNµ (i, N −m+ i)→
k∑
i=1
ϕNLUE(i, N −m+ i). (3.15)
Comparing (3.14) with (3.15) we obtain the distributional equality
LN(m, k) =(d)
k∑
i=1
ϕNLUE(i, N −m+ i). (3.16)
By using the definition (3.11) in (3.16) and considering Remark (3.3), we recover the following result by
Johansson [18, Proposition 1.4] connecting the eigenvalues of LUE matrices with non-intersecting last
passage percolation on an exponential polymer. (See also Doumerc [13].)
Proposition 3.6. The random variable LN (m, k) is equal in law to the sum of the k largest eigenvalues
of an m×m Laguerre matrix with underlying parameter N .
3.4 The µ→∞ limit
Where in the last section we considered the small-µ asymptotics of the interface ϕNµ , here we consider
the large-µ asymptotics. The following theorem states that as µ → ∞, a suitable rescaling of the ϕNµ
converges to a explicit deterministic shape related to a combinatorial problem.
Theorem 3.7. Let θNµ : SN → R be the rescaled interface
θNµ (i, j) := ϕ
N
µ (i, j) + (2N + 1− (j + i)) log µ. (3.17)
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Then as µ→∞, θNµ converges almost-surely to a deterministic function θNmin : SN → R, where θmin is the
symmetric function given by
θNmin(i, j) := log
(
(i− 1)!(2N − j − i+ 1)!(2N − j − i)!
(2N − j)!(N − j)!(N − i)!
)
, i ≤ j. (3.18)
Moreover, the function θNmin is the minimiser of the energy functional F : RSN → R given by
FN [θ] := e−θ(N,N) +
N∑
i=1
θ(i, i) +
∑
〈x,y〉∈S∗N
eθ(y)−θ(x). (3.19)
Theorem 3.7 is proved in Section 6.2 by directly analysing the large-µ behaviour of the interface
ϕNµ , and studying the relationship this interface has with a deterministic polymer via the application
of the law of large numbers to 1/ζµ(z) (which for integer values of µ has a representation at the sum
of µ independent exponential random variables). The fact that the function θNmin minimises FN [θ] is an
offshoot of our result, and we suspect there is a more direct combinatorial proof. That completes the
section on finite interfaces. In the next section, we look at the asymptotics of these interfaces as N →∞.
4 Scaling limits of stochastic interfaces
4.1 Surface tension and asymptotics of stochastic interfaces
In this section we willl be interested in applying thermodynamic heuristics to study the macroscopic
behaviour of the stochastic interfaces seen in the previous section, formulating their limiting shapes in
terms of variational problems, and using these limit shapes to anticipate the asymptotics of the partition
functions associated with the non-intersecting log-gamma polymer.
We begin by introducing surface tension, an asymptotic measure of the cost of an interface to lie at a
certain tilt. For further information on surface tension, the reader is referred to Sheffield [38] and Funaki
[15]. Let ∂SN and S
◦
N denote the interior and the boundary of the square SN . Consider the square
Hamiltonian
HSN [φ] :=
∑
〈x,y〉∈S∗N
V (φ(y) − φ(x))
associated with an interaction potential V and Wx ≡ 0 for every x. For N ≥ 3, we define the finite
surface tension of interaction potential V at tilt (p, q) ∈ R2 by
σVN (p, q) := −
1
(N − 2)2 log

∫
R
ΛN
exp(−HSN [φ])
∏
y∈∂SN
δ(py1+qy2)(dφ(x))
∏
x∈S◦N
dφ(x)

 . (4.1)
The following result by Funaki and Spohn [16] states that under relatively strong conditions on the
interaction potential V , the finite surface tensions σVN converge to a limit as a N →∞. The limit σV is
called the surface tension associated with V .
Proposition 4.1. Suppose the potential function V is symmetric, twice differentiable, and satisfies c− ≤
V ′′(x) ≤ c+ for some positive reals c− ≤ c+. Then the limit σV (p) := limN→∞ σVN (p) exists and is a
convex function on R2.
Neither of the interaction potentials bead and exp are symmetric, nor do they satisfy the technical
condition required by Funaki and Spohn for the existence of the associated surface tension. Nonetheless,
it was established by Sun [40] that we have the existence of the surface tension
σbead(p, q) := lim
N→∞
σbeadN (p, q)
associated with the bead(u) interaction, and moreover, Sun provided a formula for σbead(p) in a different
coordinate system which we discuss below. Based on the relative similarity between the exponential and
bead interaction, we anticipate the following conjecture.
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Conjecture 4.2. The surface tension σexp := limN→∞ σ
exp
N associated with the exponential interaction
exists.
With the definition of surface tension at hand, we are ready to study the macroscopics of stochastic
interfaces. First we define a rescaling of stochastic interfaces from SN to the unit square in R
2.
Definition 4.3. Let S = [0, 1]2. The rescaled interface associated with a function φN : SN → R is the
function φ¯N : S → R given by
φ¯N (s, t) :=
1
N
φ(s′N, t′N),
where s′ is the smallest multiple of 1/N greater than s, and t′ is defined similarly.
In Chapter 6 of [15], Funaki shows the asymptotics of stochastic interfaces with potentials satisfying
the conditions in Proposition 4.1 may be given in terms of minimisers of variational problems. Fur-
thermore, it is known that the asymptotic shapes of interfaces with the bead interaction potential have
intimate relationships with models in free probability (see e.g. Metcalfe [26]). With these observations
in mind, and in the event that Conjecture 4.2 holds, we are lead to further predict the following result
about the asymptotic shape of a certain class of interfaces.
Conjecture 4.4. Let φN be a stochastic interface model with interaction potential either V = bead or
V = exp, and weight functions of the form
WN(i,j)(u) = 1i=jµu+ 1i=j=NNfN (u/N), (4.2)
where fN be a function satisfying fN(u)→∞1u/∈A as N →∞, and µ is a positive real number. Suppose
further that if ZN is the partition function associated with the stochastic interface on SN , then the sequence
{ZN} satisfies 1N2 logZN → E ∈ R.
Then the rescaled interface converges pointwise almost surely to a deterministic limit—that is, each
(s, t) in S, φ¯N (s, t) converges almost surely to a deterministic limit ξ(s, t). Moreover, the limit function
ξ is the minimiser in C1(S) of the functional E : C1(S)→ R given by
E [v] :=
∫
S
σV (∇v(s, t)) dsdt+ µ
∫ 1
0
v(s, s)ds+∞1v(1,1)/∈A + E.
Finally, the value of the functional at the minimiser is given by E [ξ] = 0.
4.2 Asymptotics of the Whittaker measure
Now we consider the implications of Conjecture 4.4 for the function ϕNµ defined in (3.8) and appearing
as a stochastic interface in Proposition 3.2, with a particular focus on what this tells us about large-N
asymptotics of the partition functions τNµ (m, k) under the scaling m = cN , k = αN .
Indeed, we anticipate that the rescaled interface ϕ¯Nµ converges pointwise almost-surely to a determin-
istic limit ξµ, and that ξµ is the minimiser over all functions v in C1(S) satisfying v(1, 1) ≥ 0 of the energy
functional Eµ : C1(S)→ R
Eµ[v] :=
∫
S
σexp(∇v(s, t))dsdt + µ
∫ 1
0
v(s, s)ds+ log Γ(µ). (4.3)
In this case, we are able to recover the large-N asymptotics of the many-path partition functions
associated with the inverse gamma polymer of parameter µ. Namely, the large-N asymptotics of (3.9)
suggest that
lim
N→∞
1
N2
log τNµ (cN, αN) :=
∫ α
0
ξµ(u, 1− c+ u)du. (4.4)
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Short of offering an explicit expression for the limit shape ξµ, we make a few predictions about its
properties. First of all, by the symmetry of the energy functional Eµ (4.3), it is plain that the minimiser
ξµ is itself symmetric.
Moreover, consider minimising the two competing terms appearing in Eµ[v] over functions satisfying
v(1, 1) = 0. On the one hand, the first term
∫
S
σexp(∇v) encourages v to have negative derivatives with
respect to both s and t, where as the intermediate term µ
∫ 1
0 v(s, s)ds wants v to decreases. As µ becomes
larger, this second effect becomes stronger, and we anticipate that
ξµ is monotone decreasing in µ.
With these broad observations made, we now turn to discussing existing results in the literature which
give us the values of ξµ on the boundaries of the square S. First we note that by (3.8) the values taken
by ϕNµ on the boundary of SN are given in terms of the one-path logarithmic partition functions
ϕNµ (1, j) := log τ
N
µ (N − j + 1, 1),
which suggests
ξµ(0, t) = lim
N→∞
1
N
log τNµ (N(1− t), 1) . (4.5)
In particular, by Seppa¨la¨inen’s equation (2.8) we have
ξµ(0, t) := − sup
θ∈[0,µ]
((1− t)ψ0(θ) + ψ0(µ− θ)) , (4.6)
where ψ0(µ) := Γ
′(µ)/Γ(µ) is the digamma function. Of course by the symmetry, ξµ(t, 0) also satisfies
(4.6).
We now seek to understand the values taken by ξµ on the other boundaries of the square S, namely
points of the form (t, 1) and (1, t). To this end, again by (3.8) we have
ϕNµ (i, N) := log
(
τNµ (i, i)
τNµ (i, i− 1)
)
.
O’Connell and Ortmann study a random variable related to
τNµ (i,i)
τNµ (i,i−1)
in [31]. In particular, it follows
from Equation (2.1) and Proposition 2.1 of [31] that we have the relation
τNµ (i, i)/τ
N
µ (i, i− 1) = 1/ZOOµ (n,m), (4.7)
where for the choice m = N − i+ 1 and n = i, and ZOOµ (n,m) is the partition function appearing in the
introduction of [31]. Paraphrasing [31, Theorem 1.1], we have
1
tN
logZOON−tN+1,tN → inf
θ>0
(
1
t
ψ0(θ + µ)− ψ0(θ)
)
. (4.8)
(We note here that this result was also obtained independently by Corwin, Seppa¨la¨inen and Shen [12].)
Combining (4.7) and (4.8) with the definition of ξµ(t, 1) := limN→∞
1
N ϕ
N
µ (tN,N) and using (3.8), we
obtain
ξµ(t, 1) = sup
θ>0
(tψ0(θ)− ψ0(µ+ θ)) . (4.9)
As a consistency check we remark that equations (4.6) and (4.9) agree that ξµ(0, 1) = −ψ0(µ).
Finally, we now show that the average of ξµ(s, t) along every diagonal {(u, 1 − c + u) : u ∈ [0, c]} is
given by −ψ0(µ). Namely, we show
1
c
∫ c
0
ξµ(u, 1− c+ u)du = −ψ0(µ). (4.10)
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To see that (4.10) holds, we note from (3.7) that τNµ (m,m) :=
∏m
i=1
∏N
j=1 ζµ(i, j) is simply a product of
mN independent inverse-gamma random variables with parameter µ, and it follows from the law of large
numbers that when m = cN , we have the almost sure convergence
lim
N→∞
1
N2
log τNµ (cN, cN) = cE[log ζµ(1, 1)]. (4.11)
Now note that
E[log ζµ(1, 1)] =
∫ ∞
0
log s
s−µ−1e−1/sds
Γ(µ)
= −Γ
′(µ)
Γ(µ)
= −ψ0(µ). (4.12)
Combining (4.11) and (4.12) with (4.4), we yield (4.10).
4.3 The small-µ asymptotics of ξµ and the Marcˇenko-Pastur law
We now consider the asymptotics of the limit shape ξµ : S → R as µ→ 0. First we recall the Marcˇenko-
Pastur law concerning the asymptotic positions of eigenvalues of Laguerre matrices.
Suppose we have an m×m Laguerre distributed random matrix with underlying parameter N , and
consider the asymptotics of the eigenvalues under the scaling limit m = cN as N →∞. The Marcˇenko-
Pastur law states that the empirical measure of the m eigenvalues of the rescaled matrix 1NH converges
almost surely to the Marcˇenko-Pastur distribution νc with parameter c, where
νc(du) :=
1
2πc
√
(Mc − u)(u−mc)
u
1u∈[mc,Mc]du,
and mc = 1+c−2
√
c and Mc = 1+c+2
√
c. (There is also a version of the Marcˇenko-Pastur distribution
for c > 1 which we don’t consider.)
We restate this result in terms of a position function ρmp : S → R as follows. Let m = ⌊cN⌋ and
k = ⌊αN⌋ with 0 < α ≤ c ≤ 1, and define the random variable ρN (c, α) to be the the kth largest
eigenvalue of a random matrix 1NH , where H has law P
N
LUE,m. Then as N → ∞, ρN(c, α) converges
almost surely ρ(c, α), the solution of the equation
∫ Mc
ρmp(c,α)
1
2πc
√
(Mc − u)(u−mc)
u
1u∈[mc,Mc]du =
α
c
. (4.13)
Taking c = 1− t+ s and α = s, and using the definition of the eigenvalue process ϕNLUE, we yield the
following proposition .
Proposition 4.5. Let ϕ¯NLUE : S → R be the rescaled interface associated with the Laguerre eigenvalue
process. Then for each (s, t) in S, ϕ¯NLUE(s, t) converges almost surely to ξmp(s, t), where ξmp : S → R is
the symmetric function satisfying
ξmp(s, t) := ρmp (1− t+ s, s) for s ≤ t. (4.14)
On the other hand, assuming Conjecture 4.4, the representation of the eigenvalue process ϕNLUE as an
interface in (3.4) implies that the asymptotic limit ξmp is the minimiser of the energy functional
Emp[v] :=
∫
S
σbead(∇v(s, t))dsdt +
∫ 1
0
v(s, s)ds+∞1v(1,1)<0.
Reiterating the connection with the interface ϕNµ , Theorem 4.5 can be read as saying
ξmp = lim
N→∞
ϕ¯NLUE = lim
N→∞
lim
µ→0
ϕNµ , (4.15)
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where the convergence is pointwise almost sure on S. Assuming we can interchange the order of taking
the limits µ→ 0 and N →∞ in the final term of (4.15), we anticipate that
µξµ → ξmp as µ→ 0. (4.16)
Finally, we now show that Proposition 4.5 implies Rost’s equation (2.7) for the asymptotics associated
with last passage percolation on an exponential polymer. Namely, taking µ ↓ 0 in (4.5), using (4.16) and
(3.14) with k = 1, we obtain
ξmp(0, t) := ℓ1−t,
where ℓc is defined as in (2.6). It remains to note from (4.14) and (4.13) that
ℓc = ξmp(0, 1− c) = ρmp(c, 0) =Mc = (1 +
√
c)2,
as required.
4.4 The large-µ asymptotics of ξµ
We now consider the implications of our discussion in Section 3.4 as N →∞. Let θNmin : SN → R be the
function defined in (3.18), and let θ¯Nmin : S → R be the associated rescaling. By using Stirling’s formula
with the definition (3.18) of θNmin, it is possible to prove the following result. We provide details in Section
7.1.
Theorem 4.6. Let q(u) = u log u. The limit ξht(s, t) := limN→∞ θ¯
N
min(s, t) exists, and is given by the
symmetric function satisfying
ξht(s, t) = q(s) + 2q(2− s− t)− q(2− t)− q(1− t)− q(1 − s) for s ≤ t.
Again, assuming we can interchange the limits N →∞ and µ→∞, by (3.17) we expect that
lim
µ→∞
(ξµ(s, t) + (2− s− t) logµ) = ξht(s, t). (4.17)
Finally, in light of the fact that θNmin minimises the energy functional (3.18), it is natural to expect the
rescaled limit interface ξht : S → R is the minimiser of the energy functional
Eht[v] :=
∫
S
σht(∇v(s, t))dsdt +
∫ 1
0
v(s, s)ds+∞1v(1,1)<0,
where σht(∇v(s, t)) = exp (∂v∂s ) + exp (∂v∂t ). We regard the energy functional Eht as an asymptotic ana-
logue of the discrete functional in (3.19).
We take a moment to recapitulate on the large and small-µ limits of ξµ we have seen, and on their
related variational problems. The function ξµ, defined as the limit as N → ∞ of the rescaled interface
associated with ϕNµ , is the minimiser of the energy functional∫
S
σexp(∇v(s, t))dsdt + µ
∫ 1
0
v(s, s)ds+∞1v(1,1)<0.
Anticipating that taking µ to either 0 or ∞ commutes with taking N → ∞, we predicted the following.
On the one hand, as µ→ 0, we expect that µξµ converges to ξmp, which has an explicit expression (4.14)
in terms of the Marcenko-Pastur distribution, and we predict is the minimiser of∫
S
σbead(∇v(s, t))dsdt +
∫ 1
0
v(s, s)ds+∞1v(1,1)<0.
On the other hand, as µ→∞, we expect that ξµ(s, t) + (2− s− t) log µ converges to ξht, which has the
explicit expression (3.18) above, and we predict is the minimiser of∫
S
σht(∇v(s, t))dsdt +
∫ 1
0
v(s, s)ds+∞1v(1,1)<0.
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4.5 Gaussian fluctuations at high temperature
In the last section we looked at taking µ → ∞ after N → ∞, anticipating the convergence to a limit
shape. In this section, we develop a finer picture, taking µ and N to infinity together through the scaling
limit µ = κN2, and using the central limit theorem to characterise the fluctuations of τNµ (m, k) in this
regime.
Let QNm,k be the uniform law on Γ
N (m, k), and let π be a random variable with law QNm,k. We make
several assumptions about the asymptotic density of scaled k-paths in the N × N square. First, for
(u, v) ∈ S and α ≤ c ≤ 1, we expect the existence of the limit
lim
N→∞
QNcN,αN ((uN, vN) ∈ π) =: qc,α(u, v). (4.18)
Moreover, for any n distinct points (u1, v1), . . . , (un, vn) in S we anticipate that we have the asymptotic
decoupling
lim
N→∞
QNcN,αN ({(u1, v1), . . . , (un, vn)} ∈ π) =
n∏
i=1
qc,α(ui, vi). (4.19)
This decoupling equation (4.19) can be seen to hold, at least in a weak sense, via the well-known bijection
between non-intersecting paths and lozenge tilings of a hexagon, and in fact one can write down an explicit
formula for the limiting function qc,α(u, v) via a formula given for the limit shape of the corresponding
tiling model in [9]. We also refer the reader to the work of Johansson [19], where the non-intersecting
paths model is related to an extended Hahn process.
Now let κ > 0, and consider the sequence of random processes HNκ := {HNκ (s, t) : 0 ≤ s ≤ t ≤ 1}
given by
HNκ (s, t) := k(N +m− k) (log κ+ 2 logN) + log τNκN2(m, k)− log#ΓN (m, k),
where m = ⌊tN⌋ and k = ⌊sN⌋. In Section 7.2, we sketch ideas leading us to the following conjecture.
Conjecture 4.7. The limit (4.18) exists and the satifies the asymptotic decoupling (4.19). Furthermore,
the random process {HNκ (s, t) : 0 ≤ s ≤ t ≤ 1} converges in distribution to a centred Gaussian process
{Hκ(s, t)} with covariance
E
[
Hκ(s, t)Hκ(sˆ, tˆ)
]
=
1
κ
〈qt,s, qtˆ,sˆ〉L2(S),
where 〈f, g〉L2(S) :=
∫
S f(u, v)g(u, v)dudv is the L
2 inner product on the unit square S.
It is immediate from (4.18) that qc,c(u, v) = 1v<c in L
2(S), and in particular, for any t, tˆ in [0, 1] we
have 〈qt,t, qtˆ,tˆ〉 = t ∧ t˜. This observation implies that
{√κHκ(t, t) : 0 ≤ t ≤ 1} is a Brownian motion, (4.20)
though we mention here that is is possible to deduce (4.20) more directly by applying Donsker’s invariance
principle to the collection of random variables {τNκN2(cN, cN) : c ∈ [0, 1]}.
4.6 The semicircle law and surface tension in the bead model
In Section 8 we combine tools from random matrix theory with our variational approach to macroscopics
of stochastic interfaces to obtain the following explicit expression for the surface tension associated with
bead model
σbeadtilted(p, q) :=
{
− log
(
|p| cos
(
π q|p|
))
if p < 0, |q| < |p|
∞ otherwise,
(4.21)
where σbeadtilted is the surface tension in the change of coordinates given by σ
V
tilted(p, q) := σ
V
(
1
2p− q, 12p+ q
)
.
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An equivalent formula to (4.21) was obtained in Sun [40], where it is proved by viewing the bead
model as a continuous version of the Cohn-Kenyon-Propp [8] dimer model. Sun uses Kasteleyn theory
[21] to express the partition functions of this dimer model in terms of a contour integral, and studies the
asymptotics of these contour integrals to obtain the expression [40, Definition 5.4].
Our approach, which we now overview, uses simpler technology from variational analysis and random
matrix theory. On the one hand, we have the following result concerning the asymptotics of ϕNGUE, which
is simply a restatement of the semicircle law of classical random matrix theory [1].
Theorem 4.8. The rescaled interface ϕ¯NGUE associated with the eigenvalue process of a GUE random
matrix converges pointwise almost surely to a symmetric function ξsc : S → R satisfying
ξsc(s, t) :=
√
1− t+ sρsc
(
s
1− t+ s
)
for s ≤ t, (4.22)
where ρsc(x) ∈ [−2, 2] is defined implicitly through the equation∫ 2
ρsc(x)
1
2π
√
4− u2du = x.
On the other hand, assuming the truth of a result analogous to Conjecture 4.4—with quadratic weight
functions 1i=j
u2
2 in place of the linear weight functions 1i=jµu occuring in (4.2)—we expect that the
limit ξsc is the minimiser of the energy functional
Esc[v] :=
∫
S
σbead(∇v(s, t))dsdt + 1
2
∫ 1
0
v(s, s)2ds. (4.23)
With these observations at hand, the main idea of our derivation is straightforward: if the minimiser
of (4.23) has the form (4.22), then the tilted surface tension of the bead model must be given by (4.21).
To sketch out a few further steps here, we develop the following scaling limit of the formula (3.3) for
the volume of the Gelfand-Tsetlin polytope. Namely, suppose we have a strictly decreasing ρ : [0, 1]→ R.
Then taking N →∞ in the definition of the Vandermonde determinant ∆N (λ) :=
∏
1≤i<j≤N (λi − λj)+,
we obtain
∆[ρ] := lim
N→∞
(
1
N2
log∆N (Nρ(1/N), . . . , ρ(N/N))− 1
2
logN
)
(4.24)
=
∫
0<s<t<1
log (ρ(s)− ρ(t)) dsdt. (4.25)
Moreover, the large-N asymptotics of the superfactorial are given by
logH(N) = N2
(
1
2
logN − 3
4
+ o(1)
)
. (4.26)
(See e.g. Chen [7].) Combining (4.24) and (4.26), we see that on the one hand, since gbead(λ) =
ΛN(λ)/H(N),
lim
N→∞
1
N2
gbead(Nρ(1/N), . . . , Nρ(N,N)) =
∫
0<s<t<1
log (ρ(s)− ρ(t)) dsdt+ 3
4
(4.27)
On the other hand, reading directly off the integral representation of the pattern integral gbead as it
appears in (3.3), it is natural to expect that as defined,
lim
N→∞
1
N2
gbead(Nρ(1/N), . . . , Nρ(N,N)) = − min
v∈C1(T )ρ
∫
T
σbead(∇v), (4.28)
where T := {0 ≤ s ≤ t ≤ 1}, and C1(T )ρ is the set of C1 functions on T satisfying v(s, s) = ρ(s) for all
s ∈ [0, 1].
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Combining (4.27) with (4.28), we obtain the following thermodynamic analogue of the Gelfand-Tsetlin
volume formula
MV [ρ] := min
v∈C1(T )ρ
∫
T
σbead(∇v) = −
∫
0<s<t<1
log(ρ(s)− ρ(t))dsdt − 3
4
. (4.29)
We consider the functional derivatives of the functional MV [ρ], showing that if v∗ is the minimiser of
the integral over T in (4.29), then v∗ satisfies the equation
∂σ
∂τ
(
∂v∗
∂r
(r, 0),
∂v∗
∂τ
(r, 0)
)
=
∫ 1
0
1
ρ(r)− ρ(s)ds. (4.30)
However, we also know that v∗ must also be related to the semicircle law as it appears in (4.22). By
plugging ξsc into the differential equation (4.30) , and using a homogoneity property of the surface tension,
we determine σbeadtilted as having the form in (4.21). The full details of this argument are given in Section
8, though it bares remarking here that in pinciple we could have alternatively used the Marcˇenko-Pastur
distribution in place of the semicircle law, and we only opt to use the latter because the calculations
involved are more straightforward.
5 The Finite k case
This section is dedicated to proving the results stated in Section 2. In Section 5.1 we prove Lemma 2.7,
which relates the partition function Zx→y(β) to its infinite temperature counterpart, Zx→y(0). Sections
5.3 and 5.4 are dedicated to giving proofs of Theorems 2.1 and 2.2 concerning the asymptotics of the
partition functions associated with a fixed number of long non-intersecting paths. In Section 5.5 we prove
Theorem 2.4 and in Section 5.6 we use Szego¨’s limit theorem to prove Theorem 2.5. Finally, in Section
5.7 we give a derivation of Macmahon’s formula leading to a proof of Lemma 2.6.
We will use the following notation. If (Xn)n≥1 are random variables and θ is a real number, we will
write
Xn → θ a.s.e as n→∞
to denote that the sequence Xn converges both almost-surely and in expectation to θ as n→∞. Namely,
P (Xn → θ) = 1 and E [|Xn − θ|]→ 0 as n→∞.
5.1 The infinite temperature sandwich bounds
Recall that ̟(x,y) :=
∑k
i=1 ||yi − xi||1, ν := E [ω(0, 0)], and G(β) := E
[
eβω(0,0)
]
.We now use Jensen’s
inequality to prove Lemma 2.7, which states that we have the bounds
βν ≤ 1
̟(x,y)
E ln
Zx→y(β)
Zx→y(0)
≤ logG(β). (5.1)
Proof of Lemma 2.7. The infinite temperature partition function Zx→y(0) counts the set Γx→y of k-paths
from x→ y. Let Qx→y be the uniform measure on Γx→y, and let Π be a k-path-valued random variable
with law Qx→y. By definition,
Zx→y(β)
Zx→y(0)
= Qx→y
[
eβF (Π)
]
,
where F (π) :=
∑k
i=1
∑
x∈πi−{xi}
ω(x). In particular,
1
̟(x,y)
P ln
Zx→y(β)
Zx→y(0)
=
1
̟(x,y)
P lnQx→y
[
eβF (Π)
]
.
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Under the measure PQx→y, F (Π) is equal in law to the sum of ̟(x,y) independent and identically
distributed random variables with law ω(0, 0).
Now on the one hand, using Jensen’s inequality to interchange the order of P and ln, we obtain
1
̟(x,y)
P lnQx→y
[
eβF (Π)
]
≤ 1
̟(x,y)
lnPQx→y
[
eβF (Π)
]
=
1
̟(x,y)
ln
(
G(β)̟(x,y)
)
,
yielding the upper bound in (5.1). On the other hand, using Jensen’s inequality to interchange the order
of ln and Qx→y we have
1
̟(x,y)
P lnQx→y
[
eβF (Π)
]
≥ 1
̟(x,y)
PQx→y
[
ln eβF (Π)
]
=
1
̟(x,y)
(p(x,y)νβ) ,
giving the lower bound in (5.1).
In a later proof, we will require the following blunt lower bound on E[logZx→y(β)], which is an
immediate corollary of (5.1).
Corollary 5.1. Let x ≤ y. Then
βν̟(x,y) ≤ E [logZx→y(β)]
Proof. Since x ≤ y, logZx→y(0) ≥ 0. Now rearrange the lower bound in (5.1).
5.2 Diagonal k-points
For technical reasons, in our proofs of asymptotic results we will like to use a particular type of nice k-point
with several desirable properties. Namely, for x ∈ Z2, define the diagonal k-point at x⇑k = (x⇑k1 , . . . , x⇑kk )
with base x by
x⇑ki := x+ (i − 1)(−e1 + e2). (5.2)
Recall that for 1-points x = x1e1+ x2e2 and y = y1e1+ y2e2 of Z
2, we say x ≤ y if x1 ≤ y1 and x2 ≤ y2.
We have x ≤ y if and only if there is a 1-path from a to b. The following proposition gives us a useful
property of diagonal k-points.
Proposition 5.2. Let x and y be 1-points of Z2. Then x⇑k ≤ y⇑k if and only if x ≤ y.
Proof. On the one hand, if x⇑k ≤ y⇑k, then plainly there is a 1-path from x = x⇑k1 to y = y⇑k1 . On the
other hand, if x ≤ y, then there exists a 1-path π1 = {x, z1, . . . , zp−1, y} from x to y. Now for i = 2, . . . , k,
define
πi := {x+ (i− 1)(−e1 + e2), z1 + (i− 1)(−e1 + e2), z2 + (i− 1)(−e1 + e2), . . . , y + (i− 1)(−e1 + e2)} .
Then π = (π1, . . . , πk) is a k-path from x
⇑k to y⇑k.
Proposition 5.3. Let x = (x1, . . . , xk) be a k-point with strictly increasing vertical coordinates in the
sense that writing xi = (ai, bi), we have b1 < . . . < bk. (In particular, all nice k-points have this property.)
Then there exists a 1-point y∗ in Z
2 such that y⇑k ≥ x for all y ≥ y∗. Likewise there exists a 1-point z∗
such that z⇑k ≤ x whenever z ≤ z∗.
Proof. With r := max{ai : 1 ≤ i ≤ k}, define a′i := r + k − i and b′i = bi. Then there is a horizontal
k-path travelling from x to x′ := (x′1, . . . , x
′
k) defined by x
′
i := (a
′
i, b
′
i), and hence x ≤ x′. Now define
s := max{bi : 1 ≤ i ≤ k}. Then there is a vertical k-path travelling from x′ to (r + k − 1, s− k + 1)⇑k.
Setting y∗ := (r + k − 1, s− k + 1), Proposition (5.2) ensures that x ≤ y⇑k for all y ≥ y∗. The proof of
the existence of z∗ is similar.
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5.3 Proof of Theorem 2.1
In this section we use a subadditivity argument to prove Theorem 2.1, which we recall states that there
exists a function fc(k, β) such that for any pair of nice k-points x and y, we have the almost sure
convergence 1N logZx→y+(N,cN)(β)→ fc(k, β).
The main idea here is that by the series bound (1.3), the random variables Yx→y := − logZ [x→ y]
are subadditive with respect to the partial ordering ≤ of nice points Z2×k in the sense that for any three
nice k-points x ≤ y ≤ z, we have
Yx→z ≤ Yx→y + Yy→z. (5.3)
We want to exploit this subadditivity to study the asymptotics of the random variable Zx→y+(N,cN) as
N tends to infinity. To do so, we recall Kingman’s subadditive ergodic theorem [22], giving a slight
restatement of a later version of the theorem by Liggett [24]. (In the statement in [24], the random
variables are indexed over pairs of natural numbers, where as we allow our random variables to be
indexed by the integers. It is not difficult to see the consequences of the theorem continue to hold in this
setting.)
Theorem 5.4. Let (Xr,s)r<s be a family of random variables indexed over either {(r, s) ∈ Z2 : r < s}
or {(r, s) ∈ Z2≥0 : r < s} and satisfying the following three conditions.
1. For every triple of integers r < s < t, we have Xr,t ≤ Xr,s +Xs,t.
2. For every a ≥ 0, the joint distribution of the processes (Xr+a,s+a)0≤r<s are the same as those of
(Xr,s)0≤r<s.
3. The expectation gr := E[X0,r] exists, and there exists a real number L such that
gr
r ≥ L for every
r ≥ 1.
Then there is a constant θ such that for every r in Z,
Xr,s/s→ θ a.s.e as s→∞.
Moreover, for any r, θ = infs>0
1
sE[X0,s].
With Kingman’s subadditive ergodic theorem now stated, the proof of Theorem 2.1 is split into three
parts. First, in Lemma 5.5 we prove that the conclusion of Theorem 2.1 holds for rational c and for all
diagonal k-points situated on a certain lattice. Thereafter we prove Lemma 5.6, which gives us a pair of
inequalities for the asymptotics of partition functions in a more general setting. Using Lemma 5.6, we
deduce that the dependence on the parameter c is continuous, and use this observation to prove that the
conclusion of Theorem 2.1 holds for all nice k-points and all positive slopes c.
Lemma 5.5. Let c > 0 be a rational number and let p and q be positive integers such that q/p = c. For
integers r ∈ Z define the k-points xr := (rp, rq)⇑k , and for pairs of integers r < s, define the random
variables
Xr,s := −1
p
logZxr→xs(β). (5.4)
Then there is a real number fc(k, β) such that for any r, the random variables
1
sXr,s converge to −fc(k, β)
a.s.e. as s → ∞. Moreover fc(k, β) is independent of the choice of positive integers p and q satisfying
q/p = c.
Proof. First we show that with Xr,s defined as in (5.4), we are in the set up of Theorem 5.4. First of all,
the inequality Xr,t ≤ Xr,s +Xs,t is a consequence of (5.3). The second condition is immediate from the
definition of Xr,s (using the fact that the polymer weights are independent and identically distributed).
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Finally, the fact that the final condition is satisfied is a consequence of Lemma 2.6. Indeed, by using the
upper bound in Lemma 2.6 to obtain the inequality below, we have
E[X0,r] = −1
p
E [logZx0→xr(β)]
≥ −1
p
{̟ (x0, xr) logG(β) + E [logZx0→xr(0)]}
= −rk p+ q
p
logG(β)− 1
p
E [logZx0→xr(0)] , (5.5)
where we used the fact that ̟ (x0, xr) = rk(p + q) to obtain the final equality above. Now using the
parallel bound (1.6) with β = 0 to prove the first inequality below, and the inequality
(
b
a
) ≤ ( eba )a to
obtain the second, we have
#Γ(0,0)⇑k→(rp,rq)⇑k ≤ k#Γ(0,0)→(rp,rq) = k
(
r(p + q)
rp
)
≤ k
(
e(p+ q)
p
)rp
(5.6)
Plugging (5.6) into (5.5) we obtain
E[X0,r] ≥ −1
p
log k − r
(
− log
(
p+ q
p
)
− k p+ q
p
G(β)− 1
)
,
which proves the third and final condition holds in Theorem 5.4.
Consequently, by Theorem 5.4, for each r ∈ Z, the limit
fp,q(k, β) := − lim
s→∞
1
s
Xr,s =
1
p
lim
s→∞
1
s
logZxr→xs(β)
exists almost-surely as a constant not depending on r.
It remains to prove fp,q(k, β) is independent of the choice of p and q. To see this, first note that
we may assume without loss of generality that r = 0 since fp,q(k, β) is independent of r. In this case
writing xp,qr := (rp, rq)
⇑k to emphasise the dependence on p and q, on the one hand the random variables
(W p,qr )r≥1 given by
W p,qr :=
1
r
X0,r =
1
rp
logZxp,q0 →x
p,q
r
(β)
converge almost surely to fp,q(k, β) as r → ∞. Now suppose p′ and q′ are another pair of integers such
that q′/p′ = c. Then it is immediate that p′q = q′p, and hence for every r
W p,qp′r =W
p′,q′
pr ,
and in particular, almost-surely we have
fp,q(k, β) = lim
r→∞
W p,qp′r = lims→∞
W p
′,q′
pr = fp′,q′(k, β), (5.7)
This ensures that fp,q(k, β) is independent of the choice of p and q, and justifies us hereafter writing
fc(k, β) for this quantity.
In Lemma 5.5, for rational values of c we defined fc(k, β) as a limit associated with the partition
functions at a slope of c. The main remaining step in the proof of Theorem 2.1 is the following lemma,
which provides upper and lower bounds on the asymptotic growths of k-points at a (1, c′) asymptotics—
where c′ is any positive number—in terms of those associated with diagonal points at rational tilts c.
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Lemma 5.6. Let x and y be nice k-points, and let c and c′ be positive reals such that 0 < c < c′ and c
is rational. Then we have
lim inf
N→∞
1
N
logZx→y+(N,c′N)(β) ≥ fc(k, β) + k(c′ − c)βν almost-surely, (5.8)
and
lim sup
N→∞
1
N
logZx→y+(N,c′N)(β) ≤
c′
c
fc(k, β)− k
(
c′
c
− 1
)
βν almost-surely. (5.9)
Proof. First we prove equation (5.8). Since the distribution of the random variable logZx→y+(N,c′N)(β)
is invariant under translations (x,y) 7→ (x + a,y + a), without loss of generality we may assume that
0⇑k ≤ y. Suppose p and q are positive integers such that q/p = c and recall the notation
vr := (rp, rq)
⇑k .
Since x is nice, by Proposition 5.3 there is a sufficiently large integer r ∈ Z such that vr ≥ x. Now for
each N > 0, we may write
N = αNp+ βN ,
where αN and βN are non-negative integers and βN ∈ {0, 1, . . . , p− 1}. Now consider the chain of nice
k-points
x ≤ vr ≤ vαN ≤ (N,αNq)⇑k ≤ (N, c′N)⇑k ≤ y + (N, c′N), (5.10)
where the fact that (N, c′N)⇑k ≤ y+(N, c′N) is a consequence of translating the nequality (0, 0)⇑k ≤ y.
By applying the series bound to (5.10) we have
1
N
logZx→y+(N,c′N)(β) ≥
1
N
(a+ bN + cN + dN + eN) (5.11)
where
a := logZx→y(β), bN := logZvr→vαN (β), cN := logZvαN→(N,αNq)⇑k(β)
dN := logZ(N,αNq)⇑k→(N,c′N)⇑k(β), eN := logZ(N,c′N)⇑k→y+(N,c′N)(β).
We now consider the asymptotic contribution coming from each of these five terms. First, we note that
a is independent of N , and hence
lim
N→∞
1
N
aN = 0 almost-surely. (5.12)
Second, we note that we may write bN := −pXr,αN , where Xr,s is defined as Lemma 5.5. In particular,
by Lemma 5.5, as N →∞,
lim
N→∞
1
N
bN = − lim
N→∞
1
αNp+ βN
pXr,αN = − lim
N→∞
1
αN
Xr,αN = fc(k, β) almost-surely. (5.13)
Now we consider the term cN . Recalling that vαN := (αNp, αNq)
⇑k, we note that vαN and (N,αN q)
⇑k
have the same vertical coordinates. It follows that there is only one k-path in ΓvαN→(N,αNq)⇑k — the
k-path travelling horizontally. Moreover, each constituent 1-path in the k-path has length N − αNp ∈
{0, 1, . . . , p − 1}. In particular, for each N , cN is simply a sum of at most k(p − 1) independent and
identically distributed random variables. It follows that
lim
N→∞
1
N
cN = 0 almost-surely. (5.14)
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Turning our attention to dN , we note that (N,αN q)
⇑k and (N, c′N)⇑k have the same horizontal co-
ordinates. In particular, there is only one k-path travelling between them, and hence dN is identical
in distribution to the sum of k (⌊c′N⌋ − αNq) independent random variables identically distributed like
βω(0, 0). In particular, since limN→∞
1
N k (⌊c′N⌋ − αNq) = k(c′−c), by applying the law of large numbers
we have
lim
N→∞
1
N
dN = k(c
′ − c)βν almost-surely. (5.15)
Finally, by translation, the law of eN is independent of N . In particular,
lim
N→∞
1
N
eN = 0 almost-surely. (5.16)
By plugging (5.12), (5.13), (5.14), (5.15), and (5.16), into (5.11), we obtain the first equation, (5.8).
Now we turn to proving the second equation, (5.9). Since the proof of (5.9) is similar to the proof of
(5.8), we furnish fewer details in this case. Letting x and y be nice k-points, we assume without loss of
generality that y ≤ 0⇑k. Moreover, there is a sufficiently small integer r ∈ Z such that vr ≤ x.
For real numbers u, write ⌈u⌉ for the least integer larger than u. Now for each integer N , define
γN := ⌈c′N/q⌉. Then
⌊c′N⌋ = γNq − δN , (5.17)
where δN ∈ {0, 1, . . . , q − 1}. In particular ⌊c′N⌋ ≤ γNq, and moreover pγN = p⌈c′N/q⌉ ≥ p⌈cN/q⌉ =
p⌈N/p⌉ ≥ N . Using the definition of vr to obtain the first inequality below, the fact that y ≤ 0⇑k to
obtain the second, ⌊c′N⌋ ≤ γNq to obtain the third, and pγN ≥ N in conjunction with Proposition (5.2)
to obtain the fourth, it follows that
vr ≤ x ≤ y + (N, c′N) ≤ (N, c′N)⇑k ≤ (γNp, c′N)⇑k ≤ vγN . (5.18)
In particular, by applying the series bound to the chain of k-points (5.18) and rearranging, for every N
we have the inequality
1
N
logZx→y+(N,c′N)(β) ≤
1
N
aN − 1
N
b− 1
N
cN − 1
N
dN − 1
N
eN , (5.19)
where
aN := logZvr→vγN (β), b := logZvr→x(β), cN := logZy+(N,c′N)→(N,cN)⇑k(β),
dN := logZ(N,c′N)⇑k→(γNp,c′N)⇑k(β), eN := logZ(γNp,c′N)⇑k→vγN (β).
Now, in analogy with the proof of equation (5.8), it is straightforward to show that
lim
N→∞
1
N
b = lim
N→∞
1
N
cN = lim
N→∞
1
N
eN = 0 almost-surely. (5.20)
Now we consider the term aN . In the context of Lemma 5.5, we may write aN := −pXr,γN . Using (5.17)
to obtain the second equality below, and Lemma 5.5 to obtain the third, we have
lim
N→∞
1
N
aN := − lim
N→∞
p
N
Xr,γN = −
c′
c
lim
N→∞
1
γN
Xr,γN =
c′
c
fc(k, β) almost-surely. (5.21)
Finally, we consider the dN term. Since the vertical coordinates of (N, c
′N)⇑k and (γNp, c
′N)⇑k are
identical, there is only a single k-path from (N, c′N)⇑k to (γNp, c
′N)⇑k, and in particular, dN is simply
a sum of k(pγN − N) independent and identically distributed random variables with the same law as
βω(0, 0). Using the fact that limN→∞
1
N k(pγN −N) = k
(
c′
c − 1
)
and the law of large numbers, we have
lim
N→∞
1
N
dN = k
(
c′
c
− 1
)
βν almost-surely. (5.22)
Combining (5.20), (5.21) and (5.22) in (5.19), we obtain (5.9), completing the proof of Lemma 5.6.
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We are now ready to complete the proof of Theorem 2.1.
Proof of Theorem 2.1. First we recall that in Lemma 5.5, for rational values of c we defined a function
fc(k, β) as the limit of a rescaled partition function involving diagonal k-points at the corners of the (p, q)
lattice, where q/p = c. We now show that this limit function is continuous in rational values of c, and
deduce that fc(k, β) must also act as a limit function in a broader context.
First of all, if we assume c′ is also rational, and set x = y = (0, 0)⇑k, it is an immediate consequence
of Lemma 5.5 and Lemma 5.6 that for any fixed k and β, F (c) := fc(k, β) satisfies
F (c) + k(c′ − c)νβ ≤ F (c′) ≤ c
′
c
F (c)− k
(
c′
c
− 1
)
βν, for c < c′ both rational. (5.23)
By rearranging (5.23) we also have
c
c′
F (c′) + λ
(
1− c
c′
)
≤ F (c) ≤ F (c′)− λ(c′ − c), for c < c′ both rational. (5.24)
In particular, (5.23) and (5.24) together imply that the function fc(k, β), so far only defined for rational
values of c, is continuous in c. In particular, for any c′ > 0, we may define
fc′(k, β) := lim
c↑c′
fc(k, β), (5.25)
where the limit c ↑ c′ in (5.25) is taken through rational values c tending up to c′.
We are now ready to show that the conclusions of Theorem 2.1 hold for all nice k-points x and y,
and for all positive directions c′, with fc′(k, β) defined in (5.25) acting as the limit. Indeed, by Lemma
5.6, on the one hand we have
lim inf
N→∞
1
N
logZx→y+(N,c′N)(β) ≥ lim
c↑c′
{fc(k, β) + k(c′ − c)βν} = fc′(k, β) almost-surely, (5.26)
and on the other hand
lim sup
N→∞
1
N
logZx→y+(N,c′N)(β) ≤ lim
c↑c′
{
c′
c
fc(k, β)− k
(
c′
c
− 1
)
βν
}
= fc′(k, β) almost-surely.
(5.27)
(Both of the limits taken in (5.26) and (5.27) are taken in rational values c tending up to c′.) By combining
(5.26) and (5.27), we have completed the proof of Theorem 2.1, which states that
lim
N→∞
1
N
logZx→y+(N,c′N)(β) = fc′(k, β) almost-surely.
In fact, from our proof of Theorem 2.1, we may immediately deduce Theorem 2.3:
Proof of Theorem 2.3. Since the limit function fc(k, β) is continuous in c, the inequalities (5.23) and
(5.24) hold for all pairs of positive numbers c < c′. In particular, by setting k = 1 we prove Theorem
2.3.
5.4 Proof of Theorem 2.2
We now prove Theorem 2.2, which states that fc(k, β) = kfc(β), where fc(β) := fc(1, β). In this section
we will use the notation
Z [x→ y] := Zx→y(β)
since the k-points x and y appearing in here can be notationally heavy, and we will not be considering
different values of β. The proof of Theorem 2.2 is split into two inequalities, the first of which is
significantly easier than the other.
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Proof of the inequality fc(k, β) ≤ kfc(β). Consider setting x = (0, 0)⇑k = y in Theorem 2.1. Then by
definition
lim
N→∞
1
N
E logZ
[
(0, 0)⇑k → (N, cN)⇑k] = fc(k, β) (5.28)
On the other hand, the partition function for the analogous 1-path satisfies
lim
N→∞
1
N
E logZ [(0, 0)→ (N, cN)] = fc(1, β) =: fc(β). (5.29)
However, by the iterated parallel inequality (2.3), for every pair of positive integers m and n we have the
bound
Z
[
(0, 0)⇑k → (n,m)⇑k] ≤ k∏
i=1
Z [(−i+ 1, i− 1)→ (m− i+ 1, n+ i− 1)] .
Since each Z [(−i+ 1, i− 1)→ (m− i+ 1, n+ i− 1)] has the same distribution as Z [(0, 0)→ (n,m)],
comparing (5.28) and (5.29) and letting N →∞ with m = cN yields the result.
Proof of the inequality fc(k, β) ≥ kfc(β). Since both fc(k, β) and fc(β) := fc(1, β) are continuous func-
tions of c, it suffices to prove the result for rational c. To this end, let p and q be positive integers and
let c = q/p. Then letting x = y = (0, 0)⇑k in Theorem 2.1 we have
lim
M→∞
1
M2p
E[logZ
[
(0, 0)⇑k → (M2p,M2q)⇑k] = fc(k, β).
The main idea of this proof is to show that the set of k-paths from (0, 0)⇑k to (M2p,M2q)⇑k contains
a subset of k-paths travelling an distance order M apart whose contribution is asymptotically close to
kfc(β). More specifically, consider the 1-points
zji (M) := (i− 1)(0,Mq + 1) + j(Mp,Mq) 1 ≤ i ≤ k, 1 ≤ j ≤M − k,
and for 1 ≤ j ≤M − k define associated k points zj(M) := (zj1(M), . . . , zjk(M)). It is straightforward to
check that
(0, 0)⇑k ≤ z0(M) ≤ . . . ≤ zj−1(M) ≤ zj(M) ≤ . . . ≤ zM−k(M) ≤ (M2p,M2q)⇑k. (5.30)
We remark that since the points zji (M) form a lattice, the partition functions Z
[
zj−1(M)→ zj(M)] are
identically distributed for different values of j. In particular, by applying the series bound (1.3) to par-
tition functions associated with the chain of k-points in (5.30), taking logarithms and then expectations,
and then using the fact that Z
[
zj−1(M)→ zj(M)] are identically distributed, we have
1
M2p
E[logZ
[
(0, 0)⇑k → (M2p,M2q)⇑k]
≤ 1
M2p
E
[
logZ
[
(0, 0)⇑k → z0(M)]]+ 1
M2p
E
[
logZ
[
zM−k(M)→ (M2p,M2q)⇑k]]
+
M − k
M2p
E
[
logZ
[
z0(M)→ z1(M)]] , (5.31)
We now consider the asymptotics of each of the three terms on the right hand side of (5.31). First we
look to use Corollary 5.1 to obtain a lower bound for the quantity
lim inf
M→∞
1
M2p
E
[
logZ
[
(0, 0)⇑k → z0(M)]] .
It is easy to see there is a sufficiently large constant Cp,q not depending onM such that̟
(
(0, 0)⇑k, z0(M)
)
,
the total number of points contained in any k-path from (0, 0)⇑k to z0(M), satisfies
̟
(
(0, 0)⇑k, z0(M)
) ≤ Cp,qM.
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Now using Corollary 5.1 to obtain the first inequality below, we have
E
[
logZ
[
(0, 0)⇑k → z0(M)]] ≥ ̟ ((0, 0)⇑k, z0(M))βν ≥ −|βν|Cp,qM.
In particular,
lim inf
M→∞
1
M2p
E
[
logZ
[
(0, 0)⇑k → z0(M)]] ≥ lim inf
M→∞
1
M2
(−|βν|Cp,qM) = 0. (5.32)
A similar argument allows us to obtain the bound for the term involving the partition functions of k-paths
zM−k(M) to (M2p,M2q)⇑k, giving us
lim inf
M→∞
1
M2p
E
[
logZ
[
zM−k(M)→ (M2p,M2q)⇑k]] ≥ 0. (5.33)
Finally, we now consider the term involving E
[
logZ
[
z0(M)→ z1(M)]]. Suppose for each 1 ≤ i ≤ k, we
have a collection π1, . . . , πk of 1-paths such that each πi travels from z
0
i (M)→ z1i (M). Note that for any
i, the vertical coordinate of z0i+1 is given by iMq+ i, which is strictly greater that the vertical coordinate
of z1i , which is given by iMq+ i− 1. This implies that every k-tuple of k-paths from z0(M)→ z1(M) is
guaranteed to be non-intersecting, and hence
Z
[
z0(M)→ z1(M)] = k∏
i=1
Z
[
z0i (M)→ z1i (M)
]
,
and in particular,
E
[
logZ
[
z0(M)→ z1(M)]] = kE [logZ [(0, 0)→ (Mp,Mq)]] . (5.34)
Now using (5.32), (5.33) and (5.34) in (5.31), we have
lim inf
M→∞
1
M2p
E[logZ
[
(0, 0)⇑k → (M2p,M2q)⇑k] ≥ lim inf
M→∞
k(M − k)
M2p
E [logZ [(0, 0)→ (Mp,Mq)]] .
(5.35)
Finally, by using the case k = 1 of Theorem 2.1, we have
lim
M→∞
1
Mp
E [logZ [(0, 0)→ (Mp,Mq)]] = fc(β). (5.36)
Plugging (5.36) into (5.35), we yield
lim inf
M→∞
1
M2p
E[logZ
[
(0, 0)⇑k → (M2p,M2q)⇑k] ≥ kfc(β),
which completes the proof of the inequality fc(k, β) ≥ kfc(β).
5.5 Proof of Theorem 2.4
We now prove Theorem 2.4 by a direct application of Kingman’s subadditive ergodic theorem, Theorem
5.4.
Proof of Theorem 2.4. Let h = (h1, h2) such that h1 ≤ 0 < h2. For i ≥ 0, define
xi := (i− 1)h, yi = y + (i − 1)h.
For positive integers r < s, define the (s− r)-points xr,s and yr,s by
xr,s := (xr, xr+1, . . . , xs−1), y
r,s = (yr, xr+1, . . . , ys−1),
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and define the random variable
Xr,s := logZ [x
r,s → yr,s] .
We now verify that with the collection of random variables (Xr,s)0≤r<s are in the set up of Theorem 5.4,
Kingman’s subadditive ergodic theorem. Note first that by the parallel bound (1.6), for any r < s < t
we have the subadditivity
Xr,s +Xs,t ≥ Xr,t,
which proves the first condition. The second condition is immediate since the weights are independent
and identically distributed. Finally, the third point followings from Corollary 5.1. To see this, it is simple
to verify that x0,r ≤ y0,r and ̟(x0,r,y0,r) = r||y − x||1, and hence by Corollary 5.1
E[X0,r] = E
[
logZ
[
x0,r → y0,r]] ≥ βν||y − x||1r.
It follows that we are in the setting of Theorem 5.4, and hence
1
k
X0,k =
1
k
logZ
[
xh↑k → yh↑k]
converges to a deterministic limit Jx,y,h(β) depending on x, y, h, and β. Since the weights of the polymer
are independent and identically distributed, it is plain that J only depends on x and y through the
difference y − x. This completes the proof of Theorem 2.4.
In the sequel we return to writing Zx→y(β) (as opposed to Z[x→ y]) for the x to y partition function.
5.6 Proof of Theorem 2.5
To prove Theorem 2.5, we recall Szego¨’s limit theorem, following Bo¨ttcher and Silbermann [5, Chapter 5]
and Bump [6, Chapter 42]. Szego¨’s limit theorem is concerned with the asymptotics of the determinants
of Toeplitz matrices — those matrices of the form of the form (dj−i)1≤i,j≤k.
To set up the limit theorem, for every collection of coefficients (dm)m∈Z we associate a Laurent series
f(s) =
∑
m∈Z dms
m representing a function f : T → C on the unit circle. This Laurent series is known
as the symbol of the Toeplitz matrix.
We define the Wiener and Besov norms of the symbol f by
||f ||W :=
∑
m∈Z
|dm| <∞ and ||f ||B1/22 :=
∑
m∈Z
(|m|+ 1)|dm|2 <∞ (5.37)
respectively. We say f ∈ W ∩ B1/22 if both ||f ||W and ||f ||B1/22 are finite. Recalling the definition of
winding number stated in (2.10), we now state Szego¨’s limit theorem.
Theorem 5.7 (Szego¨’s limit theorem). Suppose f(s) :=
∑
m∈Z dms
m is a Laurent series in W ∩ B1/22
with no zeroes on T and winding number zero. Moreover, suppose there is a Laurent series
∑
m∈Z cms
m
satisfying
f(s) = exp
(∑
m∈Z
cms
m
)
.
Then
lim
k→∞
(
e−kc0
k
det
i,j=1
(dj−i)
)
= exp
(
∞∑
m=1
mcmc−m
)
.
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We now use the Lindstro¨m-Gessel-Viennot formula to relate the asymptotics of many-path infinite
temperature polymer to the asymptotics of Toeplitz determinants. Now, for k-points x and y, by the
(2.4)
Zx→y(0) =
k
det
i,j=1
(Zxi→yj (0)). (5.38)
We are interested in circumstances where the matrix
(
Zxi→yj (0)
)
1≤i,j≤k
is a Toeplitz matrix for every
k, which occurs whenever each Zxi→yj (0) is a function of j − i only, and the k-points x and y have the
form
xi = x+ (i− 1)h, yi = y + (i− 1), i = 1, . . . , k. (5.39)
for some base points x and y in Z2, and some direction h ∈ Z2. That is, x and y are of the form xh↑k
and yh↑k.
Indeed, when x = xh↑k and y = yh↑k, each Zxi→yj (0) = dj−i, where
dm :=
(
z1 + z2 +m(h1 + h2)
z1 +mh1
)
,
where z := y − x, and it follows that the partition function may be written as a Toeplitz determinant:
Zx→y(0) = det
k
i,j=1(dj−i). Now define the symbol
az,h(s) :=
∑
m∈Z
dms
m.
Whenever h1 < 0 < h2, it is clear that only finitely many of the dm are non-zero, and hence az,h(s) :=∑
m∈Z dms
m is contained in W ∩ B1/2S . By the assumption in Theorem 2.5, az,h has winding number
0, and it folows that we are in the set up of the Szego¨’s limit theorem, Theorem 5.7. In particular, if
(cm)m∈Z are such that
az,h(s) = exp
(∑
m∈Z
cms
m
)
,
then
lim
k→∞
(
e−kc0Zxh↑k→yh↑k(0)
)
= lim
k→∞
(
e−kc0
k
det
i,j=1
(dj−i)
)
= exp
(
∞∑
m=1
mcmc−m
)
,
completing the proof of Theorem 2.5.
5.7 The asymptotics of the high-temperature scaled-k limit
This section is devoted to proving Lemma 2.6. In this direction, first we state — and, for completeness,
include a proof of — the following result regarding the infinite temperature partition function on a
finite rectangle. We note that, via the well-known bijection between non-intersecting paths and plane
partitions, this is equivalent to Macmahon’s formula. We refer the reader to Stanley [39, Section 7.20]
for an approach using the RSK correspondence.
Proposition 5.8. Let m,n, k be positive integers satisfying k ≤ m ∧ n. Then
Z(1,1)↑k→(n,m)↓k(0) =
H(m+ n− k)H(k)H(m− k)H(n− k)
H(m)H(n)H(m+ n− 2k) , (5.40)
where H(N) :=
∏N−1
j=0 j! is the superfactorial.
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Proof. Let m,n, k be positive intgers satisfying k ≤ m ∧ n, and suppose π = (π1, . . . , πk) is a k-path
going from (1, 1)↑k → (n,m)↓k. It is easily seen that for each i, the ith path πi must go through the
points xi = (k+1− i, i) and yi := (m− i+1, n− k+ i). Let x = (x1, . . . , xk) and y = (y1, . . . , yk) be the
associated k-points. Then we have the following identity for the rectangular zero-temperature partition
functon
Z(1,1)↑k→(n,m)↓k(0) = Zx→y(0). (5.41)
By the Lindstro¨m-Gessel-Viennot formula (2.4),
Zx→y(0) =
k
det
i,j=1
(
Zxi→yj (0)
)
.
Now note that the partition function Zxi→yj (0) simply counts the number of paths from xi to yj , that is
Zxi→yj (0) =
(
m+ n− 2k
n− k + j − i
)
. (5.42)
It bares remarking at this stage that the right-hand-side of (5.41) can be expanded as a more tractable
determinant than the left-hand-side, since the path length from each xi to each yi is m+ n− 2k, which
does not depend on i or j.
According to a well known determinant identity (see Krattenthaler [23, Equation (2.17)]),
k
det
i,j=1
((
a+ b
a+ j − i
))
=
k∏
r=1
a∏
s=1
b∏
t=1
r + s+ t− 1
r + s+ t− 2 . (5.43)
Moreover, it easily verified that
k∏
r=1
a∏
s=1
b∏
t=1
r + s+ t− 1
r + s+ t− 2 =
H(k + a+ b)H(k)H(a)H(b)
H(k + a)H(k + b)H(a+ b)
, (5.44)
where H(N) :=
∏N−1
j=1 j! is the superfactorial. Setting a = m − k and b = n− k, and combining (5.41),
(5.42), (5.43) and (5.44), we obtain (5.40).
Proof of Lemma 2.6. To prove Lemma 2.6, it remains to study the large-N asymptotics of (5.40) when
m = cN , n = N and k = αN , for any c > 0 and α ≤ c ∧ 1. By adapting (4.26), we see that for p > 0,
logH(pN) = N2
(
p2
2
log p+
p2
2
logN − 3p
2
4
+ o(1)
)
. (5.45)
Now the result follows from (5.40) and (5.45), noting the identity
(c+ 1− α)2 + α2 + (c− α)2 + (1− α)2 − c2 − 12 − (c+ 1− 2α)2 = 0.
6 Proofs of results in Section 3
6.1 Proofs of Proposition 3.2 and Proposition 3.4
In this section we prove Propositions 3.2 and 3.4, which state that certain random functions related to
random polymers and random matrices may be expressed as stochastic interfaces.
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Proof of Proposition 3.2. Using [11, Equations (2.8) and (2.9)], taking the change of variable yi = log ui
in [11, Equation (1.3)], and using the definition of Whittaker functions in [11, Section 3.2] we find that
the diagonal ϕNµ has law
1
Γ(µ)N2
exp
(
−e−λN − µ
N∑
i=1
λi
)
gexp(λ)2
N∏
i=1
dλi,
which by Lemma 3.1, agrees with the law of the corresponding stochastic interface model. It remains
to show that the processes have the same law not just on the diagonal but everywhere on SN . In this
direction, by [11, Theorem 3.7 (ii)], the conditional law of {ϕNµ (i.j) : 1 ≤ i ≤ j ≤ N} given the values on
the diagonal
(
ϕNµ (1, 1), . . . , ϕ
N
µ (N,N)
)
= (λ1, . . . , λN ) is given by
1
gexp(λ)
exp

−∑
〈x,y〉
eφ(y)−φ(x)

 ∏
1≤i<j≤N
dφ(i, j)
N∏
i=1
δλi(dφ(i, i)).
Finally, it follows from the construction in [11] that the random variables {τN (m, k)}1≤k≤m≤N are con-
ditionally independent of the random variables {τ˜N (m, k)}1≤k≤m≤N given the diagonal. By the distri-
butional symmetry of ϕNµ on either side of the diagonal, this completes the proof.
Proof of Proposition 3.4. We prove the result for the eigenvalue process associated with the Gaussian
unitary ensemble, omitting a proof for the Laguerre unitary ensemble, which is almost identical.
Let ϕN : SN → R be a stochastic interface with interaction potential bead and weight functions
WGUEi,j (u) = 1i=j
1
2u
2. By Lemma 3.1 and the continuus Gelfand-Tsetlin volume formula (3.3), it is plain
that the diagonal (λ1, . . . , λN ) := (ϕ
N (1, 1), . . . , ϕN (N,N)) is distributed according to the probability
measure
1
ZH(N)2
∆N (λ)
2 exp
(
−1
2
N∑
i=1
λ2i
)
N∏
i=1
dλi. (6.1)
Equation (6.1) is known as the Ginibre formula, and it is well known that the N eigenvalues λ1 > . . . > λN
of H of a matrix from the Gaussian Unitary Ensemble also have this law (see e.g. Mehta [27, Theorem
3.3.1]). In other words, the stochastic interfaces ϕN and ϕNH,U have the same distribution on the diagonal
i = j.
It is now a consequence of Baryshnikov [3, Theorem 0.7] that the equality in distribution for ϕNH,U
and ϕN holds not just on the diagonal but everywhere on the square SN .
6.2 Proof of Theorem 3.7
In this section we consider the large-µ asymptotics of the interface ϕNµ , providing a proof of Theorem 3.7.
Proof of Theorem 3.7. By definition, the law of the interface ϕNµ : SN → R is proportional to
exp

−e−φ(N,N) − µ N∑
i=1
φ(i, i)−
∑
〈x,y〉∈S∗N
eφ(y)−φ(x)

 .
We want to take a change of variables so that the interaction term competes with the weight term for
large µ. To this end, consider the change of variables
θNµ (i, j) := ϕ
N
µ (i, j) + (2N + 1− j − i) logµ. (6.2)
It is straightforward to show that the random function θNµ : SN → R is itself a stochastic interface whose
law is proportional to exp(−µFN [θ]), where
FN [φ] := e−φ(N,N) +
N∑
i=1
φ(i, i) +
∑
〈x,y〉∈S∗N
eφ(y)−φ(x). (6.3)
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Plainly, as µ→∞ the interface θNµ converges in distribution to the deterministic function θNmin : SN → R
minimising FN [θ]. That completes the proof that θNµ converges in distribution to a deterministic function
θNmin minimising a variational problem. It remains to show that this minimiser has the form (3.18).
Since the law of θNµ is symmetric about the diagonal i = j, the limit function θmin must also be
symmetric, and without loss of generality we consider θmin(i, j) for i ≤ j.
To compute θmin(i, j), we consider the direct implications for the polymer partition functions of sending
µ→∞. For integer values of µ, 1ζµ(z) can be written as a sum of µ independent and identically distributed
exponential variables with mean 1. It follows that as µ→∞
1
µζµ(z)
converges in distribution to 1. (6.4)
Since each product in the sum τNµ (m, k) :=
∑
π∈ΓN (m,k)
∏
z∈π ζµ(z) contains k(N +m− k) weights, we
have
µk(N+m−k)τNµ (m, k) converges in distribution to #Γ
N (m, k). (6.5)
Now using the definitions of ϕNµ and θ
N
µ (which appear in (3.8) and (6.2) respectively), for i ≤ j we have
θNµ (i, j) := ϕ
N
µ (i, j) + (2N + 1− (j + i)) logµ
:= log
(
µi(N+(N−j+i)−i) τNµ (N − j + i, i)
µ(i−1)(N+(N−j+i)−(i−1)) τNµ (N − j + i, i− 1)
)
. (6.6)
Combining (6.6) with (6.5), it follows that as µ→∞
θNµ (i, j) converges in distribution to log
(
#ΓN (N − j + i, i)
#ΓN (N − j + i, i− 1)
)
. (6.7)
It remains to compute
θNmin(i, j) = log
(
#ΓN (N − j + i, i)
#ΓN (N − j + i, i− 1)
)
. (6.8)
In Lemma 5.8, we gave the following explicit expression for the cardinality of each ΓN (m, k)
#ΓN (m, k) =
H(N +m− k)H(k)H(N − k)H(m− k)
H(N)H(m)H(N +m− 2k) . (6.9)
Combining (6.8) with (6.9), and using the definition H(n) :=
∏N
i=1(i − 1)! of the superfactorial, after
some calculation we obtain the formula
θNmin(i, j) := log
(
(i− 1)!(2N − j − i+ 1)!(2N − j − i)!
(2N − j)!(N − j)!(N − i)!
)
, i ≤ j, (6.10)
completing the proof.
7 Proofs of results in Section 4
7.1 Proof of Theorem 4.6
In this section we prove Theorem 4.6.
Proof of Theorem 4.6. Since θNmin is symmetric, the limit function of the rescaled interface θ¯
N
min must also
be symmetric, and hereafter without loss of generality we consider {s ≤ t}. In this case, by (3.18) and
Definition 4.3, the rescaled interface associated with θNmin is given by
θ¯Nmin(s, t) =
1
N
log
(
(i − 1)!(2N − j − i+ 1)!(2N − j − i)!
(2N − j)!(N − j)!(N − i)!
)
for i = ⌊sN⌋ and j = ⌊tN⌋.
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By Stirling’s formula, 1N log(⌊uN⌋) = u(logN − 1) + q(u) + o(1), where q(u) := u log u. Using the fact
that
s+ 2(2− s− t)− (2− t)− (1− t)− (1− s) = 0,
it follows that θ¯Nmin(s, t)→ ξht(s, t), given by
ξht(s, t) = q(s) + 2q(2− s− t)− q(2 − t)− q(1 − t)− q(1 − s).
7.2 Calculations surrounding Conjecture 4.7
Section 7.2 is dedicated to sketching calculations leading us to Conjecture 4.7, which anticipaties Gaussian
fluctuations of the logarithmic partition functions of the log-gamma polymer at high temperature.
First of all, consider that by the central limit theorem, for each z, as µ→∞ the random variable
Nµ(z) :=
1/ζµ(z)− µ√
µ
converges in distribution to a standard normal random variable. Now define the variable rz(µ) through
the equation
1 + µ−1/2rz(µ) = µζµ(z). (7.1)
It is straightforward to check that rz(µ) =
(
1 + µ−1/2Nµ(z)
)−1
Nz(µ), and hence rµ(z) also converges in
distribution to a standard normal random variable as µ→∞.
Assuming (4.18) and (4.19), we now consider the asymptotics of the partiton functions under a suitable
scaling as µ and N tend to infinity. Consider the random variable
GNµ (m, k) :=
µk(N+m−k)τNµ (m, k)
#ΓN (m, k)
Using (7.1) and the fact that each path in ΓN (m, k) contains k(N +m− k) weights, we have
GNµ (m, k) =
1
#ΓN (m, k)
∑
π∈ΓN (m,k)
∏
z∈π
(
1 +
1√
µ
rz(µ)
)
=
1
#ΓN (m, k)
∑
π∈ΓN (m,k)
∑
F⊂π
∏
z∈F
1√
µ
rz(µ)
=
∑
F⊂SN
µ−#F/2QNm,k(F ∈ π)
∏
z∈F
rz(µ),
where the sum in the final line above is taken over all subsets F of the square SN := {1, . . . , N}2.
Expanding further, and considering the n! ways of ordering the elements of a set F of size n, we have
GNµ (m, k) =
∞∑
n=0
µ−n/2
n!
∑
(z1,...,zn)∈S
(n)
N
QNm,k({z1, . . . , zn} ∈ π)
n∏
i=1
rµ(zi), (7.2)
where the internal sum is taken over all distinct n-tuples of elements of SN . When N is large, for each
n the set of non-distinct k-tuples SnN − S(n)N is small compared to the set of distinct k-tuples S(n)N . Using
this fact as well as the asymptotic decoupling (4.19), we anticipate that when N is large, and both m
and k have order N , then
∑
(z1,...,zn)∈S
(n)
N
QNm,k({z1, . . . , zn} ∈ π)
n∏
i=1
rµ(zi) = (1 + o(1))
(∑
z∈SN
QNm,k(z ∈ π)rµ(z)
)n
,
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in which case using (7.2) reduces to
GNµ (m, k) = (1 + o(1))
∞∑
n=0
1
n!
(
µ−1/2
∑
z∈SN
QNm,k(z ∈ π)rµ(z)
)n
. (7.3)
Taking the scaling µ = κN2, and using (7.3), we anticipate that
logGNκN2(cN, αN)→
1
κ
∫
S
wc,α(u, v)W˙ (u, v), (7.4)
where W˙ is a space-time white noise on S independent of c and α. (We remark that by considering τ˜ in
place of τ , we also expect
log G˜NκN2(cN, αN) := log
(
µk(N+m−k)τ˜Nµ (m, k)
#Γ˜N (m, k)
)
converges in distribution to 1κ
∫
S w˜c,α(u, v)W˙ (u, v), where w˜ is defined in analogy to (4.18), instead using
the uniform measure Q˜Nm,k on Γ˜
N (m, k). )
Now define
HNκ (s, t) :=
{
logGNκN2(tN, sN) s ≤ t.
log G˜NκN2(sN, tN) s ≥ t.
(7.5)
Then by (7.4), we anticipate that HNκ converges in distribution to a Gaussian process Hκ(s, t) on S with
convariance
E [Hκ(s, t)Hκ(s
′, t′)] =
1
κ2
〈
hs,t, hs′,t′
〉
L2(S)
where for s ≤ t let hs,t(u, v) := wt,s(u, v), and define ht,s(u, v) := hs,t(v, u), and 〈f, g〉L2(S) :=
∫
S
f(z)g(z)dz.
8 Derivation of the surface tension of the bead model
8.1 Coordinate changes and Wulff functionals
It will be useful to define the change of coordinates mapping the set T := {(x, y) : 0 ≤ x ≤ y ≤ 1} to
U := {(r, τ) : 0 ≤ τ ≤ 1, τ/2 ≤ r ≤ 1− τ/2} defined by setting
τ := y − x and r := y + x
2
. (8.1)
We say that (r, τ) are the tilted coordinates. Note that the transformation (x, y) 7→ (r, τ) has unit
Jacobian, and for suitable functions f we have
∂f
∂x
=
1
2
∂f
∂r
− ∂f
∂τ
and
∂f
∂y
=
1
2
∂f
∂r
+
∂f
∂τ
. (8.2)
It turns out to be useful to study the surface tension in the tilted change of coordinates (r, τ). In light of
(8.2), we define the surface tension associated with an interaction potential V in the tilted coordinates
by
σVtilted(p, q) := σ
V
(
1
2
p− q, 1
2
p+ q
)
. (8.3)
Now with these definitions at hand, we define the triangular Wulff functional W : C1(U)→ R associated
with the interaction potential V by
WV [v] :=
∫
U
σVtilted
(
∂v
∂r
,
∂v
∂τ
)
drdτ. (8.4)
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Given a function defined on the bottom of the triangle U , we would like to study the minimum energy
attained by a shape defined on U agreeing with this function on the boundary. Namely, define the
minimal Wulff functional MV : C1([0, 1])→ R by
MV [ρ] := min
v∈C1(U)ρ
WV [v] = min
v∈C1(U)ρ
∫
U
σVtilted
(
∂v
∂r
,
∂v
∂τ
)
drdτ, (8.5)
where the minimisation is taken over C1(U)ρ := {v ∈ C1(U) : v(0, r) = ρ(r) ∀ r ∈ [0, 1]}.
We will be interested in functions ρ : [0, 1]→ R minimisingMV [ρ] subject to certain costs. (Of course,
here there are two different steps of minimisation taken place, first over internal values on the triangle T
or U , and then on the boundary shape in [0, 1].) In any case, in order to study these sort of problems, we
need a functional calculus allowing us to differentiate functionals. To this end, let A : C1([0, 1])→ R be
a functional, and define the functional derivative DA of A to be the map DA : C1([0, 1])× C1([0, 1])→ R
given by
DA(ρ, η) :=
d
du
A[ρ+ uη]
∣∣∣
u=0
.
It is easily verified that DA is linear in the second argument for every ρ, and hence by the Riesz repre-
sentation theorem [35], for every ρ there exists a Radon measure ΛA(ρ, ·) on [0, 1] such that
DA(ρ, η) =
∫ 1
0
η(r)ΛA(ρ, dr).
We call the measure ΛA(ρ, ·) the Riesz measure associated with A and ρ. Note that whenever ρ is a
local minima or maxima of the functional A, the Riesz measure ΛA(ρ, ·) is zero. Let us also remark that
whenever A : C1([0, 1])→ R is itself a linear map we have
DA(ρ, η) = A[η]. (8.6)
Now to see an example of the functional derivative, consider the thermodynamic Vandermonde determi-
nant
∆[ρ] :=
∫
0<s<t<1
log(ρ(s)− ρ(t)),
which was introduced in Section 4.6. A simple calculation taking the derivative inside the integral verifies
that the Riesz measure associated with ∆ has continuous density given by
Λ∆(ρ, r) =
∫ 1
0
1
ρ(r)− ρ(s)ds. (8.7)
(That is, for measurable η we have
∫
η(r)Λ∆(ρ, r)dr =
∫
η(r)
∫ 1
0
1
ρ(r)−ρ(s)dsdr.) We will be interested in
studying the functional derivatives of minimal Wulff functionals. Namely, given a surface tension V , and
a minimal Wulff functionalMV , suppose that for a given ρ the Riesz measure ΛMV (ρ, ·) has a continuous
density which we denote by Λ(ρ, r) for r ∈ [0, 1].
We now show that given ρ, the shape v∗ : U → R minimising the Wulff functional WV subject to
v∗(r, 0) = ρ(r) must satisfying the differential equation
∂σVtilted
∂q
(
ρ′(r),
∂v∗
∂τ
(0, r)
)
+ Λ(ρ, r) = 0 for r ∈ [0, 1]. (8.8)
Derivation of (8.8). Given a function ρ : [0, 1] → R, consider breaking the minimisation procedure into
two steps, by writing
min
v∈C1(U)ρ
WV [ρ] = min
f
min
v∈C1(U)ρ,f
WV [v], (8.9)
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where the former minimisation on the right hand side is taken over continuously differentiable functions
f : [0, 1]→ R, and the latter minimisation on the right hand side is taken over minv∈C1(U)ρ,f , the set of
continuously differentiable v : U → R satisfying
v(r, 0) = ρ(r) and
∂v
∂τ
(r, 0) = f(r). (8.10)
Now given functions ρ, f , consider finding a v minimising WV [v] subject to the boundary conditions
(8.10). For subsets I of [0, 1], let UI := U ∩ {τ ∈ I} and consider the disjoint union U = U[0,h) ∪ U[h,1].
Indeed, by seperately considering the integration over the regions in this disjoint union, for small h we
have
min
v∈C1(U)ρ,f
WV [v]
= o(h) + h
∫ 1
0
σtilted (ρ
′(r), f(r)) dr + min
v∈C1(U[h,1])ρ+hf
∫
U[h,1]
σVtilted
(
∂v
∂r
,
∂v
∂τ
)
drdτ, (8.11)
where C1(U[h,1])g denotes the set of continuously differentiable functions defined on U[h,1] and satisfying
v(h, r) = g(r) for all −h/2 < r < 1− h/2. For small h, it is easy to check from geometric considerations
that
min
v∈C1(U[h,1])g
∫
U[h,1]
σVtilted
(
∂v
∂r
,
∂v
∂τ
)
drdτ = (1− 2h)MV [g] + o(h). (8.12)
(This follows from the fact that Leb(U[h,1]) = (1 − 2h+ o(h)) Leb(U), where Leb denotes the Lebesgue
measure on R2.) In particular,
min
v∈C1(U[h,1])ρ+hf
∫
U[h,1]
σVtilted
(
∂v
∂r
,
∂v
∂τ
)
drdτ =MV [ρ] + h (−2MV [ρ] +DMV (ρ, f))+ o(h). (8.13)
Plugging (8.13) into (8.11), we obtain
min
v∈C1(U)ρ,f
WV [v] :=MV [ρ] + h
{∫ 1
0
σtilted (ρ
′(r), f(r)) dr − 2MV [ρ] +DMV (ρ, f)
}
+ o(h) (8.14)
Comparing (8.14) and (8.9), we see that the minimising function f in (8.9) must minimise Gρ[f ], where
Gρ[f ] :=
∫ 1
0
σtilted (ρ
′(r), f(r)) dr +DMV (ρ, f).
Using our assumption that the Riesz derivative has a continuous density ΛMV (ρ, r), we may write
Gρ[f ] :=
∫ 1
0
{σtilted (ρ′(r), f(r)) + ΛMV (ρ, r)f(r)} dr.
The result now follows from a standard variational argument. Indeed, suppose f∗ is a minimiser of Gρ[f ].
Then for every test function η we have ddsGρ[f∗ + sη] = 0, which amounts to∫ 1
0
{
∂σtilted
∂q
(ρ′(r), f∗(r)) + ΛMV (ρ, r)
}
η(r)dr. (8.15)
In order for (8.15) to hold for every η, we must have ∂σtilted∂q (ρ
′(r), f∗(r)) +ΛMV (ρ, r) = 0. This equation
must now be satisfied by f∗(r) := ∂v∂τ (r, 0), where v
∗ is the minimiser of WV [v] over C1(U)ρ, completing
the derivation of (8.8).
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8.2 A scaling property of the surface tension
The surface tension of the bead model satisfies a certain scaling property. Namely it is easily seen by
setting V (u) = bead(u) in (4.1) that for all s, t < 0, and λ > 0, we have
σbeadN (λs, λt) = − logλ+ σbeadN (s, t), (8.16)
for each of the finite surface tensions σbeadN . The limit σ
bead(s, t) := limN→∞ σ
bead
N (s, t) inherits the same
property, and using (8.3), so does the tilted surface tension:
σbeadtilted(λp, λq) = − logλ+ σbeadtilted(p, q). (8.17)
In particular, for p < 0 by setting λ = |p| in (8.17), we see that there is a function Ω such that
σbeadtilted(p, q) = − log(|p|) + Ω(q/|p|). (8.18)
We remark that in particular,
∂σVtilted
∂q
(p, q) =
1
|p|Ω
′(q/|p|). (8.19)
8.3 Derivation of equation 4.21
Recall now that the goal of this section is to derive the formula
σbeadtilted(p, q) :=
{
− log
(
|p| cos
(
π q|p|
))
if p < 0, |q| < |p|
∞ otherwise,
(8.20)
for the surface tension of the bead model. First, we remark that whenever we do not have p < 0 and
q < |p|, we have σbeadtilted(p, q) :=∞. Indeed, it is immediate from the definition that for the finite (untilted)
surface tension we have σbeadN (s, t) < ∞ if and only if both s and t are strictly negative. In particular,
σbead(s, t) := limN→∞ σ
bead
N (s, t) also inherits this property. Now setting s =
1
2p− q and t 12p+ q, we see
that (s < 0, t < 0) is equivalent to (p < 0, |q| < |p|). In particular,
σbeadtilted(p, q) <∞ only if p < 0, |q| < |p|. (8.21)
It remains to actually compute σbeadtilted(p, q) in the case that p < 0 and |q| < |p|.
Clearly, by (8.18), (8.19) and (8.21), in order to establish (8.20) it is remains to show that
Ω′(s) = π tanπs for s ∈ (−1, 1). (8.22)
To this end, recall that in Section 4.6 we introduced the semicircle law as the minimiser of a variational
problem. We now restate this problem here in terms of the tilted coordinates system. Namely given
x ∈ [0, 1], we recall that ρsc(x) is the solution in [−2, 2] to the equation∫ 2
ρsc(x)
1
2π
√
4− u2du = x. (8.23)
Now consider the function ξsc in (4.22) defined in the tilted change of coordinates (8.1), namely
ξsc(r, τ) :=
√
1− τρsc
(
r − τ/2
1− τ
)
. (8.24)
Let K := {(r, τ) : τ ∈ [−1, 1], |τ |/2 < r < 1 − |τ |/2} be the diamond in R2. Restating the variational
characterisation of ξsc in Section 4.6 here in tilted coordinates, the function ξsc is the minimiser over
v : K → R of the functional
E[v] :=
∫
K
σVtilted
(
∂v
∂r
,
∂v
∂τ
)
drdτ +
1
2
∫ 1
0
v(r, 0)2dr.
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Equivalently, the restriction of ξsc to U = {(r, τ) : τ ∈ [0, 1], τ/2 < r < 1− τ/2} is the minimiser of
E′[v] := 2
∫
U
σVtilted
(
∂v
∂r
,
∂v
∂τ
)
drdτ +
1
2
∫ 1
0
v(r, 0)2dr.
Note that ξ(r, 0) = ρsc(r). In particular, breaking the minimisation of E
′[v] into two steps, we see
that the function ξ(r, τ) is the minimiser of
∫
U
σVtilted
(
∂v
∂r ,
∂v
∂τ
)
drdτ over C1(U)ρsc . It follows that by (8.8),
we must have
∂σVtilted
∂q
(
ρ′sc(r),
∂ξsc
∂τ
(0, r)
)
+ Λbead(ρsc, r) = 0 for every r ∈ [0, 1]. (8.25)
Using the fact that the equation (8.25) involves each of the known quantities ρsc, given in (8.23), ξsc
given in (8.24) and Λbead given in (8.7), along with the representation (8.18), this is sufficient to establish
(8.22).
Indeed, as a first step, using (8.19) and (8.7) we may rewrite (8.25) as
1
ρ′sc(r)
Ω′
(
∂ξsc
∂τ (r, 0)
ρ′sc(r)
)
+
∫ 1
0
1
ρsc(r) − ρsc(s)ds = 0 for every r ∈ [0, 1]. (8.26)
It turns out to be easiest to consider equation (8.26) through the change of variable ρsc(r) = 2 sinφ.
Now some computations are required. Let fsc(x) =
1
2π
√
4− x21x∈[−2,2], and let Fsc(x) :=
∫ x
−∞ f(u)du.
Then ρsc is the inverse function of 1 − F . Straightforward geometric considerations tell us that for
φ ∈ [−π/2, π/2],
Fsc(2 sinφ) =
1
2
+
φ
π
+
sinφ cosφ
π
.
Using the inverse function theorem to obtain the first inequality below, it follows that with ρsc(r) = 2 sinφ
we have
ρ′sc(r) = −
1
F ′sc(ρsc(r))
= − 1
1
2π
√
4− (2 sinφ)2 = −
π
cosφ
. (8.27)
A computation shows that
∂ξsc
∂τ
(τ, r) =
−1/2
(1− τ)1/2 ρsc
(
r − τ/2
1− τ
)
+
(
r − τ/2
(1− τ)3/2 −
1/2
(1− τ)1/2
)
ρ′sc
(
r − τ/2
1− τ
)
,
and in particular, on the line τ = 0 we have
∂ξsc
∂τ
(r, τ) = −1
2
ρsc(r) +
(
r − 1
2
)
ρ′sc(r). (8.28)
Now note that if ρsc(r) = 2 sinφ, then r = 1− Fsc(ρsc(r)) = 12 − φπ − sinφ cosφπ . Thus using (8.27), (8.28)
reduces to
∂ξsc
∂τ
(r, τ) =
−1
2
2 sinφ+
(
φ
π
+
sinφ cosφ
π
)
π
cosφ
=
φ
cosφ
. (8.29)
We are now ready to show that equation (8.26) implies (8.22). On the one hand, by (8.27) and (8.29)
with ρsc(r) = 2 sinφ we have
1
ρ′sc(r)
Ω′
(
∂ξsc
∂τ (r, 0)
ρ′sc(r)
)
= −cosφ
π
Ω′ (−φ/π) . (8.30)
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On the other hand, we now claim that thanks a to special property of the semicircle law, we have∫ 1
0
1
ρsc(r) − ρsc(s)ds =
1
2
ρsc(r) = sinφ. (8.31)
Indeed, by changing variable at the point ρsc(r) = 2 sinφ, we have∫ 1
0
1
ρsc(r)− ρsc(s)ds = −
∫ 2
−2
1
2 sinφ− u
1
2π
√
4− u2du. (8.32)
It is now a property of the semircle law well known in random matrix theory (see e.g. [27, Equation
4.2.7]) that for α ∈ [−2, 2] we have∫ 2−2 1α−u 12π√4− u2du = 12α, and hence by (8.32) we have∫ 1
0
1
ρsc(r) − ρsc(s)ds = − sinφ (8.33)
(where φ is implicit in the equation ρsc(r) = 2 sinφ).
Plugging (8.30) and (8.33) into (8.26), we obtain
Ω′(−φ/π) = −π tanπφ,
which implies that Ω′(s) = π tanπs, proving (8.22), and therefore the formula (4.21).
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