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Abstract: We develop a Boltzmann-type quantum transport theory for interacting
fermion and scalar fields including both flavour and particle-antiparticle mixing. Our
formalism is based on the coherent quasiparticle approximation (cQPA) for the 2-point
correlation functions, whose extended phase-space structure contains new spectral shells
for flavour- and particle-antiparticle coherence. We derive explicit cQPA propagators and
Feynman rules for the transport theory. In particular the nontrivial Wightman functions
can be written as composite operators ∼ AFA, which generalize the usual Kadanoff-Baym
ansatz. Our numerical results show that particle-antiparticle coherence can strongly in-
fluence CP-violating flavour mixing even for relatively slowly-varying backgrounds. Thus,
unlike recently suggested, these correlations cannot be neglected when studying asymmetry
generation due to time-varying mass transition, for example in electroweak-type baryoge-
nesis models. Finally, we show that the cQPA coherence solutions are directly related to
squeezed states in the more familiar operator formalism.
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1. Introduction
A new quantum transport formalism for coherent, interacting quantum fields based on a
distributive expansion of the dynamical 2-point correlation functions was recently intro-
duced in refs. [1–6]. Indeed, it was observed in [1] that in systems with certain space-time
symmetries the information of nonlocal coherence is encoded in new spectral shell solutions
for the dynamical 2-point functions at particular off-shell momenta. In the leading-order
expansion in gradients this singular structure is called the coherent quasiparticle approxi-
mation, or cQPA. It allows writing down a self-consistent network of Boltzmann-like trans-
port equations for moments of the correlation functions, or equivalently, for the phase-space
distribution functions.
So far a complete formulation of the theory has been given only for non-mixing scalar
and fermionic fields [6]. However, in nature most of the interesting applications involve mix-
ing fields, i.e. fields whose mass-eigenstates do not coincide with interaction eigenstates.
This certainly is the case for neutrino oscillations in the early universe [7], electroweak
baryogenesis (EWBG) [8–15], models for spontaneous (or coherent) baryogenesis [6, 16],
and for variants of leptogenesis [17–20]. In this paper we extend our formalism to the case
of flavour mixing. The result will be a quantum transport theory including both coher-
ent flavour-mixing and coherent particle-antiparticle-mixing effects in temporally varying
backgrounds. In the companion paper [21], we present a flavour-covariant formulation
of the formalism, including also nonzero dispersive self-energy corrections giving rise to
true quasiparticle dispersion relations. Other recent works in a similar context include
e.g. [14, 15,22,23].
In refs. [1, 2] the fermionic transport theory was formulated using a less familiar spin-
projected 2-component notation. Scalar fields were considered in [3] and the need for
resummation of the collision integrals involving the coherence functions was pointed out in
refs. [4,5]. A complete formulation of the theory in terms of the familiar 4-component Dirac
notation and with a compact set of Feynman rules for non-mixing fields was presented in
ref. [6]. While many aspects of the current derivation are similar to the non-mixing case, the
added complication of the resulting equations is nontrivial. Also new physical phenomena
emerge, such as new mixing sources in the quantum Boltzmann equations (qBE) coming
from the gradients of the diagonalizing matrices. As in ref. [6] we will only consider the
spatially homogeneous and isotropic problems in this paper.
We will derive a multi-field extension of the momentum space Feynman rules presented
in [6]. Moreover, we express these rules in a new form which is superior to the old one in
clarity and ease of use, also in the case non-mixing fields. In particular the vertex rules
of [6] involving complicated energy signatures are now absent. The only non-standard
Feynman rule concerns the Wightman functions which acquire a composite form: G<,>ab ∼
AaF<,>ab Ab. HereA is the spectral function and the effective 2-point interaction vertex F<,>ab
encodes all coherence information between the mass-shell states a and b of possibly different
flavours and/or particle-antiparticle nature. These rules enable a systematic diagrammatic
evaluation of the self-energies and eventually the collision terms of the Boltzmann-like
transport equations for flavour-coherent fermionic and scalar fields, valid for arbitrary
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types of interactions. Whenever a specific model is needed, we will use the Yukawa theory
as an example. In the present work, the homogeneous background is always modeled by
a time-dependent mass matrix. See ref. [21] for dispersive self-energy corrections and true
time-dependent quasiparticle dispersion relations.
As a numerical application we solve our cQPA induced qBE’s for two mixing fermionic
fields with a complex, time-varying mass matrix in the presence of decohering interactions.
We study in particular the generation of the particle-antiparticle asymmetry through the
CP-violating terms in the mass matrix. A similar mixing-scenario for scalar fields was
recently considered in ref. [14], where the particle-antiparticle mixing solutions were ne-
glected in the qBE’s and the resummation procedure of the collision terms was not carried
out. Surprisingly, and in contrast with the claim in ref. [14], we find that neglecting the
particle-antiparticle correlations is not warranted despite the rapid oscillation frequency
∼ 2ω in this sector, even in the regime of relatively slowly varying mass-profile. We show
explicitly that particle-antiparticle mixing leads to a significant contribution to the large
momentum modes of the flavour off-diagonal correlator. These contributions persists to
late times even though the particle-antiparticle-mixing correlations are present only for a
short time during the transition period (when the mass matrix is varying). The integrated
contribution from these modes is typically dominant over the asymmetry created without
the particle-antiparticle mixing, and therefore these effects should be very important for
quantitative calculations of EWBG-type scenarios.
Finally, we show that the singular cQPA coherence solutions are related to squeezed
states [24] in the operator formalism language. Indeed, by using a complex scalar field as
an example, we first show that flavoured squeezing corresponds to flavoured Bogolyubov
transformations (providing a generalization of the standard non-flavoured case) and then
that there is a one-to-one correspondence between the on-shell functions fmij±, f
c
ij± and the
independent parameters of the flavoured Bogolyubov transformations. A similar connection
between squeezing and coherence was recently found in ref. [22], where entropy production
in out-of-equilibrium quantum field theory was analyzed.
This paper is organized as follows. In section 2, we review the derivation of the
fermionic cQPA shell structure and the equations of motion which follow from using the
cQPA structure as an ansatz in the full dynamical Kadanoff-Baym equations. We also in-
troduce a convenient parametrization of the flavour-coherent propagators using the familiar
4-component Dirac notation with projection operators. In section 4, we present the resum-
mation method giving rise to a consistent expansion of the fermionic collision integrals,
and we give the generic forms of these integrals for spatially homogeneous and isotropic
problems with arbitrary types of interactions. In section 5 we repeat the analysis for scalar
fields, and in section 6 we present the generalized Feynman rules for the computation of
the resummed self-energies for the Yukawa-theory. In section 7, we present the numerical
example of two-fermion mixing, and in section 8 we show the connection between cQPA
flavour mixing and squeezing in the operator formalism. Finally, section 9 contains our
conclusions and outlook.
– 3 –
2. cQPA for fermions
We shall first briefly review the basic theoretical setup here. We will use the Schwinger-
Keldysh (or Closed Time Path (CTP)) approach [25] to nonequilibrium quantum field
theory (see e.g. [26]). The main quantities of interest for us are the Wightman functions
iS<(u, v) = 〈ψ¯(v)ψ(u)〉 and iS>(u, v) = 〈ψ(u)ψ¯(v)〉1, which in the Wigner representation
become:
S(k, x) ≡
∫
d4r eik·rS(x+ r2 , x− r2) , (2.1)
where x ≡ (u+v)/2 is the average coordinate, and k is the internal momentum conjugate to
the relative coordinate r ≡ u− v. These functions obey the Kadanoff-Baym equations [27]
(see also [2, 12]):
(k
/
+
i
2
∂
/
x
−mˆ0 − imˆ5γ5)S<,> − e−i♦{Σh}{S<,>} − e−i♦{Σ<,>}{Sh} = ±Ccoll , (2.2)
where Sh = St − (S> − S<)/2 and Σh = Σt − (Σ> − Σ<)/2, where St and Σt denote the
time ordered Green’s function and the corresponding self-energy, and the collision term is
given by
Ccoll = 1
2
e−i♦
({Σ>}{S<} − {Σ<}{S>}) . (2.3)
The ♦-operator is the following generalization of the Poisson brackets:
♦{f}{g} = 1
2
[∂xf · ∂kg − ∂kf · ∂xg] , (2.4)
and the mass operators mˆ0 and mˆ5 are defined as:
mˆ0,5S(k, x) ≡ mh,a(x)e−
i
2
←
∂x·∂kS(k, x) . (2.5)
Here mh = (m+m
†)/2 and ma = (m−m†)/(2i) are hermitian and antihermitian parts of
a complex and possibly spacetime dependent N×N mass matrix m in flavour indices. The
components of self-energy Σ are in general complicated functionals of the correlators S<,>,
which need to be computed using some truncation scheme, e.g. 2PI effective action [28]
in loop expansion. The spectral function Aψ = i2(S> + S<) obeys an almost identical
equation to Eq. (2.2), but without the collision term on the RHS, and Σ<,> replaced by
Γ = i2(Σ
> + Σ<) in the last term on the LHS of Eq. (2.2). Thus, in the non-interacting
limit the equations of motion for the spectral function and for the dynamical Wightman
functions are the same. However, the spectral function is further subjected to the spectral
sum-rule: ∫
dk0
pi
Aψ(k, x)γ0 = 1 , (2.6)
which follows for example from the equal-time anticommutation relations of the fermionic
fields. We will see below that this condition is strong enough to completely determine the
form of the free-theory spectral function.
1Note that our definition of S< differs by sign from the more standard convention
– 4 –
2.1 Approximations
Compared to standard kinetic approach [12, 26, 29] the key idea of coherent quasiparticle
approximation (cQPA) [1–6] is to give up the assumption of nearly translation invariant
2-point correlators. This allows new singular shell solutions, which are oscillatory in space-
time at quantum scales ∼ k, and describe nonlocal quantum coherence between the usual
quasiparticle excitations. In order to find cQPA we make the following approximations for
the KB-equations (2.2):
1) We neglect the terms ∝ Sh.
2) We neglect the terms ∝ Σh.
3) We consider only the spatially homogeneous and isotropic case.
The first approximation is made in the standard kinetic theory as well, and it should apply
in the limit of weak interactions when the finite (scattering) width effects can be neglected.
The second approximation is made here only for simplicity. These terms would give rise to
modified dispersion relations for the quasiparticles, but not change the generic structure of
the theory. We consider the case with a nonzero dispersive self-energy Σh in the companion
paper [21]. The third approximation with ~∂xS
<,>(k, x) = ~∂xm(x) = 0 is essential, since the
simple spectral structures for the coherence solutions arise only in systems with particular
space-time symmetries [1]. With the assumptions above, the KB-equations (2.2) can be
reduced and decomposed into the following hermitian (H) and antihermitian (AH) parts:
(H) : 2k0S¯
< = HˆS¯< + S¯<Hˆ† + iγ0(Ccoll − C†coll)γ0 , (2.7)
(AH) : i∂tS¯
< = HˆS¯< − S¯<Hˆ† + iγ0(Ccoll + C†coll)γ0 , (2.8)
where we have defined a hermitian Wightman function S¯< ≡ iS<γ0 and the operator
Hˆ ≡ k · ~α+ γ0mˆ0 + iγ0γ5mˆ5 , (2.9)
which can be viewed as a local free-field Hamiltonian operator in the presence of time-
varying mass. Note that only the AH-equation contains an explicit time derivative acting
on S<. Thus Eq. (2.8) is mainly controlling the time evolution of the Wightman function
S<, and it will be referred to as the “kinetic equation”. The H-equation (2.7) on the other
hand, becomes algebraic in the collisionless limit and in the lowest order of time-gradients.
The role of this “constraint equation” will be to restrict the phase space structure of S<.
There are two more approximations to be made before we arrive to the cQPA spectrum
and equations of motion:
4) We expand the constraint equation (2.7) to the zeroth order in the scattering width
Γ and in the mass gradients ∂tm. This gives rise to the singular cQPA phase-space
structure.
5) We insert the singular cQPA structure as an ansatz to the dynamical equation (2.8),
and expand this equation to the lowest nontrivial order in Γ and the mass gradients.2
2The actual dimensionless expansion parameters are roughly ∂tm/ω
2 and Γ/ω. See ref. [21] for further
discussion.
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The set of approximations 1-5 comprises just the standard approximations in the kinetic
theory. However, in cQPA we do not assume (approximate) translation invariance of the
2-point functions S(k, t). We shall see in the next section how these assumptions give rise
to the singular cQPA phase-space structure with the on-shell distribution functions fm<ijh±
and f c<ijh± containing 8N
2 independent real components for N ×N mixing in flavour space.
When this structure is fed into the dynamical equation (2.8) and the equation is integrated
over k0, we find a closed set of extended quantum Boltzmann equations for the on-shell
functions fα ≡ fm,c<ijh± .
2.2 Phase-space shell structure
Let us now analyze the constraint equation (2.7) in the approximation defined above, i.e. to
the lowest order in ∂tm and neglecting the collision terms, which gives:
2k0S¯
< = {H, S¯<} , (2.10)
where {a, b} ≡ ab+ ba is the usual anticommutator and
H = k · ~α+ γ0mh + iγ0γ5ma . (2.11)
We choose to work in the mass eigenbasis, and so we first diagonalize m by a biunitary
transformation:
m→ md = UmV † , (2.12)
where U and V are the unitary matrices that diagonalize the product matrices mm† and
m†m, respectively, chosen such that m†d = md have real mass eigenvalues mi. With these
definitions the direct product matrix (here ⊗ separates the Dirac and flavour indices)
Y = PL ⊗ U + PR ⊗ V, (2.13)
diagonalizes the Hamiltonian:
Hd = Y HY
† = k · ~α+ γ0md . (2.14)
Multiplying Eq. (2.10) from the left by Y and from the right by Y † we then get an identical
equation in the mass eigenbasis:
2k0S¯
<
d = {Hd, S¯<d } , where S¯<d = Y S¯<Y † . (2.15)
Next, we notice that the most general spatially homogeneous and isotropic 2-point function
S¯<d (k, t) can be parametrized in terms of helicity projectors: Ph =
1
2(1 + h kˆ · γ0~γγ5) with
kˆ ≡ k/|k| and h = ±1, as
S¯<d (k, t) =
1
2
∑
h
Ph
[
gh0 − hkˆ · ~α gh3 + γ0gh1 − iγ0γ5gh2
]
, (2.16)
where ghα(k, t) are hermitian N × N matrices in flavour indices. This is a convenient
parametrization for the problem, because the helicity operator commutes with the Hamil-
tonian H (and with the transformation matrix Y ), implying that helicity is conserved in
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a collisionless theory. Using the chiral representation of the Dirac algebra: γ0 = σ1 ⊗ 1,
~γ = iσ2 ⊗ ~σ and γ5 = −σ3 ⊗ 1, the helicity block-diagonal Wightman function (2.16)
becomes
S¯<d =
∑
h
g<h ⊗
1
2
(1 + hkˆ · ~σ) , with g<h ≡
1
2
(gh0 + ~gh · ~σ) , (2.17)
corresponding to the standard Bloch representation for the chiral part g<h (k, t). Inserting
this decomposition into the constraint equation (2.15) gives two (for h = ±1) homogeneous
matrix equations for ghα :
∑
β
(Bh,αβ)ij (ghβ)ij = 0 , (Bh)ij =

k0 h|k| −m¯ij 0
h|k| k0 0 −i∆mij
−m¯ij 0 k0 0
0 i∆mij 0 k0
 , (2.18)
where the dependence on the Bloch indices (index ordering is here defined as α, β =
0, 3, 1, 2) is written as an explicit 4 × 4 matrix, and we denote m¯ij ≡ (mi + mj)/2 and
∆mij ≡ (mi−mj)/2. These equations may have nonzero solutions only if the determinant
of (Bh)ij vanishes. This 4× 4-determinant is easily evaluated for each flavour element ij,
giving rise to N2 independent constraints:
det
[
(Bh)ij
]
= (k20 − k2 −M2ij)k20 + (∆mijm¯ij)2 = 0 , (2.19)
where we further denote M2ij ≡ (m2i +m2j )/2. The roots of Eq. (2.19) define the nontrivial
dispersion relations:
k0 = ±1
2
(ωi + ωj) ≡ ±ω¯ij , or k0 = ±1
2
(ωi − ωj) ≡ ±∆ωij , (2.20)
where ωi ≡ (k2 + m2i )1/2. These conditions give rise to a singular shell structure: ghα ∼
δ(k0∓ ω¯ij) or ghα ∼ δ(k0∓∆ωij). The exact matrix form of the singular solutions can then
be worked out by using the matrix equation (2.18). We will consider flavour diagonals and
off-diagonals separately.
2.2.1 Flavour diagonals
The analysis for flavour diagonals is equivalent to the single-flavour case, considered in
ref. [6]. Here we present it for completeness, and we also choose a different normalization
for the mass-shell distribution functions for later convenience. For i = j the dispersion
relation (2.20) reduces to k0 = ±ωi and a double root at k0 = 0. For k0 = ±ωi Eq. (2.18)
gives relations (we suppress the flavour indices for clarity in the intermediate steps):
gh3 = −h |k|
k0
gh0 , gh1 =
mi
k0
gh0 , gh2 = 0 . (2.21)
The remaining equation for gh0 then becomes just (k
2
0 − k2 −m2i )gh0 = 0, which has the
spectral solution:
(gh0)ii = 2pi
∑
±
±mi
ωi
fm<iih±δ(k0 ∓ ωi) . (2.22)
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For k0 = 0 we get the conditions
gh3 = h
mi
|k|gh1 , gh0 = 0 , (2.23)
while gh1 and gh2 are free functions at k0 = 0. This solution can then be parametrized as
(gh1)ii = 2pi
k2
ω2i
∑
±
f c<iih±δ(k0) , (gh2)ii = 2pi
ih|k|
ωi
∑
±
±f c<iih±δ(k0) , (2.24)
where the new subscript c refers to coherence. The reason for this particular parametriza-
tion is that in this way the on-shell functions f c<iih±(k, t) will satisfy simple oscillatory
zeroth-order equations of motion. Using Eq. (2.16) and Eqs. (2.21-2.24) the combined
4× 4-spinor matrix solution is finally found to be (an identical expression holds for S>ii )
iS<ii (k, t) = 2pi
∑
h±
± 1
2ωi
Ph(k
/
i±+mi)
[
±mi
ωi
fm<iih±δ(k0∓ωi)+
(
γ0∓mi
ωi
)
f c<iih±δ(k0)
]
, (2.25)
where we defined kµi± ≡ (±ωi,k). We have dropped the index d, with the understanding
that we are always working in the mass eigenbasis when the flavour-indices i, j are explicitly
written down. The first term in the brackets is the standard mass-shell solution with
dispersion relation k0 = ±ωi, while the second term represents the new k0 = 0-shell
coherence solutions. This solution corresponds to the propagator for the single flavour case
derived in ref. [6], except here we have used a non-standard normalization for the mass-
shell distribution functions fm<iih±(k, t) for later convenience. These distribution functions
correspond to the phase-space densities for particles and antiparticles with mass mi and
helicity h, via Feynman-Stuckelberg interpretation:
nikh(t) =
mi
ωi
fm<iih+(k, t) , n¯ikh(t) = 1 +
mi
ωi
fm<iih−(k, t) , (2.26)
while the new k0 = 0-shell functions f
c<
iih±(k, t) measure nonlocal quantum coherence be-
tween the (flavour-diagonal) positive an negative energy modes. Finally, we observe that
in the limit of thermal equilibrium: ±miωi fm<iih± → feq(±ωi) = (e±βωi + 1)−1 and f c<iih± → 0,
Eq. (2.25) reduces to the standard thermal correlator:
iS<ii,eq(k) = 2pi sgn(k0)(k
/
+mi) feq(k0) δ(k
2 −m2i ) . (2.27)
2.2.2 Flavour off-diagonals
By assuming mi 6= mj3 the dispersion relations (2.20) give unique solutions for equation
(2.18), because now one can always divide by k0 6= 0. Equation (2.21) then generalizes to:
gh3 = −h
k20 − m¯2ij
|k|k0 gh0 , gh1 =
m¯ij
k0
gh0 , gh2 = ih
∆mij(k
2
0 − m¯2ij)
|k|k20
gh0 . (2.28)
The function gh0 now gets support on all branches of the dispersion relations (2.20). It can
be parametrized as
(gh0)ij = pi
∑
±
±
[(mi
ωi
+
mj
ωj
)
fm<ijh±δ(k0 ∓ ω¯ij) +
(mi
ωi
− mj
ωj
)
f c<ijh±δ(k0 ∓∆ωij)
]
, (2.29)
3We will find below that the limit of degenerated masses: mi → mj , is well defined and smooth.
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Ki−Kj−
Ki+Kj+
Ki+Kj−
Ki−Kj+
⇐ ωi ωj ⇒
⇒ ωi ωj ⇐
→ k
⇐ ωi
ωj ⇒⇒ ωi
ωj ⇐
→ k
Figure 1: Graphical representation of the Dirac structures of different energy-components of the
Wightman functions iS<,>ij (k, t). Three-momentum and fermion number flow from left to right.
Arrows below and above the fermion lines represent on-shell energies. Here Ki± ≡ k
/
i± + mi and
all normalizations have been omitted.
where the particular normalizations were chosen to facilitate the comparison with the
diagonal limit. Inserting the results (2.28-2.29) back into Eq. (2.16) we find the full 4× 4-
spinor solution to be (again an identical expression can be written for S>ij ):
iS<ij (k, t) = 2pi
∑
h±
1
4ωiωj
Ph(k
/
i± +mi)
[
(k
/
j± +mj)f
m<
ijh±δ(k0 ∓ ω¯ij)
− (k/
j∓ +mj)f
c<
ijh±δ(k0 ∓∆ωij)
]
. (2.30)
The spinor structure of the propagator (2.30), illustrated in Fig. 1, is very suggestive:
in addition to explicit helicity projectors Ph it consists of projection operators k
/
± + m
on states with positive and negative energies for both indices i and j. It is clear that
S<ij mixes different energy and flavour eigenstates. The on-shell distributions f
m<
ijh± with
i 6= j and f c<ijh± are then naturally interpreted as describing the amount of flavour and
particle-antiparticle coherence between the mass eigenstates with energies ±ωi and ±ωj ,
respectively. In what follows, we shall use the following naming convention for the different
contributions to the cQPA Wightman function S<:
“mass-shell” fm<iih±, k0 = ±ωi
“particle or antiparticle flavour-coherence” fm<ijh±, k0 = ±ω¯ij , i 6= j
“particle-antiparticle coherence” f c<iih±, k0 = 0
“particle-antiparticle flavour-coherence” f c<ijh±, k0 = ±∆ωij , i 6= j
The complete dispersion relations corresponding to this shell structure are illustrated in
Fig. 2 for the case of two-flavour mixing. Upper and lower blobs on the right side indi-
cate usual flavour-mixing scenario for particles and antiparticles, including the mass-shell
states and the particle (or antiparticle) flavour-coherence states. Middle blob corresponds
to particle-antiparticle flavour-coherence states. In section 8 we show how the different
coherence solutions emerge from the operator formalism.
Finally, we note that in the limit of mass degeneracy: mi → mj , the solution (2.30)
actually reduces to the flavour-diagonal propagator (2.25). The limit of the propagator is
thus correct despite the fact that the first step in the derivation is not a legitimate operation
for k0 = 0. Hence, Eq. (2.30) is the complete solution for the Wightman function S
<
ij (k, t)
in the cQPA for all energies and all flavour indices. Now also the reason for choosing the
particular normalizations is evident. Furthermore, the hermiticity of S¯<ij (k, t) implies that
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-5 5
k
-5
5
k
0
particle flavour mixing
antiparticle flavour mixing
particle-antiparticle mixing
-ω1 (1)
ω1 (1)
ω2 (1)
-ω2 (1)
-∆ω12 (2)
∆ω12 (2)
k0 = 0 (4)
-ω12 (2)
ω12 (2)
Figure 2: Shown is the cQPA shell structure for the case of two-flavour mixing. Heavy state
1 (blue) has mass m1 = 3 (in arbitrary units) and light 2 (red) m2 = 2. Each curve is labeled
by its energy eigenvalue and all particle-antiparticle coherence solutions are shown with dashed
(green) lines. The number in parenthesis beside each eigenvalue gives the (real) degeneracy of the
corresponding solution.
the complete flavour matrices obey the hermiticity conditions
fm<†h± = f
m<
h± and f
c<†
h± = f
c<
h∓ . (2.31)
2.3 Spectral function and the pole propagators
The spectral function Aψ = i2(S> + S<) satisfies an identical constraint equation to
Eq. (2.10) and thus the solution for a mass basis ij-element is identical to Eq. (2.30).
However, the spectral function must in addition obey the sum rule (2.6), which in the mass
basis reads: ∫
dk0
pi
Aψij(k, t)γ0 = δij . (2.32)
This additional constraint fixes the spectral on-shell functions to fmAijh± = ± ωi2mi δij and
f cAijh± = 0, such that the spectral function reduces to the usual vacuum expression:
Aψij(k, t) ≡ pi sgn(k0)(k
/
+mi)δ(k
2 −m2i )δij . (2.33)
This result emphasizes the fact that quantum coherence is a dynamical phenomenon; it
is entirely contained within dynamical correlation functions, while the static phase space
structure of mass eigenstates defined by the spectral function, remains unchanged. This
division is crucial also for understanding why the (flavoured) Kadanoff-Baym ansatz:
iS<ij (k, t) ∝ 2fm<ik (k, t)Aψkj(k, t) , (2.34)
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which is typically assumed in kinetic theory, completely fails in describing nonlocal quantum
coherence. Indeed, the KB-ansatz explicitly forces iS<ij to have the same phase-space
structure as the spectral function, setting all coherence functions f c<ijh and f
m<
i 6=jh to zero.
This assumption is simply not warranted in general, because S<ij is in no way subjected to
the spectral sum rule. However, the relation −2iAψ = S> + S< together with expressions
(2.30) and (2.33) does give additional constraints between the distribution functions:
fm>ijh± = ±
ωi
mi
δij − fm<ijh± , f c>ijh± = −f c<ijh± . (2.35)
These conditions, unlike the Kadanoff-Baym ansatz, do not exclude the coherence solutions,
but merely express S>ij in terms of S
<
ij .
Let us conclude this section by noting that the retarded and advanced propagators are
directly related to the spectral function: Sr,a(u, v) = ∓2i θ[± (u0− v0)]A(u, v), and so, in
this approximation scheme, they are given by the standard vacuum expressions ( > 0):
Sr,aij (k, t) =
k
/
+mi
k2 −m2i ± isgn(k0)
δij . (2.36)
However, the Feynman and anti-Feynman propagators have nonvanishing coherence parts,
which are explicitly given by the relations
Stij(k, t) = S
r
ij(k, t)− S<ij (k, t) ,
S t¯ij(k, t) = −Saij(k, t)− S<ij (k, t) . (2.37)
Based on Eqs. (2.33-2.37) we conclude that the on-shell functions fm,c<ijh± form a complete set
of dynamical variables for the cQPA, and we will only need the kinetic equation for S< to
derive a closed set of equations of motion for them. From now on we will set fm,c<ijh± → fm,cijh±
whenever there is no risk of confusion.
3. Equations of motion for fermions
To derive the equations of motion for the on-shell functions fm,cijh±, we need to transform
the kinetic equation (2.8) to the mass-diagonal basis. Because the mixing matrices U and
V are in general time dependent, this procedure introduces derivative terms:
Y (∂tS¯
<)Y † = ∂tS¯<d − i[Ξ′ , S¯<d ] ≡ DtS¯<d , (3.1)
where Ξ′(t) ≡ iY (t)∂tY †(t); we use the explicit superscript ′ to indicate that Ξ′ is propor-
tional to the time derivatives of mass matrix m. Using this notation we find the transformed
kinetic equation for ij-element of the mass basis (we again drop the explicit d-indices):
DtS¯
<
ij = −i
(
HˆiS¯
<
ij − S¯<ij Hˆ†j
)
+ γ0(Cij + C†ij)γ0 , (3.2)
where Cij ≡ (XCcollX†)ij with X ≡ γ0Y γ0, and the mass eigenbasis Hamiltonian
Hˆi = k · ~α+ γ0mie− i2
←
Dt ∂k0 (3.3)
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now involves the covariant derivative Dt in the exponent instead of the standard ∂t. We
now insert the spectral solution (2.30) into Eq. (3.2) and integrate over k0, which gives
∂tS¯<ij = −i[Heff , S¯<]ij + γ0〈Cij + C†ij〉γ0 , (3.4)
where we denote 〈 · · · 〉 ≡ ∫ dk02pi ( · · · ), and we defined 〈S〉 ≡ S and
(Heff)ij ≡ (k · ~α+ γ0mi)δij − Ξ′ij = Hiδij − Ξ′ij . (3.5)
Note that the k0-derivatives in Hˆi have now vanished as total derivatives, reducing Hˆi
to the familiar diagonal form given by Eq. (2.14). The explicit form of the integrated
Wightman function is:
S¯<ij =
∑
h±
PhPi±γ0
(
Pj±fmijh± + Pj∓f
c
ijh±
)
≡
∑
±
(S¯m<ij± + S¯c<ij±) , (3.6)
where we have defined positive- and negative-energy projectors onto mass eigenstates:
Pi± ≡ 1
2
(
1± Hi
ωi
)
. (3.7)
Using the identity H2i = ω
2
i it is easy to verify that Pi±’s are projectors obeying:
P 2i± = Pi±, Pi+Pi− = Pi−Pi+ = 0 and HiPi± = ±ωiPi±. (3.8)
3.1 Flavoured quantum Boltzmann equations
Equations (3.4-3.5) are in many ways the simplest and most compact form of the kinetic
equations in the cQPA scheme. However, it is also useful to derive explicit equations for
the on-shell functions. The easiest way to do this is to first solve fm,cijh± from Eq. (3.6) by
taking projections and tracing over Dirac indices:
fmijh± = N
m
ij Tr
[
Pj±γ0Pi±PhS¯<ij
]
,
f cijh± = N
c
ijTr
[
Pj∓γ0Pi±PhS¯<ij
]
, (3.9)
where the normalization constants are
Nmij =
ωiωj
Ω2mij
and N cij =
ωiωj
Ω2cij
, (3.10)
and we defined
Ω2mij ≡
1
2
(ωiωj − k2 +mimj) = m¯2ij −∆ω2ij , (3.11)
Ω2cij ≡
1
2
(ωiωj + k
2 −mimj) = ω¯2ij − m¯2ij . (3.12)
The equations of motion for fm,cijh± can now be obtained by taking time-derivatives of
Eqs. (3.9), and then using the kinetic equation (3.4) for ∂tS¯<ij in the trace, the projec-
tion identities (3.8), as well as the result ∂tHi = γ
0m′i, and finally computing the traces
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of Dirac algebra. It is convenient to define the following generalized (anti)commutator
operations in flavour space:[
O, fs
]m ≡ Ofs − (Ofs)† , {O, fs}m ≡ Ofs + (Ofs)† ,[
O, fs
]c ≡ Ofs − (Of−s)† , {O, fs}c ≡ Ofs + (Of−s)† , (3.13)
where O and fs are matrices in flavour indices with a (possible) dependence on a generic
energy index s = ±.4 Using this notation we find the following coupled set of equations of
motion for fm,cijh±:
∂tf
m
ijh± = ∓i2∆ωijfmijh± −
k2m¯ij
Ω2mij
{m′
ω2
, f−h±}mij + iXmh±[f ]ij + Cmh±[f ]ij , (3.14)
∂tf
c
ijh± = ∓i2ω¯ijf cijh± −
k2m¯ij
Ω2cij
{m′
ω2
, f−h∓}cij + iXch±[f ]ij + Cch±[f ]ij , (3.15)
where the Xm,ch± [f ]-terms involving all flavour-mixing gradients are given by
Xmh±[f ]ij ≡
[
Ξ′+, f+h±
]m
ij
± h [Ξ′−, vk f−h±]mij
− |k|∆ωij
Ω2mij
(
{Ξ′+, vk f−h±}mij ± h {Ξ′−, f+h±}mij
)
+
ω¯ij
m¯ij
[
Ξ′+, mω f
−
h±
]m
ij
± h |k|m¯ij
Ω2mij
[
Ξ′−, mω f
−
h±
]m
ij
(3.16)
and
Xch±[f ]ij ≡
[
Ξ′+, f+h∓
]c
ij
∓ h {Ξ′−, vk f−h∓}cij
− |k|ω¯ij
Ω2cij
([
Ξ′+, vk f−h∓
]c
ij
∓ h {Ξ′−, f+h∓}cij
)
,
− ∆ωij
m¯ij
{Ξ′+, mω f−h∓}cij ± h
|k|m¯ij
Ω2cij
{Ξ′−, mω f−h∓}cij , (3.17)
the diagonal matrix kernels are respectively
(
m′
ω2
)ij = δij
m′i
ω2i
, vk ij = δij
|k|
ωi
and (
m
ω
)ij = δij
mi
ωi
, (3.18)
and we have used a further shorthand notation:
f+h± ≡
1
2
(fmh± + f
c
h∓), and f
−
h± ≡
1
2
(fmh± − f ch∓). (3.19)
Finally, Ξ′± are the hermitian chiral components of the Ξ′-matrix appearing in the com-
mutator in Eq. (3.1):
Ξ′±ij ≡
i
2
(
V ∂tV
† ± U∂tU †
)
ij
, (3.20)
4Note that 1
2
{O, f}m is just the hermitian part of matrix Of and − i
2
[O, f ]m is the anti-hermitian part
of same matrix. The same interpretation does not apply for the [O, f ]c and {O, f}c constructs because of
the change of the energy index in the second term.
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and the collision integrals are given by:
Cmh±[f ]ij = Nmij Tr
[
Pj±γ0Pi±Phγ0〈Cij + C†ij〉γ0
]
,
Cch±[f ]ij = N cijTr
[
Pj∓γ0Pi±Phγ0〈Cij + C†ij〉γ0
]
. (3.21)
Eqs. (3.14-3.15) together with the collision integrals (3.21) form a closed set of equations
of motion for the on-shell functions fα, once the self-energy functionals Σ
<,> appearing in
the collision integrals are specified. Note that despite their somewhat involved appearance,
they still are of a similar form as the usual kinetic Boltzmann equations, only with a larger
number of independent variables. Also, note that most of the complications arise from the
explicit rotation to the mass eigenbasis; the starting equation (3.4) is remarkable simple in
the matrix form. More explicit expressions for the collision integrals will be derived in the
section 4.2 below (see equations (4.17-4.18) and (4.21-4.22)).
3.2 Single-flavour and flavour-diagonal limits
It is instructive to consider the single-flavour and diagonal limits of the full evolution
equations (3.14-3.15). It is easy to see that if we drop the mixing gradients and flavour
mixing by the collision term, diagonal equations with i = j reduce to the single-flavour
equations presented in ref. [6] with a positive real mass m = mR. However, for a more
complete comparison we have to account for the complex mass m = |m|eiθ in the single-field
case. In the current approach the complex phase has to be removed by a chiral rotation
UA = exp(−i12γ5θ). After applying this rotation to both constraint and kinetic equations
we get the following rotated single-flavour quantum Boltzmann equations:
∂tfmh± = ±1
2
(
Φ′kh+fˆch+ + Φ
′
kh−fˆch−
)
+ Cmh±[f ] , (3.22)
∂tfˆch± = ∓i(2ωk + vkhθ′)fˆch± − 1
2
Φ′kh∓(fmh+ − fmh−) + vkhCch±[f ] , (3.23)
where vk ≡ |k|/ωk and all dependence on the mass gradients in mixing terms is encoded
in
Φ′kh± ≡ vkh
|m|′
ωk
∓ i |m|
ωk
θ′ . (3.24)
The new coherence functions fˆch± are related to the ones used in ref. [6] as follows:
fˆch± = vkh cos θ<fch± ∓ sin θ=fch± + i
(
vkh cos θ=fch± ± sin θ<fch±
)
, (3.25)
Note that equations (3.23) are even somewhat simpler than those introduced in ref. [6].
Beyond simplicity, they are also convenient because fˆch±’s turn out to be the functions
with the (local) canonical normalization described in [6].
Let us now move on to the diagonal limit of the mixing case. The above example
underlines the significance of the diagonal chiral rotations, which are relevant also in the
mixing case. Indeed, it is important to note that the rotation matrices U and V are
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elements of the full U(N) group. We can write the diagonalizing matrix Y as a product of
chiral U(1)-rotations and the elements of the SU(N) groups:
Y = PL ⊗ U + PR ⊗ V = PL ⊗ UNL UV UA + PR ⊗ UNR UV U∗A , (3.26)
where UV = exp(i
1
2θV ) and UA = exp(i
1
2θA) are the vector and axial vector U(1) trans-
formations, and the SU(N)L,R transformation matrices can be parametrized as U
N
L,R =
exp(iαaL,Rτ
a). In this parametrization the mixing-gradient matrices (3.20) become:
Ξ′ij =
1
2
[
θ′V δij +
(
α′aR + α
′a
L
)
τaij
]
+
1
2
[
− θ′Aδij +
(
α′aR − α′aL
)
τaij
]
γ5
= Ξ′+ij + γ
5Ξ′−ij , (3.27)
The pure UV -part of Ξ
′ is proportional to identity operator and therefore it does not
contribute to kinetic equations. This is as expected, since UV is actually a pure gauge
transformation. In single-flavour limit UN=1L,R = 1 and only axial vector transformation UA
contributes to mixing gradients in this limit, as shown above.
It is interesting to observe that an effective (varying) complex phase is generated in the
non-hermitian flavour-mixing scenario by the flavour-diagonal mixing gradients. Indeed,
one can show after some algebra that the diagonal mixing-gradient terms (3.16-3.17) reduce
to
Xmh±[f ]ii = i 2Ξ
′−
ii
h|k|
2ωi
(
f ciih+ − f ciih−
)
+ . . . , (3.28)
Xch±[f ]ii = ±i 2Ξ′−ii
h|k|
ωi
f ciih± ± i 2Ξ′−ii
hωi
|k|
m2i
2ω2i
(
fmiih+ + f
m
iih−
)
+ . . . , (3.29)
respectively, where we have written down only the flavour-diagonal self-coupling terms.
By identifying: −2Ξ′−ii = θ′A + (α′aL − α′aR)τaii ∼ θ′, and accounting for the normalization
differences: vkhf
c
ii = fˆc and ±miωi fmii± = fm±, we see that the terms in Eqs. (3.28 - 3.29)
reduce to the nondiagonal (in energy) mixing terms appearing in the single flavour equations
(3.22 - 3.23). Since scalar-like mixing gradients Ξ′+ii do not contribute to flavour diagonals,
this means that neglecting all off-diagonal flavour-mixing terms in Eqs. (3.14 - 3.15) reduces
the system to just N copies of single-flavour equations, as expected. Note that taking the
diagonal flavour-mixing gradients in consideration is necessary to get independent mass-
function phase changes for all diagonal components.
4. Resummed fermion collision term
The basic quantity appearing in the equations of motion (3.14-3.15) is the zeroth moment-
integral of the mass-basis collision term 〈Cd〉 = 〈XCcollX†〉, or more precisely, its projections
defined in Eq. (3.21). In this section we present a general method of expanding this quantity
to the first (leading) order in the interaction width and the gradient of the mass function,
denoted by O1 ≡ O(Γ, ∂tm). We follow closely the analysis presented in ref. [6] for the
single-flavour case.
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As was observed in ref. [6], the rapidly oscillating coherence functions fα give rise to
a leading order O1 term in each order of the naive (♦-)gradient expansion of the collision
integral:
〈Cd〉 =
∫
dk0
2pi
X(t)
1
2
e−i♦
({Σ>(k, t)}{S<(k, t)} − {Σ<(k, t)}{S>(k, t)})X†(t) . (4.1)
If the coherence contributions are present only in the external propagators S<,>, the oscil-
latory gradients can be directly resummed in the Wigner representation [6]. In the general
case the ♦-expansion becomes very complicated however, and it is much more convenient
to rewrite the collision term in the two-time representation:
〈Cd〉 = 1
2
∫
dw0X(t)
(
Σ>(t, w0,k)S
<(w0, t,k)− Σ<(t, w0,k)S>(w0, t,k)
)
X†(t) , (4.2)
where the propagators are defined as
S(w0, w
′
0,k) ≡
∫
d 3(w −w′) e−ik·(w−w′)S(w,w′)
=
∫
dk0
2pi
e−ik0(w0−w
′
0)S
(
k,
w0 + w
′
0
2
)
(4.3)
and similarly for self-energies. We emphasize that we employ the two-time representation
only temporarily to perform the resummation of the oscillatory gradients. At the end
we will recover a Boltzmannian-type collision term involving momentum loop-integrals
and the distribution functions f<,>α (k, t) in the Wigner representation. Next, we want
to express the flavour-basis propagators S<,> and the self-energies Σ<,> in Eq. (4.2) in
terms of the mass-basis propagators, in order to use the spectral solutions of section 2.2.
According to the definition in section 2.2, the propagators transform locally in time in the
(k, t)-representation, and we now define a similar transformation law for the self energies:
Sd(k, t) = Y (t)S(k, t)X
†(t) ,
Σd(k, t) = X(t)Σ(k, t)Y
†(t) . (4.4)
It then follows that in two-time representation the transformation laws are still local in the
average time-coordinate, and not following different end-point times w0 and w
′
0 separately:
Sd(w0, w
′
0,k) = Y
(w0 + w′0
2
)
S(w0, w
′
0,k)X
†(w0 + w′0
2
)
, (4.5)
with a similar expression for Σ<,>d (w0, w
′
0,k). Then the collision term (4.2) becomes
〈Cd〉 = 1
2
∫
dw0X(t)X
†( t+ w0
2
)(
Σ>d (t, w0,k)S
<
d (w0, t,k)
−Σ<d (t, w0,k)S>d (w0, t,k)
)
X
( t+ w0
2
)
X†(t)
=
1
2
∫
dw0
(
Σ>d (t, w0,k)S
<
d (w0, t,k)− Σ<d (t, w0,k)S>d (w0, t,k)
)
+O2 , (4.6)
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where O2 ≡ O(Γ2,Γ∂tm,Γ∂tX).5 In the last row we have used the zeroth order term of
the mixing matrix X expanded in mixing gradients:
X
( t+ w0
2
)
= X(t) + ∂tX(t)(
w0 − t
2
) +O(∂2tX) . (4.7)
We can now see that neglecting O2 corrections in Eq. (4.6) is a good approximation if the
gradients associated with the varying background, ∂t lnm ∼ ∂tX ∼ τ−1 and energy gradi-
ents ∂k0 ln Σ ∼ ω−1 parametrically obey τω & 1. This is consistent with our approximation
that all the elements of the original flavour-basis mass matrix are slowly varying in time.
4.1 Expansion of the propagators S<,>
Next, we want to write the collision term 〈Cd〉 in terms of matrix functions Sm,c<,>ij (k, t)
defined in Eq. (3.6), locally in the external time-variable t. By writing the Wightman
function (2.30) as (we suppress the flavour indices ij for the remaining of this section for
convenience)
S<d (k, t) ≡ 2pi
∑
±
[Sm<± (k, t)δ(k0 ∓ ω¯) + Sc<± (k, t)δ(k0 ∓∆ω)]
≡
∑
±
(
Sm<± (k, t) + S
c<
± (k, t)
)
, (4.8)
where Sm<± and Sc<± can be read off from Eqs. (2.30) or (3.6), and inserting it to the
definition (4.3) we get the two-time representation of the cQPA-Wightman functions as
(t = (u0 + v0)/2):
S<,>d (u0, v0,k) =
∑
±
[
e∓iω¯(u0−v0)Sm<,>± (k, t) + e∓i∆ω(u0−v0)Sc<,>± (k, t)
]
. (4.9)
We obviously need to expand the functions S<,>d (w0, t,k) appearing explicitly in Eq. (4.6).
However, the perturbative expressions for the self-energy functions Σ<,>d (t, w0,k) in general
involve further integrations over internal vertices w0 and w
′
0, and so we need to expand
correlators Sd(w0, w
′
0,k) with arbitrary time-coordinates w0 and w
′
0 with respect to the
external time t = (u0 + v0)/2 to zeroth order. This can be done by a simple Taylor
expansion:
S<,>d
(
k,
w0 + w
′
0
2
)
=
∞∑
n=0
1
n!
(w0 + w′0
2
− t
)n
∂nt S
<,>
d (k, t
)
. (4.10)
The time-derivatives ∂nt S
<
α (k, t) can be found from the equations of motion (3.14-3.15). To
zeroth order these reduce to ∂tf
m
h± = ∓i2∆ωfmh± and ∂tf ch± = ∓i2ω¯f ch±, indicating that the
on-shell functions fmh± and f
c
h± are oscillating in quantum scales with frequencies 2∆ω and
5The second order correction to the equation (4.6) from the explicit mixing gradients can be ex-
pressed using the notation of the section 4.1 as δ〈C〉 = 1
4
∑
±
[
γ0Ξ′γ0 , (∂k0Σ
>
eff(k0,k, t)S<± (k, t) −
∂k0Σ
<
eff(k0,k, t)S>± (k, t))
]|k0=±ωk + ... , where other second order terms arise from the equations of mo-
tion of the correlators S<,> or explicitly expanding Σ>eff in gradients of ∂tm, ∂tX.
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2ω¯, respectively. This holds true in the distribution sense also for the functions Sm<,>± (k, t)
and Sc<,>± (k, t) and we get:
∂nt S
m<,>
± = (∓i2∆ω)nSm<,>± +O1 , ∂nt Sc<,>± = (∓i2ω¯)nSc<,>± +O1 . (4.11)
Using these equations recursively in the Taylor expansions, we find that distributions Sm<,>±
and Sm<,>± depending on the average time (w0 + w′0)/2 reduce to quantities evaluated at
time t, multiplied by the phase factors:
∞∑
n=0
1
n!
(w0 + w′0
2
− t
)n
∂nt S
m<,>
± (k, t) = e
∓i∆ω(w0+w′0−2t)Sm<,>± (k, t) +O1 ,
∞∑
n=0
1
n!
(w0 + w′0
2
− t
)n
∂nt S
c<,>
± (k, t) = e
∓iω¯(w0+w′0−2t)Sc<,>± (k, t) +O1 . (4.12)
Inserting these results to Eq. (4.3) one eventually finds:
S<,>d (w0, w
′
0,k) =
∑
±
[
e∓iω¯(w0−w
′
0)∓i∆ω(w0+w′0−2t)Sm<,>± (k, t)
+ e∓i∆ω(w0−w
′
0)∓iω¯(w0+w′0−2t)Sc<,>± (k, t)
]
+ O1 . (4.13)
As a trivial consistency check we see that this expansion reduces to Eq. (4.9) as w0 → u0
and w′0 → v0. Physically the propagator (4.13) is an approximation which takes into
account the rapid temporal variations due to oscillations of the coherence functions, but
neglects the corrections due to temporal variations in the background fields as well as the
corrections from the full memory effects of the dynamical interactions. When applied to
the case w′0 = t, Eq. (4.13) implies a particularly simple phase dependence:
S<,>d (w0, t,k) =
∑
±
e∓iωi(w0−t)S<,>± (k, t) +O1 , (4.14)
where we denote S<,>± = Sm<,>± + Sc<,>± . Applying equation (4.14) to the propagators in
the collision term (4.6), we find
〈Cij〉 = 1
2
∑
k±
(
Σ>eff,ik(±ωk,k, t)S<kj±(k, t)− Σ<eff,ik(±ωk,k, t)S>kj±(k, t)
)
+O2 , (4.15)
where the effective self-energy function is defined by:
Σ<,>eff,ij(k, t) ≡
∫
dw0e
ik0(t−w0)Σ<,>d,ij (t, w0,k) . (4.16)
This is formally the most important result of this section. Note that the effective self-energy
functions Σ<,>eff,ij(±ωj ,k, t) are not in general equivalent to the projections Σ<,>ij (±ωj ,k, t)
of the original Wigner representation self-energy. However, both reduce to the same expres-
sion in the limit ∂tΣ
<,>(k, t) = O1, i.e. in the case that the oscillatory coherence solutions
do not contribute to the self-energy. Perturbation theory rules for evaluating Σ<,>eff,ij(k, t)
will be derived in section 6.
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It is interesting to see that in the end, after the resummation has been carried out,
Eq. (4.15) can be written in an integral form formally equivalent to the naive lowest order
gradient expansion of the equation (4.1):
〈Cij〉 ≡ 1
2
∫
dk0
2pi
(
Σ>eff,ik(k, t)S
<
eff,in,kj(k, t)− Σ<eff,ik(k, t)S>eff,in,kj(k, t)
)
. (4.17)
The crucial difference is the replacement of the original self-energy functions and the cQPA
Wightman propagators by the effective self-energy functions Σ<,>eff and the effective in-
propagators:
iS<,>eff,in,ij(k, t) ≡2pii
∑
±
(Sm<,>ij± (k, t) + Sc<,>ij± (k, t)) δ(k0 ∓ ωi)
≡iSm<,>eff,in,ij(k, t) + iSc<,>eff,in,ij(k, t) . (4.18)
We conclude this section by finding the most general explicit expressions for the collision
integrals Eq. (3.21), consistent with the symmetries (spatial homogeneity and isotropy) of
the problem.
4.2 Explicit collision integrals
By using covariant formulation for the Dirac structures the collision integrals (3.21) can
be rewritten as
Cmh±[f ]ij =
1
4Ω2mij
Tr
[
〈Cij + C†ij〉γ0Ph(k
/
j± +mj)(k
/
i± +mi)
]
,
Cch±[f ]ij = −
1
4Ω2cij
Tr
[
〈Cij + C†ij〉γ0Ph(k
/
j∓ +mj)(k
/
i± +mi)
]
. (4.19)
Similarly to Eq. (2.16) we can write the helicity projections of the most general spatially
homogeneous and isotropic effective self-energy Σ<,>eff in the Dirac notation as
PhiΣ
<,>
eff (k, t) = Ph
[
γ0A<,>h + kˆ · γ B<,>h + C<,>h + ihγ5D<,>h
]
. (4.20)
Now, using Eq. (4.15) for 〈Cij〉 and the projector properties of the propagator matrices
Sm,c<,>ij± on the self-energies (4.20) it is relatively straightforward to show that the collision
integrals of the Boltzmann equations (3.14-3.15) take the following form:
Cmh±[f ]ij = −
1
2
(
{A>h , f<+h± }mij ± {B>h , vk f<−h± }mij ± {C>h , mω f<−h± }mij
+
i|k|∆ωij
Ω2mij
(
i
[
A>h , vk f
<−
h±
]m
ij
± i [B>h , f<+h± ]mij + {D>h , mω f<−h± }mij)
+
ω¯ij
m¯ij
(
{A>h , mω f<−h± }mij ± {C>h , f<+h± }mij + i
[
D>h , vk f
<−
h±
]m
ij
)
± |k|m¯ij
Ω2mij
(
{B>h , mω f<−h± }mij − {C>h , vk f<−h± }mij ∓ i
[
D>h , f
<+
h±
]m
ij
)
−
[
>↔<
])
, (4.21)
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Cch±[f ]ij = −
1
2
(
{A>h , f<+h∓ }cij ∓
[
B>h , vk f
<−
h∓
]c
ij
∓ [C>h , mω f<−h∓ ]cij
+
|k|ω¯ij
Ω2cij
(
− {A>h , vk f<−h∓ }cij ±
[
B>h , f
<+
h∓
]c
ij
+ i
[
D>h ,
m
ω f
<−
h∓
]c
ij
)
+
i∆ωij
m¯ij
(
i
[
A>h ,
m
ω f
<−
h∓
]c
ij
∓ i {C>h , f<+h∓ }cij − {D>h , vk f<−h∓ }cij
)
± |k|m¯ij
Ω2cij
([
B>h ,
m
ω f
<−
h∓
]c
ij
− [C>h , vk f<−h∓ ]cij ± i [D>h , f<+h∓ ]cij)
−
[
>↔<
])
. (4.22)
Keeping in mind that here iΣ<,>eff,ij± ≡ iΣ<,>eff,ij(±ωj) depends on the energy index ±, we
have enlarged the notation (3.13) to accommodate this:
[
Σs, fs
]m ≡ Σsfs − (Σsfs)† , {Σs, fs}m ≡ Σsfs + (Σsfs)† ,[
Σs, fs
]c ≡ Σsfs − (Σ−sf−s)† , {Σs, fs}c ≡ Σsfs + (Σ−sf−s)† , (4.23)
and the generalized anticommutators of f±α :s with the self-energies Σ without ± indices
are reduced as follows (with obvious generalization to commutators):
{Σ, f<±′h± }m ≡
1
2
{Σ±, fm<h± }m ±′
1
2
{Σ∓, f c<h∓}m ,
{Σ, f<±′h± }c ≡
1
2
{Σ±, fm<h± }c ±′
1
2
{Σ∓, f c<h∓}c . (4.24)
For example the first term of Eq. (4.21) is explicitly written as follows:
{A>h , f<+h± }mij =
1
2
∑
k
(
A>ikh(±ωk)fm<kjh± + fm<ikh±A>†kjh(±ωk)
+ A>ikh(∓ωk)f c<kjh∓ + f c<ikh±A>†kjh(∓ωk)
)
, (4.25)
and respectively the first term of Eq. (4.22) is
{A>h , f<+h∓ }cij =
1
2
∑
k
(
A>ikh(±ωk)f c<kjh± + f c<ikh±A>†kjh(∓ωk)
+ A>ikh(∓ωk)fm<kjh∓ + fm<ikh±A>†kjh(±ωk)
)
. (4.26)
Note that the flavour index of the matrix multiplication dictates the energy dispersion
k0 = ±ωk of the effective self-energy, and observe in particular the delicate inversion of
signs in the dispersion for the second f c-terms, in accordance with Eqs. (4.15) and (2.31).
Equations (4.21-4.22) present the most general form of the fermionic collision integrals
in the cQPA approximation, consistent with the spatial homogeneity and isotropy. Fur-
ther reduction is possible only after an explicit expression for the self-energy functions is
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specified.6 A perturbative expansion for Σ<,>eff ’s, which automatically accounts for the re-
summation of the oscillations of the coherence propagators, could easily be written down in
the two-time representation using the zeroth order expanded propagators Eq. (4.13). How-
ever, in section 6 we will show how this expansion can be rewritten in terms of effective
momentum space Feynman rules, which make the computation of Σ<,>eff straightforward
up to a desired order in perturbation expansion including an arbitrary number of coherent
propagators, without leaving the Wigner representation. Before this, we shall extend our
analysis to the case of scalar fields, however.
5. Scalar fields
The cQPA approximation can be employed also for other types of quantum fields than
fermions, although the analysis is qualitatively different since the spinor structure and
corresponding projection operators are not present. In this section we formulate the cQPA
quantum transport equations for flavour-mixing complex scalar fields following the same
approximation scheme we used for fermions, described in section 2.1. As a result, we will
find the same singular phase space structure with the shells: k0 = ±ω¯ = ±(ωi +ωj)/2 and
k0 = ±∆ω = ±(ωi − ωj)/2, as for fermions.7 However, because of the structural difference
between scalar and fermionic KB-equations, the derivation of the transport equations is
now conceptually different to the method for fermions; analogously to our earlier works
for single flavour scalar field [3, 6], we need to introduce multiple k0-moment integrals to
obtain closure.
As with fermions, we start by writing down the Kadanoff-Baym equations for the
Wightman functions i∆<(u, v) = 〈φ†(v)φ(u)〉 and i∆>(u, v) = 〈φ(u)φ†(v)〉 in the Wigner
representation (see e.g. ref. [12]):(
k2− 1
4
∂2x+ik ·∂x−m2e−
i
2
←−
∂x∂k
)
∆<,>−e−i♦{Πh}{∆<,>}−e−i♦{Π<,>}{∆h} = Cφcoll , (5.1)
where ∆h = ∆t − (∆> + ∆<)/2 and Πh = Πt − (Π> + Π<)/2, while ∆t and Πt denote
the time-ordered Green’s function and the corresponding self-energy. The form of the
collision term Cφcoll can be obtained from Eq. (2.3) by replacing S → ∆ and Σ → Π. The
mass m2 as well as i∆<,>(k, x) and iΠ<,>(k, x) are hermitian N × N matrices in flavour
indices. Proceeding through the steps 1-3 in the approximation scheme described in section
2.1, we drop the terms proportional to ∆h and Πh in KB-equations (5.1) and (by spatial
homogeneity) set ~∂xi∆
<,>(k, x) = ~∂xm
2(x) = 0. After these approximations we break the
6Let us again emphasize that if there is no coherence contributions inside the self energies, e.g. in the
case of interaction with thermal bath, then to leading order Σ<,>eff (k, t) just reduce to standard Wigner
representation self-energies Σ<,>(k, t), which can be computed using the standard techniques of CTP-
formalism or real-time formalism of thermal field theory. This type of simple example is considered in
section 7, where we apply our formalism to CP -violating flavour mixing in the presence of collisions with
thermal background.
7This complete shell structure for mixing scalar fields was also observed in ref. [14]. However, in this
work the rapidly oscillating k0 = ±∆ω coherence-solutions were subsequently neglected in the derivation
of the transport equations.
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KB-equation into hermitian (H) and antihermitian (AH) parts, finding eventually:(
k2 − 1
4
∂2t − cos
(1
2
∂mt ∂
∆
k0
)1
2
{
m2, ◦}+ sin (1
2
∂mt ∂
∆
k0
) i
2
[
m2, ◦]) i∆<,> = −CA , (5.2)(
k0∂t + cos
(1
2
∂mt ∂
∆
k0
) i
2
[
m2, ◦]+ sin (1
2
∂mt ∂
∆
k0
)1
2
{
m2, ◦}) i∆<,> = CH , (5.3)
where [X, ◦]Y ≡ [X,Y ], CH ≡ (Cφcoll + Cφ†coll)/2 and CA ≡ (Cφcoll − Cφ†coll)/(2i), and the super-
scripts on derivatives denote explicitly that t-derivatives always act on the mass function
m2(t), while k0-derivatives act on the correlators i∆
<,>(k, t).
5.1 Phase space structure
We now proceed to steps 4-5 in the cQPA approximation scheme, and analyze the KB-
equations (5.2-5.3) in the zeroth order in Γ and ∂tm to find out the singular phase-space
structure. Unlike in the case with fermions, for scalars both H- and AH-equations contain
explicit time-derivatives even in zeroth order in mass gradients, and we need to use both
equations to derive the algebraic constraint: first the collisionless AH-equation (5.3) is
solved to the lowest order to give ∂ti∆
<,> = − i
2k0
[m2, i∆<,>], and then this relation is
used recursively to compute the second derivative term ∂2t i∆
<,> in Eq. (5.2), again to
the lowest order in mass gradients. This procedure leads to the zeroth-order algebraic
constraint equation(
k20 − k2 −
1
2
{m2, ◦}+ 1
16k20
[
m2, [m2, ◦]] )i∆<,>(k, t) = 0 . (5.4)
Next, we go to the mass basis by diagonalizing the hermitian mass matrix: m2 → m2d =
Um2U †, where U is a unitary mixing matrix. The correlators transform similarly: ∆ →
∆d = U∆U
†. In the mass basis Eq. (5.4) becomes(
(k20 − k2 −M2ij)k20 + (∆mijm¯ij)2
)
i∆<,>ij (k, t) = 0 . (5.5)
where M2ij ≡ (m2i + m2j )/2. We see that the multiplying factor in parenthesis is equal
to the fermionic constraint determinant in Eq. (2.19), and thus the nonzero solutions of
∆<,>ij ≡ (∆<,>d )ij must be proportional to either δ(k0 ∓ ω¯ij) or δ(k0 ∓ ∆ωij), as before.
There are no further algebraic constraints and we can parametrize the cQPA-propagators
∆<,>ij as
i∆<,>ij (k, t) =
pi ω¯ij
ωiωj
∑
±
(
± fm<,>ij± δ (k0 ∓ ω¯ij) + f c<,>ij± δ (k0 ∓∆ωij)
)
. (5.6)
To zeroth order the spectral function Aφ = i2(∆>−∆<) obeys identical KB-equations
to Eqs. (5.2-5.3), and consequently the solution is of the same form as Eq. (5.6). In addition
however, the spectral function must obey the sum rule∫
dk0
pi
(
k0 +
i
2
∂t
)Aφij(k, t) = δij , (5.7)
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following from the equal-time commutation relations of the scalar fields φi. It turns out
that this relation completely fixes the values of the corresponding on-shell functions (see
ref. [3]) to fmAij± =
1
2δij and f
cA
ij± = 0, reducing the spectral function to its standard form
Aφij(k, t) = pi sgn(k0)δ(k2 −m2i )δij . (5.8)
Furthermore, using this result with the defining relation 2iAφ = ∆< −∆>, one can easily
show that the dynamic functions f>(k, t) and f<(k, t) are related:
fm>ij± = δij + f
m<
ij± , f
c>
ij± = f
c<
ij± . (5.9)
That is, only half of the on-shell functions appearing in ∆<,> are free variables. In what
follows, we derive equations of motion for the on-shell functions fm,c<ij± ≡ fm,cij± ≡ fα.
5.2 Equations of motion
We derive the transport equations for the on-shell functions fα by inserting the singular
cQPA-propagator (5.6) as an ansatz into the full KB-equations (5.2-5.3). The unknown
on-shell functions can be extracted from ∆<ij(k, t) by integration with different weight
functions. To be specific, we use moment functions:
ρn(k, t) =
∫
dk0
2pi
kn0 i∆
<
d (k, t) . (5.10)
To get the closure we need at least four different moments, or alternatively, we could use
three moments and one time-derivative of a moment since the constraint equation (5.2) is a
second order differential equation w.r.t. t. It appears that the most natural choice is to use
the three lowest moments ρ0,1,2 and the derivative ∂tρ0. In order to relate these moments,
and in particular the derivative ∂tρ0, to the f -functions of Eq. (5.6), one needs to solve
the derivatives ∂tfα in terms of fα to zeroth order. The required zeroth order equations
of motion can be obtained by solving Eq. (5.3) for any four moments, for example ρ1,2,3,4,
using the singular cQPA-propagator (5.6). In this way one finds the equations
∂tf
m
ij± = ∓2i∆ωijfmij± +O1 , ∂tf cij± = ∓2iω¯ijf cij± +O1 , (5.11)
which are identical to fermionic equations of motion (3.14-3.15) to zeroth order. By com-
puting the moments (5.10) of the cQPA-propagator (5.6), and using Eqs. (5.11) for the
derivatives ∂tfα appearing in ∂tρ0, we then obtain a set of invertible relations between fα
and the moment functions:
ρ0
∂tρ0
ρ1
ρ2

ij
=
ω¯ij
2ωiωj

1 −1 1 1
−2i∆ω −2i∆ω −2iω¯ 2iω¯
ω¯ ω¯ ∆ω −∆ω
ω¯2 −ω¯2 ∆ω2 ∆ω2

ij

fm+
fm−
f c+
f c−

ij
+O1 , (5.12)
where an element wise rule of matrix multiplication is applied to the flavour indices which
are suppressed to generic subscripts for convenience.
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The evolution equations for the moments ρ0,1,2 and ∂tρ0 are found by taking the zeroth
moment of Eq. (5.2) and the zeroth and the first moments of Eq. (5.3). Transforming these
equations to the mass-diagonal basis amounts to replacement:
∂tρn → Dtρn ≡ ∂tρn − i[Θ′ , ρn] , Θ′ ≡ iU∂tU † , (5.13)
analogous to fermions (see Eqs. (3.1-3.2)). The resulting equations of motions for the
moments are given by
D2t ρ0 − 4ρ2 + 4(ω¯2 + ∆ω2)ρ0 = 4〈CAd〉 ,
Dtρ1 + 2i∆ωω¯ρ0 = 〈CHd〉 ,
Dtρ2 + 2i∆ωω¯ρ1 − (ω¯ω¯′ + ∆ω∆ω′)ρ0 = 〈k0CHd〉 , (5.14)
where C(H,A)d ≡ UCH,AU †, and we have suppressed the flavour indices, for which the
multiplication rule is elementwise as in Eq. (5.12).
Unlike in the case of fermions, we do not attempt to rewrite the evolution equations in
terms of f -functions, although it could be done e.g. by differentiating the inverted equations
(5.12) and using the evolution equation (5.14). This change of variables carries a subtle
issue related to the gradient expansion however, as the moment equations are exact in the
sense of gradient expansion but the inversion relations are only valid to zeroth order. To
avoid this unnecessary loss of accuracy, and also to keep the evolution equations simpler,
we prefer to write the qBE’s in terms of the moments rather than the f -functions in the
scalar case. In practice, this means that the f -functions are only used in the collision
integrals, and only in this context their relation to moments needs to be defined through
the inverse of equations (5.12).
The subtlety with the inversion is related to an inherent “ambiguity” in choosing the
particular set of moments (or choice of moment weight functions) to define the integrated
equations of motion. Indeed, transport equations based on higher moments (e.g. for ρ1,2,3,4)
would be equivalent to Eqs. (5.14) only up to zeroth order in gradients and scattering
width, because the singular correlator (5.6) and consequently the relations (5.12) between
f -functions and the moments are valid only to zeroth order. Our choice of moments is the
most natural one in the following sense however: using the flat weight (lowest moment)
to integrate the KB-equations (5.2-5.3) corresponds to encoding no exterior information
on the dynamical equations (see the discussion in section 5 in ref. [1]). This creates the
two first equations of Eqs. (5.14). However, the flat weight integration generates an extra
moment ρ2 into the integrated H-equation, and the only way to reach closure without
adding new moments is to take the first moment of AH-equation. This we have done to
obtain the last equation in Eqs. (5.14).8
The moment choice problem is also related to which order in gradients one is work-
ing. For example, going to higher order in gradients would involve more independent mo-
ments, but a consistent treatment would then require using more complicated phase-space
8For fermions this issue did not arise because there the flow term of the (k0-integrated) dynamical KB-
equation does not couple zeroth moment of the correlator 〈S<(k, t)〉 to higher moments. For scalars the
issue is more delicate because we are forced to use a mixture of different moment functions.
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structure for the correlator ∆<(k, t), which can be obtained as a generalized distributive
expansion in gradients. We explore this issue to some detail in Appendix A.
5.3 Resummed scalar collision term
We need to express the collision integrals appearing in Eq. (5.14) in terms of the distribu-
tion functions fm± and f c± (and eventually in terms of the moments using the connection
Eqs. (5.12)). Likewise with fermions, the basic quantity we encounter is the α-moment
integral of the collision term in the mass basis:
〈Cα〉 =
∫
dk0
2pi
kα0 U(t)
1
2
e−i♦
({Π>(k, t)}{∆<(k, t)} − {Π<(k, t)}{∆>(k, t)})U †(t) , (5.15)
where we now need α = 0, 1. Again, to resum the oscillatory gradients of the distribution
functions in the ♦-expansion, we write the collision term in the two-time representation:
〈Cα〉 = 1
2
∫
dw0(i∂r0)
α
[
Π>d
(
t+
r0
2
, w0
)
∆<d
(
w0, t− r0
2
)
−Π<d
(
t+
r0
2
, w0
)
∆>d
(
w0, t− r0
2
)]
r0=0
, (5.16)
where we have dropped the time-gradients of the mixing matrix U(t), as before. For α = 0
this immediately reduces to a formula analogous to Eq. (4.6) for fermions. For α = 1 the
extra ∂r0-derivative gives rise to an additional complication, but we still continue to search
for a consistent expansion around the external time t as before. We begin by writing the
spectral propagator (5.6) in two-time representation as
i∆<ij(w0, w
′
0,k) =
∫
dk0
2pi
e−ik0(w0−w
′
0)i∆<ij
(
k0,k,
w0 + w
′
0
2
)
=
ω¯ij
2ωiωj
∑
±
[
± e∓iω¯(w0−w′0)∓i∆ω(w0+w′0−2t)fm<,>± (k, t)
+e∓i∆ω(w0−w
′
0)∓iω¯(w0+w′0−2t)f c<,>± (k, t)
]
ij
+O1 , (5.17)
where we Taylor-expanded fα
(
k,
w0+w′0
2
)
around the external time variable t, and used
the recursive zeroth order equations of motion: ∂nt f
m± = (∓i2∆ω)nfm± + O1 and ∂nt f c± =
(∓i2ω¯)nf c± + O1, exactly as in the fermionic case. Now, using the expanded propagator
(5.17) in the collision integrals (5.16) we get:
〈Cα〉ij = −1
2
∑
±,k
ω¯kj
2ωkωj
(
± (± ω¯kj + i
2
∂t
)α
iΠ>eff,ik(±ωk,k, t) fm<kj±(k, t)
+
(±∆ωkj + i
2
∂t
)α
iΠ>eff,ik(±ωk,k, t) f c<kj±(k, t)
)
−
[
>↔<
]
, (5.18)
where the time-derivative operator acts only on the effective self-energies defined as
Π<,>eff,ij(k, t) ≡
∫
dw0e
ik0(t−w0)Π<,>ij (t, w0,k) . (5.19)
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Note again the simplicity of these results; to get the collision integral for an arbitrary
moment equation, we only need to evaluate a single generic function Π<,>eff,ik(±ωk,k, t),
which is of the same form as the fermionic effective self-energy function (4.16).
The collision integrals appearing in the equations of motion (5.14) are just the her-
mitian and the antihermitian parts of Eqs. (5.18): 〈CHd〉 = 12(〈C0〉 + 〈C†0〉), 〈CAd〉 =
1
2i(〈C0〉 − 〈C†0〉) and 〈k0CHd〉 = 12(〈C1〉 + 〈C†1〉). Using the conventions (4.23) for the
generalized (anti)commutators in flavour space, we finally obtain the following explicit
expressions:
〈CAd〉ij = −1
8
∑
±
∓
(
i
[
iΠ>eff±,
1
ω f
<+
±
]m
ij
+
ω¯ij
ωiωj
i
[
iΠ>eff±, f
<+
±
]m
ij
+
i∆ωij
ωiωj
{iΠ>eff±, f<+± }mij −
[
>↔<
])
, (5.20)
〈CHd〉ij = −1
8
∑
±
±
(
{iΠ>eff±, 1ω f<+± }mij +
ω¯ij
ωiωj
{iΠ>eff±, f<+± }mij
− i∆ωij
ωiωj
i
[
iΠ>eff±, f
<+
±
]m
ij
−
[
>↔<
])
(5.21)
and
〈k0CHd〉ij = − 1
16
∑
±
(
{iΠ>eff±, (f<+± + f<−± )}mij ± {i∂t(iΠ>eff±), 1ω f<+± }mij
+
ω¯ij
ωiωj
(
{iΠ>eff±, ω f<+± }mij + ωiωj{iΠ>eff±, 1ω f<−± }mij ± {i∂t(iΠ>eff±), f<+± }mij
)
+
∆ωij
ωiωj
([
iΠ>eff±, ω f
<+
±
]m
ij
− ωiωj
[
iΠ>eff±,
1
ω f
<−
±
]m
ij
± [i∂t(iΠ>eff±), f<+± ]mij)
−
[
>↔<
])
, (5.22)
where the diagonal matrix kernels are defined in analogy to Eq. (3.18):
(ω)ij = δijωi and (
1
ω
)ij = δij
1
ωi
, (5.23)
and we have again used shorthand notations:
f<+± ≡
1
2
(fm<± ± f c<± ) , f<−± ≡
1
2
(fm<± ∓ f c<± ) and Π<,>eff,ij± ≡ Π<,>eff,ij(±ωj) . (5.24)
As emphasized before, in order to perform practical calculations using Eqs. (5.14) with the
moment integrals as dynamical variables, one has to use the inverse relations of Eqs. (5.12)
to express the collision integrals (5.20-5.22) in terms of the moment functions ρ0,1,2 and
∂tρ0. In practice, this inversion can be left to numerical routines, since the expressions of
the collision terms take the simplest form in terms of f -functions.
6. Momentum space Feynman rules
In this section we derive generalized Feynman rules for computing the effective self-energy
functions iΣeff and iΠeff through perturbative techniques, including the coherence effects.
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Standard methods, such as the 2PI formalism [28], exist for diagrammatic expansion of
the two-time self-energies Σab(u, v) and Πab(u, v) appearing in equations (4.16) and (5.19),
and our task is to reduce the computation of the diagrams into a set of momentum space
Feynman rules. We derive these rules by replacing all propagators in a given diagram by
our resummed propagators (4.13) and (5.17), transforming these propagators to momentum
space and performing all time integrations related to internal vertices. To be specific we
shall consider a generic Yukawa type interaction Lagrangian between the scalar and fermion
fields:
Lint = −ylij φl ψ¯i ψj + h.c. . (6.1)
However, from our final results it is obvious how these Feynman rules generalize to arbitrary
interactions.
The main part of the derivation consists of completing the time-integrals at vertices,
accounting for the nontrivial phase factors in propagators. To begin with, it is convenient
to rewrite the propagators (4.13) and (5.17) in a generic 4-dimensional representation:
S<,>ij (w0, w
′
0,k) =
∫
dk0
2pi
e−ik0(w0−cijw
′
0)+ik0(1−cij)tS<,>eff,in,ij(k, t) ,
∆<,>kl (w0, w
′
0,p) =
∫
dp0
2pi
e−ip0(w0−cklw
′
0)+ip0(1−ckl)t∆<,>eff,in,kl(p, t) . (6.2)
where S<,>eff,in,ij(k, t) are the (effective) in-propagators, given by Eq. (4.18), with a similar
definition for the scalar propagators ∆<,>eff,in,kl(p, t).
9 The phase factors are given by cij =
+ωj/ωi for G
m<,>
eff,in,ij , and cij = −ωj/ωi for Gc<,>eff,in,ij , where we use generic notation G =
{S,∆} for fermion and scalar propagators. Because the phase factors are different for m-
and c-parts of the full G<,>eff,in,ij , Eq. (6.2) is understood to hold for the corresponding parts
separately. For the flavour-diagonal pole-propagators we use the standard expressions,
Eq. (2.36) in two-time representation and similarly for scalars, which are directly of the
form (6.2) with “normal” phase factors cii = +1. We note that the normal phase factor also
applies to the flavour-diagonal mass-shell propagators Gm<,>ii . For all other (component)
propagators, which encode the flavour or particle-antiparticle coherence, the overall phase
factors are “abnormal”, except in the particular case of w′0 = t, where the nontrivial cij-
terms cancel.
To proceed, we need to show that the total t-phase arising from exp(ik0(1−cij)t)-factors
in the decompositions (6.2) vanishes for an arbitrary self-energy Σeff(k, t) or Πeff(k, t) di-
agram. This can be shown by a direct computation using Eqs. (6.2) and following the
identical steps as in [6] for single-flavour case. Alternatively, by the flavour-covariant for-
mulation of [21] the cancellation of the total t-phase follows trivially by the shift of vertex
time-integration variables. After the cancellation of the t-phase, the derivation of the
Feynman rules is straightforward. Based on Eq. (6.2) one would obtain rules with (ef-
fective) propagators iS<,>eff,in,ij(k, t) and i∆
<,>
eff,in,kl(p, t) for fermion and scalar lines, and the
vertex rule with modified energy-conservation delta-functions involving cij-factors. These
rules would provide a generalization of the Feynman rules derived in ref. [6] to the case of
9In this section we use k, l instead of i, j to denote scalar flavour-indices.
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flavour-mixing fields. However, these Feynman rules are somewhat complicated to use in
practice, because of the nontrivial cij-factors in the vertex rule with a delicate dependence
on the flavour and particle-antiparticle coherence components and the direction signatures
associated with the propagators. We shall therefore follow a different approach here.
6.1 Extended Kadanoff-Baym ansatz
An equivalent, but more intuitive and transparent set of Feynman rules can be obtained
by rewriting the two-time Wightman functions (4.13) and (5.17) in the doubly Fourier
transformed form (this step is not necessary for the pole propagators):
S<,>ij (w0, w
′
0,k) =
∫
dk0
(2pi)
d4k′
(2pi)4
e−i(k0w0−k
′
0w
′
0)S<,>eff ij(k, k
′; t) ,
∆<,>kl (w0, w
′
0,p) =
∫
dp0
(2pi)
d4p′
(2pi)4
e−i(p0w0−p
′
0w
′
0)∆<,>eff kl(p, p
′; t) , (6.3)
where we have dropped the t-phase factor which cancels at the end, as discussed above.
The idea here is that after performing time integrations in internal vertices w0 and w
′
0 we
are left with normal energy conservation delta functions in momentum space at the price
of having different 4-momenta k and k′ at the “in” and “out” ends of each Wightman
function. This structure is nicely reflected in the explicit forms of the doubly transformed
propagators:
iS<,>eff ij(k, k
′; t) = Aψii(k)F<,>ψ ij (k, k′; t)Aψjj(k′) ,
i∆<,>eff kl(p, p
′; t) = Aφkk(p)F<,>φkl (p, p′; t)Aφll(p′) , (6.4)
where the spectral functions Aψii(k) and Aφkk(p) are defined in Eqs. (2.33) and (5.8), and
F<,>ψ ij (k, k
′; t) ≡4(2pi)3δ3(k− k′)
∑
h,±
Ph(kˆ)θ
k
±
(
θk
′
±f
m<,>
ijh± + θ
k′
∓f
c<,>
ijh±
)
,
F<,>φkl (p, p
′; t) ≡4(2pi)3δ3(p− p′)
∑
±
±2ω¯klθp±
(
θp
′
±f
m<,>
kl± ∓ θp
′
∓f
c<,>
kl±
)
, (6.5)
where e.g. θk± ≡ θ(±k0) and fm<,>ijh± ≡ fm<,>ijh± (k, t). The F<,>ψ,φ ij-functions can be understood
as effective 2-point vertex functions, which encode all quantum statistical information of the
Wightman functions, including flavour and particle-antiparticle coherence, as well as the
helicity structure for fermions. Each Wightman function can then be viewed as a composite
operator consisting of two standard on-shell spectral functions coupled by effective 2-point
interactions; the amount of coherence in the system is directly manifested as the strength
of these couplings.
Now, using the following properties of the spectral functions:∫
d4k′
(2pi)4
Aψii(k)
[
± ωi
mi
θk±θ
k′
± δij(2pi)
3δ3(k− k′)
]
Aψjj(k′) =
1
2
Aψii(k)θk± ,∫
d4p′
(2pi)4
Aφkk(p)
[
± 2ωkθp±θp
′
±δkl(2pi)
3δ3(p− p′)
]
Aφll(p′) =
1
2
Aφkk(p)θp± , (6.6)
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we can connect our fully diagonal (both in flavour and in energy) Wightman functions to
their usual kinetic theory counterparts:∫
d4k′
(2pi)4
iSm<,>ii eff (k, k
′; t) = 2Aψii(k)
∑
h,±
±Ph(kˆ)θk±
mi
ωi
fm<,>iih± ,∫
d4p′
(2pi)4
i∆m<,>kk eff (p, p
′; t) = 2Aφkk(p)
∑
±
θp±f
m<,>
kk± . (6.7)
One readily recognizes the form of the Kadanoff-Baym ansatz here. Thus, our effective
Wightman functions can be understood as an enlarged Kadanoff-Baym ansatz, which allows
to encode the coherence information as well. Conversely, it is now clear why making the
KB-ansatz for the propagator from the outset completely misses all coherence information.
6.2 cQPA Feynman rules
We will now present the complete set of momentum space Feynman rules to compute the
effective self-energies iΣeff(k, t) and iΠeff(k, t) involving the flavour-coherent propagators
in the Yukawa theory with interaction (6.1). Let us first write down the general relations
between the primary CTP-propagators Gab, a, b = ±, appearing in generic loop-diagrams
in the CTP-formalism, and the pole- and the Wightman-propagators:
G++ ≡ Gt = Gr ∓G< , G+− ≡ ∓G< ,
G−− ≡ Gt¯ = −Ga ∓G< , G−+ ≡ G> , (6.8)
where the upper − sign refers to fermionic correlator S< and lower + sign to scalar corre-
lator ∆<. The cQPA Feynman rules can now be stated as follows:
• Draw all perturbative self-energy diagram(s) according to standard CTP-formalism,
associate the overall signs and symmetry factors for the diagrams and the CTP-indices
for the propagators.
• For each vertex, except the out-vertex of iΣeff(k, t) or iΠeff(k, t), associate a normal
vertex Feynman rule. For example, in the Yukawa theory (6.1) the vertex rule for
the incoming scalar line is (here a is the CTP branch index of the vertex):
ylijφlψ¯iψj : −i ylij (2pi)4δ4(k′ − k + p) a . (6.9)
The rule for the scalar out-vertex is identical to Eq. (6.9) with complex conjugated
coupling constant y → y∗. The out-vertex of the self-energy has the same rule but
without 4-momentum conservation delta function.
• Use the relations (6.8) to write the CTP-propagators in terms of iGr,a and iG<,>.
• For all pole-type propagators iGr,a,t0,t¯0(k) substitute the standard (vacuum) propa-
gator (e.g. Eq. (2.36)) and integrate over k :
∫
d4k
(2pi)4
as usual. (Here iGt0,t¯0 refer to
the pole-parts of the full Feynman and anti-Feynman propagators.)10
10Sometimes it may be useful to include the vacuum parts of the Wightman functions iG<,> to the
Feynman and anti-Feynman propagators, and use iGt0,t¯0 instead of iGr,a as the basic pole-propagators.
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i∆r,a,t0,t¯0kl (p; t)
iSr,a,t0,t¯0ij (k; t)
a, i b, j
a, k b, l
k
p
a, l
k′
p
−iylij(2pi)4δ4(k′ − k + p)a
k
a, i
a, j
Figure 3: The Feynman rules for the pole-type propagators iGr,a,t0,t¯0 and the scalar in-vertices.
i∆<,>eff kl(p, p
′; t)
a, k b, l
p p′
Aφkk(p)F<,>φ kl (p, p′; t)Aφll(p′)
iS<,>eff ij(k, k
′; t)
a, i b, jk
k′
Aψii(k)F<,>ψ ij (k, k′; t)Aψjj(k′)
Figure 4: The Feynman rules for the composite Wightman propagators iG<,>.
• For each Wightman function substitute a composite propagator iG<,>eff (k, k′) given
by Eqs. (6.4) and integrate over both 4-momentum variables k and k′:
∫
d4k
(2pi)4
d4k′
(2pi)4
.
These rules are presented graphically in the figures 3 and 4, where the arrows in the
propagator lines indicate the direction of the flow corresponding to the 4-momentum of the
positive energy state. Although these rules are specifically designed to compute the self-
energy functions iΣeff(k, t) and iΠeff(k, t), there is no restriction for computing arbitrary
diagrams with arbitrary number of external legs however. In this case, one would need to
extend the rules to include in- and out-propagators as well. More details and examples
related to cQPA Feynman rules in flavour-covariant formulation are presented in [21].
7. Application to CP -violating flavour mixing in the presence of collisions
7.1 Setup
As an application to our formalism, we consider a scenario motivated by electroweak baryo-
genesis (EWBG): N × N fermionic mixing through a slowly-varying time-dependent and
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CP -violating mass matrix, in the presence of Yukawa-interactions with thermal bath. To
be specific, the interaction Lagrangian is given by
Lint = −y` ψ¯`LψqR φ+ h.c. , (7.1)
where ψ`, ` = 1, . . . , N , are the mixing fermionic fields in the flavour basis, ψq and φ are a
fermionic field and a complex scalar field assumed to be in thermal equilibrium, and y` are
flavour-sensitive Yukawa couplings. First, we observe that the leading order (one-loop) self-
energies for ψ` do not involve out-of-equilibrium propagators and coherence contributions,
and therefore the effective self-energy functions in Eq. (4.16) reduce to standard Wigner
representation self-energies Σ<,>(k, t) (see discussion in section 4). Apart from the flavour-
coupling matrix, these thermal one-loop self-energies are completely identical to the ones
for single-flavour case, considered in ref. [2]:
Σ<``′(k, t) = i y`y
∗
`′
∫
d4k′
(2pi)4
PRS
<
q,eq(k
′, t)PL∆<eq(k − k′, t)
= y`y
∗
`′
(
Σ<0 γ
0 − Σ<3 kˆ · ~γ
)
PL , (7.2)
where iΣ<0,3(k0,k, t) are real functions, which eventually need to be evaluated on the mass-
shells of the mass-basis quasiparticles (see Eq. (5.19) and Eq. (7.10) below):
iΣ<0 (±ωi,k, t) =
T 2
8pi|k| |I1(±ωi,k, t)| , (7.3)
iΣ<3 (±ωi,k, t) = ±
T 2ωi
8pik2
(
|I1(±ωi,k, t)| − |α|m
2
i
ω2i
|I0(±ωi,k, t)|
)
, (7.4)
with
In(k0,k, t) = θ(λ)
∫ α+δ
α−δ
dy yn
1
(ey + 1)(ek0/T−y − 1) . (7.5)
and
α =
m2i +m
2
q −m2φ
2m2i
k0
T
=
√
sE∗k0
m2iT
,
δ =
λ1/2(m2i ,m
2
q ,m
2
φ)
2m2i
|k|
T
=
√
sp∗|k|
m2iT
, (7.6)
where E∗ and p∗ are the energy and the momentum of the decay products in the decay
frame,
√
s is the invariant mass of the decaying (heaviest) particle and λ(a, b, c) = (a +
b − c)2 − 4bc is the usual kinematic phase-space function.11 Furthermore, the thermal
self-energies Σ<,>(k, t) are related by KMS relation [30]: Σ>(k, t) = eβk0Σ<(k, t), which
follows directly from the KMS relations of the thermal correlators S<,>q,eq and ∆
<,>
eq .
After rotation to the mass basis, the self-energy Σ< is given by
Σ<d (k, t) = XΣ
<Y † = y2d
(
Σ<0 γ
0 − Σ<3 kˆ · ~γ
)
PL , (7.7)
11The time-dependence in Eqs. (7.4-7.5) comes through time-dependent masses mi = mi(t).
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where the rotated coupling matrix is y2ij ≡ (y2d)ij ≡ Ui`y`y∗`′U †`′j . Using Eq. (7.7) together
with the KMS relation for the effective self-energies iΣ<,>eff (k, t) it is easy to compute the
flavour structure of collision terms from (4.21 - 4.22) to get:
Cmh±[f ]ij = −
1
2
(
{iΣ>h±, 12(1∓ hvk) fm<h± }mij + {iΣ>h∓, 12(1± hvk) f c<h∓}mij
± h|k|∆ωij
Ω2mij
([
iΣ>h±,
1
2(1∓ hvk) fm<h±
]m
ij
+
[
iΣ>h∓,
1
2(1± hvk) f c<h∓
]m
ij
)
(7.8)
+ 12
(
1∓ h|k|ω¯ij
m¯2ij
Ω2mij
) ω¯ij
m¯ij
({iΣ>h±, mω fm<h± }mij − {iΣ>h∓, mω f c<h∓}mij )− [ <↔> ]) ,
Cch±[f ]ij = −
1
2
(
{iΣ>h±, 12(1∓ hvk) f c<h±}cij + {iΣ>h∓, 12(1± hvk) fm<h∓ }cij
∓ h|k|ω¯ij
Ω2cij
([
iΣ>h±,
1
2(1∓ hvk) f c<h±
]c
ij
+
[
iΣ>h∓,
1
2(1± hvk) fm<h∓
]c
ij
)
(7.9)
+ 12
(∆ωij
ω¯ij
± h|k|ω¯ij
m¯2ij
Ω2cij
) ω¯ij
m¯ij
([
iΣ>h±,
m
ω f
c<
h±
]c
ij
− [iΣ>h∓, mω fm<h∓ ]cij)− [ <↔> ]) ,
where the helicity-projected scalar self-energy functions are given by
iΣ>ijh±(k, t) =
y2ij(t)
2
(
iΣ>0 (±ωj ,k, t) + h iΣ>3 (±ωj ,k, t)
)
. (7.10)
To proceed further we need to specify the flavour-mixing scenario. We shall restrict
ourselves to the case of two flavours. The schematic structure of the dispersion relations
for two-flavour mixing is presented in Fig 2. We use the following parametrization for the
time-dependent flavour non-diagonal mass matrix:
m(t) =
(
mA v(t)e
−iσ(t)
v(t)eiσ(t) mB
)
, (7.11)
where the off-diagonal magnitude v(t) and the phase σ(t) are assumed to have the following
functional forms motivated by EWBG considerations (see ref. [14]):
v(t) =
v0
2
(
1 + tanh
( t
τw
))
,
σ(t) =
σ0
2
(
1 + tanh
( t
τw
))
. (7.12)
We have chosen here a hermitian mass matrix for simplicity, such that it is diagonalized
by a unitary transformation:
md = UmU
† =
(
m1 0
0 m2
)
, U(t) =
(
cos θ(t) sin θ(t)e−iσ(t)
− sin θ(t)eiσ(t) cos θ(t)
)
, (7.13)
with
m1,2(t) =
1
2
(mA +mB)± 1
2
√
(mA −mB)2 + 4v2(t) ,
tan(2θ(t)) =
2v(t)
mA −mB . (7.14)
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Using Eq. (7.13) with V = U it is now easy to compute the mixing-gradient matrices (3.20)
appearing in the Boltzmann equations (3.14-3.15):
Ξ′+ = iU∂tU † = i
(
0 −e−iσ
eiσ 0
)
θ˙ −
(
sin2 θ 12 sin(2θ)e
−iσ
1
2 sin(2θ)e
iσ − sin2 θ
)
σ˙ , (7.15)
while Ξ′− = 0. We also notice that initially flavour and mass basis coincide.
Next, we solve the Boltzmann equations (3.14 - 3.15) numerically, using the self-
energies (7.10) in the collision integrals (7.8 - 7.9) and Eq. (7.15) for the mixing-gradient
matrix. We assume that the distribution functions fα are initially at tin = −50/T in
thermal equilibrium with vanishing chemical potential:
fmijh±(k, tin) = ±
ωi
mi
feq(±ωi)δij , f cijh±(k, tin) = 0 . (7.16)
If not stated otherwise, we take τw = 10/T for a representative transition time-scale. For
the mixing parameters we use v0 = T , σ0 = pi/2, mA = 2.2T , mB = 2.0T , and for the
interaction parameters we choose massless thermal background fields: mq = mφ = 0, and
the flavour-basis coupling constants y`, ` = A,B, are chosen to be yA = 1 and yB = 0.5.
Note that the quasiparticle excitations have time-varying interaction strengths with the
thermal background: y211(t) and y
2
22(t), which are in general different.
We solved the system for 60 momentum |k| bins between 10−2 T and 30T , with larger
bin density in the IR-region of the phase space. The full fermionic correlator has 8 real
diagonal degrees of freedom and 12 complex non-diagonal degrees of freedom, which each
has an independent phase and amplitude. The overall discretized numerical problem thus
consists of 1920 real coupled ordinary differential equations.
7.2 Numerical results
Let us now study different observables resulting from this sample computation. In figure 5
we show the evolution of the total excesses (over thermal equilibrium) of combined particle
and antiparticle number densities of mass-states i = 1, 2, given by:
δNi(|k|, t) ≡
∑
h
[
(nikh + n¯ikh)(t)− (nik + n¯ik)eq
]
, (7.17)
where the number densities nikh and n¯ikh are related to flavour-diagonal distribution func-
tions by Eq. (2.26). Left panel shows the excess δN1 in heavier fermion species 1 and the
right panel the corresponding deficiency −δN2 of the total particle number for the lighter
species 2. The particle number is created at the transition time as a result of coherent
mixing and interactions, and it is strongest at small momentum region |k| . T . The heavy
particle number is depleted by decays when tT > 200. The deficiency in the lighter particle
sector is depleted by inverse decays about four times slower, because the particle 2 has a
weaker Yukawa coupling to the thermal bath.
A similar model for scalar fields has been considered recently in ref. [14]. However,
the formalism used in [14] only accounts for the direct (particle-particle or antiparticle-
antiparticle) flavour-mixing but neglects all particle-antiparticle correlations. The authors
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Figure 5: Shown is the excess total particle-number density δN1 for the heavy field i = 1 (left)
and deficiency of the total particle-number density −δN2 for the light field i = 2 (right).
of ref. [14] argued that the latter are irrelevant in slowly-varying backgrounds, as their
effects should average out because of the high-frequency (∼ 2ω¯) oscillations in this sector.
Since our formalism includes particle-antiparticle coherence (f c-solutions), we can study
this phenomenon in detail. To this end, we performed a series of computations both
including and neglecting the f c-solutions and compared the results. Somewhat surprisingly,
we find that the f c-correlations cannot in general be neglected even in the case of relatively
slowly varying mass profile with τw ' (10− 20)/T , and moreover, the particle production
induced by f c-terms can be the dominant contribution to CP -violation in spontaneous
baryogenesis models.
The reason behind this observation is that the relevant scale for the f c-induced par-
ticle production is the gradient scale ∼ τ−1w and not the zitterbewegung scale ∼ 2ω¯ as
one might naively expect. Indeed, the structure of the Boltzmann equations (3.14 - 3.15)
with several cross-couplings between the on-shell functions fα implies that the f
c-solutions
roughly consists of two qualitatively different modes: the homogeneous mode oscillating
at the frequency ∼ 2ω¯, and the non-oscillatory forced mode due to the “inhomogeneous”
(gradient) cross-coupling terms to thermal bulk of the particle excitations and to pertur-
bative vacuum.12 While it is true that the homogeneous oscillating modes of f c-solutions
are barely excited at all, non-negligible forced-mode excitations are typically generated
in the transition region with non-vanishing mass-gradients, which give rise to substantial
particle-antiparticle coherence.
To display the effect of f c-correlators we first consider the solutions for the particle
and antiparticle flavour-coherence correlators |fm12h±(k, t)|. These solutions have nontrivial
characteristics in the presence of mixing and CP -violation, when the time evolution of the
system is computed both with and without the particle-antiparticle f c-correlators. In Fig. 6
we show the evolution of this correlator for helicity h = +1 for the particles (left panels)
and for antiparticles (right panels). Upper panels show the results of a full calculation using
our complete quantum Boltzmann equations and lower panels the results of a calculation
12Here homogeneous and inhomogeneous terms or solutions refer to classification in differential equation
theory, and not to the spacetime symmetry properties of the system.
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Figure 6: Shown are the amplitudes of particle (left panels) and antiparticle (right panels) flavour-
coherence correlators |fm12h±(k, t)| for positive helicity h = 1. The upper panels are computed with
the full quantum Boltzmann equations, while the lower panels are computed with the restricted
equations where the particle-antiparticle f c-correlators are neglected throughout the calculation.
Figure 7: Shown are the real (left panel) and imaginary (right panel) parts of the correlator
fm12h+(k, t) for positive helicity h = 1, corresponding to the upper left panel in Fig. 6.
where the f c-correlators have been forced to zero, emulating the calculation performed in
ref. [14]. (Note that the amplitude in this figure, despite the same color coding, is two orders
of magnitude smaller than in Fig. 5.) At small momenta |k| . T , the results of the full
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Figure 8: Shown are the amplitudes of the particle-antiparticle flavour-coherence correlators for
positive helicity h = 1. The flavour-diagonal components |f ciih±(k, t)| for the heavy field i = 1 (upper
left) and the light field i = 2 (upper right), and the flavour off-diagonal components |f c12h±(k, t)| for
state (+) (lower left) and state (−) (lower right). The results are computed with the full quantum
Boltzmann equations.
and restricted calculation are very similar; the normal flavour-mixing dynamics dominates
the correlator at small momenta. However, in full solution we see also a very wide band
of excitations at |k|  T , which are completely missed in pure flavour-mixing dynamics
without particle-antiparticle coherence. If one takes the difference of the two results, one
further finds that the f c-induced particle-production effect is essentially restricted to large
momenta. At small momenta |k| . T the residual effect has about tenth of the amplitude
compared to the large momentum region. Indeed, it is clear that the importance of this
contribution may only come from its extension over a very large region in phase space.
So far we have shown only amplitudes of the complex off-diagonal correlators. In these
plots the oscillatory behaviour of these functions is mostly averaged out. In order to better
show the true oscillatory structure, we display in Fig. 7 the real and imaginary parts of the
correlator fm12h+(k, t), corresponding to the case shown in the upper left panel in Fig. 6.
The small-scale oscillations, clearly visible both in time and in momentum variable, make
this type of calculations very challenging numerically.
In figure 8 we show the particle-antiparticle f c-correlators for the full calculation.
The upper panels show the flavour-diagonal correlators |f ciih±(k, t)| with the heavy flavour
i = 1 on the left and the light flavour i = 2 on the right, and the lower panels show
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Figure 9: Shown is the amplitude of particle flavour-coherence correlator |fm12h+(k, t)| for positive
helicity h = 1 for a faster transition with τw = 5/T (left) and for a slower transition with τw = 20/T
(right). The results are computed with the full quantum Boltzmann equations.
the flavour off-diagonal correlators |f c12h±(k, t)|. Note that the latter represent coherence
between particle and antiparticle states of different flavours, i.e. the particle-antiparticle
flavour coherence. As one would expect these correlators are rather well confined to the
transition region. However, in this region they are equally large as the flavour off-diagonal
correlators in particle and antiparticle sectors for large momenta, and they extend much
farther in momenta than any of the correlators in the restricted calculation neglecting f c-
solutions. Clearly, these particle-antiparticle correlators, albeit of their short duration, act
as catalysts at the transition time, giving rise to the large-momentum contribution to the
flavour off-diagonal fm-correlators.
Taking a closer look at the full solutions in Fig. 6, we observe that the large momentum
excitations peak at around |k| ∼ 15T . The origin of this enhancement is a result of a
delicate chain of interactions in the full equation network. However, one can see that this
region roughly corresponds to momenta for which the off-diagonal particle or antiparticle
flavour-oscillation frequency equals to the inverse transition width13: τ−1w ≈ ∆ωij . In this
case the flavour oscillations are resonant with the rate of change induced by the background
variation in the transport equation (3.14), which can lead to large enhancement of the
flavour off-diagonal correlator fm12h±. Note that this enhancement works typically only
for the UV-modes, since the resonance condition yields UV-momenta for relatively large
transition widths τw. With the parameters used in the current example we have
|k|
T
∣∣∣
res
≈ m
2
1 −m22
2T 2
τwT ≈ 4− 40 , (7.18)
where the given range results from the variation of the mass difference m21(t)−m22(t) over
the transition region as v(t)/T evolves from zero to one.
13Remember that while particle and antiparticle flavour-oscillation shells correspond to k0 = ±ω¯ij the
characteristic oscillation frequencies of these correlators are ±2∆ωij . The situation is inverted for the
particle-antiparticle flavour coherence, living on the shells ±∆ωij but oscillating with frequencies ±ω¯ij .
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Figure 10: Shown are the charge asymmetries j0i (|k|, t) for heavy field i = 1 (left panels) and for
light field i = 2 (right panels). The upper panels are computed with the full quantum Boltzmann
equations, while the lower panels are computed with the restricted equations where the particle-
antiparticle f c-correlators are neglected throughout the calculation.
To test the above explanation we have redone our full calculation with two other
transition times and show the corresponding flavour off-diagonal correlators in Fig. 9. Left
panel corresponds to a relatively rapid transition with τw = 5/T and the right panel to a
much broader one with τw = 20/T . In the former case the resonant enhancement region is
narrower, as expected on the basis of Eq. (7.18). In the latter case the overall amplitude is
getting very weak. However even in the latter case the result differs significantly from the
one where the particle-antiparticle correlators are neglected.
Finally, let us consider the quantity which is most interesting for many applications,
the produced charge asymmetry:
j0i (|k|, t) =
∑
h
(nikh − n¯ikh)(t) . (7.19)
We plot this quantity in Fig. 10, again for the heavy fields (left panels) and the light
fields (right panels) and with full (upper panels) and restricted (lower panels) equations of
motion. Even for fairly broad transition considered here (we again use τw = 10/T ), there
is a considerable asymmetry for near UV modes above k >∼ 3T which is completely missed
in the restricted calculation where f c-correlators are neglected. Because of the large phase
space, this effect dominates the total asymmetry generation. To make this clearly visible,
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we consider the time evolution of the total asymmetry integrated over the phase space:14
j0(t) =
∑
i
j0i (t) =
∑
i
∫
d|k||k|2
2pi2
j0i (|k|, t) . (7.20)
We show this quantity in Fig. 11 for three different transition times: τw = 5/T, 10/T
and 20/T . The solid curves correspond to the full calculation and the dashed ones to
the restricted calculation. In particular for small transition times the influence of the
particle-antiparticle correlators is crucial and the effect dominates over the pure flavour
oscillation mechanism. Even for rather smooth transitions τw = 20/T (lowest curves) the
effect is quantitatively significant. We hence conclude that neglecting particle-antiparticle
correlators is in general not warranted. The late time tT >∼ 100 behaviour of the asymmetry
is highly dependent on the type of interactions in the model. Using only three-body
(1↔ 2) interactions in our toy model leads to a significantly suppressed UV-mode charge
transfer rate with the external field ψq, especially for the light field 2, leading a to maximal
asymmetry at very late times tT ∼ 400 − 600 and to a very slow chemical equilibration
rate, for which an exact result can be derived from equations (7.4 - 7.10):
Γchem,i(|k|) = y
2
i
32pi
m2i
ωi
T
|k| ln
(sinh(ωi+|k|2T )
sinh(ωi−|k|2T )
) ⇒ Γchem,2||k|=20T ≈ 4× 10−4T . (7.21)
This rate agrees with the ordinary one particle decay rate with the expected order of
magnitude Γchem,i ∼ 10−2 T in the thermal region |k| ∼ T. The very slow integrated
rate seen here reflects the fact that the late time decays are dominated by the weakly
interacting light state 2 and that the asymmetry is mostly confined to UV modes at |k| ∼
15− 20 T. Taking into consideration also the four-body (2↔ 2) interactions should make
the thermalization process much faster especially for UV modes. However, the considerable
difference in asymmetry generation in the transition region tT <∼ 50 between the full and
the restricted cQPA calculation persists regardless of the model-specific interaction details.
Let us stress that the f c-induced enhancement of the asymmetry generation is an
entirely new type of phenomenon, which would not have been discovered without full
cQPA transport formalism. We expect this effect to be important for many applications,
and in particular to the electroweak baryogenesis type scenarios.
8. Flavour coherence from the operator formalism
In this section we use standard operator formalism of QFT to study flavour-mixing com-
plex scalar fields in constant background. We show that flavour coherence is emergent
provided that the off-diagonal (i 6= j) expectation values 〈a†ik ajk′〉, 〈b†ik bjk′〉 or 〈bik ajk′〉
are nonvanishing. In this case, and further satisfying spatial homogeneity and isotropy, we
14More precisely, this quantity corresponds to the expectation value of the number current density:
〈j0(t)〉 = ∑i〈ψ¯iγ0ψi〉 = ∫ d4k(2pi)4 Tr[S¯<(k, t)], where the vacuum part is subtracted and the trace is over
both Dirac and flavour indices. Note that this quantity is flavour-basis invariant.
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Figure 11: Shown is the evolution of the total asymmetry integrated over the phase space j0(t) =
j01(t)+j
0
2(t). The solid lines correspond to the solution of the full equations of motion and the dashed
lines to the restricted equations of motion with f c = 0, both respectively with τW = 5/T, 10/T and
20/T from top to bottom.
then find that the corresponding 2-point correlator ∆<(k, t) has the cQPA-shell structure
with k0 = ±ω¯ or k0 = ±∆ω. We show that the desired nonstandard expectation values
can be realized by certain class of exponentiated superposition states, flavoured squeezed
states, obtained from the vacuum state by unitary squeezing operation [24]. We also show
that flavoured squeezing corresponds to flavoured Bogolyubov transformations, providing a
generalization of the standard non-flavoured case. We further present a one-to-one identifi-
cation between the on-shell functions fm,cij± and the independent parameters of the flavoured
squeezed state or the corresponding flavoured Bogolyubov transformation.
We consider mixing complex scalar fields φi, i = 1, . . . , N , with standard operator
expansions
φi(x) =
∫
d3k
(2pi)3 2ωik
(
aike
−i(ωikx0−k·x) + b†ike
i(ωikx0−k·x)
)
, (8.1)
where ωik ≡
√
k2 +m2i and a
†
ik (aik) and b
†
ik (bik) are the creation (annihilation) oper-
ators for particles and antiparticles of mass eigenstates i = 1, . . . , N , respectively. These
operators satisfy canonical commutation relations
[aik, ajk′ ] =[a
†
ik, a
†
jk′ ] = [bik, bjk′ ] = [b
†
ik, b
†
jk′ ] = 0 ,
[aik, a
†
jk′ ] =[bik, b
†
jk′ ] = 2ωik(2pi)
3δ3(k− k′)δij , (8.2)
and all commutators between aik and bjk′ (and their hermitian conjugates) are vanishing.
Let us now assume a state |Ω〉 with the expectation values
〈a†ik ajk′〉 = f˜m<ji+ (|k|) 2ω¯ijk(2pi)3δ3(k− k′) ,
〈b†ik bjk′〉 = −
(
δij + f˜
m<
ij− (|k|)
)
2ω¯ijk(2pi)
3δ3(k− k′) ,
〈bik ajk′〉 = 〈a†jk′ b†ik〉∗ = f˜ c<ji+(|k|)) 2ω¯ijk(2pi)3δ3(k + k′) , (8.3)
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consistent with the requirement of spatial homogeneity and isotropy. Using the operator
expansion (8.1) and the relations (8.3) it is straightforward to compute the Wightman
function:
i∆<ij(u, v) =〈φ†j(v)φi(u)〉
=
∫
d3k
(2pi)3
ω¯ij
2ωiωj
eik·(u−v)
[
f˜m<ij+ e
−i(ωiu0−ωjv0) − f˜m<ij− ei(ωiu0−ωjv0)
+f˜ c<ij+e
−i(ωiu0+ωjv0) + f˜ c<∗ji+ e
i(ωiu0+ωjv0)
]
, (8.4)
where we have dropped the k-subscripts of ωik and ω¯ijk. The Wigner transformation then
gives (t ≡ x0 = (u0 + v0)/2)
i∆<ij(k, x) =
∫
d4(u− v)eik0(u0−v0)−ik·(u−v)i∆<ij(u, v)
= 2pi
ω¯ij
2ωiωj
[
f˜m<ij+ e
−i2∆ω tδ(k0 − ω¯)− f˜m<ij− ei2∆ω tδ(k0 + ω¯)
+f˜ c<ij+e
−i2ω¯ tδ(k0 −∆ω) + f˜ c<∗ji+ ei2ω¯ tδ(k0 + ∆ω)
]
, (8.5)
which is readily identified as the singular cQPA Wightman function of Eq. (5.6) by
fm<ij± (k, t) = f˜
m<
ij± (k) e
∓i2∆ωij t , f c<ij±(k, t) = f˜
c<
ij±(k) e
∓i2ω¯ij t , (8.6)
using the relation f˜ c<ij− = f˜
c<∗
ji+ . Indeed, we have found that the correlator ∆
<(k, t) involves
flavour coherence and all four singular shells k0 = ±ω¯ and k0 = ±∆ω are excited, provided
that the expectation values of Eq. (8.3) are nonvanishing (and consistent with the spatial
homogeneity and isotropy).
Next, we would like to find a state |Ω〉 with the nonstandard expectation values (8.3).
It is clear that any number state: (
∏
m
a†m)(
∏
n
b†n)|0〉, with a finite number of quanta cannot
possibly satisfy the relations (8.3), because the flavour off-diagonal expectation values
would necessarily vanish. It turns out, however, that certain superposition states with
unspecified (infinite) number of quanta indeed have the desired properties (8.3). To see
this, we use the methods of squeezed state formalism [24].
We begin by defining a unitary two-mode squeeze operator for multiple mixing fields:
S2(rij) ≡ eA ≡ exp
[∑
ij
∫
d3k
(2pi)3
(
rij bˆikaˆj−k − r∗ij aˆ†jkbˆ†i−k
)]
, (8.7)
where rij(|k|) is a complex matrix in flavour indices, and we denote aˆik ≡ aik/
√
2ωik and
bˆik ≡ bik/
√
2ωik. Next, we show how the creation and annihilation operators transform
upon acting on S2, i.e. we want to compute S2aikS
†
2 and its hermitian conjugate. First,
we find that [
aˆik, A
]
= −
∑
j
r†ij bˆ
†
j−k ,
[
bˆ†ik, A
]
= −
∑
j
rij aˆj−k . (8.8)
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Furthermore, rij can be diagonalized by a biunitary transformation: r = U
†rdV with
(rd)ij = riδij , where ri(|k|) ≥ 0 and U(|k|) and V (|k|) are unitary matrices. This suggests
to define the following linear combinations:
cˆik± =
∑
j
(
Vij aˆjk ± Uij bˆ†j−k
)
, (8.9)
which by construction satisfy simple diagonal commutation relations[
cˆik±, A
]
= ∓ricˆik± . (8.10)
By recursive use of these relations we find that cˆik±An = (A∓ ri)ncˆik±, and furthermore
S2 cˆik±S
†
2 = e
±ri cˆik± . (8.11)
From this equation and the inverse of Eq. (8.9) we directly obtain the transformation law
for aˆik:
˜ˆaik ≡ S2 aˆikS†2 =
∑
j
1
2
V †ij
(
S2 cˆjk+S
†
2 + S2 cˆjk−S
†
2
)
=
∑
j
(
αij aˆjk + β
†
ij bˆ
†
j−k
)
,
˜ˆ
b†i−k ≡ S2 bˆ†i−kS†2 =
∑
j
1
2
U †ij
(
S2 cˆjk+S
†
2 − S2 cˆjk−S†2
)
=
∑
j
(
βij aˆjk + γij bˆ
†
j−k
)
, (8.12)
with
αij(|k|) ≡
[
V † cosh(rd)V
]
ij
, βij(|k|) ≡
[
U † sinh(rd)V
]
ij
,
γij(|k|) ≡
[
U † cosh(rd)U
]
ij
. (8.13)
We see that the transformation law (8.12) has the form of a flavoured Bogolyubov transfor-
mation. For the inverse transformation we get
aˆik ≡S†2 ˜ˆaikS2 =
∑
j
(
α†ij ˜ˆajk − β†ij˜ˆb†j−k
)
,
bˆ†i−k ≡S†2 ˜ˆb†i−kS2 =
∑
j
(− βij ˜ˆajk + γ†ij˜ˆb†j−k) . (8.14)
Because of the unitarity of the transformation (8.12), it is clear that the transformed
operators ˜ˆaik,
˜ˆ
bik satisfy the same commutation algebra as aˆik, bˆik. Also, we instantly note
that the state |0˜〉 = S2|0〉 is a vacuum state for the transformed operators, i.e. ˜ˆaik|0˜〉 = 0.
It is now easy to construct a state |Ω〉 with the desired properties (8.3). It turns out
that a first guess:
|Ω〉 = |0˜〉 = S2|0〉 = exp
[∑
ij
∫
d3k
(2pi)3
(
rij bˆikaˆj−k − r∗ij aˆ†jkbˆ†i−k
)]
|0〉 (8.15)
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is indeed correct, since a direct computation gives
〈a†ik ajk′〉 = 2
√
ωikωjk′
∑
i′j′
〈0˜|(αi′i˜ˆa†i′k − βi′i˜ˆbi′−k)(α†jj′ ˜ˆaj′k′ − β†jj′˜ˆb†j′−k′)|0˜〉
= (β†β)ji 2
√
ωiωj (2pi)
3δ3(k− k′) (8.16)
and similarly
〈b†ik bjk′〉 = (ββ†)ij 2
√
ωiωj (2pi)
3δ3(k− k′) ,
〈bik ajk′〉 = −(β†γ)ji 2√ωiωj (2pi)3δ3(k + k′) . (8.17)
These relations readily provide a one-to-one identification between the on-shell functions
and the parameters of the flavoured Bogolyubov transformations (or equivalently the pa-
rameters rij of the corresponding squeezed state):
f˜m<ij+ =
√
ωiωj
ω¯ij
(β†β)ij , f˜ c<ij+ = −
√
ωiωj
ω¯ij
(β†γ)ij ,
f˜m<ij− =− δij −
√
ωiωj
ω¯ij
(ββ†)ij , f˜ c<ij− = −
√
ωiωj
ω¯ij
(γ†β)ij . (8.18)
9. Conclusions and outlook
In this paper we have derived quantum transport equations and perturbative Feynman
rules for flavour-mixing quantum fields in spatially homogeneous systems, including both
flavour- and particle-antiparticle coherence. We have considered both fermionic and bosonic
fields using flavour-mixing Yukawa-couplings as a model for interactions. Our formalism is
based on the coherent quasiparticle approximation (cQPA) [1–6,21], which is a distributive
expansion of the 2-point correlation functions in the limit of small background gradients and
weak interactions. In cQPA the coherence information, both of the flavour- and particle-
antiparticle mixing, resides on distinct coherence shells in the phase space, located at
time-like average energies ω¯ij =
1
2(ωi + ωj) for direct flavour-mixing and at space-like
average energies (between positive and negative energy states) ∆ωij =
1
2(ωi − ωj) for
particle-antiparticle flavour-mixing.
We have derived explicit, generic forms of flavour-coherent transport equations for
fermion and scalar fields, which are valid for any type of interactions. These transport
equations reduce to the usual quantum Boltzmann equations when the coherence correla-
tors are neglected. We have also derived a simple set of Feynman rules for perturbative
calculations of the self-energy functions appearing in the collision integrals of the transport
equations including non-local coherence effects. For the single-flavour case the Feynman
rules derived in this paper are equivalent but simpler than the ones introduced in ref. [6].
In a companion paper [21] we present an alternative, flavour-covariant formulation of the
cQPA transport equations and Feynman rules. This formulation also provides a straight-
forward generalization of the formalism to the case of nonzero dispersive self-energy Σh
with nontrivial quasiparticle dispersion relations.
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As a numerical example, we have studied a two-flavour mixing scenario, where the
mixing fermions interact with a thermal bath. A similar model for mixing scalar fields was
recently considered in ref. [14], where the particle-antiparticle coherence solutions were
neglected in the dynamics based on physical arguments. However, in our calculations
we have found that neglecting particle-antiparticle coherence is not in general justified
even when the background field is slowly varying in comparison with the zitterbewegung
frequency ∼ 2ω. Indeed, particle-antiparticle coherence correlators were explicitly shown
to be excited in such cases. Moreover, these correlators can trigger a resonant growth
of flavour coherence at large momenta over a large part of the phase space. Comparing
the full calculations with the restricted model calculations, where the particle-antiparticle
coherence correlators were neglected, we have found that these new modes can dominate
over the pure flavour dynamics. These results may suggest a new, more efficient way of
generating an asymmetry in the EWBG-type models, even for relatively slowly-varying
mass profiles such as in the case of electroweak phase transition in MSSM.
We have also shown that cQPA coherence correlators are related to squeezed states
in the operator formalism language. Indeed, we have found that the on-shell coherence
functions cannot be related to any number states, but a one-to-one connection exists be-
tween the coherence functions and the parameters of a squeezed state. We also showed that
flavoured squeezing corresponds to flavoured Bogolyubov transformations, generalizing the
usual squeezing formalism to the flavour-mixing case.
Our formalism has several interesting applications. First, a study of thermal leptogen-
esis in the resonant regime using cQPA formalism is in progress. Second, we are working on
to derive transport equations for the usual neutrino-mixing scenarios from first principles
using our formalism. Third, it will be interesting to generalize the simple toy-model for
the quenching EWBG-transition introduced in [6] to the more realistic flavour-mixing case.
Fourth, we are working on to extend our results to stationary, planar symmetric problems,
which are more directly relevant for traditional EWBG models.
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A. Gradient corrections to the phase space structure of ∆<,>(k, t)
In this section we examine the first order gradient corrections ∼ ∂tm to the phase space
structure of the scalar Wightman functions ∆<,>(k, t). We also find generalizations of the
relations (5.12) between the moments ρn and the on-shell functions fα, which can be used
to obtain order O(Γ∂tm) corrections to the collision integrals (5.20-5.22).
Using both KB-equations (5.2-5.3) and keeping the first order mass gradients we obtain
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a generalization of the (algebraic) zeroth-order constraint equation (5.4):
0 =k0
(
(k20 − k2 −M2)k20 + (∆mm¯)2
)
i∆<,>d
− 1
2
(
k20(∆ω
′ω¯ + ω¯′∆ω) + ∆ωω¯(∆ω′∆ω + ω¯′ω¯)
)
∆<,>d
− (k30(∆ω′ω¯ + ω¯′∆ω)− k0∆ωω¯(∆ω′∆ω + ω¯′ω¯)) ∂k0∆<,>d . (A.1)
Because of the k0-derivatives ∂k0∆
<,>
d (k, t), this equation cannot be solved by a simple
singular phase-space structure like Eq. (5.6). To proceed, we integrate over k0 to obtain
the following relations for the moments ρn:
ρn = ρn−2(∆ω2 + ω¯2)− ρn−4∆ω2ω¯2
+
i(2n− 5)
2
ρn−3(∆ω′ω¯ + ω¯′∆ω)− i(2n− 7)
2
ρn−5∆ωω¯(∆ω′∆ω + ω¯′ω¯) . (A.2)
Clearly, the moments of the singular (zeroth order) correlator (5.6) satisfy the zeroth-order
terms of this equation. To solve Eq. (A.2) up to first order, we make an ansatz for the
Wightman functions ∆<,>d , where a linear correction is parametrized as an expansion in
derivatives of (zeroth order) phase-space delta functions:
∆<,>d (k, t) = ∆
<,>
d0 (k, t) +
∑
n±
∂nk0(±an±δ(k0 ∓ ω¯) + bn±δ(k0 ∓∆ω)) , (A.3)
where ∆<,>d0 (k, t) is the zeroth-order solution (5.6), and an± and bn± are of order ∂tm.
Parameters an± and bn± can be determined by computing the moments ρn from the ansatz
(A.3) and using them in Eq. (A.2). We find that only first- and second-order k0-derivatives
of the delta functions are required to parametrize the first-order gradient corrections:
i∆<,>ij (k, t) =
piω¯ij
ωiωj
∑
±
[
± fm<,>±
(
1 +
i
2
∆ω′ω¯ − ω¯′∆ω
ω¯2 −∆ω2 ∂k0 ±
i
4
∆ω′∂2k0
)
δ(k0 ∓ ω¯)
+f c<,>±
(
1 +
i
2
∆ω′ω¯ − ω¯′∆ω
ω¯2 −∆ω2 ∂k0 ±
i
4
ω¯′∂2k0
)
δ(k0 ∓∆ω)
]
ij
. (A.4)
As a distribution, i.e. if Eq. (A.4) is multiplied by a smooth test function, it is possible
to replace the derivatives of the delta-functions by a Gaussian distribution function with a
complex width and a shift in the expectation value. This can be shown straightforwardly
by comparing the resulting moment-integrals up to the first-order terms. Therefore, we
can parametrize the first-order Wightman function equivalently as
i∆<,>ij (k, t) =
piω¯ij
ωiωj
∑
±
[
±fm<,>± N
(
±ω¯ − i
2
∆ω′ω¯ − ω¯′∆ω
ω¯2 −∆ω2 ,±
i
2
∆ω′
)
+f c<,>± N
(
±∆ω − i
2
∆ω′ω¯ − ω¯′∆ω
ω¯2 −∆ω2 ,±
i
2
ω¯′
)]
ij
, (A.5)
where
N (µ, σ2) ≡ 1√
2piσ
exp
(
−(k0 − µ)
2
2σ2
)
. (A.6)
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is the (Gaussian) normal distribution function. According to the expectations, we have
found that the first-order gradient terms give rise to a finite width for the Wightman
functions ∆<,>d (k, t), which is directly proportional to ∂tm. Also, a shift to the positions
of the “shells” (also proportional ∂tm) is induced.
The extended phase-space structure (A.4) (or (A.5)) for ∆<,>(k, t) allows us to com-
pute gradient corrections to the relations (5.12) and consequently to the collision integrals
(5.20-5.22). First, by using Eq. (A.4) in the kinetic equation (5.3) and taking any four
independent moments (or equivalently using the moment equations (5.14)) we obtain the
equations
∂tf
m<,>
± ± 2i∆ωfm<,>± +
∆ω(∆ω′ω¯ − ω¯′∆ω)
ω¯(ω¯2 −∆ω2) f
m<,>
± = 0,
∂tf
c<,>
± ± 2iω¯f c<,>± +
∆ω(∆ω′ω¯ − ω¯′∆ω)
ω¯(ω¯2 −∆ω2) f
c<,>
± = 0 , (A.7)
which are valid up to order O(∂tm) (here we neglect the gradients of the mixing matrix U
for simplicity). By taking the moments (A.4) and using Eqs. (A.7) to relate ∂tρ0 to fα we
then obtain the following generalization of the invertible relations (5.12):
ρ0
∂0ρ0
ρ1
ρ2

ij
=
ω¯ij
2ωiωj


1 −1 1 1
−2i∆ω −2i∆ω −2iω¯ 2iω¯
ω¯ ω¯ ∆ω −∆ω
ω¯2 −ω¯2 ∆ω2 ∆ω2
+ χ′

ij

fm+
fm−
f c+
f c−

ij
(A.8)
with
χ′ij ≡

0 0 0 0
D1 −D1 D1 D1
D2 −D2 D2 D2
2D2ω¯ +
i
2∆ω
′ 2D2ω¯ + i2∆ω
′ 2D2∆ω + i2 ω¯
′ −2D2∆ω − i2 ω¯′

ij
, (A.9)
where
D1 ≡ − ω¯
′ω¯ −∆ω′∆ω
ω¯2 −∆ω2 and D2 ≡ −i
∆ω′ω¯ − ω¯′∆ω
2(ω¯2 −∆ω2) . (A.10)
These relations can be used to obtain order O(Γ∂tm) corrections to the collision integrals
(5.20-5.22). However, the corrections of this order involve also direct derivative terms
∼ ∂tΓ ∼ Γ∂tm and the mixing gradient terms ∼ Θ′ ≡ iU∂tU †, as well as corrections to the
resummation of the oscillatory coherence terms in the collision integrals, which have not
been considered here. Note that the flow terms of Eqs. (5.14) obtain no gradient corrections
as they are written in terms of the moments.
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