Abstract. For a classical simple algebraic group G we obtain the affirmative answer for the conjecture in [8] that there exists an isomorphism between the geometric crystal on the flag variety and the one on the unipotent subgroup U − .
Introduction
The theory of geometric crystal for semi-simple case has been introduced in [1] as an geometric analogue of Kashiwara's crystal theory. In [7] it has been extended to Kac-Moody setting and the geometric crystals on Schubert variety X w has been introduced therein, where w is a Weyl group element. In [8] we constructed geometric crystals on the unipotent radical U − ⊂ B − of a semi-simple algebraic group G, where B − is an opposite Borel subgroup and showed that in the case G = SL n (C) it is isomorphic to the geometric crystal on the flag variety X = X w0 where w 0 is the longest element in the corresponding Weyl group. In [8] we conjectured that for any semi-simple case there exists such isomorphism and in this article we obtained the isomorphism between U − and the flag variety for classical simple algebraic groups. Here we explain more details. Let B ± ⊂ G be the Borel subgroups and U ± their unipotent radicals. As mentioned above, in [7] we constructed geometric crystals on Schubert varieties, whose dimension is finite. Nevertheless, we can not apply the method in [7] to the full flag variety since it is infinite dimensional for general Kac-Moody cases. Thus, we considered alternative way to obtain geometric crystal structure on the opposite unipotent radical U − ⊂ B − which is birationally isomorphic to the full flag variety X = G/B. A variety V is called a unipotent crystal if it has a rational U -action and there exists a rational map from V to the opposite Borel subgroup B − commuting with the U -action, where B − is equipped with the canonical rational U -action by:
unipotent crystal structure on U − , it is required to get certain rational map T : U − → T with the properties: for x ∈ U and u ∈ U − T (π −− (xu)) = π 0 (xu)T (u).
Then defining a morphism F : U − → B − by F (u) := uT (u), F becomes a U -morphism and we obtain the unipotent crystal structure on U − . To realize the above T in this article we construct rational functions {F (n) i } i=1,··· ,n on U − , each of which is defined as a matrix element in the fundamental representation L(Λ i ) and possesses some special properties, where Λ i is the i-th fundamental weight of g = Lie(G). Using this rational functions F i (u) −1 ), which satisfies the criterion (see Sect.4.) and then we have a unipotent crystal and the induced geometric crystal on U − . The crucial task in this paper is writing down the explicit forms of the function F (n) i (i = 1, · · · , n). Then, using them we can check that there exists an isomorphism between geometric crystal on the flag variety X and the one on U − for the types A n , B n , C n and D n . Since in [8] we have made several typographical errors in the proof of Lemma 3.2 and modified the definition of the function F (n) i , we shall give the proof of Lemma 4.2 in this article and introduce the bilinear form on irreducible highest weight g module in order to redefine F (n) i .
In the last section, we give a conjecture that for all semi-simple cases there would exist an isomorphism of geometric crystals between a Schubert variety X w and U − ι which is a dense subset in U − associated with a reduced word ι of w. Indeed, the result in this paper would be a part of this conjecture for the case w = w 0 the longest element.
Though our method constructing unipotent crystal structure on U − is valid for arbitrary Kac-Moody setting, in this article we only treated simple cases. Our further aim is to apply this to affine Kac-Moody cases, more details, to find certain good functions like F (n) i 's for affine cases, which would be expected to be interesting and important from the view point of representation theory of affine Kac-Moody algebras.
Geometric Crystals and Unipotent Crystals
The notations and definitions here follow [2, 3, 5, 4, 7, 8] .
2.1. Geometric Crystals. Fix a symmetrizable generalized Cartan matrix A = (a ij ) i,j∈I , where I is a finite index set. Let (t, {α i } i∈I , {h i } i∈I ) be the associated root data, where t is the vector space over C with dimension |I|+ corank(A), and {α i } i∈I ⊂ t * and {h i } i∈I ⊂ t are linearly independent indexed sets satisfying α j (h i ) = a ij .
The Kac-Moody Lie algebra g = g(A) associated with A is the Lie algebra over C generated by t, the Chevalley generators e i and f i (i ∈ I) with the usual defining relations ( [5] , [6] ). Note that if A is a Cartan matrix, the corresponding Lie algebra g is a semi-simple complex Lie algebra. There is the root space decomposition g = α∈t For any i ∈ I, there exists a unique homomorphism; φ i : SL 2 (C) → G such that
Set x i (t) := exp te i , y i (t) := exp tf i , T i := φ i ({diag(t, t −1 )|t ∈ C}) and N i := N Gi (T i ). Let T (resp. N ) be the subgroup of G generated by T i (resp. N i ), which is called a maximal torus in G and B ± = U ± T be the Borel subgroup of G. We have the isomorphism φ :
Definition 2.1. Let X be an ind-variety over C, γ i and ε i (i ∈ I) rational functions on X, and
is open dense in {1} × X for any i ∈ I, where dom(e i ) is the domain of definition of e i : C × × X → X. (ii) The rational functions {γ i } i∈I satisfy γ j (e The relations in (iii) is called Verma relations. If χ = (X, {e i }, {γ i }, {ε i }) satisfies the conditions (i), (ii) and (iv), we call χ a pre-geometric crystal. Remark. The last condition (iv) is slightly modified from [3, 7, 8, 9, 10] since all ε i appearing in these references satisfy the new condition and this condition is required to define "epsilon systems" ( [11] ).
Unipotent Crystals.
In the sequel, we denote the unipotent subgroup U + by U . We define unipotent crystals (see [1] , [7] ) associated to Kac-Moody groups. Definition 2.2. Let X be an ind-variety over C and α : U × X → X a rational U -action such that α is defined on {e} × X. Then, the pair X = (X, α) is called a U -variety. For U -varieties X = (X, α X ) and Y = (Y, α Y ), a rational map f : X → Y is called a U -morphism if it commutes with the action of U . Now, we define a U -variety structure on B − = U − T . As in [4] , the Borel subgroup B − is an ind-subgroup of G and hence an ind-variety over C. The multiplication map in G induces the open embedding; B − × U ֒→ G, which is a birational map. Let us denote the inverse birational map by g : G −→ B − × U . Then we define the rational maps π − : G → B − and π : G → U by π − := proj B − • g and π := proj U • g. Now we define the rational U -action α B − on B − by
where m is the multiplication map in G. Then we get U -variety
In particular, if g is a birational map of ind-varieties, it is called an isomorphism of unipotent crystals.
We define a product of unipotent crystals following [1] . For unipotent crystals (X, f X ),
− be a multiplication map and f = f X×Y : X × Y → B − be the rational map defined by
Then f X×Y is a U -morphism and (X × Y, f X×Y ) is a unipotent crystal, which we call a product of unipotent crystals (X, f X ) and (Y, f Y ). (iii) Product of unipotent crystals is associative.
From Unipotent Crystals to Geometric Crystals. For
and
We have the unique decomposition;
By using this decomposition, we get the canonical projection ξ i : U − → U −αi and define the function χ i on U − by (2.2)
and extend this to the function on
and a rational function γ i : X → C by (2.3)
where proj T is the canonical projection.
Remark. Note that the function ε i is denoted by ϕ i in [1, 7] . Suppose that the function ε i is not identically zero on X. We define a morphism e i :
Theorem 2.5 ([1], [8] ). For a unipotent G-crystal (X, f X ), suppose that the function ε i is not identically zero for any i ∈ I. Then the rational functions γ i , ε i : X → C and e i :
.
(ii) For any i ∈ I, the action e
Here note that c 1 c 2 = c. The formula c 1 and c 2 in [1] seem to be different from ours.
Geometric crystals on Flag variety and Schubert variety
Let X := G/B be the flag variety, which has the cell decomposition X = ⊔ w∈W X w . Each cell X w is called a Schubert cell associated with a Weyl group element w ∈ W . Its closure X w in X is called a Schubert variety which satisfies the closure relation X w = ⊔ y≤w X y . As we have seen in [7] , we can associate geometric crystal structure with the Schubert cell (resp. variety) X w (resp. X w ).
The geometric crystal on X w is realized in B − as follows: Let ι := i 1 · · · i k be one of the reduced expressions of w ∈ W . Suppose that an element w ∈ W satisfies that I = I(w) :
where
The Schubert cell X w (resp. The Schubert variety X w ) and B − ι are birationally equivalent and they are isomorphic as induced geometric crystals.
Indeed, we describe the explicit feature of geometric crystal structure on B In the case g is semi-simple, we know that the flag variety X = G/B coincides with the Schubert variety X w0 for the longest element w 0 in the Weyl group. Thus, we have 
Geometric Crystals on U

−
In this section, we associate a geometric/unipotent crystal structure with unipotent subgroup U − of semi-simple algebraic group G. In particular, for G = SL n+1 (C) we describe it explicitly. The contents of this section is almost same as in [8] . But we shall see the whole setting again since we modified some definitions and made typographical errors in the proofs of certain statements.
U -variety structure on U
− . In this subsection, suppose that G is a Kac-Moody group as in Sect.2. As mentioned in Sect.2, Borel subgroup B − has a U -variety structure. By the similar manner, we define U -variety structure on U − . As in 2.2, the multiplication map m in G induces an open embedding; m : U − × B ֒→ G, then this is a birational isomorphism. Let us denote the inverse birational isomorphism by h;
Then we define the rational maps π
Then we obtain
Bilinear form.
In this subsection, following [2, 9.4] we introduce the invariant bilinear form of finite dimensional modules. What we have introduced in [8] is subtly inexact. So, let us reimburse it here.
Let λ ∈ P + be a dominant integral weight and L(λ) be the associated irreducible highest weight g-module with the fixed highest weight vector u λ . For v ∈ L(λ), define its expectation value E(v) by v = E(v)u λ + lower weight vectors. Let U (g) be the universal enveloping algebra of g and ω :
Note that it is extended to an anti-involution of the group G such that ω(x i (c)) = y i (c), ω(y i (c)) = x i (c) and ω(t) = t for i ∈ I, c ∈ C and t ∈ T . Now, we define a symmetric bilinear form , on L(λ) by
where a, a ′ are elements in U (g) such that u = au λ and v = a ′ u λ . This bilinear form satisfies
where g is an element in U (g) or G.
4.3. Unipotent/Geometric crystal structure on U − . In order to define a unipotent crystal structure on U − , let us construct a U -morphism F :
which is a birational isomorphism. Thus, by the similar way as above, we obtain the rational map π 0 : G → T . Here note that we have
Now, we give a sufficient condition for existence of U -morphism F .
Lemma 4.2 ([8]
). Let T : U − → T be a rational map satisfying:
Defining a morphism F :
Proof. We may show
, for x ∈ U and u ∈ U − .
As for the left-hand side of (4.5), we have
where the last equality is due to (4.3). On the other hand, the right-hand side of (4.5) is written by:
where the second equality is due to (4.2) and the third equality is obtained by the fact that T (u) ∈ T ⊂ B. Now we get (4.5). Let us verify that there exists such U -morphism F or rational map T for semi-simple cases. Suppose that G (resp. g)is semi-simple in the rest of this section.
Let Λ i (i = 1, · · · , n) be a fundamental weight and L(Λ i ) be a corresponding irreducible highest weight g-module, where g is a complex semi-simple Lie algebra associated with G. Let v λ be a lowest weight vector in L(λ) such that v λ , v λ = 1. Now, let us define a rational function
We define a rational map T :
and define a morphism F :
We have mentioned this statement in [8] . Nevertheless, since we modified the definition of the bilinear form and there are several typographical errors in the proof, we shall give a proof of this lemma again here.
Proof of Lemma 4.3. Let us verify that T satisfies (4.3). For
On the other hand, since g · u Λi = u Λi for g ∈ U , we have
where we regard Λ i as an element in X * (T ) such that Λ i (α ∨ j (c)) = c δi,j . Hence, by (4.9), (4.10), we have
and the definitions of T and F , we obtained (4.3).
As we have seen in 2.3, we can associate geometric crystal structure with the unipotent subgroup U − since it has a unipotent crystal structure. Let us denote the function χ i :
It is trivial that the function ε i : U − → C is not identically zero. Thus, defining the morphisms e i :
It follows from Theorem 2.5:
Explicit Form of the Geometric Crystal Structure of U
− . Let ι 0 = i 1 i 2 · · · i N be a reduced longest word of a semi-simple Lie algebra g and set
which is birationally equivalent to U − . Thus, using this we describe an explicit form of the geometric crystal structure of U − : For ι 0 and i
Then, we have
0 (a; c) = 1.
Fundamental Representations
In order to get the explicit form of the function F (n) i in the next section, we shall see some technical lemmas in this section.
5.1. Type C n . Let I := {1, 2, · · · n} be the index set of the simple roots of type C n . The Cartan matrix A = (a i,j ) i,j∈I of type C n is given by
Here α i (i = n) is a short root and α n is the long root. Let {h i } i∈I be the set of simple co-roots and {Λ i } i∈I be the set of fundamental weights satisfying
The weight of v j is as follows:
where Λ 0 = 0. The actions of e i and f i are given by:
and the other actions are trivial. Let Λ (n) i be the i-th fundamental weight of type C n , where we add the superscript (n) to emphasize the rank of the corresponding Lie algebra. As is well-known that the fundamental
⊗i with multiplicity free. The explicit form of the highest(resp. lowest) weight vector u Λ
1 ) ⊗i as follows:
where S i is the i-th symmetric group. For
) and j ∈ {1, · · · , k}, let us define:
) ⊗i (i < n) whose explicit form is given by replacing
Here for the
and B (n+1) we shall use the same notations.
Lemma 5.1. We have
Proof. Suppose σ ∈ S i+1 is in the form
, that is, σ(j) = 1. Then we have
,
is a cycle. Since σ(k) = 1 for k = j, we have that
is shown similarly.
5.2. Type B n . Let I := {1, 2, · · · n} be the index set of the simple roots of type B n . The Cartan matrix A = (a i,j ) i,j∈I of type B n is given by
Here α i (i = n) is a long root and α n is the short root. Let {h i } i∈I be the set of simple co-roots and {Λ i } i∈I be the set of fundamental weights satisfying α j (h i ) = a i,j and Λ i (h j ) = δ i,j . First, let us describe the vector representation L(Λ 1 ) for B n . Set B (n) := {v j , v j |j = 1, 2, · · · , n} ∪ {v 0 }. The weight of v j is as follows:
and the other actions are trivial.
The last fundamental representation L(Λ n ) is called the "spin representation" whose dimension is 2 n . It is realized as follows: Set V (n)
Cǫ and
Define the explicit action of h i , e i and f i on V
(n)
sp by
sp is isomorphic to L(Λ n ) as a B n -module. The following decomposition is well-known:
Let us describe the explicit form of the highest (resp. lowest)weight vector u
i ) (i = 1, · · · , n − 1) by using the vectors in B It is easy to see:
where for ǫ = (ǫ 1 , · · · , ǫ n ) and
sp , let us denote
Remark. Note that for B (n)
sp and i = 2, · · · , n + 1, we have e i (±, v) = (±, e i−1 v) and f i (±, v) = (±, f i−1 v).
Lemma 5.2. We have
sp , let J(ǫ) = {j 1 , · · · , j m } be the same set as above. Then J(+, ǫ) = {j 1 + 1, j 2 + 1, · · · , j m + 1}. Thus, we have u
Next, let us show the case v
sp , let J(ǫ) = {j 1 , · · · , j m }. Then we get J(−, ǫ) = {1, j 1 + 1, j 2 + 1, · · · , j m + 1}. Thus, we obtain sg(−, ǫ) = (−1)
5.3. Type D n . Let I := {1, 2, · · · n} be the index set of the simple roots of type D n . The Cartan matrix A = (a i,j ) i,j∈I of type D n is as follows:
Let {h i } i∈I be the set of simple co-roots and {Λ i } i∈I be the set of fundamental weights satisfying α j (h i ) = a i,j and Λ i (h j ) = δ i,j . First, let us describe the vector representation L(Λ 1 ) for D n . Set B (n) := {v j , v j |j = 1, 2, · · · , n}. The weight of v j is as follows:
where Λ 0 = 0. The actions of e i and f i are given by: 
Define the explicit action of h i , e i and f i on V (±,n) sp
otherwise.
The following decomposition is well-known:
with multiplicity free. Now, let us describe the unique (up to constant) highest (resp. lowest) weight vector u
, let sg(ǫ) be the same as above. Then it is immediate that
where if n−i is even (resp. odd), then u
, and
By arguing similarly to the B n -case, we have
where the notation (±, u) is the same one as in the previous subsection.
Remark. Similar to 5.2, for v ∈ B (±,n) sp and i = 2, · · · , n + 1, we have e i (±, v) = (±, e i−1 v) and f i (±, v) = (±, f i−1 v).
Function F (n) i
Fix the following reduced longest word:
For these words and y ∈ U − ι0 , we shall obtain the explicit forms of F (n) i (y).
Proposition 6.1. We have:
(i) A n -case: For y = (y n (a 1,n ) · · · y 1 (a 1,1 )) · · · (y n (a n−1,n )y n−1 (a n−1,n ))y n (a n,n )) 2 ) ) × · · · × (y n−1 (a n−1,n−1 )y n (a n−1,n )y n−1 (a n−1,n−1 )) y n (a n,n )
where we understand a k,n = a k,n . (iii) C n -case: For the same y in (ii),
where if i = n, we understand the second factor is equal to 1. (iv) D n -case: For y = (y 1 (a 1,1 ) · · · y n−1 (a 1,n−1 )y n (a 1,n−1 )y n−2 (a 1,n−2 ) · · · y 1 (a 1,1 ) ) · · · · · · · · · ×y n−2 (a n−2,n−2 )y n−1 (a n−2,n−1 )y n (a n−2,n−1 )y n−2 (a n−2,n−2 ) ×y n−1 (a n−1,n−1 )y n (a n−1,n−1 ),
Note that the notation a i,j does NOT mean the complex conjugate of a i,j but means a variable without any relation to a i,j .
Proof. Indeed, the A n -case has already been given in [8] . Let us see the case i = 1 for other three types.
Let v 1 be the highest weight vector in L(Λ 1 ). Since f i v 1 = 0 for i = 1, we have
where y ∈ U − ι0 is as in Proposition 6.1. Since f 2 i = 0 on L(Λ 1 ) for types C n and D n and f 2 i = 0 (i = n) and f 3 n = 0 on L(Λ 1 ) for types B n , we obtain (6.1)
where w is a linear combination of vectors with higher weights than the weight of v 1 . Since v 1 , v 1 = 1, the coefficient of v 1 in (6.1) is equal to F (n) 1 (y) and it coincides with the formula in Proposition 6.1 for i = 1.
In order to show the proposition for the cases i > 1, we need the following lemmas.
as in Lemma 5.1 and w is a linear combination of weight vectors with lower weights than the one of the leading vectors.
Proof. We can verify this lemma by the induction on the rank n. Let us see the case B n . Since e 1 v Λ (n) i = 0 for i = 1, we have
) and x i (a) (i = 1) does
. Then, by the hypothesis of the induction we obtain
where w and w ′ are linear combinations of lower weight vectors than the leading term. The case i = n is obtained similarly.
Next, let us see the case C n . As in the previous case, for i = 1 we have
By Lemma 5.1 we get
and then
Applying the induction hypothesis to the index set {2, 3, · · · , n}, we obtain
where v ′′ is the vector obtained by replacing
and w ′′ is a linear combination of lower weight vectors than the ones of the leading term. Thus, we have
where w is a linear combination of lower weight vectors. Since v ′′ does not include v 2 or v 1 , we have (6.6)
Here we have
Thus,
Applying (6.6) and this to (6.5), we obtain
We have completed the case C n .
Finally, we shall see the case D n . For i ≤ n − 2 we can show similarly to the case B n . So, let us show the lemma when i = n and n is odd. In this case, v Λ
Thus, by direct calculations, we have
Other cases are also proved similarly. Now, we continue the proof of Proposition 6.1. For the case 1 < i ≤ n, in order to obtain the explicit form of the function F (n) i we adopt the induction on n. First, let us see the case B n . The induction hypothesis for the index set {2, · · · , n} and the remark in 5.2 mean that for y ′ = (y 2 (a 2,2 ) · · · y 2 (a 2,2 )) · · · (y n−1 (a n−1,n−1 )y n (a n−1,n )y n−1 (a n−1,n−1 ))y n (a n,n ) (6.7)
where a k,n = a k,n , w is a linear combination of weight vectors with higher weight than the one of the leading term. We shall denote the coefficient of (
By Lemma 6.2, (6.7) and the fact that (+, v Λ
is the coefficient of (+, v Λ i (y) for type B n in Proposition 6.1. The type C n -case and D n -case with i = n − 1, n are also done similarly. Thus, let us see F (n) n−1 and F (n) n for type D n . Suppose that n is even. The induction hypothesis for the index set {2, · · · , n} and the remark in 5.3 mean that we have
for y ′ = (y 2 (a 2,2 ) · · · y 2 (a 2,2 )) · · · (y n−1 (a n−1,n−1 )y n (a n−1,n−1 )), where w is a higher term as above and we denote the coefficient of (+, v Λ (n−1) n−2 ) in (6.9) by Ξ. By Lemma 6.2, we have
where w ′ is a lower term as above and we denote the coefficient of (+, v Λ 
Proof. First, we shall see that Φ is birational. For the longest element w 0 ∈ W , let L be its length. For j, k with 1 ≤ j < k ≤ L, set
where a i,j is an (i, j)-entry of the Cartan matrix. Let A = (a p,q ) p,q=1,··· ,L be an integer matrix defined by
It is trivial that the matrix A is invertible and its inverse is also an integer matrix, denoted by B = (b p,q ) p,q=1,··· ,L , which is indeed given by
Then, we easily know that the following rational map Ψ is an inverse of Φ:
We also have the explicit form of ε i (Y ι0 (A)) as in (3.2),
Thus, by these formula we have
. By the formula in 4.4, we obtain
where {j 1 , · · · , j l } is same as in 4.4 and m(j) is the number m such that itly by (3.3) . Denote the numerator of (3.3) by Q j (c 1 , · · · , c m ; c) . Thus, the denominator is Q j−1 (c 1 · · · , c m ; c) and
, 1 ≤ i ≤ j ≤ n − 1, (7.6) where A k,j = 1 for k > j and A k,n = A k,n . We shall show the explicit form of F , and then (7.7). We also get (7.8) by the similar way. The C n -case is obtained similarly. So let us see the case i = n − 1, n of type D n . If n is odd, by Proposition 6.1, we have The case for even n is obtained similarly. We have 
Conjectures
For a Weyl group element w ∈ W , let ι = i 1 · · · i k be a reduced word of w. Set U ι , {e i }, {γ i }, {ε i }) be the geometric crystal isomorphic to X w as in Sect.3 (see also [7] ). To show the conjecture, we should obtain that U − ι ∼ = B − ι as geometric crystals.
