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$\gamma_{k}=\sum_{l=0}^{s}\beta k\iota,$ $\Gamma=\sum_{k=0}^{s}\gamma_{k},$ $\gamma_{k}\iota=\beta_{k}\iota(k\neq l),$ $\gamma kk=\Gamma-\gamma_{k}$ ,
$\lambda=\sum_{k=0}^{s}\lambda_{k},$ $\mathrm{A}=\lambda+\mu+\Gamma+\alpha,$ $h= \int_{0}^{\infty}e^{-\alpha x}dH(X)dx$ .
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3$V_{A}(i, k),$ $V_{B}(i, k)$ Model $\mathrm{A},$ $\mathrm{B}$ $(i, k)$
$W_{A}(i, k),$ $W_{B}(i, k)$ Model $\mathrm{A},$ $\mathrm{B}$ $(i, k)$ , ,
$M_{A}(i),$ $M_{B}$ Model $\mathrm{A},$ $\mathrm{B}$ ( $i$ , , ,






$\beta_{kl}$ $\lambda_{k}$ l ,
1





1 $l$ fi , $\sum_{0l=}^{s}\gamma klf_{i}$ $k$ .
1 , (Model A)
$W_{A}(0, k)= \frac{1}{\Lambda}[\lambda_{k}(V_{A}(1, k)+1)+\mu V_{A}(0, k)+\sum_{l=0}^{s}\gamma_{k\iota}VA(0, l)+(\lambda-\lambda k)VA(\mathrm{o}, k)]$
$W_{A}(i, k)= \frac{1}{\Lambda}[\lambda_{k}(V_{A(i}+1, k)+1)+\mu V_{A}(i-1, k)+\sum_{l=0}^{s}\gamma_{k\iota A}V(i, \iota)+(\lambda-\lambda_{k})VA(i, k)]$
$(1\leq i\leq N-1)$
$W_{A}(N, k)= \frac{1}{\Lambda}$ [ $\lambda_{k}V_{A()}N,$$k+\mu V_{A}(N-1,$ $k)+ \sum_{0l=}^{s}\gamma_{k}\iota$VA $(N,$ $l)+(\lambda-\lambda_{k})VA(N,$ $k)$ ]
$M_{A}(i)=-i+hV_{A}(0, \mathrm{o})$




$W_{B}(0, k)= \frac{1}{\Lambda}[\lambda_{k}VB(1, k)+\mu V_{B}(0, k)+\sum_{0l=}^{s}\gamma k\iota VB(\mathrm{o}, l)+(\lambda-\lambda k)VB(\mathrm{o}, k)]$
$W_{B}(i, k)= \frac{1}{\Lambda}[\lambda_{k}V_{B(i}+1, k)+\mu(V_{A}(i-1, k)+1)+\sum_{l=0}^{s}\gamma klV_{B}(i, l)+(\lambda-\lambda_{k})VB(i, k)]$
$(1\leq i\leq N-1)$
$W_{B}(N, k)= \frac{1}{\Lambda}[\lambda_{k}V_{B()}N, k+\mu(V_{B}(N-1, k)+1)+\sum_{l=0}^{s}\gamma k\iota VB(N, l)+(\lambda-\lambda_{k})VB(N, k)]$
$M_{B}=hV_{B}(0, \mathrm{o})$
$V_{B}(i, k)= \max\{M_{B}, W_{B}(i, k)\}$
4
$V.(i, k),$ $W.(i, k),$ $M_{A}(i),$ $M2$ .
Model A
Step $0$ $V_{A(i,k)}^{0}=\lambda_{0}/\alpha$ for all $(i, k)$ . (2)
Step 1
$W_{A}^{n+1}(0, k)= \frac{1}{\Lambda}[\lambda_{k}(V_{A}n(1, k)+1)+\mu V_{A}^{n}(0, k)+\sum_{l=0}^{s}\gamma_{k\iota}V_{A}n(0, l)+(\lambda-\lambda_{k})V_{A}n(\mathrm{o}, k)]$
$W_{A}^{n+1}(i, k)= \frac{1}{\Lambda}[\lambda_{k}(V_{A}n(i+1, k)+1)+\mu V_{A}^{n}(i-1, k)+\sum_{0l=}^{s}\gamma k\iota^{V^{n}}A(i, \iota)+(\lambda-\lambda_{k})V_{A}n(i, k)]$
$(1\leq i\leq N-1)$
$W_{A}^{n+1}(N, k)= \frac{1}{\Lambda}[\lambda_{k}V_{A()+V_{A}}^{n}N, k\mu n(N-1, k)+\sum^{s}\gamma_{k}\iota V_{A}n(N, l)+(\lambda-\lambda k)V^{n}A(N, k)]l=0$
$M_{A}^{n+1}(i)=-i+hV_{A}^{n}(0, \mathrm{o})$
$V_{A}^{n+1}(i, k)= \max\{M_{A}^{n+1}(i), W^{n+1}(Ai, k)\}$
Step 2
Let $n=n+1$ and go to Step 1.
.
Model $\mathrm{B}$ .
$V^{n}.(i, k),$ $W^{n}.(i, k),$ $M_{A}n(i),$ $MB$ , $V.(i, k),$ $W.(i, k),$ $M_{A}(i),$ $MB$ . $(\mathrm{W}\mathrm{e}\mathrm{s}\mathrm{s}\mathrm{e}\mathrm{l}\mathrm{s}[5])$
.
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21. $V_{A}(i, k)\leq\lambda_{0}/\alpha$ ,
2. $W_{A}(i+1, k)-W_{A(}i,$ $k)\geq-1$ ,
3. $W_{A}(i, k)$ $k$ ,
4. $\lambda_{0}\leq\mu$ , $i\geq 1$ $W_{A}(i, k)\geq M_{A}(i)$ ,
)
1. $n=0$ , $V_{A}^{n}(i, k)\leq\lambda_{0}/\alpha$ L, $V_{A}^{n+1}(i, k)\leq\lambda_{0}/\alpha$ .
$M_{A}^{n+1}(i)=-i+hV^{n}(\mathrm{o}, \mathrm{o})\leq h\lambda_{0}/\alpha\leq\lambda_{0}/\alpha$ ,
$W_{A}^{n+1}(i, k) \leq\frac{1}{\Lambda}[\lambda_{k}(\lambda_{0}/\alpha+1)+\mu\lambda 0/\alpha+\sum_{l=0}^{s}\gamma_{kl}\lambda_{0}/\alpha+(\lambda-\lambda k)\lambda_{0}/\alpha]$
$\leq\frac{1}{\Lambda}[\lambda_{0}+\mu\lambda_{0}/\alpha+\Gamma\lambda 0/\alpha+\lambda\lambda_{0}/\alpha]$
$=\lambda_{0}/\alpha$ .
$V_{A}^{n+1}(i)= \max\{M_{A}^{n+1}(i), W^{n+1}(Ai, k)\}$ $V_{A}^{n+1}\langle i,$ $k$ ) $\leq\lambda_{0}/\alpha$ . 0, $k$ ) $\leq$
$\lambda_{0}/\alpha$ .
2. $n=1$ $W_{A}^{1}(i+1, k)-W_{A}^{1}(i, k)=0(0\leq i\leq N-2),$ $W_{A}^{1}(N, k)-$
$W_{A}^{1}(N-1, k)=-\lambda_{k}/\Lambda$ . $W_{A}^{1}(i, k)$ .
$V_{A}^{1}(i, k)$ , 2 .. $W_{A}^{1}(i, k)<M_{A}^{\mathrm{I}}(i)$ ,
$V_{A}^{1}(i+1, k)-V_{A}^{1}(i, k)\geq M_{A}^{1}(i+1)-M_{A(i)}^{1}=-1$ .. $W^{1}(i, k)\geq M(i)$ ,
$V_{A}^{1}(i+1, k)-V_{A}^{1}(i, k)\geq W_{A}^{1}(i+1, k)-W_{A}^{1}(i, k)\geq-1$ .
$V_{A}^{n}(i+1, k)-V_{A}^{n}(i, k)\geq-1$ $W_{A}^{n}(i+1, k)-W_{A}^{n}(i, k)\geq-1$ ,
$V_{A}^{n+1}(i+1, k)-V_{A}n+1(i, k)\geq-1$ -\supset $W_{A}^{n+1}(i+1, k)-W_{A}n+1(i, k)\geq-1$ .. $0\leq i\leq N-2$ ,
$W_{A}^{n+1}(i+1, k)-W_{A}n+1(i, k)$
$= \frac{1}{\Lambda}[\lambda_{k}(V_{A}n(i+2, k)-V_{A(i}^{n}+1,$ $k))+\mu(V_{A}^{n}(i, k)-V_{A(i}^{n}$ –1, $k$ ))





$W_{A}^{n+1}(N, k)-W_{A}^{n+}1(N - 1, k)$
$= \frac{1}{\Lambda}[\lambda_{k}(V^{n}A(N, k)-VAn(N, k)-1)+\mu(V_{A}^{n}(N-1, k)-V_{A(N}^{n}$ –2, $k$ ))
$+ \sum_{0l=}\gamma k\iota(V_{A}n(N, l)-V_{A}^{n}(N-1, l))+(.\lambda-\lambda k).(V^{n}A(N, k)-VA(N-1, k)n)]$
$\geq\frac{1}{\Lambda}[-\lambda_{k}-\mu-\sum_{=l0}^{s}\gamma_{kl}-(\lambda-\lambda_{k})]$
$= \frac{1}{\Lambda}[-\Lambda+\alpha]\geq-1$ .
$V_{A}^{n+1}(i+1, k)-V_{A}n+1(i, k)\geq-1$ $n=1$ . $W_{A}^{n}(i+$
$1,$ $k)-W_{A}^{n}(i, k)\geq-1$ $V_{A}^{n}(i+1, k)-V^{n}A(i, k)\geq-1$ , $W_{A}(i+1, k)-WA(i, k)\geq-1$
$(i+1, k)-V_{A(}i,$ $k)\geq-1$ .
3. $n=1$. $0\leq i\underline{<}N-1$ ,
$W_{A}^{1}(i, k+1)-W_{A}^{1}(i, k)$
$= \frac{1}{\Lambda}[\lambda_{k+1}(V_{A(+k+1}^{00}i1,)+1)-\lambda k(V_{A}(i+1, k)+1)$
$+\mu(V_{A(i-}^{0}1, k+1)-V_{A}^{0}(i-1, k))$
$+ \sum_{0l=}^{l}\gamma_{k+}1lV^{00_{(i}}A(i, \iota)-\sum l=s0\gamma klVA,$ $\iota)$
$+(\lambda-\lambda_{k}+1)VA(0i, k+1)-(\lambda-\lambda_{k})V_{A}0(i, k)]$
$= \frac{1}{\Lambda}(\lambda_{k1}+-\lambda k)\leq 0$ .. $i=N$ ,
$W_{A}^{1}(N, k+1)-W_{A}^{1}(N, k)$
$= \frac{1}{\Lambda}[\lambda_{k+1A}V0(N, k+1)-\lambda_{k}VA(0N, k)$
$+\mu(V_{A}^{0}(N-1, k+1)-V_{A}^{0}(N-1, k))$
$+ \sum_{0l=}^{S}\gamma_{k}+1\iota V^{00}A(N, l)-\sum_{l=0}’\gamma_{k}\iota VA(N, l)$
$+(\lambda-\lambda_{k}1)+V_{A()-}0N,$$k+1(\lambda-\lambda k)VA(0N, k))]$
$=0$ .
$V_{A}^{1}(i, k)$ , 2 .. $W_{A}^{1}(i, k+1)<M_{A}^{1}(i)$ ,
38
$V_{A}^{1}(i, k+1)-V_{A}^{1}(i, k)\leq M_{A}^{1}(i)rightarrow M_{A}^{1}(i)=0$ .. $W_{A}^{1}(i, k+1)\geq M_{A}^{1}(i)$ ,
$V_{A}^{1}(i, k+1)-V_{A}^{1}(i, k)\leq W_{A}^{1}(i, k+1)-W_{A}^{1}(i, k)\leq 0$ .
$V_{A}^{n}(i, k+1)-V_{A}^{n}(i, k)\leq 0$ $W_{A}^{n}(i, k+1)-W_{A}^{n}(i, k)\leq 0$
$V_{A}^{n+1}(i, k+1)-Vn+1(Ai, k)\leq 0$ $W_{A}^{n+1}(i, k+1)-Wn+1(Ai, k)\leq 0$ .. $0\leq i\leq N-1$ ,
$W_{A}^{n+1}(i, k+1)-W_{A}^{n+1}(i, k)$
$= \frac{1}{\Lambda}[\lambda_{k+1}(V_{A}n(i+1, k+1)+1)-\lambda k(V_{A}n(i+1, k)+1)$
$+\mu(V_{A}^{n}(i-1, k+1)-V_{A}^{n}(i-1, k))$
$+ \sum_{l=0}^{l}\gamma k+1\iota VAn(i, l)-\sum_{l=0}\gamma_{k}lV^{n}A(i, l))s$
$+(\lambda-\lambda_{k}+1)V_{A}n(i, k+1)-(\lambda-\lambda k)VA(ni, k)]$




( $\mathrm{B}\mathrm{y}$ $1$ , $\sum\gamma_{k+}1\iota V_{A}^{n}(i,$ $l)$ $- \sum\gamma klV_{A}^{n}(i,$ $l)$ $\leq$ $0$ . )
$l=0$ $l=0$
$\leq\frac{1}{\Lambda}[\lambda_{k+1}(V_{A}n(i+1, k+1)+1)-\lambda_{k}(V_{A}^{n}(i+1, k+1)+1)$
$+(\lambda-\lambda_{k+}1)V_{A}n(i, k+1)-(\lambda-\lambda_{k})V_{A}n(i, k+1)]$ ..
$= \frac{1}{\Lambda}(\lambda_{k+1}-\lambda_{k})(V_{A}^{n}(i+1, k+1)-V_{A()+}^{n}i,$$k 11)$
$\leq 0$
$V_{A}^{n+1}$ $(i, k+1)-V_{A}^{n+1}(i, k)\leq 0$ $n=1$ . ](i, $k+$
$1)$ $-W_{A}^{n}(i, k)\leq 0$ $W_{A}(i, k+1)-W_{A}(i, k)\leq 0$ . .
4.
$W_{A}(i, k) \geq\frac{1}{\Lambda}[\lambda_{k}M_{A}(i)+\mu M_{A}(i-1)+(\Gamma+\lambda-\lambda_{k})M_{A}(i)]$
$= \frac{1}{\Lambda}[(\lambda+\mu+\Gamma)(-i+hV_{A}(0, \mathrm{o}))+\mu]$






1. $D_{A}(i, k)$ $k$ ,
2. $D_{A}(i, k)$ i\uparrow ,
3. $\mu>\lambda_{0}$ $i>0$ $D_{A}(i, k)=2$
Model $\mathrm{B}$ . ( )
3
1. $V_{B}(i, k)\leq\mu/\alpha$ ,
2. $W_{B}(i, k)$ $i$ ,
3. $W_{B}(i, k)$ $k$ ,
4. $i\geq 1$ $W_{B}(i, k)\geq M_{B}$ .
.
2 Model $\mathrm{B}$
1. $D_{B}(0, k)$ $k$ ,
2. $i\geq 1$ $D(i, k)=2$ .
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