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Unmanned Aerial Vehicle (UAV) images can be an important resource when
performing Search And Rescue (SAR) operations at sea. With the improving tech-
nology UAVs are becoming an accessible and fairly inexpensive resource for many
applications such as SAR. In order to maximize the usefulness of these UAV, we
propose a method which utilizes a state-of-the-art Object Detection network to per-
form real-time detection on-board the UAV. In this thesis we have selected the
YOLOv4-tiny Object Detection network and trained it to detect castaways at sea.
The main goal is to obtained fully trained weights that can be utilised with the
YOLOv4-tiny and applied to use in SAR with several UAVs working in parallel
that report back to a human operator upon detection of a possible castaway. The
proposed approach has been validated on a test dataset obtained for the purpose
of this thesis and the final result shows that it has good capabilities that can be
further developed.





Imagens de veículos aéreos não tripulados (UAV) podem ser um recurso im-
portante para a realização de operações de busca e salvamento (SAR) no mar. Com
os avanços da tecnologia, os UAVs têm-se tornado um recurso acessível e razoavel-
mente barato para muitas aplicações como SAR. A fim de maximizar a utilidade
destes UAV, propôs-se um método que utiliza uma rede de detecção de objetos de
última geração para realizar a detecção em tempo real a bordo do UAV. Nesta tese,
selecionou-se a rede de detecção de objetos YOLOv4-tiny e efetuou-se o seu treino
para detectar náufragos no mar. O principal objetivo é obter pesos totalmente
treinados que possam ser utilizados com o YOLOv4-tiny e aplicados para uso em
SAR com vários UAVs a operar em paralelo que reportam a um operador humano
aquando a detecção de um possível náufrago. A abordagem proposta foi validada
com um conjunto de dados de teste obtido para o propósito desta tese, e o resultado
final mostrou boas capacidades que podem ser ainda mais desenvolvidas.
Palavras-chave: Imagens UAV, Busca e Salvamento, Aprendizagem Profunda,
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Travel through sea has long been an important part of the world economy
and as a result of that there is a significant number of ships at sea at any given
time. With these many ships it is not surprising that the occurrence of castaways is
somewhat common and has, therefore, lead to the need for an ever evolving response
capability in terms of SAR at sea. The International Maritime Organization (IMO)
and the International Civil Aviation Organization (ICAO) have jointly published the
IAMSARManual [1] which provides guidelines for the organization of SAR response.
Nowadays most SAR operations count with the support of aircrafts and
ships in order to find and retrieve castaways but this involves a lot of resources and
manpower. With the evolving technology in the field of UAV there can be new ways
to improve our response capabilities with fewer resources and manpower. With the
use of UAVs we can greatly extend the area covered and even automate some pro-
cesses previously done by human operators. The use of UAVs can be done on three
levels, starting with the simplest method which is the use of a UAV with an operator
performing both the control and detection, followed by a more optimized method
where the UAV follows an automated flight plan and the detection is performed by
the operator which allows a single operator to work with several UAVs simultane-
ously but requires a robust datalink for video transmission over long distances. The
third and most advanced method is one where the UAV follows an automated flight
plan and performs on-board detection allowing the operator to only analyse the sit-
uations considered relevant. By combining UAVs with automatic object detection
algorithms we can create a system with the capability to find castaways and report
the location and visuals back to the operator for confirmation.
The scientific field of machine learning, often associated with the term
Artificial Intelligence (AI), has been around for decades but has garnered increas-
ingly more attention in the last few years. It is a field which has several areas of
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study, ranging from predictions based on historical data to computer vision, with
every possible use in between [2]. Companies such as Tesla have brought the subject
to the public eye with the application of Deep Learning on cars and other everyday
items, especially through the use of computer vision, prediction and path planning
in their products [3].
In this thesis we will be focusing on computer vision, a field which has a dual
goal. “From the biological science point of view, computer vision aims to come up
with computational models of the human visual system. From the engineering point
of view, computer vision aims to build autonomous systems which could perform
some of the tasks which the human visual system can perform (and even surpass it
in many cases).” [4]. Within this field, our main interest will be the capabilities to
perform automatic object detection.
The objective of this thesis is to be able to perform an automatic detection
of castaways from images acquired from UAVs and in order to perform that task we
will be using recently developed techniques based on Deep Neural Networks. There
will be a need to choose an appropriate network architecture that is capable of
performing real-time detection while running on an embedded system on-board the
UAV and proceed with the training and evaluation of the performance of the chosen
architecture using an annotated dataset of castaway at sea situations. In the end
we want to achieve an automatic detection that requires relatively low processing
power and only reports back upon a positive result enabling the simultaneous use
of several UAVs and reducing the needed manpower and resources.
The structure of this thesis follows the work developed. After the introduc-
tion, we will perform a review of the literature that pertains to the themes of our
work in Chapter 2. We will study the works that provide a background on Object
Detection and Data Augmentation as well as some works that are related to ours.
With the Literature Review done we proceed to Chapter 3 where we will explain the
processes utilized to perform our work. In Chapter 4 we present the results obtained
on the several experiments performed and a small analysis of results. We end with




The need to detect and classify objects has been around for a long time and
the recent improvements in technology have allowed for fast and accurate automatic
object detection and classification. In this chapter we will be reviewing some of the
background work that lead to our thesis as well as the related works which will serve
as a reference and starting point.
2.1 Background
Object detection is a problem addressed by Computer Vision which deals
with identifying and locating objects of specific classes in an image. Object detection
was studied before the application of Convolutional Neural Networks (CNN) in
Computer Vision. It is important to take a look at the conventional methods in
order to understand how it all began.
After the introduction of CNNs to Computer Vision there was a big evo-
lution, especially in the last decade, and we have seen the development of several
applications that make use of CNNs to perform ever faster and more accurate de-
tection and classification of objects. We will be analysing the work done in this field
and see the evolution of the capabilities and subsequent improvements.
In order to perform the training of our selected network we will need a
method of enlarging our initial dataset and that method is data augmentation.
With data augmentation we can apply several different augmentations that will
create altered images with sufficiently different features so that they can be used to
extend our dataset.
3
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2.1.1 Object Detection
There are several applications of Computer Vision and there is the need
to begin by making an important distinction between Image Classification, Object
Detection and Image Segmentation. Image Classification is used when we need to
classify an image into a category while Object Detection and Image Segmentation
aim to locate the objects in the image. For a better understanding of this difference
refer to Figure 2.1.
Figure 2.1: Difference between classification and object detection
Source: obtained from [5]
With Object Detection we are able to build a bounding box, which is a
square or rectangular box that contains our object, but it will not give us any
information about the shape of the the objects. With Image Segmentation on the
other hand we are able to obtain more precise pixel-wise masks for our objects,
giving us a better understanding of their shapes. The distinction between Object
Detection and Image segmentation can be easily observed in Figure 2.2.
Now that we have a better understanding of the differences between Image
Classification, Object Detection and Image Segmentation we need to understand the
metrics used to evaluate the performance of our detections.
There are many metrics that apply to this kind of detection so we’ll start
with the most basic: True Positive (TP), False Positive (FP), True Negative (TN)
and False Negative (FN). A TP is a result that correctly indicates the presence of
an object while a FP is a result that indicates the presence of an object when it is
4
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Figure 2.2: Object Detection vs Image Segmentation
Source: obtained from [6]
not actually present. A TN is a result that correctly indicates that there isn’t an
object present while a FN is a result that doesn’t indicate the presence of an object
when it is in fact present.
Using these basic metrics we can calculate Precision and Recall. Precision
measures how accurate the predictions are. It measures how many of the predictions
are actually correct using the formula displayed in Equation 2.1. Recall measures
how well we find all the positives. It measures the ability to detect all objects present
in the image using the formula displayed in Equation 2.2.
Precision = TPTP + FP (2.1)
Recall = TPTP + FN (2.2)
Another metric used for Object Detection is Intersection over Union (IoU)
which divides the Area of Overlap of the 2 bounding boxes involved with the Area
of their Union as we can observe in Figure 2.3. With IoU we obtain a score between
0 and 1 which represents the quality of the overlap between the ground truth, which
is the bounding box that contains the true position of the object, and the generated
5
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bounding box. This metric is necessary for the calculation of the precision and recall
as it is based on an IoU threshold that we determine if a detection is considered a
TP or a FP.
Figure 2.3: Intersection over Union
Source: obtained from [7]
The most common evaluation metric is mean Average Precision (mAP)
which is a number between 0 and 100. Despite it’s name the mAP is not just
the average of precisions. Average Precision (AP) is the area under the Precision-
Recall (PR) curve and is computed for each class.
The PR curve is represented with the x-axis being recall and the y-axis
being precision. In order to obtain multiple Precision-Recall value pairs we change
the score cutoff. The score cutoff defines the level of confidence that is necessary for
a detection to be considered valid meaning that detections with a confidence value
below the score cutoff are not considered as detections and, as we adjust the score
cutoff, we can calculate the precision and recall for each score cutoff and obtain our
PR curve [8]. We can see an example of a PR curve in Figure 2.4.
The mAP is the average of the AP over the different classes. In order to
determine if a detection is a TP the IoU of that detection must be above a certain
threshold. So, in order to be more clear about the IoU threshold we have used, we
can add it to the mAP, thus obtaining something more specific like mAP@0.5 which
is the mAP with an IoU threshold of 0.5.
Object Detection was used even before the advent of CNNs in this area of
study. It was a several step process, which started with edge detection and feature
extraction, performed by using techniques like Scale-invariant Feature Transform
6
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Figure 2.4: Precision-Recall curve
Source: obtained from [8]
(SIFT) and Histogram of Oriented Gradients (HOG). After this first step the images
were then compared with already existing Support Vector Machine (SVM) templates
of objects, usually at multi scale levels, in order to detect and localize the objects
present in the image [7]. The comparison process, on different scales is very well
demonstrated in Figure 2.5.
Figure 2.5: Object Detection process before Deep Learning
Source: obtained from [7]
CNNs were first introduced in the 1980s by Yann LeCun. The early version
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of CNNs, named LeNet after it’s creator, was able to recognize handwritten digits.
These CNNs were mostly adopted by the banking and postal services, where they
were used to read zip codes on envelopes and digits on checks.
A CNN performs convolution operations which slide a predefined kernel
(usually called filter) over the input feature map, multiplying and adding the values
of the filter and the input features in order to produce an output. The output values
form an output matrix [9]. We can observe this process in Figure 2.6. By adjusting
the values of our filter we can give different weights to different features, filtering
the features we are interested in.
Figure 2.6: Illustration of the convolution operation
Source: obtained from [10]
Even though these CNNs were ingenious, they faced a serious roadblock:
they could not scale, and because of that they remained on the sidelines of Computer
Vision and Artificial Intelligence. CNNs required a lot of data and computing power
to work efficiently on large images and, due to the limitations of the time, they were
only applicable to images with low resolutions.
It was only in 2012 that AlexNet [11] showed us that perhaps the time
had come to revisit CNNs. With the availability of large datasets and the increas-
ing computing power available, researchers were now able to create complex CNNs




Now that the available CNNs were capable of performing bigger tasks we
could apply them to Object Detection, but first we need to understand how they
work.
Convolutional Neural Networks are composed of multiple layers of artificial
neurons, which are mathematical functions that calculate the weighted sum of mul-
tiple inputs and give us an activation value, as we can observe in Figure 2.7. The
behaviour of these artificial neurons is defined by their weights. They receive the
pixel values and pick out various visual features [12].
Figure 2.7: The structure of an artificial neuron
Source: obtained from [12]
When we input an image into a CNN, each of its layers creates several
activation maps. These activation maps highlight the relevant features of the image.
The first layer of the CNN detects basic features such as horizontal, vertical and
diagonal edges. The output of this layer is then passed as input to the second layer,
which extracts more complex features, like corners and combinations of edges. This
process of passing the output of a layer to the following layer as input continues and,
as we move deeper into the network, the layers begin detecting higher-level features
such as objects and faces. Figure 2.8 gives us a good visualization of the functioning
of these layers.
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Figure 2.8: Neural Network layers visualization
Source: obtained from [12]
Using the activation map of the final layer, the classification layer outputs
confidence scores that specify the likelihood of the image belonging to a class. These
confidence scores have a value between 0 and 1 and the classification layer outputs
one for each class that the CNN is prepared to detect. A simplification of the whole
10
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detection process performed by a CNN can be seen in Figure 2.9.
Figure 2.9: Simplification of the process performed by a CNN
Source: obtained from [12]
After the introduction of the revisited CNN, Two-Step Object Detection ar-
chitectures began being developed. Two-Step Object Detection involves algorithms
that perform the identification of bounding boxes that may contain objects and then
proceed to classify each bounding box separately.
The first step utilizes a Region Proposal Network (RPN) which provides a
number of regions that are then passed to common Deep Learning based classifica-
tion architectures as shown in Figure 2.10.
These Two-Step architectures started with the development of the Region-
based Convolutional Neural Network (R-CNN). R-CNN combined region proposal
with CNNs, creating regions with CNN features and producing an increase of mAP
by 30% relative to the previous best result and achieving a mAP of 53.3% [14].
The evolution continued as Fast R-CNN and Faster R-CNN, newer and
improved versions of R-CNN, were published. Fast R-CNN improved both time, as
it was able to train the deep detection network 9 times faster than it’s predecessor,
and precision, reaching a mAP of 66% [15]. Faster R-CNN further improved on the
11
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Figure 2.10: Two-Step Object Detection
Source: obtained from [13]
processing speed, making the process almost real-time, by introducing “RPN that
share convolutional layers with state-of-the-art object detection networks” [16].
Two-Step Object Detection algorithms are known to perform better than
their One-Step counterparts but that comes at the cost of time. As Two-Step Object
Detection couldn’t handle the need for real time Object Detection, many One-Step
Object Detection architectures were proposed, such as YOLO [17], YOLOv2 [18],
YOLOv3 [19], Single Shot Detector (SSD) [20], RetinaNet [21] and YOLOv4 [22],
which tried to combine the detection and classification steps.
YOLO performs detection as a straightforward regression dilemma, taking
an input image and learning the class possibilities with bounding box coordinates.
YOLO divides the image into a grid of S x S and every grid predicts N bounding
boxes and their respective confidence. The end result is a total of SxSxN forecasted
bounding boxes, a large number which can be narrowed down by setting a threshold
to exclude the bounding boxes with lower confidence scores.
SSD runs a CNN on the input image only once and computes a feature
map. A small 3x3 convolutional kernel is then run on this feature map to predict
the bounding boxes and their categorization probability.
12
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RetinaNet was introduced to fill in some of the imbalances and inconsisten-
cies of other Single-Step detectors like YOLO and SSD when dealing with extreme
foreground-background classes. RetinaNet accommodates Focal Loss, which is a
method used to prevent negatives from clouding the detector.
At the time of writing of this thesis YOLO is the Object Detection Net-
work that shows better results in detection speed while maintaining a good mAP.
YOLOv3 showed very good speed with a mAP that is comparable to other meth-
ods as we can observe in Figure 2.11. YOLOv4 further improved on YOLOv3 and
displayed the best results in terms of speed while maintaining a performance com-
parable with other state-of-the-art Object Detectors such as EfficientDet. In Figure
2.12 we can see the results of YOLOv4 and other Object Detectors on the MS COCO
dataset.
Figure 2.11: Speed/Accuracy comparison of YOLOv3 with other
state-of-the-art Object Detectors
Source: obtained from [19]
For our work we decided to utilize the YOLO object detection network
which has shown very good results and has had several improvements in the past
years. We will be using YOLOv4-tiny [23], a scaled version of the YOLOv4 that
can operate on low end Graphics Processing Unit (GPU) devices and can therefore
perform real-time detection on-board the UAV.
13
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Figure 2.12: Comparison of YOLOv4 with other state-of-the-art
Object Detectors
Source: obtained from [22]
2.1.2 You Only Look Once
The YOLO object detection network was introduced in the 2016 paper by
Redmon et al, and brought a new approach to object detection and classification by
performing both tasks in a single neural network. “A single neural network predicts
bounding boxes and class probabilities directly from full images in one evaluation”.
This architecture is able to perform extremely fast processing, reaching real-time
at 45 frames per second (fps) and even reaching 155 fps with it’s smaller version,
Fast YOLO at a slight cost in accuracy [17]. YOLO continued to improve with the
appearance of new versions with YOLOv4 being introduced in 2020 by Bochkovskiy
et al [22].
YOLOv4 consist of a backbone, a neck and a head. The backbone is a deep
neural network composed mainly of convolutional layers and its main objective is
to extract essential features. For the backbone they have used the CSPDarknet53,
an application of Cross-Stage-Partial-connections (CSP) to the Darknet53 that was
previously used in YOLOv3. CSP is derived from the DenseNet architecture and
results in different dense layers repeatedly learning copied gradient information. By
14
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applying CSP it is possible to “greatly reduce the amount of computation, and
improve inference speed as well as accuracy” [24].
The neck has the essential role of collecting feature maps from different
stages. For the neck, they have used Spatial Pyramid Pooling (SPP) and Path Ag-
gregation Network (PAN). SPP generates a “fixed-length representation regardless
of image size/scale” which eliminates the requirement for fixed-size input images
[25]. PAN aims at “boosting information flow in proposal-based instance segmenta-
tion framework” and is applied in order to help include features from different layers
[26].
The head performs dense prediction, the final prediction which is composed
of a vector containing the coordinates of the predicted bounding box (center, height,
width), the confidence score of the prediction and the label. For the head, they chose
to useYOLOv3. They use Complete Intersection over Union (CIoU)-loss, Cross mini-
Batch Normalization (CmBN), DropBlock regularization, Self-Adversarial-Training
(SAT), Mish activation, Spatial Attention Module (SAM) and a few more tools in
order to obtain the final prediction. With this detector they were able to obtain
faster and more accurate results than all available alternative detectors at the time
of publishing.
In order to adapt to the computing power available there is a need to adjust
the scale of our YOLOv4 network. With Scaled-YOLOv4, Wang, Bochkovskiy and
Liao were able to develop YOLOv4-large designed for cloud GPU and YOLOv4-tiny
designed for low-end GPU devices. “The YOLOv4-tiny model achieves 22.0% AP
(42.0% AP50) at a speed of 443 fps on RTX2080Ti, while by using TensorRT, batch
size = 4 and FP16-precision the YOLOv4-tiny achieves 1774 fps”. YOLOv4-tiny
uses CSPOSANet with Partial in Computational Block (PCB) architecture to form
the backbone of YOLOv4. [23].
2.1.3 Data Augmentation
In order to perform an adequate training that results in as little overfitting as
possible we need to have a large and varied dataset. “Data Augmentation approaches
overfitting from the root of the problem, the training dataset.This is done under
the assumption that more information can be extracted from the original dataset
through augmentations.”. When working with limited datasets Data Augmentation
can help “artificially inflate the training dataset size by either data warping or
oversampling”. With data warping we make use of augmentations such as “geometric
and color transformations, random erasing, adversarial training, and neural style
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transfer” to transform existing images while keeping their labels intact while with
oversampling the augmentations “create synthetic instances (...) [which] includes
mixing images, feature space augmentations, and Generative Adversarial Networks
(GAN).” [27].
Data Augmentation can be performed using several different augmentation
techniques. We will take a look at the more popular ones such as Flips, Rotations,
Scaling, Cropping, Translations and Gaussian noise.
A flip consists of mirroring the image either horizontally or vertically as
displayed in Figure 2.13.
Figure 2.13: From the left, we have the original image, followed by
the image flipped horizontally, and then the image flipped vertically
Source: obtained from [28]
A rotation consists of, as the name implies, rotating the image by any
number of degrees. The example on Figure 2.14 applies 90 degrees rotations.
Figure 2.14: The images are rotated by 90 degrees clockwise with
respect to the previous one, as we move from left to right
Source: obtained from [28]
Scaling allows us to scale the image outward or inward. Most image frame-
works used maintain the image’s original size. We can see this scaling in Figure
2.15.
Cropping is a process similar to scaling but we randomly sample a section
from the original image and resize it to the original image’s size. We can notice the
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Figure 2.15: From the left, we have the original image, the image
scaled outward by 10%, and the image scaled outward by 20%
Source: obtained from [28]
difference between this method and scaling by comparing Figure 2.15 and Figure
2.16.
Figure 2.16: From the left, we have the original image, a square
section cropped from the top-left, and then a square section cropped
from the bottom-right. The cropped sections were resized to the
original image size
Source: obtained from [28]
Translation involves moving the image so that the position of the objects
changes. As we are working with CNNs the position of the object has little difference
and makes it so that this augmentation is of little use for our work. In Figure 2.17
we can see the results obtained from applying this technique.
Gaussian noise can be applied to the image in order to simulate some dis-
tortion. We can apply Gaussian noise or a toned down version called salt and pep-
per noise, which presents itself as random black and white pixels randomly spread
through the image. Both of these techniques can be seen in effect in Figure 2.18.
There are also some more advanced data augmentation techniques such as
conditional GAN which can perform more complex augmentations. Conditional
GANs can transform an image from one domain to a different one such as taking an
17
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Figure 2.17: From the left, we have the original image, the image
translated to the right, and the image translated upwards
Source: obtained from [28]
Figure 2.18: From the left, we have the original image, image with
added Gaussian noise, image with added salt and pepper noise
Source: obtained from [28]
input image taken in summer and outputting that same image in a winter setting
or vice-versa. They can also alter the time of day of the image, allowing for a big
variety of outputs. The outputs generated by GANs can sometimes appear more
artistic than realistic but they can still be useful to enlarge some datasets. We can
see some examples of the applications of GANs in Figures 2.19 and 2.20.
Figure 2.19: Changing seasons using a CycleGAN
Source: obtained from https://junyanz.github.io/CycleGAN/
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Figure 2.20: Deep Photo Style Transfer
Source: obtained from https://arxiv.org/abs/1703.07511
2.2 Related Works
The use of object detection at sea has been studied recently and has shown
very positive results, especially regarding the detection and classification of ships at
sea. By taking a look at the work done in the detection of ships we can get some
valuable information on the methods used and try to used them to improve our
detection of castaways at sea.
The detection of people using Object Detection, mostly done in pedestrian
detection, is also of interest. We will analyse some of the existing methods used to
detect people in order to understand what has been done and what can be applied
to the castaway scenario.
2.2.1 Object Detection at sea
The study of the use of machine vision for detection of castaways is not
something new. As early as 1994 there have been works done in this area. Sumimoto
et al. present a study in 1994 that dealt with the use of image processing techniques
for the detection of rescue targets. They proposed a system that utilized color and
shape information with aerial footage in order to detect possible rescue targets. The
proposed system configuration can be seen in Figure 2.21 [29].
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Figure 2.21: System proposed by Sumimoto et al.
Source: Obtained from [29]
The work published by Mace in 2011 [30] tackled the issue of detecting ma-
rine debris, such as fishing nets, buoys and ropes. This work did not use Object
Detection models like the ones we have explained before. They utilized data from
satellite observations and aircraft in conjunction with mathematical models to ob-
serve debris. Unfortunately, the conclusion of this work was that the detection and
removal of these debris remained a serious challenge to current technology at the
time of publishing.
The work published by Ramirez et al. in 2011 [31] focused on sea rescue.
They proposed a coordinated sea rescue system based on UAV and Unmanned Sur-
face Vessel (USV). In the system presented in this paper “the USV in charge of
rescuing the castaways benefits from the information provided by a searching and
sensing UAV, which is capable of locating the castaways quicker than the USV.
The coordinated use of both vehicles reduces the search time, because the USV
can predict the castaway positions better, using the information provided by its
remote sensing UAV and its more powerful Central Processing Unit (CPU)”. The
two subsystems were able to work in real-time with really simple defined behaviours
. This system presents a good basis where the improvements of automatic Object
Detection can be applied.
“Started in 2012, the ICARUS research project aims to develop robotic
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tools which can assist ’human’ operator during SAR operations” [32]. The Integrated
Components for Assisted Rescue and Unmanned Search operations (ICARUS) project,
was a European project that counted with the participation of 24 partners from 9
countries the goal of which was to develop autonomous robots that could help SAR
teams both on land and sea. There were various thesis and publications that con-
tributed for the work done on this project, which resulted in the development of
several tools that can be used to assist in SAR situations. The project results can
be accessed at http://www.fp7-icarus.eu/project-results.
Detection at sea can be done using methods which do not use UAVs and
camera footage, and one of them is the use of Unmanned Underwater Vessel (UUV).
The 2015 thesis by Palma [33], done as part of the ICARUS project, studied the
possibility of an underwater approach to castaway detection using a sonar upward
looking system . This work showed that, although it is possible to perform detection
of castaways using UUVs, it is very limited and would require further improvements
to be a feasible option.
In 2017, Hoai and Phuong published a paper that studied the use of anomaly
color detection on UAV images for SAR works. They were able to determine that in
different SAR situations “the appropriate color space and detection algorithm can
be chosen that give best performance of anomaly detection” [34].
In the same year, Dinnbier et al. published a paper that focused on using
Gaussian Mixture Model (GMM) and Fourier Transforms for target detection in
UAV maritime Search And Rescue. Using GMMs they were able to remove back-
ground from images while leaving moving targets intact as can be seen in Figure 2.22.
By combining GMMs with Fourier Transforms they were able to obtain improved
results as shown in Figure 2.23 [35].
In their 2019 thesis, Laxmi uses, modifies and trains “four of the state-of-art
pretrained deep learning network models, namely VGG16, Xception, ResNet50 and
InceptionResNet” to identify ships from images captured from UAVs. In this work
they are able to achieve high accuracy (99.6 to 99.9% correct classifications) but to
do so, require high computing power [36].
On the subject of object detection at sea, the work done by Pires in their
2020 thesis studies the use of a two stages cascade model with a detection part
followed by a segmentation stage to perform real-time ship segmentation during
maritime surveillance missions using onboard cameras [37].
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Figure 2.22: Original images on the left, with the salient images
on the right (the yellow circles have been added for visibility)
Source: obtained from [35]
Figure 2.23: Original images are on the left, with output images
on the right, where salient pixels show GMM detection and colored
frames show FFT detection on the combinatorial method
Source: adapted from [35]
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2.2.2 Detection of People
Pedestrian Detection, much like other forms of object detection, was orig-
inally performed without the use of CNNs. The 2013 paper by Ouyang and Wang
studies a joint approach to pedestrian detection, proposing a joint deep learning
framework that encompasses four main components: Feature Extraction, Part De-
formation Handling, Occlusion Handling and Classification. An overview of these
four key components can be seen in Figure 2.24. The proposed network was able to
outperform the best performing approaches at the time, reducing the average miss
rate by 9% on the Caltech dataset [38].
Figure 2.24: Four key components in pedestrian detection: feature
extraction, deformation handling models, occlusion handling models,
and classifiers
Source: obtained from [38]
In 2016, Tomè et al. proposed a pedestrian detection system based on
CNNs. The proposed system utilized the scores provided by the region proposal
algorithm in parallel with the scores provided by the trained CNN to classify a
given region, therefore improving the system accuracy. The proposed system was
able to outperform other alternative approaches based on both handcrafted and
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learned features with their lightweight version being capable of detecting pedestrians
in real-time using modern hardware [39].
The works we have seen focus on the detection of people in the visual
spectrum but there are other methods such as the detection of people using thermal
Infrared (IR) cameras. The paper published by by Teutsch et al. in 2014 studied
the use of a moving thermal IR camera for low resolution person detection. In
this paper, they proposed “a two-stage person recognition approach for Long-Wave
Infrared (LWIR) images” that was able to perform real-time detection of people in
LWIR images acquired by moving cameras. Some of the results of this paper can
be seen in Figure 2.25 [40].
Figure 2.25: Results from the Teutsch et al. paper




In order to develop our Castaway detector we must start by defining our
methodology. In this chapter we will explain the process used to work with the
selected Object Detection Network and how the training and testing were performed.
We will also elaborate on the contents of each of the datasets and the augmentations
applied on each of them to create our augmented datasets.
3.1 Detection Framework
To perform automatic detection we needed to implement the YOLOv4-tiny
Object Detection network we have previously mentioned in Chapter 2.
We started with an implementation in Tensorflow 2.0 by Viet Hung [41].
With this implementation we were able to use YOLOv4 and YOLOv4-tiny on our
local computer. We then proceeded to perform some experimentation on a small
sample of footage in order to verify its capability to detect the already existing
person class in different environments.
For the training of our network used the Darknet implementation by Bochkovskiy
[42], which is the usual method used when performing training of YOLO networks.
The YOLOv4-tiny network consists of 38 layers and its structure can be
seen in Figure 3.1. The structure presented in Figure 3.1 can be better seen in
Annex I. For the initial tests and as a point of comparison we utilized the YOLOv4-
tiny pre-trained weights, trained with the COCO dataset with 80 different object
classes.
The resulting weights of our work can be later applied on a lightweight
computer for embedded applications like a Jetson Nano. The process of utilizing
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Figure 3.1: YOLOv4-tiny network structure
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YOLOv4-tiny on a Jetson Nano is quite simple and a quick guide on how to prepare
the Jetson Nano is available at: https://tinyurl.com/JetsonNanoTutorial.
3.2 Datasets
In order to perform an adequate training we must first prepare a suitable
dataset that is able to represent the castaway at sea. To generate the bounding
boxes we used Make Sense, a free to use online tool for labelling images. With this
tool we were able to obtain our bounding boxes in the YOLO format [43].
For the purpose of this thesis we have prepared several datasets. In our
datasets surfers, kayakers and swimmers were considered as part of the castaway
class.
Our first dataset consists of gathered UAV footage of people swimming and
surfing at different beaches at different times of day obtained from Youtube. This
dataset consists of 550 images and has an average of 13 objects per image with the
number of objects on a single image varying between 1 and 76. Some examples of
the images that make up this dataset can be seen in Figure 3.2.
Figure 3.2: Examples of images contained in Dataset 1
For our second dataset we used a DJI Mini 2 to collect footage of a castaway
and people kayaking near the Oeiras Marina in the morning with a clear sky and
fair sea conditions. The DJI Mini 2 camera specifications can be seen in Table 3.1.






Focus range 1m to ∞
ISO range 100-3200
Video resolution 4K: 3840×2160 @ 24/25/30fps




Focus range 1.5m to ∞
ISO range 100-3200
Video resolution 4K: 3840×2160 @ 24/25/30fps
Table 3.2: Camera Specifications of the Parrot Anafi
images containing 2 objects. Some examples of the images captured to create this
dataset can be observed in Figure 3.3.
Figure 3.3: Examples of images contained in Dataset 2
From the 67 images captured at the Oeiras Marina only 53 were used to
create Dataset 2 because 20% of the images were separated to add to the Test
Dataset.
For our third dataset we used a Parrot Anafi to collect footage of cadets
from the Portuguese Naval School on a field exercise. The footage in this dataset
consists of people swimming across a small canal in the afternoon. The Parrot
Anafi was able to capture video at a resolution of 3840×2160 at 30 fps. We were
able to obtain 292 images with an average of 5 objects per image with the number
of objects varying between 0 and 7. Some examples of the images captured to create
this dataset are displayed in Figure 3.4.
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Figure 3.4: Examples of images contained in Dataset 3
Dataset Images Average number of objects
Dataset 1 550 13
Dataset 2 53 2
Dataset 3 233 5
Dataset 123 836 10
Test Dataset 73 4
Table 3.3: Datasets created before augmentations
From the 292 images captured at the TROIA 21 Exercise only 233 were
used to create Dataset 3 because 20% of the images were separated to add to the
Test Dataset.
For training purposes we created the Dataset 123 which consists of all images
from Datasets 1, 2 and 3.
For the testing of our detector, we created a Test Dataset composed of 20%
of the images from Datasets 2 and 3, which will not be used in the training process
and will be kept separate until the test phase. This dataset is composed of 73 images.
The information of the datasets mentioned above can be seen in Table 3.3.
With our datasets annotated we can then proceed with the necessary data
augmentation in order to obtain a sufficiently large and varied dataset.
We used Roboflow, an online tool that “organizes, prepares, and improves
your image and annotation training data” [44], to perform our augmentations. We
used this tool to perform the rotations, HUE alterations and Flips on the images
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from Dataset 1 and utilized the images obtained as our first augmented dataset for
training.
Figure 3.5: Random Rotation
Figure 3.6: HUE alteration -50º (left) and +50º (right)
Figure 3.7: Horizontal Flip (left) and Vertical Flip (right)
After the augmentations we obtained the Augmented Dataset 1, with 9137
images.
For the creation of the Augmented Dataset 123, which will contain all images
from Dataset 123, we used Roboflow to perform the rotations, HUE alterations and
Flips. After the creation of Augmented Dataset 1 we came to the conclusion that
there was an excess of rotations applied, which led to an unnecessarily big dataset,
and reduced the number of rotations when creating the Augmented Dataset, as a
result we obtained the Augmented Dataset with 4964 images.




Dataset Original Images Images after augmentation
Augmented Dataset 1 550 9137
Augmented Dataset 123 836 4964
Table 3.4: Datasets created after augmentations
3.3 Training
In order for our detection to work properly we began by training YOLOv4-
tiny using the first augmented dataset to create a whole new Castaway class. This
allowed us to train our own class from the start. Our training begins with the pre-
trained YOLOv4-tiny weights we mentioned at the beginning of this chapter and
obtains weights for a single new class: castaway.
In order to have a more user friendly environment we used Google Colabo-
ratory, a tool from Google which “allows you to write and execute Python in your
browser, with zero configuration required, free access to GPUs, easy sharing” [45].
The training was performed on a Google Colaboratory notebook, a slightly modified
version of the notebook from the tutorial on training a custom YOLOv4-tiny object
detector [46]. Our notebook is publicly available1. With this notebook we were able
to use the Darknet implementation by Bochkovskiy [42] to train our YOLOv4-tiny
with our custom class.
The initial training was performed with the configurations suggested in [46].
The training was performed using a batch size of 64 with 16 subdivisions, a network
size of 416 x 416, maximum number of batches set to 10000 and the steps adjusted
accordingly. We also changed the number of filters on the convolutional layers before
each YOLO layer to 18, and the number of classes on each of the YOLO layers to
1, as that is our number of classes. The number of filters in the convolutional layers
is related to the number of classes using the following formula obtained from [46].
Filters = (classes + 5)× 3. (3.1)
It is important to note that YOLOv4-tiny already performs image augmen-
tations in its training process. The augmentations applied by YOLOv4-tiny are
saturation, exposure and hue and their default values are set to 1.5, 1.5 and 0.1,
respectively.




Test 1 Evaluation of the results obtained after training with Augmented Dataset 1
Test 2 Comparison between retraining with Weights 1 and training from scratch
Test 3 Evaluation of the influence of the use of augmented images for training
Test 4 Evaluation of the influence of changing the meta-parameters
Test 5 Ablation study
Table 3.5: Experiments performed
3.4 Testing
In order to obtain the best possible results we tested the results of training
with different Datasets and configurations, such as varying the batch size, learning
rate and other meta-parameters.
We began by performing the first training with the Augmented Dataset 1
to obtain our first weights which we named Weights 1 for future reference.
We proceeded with a comparison of the results obtained from retraining the
Weights 1 with Dataset 123 and from training from scratch with Dataset 123. This
allowed us to understand if there is any benefit from performing a pre-training with
our Augmented Dataset 1.
After understanding the influence of the pre-training we needed to under-
stand the influence of data augmentations on the performance of our network. We
performed the training with the Augmented Dataset and compared the results with
the ones obtained from training with Dataset 123.
It was then necessary to test the influence of changing some of our meta-
parameters. We evaluated the performance using different batch and subdivision
sizes, training augmentations and learning rates, in order to determine the configu-
ration that provides us the best detection.
At this point it was necessary to perform an ablation study. Ablation is the
removal of a component of an AI system, and an ablation study helps us understand
the contribution of the different components, in our case, the different datasets, on
the overall system. In this section we verified the importance of each dataset and
tried to understand how much their absence could influence our results.
The experiments mentioned above are summarized in Table 3.5.
For the purpose of measuring our results in most of our tests we used the
Test Dataset. After each training was complete, we received the mAP of those
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weights in reference to this Test Dataset. The results obtained are presented in
Chapter 4 and the resources used such as datasets and weights obtained are publicly
available2.





In this chapter we will be presenting the results obtained from our work.
It is important to note that the average time of most trainings was 12 hours
but this time sometimes varied due to the fact that the resources provided by Google
Colaboratory, such as GPUs, varied over time and there was no way to choose what
type of GPU we were connected to.
4.1 Obtaining the first weights
After the 1st training, which was performed with the Augmented Dataset
1, we obtained a low mAP on the Test Dataset. The weights obtained were saved
as yolov4-tiny-custom-best-1stTraining. The result was a 7.10% mAP which can
be easily explained by two factors, the fact that the images in Dataset 1 did not
contain many examples with intense light reflection on the water and that there are
a lot of false positives on the images obtained from Dataset 3 due to the number of
people outside of the water that are not considered castaways. In figure 4.1 we can
see an example of an image where there are several of the support staff present at
the exercise that were outside of the water and can confuse the detector.
We can see that there is an improvement in the detection of castaways in
good visibility conditions when compared to the Original weights in the images in
Figure 4.2. But we can also see that the current results are still lacking when it
comes to bad visibility conditions, as displayed in Figure 4.3.
Weights mAP on Test Dataset
yolov4-tiny-custom-best-1stTraining 7.10%
Table 4.1: Weights obtained from Test 1
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Figure 4.1: Example of support staff outside of the water
Figure 4.2: Comparison between Detections on test images from
Oeiras Marina with Original YOLOv4-tiny weights (left) and Detec-
tions with our first trained weights (right)
4.2 Pre-training vs Training
We began by performing the training with Dataset 123 which gave us a
mAP of 38.73%. The weights obtained were saved as yolov4-tiny-custom-best-All-
Datasets. We then performed the retraining and obtained a mAP of 39.65%. The
weights obtained were saved as yolov4-tiny-custom-best-Retrain. The increase in
the mAP, compared to the one obtained after the initial training, occurs in both
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Figure 4.3: Comparison between Detections on test images from
TROIA 21 Exercise with Original YOLOv4-tiny weights (left) and
Detections with our first trained weights (right)
Weights mAP on Test Dataset
yolov4-tiny-custom-best-All-Datasets 38.73%
yolov4-tiny-custom-best-Retraining 39.65%
Table 4.2: Weights obtained from Test 2
cases and seems to be a result of the inclusion of the images from Dataset 3 that
allow our detector to better understand the difference between people outside of the
water and castaways.
We can also see that there is little difference between the retraining and
training and so we will be performing our trainings from scratch instead of using
our first weights.
4.3 Influence of Data Augmentation
After performing the training with Augmented Dataset 123 we were able
to obtain a mAP of 35.78% which is slightly lower than the one obtained with
the original images without augmentation. The weights obtained were saved as
yolov4-tiny-custom-best-Augmentations. This result leads us to conclude that, in
this particular case, the use of augmentations does not improve our detection and
may even cause a slight decrease. It is important to remember that the training
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Weights mAP on Test Dataset
yolov4-tiny-custom-best-Augmentations 35.78%
Table 4.3: Weights obtained from Test 3
process of YOLOv4-tiny already applies some augmentations and that can be the
reason the impact of previous augmentations is so small.
4.4 Influence of meta-parameters
All training in this section will be performed with Dataset 123.
For the first training in this section we tried changing our batch size to 32
and our subdivisions to 8 in order to verify the impact on the performance. The
weights obtained were saved as yolov4-tiny-custom-best-Batch32-Sub8. With these
meta-parameters we were able to obtain a mAP of 37.00% which is slightly lower
than the results obtained with the original parameters.
We proceeded by training with batch size set to 128 and subdivisions set to
32 and we were able to achieve a mAP of 42.51%. This mAP is the highest that we
were able to achieve so far but it comes at the cost of a higher training time which
is a little more than 2 times longer than with the original parameters. The weights
obtained were saved as yolov4-tiny-custom-best-Batch128-Sub32.
The next training we performed had the objective of understanding the
impact of the augmentations within YOLO itself. We set the hue meta-parameter
to 0.5 while maintaining the saturation and exposure meta-parameters with their
original value of 1.5. The reason we maintained the saturation and exposure values
was due to the fact that the default values were already at a good value while the
default hue value was set to a considerably low value. We were able to obtain
a mAP of 40.46%, a slight improvement over the original meta-parameters. The
weights obtained were saved as yolov4-tiny-custom-best-Hue05.
We decided that it was time to try varying the learning rate. We continued
training with the configuration of values used on the previous training and the
learning rate set to 0.01 to understand if it could influence our results. We were
able to obtain a mAP of 42.29%, a slight improvement on our previous result while
maintaining a training time similar to the average of the trainings. The weights
obtained were saved as yolov4-tiny-custom-best-LRate01.
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Table 4.4: Weights obtained from Test 4
From the results obtained we made the decision to maintain the original
settings except for the Hue meta-parameter which was set to 0.5 and the Learning
rate which was set to 0.01. We did not use the increased batch and subdivision sizes
because the increase of training time was too big when compared to the increase of
mAP.
4.5 Ablation Study
Now that we had made slight adjustments to our training process and meta-
parameters we proceeded with our tests to verify the influence of different train and
test datasets.
Our first tests were simple, we tested the yolov4-tiny-custom-best-LRate01
weights on Dataset 1, Dataset 2 and Dataset 3 separately in order to see the per-
formance on each individual dataset.
With the test set to Dataset 1 we were able to obtain a mAP of 28.32%.
With test set to Dataset 2 we obtained a mAP of 81.43%. With test set to Dataset
3 we obtained a mAP of 38.58%. This was an interesting result as the Dataset with
which we achieved the best mAP was the one that is less present in the training
dataset. This seems to be due to the fact that the castaways in Dataset 2 are more
clearly defined and there are less objects present that can hinder the detection. We
will take special attention to the results of the next set of tests to see if this trend
continues.
The next test we performed was training with Datasets 1, 2 and 3 separately
and testing the performance on the datasets not used on each of the trainings as
well as the Test Dataset.
We performed training with Dataset 1 and tested the performance on the
Test Dataset, Dataset 2 and Dataset 3, obtaining a mAP of 10.45%, 21.19% and




Weights mAP Test mAP Dataset 1 mAP Dataset 2 mAP Dataset 3
LRate01 42.29% 33.70% 80.95% 45.42%
Dataset1 10.45% 16.89% 21.19% 9.48%
Dataset2 8.39% 0.35% 100% 0.11%
Dataset3 35.29% 4.11% 4.32% 49.65%
Table 4.5: Results from the ablation study
Training with Dataset 2 and testing the performance on the Test Dataset,
Dataset 1 and Dataset 3, we obtained a mAP of 8.39%, 0.35% and 0.11%, respec-
tively. The weights obtained were saved as yolov4-tiny-custom-best-Dataset2.
Performing the training with Dataset 3 and testing the performance on the
Test Dataset, Dataset 1 and Dataset 2, we were able to obtain a mAP of 35.29%,
4.11% and 4.32%, respectively. The weights obtained were saved as yolov4-tiny-
custom-best-Dataset3.
We also tested the weights obtained on their respective datasets and, as
expected, they showed improved results. Dataset 1 had a mAP of 16.89%, while
Dataset 2 had a mAP of 100% and Dataset 3 had a mAP of 49.65%. These results
can be mostly attributed to overfitting due to testing on the images that were used
for training. The effect of the overfitting is clearly visible on Dataset 2, which had
less variety than the other datasets and a lower number of images and led to a great
mAP when testing on Dataset 2 but the lowest when testing on Datasets 1 and 3.
Although the yolov4-tiny-custom-best-Dataset2 weights show a low performance on
all the other datasets, it is interesting to note that Dataset 2 is the dataset that
best represents castaway situations in clear conditions. This could mean that these
weights could be used in clear conditions to obtain a good performance while the
yolov4-tiny-custom-best-Hue05 weights give us a more robust performance overall.
These tests provide us some interesting results. None of the weights ob-
tained using individual Datasets was able to outperform the weights obtained using
all the Datasets, with all of these weights obtaining relatively low mAP on most
Datasets. This is likely caused by the lack of variety of each individual dataset. It
is interesting to note that the variety of Dataset 1, which is definitely higher than
the other datasets, allowed for a relatively good mAP when testing on Dataset 2.
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With all the tests concluded we have selected the weights yolov4-tiny-
custom-best-LRate01 as our final weights. These weights showed the best results
overall, with good mAP on all the Datasets which means that it has a good detection
ability on a wide range of conditions.
In Figure 4.4 we can observe the precision-recall curve obtained with detec-
tion threshold values between 0.1 and 0.9. The precision only varies slightly while
the recall decreases significantly with each increase of the detection threshold. From
this graph we are able to determine that a threshold of 0.4 should be used in order
to achieve a good balance between precision and recall, achieving a precision of 68%
with a recall of 55%.
Figure 4.4: Precisio-Recall curve for our final weights
The results from the tests performed are summarized in Table 4.6.
A comparison between the results of the first training and the results of
the final weights can be seen in Figure 4.5 and Figure 4.6. Figure 4.6 shows the
most difference, with castaways being better detected and the people on the shore
no longer mislabelled as castaways.
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Chapter 4. Results












Table 4.6: Results from all of the Tests
Figure 4.5: Comparison between the results of our first training
and our final on images from Oeiras Marina
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4.6. Final Weights
Figure 4.6: Comparison between the results of our first training




During the course of this thesis we studied the works that stand as a basis
for modern Object Detection Networks and the applications of these networks. We
took a look at the studies related to SAR operations, especially the ones related
to the use of UAVs. After having a better understanding of the existing works we
were able to select an Object Detection network that fit our needs. We selected the
YOLOv4-tiny for its ability to perform real-time detection while maintaining a good
performance.
We proceeded by testing the effects of different training conditions on our
selected network in order to improve its ability to detect a castaway, experimenting
with different configurations to obtain the best results. The initial results seemed
promising and as we proceeded with the tests we were able to obtain increasingly
better results, with the final chosen weights showing a mAP of 42.29%.
The results obtained, although very positive, can still be further improved
with the addition of more datasets which could provide even more varied examples
of castaways that improve the capability of detection on different conditions.
The work done in this thesis serves as a proof of concept, showing the
possible application of the YOLO detection network, more specifically the YOLOv4-
tiny detection network, in SAR operations using UAVs. The introduction of a system
of UAVs with Object Detection capabilities could be an important addition to the
already existing SAR resources, providing a way to extend the area covered.
In this thesis we prepared the weights for the Object Detection network
that can be applied on a UAV, but we could not perform the practical application
on-board. There is still much that can be done in future works and we suggest the
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In this annex we show a representation of the network structure of YOLOv4-
tiny which was obtained from [47].
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