ABSTRACT Four-dimensional variational data assimilation (4D-Var) seeks to nd an optimal initial eld that minimizes a cost function de ned as the squared distance between model solutions and observations within an assimilation window. For a perfect linear model, Lorenc showed that the 4D-Var forecast at the end of the window coincides with a Kalman Filter analysis if two conditions are ful lled: a) the addition to the cost function of a term that measures the distance to the background at the beginning of the assimilation window, and b) the use of the Kalman Filter background error covariance in this term. The standard 4D-Var requires minimization algorithms along with adjoint models to compute gradient information needed for the minimization. In this study, we suggest that an alternative method based on the use of the quasi-inverse model that, for certain applications, may help accelerate the solution of problems close to 4D-Var.
Introduction
Over the last decade many important applications of the backward integration of the adjoint of the linear tangent model have been introduced in the literature. These include the generation of singular vectors for ensemble prediction (e.g., Molteni et al. 1996) ; four-dimensional variational data assimilation (e.g., Lewis and Derber 1985; Le Dimet and Talagrand 1986; Courtier et al. 1994) ; forecast sensitivity to the initial conditions (Rabier et al. 1996; Pu et al. 1997a) ; and targeted observations (e.g., Rohaly et al. 1998; Pu et al. 1998) .
Among advanced methods for data assimilation, 4-dimensional Variational data assimilation (4D-Var) is the approach that has received the most attention in recent years (Derber 1989; Courtier et al. 1994; M. Zupanski 1993 ; and many other papers). A simpli ed version has been implemented recently at ECMWF (Bouttier and Rabier 1997; Rabier et al. 1997) , and at the time of this writing, NCEP is testing a 4D-Var system for the Eta model.
In 4D-Var a cost function is de ned as the squared distance between a model integration and the observations in a given assimilation interval. Lorenc (1986 Lorenc ( , 1988 showed that for a linear perfect model, if a) a background error term is added to the cost function at the beginning of the assimilation period, and b) the background error covariance is the same as that used in the Kalman Filter (KF) at the initial time, then the 4D-Var analysis at the end of the interval is the same that would be obtained using the KF. This makes 4D-Var attractive, because it is much less expensive than KF (see also Daley 1991, and Thepaut et al. 1993) .
4D-Var provides initial conditions for a model integration that is close to the observations, but it also has some disadvantages: a) It is di cult to include forecast error covariances in the cost function except at the beginning of the interval, which forces the use of short assimilation intervals in order to maintain the impact of model errors small. It is obvious from Lorenz chaos theory that even with a perfect model, one would not want to perform 4D-Var over, for example, a two-week data assimilation interval, since the 4D-Var analysis would be given by the state of the model after a two-week integration, when the predictability has been lost (Pires et al. 1996) . Even if the assimilation interval is reduced to a shorter period, such as 6-24 hours, the neglect of model errors during the forecast can lead to unrealistic results (Menard and Daley 1996) . There have been attempts to include simple evolving model errors (e.g. , Derber 1989; D. Zupanski 1997) but much remains to be done in this area. b) 4D-Var has a large computational cost compared to 3D-Var (typically 10-100 or more iterations are required for convergence, equivalent to about 30-300 model integrations per day). ECMWF, for example, has a powerful supercomputer about 25 times faster than a Cray C90, and has been running a model at a horizontal resolution of T213. Nevertheless, ECMWF had to make several simplifying assumptions in their implementation of 4D-Var (such as using a lower horizontal resolution model of T63 and a short assimilation window) in order to reduce the computational cost (Bouttier and Rabier 1997; Rabier et al. 1997) .
Recently Wang et al. (1997) suggested the use of backward model integrations in order to accelerate the convergence of 4D-Var (without including background error in the cost function). Pu et al. (1997a) showed that for the problem of forecast sensitivity, closely related to 4D-Var, a backward integration with the \quasi-inverse" of the tangent linear model (TLM) gave results far superior to those obtained using the adjoint model. The quasi-inverse model is simply the model integrated backwards but changing the sign of dissipative terms in order to avoid computational blow-up. It can be applied to either the tangent linear or the full nonlinear model, each of which has advantages for di erent applications. The quasi-inverse linear (QIL) method has been tested successfully at NCEP in several di erent applications, e.g., forecast error sensitivity analysis and data assimilation (Pu et al. 1997a) , and adaptive observations . Wang et al. (1997) adopted the quasi-inverse approach for their adjoint Newton algorithm (ANA), and applied it to a simpli ed 4D-Var problem, using simulated data, using the Advanced Regional Prediction System (ARPS; Xue et al. 1995) , with impressive results. They assumed the availability of a complete set of observations at the end of the assimilation interval, and showed that the ANA converged in an order of magnitude fewer iterations, and to an error level an order of magnitude smaller than the conventional adjoint approach to solve the same (simpli ed) 4D-Var problem. Kalnay and Pu (1998) generalized Wang et al. (1997) approach by including a background term to the cost function and further simpli ed the method. The background error term in the cost function allows using incomplete sets of observations, but in order to maintain the e ciency of the method, it is necessary to estimate the background error term at the end of the assimilation interval, rather than at the beginning as in Lorenc (1986) formulation. We have further generalized the method to allow for the assimilation of data at di erent times, rather than only at the end of the interval, as in Wang et al. (1997) . The results suggest that the quasi-inverse model may be used in data assimilation for accelerating convergence and reducing spin-up problems, although problems may arise when tested on comprehensive atmospheric models.
In this paper we rst introduce the quasi-inverse approach for the forecast sensitivity problem, and then formulate a closely related variational assimilation problem using the quasi-inverse model (section 2). We show that if the cost function has no background term, and has a complete set of observations (as was assumed in many classical 4D-Var papers), the new method solves the 4D-Var-minimization problem e ciently, and is in fact equivalent to the Newton algorithm but without having to compute a Hessian. If the background term is included but computed at the end of the interval, the minimization can still be carried out very e ciently, but in this case it the method is closer to a 3D-Var formulation in which the analysis is attained through a model integration. For this reason, we call the method \Inverse 3D-Var" (I3D-Var).
In section 3 we introduce a simple \model" (viscous Burger's equation with advection of a passive scalar) which includes e ects mimicking the three main components of atmospheric models: advection, large-scale instabilities, and dissipative processes. Using this simple model we show the e ects of applying a linear tangent model, its adjoint, the exact inverse, and the quasi-inverse model, and compare one iteration of Inverse 3D-Var and adjoint 4D-Var. In section 4 we present preliminary results comparing Inverse 3D-Var and the adjoint 4D-Var using Burger's model and Lorenz's model (Lorenz 1963) . We show that when the background term is ignored and complete elds of noisy observations are available at multiple times, the Inverse 3D-Var method still minimizes the same cost function as 4D-Var (but much more e ciently). Section 5 discusses several topics related to possible applications of Inverse 3D-Var: assimilation of data at multiple time levels, research on a storm-scale model with reversible clouds for storm-forecast initialization, and the problem of random observational errors which may amplify during the backward integration (Reynolds and Palmer 1998 (2) 1) Adjoint approach (Rabier et al. 1996; Pu et al. 1997b ):
In the standard adjoint approach, we de ne a cost function using, for example, an energy norm (i.e., the energy of a vector y de ned as (W y) T (W y) = y T W 2 y with W a weight matrix):
(3) and compute its gradient
Equation (4) indicates that to obtain the gradient of the cost function we have to integrate backwards with the adjoint model, starting from the perceived error at the nal time. This gives the \optimal" direction that results in the maximum decrease of the cost function for a given size perturbation. The adjoint procedure requires in addition an estimation of an appropriate amplitude , after which the adjoint sensitivity correction becomes x = rJ:
(5) This correction can be plugged into (1) and the whole procedure iterated (Pu et al. 1997a) .
2) Quasi-inverse approach:
In the Quasi-Inverse Linear (QIL) approach we try to solve (2) directly, but in order to do so, we need to have an approximation of the inverse of the TLM:
The QIL approximation to L ?1 consists of simply running the TLM backward (changing the sign of t, and also changing the sign of the dissipative terms to avoid computational blow-up). Pu et al. (1997a) found that this is a rather accurate approximation to the inverse model. It solves a deterministic problem, so that there is no need to nd an optimal amplitude, as required by the adjoint method. Reynolds and Palmer (1998) compared this method with running the exact inverse (using a Runge-Kutta time scheme and no change in sign for dissipation). They found that the presence of dissipation during the backward integration had a bene cial e ect of a small reduction in noisiness.
Note that the inverse solution is not \optimal" like the adjoint solution, since there is no constraint on the size of x. However, the inverse approach can be considered to be \perfect": it reaches in a single step the same solution (rJ = 0) that the adjoint approach would reach after many iterations. It should be pointed out that Lorenc (1988) integrated the NMC nested grid model (NGM) backward with a change of sign in the physics, but in his experiments he was attempting to approximate the adjoint model, not the inverse model. Wang et al. (1997) were trying to solve the 4D-Var problem on what they denote the \estimated Newton descent direction" rather than the descent direction provided by the standard adjoint approach. For this purpose they needed to approximate the inverse TLM, and succeeded by adopting the QIL method. In the experiments they did with simulated data and the adiabatic version of the ARPS model, they got convergence in an order of magnitude fewer iterations with the new method (ANA), and a decrease of the cost function which was also an order of magnitude better than with the adjoint approach. They assimilated simulated data only at the end of the interval, and only the full model eld, so that they did not need a background error term in the cost function.
In this subsection we generalize their approach by including both data and background distance in the cost function, with appropriate error covariances. In order to maintain the ability to solve the minimization e ciently, however, the background term is estimated at the end of the interval, rather than at the beginning as in Lorenc (1986) . Our derivation is also considerably simpler than the ANA method, and our method does not require line minimization, as in Wang et al (1997) . As a result, our method is about twice as fast as the ANA approach.
Assume (for the moment) that data y o is available at the end of the assimilation interval t, with x=x a ? x b , y=y o -H(x b ). Here x a and x b are the analysis and rst guess, respectively, and H is the \forward observation operator" which converts the model rst guess into rst guess observations (Ide et al. 1997) . The cost function that we minimize is the 3D-Var cost function at the end of the interval. It is given by the distance to the background of the forecast at the end of the time interval (weighted by the inverse of the forecast error covariance B), plus the distance to the observations (weighted by the inverse of the observational error covariance R), also at the end of the interval: (9) and the procedure is repeated until after many iterations rJ becomes very small, and the minimum of J is reached. It should be noted that in order to determine an optimal value for the step size i , the minimization algorithms such as conjugate gradient or quasi-Newton require additional computations of the gradient rJ i?1 , so that the number of direct and adjoint integrations required by 4D-Var can be signi cantly larger than the number of iterations.
In the Inverse 3D-Var, however, we seek to obtain directly the \perfect solution"
i.e., the x that makes rJ=0 for small x. From (8) 
This can be interpreted as starting from the 3D-Var analysis increment at the end of the interval and integrating backwards with the TLM or an approximation of it. If we do not include the forecast error covariance term B ?1 , (11) reduces to the ANA algorithm of Wang et al (1997) except that we do not require line minimization. We have tested the Inverse 3D-VAR with the ARPS model and found that for this reason, the Inverse 3D-Var is computationally about twice as fast as Wang et al (1997) ANA scheme.
c. Equivalence of Inverse 3D-Var and the Newton minimization algorithm
It is easy to prove that the Inverse 3D-Var approach is equivalent to solving the minimization problem (at each time level) using the ideal Newton iterative method (e.g., Gill et al. 1981) . Suppose that we are seeking the minimum of a cost function at x+ x, and our present estimate of the solution is x. Then by Taylor Using the full-Newton algorithm (13) is extremely expensive because it requires the computation of both the gradient and the inverse of the Hessian. Navon and Legler (1987) reviewed various alternatives to the full-Newton algorithm for meteorological application (e.g., quasi-Newton, limited-memory quasi-Newton, and truncated Newton methods). With the truncated Newton method the Hessian-vector product (r 2 J(x) x in (12)) is obtained approximately by the di erence of gradients, while with the adjoint truncated Newton method (Wang et al. 1995) it is obtained exactly by solving the second order adjoint. Although both methods can reduce the computing cost of the full-Newton iterations and show more e cient performance than quasi-Newton methods (Wang et al. 1995) , they still require many iterations and are computationally expensive.
For the speci c cost function (7), the Hessian is given by The Inverse 3D-Var algorithm solves exactly the same problem but takes advantage of the fact that the lhs of (12) rJ(x+ x) = 0 can be solved directly (cf. Eqs. 8 and 11). Therefore the Inverse 3D-Var iteration (11) is identical to the Newton algorithm iteration (15), but it is not necessary to compute the Hessian or the gradient, just to integrate the linear tangent model backwards. The results of Wang et al. (1997) and Pu et al. (1997b) support considerable optimism for this method. For a quadratic function, the Newton algorithm (and the equivalent Inverse 3D-Var) converges in a single iteration. Since the cost functions used in 4D-Var are close to quadratic functions, Inverse 3D-Var can be considered equivalent to perfect preconditioning of the simpli ed 4D-Var problem.
d. Multiple time levels of data
If there are data at di erent time levels we can choose to bring the data increments to the same initial time level (as shown schematically in Fig. 1 ) so that the increments corresponding to the di erent data can be averaged, with weights that may depend on the time level or the type of data. For applications in which \knowing the future" is allowed, such as reanalysis, the observational increments could be brought to the center of an interval, and used for the nal analysis. In section 4 we show that, in a simple nonlinear model with complete data, when increments are brought to the same initial time, we solve a separate minimization for each time level, but that in fact (at least for this model) the I3D-Var minimizes the same multiple-level cost function as the simpli ed 4D-Var problem. (20) which can be interpreted as nal perturbation = (large scale advection)(large scale instability)(di usion)initial perturbation.
The 
If we integrate forward with the linear model followed by a backward integration with the exact inverse we get the exact initial conditions:
If we integrate forward with the linear model followed by a backward integration with the adjoint, the unstable modes grow both during the forward and the backward integration, and damping also occurs twice: L L = e ?2( du dx + 1 k 2 )t ; (26) whereas if we follow the forward integration with a backward integration with the quasi-inverse QTLM, we get: L 0 L e ?2 1 k 2 t ; (27) i.e., we get the exact initial condition except smoothed twice by the di usive terms. 
The observational increments are appropriately weighted and moved back in time (advected and decreased where the ow is unstable). Note that in areas of large-scale decay ( du dx > 0) the initial increments will be larger than at the nal time and vice versa. This is not of concern, because when integrated forward, they will decay to their proper observed values. 
where a is an appropriately chosen amplitude. Like the forecast sensitivity problem, it moves the observational increment backward in time, but enhancing the growing modes during the adjoint integration. It should be noted that when the 4D-Var is iterated, eventually it should converge to the same solution (30).
Numerical experiments
We have performed preliminary experiments with the NCEP global model (Pu et al. 1997a) , and with two simple models, the Lorenz (1963) model and Burgers' equation with passive transport.
a. The NCEP global model
The application to the global NCEP model was a forecast sensitivity approach. The 24 hour forecast error was estimated from the 24-hour analysis, and the di erence between the analysis and the forecast was integrated backwards, using the TLM of the NCEP global model, with the sign of surface friction and horizontal di usion changed. The results were very encouraging, indicating that the correction of the forecast was considerably better than using the adjoint sensitivity approach, even when the latter was iterated 5 times (Pu et al. 1997a ). Several important points should be noted: a) Ideally, the TLM integrated backwards should have a reversible formulation of the Hamiltonian (energy conserving) dynamics. In practice, the NCEP model has only approximately reversible dynamics (e.g., the Robert time lter is slightly diffusive). This will introduce additional di usion during the backward integration; this subject is further discussed in the next sub-section. b) A known nonlinear solution was integrated backward and again forward over 24 hours. The error in reproducing the full nonlinear perturbation with the TLM and the quasi-inverse TLM was about 10 % in both total and kinetic energy throughout the model atmosphere, except near the surface, where the e ect of changing the sign of friction is most important and where the error reached about 25 %. c) The amplitude of the quasi-inverse sensitivity was much larger than the adjoint sensitivity. This is because the adjoint sensitivity focuses only on the fastest growing modes (cf. Eq. 26), whereas the quasi-inverse sensitivity includes both growing and decaying modes (and the latter grow during the backward integration). This may result in unwanted noise growth, and needs to be handled carefully.
b. Burgers' equation with advection of a passive scalar
We performed some numerical tests with Burgers' equation including advection of a passive scalar (16). It should be noted that the model had been originally programmed using the Lax scheme (e.g., Anderson et al. 1984) , which is highly di usive and far from reversible (S. K. Park, personal communication, 1998) . Such a scheme would not be appropriate for a method that requires approximating the inverse of the model by running it backwards. This was easily solved by rewriting the model with a leapfrog scheme for advection (with a forward rst time step) and DuFort-Frankel for di usion (e.g., Anderson et al. 1984) . Therefore the numerical scheme was fully reversible except for the rst forward time step. This allowed us to compare the e ects of using the exact inverse linear model (IL) and the quasi-inverse linear model (QIL) as long as the Reynolds number was large enough (i.e., low dissipation) for the exact inverse to remain computationally stable.
The results were excellent. Fig. 2a shows the cost function for a case in which the rst guess included errors of 50 %, and the observations were exact. As in Wang et al. (1997) , the observation eld at the end of the assimilation interval was complete, and the cost function did not include a background term. Unless noted otherwise, the results described below are computed with the QIL. The 4D-Var minimization was performed using the LBFGS algorithm (Liu and Nocedal 1989), based on a limited-memory quasi-Newton method. It should be noted that the parameter for checking directional derivative condition (GTOL) in the LBFGS algorithm has to be chosen appropriately for each problem; after some experimentation, we chose it to be GTOL=0.1, which we found to be optimal for the 4D-Var in our case. (1) (3) (5) For the adjoint 4D-Var, the LBFGS algorithm is employed, in which one iteration requires more than one ICALL. The number of iteration is described in the parentheses. Reynolds number is 1000, and the initial error magnitude is 50 % for u. The assimilation window length is 71 for a) and 106 for b). For an assimilation window of 71 time steps, the Inverse 3D-Var converged to less than 10 ?12 of its initial value in 4 iterations, whereas the adjoint algorithm required 11 iterations (and 17 computations of the gradient, each one involving a forward and backward integration) in order to converge to 10 ?10 . For longer assimilation windows, the advantages of Inverse 3D-Var became more apparent. For example, when the assimilation window was extended to 106 time steps (Fig. 2b) , Inverse 3D-Var converged to 10 ?10 in only 5 iterations. The 4D-Var, on the other hand, converged to the same value in 34 iterations, and almost 80 computations of the gradient (each one involving a forward and backward integration of the model or its adjoint). Choices of smaller GTOL resulted in a lack of convergence.
In Fig. 3 we have included passive transport of a scalar, with 10 % errors in the initial velocities u, and 100 % errors in q. For an assimilation window of 81 time steps, the Inverse 3D-Var converges to 10 ?13 of its original value after 3 iterations, but 4D-Var with data at the end of the interval requires 44 equivalent model integrations to converge to 10 ?10 . If we provide 4D-Var with observations for every time step, it converges to 10 ?10 of the original cost function in 12 time integrations.
Many other experiments including observational and background errors were performed with uniformly good results. Some of the conclusions from these experiments (S. K. Park, personal communication, 1998) are: Table 1 . Variations in the cost function computed from di erent initial conditions generated by the same procedure as in Fig. 4 except that each 4D-Var (adjoint and ensemble inverse) has stopped at iteration numbers of 1 to 5. Results from Inverse 3D-Var are very good in essentially every case. In general, for large Reynolds number (low dissipation), the QIL converges slightly faster than the exact IL. For small Reynolds number, the IL becomes unstable, but the QIL still converges fast. b) We also tested the results of having multiple time levels in the observations. We included random errors in the observations with maximum amplitude of 10% of the total range. We followed the approach of Fig. 1, i .e., we brought the observational increments (innovations) from di erent observational times backwards to the same initial time level. Performing an average of the simultaneous increments gives very good results, and improves forecasts beyond the assimilation window roughly like 1/ p n, where n is the number of time levels in the observations. Additional iterations are performed integrating the nonlinear model from the updated initial conditions, and integrating backwards the observational increments. The results of the forecasts with one iteration of Inverse 3D-Var were comparable to those of 20 iterations of 4D-Var, whereas 3 iterations of Inverse 3D-Var resulted in much better forecasts (Fig. 4) . c) It is important to note that in this experiment, the Inverse 3D-Var approach in practice minimizes the same total cost function as the variational approach, even though it is only guaranteed to minimize one observation level at a time (Table 1) . The variational approach gives a slightly better minimization after 4 iterations, but this does not translate into a more accurate forecast (Fig. 4 , veri ed against truth), since there is slight over tting of noisy observations. A (1) A (10) A (20) I (1) I (3) ADJ (n= 1) ADJ (n=10) ADJ (n=20) INV (n= 1) INV (n= 3) Fig. 4 . RMS errors of u between true elds and forecast elds from various initial conditions generated by adjoint 4D-Var and inverse 3D-Var methods. Each method has been compared for di erent iteration numbers where initial conditions are generated using observations at 6 time levels (t = 0, 21, 41, 61, 81, and 101) . The inverse 3D-Var has been performed by running quasi-inverse TLM starting from each observation time (except t = 0) and those ensemble initial conditions are averaged including the observation elds at t = 0. Reynolds number is 1000, and initial error magnitude is 10 % for u. Each observation includes random errors with maximum magnitude of 10 %. Inverse 3D-Var was also tested and compared with regular (adjoint) 4D-Var using Lorenz (1963) 3-variable model. Fig. 5 shows the evolution of the cost function using two di erent library minimization algorithms for the 4D-Var approach (limited-memory quasi-Newton or LBFGS, and Fletcher-Reeves conjugate gradient or FR CG -see Navon and Legler (1987) for details) and the Inverse 3D-Var. The results are similar to those obtained with Burgers' equation: Inverse 3D-Var reduces the cost function to 10 ?10 in 3 iterations and to 10 ?22 in 6 iterations. The conjugate gradient and quasiNewton methods converge to 10 ?14 in about 20 and 14 iterations respectively (where each iteration includes several forward nonlinear and backward adjoint integrations). Fig. 6 shows the cost function in the (X 0 ,Y 0 ) space and the descent approach of the 3 algorithms. The fact that Inverse 3D-Var is equivalent to a Newton algorithm is apparent by the directness of its convergence: both the descent direction and the amplitude of the step are optimal.
Several additional experiments with random errors in the initial conditions, multiple levels of observations, and observations of subset of variables and their combinations have also given uniformly excellent results (J. Gao, personal communication, 1998).
Discussion
In the following discussion we rst consider the relationship between the traditional 6-hour cycle for 3D-Var, 4D-Var, and Inverse 3D-Var (Cohn 1997; . In 3D-Var (or previously in Optimal Interpolation) the observations were lumped together within a 3-hour window, and were assumed to have been taken at the center of the interval. For example, an analysis at 12Z included observations taken between 9Z and 15Z, but assumed to be observed at 12Z. For observations made, for example, at 10Z, this introduces two (relatively small) errors: the innovations (observations minus background) are computed with respect to a forecast at the wrong time, and the innovations are applied at the wrong time (12Z instead of 10Z). The rst error can be easily corrected within 3D-Var: the background can be computed at the time of the observation, rather than at the center of the window. This correction is currently done at NCEP. However, only 4D-Var corrects the second error. 4D-Var (as implemented at ECMWF) computes the initial conditions valid at 9Z that best t the data at their correct times throughout the 9Z-15Z interval. It minimizes a cost function that includes distance to the background at 9Z, plus the distance to the observations at their correct time (binned into one hour intervals). The 4D-Var \analysis" at 12Z is de ned as the 3-hour forecast from the optimal initial conditions at 9Z. Because the minimization required about 80 iterations before reaching a satisfactory level, ECMWF has used a T63 model for the minimization, whereas the forecast model has T213 resolution.
Inverse 3D-Var o ers some additional exibility: If observations are complete, it allows transporting all the innovations from 9Z to 15Z to the desired time (12Z) essentially exactly (Fig. 1) . The innovations at 12Z can then be analyzed into a 3D-Var that includes di erent background weights depending on the length of the forecast. In general, however, the observations are not complete, and a background error covariance needs to be introduced into the cost function. In that case, the Inverse 3D-Var analysis at the end of the assimilation interval is equivalent to 3D-Var, but the analysis is reached through a model integration, which can be advantageous in reducing problems of spin up. When knowledge of \future" observations is available (as in reanalysis), and the goal is to optimize the analysis (rather than to improve the forecast), the Inverse 3D-Var can also be used, as suggested by the forecast sensitivity applications.
We have seen that Inverse 3D-Var has several potential advantages, including accuracy, e ciency and exibility, and these have been apparent in the simple model experiments. It also has some potentially serious disadvantages, but we believe they can be overcome with further development and experimentation: a) Growth of noise that projects on decaying modes during the backward integration. This is a very serious problem, but it need not be a \show-stopper" since those errors will decay again during the next forward integration. The results of Pu et al. (1997a) for integrations 24 hour and longer, and those obtained here with the Burgers' equation and observational noise are quite encouraging in this respect. It should be noted that the results obtained by Reynolds and Palmer (1998) when studying this problem are in full agreement with those of Pu et al. (1998) and of the present paper. They found that analysis uncertainties grew during the backward integration, but that during the forward integration they decayed again. As a result the forecast error reduction achieved at the end of the interval using the Quasi-Inverse was equivalent to that derived using the Pseudo-Inverse method with 60 to 90 Singular Vectors, but it was obtained at a computational cost several orders of magnitude smaller. b) Physical processes are generally not parameterized in a reversible form in atmospheric models. This is also serious, but to some extent it can be overcome. For example, moist convective processes can be simpli ed and parameterized in a reversible manner through the rst hour of model integration (Jerry Straka, pers. comm., 1998) . We are testing this idea with the ARPS model, where we plan to use a reversible parameterization of convection to \phase correct" the background eld when, for example, the model predicts a squall line shifted in space and time from the observations. c) The basic hydrodynamics of a model may not be written in a reversible fashion.
If the numerical discretization of the hydrodynamics is excessively dissipative, this may require some rewriting, as discussed in section 4. Slightly dissipative schemes, when integrated backwards will also fall within the \QIL" approach: they will dissipate both forward and backwards. d) The truly dissipative processes in the atmospheric model are not reversible, or may be reversible only for short intervals. If dissipation is a major factor during an assimilation window, it will not be well represented by Inverse 3D-Var. On the other hand, both our results and those of Reynolds and Palmer (1998) , suggest that in most cases, the quasi-inverse approximation slightly improves the results. e) Finally, it has to be demonstrated with more complex systems that in nonlinear integrations this method will provide an improvement upon what can be attained with 3D-Var alone. We are currently planning to test the Inverse 3D-Var approach on the ARPS model, by combining it with a 3D-Var analysis including Doppler radar observations of radial velocities and re ectivities, using a linear tangent model with simpli ed reversible physics. If successful, we will also attempt to apply this method to the NCEP global model, where it could be applied, for example, in the second phase of the global Reanalysis project (Kalnay et al. 1996) , where \future" data is available during the assimilation.
