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The analysis of longitudinal time-structured data plays
an important role in behavioral research. Recently, reviews
of advancements in longitudinal design and analysis have
been given by Nesselroade and Baltes (1979), Goldstein
(1979) and Visser (1982). The book by Nesselroade and Baltes
(1979) contains contributions in which many theoretical
aspects of longitudinal research are discussed, while an
ove rview of the data-analytical problems is provided by
Goldstein (1979). Visser (1982) discusses methodological
implications of the techniques, emphasizing structural
relationships ar~d the concept of autocorrelation.
Data are referred to as time-structured, when each
observation of an experimental unit can be identified with a
point on a time continuum. In behavioral reseach the time
interval of interest can be large but also relatively small.
If, for example, secular changes are investigated, the time
interval of interest may include decades or centuries. On
the other hand, if developmental effects of experimental
units or individua].s from a population are subject of study,
the interval of time will include days, months or years, and
when response changes of subjects under experimental
controlled conditions are investigated, seconds, minutes or
hours may be the relevant time interval.
Traditionally, analysis of variance has been used in
behavioral research to analyse longitudinal time-structured
data. In repeated measurements designs, observations are
obtainèd under different conditions, for different tests or
at different time points. If experimental units or subjects
are drawn randomly from distinct normally distributed
populations or groups, the score of the kth subject from the
ith population which is measured at the jth time point or
condition, can be represented by the well-known model:
Yijk-Ntaitl~j}nk(i)}a~ij} ~jk(i)
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where ~ri is the effect related to the ith population
(i-1,...,g), ~;j is the effect of the jth condition or test
(j- 1,...,q) and nk(1) is the effect connected with the kth
individual from the ith population (k- 1,...,ni, ~ni- N).
By means of this model, which has been referred to as a
"split-plot" model in agricultural experimentation, three
distinct hypotheses can be tested:
Hl: parallelism of the population mean profiles, i.e. no
group by condition (test) interaction; aq~- 0
H2: no difference in height among the conditions or tests
(no trend); a~ - 0
H3: no difference among the population groups (no group
0effect); á - 0
Note that the parallelism of the profiles is only
meaningf ul, if it is assumed that the responses have the
same metric (are commensurable). The analysis of variance
approach to test these hypotheses has had, and still has,
strong appeal, because its interpretation, its structure and
its computation are relatively simple and because the test
statistics are still defined when q~ N-g, where multivariate
procedures cannot be applied. In one unified analysis the
systematic time-dependent variations of the observations,
which are obtained for distinct conditions, can be detected
and summarized, jointly or separately.
Under the usual assumptions the F-ratio to test H3 is
exactly distributed as an F[g-1; N-g] variate. The F-
ratio's, however, to test H1 and H2 exactly follow an F-
distribution, if and only if the variance of the difference
between any pair of conditions or tests is constant (Huynh
and Feldt,1970; 1~Iendoza et a1.,1976), and it is well known
that a sufficient condition for these F-ratio's to have an
exact F-distribution is that of equal covariances among the
conditions or tests. Huynh and Mandeville (1979) give a
review of necessary and sufficient conditions for exact
univariate tests. On the other hand, Box (1954), Geisser and
Greenhouse (1958) and Greenhouse and Geisser (1959) showed
that the distributions of the F-ratio's for H1 and H2 can be
b
approximated by F[(g-1)(q-1)E ; (q-1)(N-g)E ] and
F[(q-1)E ;(q-1)(N-g)E ], whereE is a scale factor such that
(q-1)-1~E ~ 1. This means, that in the most extreme
(conservative) situation the degrees of freedom for the
approximate tests of H1 and H2 are g-1;N-g and 1;N-g
respectively. Studies about the powers of the tests, where
an estimate of E and the maximum reduction of the degrees
of freedom is used, have been performed by Collier et
al.(1967) and Wilson (1975). Applications are found in
Danford et al.(1960) and in the text of Winer (1971).
Because univariate tests are approximate tests when the
covariance matrix has an arbitrary structure and the
estimation of E will introduce another uncertainty, Box
(1950), Rao (1958,1959,1965) and Cole and Grizzle (1966)
proposed to apply an exact multivariate test of parallelism
of the population profiles. Although univariate tests
generally include less parameters than multivariate tests
and may therefore result in greater power, Davidson (1972)
showed that the differences in power are rather small, when
g~ 6 and N~ gt20. Simulations performed by Rosse (1972) and
Rogan et al.(1979) showed that the power of a multivariate
test compared favourable witii the power of the approximate
univariate tests, especially when the correlations among the
measurements are large.
Wishart (1938) was one of the first to transform the raw
data by means of orthogonal polynomials and to use the least
squares estimates of the growth rates to compare different
treatments. Box (1950) examined data vectors from a
multivariate normal population witti a uniform covariance
structure and described univariate tests on difference
scores. Rao (1958) generalized the approach of Wishart and
proposed to test differences between dominant components
obtained from a principal component analysis of the data.
The application of multivariate tests and the fitting of
polynomials to the mean group profiles has resulted in the
fo rmulation of the generalized MANOVA model (Potthoff and
Roy, 1964; Rao, 1959,1965).
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In many situations, the statistical analyses of time
structured data, such as ANOVA, MANOVA and ger.eralized
MANOVA, may be facilitated by tests associated with the
pattern of the population covariance matrix. Applications of
tests of covariance structures in behavioral research have
been discussed by Bock and Bargmann (1966), Jtireskog (1970),
Mukherjee (1976), among others. Tests for special covariance
patterns, based on either tYie likelihood ratio approach
(W11ks,1935) or on the union intersection principle (Roy,
1957) have been proposed by many authors. For example,
Likelihood tests for special covariance structures under the
generalized MANOVA model have been given by Khatri (1973)
and Khatri and Srivastava (1975).
Apriori knowledge about the covariance structure in the
population can have advantages. As has been mentioned,
univariate tests of repeated measures data are only exact
for special covariance patterns and Bock (1963) has shown
that univariate F-tests of the degree of a polynomial
representation of the group profiles are only valid for
special covariance matrices.
Another advantage of apriori knowledge of the covariance
structure, is that generally this knowledge may result in
greater computational ease in estimating the parameters of
the covariance matrix. Mukherjee (1969) has given some
computational simplifications when a quasi-simplex
covariance structure is assumed and it is well known that
the computation of a multiple correlation or a canonical
correlation is simplified if the covariance matrix has equal
covariances and equal variances.
Finally, it may be stated, that apriori knowledge about
the covariance pattern may be utilized to obtain more
powerful tests of general linear hypotheses. Although no
clear statement can be made about an increase of power of a
multivariate test when the covariance structure is known, it
may be argued, tnat if (in MANOVA) the between group
differences arise not only from the variance between groups,
but also from departures from the within group covariance
b
pattern, this may affect the power of the test. Zt should be
noted, however, that little is known, either analytically or
from simulations, about this problem or about how apriori
tests on the covariance pattern will affect final inferences
of the parameters in the linear model.
Although the analysis of covariance structures generally
deals with the estimation of the covariance matrix, while
the parameters of the linear model are ignored, Jtireskog
(1979) gives an example of the estimation of the linear
model parameters when a simplex covariánce structure is
assumed.
Data which are obtained from longitudinal studies can be
arranged in a so-called three mode (dimensional) data box
(Cattell, 1952; Kowalski and Guire, 1974; Visser, 1982).
These data are connected with N individuals, r variables or
instruments and q occasions or time points, and similar to
analysis of variance, the generalized MANOVA model is
capable of answering questions about these data, after
"flattening out" the data box into a two dimensional array
with, for example, N rows and rxq columns.
The purpose of this study is to discuss some aspects and
to review some of the problems connected with the
application of the generalized MANOVA model to time-
structured data. In chapter 1 the generalized MANOVA model
is described together with the alternative reductions which
enable us to estimate parameters and to test general linear
hypotheses. Since the analysis is generally not restricted
to one hypothesis, procedures to test more than one
hypothesis under the generalized MANOVA model, while the
experiment-wise error rate is controlled, are discussed. One
of the options in the application of the generalized MANOVA
model, is that tire efficiency of the parameter estimates can
be increased by covariance adjustment. Therefore a procedure
for covariate selection is described and illustrated.
Finally, the application of the model to quasi-experimental
designs is discussed and illustrated by means of an
extensive example.
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As a result of the reduction of the model, alternative
test procedures may be applied. Although these test
procedures are asymptotically equivalent, little is known of
the comparative power of these tests for small samples. In
chapter 2 a comparison of estimated powers is made and the
simulated results are reported.
In most applications of statistical techniques in
behavioral reseach, the testing of hypotheses seems to be
the major issue, and the generalized MANOVA model is no
exception hereon. Hypotheses are formulated by means of
parameters which generally do not have a concrete
interpretation and which are only convenient as a way of
describing the data. In chapter 3, however, it is
emphasized, that some research hypotheses can also be
answered by using the generalized MANOVA model as a
prediction technique, thus shifting focus from hypothesis
testing to the concrete responses themselves. Several
predictors formulated under the generalized MANOVA model are
available. In chapter 3, a comparison of various predictors
based on simulated data, for a variety of conditions is
made.
Another aspect, connected with the application of the
generalized MANOVA model, is the problem of choosing an
adequate functional form. In most applications of the model
polynomials are used to describ~ the time-structured
measurements. In chapter 4 a brief review of functions which
have been applied to describe time-structured (growth) data
is given. Since polynomials are known to provide inadequate
fits in many situations, the application of spline
f unctions, which are extremely flexible, is proposed and it
is shown how a cubic spline f unction can be incorporated
into the generalized MANOVA model. As an illustration, the
spline f unction is applied to habituation data.
In the last chapter a very often encountered problem in
behavioral research is discussed: the missing data problem.
In general, it can be stated, that data which are missing,
either at rand an or by design, are extremely troublesome
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when multivariate techniques are used. The estimation of the
parameters is not straightforward anymore and distributions
of the test statistics are only known asymptotically. In
chapter 5 an extension of the model, which can describe
incomplete data, is given and the problem of estimating
parameters and tne testing of hypotheses is discussed. If a
longitudinal design contains data missing by design, the
design will not remain purely longitudinal. For example, a
longitudinal design, which has whole blocks of data missing,
will actually be a so-called cohort (mixed-longitudinal)
design, and if we have observations from subjects at only
one of the available time points, i.e. missing data for the
remaining q-1 time points, the longitudinal design reduces
to a cross-sectional design. Planners of designs may
actually want to know which of these designs is the most
efficient one. Therefore a comparison of the variances of
the estima.ted parameters for these designs is made. Although
this comparison is not exhaustive, the provided figures may
enable planners of designs to select the most efficient
design in a certain situation.
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1. The generalized MANOVA model
1.1. The model
In order to analyze longitudinal time-structured data
obtained from iJ experimental units, it is convenient to
arrange the data in an Nxq data matrix Y, where each row
contains data from an experirnental unit measured at q
successive time points. If, for example, a reading
achievement score is recorded over a couple of years (q time
points) from N subjects divided into two groups, an
experimental group with nl, and a control group with n2
subjects, nlt n2- N, then the curves associated with the
mean reading achievement scores for the ith group may be
represented by:
1E(yij)-biofbilt~t...tbi ltp-,P- J
where tj is the jth time point (year), j- 1,...,q ; i- 1,2 ;
p~ q. Employing matrix notation with matrices B and P given
by:
b10 b11 . . . b1.P-1
B -
b20 b21 . . . b2.P-1
P -
1 1 . . . 1
tl t2 . . . tq
t2 t2 . . . tZ1 2 q
tP-1 tp-1 . . . tp-1
1 2 q
the reading achievement score curves can be represented by
the product B P. Notice, that if more than one variate is
considered, B must be extended and P will be a super
diagonal matrix.
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Such a representation of time-structured data has
resulted i n tl~e generalized MANOVA model, proposed by
Potthoff and Roy (1964):
E(Y) - XBP
Var(Y) - IN ~ 1~
Y is the Nxq data matrix with mutually independently q-
variate normally distributed rows and unknown qxq population
covariance matrix E, B is the gxp matrix with unknown
parameters. P is a known pxq within individual design matrix
with rank p~ q, which specifies the functionál form of the
time-structured measurements and usually consists of
nonorthogonal or orthogonal polynomial coefficients. ~
denotes the Kronecker product, IN is an NxN identity matrix
and X denotes a known Nxg between individual design matrix
with rank g~ N. X will be assumed to be a so-called
incidence matrix, consisting of ones and zeros, to indicate
group membership. For the reading achievement experiment X
may be:
X -
where 1 designates an nlxl and n2x1 vector of unities,
respectively. Notice, that other forms of the design matrix
X~ with, for example, contrast coefficients corresponding
with population treatment effects in B~ can often be
transformed into an incidence matrix X with a little loss of
generality, since most hypotheses of interest can still be
tested. If E(Y)- X~B~P and if X- X~Z and B- Z-1B~, then
E(Y)- XBP where ZZ-1- I and Z is of appropriate dimensions.
The model with the incidence matrix X indicates that the kth
row yk of Y may be written as a linear regression equation
of the fo rm :
E(Yk) - biP
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where bi is the ith row of B. 1- 1 for k- 1,...,nl; 1-2 for
k-nltl,...,nltn2 and so on.
Inf erences are usually based on the estimation of sets of
linear parametric f unctions C B U and the testing of general
linear hypotheses of the form:
HG: CBU - I' versus HA: CBU ~ I'
where I' is usually a cxu zero matrix and C and U are known
matrices of order cxg and pxu and with ranks c~ g and u~ p
respectively. If, for example the null.hypothesis that the
reading achievement curves of the experimental and control
group coincide is tested, then C- [1 -1] and U- I.
In order to test general linear hypotheses Potthoff and
Roy (1964) proposed the introduction of a qxq symmetric f ull
rank matrix G, either nonstochastic or stochastically
independent of Y, and they reduced their model to the
standard MANOVA model by me ans of the qxp tranf ormation
matrix:
H1 - G-1P'(PG-1P,)-1
with columns which form the basis of the vector space
spanned by the rows of P. By means of the transformation
Y1- YH1 the ~eneralized MANOVA model reduces to:
E(Y1) - XB
Var(Y1) - IN ~ HiZHl
The rows of Yl will be distributed mutually independently
normal (Anderson,i958,p.26) and valid tests of general
linear hypotheses can be made regardless of the choice of G.
Potthoff and Roy (1964) showed that an unbiased estimate of
C B U is C B U, where:
B - (X'X)-1X'YG-1P'(PG-1P')-1
1 ~4
and tests can be performed by substituting Y1- YHl into the
well known expressions for the sum of squares and cross-
product (SSCP) matrices (Timm, 1975; Morrison, 1976) for the
hypothesis and for error:
Sh - [c(x'x)-ix,YlU-r~,[c(x,x)-iC,~-i[c(x'x)-1x~Ylu-r]
5e - (YlU)'[I-X(X'X)-1X'](YlU)
with degrees of freedom dfh- c and dfe- N- rank(X)- N-g,
respectively. By means of the s- min(c,u) nonzero
eigenvalues of ShSesl the well known test criteria are:
- Wilks' Lambda - n (1t.i1)-1
Under Ho a transform of Wilks' Lambda is approximately
distributed as a chi-square with cxu degrees of freedom
and if s- 1 an F-distribution can be used.
- Roy's Largest Root -:11 (lt.dl)-1
Percentage points are tabulated by Heck (1960) and Pillai
(1965). s
- Hotelling's-Lawley's Trace - E~i
sN`-:~ is approximately distributed as a chi-square with
icxu degrees of freedom. The general form was obtained by
- Pillai's Trace - `,li (1~,~1)-1
Only limited results on the exact null distribution have
been obtained.
An extensive review of the work on the distributions of
these test statistics has been given by Pillai (1976,1977).
There exists no uniformly most powerful test statistic, but
power comparisons by Schatzhoff (1966), Olson (1974) and
Pillai and Jayachandran (1967) for the MANOVA model indicate
that Wilks' Lambda is best in more conditions than Roy's
Largest Root under normality. The most robust statistic
seems to be Pillai's Trace. In general, Roy's Largest Root
seems the most powerful when tY1e noncentrality is merely
located on one canonical variate.
Constantine (1966)s
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Potthoff and Roy (1964) showed that the best linear
unbiased estimator (BLUE) of C B U is C B U where:
B - (X'X)-1X'Yr-1P'(P~-1P,)-1
which is a generalized least squares estimator
(Aitken,1934). In terms of minimal variance estimation an
optimal choice of G would be the population covariance
matrix 2. In most applications, however, X is unknown and a
choice for G remains open.
If the number of parameters p is not reduced, i.e. if
p- q, then the transformation matrix will be H1- P-1 and G
is eliminated from the transformation. But if p~ q the
application of the generalized MANOVA model may be limited
by an arbitrary choice of G, since the power of the tests,
the variances of the estimators and the width of the
confidence intervals will be affected by G.
Potthoff and Roy (1964) discussed several alternative
choices of G. A simple, but often not recommendable choice
of G is G- I. Then the transformation matrix will be
H1- P'(PP')-1 and if P has orthonormalized rows, i.e. if
PP'- I, then the estimated parameters B will be equal to the
first p estimated parameters when p- q. Although setting
G- I would simplify the calculations, information may be
lost. As mentioned above, an optimal choice for G would
be E , and by setting G- I the unknown population
covariances would be assumed to be zero. In time-structured
data the covariances are generally not equal to zero.
Another approach that was mentioned by Potthoff and Roy
(1964) may be applied when two independent experiments have
been performed. Then tYie data of the first experiment may be
used to estimate~~ and this estimate can be utilized to
estimate B in the second experiment. Some variations of this
approach have been discussed by Potthoff and Roy (1964).
According to Potthoff and Roy (1964) any choice of G is
legitimate as long as G is stochastically independent of Y.
But it would be appealing to set G- S, where:
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S - Y'(I-X(X'X)-1X')Y
which is related to the error SSCP matrix in MANOVA and is
propo rtional to an unbiased estimate of ~( q~ N-g).
S, however, is not stochastically independent of Y. By
choosing G- S the information from the covariances in the
sample is utilized. In fact, for G- S the estimated
parameter matrix will be equal to the maximum likelihood
estimator (MLE) of B, which has been derived by Khatri
(1966) and Tubbs, Lewis and Duran (1975). Gleser and Olkin
(1970) derived the distribution of the MLE's of B and r by
a canonical transformation of the model and Kabe (1975)
expressed these distributions in terms of the original
variates.
This leads us to an alternative reduction of the
generalized MANOVA model, which has been proposed by Rao
(1965,1966,1967) and Khatri (1966). To eliminate the problem
of selecting G, Rao (1965) and Khatri (1966) proposed a
partitioning of the within individual expectations. They
introduced two matrices; a qxp matrix H1, with columns which
form ttie basis of the vector space spanned by the rows of P,
i.e. PH1- I, and a qxr (0~ r~ q-p) deficiency matrix H2
where PH2- 0. If the order of P is qxq and PP'- I, then H1'
may be selected from the first p rows of P and H2' may be
set equal to the last q-p rows of P. In general, H1 and H2
are related by H2- I- H1P.
By means of H1 and H2 the transformations Y1- YHl and
Y2- YH2 can be obtained, and postmultiplication of both
sides of the generalized MANOVA model by [Hl H2] gives:
E(YH1 YH2) - XBPLH1 H2]
so E(Y1) - XB and E(Y2) - O
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The rows of [Y1 Y2; are independently multivariate normal
distributed with covariance matrix:
H" H H' S'H ~1` 1 1 ` 2
H2i'H1 H22:H2J
The generalized MANOVA model may be reduced to:
E(Y1~Y2) - XBtY2Q
where Q is the rxp matrix of unknown regression coefficients
for the regression of Y1 on Y2 , Q- (H2'` H2)-1H2'r H1 '
The rows of Y1 given Y2 are independent and have
covariances:
HiEHl - Hi~:H2(H2EH2)-1H2YH1
and by means of lemma 1 of Khatri (1966) it can be shown
that if r- q-p the covariances are equal to (P ~-1P')-l, and
therefore do not depend on the choice of H1 and H2.
If X1- [X Y2] and B1- [B' Q']' then the expectations of
Y1 given Y2 may be formulated as:
E(Y1IY2) - x1B1
and application of least squares theory leads to the
estimator:
B1 - (xixs)-1xiYi
It can be shown that the first g rows of Bl are equal to:
Bc - (X'X)-1X'YH1-(X'X)-1X'YH2(H2SH2)-1H2SH1
18
which are the estimates of B adjusted by the covariates Y2 .
The last q-p rows of B1 contain the estimated coefficients:
Q - (H2SH2)-1H2SH1
The testing of hypotheses on B1 and B is now straight-
f orward. If a set of linear parametric functions is given by
C1B1U, where C1- [C 0] then:
HC: C1B1U - I' versus HA: C1B1U ~f
can be tested by calculating the roots of ShSe-1, where:
sh - (c1~lU-r)'[cl(xix1)-lc1]-1(cl~lu-r)
se - U'Yi[I-X1(XiXl)-1Xi]YlU
with dfh- c and dfe- N-g-r degrees of freedom. It can be
shown, that when r- q-p, i .e. when all covariates are used




where R - (X'X)-lt(X'X)-1X'Y[S-1-S-1P'(PS-1P')-1PS-1]Y'X(X'X)-1
B - (X'X)-1X'YS-1P'(PS-1P,)-1
From these equations it will be clear that tests do not
depend on choices of H1 and H2, as long as PH1- I, PH2- 0
and r-q-p.
The alternative reduction of Ráo (1965,1966) and Khatri
(1966) is in fact a multivariate analysis of covariance and
the transformed data in YZ are utilized as covariates. As
has been mentioned by Rao (1965,1966) the information
contained in Y2 is ignored in the reduction of Potthoff and
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Roy (1964) if the number of parameters is reduced, i.e. if
p~ q. If, however, p- q the deficiency matrix H2 will not
exist and there will be no covariates.
It is well known that the pattern of the unknown
population covariance matrix will determine which of the
procedures will have the most efficient estimates, and Rao
(1967) showed that the estimates obtained by setting G- I
are only preferable for special covariance patterns such
as E-Q2I or 1- a2U, where a2 is the population variance
and U is the population correlation matrix with equal
correlations.
The two methods of estimation result in the the Potthoff
and Roy estimator:
~ - (X'X)-1X'YG-1P'(PG-1P,)-1
and the covariance adjusted estimator:
B~ - (X'X)-1X'YH1-(X'X)-1X'YH2(H2SH2)-1H2SH1
where H1 of course may be equal to G-1P'(PG-1P')-1. If all
covariates are considered, i.e. r- q-p, then it has been
shown by Lee (1974) and Timm (1975) that Bc can be written
as:
B~ - (X'X)-1X'YS-1P'(PS-1P,)-1
which means, that tne covariance adjusted estimates are
equal to the MLE obtained by Khatri (1g66) and Tubbs, Lewis
and Duran (1975) arid to the Potthoff and Roy (1964)
estimates with G- S. Baksalary et al.(1978) showed that for
any set of r covariates, r~ q-p, there exists at least one
positive definite matrix G, such that the estimates B and Bc
are equal. Thus it may be concluded that the two estimation
methods are essentially equal. It should be emphasized,
however, that for G- S tYre test procedures are not
equivalent. It can easily be verified that, for G- S and
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r- q-p the Sh matrices of the two test procedures differ,
but have the same degrees of freedom (dfh- c) and that the
Se matrices have the same values but differ in degrees of
f reedom (dfe- N-g and dfe- N-g-r, respectively). Timm (1980)
has reviewed these differences. Both procedures are
asymptotically equivalent, since they have the same
asymptotic Wishart distributions (Kleinbaum, 1973), but no
information is available about the relative powers of the
tests for small samples. In chapter 2 an attempt is made to
provide such information.
Finally, notice that for the generalized MANOVA model
final inferences are conditional on the outcome of
preliminary examination of the data, in order to obtain an
adequate set of p variates and r eovariates. If the pattern
of the population covariance matrix E is unknown, the
"best" set of covariates can only be selected on the basis
of the sample information. In section 1.4 the selection of
covariates is discussed and illustrated.
1.2. Test procedures
In most applications of statistical techniques, the
analysis is not restricted to the testing of one or two
hypotheses and rejection of a null hypothesis generally
requires a more detailed analysis, which almost always
results in the testing of a large number of hypotheses. For
example, if the hypothesis of coincidence of the two reading
achievement curves, i.e. Ho: [1 -1] B I- 0 is rejected, an
investigator will generally want to know whether the two
curves differ in height and~or direction. Additional
hypotheses will therefore have to be tested with the same
data.
Various methods have been proposed to test a large number
of hypotheses. Dykstra (1979), for example, showed how
dependent tests may be combined in MANOVA. In choosing one
of these methods, the researcher is placed in a dilemma. For
he really has to choose between an exact control of the
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probability of making type I errors while sacrif icing
substantial power for finding real differences, and the gain
of power, while taking the increased probability of making
type I errors for granted.
In general there are two main approaches in which a
significant null hypothesis can be analysed into more
detail: simultaneous test procedures and step-down test
procedures. Since these procedures have been formulated to
test general linear hypotheses, they can easily be applied
to test hypotheses in the generalized MANOVA model.
1.2.1 Simultaneous test procedures
Simultaneous test procedures have been proposed for
behavioral research by Morrison (1976) and Timm (1975) among
others. Roy and Bose (1953) have derived the intervals and
Gabriel (1968,1969) extended the procedure to a whole family
of general linear hypotheses.
A simultaneous test procedure (STP) consists of rejecting
all those hypotheses for which a statistic exceeds a single
common critical value and of accepting all other hypotheses.
For the generalized MANOVA model a f amily F of linear
hypotheses can be considered; F: [Hi, 1eI], where I is some
index set. This f amily F consists of linear hypotheses of
the general form:
Hi : CiBUi - 0
where C1 is of rank ci and U1 is of rank ui. B is the gxp
matrix of the unknown parameters.
The overall null hypothesis Ho: CoBUo - 0 belongs to F
and implies all the other hypotheses of F. In other words,
corresponding with any hypothesis Hi, ie I, matrices Ei and
G1 can be selected such that:
Ci - Ei Co and Ui - Uo Gi
cixg cixco coxg pxui pxuo uoxui
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Ho is therefore called maximal. Hypotheses which do not
imply any other hypothesis of F are called minimal, and the
parametric f unctions corresponding with minimal hypotheses
are single and univariate, so ci- ui- 1. Suppose that there
are g groups and p parameters and that the hypothesis that g
groups coincide is selected as Ho. Then 2g-g-1 sets of
groups may be considered, including the set of all g groups
and not including the sets of only one group. Similarily
there are 2p-1 sets of parameters. So f- (2g-g-1) (2p-1)
sets may be considered and f different hypotheses Hi
belonging to F inay be tested. For an experiment, with
g- 2 groups and p parameters, Ho is given by Co- [1 -1] and
Uo- I. Ho implies the minimal hypothesis that the intercepts
are eq ual, i.e. blo- b2o; C1- [1 -1] and U1 consists of the
first column of Uo. The hypothesis that the two curves are
parallel,with Ci- [1 -1] and Ui consisting of the last p-1
columns of Uo, also belongs to F.
If 'Y denotes a nondecreasing function of the eigenvalues
of ShSe-1, then an ~r-level STP for F can be defined as the
family of tests rejecting any H1eF if, and only if
'Y ~'Yl -a
so that under Ho
Prob(4'~Y'1-Q) - a
Y'1-~ is the common critical value. All hypotheses are
tested with a single common critical value simultaneously,
i.e. wi th no reference to each other. If Ho is true the
probability of making one or more type I errors will not be
more than c~ .
Gabriel (1968,1969) considers a whole class of STP's for
F, including the well known multivariate test statistics.
Gabriel (1969) proved tkiat the largest-root statistic is the
most resolvent for general linear hypotheses. This means
that for a given family F and significance level a the
23
largest root statistic will reject every minimal hypothesis
that is also rejected by the other statistics, and possibly
more. It should, however, be noted that this resolution
property does not hold for so-called extended linear
hypotheses, which cannot be expressed in the general linear
f orm (Mudholkar, Davidson and Subbaiah, 197~).
It should be emphasized that simultaneous tests are very
conservative when only a few hypotheses are tested and that
the tests will ~5enerally not have much power for finding
real differences. To illustrate this, consider an experiment
consisting of N- 45 subjects which are assigned to g- 4
groups and measured at q- 3 time points. For a parameter
matrix B of order 4x3, the probabilities of making type I
errors for single root hypotheses (s- min(ci,ui)-1) together
with the powers of tests on minimal hypotheses are given in
Table 1.1. Since s-1, the probabilities of making type I
errors and the powers can be obtained from an F-distribution
(Morrison,1976, p.178).
Table 1.1
Probability of making type I errors
for the Largest Root statistic
a-0.05 dfh-3 dfe-41 p-3
u.i
c. 1 2 3i
1 .00026 .0014 .0047
2 .00119 - -
3 .00346 - -
Approximate powers of tests on
minimal hypotheses ci - ui - 1
noncentrality parameter ~
2 3 5 1.0
Roy's Largest Root .0089 .0262 .0610 .2199
Hotelling's Trace .0046 .0156 .0381 .1511
Wilks' Lambda .0001 .0007 .0020 .0117
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These results show that, although Wilks' Lambda is sometimes
more powerf ul than Roy's Largest Root, this is not true when
minimal hypotheses are tested. The conservativeness of the
procedure is displayed by the very small probabilities
connected with the tests on single root hypotheses.
Roy and Bose (1953) have shown that the 100(1-~) percent
simultaneous confidence intervals for the scalar parametric
f unction eCoBUog are given by:
eCoBUog t [Sa g' Seg]~
for all nonnull vectors e and g of order lxco and uoxl,
subject to the condition:
e[Co R Có]e' - 1
S~ denotes the upper percentage point of the distribution
of the largest root under Ho. These confidence intervals can
be written in equivalent form:
eCoBUog t [SaeCo R Cóe'g'Seg]~
Notice, that when q- 1 these intervals will be the same as
the Scheffé (1953) intervals for the univariate situation.
Krishnaiah (1969) discusses an STP under the generalized
MANOVA model which is based upon the maximum of correlated
Hotellings T2 statistics, and showed that the T2max test has
shorter confidence intervals than the Roy and Bose
intervals. When q- 1 the joint distribution of the
statistics is a multivariate F distribution with 1 and
N-g-qtp degrees of freedom, but when q~ 1 the exact
distribution cannot be computed. For moderately large values
of the error degrees of freedom an approximation can be used
(Siotani, 1959).
1.2.2 Step-down test procedures
Step-down analysis has been recommended for behavioral
researcl~ by Finn (1972) and Bock (1975), mainly to determine
the size of an existing effect separately for each of the
dependent vaiables in a MANOVA problem.
Roy and Bargmann (1958) first described the procedure and
Roy (1958) applied tYre analysis to the MANOVA problem and
derived a test of significance. Dempster(1963a,b) developed
a general theory for step-down procedures based on a
principal component decomposition. Das Gupta (1970)
considered step-down procedures as multiple decision rules.
A review of step-down procedures is given by Mudholkar and
Subbaiah (1980).
The multivariate hypothesis Ho is decomposed into p
univariate hypotheses Hoi, i-1,...,p. The "first" null
hypothesis Hol is tested using the marginal distribution of
the "first" dependent variable, the "second" null hypothesis
Ho2 is tested using the conditional univariate distribution
of the "second" dependent variable, given the "first"
variable, and so orr. Finally the "last" null hypothesis Hop
is tested using the conditional distribution of the pth
dependent variable, given ttie foregoing p-1 variables. Ho is
true, if and only if all Hoi's are true.
The test of Hol is an exact univariate F-test with dfh
and dfe degrees of freedom. The tests of the following p-1
conditional null hypotheses Hoi, 1-2,...,p are univariate
analysis of covariance tests in which the preceding
variables are treated as concomitant variates. It can be
shown (Roy, 1958 and Dempster,1963) that the statistics Fi
(1-i,...,p) are independently distributed as an F-
distribution with dfh and dfe-itl degrees of freedom, when
the overall null hypothesis is true.
If each hypothesis has a preassigned significance
levelcxi, then the probability that the Fi statistics will
all satisfy the condition:
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where fi is the upper 100~ki~ point cf the F-distribution
with dfh and dfe-itl degrees of freedom, is given by:
P
Prob(Fi5 fi) - [1(1-~ri)
The probability that at least e~~.e of these statistics will
axceed the critical values fi, when the overall hypothesis
is true, will be:
a- 1 - Prob(Fi~ fl)
and the overall a can be set at any small value by choosing
appropriate values for ~ri. Pïxcept for the uniformly
unbiasedness of the step-down procedure (Roy, 1958), little
is known about the power of the test procedure as compared
to other procedures.
In the context of the generalized MANOVA model it will be
convenient to describe the step-down procedure in a more
general way than usually is done (Bock, 1975; and Berger,
1976). If p-q, then the transformed variables in Y1- YP-1
can be divided into k subsets, witti p~ variables in the jth
subset, i.e. ip~- q. The Nxq matrix of transformed variables
Y1 can be partitioned as:
E(YlY2...Yk) - X(B1B2...Bk)
whei Y~ anu B~ áre the Nxp~ data matrix and gxp~ matrix
with unknown par.:meters respectivPly. In order to maintain a
ciear notation, the covariance matrix of the transformed
v~riables in Yi will be designated in this section by
~- p-1, `p-1, mhe covariance matrix of the variables in the
different subsets is:
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I `11 ~12' ' ' ilk
~ F ~
`21 `22 ' " ' -2k
~ : :
-kl -k2 ~ ~ ~ ~kk
Roy's (1958) step-down procedure may be extended so that the
overall null hypothesis Ho: C[B1B2...Bk]I - 0 is decomposed
into k component hypotheses which are tested sequentially
(Rao, 1973, 8c.4):
Hk : C[Bk]I - 0
-1 -








More specifically, the rows of Yk-i given Yk-iti' "'' Yk
(i-1,...,k-1) are independently pk-i -variate normally
distributed with covariance matrices:
~ . ~
`kk - -kk
F ~ : i r -1j.
`k-l,k-1 - `k-l,k-1 - k-l,k `kk `k,k-1
s ~-
`k-l,k-1 k-l,k






L`k,k-1 ~k,k ~ ~-k ,k-2 J
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The means of the conditional distributions are respecti~ei~~:
E(Yk) - XBk
E(Y ~Y ) - X[B -B ~ -lÉ ]~y ~ -l~k-1 k k-1 k kk k,k-1 k`kk `k,k-i
E(yk-2lyk-1'Yk)-X Bk-2-(Bk-1Bk)
1






The overall null hypothes~s is true, if and only if all the
component hypotheses are true. The SSCP matrices for the
hypothesis and for error are given by Rao (1973, 8c.4) and
any MANOVA test statistic based on the eigenvalues of ShSe-1
can be used to test the component hypotheses.
If each of the k subsets of transformed variables
contains only one variable, i.e. pj- 1, j-1,...,k, and tile
order of the sequential testir.; is rtversed, then the
procedure is essentially the univariate step-dovrn procedure
given by Roy and Bargmann (1958), and if there are only k- 2
sets, the first containing pl (-p) variates ard the second
containing p2 (-r) covariates then the proce~ure will reduce
to the covariance adjusted reduction of Rao and Khatri.
1.3 Limitations and assumptions
Although it has already been indicated t'.at the model has
limitations, it may not be redundant to pr wide a brief
review of these limitations in this secti~n. The
restrictions of the model are related to .há sampling
procedure, the assumed covariance pattern and the
distr'ibution of the errors, the measurement of the responses
and the pattern of the time points.
Since the purpose in most applications is to describe




time, the responses must be assumed to be commensurate, i.e.
the responses must be of an interval scale. If the responses
are not commmensurate, specific trends cannot be inferred
and the parameters wi11 have no concrete meaning.
The parameters generally describe the mean f unctions of
groups, and inferences based on such parameters are based on
the assumptiori that (group) averages contain sufficient
information for inferences. Although a trend in a population
will probably reveal itself in the mean f unction of a
sample, there may be situations, where-a mean trend in a
sample is not found for any of the individuals in that
sample.
Another restriction of the model is that the q time
points must be fixed in advance and that the subjects must
be measured at the same time points. Otherwise the
individuals will differ in age at the time of ineasurement.
Besides, tkie model is not capable of handling the situation
where each subject in the sample has its own within
individual desigr. matrix P.
It is well known that least squares estimation requires
the error distribution to have finite mean and variance and
that for ttie tests multivariate normality must be assumed.
The assumption of multivariate normality may be relaxed when
nonparametric tests are used. Nonparametric techniques for
time-structured data are relatively new and the practical
implementation of these techniques is still several years
off. Recently Zerbe(1979) and Zerbe and Walker (1977)
proposed a randomization test for time-structured data.
Their procedure uses the squared distances of two curves




Zerbe and ~IalKer (1977) estimated the permutation
distríbution of their test statistic from a large sample of
permutations and Zerbe (1y79) offered an F-distribution
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approximation.
Puri and Sen (1971) proposed two nonparametric tests: the
multivariate multisample rank sum test statistic and the
multivariate multisample median test statistic, which are
asymptotically distributed as chi-square variates.
Applications of these tests to time-structured data after
tranformation by polynomial regression coefficients have
been given by Ghosh, Grizzle and Sen (1973).
Another assumption of the model, when two or more groups
are compared, is the equality of the covariance matrices of
the groups. A test for the equality of several covariance
matrices has been given by Box (1949) while Chakravorti
(1974, 1975) considered maximum likelihood estimation of
parameters in time-structured data witti unequal covariance
matrices.
1.4 Selection of covariates
The pattern of the unknown population covariance matrix
will determine whether covariance adjustment will increase
the efficiency of the estimates or not. It is not clear,
however, whether the entire set of q-p covariates should be
considered or only a subset, and since ~~ is generally
unknown, selection of covariates can only be made on the
basis of' sample information.
If there are p viriates and r eovariates, the partitioneu
covariatioii matrix of transformed variables corresponding











R11 consists of correlations among the p transformed
variates, R22 contains the correlations among the r- q-p
covariates and the correlations among tkie p variates and r
covariates are given in R21.
To obtain mo re efficient estimates, Grizzle and A11en
(1969) and Rao (1965,1966) proposed exarnination of the
correlations in R21. A covariate exhibiting large
correlations with the variates would be considered
important. It may happen however, that each of the
covariates is only slightly correlated with the variates,
but that a combination of two or more covariates will yield
a strorrg relationship with the variates. Thus a more
effective procedure would be to consider correlations in R21
in relation with the correlations between the covariates
R22. The regression coeff'icients for regression of Y1 on Y2
can be estimated by:
-1
C - R22 R21
If cij and rij are the regression and correlation
coefficients of ttie i th variate and jtn covariate
(i-1,...,p; j-1,...,q-p), then the proportion of variance of
the itn variate accounted for by a linear combination of
covariates is:
Ri - -'-jcljrl~
which is of course the squared multiple correlation
coefficient. Since cijrij denotes tne contribution of the
jth covariate to the squared multiple correlation of the ith
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variate, the total contribution o~ the jth covariate to all
p multiple correlations of the variates may be evaluated hy:
Fi clj rlj
These total contributions may be comFuted as the diagonal
entries of:
T - CR12
and the total amount of explained variance of the variates
is.
trace (T) - FiRi
Thus covariates with the largest diagonal elements, have
the largest contribution to the total amount of explained
variance of the variates and should be used for covariance
adjustment. Note that matrix T is also encountered when
dimensionality is assessed in muïtivariate multiple
regression and in redundancy analysis (Muller, 1981).
In the following example the selection of covariates is
demonstrated. The variance-covariance matrix of the adjusted
estimators is:
Var(B) - ( X'X)-1~1~' n-g-r-1
where :.~~ - HirHl-HiiH2(H2~:H2)-1 H21H1
An unbiased estimator of Var(B) is given by Grizzle and
Allen (1969). The ;,verall or generalized variance (Anderson,
1958) defined as the determinant of the unbiased estimate of
Var(~B) is used to represent the efficiency of the est~mates.
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1.4.1 An example
The selection of covariates on the basis of an estimate
of !' might overestimate the efficiency of the adjusted
estimates if the same data are used. If information of
previous collected data is not available, the most adequate
procedure is to divide the sample randomly into two parts
and to use the first part for covariate selection and the
second part for final inferences.
The data given by Grizzle and Allen (1969, Table 1) are
reanalysed. The N- 36 dogs were measured at q- 7 time points
after coronary occlusion and were divided randomly into two
parts, each consisting of 18 dogs. If PP'- I, then H1- P'
and H2- I- P'P. In Table 1.2 the results for the two parts
are given. Following the conclusions of Grizzle and Allen
(1969) a polynomial with degree p-1- 3 is assumed to be
appropriate, thus leaving tkie 5th, 6th, and 7th variate for
covariance adjustment. Examination of the correlation matrix
Ry of part 1 reveals that variate five has a large negative
correlation with the third variate. The total amount of
variance of the four variates, however, that is explained by
each of the potential covariates, computed as the diagonal
elements of T(Table 1.2) shows that the last variate has
the smallest entry and that a combination of variates five
and six will probably result in adjusted estimates with the
smallest variance. The generalized variances for all
combinations of covariates are computed for part 2 and given
in Table 1.2 . Obviously, the combination of variates five
and six has the smallest generalized variance. In terms of
efficiency it will be better to use all available covariates
than to use no covariates. This conclusion was also reached
by Grizzle and Allen (1969). Moreover, a small improvement
of efficiency of the estimates can be obtained by dropping
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If ~ were known, it would be possible to compare the
efficiency of the adjusted estimates with the efficiency of
the BLUE. Such a comparison on simulated data was reported
by Berger (1983).
Finally, it must be emphasized that although the model
may be legitimately applied when E(Y2)- 0, covariance
adjustment might influence the inference of treatment
effects, because the covariates may be affected by the
treatments.
1.5 An application of the model to a quasi-experimental
design
Many designs in psychological research, consist of series
of ineasurernents over a period of time, before and after the
introduction of one or more treatments. These designs are
referred to as quasi-experimental time-series designs.
Before turning to the actual application a brief review of
these designs is given. Campbell and Stanley (1966) and
Glass et al. (1975) discussed various time-series designs
which differ by number of experimental groups or units and
by number of different treatments. These designs are
diagrammed in Table 1.3.
In the single group designs one sample of experimental
units is measured at different time points. The researcher
using the single group-multiple T desígn must be aware of
the multiple treatment interference effect ( Campbell and
Stanley, 1966). An experimental unit may respond differently
to T2 if it ís proceeded by T1, than if T~ is introduced
alone. The so called reversal design (Glass et al., 1975)
can be used to control this effect since the order of
treatments is different for each experimental group or unit.
It should be noted, however, that the reversal design with k





one group more than one ctrou
single group-single T design multiple group-single T design
O 0 O T1 O O O O O O T1 O O O
O O O Tl O O O
operant design stratified multiple group-
single T design
0 O O T1 O O 0 T1 O O O Type 1 unit O O O T1 O O 0
Type 2 unit O O O T1 O O O
single group-multiple T design multiple group-multiple T design
0 O O T1 0 0 0 Tz O O O 0 O 0 T1 O O O
0 O O TZ O 0 O
reversal design
0 O 0 T1 O O O TZ O 0 O
O O 0 TZ O 0 0 T1 O O O
sequential design
O O O T1 0 O O
O O O TZ O O O
Note: O - observations
T1 and TZ are different treat-
ments
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The multiple group-single T design is an extension of the
single-group single T design. When the multiple group-single
T design consists of groups containing different types of
experimental units the design is called a stratified
multiple group single T design.
The multiple group-multiple T design is perhaps one of
the best time-series designs, since most sources of
invalidity can be controlled (Campbell and Stanley, 1966). A
multiple group-multiple T design is called a sequential
design, when the treatments are introduced at dífferent time
points. Campbell and Stanley (1966) and Glass et al. (1975)
give an extensive review of the various sources of
invalidity of these time-series designs.
It should be emphasized that in order to formulate
adequate statistical hypotheses and to guard against the
f alse interpretation of random error as a treatment effect
the investigator must be aware of the kinds of treatments
and their effects. In general, treatments in time-series
designs can be temporary or continuous and can cause
temporary or continuous effects. These effects consist of
changes in height, direction and in variability of the
curves ttirough the observations. These changes may appear
abrupt or delayed.
As an illustration, data from a multiple group time-
series experiment on practice effects for handwritings,
which differ in relative legibility (van Jaarsveld, 1983)
are used.
Handwritings were grouped into difficult (2),
intermediate (3) and easy (4) handwritings, and
n2- n3- n4- 15 subjects were assigned randomly to each of
these groups, respectively. A control (1) group was added,
where n1- 10 subjects had to read typed texts. The
introduction of a control group is done to remove the
effects of history and instrumentation (Campbell and
Stanley, 1966). In the experimental setting the subjects
were first given typed practice texts at v- 4 successive
occasions, followed by experimental texts written in
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difficult, intermediate and easy handwritings, at w- 7
successive time points. The order of presentation of texts
was random and the time needed to read the texts at the
q- vtw successive occasions was measured. The size of
practice effects was hypothesized to depend on the initial
difficulty of handwriting, and these effects may be inferred
by comparing the mean curves for practice and experimental
texts.
In Table 1.4 the mean reading times for the g- 4 groups
at q- 11 successive time points are give n, together with the
polynomial parameters, estimated with an orthonormalized
matrix P, describing the curves of practice and experimental
texts. In Table 1.5 the correlations of the measurements for
practice and experimental texts are given. A pooled estimate
of tne population covariance matrix is used. The
correlations tend to decrease as the time points are farther
apart. The inference of practice effects can legitimately be
done in two ways:
- Comparison of the practice text curves with those of the
experimental texts for each group separately (single
sample time-series design).
- Comparison of the curves for experimental texts among the
4 groups, on the condition that it can be assumed that
the 4 groups for practice texts coincide.
1.5.1.Comparison of pre- and post-treatment curves
If it can be assumed that the population means before a
treatment are equal, a treatment effect can be inferred by
testing the hypothesis that the means before and after the
treatment are equal simultaneously. The hypothesis of
equality of ineans of observations from one group of subjects
is:
. - N~ - fwfl -
... - Nvtw
An extension of this hypothesis is the hypothesis that
ttie pre- and post-treatment mearis all lie on the same
straight line. When this hypothesis is true and when the
measurements are made at equally spaced time points, then:
u3 - N2 - N2 - ~~l
~,4 - f{3 - N3 - ~~2
~`vtw - f`vtw-1 - ~~vtw-1 - Nvtw-2
The tests of these hypotheses are wel 1m own and have been
used for inferring treatment effects by Algina and
Swaminathan (1977). Campbell and Stanley (1966), however,
pointed out that ttie assumption that the population means
lie oci a straight line will often not be appropriate.
Rejection of the null hypotriesis tiiat the population means
lie on the same straight line, does not necessarily indicate
that the treatment is effective. The two sets of population
means, for example, could lie on the same curve. It is
therefore better to use the generalized MATdOVA model to test
hypothese s.
Let the vector B contain all tt~e regression parameters
before and after the treatment for one group:
B- a~ al ... av-1 b~ bl ... bw-1; q- vtw
1 x q
and let the matrix P be a super diagonal matrix with
diagonal matrices P1 and P2, with elements:
iP - tj ; i- 0, ..., v-1 and j- 1, ..., v
litl,j
P2 - t~ ; i- 0, .. , w-1 and j- vfl, ..., vtw
ifl,j
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For example, when measurements are obtained at equally
spaced tune points, P may be:
1 1 1 . . . 1
1 2 3 . . . v
1 4 9 . . . v'
P - 1 2~-1 3v-1 v-1
------------L -----------------
i -1 1 1 . . . 1
vtl vt2 vt3 vtw
(vtl)Z (vt2)' (vt3)' . . . (vtw)~
(vfl)w-1 (vt2)w-1 (vt3)w-1 . (vtw)w-1
The polynomial associated with the observations before
the treatment is:
E(Y1) - a~talt f a2t?t ... fav-ltv-1, where j- 1, .. , vj J J
and the polynomial for the post-treatment observations is:
E(Y2) - b~tblt tb2t?t ... ~bw-1tw-1, where j- vtl, .. , vfwj J J
Before comparing these two polynomials, the degree p-1
(p~ min(v,w)) of these polynomials in the population has to
be specified. In the experiment the number of time-
structured measurements for practice texts is v- 4, which is
less than w- 7. The degree of the polynomial for
experimental texts can exceed the degree of the polynomial
for practice texts, simply because the practice texts are
measured at no more than v- 4 time points. The degree of the
polynomial for practice texts cannot exceed 3 and if the
curves for the experimental texts have a higher degree, a
difference between the curves would erroneously be inferred.
So a comparison of the practice curves with the experimental
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texts curves can only be legitimately done, if it can be
assumed, tnat ttie experimental texts curves can be described
by at most p~ min(4,7) parameters. In general, if the curves
for practice and experimental texts can be represented by a
polynomial of degree p-1 or less, then the last v-p
coefficients for practice texts and the last w-p
coefficients for experimental texts must be zero
simultaneously,i.e.:
H~: C B U - 0
gxg gxq qxu gxu
where C- I and B is the complete parameter matrix. u- q-2p
and U consists of eight submatrices:
IC1 I2 C3 C4
U'-
05 06 0~ I8
where Ol, 03, 04, 05, 06 and 07 are zero matrices, and I2
and 18 are both identity matrices, of order ( v-p)x(v-p) and
(w-p)x(w-p), respectively. Swaminathan and Algina (197'7)
used the T2 statistic to test this hypothesis for g- 1.
Acceptance of this hypothesis indicates that tne curves
for practice and experimental texts can adequately be
described by polynornials of degree p-1. Rejection of the
hypothesis may indicate that it is not possible to describe
the observations before and after the treatment by
polynomials of the same degree. A polynomial of degree p-1
might give an adequate description of one of the curves, but
not of the other. Thus it can be concluded that the
treatment, in some way, changed the variability of the
curve s .
The stated hypothesis was rejected, because the Largest
Root statistic U- 0.3125 exceeded the critical value (J~.~5-
0.26, s- 3, m- 0, n- 23.5 , and the g- 4 experimental curves
could not simultaneously be described by polynomials of
degree 3 or less. It may, however, be possible to fit
polynomials of degree 3 for each of the g- 4 groups
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separately, or even for a combination of groups.
Simultaneous tests on 24-1 combinations of groups resulted
in the following Largest Root statistics:
Combinations Largest Combinations Largest
of groups Root of groups Root
1 0.0085 24 0.3100a
2 0.3089a 34 0.0419
3 0.0344 123 0.3113a
4 0.0082 124 0.3100a
12 0.3089a 134 0.0423
13 0.0349 234 0.3124a
14 0.0099 1234 0.3125a
23 0.3112a
a exceeds the common critical value
U0.05- 0.26, s- 3, m- 0, n- 23.5
These results show that only the difficult (2)
handwriting group could not be described by a polynomial of
degree 3 or less, and a comparison of practice texts curves
with experimental texts curves is only allowed for groups
(1), (3) and (4). These results are coherent (Gabriel,
1969). Coherence prevents rejecting a hypothesis without
also rejecting all hypotheses implying that hypothesis. For
example, the hypothesis was rejected for group (2), i.e. all
hypotheses based on combinations including group (2) will
also be rejected.
The comparison of practice texts and experimental texts
is based on the vector of nonzero polynomial coefficients
f or each group:
B1x2p - a0a1 ... ap-1 bObl ... bp-1
and the hypothesis of no difference between practice text
curves and experimental text curves is H0: C B U- 0, where
C-1 and U is of order 2pxp: U'-[I -I]. Since this hypothesis
is tested for each group separately, i.e. s- 1, the
multivariate test statistics all follow an F-distribution
(Morrison, 1976,p 178)
1.5.2. Comparison of the post-treatment curves
In multiple sample designs the v observations before a
treatment may be considered to be base-line observations,
and if it is assumed that these base-line observations are
equal for all g- 4 groups, a comparison of the w post-
treatme~it observations will be sufficient to infer
differences between treatment groups.
It is well known, that there are large individual
differences in reading ability, and to ensure that the
groups are matched for reading ability, it is neccessary to
test for coincidence of the v- 4 practice curves. The
hypothesis of coincidence of the v- 4 practice texts curves
is:
H0:
1 0 0-1 a10 all a12 al3 1 0 0 0
0 1 0-1 a20 a21 a22 a23 0 1 0 0
0 0 1-1 a30 a31 a32 a33 0 0 1 0
a40 a41 a42 a43 0 0 0 1
- 0
and resulted in the largest Root statistic ~~- 0.15~t1, with
s- 3, m- 0, n- 23, and O0.~5- 0.27. The coincidence
hypothesis could not be rejected and differeilces in practice
effects of the experimental texts can now legitimately be
inferred by comparing ttie four curves for experimental
texts.
Grizzle (197U) has pointed out that the power of a
multivariate test is lessened when parameters are included
that do not contain information about the differences
between treatments and if the number of observations w is
relatively large, the test of these hypotheses will often be
unwieldy. A more powerful test is then obtained by reducing
the number of relevant parameters, by means of the
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generalized MANOVA model. Since it was not possible to find
an adequate reduction of the number of parameters for all
g- 4 experimental texts curves simultaneously, tests had to
be performed on all p- w- 7 parameters. Notice that if
p- w- 7, the results will be independent of the choice of G,
since Y1- YP-1. The parameter matrix is:
b10 bll . . . b1~P-1
b20 b21 . . . b2,P-1
B -
LbgO bgl . . . bg~P-1
and the hypothesis that the regressions of the g groups
coincide can be tested . It should be noted, that this
hypothesis, with p- w, is equivalent to the hypothesis of
equality of the g mean vectors, which is usually tested in a
MANUVA. The same values for the test statistics are
obtained, since the eigenvalues of [T'ShT] [T'SeT]-1 are
invariant under any nonsingular transformation of
variables; ~T~ ~ 0 (Bock, 1975).
Within the whole simultaneous test procedure the
hypotnesis of coincidence of the regressions of g groups for
the experimental texts is the overall null hypothesis Ho,
which implies all hypottieses belonging to the family, such







b1~P-1~ ~ b2,p-1 ~ ~ bb,P-1J
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and the hypothesis that two groups have the same
regressions.
Various hypotheses on 2~-4-1- 11 combinations of the g- 4
groups can be tested by means of a simultaneous test
procedure. In Table 1.6 the Largest Root statistics for the
coincidence and parallelism hypotheses on each combination
of the groups is given.
Table 1.6
largest Root simultaneous tests on all
seven parameters for Experimental Texts
Combinations Intercept Parallelism Coincidence
of groups b0 blb2b3b4b5b6 bOblb2b3b4b5b6
12 0.5287a 0.4121a 0.5571a
13 0.2346 0.0745 0.2568
14 0.0792 0.1500 0.1934
23 0.2421 0.3659a 0.3917a
24 0.4230a 0.4240a 0.5102a
34 0.0781 0.1685 0.2242
123 0.5310`` 0.4640a 0.5692a
124 0.5661a 0.4811a 0.6033a
134 0,2360 0.1883 0.2633
234 0.4312a 0.4510a 0.5222a
1234 0.5668a 0.4937a 0.6037a
Critical valua U0.05 - 0.35
s-3 m-1.5 n-21
d Exceeds the common critical valu?
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The results show that Ho must be rejected, and that the
experimental texts curves of the 4 groups are not parallel.
It can also be seen, that almost all hypotheses based on
combinations including group (2) are rejected and none of
the others. This implies that the difficult handwritings
group is mainly responsible for the rejection of Ho. The
curves of the other 3 groups coincide and are parallel. Thus
only the practice effects associated with the difficult
handwritings differ from the practice effects of the other
handwritings.
Finally, it should be mentioned, that if the base-line
observations are not equal, the analysis will be more
complicated. It is, however, always possible to treat the
base-line observations as covariates in the analysis of the
post- treatment observations.
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2. Comparison of various alternatives under the generalized
I~iAN OVA mo de 1
The major strength of the generalized MANOVA model is
that if a large number of time-structured measurements can
adequately be reduced to a few relevant (transformed)
variables, the estimates of the pararneters will generally
result in more powerful tests. This reduction, however,
raises a problem. If the model is applied when the number of
parameters is smaller than the number of time points, i.e.
p~ q, a more or less arbitrary choice of the matrix G must
be made.
A choice of matrix G will influence the power of the
tests (Potthoff and Roy, 1964), and investigators using the
generalized MANOVA model have a choice out of many possible
matrices for G. The problem is to find at least one matrix G
that will result in the largest power of the test in a
certain situation. A simulation study performed by Tan
(1972) indicated that the G- S alternative displayed the
largest power, together with an increase of the probability
of making type I errors.
In ttiis simulation study an attempt is made to generalize
the comparison made by Tan (1972), by comparing the powers
of the tests for five alternative choices of G, under
different covariance structures and different sets of
parameters. Since the test procedures are asymptotically
equivalent, because they are based on the same asymptotic
Wishart distributions (Kleinbaum, 1y73b), this study will
consider small samples only. Simulation studies can be used
to provide answers for practical problems where mathematical
expertise is not sufficiently developed or where the
matnematical solution is inordinately difficult. Because
little is known of the exact non-null distributions of the
test statistics for small samples under the generalized
MANOVA model (see paragraph 2.4) we used the simulation
me tho d .
First the procedure for the generation of multivariate
data will be described. Then the conditions for which data
are generated will be described, followed by two simulation
expe riments with the corresponding results.
2.1. Generation of multivariate normal data
A number of techniques exist for the generation of pseudo
random numbers from a uniform distribution and for the
transformation of these numbers into random normal deviates.
For this study, independently uniformly distributed pseudo
random numbers ui, between 0 and 1, are obtained with Dec
routine RAN, which is based on the multiplicative
congruential method. From a pair of pseudorandom numbers ul
and u2, a pair of pseudorandom independently normally
distributed scores with mean zero and unit variance can be
obtained by the transformation due to Box and Muller (1958):
wl -(-2 ln ul)~ cos 2nu2
w2 -(-2 ln ul)~ sin 2nu2
These normal deviates are stored in the Nxq matrix W and the
expected value of W'W is I. Following the procedure proposed
by Kaiser and Dickman (1962), a sample from a multivariate
normal distribution with a specified correlation structure R
can be obtained from:
Z - WF'
where the qxq matrix F is any factoring of R, i.e. R- FF'.
Of course the expected value of Z'Z is R.
Finally, if B is a specified lxp vector of polynomial
parameters and P is the pxq within individual design matrix
then the required Nxq matrix Y with independently q- variate
normally distributed rows and covariance matrix `'-o2R, may
be obtained from:
7 1
Y- ZD t 1 BP
where D- vI,rris the population standard deviation and 1 is
a Nxl vector of one's.
Tne random number generator RAN was evaluated by means of
the autocorrelation test and the spectral test described by
Knutii (1981) and the results índicate that the performance
of RAN is quite good. Moreover, the generated matrices Y
were evaluated by tests of univariate and multivariate
skewness and kurtosis. See Mardia (1980) for a review of
these tests. The results of these tests were also
satisfactory.
2.2. Population covariance structures
Several covariance structures are encountered in time-
structured data, and the power of tests under the
generalized MANOVA model is expected to depend on the
assumed structure of the population covariance matrix.
Therefore, comparisons of the simulated powers for the
alternatives will be made for different covariance patterns.
Because time structured measurements generally have the
same scale, it is not unreasonable to assume that the
variances of the time-structured measurements are constant.
A population covariance matrix can then be written as:
p1 1
P2 1Pl
~-az I p3 p2 pl 1
Pq-1 Pq-2 .
. . . Pl 1-
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where a2 is the population variance of the measurements and
ttie p~ are the successive population correlations over
time.
In time-structured data experiments it is not unusual to
find that the correlations of the measurements decrease over
time and a covariance model, that has this property is tYie
so-called Markov (first order autoregressive) based
covariance model of the form:
Pj - P1~ j-1, ..., q-1
and will be ref erred to as a simplex. This covariance
structure has been discussed by Anderson (1960) and examples
can be found in Potthoff and Roy (1964) and Járeskog (1970),
amo ng others.
Another covariance structure, that is called uniform,
because the correlations of the time-structured measurements
are all equal, is often encountered in applications of
multivariate analysis. This covariance structure has been
extensively discussed in the literature on the application
of univariate analysis of variance to repeated measurements
and an example is given by Box (1950).This structure is of
the fo rm :
Pj - Pl j-1~ . . q-1
A uniform matrix has some convenient properties. Its inverse
is also uniform and simple formulations for the eigenvalues
can be~found (see Press, 1972,p. 29)
In time-structured data the correlations of the
measurements often depend only on the differences of two
adjacent time points. The resulting covariance structure,
which is a special case of the so-called Toeplitz matrix, is
tri-diagonal, where all elements are zero, except those on
the main and submain diagonals. This structure will be
referred to as serial and is encountered in distributed lag
models in regression (Press, 1972,p. 206) and in the
7S
analysis of signals. For example, a signal which is received
at arly time point may correlate witn that received at any
adjacent time point, but not with the signals received at
the other time points. This covariance structure is also
found in EEG and EMG signals (Yamaguchi and Fujisawa, 1981).
Its form is given by:
pl ~ 0
pj - ~ , J-2, ..., q-1
Notice that the inverse of the simplex matrix also has a
serial (tridiagonal) form.
The last covariance structure which is considered in this
study is the circumplex structure where:
F~ - P1 J
pq-J - p1J ~ J-1, .. , q~2
This structure is often encountered when the time-structured
responses follow some kind of periodic pattern. Such a
structure has been discussed by Guttman (1954) and examples
are giverr by Wiggins, Steiger and Gaelick (1981) among
others.
2.3. The chosen alternatives
Valid tests of linear hypotheses under the generalized
MANOVA model can be made for any choice of matrix G, as long
as tne condition of nonsingularíty is satisfied. When the
nurnber of parameters used to test hypotheses equals the
number of time points, i.e. p- q, the transformation matrix
will reduce to H1- P-1 and there will be no need to choose
G. If, however, p~ q a choice will be neccessary. Although
in fact any choice of G is legitimate, we will restrict
ourselves to tne following five alternatives:
2.3.1. Substitution of the population covariance matrix,
G- E .
In chapter 1 it has been mentioned that the BLUE of the
parametric f unction CBU is obtained by choosing G-~:. The
question, however, whether the choice G- Z would also be best
in terms of power, remains open. Little is known of the
effect of apriori knowledge about the covariance structure
on the power of tests on the parameters in the linear model.
Although ~ is unknown in many practical situations, the
alternative G- s is fortunately available when simulated
data are considered.
2.3.2. Substitution of an identity matrix, G- I.
A very simple choice of G is to set G- I. By setting G- I
and by using orthonormalized polynomials, i.e. PP'- I, the
~alculations would be simplified very much, because the
transfo rmation matrix will reduce to H1- P'. Nevertheless
this alternative may not be optimal in terms of the power of
tests, since it often results in loss of the information
contained in the data. Wishart (1938), among others, in fact
used this alternative for the estimation of growth curve
parameters. Note, that if pj- 0, j-1,....,q-1 the
alternatives G-` and G- I will result in the same parameter
estimates and have the same test statistic values.
2.3.3. Substitution of a dependent estimate of the
population covariance matrix, G- S.
When the population covariance matrix is actually unknown
one would be tempted to use an estirnate of the population
covariance matrix for G. It is however, not legitimate
(Potthoff and Roy, 1964) to use a G which is not
stochastically independent of the data used to test
hypotheses. An estimate S of the population covariance
matrix that is obtained from the same data used to test
kiypotheses, will change the sampling distribution, because
tYre data are used twice for estimation purposes. Still the
unconditional testing of hypotheses on the maximum
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likelihood estimates (G-S) is suggested by Tubbs, Lewis and
Duran (1975) and in version VI of the program MULTIVARIANCE
(Finn, 1972) this option is incorporated.
2.3.4. Substitution of an independent estimate of the
population covariance matrix, G- SI.
In view of the considerations mentioned above, Potthoff
and Roy (1964) suggested to use an independent estimate of
the population covariance matrix. Of course such an
independent estimate SI may be obtained by dividing the
sample randomly into two parts, and by using one part to
estimate y and the second part for inferences. If, however,
two independent experimerits E1 and E2 are available, then
the data from El may be used to obtain SI, and SI together
with the data from E2 can be utilized to obtain estimates of
the parameters and to test hypotheses. Notice, that for many
experiments in psychology pilot studies are available, which
can provide such an independent estimate of '. In this study
an independent estimate is obtained by using the estimate S
from a previously generated data matrix.
2.3.5. To avoid the arbitrary choice of G, Rao (1965) and
Khatri (1966) formulated their alternative reduction, with
q-p covariates Y2, where E(Y2)- 0. Alttrough the values of
the parameter estimates are the same as those obtained by
setting G- S, ttie test procedures diff'er. As has been
mentioned in chapter 1, the Sh matrices differ and the
degrees of freedom for error are reduceci by q-p, since the
inferences are conditional on the effects of the covariates.
This alternative will be referred to as G- Sc.
In summary, there are five alternatives:
G-~ , G-Z, G-S, G-Uc (couditional) arid '}-SI (independent).
2.4. Testprocedure
Ttie null and non-null distributions of test statistics
under the MANOVA model have been studied by many authors.
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See Pillai (1976, 1977) for a review. Srivastava and Khatri
(1979) and Perlman and Olkin (1980) discuss the unbiasedness
of the tests and Das Gupta, Anderson and Mudholkar (1964)
showed that the power functions are nondecreasing in each of
the nonzero eigenvalues of the maximal invariant parameter
matrix. Pillai (1977), however, notes that although
considerable efforts have been made on the exact
distribution theory of the test statistics, the results have
not been encouraging. The non-null distributions of
statistics under the MANOVA model involve finite or infinite
series forms with general terms which are difficult to
compute and which do not converge easily in the infinite
case. This is perhaps why some authors have stressed the
development of asymptotic expansions.
Little is known of the exact non-null distributions of
the statistics under the generalized MANOVA model. The
canonical reduction of the generalized MANOVA model has been
obtained by Gleser and Olkin (1970). They showed that the
testíng of general linear hypotheses under the model can be
summarized by the following canonical form: Let Z be an Nxq
transfo rmed data matrix with independent normally
distributed rows, such that:
c Z11 Z12 Z13
E(Z) - E g-c Z21 Z22 Z23
N-g Z31 Z32 Z33
p-u u q-p
M11 M12 0
- M21 M22 0
0 0 0
where I~fi~ are matrices with unknown parameters. c, u, g and
p are the ranks of the matrices C, U, X and P, respectively.
The unknown covariance matrix is:
~`11 ~12 ~13~
~ - I`21 `22 s23
L131 `32 `33J
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It can now be shown, that the problem of estimating CBU is
equivalent to ttiat of estimating M12 and that the problem of
testing Ho: CBU- 0 reduces to that of testing Ho: In12- 0. As
a result of ttiis equivalence the corresponding SSCP matrices
for the hypothesis and for error are equal to the SSCP
matrices given by Khatri (1966). The líkelihood ratio
statistic of Khatri (1966) was also obtained by Gleser and
Olkin (1970), only in different form. By~means of the
canonical form of the model Gleser and Olkin (1970) showed
tktat ttie maximal invariant ín the parameter space for two
groups of tranformations is:
-1 -1 ,V - M12~`22 - `23`,33 "32~ M12
Fujikoshi (1973) stated that the power function of any test
under the generalized MANOVA model depends on the nonzero
eigenvalues of V and proved that the power functions of the
tests under the generalized MANOVA model are monotone
increasíng functions of each of the noncentrality
parameters. Gleser and Olkin (1970) and Fujikoshi
(1974a,1974b) derived the asymptotic formula's for the non-
null distributions of the statistics.
These asymptotic formula's, however, are of little use in
most applications, since it is not clear how large a sample
would have to be to use these results. More specifically,
these asymptotic results will not be usef ul for this study,
because we only consider powers of the tests for small
samples.
A wide variety of linear hypotheses can be tested under
the generalized MANOVA model. However, the hypothesis of
coincidence of the regression curves between groups is
generally the most crucial one, because it is often chosen
to be the overall hypothesis when simultaneous tests are
applied. Therefore the hypothesis of coincidence of
regressions is used in this study to compare the powers of
the alternative tests:
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1 0 0 . . . -1~
0 1 0 ... -1
0 0 1 ... -1
L 0 0 0 . -~~
and U - I
Another restriction, that was made is the selection of a
multivariate test statistic. There is no uniformly most
powerf ul test statistic, but tne findings of Schatzoff
(1966) and Olson (1974) suggested that if power and
robustness of ttle overall test were the only relevant
criteria, Pillai's Trace statistic may be preferable.
Recently, however, Bird and Hadzi-Pavlovic (1983) found that
a simultaneous test procedure based on Pillai's Trace can be
extremely conservative relative to Roy's Largest Root
simultaneous test procedure. Since Roy's Largest Root
statistic depends on only one of the s- min(c,u) eigenvalues
of ShSe-1 , this statistic would have greater relative
power, when the tested parameters differ mainly on one
canonical variate. A more practical argument in favour of
Roy's Largest Root statistic is that the exact percentage
points have been tabulated by Pillai(1965) and extensively
diagrammed by Heck(1960). Another argument is, that the
testing of the Ho of coincidence is embedded within the
whole simultaneous test procedure, where the Largest Root
statistic has advantages over the other statistics. Unlike
simultaneous test procedures based on the other test
statistics, the Largest Root simultaneous test procedure is
consonant, i.e. if the overall hypothesis Ho is rejected, it
will always be possible to reject at least one of the
hypotheses implied by Ho (Gabriel, 1968). For these reasons,
the Largest Root statistic is used in this study.
In order to estimate the power and the level of
significance, the Largest Root test statistic is computed
and compared to the appropriate percentage point of the
relevant distribution. If Ho is true, i.e. if the vectors of
parameters of all groups are equal, then the relative
frequency of rejected hypotheses is an estimate of the
significance level and if Ho is not true, then the relative
frequency of rejected hypotheses is an estimate of the power
of the test.
2.4.1. Numbers of runs
In simulation studies it is often difficult to determine
the number of data matrices whicti have to be generated. The
largest standard error of a proportion is obtained for 0.5,
and if we are prepared to accept an estimate of a proportion
within 10~ of the true value, than by means of the normal
approximation of the binomial distribution the number of
suf'f'icient runs for a proportion 0.5 and ~z - 0.05 is
id- z~~~ ~ 0.12 . 400. A discussion on the number of runs in
simulation studies is given by Kleijnen (1975). The number
of runs in this study was fixed at 500. This means, that for
the proportions 0.05, 0.5, and 0.8 acceptable standard
errors would be 0.01, 0.02, and 0.018 ,respectively.
2.5. First simulation experiment
In this experimerrt the powers of the test procedures are
compared for two sets of parameters. The first set was
obtained from the data given by Grizzle and Allen
(1969,Table 1) and the second set was obtained from data of
a learriing experiment given by Lee (1970), concerning
bilateral transfer of reminiscence of tracking performance
for different treatment groups.The two sets consisted of







b0 bl b2 b3
12.36 0.78 0.51 -0.47
9.48 -0.13 -o.ll 0.04
10.80 0.78 -0.26 -0.20
















A major problem in simulation experiments is the
apparently unlimited number of ways in which the independent
variables (conditions) can be varied. In this experiment the
comparison of the alternative test procedures when the
polynomial is over- or underfitted is accentuated. In
general, when estimated orthogonal polynomial parameters are
considered, the sum of squared residuals will reduce, as
higher order terms are added to the polynomial model. This,
however, will generally not cause an increase of power. The
addition of superfluous higher degree parameters may result
in loss of precision in estimating the parameters and
together with the increase of the number of polynomial
parameters p, the power may decrease.
The level of significance can be estimated by the
relative frequency of rejected hypotheses Ho when data are
generated from a population with g- 4 equal parameter
vectors. An estimate of the power of the tests can be
obtained from the relative frequency of rejected hypotheses,
when data are generated from a population, where the group
curves are described by the polynomial parameters in one of
the two sets.
Data were generated for the following conditions:
- The number of time points was fixed at q- 7 and three
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conditions were simulated: the underfitted, the correct
degree and the overfitted condition. For the underfitted
condition data were generated from the population where a
third degree polynomial describes the group curves, while
parameters were estimated and tests were performed assuming
only p- 2 parameters. For the correct degree condition p- 4
parameters were assumed and for the overfitted condition
parameters were estimated and tests were performed with
assumed degree p-1- 5.
- The number of subjects in experiments in psychology is
generally not large. Therefore data were generated for g- 4
groups, each with equal sample sizes ni- 10, 25, and 50,
respectively, i- 1,...,4.
- The level of significance was set at ~r - 0.05 and
~r - 0.01. The effect of significance level is, of course,
highly predictable. A larger significance level results in
greater power. Since preliminary inspection of the results
showed that tnere was no difference in relative performance
of the five alternatives for the two significance levels,
only the results for~z- 0.05 will be reported.
- Four covariance structures were simulated: the simplex,
the uniform, the serial and the circumplex, with a moderate
large correlation between adjacent time points p1- 0.5.
In Tables 2.1 and 2.2 the estimated (empirical) powers of
the five alternative test procedures are given for each of
the combinations of tne independent variables. The results
lead to the following observations:
- The estimated powers of the tests increase as the sample
sizes increase and are generally smaller for p- 6
(overfitted condition) than for p- 4(correct degree).
- The G- S alternative almost always displayed a larger
power tkian ttie other alternatives, at the cost of an
increasing estimated significance level (sometimes more than
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Estimated powers for parameter set 2
p-4 p-6
E I S S~ SI E I S So SI E I S S~ SI
Simplex
10 0.134 0.128 0.266 0.146 0.120 0.118 0.119 0.228 0.106 0.114 0.104 0.104 0.190 0.108 0.106
N 25 0.370 0.346 0.418 0.348 0.332 0.468 0.450 0.506 0.458 0.450 I 0.384 0.380 0.412 0.390 0.380
50 0.744 0.718 0.752 0.718 0.714 O.E18 0.802 0.832 0.802 0.802 0.740 0.742 0.760 0.754 0.752
10 0.092 0.092 0.216 0.096 0.090
N 25 0.228 0.228 0.270 0.214 0.220
50 0.516 0.516 0.550 0.510 0.510
10 0.124 0.130 0.249 0.108 0.118
N 25 0.328 0.342 0.380 0.316 0.300
50 0.696 0.680 0.716 0.668 0.680
Uniform
0.122 0.122 0.236 0.104 0.122
0.478 0.478 0.538 0.482 0.480
0.848 0.848 0.858 0.834 0.842
Circu~lex
0.098 0.090 0.216 0.090 0.106
0.386 0.386 0.418 0.376 0.380
0.698 0.672 0.712 0.662 0.694
Serial
0.114 0.114 0.150 0.100 0.116
0.374 0.374 0.404 0.378 0.386
0.750 0.750 0.756 0.738 0.740
0.102 0.104 0.164 0.106 0.103
0.250 0.248 0.256 0.244 0.236
0.628 0.629 0.632 0.624 0.624
10 0.202 0.186 0.326 0.172 0.169 0.114 0.106 0.186 0.084 0.112 0.118 0.108 0.158 0.100 0.120
N 25 0.520 0.476 0.560 0.472 0.496 0.570 0.508 0.614 0.568 0.552 0.468 0.444 0.476 0.462 0.474
50 0.884 0.872 0.886 0.870 0.882 0.876 0.892 0.884 0.864 0.878 0.826 0.796 0.838 0.832 0.824
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2.6. Second simulation experir.~ent
To compare tne proportion exceedance rates of tne five
alternative test procedures, under a variety of' alternative
hypotneses, it is convenient to introduce a so-called
noncentrality pararrieter. If the gxp parameter matrix is:
b10 bll " ' bl p-1
b20 b21 " ' b2 p-1
B -
L bg0 bgl ... bg p-ll
and if bi is the ith row vector o-ff B, with parameters for
the ith group, ttien a noncentrality parameter is the
standardized sum of squared distances of the parameters of








H- i`-1 ni(bi-b)'(bi-b) and E-(P~-1P')-1
It can be shown, that the trace and the eigenvalues of HE-I
respectively, are equal to the trace and eigenvalues of the
maximal invariant parameter matrix given by Gleser and Olkin
(1970) when the hypothesis Ho of coincidence of the curves
is considered. Notice that for this particular Ho the matrix
H can be written in the alternative form:
H - (cau)'[c(x~x)-lc']-1(cBU)
bb
Analogous to the univariate noncentrality parameter, S- 0 if
Ho is true and b~ 0 if Ho is not true. For a given
covariance structure various values of the elements of H may
result in ttle same value for b. Therefore a structure of the
p parameters has to be specified.
A noncentrality structure of ttie parameters will refer to
the amount of variation of each of the parameters in bi as
compared to the overall means b. If :
bi - LbiO bil '
b - Lbo bl . b
and
di - Ld~ dl ... d 1)P-
such that di- bi- b, then a noncentrality structure can be
specified by the elements of di, i-1,...,g.
The noncentrality parameter is the sum of the nonzero
eigenvalues of HE-1. Bock (1975,p.154) and Stevens (1979)
inferred from their experience that it is probably common in
behavioral research, that differences among g groups are
mainly located on one canonical variate, i.e. the
noncentrality is mostly allocated to one eigenvalue.
Schatzhoff (1966) called such a structure "concentrated".
The fo llowing two noncentrality structures have this
property:
- Type I structure. In many practical situations, where the
functions described by polynomials are smooth, the distances
of the p polynomial parameters from the overall means b
decrease as the parameters represent a higher degree. Such a
structure can be represented by:
dj - d~(P-j)~p ~ for j-0, ..., p-1
- Type II structure. A structure reflecting the situation
where all p polynomial parameters are equally important and
bi
have the same distances can be represented b
d~ - d~ , for j-0, .. , p-1
This structure may be encountered when the curves oscillate
widely. For both noncentrality structures tne values of d0
can be scaled to obtain the desired values of b.
The following independent variables (conditions) we re
selected for this experiment:
- Number of parameters: p. llata were generated for q- 7 time
points and the number of polynomial parameters were chosen
p- 2, 4 and 6, respectively.
- Number of groups and group size. All generated data
matrices were divided into g- 2 and g- 4 groups and all
groups were assumed to have eyual size, ni- 15, i-1,...,g.
- Noncentrality parameters values: b. Within the
combinations of the other independent variables an
appropriate maximum value for b is b- 20, and ttie following
range of values for b was selected:b - 0, 5, 10, 15, and 20.
Forb - 0 the proportion exceedance is an estimate of the
level of significance and for b~ 0 the proportion
exceedance is an estimate of the power of the tests.
- The size of the correlations between adjacent time points
was chosen to be P1- 0.0, 0.3, 0.5, and 0.8 . If P1- 0.0 the
alternatives G-s and G- I, of course, will have the same
test statistic values.
The results for the alternative test procedures for
these conditions are given in the Figures 1 to 4 for the
simplex covariance structure.
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G- ~,G- I, G- Sc and G- SI tend to become smaller as the
number of parameters approaches the number of time points.
This result was to be expected, since for p- q the
alternatives will have the same values for the estimated
polynomial parameters and corresponding test statistics.
- Number of groups. The same effect can be observed for the
number of groups. Under constancy of the noncentrality
parameter, an increase of the number of groups will decrease
the estimated powers.
- Noncentrality structures and noncentrality parameter
values. There seems to be no striking difference in ordering
of ttie estimated powers for the two noncentrality
structures. The powers of the five alternatives were
generally ranked:
(3) G- S~(1) G-~ ~(2) G- I~(4,5) G- Sc, G- SI, and the
ordering remained fairly constant within the range of b
values 5 to 20.
- Effect of the correlation P1. Since the value of the
noncentrality parameter S was held constant for different
values of P1, by changing the scale of the polynomial
parameters, the estimated powers for different values of P1
were approximately ttie same. Thus the well known fact, that
the power of a multivariate test depends on the correlations
among the measurements is not displayed in these Figures. As
for the ordering of the five alternatives, the results
showed tY~at the ordering of the estimated powers generally
remained constant for different values of P1 for the p- 2
and p- ~ conditions.
In summary, it can be concluded that the alternative G- S
displayed the greatest estimated power at the cost of an
íncreasing estimated significance level. The alternative
G- ~ generally had more power than the G- I, G- Sc and G- SI
alternatives and the G- Sc and G- SI alternatives had
somewhat smaller estirnated powers than the G- I alternative.
As for tne G- Sc and G- SI , there seemed to be no
systematic difference in estimated powers of these
alternatives. The differences in power of the five
alternatives is more pronounced as the number of parameters
p becomes smaller. This indicates, that a choice between the
alternatives in terms of power will become increasing
important when p becomes mucki smaller tnan q, i.e. when a
large reduction of relevant polynomial parameters is
possible.
Since one of ttie results of the first simulation
experiment was that the relative estimated powers seemed to
depend on the pattern of the population covaríance matrix,
it will be interesting to compare the exceedance rates for
the conditions of this experiment and alternative covariance
patterns. In the Figures 5 to 8 the exceedance rates for a
simplex, a uniform, a circumplex and a serial covariance
pattern are given for P1- 0.5.
The results in the Figures 5 up to 8 show that the
ordering of exceedance rates of the five alternatives did
not differ much for the different covariance structures. For
the p- 2 condition the G- I alternative had somewhat larger
power than the G- Sc and G- SI alternatives, when a simplex,
uniform or serial covariance pattern is encountered. For the
p- 4 and p- 6 conditions, there seems to be no systematic
difference in powers of these alternatives, except for the
serial covariance pattern. The serial structure showed a
larger power for the G- Sc and G- SI alternatives than for
the G- I alternative.
In summary, it may be concluded, that if the covariance
pattern of time-structured data is lm own, the best choice of
G in terms of power would be G-~ . If, however, f is not
lm own, an optimal choice of G would depend on the reduction
of the number of parameters p. If p is much smaller than q,
then the G- I alternative would be preferable. On the other
hand, if the number of parameters is not reduced very much,
then the differences in power are small. Only for the serial
covariance pattern, the G- I alternative had less power than
the G- Sc and G- SI alternatives.
F~pure 5
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These simulations were restricted to specific conditions
and the interpretation of the results is strictly speaking
valid only for ttiese conditions. Wittt respect to power, the
difference between the covariance structures and the sets of
parameters are arbitrary to the extend that they depend on
how the same amount of noncentrality is defined for the
difí'erent levels.
In all conditions the alternative G- S showed larger
power than the other alternatives did, at the cost of an
increase of tne estimated signíficance level. Only for large
sample sizes and as the number of pararneters p approaches
the number of time poirits y, the differences in power tended
to vanish. This result can be explained by the fact, that
the sampling distributions of a test statistic will be
skewed positively when the same data are used to estimate
the population covariance matrix as well as the parameters.
This effect has alsc been found in other simulation studies.
Tan (1972) found tt~at tne G- S alternative displayed much
more power than the G- I alternative, together with an
increase of tcie estimated significance level, and Leeper and
Woolson (1982) recently investigated the small sample
behavior of the Wald statistic. They also used a dependent
estimate of the population covariance matrix to estimate the
parameters and found that the true Ho had to be rejected too
often and that the power of the Wald statistic was enhanced
at the cost of an increase of the estimated significance
level. It may be argued, that if the level of significance
is chosen smaller than originally was intended, the choice
G- S would be acceptable. The results indicate that the
estimated significance level increases as ttte number of
parameters p decreases. Although such a correction ís valid,
the problem remains tnat in practical situations it will be
difficult to know how large a correction of the level of
significance would have to be.
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In view of the results the following recommendations can
be given. The amount of reduction of the number of
parameters seems to influence the relative powers of the
five alternatives. Although the differences in power were
small, the results show a certain pattern. If the population
covariance matrix is known, the best choice of G in terms of
power would be G-~~ . On the other hand, if the population
covariance matrix is not known, the best choice of G for
small values of p would be G- I. If the structure is a
uniform or a simplex, the G- I alternative generally has
somewhat larger power than the G- SI and G- Sc alternatives
have. If, however, the covariance pattern is a serial or a
circumplex, then the G- Sc and G- SI alternatives would have
about the same power as the G- I alternative. The findings
suggest, that for a serial covariance pattern (P1- 0.5) and
f or p- 4 and p- 6, the G- Sc and G- SI alternatives have
more power than the G- I alternative has. Generally there
seemed to be no systematic difference in powers between the
G- Sc and G- SI alternatives. A choice between the the G- Sc
and G- SI alternatives can therefore best be based on the
fact whether an independent estimate of ~ is available or
n ot .
Finally it should be noted that the testing of hypotheses
under the conditional reduction (G- Sc) is done by using all
q-p covariates. There may, however, be a subset of
covariates, i.e. a matrix G(Baksalary et al., 1978), which
will result in more powerf ul tests. It must be emphasized,
that if such a selection of covariates is made by
preliminary examination of the data, so that final
inferences are conditional on its outcome, the levels of
significance of the tests are expected to increase. This may
be investigated in future research.
tí 1
3. Comparison of predictors for the generalized i~lA[JOVA
rno de 1
The generalized MANOVA model has been mainly applied in
behavioral research for the estimation of parameters and
testing of hypotheses. Hardly any attention has been given
to the prediction of the concrete responses themselves. Yet
the model can be very useful for prediction purposes.
Models for time-structured data usually work with
parameters which do not have a concrete interpretation and
which are only useful as a convenient way of describing the
phenomena under study. On the other hand, the use of these
models for prediction will shift the focus to the "real-
world": the measures themselves.
Behavioral researchers generally apply test procedures to
confirm or reject their research hypotheses, but predictions
can also provide a basis for acceptance of certain
hypotheses. For example, an examination of the accuracy of
predictions may be an alternative to a goodness of fit test
and the hypothesis that tne curves of two groups coincide
can be confirmed by a comparison of the predicted values
f rom these groups.
Predictions can be categorized on a spectrum, ranging
from "intuitive" guesses at one extreme, to predictions
based on formal statistical models at the other. A simple
procedure for prediction is data smoothing. Data smoothing
attempts to estimate the trend value of a time-series by
averaging the most recent observation with the previous
estimate of the trend.
On the other hand, more formal prediction techniques,
such as those of Box and Jenkins (1970) have been developed.
Although the models appeared not to be adequate for some
sorts of series, they can be and have been applied in many
research situations. Details on the applicability of the
models have been discussed by Kendall (1973), Newbold and
Granger (1974) Glass, Willson and Gottman (1975) and Gregson
(1983)-
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Before making predictions several questions must be
answered:
- What is tne time interval for which data are available and
what is the prediction time period. Principles for an
optimal choice of time-points have been discussed by
Federov (1972) and Herzberg and Cox (1972).
- What information is available on tne correlations.
Information from the correlatiorr pattern and
autocorrelations can be utilized in several ways.
- What accuracy of prediction is needed and what risks are
involved. Investigators cnakirig predictions should have an
opinion about the acceptable size of the error of
prediction by considering the corresponding risks.
- What functional forms are required.
Generally tne validity (Campbell and Stanley, 1963; Cook
and Campbell, 1979) of a prediction is determined by the
ability of ttie techniques to cope witYi a number of unknown
effects, such as the variation of values under unpredictable
everits and the ability to recognize certain patterns, for
example recognition of a trend and a cyclical movement
around this trend.
Predictions can be made on the basis of an empirically
determined f unction and the estimated f unctional form will
tend to match the observed data, used to estimate the
f unction, better than if the true f unctional form were
known. In other words, the predictive "power" of an
empirical determined prediction equation may be low when the
equation is applied to fresh data.
The reliability of a prediction will tend to be less as
the prediction is made farther outside the range of the
observed data, and a prediction made outside this range will
only be valid when it can be assumed that the functional
form may also be applied there. A distinction between
interpolation and extrapolation will tnerefore be important.
Although distinction between interpolation and extrapolation
for one independent variable is easy, it will be more
complicated for more than one independent variable. A
prediction based on more than one independent variable may
be regarded to be an extrapolation if ttie vector of scores
lies outside an ellipsoid region which covers the sample
data, even if each score lies wittiin the range of observed
values of the corresponding variables. Procedures for
finding a minimal covering ellipsoid (MCE) are given by
Federov (1972) and Titterington (1975) and related problems
in regression, such as the assessment of influence curves
have been discussed by Cook and Weisberg (1982).
3.1. Predictors for the Generalized MANOVA model
Suppose that we have obtained observations from N
experimental units or individuals at q successive time
points, which are arranged in a Nxq data matrix Y and that:
E(Y) - X B P
Var(Y) - E ~ IN
In addition consider another set of observed or unobserved
data y from n experimental units measured at the same q time
points. Assurne that y i s generated from the same model as Y,
i.e..
E(y) - F B P
Var(Y) - E ~ In
y is of order nxq, F is an nxg between individual design
matrix, usually formed by some of the rows of X. If all the
data in y are unobserved, then y can be predicted on the
basis of the information contained in Y. On the other hand,
if only part of y is observed, say yl, and the rest is
unobserved, say y2, then the model can be written as:
E(YlY2) - F BLP1P2~
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where yl and y2 are of order nxql and nxq2, respectively,
ql} q2- q- The orders of P1 and P2 are pxql and pxq2.
Such a situation may be encountered when a random sample
of N children is drawn from a specified population and a
reading achievement score is recorded at their 6th, 7th, 8th
and 9th year (q- 4), i.e. Y is of order Nx 4. If we also
have measurernents from another random sample drawn from the
same population, of n~ 1 children which are measured at
their 6th, 7th and 8th year, i.e. yl is of order nx 3, then
the achievement scores of tnese children at their 9tki year
can be predicted on the basis of the information contained
in Y and yl. The problem, however, is to comb'ine the two
sources of information in such a way, that an adequate
prediction of y2 is obtained. Note, that such a problem will
also arise, when some observations are missing at random or
by design, and one needs a complete data matrix. It will be
clear, that the above described situation includes the
prediction of the whole matrix y, with q1- 0.
Lee and Geisser (1972, 1975) and Rao (1975) proposed
several predictors based on the generalized MANOVA model.
Lee and Geisser (1975) compared their predictors on two data
sets and concluded that time-structured data are often
highly individual, i.e. data from the other individuals in a
sample is relatively unimportant for prediction of a score
of an individual, when compared to his own known data. A
second conclusion was that the performance of predictors is
often determined by the structure of E. Their comparison,
howeve r, dit not result in an "all-round best" predictor.
Genèrally, predictors can be divided into three groups on
the basis of the source of information that is used:
- Predictors based on the known observations of the
individual for whom a prediction is made. The least
squares predictor is such a predictor and simply fits a
regression through the lmown observations of an
individual.
- Predictors based on the known observations from an
individual, and the information from the covariances
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estimated from the whole sarnple. This group consists of
several predictors: the generalized least squares
predictor, Lee and Geisser's approximate mean predictors,
Rao's predictor and the predictor based on tYie well known
multiple regression equation.
- Predictors based on overall parameters estimated from the
sample of N individuals. Although the approximate mean
predictors, Rao's predictor and the multiple regression
predictor can be regarded to belong to this group, the
mean predictor i s surely a predictor which is only based
on overall parameters.
It may occur that a predictor with a small overall loss
results in large individual losses for certain individuals.
Perhaps a"good" predictor should be based on a suitable
balance between overall loss and individual loss i.e. a
choice of predictor should be made by a decision rule based
on these two loss functions. Lee and Geisser ( 1975) proposed
the so called ad hoc predictor which attempts to find such a
balance and they found that i t performed very well on the
two data sets they analysed.
The purpose of the following study is to compare a set of
predictors for time-structured data and to search for a
"best" predictor for different covariance patterns. Since
the success of a predictor depends on the adequacy of the
assumed model and minor changes of the model specifications
may result i n large errors of prediction, this study
compares the robustness of the predictors when the assumed
order of the polynomial i s not equal to the true order in
the population. Although predictions may be improved by a
suitable transformation of the scale of the time points
(Rao, 1977), this comparison will be restricteu to equal
spaced time intervals.
In the next sections tiie set of predictors is described
and the conditions for which data were generated are p~iven.
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3.1.1. Approximate mean predictors
The problem of predicting y given Y and y2 given yl and Y
has been studied by Geisser (1970) and Lee and Geisser
(1972, 1975) from a Bayesian point of view. A review of the
Bayesian approach to estimation is given by Geisser (1980).
By utilizing a uniform prior density function for B
and ~, which reflects the situation where little or no
prior knowledge regarding these parameters is available,
Geisser (1970) showed that the expected value of the
posterior density of B is B- (X'X)-1X'YS-1P'(PS-1P,)-1,
where S- Y'[I-X(X'X)-1X']Y. In addition, Lee and Geisser
(1972) showed that tne expected value of the posteríor
density of E is:




and PH2 - 0
From this posterior expectation of 1: , the covariance matrix
of the predictive distribution of y can be obtained. By
assuming, that y is drawrr frorn the generalized MANUVA model,
Lee and Geisser (1972) obtained:
Var(y) - (N-q-1)-1(Y-XBP)'(Y-XBP)~Int
(N-g-p-1)-1P'(PS-1P')-1P~L(N-q-1)-1(trace RX'X)IntFRF']
Geisser (1970) noted, that it may be extremely difficult to
obtain a probability region for the unknown data matrix y or
to obtain a conditional predictive region for y2 given yl
and Y. Because of the complexity of the distributional form,
Lee and Geisser (1972) offered a large sample norrnal
approxirnation of the predictive density of y, and through
standard normal theory tiiey proposed the following predictor
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of y2 given yl and Y, when n- 1 and ql~ p:











This predictor wíll be referred to as the approximate mean
predictor (AAP) for an arbitrary population covariance
matrix.
If, however, the population covariance matrix is of a
special form, such as ~'-a2 I or :.~-az U, where U is a
population correlation matrix with equal correlations among
the q time points, Lee and Geisser (1972) suggested another
approximation. Rao (1967) showed, that a sufficient
condition for the estimator B- (X'X)-1X'YP'(PP')-I (G- I)
to be the BLUE is :.~-a2I or ~'-oz U. In general, Rao (1967)
showed that B is BLUE if and only if ~~ belongs to the class
of simple structured covariance matrices:
E- P' A P t H2 D H2
A and D are arbitrary positive definite matrices. With a
convenient prior for B, A and D, the posterior expectations




By means of these expectations Lee and Geisser (1972)
derived the inverse of the covariance matrix of the
predictive distribution:
[Var(y)]-1 - ( N-p-g-1)P'(PSP')-1P~Wt(N-qfp-1)H2(H2Y'YH2)-1H2~In
and the prediction of y given Y or the prediction of y2
given yl and Y can now be made, provided that s' belongs to
the class of simple structured covariance matrices.
Lee and Geisser (1972) showed, that for n- 1 the
predictive distribution of y2 given yl.and Y can be
approximated by the multivariate Student distribution, and
that this approximation leads to the predictor:
(Y2~Y1)' - (F~P2)'-ES1 Es (Y1-F~P1)'
22 21




This predictor will be ref erred to as SAP.
The predictive distribution of y can also be used to
determine which of several alternative generalized MANOVA
models is most appropriate for the data in Y. Lee
(1977,1982) and Nagel and de Waal (1979) have studied this
problem.
3.1.2. Rao's predictor
Anottrer approach to the problem of predicting y2 given yl
and Y has been suggested by Rao (1975). It may be argued,
that ttie representation of tYie time-structured measurements
of each of the N subjects in a sample by the overall
parameters, estimated from the whole sample, is not optimal.
There may be large differences in response curves between
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the subjects. Apart from the overall pararneters one should
also consider tiie distribution of the parameters connected
with each subject in the sample. Models, which take into
account ttle distribution of the parameters of the subjects,
are often referred to as two-stage models ( Fearn, 1975,
1977). If the model is:
yi - biP t ei
where yi is a lxq vector of ineasurements from the ith
individual and bi is a lxp vector of parameters connected
witfi the ith individual and P is the known within individual
design matrix, which is assumed to be equal for all N
individuals (i-1,...,N). The first stage refers to the
assumption that given bi, the observations of yi are
normally distributed, with mean biP and qxq covaríance
matrix :.'w, i.e.:
Yi~bi ~ N(b1P,~w)
If ttie second stage is added b,y assuming that the prior
knowledge of all bi's is the same, and that the bi's are
independently and normally distributed with common mean
vector B and pxp population covariance matrix zb, i.e.:
bi ~ N(B,~b)
then the marginal model will be:
yl ~ N(BP,P'~bPtEw)
Statistical problems connected with these two stages have
been considered by many authors, including Elston and
Grizzle (1962), Lindley and Smith (1972), Rosenberg (1973),
Harville (1977) and Reinsel (1982).
For a given qxq covariance matrix ~w, the least squares
estimator of bi is:
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~,1 - Y1`-wlP~(p~wlp~)-1
If, Yiowever, a distribution of the pararneters bi is taken
into account, Rao (1975) showed tnat the BLUE of bi is:
bi - B'tFbP(P'FbPtEw)-1(Yi-BP)'
In most practical situations ~-b, Fw, and B are unknown and
estimates must be used. Laird (1982) has estimated these
parameters from "random effect" models iteratívely by means
of tkie so-called Ef~i algorithm and Dempster et al.(1981) have
applied this method to the special case of Fw- ozI. Rao
(1975), however, proposed substitution of unbiased estimates
for B, Eb and fw, and referred to the estimator Bi as an
empirical Bayes estimator. If ~'w is known apart from a
constant multipier oz, i.e. Fw- ozW, the following estimates
have been given by Rao (1975):
bi - Yi W-1P'(PW-1P,)-1
N
B - E bi~N
i-1
N
~z - E LYiW-lYi'-YiW-1(biP)'~ ~~N(q-p)~
i-1
N
Êb - (N-1)-1 E (bi-B)'(bi-B) -á2(PW-1P')-1
i-1
If a single f uture observation i s predicted and Eb, W, B,
and a2 are known, then the best linear predictor of y2 given
yl has been given by Rao (1975):
(Y2IY1)' - (BP2)'t(PiFbP2tozW12)'(PiFbP1tazW11)-1(Y1-BP1)'
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whe re W -
W21 W22
and if these parameters are not known Rao (1975) proposed
substitution of the given unbiased estimates. This predictor
will be symbolized by RP.
3.1.3. Least squares predictor
In some situations, where the variance between the
regression curves of the individuals in a sample is large
and information of the whole data set will be relatively
unimportant when compared to the information from the
measurements of the experimental unit for which a prediction
is made, the least squares predictor will have a good
performance. The individual model is
E(Yli Y2) - bi~Pli P2~
The least squares estimator of bi is given by
bi - Y1P1~(P1P1~)-1
and the individual scores y2 can be predicted by
Y2 - bi P2
which is simply the regression based on y1.The estimated
variance of y2 is:
Vár (y2) - P2 Vár (bl) P2
where
Var (bi) - (P1P1)-1 P1`11 P1(P1P1)-1
9z
In terms of a quadratic loss f unction, this predictor
will not perform very well when the overall curve is over or
underfitted. This can be verified by consideríng the
following decomposition of the mean squared error of
prediction:
E(Y2-Y2)Z - Var(Y2) t Var(Y2) f[E(Y2)-E(Y2)]z-2 COV(Y2.Y2)
The sample based counterpart of this decomposition is:
MSD - S~ t SZ t[M~ -M ]2 - 2 r S~ S
Y2 Y2 Y2 Y2 Y2 Y2
where S2 and M are the variances and means and r is the
correlation between y2 and y2 . This decomposition is
equivalent to:
MSD - [M~ -M ]Zt[S~ -S ]2t 2(1-r)S~ S
Y2 Y2 Y2 Y2 Y2 Y2
By means of this decomposition Theil (1966) distinguishes
three sources of errors in prediction. The first term
represents errors in central tendency. If the overall curve
is underfitted, this term will be greater than zero, and the
predictions will be biased. If the overall curve is
correctly fitted or overfitted, this term will be zero. The
second error component is due to unequal variation.
Generally the variance of the predictions Var(y2) will
increase as the row rank of P is enhanced, i.e. as the order
of the overall curve becomes larger. Since the variance
Var(y2) will remain equal in the overfitted situation, this
second error term will contribute to an increase of the MSD
simply because Var(y2) increases. The third term is
connected with incomplete covariation. This term will not
contribute much to the MSD when r is large. If, however, r
is small this term will also contribute to an increase of
the MSD when the overall curve is overfitted.
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3.1.4. Generalized least squares predictor
A predictor that uses the information from the individual
curves as well as the information contained by the
covariances of the measurements from other individuals
belonging to the same sample is based on the generalized
least squares estimator:
-1 -1 -1
bi - y1`11 P1(P1L11 P1)
where 5~11 is the qlxql covariance matrix of the error
terrns connected with yl. Goldberger (1962) derived the best
linear unbiased predictor:
y2 - biP2}Z21~111(y1-biPl)'
where i21 contains the covariances between the error term of
y2 and the errors connected with yl. Of course, in most
practical situations i'21 and ~11 are unknown, but estimates
can be used.
It stiould be emphasized, that ttiis predictor will also
result in a rapidly increasing mean squared error when the
overall curve is over- or underfitted.
3.1.5. Ad hoc predictor
A heuristic predictor, which may have some value is the
so-called ad iioc predictor. The ad hoc predictor was
proposed by Lee and Geisser (1975).This predictor attempts
to predict scores on the basis of a suitable balance between
individual loss and overall loss. In fact, this predictor is
a weighted average of the least squares predictor for a
síngle individual or experimental unit and the mean of least
squares predictors for the other individuals in the sample.
The weight wl corresponding with the least squares predictor
is inversely related to the squared error of prediction
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LY1-Y1P1'(P1P1')-1P1]'~Y1-Y1P1'(P1P1')-1P1]
and the weight W2 corresponding with the mean predictor
(MP):
Y2 - (X'X)-1X'YP'(PP')-1P2
is inversely related to the covariance matrix of the
predictive distribution given by Lee and Geisser (1975), so
Y2 - LW1tW2]-1LW1(Y1P1'(P1P1~)-1P2)tW2(X'X)-1X'YP'(PP')-1P2]
Lee and Geisser (1975) analysed two data sets and the ad hoc
predictor turned out to perform very well as compared to the
other predictors. Notice that the mean predictor is
unaffected by the size of the correlations between the time-
structured measurements. The expected value of the MSD will
be equal to the variance of the observations which are
predicted, because the other error components of the MSD
decomposition are expected to be zero. Only when the overall
curve is underfitted the error component due to central
tendency will become larger than zero. Thus the mean
predictor may serve as a baseline, witn which the other
predictors can be compared.
3.2. Design of tne simulation experiment
To prevent too large a number of combinations of
conditions, the conditions in this study were fixed rather
arbitrarily. Yet it was attempted to choose the conditíons
in a way that the results could be expected to apply to
ott~er conditions as well. The followirrg independent
variables were selected:
- Choice of degree of polynornials in the population.
A p-1- 2 and p-1- 3 degree polynomial was chosen for this
study and tne number of time points was set at q- 7. These
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numbers enabled us to evaluate the performance of the
predictors when the overall curve is over- and underfitted.
The values of the polynomial parameters themselves may be
chosen arbitrarily because the mean squared error of
prediction does not depend on these values. (See paragraph
3.1.3).
- Choice of sample size: N. Since the estimates of the
parameters will generally be more accurate as the sample
size increases, and the predictors are expected to perform
better in large samples, two different sample sizes are
used: N- 25 and N- 75, This range covers most of the sample
sizes likely to be used in time-structured st.udies.
- Choice of population covariance matrix. It is assumed in
this study that the variance of the measurements is constant
over time. The variance was chosen to be o2- 3.6. The
covariance structures of time-structured data often have
special patterns. Four different patterns are considered: a
simplex, a circumplex, a uniform and a serial pattern. In
order to examine the relative performance of the predictors
in highly correlated and lowly correlated samples, pl was
chosen to be 0.8 and 0.3. For the serial pattern pl was
chosen to be 0.5 instead of 0.8 (to ensure positive
definiteness). Moreover, a value of p1-0.0 was added,
reflecting the situation of independence of ineasurements
over time.
- Choice of assumed number of parameters. The two
polynomials in the population were chosen to be of p-1- 2
and p-1- 3 degree, respectively. In this study samples were
generated from the two populations, and predictions were
made after fitting polynomials of degree p-1- 1, 2, 3 and 4.
These conditions enable us to compare the robustness oí' the
predictors when the assumed degree of the polynomial differs
from the true degree. .
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3.2.1. Data generati.on
The same procedure for the generation of multivariate
normal data as described in paragraph 2.1 is used.
400 data matrices Y of order Nx7 were generated for each
combination of independent variables. For each of the N rows
[yl y2] the last score was predicted by means of the 7
predictors, thus q1- 6 and q2- 1. Several measures to
estimate the error of a prediction are available. In this
study the mean squared deviation (MSD) and the mean absolute
deviation (MAD) are used:
N
MSD - E (y. - y. )z ~N
i lq2 lq2
N
MAD - E ~y. - Y. ~~N
i lq2 lq2
These measures were averaged and variances were computed for
all 400 data matrices in each condition.
3.2.2. Set of predictors
The predictors selected for this study are:
- Least squares predictor (LSP)
- Generalized least squares predictor (GLSP)
- Ad hoc predicto r (AHP)
- Lee and Geisser's approximate mean predictors for simple
structure (SAP) and arbitrary covariance structure (AAP)
- Rao's predictor (RP)
- Urdina ry regression predicto r(ORP)
This predictor is based on the well known multiple linear
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predictors displayed relatively large errors of prediction.
The SAP, AAP, RP and ORP show nearly tne same MSD
pattern. These predictors are more robust against a false
specification of the true degree of the polynomial in the
direction of overfitting than of underfitting. Although the
inclusion of superfluous ter~ns iti ttie polynomial model may
result in loss of precision when parameters are estimated,
this does not seem to affect much the performance of these
predictors.
Since the Figures indicate that the confidence intervals
connected with the predictors overlap in several conditions,
tests will be performed to find out which predictors perform
best in these conditions.
The 400 data matrices are considered to be a random
sample with repeated measures (MSD values) on seven
predictors. If normality of the MSD values is assumed for
large samples and if the robustness of the F-test against
heterogeneity of variances and covariances for large samples
is taken into account, an analysis of variance will be
appropriate to test the hypothesis that the population MSD
means of the seven predictors are equal. To find out which
predictors are responsible for the rejection of the overall
hypothesis, Gabriel's (1964) univariate generalization of
Scheffé's multiple comparison procedure will be used. Both
procedures control the Type I error rate regardless of the
number of tests, but unlike Scheffé's procedure, the
procedure of Gabriel is not limited to tests on one degree
of freedom contrasts. When k population means are
considered, a family of hypotheses may be defined. The
overall hypothesis, which is formulated by means of the
contrast having the largest possible sum of squares (SS)
belongs to this family together with 2k-k-2 other
hypotheses. If a and b are two sets of population means, and
a contains b, then SSa ~ SSb. This inequality establishes
the coherence property of the procedure, i.e. if a
particular set of ineans b is judged to be heterogeneous,
every set of ineans containing b will also be judged to be
heterogeneous, and if set a is found to be homogeneous, all
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subsets of a will be found homogeneous. A f ull descríption
of all 2k-k-1 tests will not be practical, but as a result
of the coherence property a full description may be
summarized by so-called maximal homogeneous sets. Maximal
homogeneous sets contain all those homogeneous sets which
are not proper subsets of otYier homogeneous sets.
Simultaneous tests are performed on the MSD mean values
f or the conditions where the assumed degree of the
polynomial is correct. Since the performances of the LSP and
GLSP were inferior as compared to the other predictors, the
tests will only be performed on the AHP, SAP, AAP, RP and
ORP.
In Table 3.1 the maximal homogeneous sets of predictors
are given together with the best set of predictors for small
(N-25) samples. The results in Table 3.1 show that the AAP
and ORP belong to the same maximal homogeneous set in all
conditions. There is apparently no significant difference in
performance of these two predictors and if a choice between
these two predictors must be made, the ORP is recommended,
because of its computational simplicity. In most lowly
correlated conditions of the second degree polynomial, the
AHP belongs to the set of best predictors. However, when the
degree of the polynomial is three, the AHP is inferior. This
result can be explained by the fact that the AHP is a
weighted average of the LSP and MP. As the degree of tne
polynomial increases the performance of the LSP decreases.
Since the MP is not affected by t2ie degree, the performance
of the AHP will also decrease as the degree increases. A
separate test showed that in samples witn lowly correlated



































































a In lowly correlated conditions the MP is
a good competitor.
The comparison of predictors made by Lee and Geisser
(1975) showed that when a linear function is considered, the
AHP perfo rms very well. These results show that the AHP will
not perform very wall when the true degree of the polynomial
is two or three.
Table 3.1 also shows tliat fo r the third degree polynomial
either the SAP alone or together with RP have the best
performance in almost all conditions. For the second degree
polynomial these two predictors have the best performance
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Table 3.2
































































a In these conditions the MP is a
good competitor.
only in the highly ar~d lowly correlated uniform covariance
structure condition. These results indicate that, although
the SAP and RP have been sug~;ested for símple (urriform)
structured covariance matrices t)iey may also perforrrr very
well when data have other covarïance patterns and that tney
are superior in alrnost all conditions where a third degree
polynomial is considered.
In Table 3.2 the results of the simultaneous tests for
large (N-75) samples are given. The performance patterns of
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the SAP, AAP, RP and ORP were more similar in large samples
than in small samples. The SAP alone performed best in the
uncorrelated and lowly correlated uniform covariance
structure condition and generally had the same performance
as the AAP and ORP had in the other conditions of the third
degree polynomial. The pattern of the second degree
polynomial is not very clear, but except for the highly
correlated circular and moderately correlated serial
covariance structure conditions the SAP belonged to the set
of best performing predictors.
3.4. Discussion
In this study an attempt was made to find a"best"
predictor for different covariance structures. For a third
degree polynomial the SAP alone, or in combination with
other predictors performed best in nearly all conditions.
It should be noted, however, that when the correlations of
the measurements are low tYie MP will at least be a good
competitor. For the second degree polynomial the performance
pattern is not very clear. The SAP and RP together were
superior only in the highly and lowly correlated uniform
condition for small samples, and in large samples t}ie SAP
belonged to the set of "best" predictors in all conditions
except in ttie highly correlated circular and moderately
correlated serial covariance conditions. In conclusion,
since the SAP was a member of the best performing set of
predictors iri nearly all conditions of the third degree
polynomial and in most of the conditions of the second
degree polynomial, the SAP, as compared to the other
predictors may be considered to be an "all-round best"
predictor.
A second purpose of ttiis study was to compare the
robustness of the predictors against errors in specifying
the true degree of a polynomial. Since ttie LSP, GLSP and AHP
yielded very large errors of prediction when the assumed
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degree was larger than the true degree of the overall curve,
these predictors cannot be considered robust. The AHP
displayed the smallest MSD values when the true degree is
assumed and plots of the MSD values for different degrees of
a po lynomial may enable a researcher to obtain a correct
specification of the degree of the overall curve. In order
to specify the true degree of the overall curve, Young
(1977) proposed to fit the largest possible degree and to
reject the higher-order coefficients when exclusion of these
coefficients makes little difference to the numerical value
of a predictor or corresponding error. This method of
specif ying the true degree seems adequáte for the SAP, AAP,
RP and ORP.
In conclusion, these results may give greater insight
into the error of prediction patterns and may enable the
investigator to select a suitable predictor for his time-
structured data.
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4. The application of functions in the generalized I~IAtJOVA
mu a~~ ~
In tiie anaaysis of time-structured data many different
types of f unc ions have been applied. When fitting a
function tiie re-: earcher is confronted with a dilemma. From a
theoretical puir,'. of view, functions are used that have
theoreticaliy meaningf ul parameters. On the other hand, the
performance of these functions, when applied to real data,
may not be as ~~ood as one might expect. Then it may be
better to look fur functions that can provide. a better fit,
although these functi~,is do not arise from any theory. A
typical example of this af,proach is the routine application
of polynomials in the generalized MANOVA model. In most
applications of the generali~~:d MANOVA model there seldom is
a coherent theory about the functional form. Still there may
be important reasons for using a particular form. When, for
example, an asymptotic value is known to exist, the use of a
polynomial may not be adequate and the application of an
exponential function may be preferred.
The choice of a f unctior is free and is determined by a
compromise between smooth.zess and closeness. Suppose that a
polynomial of certain degree is fitted and that the fit is
found to be insufficient for our purposes. Then closeness
can only be improved at the expense of smoothness, by
increasing the degree of the polynomial.
There are two reasons for the approximation of functions
in datà analysis. First: a cumbe!some function can be
replaced by a simpler form, thus obtaining a parsimonious
description and second: the function approximation will give
"smoothed" values which can be seen as some sort of
prediction of real values (interpolation and extrapolation).
Generally, f unctions can be divided into three distinct
groups:
- In ~~ i~~~ -:.ally nonlinear functions, whic,h are nonlinear in
t.~e pararr~oters and cannot be linearized in any way.
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- IJonlinear f unctions whicti are intrinsically linear in the
parameters. These functions are nonlinear in the
parameters, but can be written in linear form after some
suitable transformation of the dependent and~or
independent variables.
- Linear functions, which can be written directly iri
general linear form of the parameters.
First a brief review is given of some functions which
cannot be written in linear form of the parameters and which
have been applied to growtYi curves. Then functions where the
parameters appear in linear form and which can directly be
applied to the generalized MANOVA model are discussed.
Finally, accent is led upon the application of spline
functions, because the formulation of a response curve in
terms of a spline f unction is relatively new in behavioral
research and because spline functions are very flexible and
can provide adequate descriptions of time-structured
responses.
4.1. Functions which are nonlinear in the parameters.
Examples of f unctions which are nonlinear in the
parameters are:
Y - bOtbl exp(b2X)te
and
Y - b~tb1Xfb2b3te
where b~, bl, b2 and b3 are parameters. The estimation of
these parameters requires nonlinear estimation procedures.
Shah and Khatri (1965) proposed a quick least squares
procedure and Mitchell (1968) examined a maximum likelihood
procedure. The most generally applied procedure, however, is
the modified (iterative) Gauss-Newton algorithm, which is
incorporated into the Bf~1DP3R (1981) nonlinear regression
program. Nonlinear functions cannot be handled directly by
the usual regression procedures. Nevertheless many functions
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proposed in growth curve analysis are (intrinsically)
nonlinear.
In many publications a logistic type of curve is applied
to describe the growth process of organisms. For an
S-shaped growth process the following function will have
sufficient flexibility:
k2
Y - K1 } ltexp(a-bt) } e
where kl is a lower asymptote and k2 equals the final size
so that klf k2 is an upper asymptote and a and b are
parameters. Various modifications (Burt, 1937) of this
logistic curve have been applied. Another widely used curve,
similar to the logistic curve is the so-called Gompertz
curve:
Y - k exp[-exp(a-bt)]te
and Nelder (1961,1962) showed that these two curves are both
a special case of a generalized logistic curve. The
estimation of parameters of logistic curves has been
discussed by Cornell and Speckman (1967), Glasbey (1979),
I~Iichelini (1972) and Oliver (1966,1970). When length or
weight of organisms is studied, the model proposed by Jenss
and Bayley (1937) is suitable:
Y - bOtblt-exp(b2tb3t)fe
b0, bl, b2 and b3 are parameters, where b3 is usually
negative, t is the time (age) variable and exp(b3) is an
acceleration constant (Jenss and Bayley, 1937). Small values
indicate a steep initial rise followed by a marked slowing
of growth and large values result in a flatter curve with a
gradual growth later. Since the growth rate changes over the
years, Deming (1957) suggested to use different curves for




for the description of the measurements in the period from
birth to about six years. Griffioen and De Boer (1981)
applied the Count curve, but found that a more accurate
description could be obtained by applying the curve only in
the first two years of life. A comparison of the Count curve
and the Jenss and Bayley curve was made by Berkey (1982).
Bock et al. (1973) followed a suggestion made by Burt
(1937) and proposed to use the sum of two logistic curves to
describe liuman growth:
y - al t a2
ltexp[-bl(t-cl)] lfexp[-b2(t-c2)
t P
al is the upper limit, bl represents the initial slope and
cl determines the location in time of the prepubertal
component. a2 - f- al, where f is the known mature size and
b2 and c2 are slope and age at maximum velocity of the
adolescent component. The f unction consists of five unlmown
parameters and Bock et al. (1973) applied nonlinear least
squares to estimate the parameters. Although this model is
appealing since ttie prepubertal component continues to play
a role in reduced form as one grows older and the adolescent
growth spurt, which starts at about 12 years, can be handled
by the second (adolescent) component, it may suffer from a
lack of fit in the prepubertal period. Sttitzle et al. (1980)
therefore suggested to apply the iterative shape invariant
modelling (Lawton, Sylvestre and Maggio, 1972), which starts
with the two component model with the logistic shape
functions and improves the fit of these shape functions by
means of splines which are fitted to the residuals.
The main reason for using these nonlinear models in the
study of growth is that the model parameters are
interpretable in terms of growth rate and acceleration. On
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the other hand, the anal~sis of growth data with these
models cannot make use of the generalized MANOVA model and
the representa';ion of growth by a sample mean curve will
generally not be. adequate, since the parameters which
describe the curve fitted to the means of the sample will
not eq ual t,ie mean of the parameters which describe the
individual responses.
Of course, not all growth curve functions are
intrinsically nonlinear. For example, the logistic curve:
Y - k- ltexp[-a-bt-e]
can be linearized by the transformation:
ln kYY - atbtte
(Berkson, 1944 and Wilson and Douglas, 1969). This brings us
to the second class of functions, the nonlinear f unctions
which are intrinsically linear. An example of such a
function is the multiplicative rnodel:
Y- a Xb X2 X3 e
which can be linearized by taking the (natural) logarithms:
ln Y- ln a f b in X1 t c ln X2 t d ln X3 t ln e
The assumptions neccessary for tests and confidence
intervals are now formulated by means of ln e instead of e.
Several transformations of the independent variablE:s (Box
and Tidwell, 1962) and the dependent variables (Bo,c and Cox,
196b) can be applied. See also Draper and Hunter (1969) and
Andrews (1971). One should, however, always check whether
the assumptions of the model are satisfied on ti,e
transformed variables and be aware of the fact tnit when
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least squares are applied the minirnization is performed on
the transformed variables instead of ttie original ones.
4.2. Functions which are linear in the parameters
A wide variety of curve fitting problems can be grouped
in one class covered by the most general type of linear
model:
Yi - b~f~(xi)tb1f1(xi)t ... tb f(xi)te , i-1, .P P
where the b's are unknown constants (parameters) and
f0(xi),f1(xi), .. , fp(xi)
, n
are completely known functions of the independent variable
set xi -[xl x2 x3 ... xk]. Any model that can be written,
perhaps after rearrangement or transformation, in general
linear form, can be analyzed by ttie generalized 1NANOVA
model. The model consists of a set of n linear equations
with pfl unknowns. If pt1- n, there is exactly one solution,
i.e. only one set of values b~, bl, ... ,bp will satisfy the
equations. If ptl~ n, the number of equations is smaller
than the nurnber of unknowns, and the number of solutions is
infinite, i.e. tnere are an infinite number of curves
passing through the points, and a"best" fit is only
obtained when additional informatiorr is available. If pfl~
n, ttiere is no unique solution, i.e. a solution in terms of
least squares is possible.
In the next section the most frequently applied function,
the polynomial is discussed. Then the class of trigonometric
functions is given and finally tYie application of spline
f unctions is described together wit}i an example.
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4.2.1. Polynomia's
If little is known about the mechanisms which govern the
process over time, polynomials may be very usef ul for the
description of curves. Wishart (1938) was one of the first
to describe a time response curve by a few polynomial
parameters and in most applications of the generalized
MANOVA model (Bock, 1975; Swaminathan and Algina, 1977;
Timm, 1975) to behavioral research nonorthogonal or
orthogonal polynomials are used.
Nonorthogonal polynomials have the advantage that the
parameters have some kind of "physical" meaning and that
they can be used directly to examine whether a curve has a
shape which is in agreement or in conflict with an accepted
theory. The use of nonorthogonal polynomials is necessary
when designs are analysed wliere the time points are nested
within a treatment variable, since orthogonalization
destroys the nesting property. There are, however, also
disadvantages connected with the use of nonorthogonal
polynomials. The polynomial:
Yi - b1fb2titb3tit . ~bptP-1te1 ~ i-1
will provide a perfect fit when p- q. When, however, p~ q,
but p is still large the transformation matrix P will tend
to become ill-conditioned, i.e. small changes in the
elements of P will cause large changes in (PP')-1 and
therefore in the estimated pararneters. Two measures for ill-
conditioning are available, tkle tolerance and the condition
number. A review of the sources of ill-conditioning is given
by Frane (1978). The condition number may be defined as the
ratio of the largest and smallest positive square root of
the eigenvalues of PP'. When, for example, ten time points
are uniformly distributed within the range 1- 2, the
condition number for p- 2,...,5 will have values:
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condition number
p- 2 p- 3 P- 4 P- 5
10.41 13.33x l0 19.37x 102 31.2ox 103
Large condition numbers may be an indication of i].1-
conditíoning. Generally the severity of ill-conditioning
depends on the distribution of the time points and ill-
conditioning wil.l increase as the values depart more from
the origin. It will therefore always be wise (Hayes, 1970)
to center and normalize the time points. A normalization
within the range - 1, } 1 can be obtained by:
t' - (2t-a-b)~(b-a)
where b and a are the largest and smallest time point values
respectively. Note tYiat the severity of ill-conditioning
will often vanish when double precision algorithms are used
(Beaton and Tukey, 1974).
Another more frequently used method to prevent ill-
conditioning is the orthogonalization of P. An orthogonal
polynomial is:
Yi - c1Q1 t c2Q2 t... f cpQp t ei
where cj is the jth parameter and Qj is a polynomial of
degree j-1, such that:
q
i wiQ .Qk-O if j~k
i-1 ~
wi is a corresponding weight. Orthogonal polynomials can be
obtained in several ways. The most frequently used algorithm
is the (modified) Gram-Schmidt procedure and Robson (1959)
and Emerson (1968) offered a procedure for unequal time
intervals and unequal weights per time point.
When P has elements with values associated with equal.ly
spaced levels of the tirne variable, the matrix of orthogonal
polynomials witYi normalized rows can be obtained from:
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Q - T-1P
where T-1 is the inverse of a lower triangular matrix T,
which can be obtained from the Choleski decomposition of
PP', i.e. PP'- TT'. The model E(Y)- XBP, where B consists of
nonorthogonal parameters, can be written as:
E(Y) - XCQ
It will be clear that the orthogonal polynornial parameters
ci are a linear combination of b~:
P
ci - 2 T~ib~ , i-1, .. , P
J
Tests for hypotheses based on ci are related to tests based
on bi and Lewis and Knippenberg (1984) correctly emphasize
that the test of the hypothesis ci- 0, given the higher
order parameters are zero, is actually a test of the
hypothesis: b1- 0, given bi~l, bi~2,...,bp-1 - 0, and that
when conditional tests are applied the following sequence of
tests will be appropriate:
cP-1 - 0
cP-2~cp-1 - 0
cP-3IcP-2,cP-1 - 0 and so on
It should, however, be emphasized that a routine use of
tests for the fit of a polynomial may lead to incorrect
decisións and that these tests may prove to be too rigid in
certain situations, especially when large sample sizes are
considered. The use of orthogonal polynomials has the
advantage that the coefficients already computed will not
change when the degree is changed, which means ttiat the
least squares estimates are "independent" of the degree.
Other reliable methods for finding a satisfactory fit are
the examination of the sum of squared or mean squared
residuals and the examination of changes in parameter values
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from one degree to another. Generally the parameter values
and the sum of squared rasiduals show a fast decrease first
and eventually a leveling off to a fairly constant value.
Finally, tests on hypotheses, such as coincidence and
t.~rallelism of treatment curves, based on orthogonal and
nonorthogonal polynomials will have the same values for the
statistics and estimated means.
Sometimes polynomials will provide an unsatisfactory fit,
which is displayed by a slow decrease of the sum of squared
residuals. Closeness can be increased by fitting a higher
order polynomial. Hayes (1970) offered some methods for
dealing with such a situation, like the use of a suitable
transfo rmation which places the origin close to the
"misbehavior". A more general solution to the problem,
however, is to choose appropriate segments and to fit
different polynomials to each segmerit, or to apply spline
f unctions. An example of a piecewise fitting is given by
Hayes (1970, example F).
4.2.2. Trigonometric functions
Trigonometric functions are especially useful when some
sort of periodicity i s assumed for the data. If the







then the expression will be:
Yi - b~-rblsin(Txi)tb2sin(2Txi)t ... fbpsin(pTxi)tei
This equation represents the first p terms of a so-called
Fourier sine series. Fourier series have played an important
role in physics and engineering and the application of
Fourier transformations in time-series analysis is well
known (Jenkins and Watts, 1968). The constant T is a
periodicity constant. Instead of sine terms t}ie series may
also consist of cosine terms or a mixture of sine and cosine
terms.
In many biological and physiological experiments and in
psychiatric therapy problems the measurements at different
time points display a certain periodic or rhythmic pattern.
Wnen the trend repeats itself from day to day the periodic
behavior is a function of a 24 hour interval. Ware and
Bowdon (1977) formulated a sinusoidal pattern with a 24 hour
cycle for the excretion of biological substances by the
human kidney. Their model is:
E(Yij) - M(tj}1-tj)tbrjtcsj
where Yij is a characteristic of subject i measured at time
point tj. The physiological parameters are the overall level
M, the phase ~ and the amplitude A, so that:
b - A cos ~
c - A sin ~
and
rj - 1;~ [COS(2~tj~24)-cos(2~rtjt1~24)]
12
sj - n [sin(2~tj~24)-sin(2ntj}1~24)]
Zerbe and Jones (1980) followed Ware and Bowdon (1977) and
incorporated a discrete Fourier transform with p terms into
the generalized MANOVA model. Their model is:
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K
E(Yij) - MC t i(bikr.ktciks k)
k-1 ~ ~
where
rjk - cos(2~tj k~T)
sjk - sin(2~rtj k~T)
and T is a periodicity constant, K- p~2. The incorporation
into the generalized MANOVA model is straightforward. For
one group, B is a 1 x p vector of parameters:
B-~M bil cil bi2 ci2 "' biK ciK~
and the within individual design matrix P is:
rll r21 r31 ' ' ' rq1
s11 ~21 S31 ' ' ' ~ql
P -
Ls1K s2K s3K ' ' ' sqK ~
Ze rbe and Jones (1980) reanalyzed the urinary data reported
by Ware and Bowdon (1977) and found that the covariance
adjusted estimators .were not more efficient than the
unadjusted estimators. This is not surprising, since the
total variance of the variates that is explained by each
covariate (see paragraph 1.4) is:
Diag T - [0.244 0.183 0.294]




Polynomials may be convenient as empirical approximations
to f unctions. There are, however, situations where they may
lead to uninterpretable results and give an inadequate fit.
Hayes (1970) offered some methods for dealing with such
situations and one of them is the use of spline functions.
In the next sections the difference between spline f unctions
and polynomials is briefly explained and the incorporation
of a cubic spline function into the generalized MANOVA model
is discussed.
4.2.3.1. Piecewise polynomials and polynomial splines
Polynomials have played a central role in data fitting
problems for many years, mainly because they have several
attractive features. The most important feature is that they
are srnooth f unctions with derivatives and antiderivatives
which are also polynomials, one degree lower and higher
respectively, and have coefficients which can be easily
computed algebraically. There is, however, an unfortunate
characteristic. Polynomials are inflexible, i.e. their
betlavior in one region determines their behavior in all
regions and tYiey can provide an inadequate fit in many
physiological and biological experiments where the functions
are inherently disjointed or disassociated in different
intervals. When, for example, the measurements vary rapidly
in one region and slowly in another, polynomials can
oscillate widely, especially when the order of the
polynomial is large. This suggests that one should work with
small subintervals and fit polynomials of low degree to each
interval piece. An example of such a piecewise polynomial
(dotted lines) is given in Figure 1. The time interval of
interest is divided into three subintervals and a third




An example of a piecewise polynomial fit (dotted lines) and a
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Although flexibility is gained, it is obvious that an
important property is lost. The polynomial pieces are not
necessary smooth in tt~e whole interval and Figure 1 also
shows that they can even be discontinuous. In order to
maintain some degree of smoothness and continuity and to
achieve the flexibility of piecewise polynomials, spline
f unctions have been formulated in numerical analysis. In
Figure 1 a third degree polynomial spline (solid line) is
also fitted to the data points and the polynomial pieces are
now continuous at the time points which connect the adjacent
subintervals. These time points are often referred to as
knots. Low order polynomial splines are very flexible and
succesf ull in fitting data. Wold (1974) described several
nice features of tliese functions. They are defined as
piecewise polynomials with integrals and derivatives which
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are also splines. They have flexible local properties which
can prevent bias due to the filtering of effects, which is
often encountered when other f unctions are applied. The
application of least squares conserves tlie first two moments
of the data and inferences about the parameters can be made
by means of well-known statistical methods.
In the next section a cubic spline f unction is described,
and it is sliown how ttie transformation matrix, needed for
the incorporation into the generalized MANOVA model, can be
obtained when a cubic spline is fitted to data.
4.2.3.2. A spline formulation of the generalized MANOVA
model
A spline function is a piecewise polynomial of degree p-1
with continuity conditions for the function itself and the
first p-2 derivatives. Since third degree splines are easy
to compute and have sufficient flexibility for most
applications we will describe a third degree spline only,
thus p-4.
Suppose that a sample of iJ subjects is measured at q time
points ti and that y is the lxq vector of observed means. If
it is assumed that the expected (true) value of y is
described by a third degree spline, then:
3
E(Y) - S~-1 - ~ 1P(j-1)tPp-0
where the {'p(j-1)'s , p-0,...,3 , are polynomial parameters
and kj-1 ~ ti ~ kj . kj is a joint point, which is often
referred to as a knot. The continuity conditions imply that:
Sír) - S(r)
,7-1 ~
where Sj(r) is the rth derivative of the jth polynomial
piece at knot kj (r-0,1,2, i-1,...q and j-2, ... ,m-1). In
order to describe a third degree spline fit ti,e procedure
given by Ahlberg, Nilson and Walsh (1967), Pennington
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(1965), and Poirier (1973) is followed. Various algorithms
f or spline functions have been given by Boor (1978). The
second derivative of a third degree polynomial is linear:
(2) kj-ti ti-kj-1
S- - M. t M. . J-2, .J-1 kj-kj-1 J-1 kj-k~-1 J
, m
The M~'s are the values of the second derivatives at the
knots k~ and are called moments (Ahlbe rg, Nilson and Walsh,
1967). Integrating the equation twice and evaluating the
constants of integration by the fact that the curve passes
through [kj-I, bj-1] and [kj, bj] (Pennington, 1965, p 446)
will give:
~kj-ti)3 (kj-ti)dj-1 (ti-kj-1)3 (ti-kj-1)dj-1
Sj-1 - 6d~-1 - 6 MJ-1 } 6dj-1 - 6 Mj
k.-t. t.-k.
t dJ 1 b. 1 t á J-1 b ~ j-2, ..., m
J-1 J- J-1 J
where d~-1-k~ - k~-1 and bj represents the unknown ordinate
value at knot k~ which has to be estimated. In order to
obtain a concise matrix formulation of this equation two qxm
matrices R and Q are defined.
When k~-1 ~ ti ~ k~ :
(kj-ti)' íkj-tl)dj-1
Ri,j-1 - ódj-1 - 6
(ti-kj-1)' iti-kj-1)dj-1








Otherwise Rij - Qij - 0, for i-1, ..., q and j-2, .. , m.
The equation can now be written as:
S - MR' t BQ'
where M is ttle lxm vector of rnoments and B is a lxm vector
of unknown values bj at kj. The continuity conditions imply
that there are m-2 equations with m unknown moments
(Pennington, 1965), and the equations can be solved only by
adding so-called end conditions. Generally there are two
kinds of end conditions: periodic end conditions, which
relate the first rnoment to the last and nonperiodic end
conditions which relate the first and last moments only with
the adjacent moments. The following nonperiodic end
conditions will be considered:
M1 - e1M2
Mm - e2Mm-1
Although the choice of values for el and e2 is made
arbitrarily, the values can often be chosen on a priori
grounds (Poirier, 1973). If, for example e1- 0 then M1- 0
regardless of the value of M2. and if e1- 1 then the spline
function will be quadratic in tne first interval. By







ai-1 , i - 1-ai-1
a21 - -2 el
am-l,m - -2 e2
i-1, ..., m
J i-2, .. , m-1
cii - -6~(di-idi)
citl i - 6,( di}di-1di) i-2, .. , m-1~
ci-l,i - 6j(di-1}di-ldi)
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See Poirier (1973) for derivation of this equa;ic,. .
Thus the moments M can be obtained when A is no,~s ~-~ular.
Note tk~rat a sufficient but not necessary conditiorr for A to
be nonsingular is that ~el~ ~1 and ~e2~~1 (see exa:~ple,
paragraph 4.2.3.5). Substitution of the last ~yuation gives:
S - B(CA-lR'tQ')
The mxq matrix T- CA-1R'fQ' is a tlatrix of transformed
variables, and B is the vector of unknown ordinates of the
polynomials at the kmots. The sp~ine function can now be
reformulated as:
E(y) - BT
and by applying the well-kmown least squares procedur~ which
minimizes (y-BT)(y-BT)' the least syuares estimate B is:
B - y T'(TT')-1
Since y is a vector of ineans of '~! subjects tkie spline fit
can be incorporated ínto the k:eneralized MANOVA model:
E(Y) - XBT
where Y is an Nxq dat~. matrix with unkarown qxq population
covariance matrix ~, X is an Nxg across individual design
matrix, B is the gxm matrix with unlm own ordinate values at
the kmots, and T is :he within individaal transform?" ~~'
matrix. By means of the alternative reductions of Potthoff
and Roy (1964) and Rao (1965) and Khatri (1966) anc ,.r~zzle
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and A11en (1969), i.e. Y1- YH1- YT'(TT')-1 and Y2- YH2 where
H2- I- H1T, parameters can be estimated and hypotheses can
be tested.
Note that this procedure does not directly estimate the
polynomial parameters in the spline equation, but estimates
the m unknown ordinate values of the polynomials at the
knots. The whole system has 4(m-1) polynomial parameters
with 3(m-2)f2 linear restrictions due to the continuity
conditions and end conditions, and the polynomial parameters
can be estimated directly by restricted least squares. Buse
and Lim (1977) showed that the resulting polynomial
parameter estimates are the same as the estimates of the
polynomial parameters obtained indirectly in the spline
method.
4.2.3.3. The positioning of the knots
The adequacy of a spline fit will depend on tYie number
and the position of the knots chosen. Although an optimal
selection of knots seems to be difficult, it will usually be
possible to select an adequate set of knots by examining the
f unctional form of the data. Strategies for an optimal
selection of knots have been given by Rice (1969) among
otYiers and are generally based on a systematic variation of
the positions until the sum of squared errors has reached a
minimum value. Although these strategies are adequate
especially when the number of time points is sufficiently
large (about 3U-40), Wold (1974) preferred to relate the
selection of the knots with the overall behavior of the
data. Contrary to the selection of knots made by the
"optimal" selection strategies, Wold (1974) favoured a more
"subjective" choice similar to the choice of functional form
in curve fitting. When the number of time points is not very
large, Wold suggested some rules of tt~umb to help the
investigator in fitting a spline function to the data:
- Choose as few knots as possible and ensure that there are
at least four or five time points per knot interval.
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- Have only one maximum or minimum value and one inflexion
point per knot interval, since a third degree polynornial
cannot handle more variations.
- Try to center the extremum values in the knot interval
and try to place the inflexion points close to a knot.
If a function oscillates widely, however, a better fit
will generally be obtained by placing the knots close to
the extremum values.
Another method of fitting splines, which is applicable
when a large number of time points is available, is due to
Reinsch (1967). This method searches for the smoothest
possible function with given accuracy, by placing a knot in




under the condition that:
q
E (St. - yi)2cqe
i-1 i
where the smoothing constant e~ 0 influences the shape of
the estimated f unction, i.e. when e- 0 the estimated spline
f unction will pass through the observed measurements and as
e increases, the spline f unction will become increasingly
smootti. Wahba and wold(1975) suggested to determine e by
cross-validation and showed by means of simulations that
Reinsch's (1967) method is capable of recovering the true
smooth f unction.
In most applications of the generalized MANOVA model,
however, a f unction is utilized for a f unctional description
of the data with as few parameters as possible. Accuracy and
parsimony are more important than smoothness. For this
reason a spline fit by means of the rules of thumb will
generally be rnore appropriate than Reinsch's (1967) method
is when data are analyzed by the generalized MAi10VA model.
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It must be emphasized that a fit with too few knots wíll
ofterr be too rigid and may result in an unsatisfactory fit.
On the other hand a fit with too many knots may have a
similar result. Thus a sort of "balance" must be searched
for. In addition to the rules of thumb, simulations may be
very helpful to investigate the problem in the actual case.
To show how appropriate knot positions can be found in a
few steps, a spline fit will be simulated. A typical
physiological response curve, measured at 17 time points is
given in Table 4.1. A first fit was established by choosing
knots close to the most extremum values, i.e. k1-0, k2-4.5,
k3-8.5, and k~-16 . The end conditions were e1-e2-0. These
four knots divide the curve into three pieces and the errors
of the least squares estimates S are given in Table 4.1
(Spline 1). SSerrors- 0'7835, which is already smaller than
SSerrors-1.3821 for a polynomial fit with four parameters.
The errors at the knots k2 and k3 are rather large and this
indicates that the values k2-4.5 and k3-8.5 were chosen too
close to the extremum values. A second choice of knots,
k1-0, k2-4.1, k3-8.1, and k4-16 (Spline 2) resulted in a
small decrease of the SSerrors' The errors remain rather
large, but smaller values for k2 and k3 cannot be chosen,
because at least four time points must remain within a knot
interval. Now the only possibility to improve the fit is
another choice of end conditions. Since the error at kl is
positive and the error at k4 is negative, negative values
for el and e2 will be appropriate. The SSerrors reduces to
0.2501 when e1-e2- -1 (Spline 3) and a small improvement is
obtained when e1-e2- -1.2 (Spline 4). The error pattern of
Spline 4 shows ttiat relatively large errors remairi within
the knot interval k3-k~. This means that the continuity
conditions at knot k3 are "too strong" to provide an
adequate fit in this interval and that a better fit may be
ontained by adding anotiier knot. If five knots are chosen:
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SSerrors- 0.0304, which is surely much smaller than
SSerrors- 0.8688 of a polynomial fit with five parameters.
To compare this fit with a fit that is obtained from a more
systematic variation of the positioning of t}ie knots, t}iis
"optimal" spline fit is also given in Table 4.1.
It must be noted, that the choice of knots is sample
dependent and that little is known about how this sample
dependency affects inferences. Sample dependency, however,
is not unique for splines. The specification of the degree
of polynomials is also sample dependent and final inferences
depend on the outcome of preliminary testing that a
polynomial is of a certain degree.
A problem that may arise, is that of choosing knots when
several groups are compared. Although t}ze generalized MANOVA
model does not require matrix T to have the same row rank
for each group when parameters are estimated, differences
betweerr groups can only be inferred, when the number of
parameters that describe t}re group curves is the same. Thus
when several groups are compared, the number and the
positiorr of tne knots must be equal for all groups. Note,
that if it is not possible to fit a cubic spline to curves
of different groups with the same number and positioning of
the knots, thís itself will indicate that the group curves
differ.
4.2.3.4. Ortnogonality of the transformed variables
The special arid interesting case of orthogoriality of the
transformed variables was raised by Poirier (1g73). In most
experiments tne measurements are made at equally, or nearly
equally spaced time intervals. When, however, t}~e
measurements are made at time points which are clustered, it
seems intuitively clear that the un~m own ordinates at the
knots in B are estimated best when the knots are chosen at
the centers of the clusters of time points. The special case
of orthobonality of transformed variables is t}ien
approximated. '~Ihen each of the time points at which an
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observation is made equals one of the knots, the matrix R
will become a zero matrix and Q will consist of one's when
ti-kj and zero's otherwise. Thus T-Q' and TT' will be a
diagonal matrix with main diagonal elements equal to the
number of time points which coincide with each knot. This
implies that the estimates B will be equal to the means of
the observations of the dependent variable at each knot and
that tYie covariances of the estimates B will equal zero.
Since the transformation matrix T consists of one's and
zero's, the generalized MANOVA model will actually reduce to
a MANOVA model. Although the orthogonal case is rarely
encountered it may be relevant to compare other cases with
it and to determine how much the other cases approach
o rt tiogonal i ty .
4.2.3.5. An example
To illustrate the fit of a third degree spline to time-
structured data a pilot study on the habituation of the late
component of the human blink reflex (Boelhouwer et al, 1982)
is used. The sample consisted of 20 subjects while reflexes
were evoked during 10 minutes, one per minute. The
measurements were obtained by relating the reflexes to a
base-line reflex. The means for 20 subjects are displayed in
Figure 2. It was not possible to establish an adequate
polynomial fit wittl less than 10 parameters. Examination of
the means suggests that an inflexion point lies between the
sixth and seventh minute. Three knots were chosen: k1-0,
k2-6.9 and k3-11. The choice of end conditions is somewhat
artibrary, but a good fit was obtained for e1-e2- -1.7. The
unknown mean ordinate values at the knots were estimated:
b - [42.416 34.777 34.413]
and the estimated mean values for each minute can be
obtained by S-~T. These estimated means are also displayed
in Figure 2 and are given together with the transformation
137
matrix T in Table 4.2.
By means of the generalized MANOVA model the test for the
adequacy of the fit can easily be made (Grizzle and Allen,
1969, P. 363)-If the measurements of each of the subjects
are adequately described by E(y)- BT then E(Y2)- 0 and the
fit can be examined by testing
H~ : E(Y2) - 0.
The test yielded Wilks' Lambda statistic - 0.5956 and a
Roy's largest root statistic - 0.4044 with largest root
distribution parameters s-1, m-2.5 and n-5.5 (Timm 1975).
Assuming that HO is true, the tail probability was
approximately 0.33, which indicates an adequate fit. The
usual polynomial parameters can also be obtained. Let P be:
1 1 1 1 1 1
1 2 3 4 5 6
1 4 9 16 25 36
1 8 27 64 125 216
0
0
1 1 1 1
7 8 9 l0
49 64 81 l00
343 512 729 1000
then the polynomial parameters can be estimated by
~- P'(PP')-1 and are:
Polynomial parameters y~0 yl y2 y3
0.0 ~ t ~ 6.9 42.416 4.003 -1.574 0.121
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It will be clear that, given an adequate spline fit, the
estimated parameters B can be used to infer differences
among treatment groups. On the other hand, the estimated
polynomial parameters can be used to compare groups for each
of the l~ot intervals and finally the spline f unction can be
used to estimate specific parameters, such as the velocity
or acceleration of the habituation effect by differentiating
the spline function.
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In summary the application shows that habituation data
can adequately be fitted by a third degree spline, and that
the generalized MANOVA model can be applied to test
hypotlieses. In applying spline functions there are some
"free parameters" at the investigator's disposal, such as
the positions of the lm ots and the end conditions. Although
it may be argued that these options will obstruct the
application of spline functions in data analysis,
investigators with some experience should be able to apply
spline functions effectively,and with a little manipulation
the existing MANOVA computer programs can be made to handle
the data analysis (Berger, 1982)
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5. An extension of the generalized MANOVA model to handle
missing data and its application to the problem of
estimating design efficiency
Investigators using multivariate analysis techniques
often face the problem of incomplete data. Various
approaches to the handling of missing data have been
suggested. Reviews of the literature have been given by
Afif i and Elashoff (1966), Hartley and Hocking (1971) and
Beale and Little (1975).
In one approach those individuals that have missing
observations are eliminated. Of course, this approach will
not be appropriate if it cannot be assumed that data are
missing at random or if the number of individuals with
missing entries is relatively large.
In a second approach some sort of estimate is used for
the missing entries. Various estimation procedures are
available, such as the substitution of the mean of the
available observations of a variable for the missing
entries. Regression procedures for estimation of missing
entries have been given by Buck (1960) and Frane (1976).
Dear (1959) and Gleason and Staelin (1975) have estimated
missing entries by means of principal component analysis.
Another approach to the handling of missing data, is by
direct estimation of the parameters and by "modification" of
the test procedure. McDonald (1971) considered the
application of the MANOVA model to augmented (estimated)
data and Timm (1980) proposed linear restrictions to obtain
a full rank MANOVA model to test hypotheses. If it can be
assumed that the data are obtained from a multivariate
normal distribution, the parameters can be estimated by
maximum likelihood methods (Hartley and Hocking, 1971;
Trawinski and Bargmann, 1964; Little, 1976; and Hocking and
Marx, 1979). Dempster et al (1977) discusses the so-called
EM algorithm and a special case of this algorithm is given
by Orchard and Woodbury (1972).
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It should be noted that little is known about the
performance of multivariate tests when data are missing, and
;hat in many situations only approximate tests will be
possible. Therefore, it will always be wise to consider the
:ollowing recommendations given by Haitovski (1968) and
Frane (1978), when incomplete data are encountered. If the
sample is large and the data are missing at random, and if
there are relatively few individuals with missing entries,
use only individuals with complete data. On the other hand,
if the sample is large and relatively many individuals have
few data missing at random, estimate the missing entries by
regession or principal component analysis. Finally if data
are not missing at random, additional assumptions will be
needed and the usual multivariate model can not be applied.
In this chapter an extension of the generalized MANOVA
model proposed by Srivastava and McDonald (1974) and
Kleinbaum (1973b) is discussed. Similar extensions have also
been proposed for the standard MANOVA model. The extension
of the model and the test procedure proposed by Kleinbaum
(1973b) is not only suitable when data are missing at
random, but also when data are missing by design. This makes
the application of the procedure to so-called mixed
longitudinal designs straightforward. By means of the
variances of the estimated parameters a comparison of the
efficiencies of longitudinal, mixed longitudinal and cross-
sectional designs can be made. Such a comparison may be
usef ul to planners of longitudinal experiments, and may
enable~them to decide how much longitudinal information in a
certain model with an assumed covariance structure will be
needed to obtain the most efficient design.
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5.1. An extension of the generalized MANOVA model, useful
for the analysis of missing data
It is well known that the standard MANOVA model:
E(Y) - XB
Var(Y) - IN~2;
can only be applied when it is assumed that the between
individual design matrix X is the same for all q variates.
There are, however, experimental situations in which this
requirement is not met. If, for example, some of the
variates are not affected by the treatments (groups) the
design matrix X is not the same for all variates. Extensions
of the standard MANOVA model which allow the design matrix X
to vary have been discussed by Zellner (1962) and Srivastava
(1966). Zellner (1962) considered a model where different
regression equations, which are "seemingly unrelated", are
estimated and discussed econometrical applications. This
model is given by:
E(Y) - [X1B1, X2B2, .
Var(Y) - IN~i
., XqBq]
and Srivastava (1966) referred to it as a multivariate
blocked design. Each variate has its own design matrix Xi,
i-1,...,q. This idea of varying the design matrices may also
be applied when incomplete data are analysed.
In order to analyse incomplete data, the set of N
individuals may be thought of as grouped into disjoint
subsets Sj, j-1,...,u such that each subset consists of data
with the same pattern of missing entries. Thus the subset Sj
consists of nj individuals which are measured at exactly the
same qj time points, i.e. E nj- N and qj~ q, j-1,...,u. It
is assumed that no two subsets have measurements at the same
set of time points, though different subsets may have the
same number of ineasurements qj. An extension of the
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generalized MANOVA model is given by:
E(Yj) - XjBPKj
Var(Yj) - In ~ K~EKj , j-1, .
J
, u
Y~ is the njxq~ data m`atrix of subset Sj, with mutually
independent rows, which are q~- variate normally distributed
with covariance matrix K~'E Kj. Xj is a n~xg between
individual design matrix, B and P are the gxp and pxq
parameter and within individual design matrices,
respectively. Kj will be referred to as the qxqj incidence
matrix of rank q~ for subset Sj and consists of zero's and
one's which indicate the pattern of missing data in subset
S~. For example, if q- 4 and Y~ consists of ineasurements at
only the first two time points, then qj- 2 and K~'- [I 0],
where I is a 2x2 identity matrix and 0 is a 2x2 matrix of
zeros. On the other hand, if Y~ consists of ineasurements at
the first and last time point, then:
, 1 0 0 0
Kj - 0 0 0 1
By means of this model various patterns of missing data can
be described. If data are missing at random or by external
causes that cannot be controlled by the investigator, Kj
will reflect the pattern of missing data. On the other hand,
if the investigator designs an experiment with incomplete
data, it will usually be possible to partition Kj into
distinct submatrices.
Similar extensions are also encountered in the standard
MANOVA model. If P- I, the model reduces to the model
considered by Hartley and Hocking (1971) who proposed
maximum likelihood estimation of the parameters and
Srivastava (1966) referred to this model as the general
incomplete multiresponse design.
Trawinski and Bargmann (1964) considered a special case
of the model where P- I and qj and nj are the same for each
of the subsets Sj, i.e. q~ qj - N~ nj - u for j-1,...,u, and
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they applied likelihood ratio tests with large sample
approximations.
Another special case i s the so-called hierarchical
incomplete multiresponse design ( Srivastava, 1966, 1968),
which has a pattern of missing data such that qj- j, u- q,
P- I and Kj i s of the form:
KJ - [Ij OJ~q-j~~
In order to test hypotheses and to estimate parameters under
the generalized MANOVA model when data.are incomplete, two
different procedures have been proposed by Srivastava and
McDonald (1974) and Kleinbaum (1973b).
5.1.1. Srivastava and McDonald's procedure
Srivastava and McDonald (1974) considered a so-called
Hierarchical model which allows data to be missing in a very
special way. If the set of N individuals is broken into u
disjoint subsets Sj, j-1,...,u with nj individuals and
observations at rj time points ,such that:
u j u
E n.-N , r.- E qk . q- E qk
j-1 ~ ~ k-1 k-1
chen the pattern of missing data can be displayed by:







Su yul yu2 yu3 yuu
yjk is a njx qk matrix consisting of observations. This
pattern implies that the observations of set Sj on rj time
points include the rj-1 time points of subset Sj-1,
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j-2,...,u. Such a pattern may be encountered particularily
when individuals are lost during the course of an
experiment. The generalized MANOVA model can be formulated
for the data of subset S j:
E(Yjl Yj2 ... yjk) - XjB[P1 P2 ... Pk~
or
E(Yjl Yj2 ... Yjk) - XjBPKj for J-1, ..., u
and k-1, .. , j
The njxrj matrix of observations has mutually independent
rows which are r~- variate normal distributed with
covariance matrix Kj'E Kj . For this hierarchical model the
qxrj matrix Kj is of the form Kj -[I 0]', where I is a
r~xr~ identity matrix and 0 is a(q-r~)xr~ matrix of zero's.
In order to test hypotheses, Srivastava and McDonald
(1974) defined the following sets of data matrices Y~k:
Y'-k - LY'.k, Y~f1 k' ..., yuk] for j-1,J J J
and k-1,
. . , u
. . , J




where Yjk is of order mjxqk, mj- E ni. Xj is of orderi- 1mjxg, B is of order gxp, P is of order pxq and Kj is of
order qxqj, such that PKj depends only on the qj.time points
at which observations are obtained. Srivastava and McDonald
(1974) distinguished different stages of the model by means






stage u: C Yul Yu2 Yu3 "' Yuu ~
and proposed a sequential testing of hypotheses on the sets
of Y~k at each stage, similar to the step-down procedure of
Roy (1958) and Roy and Bargmann (1958). For example, the
testir~ of hypottieses in the first stage may be done by
applying the generalized MANOVA model to the data set Y11
and in the second stage to the data set Y22 conditional on
Y21, and so on. By means of such a sequential testing exact
tests for all sample sizes are available.
There are, however, disadvantages connected with the
procedure. The application of the model is limited,
primarily because of the required hierarchical pattern of
missing data. Since the hierarchical pattern will not be
encountered very often in actual situations, a routine
application of the procedure will not be possible. A second
restriction of the procedure is that the number of
polynomial parameters p must at most be equal to
min(q~, j-1,...,u) and to obtain full benefit of the
reduction with covariance adjustment given by Rao (1967) and
Khatri (1966) the number of polynomial parameters p must be
less than min(q~, j-1,...,u). This restriction will also
obstruct a routine application of the procedure.
5.1.2. Kleinbaum's procedure
Kleinbaum (1973b) used the extension described above, to
fo rmulate his procedure to estimate parameters and to test
hypotheses when data are missing at random or by design.
Kleinbaum (1973b) suggested to stack the columns of Y~
underneath each other, so that the n~q~xl vector y~ is
obtained. Similarily the gxp matrix of parameters B can be
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transformed into a gpxl vector b. Now if the vectors yj of
the subsets Sj, j-1,...,u, are combined:
Y - [Yi , Y2 , ..., y']~u





K'P ~ Xu u
with
Var(y) - Diag[KiEK1~In , ..., KuiKu~In ]
1 u
where ~ denotes the Kronecker product. If now the parametric
f unction of B is given by C B U, where C and U are matrices
of rank c and u respectively, and the matrix W is defined by
U~ C', then W'b contains the same information as C B U,
only in rearranged order. Inferences on W'b are thus
equivalent to inferences on C B U. By means of this
formulation it is now possible to obtain estimates of the
parameters and tests of hypotheses by applying the
univariate linear model theory.
5.1.2.1. Test of hypotheses when E is known and not known
If E is known, or if Kj'E Kj is known for each subset Sj,
j-1,...,u, then the univariate linear model theory leads to
the minimum variance unbiased estimation of W'b:
W'b - W' [ E PK.(K'.EK.)-1K'.P'~X'.X.]-1 E[PK.(K'.FK.)-1~X'.]y.
j-1 J J J J J J ~-1 J J J J J
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with
Var(W'b) - W'[JF1PKj(K~EKj)-1K~P'~X~Xj]-1 w
The statistic:
(W'b)'LVar(W'b)J-1(W'b)
will follow a chi-square distribution with cu degrees of
freedom, if Ho: W'b- 0 is true.
Zf E is not known, or if Kj'i~ Kj is unknown for some or
all subsets Sj, the best procedure to follow will be to use
some estimate of K~'E Kj . Kleinbaum (1973b) suggested to
substitute any consistent ( positive semi-definite and
symmetric ) estimate, and obtained the best asymptotically
normal (BAN) estimator for W'b. The resulting test statistic
is similar to the one proposed by Wald (1943) and is
asymptotically distributed as a chi-square variate with cu
degrees of freedom. In cases where the data are complete, it
can be shown (Kleinbaum, 1973a) that the statistic with a
consistent estimate of E is algebraically equal to:
N Trace (ShSel)
where Sh and Se are the SSCP matrices for the hypothesis and
the error obtained from the generalized MANOVA model for
G- S. This means that when data are complete, Wald's
statistic is proportional to Hotelling's Trace statistic
under the generalized i~IANOVA model for G- S.
Alternatively, it is possible to formulate a test
statistic which is comparable with Hotelling's Trace
statistic for the alternative with covariance adjustment.




AJ - XjXJ-XJYJH2~H2YJYJH2~-ZH2YJXJ , j-1, ---, u
This statistic introduces a qjx(qj-p) deficiency matrix H2
of f ull rank qj-p for each subset Sj, such that PKjH2- 0.
Note, however, that if p~ qj, the matrix H2 will not exist
and Aj- X~'Xj. This means that the application of the test
statistic with covariance adjustment may sometimes not be
possible, since qj may easily become less than p, when large
propo rtions of data are missing. No comparison between the
two statistics (with and without covariance adjustment) has
yet been made and nothing is known about the relative powe rs
of the tests or about the approximations of the chi-square
distribution for small samples.
5.1.2.2. Estimation of the covariance matrix
In order to apply the model, when E is unknown, an
estimate of E must be used. In the literature on the
analysis of incomplete data several approaches have been
suggested to obtain an estimate of E.
The first approach is the so-called listwise deletion,
where only those individuals with complete data are used to
estimate ~. This approach may be very effective if the data
set is large, if the number of individuals with complete
data is also relatively large, and if it can be assumed that
the data are missing at random. In many experimental
situations, however, data will not be missing at random. To
obtain an indication of the random pattern, a pragmatic
approach, which can easily be performed by a BMDP computer
program (Frane, 1978), may be followed.
If W denotes the data matrix with complete cases and if Y
denotes the data matrix with missing entries, then Z can be
formulated as an Nxp incidence matrix with one's if data are
available and zero's if data are missing. A simple
definition of data missing at random is given by the notion
t.hat W and Z are independent. Of course, W is not available,
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so that the best one can do, is to relate Y to Z. A simple
way of relating Y to Z has been given by Frane (1978). If a
variable has missing entries, the sample can be divided into
two parts on the basis of whether the variable is missing
and the characteristics of the other variables can be
examined by cross-validation. Another indication of a random
missing data pattern may be obtained by comparing the means
and standard deviations computed for a variable, by using
the observations which are available pairwise with each of
the other variables. So a set of ineans and standard
deviations can be obtained for each variable and if data are
missing at random, these means and standard deviatiotl should
be approximately equal, respectively.
A second approach to estimate covariances is based on the
use of only those data which are available in pairs.The
major disadvantage of this procedure is that the estimated
covariance matrix may not be positive semi-definite, i.e.
not all eigenvalues of the covariance matrix are greater
than or equal to zero. If, for example,the number of
variables is large and if the matrix has small eigenvalues
(multicollinear variables) then the matrix will often not be
positive semi-definite, since small disturbances will easily
cause the small eigenvalues to become negative. Haitovski
(1968) compared this approach witYi ttie listwise deletion
approach and found that the estimated regression
coefficients were not very good.
To obtain an estimate of the population covariance matrix
which is at least positive semi-definite a smoothing
procedure may be appropriate. In order to smooth a
covariance matrix the small eigenvalues which are most
sensitive to disturbances must be eliminated. Rao (1973)
showed that if A is a real pxp covariance matrix, and B is
at least a positive semi-definite matrix, the trace(A-B)2 is
minimized if:
r
B - ~ .V.V:
i-1 1 1 1
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where ~1i (i-1,...,r~ p) and V1 are the r positive
eigenvalues and the corresponding eigenvectors of A.
Schwertman and Allen (1979) proposed a weighted
generalization of this method, which solves the problem
iteratively. However, the use of a smoothed covariance
matrix may affect final inferences. A limited simulation
study, reported by Schwertman and Allen (1979) showed that
the power of Wald's statistic increased when a smoothed
estimator of the covariance matrix was used, and Leeper and
Woolson (1982) showed by means of simulations that the use
of a smoothed covariance matrix also affected the empirical
distribution of Wald's statistic under the null hypothesis,
which tended to have a larger tail than the distribution of
the statistic with an unsmoothed estimate of the covariance
matrix had.
A third way of obtaining covariance matrices when data
are inc omplete and multivariate no rmality is assumed, is by
means of maximum likelihood estimation. Orchard and Woodbury
(1972) proposed an iterative procedure, which starts with an
initial positive semi-definite estimate of the covariance
matrix. This estimate is used for the regression estimation
of the missing entries and these estimates are again used to
obtain a revised estimate of the covariance matrix. The
procedure stops when convergence is reached. The obtained
maximum likelihood estimate is positive semi-definite if the
initial estimate is positive semi-definite and is
asymptotically efficient. Little is known, however, about
the properties in small samples, and in general the
procedure is computational inefficient. Recently, Hocking
and Marx (1979) have modified the procedure and made it more
efficient computationally.
5.2. Optimality of designs
In the following sections the variances of the estimated
parameters under Kleinbaum~(1973b)'s model are utilized to
determine the efficiency of a design. It is shown how a
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comparison of the efficiencies of longitudinal, mixed
longitudinal and cross-sectional designs may result in
finding the optimal, i.e. the most efficient design.
Most literature on optimal designs discusses the optimal
spacing of time points in a polynomial regression, with
errors which are assumed to be uncorrelated. Various
optimality criteria have been proposed. Perhaps the most
frequently applied criterion is the so called D-optimality
criterion. A design is said to be D-optimal if the
determinant of the covariance matrix (generalized variance)
of the estimated parameters is minimized. Other criteria,
that minimize the trace (A-optimal) and the largest root (E-
optimal) of the covariance matrix have also been suggested.
Generally these criteria have the same performance. In fact,
Hoel (1958) and Kiefer and Wolfowitz (1959) showed that the
so-called G-optimality criterion, which minimizes the
maximum variance of the estimates is related to the D-
optimality criterion, in the sense that a design is D-
optimal if and only if it is G-optimal.
Mqrrison (1970) has considered rules for the optimal
spacing of repeated measurements, which are ordered along a
continuum, such as time. The time points are spaced so that
the non-centrality parameter of the distribution of
Hotelling T2 statistic is maximized under special covariance
(Wiener and Markov) patterns.
Stigler (1971) has considered the problem of optimal
spacing of the values of an independent variable in a
polynomial regression and proposed two new optimality
criteria. Stigler (1971) also discussed some disadvantages
of D-optimality and G-optimality criteria. A listing of D-
optimal spaced time points when various orders of the
polynomial are assumed is given by Clark (1965) and Kussmaul
(1969).
Another problem, which arises when the order of the
polynomial is unknown has been discussed by Hoel (1968) and
Kussmaul (1969). When we believe that the polynomial is of a
certain degree, but we are not entirely sure, an optimal
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design must be looked for, which simultaneously provides
efficient estimates under the assumed polynomial model,
while it gives sufficient protection against
misspecifications of the model. Hoel (1968) and Kussmaul
(1969) recommended the use of the D-optimal criterion for
the highest degree tkiat a researcher is prepared to accept.
See St.John and Draper (1975) for a general review of D-
optimal regression designs. It should be emphasized that
procedures for design optimalization rely heavily on the
assumptions and the specification of the assumed model.
5.2.1. Longitudinal, cross-sectional and mixed lon,itudinal
designs
The model of Kleinbaum (1973b) is applicable when data
are missing by design. A typical design, with data missing
by design is the so-called mixed longitudinal design (Prahl-
Andersen and Kowalski, 1973). This design may be thought of
as a mixture of the purely longitudinal design, where
individuals are measured during the whole time interval, and
the cross-sectional one, where each individual is measured
at only one time point. The purely longitudinal design has
the disadvantage that developmental differences of
individuals are confounded within the time effects and
alternatively the purely cross-sectional design has
developmental effects confounded within cohort effects. The
main reason for the application of the mixed longitudinal
design is that a partial solution is offered to the problem
of confounding (van 't Hof, 1977). Another advantage is,
that it generally requires a shorter time interval to
complete than the longitudinal design, while longitudinal
information is still available. Rao and Rao (1966), however,
emphasize that the estimates obtained from a longitudinal,
mixed longit udinal or a cross-sectional design are
qualitatively different, unless the external factors which
influence the variables over time are stable in the whole
time interval. This means that a comparison of the estimates
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from a longitudina7, mixed longitudinal and a cross-
sectional design may be adequate only if the external
factors do not interact with the variables over time. Rao
and Rao (1966) used a mixed longitudinal design (linked
cross-sectional design) to estimate means and growth rates
of height and body weight of Indian school-boys and
discussed the advantages of such a study as compared to the
purely longitudinal design, which is extended over a much
longer time interval. A comparison of the standard errors of
the growth norm estimates obtained from a mixed longitudinal
design with those obtained from a cross-sectional design,
revealed that the mixed longitudínal design was more
efficient than the cross-sectional design. A similar result
was found by Woolson et al. (1978), where substantial
reductions in standard errors were found for the mixed
longitudinal design as compared to the cross-sectional one.
Woolson et al. (1978) explained this greater efficiency by
the use of longitudinal information as well as the use of
more observations in their mixed longitudinal analysis.
Rao and Rao (1966) suggest, that it may be possible to
optimize mixed longitudinal designs. They considered a
design with measurements at two time points. If p is the
proportion of individuals measured cross-sectionally, i.e.
for p-1 the design is purely cross-sectional and for p-0
the design is purely longitudinal, then pn subject are
measured at each of the time points and (1-p)n subjects are
measured at both time points. Rao and Rao (1966) found that
when the minimum unbiased estimate of the mean at the first
time point is considered, an optimal value for p is:
P - llLlf(1-b2 )~)
where b is the correlation between the two time points. The
proportion of desirable cross-sectional data will increase
as b increases. Rao and Rao (1966), however, emphasize that
the optimal proportion of subjects measured cross-
sectionally depends on whether means or growth rates are
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estimated.
Marchin (1975) examined the design efficiency problem for
sorne special designs and compared a purely longitudinal
design, where n subjects were measured at q time points with
several mixed longitudinal designs, where m(~n) subjects
were measured at k(~q) time points. Not all subjects were
measured at the same time points. Marchin (1975) assumed
that the total number of observations is equal for each
design, i.e. nq - mk. The data pattern for subset (cohort) j
is determined by the k time points:
j-1, j-lts, j-1f2s, ..., j-lt(k-1)s
The number of subsets of subjects with different patterns is
s- q~k. If q- k, the design will be purely longitudinal and
if k- 1, the design will be strictly cross-sectional.
Marchin (1975) restricted his comparison to the linear
f unction and derived an expression for the generalized
variance of the estimates of the intercept and the slope of
the function for a first order autoregressive (simplex)
covariance structure. The comparison showed that the mixed
longitudinal designs (1~ s~ q) and the cross-sectional
design (s- q) were more efficient than the purely
longitudinal design when the correlation between adjacent
time points PI~ 0, provided PI is not too large, but less
efficient when P1~ 0. Marchin (1975) presumed that the
increase of efficiency when s increases, is due to the fact
that more independent units are used and suggests to choose
s~ q as large as possible. If PI~ 0 and not too large, the
cross-sectional design seems to be the most efficient design
when a linear f unction is considered. Ttris result seems to
contradict the findings of Rao and Rao (1966) and Woolson et
al. (1978).
In order to enable planners of designs to select the most
efficient design in a particular situation, a more general
comparison of design efficiencies will be needed.
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5.2.2. Comparison of design efficiencies
To compare the efficiencies of designs, it will be
convenient to use the notation D(s,q,p), where s,q and p are
positive integers. A design D is characterized by the number
of time points q, the number of cohorts s, and the number of
polynomial parameters p. It will be assumed that the q time
points are equally spaced and that each cohort consists of n
sub jects which are measured at k time points. This
comparison will be restricted to designs for which s- q~k.
The k time points per cohort are assumed to be successive
and nonoverlapping between cohorts. The population
covariance structure will be of the form:
E - oz L
where a2 is the unkown population variance and L is the
known qxq population correlation matrix. The covariance





where Lj- Kj'LKj. If s- q, i.e. the subjects in each cohort
are measured only once, the design is purely cross-
sectional, with assumed covariance matrix E- a2I . On the
other hand, if there is only one cohort, so that q- k, the
design will be purely longitudinal. Mixed longitudinal
designs will arise when 1~ sC q, and have a covariance
matrix whích has a blocked diagonal structure with principal
submatrices o2 Lj. As a result of this definition of
designs, the total number of observations for the
alternative designs will be equal, i.e. nsk.
The findings of Rao and Rao (1966) and Marchin (1975)
suggest that the efficiency of a design depends on the
assumed covariance structure, the size of the correlations,
the number of time points and the number of polynomial
15 25
parameters.
Three covariance patterns will be considered: a simplex ,
a circumplex and a uniform structure. Since time-structured
data are likely to be positive correlated, only positive
correlations will be considered. The comparison can also be
made for the serial covariance structure with lowly
correlated measurements among time points (to ensure
positive definiteness). The results, however, are comparable
with those of the simplex covariance structure and will
therefore not be given.
Ma rchin (1975) used several numbers of time points. For this
comparison q is chosen to be 6, 8, 10, and 12, and the
values of s will of course be integers. The number of
polynomial parameters p is chosen 1~ p~ q.
If the relative efficiency of a design is defined as the
ratio of the generalized variance (D-optimality criterion)
of its estimated parameters and the generalized variance of
the estimated parameters of a cross-sectional design,
various designs can be compared with the cross-sectional
design. Decreasing values of the ratio will indicate an
increase of relative efficiency.
In the Figures 1 through 3 the relative efficiencies of
several longitudinal and mixed longitudinal designs are
displayed for a simplex, a circumplex and a uniform
covariance structure. The relative efficiencies are computed
for 0 ~ Pl C 0.975 and the horizontal line with value one
represents the relative efficiency of the cross-sectional
design. Note, that if the transformation matrix .P is
orthonormal, i.e. PP'- I, the Figures display the exact
efficiencies of the designs.
Idarchin (1975) found that the mixed longitudinal designs
and the cross-sectional design were more efficient than the
longi tudinal design if p- 2. It will be interesting to
compare the longitudinal with the cross-sectional design and
to determine how many parameters would at least be needed so
that the longitudinal design is more efficient than the
c ross-sectional design.
Figure 1
Relative efficiencies of designs when a simplex
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Figure 3
Relative efficiencies of designs when a uniform covariance structure is assumed.
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most efficient one, and if a linear function is assumed and
the correlations are not too large, the cross-sectional
design is the most efficient. But if 2~ pC q the choice of
design depends on the sizes of the correlations. For small
correlations the cross-sectional design may be the most
efficient design, and the longitudinal design and mixed
longitudinal designs will gradually become more efficient as
the correlations increase.
By means of these Figures planners of growth curve
designs may be able to select an efficient design. For
example, if an investigator is planning to replicate the
Berkeley Guidance study, a longitudinal monitoring of boys
and girls born in 1928 and 1929, and wants to investigate
the growth pattern of children from 4 to 13 years, a purely
longitudinal design will need q- 10 years to be completed.
Since 10 years may be an unacceptable long time period, a
mixed longitudinal or a cross-sectional design may be more
appropriate if the investigator can afford to increase the
number of children included in his study. The results of the
Berkeley Guidance study indicate that the correlations of
weight and length of adjacent years are larger than 0.65 and
from other growth curve studies it is known that a
f unctional description of human growth will need at least
f ive parameters. If the investigator actually uses six
polynomial parameters to describe the growth curve, the
Figures show that the mixed longitudinal designs D(s- 2;
q- 10; p- 6) and D(s- 5; q- 10; p-6) will be more efficient
than the cross-sectional design D(s- 10; q- 10; p- 6).
Additionally, if the measurements are assumed to have a
simplex covariance structure the design D(s- 5; q- 10;
p- 6) seems the most efficient design and is even more
efficient than the longitudinal design D(s- 1; q- 10; p- 6).
This design with five cohorts will need two years to be
completed, which is probably an acceptable time period.
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Samenvatting
In psychologisch onderzoek neemt de laatste jaren de
analyse van tijdsafhankelijke metingen een steeds grotere
plaats in. Daarbij is variantieanalyse een van de meest
toegepaste technieken om herhaalde (tijdsafhankelijke)
metingen te analyseren. Wanneer aan de noodzakelijke voor-
waarde van homogeniteit van varianties van de verschillen
tussen alle paren van herhaalde metingen niet voldaan kon
worden, werd in de psychologische onderzoeksliteratuur vaak
multivariate variantieanalyse toegepast. De combinatie van
multivariate variantieanalyse en een reductie van het aantal
parameters met behulp van een polynomische transformatie,
heeft geleid tot de formulering van de generalisatie van het
multivariate variantieanalyse model door Potthoff en Roy
(1964) en Rao (1959, 1965). In deze studie komen een aantal
aspecten en problemen aan de orde die op kunnen treden bij
de toepassing van dit model op tijdsafhankelijke metingen.
In hoofdstuk 1 wordt het gegeneraliseerde multivariate
variantieanalyse model besproken samen met de reducties van
het model, die ons in staat stellen om parameters te schat-
ten en hypothesen te toetsen. Twee multipele toetsprocedures
wo rden besproken en een maat om covariaten te selecteren
wordt gegeven. Tenslotte wordt het model toegepast op data
van een quasi-experimenteel onderzoek over de oefeneffecten
bij het lezen van handschriften.
In hoofdstuk 2 wordt verslag gedaan van een vergelijking
door middel van simulatie, tussen de vermogens van toetsen
die gebaseerd zijn op een aantal reducties van het model bij
kleine steekproeven. Uit de resultaten blijkt dat wanneer
het aantal parameters waarop de hypothese betrekking heeft,
veel kleiner is dan het maximaal aantal beschikbare para-
meters, de verschillen in vermogens significant zijn. In
nogal wat condities blijkt dat wanneer men een identiteits-
matrix als schatting voor de populatie covariantiematrix
gebruikt, dit leidt tot een toets met meer vermogen dan
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wanneer men de gebruikelijke schatting hanteert en getoetst
wo rdt met gebruikmaking van covariaten.
In hoofdstuk 3 ligt de nadruk op het gebruik van het
model voor predictiedoeleinden. Na een uiteenzetting van de
in de literatuur voorgestelde predictoren, worden de pres-
taties van deze predictoren via simulatie met elkaar verge-
leken. Uit de vergelijking blijkt, dat de "approximate mean"
predictor van Lee en Geisser (1972) in de meeste condities
alleen, of samen met andere predictoren de beste resultaten
te zien geeft.
Een adequate toepassing van het model staat of valt met
de keuze van de functionele relatie tussen de tijdstippen en
de gemeten variabele. Na een kort overzicht van de in de
groei- en leercurven literatuur toegepaste functies, wordt
in hoofdstuk 4 de toepassing van splinefuncties voorgesteld,
omdat deze in veel situaties flexibeler zijn dan polynomen.
Na de formulering van het model door middel van een derde
graads splinef unctie wordt aangegeven hoe de geschatte para-
meters gehanteerd kunnen worden om de hypothesen te toetsen.
In hoofdstuk 5 komt het veel voorkomende probleem van
ontbrekende scores aan de orde. Via een uitbreiding van het
model kunnen parameters geschat en hypothesen getoetst
worden wanneer scores aselect of bloksgewijs ontbreken. Deze
uitbreiding van het model wordt gehanteerd om de varianties
van geschatte parameters bij cross-sectionele, longitudinale
en cohort proefopzetten te vergelijken. Een dergelijke ver-
gelijking is van belang voor de onderzoekers bij de keuze
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1. Het veel gehanteerde onderscheid tussen apriori en aposteriori
toetsen in teksten over variantieanalyse (Winer, 1971; Hays, 1981
en Kirk, 1982) is misleidend en suggereert ten onrechte een
verschil in toetsprocedure.
2. Bij de uitspraak: "It is rare for the experimenter to obtain just
a single response.... But I have never used or suggested the pro-
cedure~s of statistical analysis based on the theory presented so
excellently by Dr. Anderson. Also I have yet to see any convincing
examples of experimental data in which the standard techniques of
multivariate analysis have led to scientific insight" (vergelijk
0. Kempthorne: Multivariate responses in comparative experiments.
In: Multivariate Analysis,1966,p 521-539), ligt de nadruk niet op
de toepasbaarheid van multivariate technieken, maar op de ge-
schiktheid van onderzoeksresultaten om m.b.v. multivariate tech-
nieken geanalyseerd te worden.
3. Toetsen op scheefheid, kurtosis en homogeniteit van varianties,
alsmede een schatting van de kans op type II fouten, zouden tot de
standaard uitvoer van alle variantieanalyse computerprogramma's
moeten behoren.
4. De vraag: "Can the use of prior knowledge and beliefs in formula-
ting a research project condition and even vitiate the final re-
search results" (Zellner: Introduction to Bayesian Inferences in
Econometrics,1971,p 12) moet bevestigend beantwoord worden.
5. Bij de interpretatie van 'goodness of fit' toetsen, dient de na-
druk te liggen op de grootte van een afwijking en niet op de aan-
wezigheid van een afwijking.
6. De type H matrix (Huynh en Feldt, 1970):E - a2[ItaJJ'f~J'tJ~']
waarbij Q2 en a scalairen zijn, J een kolomvector met enen is,a
een kolomvector is, zodat J'~r - 0, I een identiteitsmatrix is, zal
tot de klasse van eenvoudig gestructureerde matrices (Rao, 1967;
vergelijk pagina 87) behoren, indien en alleen'indien
P[JJ' t a J' t Ja']H2 - 0
7. Indien q geordende variabelen een 'simplex' (eerste orde autore-
gressieve) correlatie structuur hebben (vergeli]k pagina 52) met
een correlatie P tussen opeenvolgende variabelen, dan is de pro-
portie verklaarde variantie (R2) van de eerste of de laatste va-
riabele door alle andere q-1 variabelen gelijk aan p2.
8. De opvatting dat computerapparatuur van instellingen voor weten-
schappelijk onderwijs en onderzoek het beste centraal beheerd kan
worden, moet men zien als een uitwerking van het principe dat we
allemaal wat moeten inleveren.
9. De Amerikaanse voorliefde voor hamburgers heeft een verwoestende
uitwerking op de regenwouden in Centraal- en Zuid-Amerika.
10. Om opgroeiende kinderen fatsoenlijk de gelegenheid te bieden zich
tegen de normen, ideeën en waarden van hun ouders af te kunnen
zetten, zouden ouders die kinderen met eigen normen willen opvoe-
den, meer moeten simuleren.
Stellingen behorende bij: M.P.F. Berger, Some Aspects of the Applica-
tion of the Generalized Multivariate Analysis of Variance Model.
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