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The aim o f t h i s t h e s i s i s t o p r e s e n t some s t r i k i n g 
a p p l i c a t i o n s o f Number Theory, e s s e n t i a l l y based on the 
p o w e r f u l m a c h i n e r y o f E l l i p t i c Modular F u n c t i o n s and 
Class F i e l d Theory. 
One o f these a p p l i c a t i o n s i s the e x p l i c i t d e t e r m i n a t i o n 
o f a l l i m a g i n a r y q u a d r a t i c f i e l d s w i t h class-number one, 
famous as the 10th d i s c r i m i n a n t p r o b l e m . I n my d i s c u s s i o n 
o f t h i s p r o b l e m , I have f o l l o w e d t h e work o f K. Heegner 
and o t h e r s , based on the r e s u l t s o f H. Weber found i n h i s 
"Lehrbuch der A l g e b r a " . I have p r e s e n t e d the r e s u l t s o f 
Weber a d o p t i n g up t o date methods, s i n c e Weber's p r o o f s 
were r a t h e r c o m p u t a t i o n a l u s i n g c o m p l i c a t e d , l e n g t h i l y 
p r e s e n t e d p r o p e r t i e s o f t h e t a f u n c t i o n s . For t h i s purpose 
I have been rescued by Group Theory, which has been used 
t h r o u g h o u t t o prove the c r i t i c a l r e s u l t s o f Weber. Thus, 
I have s h o r t e n e d the ground work wh i c h I needed f o r f u r t h e r 
e x p l o r a t i o n . 
A second a p p l i c a t i o n v e r y c l o s e l y r e l a t e d t o the above 
i s the i d e n t i f i c a t i o n o f e l l i p t i c c urves w i t h i n f i n i t e l y many 
r a t i o n a l p o i n t s , o r , what i s e s s e n t i a l l y t he same t h i n g , c u b i c 
e q u a t i o n s w i t h i n f i n i t e l y many r a t i o n a l s o l u t i o n s . 
I n t he f i r s t p a r t o f t h i s work I have p r o v i d e d a s y s t e m a t i c 
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T h i s t h e s i s i s n a t u r a l l y d i v i d e d i n t o two p a r t s . The 
f i r s t i s concerned w i t h e s t a b l i s h i n g an a p p r o p r i a t e background 
n e c e s s a r y f o r our purposes and t h i s o c c u p i e s the f i r s t two 
c h a p t e r s . The second p a r t , t he l a s t two c h a p t e r s , d e a l s w i t h 
two r e m a r k a b l e a p p l i c a t i o n s i n Number Theory: the Gauss 10th 
d i s c r i m i n a n t problem and the d i s c o v e r y o f an i n f i n i t e s e r i e s 
o f E l l i p t i c Curves each w i t h i n f i n i t e l y many r a t i o n a l p o i n t s . 
Chapter I i s o f an i n t r o d u c t o r y n a t u r e and i s d i v i d e d 
i n t o two s e c t i o n s , A. MODULAR FUNCTIONS and B. ELLIPTIC 
FUNCTIONS AND ELLIPTIC CURVES. 
The f i r s t i s concerned w i t h t he Modular Group, Modular 
F u n c t i o n s and Modular Forms. I n paragraphs 1, 2 and 3 we 
r e v i e w b r i e f l y t h i s b e a u t i f u l area o f Mathematics t r e a t i n g 
i n p a r t i c u l a r the concept o f l e v e l o f a subgroup o f t h e 
Modular Group and the cusps o f p r i n c i p a l congruence subgroups. 
I t now seems t o me, h a v i n g had the o p p o r t u n i t y t o a t t e n d the 
the r e c e n t I n t e r n a t i o n a l Symposium on Modular Forms a t Durham, 
t h a t t h i s s u b j e c t o f f e r s a whole range o f f a s c i n a t i n g c o n j e c t u r e s . 
I n p a ragraph 4 we g i v e a d e t a i l e d e x p o s i t i o n o f some Modular 
F u n c t i o n s w h i c h c o n s t i t u t e t he main i n g r e d i e n t s o f our work. 
I n p a r t i c u l a r we examine the p r o p e r t i e s o f Weber's f u n c t i o n s 
f , f , and f 2 . B i r c h and Heegner (as we p o i n t o u t ) use these 
f u n c t i o n s ( o r v e r y s i m i l a r ones) w i t h c o n f l i c t i n g n o t a t i o n . 
Both f o r h i s t o r i c a l reasons and f o r t he sake o f c l a r i t y we 
s t i c k t o Weber's n o t a t i o n and d e f i n i t i o n s . T h e r e f o r e we have 
s e t o u r s e l v e s t h e c h a l l e n g i n g t a s k o f p r e s e n t i n g p r o o f s o f a l l 
p r o p e r t i e s o f the Weber f u n c t i o n s w h i c h we need. The Theorem 
I . 4.6.10, i n i t s extended form, has been one o f the most 
i n t e r e s t i n g s t a t e m e n t s t o p r o v e . 
I I 
P aragraph 5 r a p i d l y p r e s e n t s the n e c e s s a r y p r e l i m i n a r i e s 
on the Modular p o l y n o m i a l i n o r d e r t o prove a t the end t h r e e 
s i g n i f i c a n t theorems. 
The s e c t i o n B o f Chapter I i n t r o d u c e s the most b a s i c 
p r o p e r t i e s o f E l l i p t i c F u n c t i o n s and E l l i p t i c Curves, 
i n c l u d i n g t h e A d d i t i o n Theorem, t h e p o s s i b i l i t y o f complex 
m u l t i p l i c a t i o n and t h e M o r d e l l - W e i l Theorem. I have found 
t h r e e e x c e l l e n t s u r v e y s o f t h i s s u b j e c t (see Cassels [10] , 
Tate [A?] , and G e l b a r t [18] ) , which s h o u l d be m entioned 
h e r e . I have a l s o t r i e d t o a v o i d t o o g r e a t a g e n e r a l i t y , 
as t o o much A l g e b r a i c geometry would have ta k e n us beyond 
the i n t e n d e d scope o f our t h e s i s . Lang says: " I t i s 
p o s s i b l e t o w r i t e e n d l e s s l y on e l l i p t i c c u r v e s " . 
I n Chapter I I we l o o k a t the a p p l i c a t i o n o f Modular 
F u n c t i o n s t o the Class F i e l d Theory o f i m a g i n a r y q u a d r a t i c 
f i e l d s . Our p r i n c i p a l aims are a s t a t e m e n t o f t h e Sohngen 
theorem and a c l o s e r e x a m i n a t i o n o f the case where the 
d i s c r i m i n a n t D = -p, P a 3 (mod4) and p i s a prime g r e a t e r 
than 3. 
Chapter I I I i s d e v o t e d t o t h e l o n g s t a n d i n g Gauss' 
c o n j e c t u r e t h a t t h e r e are e x a c t l y 9 i m a g i n a r y q u a d r a t i c 
f i e l d s w i t h class-number, h ( - p ) i s e q u a l t o 1 ( g i v e n by 
P = 3, 4, 7, 8, 11, '9, 43, 67, 163). 
I n 1951 Heegner (see [ 2 3 ] ) was m o t i v a t e d by a lemma 
o f Weber (see [46] , § 125) s t a t e d as f o l l o w s : " I f p i s a 
r a t i o n a l prime =3 (mod8) , and h ( - p ) = 1 , then ~\ 
i s a r a t i o n a l i n t e g e r " t o prove the Gauss c o n j e c t u r e . When 
h i s p r o o f appeared i t was d i s c o u n t e d , because i t was t h o u g h t 
t h a t the p r o o f was based on a c o n j e c t u r e o f Weber t h a t had 
not been proved a t the t i m e . U s i n g our n o t a t i o n Heegner's 
p r o o f was based on a f a c t , a c t u a l l y proved by Weber, t h a t 
f 2 e f o j ) e K 2 I I I 
and n o t on Weber's c o n j e c t u r e 
/— ~nv/p, 3 
^ e / 8 f f fw) & « 2 
( w h i c h has s u b s e q u e n t l y been pr o v e d by B i r c h [4] ) . 
Indeed the ideas o f Heegner a r e e f f e c t i v e not o n l y f o r the 
class-number problem b u t a l s o f o r t h e s t u d y o f r a t i o n a l p o i n t s 
on E l l i p t i c Curves. 
H i s t o r i c a l l y , the f i r s t g e n e r a l l y accepted p r o o f s were 
g i v e n by S t a r k (see [ 4 5 ] ) and Baker (see [3 J ) i n 1967. 
They have a l s o showed, by u s i n g a transcendence theorem, t h a t 
t h e r e are e x a c t l y 18 i m a g i n a r y q u a d r a t i c f i e l d s w i t h class-number 
two. R e c e n t l y g r e a t p r o g r e s s has been made on b o u n d i n g the 
class-number o f q u a d r a t i c f i e l d s i n g e n e r a l (se e.g. [-19] , [ 2 4 ] 
Chapter IV i s devoted t o e l l i p t i c c urves d e f i n e d over 
the r a t i o n a l s w i t h i n f i n i t e l y many r a t i o n a l p o i n t s . T h i s 
f a s c i n a t i n g s u b j e c t i n v o l v e s i n e v i t a b l y a c e r t a i n amount o f 
A l g e b r a i c Geometry. S i e g e l proved (see [ 4 2 ] ) t h a t on an 
a r b i t r a r y a f f i n e c u r v e o f genus > 1 t h e r e e x i s t o n l y a f i n i t e 
number o f i n t e g r a l p o i n t s . The q u e s t i o n o f whether t h e r e 
e x i s t s a r a t i o n a l p o i n t i s e x t r e m e l y d i f f i c u l t , and t h e r e i s 
as y e t no known procedure f o r d e c i d i n g i n g e n e r a l . R e i c h a r d t 
showed t h a t t h e r e a re no r a t i o n a l p o i n t s on x^ - 17 = 2 y 2 . 
B i r c h (see [ 5 j ) has p r e s e n t e d a f a m i l y o f E l l i p t i c c u r v e s 
d e f i n e d over the r a t i o n a l s such t h a t each o f these curves has 
i n f i n i t e l y many r a t i o n a l p o i n t s . 
A l l d e f i n i t i o n s , theorems, and remarks w i t h i n a s i n g l e 
c h a p t e r are numbered c o n s e c u t i v e l y . B i b l i o g r a p h i c a l r e f e r e n c e s 




A. MODULAR FUNCTIONS 
1. S t a n d a r d N o t a t i o n - L a t t i c e s i n the complex plane 
We denote by Z, <2>,1R,<C t h e r i n g o f r a t i o n a l i n t e g e r s , 
the f i e l d o f r a t i o n a l numbers, the f i e l d o f r e a l numbers, the 
f i e l d o f complex numbers, r e s p e c t i v e l y . 
We a l s o denote by: 
€ = £ u {voo} 
= {ze-C : /m(z) >o} , the upper h a l f o f the complex p l a n e 
For a commutative r i n g R w i t h u n i t y , we denote by R th e group 
o f u n i t s o f R, and by M 2(R) the r i n g o f a l l 2 x 2 m a t r i c e s w i t h 
e n t r i e s i n R. 
Now we s e t : 
GL 2(R) = M 2 ( R ) X 
SL 2(R) = {AeGL 2(R) : det (A) = 1} 
F i n a l l y , we denote by(T the q u o t i e n t group SL 2 ilL)/ » 
M ± i } 
where I = [ \ °) • 
Note t h a t ff1 a c t s onit, on the l e f t , by Mobius t r a n s f o r m a t i o n s , 
i n the o b v i o u s way. 
D e f i n i t i o n (De f 1,1,1) 
L e t V be a r e a l v e c t o r space o f f i n i t e d i m e n s i o n a 
A ( f u l l ) l a t t i c e L i n V i s a d i s c r e t e subgroup o f V* o f rank n , i n 
o t h e r words, an a d d i t i v e subgroup o f ^ g e n e r a t e d by a b a s i s o f V* . 
Regarding the complex p l a n e as a t w o - d i m e n s i o n a l v e c t o r space 
o v e r the r e a l s , a l a t t i c e L i n the complex plane i s a f r e e l y 
g e n e r a t e d subgroup o f C o f rank 2, t h a t i s , t h e r e are cO,,<d2££ 
w i t h ^ (R, , so t h a t : 
L = ,w 2] = | WCJ^TIO, w,^ e Z j 
I n t he f o l l o w i n g we keep f i x e d the n o t a t i o n s : 
L CDjJ f o r a l a t t i c e i n the complex plane w i t h j m ( ^ i ) > 0 , 
and, p u t t i n g t = •jjj-j , we denote by A= [*c,l] the n o r m a l i z e d l a t t i c e . 
Now we make some i m p o r t a n t remarks on l a t t i c e s i n the complex 
p l a n e : 
Remark (Rem. I . 1.2) 
I t i s e a s i l y seen t h a t t he p a i r s (co, , co 2 ) , ( co t , co 2 ) 
w i t h e n t r i e s i n ff*generate t h e same l a t t i c e i n C, i f and o n l y i f , 
t h e y are e q u i v a l e n t w i t h r e s p e c t t o G L 2 ( £ ) , i n o t h e r words, i f 
and o n l y i f , t h e r e i s a u n i m o d u l a r i n t e g e r m a t r i x ^ jj ) s u c n t h a t 
We denote by: 
l& , the s e t o f a l l l a t i c e s i n C, and 
ftg , the s e t o f a l l p a i r s ( Cl>^,(OZ ) w i t h e n t r i e s i n (o, such t h a t 
Remark (Rem. I . 1.3) 
The group SL 2(Z.) a c t s on Hg , on the l e f t i n the obvious way: 
a b 
c d ) . ( <A .^a) = (aco,+ bo>2 , c CJ, + dC0 2) 
The a c t i o n i s w e l l d e f i n e d , s i n c e 
Ia to, + bC0 2 \ jm (75^  } 
j m c to, + dCO? / = |c i£l + ~ > ° 
Thus, the q u o t i e n t '"/'gj^^J ^ s i d e n t i f i e d w i t h 1& , by the map 
Now, the group C a c t s on "l> ( r e s p . on ls> ) by: 
The q u o t i e n t i s i d e n t i f i e d w i t h 34 , by t h e map 
/ \ CO, 
and s i n c e t h i s i d e n t i f i c a t i o n t r a n s f o r m s t he a c t i o n o f SL^ZS) 
on >M? i n t o t h a t o f (T onS6, we have t h a t 
Remark (Rem. I . 1.4) 
34, There i s a b i j e c t i o n o f k ^ o n t o ^ induced by the map 
(",,0^ ) 
The b a s i c f u n c t i o n s we s h a l l be d e a l i n g w i t h a r e the E i s e n s t e i n 
f u n c t i o n s g 2 , g 3 , the d i s c r i m i n a n t A, the K l e i n f u n c t i o n J , and 
the a b s o l u t e i n v a r i a n t j . 
For our g i v e n l a t t i c e L^ftw^tOjJ t h e E i s e n s t e i n s e r i e s o f o r d e r 
2n, n >2 i s g i v e n by 
co*a 
We make the f o l l o w i n g d e f i n i t i o n s : 
g ( L ) = 60G- ( L ) 
3. 
g 3 ( L ) = I 4 0 G 3 ( L ) 
A ( L ) = g * ( L ) - 27g * ( L ) 
3 
3 . 
J ( L ) = g » ( L ) 
A ( L ) 
j ( L ) = 1728 J ( L ) . 
I n terms o f the n o r m a l i s e d l a t t i c e A = [ f . l J we have 
GT, (A ) = / j^ » -n>2- ( I . 1.5) 
(c.dtfo.o) 
g (A) = 60G_(A) ( I . 1 . 6 ) 
g (A) = 140 G 3(A) (1.1.7) 
A (A) = g*(A)_ - 27g* (A) (1.1.8) 
J (A) 
8,'CA) 
A (A) ( I . 1 . 9 ) 
j (A) = 1728 J ( A ) ( I . 1. 10) 
2. THE MODULAR GROUP 
2.1 General Facts and D e f i n i t i o n s 
The homogeneous modular group i ~ Q ) i s d e f i n e d t o be the 
group S L a ( Z ) 
Note t h a t , f o r each T = ^ ^ jcf( 1) co r r e s p o n d s a Mobius 
t r a n s f o r m a t i o n T; £ =- g, , g i v e n by 
T (Z) = 32 +b ^ cz + d 
We denote by the s e t o f a l l Mbbius t r a n s f o r m a t i o n s d e f i n i n g 
by the elements o f F( 1) . The s e t P(l) t u r n s out t o be a group 
under the c o m p o s i t i o n o f mappings, and i s c a l l e d the inhomogeneous 
modular group. 
The map: $ ? F ( l ) *~ F( 1 ) d e f i n e d by: 
t . C t 5 = T V T e T C i ) 
i s c l e a r l y a group epimorphism w i t h Ker ( $ ) = { - T . I J , where I i s 
the i d e n t i t y m a t r i x . 
T h e r e f o r e we have: 
/{±ij 
L e t G be any subgroup o f 1 ( l ) . We denote by G the inhomogeneous 
image o f G under f$. 
Note t h a t : 
i f - I 6 G , then y j ± j j = ^ 
and i f - I £ G , then G = G . 
D e f i n i t i o n (Def 1.2 1.1) 
The Modular group (T~ i s d e f i n e d t o be the inhomogeneous 
A 
modular group [~( I ) , a l t h o u g h we may p r e f e r t o t h i n k o f i t as 
the q u o t i e n t group ^ ' ^ / j ^ j j ' o r indeed a s t n e homogeneous 
group R 1) , w i t h e v e r y m a t r i x T i d e n t i f i e d w i t h -T. 
The t h e o r y o f row r e d u c t i o n o f i n t e g r a l m a t r i c e s shows t h a t 
t h e Modular group (T i s g e n e r a t e d by t h e elements S, T g i v e n by: 
S : X — ~ - ^  , T : x —-
C l e a r l y t h e r e f o r e ^ " i s a l s o g e n e r a t e d by the elements S, ST, 
which are o f o r d e r 2,3 r e s p e c t i v e l y . I n f a c t , i t can be proved 
t h a t (T i s the f r e e p r o d u c t 
(T = < S > * < ST> 
2 .2 The A c t i o n o f f on ^ 
The modular group <T a c t s on i n the u s u a l way 
I n p a r t i c u l a r , i f y i s t he inhomogeneous image o f the m a t r i x 
3 j VR I ) , t h e n we have: c a J 
Remark (Rem I 2.2.1) 
m ,MeK , s i n c e 
/••\ » f a ^ . i f c ^ o 
( n ) y(t«°) = -< -t 
I. ioo , i f c = o 
( i i i ) For T = q e 
^ + k , i f c = o 
y ( q ) = A ^ f c . 
c Def i n i t i o n s ( D e f . I 2.2.2.) 
A fundamental s e t o f (T , f o r 9% , i s d e f i n e d t o be any subset 
•* 
o f 3£> c o n t a i n i n g j u s t one p o i n t o f each o r b i t . 
-1 „.* 
A funda m e n t a l domain o f ( | , f o r 9* , i s d e f i n e d t o be a s e t 
A # 
c o n t a i n i n g a fundamental s e t o f fl~ , f o r $k> , and i f i t c o n t a i n s 
two p o i n t s o f the s a m e o r b i t , t h e n t h e y l i e on the boundary. 
Theorem (Th. I . 2.2.3) (See Schoeneberg [37] , p.p. 17, Th. 13) 
The Set £>f = { x e & : \ReCz)\< ±- , |X| > i j (J [ t <*>] 
u ( t e & : Re(x)=-±- , | x l > l } o { z e % h : 1x1=1 ,-|<fteM<o} 
i s a fundamental domain o f fl~ f o r 94 
-1 -1/2 O i/S 1 
The boundary of consists of p a i r s of equivalent sides, namely 
The v e r t i c a l sides (p,too) ~ ( p + i , [oo )t which are mapped 
one onto the other by the transformations T or T"', and the arc 
sides (p , i ) -V (p +1 , 1 ) which are mapped one onto the other by 
the t r a n s f o r m a t i o n S. 
A A. 
Let fx =jy>ef~: y(T)=Tj be the s t a b i l i z e r of an element 
A 
t£ DA under (T . Then one has: r 
A 
*Tivo = <C T y , i n f i n i t e c y c l i c group, generated by T . 
A 
(f~ = •< S > , c y c l i c group of order 2, generated by S . 
A 
(f^ , = < ST > , c y c l i c group of order 3, generated by ST . 
A 
In a l l other cases of TeD~, d^ . = ^ Id j • 
A 
Therefore every element ye-<T i s uniquely determined by the image 
of a p o i n t T e Dp , d i s t i n c t from too , p , i . 
I t i s easy to deduce from the (def. I . 2.2.2) the f o l l o w i n g : 
Remark (Rem 1.2.2.4) 
• 
The map " » defined by x i — • o r b i t ^ t ) , i s b i j e c t i v e . 
In p a r t i c u l a r , t h i s map sends 
too , *(i<»ju Q. 
since orbits(L°o) = [^°°)u • 
Theorem (Th. I 2.2.5) 
( i ) Let ( c , d) = ] 
A 
Then every element of (T sending - — to too i s of the 
form T K L,K.e£ where L i s the inhomogeneous image of m a t r i x 
^ l) 
( i i ) Let (c, d) = ( c 1 f d 1 ) = 1 
Then every element of (Tsending - — to - — is of the 
C Ci 
form L~* T k L , KtErZ , 
where L, are the inhoraogeneous images of matrices, L = ^ ^j, 
L 1 j 1 ^ i 0 ^ T( I) , r e s p e c t i v e l y . 
Proof 
( i ) Suppose that V i s a mat r i x l y i n g in J Cl) whose the 
inhomogeneous image, V say, i s such th a t 
V ( - f ) = i 0 ° 
Since (c,d) = the Diophantine equation dx - cy = l 
has s o l u t i o n x = a + kc, y = b + kd, where To & Z-
Therefore V = T*L . 
The converse i s obvious . 
( i i ) Let Ve<T, and = -
Then f o r an a r b i t r a r y integer we have 
+ >-t * (- ^ \ ( ~ h - > 
since ( i ) . 
Therefore T K ' L 1 V = T K* L f o r some integer K a . 
Hence V = L j V ^ L , K e Z . 
The converse i s obvious . 
2.3 Fixed Points f o r f 
L e t y be the Mobius t r a n s f o r m a t i o n , corresponding to the 
matrix y = c d ) ^ W e f i n c * t n e f i x e d points of 36 by y 
Case I , c 4 o 
The only p o s s i b i l i t y f o r y(r)=X, xe?& i s that 
ax + b 
CT + d 
which i s equivalent to 
% 
= T , and x e t t e ^ - { i<», _ ~ ] 
J a - d ) ± ^ + d ) g - 4 , and | t r (y)|= la + d | < 
Suppose | t r (y) | < 2 (the e l l i p t i c case). 
-i- .1 • r. , ... • . v (a - d) + / ( a + d ) 2 - 4 In t h i s case p f i x e s only the point X = 
l y i n g on 
Every element ye(T such t h a t : | t r ( y ) | < 2 i s c a l l e d e l l i p t i c , 
and by the above, every e l l i p t i c t r a n s f o r m a t i o n f i x e s only one poi n t 
of $ T l y i n g on the upper h a l f plane. 
Using standard thorems of i n t e g r a l matrices, one proves that an 
A 
e l l i p t i c element of (T i s e i t h e r of order 2 and i s of the form 
A 
L"1 S L, fo r some Lg-(T , or, i s of order 3 and i s of the form 
/ \ 
L _ 1 ( S T ) k L, where K = I or 2, f o r some L e f . 
Now, i f i s a f i x e d point for an e l l i p t i c element p of order 
2, then 
L _ 1 S L ( T ) = T , for some L &C. 
and t h e r e f o r e SL (T) = L ( t ) , which means t h a t L (x) i s a f i x e d 
p o i n t f o r S. Since the only f i x e d point of 6k for S i s \, we 
deduce that L (x) = i- , that i s T= L _ 1 ( i ) . 
We denote by Ea=| L ( i ) : L e f j the set of a l l e l l i p t i c 
f i x e d points of order 2 i n 94 . 
A 
S i m i l a r l y , one proves t h a t E 3= [ L" 1 (p) : L e f J i s the set 
of a l l e l l i p t i c f i x e d points of order 3 i n §k , where p = & ^  . 
Suppose,now, | t r (p) | = 2 
a - d 
In t h i s case,p f i x e s only the r a t i o n a l number — — — • 
Case 2, c = 0 
In t h i s case a = d=±l, and so i f the matrix \> ^  ± I , the 
trans f o r m a t i o n p f i x e s only the point at i n f i n i t y . Any element 
yg(T w i t h m a t r i x \) =f ± I , and | t r (y) | = 2 i s c a l l e d p a r a b o l i c . 
Every p a r a b o l i d element of v f i x e s only one point of 54* , which 
is e i t h e r g r a t i o n a l number or the p o i n t at i n f i n i t y . Using 
standard theorems of i n t e g r a l matrices, one proves that a parabolic 
A A 
element of (T i s of i n f i n i t e order i n (T and takes the form L"1 1*1., 
A 
f o r some L e f , where K G I X [ O ] . 
Now, i f TSdt i s a f i x e d p o i n t f o r a parab o l i c element p then, 
A 
L"1 T K L (T) =T , for some Le(T^ Kg £-{oJ 
and therefore T K L ( t ) = L ( t ) , which means th a t L (T) i s a 
f i x e d point f o r T K , that i s 
L (T) = i°o 
and so T = L 1 ('«>) 
A 
We denote by ^ =| L"< ( i 0 0 ) : Le<T j the set of a l l parabolic 
f i x e d p oints which are also c a l l e d cusps of the modular group (T 
Summarising the above analysis we see tha t the elements of the 
Modular group <T a c t i n g on the extended upper h a l f plane 4t can be 
divided i n t o four classes: 
1. The i d e n t i t y t r a n sformation 1 . 
2. E l l i p t i c transformations of order 2, which are of the 
form L"1 S L , f o r some L 6 f 
Each of them f i x e s only one point l y i n g on3&, and the 
set of f i x e d points i s : 
E 2 = { L - 1 ( 1 ) : L e < f j 
3. E l l i p t i c trans format ions of order 3, which are of the 
form L ' 1 ( S T ) K L , f o r some L e f , where k = 1 or 2. 
Each of them f i x e s only one point l y i n g on 5fe , and the 
set of f i x e d points i s : 
C 3 = { L - 1 ( P ) : L e f } 
where p = e*"^ . 
An e l l i p t i c t ransformation o c c u r s , i f and only i f the trace of 
the corresponding m a t r i x has absolute value less than 2. 
4. Parabolic t r a n s f o r m a t i o n s , which are of the form 
L~1 T K L, f o r some L e <f , where K €- [o] • 
Each of them f i x e s only one point of §fe which i s 
e i t h e r a r a t i o n a l number or the point at i n f i n i t y ioo 
and the set of f i x e d parabolic points (cusps) i s : 
1P = J L _ f ( ioo ) : L e f | 
F i n a l l y , a parabolic transformation o c c u r s 5 i f and only i f } t h e 
trace of the corresponding m a t r i x i s ± 2 , and the matrix i t s e l f 
i s 
2.4 Subgroups of (T of f i n i t e index. The concept of l e v e l . 
Let n be any p o s i t i v e i n t e g e r . 
Set T ( n ) = | ^ c d ) ^ ^ ' ^  '' a s d s l (modn), b = c s o (modn)j» 
I t i s easy v e r i f i e d t h a t Rn) i s a normal subgroup of R1) and 
i n f a c t , i t i s the kernel of the n a t u r a l homomorphism 
—«-SL 2(Zn), which i s also onto „ 
Thus 
r(,)/ 2 5L,(Z„) 
TCTI) ( i . 2.4. i ) 
The subgroup |~(n) i s c a l l e d the homogeneous p r i n c i p a l congruence 
subgroup of l e v e l n. 
A A 
We w r i t e l~(n) f o r the subgroup of (T which corresponds to l ~ ( n ) , 
and we c a l l i t the inhomogeneous p r i n c i p a l congruence subgroup 
of l e v e l n. 
Since - I & l ~ ( n ) , i f and only i f , n = 1 or 2, 
we have: f (TI) £ ] , < * - l , 2 ) 
( I . 2.4.2) 
By a simple argument ., counting the incongruent s o l u t i o n s of 
ad - bc=l (modn), one proves th a t the order of SL 2 i s n' 
v\n 
Therefore, s e t t i n g p.(Tl) = [ R1) ." fCn)] , i t follows from 
(1.2.4.1), t h a t : ^-n) = n 3 F T ( 1 - ) (1.2.4.3) 
Also, s e t t i n g [J.fn) = [<T: r c n ) ] , since (1.4.4.2) we have : 
p ( n ) = (I(TI) , ( n = l , Z ) 
( I . 2.4.4) 
\xCn) = -1 [x(n) , ( n > 3 ) 2 
D e f i n i t i o n (Def. 1.2.4.5) 
Let G be any subgroup of R d . 
We say t h a t G i s a congruence subgroup of R 1), i f 
T(n) ^  G, f o r some p o s i t i v e i n t e g e t n. 
The n o t i o n of an inhomogeneous congruence subgroup i s defined 
s i m i l a r l y . 
We give , now, a short l i s t of some important congruence subgroups; 
For a p o s i t i v e i n t e g e r n, we set: 
r o f n ^ = { ( c d ) 6 ' _ ( , ) : C S ° ( m ° d n ) ^ 
|"%) = j ( ^ J j e T d ) : b = o (modn) } 
r ° ( n ) = { ( c d ) ^ r ( ' ) : h = c s 0 ( m o d n ) 
We s e t : y (Tl) = [ TO) : T^Tl)] = [ R l ) I PCtt)] , 
y c n ) = [ r : f 0 ( T i ) ] = [ r : f 0 C n ) ] . 
Since 
and therefore y ( 7 l ) = y ( H ) 
Note t h a t , i f c s o (modn), the congruence ad - be s 1 (modn) has 
e x a c t l y ncp(n) incongruent s o l u t i o n s , where (jp i s the Euler 
<j> - f u n c t i o n . Therefore: \roC7\)'. TCn)\ = TlCftn) = T12Y~\ ( l ~ 4" ) , 
Pin 
From (1.2.4.3), we deduce t h a t : 
yCTl) = n FT ( 1 + y ) (1.2.4.6) 
A 
and [ R D : I^Cn)] = [ f : r°0(n)] = n y c n ) (1.2.4.7) 
We discuss, now, the not i o n of the l e v e l of a subgroup G of 
[~( 1) , i n the case, where G i s of f i n i t e index i n R 1) . 
Let G be any subgroup of I~( 1) of f i n i t e index, \t say. 
Since T ( l ) i s f i n i t e l y generated group by S, T, G i s also f i n i t e l y 
generated. Furthermore, by Schreier's theorem, the number of 
generators of G does not exceed 1 + . 
Since the m a t r i x T i s of i n f i n i t e order i n f~( I ) , f o r each 
V6 f~( 1), we are allowed to define n v to be the l e a s t p o s i t i v e 
integer such t h a t : 
T^v e V G v" 1 
Since G i s of f i n i t e index i n f~( 1), the number of conjugate 
subgroups of G i n l ~ ( l ) i s also f i n i t e , and i n f a c t t h i s number i s 
equal to I ^ ^ J / / j \ [ (^Q) |» w n e r e ^ r f l j " G ^ ^ s t* l e n o r m a l i - z e r of G 
i n Therefore the set [ : V 6 i s f i n i t e . 
Keeping f i x e d the above n o t a t i o n s , we give the Wohlfahrt 
(1964) d e f i n i t i o n of the l e v e l of the subgroup G o f T ( l ) . 
D e f i n i t i o n (Def. I . 2.4.8) 
Let G be any subgroup of f ~ ( l ) , of f i n i t e index. The l e v e l 
N of G i s defined to be the l e a s t common m u l t i p l e of n , Ve R 1 ) , 
and w r i t e : 
lev (G) = N 
Let n be any p o s i t i v e i n t e g e r . 
We denoted byA(n) the normal closure of the c y c l i c group <T™> 
i n [~( I) , that i s the i n t e r s e c t i o n of a l l normal subgroups of 
| ~ ( I ) , which contain <TV> . 
Following the standard p r o p e r t i e s of the normal closure 
we have: 
( i ) A ( n ) i s the unique smallest normal subgroup of l~( 1) 
conta i n i n g '(T^and 
( i i ) A ( n ) = < V l T n V : V 6 | ~ ( 1 ) > 
Thus, i f G i s a subgroup of |~(1), of f i n i t e index, then we may 
e q u i v a l e n t l y define the l e v e l of G as f o l l o w s : 
D e f i n i t i o n (Def I . 2.4.9) 
Let G be any subgroup of f ( l ) , of f i n i t e index, and N be any 
p o s i t i v e i n t e g e r . We say tha t G i s of l e v e l N, i f and only i f , 
A ( N ) £ G ; 
and N i s the smallest p o s i t i v e i n t e g e r f o r which t h i s i n c l u s i o n 
holds, that i s , N i s the smallest p o s i t i v e i n t e g e r , such t h a t : 
V - I T N v e G y v e p ( ] ) < 
We make e x a c t l y s i m i l a r d e f i n i t i o n s f o r inhomogeneous groups, 
1A 
A 
which are of f i n i t e index i n 
Now, i t can be e a s i l y proved t h a t : 
Remark (Rem I . 2.4.10) 
lev ( r ( N ) ) = lev ( r(N) ) = N 
Suppose, now, th a t G i s a congruence subgroup of R I ) . 
Therefore Rn)QC for some p o s i t i v e integer n, and so G i s of 
f i n i t e index i n f~( I) . Let l e v (G) = N, where N i s a p o s i t i v e 
i n t e g e r , and hence N i s the l e a s t p o s i t i v e integer such th a t 
VT N V"1 e G f o r any a r b i t r a r y chosen Ve T ( l ) . So N i s the 
l e a s t p o s i t i v e i n t e g e r such t h a t T NGG. But, since T(n)eG we 
have also Tne-G and the r e f o r e N|n. So we have proved the f o l l o w i n g : 
Remark (Rem 1.2.4.II) 
I f Rn)? CS [~( 1) for any p o s i t i v e integer n , then 
lev (G) | n 
We s t a t e now a more general r e s u l t ; 
Theorem (Th. 1.2.4. 12) 
Let G be any congruence subgroup of G. 
Then l e v (G) = N, i f and only i f , N i s the le a s t p o s i t i v e integer 
such th a t |~(N)£ G. 
Proof 
Let N 0 be the l e a s t p o s i t i v e integer such th a t r(N„ )£G ( I ) . 
We w i l l prove th a t N 0 = N . 
By the previous remark, N | N Q (2) 
Because of ( 1 ) , and ( 2 ) , i t i s enough to prove that T(N)SG. 
Let A = ^ d } ^ 6 3 n ^ e l e m e n t °f l~(N) . 
We reduce A, step by step, i n such a way that the r e s u l t 
A e G becomes obvious. 
F i r s t Step 
Since T N6 G, T N K e G f o r any inte g e r K 
15 
the matrix / I 0 \ l i e s i n G. 
Since ( d , N) = ( d , c) = 1 , ( d , cN) = 1 . 
Therefore choosing any integer R, such t h a t : 
cNk ± - d (mod 4 f ) N 
we have (cNk + d, N 0) = 1 
Thus we may assume t h a t ( d , N ) = 1 
Second Step ( A f t e r the assumption ( d , N Q ) = 1 i s made) 
Since ( d , N 0 ) = I , choosing any i n t e g e r ^ , such t h a t : 
j + = 0 (modN0) 
we deduce b 4- dNy\ = 0 (modNe ) . 
Thus, we may f u r t h e r assume that b = 0 (modN0) . 
I \ l i i 
\ jxN 1 / 
We have also ° ) = ( * \ ) ( ^ ^ ) = ( c 1 dU^ d ) 
Since ( d , N0 )=l(we can choose an in t e g e r y., such th a t 
c + dNji s 0 (modN0) 
Therefore, we may f u r t h e r suppose th a t c s o (modND) 
Third Step ( A f t e r the assumptions ( d , N 0) = ] , b = c = o (modN,,) are made )• 
We have A = ( * ^ * ° ) (modN0) 
Since ad - be = 1, and b e s o (modN 0), we have 
ad = 1 (modN 0), so A = B (TTlodN 0) » 
where B J ^ - a d ) ) ' 
and so we have A = B C, f o r some Ce f~( N0) — G. 
The m a t r i x R may be w r i t t e n as the product: 
B = ( 1-d 1 ) ( \-a 2-a ) (o V) 
Since d = l (modN), N | d - l , and th e r e f o r e ^ " ^ i ' ) 6 0 « S i n c e ^3)» 
The middle f a c t o r can be w r i t t e n as 
(>!. £)-(.: i) u v ) (: ?) 
Since a = I (modN), ^ a j ' ) = T , 
and t h e r e f o r e , by the d e f i n i t i o n of the l e v e l of G, the r i g h t 
hand side of (4) l i e s i n G, and hence I , „ ) e G 
\ 1-a 2-a I 
Therefore, since B, C both l i e i n G, we have also AeG, and t h i s 
proves our clai-TD . 
A P * A 
2 .5 The A c t i o n of a Subgroup G of (TonSfe- Cusps of G 
A A . . . 
Let G be any subgroup of (Tof f i n i t e index. 
The a c t i o n of (Ton at, r e s t r i c t e d to the subgroup G induces 
A * 
the a c t i o n of G on 3t • 
A s i m i l a r d e f i n i t i o n to (def. I . 2.2.2) states f o r 
fundamental domains of G f o r §b • 
D e f i n i t i o n (Def. I . 2.5.1) 
A * 
Let G be any subgroup of (T of f i n i t e index. 
* A A 
Every cusp of <T f i x e d by an element of G i s c a l l e d a cusp of G, 
Theorem (Th. I . 2.5.2) 
Let c, d, c 1 , d-i be i n t e g e r s , and (c,d) = ( c i f d 1 ) = I 
d d A 
Then - — , - are equivalent cusps of l ~ ( n ) , i f and only 
i f , 
( c ,d)2 ± ( c 1 , d^) (modn) 
Proof 
d d A The r a t i o n a l s , — , are equivalent cusps of l ~ ( n ) , i f c c1 
and only i f , A 
V ( - _ ) = _ _£l f o r some Ve T(n) c c, 
that i s , since (Th. I . 2.2.5), 
-1 k r~ 
L 1 T L e- I (n) f o r some integer K, where L, 
are the inhomoneneous images of the matrices, L =^ 3 ^ ^ , 
L l = ( c 1 d') o f ^ ( l ) > r e s p e c t i v e l y . 
\7 
A 
Therefore , 1 are equivalent cusps of f~(n), i f and 
c c, 
only i f , there i s an integer K, such t h a t , the m a t r i x congruence: 
L j L s ± T* (modn) 
holds, t h a t i s , t h e r e i s an integer R, so t h a t 
a j d - b j c s ± I (modn), ( 1) 
c 1 d - d 1 c = 0 (modn), (2) 
-c,b + d, a = i | (modn), (3) 
and -a tb + b j a s ± k (modn), (4) 
where on the r i g h t hand sides the same sign i s to be taken. 
Note, t h a t i n the above four concruences only the (4) i s depended 
on K. 
Supposing t h a t ( 0 , (2) both h o l d , one has: 
a 1 (d - d j ) + b j ( c - j - c) = 0, -2 (modn), 
and c (d - d,) + d ( c j - c) = 0 (modn) 
from which deduces t h a t 
c = ± Cj (modn), d & ± di (modn) ( 5 ) , 
where again the r i g h t hand sides have the same s i g n . 
Now i t i s easy to check, t h a t , when the congruences (5) 
hold,then ( ! ) , (2) and (3) hold as w e l l . 
A 
Thus, the above mentioned cusps are equivalent under T(n), 
i f and only i f : 
( c , d) = ± ( c , , d j ) (modn) , 
and -Sjb + bj a a ± R (modn), f o r some in t e g e r R . Now, since 
f o r any integer R, we can choose the elements a ,b , a l s bt so th a t 
the l a s t congruence holds, we f u r t h e r reduce our case to t h a t : 
( c , d) s ± ( c j , d t ) (modn) 
Therefore the theorem holds. 
A 
Now we denote b y ^ ( n ) the number of i n e q u i v a l e n t cusps 
A 
of T(n). We say t h a t a p a i r of integers c, d i s p r i m i t i v e modn, 
i f ( c , d, n) = 1. 
From the above theorem we deduce t h a t : 
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A 
I f n > 2, J} (n) i s equal to the one h a l f of the number of 
A 
incongruent modn p r i m i t i v e p a i r s modn, and, i f n = 2 , ^ ( n ) i s j u s t 
equal to t h i s number. 
Now, by counting a l l incongruent modn p r i m i t i v e p a i r s modn, one can 
prove t h a t : 
Theorem (Th. I . 2.5.3) 
The number of i n e q u i v a l e n t cusps of T(n) i s given by: 
/* 3 , i f n = 2 
Remark (Rem. I . 2.5.4) 
Using (Th. I . 2.5.2) and (Th. I . 2.5.3), we are able to 
A 
determine complete systems of in e q u i v a l e n t cusps of | " ( n ) . 
The table which f o l l o w s gives some examples. 
n 
A. 
A complete system of in e q u i v a l e n t cusps of f~(n) 
2 3 0 1 1 1 ' 0 ' 1 
3 4 0 1 1 2 1 ' 0 ' T ' T 
4 6 0 1 1 2 2 3 1 * 0 ' 1 ' T ' 3 ' 1 
5 12 0 1 1 2 1 3 3 4 2 5 7 9 l ' 0 ' l ' l ' 2 ' l ' 2 ' l ' 5 ' 2 ' 2 ' 2 
6 12 0 1 1 2 3 2 3 4 5 5 5 5 1 ' 0 ' 1 ' 1 ' 1 ' 3 ' 2 ' I ' T ' 2 ' 3 ' 4 
3. MODULAR FUNCTIONS AND MODULAR FORMS 
3. 1 Weakly Modular Functions 
Let G be any subgroup of f~( 1) w i t h inhomogeneous image 
G of f i n i t e index i n the modular group (J , and l e t f be a 
meromorphic f u n c t i o n on <Ji, which s a t i s f i e s the c o n d i t i o n : 
f ( ax_tA\ ( c T + df* f (T) (I_ 3 ] ]) 
*• \ Ct + d / 
V ^ j j e G , Vte3fe , where R i s an integ e r . 
In t h i s case, i f we r e p l a c e ^ ^ ^ ^  by ~ ^  ^  ^ ) t n e c o n d i t i o n 
( I . 3.1.1) remains unchanged. Therefore, as f a r as ( I . 3.1.1) i s 
A 
concerned i t makes no d i f f e r e n c e whether we mark G or G. 
D e f i n i t i o n (Def. I . 3.1.2) 
A 
Let G be any subgroup of d~ , of f i n i t e index, and k be any in t e g e r . 
A f u n c t i o n f i s said to be a weakly modular f u n c t i o n , of weight 2k, 
f or the subgroup G, i f i t s a t i s f i e s the f o l l o w i n g two c o n d i t i o n s : 
( i ) f ( T ) i s meromorphic on 36, and 
f ( £ H r ) = ( c x + d ) 2 " f MMxelk.V ( * b d ) e G 
In p a r t i c u l a r , i f N i s the l e a s t p o s i t i v e i n t e g e r , such th a t 
the c o n d i t i o n ( i i ) holdsV"^ d ) ^  T(N), then we say that f is a 
weakly modular f u n c t i o n , of weight 2k and of l e v e l N. Theorem (Th. I . 3.1 .3) 
Let G be any subgroup of fl~ , of f i n i t e index, and f (X ) be a 
meremorphic f u n c t i o n on I t . 
Then f (T) i s a weakly modular function of weight 2k,k:eZ,for G, 
i f and only i f , the c o n d i t i o n 
f ( - T 7 T 7 > «T*d)"«f (T>, 
holds f o r every g e n e r a t o r ^ ^ of G. 
In p a r t i c u l a r f ( t ) i s a weakly modular f u n c t i o n of weight 2k, for (J~ , 
i f and only i f , 
f ( t + 1 ) = f ( T ) , 
: ion 
-2K 
and f (- 1) = x 2 K f ( T ) • 
Proof 
Let J6(9t ) be the set of a l l mereomorphic functions on I t 
For, f e J&(3t), S ' = ( ^ d ) G G ' W e d e f i n e t h e f u n c t : 
f|[G] 2 J ce J £(&) by: 
By simple c a l c u l a t i o n s , we see tha t G acts on «/&(&), by: 
ff.f = f | [ f f ] f l K , .VffeG , V f G 
Now, f i s of weight 2 k, f o r G, i f and only i f , 
a . f = f V ere G ( l ) 
On the other hand, i f (1) holds f o r every geneator <3 of G, then 
i t i s cle a r t h a t (1) holds f o r very element of G. This proves 
our claim. 
A 
In the case ,where G i s the whole modular group <T, our claim 
A 
f o l l o w s immediately, since (Tis generated by S ; t — a r , d T: T—»• 
Therefore the therein holds. 
Now, f o r every V = ^ ^  ^ j & f ( 1 ) , we put 
v( [> .X ) = CT + d 
I t i s easy to prove t h a t , f o r every U, and V i n f " ( l ) we have: 
vr(U V,T) = ^ ( U , VfT)) . vr(V.T) ( I . 3.1.4) 
We also note, t h a t the c o n d i t i o n ( I . 3.1.1) can be w r i t t e n as: 
f ( g f f ) ) = V (g , T ) 2 1 < f ( O , g 6 G, xe5t 
We prove now t h a t : 
Theorem (Th. I . 3.1.5) 
I f f (T) i s a weakly modular f u n c t i o n of weight 2k f o r G, 
the the f u n c t i o n 
f |[V-«]2KCr)= (y~\ T) • f ( p " 1 c r ) ) , ( i ) 
* -» 
i s also weakly modulayofwelght 2k, f o r G =^Gp 
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* * * _j 
Let g be i n G , and g = p g y , f o r some g£G, 
We have 
* - l * ~ 2 V c - J * t | [ p - i ] Cg CO) = \7( p , g c t ) ) f ( (J g (x) ) 
= T>( y ,l>g y C T ) ) . f (g |J ( T > ) 
= V ( wg y ~ V T ) ) " 2 V ( g . /Va)** f ( \>~\X) ) 
T i i - l i - r i " 2 K 
= f, \>zv c * > ) . ^ ( g . j / ' c t ) ) . v r ( j 7 , t ) j • % - , i ? / T ) 
Because of ( I . 3. 1 . 4 ) , \ M g , |/*(T) ) *(\fl, X ) = \T(gy \ T ) and 
also ^ ( p 1 , l ^ g / 1 ( T ) ) = V (g |/\ T ) . ^ ( p g ^ 1 , T ) _ 1 
There f o r e : 
- 2 K 
1 2 k r 
hence the theorem holds, since the c o n d i t i o n ( i ) of (Def. 1.3.1.2) 
i s e a s i l y v e r i f i e d » 
^. - 2 n a / qe C : 0 < |q |< e 
We now consider the behaviour of a weakly modular f u n c t i o n 
f , of weight 2k, f o r G, at ioo, and a r a t i o n a l cusp , c f o , 
( c , d) = 1, i f one e x i s t s . 
So, l e t l e v (g) = N 
For any p o s i t i v e number a, we set 
\ = {xe & : jm (T) > a } 
Then the f u n c t i o n h (T) = e ^ maps ?t a onto the punctured d i s k : 
D = 
Since l e v (&) = N, the f u n c t i o n f i s p e r i o d i c w i t h period N. 
On the other hand, f o r xe%a, h"' (h ( T ) ) = \x +kN : keZ j 
We note t h a t f ( T + k N ) = f ( t ) , 1ce Z . 
Therefore, s e t t i n g q = e , the f u n c t i o n of f (x) depends only 
on q1/tJ, so induces a meromorphic f u n c t i o n 
$ : D — » € 
such th a t f (x) = $ ( q 1 / t J ). 
We make, now, the f o l l o w i n g d e f i n i t i o n s : 
D e f i n i t i o n s (Def. I . 3.1.6) 
I f $ extends to a meromorphic f u n c t i o n at the o r i g i n q = o, we 
say that f ( x ) i s meromorphic at i n f i n i t y . 
I n t h i s case ^ has a Laurent expansion i n a neighbourhood of the 
o r i g i n of the form: 
ti=-Trc 
where - meZ v{o] . 
This induces a Fourier expansion f o r f (x), 
f Or) = XL c" e 
H=-TT1 
which i s v a l i d f o r a s u f f i c i e n t l y large jm ( x ) , and i s c a l l e d 
Fourier expansion f o r f (X) at i o o . 
I n p a r t i c u l a r , i f f (x) i s meromorphic at i»then, -TD>0 , 
t h a t i s : 
f (T) = 2 ^ c n e 
In t h i s case we w r i t e f (i°°) = , and the constant C0 i s c a l l e d 
the v a lue of f (T) at ioo • 
I f f ("C) i s s t r i c t l y meroraorphic at i n f i n i t y then - TTI < O • 
I n t h i s case we say tha t f (T) has a pole of order m at i n f i n i t y . 
Now the behaviour of f ( t ) at a r a t i o n a l cusp of G, i f one e x i s t s , 
i s handled by reducing the problem to the case at i n f i n i t y . 
We proceed as f o l l o w s : 
Let — — , c f 0, ( c , d) = 1, be a r a t i o n a l cusp of G, and c 
i e t v = ( c d ) & r ( 1 } ' s u c h t h a t V ( "4 } = 1 oo 
Now s e t t i n g 
-2K _ i 
g (T) = f | [ H - f ] a Or) = C -CT + a) f ( p CD ) ( 1.3.1.?) 
we note t h a t : 
By (Th. I . 3.1.5), g ( t ) i s also a weakly modular f u n c t i o n of 
weight 2k, f o r G* =VG y1 . We also note th a t l e v (G*) = l e v (G) 
and ^ ' ( l 0 0 ) = - - j r - F i n a l l y , the behaviour of g (T) at ico, does not 
depend on the choice of y, since, by (Th. 1.2.2.5 ( i ) ) , the cusp 
- — determines the tra n s f o r m a t i o n y up to a f a c t o r of T w i t h an 
a r b i t r a r y i n t e r g e r n. 
Therefore the f o l l o w i n g d e f i n i t i o n makes sense: 
D e f i n i t i o n (Def. I . 3.1.8) 
Keeping f i x e d the above n o t a t i o n , we say tha t the behaviour 
of f ( t ) at the r a t i o n a l cusp - , i s t h a t of g (x) at LOO. 
3.2 Modular Functions 
D e f i n i t i o n (Def. I . 3.2.1) 
A 
Let G be any subgroup of <r of f i n i t e index, and K be any i n t e g e r . 
A f u n c t i o n f i s defined to be a modular f u n c t i o n of weight 2k, 
fo r the subgroup G, i f i t s a t i s f i e s the f o l l o w i n g c o n d i t i o n s : 
( i ) f ( t ) i s a weakly modular f u n c t i o n of weight 2k, f o r 
the subgroup G, and 
( i i ) f ( t ) i s meromorphic at iw, and also at a l l r a t i o n a l 
cusps of G, i f one e x i s t s . 
I t i s e a s i l y seen t h a t : 
Remark (Rem I . 3.2.2) 
I f f ( r ) i s a weakly modular f u n c t i o n of weight 2k f o r the whole 
modular group, then the behaviour of f ( r ) at a r a t i o n a l cusp follows 
t h a t at i n f i n i t y . 
3 .3 Modular Forms 
D e f i n i t i o n (Def. I . 3.3.1) 
A 
Let G be any subgroup of (T, of f i n i t e index, and K be any i n t e g e r . 
A modular f u n c t i o n , of weight 2k, f o r G, which i s holomorphic on <fe 
and also at a l l the cusps of G i s said to be a modular form, of 
weight 2k, f o r G. 
3.4 Cusp Forms 
D e f i n i t i o n (Def. I . 3.4.1) 
Let G be any subgroup of (T, of f i n i t e index, and K be any i n t e g e r . 
A modular form, of weight 2k, f o r G, which vanishes at a l l the cusps 
of G, i s c a l l e d a cusp form, of weight 2k, f o r G. 
3.5 The Vector Space of Modular Forms 
In t h i s paragraph, we s t a t e , without proof, some important 
theorems. 
A * 
We denote by D~ , the fundamental domain of (T f o r lk> , which 
we have defined i n the (Th. I . 2.2.3). Now, l e t f be any modular 
A 
fu n c t i o n of weight 2k for (T , and t be any point i n D^  . I f 
T e D ^ f i 0 0 ] , and there i s an integer n such t h a t f ( z ) = ( z - T ) h(z), 
where h ( 2 ) i s holomorphic and non-zero at T , then t h i s i s 
c a l l e d the order of f at t , and i s denoted by U r ( f ) . 
I f T=loo, we define the order of f at too , and denote by U i o o ( f ) , the 
order of the f u n c t i o n $ ( q V N ) at q = 0 , where $ i s the f u n c t i o n 
defined §3.1 « 
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Theorem (Th. I . 3.5.1) (See Serre [38] p.p. 85, Th. 3) 
A 
I f f i s a non-zero modular f u n c t i o n , of weight 2k f o r (T , 
then the f o l l o w i n g formula holds: 
U l w ( f ) + \ U • ( f ) + I U p ( f ) + u - e ( f > = g 
where p = e « 
Quoting from Gunning ( [21] , p.p. 25-26), and Serre ( [ 3 8 ] , 
Chapter V I I , § 3, Theorem 4 ) , we s t a t e a general theorem of 
the v ector space of modular forms. 
Theorem (Th. I . 3.5.2) 
A 
Let G be any subgroup of (T , of f i n i t e index. Denote by 
M^(G) (resp. (G) ) the <£ -vector space of modular forms of 
weight 2k for G (resp. of cusp forms of weight 2k f o r G, and 
§fc(G) (resp. §j<(G) ) i t s dimension. 
We have: 
, if k 4 1 , K?sO . 
^ ^ , i f k = 0• 
( 2 k - l ) ( g - l ) +QTR + ) ^  , k ( 1- i ) } i f K > 1 . 
where g i s the genus of the Riemann surface of ^/Q , 8 i s the 
number of cusps of G, and the sum runs through the e l l i p t i c 
f i x e d p oints of G of periods 6?j . 
I n p a r t i c u l a r : 
x 
( i ) For the f u l l modular group (T : 
„ . f [Ve] . i f k = I (mod6) 
<V<T) = < 
i [ u/6] + 1 , i f k£ I (mod6) 
For k = 0, 2, 3, 4, 5, M ^  ( (f ) i s of dimension 1 w i t h a basis 
1, G2, G3, GA , G5 r e s p e c t i v e l y . Also S ^ ( ( T ) = 0 f o r k = 0, 2, 3, 
A, 5. 
S„(G) = { i 
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A 
( i i ) For the p r i n c i p a l congruence subgroup V(2) : 
< V f (2) ) = k + 1 
( i i i ) For the p r i n c i p a l congruence subgroup T ( n ) , n ^ 3 : 
S- ( r , , \ (2 k-1) n + 6 2 I I , , I . 
4. Examples of Modular Functions and Forms 
4. 1 The Basic Functions g a ( T ) , g 3 ( t ) 
Since, f o r k ^ 2 , the E i s e n s t e i n s e r i e s : 
G k o o = z _ ( c t ; d ) » . k > 2 
i s a b s o l u t e l y convergent, i t i s easy to see t h a t i t gives a 
A 
modular form of weight 2k, f o r (T . Furthermore, 
( l o o ) = / ' = 
m.±n H 
G v a~> = Z — tas = 2 £ (2k), 
where £ denotes the Riemann zeta f u n c t i o n . 
Therefore, G ^ ( X ) i s not a cusp form. 
Consequently the basic f u n c t i o n s 
g 2 (x) = 60 G 2 ( T ) 
g 3 ( r ) = 140 G 3 (X ) 
A 
are modular forms of weight 4»6 r e s p e c t i v e l y , f o r (T . 
These are not cusp forms, and i n f a c t 
g „ ( i - ) = 2 2 (4 ) = % nA , 
6 ( I . 4.1.1) 
g , o ~ ) = 2 2 ( 6 ) = J L n 
The Fourier expansion of these functions are given by 
g 2 ( t ) = y j 1 + 240 ? . 6^ (k) q" 
s^-. . ( I - 4.1.2) 
g 3 ( T ) = §7 & | 1 - 504 y &5 (k) q" 
K =1 
where q = e 2 m T , 6^(k) = " d (see Serre [ 3 8 ] , p.p. 93) 
a lit 
2? 
4.2 The Discriminant A (X ) 
Using the above f a c t s , f o r the basic functions g 2 ( " ( ) , g 3 ( T ) , 
we deduce th a t the d i s c r i m i n a n t : 
A ( T ) = g ^ ( T ) - 27 g* C O 
i s a modular form of weight 12, f o r (T . Furthermore, from ( I . 4.1.1) 
A 
we have A(i-°°) = 0. Thus A ( "C ) i s a cusp form of weight 12, f o r (T . 
By (Th. I . 3.5.2 ( i ) ) , ( f) = S^C f ) = 1 , and th e r e f o r e 
the d i s c r i m i n a n t A(X ) i s the only cusp form, up to scalar 
A 
m u l t i p l e s , of weight 12, f o r f . 
By ( I . 4.1.2), the Fourier expansion of A ( X ) i s given by 
A (T ) = ( 2 n f (q - 24q 2 + 252q 3 - 14 72q+ ••• ) ( I . 4.2. l ) 
Furthermore, we s t a t e the Jacobi formula f o r A, 
oo 
A (V ) = (2 n ) 2 q T T ( I - q " " ( I • 4.2.2) 
The proof may be sketched as f o l l o w s : 
oo 
12 1 T n 2 4 Set h ( T ) = (2 n ) q | ( 1 - q 7 1 ) , and show tha t Tl-I 
h ( T + i ) = h ( t ) , h (- i ) = T h ( r ) 
This proves t h a t h ( t ) i s a cusp form of weight 12, f o r fl~ . 
Therefore A ( T ) = c h ( X ) f o r some constant c e- Cl* . Since 
( I . 4.2.1), we have: 
1 - 24q + • • • = c 
which gives c = 1 ( f o r q = 0 ) . Thus ( I . 4.2.2) holds. 
F i n a l l y , from ( I . 4.2.2), we deduce t h a t : 
A ( T ) + 0 V t e & ( I . 4.2.3) 
4.3 The Absolute I n v a r i a n t J {X, ) 
The absolute i n v a r i a n t j(t ) i s given by 
jU) - 1728 • fVtV 
Using the f a c t s about g 2 ( * C ) , A ( ' C ) of the previous examples, 
we decude th a t j (X, ) i s holomorphic on ^ . W r i t i n g I f o r any power 
series i n q w i t h integer c o e f f i c i e n t s , we deduce from ( I . 4.1.2) t h a t : 
z l ( z ) = ^ T f - ( 1 + 7 2 0 q + : ) ' 
and A(%) = 1728 £ ? q (1 - 24q + I ) 
Therefore j ( T ) = ' t , 7 2 0 ^ + \ n J q (1 - 24q + I ) 
and thus: J ( X ) = 1 (1 + 720 q + I ) (1 + 24q + I ) 
i 
Hence: J (X ) = - f 744 +• / c f l q, ( I . 4.3. 
where cv are i n t e g e r s . 
The expansion ( I . 4.3.1) begins w i t h 
j ( X ) = 1 + 744 + 196884q + 21493760q 2 +••• 
So the f u n c t i o n J{ T ) has a simple pole at i.»with residue I . 
Now, since g^ ( X ) , and A ( X ) are modular functions of the same 
A 
weight, f o r (T , we have: 
A 
J (X ) i s a modular f u n c t i o n of weight 0, f o r (T • 
We s t a t e , now, some important p r o p e r t i e s of the absolute i n v a r i a n t J 
Theorem ( Th. I . 4.3.2) 
The map J- — - (C 1 S a b i j e c t i o n , or e q u i v a l e n t l y , 
since the (Rem. I . 2.2.4), the map J : »C i s a b i j e c t i o n . 
I n p a r t i c u l a r : 
j (LDO) = oo f J ( x ) has a t r i p l e zero at T = p = e , and 
J ( X ) - 1728 has a double zero at X = t . 
Proof 
Let c be any complex number. 
Set f (X ) = j ( X ) - c . 
The f u n c t i o n f ( X ) i s modular of weight 0 f o r (T , holomorphic 
on<fe, and has a simple pole at LOO. 
By the (Th. I . 3.5.1), we have 
+ X L U i u j l f ) + { u p ( f ) + Z , u T ( f ) = i ( i ) 
and since f ( T ) i s holomorphic on 3 t , the terms on the l e f t are 
a l l > 0. 
Therefore the sum contains only one ter r n ^ U,.(f) , and (1) 
holds, i f and only i f , 
( u . ( f ) , U p ( f ) , U r ( f ) ) = (0, 0, 1) or (2, 0. 0) or (0, 3, 0) 
Thus, i n every case, there i s a unique te Dp •> ( i <*>] such that j ( X ) 
Therefore adding the case j = 0 0 , we proved t h a t the map 
j : D* — > <D i s a b i j e c t i o n . 
Also, since ( 2 ) , the m u l t i p l i c i t y of j ( t ) = 1728 i s 2 at 
X = i , and the m u l t i p l i c i t y of j(x) = 0 i s 3 at T= p. I n a l l other 
cases the m u l t i p l i c i t y i s 1. 
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Theorem (Th. I . 4.3.3) 
A 
( i ) Every modular f u n c t i o n of weight 0, f o r (T , can be 
expressed as a r a t i o n a l f u n c t i o n of J, and conversely, 
( i i ) I n p a r t i c u l a r , i f f ( X. ) i s a modular f u n c t i o n of 
A 
weight 0 f o r f , holomorphic on 86, w i t h Fourier expansion: 
. 71 2ni.r 
f ( r ) = / . c^, q , q = e (!) 
then f can be expressed as a polynomial i n j w i t h c o e f f i c i e n t s 
i n the Z-module generated by the c o e f f i c i e n t s c j , 
( i > - TO ), occured i n ( 1 ) . 
Proof 
We are i n t e r e s t e d i n showing ( i i ) , since the f i r s t part of the 
theorem i s well-known (see Serre [38] , p.p. 89, Pr. 6 ) . Note, t h a t 
the r f u n c t i o n i s also holomorphic on 36 w i t h Fourier expansion: 
°° 
• 1 N 77 • 
j ( X ) = - + £ , a q , where a seTC V 1 = 0, 1, 2,... 
q 77=0 " 
Thus the new f u n c t i o n f-c_w j™ i s again holomorphic on M> , and has 
a Fourier expansion. °o 
m J 7i=--m+] 1 
Now we form the new f u n c t i o n f - c ^ J 7 " - b j y 1 which i s also 
holomorphic on 3€ 
Continuing t h i s process we f i n d a f u n c t i o n 
f - c m r - b w + 1 j ™ - 1 - . . . - k t y _ ^ 0 (2) 
A 
which i s modular of weight 0 f o r (T , holomorphic at ioo and indeed 
A 
vanishes there. So, t h i s i s a cusp form of weight 0 f o r (T , and 
since 8°( f ) = 0 (Th. I . 5.3.2 ( i ) ) , the f u n c t i o n (2) i s 
i d e n t i c a l l y zero, and by c o n s t r u c t i o n a l l c o e f f i c i e n t s occurred i n 
(2) l i e i n t h e Z -module generated by C-LS » 
4.4 The 8th Power of the Dedekind eta Function 
The Dedekind eta f u n c t i o n i s defined by 
) = q I J n - q 7 1 ) , q = e 
Since |q|< 1, the i n f i n i t e product converges a b s o l u t e l y and i s 
non-zero. Furthermore, since the convergence i s uniform on 
compact subsets of 36 , % ( t ) i s holomorphic on Also note 
th a t %( X ) i s holomorphic at i n f i n i t y , and indeed = 0. 
I t i s cle a r t h a t %(X+ 1) = e ^ ' ^ o ^ C x ) . i t i s also true t h a t 
^) = -J-it ^ ( t ) (e.g. see Seigel's proof [A1~\ ). 
Therefore, the a c t i o n of f on ^  i s given by: 
V* + i) = e 2 n i / w % c o , u( - ^  ) = n(*) a. 4.4. D 
where the square root takes p o s i t i v e values on the p o s i t i v e r e a l a x i s . 
Thus, we can e a s i l y deduce t h a t : 
24 <c The f u n c t i o n f\, (*C ) i s a cusp form of weight 12, f o r v • 
C l e a r l y , i n view of ( I . 4.2.2) 
A C O = ( 2 n ) 1 \ 2 4 ( t ) ( I . 4.4.2) 
24 
and that proves again our previous statement for \ ( X, ) . 
Also, i n view of ( I . 4.4.2), U ( O 0 V u ! ^ . 
For the 8th power of r^, we have : 
ft 2 N I/3 © 8 l _ 4 A V ( T + | ) = e 3 U ( 0 , % ( - ^ ) = T • ^1 C O 
8 A 
We now look at the f u n c t i o n ( X ) under the a c t i o n of |~(3). 
We know th a t f ( 3 ) i s generated by the matrices: 
T 3 = ( ' ] ) , ( S T ) " T 3 (ST) = ( _ 4 3 (ST)" 2 T 3 (ST ) 2 =(j ° 
One e a s i l y c a l c u l a t e s t h a t 
i l 8 ( t + 3 ) = ^ 8 ( ^ ) 
= ( 3 r + 2 ) 4 . V ( X ) 
. "c ) 
Q 
And so, by (Th. I . 3.13) Th ( X ) i s a weakly modular f u n c t i o n of 
A 
weight 4, f o r l ~ ( 3 ) . By (Rem 1. 2.5.4), [i°°,0, 1, 2 j i s a complete 
A 
system of i n e q u i v a l e n t cusps of T ( 3 ) . 
8 ti i C l e a r l y , Th ( ) i s holomorphic on 3tj . 
Also, from ( I . 4.4.2) and ( I . 4.2.1), we have: 
U 8 C O = (2 n )" AA(t) V 3= (q - 24q 8 + 252q3 - 1472q4 + ••• ) V s ( I . 4.4.3) 
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and s o , T},( X ) i s h o l o m o r p h i c a t i n f i n i t y and v a n i s h e s t h e r e . 
Now l e t - - be a r a t i o n a l c u s p o f P(3), and l e t P = ( 3 ^ )e TO) c \ c d J 
s u c h t h a t \J (- ~ ) = 1 0 0 -r c 
Now i n v i e w o f the ( D e f . I . 3.1.8), we h a v e : 
I r V ] ^ h \ -cx+ a 
and i n v i e w o f ( I . 4.4.3), 
( x ) = (2n) 4 [ 4 ( d x - b ) ] 8 , - 4 r . n V 3 
and now, i t i s c l e a r , from ( I . 4.4.3), t h a t ^ l i y ' j ^ ( ) i s 
Q 
h o l o m o r p h i c a t iooand v a n i s h e s t h e r e . So, ( T ) i s h o l o m o r p h i c 
a t a l l c u s p s and v a n i s h e s t h e r e . 
T h e r e f o r e , by ( T h . I . 3.5.2), t h e f u n c t i o n % ( X ) i s the o n l y 
A ( I . 4.4.4) 
c u s p form, up to s c a l a r m u l t i p l e s , o f w e i g h t 4, f o r 1 ( 3 ) . 
4.5 The Weber F u n c t i o n s y a » # 3 • 
D e f i n i t i o n ( D e f . I . 4.5.1) 
We d e f i n e the Weber f u n c t i o n s ^z,)li^>y, 
From ( I . 4.4.2), we deduce t h a t : 
3 2 
V X ( X ) = J ( X ) , and y 3 (X ) = J ( X ) - 1728 (1.4.5.2) 
S i n c e t h e f u n c t i o n s 8 Z ( X ) , g 3 ( X ) , Th ( X ) a r e h o l o m o r p h i c on 3% 
and x ^ ( X ) ^ 0 Vte^, we ha v e y ( x ) , y ( X ) a r e b o t h h o l o m o r p h i c 
on 16 . 
S i n c e J ( X ) h a s a t r i p l e z e r o a t £ = e , t h e f u n c t i o n ^ ( x ) 
2ni/t, . . h a s a s i m p l e z e r o a t X = e 3 . A l s o , s i n c e j ( X ) - 1728 h a s a 
d o u b l e z e r o a t X= i , the f u n c t i o n v ^ ( X ) h a s a s i m p l e z e r o a t X= i . 
S i n c e t h e b a s i c f u n c t i o n s g g ( x ) , g ^ ( X ) a r e modular forms 
A A 
o f w e i g h t 4, 6 r e s p e c t i v e l y , f o r (T , the a c t i o n o f (Ton them i s g i v e n 
by: 
g ( X + 1) = g i l ( X ) , ( - I ) = r 4 g z ( X ) 
g 3 ( X + 1) = g 3 ( X ) , g 3 ( - I ) = T 6 g 3 (X ) (1.4.5.3) 
Therefore the a c t i o n of (Ton the func t i o n s yg , y 3 can be e a s i l y 
deduced from ( I . 4.5.3) and ( I . 4.4.1), and i s givenby the 
f o l l o w i n g formulae: 
y 2 C C + D = e . V 2 C - ^ ) = Hz(t) ( 1 . 4 . 5 . 4 ) 
y 3 ( t + i) = - v 3 ( t ) , y 3 ( - 1 ) = - y 3 ( t ) ( 1 . 4 . 5 . 5 ) 
S t a r t i n g from ( I . 4 . 5.4), and f o l l o w i n g the same process as i n § 4.4, 
one proves, by simple c a l c u l a t i o n s , that the f u n c t i o n J^C^ ) is i n v a r i a n t 
A 
under r ( 3 ) . 
Again, T(2) i s generated by the matrices 
T 2 S T 2 s =(~]2 _ ° ) , a^d from 
( I . 4 . 5 . 5 ) , we can e a s i l y deduce, that the fu n c t i o n (X ) i s 
A 
i n v a r i a n t under r ( 2 ) . 
So f a r , we have proved t h a t tf2(t ) , ^ 3 ( t ) are weakly modular 
A A 
functions of weight 0, f o r l~~(3), l ~ ( 2 ) r e s p e c t i v e l y . 
F i n a l l y , we see from ( I . 4 . 5 . 2 ) , t h a t the functions ( t ) , ^ ( x ) 
are both meromorphic at i n f i n i t y . 
d
 A 
Now l e t - - , c^O, ( c , d) = 1 be any r a t i o n a l cusp of F ( 3 ) 
A 
(resp. T(2) ) and l e t 
^ = ( c d ) € ' _ ( ' , ) i s S U c h t h 3 t 
y ( - - ) = i 0 0 • 
' c 
In view of the (Def. I . 3.1.8) we have 
and so we deduce from ( I . 4.5.4) ^ r e s p . ( I . 4 . 5 - 5 ) ) , t h a t 
Therefore, the f u n c t i o n y 2 ( X ) ^  resp . )f( t ) ) i s meromorphic at a l l 
A A v 
r a t i o n a l cusps of l~(3) ^ r e s p . f ( 2 ) J . 
So we have proved t h a t : 
35 
Theorem (Th. I . A.5.6) 
The Weber functions y ( X ) , ^ 3 ( x ) are modular functions of 
A A 
weight 0, f o r the subgroups T ( 3 ) , T(2) r e s p e c t i v e l y . Also, 
they are both holomorphic on 
4.6 The Weber Functions f , f } , £ Z c 
D e f i n i t i o n (Def. I . 4.6.1) (See Weber [ 4 8 ] , § 25, p.p. 86) 
We define the Weber functions f , f , , f 2 by 
OO 
"]/48 r " 1 f ( t ) = q ' w | I ( 1 + q V ~ 2 ) ( i . 4.6. 1) 
f t ( X ) = q- ] /< 6 TT ( 1 - q f l " * ) 
1 
f 2 ( X ) = q V e M I ' 1 + q V ) 
"•l't 
2 n t T 
where q = e . 
Hence we may express these functions i n terms of the Dede kin d eta 
f u n c t i o n \ as f o l l o w s : 
f (X) = e * _ ^ ( — ) 
U ( r ) 
( I . 4.6.2) 
%( X ) 
f , ( t ) = JT u ( 2 r ) * U(t) 
Since i£(t + 1) = e / i A 1L ( r ) , and % ( - I ) = \Z L x U ( "C ) 
A 
group (T 
( I . 4.4 . 1) 
we can e a s i l y deduce, that the a c t i o n of the modular on the 
functions f , f j , f 2 i s given as f o l l o w s : 
f ( X + 
-ni/24 
1) = e f t (* ) , f ( - i > - ' Cc ) 
f , ( T + 1) = e f (X) , f 1 ( - i > - ' 2 (X- ) ( I . 4.6 .3) 
f 2 (X + 
ni/ 1 2 
D = e X f a ( Y ) , f z ( - t ( U ) 
Lemma (Lem. I . 4.6.4) 
8 8 a 
f a (X ) + f 2 (X ) = f ( X ) ( I . 4. 
f 8 (X) f ° ( t ) + f ° ( X ) f J ( T ) - 8 f , ( t ) 8 f , ( X ) = Vaco ( I . 4 
f ( X ) f , ( t ) f £ ( t ) = ( I . 4. 
36 
Proof of the Lemma 
The proof of ( I . 4.6.7) e a s i l y follows from ( I . 4.6.1). 
Proof of ( I . 4.6.5) 
Put F ( X ) = f ? ( X ) + f I ( X ) - f 8 ( x ) 
A 
Using the a c t i o n of (T on the Weber functions,from ( I . 4.6.3), 
we can e a s i l y see t h a t : 
Zni/3 i 
F ( X + 1) = e F ( T ) , F ( - - ) = F ( t ) 
Set F ( X ) = F ( X ) Xl( X ) . 
From ( I . 4.4.1) we have : 
16 4 n i / 3 1 6 IS I 8 16 •n,1 ( I + 1) = e U ( ' c ) , U ( - ^ ) = t % (X) 
Thus : 
F (X + |) = F ( X + 1) ri{ % + i) 
= e F (X ) e 3 % (t) 
16 
= F (x ) n ( X ) 
= F (X ) 
Also: 
^ 1 i 16 i 
F ( - i ) = F ( - 1 ) 
8 16 
= F (X ) X° U (X ) 
= TTF ( x ) 
So F (X. ) i s a weakly modular f u n c t i o n of weight 8 f o r the f u l l 
modular group (T . From ( I . 4.6.2), and since % ( X ) i s holomorphic 
on , and also = 0, we have t h a t F (X ) i s a cusp 
A 
form of weight 8 f o r d " . By (Th. I . 3.5.2 ( i ) ) , the vector space of 
A 
cusp forms of weight 8, fo r (T, i s a c t u a l l y the zero space. Hence 
F ( X ) = 0, t h a t i s F ( X ) = 0, and so ( I . 4.6.5) holds. 
Proof of ( I . 4.6.6) 
.8. . r 8 ,_ s r 8 . . A, . 8 . . a. 
Put W (X ) = f (X ) CO + f (X ) f g ( x ) - f j C t ) f 2 ( x ) - ^ ( X ) 
Again, we f i n d t h a t : 
W ( X + 1) = e W (X) , W ( - i ) = W (X) 
Set W ( t ) = W ( t ) 7? 8(X) 
37 
From ( I . A.4. I) we have: 
J ( z + ,) = e 2 n C / 3 ^ ( X ) , U 8 ( - i ) = t \ ' ( t ) 
Thus w ( t + l) = w ( t + l) u 8 ( x + i) 
= e / 3 W (T) e 3 V ( t ) 
= W ( t ) ri& {%) 
= W Cc) 
Also W ( - i- ) = W ( I»^ - -i > 
= w ( t ) ( x ) 
= T<w (t) 
So, W (V) i s a weakly modular f u n c t i o n of weight 4 f o r (I . 
Now: 
W (*) f 8 ( t ) f ®( x ) + f 8 ( -c ) f°( x ) - f®( T ) f®( r ) T ( u )-• 
Hence W (T) i s holomorphic on . 
A 
Therefore W ("C) i s a modular form, of weight 4, f o r (T. 
I f we prove that W (tO i s a c t u a l l y a cusp form, then, by 
(Th. I . 3.5.2 ( i ) ) , we deduce that W ( t ) = 0,and thus W ( t ) = 0, 
which completes the proof of ( I . 4.6.6). 
Therefore, i t s u f f i c e s to prove th a t W (X) i s a cusp form. 
So, i t i s enough t o prove th a t W (X) tends to zero as X—«-i<»(or q—*-0). 
Now using the formulae ( I . 4.6.5), ( I . 4.6.7) of the (Lem. I . 4.6.4), 
we may w r i t e : 




W ( X ) = 
Since f „ ( T ) 
4/T g»( T; ) ( I . 4.6.8) 
TL(2t.) 
U ( t ) 
8 , and Ti ( TS ) i s a cusp form we deduce th a t 
f g (* ) U° ( t - ) —*- 0, as "C 
Also 
16 
U ( t ) 
itfC'e ) -v I , as *C 
i » 
i « 
From the q-expansion of g ( t ) , given by ( I . 4.1.2), we deduce th a t 
g 2 (r. )-+~ , as T » t «o • 
Therefore, from ( I . 4.6.8) we have W (t ) —>- 0, as X —*• too, and t h i s 
completes the proof of ( I . 4.6.6). 
From the (Lem I . 4.6.4), we deduce the f o l l o w i n g theorem. 
Theorem (Th. I . 4.6.9) 
a & e The fun c t i o n s f ° ( t ) , - f ^ ( X ) , - f & ( X ) are the roots of 
3 
the cubic equation X - ("c )x - 16 = 0 
Theorem (Th. I . 4.6.10) 
The f u n c t i o n f (X ) i s modular of weight 0, f o r a congruence 
f A subgroup G of index 72 i n (T. 
The functions (X ) , f 2 ( "C ) are also modular of weight 0, 
f o r = T G* T~\ Gf'= S~l T Gf T _ iS, r e s p e c t i v e l y . 
In p a r t i c u l a r , the functions f ( t ) , f ^ C t ) , fz(X) are 
A 
i n v a r i a n t under T(48), and have Fourier expansions at each cusp 
A 
of I (48) w i t h c o e f f i c i e n t s l y i n g i n the cyclotomic f i e l d <S> (e ^ 6 ) . 
Proof 
F i r s t , we take the congruence subgroups C(2), and f~, defined 
[ ( 2 ) = f3c hd y T ( l ) : ( a - d) + ( b - c)» 0 (mod 2) j 
by: 
^ ~ * / ^ k )<= R I) : ab + cd = 0 (mod 3) 
We get a l l the info r m a t i o n we need about these groups from (Rankin, 
L35 J , P-p- 29-33, and Table 3 i n p.p. 63, where l^(2) i s denoted 
by Vy( 2) ) . 
We quote t h a t : 
A A A 
f ( I ) i s a normal subgroup of l^(2) of index 2, and Hj(2) i s a 
A A 
(not normal) subgroup of (Tof index 3. Also, t h a t 1^(2) =KS, T 
A 
and R 2 ) = <(T 2, S T 2 SX and th e r e f o r e i t i s c l e a r that 
A A 
^ ( 2 ) = < P ( 2 ) , S > . 
We have also t h a t : 
A g A ^ 
T ( 3 ) i s a normal subgroup of I of index 4, and I i s a normal 
A A g 
subgroup of (Tof index 3. Also, t h a t T = -\ S, STST~S, T S T ) • 
Since ( I . 4.6.3), we have: 
-fii/ 
f T ( X, ) = e m f i ( X ) 
f j T ( "C ) = e f ( t ) (1.4.6. I I ) 
f s ( t ) = f ( r ) 
For the 3 power of f , since ( I . 4.6.11), we get: 
-n'u _ 
f 3 T ( t ) . e 0 f , ( t ) 
f f T f t ) . e " » f ' ( t ) ( 1 . 4.6.12) 
f 3 s ( x ) = f 3 ( x ) 
and hence the a c t i o n of T(2) on f i s given by 
f T ^ ( t ) = e f ^ C C ) , 
7 r y ( I . 4.6.13) 
f ST S ( "C ) = e H f ( t ) 
Let V 3 be t h e C - v e c t o r space generated by the images of f under 
A A 
f ~ ( 2 ) . Since f~(2) = < T 2, STZS > , and ( I . 4.6.13), we have 
V3 = ' ( f 3 ) r > , th a t i s V 3 i s of dimension 1. 
Now, Vj.3 a f f o r d s a group r e p r e s e n t a t i o n of F ( 2 ) , 
A 
p 3 : T(2) • >. Aut ( v f 3 ) 
Also, since V^ 3 i s of dimension 1, the character 
cXp, : T(2) *- £ * 
is a group homomorphism, and i s defined by i t s image on the 
A 
generators of f~(2), that i s , 
7ni/ Vny 
cXp , ( T 2 ) = e ^ , and cX. (ST S) = e 
f . V* 
Thus, we have a l s o , ^ ( c X ) ~ 2 g • 
3 
Since, i t i s cl e a r that the f u n c t i o n f i s i n v a r i a n t under the Kernel 
of cX D , we intend to i d e n t i f y t h a t . 
Define the map 
£ : T(2) • ( Z g » + ) by 
9 (i s ) -
I t i s not d i f f i c u l t to prove t h a t i p i s a group epimorphism. 
X 
Also, note that 
Ker£ * j j ^ 6 f ~ ( 2 ) : b . c (mod 16) j 
and hence Ker c [""(48) 
Now, the map 
$ : Ze • C 
defined by: 
y ( n ) = e 4 
i s a group homomorphism, and the composite map 
A x \p»(p : | ( 2 ) y C 
is i d e n t i c a l w i t h the Y 
3 
Thus, we proved that the f u n c t i o n f i s i n v a r i a n t under the group 
G = £ ^ * ^ e f ( 2 ) : b = c (mod 16) J 
and "in f a c t G2 f~(48). Also, since r r 2 ^ = Z Q , [ T ( 2 ) : Gr J = 8 
and hence [(T : G ] = 48. 
3 . . 
Now, since the f u n c t i o n f i s i n v a r i a n t under S, i t i s also 
under the subgroup generated by G, and S, namely 
G^ = <G, S > 
A 
Since <G, S > / G ^ < l ~ ( 2 ) , S >/f(Z) 
and hence s : G ~\ = 2 , therefore 
[ ( f : G j = 24. 
Now we look at the 8th power of f . 
By the (Th. I . 4.6.9), we have: 
f * m = 1 6 ( I . 4.6.14) V 2CO 
From ( I . 4.6.11) 
f 2< T 2 ( x ) = f 2* ( X ) 
f2A s (* ) = f Z A CO 
A 
Therefore, the f u n c t i o n f 2 4 i s i n v a r i a n t under 1^(2) 
For the f u n c t i o n V we deduce from ( I . 4.5.4) t h a t : 
YXT ( X ) = e 1 y 2( X ) , 
v2 s ( t ) = v2 (-c) ( I . 4.6.15) 
Now from ( I . 4.6.15), i t i s e a s i l y v e r i f i e d that tf2 i s i n v a r i a n t 
under the generators of the subgroup I , and hence i n v a r i a n t under 
A3 
the a c t i o n of l ~ . Therefore, i n view of ( I . 4.6.14), the f u n c t i o n 
A A 3 
f S C t ) i s i n v a r i a n t under the subgroup [ ( 2 ) 0 T 
We see from ( I . 4.6.1), that the f u n c t i o n f ( t ) is non-zero on %k 
Note, that the f u n c t i o n f w r i t t e n as 
( f ) 
( f 3 ) 
* A 3 
i s i n v a r i a n t under the i n t e r s e c t i o n of G o , and £ (2)o r 
since G<- < L C2) ^ i ^ / r , r , s ^ r _ ^ n r~ 





Therefore, the f u n c t i o n f (x) i s i n v a r i a n t under G-H T which i s 
of index 72 i n C , and since Cr^D T(48) ,and T 2 f~(46)the f u n c t i o n 
A 
f ( *t) i s also i n v a r i a n t under l~(48) . From ( I . 4.6.2), f ( T ) i s 
holotnorphic on 5& . 
f 
Therefore f ( X ) i s a weakly modular f u n c t i o n of weight 0 f o r CJ=G?nl " 
From ( I . 4.6.1), f ( tS ) i s meromorphic at loo. 
Note that i n view of (Th. I . 3.1.5), and ( I . 4.6.3), the 
f u n c t i o n : • _ i \ nVt!4 
F | [ T " ' ] 0 ( x ) = f v T ( x ) ) = e f i f x ) 
i s a weakly modular of wei ght 0 f o r G - T d T . 
Also, the f u n c t i o n 
^ l ^ - i j f t ) - f j ( S c r ) ) = f 2 C*) 
i s a weakly modular of weight 0 f o r Cr * = S T G T S. 
From ( I . 4.6.1), f ^ ( X ) and f 2 ( U ) are also meromorphic at 
i n f i n i t y . 
Now, we prove th a t the f u n c t i o n f ( X ) i s meromorphic at 
each r a t i o n a l cusp of G*, f o r . For, suppose that - - , 
c 
c^O, (c, d) = 1 i s a r a t i o n a l cusp of G , f o r 36 , and the 
A D 
transformation ye <T sends - - to i <» . Then, i n view of 
(Def. I . 3.1.8), and the formulae ( I . 4.6.3), the f u n c t i o n : 
f ||yi] CC) = f ( M"VX) ) = 2F CO 
where F = f , f ( or f 2 and 2 i s a 48th root of u n i t y . Now since 
£ F( X ) i s meromorphic at TOO, f ( "c ) i s meromorphic at - -
f A 
Hence, f (X ) i s a modular f u n c t i o n of weight 0 f o r G = G^nT . 
S i m i l a r l y , we can also prove th a t f 1 ( T. ) , f g ( r ) are 
f f 
meromorphic at a l l r a t i o n a l cusps of G 1 , G 2 3 f o r db , 
r e s p e c t i v e l y . Hence f j ( 1 ) , f g ( x ) are modular functions of 
weight 0, f o r G f* , G f* , r e s p e c t i v e l y . 
A A A A 
Now since T(48) i s a normal subgroup of <T , ["(48). T = T . [ " ( 4 8 ) , 
A A A 
and so f ( 4 8 ) T £ T G . Hence l"(48)£ T Gf T~' , th a t i s F(48) S G*1 
A f S i m i l a r l y f ( 4 8 ) £ G.z 
Therefore f ^ ( t ) , f^(x) are i n v a r i a n t under f~(48). I t i s 
c l e a r , from ( 1 . 4.6.1), that the functions f (X ), f , ( t ) , f 2 ( *t ) 
have Fourier expansions at wo w i t h c o e f f i c i e n t s l y i n g i n 
Now, i n view of (Def. I . 3.1.8), and ( I . 4.6.3), these functions 
43 
A 
have also Fourier expansions at a l l r a t i o n a l cusps of l~(48) 
w i t h c o e f f i c i e n t s l y i n g i n 
Therefore the theorem holds. 
Theorem (Th. I . 4.6.16) 
The fun c t i o n s f2A(x), f ^  ( "C ) , f ^ C O are modular of 
A 
weight 0 f o r T ( 2 ) . I n p a r t i c u l a r , each of them has Fourier 
A * 
expansions at a l l cusps of l~(2) f o r j& w i t h c o e f f i c i e n t s l y i n g 
i n Q, . 
Proof 
Oti ?4 24 
From ( I . 4.6.3) the functions f ( X ) , f \ ( X ) , f 2 ( -c ) 
are a l l i n v a r i a n t under the generators T z , STaS of f ( 2 ) , and 
so they are i n v a r i a n t under T ( 2 ) . 
In view of ( I . 4.6.1) these functions are holomorphic on . 
Also the f i r s t two are meromorphic at too and the l a s t holomorphic 
A 
at (oo and indeed vanishes there. The cusps of T(2) are ji.°°,0, l j , 
and the transformations S, ST 1 setid 0, 1 t o i o o , r e s p e c t i v e l y . 
From ( I . 4.6.3), we deduce that 
f * S " 1 ( T ) = f M ( t ) , f ' V c O = f * £ 4 ( t ) , f | V ( T ) = £»iX ) 
f * 4 T S ~ ' ( t ) = - f f ( * ) , f^TS^CO = -£*\r) , f^TS'l(x) = f " ( T ) 
( I . 4.6. 17) 
24 24 24 We denote by F (X ) any of thefunctions f ( X ) , f 1 ( t ) , f 2 ( T ) . 
In view of the (Def. I . 3.1.8), we have: 
Flts-'lo C t ) = F ( s - e t ) ) , 
F I M 0 C-c) = F CTS-'Ct)) . 
From the above, and ( I . 4.6.17), i t i s c l e a r t h a t F ( T ) i s 
meromorphic at a l l the r a t i o n a l cusps of l~(2) f o r 3fe . 
Also, from ( I . 4.6.17), we deduce th a t F (X ) has a Fourier 
expansion at each cusp w i t h c o e f f i c i e n t s i n So the theorem holds. 
5. The Modular Polynomial 
I n t h i s paragraph we introduce the n o t i o n of the modular 
polynomial, i n order to prove l a t e r on the f o l l o w i n g fundamental 
theorem. 
" I f x i s an imaginary quadra t i c number l y i n g on 36 , 
then j ( t ) i s an algebraic i n t e g e r . " 
Let n be any p o s i t i v e i n t e g e r . 
We denote by: 
A^: The set of a l l 2 x 2 matrices w i t h e n t r i e s i n Z 
and determinant n . 
A^ : The subset of ^ c o n t a i n i n g only p r i m i t i v e elements, 
th a t i s , of the t y p e ^ w i t h (a, b, c, d) = I . 
* 
5. 1 A Determination of AT? 
Lemma (Lem. I . 5.1.1) 
* * * 
VoceA-n , ¥(Je f C l ) we have <* y e f \jo< e A v 
Proof 
Obviously o C p e A n 
Suppost th a t o< y ^  A-p • Therefore, there i s an integer 
* 
d, d > l , such t h a t «\J = d P , where pe . 
Hence <x = p> p 1 - c o n t r a d i c t i o n . 
Therefore cxpe A^ . S i m i l a r l y , \) o, G A n 
Now, since (Lem 1.5.1.1) holds, we can define an a c t i o n , e i t h e r 
l e f t or r i g h t , of the homogeneous group !~( 1 ) on the set . 
Thus, the o r b i t of an element cxe IX^ , under the l e f t a c t i o n , 
i s the r i g h t coset F( 1) <v . 
In the f o l l o w i n g , by "an a c t i o n " , we mean a " l e f t a c t i o n " . 
Also, we say t h a t the elements o ^ o ^ e A ^ are equivalent 
under !~( 1), or they are congruent mod T ( l ) and w r i t e 
oc r2^J c/1 or c* = ofj ("mod T ( l ) ) t 
i f and only i f , they l i e i n the same o r b i t of Asunder T ( l ) . 
By considering int e g e r row and column reduction we can prove 
the f o l l o w i n g two lemmas: 
Lemma (Lem. I . 5.1.2) 
For every o< e A^ , there are y, y e ) , such th a t 
^ ' = 0 0 
* / 1 0 \ Thus, = R l ) f Q ^ J f ( l ) , and consequently, the homogeneous 
group R1) acts l e f t t r a n s i t e v e l y on the l e f t T(1) cosets, and also 
r i g h t t r a n s i t e v e l y on the r i g h t f~( 1) cosets of * 
Lemma (Lem. I . 5.1.3) 
Every m a t r i x <xe i s congruent mod l ~ ( l ) to a unique t r i a n g u l a r 
m a t r i x : 
a b 
0 d 
where 0 < a, 0 ^ b < d , ad = n, and (a, b, d) = I . 
Thus j f * | j ) : 0 < a , 0 b < d , ad = n, (a, b, d) = 1 j 
i s a set of representatives f o r the cosets of l~( 1) i n • 
Theorem (Th. I . 5. 1 .4) 
The number ijr(n) of equivalence classes of Asunder the a c t i o n 
of R I ) i s given by: 
TJ/(n) = r i "TT (l 4 1-) 
Proof 
We prove f i r s t t h a t Tjf(p) = p + 1 • 
By (Lem. I . 5.1.3) an a r b i t r a r y chosen <=< e Ap i s equivalent 
e i t h e r to ^ ^  or to p ) ' w ^ e r e 0 < b < p . Therefore 
there are e x a c t l y p + I equivalence classes i n A_ , that i s , 
y (p) = P + 1. 
Now we prove the theorem f o r any p o s i t i v e i n t e g e r n . 
I t s u f f i c e s to count a l l i n e q u i v a l e n t matrices of the type 
a b 
0 d 
where Q<at 0 4 b < d , ad = n, and ( a , b, d) = 1 
Suppose th a t d i s f i x e d , and so does a = g . We set (a,d ) = e and count t>\ 
Put d = ek, and J#= j 0, I , 2,... , e, e + 1, e + 2,.., 2e, 2e + I , . . ,3e,.. ,ke J 
I t i s enough to f i n d a l l those elements of J^which are r e l a t i v e l y 
prime to e. 
We know that among V consecutive integers there are j u s t <J> ( V ) 
integers r e l a t i v e l y prime to V. The set <$> contains k such sets 
and so contains k<J>(e) such elements. Now, since d runs through 
a l l d i v i s o r s of n, we have : 
dm 
Note, now, that ty(n) i s a m u l t i p l i c a t i v e a r i t h m e t i c f u n c t i o n . 
For, i f (n ( , nz ) = 1, we have: 
c i l e r y - J L f K e j J C f 
did* 
d 2|Ti 2 
^CCiSa) ( s i n c e , Cp> i s m u l t i p l i c a t i v e ) 
= lp (73,772) 
This l a s t r e s u l t s u f f i c e s f o r our study of \p to the case when 
n = p1" ( p prime, r > o ) . 
We have: y(p') = ^ f O . d ) 
r-i 
. i J . p t ' + p ' - ' _ i 
- p r + p " ' 
f o r which the conclusion f o l l o w s . 
5.2 The Modular Polynomial 
I n the f o l l o w i n g we denote by 
# 
a complete system of i n e q u i v a l e n t representatives of w i t h 
A 
respect to the modular group (T. 
By the (Th. I . 4.3.2), the functions j« ,/•<*;> .... , /° °V„) 
are d i s t i n c t . Also, by the (Lem. I . 5.1.2), the modular group 
(T acts t r a n s i t i v e l y on the set | i a C * i . " 1 ^  ^ H J( T 1) j • 
D e f i n i t i o n (Def. I . 5.2.1) 
Let CMDC&>) be the f i e l d of meromorphic functions on 5fe . 
The polynomial (J^OO6 x] given by 
3>„OD - FT r x - j - « t ) 
i s c a l l e d the modular polynomial of order n. 
Theorem (Th. I . 5.2.2) The c o e f f i c i e n t s of the modular polynomial 
<f>„0O=rT CX-J.<*0 
are polynomials i n j w i t h i n t e g r a l c o e f f i c i e n t s . 
Proof 
°° 
Write J ( T ) = c ^ q , q = e , c Be£. , c_, = 1 
Each <Vj ( I i < i|;Cn)) may be chosen as <0 ' w ^ e r e 
0<:a, 0=<Jb<d , ad = n, ( a , b, d) = 1 (fl) 
/ ^ a t + b Therefore <y. ( t ) = -—3 1 d 
Tn order to f i n d the Fourier expansion of Jo0<i we replace X by 
a T + b , . 
3 and so q becomes 
d 
e = e e 
Set C = e , and so q becomes q f\ 
Therefore we may w r i t e <^?y\ ( X ) 
as 1 1 i x - J£ c1lq*'n £j 
ai in ft) 
and a d i r e c t c a l c u l a t i o n of t h i s product gives: 
where Cpv = ^ - me." w i t h r a t i o n a l i ntegers m 
On the other hand the c o e f f i c i e n t s of Cx) are the elementary 
symmetric functions of j«o<- and indeed modular functions themselves. 
A 
Now, since (Tacts t r a n s i t i v e l y on the c o e f f i c i e n t s of are 
A 
i n v a r i a n t under (T. Also, since j and each w. are holomorphic on 3k , 
so i s jot*, and hence are the c o e f f i c i e n t s of Cx) . 
Therefore, by (Th. I . 4.3.3 ( i i ) ) , the c o e f f i c i e n t s of (X) 
are polynomials i n j w i t h c o e f f i c i e n t s i n Z [C H VJ 5 a n <^ s 0 i t i - s 
enough to prove that the C H„ are r a t i o n a l i n t e g e r s . 
So f a r we have th a t C^v are algebraic integers i n the cyclotomic 
f i e l d (Q(e ^ ) and t h e r e f o r e i t s u f f i c e s to prove th a t the Cpv 
are r a t i o n a l . 
I f one replaces b by bk, where (n , k) = ] , the formula f o r 
i s v a l i d , and so the CVv remain unchanged. Such a s u b s t i t u t i o n 
i s the r e s u l t of a © -automorphism of the cyclotomic f i e l d £iCe J 
given by 
e e , ( k , n) = 1 
and t h e r e f o r e C^ ve £2. . This completes the proof. 
Thus: ^ C X ) e Z [ J ] [ J X ] 
so we may view cjb^ Cx') a s 3 polynomial i n the two independent 
v a r i a b l e s X and j w i t h integer c o e f f i c i e n t s and we w r i t e : 
Lemma (Lem. I . 5.2.3) 
I f n i s not a square, then ( ^ n ^ »J) ^ s a polynomial i n j 
of degree >! and w i t h leading c o e f f i c i e n t ± 1. 
Proof 
Write (£> ( j , / ) = r r C j - > « i ) = l f ( 4" + ' ' ' - - A i — ^ <•> 
ad«fl d a o<a o<b<o 
Since n i s not a square, and ad = n, we have a£d. Therefore there 
i s no c a n c e l l a t i o n i n the polar term i n each bracket on the 
r i g h t hand side of (*) and furthermore, the leading c o e f f i c i e n t 
of each bracket q-expansion i s a root of u n i t y . Therefore the 
q-expansion f o r ^ ( j ^ j ) s t a r t s w i t h 
w i t h C^,, an in t e g e r and also a root of un i t y and so we must 
have C m = ±i • This r e s u l t completes the proof. 
Theorem (Th. I . 5.2.4) 
I f X i s an imaginary quadratic number l y i n g on sfe , then 
j ( T ) i s an algebraic i n t e g e r . 
Proof 
Let T e K, where K i s an imaginary quadratic f i e l d and 
Z be an algebraic integer such t h a t 
K = £>Cz) , and R Q= i n t K = Z [Z] 
We can always f i n d an element w i t h norm over square -
free i n t e g e r . 
For i f K = ffi ( i ) , we take W = 1 + t and i f K = ©. ( v Q ) , 
where d i s a square-free r a t i o n a l i n t e g e r p- 1, we take w = s/-d. 
Now, we can f i n d a, b, c, d e Z , w i t h ( a , b, c, d) = 1 so that 
wz = az + b 
w = cz + d 
Note that I a w b I _ Q gives w 2 - ( a+ d) w + ad-bc = 0 I c d-w I 
and t h e r e f o r e N^ (w) = ad-bc. 
So i n that case, put ad-bc = n and t h e r e f o r e n i s not a square. 
Put <x = ^ d ) ' t h e n ' a n d ° < C 2 ) = 2 • 
Let ex, , o<, oc be a complete system of ine q u i v a l e n t 
A * 
representatives of . 
We must have ex <^<K; f o r some i : 1 < i ^ fCn) and hence 3 pe (T 
such th a t o( = p <*i 
Therefore j(Z) ~ j - (j» y)(o<iC,z.)) = J**; (%) . 
Hence j f z ) i s a zero of the polynomial C j ^ O ' j ) which l i e s i n Z [ J J 
and has leading c o e f f i c i e n t I according to the (Th. I . 5.2.2), 
and t h e r e f o r e j (z) i s an algebraic i n t e g e r . Now, we prove 
th a t j (r) i s also an alg e b r a i c i n t e g e r . Since x £• ®-(z) , 
3 r , s e Q. such t h a t X = r z +s, t h a t i s T=P>(z)for some 
p r i m i t i v e (} & GL g C#0 . Since j»p i s i n t e g r a l over %[J] 
i t f o l lows that j (t) = J°f> CZ.) i s i n t e g r a l over Z [ j f z ) ] , 
and hence j(X) i s also an algebraic i n t e g e r , as r e q u i r e d . 
Theorem (Th. I . 5.2.5) 
- 3 + N/^-p" For any r a t i o n a l prime p ^ 7 , ^ _ J ^S 3 REAL-
algebraic i n t e g e r less than zero. 
F i r s t we prove the f o l l o w i n g lemma: 
Lemma (Lem. I . 5.2.6) 
2 7 f"h, 
Proof of the Lemma: 
8 
Since - f g ( "C ) i s a roo t of the equation 
x 3 - y ( t ) x - 1 6 = 0 
2 
16 
we have: v ( t ) = f ("c) 4 
°2 2 f 2 8(t) 
Now express f g ^ T " ^ ^ i n terms of f ( T ) . 
Since f r r ) =\/F — — - (see ( I . 4.6.2) ) 
2 %Ct) 
we have: $z(2k±.\=Jz ^ ( " c " 3 ) (1.5.2.8) 
Since %(X)=e * -*l(X+l) * 
we have: ^(^izA_^J = e ^ X-i 
e e V 
Also: ^ (T-3)= e \ (x-2) 
= e e %(r.A) 
24 
net) 
Therefore %(X-2>) _ g'"^4 ^CX) 
and since ( I . A.6.2), 
-ni/„ 
We have, U("X-3) _ e 
T-3 
and hence ( I . 5.2.8) gives 
T ( X ; ( I . 5.2.9) 
F i n a l l y , from ( I . 5.2.7), and ( I . 5.2.9) the desired ( I . 5.2.6) 
f o l l o w s . 
Proof of the Theorem 
S e t t i n g r = y-p i n ( I . 5.2.6) we take: 
f l /" P' ( I . 5.2.10) 
. x ~i/A6TST v~2 -2n/p 
where, as usual £C/Tp) = cj | | ( 1 ) a Y l ( j q = e 
-2o/p 
Note, since q=. e 6 (R. ? ^ (v/Tp)e fR, , and hence 
( I .5.2JO) implies -3 + T^p ) ^  ffc, 
Now, since y 3 ( ~3 + >/^ P~ j _ j ( '3 + y/^p ^ 
and j ^ - 3 4- y ^ p j 
i s an algebraic integer (from Th. I . 5.2.4) 
we deduce ^ ^ -3 4- \/-p j is an algeb r a i c i n t e g e r , and since 
jf /-3+v/¥ wfR. , we have: 
21 2 ' 
^ -3 + N/-P ^ i s a r e a l algebraic i n t e g e r . 
Now we prove that y / -1 + y P ] i s negative. 
-2n/p _i/48 
Since q = e > 0 , f ( <£p ) > c£ 
Therefore \ ( Z2±FE ) < 256 q'-q^ (1.5.2. U) 
So 
and so 
-3+ v l-P 
2 
-3 + ft 
2 
~3+ , ft 
Z 
.. / -5+ f-p v 1/3 8 n>E 
8 n/7 
and since n/^" > 8 w e deduce that ^ ^ -3+ v - P ^ ^  Q 
Theorem (Th. I . 5.2.12) 
For any r a t i o n a l prime p > 7 t + /~P j is a r e a l 
algebraic i n t e g e r less than zero. 
Proof 
By the (Th. I . 5.2.5), and since j(l2^£ji)m (~5 ^ ) 
we have that J ^  ~ 3 "^ 7~P ) i s a r e a l a l g e b r a i c integer less 
A 
than zero. Now, since JfT) i s i n v a r i a n t under (T, we have 
J (Z2±EE) - j (zA±£ji + g ) = / (Jjt^OL) a n <^ s o t' l e theorem holds. 
B. ELLIPTIC FUNCTIONS 
AND 
ELLIPTIC CURVES 
6. E l l i p t i c Functions 
D e f i n i t i o n (Def. I . 6.1) 
Let L be any l a t t i c e i n £ . 
An e l l i p t i c f u n c t i o n w i t h periods i n L , i s by d e f i n i t i o n , 
a meromorphic f u n c t i o n on £ i n v a r i a n t under t r a n s l a t i o n by the 
elements of L, and therefore i t can be e q u i v a l e n t l y regarded, 
as a meromorphic f u n c t i o n defined on the torus *^/ , which i s 
a compact Riemann surface of genus 1. 
Let f be an e l l i p t i c f u n c t i o n w i t h periods i n a l a t t i c e L 
in C , and holomorphic on C . Then, by the above d e f i n i t i o n , the 
f u n c t i o n f can be regarded as a holomorphic f u n c t i o n on the torus 
. Thus, the f u n c t i o n f i s bounded, and so by L i o u v i l l e ' s 
theorem must be constant. So, we have proved t h a t : 
Theorem (Th. I . 6.2) 
Every holomorphic e l l i p t i c f u n c t i o n i s constant. 
We can also prove (by i n t e g r a t i n g f/p and z^/f around a 
fundamental parallelogram) t h a t : 
Theorem (Th. I . 6.3) 
Let f be an e l l i p t i c f u n c t i o n defined on the torus . 
Then, we have: 
( i ) The number of zeros of f is equal to the number of 
poles of f , t a k i n g the m u l t i p l i c i t i e s i n t o account, 
( i i ) The sum of zeros of f i s equal to the sum of poles 
of f , ta k i n g the m u l t i p l i c i t i e s i n t o account. 
The most important examples of e l l i p t i c functions are the 
- Weierstrass f u n c t i o n and i t s d e r i v a t i v e %3 . These i n f a c t 
generate the f i e l d of e l l i p t i c functions w i t h periods i n L 
over (R . 
These functions are defined as f o l l o w s : 
Z 
coeL 
1 foCz ;L) 
z (Z-W) we 
( I . 6.4) 
( I . 6.5) 
I t i s s t r a i g h t forward to prove the f o l l o w i n g : 
Remark (Rem. I . 6.6) 
-2 x 
From ( I . 6.2) we deduce p f ^ l ^ L ) = A p(7>\L) ¥/)c€ 
Therefore p ( - Z ; L ) = p (Z ; L ) , that i s , the p - f u n c t i o n i s 
even. From the series expansion ( I . 6.4), we deduce that the 
P - f u n c t ion i s meromorphic on C , w i t h a double pole at each 
l a t t i c e p o i n t , and no other poles. 
/ -it . x 
Also, ( I . 6.5) gives p ( / I Z ; / ) L ) = A p C Z : L ) ¥fl£<£ 
Therefore p'f-Z ; L) = - fi'(Z ; L ) , th a t i s , the ^ ' - f u n c t i o n i s odd. 
From the series expansion ( I . 6.5), we also deduce that the 
p - f u n c t i o n i s meromorphic on C , w i t h a t r i p l e pole at each 
l a t t i c e p o i n t , and no other poles. 
From ( I . 6.5) i t i s c l e a r t h a t the p - f u n c t i o n i s i n v a r i a n t 
under t r a n s l a t i o n by the elements of L. So p i s p e r i o d i c and odd 
and one proves from t h a t , by i n t e g r a t i n g t h a t the p - f u n c t i o n i s 
also e l l i p t i c . 
From now on we f i x the n o t a t i o n : 
L = [ a j 1 , ( j 2 ] , co 3 = - (coj + tuz) , and = p < * > { ) , {=1,2,3. 
Remark (Rem. I . 6.7) 
By (Th. I . 6.3), the p - f u n c t i o n has three zeros modL 
wi t h sum e 0 (modL). Now, since p i s odd, i t i s cle a r t h a t 
these three zeros are at - i - oX, , |- d) 2 , 4-^3 (modL). 
Remark (Rem. I . 6.8) 
The Weierstrass p, functions can be expressed, as 
Laurent series near the o r i g i n , i n terms of the Eisenstein 
1 
series C ^ L ) = ^ « 8 T > 
These expansions are given as follows (Lang [£8J , p.p. 10-11 
p (Z'.L) - Try + / .(2u+uCt_ /LV." and ( 1 . 6 . 9 ) 
2K(2K+1)£ / D Z ( I . 6. 10) 
Now, set «{>(z;L)= f?'(Z;Lf- (Ap(z;Lf-g2(L)p(z;L)-g3(D) 
where, g g (L) = 60 G 2 ( L ) , g 3 (L) = 140 G 3 ( L ) . Note, th a t 
since <j)0Z:L/) i s a r a t i o n a l f u n c t i o n of p and p , i t i s an 
e l l i p t i c f u n c t i o n w i t h respect to L. 
Now, using the Laurent expansions ( I . 6.9) and ( I . 6.10) i t 
i s easy to see tha t §(z ;L/) has no poles i n C and also that 
<p (0) = 0. Therefore, by the (Th. I . 6.2), the f u n c t i o n 
<J)(z;L/) i s i d e n t i c a l l y the zero f u n c t i o n . Thus we have 
proved the f o l l o w i n g theorem. 
Theorem (Th. I . 6.11) 
The Weierstrass ?^ - f u n c t i o n s a t i s f i e s the f o l l o w i n g 
d i f f e r e n t i a l equation: p(z) =4£>(z.) - g 2 pCZ) - g3 
Now put (Jx Cz)= p(2)-, ( i = 1, 2, 3 ) . 
Note, that the f u n c t i o n <f>j(Z) i s e l l i p t i c w i t h a double pole 
a 0 (modL). So, by the (Th. I . 6.3), the f u n c t i o n ^(Z) 
has e x a c t l y two zeros (modL) counting the m u l t i p l i c i t y . 
Note that 4>.(i-G>i) = 0 , and since cj> ( J - G O J ) = 0 
we deduce that j- 0)£ i s a double zero of ^ ( Z ) modL, and 
that ^ i ^ z ) has no other zeros modL. 
Therefore, e , e„, e, are d i s t i n c t and the product 
has the same zeros and poles as ("Z) 
So, by (Th. I . 6.11), 
3 
ApCzY'- g 2 pcz) - g 5 = 4~TT{ pC2)-ei] 
Thus, we have proved the f o l l o w i n g theorem: 
Theorem (Th. I . 6.12) 
We have : 
4>fz) 3-g 2 pcz)-g 3 -A[p(z)-e^_p(z)-e^Cz)-e3] 
and furthermore the roots e\ are d i s t i n c t . 
Remark (Re. I . 6.13) 
3 
Since the d i s c r i m i n a n t of the polynomial 4t - t -
is a c t u a l l y A CD, where A(L)~ %\ ( L ) ~ 27 ( X ) 
from the above theorem we deduce t h a t 
&(L)t 0 
which i s a fac t already proved i n ( I , 4,2.3), in a d i f f e r e n t way. 
Now l e t c be any complex number. The f u n c t i o n <$>(Z) - ^ i(t)-C 
i s e l l i p t i c w i t h a double pole at the poi n t 0 of ^£ • Therefore, 
by the (Th. I . 6.3), i t has also two zeros u, -u say, l y i n g i n ^ 
So, we have proved t h a t : 
Lemma (Lem. I . 6. 14) 
The map p : ^ \ ( o j *• <D i s s u r j e c t i v e . 
In f a c t , f o r any complex number c the equation 
pfz) = C 
has only two zeros ± u (modL), 0 (modL). 
F i n a l l y , we prove the a d d i t i o n theorem of e l l i p t i c functions 
which states as f o l l o w s : 
The A d d i t i o n Theorem (Th. I . 6.17) 
Let u,, u 2 e C , u ^ ± u 2 (modL), and u t , u 2 , 2u, + n2, 20,+ u, ^  0 (modL) 
Then we have: 
Proof 
By the hypothesis, and (Lem. I . 6.14), p (u,) - $3 CUj.) 
is a non-zero complex number. 
S e t a = pVu2)-ghi,; = pVuw-aK^i) 
pCoz)-p(u,) ' 
and thus: 
pin,) = a p(uj ) + b, p ( u 2 ) = a p(u* ) + b 
The f u n c t i o n £(z) - (af»(z) + b ) has a t r i p l e pole at 0 of 
, and hence i t has three zeros, counting m u l t i p l i c i t i e s , 
and two of these are u 1 and u 2 , each of m u l t i p l i c i t y one. 
Let u 3 be the t h i r d zero, then by the (Th. I . 6.3), we have: 
u , + u 2 + u 3 = 0 i n ^*/^ 
Also: p\u 3 ) = a p(u3) + b . 
By (Th. I . 6.11), p ( u , ), p(u 2 ) , p(u3) are the roots of 
the cubic equation 
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Ax ~ g 2 x ~ g 3 - ( a x + b) = 0 
and th e r e f o r e p(u , ) + f & ( u 2 ) + fi(u 3 ) = ~- ( l ) 
Now, s u b s t i t u i t i n g a by P f t » 2 ) — a n c j u a by - ( u . + u o ) , 
in ( I ) , we have the desired formula. 
7. E l l i p t i c Curves 
7. I D e f i n i t i o n s and General Facts 
D e f i n i t i o n (Def. I . 7.1.1) 
Let K be any f i e l d . 
An e l l i p t i c curve E over K, i s said to be, a non-singular 
p r o j e c t i v e curve defined over K, of genus 1, which has a p o i n t 
defined over K. 
I t is known that every e l l i p t i c curve over a f i e l d K, w i t h 
Char ( K ) 4 2 , 3 , i s a l g e b r a i c a l l y equivalent over K to a curve 
given by an equation of the form: 
Z Y 2 = 4 X 3 - o C 2 Z 2 X - « 3 Z 3 (1.7.1.2) 
where ^ ^ ^ e K , and oC2 -ZVcX^ ^ 0 . Such an equation 
i s said to be i n Weierstrass form. 
An e l l i p t i c curve defined as above has e x a c t l y one point at 
i n f i n i t y , namely [ ( 0 , 1, 0)] e P 2 ( K ) , and s e t t i n g x = ~- , 
Y 
y = — (Z ^  0 ) , we obtain i n a f f i n e form the d e f i n i n g 
equation of the curve: 
y 2 = 4 x 3 - < * ' z x -
Note that E i s u s u a l l y regarded as the set of points i n 
P 2 (K) s a t i s f y i n g ( I . 7.1.2) w i t h K an algebraic closure of 
K. 
The set of K - r a t i o n a l points of E, denoted by E(K), i s 
defined to be the set of points ( x , y) of E w i t h X, yeK, 
together w i t h the point at i n f i n i t y . I t can be shown, by 
the Reimann-Roch theorem that we can define an abelian ( a d d i t i v e ) 
group s t r u c t u r e on E, w i t h E(K) being a subgroup, taking the 
point at i n f i n i t y as the zero element, which from now on we 
denote by (T . 
We are i n t e r e s t e d i n e l l i p t i c curves defined over the 
f i e l d of complex numbers,or, over the r a t i o n a l s . 
We s h a l l show f i r s t , t hat the parametrization of an 
e l l i p t i c curve, by the Weierstrass f2 - f u n c t i o n s , a f f o r d s 
a group s t r u c t u r e to the set E ( € ) . Furthermore, we s h a l l 
i n v e s t i g a t e the homomorphisms between e l l i p t i c curves. 
7.2 The Group Structure of the Set of Points of an E l l i p t i c Curve 
over (C . 
Using the f a c t that the absolute i n v a r i a n t J takes every 
value on the complex plane (Th. I . A.3.2), one can prove the 
f o l l o w i n g : 
Lemma (Lem. I . 7.2.1) (Lang [ 2 8 ] p.p. 39, cor. 2) 
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Given any two complex numbers °<2 •> w i t h °<z - 27<x'3 0 , 
there e x i s t s a l a t t i c e L = [fa, w i t h j " m ( 7 3 ^ ) > 0 
such t h a t : g 2 ( o ) 1 , co2) = oc2 , ? 3 ( w , , ^ ) 3 ^ . 
Now l e t E be an e l l i p t i c curve w i t h the Weierstrass form 
2 y = A x 3 - °<z x - o<3 , where <*2 , <*3 e <C and °^ - 27<*3 ^ 0 . 
By the above lemma, we can choose a l a t t i c e L = [W| , u 2 ] 
w i t h i m ( ^ ) > 0 s u c h t h a t 
g 2CL) = ^ 2 and g 3CL) = ^ 3 
Therefore, by (Th. I . 6. I I ) , we have 
p ? Z i L ) 2 = A f>(z;L) 3-^ pCz;L) - <x3 ( I . 7.2.2) 
which means tha t the e l l i p t i c curve can always be parametrized 
by the Weierstrass j», ft' f u n c t i o n s . 
We, now, take the map 
' A 
defined by: 
f : ^  — ECO 
( p f z ) , p V z ) ) . i f z^O 
f f 2 ) = t <r . l f , . 0 ( I ' 7 - 2 - 3 ) 
Note t h a t , since both ^ ( Z ] , j&CZ) have poles only at the 
po i n t 0 of , the map i s w e l l - d e f i n e d . 
Note, a l s o , that the map f i s b i j e c t i v e . 
For, l e t ( x , y ) e E ( C h [<?} Then, by the (Lem I . 6. 14), there 
are only two elements ± u e ^ */^ (°j such that p(u) = x, and 
p (-u) = x. 
Now, since ( I . 7.2.2), jfc(u) = ± y, and since p i s odd we can 
f i n d a unique element Ve / j ^ { o j , such that V ( X . y ) 
as f o l l o w s : I f p (u) = y, then V = u, and i f ji>(u) = -y, 
then V = -u. This proves our cl a i m . 
Note, t h a t , since the map f i s b i j e c t i v e , the group s t r u c t u r e 
^ induces, v i a f , a group s t r u c t u r e on the set E (C), and from on 
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the a d d i t i o n theorem (Th. I . 6.17) we see that E (<C ) i s an 
algebraic group w i t h t h i s s t r u c t u r e : 
I f Pj = ( x j , V j ) , P 2 = ( x 2 , yz ) are two points of £ ( £ ) , 
then Pj + P2 = P3 , where P^  = ( x 3 , y3 ) and 
7.3 Homomorphisms on E l l i p t i c Curves 
By the previous paragraph, i f E, E' are two e l l i p t i c 
curves isomorphic to , ^/jj r e s p e c t i v e l y then 
Horn (E, E' ) = Horn ( 9 L , ) 
I t i s easy to prove t h a t : 
Lemma (Lem. 1.7.3.1) (See Lang [ 2 5 J , p.p. 14-15, t h . 6) 
( i ) I f j\: 7^ * v ^ ' i s a complex a n a l y t i c homomorphism, 
then there e x i s t s a complex number a such that 
/\ (Z) = az (-modL') and aL Q L 
( i i ) i f aeC , and 
aUL 
, then the map 
is a complex a n a l y t i c homomorphism. 
From t h i s lemma, we deduce t h a t : 
Theorem (Th. I . 7.3.2) 
c 
Let E, and E be e l l i p t i c curves isomorphic to and 
<7* 
YTJ r e s p e c t i v e l y . Then we have: 
Horn (E, E ' ) ^ | a e € : aL £ L | ( 1 . 7 . 3 . 3 ) 
End (E) ^ | a £ £ : aL £ L j ( I . 7.3.4) 
Aut (E) £f J a e C : aL = L ] ( I . 7.3.5) 
Note also t h a t : 
The curves E, E are isomorphic, as complex a n a l y t i c manifolds, 
i f and only i f , there e x i s t s an a e C such that aL = L . By the 
homogeneity of the l a t t i c e f u n c t i o n j , we deduce t h a t the class 
of e l l i p t i c curves isomorphic to E i s determined b y j ( L ) , which i s 
the so c a l l e d , the J - i n v a r i a n t of the curve. 
D e f i n i t i o n (Def. I . 7.3.6) 
Let E be an e l l i p t i c curve isomorphic to /L • 
We say that E has a complex m u l t i p l i c a t i o n , i f there i s a non 
r a t i o n a l integer a g £ such that a L s L . 
So i f E has no complex m u l t i p l i c a t i o n , we have: 
E nd (E) d Z , Aut (E) = {±lj 
For the case where E has a complex m u l t i p l i c a t i o n , one e a s i l y 
e s tablishes t h a t : 
Theorem: (Th. I . 7.3.7) 
Let E be an e l l i p t i c curve isomorphic to , wi t h 
complex m u l t i p l i c a t i o n by « e C'-Z . 
Set K = ©(V) , Ro = i n t ( K ) , R (L) = Y : /)L Q L j . 
We have: 
( i ) oc i s an imaginary quadratic algebraic i n t e g e r , 
( i i ) E nd (E) (L) 
( i i i ) R (L) i s a subring of RQ , and 
( i v ) Aut (E) = R* 
Note t h a t , since K i s an imaginary quadratic f i e l d , 
R Q =|± l j apart from the cases where K i s e i t h e r Q(\/-T ) 
or & ( ^ 3 ) . 
Therefore there are only two cases i n which R contains more 
J o 
than ± 1 and these are: 
Case I K = & ( N/^T) 
We have R Q = Z [V^l], R* = { ± 1, ± j , and R(L) 
Therefore: E nd (E) = %.\J^~\\ , and 
Aut (E) = | ± i , ± y ^ r ] 
Case 2 K = & ( V I 3 ) 
We have RQ = Z [ / ^ j ] , R 0 = | ± 1 ,± p, ± p 2 j where 
2ni / 3 
p = e , and R(L) = R 0 
Therefore: E nd (E) = and 
Aut (E) = I ± 1, ± p, ± p 2 j 
I n f a c t we can t e l l whether an e l l i p t i c curve f a l l s i n t o e i t h e r 
these two cases by looking at i t s equation i n Weierstrass form. 
2 3 
For, l e t E : y = 4 x - °<^ x -ex3 be an e l l i p t i c curve 
isomorphic to ^ "/^  w i t h a complex m u l t i p l i c a t i o n . 
Note t h a t : 
/ E = 1728, i f and only i f , « 3 = 0 
In t h i s case, Aut (E) contains at l e a s t 4 elements, namely: 
( x , y) >—* ( x , ± y ) , ( x , y) i — ? (-x, ± / T y ) 
Also note t h a t : 
jB =0, i f and only i f , o<2 = 0 
In t h i s case, Aut (E) contains at lea s t 6 elements, namely: 
( x , y) I — - ( p v x , ± y) , V = 0, 1, 2, w i t h p = e 
Therefore E belongs to the case I (resp. 2 ) , i f and only i f , 
<x2 = 0 (resp. <*3 = 0 ) . 
The above r e s u l t s are summarised i n the f o l l o w i n g remark. 
Remark (Rem. I . 7.3.8) 
Every e l l i p t i c curve E over <£ belongs to one of the 
f o l l o w i n g three classes : 
The Class &2 
I t contains a l l e l l i p t i c curves w i t h Weierstrass form 
2 3 E : y = 4 x - <*2 x 
where °(z £ 0 . 
Furthermore, they have complex m u l t i p l i c a t i o n , and 
E nd (E) * Z C^] 
Aut (E) = |± 1, ± vAT ] 
The Class ^ 3 
I t contains a l l e l l i p t i c curves w i t h Weierstrass form 
2 3 E : y = 4 x - o<3 
where <*3 4 0. 
Furthermore, they have complex m u l t i p l i c a t i o n , and 
E nd (E) = Z [7^3 J 
Aut (E) = j ± l , ± p , ± p 2 j 
where p = e 
The Class g 
I t contains a l l e l l i p t i c curves w i t h Weierstras form 
2 3 E ; y = 4 x - c*z x - cx3 
where o^cx^O, and cx^-2?o<^ ±0 
Furthermore, 
Aut (E) = | ± 1 j 
7.4 Points of F i n i t e Order of an E l l i p t i c Curve 
Let K be any f i e l d w i t h Char ( K ) ^ 2 , 3, and E an e l l i p t i c 
curve over K. 
For any p o s i t i v e integer n, the map 
E E 
given by: p |—- nP 
i s c l e a r l y a group homomorphism. 
The kernel of t h i s map, that i s , 
E ^  = [ p 6 E : n P = 0"} 
i s c a l l e d the group of n - d i v i s i o n points of E. 
I f the e l l i p t i c curve E i s defined over C » then i n view 
tp 
of the isomorphism E (6) = , i t i s obvious t h a t 
0 ... 
and t h e r e f o r e , there are e x a c t l y n elements of order d i v i d i n g 
n in E ( C ) . 
In general, i f the e l l i p t i c curve E i s defined- over an a r b i t r a r y 
f i e l d K of c h a r a c t e r i s t i c p (p i s a prime or 0 ) , then, i t can be 
proved that 
E 
subgroup of xL^di^, otherwise 
7.5 E l l i p t i c Curves over a Number F i e l d - The Mordell-Weil Theorem 
I t i s easy to prove t h a t every e l l i p t i c curve E defined over 
<S. i s a l g e b r a i c a l l y equivalent over 21 t o a curve given by the 
equat ion 
y 2 = x 3 - A x - B ( I ) 
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where A, B are r a t i o n a l i n t e g e r s , and 4A - 27B 0 ) . 
The d i s c r i m i n a n t of the polynomial x 3 - Ax - B, th a t i s , 
A = 16 (4A 3 - 27B 2 ) , i s c a l l e d the d i s c r i m i n a n t of E. 
In 1922 L.J. Mordell proved t h a t E (<&) i s a f i n i t e l y 
generated abelian group, and t h i s was conjectured by H. Poincare 
i n 190 1. I n 1928 A. Weil extended t h i s r e s u l t to an a r b i t r a r y 
a lgebraic number f i e l d . We s t a t e t h i s remarkable r e s u l t , which 
i s r e f e r r e d to as the Mordell-Weil theorem. 
The Mordell-Weil Theorem (Th. I . 7.5.1) (See Lang C29J , p.p. 84, § 2) 
I f E i s an e l l i p t i c curve defined over a number f i e l d K, 
then E (K) i s a f i n i t e l y generated abelian group. 
CHAPTER I I 
THE APPLICATION OF MODULAR 
FUNCTIONS INTO THE CLASS 
FIELD THEORY OF IMAGINARY 
QUADRATIC FIELDS 
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I . Standard Notations and General Facts 
I n the f o l l o w i n g , we denote by p a prime r a t i o n a l i n t e g e r , 
and by <x> an imaginary quadratic surd so t h a t : 
A u 2 + Boi+ C = 0 , CD 
where A, B, C, are r e l a t i v e l y prime integers such that 
A > 0 > B 2 - 4 AC. 
We set K = &(io ) , and denote by: 
R, any order i n K 
R0 , the maximal order i n K, that i s R 0 = i n t (K) 
D, the d i s c r i m i n a n t of R0 . We have: 
( i ) D = 0 or 1 (mod4), and D i s not a square, 
( i i ) D determines the quadratic f i e l d K, and thus 
we may w r i t e h(D) f o r the class number of the 
f i e l d K. 
( i i i ) The D i r i c h l e t class number formula (see Markus [31J p.p. 201-202, 
t h . 4 6): 
X ( 1 
fK ,T>) . J 
0< fc< 
, if D<-4 
( I I . 1.1) 
where ("?")> i s the Kronecker symbol. k 
ot) , the absolute value of the d i s c r i m i n a n t of R0 , th a t i s 
2) = | disc (R 0) | • 
, the absolute value of the d i s c r i m i n a n t of ( I ) , t h a t i s 
g) (O) ) =|B2 - 4 AC | . 
A , the l a t t i c e < co, 1 > . 
H. f A ) , the order of the l a t t i c e A, which by d e f i n i t i o n , i s , 
R (A ) = | j e £ : ^ A C A j 
Note, th a t since - £)Qx>) = B*- 4 AC, B = _£)(a>)(mod 2 ) , 
and hence: 
< - f f ( c u ) + /-.ago) , i > = / 8 + v7- a(u)i t i > 
I t i s easly seen, t h a t : 
R(A) - y ~ gX") +/- , ( > - J ft + , \ v 
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We also denote by: 
M ( R ) , the conductor of the order R i n K, tha t i s , by d e f i n i t i o n , 
M ( R ) = | Ro/ R J . I t i s known t h a t i f R Q = Z f z ] then R =Z[wR)2] 
I t i s also easily v e r i f i e d t h a t the conductor of the order R (A ) , 
i s the unique p o s i t i v e integer M such that ob{iO] = M X) , which i s 
also c a l l e d the conductor of (x> . I t M = 1, we say tha t <X) i s 
p r i m i t i v e ; 
In t h i s case, of course,R ( A ) = R 0 , and i f COG R 0 then R q = ^ [ c o ] 
Now, we denote by: 
S, a f i n i t e set of r a t i o n a l prime i n t e g e r s . 
TTL , any p o s i t i v e r a t i o n a l i n t e g e r w i t h prime f a c t o r s i n S. 
I g (R), the m u l t i p l i c a t i v e group c o n t a i n i n g a l l f r a c t i o n a l 
i d e a l s of K, prime to S, w i t h respect to the order R, 
that i s the free abelian group generated by a l l prime 
ideals of R i n K, which are prime to S. 
So, we have: 
I S ( R ) Q ls ( R Q ) C I K , 
where I K i s the i d e a l group of K. 
Pp ( R ) , the m u l t i p l i c a t i v e group co n t a i n i n g a l l p r i n c i p a l f r a c t i o n a l o, rrj 
i d e a l s of K, prime to S, of the form (n + moc)„ , where 
n e 2? , and o( 6 R • 
So, we have: 
where i s the p r i n c i p a l i d e a l group of K, and t h a t 
f o r any p o s i t i v e i n t e g e r m having prime f a c t o r s i n S. 
^ S 1 m t ^ e subgroup of P ^  M ( R ) co n t a i n i n g a l l p r i n c i p a l 
f r a c t i o n a l ideals of K, prime to S, of the form 
( 1 + mcx ) ,where o< e R . 
Now, we s t a t e some r e s u l t s of the c l a s s - f i e l d theory on imaginary 
quadratic f i e l d s (quoted from [4 ] , [ 15 J and M). 
2. General Results 
Theorem (Th. I I . 2.1) 
To any subgroup H, such that 
I 5 ( R ) 2 H o P 5 ) i ) m ( R ) 
for some p o s i t i v e integer m w i t h prime f a c t o r s i n S, there i s 
a unique abelian extension of K = &(GO) w i t h the f o l l o w i n g 
propert i e s : 
( i ) The KH/^ norms of i n t e g r a l ideals i n KJJ prime to 
S are i n H. 
( i i ) KJJ i s unramified outside S, and 
( i i i ) Gal ( K H : K) = I s (R) 
' A ' 
0 
KH " H 
0 0 
K = 6Uw) I 5 (R) 
In p a r t i c u l a r we have: 
(i) To P„ . „ (R 0) corresponds the Ray-class f i e l d modulo m 
(denoted K TO ) , and so 
Gal (K m : K) = I 3 ^ Ro ) / p 
/ S » 1 
The Ray-class f i e l d ~s >-
K Tn 
0 0 
K = GUco) -< -J- l 5 ( R 0 ) 
( i i ) Let m be any p o s i t i v e i n t e g e r w i t h prime f a c t o r s 
i n S. To the subgroups P 5 (R), P 5 i l > T n ( R ) w i t h 
I s (R) O P s (R)O P 5 1 j 7 7 1(R) 
correspond, r e s p e c t i v e l y , the f i e l d s , K ^  ( T T 1 , namely the 
Ring-class f i e l d w i t h respect to R , the Ray-ring class f i e l d w i t h 
respect to R andfri> r e s p e c t i v e l y . 
Ray-ring class f i e l d 
K K .TTJ 
—>- P s , i , ™ ( R ) 
u 0 
Ring-class f i e l d 
K R 
0 0 
K = e.N - < — — > I 5 (R) 
( i i a ) I f R = R ( A ) , since 
cond (co ) = cond (R) = M, 
we may replace the symbol R by M (or by co ) , i n the above class 
f i e l d correspondence. 
So we have: 
Ray-ring class f i e l d 
<°* ) 
u 
Ring-class f i e l d 
U 
P 5 , l . ™ ( R ) 
0 
P j (R) 
0 
I 5 (R) 
In t h i s case, we may c a l l , (resp. K w ) the r i n g - c l a s s f i e l d 
modulo M (resp. the r i n g - c l a s s f i e l d w i t h respect to co ) , and 
K M TO ( r e s P - ^ C L I . T T I ) t n e r a y - r i n g class f i e l d w i t h respect to M and m 
(resp. the r a y - r i n g class f i e l d w i t h respect to cO andm), of K = & ( o j ) . 
The r i n g - c l a s s f i e l d Kj , t h a t i s K w w i t h cond ( t o ) = 1, i s 
c a l l e d the H i l b e r t class f i e l d or the absolute class f i e l d , 
of K = <£>(W) . 
I n t h i s case the class f i e l d correspondence i s as f o l l o w s : 
H i l b e r t class f i e l d 
K l •< > p x 
u o 
K = GL(u>) *- 1K 
In t h i s case, of course, Gal ( : K) = I K ^ / p D C K , 
and the degree of the extension K^ : K i s the class number h^ 
of K = ®,(co ) . We have also, t h a t i s the unique abelian 
maximal unramified extension of K = ^ I ( O J ) and corresponds to 
the group of p r i n c i p a l i d e a l s . 
Theorem (Th. I I . 2 . 2 ) (see Lang [ 2 8 ] y p . p . f33, Th. 5 ) 
I f w has conduction M then j (u) ) generates the r i n g - c l a s s 
f i e l d modulo M of K = <&(oo ) over & (CO ) , that i s , K = & ( W , J M ) 
Theorem (Th. I I . 2 . 3 ) (see Lang [ 2 8 ] , p.p. 9 5 , Th. 7) 
Let K be any imaginary quadratic f i e l d , and R be any order 
i n K w i t h conductor M. Then we have: 
M 
'K (R* : R*) 
P IM ( < - ( - , ) i ) 
where R , and R are the group u n i t s i n R Q , and R,respectively, 
and |^-j i s given by: 
0 i f p r a m i f i e s i n K 
1 i f p s p l i t s completely i n K 
-1 i f p remains prime 
Furthermore, by the t o w e r K DK ( 3 K we have: 
r- -1 M 
L K M = K l J = ( R * : R*) 
P I M 
( 1 - -
v PI p J 
3. The Sohngen Theorem 
We s t a t e , now, a very important r e s u l t due to H. Sohngen 
(see S o h n g e n [ ^ J , also Shimura ["40.], p.p- 140, pr. 6.9) 
Sbhngen's Theorem (Th. I I 3.1) 
Suppose that f ( X ) i s a modular f u n c t i o n of weight 0, for 
l~(N) and the Fourier expansions of f ( x ) at every cusp of T(N) 
fo r 34 have c o e f f i c i e n t s i n the cyclotomic f i e l d ®,(e ' N ) . 
I f to has conductor M, then f ( t o ) i s i n the class f i e l d corresponding 
to the group H generated by p r i n c i p a l ideals of the form: 
< 1 + N<* + N M p > K 
w i t h o<eZ , and £> e R . 
I n p a r t i c u l a r , f (U)) l i e s i n t h e ray-class f i e l d modulo M N, 
K k j K 1 , and furthermore f (co) generates an abelian extension 
M N 
Of <&(<x)) . 
4. The Case, where D = -p, p g 3 (mod 4 ) , and p > 3 
Let K = ©. ( v A p ) , and R Q = i n t (K) . 
We have: R Q = Z [' * ^ " ^ j , and R* = | ± 1 J . 
Now, i f R i s any order i n K w i t h conductor M then R = £ ± 1 j , 
and by the (Th. I I . 2.3), 
[ k m • k . ] = M~TJ( '- (-,)}) • <«•*• 
Theorem (Th. I I . 4.2) 
The class-number h (-p) i s odd. 
Proof 
Since p i s odd, the Kronecker symbol ^ - j ^ - j mentioned i n the 
class number formula ( I I . 1.1) i s a c t u a l l y the Legendre symbol f ~ ) 
We also know t h a t : 
2 . r -1 , i f p = 3 (mod8) 
P ' L 1 , i f p = 7 (mod8) 
Therefore, the class number formula can be w r i t t e n as 
( I ) 
h (-p) = ^ jy j . 
, i f p 3 3 (mod8) 
_k_ 
( I I . 4.3) 
, i f p = 7 (mod8) 
Note t h a t , since p = 3 (mod4), ^» - i s odd. 
Hence, i n the sum ^ ~ ' ^  -^ -) appear an odd number of ± 1, and so, 
the whole sum i s an odd number. Therefore, from ( I I . 4.2), we 
deduce that h (-p) i s odd. 
From algebraic number theory we pick the f o l l o w i n g c l a s s i c a l 
p r o p o s i t i o n , which i s easy to prove. 
Lemma (Lem. I I . 4-4) 
Let Q. ( J& ) be a quadratic f i e l d , where d i s a square-free 
r a t i o n a l i n t e g e r , and q be a prime r a t i o n a l i n t e g e r . Then we have: 
( i ) I f q ~f d, and q i s odd, then 
<(q, n 4- J~~d )> ^  q, n - J~d /> , i f d = n 2 (modq) { prime, i f d i s a non ( q r ) modq . 
( i i ) I f q = 2, and 2 ^ d, then 
2, 1 + j<2> i _ ± / T w . , -fT 
i— 2 
^ 2 , I t i d > , i f d = 3 (mod4) 
+ 2>=' ><2, — 5 - ^ - > , i f d = 1 (mod8) 
2 r^> 2 
prime, i f d s 5 (mod8) 
( i i i ) I f q | d then ^ q > =<q,\fd~ > , where •<( q, J d > 
is a prime i d e a l . 
Theorem (Th. I I . 4.5) 
/=• 3 , i f p s 3 (mod8) 
We have : [ K 2 : K l ] = 1 
I 1 , i f p = 7 (mod8) 
and K ^  = ^2. 
Proof 
By the above lemma, s e t t i n g K = ( \/-p ) , and q = 2 
we have: 
I f p = 3 (mod8), then -p = 5 (modB), and the r e f o r e 2 remains 
prime i n K. Hence ("y) = -'• 
I f p = 7 (mod8), then -p == ] (mod8), and therefore 2 s p l i t s 
completely i n K. I n f a c t , 
< 2 > = ^ 2 , > < 2 , ^ ~ / ^ > 
Hence f ) = ' 
Therefore, by ( I I . 4 . 1 ) , we have: 
3 , i f p = 3 (mod8) 
I , i f p = 7 (mod8) 
[ k , : K , ] = 2 ( , - ( f ) ± ) . ( 
Also K 2 = K 2 , since the corresponding i d e a l groups are c l e a r l y 
the same. 
Theorem (Th. I I . 4.6) 
We have : K [ k 3 : k J = | 
2, i f p = 2 (mod3) 
4, i f p = 1 (mod3) 
t 
and K = K 3 • 
Proof 
By the above lemma, s e t t i n g q = 3, we have: 
I f p = 2 (mod3), then -p = 1 (mod3), and therefore 3 s p l i t s 
completely i n K. I n f a c t 
< 3 > = < 3, l + A p > < 3, i - y^p > 
Therefore ("J) = ' • 
I f p = I (mod3), then-p *= 2 (mod3), and the r e f o r e 3 remains 
prime i n K. Therefore [y-] = - I 
Hence, by ( I I . 4.1), we have: 
2, i f p = 2 (mod3) 
i f p = 1 (mod3) 
Also = Kjsince the corresponding i d e a l groups are c l e a r l y 
the same. 
[ - 3 = ">l-3( • - ( ! ) } ) - { I 
CHAPTER I I I 
THE DETERMINATION OF ALL 
IMAGINARY QUADTRATIC FIELDS 
WITH CLASS NUMBER ONE 
1. The 10th Gauss Discriminant Problem 
Let K be any imaginary quadratic f i e l d , R Q = i n t ( K ) , 
and disc ( R 0 ) = -p, where p i s a p o s i t i v e r a t i o n a l i n t e g e r . 
We denote by h (-p) the class number of the f i e l d K. 
We keep f i x e d the above n o t a t i o n throughout t h i s chapter. 
We now s t a t e the main theorem, which was conjectured 
by Gauss, and i s famous as the 10th Gauss Discriminant Problem 
Theorem (Th. I I I . 1.1) 
There are e x a c t l y nine imaginary quadratic f i e l d s w i t h 
class number h (-p) = 1, given by 
We proceed to b u i l d up a proof of t h i s theorem, and i n t h i s 
s e c t i o n using elementary algebraic Number Theory we reduce 
the proof t o the co n s i d e r a t i o n of the case p = 3 (mod8) w i t h 
p a r a t i o n a l prime i n t e g e r . 
Theorem (Th. I I I . 1.2) 
I f K i s an imaginary quadratic f i e l d w i t h h (-p) = 1, 
then p = 4 or 7 or 8 or p e= 3 (mod8) and p i s a r a t i o n a l 
prime i n t e g e r . 
Proof 
Let K = <Q ( (/cT), where d i s a square-free negative 
r a t i o n a l i n t e g e r . Suppose that d 1 (mod4), then -p = 4d, 
x, y. Taking norms on both sides we have: 4 =(x + - j - y j ( 
I t i s easy to check that (1) has i n t e g r a l s o l u t i o n , i f and 
only i f , p = 4 or p = 8. 
Hence, the only possible cases are: 
p = 4 , or p = 8, or p = 3 (mod4). 
p = 3, 4, 7, 8, 11, 19, 43, 67, 163 
we have <<( 2 )> = < ( x + y 
By (Lem I I . 4.4), and since h (-p) and R 
/ f o r some r a t i o n a l integers / 2 V < x + y 
2 2 
Suppose now th a t p •= 3 (mod4). Then -p = d, and R = + 
Let us s t a r t w i t h the case where p = 7 (mod8). 
By (Lem. I I . 4.4), we have: 
<1> = < 2, 1 ^ 2 ^ X 2 , ' > (2) 
Since h (-p) = 1, each i d e a l on the r i g h t hand side of (2) i s 
p r i n c i p a l . Therefore, there i s an element 
* = X + ^ - e R 0 
such th a t N (o< ) = 2, that i s , there e x i s t r a t i o n a l integers x, 
w i t h x = y (mod2) such t h a t : 
a 2 
~ + p = 2 , th a t i s x 2 + p y 2 = 8 (3) 
Since p = 7 (mod8), i t i s easy to check t h a t (3) has i n t e g r a l 
s o l u t i o n , i f and only i f , p = 7. 
So f a r the only possible cases are 
p = 4 , or p = 8, o r p = 7 , or p s 3 (mod8) 
and so we have only to prove t h a t , i f p = 3 (mod8), then p 
i s a r a t i o n a l prime. 
For,suppose t h a t p = 3 (mod8), and p i s a composite square 
free. Then there e x i s t s an odd prime ^, such that q (q + 2 ) < p, 
and q | p. 
Since h (-p) = 1, there i s an element 
« = X V ^ e R 0 
where x, y are r a t i o n a l i n t e g e r s , such that N (o< ) = q, th a t 
is x + p y = 4 q. 
But 4 q = x 2 + p y 2 > p y z > q (q + 2) y 2 , 
and so 4 > (q + 2) y 
Since q i s odd, q + 2 > 5, and so 4 > 5 yZ 
Hence y = 0, th a t i s x = 4 q - c o n t r a d i c t i o n . 
So, i f h (-p) = 1, and p e? 3 (mod8), then p i s a r a t i o n a l prime, 
and hence the theorem holds. 
Note, t h a t , the s i n g l e cases, where p = 4 or 7 or 8 e a s i l y 
lead t o h (-p) = 1. Therefore the main i n t e r e s t i n g poing i s 
to determine among a l l r a t i o n a l primes p = 3 (mod8) those having 
h (-p) =1. For t e c h n i c a l reasons, we exclude the case p = 3, 
where, of course, i t i s known t h a t h (-p) = ] . 
2. The Proof of Gauss' Theorem 
From now on, we suppose th a t 
h (-p) = 1 , 
p = 3 (mod8), p > 3 , and p i s a r a t i o n a l prime. 
We also s e t : 
co - J-^EL 
In t h i s case, i n view of the r e s u l t s of the § I I . 4, we have: 
K t = V-<&{ T ^ p ) 
i n t (K^C) |R ) = Z 
[ k 2 : K< ] = 3, K ^ = K 2 
[ k 3 : K j ] = 2 o r 4 , K 3 = K 3 
Also, by the (Th. I . 5.2.12), and since /Ceo) 6 Kj , we have 
t h a t , J (co ) i s a r a t i o n a l i n t e g e r less than zero. F i n a l l y , 
by the (Th. I I . 2.2), K g = K j ( J ( /F ) ) . 
2.1 Lemma (Lem. I I I . 2.1) 
^ 2 (W + 1) i s a r e a l algebraic integer less than zero, and 




Since K2 ( ) i s i n v a r i a n t under f~(3), we have 
and from (Th. I . 5.2.5), we have that $ 2 ^ C J + a r e a l a l gebraic 
integer less than zero. 
Now we prove that ^ (Co + 1) e K ^  • 
3 
By (Th. I . 4.5.6), and since tf2 ( t ) = J C"C) , the f u n c t i o n tf2Cx) 
has a Fourier expansion at every cusp of I (3) w i t h c o e f f i c i e n t s 
i n *H (e '. Therefore, by Sohngen's theorem, we have # 2 ( ^ + l)e 
and so tf2 (6J + l ) & Kg 
Now, take the t o w e r of f i e l d s 
K 3 3 K, ( -tf2Cu>+l )) D 
and note that ^ (60 + ] ) i s the r e a l zero the polynomial 
x 3 - J («*> + I) 
t h a t i s , 
c|> (x) - x 3- j (ui)e Z g f ] 
Since [ j ^ g •' K 1 J = 2 or A , we have 
[ K i C y 2fto + l ) ) : K, ] = 1 or 2 
And since ^ 2 (to + 1) i s the only r e a l root of (j) ( x ) , 
[ K j C Y 2(to + i ) ) : K j * 2 , and so V 2 ( w + 1) l i e s i n K ^ . 
Now, since i n t ( K j O l R) = Z" , Jf2 ( w + l ) i s a negative r a t i o n a l 
i n t e g e r as r e q u i r e d . 
Theorem (Th. I I I . 2.2) 
3 
The equation: ( t - 16) = j C ^ ) t (1) has a unique r e a l 
root which i s also p o s i t i v e . The roots of (!) are f 2 4 (cO), 
24 24 24 - f ^  (to ) , - f 2 (CO ) , and - f g (w ) i s the unique r e a l p o s i t i v e 
5 / 24 24 r o o t . Furthermore, a l l of f (to ) , - f j (to ) , - f 2 (to ) l i e i n 
K 2 , and i n f a c t K 2 = K> ( f 2 (u>) ; . 
Proof 
We take the polynomial <j> ( t ) = ( t - 16) - J (to ) t & ^ j 
/ 2 . 0 
Note t h a t , f o r r e a l t , cb(t) = 3 ( t - 16) - J (<*>) > 0 
since /(w)<:0 . Therefore <j> ( t ) has a unique r e a l zero. 
4 . 
Also, since <J> (0). <t> ( 16) = 16 yC^ >) < 0 , <f> ( t ) has a r e a l 
zero l y i n g i n ( 0 , 16). So the equation (1) has a unique 
r e a l r o o t , which i s also p o s i t i v e . 
By (Th. I . A.6.9), f 8 ( ^ ) , - f f(«o), - f \ ( " ) are the roots 
of the equation x - tz(co ) x - 16 = 0, and so c l e a r l y the 
24 24 24 f ( <o ) , - f ., ( w ) , - f 2 ( c o ) are the roots of the equation 
( 1 ) ; among these only one can be r e a l and p o s i t i v e , and from 
94 
( I . 4.6.1) t h i s i s - f 2 (co) . 
From the (Th. I . 4.6.16), we deduce th a t 
f 2 4 ( o u ) , - f ^ t c o ) , - f 2 / ( w ) a l l l i e i n K g = K 2 
Now we prove th a t f 2 (CO ) generates K 2 o v e r K 4 . 
2 4 
Because K 2 = Kt ( / ( T^ P ) ) 3 K t ( f 2 Ceo) J 
i t i s enough to prove th a t j (sfY ) £ K t C f 2 Ceo)) 
We have already proved i n ( I . 5.2.9), that 
r- -ni/B 
i * f("c) 
There fore 
f 2 \ ^ p ) = ZA (2) 
2 
-24 and since f 2 ( T ) i s i n v a r i a n t under T ( 2 ) , 
So (2) can be w r i t t e n as 
12 
• 24 / — - 2 
2 (W) (3) 
Now, f o r every t e . ^ > f Z 4 ( t ) i s a root of 
( t - 16) 3 = j ( t ) t 
and so j ( t ) = C-f1 (t) - 16 ) 
f 2 4 CO 
3 
Therefore 24 3 
j ( y ^ ) a , ( f C ^ P ) - 1 6 ) 
f 2 4 C ^ P ) 
I n view of (3) and (4) we have: 
( f f C c o ) ) 
S o j'Cy-p) e k t ( f^Cw) ) » as r e q u i r e d . 
2.3 Theorem (Th. I I I . 2.3.1) 
' , 2 ,-2 . . 
The number e f (w) i s a r e a l algebraic i n t e g e r , and 
l i e s i n K g • 
We need a lemma from Galois Theory. 
Lemma (Lem. I I I . 2 . 3 . 2 ) 
Let F 3 L D K be an abelian tower of f i e l d s w i t h L : K 
2 2 of odd degree. Suppose there i s an «• e F, c< e L and N ( * ) 
f o r some peK. Then <*e-L. 




We may assyme th a t F = L (<* ) . Suppose f o r a c o n t r a d i c t i o n t h a t 
. 6 
Gal (F : L) = <6> , where 6 ^  l j , so «r = - °< • 
Since Gal (F : L) i s of order 2 r where r i s a p o s i t i v e odd number, 
i t has a unique subgroup, f-J say, of index 2 . Let F be the f i x e d 
f i e l d corresponding to K 
Note th a t N r 
so 
and hence 
,„ , O ) = | «• 
IHI T r u 
( N F / F , c * ) ) = r - l ) |J« 
^ N F / r C « ) ) f f = _ N F / r C - ) (1) 
On the other hand, we have 
Nl;, (-* z) = N,, ( N P /. (<*)) = N c, (<*) 'L/k V MF/L 
c o n t r a d i c t i o n , since by ( 1 ) , The re fore 
Nc (oc) i s moved by fir , and ± p i s not. 
So e» = 1J , tha t i s <x e L. 
Proof of the Theorem 
In view of the lemma, and (Th. I . 4.6.10), we proceed as 
f o l l o w s : 
Take <* = - t f " ( u > ) , and note t h a t o< = -f^(m) 6 K g • 




• 12 1/ 
So by the lemma - I f 2(w)£ K 2 • From ( I • 4.6.1), i t i s 
* 12 
e a s i l y seen t h a t - ^ f ^ 1 S r e a l and p o s i t i v e , and th e r e f o r e 
12 \ 6 
|\J ( - t f (co) / = 2 . Repeating the lemma again f o r 
c( ~ g ^4 f (to) we also have th a t 
3 m 
e f 2 (co) 6 K 2 (2) 
Now, note t h a t 24 ZA 
2ni/ 3 8 f z C u j ) + 1 6 f z C c o ) +16 
e K (co) = — = 
2 e / 3 X2(co) Kifco+l) 
By the (Lem I I I 2.1), 82(co + ] ) e Z • 
Also by the (Lem. I I I . 2.2), f " (co) e K 2 . 
Therefore e ^ 7 * f ® (co) e K 2 (3) 
Now, since ( 2 ) , ( 3 ) , and 
V , V"> = e / l 2 f ! ( c o ) 
we have th a t - n i / t 2 r 2 1 7 e f , (GO) 6 K5 
" n7l2 2 
Since ( I . 4.6.1), i t i s easly seen th a t e f 2 (co) 
i s r e a l and p o s i t i v e , and by the (Lem I I I . 2.2) i t i s also 
algebraic over K j and indeed cubic. 
Remark I t i s now cle a r t h a t the f u n c t i o n which B i r c h names 
-nu, 
(5 i s e f a (Cf . B i r c h [ 5 J ) 
-n'/i2 t 
2.4 By the (Th. I I I . 2.3.1),V=e f (to) i s a root of the 
equat i o n : 
3 2 
x - KX +/)x - 2 = 0 (4) 
where k , J\ are r e a l algebraic integers l y i n g i n K| , and so 
they are r a t i o n a l i n t e g e r s . 
Also, note t h a t the roots of (4) are three of the roots of the 
equation: 
x l z- y.Cw+l) xA- 16 = 0 '5) 
Let p. , i = I , 2, 3 the roots of ( 4 ) , then 
l 
p. = K p. - h p. + 2 p. , i - I , 2 . 3 . 
83 
So, i P j = KU'-^UI + 2 i P . 
- K c K r p' - / i i p. + 6 ) - s\ E + 1 1 p. 
= (k 2-/1)Ip" -t- C2-u/1) Hp. + 6 u 
= Ot*-/iKK2-2/D + C 2 - u/1 )K + 6u = k 4 + 8K -4U 2/1 + 2/1 2 
A 
By ( 5 ) , Pj , i = 1, 2, 3 are the roots of 
x 3 - y (co + 1) x - 16 = 0 °2 
and t h e r e f o r e 
So we deduce th a t 
Hp! - o 
1 1 
+ 8 k - A v*A + 2/} Z= 0 (6) 
From (6) i t i s easly seen t h a t 
and so s e t t i n g K = -2<x ; a n d A=Z^> we deduce from (6) t h a t , 
which can be w r i t t e n as C P ~ 2<* ) — 2c* (^o< + 1 ) 
Remark Note t h a t , i n f a c t , V s a t i s f i e s V + 2o(V+ 2 PV-2 = 0 
and not v-tfV+p>V-2 = 0 (C.F. Bi r c h T^], Equation (8) ) . 
2.5 The S o l u t i o n of the Diophantine Equation 
( P - 2* ) - 2* (V +1 ) (7) 
P u t t i n g c< = - x, (7) i s reduced to 
(£ - 2 x 2 f = 2 x ( x 3 - 1) (8) 
2 / ^ . 
Set y = P> - 2 x , so (8) i s reduced to 
y 2 = 2 x ( x 3 - 1) (9) 
We f i n d the i n t e g r a l s o l u t i o n s of ( 9 ) . 
The t r i v i a l cases, where e i t h e r x or x -1 are 0, + ] give 
the s o l u t i o n s : 
(x = 0, y = 0 ) , (x = 1. y = 0 ) , (x =-1, y = 2 ) , (x = -I, y = -2) (10) 
We f i n d now the i n t e g r a l s o l u t i o n s of ( 9 ) , where n e i t h e r x nor 
x 3 - ] are 0, _+ 1. 
We can e a s i l y see t h a t only the f o l l o w i n g four cases are l e f t : 
Case 1 
2 
x i s odd, and x = u (ueZ, u > l ) 
3 2 
In t h i s case we must have x - 1 = 2 v (v 6 Z, v >0) 
Case 2 
x i s odd, and x = -u (ue£ , u > l ) 
I n t h i s case x - 1 =-2 v ( v e Z. , v > 0 ) 
Case 3 
x = 2 u 2 (ue-Z , u> 0) 
In t h i s case x - 1 = v (ve Z , v > l ) 
Case 4 
x = - 2 u 2 ( u e Z , u > 0 ) 
In t h i s case x - 1 = - v (veZ , v > 1) 
We t r e a t each case separately as f o l l o w s : 
Case 1: x - 1 = 2 v , where vs Z > v^-0 • 
We have: x 3 = (1 + v 7^2) (1 - v /^2) 
The number f i e l d <ZK s/-2) has unique f a c t o r i z a t i o n and i t s u n i t s 
are •+ 1, which are a l l cubes i n ©,( v/^2). Furthermore 1 + v J- 2 
1 - v are coprime integers i n ©,( s/-2), since i f p i s a prime 
integ e r i n ©.( \/-2) d i v i d i n g both f a c t o r s , then p div i d e s t h e i r 
sum, that i s , p = j f / ^ 2 . But +_\p2 does not d i v i d e e i t h e r f a c t o r 
Therefore there are r a t i o n a l integers K,/| such t h a t : 
1 + v pi = ( \<±?P ) 
So K C K 2 - 6 / 1 2 ) = 1 and J) ( 3 «*- 2 ^ 2 ) = V 
hence: K = 1, ^ = 0 , v = 0 
3 2 
Therefore the equation x -1 = 2 v has no i n t e g r a l s o l u t i o n 
fo r v > 0. 
3 Z Case 2: x - 1 = - 2 v , where ve Z , v> 0 
L. Aubry and E. Fauquembergue have proved that the only 
3 2 
s o l u t i o n s of x - 1 = 2 v are: 
(x = - I , v = + I ) , (x = I . v = 0 ) , (x =-23, v = + 78) 
(See [ 1 6 J 5 Vol. 2, p.p. 538) 
The only acceptable s o l u t i o n s i n t h i s case are 
(x = - 1 , v = 1) 
We e l i m i n a t e a l l the others, since v must be s t r i c t l y p o s i t i v e 
and x s t r i c t l y negative. 
For (x = - 1 , v = 1), we f i n d the s o l u t i o n s 
(<* = l , f j = 0 ) , ( * = 1, P = 4) 
Case 3: x -1 = v , where ve Z , v > I 
We have: x = ( l + i v ) ( l - i v ) 
The number f i e l d <&( has unique f a c t o r i z a t i o n and i t s 
u n i t s are { ±1^ ±1 j which are allcubes i n ©.( v^-T) • 
Furthermore, ] + i v , ] - i v are coprime integers i n Q, ( . 
For, l e t a + bv be a common f a c t o r of 1 +- i v , 1 - i v . 
Then a + bi d i v i d e s t h e i r sum, that i s , a + bl d i v i d e s 2. 
2 Z 
Taking norms we f i n d a + b = 4 
So the candidates common f a c t o r s are: 
,±2i , ±2 , ±1 ±2 
I t i s clear that + 2 i , + 2 are not common f a c t o r s . 
Also the case where ±1 ± i i s a common f a c t o r leads to 
t h a t , where v i s odd, and so x i s even. 
3 2 
I n t h i s case, i t i s easily seen th a t x - 1 = v has no i n t e g r a l 
s o l u t i o n . 
Therefore, we may consider t h a t the only common f a c t o r s are the 
u n i t s of ©, ( y^~]). Hence ] + i v , 1 - i v are coprime i n t e g e r s , and 
so there are r a t i o n a l integers A, B such th a t 
3 
1 + i v = (A + i B) 
Thus A ( A 2 - 3 B 2 ) = 1 
and so A = l , B = 0 , v = 0 
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3 2 
Therefore, x - I = v has no i n t e g r a l s o l u t i o n f or v > 1 . 
Case 4: x - 1 = - v , where v e / , v > 1 
This i s a c l a s s i c a l equation solved by Eul er ( f l 6 ] , V o l 2 , 
p.p. 5 3 3 - 5 3 4 ) . The only s o l u t i o n s are: 
( x = 0 , v = + I ) , ( x = - 2 , v = + 3 ) , (x = I , v = 0 ) 
The only acceptable s o l u t i o n i n t h i s case i s 
( x = - 2 , v = 3 ) 
which gives the s o l u t i o n s 
( « = 2 , f> = 2 ) , ( V = 2 , f> = 14) 
Now since the t r i v i a l s o l u t i o n s ( 1 0 ) g i v e : 
(<* = 0, P = 0 ) , (tx = -|, p = 2 ) , ( «*= 1 , P = 4 ) , (•* = 1, p> = 0) 
the only s o l u t i o n s of (7) are: 
( < * = 0 , p = 0 ) , ( < * = _ ! , £ = 2 ) , ( * = 1 , ^ = 4 ) 
( 1 1 ) 
( * = 1 ^ = 0 ) , ( < ^ = 2 , P = 2 ) , («•= 2, p = 14) 
2.6. Now we f i n d ^ ( W+ 1) in terms of c o e f f i c i e n t s K,A of the 
equation ( 4 ) . 
Note, t h a t : 
and one e a s i l y deduces th a t 
- &c,I P ( P j) 2- 2 P ip i P 3I P i}'- 2 P;P 2Y[( I P ( f - 2 I P i P j j 
and so, by the equation ( 4 ) , 
- y2Cu>+D- 8/t*K + 8«2+ 16/? 
P u t t i n g k=-2cx , /) = 2 fb to the above formula, we f i n d 
- y 2 ( c o + l ) = 2 4 ( ^ + 4<*fiZ+2<x2 + 2fi>) 
For the i n t e g r a l s o l u t i o n s (oC, (5) of the equation ( 7 ) , given 
by ( 1 1 ) , one fi n d s t h a t : 
- S 2(W+ 1) = 0 , 2 5 .3, 2 5 .3.5 . 1 1 , 2 5 , 2 6 .3.5, 2 6 . 3.5.23.29, 
r e s p e c t i v e l y . 
By the (Lem I I I . 2 . 1 ) , - (co + 1 ) > 0 . Therefore there are only 
f i v e remaining cases to be considered, and these are given by 
the f o l l o w i n g t a b l e : 
-1 1 1 2 2 
p 2 4 0 2 
5 5 5 6 6 - tf2(w+ I ) 2 5.3 2 .3.5.11 2 2 .3.5 2 .3.5.23.29 
On the other hand we have already proved, (see I . 5.2.1!) t h a t : 
1 / 6 - 256q 1 / 3 < - tf2(o> + l ) (12) 
2n7p 
where q = e 
Weber also proved t h a t : 
i , _ (/3 12 ^ 
i 2 M < ^ -256q + t . g q V q + T ^ r ~ ° 3 ) 
(see,L 4 6 ] ,§ 125, p.p. 461-2) , 
and having used the i n e q u a l i t i e s ( 1 2 ) , and ( 1 3 ) , he deduced t h a t 
- 2 5 . 3 
3 + 7 - 1 6 3 ~\ * 
( 14) 
~ M => ~ J = 2 - 3 . 5 . 2 3 . 2 9 
Note, that the values on the r i g h t hand sides of (14) coinside 
w i t h the values of the l a s t row of the above t a b l e . Therefore, 
by the b i j e c t i v i t y of the j - f u n c t i o n , we deduce t h a t , i f 
h (-p) = 1, p = 3 (mod8), p > 3, then we must have: 
p = 1 1, 19, 43, 67, 163 . 
Conversely, i f p takes the above values, J ((o ) i s a negative 
r a t i o n a l i n t e g e r , and since K 2 = kTj ( i f f ) ) we have [K 2 : K J 
t h a t i s h (-p) = 1. 
This completes the proof of the (Th. I I I . l . l ) . 
CHAPTER IV 




I . The Weak Mordell-Weil Theorem, and the group of 2-coverings 
U of an e l l i p t i c curve. 
1. 1 The Weak Mordell-Weil Theorem 
Let E be an e l l i p t i c curve defined over (Q. w i t h Weierstrass 
2 3 
form: y = h(x) = x - A x - B , 
where A, Be 2 . 
By the Mordell-Weil theorem, E (<&.} i s f i n i t e l y generated 
f 
and i t s subgroup E (<&) of r a t i o n a l p o i n t s of f i n i t e order i s 
f i n i t e . 
We denote by r the number of independent generators of E (©,) 
of i n f i n i t e order, and by r 2 the number of independent generators 
of f i n i t e even order. C l e a r l y r 2 = 0 , 1 or 2 i f the polynomial 
h (x) has o, I , or 3 r a t i o n a l z e r o s , r e s p e c t i v e l y . 
Now we s t a t e the f o l l o w i n g r e s u l t , which was proved by 
Weil, i n the general case where E i s defined over a number 
f i e l d K. (See Lang [29] , p.p. 10 1, V, § 1). 
The Weak Mordell-Weil Theorem (Th. IV. 1.1.1) 
The qu o t i e n t group ^^^^/^ECd) ^ s f i n i - t e -
I n f a c t , i t has order 2 2 . 
1.2 The group of 2-coverings U of an e l l i p t i c curve 
Let E be an e l l i p t i c curve defined over ©. . Following 
Cassel's d e f i n i t i o n (see Cassels [ 9 ] ) we say t h a t there i s 
a 2-covering U of E i f there i s a curve D defined over <&, and 




w i t h associated generic p o i n t s 
x = 2 x 1 
X 
where the map X —*x i s over the r a t i o n a l s , and X — ^ X j i s over 
the complex numbers. We s h a l l say t h a t another curve D' w i t h 
generic point X gives the same 2-covering on E, i f and only i f , 
there i s a b i r a t i o n a l mapping 
X < ? X ' 
over the r a t i o n a l s and a point P on E w i t h 2P = c r , such t h a t the 
diagram 
* j •* y x { = Xj + P 
X •* >- x' 
is commutative. 
There i s also a n a t u r a l s t r u c t u r e of an abelian group 
on the 2-coverings U of E, i n h e r i t e d from the law of composition 
of the curves D regarded as homogeneous spaces (see Weil ) . 
We denote by G the group of 2-coverings U of E. Every element 
of G other than the i d e n t i t y has order 2. 
We are i n t e r e s t e d here i n a sp e c i a l subgroup of G, which 
we denoted by G , consisted of 2-coverings U of E fo r which 
D has a r a t i o n a l p o i n t (C.F. Bi r c h and Swinnerton-Dyer, i n [ 6 ] > 
denote t h i s group by G and i s c l e a r l y a subgroup of those 
2-coverings U f o r which D has a po i n t i n each p-adic f i e l d ) . 
Weil has also proved t h a t : 
Theorem (Th. IV. 1.2.1) 
The group G i s isomorphic to E ^^]^^^'»an^ consequently 
| G " I = 2 r + ^ 
Birch and Swinnerton-Dyer have found an e f f e c t i v e method 
under which one can s p e c i f y 2-coverings U of an e l l i p t i c curve 
E (See Bir c h and Swinnerton-Dyer [6] ) . 
In the next we quote some of t h e i r r e s u l t s . 
Lemma (Lem. IV. 1.2.2) (See [6] I , Lemmas 1, 2 p.p. 9 - 1 1 ) 
( i ) I f D i s a curve corresponding to a 2-covering U i n G 
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then we can take D i n the form 
y 2 = g(x) = ax 4 + bx 3 + c x 2 + d x + e (1) 
where a, b, c, d, e are r a t i o n a l . 
Furthermore, the curve (1) i s a 2-covering of 
y 2 = x 3 - 27Ix - 27J (2) 
where I = I2ae - 3bd + c 2 , J = 72ace + 9bcd - 27ad 2 - 27eb 2 - 2C 3 
which are c a l l e d the i n v a r i a n t s of ( l ) . 
And conversely, any 2-coverirg of (2) has i n v a r i a n t s itf , J J]6 
f o r some r a t i o n a l J\ 
( i i ) Two curves D and D of the form (1) give the same 
covering, i f and only i f , there are r a t i o n a l numbers cx, Q, y , S, \J. 
such t h a t : 
C l e a r l y , i f D, D are equivalent,then g ( x ) , g (x) have the same 
s p l i t t i n g f i e l d . 
( i i i ) I f g(x) has a r a t i o n a l zero, i t gives r i s e to the 
t r i v i a l 2-covering defined by the map X *-2X of E onto i t s e l f . 
2. A s p e c i f i c example of an i n f i n i t e series of e l l i p t i c curves 
w i t h i n f i n i t e l y many r a t i o n a l p o i n t s . 
We set W = —!— + 2^ ^ » where p i s a r a t i o n a l prime 
such that p & 3 (mod4), and p > 3. Let K = <&( GO ) = ®.( / ^ p ) . 
We r e c a l l some general f a c t s from the Chapters I and I I . 
These are: 
( i ) J (to) i s a r e a l a lgebraic int e g e r less than zero 
(Th. I . 5.2. 12) . 
( i i ) The H i l b e r t c l a s s - f i e l d K = K (j(<*>)) (Th. I I . 2.2) 
( i i i ) h(-p) = [ K j : K ] = odd (Th. I I . 4.2) 
p r 3, i f p = 3(mod8) , 
( i v ) |_K2 : K l J =1 > a n d Kp = K 2 ( T h - 1 1 ' A - 5 ) 
I I , i f p a 7(mod8) 
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Now we also r e c a l l some r e s u l t s from the Chapter I I I which 
depend only on the f a c t h(-p) = odd and not on the s p e c i a l 
case where h(-p) = 1. 
These are: 
(v) - f , ( t o ) i s the unique r e a l root of the equation 
( t - 16) = J (co ) t (1) 
24 which i s also p o s i t i v e . Furthermore f 2 (£«> ) G K 2 • 
In p a r t i c u l a r i f p = 3 (mod8) then K g = K 1 ( (a>) ) (Th. I I I . 2.2) 
. « 3 n i / i r 6 ( v i ) - l f 2 (co) , 6 r 2 ( w ) are r e a l and p o s i t i v e 
and also l i e i n R j . (From a part of the proof of 
(Th. I I I . 2.3.1) ) . 
Lemma (Lem. IV. 2.1) 
KpfiR, i s an odd extension of©; i n f a c t 
{ 
h ( - p ) , i f p = 7 (mod8) 
3h(-p), i f p = 3 (mod8) 
Proof 
F i r s t we prove t h a t [ K t n IR,; <a J = h ( - P ) . 
C l e a r l y , K H R. = <& , a n d U, f) R = ©.fjCw)) 
1 o v 3 
K,= K(j'M) 
k2niR. 
Note th a t [ k ^ K ^ R ] - [ <H (jfo>) , V^p ) : G C J O o O ] - 2 
and since [ K , : Q. J = 2 h ( - p ) , we have [k,f)IR : & J - h ( - p ) . 
Suppose that p s 7 (mod8), then K 2 = and so 
[ k 2 n R : ©,] = h ( - P ) . 
Now suppose th a t p = 3 (mod8), then [ K 2 : K j ] = 3 ,and 
u 2 - u x ( f 2 2\u») = <& c y^p , , ^ (ui) ) 
C l e a r l y K 2 f l IR, - ©. (JCo)) , f ^ f w ) ) 
and so [ k 2 : Y2 0 IR, ] = 2 
Since [ k 2 : K,0fR]= [K2: KJXK, : k f0 R] = 3.2 , and 
[ k 2 : K 20fFl] = 2 , we have [ « 2 0 (R : ^ 0 IR. ] « 3 
Therefore, [k 2D(R, ; & J = [ ^ n l R : ^ 0 f R j f ^ OfR : <& ] « 3 h(-p) 
So the lemma holds. 
Now we prove t h a t : 
Lemma (Lem IV. 2.2) 
V
3 C<J-0 £ K j . I n p a r t i c u l a r , 
= -^ /""P ' f o r s o m e /} e 0 IR, •>3 
Proof 
From (Th. I . 4.5.6), and y (x) = J(X.)-\728 we deduce that 
A 3 
^("c) has at each cusp of T (2) Fourier expansion w i t h 
c o e f f i c i e n t s i n Q, , and th e r e f o r e by Sohngen's theorem y3(to)£ ^  
Now note t h a t ^C^) 1 S a zero °f the polynomial 
(|>Cx) - x 2 - j f c o ) + l ? 2 8 e Kj^] . 
Since jCu>) < 0 , ^C10) i-s a P u re imaginary number. 
Also from the tower of f i e l d s 
K2 O Ux ( V3Oo) ) 3 
since '• V.^[ = J o r 3 , we have <b(x) i s r e d u c i b l e 
over Kj and so V3 (to) G k x 
Now since « 1 = &>(/-]?) (J(VO) » arid j(u;) i s r e a l , we have 
£ = /) f o r s o m e J€ KjOlR . 
Theorem (Th. IV. 2.3) 
The curve D: - p y 2 = x^ - 64 has a & - r a t i o n a l p o i n t . 
Proof 
F i r s t , we prove t h a t D i s soluble i n k 2 0 fR,. 
I t i s e a s i l y seen that the equation ( t - 1 6 ) 3 = j C^) t 
can be w r i t t e n as: 
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- ,728 - ( t - 64) (t_±_8)l , 
2 t 
tha t i s , g^Cu)) ^ + g^g = t - 64 
Note th a t i n view of (V) and, ( V I ) we have 
i f l V o ) | 2 j 3 n l A 6 l4 
and from (Lem. IV. 1 . 1 ) , we deduce t h a t 
- 64 
,2 M+O j L •< J 
which means t h a t D has a k!2nlR - r a t i o n a l p o i n t , namely 
< * • » > - ( e f,c-> , > 
We now prove t h a t D has a ©.-rational p o i n t . We need f i r s t 
to r e c a l l the f o l l o w i n g f a c t s concerning d i v i s o r s of an 
e l l i p t i c curve D defined over the r a t i o n a l s . (See Farkas 
and Kra [17] , p.p.67, 90, I I I . 4 ) 
There i s a fundamental isomorphism D(C)—* D„ = %. 
given by: P 1— —> [P]-[cr] t 
where DQ i s the group of d i v i s o r s of D of degree 0, and D p r 
i s the group of p r i n c i p a l d i v i s o r s , t h a t i s the group of 
d i v i s o r s of degree 0,which are d i v i s o r s of functions defined 
on D. 
This induces a b i j e c t i o n 
h : DCC) -—> D, , 
where Dj i s the set of d i v i s o r classes of degree 1. C l e a r l y 
h preserves the a c t i o n by the Galois group of C and from t h i s 
we deduce a b i j e c t i o n : 
Galfe/a) Gal(e/&) 
vco « — > t \ 
between the ®, - r a t i o n a l points of E and the r a t i o n a l d i v i s o r s 
of degree 1 . 
We r e t u r n now to the problem i n hand. Let P be the 
kjOlR, - r a t i o n a l p o i n t of D. Since KzC)€i i s of odd degree over 
(Q, , the sum, ^ , of conjucates of P over Q, provides a r a t i o n a l 
d i v i s o r of odd degree . 
We denote by Q = (2 VT, 0 ) , Q' = (-2 J~2, 0 ) . 
Cl e a r l y Q + Q i s a r a t i o n a l d i v i s o r of degree 2 and 
there fore 
i ^ l l . ( Q +Q) 
i s a r a t i o n a l d i v i s o r of degree 1. Hence, by the above 
b i j e c t i o n , D has a Q - r a t i o n a l p o i n t , as r e q u i r e d . 
The F i n a l Result ( I V . 2.A) 
2 3 2 . . . 
The curve E : y = x + p x has i n f i n i t e l y many 
r a t i o n a l p o i n t s . 
Proof 
In view of the previous discussion, and since Yz= 1 
i t s u f f i c e s to prove t h a t | G | > 3, t h a t i s enough to 
f i n d two n o n - t r i v i a l , i n e q u i v a l e n t , 2-coverings U of E. 
We show tha t the curves 
D : -py 2 = x 4 - 64, 
^ 2 A 2 
and D : y = -x + 4p 
are as r e q u i r e d . 
The curve D has the obvious r a t i o n a l points 
(x = 0, y = ± 2p) . 
The f o l l o w i n g diagram shows how the curve D i s r a t i o n a l l y 
transformed to the curve D '. y = - ^-X 4- —~—rP 
P 2 3' " 
ex.*)—-(£*,(ffi)y) 
X> >• !>' 
Also the f o l l o w i n g diagram shows how the curve D i s r a t i o n a 
transformed to the curve D" •' = - 4 p 2 X 4 + ^ 
(x ,y) , . ( 22 3.px,2 3.3f Py) ^ 
p > D 
I n view of (Lem. IV. 1.2.2) the i n v a r i a n t s of the q u a r t i c s 
D , and D are: 
0 27 
So, D and D are both 2-coverings of the curve 
y = x - 27Ix j 
2 3 2 
t h a t i s , y = x + p x 
C l e a r l y , they are not t r i v i a l , since -^-X^4- and 
4 2. 
-X + 4 p have no r a t i o n a l r o o t s . 
Also they are in e q u i v a l e n t ^ s i n c e the s p l i t t i n g f i e l d s of the 
above polynomials over Q, d i f f e r . 
This proves our cl a i m . 
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