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Abstract
The high uncertainty in the Relative Biological Effectiveness (RBE) values of particle
therapy beams, which are used in combination with the quantity absorbed dose in
radiotherapy, together with the increase in the number of particle therapy centres
worldwide necessitate a better understating of the biological effect of such modalities.
The present novel study is part of performance testing and development of a micro-
calorimeter based on Superconducting QUantum Interference Devices (SQUIDs). Un-
like other microdosimetric detectors that are used for investigating the energy distribu-
tion, this detector provides a direct measurement of energy deposition at the micrometer
scale, that can be used to improve our understanding of biological effects in particle
therapy application, radiation protection and environmental dosimetry. Temperature
rises of less than 1 µK are detectable and when combined with the low specific heat
capacity of the absorber at cryogenic temperature, extremely high energy deposition
sensitivity of approximately 0.4 eV can be achieved.
The detector consists of three layers: a Tissue Equivalent (TE) absorber, a SuperCon-
ducting (SC) absorber and a silicon substrate. Ideally all energy would be deposited in
the TE absorber and the heat rise in the SC layer would arise due to heat conduction
from the TE layer. However, in practice direct particle absorption occurs in all three
layers and must be corrected for.
To investigate the thermal behavior within the detector, and quantify any possible
correction, particle tracks were simulated employing Geant4 (v9.6) Monte Carlo simu-
lations. The track information was then passed to the COMSOL Multiphysics (Finite
Element Method) software. The 3D heat transfer within each layer was then evaluated
in a time-dependent model. For a statistically reliable outcome, the simulations had to
be repeated for a large number of particles. An automated system has been developed
that couples Geant4 Monte Carlo output to COMSOL for determining the expected
distribution of proton tracks and their thermal contribution within the detector.
The percentage heat contribution from the TE absorber into the SC absorber was
determined for mono-energetic proton pencil beams of 3.8, 10, 62 and 230 MeV. The
corrected energy distribution is compared to the ideal energy distribution, exhibiting
good agreement.
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Chapter 1
Introduction
Radiation was utilised in cancer treatment only a year after the discovery of X-rays
in 1895 [1], with the ultimate goal of controlling the disease to improve survival and
quality of life. Radiotherapy technology has since advanced significantly delivering
radiation by X-ray tubes, radioactive sources and highly sophisticated accelerators that
make use of cutting-edge imaging and computing technology to target radiation doses
more precisely. The advances in technology have also resulted in cost effectiveness of
radiotherapy as a cancer treatment practice [2]. In addition, as the population continues
to grow and life expectancies increase, the incidences of cancer has risen, increasing the
need for radiotherapy [3]. It is estimated that approximately 40% to 50% of people
cured of their cancer receive radiotherapy as part of their curative treatment [4–6].
Radiotherapy goals are limited by the physical principle of the type of radiation and the
energy deposited within a medium. Co-irradiation of adjacent healthy tissues to the
target volume are inevitable, leading to potential toxicity and secondary effects that
deteriorate patients’ quality of life [7, 8]. Particle therapy, of which charged particle
protons are the most researched and most frequently used, have the advantage of more
localised deposition of dose compared to photons and consequently, less complication
of the adjacent healthy tissues (figure 1.1). This is because of the fact that macroscopic
and microscopic dose deposition patterns of protons and ions differ from those of pho-
tons. In this thesis by the use particle therapy we mean radiotherapy with proton ions,
which are also known as light-ions.
1
2Figure 1.1: Schematic of dose distribution along a single line for proton versus other
types of radiation. Spread-Out Bragg Peak (SOBP); Source-to-Skin Distance (SSD)
(reproduced from figure 1, Giap et al.) [9].
The use of high-energy proton beams for radiation treatment was suggested by Wilson
in 1946 [10]. The first patient was treated with high-energy proton beams at the
University of California at Berkeley in the mid-1950s [11, 12]. Since its first use there
has been a rise in the number of proton and ion therapy centres and it is projected
to increase further. Latest statistics published by the Particle Therapy Co-Operative
Group (PTCOG) in 2016, show that there are 68 centres in operation worldwide, 31
under construction and 17 in planning stages [13]. Clatterbridge Cancer Centre in
the UK was the first hospital-based proton facility that treated patients with ocular
tumours in 1989 [14]. After some time, the Department of Health in the UK awarded
funds for two new proton therapy centres expected to commence treating patients by
2018/19 [15].
The number of patients treated with particle therapy has increased worldwide. Fig-
ure 1.2 shows the total number of patients treated with particle therapy from 1954 to
2014.
3Figure 1.2: Cumulative sum of patients treated with particle therapy worldwide from
1980 to 2015 (data taken from Particle Therapy Statistics [16] and Miller [17]).
Accurate determination of the Relative Biological Effectiveness (RBE) value is neces-
sary for utilising particle therapy to its full potential. Currently dose prescription for
proton therapy compared to photons assume a greater biological effect of 10% that
compensates for the difference between protons and photons, for ions heavier than pro-
tons RBE is much higher [6]. The effective dose in particle therapy is determined by
multiplying the physical dose by an RBE factor [18]. There have been a number of
both in-vivo and in-vitro studies suggesting different values for the RBE [18–22]. The
RBE concept is discussed in more depth in section 2.2.4.
Measurement and simulation techniques are required to determine the characteristics
of ionising particle track structures and their correlation with the biological effects at
the cellular level, which lead to the determination of an RBE factor. Ionising radia-
tion deposits energy in discrete packages stochastically distributed while traversing a
medium as a result of interactions with atoms. Absorbed dose and dose-rate are defined
as averages over these random fluctuations [23]. The biological (and other structural)
effects of radiation may be influenced not only by the average energy deposited per unit
mass (i.e. absorbed dose) but by the number of interactions, their magnitude (amount
of energy deposited) and their spatial distribution. Therefore different radiation qual-
ities can have different biological effectiveness and they are usually quantitated in the
4term RBE, for a given radiation. Microdosimetry, which defines concepts and quanti-
ties to specify the energy concentration in microdosimetric regions, can be employed
to improve our understanding of radiation effects [23–25]. Brenner and Zaider demon-
strated the determination of the RBE using microdosimetric spectra for intercomparing
different clinical radiotherapy beams [26].
The most commonly used experimental methods in microdosimetry, measure ionisation
in gases or semiconductors that are not necessarily representative of the energy distri-
bution and ionisation in tissue. Tissue Equivalent Proportional Counters (TEPC) have
been one of the most commonly used microdosimetric devices employed by many re-
searchers working in the microdosimetry field, including Rossi and Zaider [27]. TEPCs
have been attractive due to their ability to amplify the ionisation from a single particle
passage (event) into a detectable signal. However, their large sensitive volume (usu-
ally centimeter scale) and low energy resolution has led to design and development of
many other detectors which work on similar principles. These include the miniaturized
TEPCs (mini-TEPCs) designed at the Istituto Nazionale di Fisica Nucleare-Laboratori
Nazionali di Legnaro (INFN-LNL) with a sensitive volume on the millimetre scale in-
stead of the centimetre scale [28, 29]. The mini-TEPC types of detector still suffer
from large sensitive volumes relative to the scale desired in microdosimetry measure-
ments (micrometre). In addition, only the ionisation, disregarding excitations and local
heating, are considered as a representation of the energy deposited in the counter.
The development of semiconductor detectors, the operational principle of which is based
on the presence of a p-n junction, can be divided into single detector [30,31] and array
detector types [32,33]. Despite the advantages of their compact size and low voltage for
operation, silicon detectors suffer from a lack of well-defined sensitive volume [34,35] and
limited energy threshold of about 1 keV/µm. They also require an energy-dependent
stopping power conversion to convert from silicon to tissue.
S. Galer has designed and developed a novel Superconductive Quantum Interference
Device, (SQUID) based micro-calorimeter of ionising radiation at the National Physical
Laboratory (NPL) [36], which overcomes the limitations in other microdosimeters. A
SQUID, one of the most sensitive detectors, is a ring of superconductor interrupted
by two Josephson junctions, which is a physical separation of the superconductors by
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very thin microbridge junctions where the superconductivity is weakened [37]. The new
micro-calorimeter allows the direct measurement of energy deposition per particle in
the TE absorber, in a region that has a size comparable to that of a cell.
The scope of this research is described in the following sections.
1.1 Objective
To determine a conversion factor, which is required for deriving the lineal energy in a
tissue equivalent absorber from the signal of the micro-calorimeter. During irradiation,
energy is deposited along the path of the particle passing through a dual absorber lo-
cated within the SQUID loop. This dual absorber consists of SuperConducting (SC)
and Tissue-Equivalent (TE) layers. The energy deposited and its distribution in the TE
absorber provides directly relevant information for the comparison of different treat-
ment modalities for radiotherapy. However, the micro-calorimeter detects energy de-
posited by the particle traversing it due to a temperature rise in the sensitive layer (SC
absorber) of the detector, which is detected by the change in the effective area of the
SC absorber. The signal is contaminated by the energy deposited in layers adjacent
to the SC absorber caused by incident particles directly depositing energy in the TE
and the SC absorbers and the silicon substrate. Therefore, the major objectives of this
thesis are:
1. To demonstrate a practical and reproducible method for determining any possible
conversion factors on micro-calorimeter signal
2. To analyse and demonstrate the workability of the correction method
3. To propose any design modification for optimised performance of the micro-
calorimeter
The corrected measurements of the micro-calorimeter will lead to better understanding
of the relation between microdosimetric spectra and RBE. In addition, the new micro-
calorimeter exhibits superior energy resolution (in the order of eV) and hence can be
used to calibrate other microdosimetric devices.
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1.2 Outline
The objectives in this work are achieved by following a logical order to develop a
method of determining possible corrections. This work focuses on investigating the
thermal relaxation behaviour of the novel micro-calorimeter. A model was created
employing Monte Carlo (MC) simulations to determine the energy deposition in the
micro-calorimeter. The outcome of the MC simulations were then used in a heat transfer
model to investigate the thermal response of the micro-calorimeter caused by individual
incident particles. The process of coupling the two models was automised to allow the
analysis of a large number of incident particles at various energies.
The thesis structure and summary of each chapter is outlined in the following sections.
1.2.1 Chapter 2: Theory
This chapter describes the theory of ionising radiation and their interaction with matter
relevant to their use in medicine. The process of radiation damage is briefly discussed
giving a comparison between photon therapy and particle therapy. The argument is
developed to introduce methods employed for measuring and quantifying radiation
damage.
This chapter includes a detailed description of micro-dosimetry, which is fundamental
in this work. The methods used in micro-dosimetry are explained briefly before intro-
ducing the work on the micro-calorimeter. The operation of the micro-calorimeter is
detailed in this section.
1.2.2 Chapter 3: Monte Carlo Simulations
This chapter provides the method and approach taken to develop the first part of the
work, which is to build a model employing MC simulations. A brief description of
different MC methods and codes is presented justifying the use of the Geant4 toolkit
for this work. The outcome of the MC simulations and their use in the heat transfer
model are discussed in the final part of this chapter.
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1.2.3 Chapter 4: Heat Transfer Modelling
The heat transfer model built to investigate the thermal behaviour of the micro-
calorimeter during irradiation is detailed in this chapter. An introduction is provided to
the heat transfer model which includes the choice of software package and more impor-
tantly the problem under investigation. The process of creating the model is discussed
in the second part, which includes approximations and limitations of the model.
1.2.4 Chapter 5: Methodology
A major novel aspect of this work is presented in this chapter, which discusses the
coupling of the MC model into the heat transfer mode for simulation of a large number
of particles. The method developed in this chapter can be adapted for work in fields
other than micro-dosimetry. The problem is introduced before justifying the method
employed. The steps taken to verify the implementation of the method is also discussed.
Finally, the application of the conversion factor to measured and simulated data are
discussed.
1.2.5 Chapter 6: Results and Discussion
The calculation results are presented for different beam energies and discussed in this
chapter. A large number of protons are simulated to interact with the micro-calorimeter
and the resulting heat dissipation within the micro-calorimeter is evaluated. For each
proton beam, tracks are categorised into three groups. The results of the filtering
process are presented along with the mean conversion factor determined for each group
of proton tracks. The corrected microdosimetric spectra is compared to that of ideal
spectra estimated as simulating 20 million particles employing MC simulations.
The feasibility of the current design are scrutinised leading to a redesign of the micro-
calorimeter. This includes the categorisation, the method of applying the mean con-
version factors and the current design.
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1.2.6 Chapter 7: Proposed Design
A new design is proposed for the micro-calorimeter, based on the calculations and
simulations performed on the current design. It is shown that the new design will
improve the performance of the micro-calorimeter in practice. The modification is also
justified to be practical. Simulations are repeated on the new design, omitting the
categorisation process, for 1000 protons at 3.8, 10, 62 and 230 MeV beam energy and
the preliminary results are presented in this chapter. The categorisation process is
omitted in this section based on the outcome of the current design.
The heat contribution from the silicon substrate is minimised in this new design.
1.2.7 Chapter 8: Conclusion
The findings of this work are summarised and concluded in this chapter. A brief intro-
duction is provided to the broad objective of the work before discussing the methodology
employed and the coupling method of particle transport simulations to a heat transfer
model. The outcome of the simulations on both the current and proposed design are
concluded.
1.2.8 Chapter 9: Future Work
As several approximation were made developing the method outlined in this work, the
future work could include simulations and measurements that closely represent the
experimental scenarios. Possible future works are discussed in this chapter.
The particle beams need to be modified to represent what is achieved in the experi-
mental or clinical situation. This includes simulating a broad beam rather than pencil
beams. Additionally, a spectrum of energies should ideally be simulated in a beam
rather than a mono-energetic beam, as used in this work.
In addition to the beam characteristics, different situations where particles interact
with the micro-calorimeter should be investigated. This includes, for example, the
cases where the beam hits the edges of the micro-calorimeter, missing the TE absorber.
Other future projects include an alternative method suggested to implement the con-
version factors. Furthermore, to evaluate RBE values at different depths a range shifter
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should be included in the simulations. Experimental methods to validate the conversion
factor are also discussed in this chapter.
1.2.9 Appendices
Appendix A
The energy filter used for each proton beam under investigation are tabulated and
presented in this section.
Appendix B
The heat equation proof for modifying the thickness in the thermal transfer model is
presented in this appendix. The verification results for proton beams of 10, 62 and
230 MeV, which are not included in the corresponding chapter, are presented in this
section.
Appendix C
The Matlab code that coupled the outcome of the MC simulations to heat transfer
model is included in this appendix.
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Chapter 2
Theory
2.1 Ionising Radiation
2.1.1 Electromagnetic Radiation
The ElectroMagnetic (EM) radiation spectrum can be divided into non-ionising and
ionising radiation as presented in figure 2.1.
Figure 2.1: The electromagnetic frequency spectrum featuring ionising and non-ionising
radiation with associated frequencies. Adapted from Safety and Health Topics, U.S
Department of Labor [38].
The non-ionising radiation occupies the low frequency region of the EM spectrum,
typically with frequencies approximately less than 1 × 1015 Hz. This type of radia-
tion may have enough energy to excite molecules and atoms causing them to vibrate
faster. Non-ionising radiation plays a major role in the diagnostic field of medicine
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with radiation.
The ionising radiation on the other hand have frequencies much higher than the non-
ionising radiation (greater than 1×1020 Hz). Therefore, they have more energy than the
non-ionising radiation and sometimes enough to cause chemical and structural changes
in matter. This feature of the ionising radiation is employed in the therapeutic field of
medicine.
Ionisation
Ionisation is the process by which an atom is ionised (i.e. becomes a positive ion) by
losing an electron as a result of absorbing external energy equal or greater than an
electron binding energy. Any excess energy is shared between the ionised atom and
the electron as kinetic energy. The measurement of ionisation or the electron produced
as a result of ionisation is fundamental in the field of dosimetry, which is discussed in
more detail in section 2.3.
Excitation
Ionisation will not take place if the energy absorbed by the atom is less than the electron
binding energy. Instead, an electron may be moved from a lower energy shell to a higher
energy shell. This atom is said to be excited. The characteristics and properties of the
excited atoms relaxing are used mainly in diagnostic medicine.
2.1.2 Ionising Particles
Ionising radiations are fundamental to the medical use of radiation and can be used
to damage and eventually kill cancerous cells [39]. The damage caused by ionising
radiation is usually divided into two categories namely directly ionising and indirectly
ionising.
Directly ionising particles such as electrons, protons, alpha particles and heavy ions
are charged particles that have sufficient energy to produce ionisation through direct
coulomb interactions with the orbital electron or nuclear interaction.
Indirectly ionising particles are neutral particles such as photons (X-rays and gammas)
and neutrons that interact with the medium which results in release of ionising particles.
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For example, neutrons can undergo nuclear interactions with the target atom to release
secondary directly ionising particles [40].
The use of high energy ionising radiation particles (both directly and indirectly ionising)
in medicine is known as radiation therapy or radiotherapy. Radiotherapy is predomi-
nately a non-invasive method of cancer treatment that is described in section 2.2.
The ultimate goal of this work is to assist in better understanding the biological effect
of charged particles, protons in particular. It is therefore, important to understand the
action of radiation on matter which require knowledge of charged-particle interactions.
2.1.3 Interactions of Charged Particles with Matter
The use of charged particle proton beams is the focus of this work thus the interaction
of protons with matter are described in this section. The interaction of protons with
matter results in secondary electrons which are also considered in this section.
There are different interaction mechanisms associated with the interaction of electrons
and protons with matter described in the following. For heavy particles only the inelas-
tic collisions and elastic scattering are important since radiative losses are negligible [41].
In all cases, the outcome is energy loss and direction change of the incident charged
particle and transfer of energy to the matter. Unlike indirectly ionising particles that
interact discretely with the medium, the charged particles continuously interact with
electrons and protons in the nucleus via the long-range Coulomb force. Coulombic
interaction is the principal mechanism by which a charged particle loses energy as it
traverses a medium. Energy loss is mainly determined by interactions with electrons
while multiple scattering is mainly determined by Coulombic interactions with the
(screened) nucleus.
Inelastic Collisions
Charged particles lose energy while traversing matter and create ionisation and excita-
tion along their path. It is possible for electrons to be deflected at large angles as they
lose a large fraction of their energy in an inelastic interaction. However, the deflec-
tion angle for heavy ions (e.g. protons) interacting with electrons are always negligible
since the energy transfer in each interaction is small. This is because the maximum
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energy that can be transferred to an electron in a single collision is governed by the
conservation of momentum and energy in the interaction (equation 2.1).
∆Emax =
1
2
Mv2
(
4mM
(m+M)2
)
(2.1)
where M and v are the mass and the velocity of the incident charged particle and m is
the mass of electron.
In addition, the incident charged particle appears to continuously slow down along
an unaltered linear path as a result of a very large number of interactions. This is
important when approximating such interactions in a computational model.
Charged particles may transfer sufficient energy to an electron such that the released
electron itself causes further ionisation. These secondary electrons are termed delta
rays which have been studied by many authors [42–44]. The path of such interactions
are graphically presented in figure 2.2.
Figure 2.2: A particle track in matter producing ionisation, excitation and delta ray.
Stopping Power
The continuous slowing down of the charged particle in matter as a result of small
energy losses along the path leads to the concept of stopping power. The stopping
power, S, of a medium is the rate of energy loss, −dE of the charged particle per unit
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path length, dx, travelled by the charged particle as a result of coulomb interactions
with electrons and atomic nuclei, (S = −dEdx ) [45]. The stopping power is an averaged
quantity over a large number of charged particles.
The concept of stopping power has been discussed extensively (theoretically and ex-
perimentally) by many authors [45–49]. This was first investigated by Bohr in 1913
before quantum mechanics was proposed [50] was proposed and later by Bethe in 1932
applying relativistic quantum mechanics [51]. The complete expression for the average
energy loss by collisions per unit distance along the path of a charged particle, given by
Ziegler [52], can be simplified for protons to the equation 2.2 adopted from Mazal [53]:
(
dE
dx
)
col
= 4piz2effe
4NAZ
A
1
mv2
[
ln
(
2mv2
I(1− β2)
)
− β2 −
∑(Ci
Z
)]
(2.2)
where zeff and e are the effective charge of the particle and the electronic charge
respectively. NAZ/A represents the number of electrons per gram; m and v are the
mass of the electron and velocity of the particle respectively; β is the relativistic relation
(v/c) (i.e. ratio of the velocity of the particle to the velocity of light); I is the mean
excitation energy of an atom of the absorbing material; and
∑
(Ci/Z) includes the shell
correction term.
Bragg peak
The capacity to ionise matter increases as the proton velocity decreases and the proton
reaches the end of its range which results in the rise of a Bragg peak, governed by
equation 2.2. The depth-dose curve for a broad beam of heavy charged particles is
known as the Bragg curve, shown as the green curve for protons and red curve for
carbon ions in figure 2.3. The Bragg peak is one of the characteristics of protons
that has made them attractive for use in radiotherapy. Furthermore, in clinical proton
beams, the bremsstrahlung is absent resulting in no tail in the depth-dose curve beyond
the end of the proton range (ignoring the range straggling) [53].
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Figure 2.3: The depth-dose distribution for photons and mono-energetic bragg curves
for protons and carbon ions in water. Adapted from Fokas et al. [54].
Elastic Interactions with the Nucleus
The elastic interaction of the charged particle with the nuclei will cause a small deflec-
tion. The traversing charged particle through a medium will suffer many collisions with
the atomic nuclei that causes change of direction to the incident particle. Such changes
in the direction of the incident particle is due to coulomb scattering from nuclei and is
called direction straggling or multiple coulomb scattering.
Most collisions with nuclei involve a distant interaction due to repulsive coulomb force
and since the nuclear charge is partially screened by the atomic electrons, the incident
particle deflects by a small angle. The coulomb scattering distribution for small deflec-
tion angles are more or less Gaussian as presented in figure 2.4. This distribution has
been evaluated by many authors [55–59] and Molie`re was the one who published the
theory in 1947 [55].
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Figure 2.4: The normal distribution of charged particles traversing a slab of material
caused by multiple scattering on atomic nuclei.
In 1975 Highland [56], using Molie`re theory, determined the equation 2.3 that approx-
imates the mean angle of multiple scattering, θ0.
θ0 = 14.1
z
pv
{√
L
LR
(
1 +
1
9
log
(
L
LR
))}
(2.3)
where the radiation length of the scattering material, LR is given by equation 2.4:
LR ∝ A
NZ(Z + 1)
log
(
183
3
√
Z
)
(2.4)
The definition of symbols used in equation 2.3 and in equation 2.4 are given below:
z is the charge, which for proton is unity
p is the momentum of the incident particle
v is the velocity of the incident particle
L is the thickness of the scatterer
N is Avogadro’s number
A is the atomic weight of the target material
Z is atomic number of the target material
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Most Monte Carlo (MC) simulation codes use the multiple scattering theories of Molie`re [60],
Goudsmit and Saunderson [61] or Lewis [62] to compute the net displacement, energy
loss and change of direction of the charged particle.
Inelastic Interactions with the Nucleus
Charged particles undergoing accelerations will emit electromagnetic radiation. Inelas-
tic interactions with the nucleus that causes high-energy charged particles to deviate
from their trajectory are accompanied by electromagnetic radiation, the Bremsstrahlung.
A nuclear reaction is the reason for an incident proton’s large deflection during an in-
elastic interaction with the nucleus. The intensity of radiation produced is proportional
to square of nuclear charge, Z, divided by the mass of the incident particle, m, (Z/m)2.
Thus, the Bremsstrahlung losses are negligible for heavy charged particles, such as pro-
tons. However, heavy charged particles with relatively high energies (100 MeV or
greater) can also lose energy through interacting with the nucleus. This can result in
disappearance of the incident particle and production of neutrons and γ rays. The
magnitude of energy loss through nuclear reaction is negligible for proton beams of less
than 80 MeV energy. At higher energies, for example 100 MeV, approximately 2.5% of
protons are lost due to nuclear interactions in a carbon absorber which does not appear
as excitation or ionisation [63]. In accurate MC simulations of the dose deposited by
proton beams, nuclear interactions must be taken account of by decreasing the number
of particles in the beam as the depth increases.
2.2 External Beam Radiotherapy
Radiotherapy as a technique was developed soon after the discovery of X-rays, which
used ionising radiation to control cancerous cell growth. The aim in radiotherapy is
to target the cancerous tissue with radiation with maximum dose while sparing the
healthy tissue. Internal and external radiotherapy are the two methods for the delivery
of radiation in radiotherapy.
In internal radiotherapy, radioactive materials are placed within a cavity or tissue within
the body for internal irradiation of the target area. The amount of dose delivered in
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this way is limited by the radioactive material and also the site of the cancerous tissue.
This work concerns the external beam radiotherapy, where radiation is delivered by a
machine or radioactive source externally.
Initially, high energy photons were used as the primary beam in radiotherapy. Since
its inception, the progress has been aimed towards higher photon beam energies and
intensities. The invention of the 60Co teletherapy unit, which was the forefront of
radiotherapy for a number of years, by MacKenzie in Canada greatly helped the quest
for producing high energy photon beams [64]. The development and improvements
of linear accelerators (linacs) that produced high energy photons or electrons soon
prevailed. The development and advancements in radiotherapy has been to increase the
dose to the target in a conformal distribution such that the healthy tissues are spared.
Currently, more sophisticated accelerators are employed to produce exotic particles,
such as protons [65], neutrons [66], heavy ions [67] and negative pi-mesons [68] for use
in radiotherapy.
The processes by which radiotherapy is used to control growth of cancers cells are dis-
cussed in this section. The difference between photon and particle therapy is explained
with an emphasis on particle therapy.
2.2.1 Photon Therapy
Photon therapy is by far the most common type of radiation used in cancer treatment.
Here only the Mega-Voltage (MV) photon beams are briefly discussed, however, de-
scription on teletherapy, superficial and orthovoltage X-rays can be found in the work
of Lederman [69]. Clinical photon beam energies range between 6 MV and 18 MV,
which has the advantage of greater penetration depth compared to lower energy X-
ray beams. Therefore, deep-seated tumours can be targeted with MV photon beams,
predominately produced by deceleration of high energy electrons. Additionally, the
maximum dose are below the skin due to the build-up effect [70]. At MV energy the
Compton effect, which is not dependent on atomic number, is the dominant process by
which energy is transferred to the medium, hence the absorbed dose to bones is not
enhanced.
Linacs are commonly employed to produce high energy electrons and photons for use
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in radiotherapy. This is because linacs provide a range of beam energies, have smaller
penumbra at the edge of the beam (in the case of photons) and deliver dose at a higher
rate compared to other machines [71].
The dose distribution characteristics of photons restricts the dose delivered due to co-
irradiation of healthy tissue and inevitable irradiation of organs at risk. A typical
percentage depth dose curve of a MV photon beam is shown in figure 2.5. Different
beam energy will result in a shift to the curve.
Figure 2.5: A schematic illustration of a typical percentage depth dose curve of an MV
photon beam.
Sophisticated planning and delivery techniques such as Intensity Modulated Radio-
therapy (IMRT) [72], Volumetric Modulated Arc Therapy (VMAT) [73], Stereotactic
Ablative Radiotherapy (SABR) [74] and Stereotactic Radiosurgery (SRS) [75] have
been developed to maximise the dose to the target while sparing the healthy tissue.
2.2.2 Particle Therapy
Particle therapy is another form of external beam radiotherapy that uses charged par-
ticles defined as baryons, including protons, ions of carbon, neon and helium [76].
Protons are the most extensively employed particle clinically and in research [77]. This
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work emphasises mainly on protons [78] which are provided clinically for treatment of
cancer [65] and can be used to investigate carbon ions [79].
The use of particle therapy has increased due to its superiority in dose conformity and
no exit dose (in the case of protons) compared to photons. There are numerous studies
comparing different aspects of proton therapy to photon therapy, from dosimetric char-
acteristics, planning and delivery techniques to cost effectiveness [80–83]. Despite the
advantages that particle therapy offers the uncertainties associated with its use and the
advancements in photon therapy have prevented it from reaching its full potential [84].
The uncertainty in the biological effect of particle therapy is discussed in this thesis.
2.2.3 Cell Damage Mechanisms
Cell proliferation may be reduced or stopped as a result of irradiating the cells with
ionising radiation. Upon irradiation, the physical effect between radiation and atoms
of the cells occurs in very short time scales (<ps) followed by possible biological effect
on the cells. The most critical target in the cell for lethal damage is DNA within the
nucleus. However, cell death can be achieved by damage to other components of the
cell, for example mitochondria. There are two mechanisms through which cells are
damaged, termed direct and indirect action.
Direct Action
Ionising radiation can directly damage any component of a cell including the critical
target, the DNA. Irradiation of the cells causes the chemical bonds on the phosphate
backbone to break, as shown schematically in figure 2.6, leading to single-strand break
(SSB) and double-strand break (DSB). The DNA bases might be damaged directly as
a result of the radiation. Cells have evolved to withstand and repair most damage,
however, some damages are more destabilising for the cell (i.e. DSB) than others (e.g.
base deletion). As an example, cells can repair a damage by dose of 1 Gy to the
nucleus, which causes 2×105 ionisations leading to 1000 SSBs and about 40 DSBs [85].
Protons and heavy ions result in more DSB than photons, which is explained more in
section 2.2.4. The damage is lethal if combination of the changes to the DNA leads to
unrepairable damage.
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Figure 2.6: Schematic representation of direct and indirect radio-induced DNA lesions.
Indirect action
The liberation of electrons from atoms and molecules within the medium (predomi-
nately water), caused by the ionising radiation, results in highly reactive ions and free
radicals. The reactive ions or free radicals are short lived (approximately 10−10 sec)
and can cause damage, as shown in figure 2.6, if within 2-4 nm from a critical target.
The most common process is water radiolysis, where irradiation of the water molecule
results in production of hydroxyl radical, •OH, hydrogen radical, •H, hydronium ion,
H3O
+, hydrogen ion, H+, and in presence of oxygen hydroperoxy, HO•2, and organic
peroxy, RO•2, radicals in addition to other free radical and ions [86]. The indirect action
accounts for approximately 70% of biological damage to the cells caused by photons or
electrons [87,88].
2.2.4 Radiobiology
Modern radiotherapy requires radiobiological input for optimal treatment of cancer.
The tangible outcome of irradiating tissue with ionising radiation is biological. Radio-
biology is a branch of science that describes the action of ionising radiation on biological
matter by combining the radiation physics and biology. The physical aspects of ion-
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ising radiation with matter was described in the previous sections. Here, the effect of
different radiation types used in radiotherapy are described.
The type and extent of damage depends on many physical conditions of radiation but
more importantly on the energy dissipated per unit mass (absorbed dose) in the region
of interest. The quality of the radiation employed (photons, electrons, neutrons, protons
or heavier ions) influences the effectiveness of an irradiation in causing damage to cells.
The Linear Energy Transfer (LET) was developed, which is a macroscopic approach,
to study the spatial distribution of ionisation and excitations produced along a linear
path. The International Commission on Radiation Units and measurements (ICRU)
definition of LET is as follows: “The linear energy transfer (L∆) of charged particles in
a medium is the quotient of dE by dl, where dl is the distance traversed by the particle
and dE is the average energy locally imparted (or energy-loss) to the medium due to
collisions with energy transfers less than some specific value ∆” [89].
L∆ =
(
dE
dl
)
∆
(2.5)
The ionisation density along the tracks of secondary charged particles (mainly electrons)
are low and sparsely scattered for high energy photons and electrons. In addition, the
biological effects are similar, and hence these types of radiation are classed as low-LET.
Light ions such as protons and alpha-particles, heavier ions such as carbon and neutral
particles like neutrons are classed as high-LET because they have greater biological
effect per unit dose compared to low-LET radiation types. Therefore, a large number
of photon or electron tracks are required to produce similar biological effect to that
of high-LET radiation. As an example, around 1,000 electron tracks are required to
deposit a dose of 1 Gy, compared to only 4 alpha-particles in a volume equal to that of
cell nucleus [85]. Numerous research has been published in the literature investigating
different radiation qualities and their biological effect [86, 90–92]. In general, increase
in LET results in greater number of cell death per gray.
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Relative Biological Effectiveness
The quantity Relative Biological Effectiveness (RBE) is usually used to express the
same biological impact of a specific end-point caused by different radiation modalities.
According to ICRU, the RBE is defined as [93]:
RBE =
Dref
Dtest
(2.6)
where, Dref is the absorbed dose of reference beam of photons, usually
60Co γ rays,
and Dtest is the absorbed dose of any other radiation under investigation required to
achieve the same biological endpoint as Dref , notably high-LET radiations. Unlike
RBE, the LET has limited use in predicting the extent of biological impact because of
its macroscopic nature. Therefore, particle therapy is based on the RBE quantity, such
that the clinical dose is a product of absorbed dose and RBE value, which is generally
taken to be 1.1 for protons and higher for heavier ions. Although, there might be a
relation between RBE and LET as reported by some authors [94–96], experimental
work is required to determine the value of RBE.
It is evident that the accuracy of the optimum dose delivered in particle therapy is
dependent on the accuracy of the RBE value determined for a specific radiation quality.
The RBE value depends on many factors including particle type and energy, dose, dose
per fraction and biological end-points. A comprehensive review on the RBE value for
protons both in-vivo and in-vitro has been published by Paganetti et al. [18]. In this
work on RBE values for proton beam therapy, they question the rationale of employing
a generic RBE value in proton therapy. They demonstrate that the in-vivo calculation
of RBE has a mean value of 1.1 with a standard error of 0.01, figure 2.7.
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Figure 2.7: Experimental proton RBE values (relative to 60Co) as a function of
dose/fraction measured in-vivo in the centre of a SOBP. Closed symbols show RBE
values for jejunal crypt cells, open symbols stand for RBEs for all other tissues. Circles
represent RBEs for <100-MeV beams and triangles for >100-MeV beams (reproduced
from figure 2, Paganetti et al. [18].
Figure 2.8: Experimental proton RBE values (relative to 60Co) as a function of
dose/fraction for cell inactivation measured in-vitro in the centre of a SOBP. Closed
symbols show measurements using Chinese Hamster cell lines; open symbols stand for
other cell lines. Circles represent RBEs for <100-MeV beams and triangles for >100-
MeV beams (reproduced from figure 1, Paganetti et al. [18].
However, the RBE estimation in-vitro system has a mean value of 1.22, figure 2.8. The
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discrepancies between in-vivo and in-vitro RBE values can be due to many reasons
including the different end-points used to define the outcome. In addition, the large
variations and large error bars make it difficult to draw a common conclusion from
the data presented in figures 2.7 and 2.8. The work by Paganetti [18], Matsuura [22],
Jones and Dale [21] and many other authors who have investigated RBE estimation
for proton therapy suggest a variation in RBE value from the generic 1.1 value used
clinically. Moreover, the importance of accurate calculation of an RBE value is greater
for carbon ion therapy where the RBE has to be calculated at any point in a patient’s
body due to its great dependency on penetration depth [97].
There are different approaches to determine RBE value including radiobiological ex-
periments where the cell survival curves are determined. Extensive experiments are
necessary to determine RBE value and RBE-dose relationship for a variety of end-
points. Microdosimetry is another approach for RBE calculation and a useful method
for assessing biological effect on the basis of the energy deposition pattern on micro-
scopic targets [98]. This work concerns the microdosimetic approach of determining
RBE value, which is described in section 2.4.
2.3 Dosimetry
Dosimetry or radiation dosimetry involves the measurement of the absorbed dose and
other dosimetric quantities resulting from the radiation of ionising interaction with
matter. Absorbed dose is the basic quantity in the medical application of ionising
radiation. The ICRU Report 85 [99] defines absorbed dose, D, as the quotient of d¯ by
dm, where d¯ is the mean energy imparted at a point by ionising radiation to matter
of mass dm, as shown in equation 2.7.
D =
d¯
dm
(2.7)
The nonstochastic quantity absorbed dose is defined as the statistical average of the en-
ergy imparted per unit mass and has a unit of gray (Gy). A comprehensive description
of the radiation dosimetry and quantities such as kerma, fluence and absorbed dose are
given by Attix [63].
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In radiotherapy, for low-LET radiation, treatment is prescribed in terms of absorbed
dose to water. The narrow therapeutic window between tumour control probability and
normal tissue complication probability requires an accurate determination of absorbed
dose for an optimal treatment of patients. Additionally, the accurate knowledge of the
absorbed dose allows: (i) reproducible clinical results for different patients of the same
radiotherapy unit and (ii) transfer of clinical results from one radiotherapy unit to
another [100]. ICRU Report 24, recommends the dose to the Planning Target Volume
(PTV) to be delivered with an uncertainty of less than 5% at the 2 σ level [101]. The
uncertainties include dose measurement, dose calculation and dose delivery, therefore
a lower uncertainty of the order of 1% is applied to the absorbed dose measurement
in clinical application. It was shown that for protons and heavier ions the biological
effect is greater compared to photons. Thus, an accurate knowledge of the absorbed
dose is significantly important as the effective dose in particle therapy is a product of
absorbed dose and the RBE value, according to equation 2.6, is determined through
accurate dose and biological measurements.
There are various detectors (including but not limited to ionisation chambers, films,
silicon diodes) used for the measurement of dose in particle therapy that provide a
signal, which depends on the absorbed dose to the detector medium. In this work only
the calorimeters are briefly described while a detailed review on other detectors can be
found in Dosimetry for ion beam radiotherapy by Karger et al. [100] .
2.3.1 Calorimetry
Calorimetry is a primary dose measurement technique; its calibration can be performed
in terms of SI quantities such as temperature or electrical power, which do not require
a reference ionising radiation field. Calorimetry is the most fundamental and absolute
method of the available techniques for the measurement of absorbed dose, assuming full
conversion of energy deposited into temperature rise [102]. The absorbed dose to the
absorber medium, D, is defined in equation 2.8, where c, is the specific heat capacity
of the medium and ∆T , is the temperature rise.
D = c.∆T (2.8)
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Measurements with the calorimetry techniques can be sophisticated as they require
highly stable measurement conditions hence not practical for use in the clinical environ-
ment. However, they are used in standards laboratories, for example at the National
Physical Laboratory (NPL) in the UK [103]. There are two main calorimetry tech-
niques used in standards laboratories today, water calorimetry [104–107] and graphite
calorimetry [108, 109], that have been described and investigated by many authors.
The standard for absorbed dose in photon beams is already based on calorimeters and
Karger et al. suggest that there are attempts to extend calorimetric techniques as a
standard for ion beams[100].
As discussed, absorbed dose is an average quantity ignoring the stochastic process of
energy deposition by radiation tracks. The fluctuations arising from the stochastic
behaviour of energy deposition are discussed in microdosimetry.
2.4 Microdosimetry
This work investigates a novel micro-calorimeter for use in particle therapy and is based
on the quantities and definitions introduced in microdosimetry. Therefore, the theory
of microdosimetry is explained in this section.
The subject matter of microdosimetry is to define concepts and quantities to specify the
energy concentration in microdosimetric regions that would improve our understanding
of radiation effects [23–25], Rossi and co-workers, originated the term “Microdosimetry”
by developing a conceptual framework and the corresponding experimental methods for
the systematic analysis of microscopic distributions of energy deposition in the irradi-
ated medium [110–112]. Microdosimetry is therefore formally defined by Rossi and
Zaider as “the systematic study and quantification of the spatial and temporal dis-
tribution of absorbed energy in irradiated matter” [27]. They defined and measured
stochastic quantities such as specific energy (z) and the lineal energy (y) which are
central concepts in microdosimetry and describe the energy deposition events in mi-
croscopic structures and their probability distributions [24]. A detailed chronological
review of microdosimetry development and the corresponding theoretical progression
to explain the relative biological effectiveness can be found in the literature [24, 35].
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To describe the stochastic spatial distribution of energy deposition in charged-particle
tracks, the following definitions are necessary: Energy deposited i, measured in joules
(J) or electron-volts (eV ), is the energy deposited at a single interaction point i, given
by the following expression:
i = Tin − Tout +Q∆m (2.9)
Where, Tin and Tout are the kinetic energy of the incident ionising particle and the
sum of the kinetic energies of all ionising particles leaving the interaction respectively,
and Q∆m is the decrease of rest mass. The summation of all the energy deposited in a
volume of interest results in the energy imparted, , in that volume.
 =
∑
i
i (2.10)
The specific energy, z, measured in gray (Gy) is the quotient of energy imparted, by
mass of the medium m.
z =

m
(2.11)
and the expected value or its mean value of which is usually equal to absorbed dose
D = (z¯ = D),
z¯ =
∫ ∞
0
z.f(z)dz (2.12)
The terms i,  and z are all stochastic quantities whereas z¯ is a non-stochastic quantity.
The lineal energy, y, commonly expressed in keV.µm−1, is the quotient of  by l¯ the
mean chord length of the volume of interest.
y =

l¯
(2.13)
The dose distribution of y, d(y) is commonly used in microdosimetric representations
and is defined as the fraction of absorbed dose delivered with lineal energy within the
interval y and y + dy:
d(y) =
y.f(y)∫∞
0 y.f(y)dy
(2.14)
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The microdosimetric lineal energy spectrum, y.d(y), in the semi-log representation
is the standard representation of a microdosimetric spectrum. This representation is
such so to accommodate the wide lineal energy range often observed in microdosimetric
spectra (typically from 0.1 keV.µm−1 to several hundred keV.µm−1).
Microdosimetry is one of a number of approaches for RBE calculation and a useful
method for assessing biological effect on the basis of the energy deposition pattern
in microscopic targets [98]. In addition, microdosimetric measurements are faster and
easier to perform than radiobiological experiments [113]. In 1990, Pihet et al. developed
an approach for RBE estimation using equation 2.15, for neutron therapy [114]. A
biological weighting function r(y) is derived from a set of measured microdosimetric
spectra and a corresponding set of biological experiments.
RBE =
∫
r(y)d(y)dy (2.15)
where, r(y) is the empirical biological response function for a specific radiation that
characterizes RBE in its dependence on y. Gerlach et al. have adopted the same
approach to determine RBE for heavy ions [115].
The future development for biologically relevant dosimetry is presented in a review
paper by Palmans et al. [116]. The development of measurement and simulation tech-
niques for determining the biological effect of radiation has been an aim of international
collaborations such as BioQuart [117].
2.4.1 Experimental Microdosimetry
Microdosimetric measurements are relevant to radiation protection, radiobiology and
radiotherapy, in addition to radiation chemistry and interactions of radiation with solid
state systems. Although, this work focuses on the use of microdosimetric measurements
in radiotherapy the principles are applicable in other fields.
Similar to the measurement of any physical quantity, experimental microdosimetry is
subject to uncertainties. ICRU report 36 defines 5 criteria for an ideal detector to
be applied in the measurement of energy imparted and its distribution [24]. 1) The
distribution of energy imparted should be measured for the material of interest (usually
tissue). 2) It should be suitable for a sufficiently large range of volumes. 3) The entire
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range of energy imparted should be measurable. 4) The signal should be proportional to
the energy imparted. 5) The detector signal should be free of any fluctuations specially
for small energies. A detector that fulfills all of the above conditions does not exist,
however there are detection principles that can be used with limitation on the accuracy
of measurements. Some of the most commonly used detectors in microdosimetry are
described in the following section.
2.4.2 Detectors
This section includes a description and review of the main detectors employed in mi-
crodosimetry with an aim to elucidate the principles of operation and limitations. A
detailed description of the detector employed in this study is discussed in section 2.5.
Tissue Equivalent Proportional Counters
Tissue Equivalent Proportional Counters (TEPCs) are the most commonly used mi-
crodosimeters employed by many authors working in the field of microdosimetry. A
TEPC usually consists of a spherical or cylindrical gas chamber with wall materials and
filling gas composition matching the elemental composition of biological tissue [118],
design concepts of which are reported in detail by Kliauga et al. [119]. Radiation in-
duced ionisation within the chamber is collected by the central anode wire traversing
the diameter as a charge measurement which is assumed to be proportional to the
number of ion pairs produced. The charge measurement is then used to calculate the
energy deposition, as a result of ionisations, within the counter volume. The quality of
a microdosimetric measurement in TEPCs depends on the atomic composition of the
filling gas therefore to avoid any contamination and for a constant pressure a gas flow
system is applied as shown in figure 2.9.
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Figure 2.9: Schematic of the original Tissue Equivalent Proportional Counter developed
by Rossi [120].
The operation and application of TEPCs are described in detail by Gerdung et al.
including analysis and interpretation of pulse height distribution in terms of micro-
dosimetric spectra [121]. TEPCs have been attractive due to their ability to amplify
the ionisation from a single particle passage (event) into a detectable signal as well as
the fact that they are quite large which makes them easier to design, build and use.
This is achieved by the avalanche process, where the drifting electrons accelerated in
the electric field gain enough energy to create additional ion pairs, resulting in a chain
of secondary ionisation. The main characteristics of TEPCs have been reported by
Bradley [35] and includes good tissue equivalency and simple calibration procedures
but poor wall effect immunity and spatial resolution of 2.5 cm. Additionally the large
sensitive volume and low energy resolution has led to design and development of many
other detectors which work on similar principles. These include miniaturized TEPCs
(mini-TEPCs) designed at Insituto Nazionale di Fisica Nucleare-Laboratori Nazionali
di Legnaro (INFN-LNL) with a sensitive volume on the millimetre scale instead of the
centimetre scale [28,29] as shown in figure 2.10.
2.4. Microdosimetry 33
Figure 2.10: Schematic of a mini-TEPC with 0.9 mm diameter developed at the
INFN [122].
Other TEPC type detectors include the Gas Electron Multiplier (GEM) employed by
Frahmand et al. [123–125] and the microstrip detector used by Dubeau et al. [126],
various designs of the original TEPC such as spherical, cylindrical and multi-element
geometries being walled or wall-less [119]. The TEPC type of detectors still suffers
from large sensitive volumes relative to the scale desired in microdosimetry measure-
ments (micrometre). In addition, only the ionisation, disregarding excitations and local
heating, are considered as a representation of the energy deposited in the counter.
Semiconductors
Semiconductor detectors consisting of a p-n junction, with a negative space charge on
the p-side and a positive space charge on the n-side, creating an electric field directed
from the positive to the negative side. There is a very low charge carrier density at this
region, which makes the region act like a high resistivity parallel-plate ionisation cham-
ber. Electron pairs formed by the ionising radiation are separated by the electric field
and the carriers collected via drift in the internal electric field. It is the rapid movement
of these carriers that generate an electric current. The development of semiconductor
detectors are divided into, single detector [30, 31] and p-n junction arrays [32, 33]. An
extensive review on semiconductors, with an emphasis on silicon detectors, is presented
by Bradley in his PhD thesis [30] and Akimov [127]. Despite the advantages on their
compact size and low voltage for operation, silicon detectors suffer from a lack of well-
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defined sensitive volume [34, 35] and limited energy threshold of about 1 keV.µm−1.
They also require an energy-dependent stopping power conversion if spectra in tissue
are needed as the media of interest is tissue.
Other detectors
There are other methods less commonly employed for experimental microdosimetry
which are listed below. More detail on the technique and operation of these methods
can be found in the literature associated to the method. These include: Cloud Cham-
bers, used for track structure studies [128], Turner proposed an Optical Ionisation
Chamber, for determination of the 3D distribution of individual ionisation [129]. High
resolution quantitative autoradiography (HRQAR) was proposed by Zamenhof and So-
lares addressing the issue that common detectors did not represent the real shape of
tissue [130].
This work, however, is based on a novel micro-calorimeter that detects small temper-
ature changes, theoretically down to a few µK, caused by ionising radiation and is
explained in the following sections.
2.5 Micro-calorimeter
A novel micro-calorimeter developed at the NPL in collaboration with the University
of Surrey and the Royal Surrey County Hospital is considered in this work for the mea-
surement of microdosimetric spectra of particle beams. Unlike other microdosimetry
approaches, the micro-calorimeter provides a direct measurement of energy deposition
at the micrometer scale with high sensitivity. The principle of measuring energy from
a temperature change is similar to a calorimeter described in section 2.3.1.
The micro-calorimeter used in this work is an Inductive Superconducting Transition
Edge Detector (ISTED) modified by insertion of an absorber on the SuperConduct-
ing (SC) absorber. ISTED, itself is based on a DC Superconducting Quantum Inter-
ference Device (SQUID) that is described in detail in section 2.5.1.
To explain the measurement process it is important to understand the way SQUIDs
and ISTEDs work, which is described in the following section, before describing the
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operation of the micro-calorimeter.
2.5.1 SQUIDs
The theory underlying the DC SQUIDs and its production are briefly described in
this section, which is fundamental in the signal detection of the micro-calorimeter. A
detailed description of the theory of SQUIDs can be found in “SQUIDs, the Josephson
Effects and Superconducting Electronics” by Gallop [37].
There are two distinct types of SQUID, the RF SQUID which is a superconducting
ring interrupted by a single Josephson junction and the DC SQUID which has two
Josephson junctions, both shown schematically in figure 2.11.
Figure 2.11: Sketch of two different types of SQUID, DC and RF SQUIDs.
The Josephson junction is a physical separation of the superconductors by a very thin
(on the scale of the magnetic penetration depth λ) insulating layer where the supercon-
ductivity is weakened. The Cooper electrons can tunnel through the separation without
any resistance until a critical current is reached. The dynamics of the Josephson effect
are governed by two well known relationships. The first known Josephson effect is the
Josephson current-phase relation:
I(t) = Ic sin(ϕ(t)) (2.16)
where I is the current flowing across the junction, Ic is the maximum supercurrent, also
known as critical current, and ϕ(t) is the phase difference between Ginzburg-Landau
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wavefunction [131] of the two superconductors.
The second Josephson effect, known as AC Josephson effect, governs that as the phase
difference changes, a DC voltage is produced or conversely a constant voltage causes a
linear increase of phase, ϕ, with time as shown in equation 2.17:
dϕ
dt
=
2eV
~
(2.17)
where V is the voltage change across the junction and the constant of proportionality,
2e/~ is the inverse of the quantum magnetic flux, Φ0, and has the value 483.594 THz/V.
The current-voltage characteristics of a Josephson junction in a SQUID can be described
using relationships shown in equation 2.16 and 2.17. If a current is applied through the
junctions using an adjustable current source, and increased from zero, initially there
will be no DC voltage across junction. However, a phase difference will be introduced
governed by equation 2.16 and a voltage will appear if the current exceeds the junction
critical current, Ic, and the phase difference will become time dependent. The current-
voltage characteristics of a micro-calorimeter device is shown in figure 2.12.
Figure 2.12: Current-voltage characteristic of an ISTED at 3 different temperatures,
reproduced from figure 7.7 by Galer [36].
The common types of Josephson junctions are, a) thin film tunnel, b) point contact
and c) microbridge weak links, where the barrier that separates the two regions of
superconductor can either be an insulating or normal metal or a thin section of the
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superconductor (i.e. a very small constriction). The microbridge type with a very
small constriction is used in the micro-calorimeter in this study, the schematic of the
junction is shown in figure 2.13
Figure 2.13: A schematic of microbridge Josephson junction, where two superconduct-
ing electrodes are separated by a very thin superconducting junction.
When biased the DC SQUID enables measurement of the change in magnetic flux
passing through its loop. In the absence of a magnetic field equal current passes through
both junctions. In the presence of a small magnetic field, to prevent the magnetic field
from entering the loop, a screening current flows around the loop. Thus introducing a
difference between the currents passing through the junctions. Increasing the applied
field increases this difference until it is energetically favourable for the loop to allow
a single flux quantum, Φ0, through the loop. This changes the relation between the
phase differences across the two junctions and the screening current flows in the opposite
direction. This oscillatory behaviour appears periodically as a function of the applied
magnetics flux which can be measured. The energy sensitivity of DC SQUIDs, have
been shown to reach the theoretical limit of ~ [132].
The junctions in SQUIDs are produced employing the Focused Ion Beam milling (FIB)
technique available at the University of Surrey. FIB is a technique used for analysis,
deposition and milling of materials in a controlled fashion. A typical FIB instrument
consists of a vacuum system, liquid metal ion source, ion column, stage, detectors, gas
inlets and computers. A basic FIB system is schematically shown in figure 2.14.
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Figure 2.14: A schematic diagram of a basic FIB system.
The liquid metal ion source has the ability to provide a source of ions of approxi-
mately 5 nm in diameter [133]. The liquid metal reservoir is attached to a tungsten
needle. The metal used is commonly gallium due to its low melting point of 29.8 ◦C,
which minimises any reaction or inter-diffusion between needle and the liquid. Heating
the gallium results in Ga+ ions to flow and the applied electric field causes the liquid
gas to form a point source. The gallium atoms are extracted and ionised as a result of
electric potential that can be focused and directed onto the sample.
The SQUIDs are produced in two stages, first the chip with the SQUID loop (with-
out the Josephson junctions) and the SC absorber within the loop are produced by
the Strathclyde University employing optical lithography [36]. Both the SQUID loop
and the absorber are made of Niobium (Nb) with different thicknesses. The Nb ab-
sorber within the SQUID loop is thinner than that of the loop, such that it has a lower
transition temperature than the bulk transition temperature of 9.2 K (the transition
temperature varies depending on the exact thickness, purity and measurement con-
ditions). Two sections of the loop are then milled out using FIB milling to produce
the desired junctions and making the device a SQUID. For the DC SQUID to work
the Josephson junctions have to be closely matched. This is challenging considering
practically the small microbridge structure of the junctions and the variations due to
sputtering of the material. A schematic of the process is shown in figure 2.15. The
process of FIB milling employs high current (much higher than that used for FIB de-
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position), so that the target is sputtered. The final size of the junction is 50 - 100 nm
wide, which includes some variation due to tapering during the milling process.
Figure 2.15: A schematic of principle of FIB milling, reproduced from figure 3c by
Reyntjens and Puers [134].
The theory and application of FIB technique can be found in more detail in literature
such as work by Giannuzzi [133] and Reyntjens [134].
2.5.2 ISTED
Typically, when making a detector with a SQUID the loop is combined with an ab-
sorber for example in a Superconducting Transition-Edge Sensor (TES). TES is used
as a sensitive resistive component, which introduces heat load, degrading the energy
sensitivity. ISTED is a modified TES, where the absorber (in this case made of Nb) is
deposited inside the loop of the SQUID, removing the source of Johnson noise.
Amorphous carbon is deposited onto the Nb absorber by Electron Beam-Induced De-
position (EBID) that works similar to FIB deposition, except an electron beam is used
instead of ions to minimise the damage to the Nb layer. Unlike the FIB deposition
process during EBID only the desired material is deposited onto the sample resulting
in minimum modification to the TE absorber. However, the EBID process is much
slower than FIB deposition. For the EBID process, Naphthalene gas vapour, C10H8, is
used as the vapourised compound precursor for deposition of amorphous carbon. The
size of the absorbers can be made in the order of micrometer to represent a cell body.
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The current micro-calorimeter is operated at approximately 6 K temperature. The
operational temperature is determined by the thickness of the absorbers within the
SQUID loop of the micro-calorimeter. An example of the micro-calorimeter is shown
in figure 2.16.
Figure 2.16: Scanning electron microscopy image of the micro-calorimeter.
The micro-calorimeter is mounted onto a Printed Circuit Board (PCB) and is connected
to a copper base, as shown in figure 2.17, which is cooled to the operating temperature
in a cryostat or a pulsed tube cooler.
Figure 2.17: An image of the micro-calorimeters on a PCB ready for measurement.
The sensitive element, SC absorber, is an isolated passive absorber of extremely low
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thermal mass, maintained close to, but below its superconducting-normal transition
temperature, Tc. The SC absorber is strongly inductively coupled to a SQUID which
has higher Tc than the Nb absorber.
During operation, energy is deposited from the passage of radiation through the ab-
sorbers within the SQUID loop. The temperature rise due to energy deposition results
in the breaking of the Cooper pairs of electrons into normal state electrons. As a re-
sult, and according to equation 2.18, the penetration depth of the thin film of the SC
absorber changes, reducing its effective area. This in-turn leads to an altered response
in the output signal from the SQUID to an applied magnetic field.
λ(T ) =
λ(0)
[1−
(
T
Tc
)4
]1/2
(2.18)
Where: λ(T ) is the penetration depth at temperature (T)
λ(0) is the penetration depth at T = 0 K
Tc is the transition temperature of the superconducting absorber
Temperature rises of less than 1 µK are detectable and when combined with the low
specific heat of the absorber at cryogenic temperatures this leads to extremely high
sensitivity [135]. This approach has the advantage of exhibiting a sensitivity of 1,000
and 10,000 times that of semiconductor or gas chambers respectively [136].
Chapter 3
Monte Carlo Simulations
This chapter describes the first part of the work to develop a model for categorising
particle tracks produced when irradiating the micro-calorimeter with ionising radia-
tion. The positional information of individual interactions and the amount of energy
deposited in each region must be recorded for input into the heat transfer model. The
model will be capable of producing the expected microdosimetric spectra of the incident
particle at various energies.
3.1 Monte Carlo Method
The first to propose a use of a Monte Carlo-like (MC) method is attributed to Comte
de Buffon [137] in 1777. Buffon proposed the method to evaluate the probability of a
needle crossing one of the lines when tossing the needle onto a ruled sheet. There are
several other historical uses of MC methods prior to the use of computers which have
been described by Kalos and Whitlock [138].
Von Neumann and Ulam were pioneers in the development of the modern MC technique
and its realisation in digital computers. By the early 1950s there was a surge of interest
resulting in publication of papers describing the new method and how it could be
used to solve radiation transport, statistical mechanics, economic modelling and other
phenomena [139–141].
The role of MC methods, in cases where theory cannot provide sufficiently precise
and entirely mathematical descriptions, can be depicted as shown in figure 3.1. The
42
3.1. Monte Carlo Method 43
MC methods here provide an analysis of the experiment and verifies or invalidates the
design. Theory on the other hand provides intuition for the design of the measurement.
Figure 3.1: The role of the Monte Carlo method in applied science (reproduced from
figure 1.6, Bielajew [142])
In addition to physical experiments and deterministic methods, MC methods are a
powerful tool particularly in transport theory where analytical solutions for radiation
transport are very difficult to determine. The use of MC methods have expanded at
an exponential rate with computers getting faster and cheaper, as predicted by G.
Moore [143].
In radiotherapy and dosimetry applications, MC methods provide numerical solutions
to the Boltzmann transport equation that employs the fundamental physical laws of
interactions. In his “Overview of Photon and Electron Monte Carlo”, Nahum, suggests
three ingredients that led to the development of the simulation of radiation transport
by the MC method. These are: i) the development of quantum theory which provided
cross-section data for interaction of radiation with matter, ii) the intractability of the
problem of multiple scattered radiation and finally iii) the development of automatic
calculating machines [144]. MC simulations are capable of reproducing the individual
particle tracks, in a statistical sense, within the current knowledge of physical laws
which are the result of Quantum Electrodynamics (QED).
The MC method predicts the outcome of a measurement or process where there are
numerous possible interactions or routes to achieve the outcome. Random numbers are
used to determine the route of an outcome represented by a probability distribution.
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The use of MC methods to simulate charged-particle trajectories through the use of
relevant multiple-scattering distributions is attributed to Berger who developed the
ETRAN code [145]. Initially the focus of ETRAN was on the treatment of radia-
tion transport in the MeV region and below [146]. The use of MC methods in radia-
tion transport and medical physics has since increased with the development of more
codes [147–151].
3.1.1 Monte Carlo Codes
Decades of research and development in MC codes has resulted in production of a num-
ber of very powerful software packages or code systems. Nikjoo et al. has summarised
the recent progress in development of track-structure codes that can be combined with
radiation transport codes for use in space risk calculations, in biophysical modelling
and in radiation therapy [152]. However, here we only briefly consider the MC codes
used in microdosimetry.
The most commonly used MC codes for macroscopic radiation transport are: Elec-
tron Gamma Shower (EGSnrc) [153](a version of EGS developed by National Research
Council of Canada [154]), Monte Carlo N-Particle (MCNP), FLUk-tuierende KAskade
(FLUKA) [155] and GEometry ANd Tracking (GEANT4) [156].
The development and modification process of both EGS and MCNP are detailed by
Bielajew in “Monte Carlo Techniques in Radiation Therapy” [157]. Although EGS
is seen as the gold standard for electron and photon simulations, it is incapable of
simulating ions. MCNP codes were also suffering from similar limitation, however the
more recent versions (i.e MCNPX [158] or MCNP6 [159]) are now capable of simulating
particle interactions of different types of ions. Hughes claims that the new data and
methods for MCNP6 (current version of MCNP codes) include extensions of photon
cross sections to energies down to 10 eV [160]. This new method, which was developed
to simulate electrons at energies lower than 1 keV, is both computationally intensive
and requires verification and validations. It is also traditionally difficult to have full
access to the code compared to open source MC codes such as GEANT4.
FLUKA and GEANT4 both include simulations of all particles. The latest version of
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GEANT4 is validated to track particles accurately down to 250 eV (it can track down
to 100 eV with a reduction in accuracy) whereas the limit of FLUKA is 1 keV. A
detailed comparison of both codes with microdosimetric measurements, has been made
by Beck et al. [161].
Geant4 was chosen for this work as it provided a comprehensive set of physics processes
to model the behaviour of particles down to a validated energy of 250 eV. This was an
important factor as a very thin geometry (0.32 µm) of the micro-calorimeter required
particles to be tracked down to very low energies.
The improvement progress in the Geant4 community suggests that the code is always
going to improve further. Therefore, employing Geant4 to model the micro-calorimeter
would allow for possible future adaptions. For example, currently Geant4-DNA is being
developed which is used for modelling early biological damage induced by ionising
radiation at the DNA scale [162]. The code can be employed to model particles to
much lower energies. However, at the time of writing, Geant4-DNA was only valid
for particle interactions in water. In addition to the benefits discussed previously, the
dosimetry group at NPL had the expertise in Geant4 MC simulations that made it
accessible and suitable for this work.
3.2 Geant4
Geant4 provides a free, versatile and comprehensive software package for modern simu-
lation applications that involve the interaction and transportation of particles through
matter [156,163,164].
Geant4 is the product of a large international collaboration directed and developed by
CERN with the first release in 1998 [165]. It is written in C++ and exploits Object-
Oriented (OO) programming that helps manage complexity and limit dependencies
by defining a uniform interface and common organisational principles for all physics
models.
Geant4 version 9.6 patch-02 was employed in this study which was the latest version
available at the time. More recent versions (version 10.2) have been released, however,
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the changes are likely to have limited impact on the outcome whilst the time required to
update the model to the newer version would be significant. Furthermore, the validation
of the code was based on version 9.6.02.
The key domains of the simulation of a particle traversing through matter are cate-
gorised as follows:
• Geometry and materials
• Particle interaction in matter
• Event and hit management
• track management
• Visualisation
The proceeding sections describe the approach taken in modelling the particle interac-
tion with the micro-calorimeter and the readout for use in thermal simulations.
3.2.1 Geometry & Material
The micro-calorimeter model built for this investigation has a simple geometry con-
structed of three layers: the TE absorber, the SC absorber and the silicon substrate,
as shown in figure 3.2. The structure is built on a PCB and mounted on a sam-
ple holder neither of which are modelled in this work. For investigating the thermal
behaviour of the micro-calorimeter the PCB and the sample holder do not provide
any extra information. Furthermore, modelling the PCB and the sample holder are
computationally intensive therefore it was not included in the models. The volume
temperature of the silicon substrate is less affected by the incident particles due to its
heavier mass (7.55×10−10 kg) compared to the total mass of absorbers (4.80×10−13 kg).
Therefore, the width and length of the silicon substrate are also approximated to reduce
the complexity of the model resulting in faster simulations.
The TE and the SC absorbers are very thin films of 0.2 µm and 0.12 µm thickness
respectively, on a silicon substrate with thickness of 360 µm. The geometry constructed
for the model, presented in figure 3.2, represents the micro-calorimeter developed for
experiments.
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Figure 3.2: The schematic drawing of the micro-calorimeter and the corresponding
dimensions. Note that the silicon substrate thickness is not to scale.
All the materials used for the construction of the micro-calorimeter in Geant4 are
defined using predefined National Institute of Standards and Technology (NIST) ma-
terials. A material class in Geant4, G4Materials, contains a database of materials that
describe the macroscopic properties of matter and it is used for tracking, geometry
and physics. A predefined G4NistManager class is used to derive the material from
NIST database. The materials are carbon, niobium and silicon that are assigned to the
TE absorber, the SC absorber and the silicon substrate respectively. In addition, the
physics model used for low energy can only work with the NIST materials.
A mono-energetic pencil beam of particles was simulated to irradiate the micro- calorime-
ter along the central axis. This is an approximation of a micro-beam with 5 µm diam-
eter which will be used for experimental work. The code can be modified to include a
more realistic beam width at a later stage as required. However, as will be elaborated
later in the heat transfer modelling chapter (section 4.2.4), a pencil beam reduces the
complexity of the model significantly while the validity of the model is not affected.
A macro file was written that allowed for various parameter changes for a given simula-
tion allowing the use of a static main code. The list of parameters that can be changed
via the macro file included, but was not limited to, the geometry dimensions, the beam
energy, a number of required particles and the primary particle type which would allow
simulations at various conditions.
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3.2.2 Physics
The model built is capable of simulating different particles at various energies. For
this work a mono-energetic pencil beam of protons with energies of 3.8, 10, 62 and
230 MeV was used to irradiate the micro-calorimeter. The energies represented the
beams currently available clinically and at micro-beam facilities. The Ion Beam Centre
at the University of Surrey is capable of producing proton beam energy of 3.8 MeV. The
10 MeV proton beam can be achieved at the Dalton Cumbrian Facility in Manchester.
The Clatterbridge Cancer Centre can provide proton beams of approximately 62 MeV
and 230 MeV will be achievable at most proton therapy centres.
The way the incident particle interacts with the geometry built in the previous section
(section 3.2.1) depends on the physics processes used in the model. The track informa-
tion (i.e. interaction points and corresponding energy deposited) required for the heat
transfer modelling are invoked obeying the physics defined in the Geant4 model.
There are 4 different physics processes (i.e. transportation, hadronic, weak interaction,
electromagnetic physics) with their associated physics lists in Geant4. However, only
a few need to be selected for the propose of this MC model which is to accurately
simulate the interaction and transport of particles through the geometry. The physics
employed for this work is described in the following section.
Physics Processes
Two types of interactions are considered in this MC simulation. The interactions of
photons and charged particles which are governed by EM and hadronic physics re-
spectively in Geant4. The former includes simulations of ionisation, bremsstrahlung,
gamma conversion and other EM interactions of particles while the latter models
interactions between incident hadrons/ions and the target nuclei due to the elastic
and inelastic collisions. The main physics models used in this work for the EM pro-
cesses are G4Livermore, G4Ionisation, G4PhotoElectricEffect, G4ComptonScattering,
G4Bremsstrahlung and G4MultipleScattering (particle dependent). The models for
hadron processes include: G4HadronElasticProcess, G4InelasticProcess (particledepen-
dent) and G4BinaryLightIonReaction.
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The physics processes employed in this simulation were previously validated by Galer [36].
Galer verified the EM physics by measuring energy deposition in a box and comparing
the results to that of EGSnrc and an older version of GEANT4. He also validated
the hadronic physics by simulating mono-energetic pencil beams of carbon-12 ions and
compared the energy deposition with depth to experimental data. A good agreement
was observed between the simulated and experimentally measured data as shown in
figure 3.3.
Figure 3.3: Depth-energy plots for C-12 beam at 195 MeV/u and 270 MeV/u. Com-
paring Geant4 simulation to experimental data (adopted from figure 4.2, Galer [36])
One of the goals in this work is to have a model which simulates the particle interactions
with the micro-calorimeter and the energy deposited in each layer. The accuracy of the
energy deposition calculations depends on how far the secondary particles, produced
by the primary particles, can be tracked. Ideally, the secondary particles are tracked
down until they have zero energy, however, there are no models available to perform
such simulations accurately with a practical computational time. There are 19 differ-
ent physics model packages such as; Livermore, PENELOPE, Ion model and others
available in Geant4 that can be used to perform the simulations. In this study the
Livermore model was utilised due to its validity at low energies down to 250 eV [166].
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Production Cuts
The production cut parameter in Geant4 allows the user to specify a threshold distance
which restricts secondary particles to be produced only if they have enough energy to
travel more than the threshold distance. The range will vary depending on the energy of
the primary particle beam and the material being traversed. The primary particles lose
energy by producing secondary particles and if no secondary particle can be produced
due to the threshold distance, the primary particle is tracked to the transport cut-off
energy using continuous energy loss.
One objective of this research is to determine the thermal contribution from the TE
absorber to the SC absorber. Therefore, the amount of energy deposited and the
track structure in the TE and the SC absorbers are required to be as accurate as
possible. This information will influence the thermal behaviour which is investigated
in the proceeding chapters.
The production cuts were optimised in conjunction with the model used to perform the
thermal simulations in chapter 4. To simulate and measure the information required
accurately in the thin film absorbers the minimum production cut of 0.1 µm, which
is equivalent to 100 eV threshold energy, was assigned to the absorbers. On the other
hand, the silicon substrate thickness is approximately 1500x larger than that of both
absorbers together. Therefore, a production cut of 2.5 µm was defined for tracking
particles in the silicon substrate. The production cut in the silicon substrate was limited
by the model built for investigating the thermal relaxation. A smaller production cut
than the selected 2.5 µm for silicon substrate results in a large number of interaction
points, over 1,000 interactions for a 1.0 µm production cut as shown in figure 3.4.
Implementation of such large number of interactions in the heat transfer model is
computationally intense and hence impracticable.
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Figure 3.4: The frequency of number of interaction in silicon for a 3.8 MeV proton
beam with 3 different production cuts.
In figure 3.4 the number of interactions are shown in a preliminary simulation of 20
million proton particles in a 3.8 MeV mono-energetic beam when selecting a 1.0, 1.5
and 2.5 µm production cut for the silicon substrate. It is evident that using production
cuts of 1.0 or 1.5 µm results in large numbers of interactions, which can be prohibitively
time consuming to implement into heat transfer model. Therefore, a production cut
value of 2.5 µm was selected for the silicon substrate, which was compatible with the
heat transfer model. The mean number of interactions per event was determined for
each proton energy employed in this study and the results are presented in the table 3.1.
Proton beam energy (MeV)
Mean number of interactions per event
TE absorber Superconducting
absorber
Silicon
substrate
3.8 11 ± 6 25 ± 15 39 ± 9
10 5 ± 4 11 ± 10 145 ± 19
62 2 ± 2 5 ± 3 36 ± 14
230 1 ± 1 3 ± 1 13 ± 8
Table 3.1: Mean number of interactions and standard deviation per event of different
beam energy.
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Incident particles with 3.8 MeV energy, fully stop in the silicon substrate hence a
relatively lower number interactions per event. At higher energies than 3.8 MeV, as
the energy of the incident particles increases the number of interactions per event per
region decreases. The highest number of interactions per event are observed in the
silicon substrate when simulating with a incident beam energy of 10 MeV. The high
number of interactions in the case of a particle with 10 MeV energy can be challenging
when building the heat transfer model. Hence, a higher production cut value of 5 µm
was selected for silicon when simulating with 10 MeV proton beam.
Microdosimetry Spectra
Large numbers of particles (20 million) are simulated to calculate the microdosimetric
spectra for different proton beam energies. During experimental measurements the
signal obtained is the sum of signal from the TE and the SC absorbers. Therefore, the
expected microdosimetric spectra is calculated assuming the energy deposited in the
TE and the SC absorbers. The energy deposited in the TE and the SC absorbers are
binned with bins of 0.02 keV. The lineal energy and hence the microdosimetric spectra
is calculated employing the equations defined in the microdosimetry section 2.4. The
spectra are normalised for comparison with the ideal distribution.
The ideal microdosimetric spectra are calculated similarly to the expected spectra (i.e.
the spectra of TE and SC as a single heat element) with the difference that in an ideal
situation the energy distribution in the TE absorber is of interest. Therefore, while
simulating the same number of particles only the energy deposited in the TE absorber
is binned and used for microdosimetric calculations.
The spectra for different proton beam energies are presented in the results section 6.2.
Furthermore, the conversion factors are applied to the expected spectra to achieve the
ideal spectra, presented in the same section.
3.3 Track Simulations
The particle interactions with the micro-calorimeter are stochastically distributed. The
outcome of each interaction and the process it governs is defined by a probability
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distribution. Random numbers are used to determine the behaviour of each particle.
Therefore, no particle tracks are the same resulting in a different response by the micro-
calorimeter.
One of the main objectives of this work is to develop a method to determine the signal
contribution from the TE absorber onto the SC absorber which needs to be corrected.
It is inevitable that this signal contribution will vary for different tracks, hence not
all tracks can be generalised. Therefore, tracks were categorised into three categories
of “most common”, “least common high” and “least common low” depending on the
amount of energy deposited by each track in the absorbers. Initially, the number of
interactions in each absorber were also included in categorising the tracks but later
dropped as the thermal behaviour was found to be mainly influenced by the amount of
energy deposited in the absorber rather than the number of interactions.
3.3.1 Track Selection
Track categorisation was performed for all beam energies implemented in this model
3.8, 10, 62 and 230 MeV. As an example, the procedure to categorise tracks produced
by a 3.8 MeV proton beam is described.
For a statistically reliable outcome large numbers of particles are required to be simu-
lated, therefore, 20 million proton particles were simulated to interact with the micro-
calorimeter. The energy frequency of primary protons, secondary electrons and gamma-
rays were determined for each absorber displayed in figures 3.5, 3.6 and 3.7 respectively.
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Figure 3.5: The energy frequency of primary particles in the TE and the SC absorbers
with their associated mean and standard deviation values.
Figure 3.6: The energy frequency of secondary electron particles in the TE and the SC
absorbers with their associated mean and standard deviation values.
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Figure 3.7: The energy frequency of secondary gamma particles in the TE and the SC
absorbers.
For the “most common” tracks, a filter was applied to record the track for particles
that deposit energy within ±1 σ from the mean of the energy frequency distribution.
Tracks that deposited energies less than and greater than 2 σ from the mean was
categorised into the “least common low” and “least common high” respectively as shown
in table 3. The probability of energy deposition by gamma particles were very small as
presented in figure 3.7 (up to 0.03%). In addition the amount of energy deposited by
the secondary gamma particles in the TE and the SC absorber was insignificant and
hence no restriction filter was applied on them in categorising the tracks.
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Category
Tissue equivalent absorber
Proton energy range (keV) Electron energy range (keV)
Most common 1.40 - 2.20 0.40 - 3.07
Least common low 0.00 - 1.00 0.00 - 0.31
Least common high 2.60 - 5.00 3.10 - 5.00
Category
Superconducting absorber
Proton energy range (keV) Electron energy range (keV)
Most common 0.47 - 0.79 1.31 - 5.83
Least common low 0.00 - 0.31 0.00 - 1.00
Least common high 0.95 - 2.00 6.00 - 10.00
Table 3.2: An example filter applied for a 3.8 MeV proton beam in the TE and the SC
absorber
A similar procedure was implemented to categorise tracks for proton beam energies
of 10, 62 and 230 MeV. The filters applied for these proton energies are presented in
Appendix A.
The track information of each particle (i.e. interaction position and energy deposited)
in every category was recorded simulating a large number of proton particles. The
outcome was written in a format ready for implementation in the heat transfer model.
Chapter 4
Heat Transfer Modelling
This chapter describes the steps taken to model the micro-calorimeter and its thermal
response during irradiation with a proton beam. Not all models are an exact description
of the physics and this is due to approximations and uncertainties often embedded in
modelling a physical problem. In this chapter the approximations, restrictions and the
approach employed to create the heat transfer model are explained.
4.1 Introduction
4.1.1 The Importance of Heat Transfer
Calorimetry is the science associated with determining the changes in energy of a
system by measuring the heat exchanged. The micro-calorimeter under investigation
is sensitive to temperature changes of the SC absorber. As previously discussed in
section 2.5.2, the signal measured is the voltage response due to the amount of magnetic
field that passes through the SC absorber. The amount of magnetic field crossing the
absorber is directly linked to the area of material in the superconducting state and
thus the volume temperature of the SC absorber. Thus, the thermal contribution from
the adjacent structures in thermal contact with the SC absorber (i.e. the TE absorber
and the silicon substrate) have to be understood to ensure the desired signal can be
accurately determined from to the temperature change of the SC absorber.
An experimental approach to this would have been to use micro-calorimeters with
combinations of different thicknesses of TE absorber and silicon substrate during irra-
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diation. However, at the time of this work the micro-calorimeter required significant
validation and verification measurements, which prevented significant modifications to
the physical design. This is in addition to the huge amount of time spent on char-
acterising and determining optimum working conditions. Furthermore, the possibility
of producing the various micro-calorimeters with different sizes was limited by cost
and time. Therefore, a suitable method to investigate the thermal behaviour of the
SC absorber during irradiation was to computationally model the experiment. Com-
putational modelling also allowed for greater versatility in testing and analysing the
micro-calorimeter in different conditions.
4.1.2 COMSOL® Multiphysics Software
COMSOL ® Multiphysics, a finite element analysis software package, was employed
to investigate the heat transfer with the latest version (5.2) being used for this work
[167]. COMSOL ® applies numerical techniques for finding approximate solutions of
partial differential equations. The finite element method (FEM) is the technique used
in modelling the micro-calorimeter in COMSOL ® which is a powerful and versatile
analysis tool. The continuous physical geometry is divided into finite pieces called
elements and the laws of heat transfer are applied to the generic element. The results
are then recombined to represent the continuum. The accuracy that can be obtained
from any FEM model is directly related to the finite element mesh that is used. The
meshing for the micro-calorimeter model is discussed in detail in section 4.2.3.
The built-in physics interfaces and the advanced support for material properties al-
lows models to be built by defining the relevant physical quantities, such as material
properties, rather than the underlying equations [167]. Beside its ease of handling and
structured desktop environment with model builder, COMSOL ® was selected for its
capability to be linked to Matlab ® for automated processing [168]. Automating the
analysis process is crucial in this work as large numbers of tracks and their thermal
effect had to be computed for a statistically acceptable outcome.
The Heat Transfer Module of COMSOL ® was used in this work to investigate the
thermal behaviour of the micro-calorimeter. The module supports all fundamental
mechanisms including conductive, convective and radiative heat transfer.
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4.1.3 The Heat Transfer Interfaces in COMSOL ®
The heat transfer rate depends on the underlying physical mechanisms that define
the mode of transfer. The most dominant mechanism in this investigation is the heat
conduction. Theoretically it takes place in solids by molecular motion, with one of the
major carriers of heat being phonons or lattice waves. The thermal conductivity, k,
describes the relationship between the heat flux vector, q , and temperature gradient
∇T as in equation 4.1, which is Fourier’s law of heat conduction.
q = −k∇T (4.1)
The thermal conductivity, k, is defined manually as a function of temperature in this
model. Therefore, having accurate data for the actual material properties used are
vital.
Heat transfer in solids is described by equation 4.2:
ρCp
∂T
∂t
+ ρCpu.∇T +∇.q = Q (4.2)
where, material properties ρ, Cp and k are density, specific heat capacity and thermal
conductivity (a scalar or a tensor if the thermal conductivity is anisotropic) respec-
tively, that dominate the thermal relaxation. The velocity field, u, is defined by the
translational motion sub node when parts of the model are moving in the material
frame. On the right hand side of the equation, Q, is the heat source. A detailed dis-
cussion on the theory of heat transfer models employed in this work are available in
COMSOL Multiphysics ® Reference manual [169].
4.1.4 The Model Problem
The quantity of interest is the energy deposited in the TE absorber by a traversing
particle which is then converted to dose. In an ideal situation, the traversing particle
will deposit energy in the TE absorber leading to a volume temperature rise. This
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energy is then conducted from the TE absorber to the SC absorber. This will cause a
change in the effective area of the SC absorber which will allow more magnetic flux to
penetrate the SQUID loop resulting in a detectable voltage change. The magnitude of
the temperature rise causing the voltage change can be derived as shown by Hao et al.
in their work on inductive superconducting transition-edge detectors for single-photon
and macro-molecule detection [170]. The read-out SQUID response to temperature
changes in the SC absorber is given by equation 4.3:
dV
dT
≈ 6piRdynicµ
2
0a
L2
λ(0)T 3
(1− ( TTc )4)
3
2
(4.3)
Where
V is voltage
T is the temperature of the superconducting absorber
Rdyn is the dynamic resistance of the read-out SQUID at the bias point
ic is the critical current of the SQUID
Tc is the transition temperature of the absorber
λ(0) is the penetration depth at T=0 K
a is the radius of the SQUID loop
L is the inductance of the SQUID loop
µ0 is permeability of free space
Subsequently, the energy deposited can be derived using equation 4.4:
Q = mCp∆T (4.4)
Where
Q is the energy gained or lost by the absorber
m is absorber mass
Cp is the specific heat capacity at constant pressure
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∆T is the temperature change
It is known from stopping power data that particles of the same type but with higher
energies travel further in a medium. The proton beam energies used in particle therapy
range from 50 -230 MeV [13, 14, 17]. At such energies, it is inevitable that particles
will deposit energy directly in the SC absorber and the silicon substrate. The resulting
temperature rise in the SC absorber would then be due to the heat conduction from
the TE absorber (which is the quantity of interest), direct energy deposition in the SC
absorber, and heat conduction from the silicon substrate.
This is confirmed with an approximate calculation of the range of proton beams. The
following simulations show that protons with energies greater than ≈10 keV traverse
beyond the TE absorber and deposit some energy in the SC absorber. The approximate
proton range in the TE and the SC absorbers is shown here, simulated using SRIM
(Stopping and Range of Ions in Matter). SRIM calculates stopping range of ions (10
eV - 2 GeV per atomic mass unit) into matter using quantum mechanical treatment of
ion-matter collisions [171]. Protons with energies 5 keV and 30 keV are simulated to
interact with the absorbers built with the same thickness as in the micro-calorimeter.
Figure 4.1: Visualisation of particles stopping within the absorbers when irradiated
with proton beam energy of 5 keV (left) and 30 keV (right).
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It is evident from figure 4.1 that the protons with 5 keV energy are stopped fully in the
TE absorber whereas protons with 30 keV traverse the TE absorber and deposit some
of their energy in the SC absorber, as shown in figure 4.2.
Figure 4.2: Energy transferred from the ion to the absorbers when irradiated with
5 keV and 30 keV proton beams.
The energy deposited in the TE absorber is of primary interest, however, the signal
measured is partly due the temperature rise in the SC absorber. Therefore, temperature
contribution from the TE absorber to the SC absorber needs to be determined.
4.2 The Micro-calorimeter Model
The specific details required for a complete description of the micro-calorimeter model
lead to a very complex model. Such a complex model requires very high computational
power and memory which is not available for this work. In addition, in order to simulate
a statistically significant number of tracks the model has to be efficient and fast. This
is because the particle interactions are stochastic and produce different particle tracks
resulting in different thermal responses. In order to achieve such as efficient and fast
model, approximations were applied in the final model. Prior to designing the full model
and in order to determine the effectiveness of such approximations, the capabilities of
the COMSOL ® were investigated building simple models.
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4.2.1 Physics
All the physical equations and modes of heat transfer are defined under the physics node
section of COMSOL ®. The Heat Transfer in Solids physics was selected which is used
to model heat transfer by conduction, radiation and surface-to-surface radiation. This
node solves the heat equation (4.2) to model heat transfer in the micro-calorimeter.
Any boundary conduction are also defined under physics node. The silicon substrate
in the micro-calorimeter works as a heat sink coupled to the copper base of the sam-
ple holder which is kept at a constant temperature of 6 K. The sample holder has a
much larger volume compared to the micro-calorimeter hence its temperature is not
expected to change during the irradiation of the micro-calorimeter. Therefore it was
not modelled in COMSOL ®. In addition, if included it increases the computational
time significantly because of the additional mesh elements needing to be solved for.
However, to have similar effect as in the experimental conditions, all of the silicon sub-
strate boundaries, except the boundary connected to the superconductive absorber, are
modelled to have a constant temperature of 6 K. An ambient temperature of 6 K was
modeled to encapsulate the external boundaries of the TE and the SC absorbers.
Timescale
Initially, the timescale for the heat transfer within different domains of the micro-
calorimeter had to be investigated. To achieve this a simple 2D rectangular model was
built in COMSOL ® selecting a heat transfer in solids interface. This provided an
approximate timescale that should be expected in designing the final model. A fixed
temperature of 10 K was modelled at one end of the rectangle with the whole structure
having an initial temperature of 6 K. Heat was conducted from domain A to B then
to domain C. After a very short time (a few nano-seconds) the whole structure had a
constant temperature of 10 K as shown in figure 4.3.
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Figure 4.3: Heat conduction through a 2D COMSOL ® model with three domains A,
B and C.
From figure 4.3 it is clear that after 10 ns domain A, B, and C exhibit the same
temperature of 10 K.
The physics of the point-heat-sources are defined under this node using the geometry
selection created under geometry node and the power defined under parameter node.
The MC simulations performed in chapter 3, provided detailed information on the
spatial distribution of deposited energy within the micro-calorimeter.
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4.2.2 Geometry
The absorbers of the micro-calorimeter have a simple geometry with total thickness
of 0.32 µm. An example of an actual micro-calorimeter was shown in figure 2.16,
reproduced here.
Figure 4.4: Scanning electron microscopy image of the micro-calorimeter
Preliminary simulations confirmed that the computational time for a suitable meshing
structure of such geometry were long and impractical if many tracks were to be simu-
lated. Each run took approximately 30 minutes on a high performance computer. Very
thin films of the TE absorber (0.2 µm) and the superconductive absorber (0.12 µm)
on 360 µm thick silicon substrate forced the meshing structure to have a very large
number of meshing elements in the order of 1x106 because of disproportional mismatch
between layer thickness. The computational time is directly related to the number of
degrees of freedom and number of elements that are required to be solved. Such long
simulation time is undesirable when considering many track simulations. Therefore, a
new method of scaling thickness was developed in building the model.
Scaling Thickness
The two absorbers were scaled in the z-direction by a factor of 500 each, meaning the TE
absorber thickness was scaled to 100 µm and the SC absorber thickness was scaled to
60 µm. To maintain the thermal relaxation behaviour of the micro-calorimeter similar
to that of the actual sizes, the thermal conductivity and density of both absorbers
were scaled accordingly. The thermal conductivity was increased by a factor of 500 in
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the z-direction only and the density was decreased by the same factor. The rescaling
was theoretically proven to have the same outcome as the case when thicknesses are
not scaled and presented in Appendix B. The simulation time improved by a factor of
approximately 10 and the time taken for each run was reduced to less than 3 minutes. It
should be noted that the z-position input from MC simulations were scaled accordingly
to incorporate the new geometry in COMSOL ®.
Although the rescaling was theoretically shown to be possible, however, it was also
important to ensure that the implementation of rescaling the thicknesses into COM-
SOL ® was both possible and accurate. Thus, models with 3 different thicknesses were
built (figure 4.5) and the following end-points were compared:
• Measured power
• Temperature rise at a specific time (2 ns)
Model A, was built without scaling the thicknesses and compared to models B and C
which had been scaled in the z-direction.
Figure 4.5: Models A, B and C are built with different thicknesses and the outcome
are compared. Note, the dimensions are not to scale.
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The temperature rise in each absorber is directly related to the amount of power input
in that absorber. Therefore, in order to use the rescaling method, the power measured
in a scaled geometry (e.g. model B and C) should not differ to that of non-scaled
(e.g. model A). A total random power of 77 µW was inserted into all 3 models. After
simulating the thermal diffusion for 2 ns the the power was measured and was compared
to model A. The percentage difference between both models were small, confirming the
validity of implementing a rescaling method.
The temperature rise was measured at 2 ns on all models and the results on the com-
parison are presented in table 4.1.
Model Average volume temperature (K)
TE absorber % difference SC absorber % difference
A 6.094 0.00 6.016 0.00
B 6.088 -0.12 6.016 0.00
C 6.046 -0.81 6.016 0.00
Table 4.1: Average volume temperature measured for model A, B, and C and the
percentage differences compared to model A.
The scaling thickness method was applied in building the final model for the simulations
as its implementation was possible with an acceptable accuracy whilst it improved the
simulation time considerably.
Boundary Limit
The MC simulations showed that for some tracks there was an interaction point at
the boundary between layers. This is a result of the way Geant4 tracks particles
through boundaries of different regions which is elucidated in section 3.2.2. Creating
this interaction point as a point-heat-source with a radius of 1 µm would cross into the
next volume introducing an error since half of the point-heat-source will have different
material properties associated to it. The error arises because the power inserted and
the corresponding temperature for each of the point-heat-sources is calculated using
the material associated to it.
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The energy loss is continuous for non-nuclear interactions and therefore any energy
deposition at the boundary belongs to the previous volume (3.2.2). To overcome the
problem, a virtual “safety region” of 4 µm was created to move the z-value of any
interaction out of this safety region. Thus, no point-heat-source will fall too close to
the boundaries, eliminating the above error. The thickness of 4 µm was chosen as it
provided enough space (i.e. 3 µm) to the next boundary. The thermal diffusivity is so
fast that the moves implemented for the safety region have insignificant effect on the
overall thermal transfer. Therefore, a mesh can be created resulting in representable
heat conduction.
The positions of the point-heat-sources are defined under the geometry node. Each
point requires a value for x, y and z positions and the point will be defined with
similar names to that used under parameter node, which are needed for the automation
process. The points are also grouped depending in which domain they are placed using
the selection node.
4.2.3 Meshing
Meshing enables the discretisation of the geometry into small units of mesh elements.
The COMSOL ® mesh generator was used to discretise each volume of the micro-
calorimeter into tetrahedral mesh elements. The finer the mesh elements, the smaller
the uncertainty when approximating the solution.
The Effect of Meshing Structure
The meshing structure built for the model had a significant effect on the simulations. A
suitable meshing structure is required for accurate power registration and temperature
dissipation time through the micro-calorimeter. The effect was investigated by building
a rectangle of similar material as the micro-calorimeter. Four random point-heat-
sources with total power of 1.7 x103 W were inserted in the rectangle. The heat sources
were switched on at t1 = 0.1 s and switched off at t2 = 0.15 s.
The average surface temperature was measured for comparison, employing two modes of
meshing structures,“Extra fine” and “Extremely fine” at two different times. The latter
creates smaller mesh elements compared to the former and it depends on geometry. In
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this example, maximum element size are 0.04 µm and 0.02 µm for “Extra fine” and
“Extremely fine” modes respectively. Other parameters, including maximum element
growth rate, curvature factor and resolution of narrow regions are also automatically
changed to ensure smaller meshing elements for the case of “Extremely fine”. The
results are presented in table 4.2:
Time(s) Extra fine (K) Extremely fine (K) Percentage difference
0.15 6.03 6.21 2.9%
0.50 6.04 6.35 5.1%
Table 4.2: Average surface temperature of the 2D rectangle at two different meshing
modes.
The number of meshing elements required to build in “Extra fine” mode was 6,282,
whereas that of “Extremely fine” was 24,912 elements. Although, finer meshing struc-
ture produces more accurate results, it also increases the computation time significantly.
A similar behaviour was observed when extending the 2D model into 3D. The four
point-heat-sources with properties presented in table 4.3 were modelled in a cube.
Point heat source X(µm) Y(µm) Z(µm) Power(W)
A -0.2 -0.2 -0.2 5 x 102
B 0.0 0.0 0.0 5 x 102
C 0.3 0.3 0.3 2 x 102
D 0.45 0.1 0.0 5 x 102
Table 4.3: Properties of 4 point-heat-sources inserted into the cube.
The comparison between two meshing modes are presented graphically in figure 4.6
which is translated in the results too.
It is visually evident from the figure 4.6 that a poor meshing structure will produce
distorted point-heat-sources and consequently poor accuracy in estimating the average
temperature rise within a volume. The total power inserted into the geometry was also
measured in each case and compared to the total input power of 1.7 x103 W. The total
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Figure 4.6: Left: distorted point-heat-sources, modelled using “Extra fine” mesh mode.
Right: smooth sphere point-heat-sources, modelled using “Extremely fine” mesh mode.
power measured when employing “Extra fine” mode was equal to 1.5 x103 W compared
to 1.7 x103 W measured selecting the “Extremely fine” mode.
Bespoke Meshing
The final model incorporates every interaction caused by the particle traversing the
micro-calorimeter which could be as high as 100 interactions depending on the energy
of the incoming particle. In addition, it was shown in section 4.2.1 that the thermal
equilibrium is reached in a few nano seconds. Modelling 100 point-heat-sources in
a geometrically thin micro-calorimeter on a very short time scale (≈ nano seconds)
results in high computational time, if not memory limit errors, because of small meshing
elements required (in the order of 5 x105).
Certain modifications were required to build a representable model and create an opti-
mised meshing structure that produces accurate results in the shortest time achievable.
The following section describe the steps taken to build a bespoke mesh of the micro-
calorimeter in COMSOL ®.
The time scale of 0.1 ns meant that the temperature was solved for every 0.1 ns. The
conduction length scale of this time scale was determined for each domain employing
equation 4.5 and 4.6:
l = 6
√
αt (4.5)
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Where
l is the conduction length scale
t is the shortest time scale of resolution required after heat source is switched off
α is the thermal diffusivity of the material
The thermal diffusivity can be interpreted as a measure of thermal inertia and deter-
mined employing equation 4.6:
α =
k
ρCp
(4.6)
The determined conduction length scale, presented in table 4.4 were used to predict the
maximum meshing element size that should be used for modelling the micro-calorimeter
accurately with 0.1 ns resolution.
Domain TE absorber SC absorber Silicon substrate
Maximum element
size (µm)
6.0 30.0 52.0
Table 4.4: Conduction length of each domain assuming a 0.1 ns resolution.
The point-heat-sources created under the geometry node with radius of 1 µm, defined
under parameters will be missed if the meshing sizes stated in table 4.4 are used. An
additional meshing size was introduced to create meshing for the point heat sources
with maximum element size of 0.5 µm. Consequently, the point-heat-sources will have
a much finer meshing structure compared to the domains. The meshing elements
smoothly change in size within the domain, the rate of which can be controlled, before
reaching the maximum element size of the domain presented in table 4.4. Similar to the
point-heat-sources under physics node, the location of the meshed point-heat-sources
can be varied for each particle track depending on values used under the parameter
node. A unique meshing structure is therefore built for each individual particle track.
The bespoke meshing structure created will allow accurate analysis of thermal be-
haviour from the time that power is put into the system and as it conducts through
the absorbers and into silicon substrate. A typical meshing structure created when a
3.8 MeV proton beam interacts with the micro-calorimeter is presented in figure 4.7.
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Smaller sherical point heat sources require finer meshing and therefore longer compu-
tational time whilst bigger spheres will result in point-heat-sources overlapping which
might introduce inaccuracy when inputting power.
Figure 4.7: A typical meshing structure of the micro-calorimeter model. The TE and
the SC absorbers thicknesses have been scaled.
Although, regardless of their positions, all of the point-heat-sources within the micro-
calorimeter are created using the same meshing structure. However, for the rest of
the geometry a finer meshing is created for the TE and the SC absorbers compared to
the silicon substrate to improve the computational time. This is because a finer mesh
would take longer and would worsen the computational time. The silicon substrate
has a much larger thermal mass compared to the absorbers. In addition, the silicon
substrate is to act as a heat sink hence the thermal relaxation in this layer is not of
great importance compared to the TE and the SC absorber.
4.2.4 Parameters
The incoming particle will hit the micro-calorimeter depositing energy stochastically in
different interactions. Every individual interaction is represented in the COMSOL ®
model as a point-heat-source. The spatial information (x, y, and z coordinates) and the
energy deposited at that position are required to build each specific point-heat-source.
For every track these variables will vary since no two tracks are the same and so the
model can only compute a single track for a single run. Therefore, the parameter node
was employed that allowed automation of the simulations for many tracks when linked
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to Matlab ®. For every run, the parameters defined here are changed automatically
through a Matlab ® script explained in section 5.4.
The incident particle is a charged particle with relatively high energy, consequently, as
shown in section 2.1.3 the angle of deflection for a very narrow pencil beam is negligible.
The MC simulations showed that the lateral positions (i.e. x, and y positions) ranged
from 0.01 nm to 1 µm. This variation would have a negligible effect on the overall
thermal behaviour because the point-heat-sources replicating interaction points are
spheres with 1 µm radius and hence such small variations do not effect the average
volume temperature of the absorber. It was therefore approximated that the lateral
positions will always be zero resulting in particles being modelled always in the centre
of the micro-calorimeter. Thus, the only variables required changing for a new track
were z positions and the amount of energy deposited at each interaction point. Once
these variables were changed in the parameters node the change would translate into
the rest of the model.
The heat source variable definition in COMSOL ® only works in the units of power
therefore the energies deposited were converted to power assuming a 1 ns irradiation
time. The short irradiation time was chosen to represent a very fast particle interaction
with the micro-calorimeter.
In addition to the definition of power and spatial positions, the radius of point-heat-
sources were defined under the parameter node to have a value of 1 µm. This dimension
was optimised using unique meshing structure described in section 4.2.3.
Step Function
A time control step function, described by equation 4.7, was defined to ensure a smooth
insertion of power into the model which represents particle interactions. Introducing the
power smoothly will reduce uncertainty in temperature calculations in time-dependent
mode. The step function eliminated the need for a preliminary run in stationary-mode
prior to the actual simulations. Thus, improving the computation time for every track
simulated.
F = step
(
t
trise
)
×
(
1− step
(
(t− tstop)
trise
))
(4.7)
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Where
F is the time controlling step function
step is a simple smooth step
t is time
trise is the time at which power is switched ON and it is 1 fs in this model
tstop is the time at which power is switched OFF and it is 1 ns
4.2.5 Materials
One of the most important factors influencing the behaviour of temperature in the
COMSOL ® simulations is the thermal properties of the material used for modelling.
The experiment is performed at cryogenic temperatures and the micro-calorimeter per-
formance is optimised at ≈ 6 K.
At these cryogenic temperatures, materials behave differently to that in the standard
conditions. In addition, the thermal properties of the absorbers and the substrate used
in this investigation depend on many factors including the crystal sizes, distributions,
measurement conditions and purity. Measurement of the exact proprieties of the ma-
terials used in this investigation are possible but require complex experiments that are
out of the scope of this research. The properties of materials closely representing the
micro-calorimeter, reported in published data were used for COMSOL ® simulations.
Silicon (Si), used as substrate and Niobium (Nb), used as the superconductive absorber
at cryogenic temperatures are well studied in the literature [172–177]. It was shown in
section 4.1.3 that the density, ρ, the specific heat capacity Cp, and thermal conductivity
k of the material used in the model dominate the thermal behaviour once there is en-
ergy deposition. Therefore, the material properties modelled have significant influence
on the thermal behaviour.
The Thermophysical Properties Research Center has published a comprehensive com-
pilation of data that was used to select the thermal conductivity and specific heat
capacity of Si and Nb [178,179].
The TE absorber used in the micro-calorimeter is an amorphous carbon deposited by
EBID technique, described in section 2.5.2. The thermal properties of the TE absorber
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depend on the density of the amorphous carbon deposited which is difficult to determine
once deposited. Unlike thermal properties of graphite, there is lack of published data
on thermal properties of amorphous carbon film at the intended temperature (≈ 6 K).
The specific heat capacity of the amorphous carbon film at cryogenic temperatures was
chosen from the only published data available by Takahashi and Westrum in 1970 [180].
The thermal conductivity of the amorphous carbon was taken from recommended data
by Ho et al in “Thermal conductivity of the elements: A comprehensive Review” [181].
The sensitivity of the TE and the SC absorbers were investigated by Margellos in his
MSc thesis while working on this project. Margellos showed that changing the specific
heat capacity of the TE absorber by ±20% had a small effect on the total volume
temperature rise with average percentage difference of 1.16% [182].
The model is capable of using different thermal characteristic data, however, for this
work which is a proof-of-concept the data used are justified.
4.2.6 Model Limitation
The modifications and approximations described in previous sections were applied to
improve efficiency of the model in producing acceptable results. However, there are
intrinsic limitations in modelling a real world experiment some of which are briefly
described in this section.
Heterogeneity of Material
A homogeneous material is assumed for the absorbers in the model. However, in prac-
tice, due to manufacturing, the materials are heterogeneous. The thermal behaviour
might be different in a heterogeneous model compared to a homogeneous one. However,
it is beyond the scope of this work to investigate this effect. The thermal conduction
might be slower or faster in a heterogeneous material which might result in longer or
shorter time to reach thermal equilibrium.
Thermal Joint Resistance
A perfect thermal contact is assumed in the model built. However, in practice there
is thermal resistance between boundaries across two layers. Thermal joint resistance is
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heavily influenced by how the materials are deposited and depends on several factors
including geometric, physical, surface roughness and thermal properties of the interface.
Kapitza Resistance
A thermal boundary resistance (Kapitza resistance) [183] occurs at interfaces as a
consequence of the phonon mismatch between the SC absorber and the TE absorber.
The Kapitza resistance is only noticeable between two media if at least one of them is
superconducting. In the normal state the heat conduction is dominated by electrons
rather than phonons. The Kapitza resistance is unknown for the micro-calorimeter and
therefore was not modelled.
Chapter 5
Methodology
In the previous chapters, parts of the method relating to the building of models for
both Monte Carlo (MC) simulations in chapter 3, and heat transfer within the micro-
calorimeter in chapter 4, were described. In this chapter one particular innovative and
novel aspect of the method is presented where MC simulations from the Geant4 model
(chapter 3) are coupled with the heat transfer model in COMSOL ® (chapter 4) to
automatically simulate thermal behaviour of the absorbers in the micro-calorimeter
during irradiation. In addition, the temperature change in each absorber is obtained
for possible correction to the expected signal achieved in experiment.
5.1 Introduction
In previous chapters the method to extract particle track information and to solve the
heat transfer was described and justified separately. The heat transfer model requires
the particle track information as an input to simulate the possible thermal behaviour of
the micro-calorimeter. In addition, this link has to be automated for simulating large
number of tracks rather than manually inputting information for every track, which
would be unfeasible.
Prior to automating the process it was important to ensure that the implementation of
a particle track into the heat transfer model was plausible with an acceptable accuracy.
Furthermore, a method had to be developed to distinguish the thermal contribution
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from adjacent layers. The following section describes the approach taken to build the
final automated system of thermal analysis of the micro-calorimeter.
5.2 Single Track Simulation
The process of simulating a single particle is described in this section as an example,
which will be automated for many track simulations. Additionally, the implementation
of the method is verified comparing analytically determined results with simulated
results applying various tests.
A random track was chosen from the “most common” category (section 3.3.1) for
implementation into the heat transfer model. The z-position of each interaction point
in the absorbers was rescaled, according to the thickness rescaling, and selected as a
point-heat-source in the heat transfer model.
The energy deposited at that interaction point was converted into power assuming
energy over 1 ns, described in section 4.2.4. It is generally believed that the energy
is quickly deposited hence a 1 ns time scale for conversion was reasonable. A smaller
time scale would require calculations at smaller time intervals (currently optimised at
0.1 ns) which would consequently increase computational time. The corresponding
power was allocated to each point-heat-source and the model was created as described
in section 4.2.
Simulating the heat transfer resulted in temperature rises in every layer of the micro-
calorimeter before reaching equilibrium at the temperature of 6 K due to a boundary
temperature that mimics the environment temperature.
5.2.1 Verification
Different parameters are tested to ensure an accurate model is built for the thermal
analysis. The proceeding sections describe the process of verifying the track implemen-
tation into the heat transfer model and the results of a particle track produced by a
3.8 MeV proton particle. A similar approach was employed to verify the model for
different proton beam energies.
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Absorber Mass
In the COMSOL ® model, the geometry of the micro-calorimeter is built and a ma-
terial is specified for each domain. An initial verification of the model is to compare
the masses of the geometries determined analytically and simulated. The compari-
son should include the modification to the geometries in the model where absorber
thicknesses have been rescaled.
Masses of all three domains, the TE absorber, the SC absorber and the silicon sub-
strate were calculated using the product of domain volume and material density. The
calculated mass was compared to the mass calculated via the COMSOL ® model as
shown in table 5.1.
Domain Density
(kg.m−3)
Actual mass
(kg)
Simulated
mass (kg)
TE (carbon) 1950 6.89× 10−14 6.89× 10−14
Superconducting 8570 4.11× 10−13 4.11× 10−13
Silicon 2329 7.55× 10−10 7.55× 10−10
Table 5.1: The comparison of calculated mass and the mass simulated by the model.
There is no difference between the actual mass and the calculated mass, confirming the
implementation of geometry and material density in the model.
Input Power
The temperature rise in the micro-calorimeter is directly related to the amount of power
input into the point-heat-sources created at the interaction points. It is therefore crucial
to verify the input power by measuring the power from the model after the simulation.
The total amount of power inserted in each domain is measured and compared to the
power calculated from MC simulations. The results are presented in table 5.2.
The differences are not statistically significant and are likely due to the rounding ap-
proximation during conversion of energy into power over 1 ns. In this case the particle
fully stops in the silicon substrate and deposits most of its energy in this domain. Con-
sequently, the total power in the silicon substrate is considerably higher than that in the
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Domain
Total input power
(nW )
Total measured
power (nW )
Percentage
difference
TE 437.246 437.253 0.002 %
SC 423.164 423.150 -0.003 %
Silicon 6.079× 105 6.079× 105 0.002 %
Total 6.088× 105 6.088× 105 0.002 %
Table 5.2: Input power verification for a 3.8 MeV proton track.
absorbers. As the proton beam energy is increased the amount of energy deposited in
the silicon is reduced becoming comparable to that deposited in the absorbers. Similar
percentage differences are observed when simulating with a higher energy proton beam
indicating the validity of the implementation method.
Temperature Rise
The final test was to ensure that the temperature rise, as a result of energy input in each
domain, is accurate. Assuming that the domains are in thermal isolation, the expected
temperature rise in each domain was mathematically derived employing equation 4.4.
The capability of treating each domain in thermal isolation was employed in the heat
transfer model and the temperature rises measured in each domain were compared
to the values derived analytically, as illustrated in the comparison made for 3.8 MeV
proton beam presented in table 5.3. The same procedure was applied for higher proton
beam energies.
Domain Derived
temperature
rise (mK)
Measured
temperature
rise (mK)
Percentage
difference
TE 9.42 9.13 -3.1 %
Superconducting 1.04 1.01 -2.9 %
Silicon 8.46 8.19 -3.2 %
Table 5.3: Temperature rise verification in each domain for a 3.8 MeV proton track.
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A similar percentage difference was observed when comparing proton tracks of different
energies. One reason for this difference of up to 3% could be the approximation in
deriving the value mathematically. A constant specific heat capacity was used when
deriving the temperature rise mathematically; however, in the heat transfer model the
specific heat capacity is a function of temperature.
On the whole, the verification results confirmed the validity of the method of imple-
menting MC simulations into the heat transfer model with an acceptable and expected
accuracy.
5.3 Signal Contribution
The advantage of the heat transfer model over experimental work is that the model can
treat the domains independently. This capability was utilised to develop a method to
distinguish the temperature rise due to a) the heat conducted from the adjacent layers
and b) the heat from direct energy deposition in each domain.
For every incident particle four different cases were built in the heat transfer model as
shown in figure 5.1.
Figure 5.1: The four cases built for every incident particle to determine the temperature
contributions. Viewing the geometry in z-plane.
Case (1), (2) and (3) represent the hypothetical conditions of energy deposition in the
TE absorber, the SC absorber and the silicon substrate respectively. Case (4) represents
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the experimental condition where the incident particle interacts and deposits energy in
every domain of the micro-calorimeter.
The average volume temperature rise in each domain was recorded for all four cases
over time. A detectable signal is obtained from the micro-calorimeter when there is
a temperature change in the SC absorber. In an ideal measurement situation, the
incident particle would only deposit energy in the TE absorber (case 1) and the signal
from the micro-calorimeter will solely be due the heat conducted from the TE absorber
to the SC absorber. However, this was proven to be unlikely in section 4.1.4 where the
incident particle deposited energy in all domains of the micro-calorimeter (case 4).
Utilising this method, the temperature rise due to direct energy deposition or heat con-
tribution from adjacent domains can be determined. The average volume temperature
rise of the SC absorber while simulating case 1 represents temperature rises resulting
from heat conduction from the TE absorber. The temperature rise in the SC absorber,
as a result of heat conducted from the silicon substrate, can be determined repeating
the measurement while simulating case 3.
The sum of internal energy changes in a domain while simulating cases (1), (2) and (3)
should be approximately equal to that of simulating case (4). The difference between
these measurements are an indication of the systematic uncertainty in the model, which
will be discussed in section 6.1.3. A small variation is expected as the temperature in
each domain is raised in case (4) having a different effect on the neighbouring domains
compared to cases (1), (2) and (3) where the temperature rise in the neighbouring
domain is solely due to the heat conducted.
The method developed is a useful, detailed and powerful method in determining pos-
sible corrections to the signal from the micro-calorimeter. However, it is necessary to
simulate the effect of a large number of particles in order for the results to be statisti-
cally reliable. Simulating four different cases for every incident particle and manually
inputting the parameters for every particle track is laborious and unfeasible. Therefore,
the process had to be automated which is described in the next section.
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5.4 Automation Process
One novel aspect of this work is the method of coupling MC simulations into a heat
transfer model for thermal analysis, which can be adopted for any other thermal analysis
work with ionising radiations. The practicality of this method is enhanced by the
automation process which is described in this section.
The automation process, as demonstrated in figure 5.2, was possible with the LiveLinkTM
for MATLAB ® module that connected COMSOL ® multiphysics with Matlab ®
scripting.
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Figure 5.2: The flow chart for the automation process that links the MC simulations
to the heat transfer model for thermal analysis.
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The MC simulations, described in detail in chapter 3, produce the track information
which, for every track, includes x, y and z positions of every interaction, energy depo-
sition, particle type (primary/secondary) and domain.
A script was written in Matlab ®, available in Appendix C that performed the pre-
processing on every track. A template model was built in COMSOL ® and converted
to a Matlab ® script for automated processing. The pre-processing involves rescaling
of the z-values for the absorbers, setting x and y values to zero and creating a bound-
ary safety region as described in section 4.2.2. The script then overwrites the model
parameters in the template model, including the track information before simulating
the heat transfer. This process was repeated for every particle track available from MC
simulations in the input folder. The results that include the average volume temper-
ature of each domain in all the four cases described in section 5.3 are recorded in a
Matlab ® file for post-analysis.
The script was written as efficiently as possible such that the pre-processing took less
than 1 s for simulating 200 particle tracks. However, the heat transfer model dominated
the computational time, taking approximately 4-6 minutes to simulate a track in each
of the four cases. The automation process eliminated the need to build a model for
every track which would have taken 10-30 minutes for every track depending on its
complexity.
5.5 Post Processing
In order to correct the signal from the micro-calorimeter, the average volume temper-
ature rise of each domain measured in the four cases, obtained applying the method
described previously to determine the possible conversion factor. The steps taken to
determine and apply such corrections are described in the following sections.
5.5.1 Determining the Correction
The objective of this work was to develop a method for determining possible conversion
factors. In order to determine the conversion factor for the signal obtained from exper-
iment, the heat contribution from the TE absorber into the SC absorber needs to be
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determined. The ratio of the average volume temperature rise in the SC absorber when
simulating case (1) and case (4) (section 5.3) is calculated for every track simulation.
The following equation has been defined to elucidate on the determination of correc-
tions.
CFi =
(
TEAve TSC
FullAve TSC
)
i
C¯F =
∑
i CFi∑
i
(5.1)
where, CF and i are the conversion factor and the track number respectively. TEAve TSC ,
represents the average volume temperature of the SC absorber, considering only the
energy deposited in the TE absorber. FullAve TSC , represents the average volume tem-
perature of the SC absorber, considering the energy deposited in all three layers of the
micro-calorimeter (i.e. TE, SC and the silicon substrate).
The ratio determined is the percentage heat contribution from the TE absorber into the
SC absorber. The stochastic behaviour of the particle interaction results in fluctuation
of the factor determined. Therefore, the conversion factor is calculated as the mean
value of the percentage heat contribution from the TE absorber into the SC absorber.
The signal obtained in experiment is a voltage amplitude frequency, signifying a max-
imum signal detected by the micro-calorimeter [184]. To have a model that represents
the experiment closely, the maximum signal from the model needs to be considered. The
maximum signal achievable from the heat transfer model is just after the introduction of
power into the system. Therefore, the average volume temperature measurements were
made after 0.2 ns after the power was switched off. The thermal equilibrium between
the domains of the micro-calorimeter is reached after a short time (approximately 5 ns
depending on the amount of energy deposited by each incident particle) once the power
is switched off.
The systematic uncertainty within the heat transfer model is determined by comparing
the sum of the average volume temperature rise achieved when simulating cases (1), (2)
and (3), with that measured simulating case (4).
The conversion factor obtained will be used to correct the signal measured in experi-
ment. The approach taken to apply such a correction is discussed in the next section.
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5.5.2 Applying the Correction
The preferred method to verify the technique developed is to apply the conversion factor
to a measured microdosimetric spectra in experiment and compare the distribution
to an ideal distribution simulated in Geant4 MC. However, at the time of writing
the micro-calorimeter is in early stages of development and there are no appropriate
measured data available. Here the approach to apply the conversion factor to the
expected signal in experiment is hypothetically discussed.
It was discussed earlier that the expected signal from the micro-calorimeter during ir-
radiation is a frequency distribution of voltage amplitude, section 2.5.2. The relation
between voltage amplitude and temperature rise in the SC absorber is given in equa-
tion 4.3. The voltage amplitude depends on the effective area of the SC absorber, which
governs the amount of magnetic field that can pass through it. The change in effective
area is a result of temperature change in the SC absorber.
The group responsible for building the micro-calorimeter are currently testing the device
and measuring the voltage signal at various temperature for characterisation. The
characterisation will provide a relation between voltage obtained and the temperature
rise in the SC absorber. This response can be related back to energy by analytically
employing equation 4.4. Finally, the conversion factor will be multiplied with the
energy obtained to correct it. The corrected energy is then converted to lineal energy
(as described in section 2.4) to determine the microdosimetric spectra of the radiation
beam under investigation. This in turn can be used to determine an estimate of the
RBE factor, which is used to determine the absorbed dose in particle therapy.
Method Validation
In the absence of experimental data, the method was validated by determining and
applying a conversion factor to the expected energy frequency distribution of simulated
data. For every beam energy, 20 million proton particles were simulated to determine
the microdosimetric spectra. The corrected distribution was converted to a microdosi-
metric spectra following the steps described in section 2.4. The corrected microdosi-
metric spectra was then compared to an ideal case simulated employing Geant4 MC
simulations. The expected energy frequency distribution is obtained by considering
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energy deposition in both the TE and the SC absorber. The corrected expected en-
ergy frequency distribution should be similar to an ideal case, where only the energy
deposition in the TE absorber is considered.
The method described was applied for 3.8, 10, 62 and 230 MeV mono-energetic proton
pencil beams, the results of which are described in the proceeding chapter.
Chapter 6
Results & Discussion
The results presented in this chapter are obtained employing 3.8, 10, 62 and 230 MeV
proton pencil beams. A similar method can be employed to simulate other heavy
charged particles including carbon ions.
6.1 Conversion Factors
6.1.1 Most Common Category
For every incident proton energy investigated in this study, three categories of tracks
were selected as described in section 3.3.1. The particle tracks selected for the most
common category represented a most common route and energy distribution by the
particle track resulting in the most common signal outcome expected in the experiment.
Therefore, the conversion factor determined for this category of tracks will be applicable
to most energy distributions obtained in the experiments.
3.8 MeV Proton Beam
The micro-calorimeter will be tested first at the Ion Beam Centre facility available
at the University of Surrey. A proton microbeam with spot diameter down to a few
micrometers is achievable at this facility. The results obtained simulating a 3.8 MeV
proton beam are crucial as the first experimental work will be at such energy.
The selection filter presented in table 6.1 was used to determine the most common
tracks when simulating a 3.8 MeV proton beam.
89
6.1. Conversion Factors 90
Most Common 3.8 MeV TE absorber SC absorber
Proton range (keV) 1.40 - 2.20 0.47 - 0.79
Electron range (keV) 0.17 - 3.07 1.30 - 5.83
Table 6.1: The energy filter applied for categorising most common tracks produced by
a 3.8 MeV proton beam.
Each particle track was measured and only the tracks that met the filtering conditions
in table 6.1 were registered. The positional information (x, y, z) and energy deposited
at each interaction for every track was automatically passed to the heat transfer model.
1,000 particle tracks were selected in this way and simulated in the coupled heat transfer
model. The energy deposited in the TE absorber leading to a change in the average
volume temperature in the SC absorber was determined per track employing the method
described in section 5.3. The average volume temperature rise in the SC absorber
caused by energy deposition in the TE absorber for 1,000 proton tracks is plotted in a
histogram shown in figure 6.1.
Figure 6.1: Histogram plot of temperature increase in the SC absorber caused by energy
deposition in the TE absorber.
The range of temperature rises are easily detectable with the micro-calorimeter, which
can theoretically detect temperature changes of approximately 1 µK.
The percentage heat contribution, per particle track, from the TE absorber resulting
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in a temperature change in the SC absorber is the conversion factor required per track
as shown in equation 5.1. The results of conversion factors for the 1,000 particle track
are presented in figure 6.2.
Figure 6.2: The conversion factor, per particle track, required to correct the response
of the micro-calorimeter of a 3.8 MeV proton beam.
The mean percentage heat contribution is determined indicating the mean conversion
factor required to correct the response assuming most common tracks for a 3.8 MeV
proton beam. The mean conversion factor and the standard error of the mean was
determined to exhibit a value of 50.15± 0.02%.
It has been mentioned earlier that particle tracks follow a stochastic behaviour during
interaction with the matter, as a result the energy distributions are also random. The
response to every track is unique, therefore, it it expected to see a variation in the con-
version factors obtained for each individual track. However, the variation determined
in terms of standard deviation has a value of σ = 28%. Such large standard deviation
on the mean conversion factor is undesirable for measurements at the level of primary
standard. However, it should be noted that the current work emphasises on the novelty
of the method employed to correct the signal. A practical solution is suggested later in
chapter 7 to improve the conversion factor variations.
A detailed analysis of the heat contributions show that the conversion factor obtained
is significantly influenced by the heat conducted from the silicon substrate to the SC
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absorber. The conversion factor is the temperature rise in the SC absorber caused by
the TE absorber (case 1 in section 5.3) relative to that caused by heat contribution
from all layers (case 4). At this relatively low initial beam energy (i.e. 3.8 MeV)
the particles fully stop in the silicon substrate depositing most of their energy in this
layer. Therefore, a small change in the energy deposited in the silicon substrate has a
significant effect on the determined conversion factor. The effect is less pronounced in
the case of energy deposition variation in TE and the SC absorber.
10 MeV Proton Beam
The micro-calorimeter can potentially be tested at the Dalton Cumbrian Facility in
Manchester, which is capable of supplying 10 MeV protons. The results of simulating
a mono-energetic 10 MeV proton pencil beam are presented in this section to illustrate
the feasibility of the method at this beam energy.
Similar to the 3.8 MeV proton beam, a track selection filter was applied to categorise
the most common tracks for a 10 MeV proton beam. Energy distribution and the
mean energy deposited by the primary and secondary particles in the TE and the SC
absorbers were determined. The tracks that deposited energies within mean± σ were
registered as the most common track. The filter applied to the 10 MeV proton beam
are shown in table 6.2.
Most Common 10 MeV TE absorber SC absorber
Proton range (keV) 0.58 - 1.10 0.28 - 0.54
Electron range (keV) 0.26 - 2.00 0.10 - 3.09
Table 6.2: The energy filter applied for categorising most common tracks produced by
a 10 MeV proton beam.
A large number of proton tracks that satisfied the energy filter were thermally simu-
lated. The mean conversion factor for the 10 MeV proton beam was determined to
be 16.45± 0.01%. The conversion factor variation for individual tracks had a variation
of 13 %. The determined contribution from the TE absorber into the SC absorber is
much lower compared to that at 3.8 MeV proton energy. This is because the amount of
energy deposited in the silicon layer dominates the temperature rise in the SC absorber.
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This is evident from the average volume temperature rise in the SC absorber caused
by energy deposition in the TE absorber plotted in a histogram as shown in figure 6.3.
Figure 6.3: Histogram plot of temperature increase in the SC absorber caused by energy
deposition in the TE absorber.
The average temperature rise in the SC absorber simulation in case 4, which represents
the experimental condition 5.1, was determined to exhibit temperature rises in the
range of 20 to 50 µK. Differentiating the contribution from each layer confirmed that
the temperature rise in the SC absorber was mostly due to the heat conducted from
the silicon layer.
Although protons with an energy of 3.8 MeV fully stop in the silicon layer, however the
energy transferred from a 10 MeV proton to the silicon layer is greater resulting in higher
temperature rises in the silicon layer. That in turn causes a higher temperature rise in
the SC absorber. On the other hand at higher beam energies, the energy deposition in
the TE and SC absorbers are lower compared to the beam energy of 3.8 MeV therefore
the temperature rises due to direct energy deposition in the SC absorber is smaller
compared to the 3.8 MeV proton beam.
62 & 230 MeV Proton Beams
The ultimate goal of developing such a novel micro-calorimeter is to make measurement
at clinical beam energies. The results of simulating 62 MeV and 230 MeV proton pencil
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beams are presented in this section. The approximation applied to the beams are dis-
cussed in detail in sections 3.2.1 and 4.2.4. The outcome of these simulations can verify
the workability of the micro-calorimeter and the method employed for measurements.
The most common tracks were identified depending on the amount of energy deposited
by primary and secondary particles in each absorber per particle. The energy filter
applied for categorising such particles for 62 MeV and 230 MeV proton beams are
presented in table 6.3.
Most Common 62 MeV TE absorber SC absorber
Proton range (keV) 0.08 - 0.30 0.06 - 0.22
Electron range (keV) 0.10 - 1.45 0.10 - 1.56
Most Common 230 MeV TE absorber SC absorber
Proton range (keV) 0.01 - 0.14 0.01 - 0.12
Electron range (keV) 0.10 - 0.30 0.10 - 0.30
Table 6.3: The energy filter applied for categorising most common tracks produced by
62 MeV and 230 MeV proton beam.
The amount of energy deposited in each of the absorbers decreases with increasing
energy. Subsequently, the amplitude of the signal obtained will be small for high energy
incident particles. The energy filter determined in table 6.3 confirms that the amount of
energy deposited by the most common tracks are relatively small compared to 3.8 MeV
or 10 MeV proton beams. Furthermore, the values are reaching the low energy limit of
250 eV, at which Geant4 can track particles accurately. This might effect the accuracy
of the mean conversion factor and the microdosimetric spectra determined.
The mean conversion factor determined for 62 MeV and 230 MeV proton beams are
presented in table 6.4
Beam energy Mean conversion
factor (%)
Standard deviation
(%)
62 MeV 34.94 ± 0.02 25.23
230 MeV 68.97 ± 0.01 32.16
Table 6.4: Mean conversion factor determined for 62 MeV and 230 MeV proton beam.
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The temperature rise for the 230 MeV proton beam is much lower compared to the other
energies used in this study. This is because at such energy there are fewer interaction
between the proton and the medium with small energy transfer in each interaction.
The temperature rises in the SC absorber are presented in figure 6.4.
Figure 6.4: Histogram plot of temperature increase in the SC absorber caused by energy
deposition in the TE absorber.
It is evident from the histogram plot that the temperature rises in the SC absorber
caused by energy deposited in the TE absorber by a 230 MeV proton beam are less than
2.6 µK. The sensitivity of the micro-calorimeter has been shown to be approximately
1.0 µK. The results demonstrate that the temperature rise caused by a 230 MeV proton
beam, with no buildup, might not be detectable with the current design.
6.1.2 Least Common Categories
It is expected to observe some particles depositing energy much higher or lower than the
average. The particle tracks were divided into three categories in order to investigate
the conversion factor required for the most common and the least common tracks. The
least common tracks fall at the two extreme ends of the energy distribution. A general
conversion factor applicable to all the tracks is of interest. However, it might not be
valid to apply the same conversion factor to tracks that deposit very high or very low
energy compared to the tracks in the most common category.
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The particle tracks that deposit energy higher and lower than 2 σ from the mean
are registered as the least common high and least common low categories as these
represented the highest and lowest 2 % of tracks respectively. The occurrence of such
tracks are less likely hence the MC simulation time to simulate a representative number
of such tracks are considerably longer than that for most common category. Because
of time constraints the thermal simulation of only 200 tracks were performed for each
case. Thermal analysis of a larger number of tracks results in lower standard error of
the mean. The results obtained for least common tracks are tabulated in table 6.5.
3.8 MeV Mean conversion
factor (%)
Standard deviation
(%)
Least common high 59.37 ± 0.02 22.96
Least common low 39.94 ± 0.02 31.34
10 MeV Mean conversion
factor (%)
Standard deviation
(%)
Least common high 31.19 ± 0.01 12.19
Least common low 13.40 ± 0.01 13.19
62 MeV Mean conversion
factor (%)
Standard deviation
(%)
Least common high 67.54 ± 0.01 24.34
Least common low 35.33 ± 0.03 32.23
230 MeV Mean conversion
factor (%)
Standard deviation
(%)
Least common high 71.61 ± 0.03 28.62
Least common low 70.17 ± 0.02 34.77
Table 6.5: The conversion factors obtained from least common tracks for 3.8, 10, 62
and 230 MeV proton beams.
The mean conversion factors determined for the least common tracks fall within the
standard deviation of the most common tracks. The variation of the conversion factor
required per particle track is larger than the effect of a least common track. This
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suggests that categorising the tracks does not provide a feasible method to correct for
least common particle tracks. Simulating the thermal behaviour of larger numbers
of particle tracks will reduce the standard error on the mean, however, the variation
on conversion factors per particle track are intrinsic within the measurement method.
Therefore, to reduce the variations a modification to the micro-calorimeter design is
proposed in chapter 7.
6.1.3 Uncertainties
A source of uncertainty in the conversion factors is the systematic error in thermal
simulations. This error was determined by comparing the average volume temperature
increase in the SC absorber while applying case (4) and the sum of average volume
temperature increase simulating case (1), (2) and (3). A typical plot of the percentage
difference between the average volume temperatures measured is presented in figure 6.5.
Figure 6.5: The percentage difference of average volume temperature measurement
comparing the results obtained simulating case (4) and sum of case (1), (2) and (3).
The mean value of the percentage differences indicating the standard error of the mean
conversion factor was determined for all the proton beams under investigation. It was
observed that the largest error on the mean was ± 2%. A reason for the error was
that the temperature rise in the SC absorber was higher when there was a temperature
rise in the adjacent layers (i.e. case 4), compared to temperature rise as a sum of
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case (1), (2) and (3) where the temperature rise was a result of energy deposition in
one of the layers.
6.2 Microdosimetric Spectra
The microdosimetric spectra for every proton beam energy was determined simulating
20 million proton particles. The lineal energy was determined using 0.02 keV energy bin
width. The conversion factors determined previously are applied to the microdosimetric
spectra simulated employing Geant4 MC simulations. The corrected microdosimetric
spectra can then be used to determine an RBE value for a specific particle beam energy
at a specific depth, as described in the theory section on energy distribution convolution
with r(y) 2.2.4.
3.8 MeV & 10 MeV Proton Beams
The ideal, expected and corrected microdosimetric spectra for 3.8 MeV and 10 MeV
proton beams, assuming no build-up, is presented here. The mean conversion factor
for the 3.8 MeV proton beam was determined to be 50.15 ±0.02%, which was applied
to the expected spectra.
Figure 6.6: The ideal, expected and corrected microdosimetric spectra for a 3.8 MeV
proton beam.
The corrected spectrum has a good agreement with the ideal spectrum, which is
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achieved if the particles deposit energy only in the TE absorber. This suggests that the
method developed is feasible to correct the experimentally determined microdosimetric
spectra. The large standard deviation on the mean conversion factor of all the tracks
could have caused the difference between the corrected and the ideal spectra.
The microdosimetric spectra for the 10 MeV proton beam was corrected applying the
determined conversion factor of 16.45 ± 0.01%, for the most common tracks category.
The results are presented in figure 6.7.
Figure 6.7: The ideal, expected and corrected microdosimetric spectra for a 10 MeV
proton beam.
Unlike the 3.8 MeV proton beam, for the 10 MeV proton beam the corrected spectra
agrees less with the ideal spectra. It should be noted that at this energy the contribu-
tion from the silicon layer is the most dominant effect when determining the conversion
factors. Therefore, the determined conversion factor is overestimated significantly re-
sulting in impracticality of the measurement at 10 MeV proton beam.
A detailed analysis on the amount of energy deposited in the TE and SC absorbers
compared to the silicon layer was carried out. For 10 MeV proton tracks the amount
of energy deposited in the TE and SC absorbers were approximately 0.05% of that
deposited in the silicon layer. The amount of energy deposited into the silicon layer is
in the range of (3.20 - 3.60) MeV. The large difference causes the conversion factors to
be dominated by the change in the silicon layer.
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The disagreements of spectra at this energy and higher energies are the basis for a
proposed design discussed in chapter 7.
62 MeV & 230 MeV Proton Beams
The corrected microdosimetric spectra of 62 MeV proton beam is shown in figure 6.8.
Figure 6.8: The ideal, expected and corrected microdosimetric spectra for a 62 MeV
proton beam.
The corrected spectra for a 62 MeV proton beam is determined by applying the conver-
sion factor determined for most common tracks. The agreement between the expected
and the ideal spectra is acceptable for the method of applying the conversion factor lin-
early. The ideal spectrum exhibits a second peak at approximately 4.5 keV/µm, which
is not present in the expected spectra and consequently not present in the corrected
spectra. The detailed analysis of the data showed that the peak is mainly due to energy
deposited by gamma rays. Despite the small contribution of energy from gamma rays,
the operation on the energy deposited to convert the results into lineal energy presents
the data as a peak. A similar peak is observed for the 230 MeV beam in figure 6.9.
The mean conversion factor for the 230 MeV proton beam was found to have a value
of 68.97 ±0.01%. The spectra determined are presented in figure 6.9.
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Figure 6.9: The ideal, expected and corrected microdosimetric spectra for a 230 MeV
proton beam.
The energy contribution from primary and secondary particles were distinguished for
the ideal spectra to investigate the tail. It was found that the energy deposition
by low energy secondary electrons dominated the distribution for lineal energy over
1.0 keV/µm. The energy deposited in the absorbers are reaching the lower limit of the
MC simulations (i.e. 250 eV) to accurately track secondary particles. It is evident from
plots that the conversion factor determined for 230 MeV proton beam is inaccurate in
predicting the ideal microdosimetric spectra.
The expected and corrected spectra are slightly distorted which could be because of
the method of applying the correction. The corrections are linearly multiplied to the
expected spectra to determine the corrected spectra. An alternative approach will be
to apply a de-convolution to obtain the correct spectra. The de-convolution method is
discussed in more detail in chapter 9.1.2.
The mean conversion factors obtained for the proton energies studied are plotted in a
logarithmic plot in figure 6.10.
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Figure 6.10: Mean conversion factors calculated for the current design.
It is not possible to conclude a clear trend in the conversion factors obtained for different
energies. In addition, the variation between the factors for different energies are large.
This plot can be used to compare the results with the simulations on the proposed
design in chapter 7.
6.3 Significance of the Results
It was shown that it is possible to determine the mean conversion factor required to
correct the signal obtained from the micro-calorimeter. However, the large variations
in the individual conversion factors suggests that categorising the tracks are ineffective.
A rigid conclusion can’t be made as the mean conversion factors from each category
falls within the variations of the most common category.
It is also shown that for 62 MeV or 230 MeV proton beams the temperature rise in
the SC absorber may not be detected with the current micro-calorimeter. The signal
strength can be increased by inserting a build-up material to bring the Bragg peak
closer to the absorbers. A range shifter can be used in the beam to determine the
microdosimetric spectra, and therefore the RBE value, at various depths of the proton
beam. The use of such range shifter is suggested in chapter 9 for future work.
The detailed analysis of the thermal behaviour in the micro-calorimeter showed that
the temperature rise in the SC absorber was sensitive to temperature change in the
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silicon substrate. Therefore, the conversion factor was dominated by the contribution
of the silicon substrate. This is because of its relatively large mass compared to the
absorbers.
Furthermore, it was observed that for 10 MeV proton tracks only 0.05% of energy
deposited in the silicon layer was deposited in the TE and the SC absorbers. This ratio
for other proton beam energies was in the range of 0.1% to 0.3%. The large difference
meant that the temperature rise in the TE and the SC absorbers are small resulting in
conversion factors dominated by the temperature rise in the silicon layer.
The influence of the silicon layer was investigated by proposing a new design for the
micro-calorimeter that eliminated the influence of the silicon substrate on the conversion
factors. A new design is proposed and simulated, which is discussed in the next chapter
(chapter 7).
It is estimated that if the expected spectra is corrected by a constant conversion factor,
50%, the corrected spectra will agree with the ideal spectra independent of the beam
energy. This suggest that the corrections required are purely a geometrical effect and
energy independent. The distorted shape of the corrected spectra might be improved
applying the corrections to individual tracks rather than applying a single correction
to the spectra.
Chapter 7
Proposed Design
The large variations in the conversion factors per particle track were partly due to the
stochastic behaviour of particle interaction and partly due to the dominance of the
temperature change in the silicon substrate. Therefore, a modification to the micro-
calorimeter design is proposed. The new design and preliminary simulations of the new
design is described here.
7.1 Geometry
A temperature change in the SC absorber is the main cause of the signal obtained during
measurements. The silicon substrate is to act as a heat sink once the temperature of the
absorbers is increased. However, the temperature rise in the substrate causes unwanted
temperature rise in the SC absorber. Here it is proposed to remove part of the substrate
to eliminate heat contribution from the substrate while keeping its heat sink property.
The micro-calorimeter geometry in figure 3.2 is modified by removing 15 × 15 µm2
rectangular cuboid from the centre of the silicon substrate. Hence, the new substrate
will have a hollow rectangular shape, such that the particle beam will not interact with
it. However, the edges of the SC absorber will still be in contact with the substrate for
the heat to dissipate. In practice laser drilling can be used to mill the silicon substrate
to get the desired geometry.
In the new design, energy deposited by scattered particles are ignored which have
insignificant effect on the temperature of the substrate. The surface area of the SC
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absorber in contact with the substrate is reduced from 400 µm2 to 175 µm2, which is
still substantial for heat to dissipate through. The modification procedure is possible
by milling the silicon substrate using FIB milling described in theory section 2.5.1.
7.2 Preliminary Simulations
The method of determining conversion factors was repeated using simulated particle
interactions with the new design. All of the particle tracks were used for the heat
thermal analysis, omitting the energy deposition filtering process. The mean conversion
factors for 3.8, 10, 62 and 230 MeV proton pencil beam were determined by simulating
1000 proton tracks and the results are presented in table 7.1.
Beam energy Mean conversion
factor (%)
Standard deviation
(%)
3.8 MeV 59.02 ± 0.50 12.76
10 MeV 61.54 ± 0.50 14.82
62 MeV 65.57 ± 0.40 17.08
230 MeV 67.92 ± 0.30 17.35
Table 7.1: Mean conversion factor determined for the new micro-calorimeter design.
It is evident from the results that the standard deviations on the mean conversion
factors are reduced significantly compared to the calculations for the original design.
The smaller standard deviation is even more pronounced given that the categorisation
process is eliminated. Consequently, the amount of energy transferred per track has a
larger fluctuation compared to categorised tracks. The reduction in standard deviation
improves the confidence in the mean conversion factors determined.
The small increasing trend in the mean conversion factors with beam energy are shown
in figure 7.1.
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Figure 7.1: Mean conversion factors calculated for the proposed design.
The mean conversion factors of 59-68% for the range of proton beam energies used
confirm the hypothesis that the conversion factor might mainly be a geometrical effect.
The variation is within the standard deviation suggesting that the mean conversion
factor could be constant.
7.2.1 Microdosimetric Spectra
The microdosimetric spectra for the proton beam energies under investigation were cal-
culated using the same method that was used in section 5.5. The calculated conversion
factors in the previous section were applied to the expected spectra, the results are
shown in figures 7.2 and 7.3.
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Figure 7.2: The expected, corrected and ideal microdosimetric spectra for 3.8 and
10 MeV proton beams.
It is evident that compared to the corrected spectra for 10 MeV proton beam with
the conversion factors determined using original design in figure 6.7, the agreement in
figure 7.2 has improved.
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Figure 7.3: The expected, corrected and ideal microdosimetric spectra for 62 and
230 MeV proton beam.
The simulations on the original design confirmed that a constant conversion factor
of 50% will result in the best agreement between the corrected and the ideal spectra.
Although, the conversion factors determined for the proposed re-design are greater than
50%, however, the standard deviations are significantly lower.
7.3 Conclusion
The proposed re-design will certainly assist in determining the conversion factors by
minimising, if not removing, the contribution from the silicon substrate. The confidence
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in the precision of the result is enhanced in the new design due to significantly lower
standard deviation.
The simulation times are significantly improved compared to the simulations on the
original design. The thermal simulation that was the most computationally intense
part of the simulations were halved for the proposed design. This allows larger numbers
of particle tracks to be used for the thermal analysis thus improving the statistics
determined.
The microdosimetric spectra corrected using the thermally determined conversion fac-
tors do not perfectly match the ideal spectra. The method of applying the conversion
factors to the expected spectra is similar to that employed previously, where a linear
approach is used. The agreements could improve if a convolution approach is employed,
which is discussed in section 9.1.2.
The manufacturing of the new design is feasible and experimentally less challenging
than the creation of the SQUID loop or the Josephson junctions. The proposed design
is therefore, a practical solution to the accurate determination of the conversion factors.
It should be noted that the preliminary simulations in this chapter considered the
mono-energetic pencil beam particles and the response of a broad beam or a clinical
beam has to be investigated, which is discussed in the future work chapter 9.
Chapter 8
Conclusions
The use of particle therapy is growing worldwide for various types of cancer and espe-
cially for pediatric patients. The physical characteristics of protons and ions used in par-
ticle therapy provide dose coverage to the tumour while minimising the co-irradiation
of the health tissue. This in turn reduces the chance of secondary cancer in the later
stage while treating the primary diseased site. However, there are still inaccuracies in
our knowledge of the biological response to particle therapy. For example, the uncer-
tainties in the RBE factor, which was demonstrated in figures 2.7 and 2.8, has limited
the use of proton therapy from reaching its full potential.
Microdosimetry is a feasible and relatively fast method (compared to radiobiological
experiments) of determining the RBE factor for different particle beams. In this work,
a novel micro-calorimeter, which can be used for microdosimetic measurement, is inves-
tigated. A method was developed to determine the conversion factors necessary for the
micro-calorimeter signal to be used for RBE estimation. The corrected microdosimet-
ric measurements can be used for comparison with measurements obtained using other
microdosimeters. The steps taken, the improvements to the calculations and conclusion
are discussed in the following section. The modification to the method and the model
developed, which are out of the scope of this work, are suggested in the future work
chapter.
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8.1 Methodology
The micro-calorimeter is sensitive to temperature changes of the superconducting (SC)
absorber caused by the incident particles. The signal obtained from the micro-calorimeter
is a summation of signal due to temperature rises in the TE and the SC absorbers.
However, for the microdosimetric measurements only the energy deposited in the TE
absorber is of interest. Hence it was necessary to distinguish the signals contributed
to the final signal. For that, the heat dissipation in the micro-calorimeter upon ab-
sorption of particles was investigated. An automatic process, described in section 5.4 ,
was developed to couple Geant4 MC simulations with the COMSOL® thermal analysis
software, which allows efficient simulation of a large number of particle tracks.
The investigation of the imparted energy distribution at the micrometer scale of the
micro-calorimeter and contribution of energy deposition on a track by track basis re-
quired radiation transport modelling. A model was developed employing the Geant4
MC toolkit with the lowest energy resolution possible on secondary particles (i.e. equat-
ing to a production cut of 0.1 µm). Particle tracks (both primary and secondary)
produced by incoming proton beams with different energies were followed and the in-
dividual interactions were recorded. The parameters used to build the model and the
use of Geant4 MC simulations was justified in chapter 3.
The model built for thermal analysis of the particle tracks, carried out with COMSOL
Multiphysics® was optimised and the parameters used were validated in chapter 4. For
every track four different cases were simulated to determine the heat contribution from
every compartment of the micro-calorimeter. The ratio of the responses was used to
determine the mean conversion factors for every proton beam energy in each category
employing equation 5.1.
The most influencing factor in the conversion factors was the energy deposited in the
silicon substrate contributing to the temperature change in the SC layer. It was con-
cluded that a redesign of the current micro-calorimeter would significantly improve the
signal corrections, which was the basis for the proposed design discussed in chapter 7.
In conclusion, the method developed was a proof of principle to show that for unique
tracks the coupling of MC simulation with a heat transfer model was automated for
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significant numbers of tracks. The coupling was performed with optimised simulation
time. The method allowed determination of heat dissipation in different parts of the
micro-calorimeter, which is only possible by simulations. The largest uncertainty was
modeling the material properties that represents the micro-calorimeter. The method
developed in this work brings opportunity to utilise a similar approach in fields other
than micro-dosimetry. The method can be employed for a variety of the calorimetry
and dosimetry fields. COMSOL ® provides an electromagnetic module that makes the
method of coupling MC simulations to COMSOL ® even more desirable. For example,
development of Magnetic Resonance Imaging coupled to a Linear accelerator (MR-
protons) demands the investigation of radiation behaviour under magnetic fields. The
effect of magnetic field is even more crucial for studying the feasibility of MR-protons.
Results obtained from MC simulations coupled to a heat transfer model would be a
suitable method to to study such effects.
8.2 Current Design
A mean conversion factor was determined for every track category (list) at every pro-
ton beam energy (i.e. 3.8, 10, 62 and 230 MeV) used in this investigation. For each
group, 1000 proton tracks were analysed. The stochastic behaviour of the proton track
results in different micro-calorimeter response, which ideally requires a specific conver-
sion factor, for every track. Given that it is not possible to know from the detector
response which track an individual particle interacts, a selection process was devel-
oped to group tracks response. The conversion factors determined had large standard
deviations suggesting that the use of categorisation was not beneficial. As an exam-
ple, the mean conversion factor for the 3.8 MeV proton beam in the most common
category was determined to exhibit a value of 50.15 ±0.02% with a standard devia-
tion of 28%. The factors determined for the least common low and high categories
were 59.37% and 39.94% respectively. However, the standard deviation of the same
categories were 23% and 31% respectively. The standard deviations were too large
to conclude that the categorisation had assisted the determination of the conversion
factors. Similar large standard deviations were observed for mean conversion factors
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achieved simulating other proton beams, which are demonstrated in chapter 6.1. The
conversion factors determined for the 10 MeV proton beam exhibited lower value com-
pared to other energies, which was mainly because of the relatively high temperature
rises in the silicon substrate that dominated the effect.
The calculated mean conversion factors were linearly applied to the expected micro-
dosimetric spectra. Ideally, experimentally measured spectra would be corrected with
the determined mean conversion factors. However, due to lack of experimental results
at the time of writing this thesis, the expected spectra were simulated assuming ex-
perimental conditions. As expected, the corrected spectra at 10 MeV had the largest
disagreement with the ideal spectra. It was determined that a constant mean conver-
sion factor of 50% resulted in a perfect match at all beam energies. This suggests that
the conversion factors are energy independent and are mainly related to the geometry.
It was also shown that at high beam energies (i.e. 230 MeV) the simulated temperature
rise in the absorbers approached the sensitivity limit of the micro-calorimeter. This
is because at such high beam energies the amount of energy deposited at the beam
entrance is small combined with a large penetration distance resulting in small energy
depositions in the absorbers. The temperature rise in the TE absorber for a 230 MeV
ranges from 0 µK to a maximum of 2.5 µK. The absorber’s diameter (hence its mass)
has to be reduced further for a detectable signal. Alternatively if the micro-calorimeter
were to be used to determine RBE factor closer to the Bragg peak the energy transfer
would be much higher than that at the entrance depth giving a more easily detectable
signal.
8.3 Proposed Design
A modification to the current design is suggested that minimises the unwanted effect
of the silicon substrate. The geometrical modification is achievable and technically
less challenging than the production of the Josephson junctions. The thermal contact
between the silicon substrate and the SC absorber is suggested to be minimised. In
this geometry the incoming particles deposit energy only in the absorbers (ignoring
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the scattered particles). Simulations were repeated for the proposed design and the
computational times were more than halved.
The standard deviations for the determined mean conversion factors were significantly
improved, being in the range of 12-17%, compared to the original design. The mean
conversion factors ranged from 58% for 3.8 MeV beam energy to 68% for 230 MeV
beam energy.
Overall, the corrected microdosimetric spectra show better agreement with the ideal
spectra. The reduced standard deviations provides greater confidence in the corrected
spectra for the proposed design.
In conclusion, the outcome of the preliminary simulations on the proposed design is
promising and should be considered. Further improvement of the proposed design may
be achieved by optimising the thermal contact area of the superconductor and the
amount of silicon substrate removed.
Chapter 9
Future Work
The work presented in this thesis has confirmed the feasibility of the method and
determination of necessary conversion factors. There are many aspects of the work that
can be improved through further research. Here the areas that might be considered in
future works are discussed.
9.1 Methods
9.1.1 Experimental Validation
Although throughout the work, it was attempted to validate the simulations in every
aspect, the ultimate goal will be to compare the simulations with corrected energy
distribution of the experimental measurements. Therefore, the experimental measure-
ments with the micro-calorimeter are essential for the full validation of the correction
determination method. The immediate work will include measuring energy distribution
with the micro-calorimeter at the Ion Beam Centre which delivers proton micro-beam
with up to 3.8 MeV energy.
The measurements can then be used to compare the outcome with TEPCs and semicon-
ductor detectors. Additionally, the RBE relation derived by Pihet et al. [114], shown
in equation 2.15, can be used to estimate RBE.
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9.1.2 Applying Correction
An alternative approach can be used for correcting the expected microdosimetric spec-
tra, instead of linearly applying a general mean conversion factor with the total spec-
trum. This involves mathematical determining a kernel that relates the temperature
rise in the micro-calorimeter to the ideal microdosimetric spectra. A kernel needs to be
determined for each particle beam validated. The deconvolution of the experimental
measured signal with the kernel will result in the corrected microdosimetric spectra
under investigation.
9.1.3 Design
An important modification to the current work was the proposed design, which has been
discussed in chapter 7. The preliminary simulations on the proposed design confirmed
its superiority for determination of conversion factors. However, the exact geometry
and milling of the silicon substrate requires further investigations to ensure efficient
heat sink properties of the substrate is maintained.
In addition, the workability of such design has to be investigated for broad beams as the
scattered particles will inevitably cause temperature rise in the silicon substrate. Given
the mass of the silicon substrate, the heat contribution from the scattered particles is
predicted to be negligible.
9.2 Particle Beam Model
The particle beam model used in this work was simplified to reduce the computational
time. For a complete work, the following modifications are suggested to build a model
closely representing the experimental beams.
9.2.1 Beam Energy
A mono-energetic proton beam was employed for the simulations in this thesis. In
experimental or clinically environment the particle beam has a spectrum of energies.
The micro-calorimeter response has to be investigated in such realistic beams when
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determining the conversion factors. A phase-space can be used representing the particle
beams before incidence with the micro-calorimeter. The TOPAS (TOol for PArticle
Simulation) [185] tool can be employed to produce the phase space required for the
simulations.
9.2.2 Particle Type
The model and the method develop in this thesis is capable to be used with particles
other than protons. Carbon ions are clinically employed in particle therapy, it is there-
fore, beneficial to perform similar simulations with carbon ion particles. Moreover, in
space radiation protection, the biological effect of other heavy ions are under investi-
gations. The method developed in this work can be used to estimate the RBE factor
of heavy ions.
9.2.3 Broad Beam
In this work, pencil beam proton beams were used to develop the the model for deter-
mining the conversion factors. For a complete experimental condition, the future work
involves simulations with a broad beam. In broad beams, the particles can interact
and deposit energy centrally as well as laterally that might result in different detector
response. Special cases where the particles interact only with the superconducting (SC)
absorber would be investigated. In such cases, there will not be any energy deposition
in the TE absorber, however, the detector response will be very similar to a energy
deposition in the TE absorber but with lower energy.
9.2.4 Range Shifter
The simulations performed in this thesis assumes no build-up, hence the outcome repre-
sent the energy distribution at the beam entrance. In practice, the energy distributions
around the Bragg peak are of interest. Therefore, it is suggested to perform both the
simulations and experimental work using a range shifter to replicate the beam at a
specific depth. The beams may need to be collimated further to decrease the scatter
particles. Characterising the micro-calorimeter response in special cases investigated
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in 9.2.3, is essential in this condition.
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Appendix A - Track Simulations
Energy Filter
In this section, the energy filtering applied for proton beams with 10, 62 and 230 MeV
is presented.
Category
Tissue equivalent absorber
Proton energy range (keV) Electron energy range (keV)
Most common 0.60 - 1.10 0.30 - 0.60
Least common low 0.00 - 0.60 0.00 - 0.30
Least common high 1.10 - 3.00 0.60 - 3.00
Category
Superconducting absorber
Proton energy range (keV) Electron energy range (keV)
Most common 0.20 - 0.60 0.10 - 0.80
Least common low 0.00 - 0.20 0.00 - 0.10
Least common high 0.60 - 1.20 0.80 - 3.00
Table 1: The filter applied for a 10 MeV proton beam in the TE and the SC absorber
Category
Tissue equivalent absorber
Proton energy range (keV) Electron energy range (keV)
Most common 0.08 - 0.30 0.10 - 1.45
Least common low 0.00 - 0.08 0.00 - 0.10
Least common high 0.30 - 0.60 1.50 - 3.00
Category
Superconducting absorber
Proton energy range (keV) Electron energy range (keV)
Most common 0.06 - 0.22 0.10 - 1.56
Least common low 0.00 - 0.06 0.00 - 0.10
Least common high 0.24 - 1.00 2.60 - 3.00
Table 2: An example filter applied for a 62 MeV proton beam in the TE and the SC
absorber
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Category
Tissue equivalent absorber
Proton energy range (keV) Electron energy range (keV)
Most common 0.01 - 0.14 0.10 - 0.30
Least common low 0.00 - 0.01 0.00 - 0.10
Least common high 0.15 - 2.00 0.30 - 3.00
Category
Superconducting absorber
Proton energy range (keV) Electron energy range (keV)
Most common 0.01 - 0.12 0.10 - 0.30
Least common low 0.00 - 0.01 0.00 - 0.10
Least common high 0.15 - 2.00 0.30 - 3.00
Table 3: An example filter applied for a 230 MeV proton beam in the TE and the SC
absorber
Appendix B - Heat Transfer
Model
Heat Equation Proof
In this section, it is shown that the rescaling of the thickness in the thermal model is
theoretically possible.
Assuming a two layered system with the through-thickness coordinate being z, and
supposing that all material properties are constant within each layer (independent of
temperature) and the only heat source is from the local heating from the particle,
Q(x, y, z). The governing equations are:
ρ1cp1
∂T
∂t
= λ1
∂2T
∂x2
+ λ1
∂2T
∂y2
+ λ1
∂2T
∂z2
+Q(x, y, z) 0 6 z 6 h (1)
ρ2cp2
∂T
∂t
= λ2
∂2T
∂x2
+ λ2
∂2T
∂y2
+ λ2
∂2T
∂z2
+Q(x, y, z) h 6 z 6 H + h (2)
λ1
∂T
∂z
|z=h− = λ2
∂T
∂z
|z=h+ (3)
That is, the heat equation in each layer and continuity of heat flux across the bound-
ary, z, is equal to h.
Assuming two separate coordinate systems, one for each layer:
z1 =
z
h
z2 =
z − h
H
(4)
The heat equations become:
ρ1cp1
∂T
∂t
= λ1
∂2T
∂x2
+ λ1
∂2T
∂y2
+
λ1
h2
∂2T
∂z21
+Q(x, y, z) 0 6 z1 6 1 (5)
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ρ2cp2
∂T
∂t
= λ2
∂2T
∂x2
+ λ2
∂2T
∂y2
+
λ2
H2
∂2T
∂z22
+Q(x, y, z) 0 6 z2 6 1 (6)
λ1
h
∂T
∂z1
|z1=1− =
λ2
H
∂T
∂z2
|z2=0+ (7)
Following from the equation 7, we define:
λˆ1 =
λ1
h
λˆ2 =
λ2
H
(8)
Therefore the COMSOL will conserve the flux across the boundary correctly when nor-
malised coordinates are used. Substituting the above equation into the heat equations,
they become:
ρ1cp1
∂T
∂t
= λ1
∂2T
∂x2
+ λ1
∂2T
∂y2
+
λˆ1
h
∂2T
∂z21
+Q(x, y, hz1) 0 6 z1 6 1 (9)
ρ2cp2
∂T
∂t
= λ2
∂2T
∂x2
+ λ2
∂2T
∂y2
+
λˆ2
H
∂2T
∂z22
+Q(x, y,Hz2) 0 6 z2 6 1 (10)
Multiplying equations 9 and 10 with h and H respectively gives:
hρ1cp1
∂T
∂t
= hλ1
∂2T
∂x2
+ hλ1
∂2T
∂y2
+ λˆ1
∂2T
∂z21
+ hQ(x, y, hz1) 0 6 z1 6 1 (11)
Hρ2cp2
∂T
∂t
= Hλ2
∂2T
∂x2
+Hλ2
∂2T
∂y2
+ λˆ2
∂2T
∂z22
+HQ(x, y,Hz2) 0 6 z2 6 1 (12)
Redefining the symbols in the equations using the following expressions:
λˆ1 = hλ1
λˆ2 = Hλ2
˜cp1 = hcp1
˜cp2 = Hcp2
Q1 = hQ(x, y, hz1)
Q2 = HQ(x, y,Hz2)
(13)
Gives:
ρ1 ˜cp1
∂T
∂t
= λ˜1
∂2T
∂x2
+ λ˜1
∂2T
∂y2
+ λ˜1
∂2T
∂z21
+Q1(x, y, hz1) 0 6 z1 6 1 (14)
ρ2 ˜cp2
∂T
∂t
= λ˜2
∂2T
∂x2
+ λ˜2
∂2T
∂y2
+ λ˜2
∂2T
∂z22
+Q2(x, y,Hz2) 0 6 z2 6 1 (15)
142
With continuity of flux across the boundary.
Therefore, if the above expressions are put into COMSOL as the material properties
using normalised coordinates in the z there should not be any discrepancies. The
temperature dependence simulations will not be affected since the temperature has
not been rescaled for dimension modifications. The approach presented is valid for a
multi-layer system as it will scale in the same way.
Appendix C - Matlab Code
The code here, runs the template COMSOL model (converted to a Matlab code) iter-
ating for every track selected. This code assumes the incident particle interacts with
all three layers of the micro-calorimeter. Similar codes were written for analysing the
energy deposition in TE, SC or silicon substrate, which were described and hence not
included in this section. Percentage signs (%) represent comments on the code that
guides the reader.
The Matlab Code:
function Param_HSinFull(model,filepath)
%Selecting the text files created with Geant4
[filename,pathname,index] = uigetfile(’T:\PUBLIC\Kf4\Matlab\inputText\*
.txt’,’MultiSelect’,’on’,’select text file’);
filename_length = length(filename);
%For every track the values of Z and E are changed in this loop
for n = 1:filename_length
fname=strcat(pathname, filename{n});
fileID = fopen(fname);
C1 = textscan (fileID, ’%f %f %f %f %f %f’);
fclose(fileID);
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% initiliasing Z1 to 0s
Z1 = zeros;
%Create Z and E arrays
Z{n,:} = (abs(C1{1,1}))’;
% finding the first zero
m = find(Z{n,:} == 0.0,1);
% In this case (Case 4) require 0<z<360.32 corresponding
%to points in all three layers
[~,j]= find(Z{n,1}< 360.32 & Z{n,1}> 0.0); %& Z{n,:}(1,m));
% only the points that satisfy the above condition
for i=j
if (Z{n,:}(1,i)>= 360.0);
%rescaling Z filling the Z1 array
Z1(n,i) = round((Z{n,:}(1,i)*500)-179640);
else
Z1(n,i) = round((Z{n,:}(1,i)));
end
% % % % Creating a safety zone at boundaries % % % %
%safety zone TE absorber
if (Z1(n,i)>=516.0) && (Z1(n,i)<520)
Z1(n,i) = 516.0; % points at the Boundary shifted by 4 um
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end
if (Z1(n,i) >= 420.0) && (Z1(n,i)<424)
Z1(n,i)= 424.0; % points at the Boundary shifted by 4um
end
%safety zone of Nb absorber
if (Z1(n,i)>=360.0) && (Z1(n,i)<364) %364 >Z2{n,:}(1,i));
Z1(n,i) = 364; % points at the Boundary shifted by 4um
end
if (Z1(n,i) >= 416.0) && (Z1(n,i)<420) %364 >Z2{n,:}(1,i));
Z1(n,i)= 416; % points at the Boundary shifted by 4um
end
%safety zone of Si substrate % points at the
%Boundary shifted by 4um
if (Z1(n,i)>=356.0) && (Z1(n,i)<360.0)
Z1(n,i) = 356;
end
if (Z1(n,i)>= 0.0) && (Z1(n,i)<4.0)
Z1(n,i) = 4.0;
end
end
Z1(1,m) = (Z{n,:}(1,m));
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if Z1(1,m) ==0.0 ;
Z1(1,m) = 4.0;
end
Z2{n,:} = Z1;
E{n,:} = (C1{1,2})’;
% only the points that satisfy the above condition
for a= j
% Converting E (MeV) to nW in 1ns
E2{n,1}(1,a) = E{n,1}(1,a)*(1.6022E5)*(1E-9);
end
end
model.hist.disable;
%********_____Creating measurement nodes outside the loop______********%
% Create volume average node "av1"
aveTE=[’aveTE’];
average = model.result.numerical.create(aveTE, ’AvVolume’);
aveNb=[’aveNb’];
average2= model.result.numerical.create(aveNb, ’AvVolume’);
aveSi=[’aveSi’];
average3 = model.result.numerical.create(aveSi, ’AvVolume’);
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% The new Z and E values are inserted into the COMSOL model in the
% following loop
for t = 1:filename_length
fprintf(’%d ’, t); %displays track number for debugging
% initilaising Tracks before starting a new Track
clear TrackZ
clear TrackE
% initilaising the Model otherwise the tracks 2 onwards will produce
% wrong results
for a = 1:100
str = strcat(’z’, num2str(a));
model.param.set(str, 0.0);
str = strcat(’E’, num2str(a));
model.param.set(str, 0.0);
end
TrackZ = Z2{t,1};
[rowZ,colZ]= size(TrackZ);%tracking number of interactions
TrackE = E2{t,1};
[rowE,colE]= size(TrackE);%tracking number of interactions
% displays the number of interactions in the track
fprintf(’%d ’, colZ, colE);
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fprintf(’\n’);
for a = 1:colZ
str = strcat(’z’, num2str(a));
model.param.set(str, TrackZ(t,a));
end
for b= 1:colE
str = strcat(’E’, num2str(b));
model.param.set(str, TrackE(1,b));
end
% The model is updated and ready to run
model.study(’std4’).run;
% The results(Average Volume Temperature in each domain is measured
%**************_________Domain 3 TE__________****************
average.selection.set([3]); % Domain selection
average.set(’expr’, ’T-6’); % T rise from base 6K
average.set(’unit’, ’uK’); % Set the unit to uK
TE{t,:} = average.getReal(); % saving the data in TE_Ave
%****________Domain 2 Superconductive absorber Nb________**********
average2.selection.set([2]);
average2.set(’expr’, ’T-6’);
average2.set(’unit’, ’uK’); % Set the unit to \mu K
Nb{t,:} = average2.getReal();
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%**************________Domain 1 Si base__________***************
average3.selection.set([1]);
average3.set(’expr’, ’T-6’);
average3.set(’unit’, ’uK’); % Set the unit to \mu K
Si{t,:} = average3.getReal();
end
% converts the cell array into ordinary array
TE_T= cell2mat(TE);
Nb_T= cell2mat(Nb);
Si_T= cell2mat(Si);
%Any file already existing will be deleted prior to creation of a new one
if exist(’Output_HSinFull.mat’, ’file’)==2
delete (’Output_HSinFull.mat’);
% saving the data as a mat file for post analysis
save(’T:\PUBLIC\Kf4\Matlab\Output\Output_HSinFull’,’TE_T’, ’Nb_T’, ’Si_T’);
