Abstract: This paper is a brief survey of numerical methods for computing bifurcations of generic families of dynamical systems. Emphasis is placed upon algorithms that re ect the structure of the underlying mathematical theory while retaining numerical e ciency. Signi cant improvements in the computational analysis of dynamical systems are to be expected from more reliance of geometric insight coming from dynamical systems theory.
Finite dimensional dynamical systems arise as models in many settings, including electrical networks, chemical reactors, neuronal networks and multibody mechanical systems. In all of these examples models are often assembled from component subsystems that are well characterized. Nonetheless, determining the behavior of such a system from is still a substantial challenge. Depending upon context this challenge manifests itself as one of two di erent problems. If we are building arti cial systems, we have the problem of synthesis or design. A set of speci cations are presented to us along with a kit of components from which systems can be assembled. Our goal is to build a system that performs according to the speci cations. If we are studying natural systems, then we have the analog of the engineer's problem of system identi cation. We want to determine which components the whole system was assembled from by observing it. We assert that the insights coming from advances in dynamical systems theory during the past decades provide an intellectual substrate for enhancing our ability to solve these two problems. The realization of this opportunity requires that we develop better computational tools that allow us to explore the dynamics of nonlinear systems more fully. This paper discusses one important aspect of such computations, the location of bifurcations in multiparameter families of dynamical systems.
Modern developments in dynamical systems theory have relied heavily upon numerical investigations for motivation and intuition. Most of these studies have been performed in the context of low dimensional, often discrete systems. Here the errors associated with numerical computations are primarily due to round-o . On the other hand, continuous time dynamical systems are de ned by systems of ordinary di erential equations. These systems seldom have explicit solutions, any numerical methods are essential to compute even approximate solutions. Numerical integration is a classical subject, but it forms an incomplete substrate for the computation of properties of dynamical systems. Additional aspects of the numerical analysis of dynamical systems have drawn increasing attention in recent years. We review the work that is devoted to the computation of bifurcations, placing emphasis upon our own work.
We give a more formal statement of the problems that we seek to solve. Let _ x = f(x; ) be a smooth (C 1 ) vector eld that depends upon parameters.
The state space can be R n or an n dimensional manifold, and we assume 2 R k . For each , the trajectories of the vector eld partition the phase space. The geometry of this partitioning can be very complicated. To produce a more manageable context for understanding the geometry, attention is focussed upon generic elds and families. Within a designated \universe" of allowable systems, one seeks classi cation of phenomena that persist when a system is perturbed within the set of allowed systems. Mildly degenerate behavior is studied by embedding vector elds in multiparameter families so that the object of interest persists under perturbation of the family. This viewpoint for studying bifurcation problems is based upon developments in singularity theory. The basic problem of singularity theory is to classify mappings F : R m ! R n up to coordinate changes. The results of singularity theory yield a satisfying picture that we would like to adapt to the context of dynamical systems. The portion of singularity theory that we shall use most extensively deals with strati cations of the parameter space for a family of mappings. Call two mappings (topologically) equivalent if there are (continuous) coordinate changes that transform one map to the other. A map is stable if all perturbations of the map are equivalent to it. These definitions of equivalence and stability can be generalized to families of maps. Given a family of maps F with parameter space , divide the space into sets of mappings that are equivalent to one another. In families that are stable with respect to this equivalence relation, these sets are submanifolds that t together to form a strati cation. each stratum corresponds to a particular type of singularity. The singularity types can be classi ed by systematic procedures, and representatives of each equivalence class chosen. These representatives are called normal forms. The geometry of perturbations of each singularity can be studied by constructing a universal unfolding of its normal form. The normal form is embedded in a stable family of minimal dimension (the codimension of the singularity), and the strati cation of this family is studied as an archetype. In studying other families of maps, the unfoldings of singularities serve as templates to guide the analysis.
We seek to transplant the strategy described above for the study of singularities to the study of bifurcations of dynamical systems. However, the bifurcation theory is only partially susceptible to this type of analysis, and attempts to build a comprehensive theory have oundered over technical diculties and counterexamples. Pragmatic use of singularity theory approaches have produced signi cant progress, but we remain far from any sensible classication of \almost all" dynamical systems based upon topological equivalence. Lists of bifurcations have been constructed and analyzed with varying degrees of completeness. As with singularity theory, the bifurcations come with a set of de ning equations and nondegeneracy conditions. The de ning equations specify a closed subset in the universe of vector elds under investigation, most of which are presumed to have the type of the desired bifurcation. The nondegeneracy conditions are inequalities that determine that the bifurcations are no more degenerate than the type desired. There is also a distinction made between local and global bifurcations: the de ning equations and nondegeneracy conditions of local bifurcations are expressed directly in terms of the analytic formulas of the vector eld and do not depend upon numerical integration. If the set of bifurcations of a particular type is a submanifold of the universe of vector elds, the codimension of the bifurcation is the codimension of this submanifold.
We use two examples to illustrate this formulation of bifurcation problems. The saddle node bifurcation of an equilibrium is a codimension one local bifurcation. The de ning equations of the saddle node bifurcation of an equilibrium are f = 0 and det(Df) = 0. There are two nondegeneracy conditions, the rst of which expresses that a particular second derivative of f does not vanish. The second nondegeneracy condition states that a rst derivative of f with respect to the parameters does not vanish 15]. Homoclinic bifurcations of equilibria are codimension one bifurcations. If p is a saddle equilibrium point of the vector eld f, then a homoclinic orbit is a trajectory that lies in the intersection of the stable and unstable manifolds of p. The stable and unstable manifolds can only be found through numerical integration for most vector elds, so homoclinic bifurcation is a global phenomenon. Because the stable and unstable manifolds have complementary dimensions in the phase space, but intersections that are generically one dimensional, the bifurcation has codimension one.
To apply bifurcation theory in the context of example systems, e ective numerical algorithms are required. Pursuing the strategy suggested by singularity theory, we seek algorithms that are based upon (1) the analysis of normal forms for di erent types of bifurcations, and (2) the computation of smooth manifolds by solving regular systems of equations. The second requirement appears paradoxical at rst glance because we seek to nd singular objects. However, the procedures associated with singularity theory give us the means to reduce these computations that work with strati ed sets as collections of submanifolds. The program that we outline is based upon work that is still very much in progress, so some of the comments are tentative.
The codimension one bifurcations of generic dynamical systems include Let us proceed to review what has been done to develop algorithms for the computation of each of these classes of bifurcations. The equilibrium bifurcations are local. As summarized above, de ning equations for saddle node bifurcations are readily speci ed. One adds to the equilibrium equations f(x; ) = 0 the equation det(Df)(x; ) = 0. The nondegeneracy conditions for a saddle node bifurcation to occur with respect to variations of the parameter i are precisely that this system of equations should have a regular zero with variations of x and i . In addition to the well known problems associated with solving systems of equations, there is one additional algorithmic di culty in computing saddle node bifurcations. Computing the determinant of a square matrix directly from its de nition is a complex and frequently unreliable procedure. E ective bifurcation algorithms incorporate ideas from numerical linear algebra for determining the singularity of a matrix that avoid explicit calculation of the determinant. One approach is the construction of bordered matrices to determine the singularity of a matrix. If A is an n n matrix of rank n?1, then there are n vectors B and C so that the (n + 1) (n + . Thus the introduction of a bordering for the singular or near singular matrix A leads to an e ective algorithm for the computation of a function that detects the presence of a saddle node bifurcation. The computation of Hopf bifurcations presents additional numerical challenges. The de ning criterion for a Hopf bifurcation of an equilibrium point is that its Jacobian matrix have a pair of pure imaginary eigenvalues. If A is a square matrix, then determining whether it has a pair of pure imaginary eigenvalues is more complex than determining whether it has a zero eigenvalue. Several approaches have been used during the past decade 11, 12, 18, 20, 21] . In our own work 12], we have employed an old algebraic construction 22] that produces a larger matrix, called the biproduct, whose eigenvalues are the pairwise sums of eigenvalues of A. Replacing the Jacobian matrix at an equilibrium point by its biproduct leads to an algorithm for detection of Hopf bifurcation that is a direct analog of the algorithm for computing saddle node bifurcations.
From a theoretical point of view, there is little di erence in computing the bifurcations of periodic orbits and equilibrium points. Introduction of a cross-section yields a return map that is a discrete time dynamical system with a xed point at the intersection of the cross-section with the periodic orbit. The techniques described above can be used to nd de ning equations that determine whether a matrix A has an eigenvalue of 1 (singularity of I ? A), ?1 (singularity of I + A) or a pair of complex eigenvalues of modulus one (singularity of the skew symmetric part of I?A A). However, computation of the return map relies upon numerical integration. With the simplest numerical integration methods, the continuous time ow is replaced by a discrete time map that is an approximation to the time h map of the ow, for small h. The periodic orbit of the vector eld may be close to an invariant curve of the map h, but invariant curves of discrete maps are less stable than periodic orbits of continuous systems. The analysis of Chenciner 4] indicates that that there will arbitrarily small step sizes h for which the discretization of a vector eld with a periodic orbit undergoing a saddle node bifurcation will not have an invariant curve. Instead, resonances of the discretization along the periodic orbit will produce more complex dynamical structures reminiscent of the resonance zones of symplectic maps 4]. Genericity arguments lead one to expect that small scale chaotic behavior will occur for some step sizes. There are still few studies that indicate how serious the problems in computing periodic orbit bifurcations associated with discretization of a ow are in practice. One of the examples in the next section suggests that the resonance phenomena are not a major hurdle in computing bifurcations.
In addition to methods based upon the computation of return maps, the detection of saddle nodes for periodic orbits has been approached by other methods, including \naive" topological approaches and the solution of boundary value problems. Let us use an example to illustrate why the naive approaches encounter substantial di culty in producing de nitive results. Consider the planar cubic vector eld _ x = y _ y = m + nx + px 2 ? x 3 + ry + sx 2 y studied by Dangelmayr and Guckenheimer 5] . Their analysis suggested that there is a region of the parameter space for this system in which there is a single equilibrium point and four concentric limit cycles. Computations of Malo 19] located such a region. In a parameter plane obtained by xing (m; p; s) and varying (n; r), this region is a strip whose width was of order 10 ?10 . Detection of the strip requires that the limit cycles be computed with very high accuracy. The boundary of the strip consists of two curves of saddle node bifurcations of periodic orbits. The search for concentric limit cycles in this example has prompted our attempts to reexamine more closely algorithms for computing periodic orbits. One naive method for computing saddle node bifurcations of limit cycles in planar systems uses a divide and conquer strategy or \brute force" parameter searches. If A is an annulus containing the periodic orbit at the saddle node bifurcation, then on one side of the bifurcation locus in the parameter space, trajectories will cross A. On the other side of the bifurcation locus in the parameter space, trajectories will not cross A. Thus one can search for the bifurcation value of the parameter by testing whether trajectories from a suitably chosen initial point cross A. Using this test with a bisection method gives an algorithm for computing the bifurcation point that is thoroughly reliable and as accurate as the numerical integration. However, it su ers from two di culties. First, it is subject to the problems associated with discretization of the ow by numerical integration creating resonances. For a xed step size in the numerical integrator, the bifurcation boundary determined by the algorithm will not be a smooth curve for the reasons that are explained above. Indeed, theoretical results are not adequate to describe what we expect the algorithm to produce, though we do know a lot about the complexity of the dynamical behavior to be found.
The second di culty with this naive algorithms is that it is very slow. Crude estimates of the computational time required for this algorithm are as follows. The diameter of the limit cycles we are computing and the magnitude of the vector eld along the limit cycle are quantities that are comparable to 1. Suppose one uses a fourth order integration scheme for computing trajectories. To produce solutions that are accurate to 10 ?12 will require roughly 10 3 time steps per period. The normal form for the transverse motion of the vector eld near the bifurcating limit cycle is _ r = + r 2 , with proportional to the distance form the bifurcation. For small positive , the time required to pass through the annulus A scales like p . Thus accuracy of 10 ?10 in locating the bifurcation requires integration times of the order of 10 5 . Each step of the integrator requires several function evaluations, yielding roughly 100 ops per step. Thus the computation of the longest trajectory segments for our bifurcation test are likely to require roughly 10 11 ops. On a workstation that achieves 10 mega ops, the algorithm requires hours of computation to test a single trajectory with the accuracy required to resolve important bifurcation structures for even this simple test problem. Clearly, algorithms with better performance on this problem are needed for practical use.
The example described above clearly demonstrates the need for algorithms based upon boundary value solvers to nd bifurcations of periodic orbits. Some tools for this purpose are available, For example, the program AUTO 6] has been widely used for following families of periodic orbits using continuation methods coupled to collocation methods for the solution of boundary value problems. The program LOCBIF 16, 17] uses root nding algorithms applied to return maps for similar purposes. Further re nement of these techniques are warranted. In the collocation approach of AUTO, large systems of equations are solved, and the domain of convergence for root nding algorithms can be quite small. Thus establishing suitable initial conditions for the computations requires skill. On the other hand, shooting methods are subject to well known problems of ill-conditioning and numerical stability. Since the relative motion of trajectories in dynamical systems often involves exponential convergence or divergence, the return t map of a ow can appear to be nearly singular.
AUTO has also been used in the computation of homoclinic (and heteroclinic) orbits of dynamical systems 8]. This has been done in two ways: by following periodic orbit branches as their period diverges and by formulating two point boundary value problems whose solutions give approximations to homoclinic orbits 7] . These boundary value problems rely upon theoretical analysis by Beyn 3] . One searches for solutions of the di erential equation that connect the linear unstable manifold of an equilibrium to its linear stable manifold in a speci ed time T. If T is large and the middle of the trajectory (with respect to time) is far from the equilibrium, then the trajectory can be expected to approximate a homoclinic orbit. Beyn estimates the asymptotic convergence properties of solutions to this boundary value problem as T ! 1.
Applying this strategy to the computation of homoclinic orbits is somewhat harder than nding periodic orbits. The local ow near an equilibrium point has \boundary layers" associated with di erent exponential rates of convergence to the equilibrium, and these are di cult to resolve with collocation methods based upon piecewise polynomial interpolation. Experimentation with example problems 8] suggests that further work at developing robust methods for computing homoclinic orbits is warranted.
The algorithms outlined above form a substrate for the computation of bifurcations in speci c dynamical systems. One would like to achieve truly robust implementations of these algorithms and extend them to work with bifurcations in multiparameter families, including those of higher codimension. The extension to multiparameter families has been pursued mainly through the use of continuation methods. These algorithms compute curves of solutions for the zeros of regular maps G : R m+1 ! R m 1]. The continuation algorithms that have been used for bifurcation problems use the implicit function theorem to compute implicitly the tangent vector to the solution curve. This is incorporated into a marching algorithm that speci es a candidate point along the curve which is then re ned through the application of a root nding algorithm. Gong beyond the calculation of one dimensional branches of codimension one bifurcations in two parameter families is currently a very active area of research on several fronts, but there are also a long list of obstacles that remain. In particular, we call attention to the following problems:
1. The theory of codimension two bifurcations of homoclinic and heteroclinic orbits is far from complete. 2. Multiparameter continuation methods need further development. 3. The de ning equations and nondegeneracy conditions of higher codimension bifurcations involve large expressions in derivatives of a vector eld. Accurate computation of these derivative is necessary for robust calculation of the bifurcations. 4. The unfoldings of higher codimension bifurcations often contain regions of dynamical behavior in which substantial qualitative changes occur in very small regions of a parameter space.
5. High precision calculations of bifurcations of periodic orbits remain a challenge.
While this list appears daunting, the computing power of modern workstations is adequate to support signi cant progress on these questions. The problems of synthesis and system identi cation for dynamical systems with several parameters require a much more powerful toolkit than those that have been created to date. Integrating the information learned from geometric studies of dynamical systems with sound numerical analysis is a path for progress in this area.
