Abstract. In this paper, we show that every (weighted) Bergman space A p α (Bn) in the complex ball admits an atomic decomposition of real-variable type for any 0 < p ≤ 1 and α > −1. More precisely, for each f ∈ A p α (Bn) there exist a sequence of real-variable (p, ∞)α-atoms a k and a scalar sequence
Introduction
Atomic decomposition, initiated by Coifman [3] , plays a fundamental role in harmonic analysis. For instance, atomic decomposition is a powerful tool for dealing with duality theorems, interpolation theorems and some fundamental inequalities in harmonic analysis. There are extensive works on the atomic decomposition of Hardy spaces (see [10, 14] and references therein). In the case of several complex variables, Coifman, Rochberg and Weiss (in an unpublished version of [5] ) firstly proved the atomic decomposition theorem for (holomorphic) Hardy spaces on the complex ball when p = 1. Subsequently, Garnett and Latter [9] generalized this result to the case 0 < p < 1. The associated theorem for strongly pseudoconvex domains in C n was proved by Dafni [7] , and independently by Krantz and Li [12] wherein the corresponding result for pseudoconvex domains of finite type in C 2 was obtained as well. Furthermore, Grellier and Peloso [11] presented the atomic decomposition theorem for Hardy spaces on convex domains of finite type in C n . On the other hand, Coifman and Rochberg [4] obtained decomposition theorems for (weighted) Bergman spaces A p α (B n ) involving 'complex-variable' atoms defined by kernel functions in the complex ball for any 0 < p < ∞ and α > −1.
However, to the best of our knowledge, atomic decomposition (of real-variable type) for Bergman spaces was presented in the literature only in the case p = 1. This was given by Coifman and Weiss [6] based on their theory of harmonic analysis on homogenous spaces. Recently, using the duality between Bergman and Bloch spaces, the present authors [2] proved an atomic decomposition for Bergman spaces on the complex ball when p = 1, in terms of real-variable atoms with respect to Carleson tubes. But the approaches in [2, 6] are both based on duality and theorefore not constructive and cannot be applied to the case 0 < p < 1. The aim of this paper is to extend to 0 < p < 1 these results for p = 1, through using an constructive method. Although the strategy behind the proof is in the same spirit as the analogous one of Hardy spaces (e.g. [7, 9, 11, 12] ), but the technical arguments involved here are different slightly from the ones found there. This is mainly due to the fact that functions in Bergman spaces cannot be identified with those on the boundary of the complex ball, and hence the construction of decomposition must be done in the complex ball. Indeed, our construction is based on a quasi-metric and some sharp estimates about Bergman metric and Bergman kernel functions in the unit ball of C n . The paper is organized as follows. In Section 2 we present preliminaries and in particular introduce local coordinates which reflect the complex structure. In Section 3 we introduce several maximal functions associated with Bergman spaces, which play a crucial role in the construction of atomic decomposition for Bergman spaces. In Section 4 we define (p, ∞) α -atoms and state the corresponding atomic decomposition for Bergman spaces. Subsequently, we show that the (p, ∞) α -atoms so defined are suitable for our purpose. Section 5 is devoted to the construction of the associated atomic decomposition. In section 5.1 we will construct and estimate a collection of smooth bump functions which is crucial in the construction mentioned. Sections 5.2 and 5.3 are devoted to present the associated construction.
In what follows, C always denotes a constant depending only on n, γ, p, α and N, which may be different in different places. For two nonnegative (possibly infinite) quantities X and Y, by X Y we mean that there exists a positive constant C such that X ≤ CY, and by X ≈ Y that X Y and Y X. Any notation and terminology not otherwise explained, are as used in [16] for spaces of holomorphic functions in the unit ball of C n .
Preliminaries and notation
Throughout the paper we fix a positive integer n ≥ 1 and a parameter α > −1. We denote by C n the Euclidean space of complex dimension n. For z = (z 1 , · · · , z n ) and w = (w 1 , · · · , w n ) in C n , we write
where w k is the complex conjugate of w k . We also write
The open unit ball in C n is the set
The boundary of B n will be denoted by S n and is called the unit sphere in C n , i.e.,
2.1. Bergman spaces. For α > −1 and p > 0 the (weighted) Bergman space A p α consists of holomorphic functions f in B n with
where the weighted Lebesgue measure dv α on B n is defined by
and c α = Γ(n + α + 1)/[n!Γ(α + 1)] is a normalizing constant so that dv α is a probability measure on B n . Thus, 
α , which can be expressed as
where
For the sake of convenience, we collect two elementary facts on the Bergman metric and holomorphic functions in the unit ball of C n . 
for all z ∈ B n . Lemma 2.2. (cf. [16, Lemma 2.24]) Suppose γ > 0, p > 0, and α > −1. Then there exists a constant C > 0 such that for any f ∈ H(B n ),
Homogeneous spaces.
Recall that a quasimetric on a set X is a map ρ from X × X to [0, ∞) such that (1) ρ(x, y) = 0 if and only if x = y; (2) ρ(x, y) = ρ(y, x); (3) there exists a positive constant K ≥ 1 such that
(the quasi-triangular inequality). For any x ∈ X and r > 0, the set B ρ (x, r) = {y ∈ X : ρ(x, y) < r} is called a ρ-ball of center x and radius r.
A space of homogeneous type is a topological space X endowed with a quasi-metric ρ and a Borel measure µ such that • for each x ∈ X, the balls B(x, r) form a basis of open neighborhoods of x and, also, µ(B(x, r)) > 0 whenever r > 0; • (doubling property) there exists a constant A > 0 such that for each x ∈ X and r > 0, one has (2.2) µ(B(x, 2r)) ≤ Aµ(B(x, r)).
(X, ρ, µ) is called a space of homogeneous type or simply a homogeneous space. We will usually abusively call X a homogeneous space instead of (X, ρ, µ). We refer to [6] for details on harmonic analysis on homogeneous spaces. We now turn to our attention to the unit ball B n , in which a quasi-metric ̺ is defined as
It can be shown that the constant K = 2 in the quasi-triangular inequality (2.1) for ̺ and, (B n , ̺, dv α ) is a homogeneous space (see e.g. [1, 15] ). The following are some basic properties of the pseudo-metric ̺ which will be used later, whose proofs can be found in [15 
Here, Q(ζ, r) = {z ∈ B n : |1 − ζ, z | < r} for every ζ ∈ S n and r > 0. For z ∈ B n \ {0} and 0 < r < 3,
where "≈" depends only on α and n. 
2.3. Local coordinates. For z ∈ B n and ξ ∈ C n a unit vector, we denote by τ (z, ξ) the distance from z to the boundary S n along the complex line determined by ξ. For each z 0 ∈ B n there exists a special set of real coordinate basis {v 1 (z 0 ), τ 1 (z 0 ), . . . , v n (z 0 ), τ n (z 0 )} in R 2n = C n defined as follows, which we call τ -extremal. The first vector
where 1 = (1, 0, . . . , 0). v 1 (z 0 ) is clearly the direction transversal to the boundary S n , in the sense that the shortest distance from z to S n is attained in the complex line determined by v 1 (z 0 ). The vector v 2 (z 0 ) is chosen among the vectors orthogonal to v 1 (z 0 ) in such a way that τ (z 0 , v 2 (z 0 )) is maximal. The vector v 3 (z 0 ) is chosen among the vectors orthogonal to both v 1 (z 0 ) and v 2 (z 0 ) such that τ (z 0 , v 3 (z 0 )) is maximal. We repeat this process until we obtain an orthonormal basis
Then
In particular, one has
where e k (k = 1, 2, . . . , 2n − 1, 2n) are the standard basis for
we denote by (α 1 , β 1 , . . . , α n , β n ) the real coordinates of w with respect to this basis. Precisely, we define a mapping Θ : B n × B n → R 2n such that if
One can easily verify that this coordinate mapping Θ is a C [16, Lemma 5 .23], there exists σ ∈ (0, 1) (depending only on γ) such that
for all 0 < r < 1 and ζ ∈ S n , where
Note that 1 − |w| < r 2 , by Lemma 2.3 we have
Thus, for all 1 − σ < |w| < 1 we obtain
Let z ∈ B n , w ∈ A δ (z), and 1 − σ < |w| < 1. Then
and so,
Moreover, by Lemma 2.4
Now, by Lemmas 2.1 and 2.2 we have, for all w ∈ A δ (z) and 1 − σ < |w| < 1,
where M is the central Hardy-Littlewood maximal operator defined by
By Lemma 2.2 again, it follows that
the last inequality is obtained by the fact that M is a bounded operator on L q (B n , dv α ) for any 1 < q ≤ ∞ (see [6, Theorem 3.5] ). This completes the proof.
and if 2
Thus, by Lemma 3.1,
Grand maximal functions.
We next introduce the definition of so-called grand maximal functions, which will play an important role in the construction of atomic decomposition. To this end, we need to define a space of smooth bump functions. Let δ > 0 and let L ≥ 0 be an integer. Given z ∈ B n , we denote by G L δ (z) the space of smooth bump functions at z for δ and L, that consists of all functions g ∈ C ∞ (B n ) for which there exist z 0 ∈ B n and r 0 > 0 such that
The grand maximal function on B n is defined as
with smooth coefficients C k1,··· ,kn,m1,··· ,mn . The symbol Y ℓ will denote different operators in different contexts. Then,
. This can be obtained by the chain rule and change of coordinates. For example, let
by orthornormality, we have
where '•' is dot-productor on R 2n . Using the chain rule, we have
Higher derivatives can be estimated similarly and (3.1) is obtained.
Notice that for 0 < r < 1 and ξ ∈ S n , we shall extend g(rξ) form S n to a function G r ∈ C ∞ (B n ). In fact, we can let
0 (c j depending only on j). By (3.1), we have
.
Now we estimate the integration
For I 2 we note that when rξ ∈ B ̺ (z 0 , r 0 ), it implies
On the other hand, we know that
Hence, rξ − r 0 rξ ∈ A (3+2δ) (z). Therefore,
Next we estimate the term I 1 . Let v ξ denote the unit outward vector at ξ ∈ S n , then
By applying the Green's formula, we have
We rewrite I 12 = I 121 + I 122 , where
For the term I 122 , when w ∈ D 1−r0 we know that
Therefore, we have
where, for simplicity, we let
and replace the term
By repeating the method used in the estimations of I 1 and I 2 , we shall have the following estimate
which also can be obtained by mathematical induction and we omit the details. Notice that
δ (z) and z ∈ B n . Hence, by Lemmas 3.1 and 3.2 we obtain the required result.
Statement of main results
In order to state the real-variable atomic decomposition of Bergman spaces for 0 < p ≤ 1, we will introduce the notion of (p, ∞) α -atom. To this end, we need more notations.
Let 0 < p ≤ 1 and α > −1. Set
where [x] denotes the greatest integer less than x. Let z 0 ∈ B n and r 0 > 0. For any φ ∈ C ∞ (B ̺ (z 0 , r 0 )), we define the quantity (z0,r0) ) .
Definition 4.1. Let 0 < p ≤ 1 and α > −1. Let N ≥ N p,α be an integer. A measurable function a on B n is a (p, ∞, N ) α -atom if there exist z 0 ∈ B n and r 0 > 0 such that
Any bounded function a with a L ∞ ≤ 1 is also considered to be a (p, ∞, N ) α -atom.
We regard a (p, ∞, N p,α ) α -atom as a (p, ∞) α -atom. (ii) We remark that the condition (4) replaces the classical higher moment condition and is similar to the one found in [11, 12] .
These atoms satisfy the following useful estimates.
Theorem 4.1. Let 0 < p ≤ 1 and α > −1. Let N ≥ N p,α be a integer.
(
There is a constant C > 0 depending only on p, n, α and N such that
If {a k } is a sequence of (p, ∞) α -atoms, then for any sequence of complex numbers {λ k } with
The following theorem shows that the converse statement of Theorem 4.1 (3) holds true as well. This is the main result of this paper. (1) f = j λ j a j in the sense of distributions; (2) f = j λ j a j , where the series j λ j a j converges unconditionally in L p α (B n ); (3) f = j λ j P α (a j ), where the series j λ j P α (a j ) converges unconditionally in A 
where the infimum is taken over all decompositions of f described above.
In the sequel we will prove Theorem 4.1, while Theorem 4.2 will be proved in Section 5 below. The following lemma is crucial for the proof of Theorem 4.1.
where C N,n,α depending only on N, n, α.
Proof. Assuming that
we have
We are going to prove that
for all 2 ≤ i ≤ n and 0 ≤ j ≤ N. These two type inequalities can be proved in a similar way. So, we only prove the second one.
To this end, notice that ̺(w, z 0 ) < ̺(z, w)) ) .
If 1 − |w| > ̺(z, w), by Lemma 2.4 again we have
The proof is complete.
Now we turn to prove Theorem 4.1.
Proof of Theorem 4.1. Let 0 < p ≤ 1 and α > −1. Suppose N ≥ N p,α is an integer. The assertion (1) follows immediately from the conditions (1) and (2) of Definition 4.1, while the assertion (2) implies the assertion (3). It remains to prove the assertion (2) .
To this end, letting a be a (p, ∞, N ) α -atom, we need to prove that
where C depends only on p, n, α and N. If a L ∞ ≤ 1, then
̺ (z 0 , r 0 ) with z 0 ∈ B n and r 0 > 0, then we have
in the above inequality we have used the condition (4) of Definition 4.1. Notice that, for z ∈ Q k and w ∈ B ̺ (z 0 , r 0 ),
and so 4̺(z, w) ).
Hence, by Lemma 4.1 one has, for
This completes the proof of Theorem 4.1.
Atomic decomposition
This section is devoted to the proof of Theorem 4.2. In section 5.1 we will construct and estimate a collection of smooth bump functions. Sections 5.2 and 5.3 are devoted to present the construction of atomic decomposition.
5.1.
A partition of unity and good auxiliary functions. To prove Theorem 4.2, we need to introduce a smooth partition of unit on any open set O B n . To this end, we present the 'Whitney type covering lemma' in our case.
Lemma 5.1. Let O B n be an open set. Then there are a sequence of balls {B ̺ (z i , r i )} in B n , positive constants µ > 1 > ν > λ > 0 and N 0 depending only on n such that (1) for any i,
where K is the constant occurring in the quasi-triangular inequality (2.1) satisfied by the quasimetric ̺; Given z ∈ B n , recall that the space of smooth bump functions at z for δ > 0 and L ≥ 0 is denoted by G L δ (z) consisting of all functions g ∈ C ∞ (B n ) for which there exist z 0 ∈ B n and r 0 > 0 such that
where z0,r0) ) .
Lemma 5.2. Let O B n be an open subset. Then there exist a collection of balls B ̺ (z i , r i ), a sequence of functions ϕ i ∈ C ∞ (B n ) (i = 1, 2, · · · ), and a constant µ > 1 depending only on n, such that
be given by Lemma 5.1. For each i we let ψ i be a smooth function satisfying the following conditions:
(See e.g. [12, p.83 ] for the construction of ψ i .) Now set (2) , and (3) are clearly satisfied. It remains to check the condition (4). Indeed, by the condition (3) in Lemma 5.1, for each i we have
Hence, we have
Therefore, 
Let k 0 be the least integer such that
For any nonnegative integer k, we define
Then O k B n for any k = 0, 1, . . . . For each k we fix the Whitney type covering
and the partition of unity {ϕ 
The norm on this space will be denoted by
Lemma 5.3. Let L be a nonnegative integer. Then there is a constant c L > 0 depending only on L and n such that
In order to prove (5.1), for simplicity, by replacing Θ(z
Then we will prove that
by mathematical induction, where the positive constant c J depending only on J and n.
To this end, we introduce a linear order ≺ on the multi-indices set {J : |J| ≤ L} such that |I| < |J| implies I ≺ J. Note that the orthonormal basis π J can be constructed by the Gram-Schmidt process beginning with π 0 = 1, and then
Using mathematical induction, we assume that if O I ≺ J then
Therefore, in the numerator of (5.3), the coefficient of Θ(z)
. In the following, we shall estimate the denominator of (5.3). Recalling the constant ν in Lemma 5.1, we claim that there exists a constant C = C(ν, n) such that
First of all, we note that
Then, the proof of (5.4) can be divided into two cases: 0 ≤ α < ∞ and −1 < α < 0.
• Case 0 ≤ α < ∞. Suppose z ∈ {w ∈ B n : ̺(z
We now come back to estimate the denominator of (5.3). Let
Then, we have
where we have used (5.4) and made the change of variables
We continue to estimate the last integral, which is equal to
where P J (α, β) is the projection of (α, β) J into the Hilbert space of polynomials P (α, β) spanned by {(α, β)
I : I ≺ J} with the norm
Combining this estimation on the denominator of (5.3) with the previous estimation for its numerator yields that the coefficient of Θ(z)
Therefore, the claim (5.2) is proved. Now we return to the proof of (5.1). Indeed, by the Liebnitz rule and the fact
Thus, by (5.2) we also have
This completes the proof.
We denote by
Lemma 5.4. With the notation introduced above, there exists a constant C > 0 such that for f ∈ A p α ,
and
for all i, j, k.
Proof. We first prove (5.5). In fact, by (5.1) we have
the last inequality is also the consequence of (5.1).
In what follows, we prove the second estimate (5.6) which follows from (5.5) by the same argument. For simplicity, we still use
Notice that the π J (z) are uniformly bounded on the support of φ k+1 j (z) and
we have II 2 k0+k+1 . To estimate I, we note that if each integration part is not zero in I, then ϕ . In fact, this can be verified as follows. Let K be the constant occurring in the quasi-triangle inequality satisfied by ̺. By Lemma 5.1, we know that 
where the constant c L depending only on L. This also implies that c L ϕ
. Thus, we have
Hence (5.6) is proved and the proof of Lemma 5.4 is complete.
Construction of atoms.
In this subsection, we will give the construction of atomic decomposition for each f ∈ A p α (0 < p ≤ 1). Given an integer N ≥ N p,α , let L ≥ max N, 
Notice that by (5.5), and C = C(n, K) is a constant which will be fixed later. Therefore, (5.11) can be rewritten as
In the sequel, we will check that this representation of f is the desired atomic decomposition, where the series in the right hand side converges in the sense of distributions. 
Thus h 0 L ∞ ≤ c2 k0 , so a 0 is a (p, ∞, N ) α -atom. On the other hand, by (5.10) we have
The second term on the right hand side is bounded by c2 k0+k+1 by (5.8), while the first term is equal to 
