Abstract. We study the defocusing nonlinear Schrödinger equation in the quarter plane with asymptotically periodic boundary values. By studying an associated Riemann-Hilbert problem and employing nonlinear steepest descent arguments, we construct solutions in a sector close to the boundary whose leading behaviour is described by a single exponential plane wave. Furthermore, we compute the subleading terms in the long time asymptotics of the constructed solutions.
Introduction
An effective way of computing the long time asymptotics of solutions of integrable nonlinear PDEs is given by analyzing a related Riemann-Hilbert (RH) problem with the help of the nonlinear steepest descent method introduced by Deift and Zhou in [9] . In this way the long time asymptotics of the solutions for initial boundary value problems on the half-line have been derived for several equations, provided that the Dirichlet and Neumann boundary values decay as t → ∞ (see for example [3] and [10, 13] for the KdV and NLS equation, respectively).
In the case of non-decaying boundary values with respect to t → ∞, much less is known. One reason for this is that in this case the Riemann-Hilbert approach is generally harder to apply, because not all boundary data necessary for a well-posed problem are known [12] .
A special case of non-decaying boundary data, especially important from the standpoint applications, is given by asymptotically time-periodic boundary conditions [2, 8, 22] .
In this paper we consider boundary data whose leading order long time behaviour is described by a single exponential. More precisely, we consider the defocusing nonlinear Schrödinger (NLS) equation
in the quarter plane {(x, t) ∈ R 2 | x ≥ 0, t ≥ 0} with boundary values of the form
where α > 0, ω ∈ R, and c ∈ C are three parameters. Boundary values of the type (1.2) for the focusing NLS equation
have been studied by Boutet de Monvel and coauthors [4] [5] [6] [7] [8] . They showed that there exists a solution of the focusing NLS equation ( Using the Deift-Zhou nonlinear steepest descent method they were also able to determine the leading order asymptotics of any such solution. In particular, in [4] it was shown that in the case ω < −6α 2 , the quarter plane {x > 0, t > 0} is divided into three asymptotic sectors: A plane wave sector {0 ≤ x/(4t) < β − α √ 2} (whereβ = α 2 /2 − ω/4), an elliptic wave sector {β − α √ 2 < x/(4t) <β}, and a Zakharov-Manakov sector {β < x/t}. In the plane wave sector, the solution u approaches the plane wave (x, t) → αe 2iβx+iωt .
This behaviour is expected since the sector lies near the boundary. In the elliptic wave and Zakharov-Manakov sectors the asymptotics are described by a modulated elliptic wave and Zakharov-Manakov type formulas, respectively. The defocusing case has been studied by Lenells [18] and Fokas and Lenells [23, 24] . As in the focusing case, in [18] necessary conditions on the parameter triple (α, ω, c) for the existence of a solution of (1.1) with boundary values of the type (1.2) were derived. However, in the defocusing case this leads to five different families of triples. Two of these families are analogous to the two sets of triples (1.4) and (1.5) . The family corresponding to (1.5) is given by the family (cf. (2.4) of [18] ) α, ω, c = iα √ −2α 2 − ω α > 0, ω < −3α 2 .
(1.6)
To motivate the results of this paper, let us recall that the unified transform method, also known as the Fokas method, expresses the solution of the initial boundary value problem for the defocusing NLS equation (1.1) on the half-line with vanishing boundary condition at x = ∞ in terms of the solution of a 2 × 2-matrix valued RH problem [11] [12] [13] . This RH problem is formulated in terms of spectral functions r 1 (k) and h(k), which in turn are defined in terms of the initial and boundary values. One can also construct solutions of (1.1) by solving the RH problem for independent spectral data r 1 (k) and h(k), assuming that these functions satisfy certain conditions. Thus, a natural question to ask in this situation is: What conditions need to be imposed on r 1 (k) and h(k) in order for the corresponding RH problem to give rise to a solution of (1.1) on the half-line with asymptotically time-periodic boundary values? This question is also of interest with respect to the results presented in [18] as outlined above: Are the conditions on the parameter triple (α, ω, c) given by (1.6) also sufficient for the existence of a solution of (1.1) with decay as x → ∞ and with boundary values satisfying (1.2)? The aim of the work at hand is to take first steps towards answering these questions.
We will show that for any triple from the family (1.6), we may construct solutions of (1.1) with boundary values satisfying (1.2), at least in a sector close to the boundary . More precisely, we will provide a class of independent spectral data r 1 (k) and h(k) which gives rise to solutions of (1.1) in the plane wave sector {0 ≤ x t < 4β − 2α − δ} for δ > 0 small and t large, and which have boundary values of the form (1.2). Furthermore, we will compute the first two terms in the long time asymptotics of the constructed solutions and their x-derivatives.
The proof is based on the Riemann-Hilbert approach and combines the uniform transform method for nonlinear integrable PDEs introduced by Fokas [11] with the nonlinear steepest descent method introduced by Deift and Zhou [9] . First, we will transform the associated RH problem, containing the spectral data r 1 (k) and h(k), into a small norm RH problem, which can be solved for large t in the plane wave sector via a Neumann series. Using ideas based on the dressing method [26, 27] , it can be shown that the solutions of the original RH problem leads to a solution u of (1.1). Finally, by studying the asymptotics of the solution of the associated RH problem, we compute the asymptotics of the solution u and its x-derivative u x .
A crucial step in the proof is the construction of analytic approximations of the spectral functions defined on the jump contour. Our construction of such approximations is based on the original approach of [9] ; however, since one of the spectral functions has singularities on the jump contour, the construction of an analytic approximation of this function requires some novel ideas.
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Figure 1. The contour Γ and the domains D j , j = 1, 2, 3, 4, in the complex k-plane.
Notation
The family (1.6) can be written as (let K → β in Section 5.3 in [18] )
For a given parameter triple (α, ω, c) belonging to the family (2.1) and the associated parameter β = |ω|/4 − α 2 /2, define a function Ω(k) by
where
with a branch cut along [E 1 , E 2 ] and the branch of the square root being choosen such that
Similarly, define a function ∆(k) by
with the branch being chosen such that ∆(k) = 1 + O(k −1 ) as k → ∞. We orient the interval [E 1 , E 2 ], viewed as a contour in the complex plane, from left to right and denote by ∆ + (s) and ∆ − (s) for s ∈ (E 1 , E 2 ) the boundary values of the function ∆ from the left and right, respectively. Similar notation is used for other functions.
Define domains D j ⊆ C, j = 1, 2, 3, 4, by (see Figure 1 )
and let Γ = R∪(D 1 ∩D 2 )∪(D 3 ∩D 4 ) denote the contour separating the domains D j oriented as in Figure 1 . For complex functions r(k), r 1 (k) and h(k), defined on appropriate parts of Γ, and x, t > 0 define a jump matrix v(x, t, k) for k ∈ Γ by
Put ζ := x/t. For 0 ≤ ζ < 4β − 2α define real numbers κ + and k 0 by
Finally, let us introduce some general notation, not specific to our problem. Given an open connected set D ⊆ C bounded by a piecewise smooth curve ∂D ⊆ C ∪ {∞}, we say that an analytic function f : D → C belongs to the Smirnoff classĖ 2 (D) if there exist piecewise smooth curves {C n } ∞ n=1 in D tending to ∂D in the sense that C n eventually surrounds each compact subdomain of D and such that sup n≥1 Cn |f (z)| 2 |dz| < ∞.
In the case that
The space of bounded analytic functions on D is denoted by E ∞ (D). For a piecewise smooth contour Σ in C ∪ {∞} and real numbers a < b, we say that the sector W a,b = {k ∈ C | a ≤ arg k ≤ b} defines a nontangential sector at ∞ with respect to the contour Σ, if there exists a δ > 0 such that {a − δ ≤ arg k ≤ b + δ} does not intersect Σ ∩ {|k| > R} for R > 0 large enough. We say that a function f of k ∈ C \ Σ has nontangential limit L at ∞, denoted by
Lastly, we let C > 0 denote a generic constant which may change within a computation.
Main Result
Before stating our main result we introduce the assumptions under which the result is valid. For reasons of clarity, the assumptions are split up into two parts.
The first part of our assumptions is somewhat standard in this context, in the sense that spectral data originating from a solution of (1.1) typically satisfies these assumptions if the initial and boundary data have sufficient smoothness and decay and are compatible [12, 13, 15, 19] . In particular, the so called global relation typically implies part (e) of the assumptions below.
Assumption 3.1. Suppose that r 1 : R → C and h :D 2 → C are continuous functions satisfying the following properties:
for n = 0, 1, 2.
Remark 3.2. Note that (3.1) and (3.2) imply d
In order to motivate the second part of our assumptions, we recall that our goal is to construct solutions approaching the background plane wave solution u b (x, t) of (1.1) defined by
This problem bears similarities to shock problems for the defocusing NLS on the whole line, see for instance [17] . In view of the spectral data found in [17] and the spectral data appearing for the analogous problem for the focusing NLS [4] (the latter having a single cut in the complex plane), we choose our data near the branch cut to resemble the boundary values r
where ∆ is defined by (2.2). The function r b has a single cut from E 1 to E 2 with |r
+ (E j ) ∈ {±i}, j = 1, 2, and r b + (k) behaves like a square root as k approaches one of the branch points E 1 and E 2 . The assumptions below capture this behaviour. For a more technical motivation we refer to Remark 3.9. 
(c) Near the branch points the function r admits series expansions of the form
where q i,l are real coefficients with q i,1 = 0 and the expansions in (3.6) can be differentiated termwise three times.
Remark 3.4. We note that Assumption 3.1 (d), Assumption 3.3 (a) and Assumption 3.3 (b) pose additional conditions on the coefficients q i,l . In particular, it follows that
Our main result reads as follows. The sector in question is displayed in Figure  2 . 8) where the jump matrix v is defined by (2.3), has a unique solution for each
exists for each (x, t) ∈ S and the function u : S → C defined by (3.9) is C 2 in x and C 1 in t and satisfies (1.1) for (x, t) ∈ S. Here D(0, ∞) is a constant of absolute value 1 given by
where arg(r) is continuous on [E 1 , E 2 ] and arg(r(E 2 )) ∈ (−π, π]. (c) The x-derivative of u is given by
for (x, t) ∈ S. (d) As t → ∞, the following asymptotic expansions are valid uniformly for ζ ∈ [0, c 0 ]:
(3.12)
The subleading coefficients u a and u b are given explicitly by
where ∆ is defined by (2.2) and g(k 0 ), ν, β
Before proving Theorem 3.5 we will make a series of remarks as well as provide a class of spectral functions satisfying our assumptions. Thus the exponential factor e
ds appearing in the leading terms of the asymptotic expansions of u and u x is equal to 1. Furthermore, Assumption 3.1 (e) states that r(κ + ) = 0 which implies ν = 0 and β X k 0 = 0 for x = 0. Hence the subleading terms u a and u b in the asymptotic expansions of u and u x vanish for x = 0. In conclusion, on the boundary x = 0, the expansions (3.12) read as
. Thus, since c = 2iαβ (cf. (2.1)), the boundary values of u indeed satisfy (1.2).
Remark 3.7. Instead of using formula (3.11), the asymptotics of u x can alternatively be computed by differentiating (3.9), see Remark 7.2.
Remark 3.8. The assumptions on r on the branch cut imply that we can always choose arg as stated in part (b) of Theorem 3.5. Furthermore, since
a different choice of the branch of arg changes the sign of D(0, ∞) but does not affect the final result.
Remark 3.9 (Derivation of the Model Data). The goal of this paper is to construct solutions of (1.1) with boundary values of the form (1.2) and decay as x → ∞, using the Riemann-Hilbert approach. To find a candidate for the spectral data let us consider a particular set of initial and boundary data: Assume that our solution u coincides with the background solution u b (cf. (3.4)) on the boundary and let us assume that u(x, 0) = 0 for x > 0. The uniform transform method [11, 12] then leads to a Riemann-Hilbert problem with jumps along Γ and a jump matrix v b given by
with r b 1 = 0 and h b = r b , where r b is given by (3.5) (see also [23] ). This jump matrix is similar to the one given in Theorem 3.5. Furthermore, the function r as k → ∞. This is expected since the initial and boundary data are not compatible at 0. In order to ensure that the solutions generated by our assumptions have the desired regularity, we thus modify the spectral data r 
. Now let r ∞ : R → C be a smooth function such that r ∞ has the same asymptotic behaviour as r b at ∞ up to and including order 4,
Then the data h = τ r b and r 1 = (1 − τ )r b − r ∞ satisfy Assumptions 3.1 and 3.3 for every
The proof of Theorem 3.5 is divided into two parts. In the first part, we show using the steepest descent analysis that the RH problem (3.8) has a solution and that the limit (3.9) exists. Moreover, we will derive the asymptotics of this solution from which the long time asymptotics of u and u x follow. In the second part, we will then show that the function u defined by (3.9) is indeed a solution of (1.1) by applying the dressing type arguments [26, 27] .
Transformations of the Riemann-Hilbert problem
Suppose the triple (α, ω, c) belongs to the family (2.1) and suppose that r 1 , h and r = r 1 + h are functions satisfying Assumption 3.1 and 3.3. Suppose furthermore that c 0 ∈ (0, 4β − 2α) is given.
In order to show existence as well as determine the long time asymptotics of the solution m of the RH problem (3.8), we will transform the RH problem into a small norm RH problem. Starting with m we will define functions m (j) (x, t, k), j = 1, 2, 3, 4, such that each m (j) is analytic in C \ Γ (j) and satisfies the jump condition
where the contours Γ (j) and jump matrices v (j) are specified below.
4.1. First transformation. Our first step is to introduce a g-function in order to normalize the oscillatory and exponentially large factors in the jump matrix. Since our goal is to construct solutions approaching the background plane wave solution
The differential
can be written as
where the zeros k i ≡ k i (ζ) ∈ R, i = 0, 1, are located at For ζ = 0, we have
As ζ increases, k 0 moves to the left until it hits E 2 for ζ = 4β − 2α. This determines the right boundary of the plane wave sector. The signature table of Im g for 0 ≤ ζ < 4β − 2α is shown in Figure 3 . The non-horizontal branch of the level set where Im g = 0 asymptotes to the vertical line Re k = −ζ/4.
2) has the following properties:
Figure 4. The contour Γ (2) in the complex k-plane.
Then m (1) satisfies the jump condition (4.1) with j = 1, where Γ (1) = Γ and the jump matrix v (1) is given by
Using (4.5) as well as the assumption that |r| = 1 on [E 1 , E 2 ], we find
where v
(1) j for j ∈ {1, 2, 3, 4, 5} denotes the restriction of v (1) to the subcontour of Γ
(1) = Γ labeled by j in Figure 1 .
Second transformation.
The purpose of the second transformation is to deform the non-horizontal part of the contour Γ = Γ (1) so that it passes through the critical point k 0 . The new contour Γ (2) is shown in Figure 4 . Define Figure 5 . The open subsets V 1 and V 2 of the complex k-plane.
with the domains V 1 and V 2 given as in Figure 5 . Then m (2) satisfies the jump condition (4.1) with j = 2, where the jump v (2) across Γ (2) is given by
and the subscripts refer to Figure 4 . To find v
10 we have used that r = r 1 + h on (−∞, κ + ].
4.3. Third transformation. The jump matrix v (2) 3 has the wrong factorization. Hence we introduce m (3) (x, t, k) by
Here the function arg is chosen as in (3.10) . Note that this definition is consistent with (3.10) for ζ = 0. For > 0 and z ∈ C let D (z) = {k ∈ C | |z − k| < } denote the open disk of radius around z.
, the function D(ζ, k) defined in (4.8) has the following properties:
In particular,
(f ) As k approaches the branch points E 1 and E 2 , D(ζ, k) exhibits the asymptotics Due to (4.9) similar asymptotic formulas hold for
where the logarithm is defined using the principal branch, real on (0, ∞), with a branch cut along
. Additionally, the following estimate is valid:
Proof. The proof is standard so we will only present a sketch. The statements (a)-(e) follow from a detailed study of the involved Cauchy-type integrals. In particular, (d) and (e) are a consequence of the Sokhotski-Plemelj theorem.
For (f ) we will only consider the case of the branch point E 2 . The branch point E 1 can be treated similarly. Choose points E l and E u such that E 1 < E l < E 2 < E u < k 0 . From the expansion (3.
A standard study of the integrals appearing on the right hand side above, as presented for example in [25] , shows that
in a neighbourhood of E 2 , where the function R 1 (k) is continuous in C + (see Chapter 1, section 8.6 in [14] for the power-logarithmic type integral, Chapter 1, §16, in [25] for the remainder term and Chapter 4, §29, in [25] for the remaining terms). A similar calculation shows that 1 2πi
for Im k ≥ 0, where the function R 2 (k) is continuous for Im k ≥ 0. Next we note that near E 2 we have
where we take the principal branch of the root with a branch cut along (−∞, E 2 ] and φ is an analytic function in a neighbourhood of E 2 and satisfies |φ(k)| = O(|k − E 2 |). Combining the above calculations, it follows that
for Im k ≥ 0 in a neighbourhood of E 2 , where R(k) is continuous in C + and satisfies
Part (g) and (d) can be shown using similar arguments.
It follows that m (3) (x, t, k) satisfies the jump condition (4.1) with j = 3, where
is given by
with the subscripts refering to Figure 4 . Define
. Then we can write the jumps across the real axis excluding the branch cut 
Fourth transformation.
The goal of the fourth transformation is to deform the contour in such a way that the jump matrix contains the exponential factors e 2itg and e −2itg on the parts of the contour where Im g is positive and negative, respectively. We first need to introduce analytic approximations of the functions r 1 , r 2 and h. Following [9] , we split each function into an analytic part and a small remainder. The remainder will remain on the original contour while the analytic part will be deformed.
Let U i , i = 1, . . . , 6, be the domains displayed in Figure 6 . 
where the functions r 2,a and r 2,r have the following properties: (a) For each ζ ∈ [0, c 0 ] and each t > 0, the function r 2,a (x, t, k) is defined and continuous for k ∈Ū 2 \ {E 1 , E 2 } and analytic for k ∈ U 2 . (b) For each > 0, there exists a constant C( ) such that the function r 2,a satisfies
as well as
Proof. We first show that there exists a function f 0 (ζ, k) which is analytic in U 2 , continuous onŪ 2 \ {E 1 , E 2 }, and satisfies
with uniform error estimates with respect to ζ ∈ [0, c 0 ];
Note that since r ∈ C 6 ((E 2 , κ + ]), it admits a Taylor series expansion at k 0 of the form
where the coefficients w j (ζ) := r (j) (k 0 )/j! ∈ C are uniformly bounded with respect to ζ ∈ [0, c 0 ] and the error term is uniform with respect to ζ ∈ [0, c 0 ]. The expansion (4.12) together with assumptions (3.6) and (3.3) show -after a long but straightforward calculation -that r 2 admits the series expansions
and these expansions can be differentiated termwise two times. The coefficients Q i,l are rational functions in q i,l with a denominator of the form q l+1 i,0 q l+2 i,1 . Since q i,0 , q i,1 = 0 by assumption, these coefficients are well defined and finite. Similarly, the coefficients W l (ζ) are rational functions in w j with a denominator of the form 1 − |w 0 (ζ)| 2 = 1 − |r(k 0 )| 2 . Again, the assumption |r| < 1 on (E 2 , κ + ) implies that the W l (ζ) are well defined and finite. Moreover, the coefficients Q i,l and W l (ζ) are uniformly bounded with respect to ζ ∈ [0, c 0 ] and the error terms in the above series expansions are uniform with respect to ζ ∈ [0, c 0 ]. To find f 0 we write
where the coefficients a j (ζ) and b j (ζ) are chosen such that
The graph of g along (−∞, E 1 ] and [E 1 , ∞) for a particular choice of α, β and ζ.
and
with uniform error terms with respect to ζ ∈ [0, c 0 ] and such that we may differentiate the above expansions twice (see the proof of Lemma 4.5 in [20] for details). The coefficients a j and b j are polynomial in the coefficients of the above series expansions. Thus a j and b j are uniformly bounded with respect to ζ ∈ [0, c 0 ]. This proves (i) and (ii). Figure 7 . Hence we may define a function F (ζ, φ) by
where √ k + i denotes the principal branch of the root with a branch cut along the negative imaginary axis. By the chain rule we have
In view of (4.3) it follows that
where the error terms are uniform with respect to ζ ∈ [0, c 0 ]. Together with the asymptotics of f given by (i), formula (4.13) yields
This implies F (ζ, ·) ∈ C 2 (R). From the definition (4.2) of g we see that there exists a constant C > 0 independent of ζ ∈ [0, c 0 ] such that
for large k < 0. Thus we find
with uniform error bounds with respect to
denote the Fourier transform of F (as a function in L 2 (R)). By Plancherel we have
Together with Hölder's inequality it follows in particular that the L 1 -norm of F (ζ, ·) is uniformly bounded with respect to ζ ∈ [0, c 0 ]. The Fourier inversion theorem together with the fact thatF (ζ, ·) ∈ L 1 (R) yields
By the definition of F we find
where (f a ) + denotes the boundary values of f a from the upper half-plane. Since |e isg(ζ,k) | = e −sIm g(ζ,k) and Im g(ζ, k) < 0 for k ∈ U 2 , the integral exists and
, the function f a can be continuously extended toŪ 2 . By (4.14) we have
. We estimate
In order to estimate f r = f − (f a ) + on (E 1 , E 2 ) we consider the two terms on the right hand side of (4.15) separately. For the first term, the asymptotics of f (ζ, ·) near E i (in combination with the uniform boundedness of f on a closed subinterval of (E 1 , E 2 )) yields
The second term in (4.15) can be estimated similarly as in (4.16), so that
. For the estimates on [E 1 , E 2 ] we note that by the above computations we have
To show (4.10) we note that
The first term can be estimated using (4.16) . In view of the series expansion of f 0 near k 0 it follows that the second term can be estimated by a uniform constant times |k − k 0 |. Estimate (4.11) follows from (4.16) together with the estimate (ii) for f 0 .
The proofs of the following two lemmas are similar to (but easier than) the proof of Lemma 4.3 and will be omitted.
Lemma 4.4 (Analytic approximation of h). There exists a decomposition
where the functions h a and h r have the following properties:
(a) For each t > 0, the function h a (t, k) is defined and continuous for k ∈D 1 and
Lemma 4.5 (Analytic approximation of r 1 ). There exists a decomposition
where the functions r a and r r have the following properties:
(a) For each ζ ∈ [0, c 0 ] and each t > 0, the function r 1,a (x, t, k) is defined and continuous for k ∈Ū 1 and analytic for k ∈ U 1 . (b) The function r 1,a satisfies
Now let Γ (4) be the contour shown in Figure 8 . Define m (4) (x, t, k) by where
Then the new jump matrix
where the subscripts refer to Figure 8 and we have used Lemma 4.2 (e) to compute the jumps along (−∞, κ + ). Using g + = −g − , D + D − = r as well as the assumption |r| 2 = rr * = 1 on (E 1 , E 2 ), we find that the 22-entry of v
11 can be written as
Using again that |r| = 1 on (E 1 , E 2 ), we compute
Thus we can rewrite v
11 as v
Parametrices
In this section we will construct parametrices away from and near the critical point. These parametrices will be refered to as the global parametrix and the parametrix near k 0 , respectively. 5.1. Global Parametrix. The signature table of Im g (see Figure 3) together with the decay of r 1,r , r 2,r and h r implies that away from the critical point k 0 , the jump matrix v (4) approaches the jump matrix
as t → ∞ (with the jumps on the other parts of Γ (4) being equal to identity). Hence we expect the leading order asymptotics of m (4) to be determined by the solution m (∞) of the RH problem
where v (∞) is given by (5.1) and the contour [E 1 , E 2 ] is oriented to the right. The unique solution of this RH problem is given by
where the function ∆ is defined in (2.2). We note that m (∞) satisfies the asymptotic formula Figure 9 . The contour X = X 1 ∪ X 2 ∪ X 3 ∪ X 4 in the complex plane.
It follows that v (4) − v (∞) converges to zero as t → ∞ everywhere except at the critical point k 0 . Thus we have to do a local analysis near k 0 .
5.2.
Model Problem on the Cross. The study of the local parametrix near k 0 leads to a RH problem on a cross which can be explicitly solved in terms of parabolic cylinder functions [16] . The exact result needed in our case can be found in Appendix B of [20] and is stated below for the reader's convenience.
Let X = X 1 ∪ X 2 ∪ X 3 ∪ X 4 ⊆ C be the cross defined by
oriented away from the origin as shown in Figure 9 and let D = {z ∈ C | |z| < 1} denote the open unit disk in C.
Lemma 5.1 (Exact solution on the cross). Define the function
ln(1 − |q| 2 ) and define the jump matrix v X (q, z) for z ∈ X by
Then for each q ∈ D the RH problem
has a unique solution m X (q, z). This solution satisfies
where the error term is uniform with respect to arg z ∈ [0, 2π] and q in compact subsets of D. The function β X (q) is defined by
Moreover, for each compact subset K of D,
Proof. See Theorem B.1 in [20] with q replaced by −q.
We seek a 2 × 2 matrix valued function m k 0 with jumps along Γ (4) ∩ D (k 0 ) such that the corresponding jump matrix is close to v (4) and such that m k 0 is close to m
on ∂D (k 0 ) for large t. In order to find m k 0 , we relate m (4) to the solution m X of Lemma 5.1 by making a local change of variables for k near k 0 . We introduce a new variable z ≡ z(ζ, k) such that
Hence we choose
3)), so that ψ 2 is analytic and non-zero in a neighbourhood of k 0 . Since ψ 2 is continuous with respect to (ζ, k), we may (by making smaller) assume that ψ 2 is nonzero in D (k 0 ). We fix the branch of the square root in (5.6) by requiring that
By making smaller if necessary, we may assume that that for each ζ ∈ [0, c 0 ], the map k → z(ζ, k) is a biholomorphism from D (k 0 ) onto some neighbourhood of the origin. This follows from the fact that ∂ 2 k g(k 0 ) can be uniformly bounded from below and above for ζ ∈ [0, c 0 ].
Let X be the cross defined by parts 1, 2, 3, 4, 5 and 6 of the contour Γ (4) and let X = X ∩ D (k 0 ). By deforming the contour slightly we may assume that X is mapped into X under the map k → z(ζ, k). Due to the symmetry z(ζ, k) = z(ζ, k) we may in addition assume that the deformed contour is invariant (up to orientation) under the involution k →k.
Using Lemma 4.2 (g) we write the function
where the functions D 0 (ζ, t) and D 1 (ζ, k) are defined by
Thenm is a sectionally analytic function which satisfiesm
, with the jump matrix Figure 10 . The contourΓ in the complex k-plane.
Asymptotic Analysis
Define the approximate solution m app by
The functionm(x, t, k) defined bŷ
satisfies the jump relation Figure 10 , and the jump matrixv is given bŷ
The next lemma shows thatv − I is small for large t.
Lemma 6.1. Letŵ =v − I. Then the following estimates hold uniformly for ζ ∈ [0, c 0 ] and t ≥ 2:
2e)
Thus the estimates (6.2d)-(6.2f) are a consequence of (5.9) and (5.10) immediately gives (6.2c).
For the estimate on part 2 of the contour lying outside the disk we note that the only nonzero entry of v
Since D is uniformly bounded with respect to k and ζ ∈ [0, c 0 ] (cf. Lemma 4.2 (h)), the estimate (4.11) implies that the above term can be bounded by a uniform constant times e Next we derive the estimate (6.2b) on part 11 of the contour. Using ∆ + = i∆ − we computê The estimates in Lemma 6.1 imply that 
with the operator Cŵ :
Using the Neumann series, we find that
Together with (6.3) and (6.5) it follows that
The standard theory of L 2 -RH problems now implies that there exists a unique solutionm ∈ I +Ė 2 (C \Γ) of the RH problem m(x, t, ·) ∈ I +Ė 2 (C \Γ),
for all t ≥ T . This solution is given bŷ
For more details we refer for instance to [21] .
6.1. Asymptotics ofm. Let W be a nontangential sector at ∞ with respect toΓ. By (6.8) we may writê
Note that the quotient z/(z − k) can be bounded uniformly for z ∈Γ and k ∈ W large enough. Furthermore, the L 2 -norm ofμ(x, t, ·) − I is bounded according to (6.6 ) and the L 1 and L 2 -norms of z 2ŵ (x, t, z) are bounded due to Lemma 6.1. Thus we find
where the error term is uniform with respect to k ∈ W and the coefficientsm j are given bym
Next we will compute the asymptotics ofm 1 andm 2 as t → ∞. By (6.2) and (6.6), we have
). It follows that the contribution to the integrals in (6.9) from Γ are O(t −3/2 ). Similarly, the estimates (6.2) and (6.6) show that the contribution from X to the right-hand side of (6.9) is O(t −1 ln t) as t → ∞ for j = 1, 2. By (5.11), (6.2c), and (6.6), the contribution from ∂D (k 0 ) to the right-hand side of (6.9) is given by
Collecting the above contributions, it follows that
as t → ∞, uniformly with respect to ζ ∈ [0, c 0 ].
Proof of the Main Result
Using the results from the Sections 4-6, we are now ready to prove Theorem 3.5.
7.1. The Solution of the Associated RH-problem. After having solved the small norm RH problem (6.7), our next step is to show that we can revert the transformations in Section 4 to obtain a solution of our original RH problem (3.8). However, since some of the transformation matrices are singular at the branch points, it is not clear that the corresponding RH problems are equivalent in the setting of Smirnoff classes. This technical detail can be overcome by looking at the combined transformation matrix, which as shown below is bounded near the branch points.
Taking into account the transformations of Section 4 as well as (6.1), we find that for ζ ∈ [0, c 0 ] and t ≥ T a solution m of the RH problem (3.8) can be formally constructed as
wherem ∈ I +Ė 2 (C \Γ) given by (6.8) is the solution of the RH problem (6.7). Thus in order to show the existence of the RH problem (3.8) , it suffices to show that the right hand side of (7.1) solves the original RH problem (3.8) in the setting of Smirnoff classes. The necessary theory is standard, see for instance [21] , in particular Theorem 5.12 therein. Since the result needed in our case differs slightly from the one given in the literature we state it below for the reader's convenience. Lemma 7.1. Let Σ be a piecewise smooth contour and letΣ = Σ ∪ γ denote Σ with a lens through ∞ added as in Figure 11 . Consider the 2 × 2-matrix RH where V N : Σ → GL(2, C) is a jump matrix defined on Σ and let u be a 2 × 2-matrix valued function such that u − u(∞) ∈ (Ė 2 ∩ E ∞ )(C \Σ) and u −1 − u(∞) −1 ∈ (Ė 2 ∩ E ∞ )(C \Σ). Then m satisfies the RH problem (7.2) if and only if the functionm defined bŷ Proof. Suppose N ∈ I +Ė 2 (C \ Σ) satisfies the RH problem (7.2) and definê N (k) by (7. 3) for k ∈ C \Σ. We writê The asymptotics of ∆ and D near E 2 (cf. Lemma 4.2) imply that the first column of the previous matrix is bounded as k → E 2 . To study the second column we have to go back to the construction of r 2,a . Looking at the proof of Lemma 4.3 it follows that the singular behaviour of r 2,a = f 0 + f a is given by f 0 . In view of (i), we thus may compute the behavior of f 0 near E 2 using (3.6). It follows that
as k → E 2 , where the square root denotes the principal branch of the root with a branch cut along (−∞, E 2 ). Combined with the asymptotics of ∆ and D it follows that the first summand in each entry of the second column is bounded near E 2 . Finally, to show the boundedness of the remaining terms, it suffices to show that D 2 (k)r 2,a (k)e −2itg(k) + i = O(|k − E 2 | 1/2 ) as k → E 2 . Using g(k) = O(|k − E 2 | 1/2 ), statement (7.7), as well as the precise asymptotics of D near E 2 provided by Lemma 4.2 (f), we find
7.2. Dressing Type Arguments. So far we have shown that the RH problem (3.8) has a solution for each (x, t) ∈ S = {0 ≤ x t ≤ c 0 } ∩ {t ≥ T } and that the limit in (3.9) exists. The next step is to show that the the function u defined by (3.9) is a solution of (1.1) and satisfies (3.11) . Note that since the NLS equation (1.1) is invariant under multiplication with a constant of absolute value 1, and since |D(0, ∞)| = 1 (cf. Lemma 4.2 (c)), we may ignore the factor −D(0, ∞) 2 in (3.9) while investigating if (3.9) is a solution of (1.1). The remainder of the proof is however standard and will therefore be omitted. The main step in the proof is to show that the solution m(x, t, k) of the RH problem (3.8) solves the as t → ∞. As before, after substitutionm as well as the functions appearing inm into the above formula (see (6.10) as well as (5.8), (5.12) and (5.6)) the desired asymptotics for u x as stated in Theorem 3.5 follow. This concludes the proof of Theorem 3.5.
Remark 7.2 (Alternative Derivation of the Asymptotics of u x ). Note that by differentiating the expression (7.8) with respect to x, we get another expression for u x and hence another way to calculate the asymptotics of u x . This alternative way of calculating the asymptotics of u x leads also to a different formula of the subleading coefficients u b . The new formula requires the asymptotics of It is straightforward (albeit tedious) to verify that u alt b = u b .
