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Abstract
In 1962, Po´sa conjectured that a graph G = (V,E) contains a square of a Hamil-
tonian cycle if δ(G) ≥ 2n/3. Only more than thirty years later Komlo´s, Sa´rko˝zy, and
Szemere´di proved this conjecture using the so-called Blow-Up Lemma. Here we extend
their result to a random graph setting. We show that for every ǫ > 0 and p = n−1/2+ǫ
a.a.s. every subgraph of Gn,p with minimum degree at least (2/3 + ǫ)np contains the
square of a cycle on (1 − o(1))n vertices. This is almost best possible in three ways:
(1) for p ≪ n−1/2 the random graph will not contain any square of a long cycle (2)
one cannot hope for a resilience version for the square of a spanning cycle (as delet-
ing all edges in the neighborhood of single vertex destroys this property) and (3) for
c < 2/3 a.a.s. Gn,p contains a subgraph with minimum degree at least cnp which does
not contain the square of a path on (1/3 + c)n vertices.
1 Introduction
A classical result of Dirac [4] states that any graph G on n ≥ 3 vertices with minimum
degree δ(G) ≥ n/2 contains a Hamilton cycle. This result is not difficult and a proof
can be found in most text books on graph theory, see e.g. [3, 16]. One also easily checks
that the constant 1/2 is best possible: the complete bipartite graph on (n− 1)/2 and
(n+1)/2 vertices (assuming n odd) has minimum degree n/2−1/2 but does not contain
a Hamilton cycle.
In 1962, Po´sa conjectured that G(V,E) contains a square of a Hamiltonian cycle
if δ(G) ≥ 2n/3. A square of a cycle C is the cycle C together with all edges between
vertices that have distance 2 in C. Again it is not difficult to see that the constant
2/3 is best possible, just consider the complete tripartite graph on (n− 1)/3, (n− 1)/3
and (n + 2)/3 vertices (assuming 3 divides n − 1). However proving that minimum
∗author was supported by grant no. 200021 143338 of the Swiss National Science Foundation.
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degree 2n/3 actually suffices turned out to be a difficult problem. It required the
development of powerful tools, most notably Szemere´di’s Regularity Lemma [14, 15]
and the so-called Blow-Up Lemma [8], before Po´sa’s conjecture was proven, at least
for all sufficiently large n [10].
Theorem 1.1 (Komlo´s, Sa´rko¨zy, Szemere´di). There exists a natural number n0 such
that if G has order n with n ≥ n0 and
δ(G) ≥ 2
3
n,
then G contains the square of a Hamiltonian cycle.
In modern terminology the above results can also be stated as resilience statements.
For a monotone increasing graph property P the (local) resilience of a graph G = (V,E)
with respect to P is the minimum r ∈ R such that by deleting at each vertex v ∈ V
at most an r-fraction of the edges incident to v one can obtain a graph that does
not have property P. Dirac’s theorem implies that the local resilience of the property
’containing a Hamilton cycle‘ of the complete graph is 1/2, while the proof of Posa’s
conjecture implies that the property ’containing a square of a Hamilton cycle‘ of the
complete graph is 1/3.
A natural extension for resilience results is to consider instead of the complete
graph the random graph Gn,p and ask for the resilience as a function of the edge
probability p. It is natural to expect that there exists a threshold p0 so that for p≫ p0
the local resilience of Gn,p of a property P is w.h.p. equal to the local resilience of the
complete graph, while for p ≪ p0 the random graph Gn,p w.h.p. does not satisfy the
property P at all. Indeed, such a result is known, up to polynomial factors, for the
property ’contains a Hamilton cycle’. The threshold for existence of a Hamilton cycle
is p = (log n + log log n + ω(n))/n [9, 2], while Lee and Sudakov [11] showed that for
p≫ log n/n the local resilience is 1/2− o(1).
The aim of this paper is to study the local resilience for the property ’containing
a square of a Hamilton cycle‘. As it turns out for this problem already the threshold
for existence is a hard problem that, till today, is not yet completely understood. As
a square of a Hamilton cycle contains many triangles, p ≥ c/√n is certainly necessary,
and it is conceivable that this may be also be the true answer. The best bound known
is p ≥ C log4 n/√n [12].
For the resilience problem one is thus tempted to speculate that at least for p ≥
poly(log n)/
√
n, for an appropriate polylog-factor, we have that the resilience of Gn,p
with respect to the property ’containing a square of a Hamilton cycle’ is 1/3 − o(1).
However, for this property it is easy to see that this is far too optimistic. By deleting
all edges in the neighborhood of a vertex v we can ensure that v cannot be part of any
square of a cycle. Thus for any p = o(1) we have that the resilience for ’containing
a square of a Hamilton cycle‘ is o(1). In order to obtain a non-trivial result we thus
need to weaken the required property. One easily checks that for constant resilience
the best one can hope for is to find a square of a cycle that covers all but Θ(1/p2)
vertices. Here we show an approximate version of such a best possible result.
Theorem 1.2. For every γ, ν > 0 and p = n−
1
2
+γ/2 a.a.s. every subgraph of Gn,p with
minimum degree at least (2/3 + ν)np contains a square of a cycle on at least (1 − ν)n
vertices.
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Our result should be compared to a recent result of Peter Allen, Julia Bo¨ttcher,
Julia Ehrenmu¨ller and Anusch Taraz [1]. The authors prove a sparse version of the
bandwidth theorem, which in particular implies that Gn,p has local resilience for the
property ’contains a square of a cycle on n−C/p2 vertices‘ as long as p≫ (log n/n)1/4.
Their proof technique as well as previous universality results hit a natural barrier
around p = n−1/∆ where ∆ denotes the maximum degree of the embedded graph. Note
that this density is required for any greedy / sequential type of embedding scheme, as
for p≪ n−1/∆ the typical neighbourhood of any ∆ vertices is empty and one thus need
to design more sophisticated look-ahead schemes. We achieve this by designing some
pruning process that identifies edges that satisfy some good expansion properties. In
this way we obtain the first nontrivial resilience result for almost spanning subgraphs
that achieves, up to polylog factors, the optimal density.
A natural question is whether a similar result holds for higher powers of a cycle.
Applying the aforementioned bandwidth theorem gives a bound of p ≫ (log n/n)1/2k
for the k-th power of an almost spanning cycle. Similarly to the case k = 2 this does
not match the obvious lower bound of p ≥ n−1/k. Our approach does not generalize
easily to this setting. This is mostly due to our reliance on sparse regularity techniques
which yield very strong statements about the distribution of the edges, but not on
larger structures like triangles or larger complete graphs.
2 Proof
The proof makes heavy use of the sparse regularity lemma (see [7]) and related tech-
niques. The definition of an (ǫ, p)-regular graph is briefly stated below. For a more in
depth introduction to the topic see for example [6].
Definition 2.1. A bipartite graph B = (U ∪W,E) is called (ǫ, p)-regular if for all
U ′ ⊆ U and W ′ ⊆W with |U ′| ≥ ǫ|U | and |W ′| ≥ ǫ|W |,
| |E (U
′,W ′)|
|U ′||W ′| −
|E|
|U ||W | | ≤ ǫp.
We write (ǫ)-regular in case p equals the density |E|/ (|U ||W |).
B is called (ǫ, p)-lower-regular if for all U ′ ⊆ U and W ′ ⊆ W with |U ′| ≥ ǫ|U | and
|W ′| ≥ ǫ|W |,
|E(U ′,W ′)|
|U ′||W ′| ≥ (1 − ǫ)p.
The next two lemmas follow immediately from the above definition.
Lemma 2.2. Let B = (U ∪W,E) be an (ǫ, p)-lower-regular bipartite graph. Then for
every W ′ ⊆ W of size at least ǫ|W | all but at most ǫ|U | vertices in U have at least
(1− ǫ)|W ′|p neighbours in W ′. If B is (ǫ)-regular with density p, then all but at most
2ǫ|U | vertices in U have at least (1 − ǫ)|W ′|p and at most (1 + ǫ)|W ′|p neighbours in
W ′.
Lemma 2.3. Let B = (U ∪W,E) be an (ǫ)-regular bipartite graph for some ǫ < 1/3.
Then every subgraph (U ∪W,E′) of B such that |E \E′| ≤ ǫ4|E| is (2ǫ)-regular.
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The so-called sparse regularity lemma allows us to partition every subgraph of a
random graph Gn,p in (ǫ)-regular parts. To make this more precise we need two more
definitions.
Definition 2.4. We say that a partition (Vi)
k
0 of a set V is (ǫ, k)-equitable if |V0| ≤ ǫ|V |
and |V1| = · · · = |Vk|. We call a partition (Vi)k0 (ǫ, p)-regular if at most ǫ
(k
2
)
pairs
(Vi, Vj) with 1 ≤ i < j ≤ k are not (ǫ, p)-regular.
Definition 2.5. A graph G = (V,E) is called η-upper-uniform with density p if for all
disjoint vertex sets U,W ⊆ V of size at least η|V |, we have
|E(U,W )| ≤ (1 + η)p|U ||W |.
Theorem 2.6 (Sparse Regularity Lemma, Theorem 2 in [7]). For any given ǫ > 0 and
kmin ≥ 0 there are constants η > 0 and kmax ≥ kmin such that any η-upper-uniform
graph with density 0 < p ≤ 1 admits an (ǫ, p)-regular (ǫ, k)-equitable partition of its
vertex set with kmin ≤ k ≤ kmax.
It is well-known (and an easy consequence of Chernoff’s inequality) that a random
graph Gn,p with p≫ 1/n is a.a.s. η-upper-uniform. The Sparse Regularity Lemma can
thus be applied a.a.s. to the graph Gn,p. For our proof we need the slightly stronger
statement that a.a.s. every subgraph of Gn,p that satisfies some minimum degree con-
dition contains a particularly nice regular partition. The proof follows routinely by
standard arguments. We include it for convenience of the reader.
Corollary 2.7. For every µ, ν, ǫ > 0 and every positive integer rmin there exists α(ν)
and rmax(ν, ǫ, rmin) such that for p ≫ 1/n a.a.s. every spanning subgraph G˜ ⊆ Gn,p
with minimum degree at least (µ + ν)np contains a partition of the vertices V = V0 ∪
V1 ∪ · · · ∪ Vr, where r ∈ [rmin, rmax], such that |V0| ≤ ǫn, |V1| = · · · = |Vr| and such
that for every i there exist at least µr indices j ∈ [r] \ {i} such that G˜[Vi, Vj ] contains
a spanning (ǫ)-regular subgraph with ⌊|Vi||Vj |αp⌋ edges.
Proof. We choose α, kmin and ǫ0 such that inequality (∗) from below and the following
inequalities are satisfied simultaneously:
√
ǫ0 ≤ ν
2
, 2ǫ0/α < ǫ, (1−
√
ǫ0)kmin ≥ rmin, ǫ0 + 2
√
ǫ0 ≤ ǫ.
Suppose that G˜ is a spanning subgraph of Gn,p with δ(G˜) ≥ (µ+ν)np. For every η > 0
a.a.s. every subgraph of the random graph Gn,p is η-upper-uniform with density p and
thus the sparse regularity lemma can be applied to every subgraph of Gn,p. The sparse
regularity lemma (Theorem 2.6) gives us a constant kmax(ǫ0, kmin) such that we find
an (ǫ0, p)-regular (ǫ0, k)-equitable partition (Vi)
k
0 of G˜ for some k ∈ [kmin, kmax].
Denote with n˜ ∈ [(1− ǫ0)n/k, n/k] the size of the partition classes. For i ∈ [k]
define
di := {j ∈ [k] \ {i} | Vi, Vj has density at least αp in G˜}.
Note that a.a.s. in Gn,p we have that |E(Vi, Vj)| ≤ (1 + ǫ0)n˜2p for all i, j ∈ [k] and,
with room to spare, |E(Vi, V0∪Vi)| ≤ 2(ǫ0n+ n˜)n˜p for all i ∈ [k]. The minimum degree
condition of G˜ thus implies that for all i ∈ [k]
n˜ (µ+ ν)np ≤ E(Vi, V0 ∪ Vi) +
∑
j∈[k]\i
E(Vi, Vj) ≤ 2(ǫ0n+ n˜)n˜p+ kαpn˜2 + di(1 + ǫ0)n˜2p
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and thus
di ≥ (µ+ ν)n− 2(ǫ0n+ n˜)− kαn˜
(1 + ǫ0)n˜
≥ (µ+ ν) k − 2(
ǫ0
1−ǫ0
k + 1)− kα
(1 + ǫ0)
(∗)
≥
(
µ+
ν
2
)
k.
Observe that the fact that at most ǫ0
(k
2
)
pairs (Vi, Vj) are not (ǫ0, p)-regular implies
that there are at most
√
ǫ0k indices in [k] for which the set
{j ∈ [k] \ {i} | (Vi, Vj) is not (ǫ0, p)-regular graph}
has size at least
√
ǫ0k. Every (ǫ0, p)-regular graph with density at least αp is (ǫ0/α)-
regular and thus contains a (2ǫ0/α)-regular subgraph with
⌊
n˜2αp
⌋
edges (see for ex-
ample Lemma 4.3 in [6]). As
√
ǫ0 ≤ ν2 , we can thus find a subset R ⊆ [k] of at least
(1−√ǫ0)k indices such that for every i ∈ R the set
{j ∈ R \ {i} | Vi, Vj contain an (2ǫ0/α)-regular graph with
⌊
n˜2αp
⌋
edges}
is of size at least µk. Wlog. we may assume that R = {1, . . . , r}, where r ≥ (1 −√
ǫ0)k ≥ rmin. By choice of ǫ0 we know that the cardinality of V0 ∪
⋃
i>r Vi is at
most ǫ0n+
√
ǫ0kn˜ ≤ ǫn. Thus V0 ∪
⋃
i>r Vi, V1, . . . , Vr is the desired partition and the
corollary thus holds for rmax = kmax.
With Corollary 2.7 at hand, an alert reader will certainly be able to guess our proof
strategy: apply the Komlo´s, Sa´rko¨zy, Szemere´di Theorem to the partition guaranteed
by Corollary 2.7 in order to find a square of a cycle for this partition and then find a
long square of a cycle within this structure. The next definitions provide the notations
to make this idea precise. First we define the notion of a regular blow-up of a graph.
Definition 2.8. Denote with G (F, n, p, ǫ) the class of graphs that consist of |V (F )|
pairwise disjoint vertex sets of size n. Each vertex set represents a vertex of F , and two
vertex sets span an (ǫ)-regular graph with density (1± ǫ)p whenever the corresponding
vertices are adjacent in F .
With Pk we denote a path of length k, with vertex set {1, . . . , k + 1} and edges
{i, i + 1} for 1 ≤ i ≤ k. The cycle Ck is obtained from Pk by identifying the vertices
1 and k + 1. The square of a path is denoted with P 2k and the square of a cycle with
C2k . For a graph F ∈
{
P 2k , C
2
k
}
and its blow-up G ∈ G (F, n, p, ǫ) we denote the vertex
sets of G by V1, . . . , V|F | and assume that the vertex set Vi represents the i-th vertex
along the path (or cycle). We collect some additional properties of G (P 2k , n, p, ǫ) in the
following definition:
Definition 2.9. Denote with G˜(P 2k , n, p, ǫ) ⊆ G
(
P 2k , n, p, ǫ
)
the class of graphs in which
for i ∈ {1, . . . , k − 1}
(i) every edge spanned by Vi, Vi+1 closes a triangle with at least (1 − ǫ)np2 vertices
in Vi+2, and
(ii) all but ǫn vertices v ∈ Vi+1 have neighboorhoods into Vi and Vi+2 which induce
an (ǫ, p)-lower-regular subgraph.
We also need two auxiliary lemmas related to the above definition. Their proofs are
deferred to Section 3 and Section 4. The first lemma states that in the random graph
the restrictions imposed by Definition 2.9 are easy to satisfy:
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Lemma 2.10. For every α, ǫ, γ, kmax > 0 there exists ǫ
′ > 0 such that for every
η > 0 a.a.s. in Gn,p with p = n
−1/2+γ/2 every subgraph G ⊆ Gn,p, where G ∈
G (P 2k , n0, αp, ǫ′), n0 ≥ ηn, k ≤ kmax contains a spanning subgraph from G˜ (P 2k , n0, αp, ǫ).
For G ∈ G˜ (P 2k , n, p, ǫ) with vertex partitions V1, . . . , Vk we say that an edge e ∈
E(V1, V2) expands to a set of edges E
′ ⊆ E(Vi, Vi+1) if there exists a square of a
path of length i in G between e and every edge of E′. The next lemma asserts that
in the random graph every edge in E(V1, V2) expands to a majority of the edges in
E(Vk, Vk+1), whenever k is sufficiently large. Property (1) of Definition 2.9 already
guarantees that every edge spanned by V1, V2 is contained in many squares of a path
ending in E(Vk, Vk+1). But since these paths may overlap this alone does not imply
that every edge expands to a large portion of E(Vk, Vk+1).
Lemma 2.11. Let η, α, γ > 0 and k ≥ 3γ be fixed and let p = n−1/2+γ/2. For ǫ
small enough depending on α a.a.s. every subgraph G ⊆ Gn,p which is from G ∈
G˜ (P 2k+4, n0, αp, ǫ) for some n0 ≥ ηn satisfies the following: all edges in G[V1 ∪ V2]
expand to at least a 0.52-fraction of the edges in G[Vk+4 ∪ Vk+5].
With these two lemmas at hand we can prove our main result.
Theorem 1.2. For every γ, ν > 0 and p = n−
1
2
+γ/2 a.a.s. every subgraph of Gn,p with
minimum degree at least (2/3 + ν)np contains a square of a cycle on at least (1 − ν)n
vertices.
Proof. Suppose that G˜ is a spanning subgraph of Gn,p with δ(G˜) ≥ (23 + ν)np. We will
the fix constants α(ν), ǫ(ν, α), ǫ′(ν, α, ǫ, γ) > 0 throughout the proof.
Set k0 = ⌈ 3γ ⌉+ 4 and let rmin = max{3k0, n0} where n0 denotes the constant from
Theorem 1.1. For α(ν) small enough we may invoke Corollary 2.7 with µ ← 2/3,
ν ← ν, ǫ← ǫ′ to obtain, for some r ∈ [rmin, rmax(ν, ǫ′)], a partition V = V0 ∪ · · · ∪Vr of
the vertices of G˜ such that |V1| = · · · = |Vr| = n˜ ∈ [(1−ǫ′)n/r, n/r] and for every i ∈ [r]
the number of indices j ∈ [r] \ {i} such that G˜[Vi, Vj ] contains a spanning (ǫ′)-regular
subgraph with
⌊
n˜2αp
⌋
edges is at least 23r.
Since r ≥ n0 Theorem 1.1 tells us that then G˜ must contain a subgraph G ∈
G (C2r , n˜, αp, ǫ′) on the partitions V1, . . . , Vr. We shall assume wlog. that Vi represents
the i-th vertex of the cycle. Furthermore for ease of notation we identify Vr+i with Vi.
For integers i ∈ [r] and t ∈ [k0, 2k0] consider a collection of subsets V ′i ⊆ Vi, . . . ,
V ′i+t ⊆ Vi+t each of size n′ ≥ ǫn˜. By definition of (ǫ′)-regularity the sets V ′i , . . . , V ′i+t
induce a subgraph G′ ∈ G (P 2t , n′, αp, 2ǫ′/ǫ) in G. By Lemma 2.10 we may pick ǫ′
small enough depending on α, ǫ, 2k0 such that a.a.s. G
′ contains a spanning subgraph
G0 ⊆ G′ with G0 ∈ G˜
(
P 2t , n
′, αp, ǫ
)
.
We call an edge e ∈ E(V ′i , V ′i+1) good (w.r.t. V ′i , . . . , V ′i+t) if it expands to at least a
0.51-fraction of the edges in E(V ′i+t−1, V
′
i+t) (through V
′
i , . . . , V
′
i+t in G0). Lemma 2.11
with η ← ǫ/2rmax, α ← α, γ ← γ, k ← t − 4 ≥ k0 − 4 ≥ γ3 tells us that all edges in
G0[V
′
i , V
′
i+1] expand to at least a 0.52-fraction of the edges in G0[V
′
i+t−1, V
′
i+t]. Since
G0 ⊆ G and since the density of G0 and G differs by at most 2ǫαp this implies that
say a 0.99-fraction of the edges in E(V ′i , V
′
i+1) are good.
We can now find a long square of a path as follows: Fix an edge e ∈ E(V1, V2)
which is good with respect to V1, . . . , Vk0+1. e expands to a 0.51 fraction of the edges
spanned by Vk0 , Vk0+1 and a 0.99 fraction of the edges in E(Vk0 , Vk0+1) are good with
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respect to Vk0 , . . . , V2k0 . Thus we may fix a square of a path P ⊆ G[V1 ∪ · · · ∪ Vk0+1]
of length k0 from e to some edge edge e
′ ∈ E(Vk0 , Vk0+1) which is good with respect to
Vk0 , . . . , V2k0 .
Now remove V (P ) \ e′ from G. Observe that since r ≥ 3k0 we did not remove any
vertices from Vk0 , . . . , V2k0 and therefore e
′ is still good (w.r.t. Vk0 , . . . , V2k0). Thus
we may extend P to end in an edge e′′ ∈ E(V2k0−1, V2k0) which is good w.r.t. to
V2k0−1, . . . , V3k0−1. This procedure can be continued for as long as |Vi| ≥ ǫn˜ for every
i ∈ [r]. Thus we obtain a square of a path P which uses at least (1−2ǫ)n˜ vertices from
each partition of G.
This construction can be generalized to obtain a square of the cycle: before fix-
ing the first edge e set aside sets V˜1 ⊆ V1, . . . , V˜r ⊆ Vr each of size ǫn˜. Pick
e ∈ E(V˜1, V˜2) such that it expands (backwards) to at least a 0.51-fraction of the edges
in E(V˜r+1−k0 , V˜r+2−k0). Then embed a long path starting with e in V (G) \
⋃
V˜i. At
any point we may decide to close it by picking the next edge such that it expands to
a 0.51-fraction of the edges in E(V˜r+1−k0 , V˜r+2−k0). With this construction we find a
square of a cycle of length at least
r · (1− 3ǫ)n˜ ≥ (1− 3ǫ)(1− ǫ′)n
r
≥ (1− µ)n
provided that ǫ′, ǫ are chosen small enough depending on µ.
3 Proof of Lemma 2.10
For the proof of Lemma 2.10 we need the following sparse regularity inheritance theo-
rem:
Theorem 3.1 (Gerke, Kohayakawa, Ro¨dl, and Steger [5]). For 0 < β, ǫ′ < 1, there
exists ǫ0 = ǫ0(β, ǫ
′) > 0 and C = C(ǫ′) such that, for any 0 < ǫ ≤ ǫ0 and 0 < p < 1
every (ǫ, p)-lower-regular graph G = (V1∪V2, E) satisfies that, for every q1, q2 ≥ Cp−1,
the number of pairs of sets (Q1, Q2) with Qi ⊆ Vi and |Qi| = qi (i = 1, 2) that induce
an (ǫ′, p)-lower-regular graph is at least
(
1− βmin{q1,q2}
)(|V1|
q1
)(|V2|
q2
)
.
From Theorem 3.1 we easily deduce a bound on the number of graphs in G (K3, n, p, ǫ0)
for which there exist ‘many’ vertices in V1 whose neighborhood does not induce a lower
regular graph of ‘roughly’ the expected size.
Lemma 3.2. For every β, ǫ > 0 there exists ǫ0 > 0 and C > 0 such that for all integers
n,m ∈ N that satisfy 3nn2n ≤ 2n3/2 and m ≥ Cn3/2 the following holds. The number
of graphs G = (V1 ∪ V2 ∪ V3, E) in G
(
K3, n,m/n
2, ǫ0
)
with m edges between each two
partitions for which more than ǫn vertices in v ∈ V1 have neighborhoods in V2, V3 which
are not of size (1± ǫ)m/n or which do not induce an (ǫ,m/n2)-lower-regular subgraph
in G[V2, V3] is at most
βm
(
n2
m
)3
.
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Proof. Write p = m/n2 and define β0 by β
(1−ǫ)ǫ/2
0 = β/2. Let ǫ0 = min {ǫ/4, ǫ0(β0, ǫ)}
and C = max {1, C(ǫ)/(1 − ǫ)}, where ǫ0(·, ·) and C(·) are the functions given by
Theorem 3.1.
Consider a graph G = (V1 ∪ V2 ∪ V3, E) for which the statement fails. For any
such graph we may partition V1 into three sets VD, VB , VG ⊆ V1 as follows: the set
VD contains all vertices whose degree into at least one of V2 or V3 is not within (1 ±
ǫ)np. VB contains all vertices whose degree into both V2 and V3 is within (1 ± ǫ)np
but whose neighborhoods in V2 and V3 do not induce an (ǫ, p)-lower-regular graph in
G[V2, V3]. Finally set VG = V1 \ (VD ∪ VB). Lemma 2.2 implies that |VD| ≤ 2ǫ0n ≤
ǫn/2. Therefore it suffices to enumerate graphs G with |VB | ≥ ǫn/2.
We now construct all graphs G which produce a partition with |VB | ≥ ǫn/2. First
we pick the (ǫ0)-regular graph spanned by V2, V3. There are at most
(n2
m
)
choices.
Second we pick a partition V = VD ∪ VB ∪ VG and fix the degrees of all vertices
v ∈ V1 in G[V1, V2] and G[V1, V3]. The number of choices is at most 3n · n2n. Finally
we fix the actual neighborhoods of the vertices of V1. For a vertex v ∈ VD ∪ VG the
number of choices is at most(
n
degG[V1,V2](v)
)(
n
degG[V1,V3](v)
)
.
For v ∈ VB we have to select a neighborhood which does not induce an (ǫ, p)-lower-
regular subgraph in G[V2, V3]. Since degG[V1,Vi](v) ≥ (1− ǫ)np ≥ C(ǫ)p−1 Theorem 3.1
tells us that the number of such neighborhoods is at most
β
(1−ǫ)np
0
(
n
degG[V1,V2](v)
)(
n
degG[V1,V3](v)
)
.
Since |VB | ≥ ǫn/2 the total number of choices for the neighborhoods of the vertices in
V1 is bounded by
β
(1−ǫ)np|VB|
0
∏
v∈V1
(
n
degG[V1,V2](v)
)(
n
degG[V1,V3](v)
)
≤ β(1−ǫ)ǫm/20
(
n2
m
)2
=
(
β
2
)m(n2
m
)2
,
where the inequality follows from Vandermonde’s identity. Since 3n · n2n ≤ 2n3/2 ≤ 2m
by assumption on n and m, this completes the proof.
Lemma 3.2 immediately implies the following corollary about the number of trian-
gles spanned by almost all edges:
Corollary 3.3. For every β, δ > 0 there exists ǫ0 > 0 and C > 0 such that for
m ≥ Cn3/2 and n sufficiently large the following holds. The number of graphs G =
(V1 ∪ V2 ∪ V3, E) in G
(
K3, n,m/n
2, ǫ0
)
, with m edges between each two partitions, for
which more than δm edges of G[V1, V2] are contained in fewer than (1 − δ)n(m/n2)2
triangles is at most
βm
(
n2
m
)3
.
Proof. Let p = m/n2 and choose ǫ small enough for (1− ǫ)3 ≥ (1− δ) to hold. Denote
with V ′1 ⊆ V1 the set of vertices v ∈ V1 whose neighborhoods in V2, V3 are of size
(1 ± ǫ)np and induce an (ǫ, p)-lower-regular subgraph in G[V1, V2]. From Lemma 2.2
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we deduce that every vertex in V ′1 is incident to at least (1−ǫ)2np edges (with endpoint
in V2) which are each contained in at least (1−ǫ)2np2 ≥ (1−δ)np2 triangles. Therefore,
the total number of edges which are contained in fewer than (1− δ)np2 triangles is at
most m− |V ′1 |(1− ǫ)2np. By choice of δ, the only possibility that the desired condition
is not fulfilled is thus that |V ′1 | ≤ (1− ǫ)n. Lemma 3.2 handles exactly this case – and
thus concludes the proof if we choose C and ǫ0 as in this lemma.
With Corollary 3.3 at hand we are now ready to prove Lemma 2.10.
Proof of Lemma 2.10. Observe first that it suffices to consider a fixed integer k ≤ kmax,
as the lemma then follows by choosing the minimum ǫ′ for all k ≤ kmax and a trivial
union bound argument.
We first consider property (i) of Definition 2.9. The key fact here is that we want the
property to hold for every edge, while Corollary 3.3 guarantees this only for ‘almost
all’ edges. It is thus obvious what we need to do: show that we can remove edges
appropriately. To this end Lemma 2.3 will come in very handy, as it shows that if
we choose ǫ′ small enough then we can take away edges repeatedly, while still keeping
some regularity properties.
Define constants as follows: ǫ0(α, ǫ) will be fixed at the end of the proof, but will be
small enough to satisfy (1− ǫ) ≤ (1− ǫ0)3. Set β = (α/(4e))3 and for i ∈ [k − 1] define
δi = (ǫi−1/4)
4/2 and ǫi = min {δi/4, ǫcor (β, δi)}, where ǫcor(·, ·) denotes the function
ǫ(β, δ) defined in Corollary 3.3. Finally define mi =
⌈
(1− ǫi)n20p0
⌉
and ǫ′ = ǫk−1/4.
Observe that ǫ0 > δ1 > ǫ1 > · · · > δk−1 > ǫk−1 > ǫ′.
We now proceed as follows: for i = k − 1 down to i = 1 we remove edges from
E(Vi, Vi+1) if they are not contained in enough triangles with Vi+2 with respect to the
edge set that survived the removal process in the previous round. That is, we remove
all edges in E(Vi, Vi+1) which are contained in fewer than (1 − ǫ)n0p20 triangles with
Vi+2, only taking in account edges that are still present.
Assume first that for all 1 ≤ i < k we remove at most 2δimi edges. Then the
resulting subgraph G˜ is, by construction, such that the graph satisfies property (i) of
Definition 2.9. We claim that we also have that all pairs are (ǫ0)-regular with density
at least (1 − ǫ0)p0. Note that this implies that G˜ ∈ G(P 2k , n0, p0, ǫ0). By definition of
G˜ (P 2k , n0, p0, ǫ′) we know that (before removing any edges) the pair (Vi, Vi+1) is (ǫ′)-
regular (and thus (ǫ0/2)-regular) with density at least (1− ǫ′)p0. If we remove at most
2δimi ≤ (ǫ0/2)4|E(Vi, Vi+1)| edges from E(Vi, Vi+1), then Lemma 2.3 implies that the
remaining graph is (ǫ0)-regular with density at least (1 − ǫ′ − 2δi)p0 ≥ (1 − 3δi)p0 ≥
(1− ǫ0)p0.
So assume the above condition does not hold. Let i denote the largest 1 ≤ i < k
such that when processing E(Vi, Vi+1) we have to remove more than 2δimi edges.
We claim that then G[Vi ∪ Vi+1 ∪ Vi+2] contains one of the subgraphs enumerated by
Corollary 3.3.
Indeed, let G′i+1,i+2 ⊆ G[Vi+1, Vi+2] denote the subgraph obtained after removing
the edges which do not satisfy property (i). If i = k − 1 then, since we do not touch
the last partition, we have G′i+1,i+2 = G[Vk, Vk+1] which is trivially (ǫi/2)-regular with
density at least (1 − ǫi)p0. If i < k − 1 then by maximality of i the graph G′i+1,i+2
is obtained by removing at most 2δi+1mi+1 ≤ (ǫi/4)4|E(G[Vi+1, Vi+2])| edges from
the (ǫi/4)-regular graph G[Vi+1, Vi+2]. Therefore by Lemma 2.3 G
′
i+1,i+2 is (ǫi/2)-
regular with density at least (1 − ǫ′ − 2δi+1)p0 ≥ (1 − ǫi)p0. Let Gi,i+1 ⊆ G[Vi, Vi+1],
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Gi,i+2 ⊆ G[Vi, Vi+2], Gi+1,i+2 ⊆ G′i+1,i+2 denote spanning (ǫi)-regular subgraphs with
exactly mi edges each (for mi ≫ n0 and ǫ′ ≤ ǫi/2 such subgraphs always exists, see
Lemma 4.3 in [6]). Observe that to obtain Gi,i+1 we removed at most 2ǫin
2
0p0 ≤ δimi
edges from G[Vi, Vi+1].
Thus by choice of i there have to be at least δimi more edges in Gi,i+1 which are each
contained in fewer than (1−ǫ)n0p20 triangles with Vi+2 in Gi := Gi,i+1∪Gi,i+2∪Gi+1,i+2.
Since (1− ǫ)n0p20 ≤ (1− ǫ0)3n0p20 ≤ (1− δi)n0(mi/n20)2 and ǫi ≤ ǫcor
(
(α/(4e))3, δi
)
we
may apply Corollary 3.3 (with β ← β = (α/(4e))3 , δ ← δi, m← mi) to conclude that
Gi must be one of at most
βmi
(
n20
mi
)3
,
graphs enumerated by Corollary 3.3. The probability that Gn,p contains any of these
graphs as a subgraph is at most
(
n
n0
)3
· βmi
(
n20
mi
)3
· p3mi ≤ 23nβmi
(
en20p
mi
)3mi
≤ 23nβmi
(
2e
a
)3mi
= 23n−3mi .
Since n0 ≥ ηn we have mi ≫ n and may additionally union bound over all choices for
n0 and conclude that a.a.s. no such graph appears in Gn,p. In particular our procedure
never removes more than 2δimi edges and produces a graph G˜ ∈ G
(
P 2k , n0, p0, ǫ0
)
which
satisfies property (i).
It remains to show that additionally G˜ also satisfies property (ii). Fix ǫ0 =
min {ǫ/3, ǫlem (β, ǫ/2)}, where ǫlem(·, ·) denotes the function ǫ(β, ǫ) defined in Lemma 3.2.
This choice is valid since (1 − ǫ) ≤ (1 − (ǫ/3))3. Suppose that G˜ fails property (ii) for
some i ∈ [k − 1]. We claim that then G˜[Vi ∪ Vi+1 ∪ Vi+2] must contain a subgraph
enumerated by Lemma 3.2. To this end let G˜′ ⊆ G˜[Vi ∪Vi+1 ∪Vi+2] denote a spanning
subgraph in which every partition contains exactly m0 =
⌈
(1− ǫ0)n20p0
⌉
edges and is
(2ǫ0)-regular (as before see Lemma 4.3 in [6]).
For ǫ0 ≤ ǫ/2 we have (1− ǫ/2)m0/n20 ≥ (1− ǫ)p and thus every
(
ǫ/2,m0/n
2
0
)
-lower-
regular graph is also (ǫ, p0)-lower-regular. It follows that G˜
′ must be among the at
most
βm0
(
n20
m0
)3
graphs enumerated by Lemma 3.2 (with ǫ ← ǫ/2, β ← β and m ← m0). As before
a union bound shows that a.a.s. Gn,p does not contain such a graph and thus G˜ also
satisfies property (ii).
4 Proof of Lemma 2.11
Definition 2.9 already implies that every edge spanned by V1, V2 is contained in many
copies of P 2k+4. The goal of this section is to show that these paths also reach a majority
of the edges spanned by Vk+4, Vk+5. As a first step we show that two edges cannot
span too many copies of P 2k .
Lemma 4.1. For every γ > 0, k > 32 · 1+γγ and p = n−(1−γ)/2 a.a.s. no pair of edges
in Gn,p is connected by more than 2n
k−3p2k−3 squares of paths of length k.
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Proof. This follows directly from a theorem of Spencer on the number of graph exten-
sions in the random graph [13]. P 2k rooted at both of its end-edges is strictly rooted
balanced and nk−3p2(k−3)+3 ≫ log n. Thus the number of squares of paths of length k
connecting any two edges is concentrated around its expectation.
The previous lemma easily implies a weaker version of Lemma 2.11 where the con-
stant 0.52 has to be replaced with a small value that depends on α and η. And this
will indeed be the first step in the proof. Next we prove a small lemma which contains
two ad hoc arguments that will allow us to go from a small set of the edges in Vi, Vi+1
to a slightly larger set of edges in Vi+1, Vi+2.
Lemma 4.2. Let η, α, γ, ǫ > 0 be fixed. For p = n−1/2+γ/2 in Gn,p a.a.s. every copy
of G = (V1 ∪ V2 ∪ V3, E) ∈ G˜ (K3, n0, p0, ǫ), where n0 ≥ ηn and p0 = αp, satisfies the
following: for every set of edges E˜ ⊆ E (V1, V2) denote with △(E˜) the number of edges
in E(V2, V3) which form a triangle with some edge of E˜ in G. Let V˜2 ⊆ V2 denote the
vertices which are incident to some edge of E˜ and set s = minv∈V˜2 degE˜(v). Then
△(E˜) ≥
{
|V˜2|n0p20/(2p) if s ≥ log2(n)n0p/nγ ,
(1− ǫ)2
(
|V˜2| − 5ǫn0
)
n0p0 if s ≥ 2ǫn0p0.
Proof. Fix v ∈ V˜2. Write V v1 = ΓE˜(v) and let V v3 = V3∩Γ(v)∩Γ(V v1 ) denote the subset
of vertices of V3 which form a triangle with v and some edge from E˜. By definition of
G every edge in E˜ is contained in at least (1− ǫ)n0p20 triangles with V3 and therefore
E(V v1 , V
v
3 ) ≥ (1− ǫ)|V v1 |n0p20. (1)
A.a.s. in Gn,p all disjoints sets A, B of sizes |A| ≥ log2(n)n0p0/nγ and |B| ≤
b = n0p
2
0/(2p) have at most (1 + ǫ)|A|bp edges between them. To see this, observe
that |A|bp ≫ log nmax {|A|, b} and the claim thus follows from Chernoff’s inequality
together with a straightforward union bound argument over all sets of size |A| and at
most b.
We now consider the two cases. If s ≥ log2(n)n0p0/nγ then (1) implies E(V v1 , V v3 ) ≥
(1− ǫ)|V v1 |n0p20 = 2(1 − ǫ)|V v1 |bp. For |V v3 | ≤ b this would contradict the bounds from
the Chernoff inequality in the previous paragraph; thus |V v3 | ≥ b, implying the desired
bound.
Now suppose that s ≥ 2ǫn0p0 and that v is such that its neighboorhoods in V1 and
V3 are of size (1 ± ǫ)n0p0 and induce a (ǫ, p)-lower-regular subgraph. As |V v1 | ≥ s the
assumption on p and v imply |V v1 | ≥ ǫ|Γ(v) ∩ V1|. Thus we can apply Lemma 2.2 to
deduce that at most ǫ|Γ(v) ∩ V3| vertices in Γ(v) ∩ V3 have no neighboor in V v1 . Thus
|V v3 | ≥ (1 − ǫ)|Γ(v) ∩ V3| ≥ (1 − ǫ)2n0p0. By Lemma 2.2 at most 4ǫn0 vertices do
have neighborhoods of the wrong size in either V1 or V3. By definition of G˜ at most
ǫn0 vertices have neighborhoods which do not induce an (ǫ, p)-lower-regular subgraph.
Thus △(E˜) ≥
(
|V˜2| − 5ǫn0
)
(1− ǫ)2n0p0, as claimed.
With these two lemmas at hand the proof of Lemma 2.11 can be summarized as
follows: Use the weak version implied by Lemma 4.1 to expand to a small fraction of
the edges spanned by Vk, Vk+1. Then invoke Lemma 4.2 (four times!) to expand to a
0.52-fraction of the edges in Vk+4, Vk+5. The details are given below.
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Lemma 2.11. Let η, α, γ > 0 and k ≥ 3γ be fixed and let p = n−1/2+γ/2. For ǫ
small enough depending on α a.a.s. every subgraph G ⊆ Gn,p which is from G ∈
G˜ (P 2k+4, n0, αp, ǫ) for some n0 ≥ ηn satisfies the following: all edges in G[V1 ∪ V2]
expand to at least a 0.52-fraction of the edges in G[Vk+4 ∪ Vk+5].
Proof. Write p0 = αp. Since G ∈ G˜
(
P 2k+4, n0, p0, ǫ
)
every edge in G[Vi ∪ Vi+1] forms
at least (1 − ǫ)n0p20 triangles with Vi+2. In particular every edge spanned by V1 ∪ V2
is connected to E(Vk, Vk+1) by ((1 − ǫ)n0p20)k−1 copies of P 2k . Furthermore since k ≥
3
γ >
3
2 · 1+γγ by Lemma 4.1 every edge in E(V1, V2) is connected to at least
((1− ǫ)n0p20)k−1
2nk−3p2k−3
= Θ(n2p)≫ n2p/nγ/2.
distinct edges in E(Vk, Vk+1) via the square of a path.
Therefore it suffices to show that every set E0 ⊆ E(Vk, Vk+1) of size at least
n20p0/n
γ/2 expands to at least a 0.52-fraction of E(Vk+4, Vk+5). To this end we will
apply Lemma 4.2 four times to G← G[Vk+i ∪ Vk+i+1 ∪ Vk+i+2] for i ∈ {0, 1, 2, 4}.
Set s = log2(n)n0p/n
γ . In Gn,p a.a.s. all degrees are bounded by (1 + o(1))np.
Therefore we can find a set of vertices V˜k+1 ⊆ Vk+1 of size
|E0| − n0s
Θ(np)
= Θ(n1−γ/2)
and an edge set E˜0 ⊆ E0 such that each v ∈ V˜k+1 is incident to exactly s edges of E˜0.
Apply Lemma 4.2 with G← G[Vk ∪ Vk+1 ∪ Vk+2], V˜2 ← V˜k+1, E˜ ← E˜0 and denote
the set of edges which form a triangle with some edge of E˜0 with E1 ⊆ E(V˜k+1, Vk+2).
We have |E1| ≥ p02p |V˜k+1|n0p0. Denote with V˜k+2 ⊆ Vk+2 the set of vertices which
are incident to more than s edges in E1. A.a.s. in Gn,p there exists no set S of size
|V˜k+1| = Θ(n1−γ/2) such that more than
√
n vertices have degree at least 2|V˜k+1|p into
S. Therefore for ǫ small enough depending on α
|V˜k+2| ≥ |E1| −
√
n ·Θ(np)− n0s
2|V˜k+1|p
≥
p0
3p |V˜k+1|n0p0
2|V˜k+1|p
≥ p
2
0
6p2
n0 ≥ 100ǫn0.
As before pick a subset E˜1 ⊆ E1 such that every v ∈ V˜k+2 is incident to exactly
s edges of E˜1. Apply Lemma 4.2 a second time with G ← G[Vk+1 ∪ Vk+2 ∪ Vk+3],
V˜2 ← V˜k+2, E˜ ← E˜1 and denote the set of edges which form a triangle with some
edge of E˜1 with E2 ⊆ E(Vk+2, Vk+3). We have |E2| ≥ p02p |V˜k+2|n0p0. Let V˜k+3 ⊆ Vk+3
denote the subset of vertices which are incident to more than s′ = 2ǫn0p0 edges in E2.
As E(Vk+2, Vk+3) is (ǫ)-regular, by Lemma 2.2 there are at most ǫn0 vertices in Vk+3
with more than (1+ ǫ)|V˜k+2|p0 neighbours in V˜k+2. And by definition of (ǫ)-regularity
these vertices are in total incident to at most ǫn0(1 + ǫ)|V˜k+2|p0 edges. Therefore for
ǫ sufficiently small
|V˜k+3| ≥ |E2| − ǫn0(1 + ǫ)|V˜k+2|p0 − n0s
′
(1 + ǫ)|V˜k+2|p0
≥
p0
3p |V˜k+2|n0p0
(1 + ǫ)|V˜k+2|p0
≥ p0
4p
n0 ≥ 100ǫn0.
As before pick a subset E˜2 ⊆ E2 such that every v ∈ V˜k+3 is incident to exactly s′
edges of E˜2. Apply Lemma 4.2 a third time with G← G[Vk+2∪Vk+3∪Vk+4], V˜2 ← V˜k+3,
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E˜ ← E˜2 and denote the set of edges which form a triangle with some edge of E˜2 with
E3 ⊆ E(Vk+3, Vk+4). We have |E3| ≥ (1− ǫ)2
(
|V˜k+2| − 5ǫn0
)
n0p0 ≥ 67 |V˜k+2|n0p0. Let
V˜k+4 ⊆ Vk+4 denote the subset of vertices which are incident to more than s′ = 2ǫn0p0
edges in E3. As before we obtain
|V˜k+4| ≥ |E3| − ǫn0(1 + ǫ)|V˜k+3|p0 − n0s
′
(1 + ǫ)|V˜k+3|p0
≥
5
7 |V˜k+3|n0p0
(1 + ǫ)|V˜k+3|p0
≥ 4
7
n0.
Applying Lemma 4.2 a fourth time we see E3 expands to (1− ǫ)2(|V˜k+4|−5ǫn0)n0p0 >
0.53n20p0 edges in E(Vk+4, Vk+5). This concludes the proof.
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