Empirical low-order models are constructed in the framework of a quasigeostrophic barotropic spectral model, truncated at T21. The spectral model is projected onto a linear subspace spanned by only a limited number of spatial structures called principal interaction patterns. The expansion coefficients of these modes are assumed to be governed by a forced, dissipative dynamical system with a quadratic nonlinearity that conserves turbulent kinetic energy and turbulent enstrophy. A simple empirical scheme for modeling the energy and enstrophy cascade assuming localization of the nonlinear interactions with respect to spatial scale is applied. The optimal low-order model, that is, the optimal basis functions and the optimal interaction coefficients, is determined by minimizing the mean-squared error between trajectories of the reduced model and trajectories of the T21 model. A model with 40 degrees of freedom succeeds in well capturing, in a long-term integration, the behavior of the T21 model monitored by the mean state, the variance pattern, autocorrelation functions, and probability distributions of the streamfunction. The model based on principal interaction patterns offers a substantial improvement on a model based on empirical orthogonal functions with the same number of degrees of freedom in capturing the autocorrelation function, the probability distribution, and the response of the system to a change in the forcing.
Introduction
The question of whether the large-scale atmospheric variability can be modeled by a low-dimensional nonlinear dynamical system, often referred to as a low-order model, has attracted considerable attention in the last decades. Traditionally, a low-order model is a highly truncated spectral Galerkin approximation to the equations of motion of the atmosphere. In the pioneering work of Lorenz (1963) , the partial differential equations governing Rayleigh-Bénard convection are drastically truncated to obtain a dynamical system retaining only three Fourier components. In the 1970s and 1980s, a large number of barotropic, as well as baroclinic, quasigeostrophic low-order systems were analyzed with regard to the phenomenon of blocking, the possible existence of multiple flow equilibria in the atmosphere, and predictability properties (e.g., Charney and de Vore 1979; Wiin-Nielsen 1979; Legras and Ghil 1985) .
However, all results and conclusions obtained from simulations with these classical low-order models are questionable, since it is unclear to what extent such idealized systems retaining only very few spectral components still capture the dynamics of the full equations of motion. Indeed, statistical-dynamical data studies (Bruns 1985; Kruse and Hasselmann 1986) reveal that a quantitatively correct modeling of atmospheric dynamics cannot be expected from such low-order systems.
It is possible to derive more realistic low-order models by using empirically determined patterns rather than Fourier modes as basis functions. A first attempt to use empirical orthogonal functions (EOFs) as basis functions for short-term predictions was made by Rinne and Karhila (1975) . Two diagnostic data studies by Schubert (1985 Schubert ( , 1986 indicate that dynamical processes are quite efficiently represented in terms of EOFs. Extensive studies on the use of EOFs as basis functions in a dynamical model for both prediction experiments and long-term simulations have been made by Selten (1995 Selten ( , 1997a . They show that EOFs in some situations allow for a far more efficient dynamical description than spherical harmonics. Achatz and Branstator (1999) also make use of EOFs in order to build an atmospheric model with reduced order.
A framework to arrive at even more efficient dynamical descriptions is offered by the concept of principal interaction patterns (PIPs) proposed by Hasselmann (1988) . Following the outline of Hasselmann, a general reduction algorithm has been derived and illustrated for a barotropic model by Kwasniok (1996) . The same methodology has been used in the context of highly idealized baroclinic wave life cycle scenarios (Achatz et al. 1995; Achatz and Schmitz 1997 ). An improved VOLUME 
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PIP approach has been derived by Kwasniok (1997a Kwasniok ( ,b, 2001 .
In the present study, low-dimensional models of barotropic quasigeostrophic flow are constructed using the PIP methodology of Kwasniok. Particularly careful attention is paid to a proper description of the nonlinear interactions in accordance with basic conservation properties of the underlying equation of motion. The study is an extension of previous work on the same model system (Selten 1995; Kwasniok 1996; Selten 1997a ) in several respects.
The paper is organized as follows: In section 2 the barotropic model used as dynamical framework is introduced. The methodology of constructing an optimal empirical low-order model is described in section 3. In section 4 the results are presented and discussed. The paper closes with a concluding section.
The dynamical framework

a. The barotropic model equation
In this study, a standard quasigeostrophic barotropic model with topography in spherical coordinates is used as dynamical framework. The model equation is
where ⌿ denotes the streamfunction, and q the potential vorticity; is the geographic longitude, and the sine of the geographic latitude; ٌ 2 and J stand for the Laplacian and the Jacobian operator, respectively. Equation (1) has been nondimensionalized using the earth radius a as unit of length and the inverse of the angular velocity of the earth ⍀ as unit of time; h represents a nondimensional effective topography which is related to the actual dimensional topography of the earth h* by h ϭ 2 0 A (h*/H), 0 being the sine of an average geographic latitude taken to be 45ЊN, A being a scaling factor set to 0.2, and H being a scale height (H ϭ 10 km). The Rossby deformation radius is set to infinity. The coefficient of the Ekman damping term k E has a value corresponding to a damping time scale of 15 days, and is a stream-⌿ function forcing independent of time. The barotropic model is considered on the Northern Hemisphere: 0 Յ Յ 2; 0 Յ Յ 1. The boundary condition of no meridional flow is applied at the equator:
The following class of scalar products for two sufficiently smooth functions f and g on the surface of the sphere is introduced:
It is convenient to separate the flow into the time mean and the anomaly field:⌿ ϭ ͗⌿͘ ϩ ⌿.
The turbulent kinetic energy of the flow (more precisely the vertically integrated turbulent kinetic energy per unit area) is Ê ϭ (1/2) [ , ] 1 where the nondimensionali-⌿ ⌿ zation is given by the factor ⍀ 2 a 2 p 0 /g, p 0 being standard surface pressure and g being the acceleration due to gravity. The turbulent enstrophy (the vertically integrated turbulent enstrophy per unit area) is V ϭ (1/2)[ , ] 2 , with nondimensionalization given bŷ⌿ ⌿ ⍀ 2 p 0 /g. As is well known, the nonlinear wave-wave interactions in the barotropic vorticity equation conserve turbulent kinetic energy and turbulent enstrophy.
b. The spectral model
The streamfunction is expanded into a series of spherical harmonics:
The functions Y ␣ are the real spherical harmonics normalized in a way that [Y ␣ , Y ␤ ] 0 ϭ ␦ ␣␤ holds. The expansion is triangularly truncated at wavenumber 21. Only odd modes are used because of the hemispheric domain and the boundary condition of Eq. (3). The number of degrees of freedom is then N ϭ 231. The topography and the forcing are also represented as series of spherical harmonics. The coefficient k H of the scale selective diffusion term is set to a value representing a damping time scale of 3 days at wavenumber 21. The external forcing is specified in a way that the system ⌿ has a mean state and a variance pattern similar to the 10-days running mean of the barotropic component of the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis streamfunction fields. See Selten (1995) for the detailed procedure. The barotropic model used in this study is identical with that used by Selten (1995 Selten ( , 1997a . The model is integrated in time using a dealiased spectral transform method and a standard integrator for systems of ordinary differential equations (a variable-order, variable-step Adams-Bashforth method). Figures 1 and 2 show the mean and the standard deviation of the streamfunction as obtained from a longterm integration (25 000 days daily data) of the T21 model. The mean state is very close to observations (not shown). The pattern of variability has significant differences. The model displays high variability around the pole, which is not realistic. The centers of variability over the Atlantic and the Pacific are reproduced at slightly different positions and with somewhat lower values. Presumably, it is not possible to reach a higher degree of realism given the purely barotropic framework used here. However, since the goal of the study is only to illustrate a strategy for low-order modeling, it is not crucial to capture the variability perfectly.
the scalar products introduced in Eq. (4) take the form
where n ␣ is the total wavenumber of the mode Y ␣ .
The turbulent kinetic energy and the turbulent enstrophy, respectively, are given by
analogy to the full barotropic model equation in its infinite-dimensional phase space, the nonlinear wavewave interactions in the spectral model conserve turbulent kinetic energy and turbulent enstrophy.
Construction of the low-order model
Now the T21 model is regarded as truth, and the goal is to construct a low-order model that captures the principal properties of the long-term behavior of the T21 model.
a. Principal interaction patterns
We consider an L-dimensional linear subspace P of the 231-dimensional phase space of the spectral model spanned by only a few spatial modes, which remain to be determined:
L
The modes p i will be called principal interaction patterns. In order to simplify the notation from now on Greek indixes always run from 1 to N, Latin ones from 1 to L if not explicitly indicated otherwise. Each PIP is a linear combination of the spherical harmonics:
The streamfunction anomalies are expanded into a series of PIPs:
EOFs have been used as basis functions in low-order models of barotropic flow by Selten (1995 Selten ( , 1997a . Here, we go further and derive optimized modes in a way described later. The expansion coefficients of the PIPs are assumed to be governed by a forced, dissipative dynamical system with quadratic nonlinearity:
Without loss of generality the nonlinear couplings can be chosen symmetrically: a ijk ϭ a ikj . This ansatz for the structure of the dynamical model seems natural given the underlying quadratically nonlinear hydrodynamic equation of motion. The nonlinear part of Eq. (11) describes the wave-wave interactions; the linear operator summarizes the mean-wave interactions, the effects of Coriolis force, and topography, as well as the dissipative processes; the forcing consists of the external forcing and the effective anomaly forcing due to the mean state.
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In contrast to the study by Kwasniok (1996) , the interaction coefficients are to be inferred empirically rather than obtained by projection of the barotropic model equation onto the PIPs. One may think of the empirically determined interaction coefficients as corrections to the interaction coefficients that result from a projection of the model equation onto the patterns. These corrections then act as an empirical closure scheme to account for the effect of the unresolved modes onto the resolved modes (cf. Achatz and Schmitz 1997; Selten 1997a; Achatz and Branstator 1999) . There is a gauge freedom in the formulation of the PIP model (Kwasniok 1996) . The patterns are only determined to within an arbitrary regular linear transformation. This gauge freedom can be eliminated by referring to some normal form for the matrix of patterns P, that is, by imposing constraints on the patterns. For reasons that become clear in the next section in this study, the PIPs are assumed to be orthonormal with respect to the kinetic energy scalar product and (in contrast to Kwasniok 1996) orthogonal with respect to the enstrophy scalar product:
The modes are ordered according to increasing enstro-
Because the patterns are determined empirically, all the values i are generically pairwise different. The quantity i provides a measure of the spatial scale of the mode p i and is comparable to the quantity n ␣ (n ␣ ϩ 1) in case of spherical harmonics. This will become important later. The PIP expansion coefficients are, in general, not uncorrelated.
b. Conserved quantities of the low-order model
Selten (1997a) investigated low-order models based on EOFs with empirically derived interaction coefficients within the class of quadratically nonlinear models. He observed that, when integrating these models in time, the solutions rapidly amplify without bounds after only about 20 days of integration. Obviously, the model class of all quadratically nonlinear dynamical systems is too large for an empirical fitting procedure to extract physically sensible models. One clearly has to restrict the admissible model class by exploiting prior knowledge about the underlying system. An appealing possibility to do so lies in demanding that the nonlinear terms of the low-order model, in analogy to the barotropic model equation and to the spectral model, conserve turbulent kinetic energy and turbulent enstrophy. The importance of conservation laws for reduced models has already come out in the study by Kwasniok (1996) . Using a metric in a Galerkin projection that guarantees energy conserving nonlinear terms in the resulting dynamical system improved the performance of the low-order model considerably. Particularly, if the linear operator in the PIP model is dissipative, conservation of at least one of the two integral quantities by the nonlinear terms ensures that solutions to the PIP model stay bounded for all times. Also with other nonlinear model systems from theoretical physics, conservation properties have been shown to be important in constructing reduced models (Kwasniok 1997a) .
The turbulent kinetic energy of a fluid state characterized by the expansion of Eq. (10) is
The tendency of Ê P and V P , respectively, due to the nonlinear terms in the PIP model, is given by
The conditions (dÊ P /dt) nl ϭ 0 and (dV P /dt) nl ϭ 0 are equivalent to the following set of relationships among the nonlinear interaction coefficients:
i ijk j jik k kij
From Eqs. (14) and (15) it immediately follows that a iii ϭ 0 and a iij ϭ a iji ϭ a jii ϭ 0. As a consequence, the nonlinear terms also conserve phase space volume (Liouvillian property):
The conditions for the nonlinear interaction coefficients in Eqs. (14) and (15) are completely analogous to the classical wave triads, which occur when projecting the barotropic vorticity equation onto a basis of spherical harmonics. Each triple of modes (p i , p j , p k ) with i Ͻ j Ͻ k may be termed an empirical interacting wave triad. Each triad is associated with one free parameter ijk :
The nonlinear coupling coefficients are thus completely characterized by
Note that the constraints of Eqs. (12) and (13) are crucial for the simple triadic structure of the nonlinear interactions. For example, when diagonalizing the covariance matrix instead of the enstrophy form, as is the case with standard EOFs, the situation is different. The conservation properties are invariant under linear transformations but the resulting relationships among the nonlinear interaction coefficients are then much more involved.
Dynamical models of the type given in Eq. (11) satisfying the conditions of Eqs. (14) and (15) belong to the class of so-called hydrodynamic-type systems introduced by Obukhov (1971) . They actually form a subclass of the hydrodynamic-type systems, since Obukhov only required conservation of energy and phase space K W A S N I O K volume in order to include fluid systems that do not possess an enstrophy-like invariant.
c. A simple model of the energy and enstrophy cascade
The class of quadratically nonlinear dynamical systems with conservation of turbulent kinetic energy and turbulent enstrophy by the nonlinear part is still rather broad. The number of interacting triads grows as L 3 . Except for the case of very few patterns, it appears desirable to exclude certain triads a priori. It is a widely accepted view that the action of nonlinearity in twodimensional turbulence can be essentially summarized in the picture of cascade processes. Turbulent kinetic energy and turbulent enstrophy are redistributed through the spatial scales. This leads to the idea of restricting the direct nonlinear interactions to neighboring spatial scales. At the most drastic level of simplification one keeps only the nearest neighbor interactions, that is, only
It is convenient to introduce the abbreviations u i ϭ a i iϩ1 iϩ2 , i ϭ a iϩ1 i iϩ2 , w i ϭ a iϩ2 i iϩ1 , and r i ϭ i iϩ1 iϩ2 for i ϭ 1, . . . , L Ϫ 2. The dynamical equation of the PIP model then reads
i j j i j Here and in the following, we adopt the convention that terms are dropped whenever an index outside the range between 1 and L occurs. The tensor of nonlinear interaction coefficients has 3L Ϫ 6 nonzero entries that are fixed by L Ϫ 2 free parameters:
The concept pursued here offers a fairly general framework. It can be readily extended in a systematic manner by successively widening the range of interactions, that is, by including also second nearest neighbor interactions and so on. In the present paper, however, we stick to the simplest case of only nearest neighbor interactions. The cascade modeling approach can be modified to apply to more complex atmospheric models, for example, baroclinic quasigeostrophic models or even models beyond quasigeostrophy. The idea of localization of the nonlinear cascade processes pursued here is in the spirit of shell modeling of turbulence (e.g., Yamada and Ohkitani 1988; Ohkitani and Yamada 1989) . The mathematical structure of the nonlinear term in Eq. (19) is exactly that of a shell model of two-dimensional turbulence. Moreover, the present strategy of constraining the admissible model class by selecting a priori certain three-dimensional subsystems based on general principles of hydrodynamics is somewhat in line with the modular approach to low-order systems suggested and discussed by Gluhovsky and Agee (1997, 1999) . However, Gluhovsky and Agee restrict their view to the classical low-order models obtained by a projection of some equation of motion onto Fourier modes.
It has to be admitted that the strategy of only nearest neighbor interactions is ad hoc and cannot be justified rigorously in the present context. In contrast to shell models, where the variables represent well-separated spatial scales, and the nearest neighbor structure of the interactions follows strictly from the quadratic nonlinearity in the governing equation, the PIPs can be expected to concentrate on the large-scale structure of the flow and therefore to be quite close to each other in spatial scale. Moreover, recent studies have shown that two-dimensional turbulence is not a local inertial cascade. In contrast to three-dimensional flow, nonlinear interactions are quite nonlocal in two-dimensional flow. On the other hand, shell models are artificial in the respect that they summarize a whole shell of wavenumbers into a single scalar variable, which is clearly not rigorously justified.
d. The variational principle
The matrix of patterns P and the interaction coefficients r, b, and c are the free parameters of the loworder model. In order to obtain a low-dimensional model that mimics the dynamics of the T21 model, these parameters are determined by data assimilation in the following manner. Consider an initial condition 0 ϭ ⌿ Y ␣ characterized by the spectral coefficients where ͗ · ͘ denotes the ensemble average over the attractor on which the asymptotic motion of the T21 model resides. In practice it is replaced by the average over a large number of realizations taken at uncorrelated times from a long time series generated by an integration of the spectral model assuming ergodicity of the system.
The optimal low-order model, that is, the optimal set of patterns and the optimal interaction coefficients, is determined by minimizing the error function. The cost function of Eq. (23) is an extension of the original proposition of Hasselmann (1988) . Looking at trajectories over a finite time can be expected to include more dynamical information about the system than just local tendencies. Instead of only considering the error at time t ϭ , one may take an average of the error over the entire temporal interval 0 Յ t Յ as proposed by Kwasniok (1997a Kwasniok ( , 2001 . But the simpler cost function used here is usually sufficient. Introducing the projection of the error onto the patterns
(24) the cost function can be split into two parts: 
where measures the mean squared error due to the 2 0 projection onto PIP space and depends only on the set of patterns and not on the dynamical behavior of the PIP model, and refers to the dynamics of the low-2 dyn order model in PIP space.
The variational principle poses a high-dimensional nonlinear minimization task that is solved numerically by a quasi-Newton method (Gill et al. 1981 ). The constraints on the patterns [Eqs. (12) and (13) ⌿ ϩ ͗⌿ ͘ ϩ 2[n (n ϩ 1)] 
The system of adjoint equations reads
The nonlinear minimization procedure in the form outlined here is computationally feasible only if the number of patterns in the reduced model, as well as the dimension of the phase space of the full model are not too large. For the present turbulent barotropic model, it is still managable on current workstations. But in large atmospheric models with many vertical levels and/or other physical variables apart from the streamfunction the optimization becomes very tedious even on a vector computer and may not be robust any more. However, there are two conceivable ways out of this problem involving approximate solutions to the full optimization problem. Firstly, one can expand the cost function with respect to the patterns up to second order about some reference pattern set, for example, EOFs and then minimize that approximate cost function. This reduces the calculation of the patterns to a linear eigenvalue problem rather than a nonlinear minimization. The second possibility is to use knowledge about the system to restrict the admissible class of pattern sets a priori. One could focus the patterns to capture particular dynamical processes that are known to be important in the system; for example, one may exploit the strong nonnormality of the linear operator generically present in atmospheric models to facilitate the optimization (cf. the discussion in the next section).
Results and discussion
Low-order models have been derived from the T21 model based on a sample of 25 000 days worth of daily data for various numbers of PIPs. This sample size proved to be large enough to robustly identify the patterns and the interaction coefficients. The integration time in the cost function is a free parameter of the method. It would be appealing to relate it to some physically meaningful time scale of the barotropic model, but it is not obvious how to do this. In the present study, the integration time is determined empirically in the following manner. When varying , one observes that a very small leads to a linear operator b with very little damping. The reduced model then has too much variance. On the other hand, a very large leads always to a linear operator that has too much damping. The reduced model then has hardly any variance at all. When increasing the variance of the low-order model decreases monotonically. A reasonable integration time is determined such that the linear operator b contains the correct amount of damping for the reduced model to have in a long-term integration the same mean turbulent kinetic energy as the T21 model projected onto PIP space. In the following, as an example, results are illustrated for a model based on 40 modes. The integration time can then be taken to be 1 day. All statistical quantities shown are calculated from 25 000 days of daily data obtained from a posttransient integration of the PIP model. At some places, results for an EOF model with 40 patterns are also quoted. In the present context, an EOF model means a model in which the interaction coefficients are determined through the same procedure as with the PIP models but in which the patterns are fixed as the L leading EOFs with respect to the kinetic energy norm {suitably rotated to have them orthogonal in the enstrophy metric [Eq. (13)] rather than uncorrelated}. Such a comparison is obvious since EOFs have been used as basis functions in reduced models and are easier to calculate than the PIPs. Figure 3 displays the mean streamfunction. The accordance with the T21 model (Fig. 1) is almost perfect. In Fig. 4 the spectrum of turbulent kinetic energy associated with the PIPs in the complete model and the PIP model, respectively, is given. The agreement is very close. Figure 5 shows the standard deviation of the streamfunction in physical space obtained from the integration with the PIP model. The spatial variance involves the full covariance matrix of PIP coefficients rather than just its diagonal as with the spectrum in Fig.  4 and thus contains more information since the PIPs are not uncorrelated. The pattern of variability of the T21 model (Fig. 2) is well reproduced with somewhat lower amplitudes. This mainly corresponds to the error due to the projection onto PIP space. The 40 PIPs capture 87.8% of the mean turbulent kinetic energy of the system. When comparing Fig. 5 with a projection of the variability of the T21 model onto PIP space (not shown) the accordance is almost perfect. We remark that the first and second moments of the streamfunction are also modeled very well with the EOF model using 40 patterns.
In order to assess the performance of the PIP model in the time domain the autocorrelation function of the VOLUME 61 streamfunction anomalies at a representative location (52.6ЊN, 16.9ЊE) is displayed in Fig. 6 . It is the point of the transform grid with maximum streamfunction variance in the European area (cf. Fig. 2 ). Here also, the corresponding curve for the EOF model is given. The autocorrelation of the T21 model reflects a red temporal spectrum typical of large-scale atmospheric variability. This principal feature is well captured in the PIP simulation. However, the PIP model is significantly less persistent; it has too little low-frequency variability. This turned out to be always the case with low-order models. In the EOF model, this deficiency is clearly far more severe. The autocorrelation decays much too fast. An EOF model with about 80 patterns is necessary to capture the autocorrelation function as well as with 40 PIPs. Figure 7 illustrates the cumulative probability distribution of the streamfunction at the grid point (52.6ЊN, 16.9ЊE) in the T21 model, the PIP model with 40 modes, and the EOF model with 40 modes. The probability density is quite strongly non-Gaussian with high flanks. This corresponds to a regimelike behavior that is also visible in the time series (not shown). The PIP model captures the distribution quite well, but a clearly significant error remains. The EOF model is far off, having too much mass of the distribution close to zero values and failing to reproduce the regime behavior that manifests itself in the flanks. Note that the probability density function is the derivative of the graphs when assessing the degree of correspondence. In an EOF model, about 100 modes turn out to be necessary to model the probability distribution as well as with 40 PIPs.
An interesting question is to what extent the reduced model can still capture the dynamics of the system when a change in the forcing of the model is applied. One may expect this to be a weak point of reduced models with empirically fitted terms in the equations, since a lot of parameters without an apparent physical meaning are adapted for given forcing conditions and it is not at all clear if the reduced model is still valid for different forcing conditions. Figure 8 shows the cumulative probability distribution of the streamfunction at the grid point (52.6ЊN, 16.9ЊE) when a forcing perturbation is applied in the T21 model, in the PIP model with 40 modes and in the EOF model with 40 modes. The perturbation in the forcing consists of increasing the absolute forcing by 10% while keeping its spatial structure.
In the reduced models, the projection of the change in the forcing onto the patterns is added to the empirically determined forcing. A response of the T21 model to the forcing perturbation is clearly visible. This response is fairly well captured by the PIP model. The EOF model is far worse; interestingly, its distribution is now rela- tively close to that of the T21 model with the original forcing. Figure 9 gives the first two PIP and EOF modes from the models with 40 modes. Remember that the modes are ordered by spatial scale being orthogonal with respect to the enstrophy metric rather than being uncorrelated. Hence, the EOFs are actually rotated EOFs here. The first two large-scale modes in the PIP and in the EOF model are very similar to each other. Differences are larger for the higher modes at smaller scales (not shown).
Some remarks on the dependence of the results on the order of the reduced model can be made. The first and second moments can already be modeled reasonably well with only about 15 patterns (cf. Kwasniok 1996) . Capturing the temporal behavior, namely the strong persistence, and the probability distribution turns out to be a much more ambitious task. A quite high-dimensional dynamical system is needed to reproduce them correctly. Only with 40 modes do they start to get close to those in the T21 model.
One might wonder why the PIP models derived in the present study work quite well although there is no rigorous theoretical foundation for the restriction to nearest neighbors in the nonlinear interactions. An explanation may lie in the following observation. When examining the relative size of the contributions of the forcing, the linear interactions and the nonlinear terms to the tendencies in the T21 model one finds that the linear terms, especially the interactions of the anomalies with the mean flow, clearly dominate. Also in the longterm integration of the PIP models the linear contributions are distincly larger than the nonlinear ones. This statement is independent of the particular gauge chosen for the PIPs. Since the optimized linear tensor brings the tendencies of the reduced model close to the tendencies of the T21 model it may be that there are a couple of empirically fitted nonlinear cascade schemes that work equally well provided they conserve at least energy to prevent nonlinear instabilities of the system. For example, it is conceivable that inclusion of also second nearest neighbors leads to a nonlinear scheme with quite different interaction structure but a similar long-term behavior. This would be somewhat discouraging despite the good simulation results obtained here because it renders a physical interpretation of the loworder model doubtful.
A related issue is the question of how much the empirically determined interaction coefficients deviate from the interaction coefficients that result from a Galerkin projection of the barotropic model equation onto the PIPs. For the low-order model to be physically meaningful one would expect that the empirical variational principle applies only relatively small corrections to the interaction coefficients obtained from the model equation. These corrections then form an empirical closure scheme to account for the interactions of the PIPs with the neglected modes. Very large corrections, however, changing the whole interaction structure, would be somewhat unsatisfying even if they lead to a good simulation of certain quantities, because they are hardly interpretable. In order to get an impression of the magnitude of the corrections, we calculated the ratio of the sum of squares of the corrections to the sum of squares of the coefficients resulting from a projection separately for the nonlinear interaction coefficients (only those included in the nearest neighbor model), the linear interaction coefficients and the forcing coefficients. For the PIP model with 40 modes, the ratios are 0.53, 0.21, and 0.16, respectively. The corresponding ratios for the EOF model with 40 modes are 0.61, 0.39, and 0.20, respectively. The corrections are of medium size in the present case. They are smaller with the PIPs than with the EOFs, particularly for the tensor of linear interaction coefficients. This indicates that the PIPs cover the principal dynamical processes of the system better than the EOFs. The PIP model needs only smaller corrections, yet performs better.
An issue related to the discussion of the last two paragraphs is the question why the PIP model performs so well. It turns out to be important to choose special patterns, particularly to let the patterns deviate from the EOFs. But what characterizes the PIP space physically, apart from the mathematical statement that they minimize the introduced cost function? And what is the role of the different schemes to determine the interaction coefficients and of the constraints involved in them? Reduced models have been derived from the same barotropic model system used here by Kwasniok (1996) where the nonlinear terms were obtained by projection of the model equation onto the PIPs. In the present study the interaction coefficients are empirically fitted. Both classes of PIP models work roughly equally well. The present finding that EOFs are far from optimal as basis functions in a reduced model is somewhat in line with other recent work that argues the inadequacy of EOFs as a basis for the dynamics (Farrell and Ioannou 2001) . The study of Farrell and Ioannou (2001) refers to a purely linear stable system driven by an idealized stochastic forcing, which is clearly not the situation in a nonlinear atmospheric model with spatially inhomogenous forcing. Nevertheless, one may get some insight by investigating the nonnormality of the linear operator of the various reduced models. It seems conceivable that a crucial property of the PIPs is their ability to capture the strong nonnormality of the linear operator of the system well. But this is outside the scope of the present study and will be addressed elsewhere.
Conclusions
Empirical low-order models of barotropic quasigeostrophic flow are derived. The streamfunction is represented in terms of a limited number of spatial modes. The ansatz for the model equation is a quadratically nonlinear dynamical system. The nonlinear part is formed by an empirical nearest neighbor cascade mod-K W A S N I O K eling scheme that conserves turbulent kinetic energy and turbulent enstrophy. The basis functions and the interaction coefficients are determined by data assimilation using data from a spectral model, truncated at T21. A low-order model with 40 modes captures the principal statistical properties of the T21 model. In contrast to earlier work on the same model system, not only first and second moments of the streamfunction are captured but also the autocorrelation function and the probability distribution, which are much harder to model. For these latter quantities, a larger number of modes than previously used turns out to be necessary. The PIP model with 40 modes is substantially superior to an EOF model with 40 modes in modeling the autocorrelation function, the probability distribution, and the response of the system to a change in the forcing. About 100 EOFs are needed to model the system as well as with 40 PIPs.
From a formal point of view, the illustrated concept of deriving low-order models is quite general and can be systematically extended by including also second or further nearest neighbors in the cascade scheme to apply to a large class of atmospheric models. However, it has to be admitted that the testbed used in the present study is very simple. Hence it remains difficult to judge to what extent the findings can be transfered to a more realistic setting, either a more dynamically vigorous numerical system such as a baroclinic model or the real atmosphere.
