In the development of a magnetic resonance imaging spectrometer, the equipment fault detection methods are mainly reliant on visual inspection of reconstructed images or k-space data, combined with observation of the output waveforms via an oscilloscope. However, when using the above methods, it may be quite difficult to determine minor design flaws that would produce image ghost or other problems. This article presents a fault detection method that is based on acquisition and analysis of the output waveforms from the spectrometer. While a sequence is running, the spectrometer outputs, including the digital gate and the gradients, are sampled using a data acquisition card. The acquired data is then processed using a high-performance graphic processing unit to allow the feature points, which are the endpoints of the waveform segments in this design, to be extracted. The processing operation is composed of data filtering, differencing, and clustering. Finally, the extracted feature points are compared with the predefined feature points of the sequence to determine any design errors. This method has been used to solve image ghost problems in our home-built spectrometer.
| INTRODUCTION
Magnetic resonance imaging (MRI) has become one of the most useful tools in clinical imaging diagnosis, neurocognitive, and biomedical research because of advantages such as nondestructive measurement and high soft tissue resolution. In an MRI system, one of the most important pieces of equipment is the spectrometer, which controls the system operation, generates both gradient pulses and radio frequency (RF) pulses, and receives echo signals through execution of a pulse sequence. It is an interesting and valuable work to develop a home-built spectrometer in certain circumstances, including research, engineering, and education. Some spectrometers have been developed for MRI or nuclear magnetic resonance applications, [1] [2] [3] [4] [5] along with related techniques, including pulse programmers, [6] [7] [8] sequence programming, 9,10 RF synthesizers, 11, 12 and digital receivers. 13, 14 It is important to determine whether or not the spectrometer works correctly while a pulse sequence is running. For the developers, the most common methods largely consist of visual inspection of reconstructed images or k-space data, and observation of the output waveforms using an oscilloscope. However, if the imaging results do not meet expectations, these methods are not always suitable for determination of the design mistakes in the spectrometer or the pulse sequence. While some methods are available to judge image ghost, [15] [16] [17] it is sometimes difficult to find the cause of the fault intuitively from reconstructed images or k-space data, because it requires rich knowledge and experience, and these methods are mainly based on the assumption that the spectrometer works correctly. In contrast, it is difficult for the developers to capture occasional exceptions or details of the waveform from the oscilloscope over a long observation period because of the limitations of the display and the storage. Therefore, the developers may need a long time to solve such problems, which will increase both the difficulty and the cost of spectrometer development.
If the spectrometer is considered as a black box, its outputs, which mainly consist of digital outputs (e.g., the digital gate to the RF power amplifier), the gradient, and the RF output, reflect its behavior and overall performance to a large extent. To aid with fault detection and thus accelerate the development of the spectrometer and its pulse sequences, this paper presents a method that is based on acquisition and analysis of the spectrometer's output waveforms. During execution of a sequence, the digital gate and the three gradient channels of the spectrometer are sampled using a data acquisition card (DAC) with a specified sampling rate. At present, the RF output is not selected because of its high-frequency characteristics, which will be a heavy burden in terms of data sampling, storage and processing. The mass acquired data is then sent to a graphic processing unit (GPU). GPU technology has developed remarkably in recent years 18 and provides a powerful data processing capacity for rapid post-processing. The feature points from each sampled channel are extracted separately after a sequential data filtering, differencing, and clustering operation. In this design, the feature point is selected as the endpoint of a digital gate pulse or an ascending (or descending) gradient segment. Finally, the extracted feature points are compared to predefined feature points, which were created based on the architecture and the parameters of the sequence, to determine whether there are any mistakes. This comparison information could help developers to determine the details of any design fault in the spectrometer. The code for data sampling, feature points extraction and comparison is open and free, and someone could get it via sending a mail to the corresponding author. The proposed method has been used to solve image ghost problems in our home-built spectrometer, and the feasibility of the method was validated.
| MATERIALS AND METHODS

| Hardware
The hardware block diagram is shown in Figure 1 .
Four spectrometer output channels, including the digital gate and gradients X, Y, and Z, are sampled using a DAC. The digital gate pulse has a fixed electrical level (either +5 V or +3.3 V), and the gradient waveform amplitude is generally less than 10 V. Additionally, both the pulse width of the digital gate and the periods of the gradient segments are usually of the order of 100 ls or 1 ms in the imaging process. Under these conditions, a specific DAC, the DAQ-2005 (ADLINK Technology Inc., Beijing, China), is used. This DAC has a sampling rate of 500 ksps, an amplitude range from À10 V to 10 V, and 16 bit resolution. Thus, the sampling interval DT is 2 ls, and this resolution is basically sufficient to depict the digital gate pulses and the gradient segments. The DAC control program runs under LabView software (National Instruments Co., Austin, TX.).
The sampling process begins just before the execution of a pulse sequence and terminates at the completion of the execution. As a result, the quantity of data acquired is enormous; for example, a T1-weighted spin echo (SE) sequence, for which the time-of-repetition (TR) is 500 ms, the number of phase encoding is 256, and the number of excitations (NEX) is 2, requires an execution time of 256 s; therefore, the amount of data acquired will exceed 256 s9500 ksps916 bit94=1024 MB. This constitutes a fairly heavy burden for a computer's central processing unit (CPU), and will lead to unacceptable processing time. However, a GPU has a multi-coprocessor architecture that provides massive computational capability, and is particularly suitable for parallel data processing. The GPU used is the GeForce GTX580 (NVIDIA Co., Santa Clara, CA), which has 512 coprocessors, a 772 MHz core frequency, and a 1.5 GB on-card memory. The GPU processes all acquired data in parallel, extracts the feature points from each of the sampled channels, and sends them to the CPU for subsequent comparison.
3 | SOFTWARE
| Feature points extraction
The flow chart for the feature points extraction process is shown in Figure 2 .
| Data filtering
Generally, because of the effects of external noise and interference, the acquired data must be filtered before they are analyzed. A median filter is appropriate for elimination ) where s 0 is the original acquired data, and the filter window width, 2M + 1, is dependent on the density of the impulse noise and the isolated glitches in the waveform. The median filter is followed by use of a linear windowed filter that can mitigate the effects of Gaussian noise and is calculated using Equation (2):
For simplicity and to avoid edge blurring, the window function used here is rectangular and the window width is set at 3.
| Data differencing
First order differencing is carried out according to the following equation:
where the differential gap d must be small for the digital gate but relatively large for the three gradient channels, given that the gradient waveform changes more gently. Step 1 Step 2
Step 3
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pulses, and k 1 is an adjustable factor. Herein, the acronym CFP is used to denote the set of candidate feature points, thus each channel has a CFP separately. This type of thresholding method may work improperly when the phase encoding gradient pulse is close to zero or in the case of a very small invariant gradient pulse. Under these circumstances, manual intervention is required in the subsequent comparison.
| Data clustering
The candidate sets should be compressed to ensure that each endpoint corresponds to only one feature point. A cluster analysis method that is based on distance is used to discriminate the actual points. For each CFP, the main processing steps are as follows:
1. Set the first element of the CFP as the current point; 2. Create a new cluster using the current point; make that the current cluster, and set the current point position as the cluster position; 3. Check the next element of the CFP; if the distance between this element and the current point is less than 3 and the distance between the element and the current cluster position is less than a specific threshold, then put the element into the cluster, update the current point to this point, adjust the current cluster position to the mean value of its constituent elements, and repeat this step; 4. Otherwise, make the element the current point, and return to step (2) until the end of the CFP.
For the digital gate, the points that are located closest to the position of each cluster are chosen as the feature points. For the gradients, the feature points are the first and last elements of each cluster after removal of those clusters that have few elements.
An example of the data filtering, differencing, and clustering is shown in Figure 3 .
| FAULT DETECTION
| Creation of predefined feature points
As shown in the left part of Figure 4 , the majority of the pulse sequences generally adopt multilayer loop architectures, involving phase encoding, phase cycling, slice selecting, and multi-echo. Different sequences can have complex or simple architectures; for example, the SE is composed of three loops that include phase encoding, phase cycling, and slice selecting, and the fast spin echo is composed of all four loops. Because such a generic architecture is used, a program that uses the same multilayer loop as the undertest sequence is used to generate the four feature point sets and calculate their times and amplitudes. A block diagram of the program is shown in the right part of Figure 4 .
The inputs to the program are in two parts: the first part consists of the parameters used to describe each loop, for example, the number of phase encoding, the TR, and the increment in the phase encoding gradient are used to describe the phase encoding loop; the second part consists of the relative time and amplitude of each digital gate pulse or gradient segment. Therefore, the information for all feature points in a specific number of phase encoding, phase cycling, slice and echo can be determined if all digital gate pulses (with relative start and end time parameters) and ascending (or descending) gradient segments (with relative start and end time parameters and amplitudes) are given. The amplitudes of the endpoints of most gradient segments remain invariant, except for those of the phase encoding pulses that should be calculated in light of their encoding steps.
| Comparison
The four predefined sets are compared with each corresponding extracted set to check whether errors exist. For each predefined set, every element is checked to determine whether there is one and only one matched element in the corresponding extracted set, which has almost the same 
is met, then these two points are matched. Here, the factors k 2 and k 3 are set as 10 and 0.1, respectively. Otherwise, the predefined point is marked as being mismatched. Any extracted point that has no matched predefined point is also marked as being mismatched. Figure 5 shows an example of such mismatched points in a comparison process. After the check mentioned above is performed, all predefined and extracted sets are inspected. Any mismatched element found will then be marked for deeper inspection. The developers need to rule out those elements due to the limitations of the thresholding method used in data differencing, and find the cause of any fault revealed by the real mismatched feature points.
| RESULTS AND DISCUSSION
The proposed method was used in the development of our home-built MRI spectrometer. The resulting spectrometer was connected to a 0.35 T MRI system to carry out imaging experiments. In this system, we used an AN8111 RF power amplifier (Analogic, Inc., Peabody, MA) and a GA-300 gradient power amplifier (Performance Controls, Inc., Montgomeryville, PA).
When the T1-weighted SE sequence was debugged, two different causes of faults were detected using the proposed method; one was in the sequence design and the other was in the firmware design, and they are illustrated in Figures 6  and 7 , respectively. The main experimental parameters are as follows: spectrometer frequency=14.89 MHz; NEX=2; TR=500 ms; echo time=18 ms; image size=2569256; field of view=2409240 mm 2 ; slice thickness=8 mm; slice gap=1 mm; receiving bandwidth=25 kHz.
As shown in Figure 6 (A), there is an obscure overlapping ghost at the top and bottom of the water phantom in a particular image. It was found that this type of ghost always existed, regardless of the TR, the number of slices, or the slice gap. Therefore, we used the proposed method to help determine the source of the problem. It was found that most of the predefined and extracted feature points were mismatched. As shown in Figure 6 (C), for a twotimes phase cycling, while ignoring the measurement error, the time intervals of the identical digital gate pulses in the adjacent TR periods are approximately 500.26 and 500.00 ms. However, these intervals should in theory be equal. After checking of the source code of the sequence, it was found that an error existed in the sequence timing, (E) and (F) illustrate the digital gate and the read gradient at the time of the fault occurrence, respectively. It is obvious from these images that the scheduled read gradient was not generated which led to the result where the two-times average has a different time span for each TR period, and thus produced the ghost. After the mistake was corrected, the ghost disappeared, as shown in Figure 6 (B). Another case involved a bright line ghost that occurred occasionally in the experiments, as shown in Figure 7 (A), while the normal image is shown in Figure 7 (B). While this case occurred very rarely, it was equally unacceptable. It was quite difficult to find the reason through observation of the output waveforms of the spectrometer on an oscilloscope. However, when using the proposed method, we found that if such a ghost occurred, most of the predefined and extracted feature points were matched, except for a few points of the read gradient that were located in a specific TR period. In such a period, the scheduled read gradient was not generated, as shown in Figure 7 (F), thus leading to an erroneous echo signal. After hardware inspection, we found that this was caused by a design fault in the gradient generation. A field programmable gate array (FPGA) device is used to implement gradient control. Unreasonable use of the combinational logic led to the risk of abnormal FPGA behavior. After this FPGA design bug was fixed using sequential logic, the bright line ghost subsequently disappeared.
In these experiments, the GPU processing times that were required for all four channels were: 0.52 s for median filtering (window width 5), 0.21 s for linear windowed filtering (window width 3), 0.18 s for data differencing, and 1.67 s for clustering. Obviously, the GPU requires a little time to complete its computing task. This processing speed guarantees the practicality of use of the proposed method.
| CONCLUSIONS
In this article, a fault detection method for MRI spectrometers that is based on acquisition and analysis of the spectrometer's output waveforms is discussed. The method was developed to accelerate the debugging processes of the spectrometer and its pulse sequences, and could act as an efficient supplement to the existing test methods.
The outputs of the spectrometer under test, including the digital gate and the gradients, are first sampled using a DAC. The acquired data are then processed using a high performance GPU to extract the feature points of the waveform segments. Finally, the extracted feature points are compared to the predefined points from the under-test sequence, which were created previously based on the architecture and the parameters of the sequence, to locate any errors. The proposed method has been used in the development of our home-built spectrometer. Two causes of faults that led to different image ghosts were detected using the method.
In future work, the method need to be optimized to improve the accuracy and robustness of the feature point extraction.
