The complex nature of inertial confinement fusion (ICF) experiments results in a very large number of experimental parameters that are only known with limited reliability. These parameters, combined with the myriad physical models that govern target evolution, make the reliable extraction of physics from experimental campaigns very difficult. We develop an inference method that allows all important experimental parameters, and previous knowledge, to be taken into account when investigating underlying microphysics models. The result is framed as a modified χ 2 analysis which is easy to implement in existing analyses, and quite portable. We present a first application to a recent convergent ablator experiment performed at the NIF, and investigate the effect of variations in all physical dimensions of the target (very difficult to do using other methods). We show that for well characterised targets in which dimensions vary at the 0.5% level there is little effect, but 3% variations change the results of inferences dramatically. Our Bayesian method allows particular inference results to be associated with prior errors in microphysics models; in our example, tuning the carbon opacity to match experimental data (i.e., ignoring prior knowledge) is equivalent to an assumed prior error of 400% in the tabop opacity tables. This large error is unreasonable, underlining the importance of including prior knowledge in the analysis of these experiments.
Introduction

1
The design of experimental schemes to reach thermonu- 
30
The data analysis approach that we describe is particu- which of the models should be investigated, and produc-37 ing a consistent picture of the implied error, is a difficult 38 task and forms a major motivation for this work. simulation parameters and the expected physical reality.
137
In this section we outline a figure of merit that is based and use an analytic prior-predictive approach to reduce 141 the phase space to manageable size.
142
We begin by splitting the set of all parameters into two;
143
• 'Interesting Parameters' θ -Physically significant pa-
144
rameters that we aim to infer from experiment data. In our model, inference is performed on the interesting parameters only. Bayes' theorem allows us to write down the probability distribution of the interesting parameters once the experiment has been performed (the posterior ), in terms of the probability distribution before the experiment (the prior ) and the probability of the experimental data (the likelihood ). Bayes' theorem is
where d exp is the vector of experimental data and we have introduced the code output d m and the nuisance parameters as marginalised variables. This allows us to introduce the known measurement error and prior distributions of the nuisance parameters later. Such an approach is equivalent to assuming that experimental data are the simulation results plus a randomly distributed error, as is done in other approaches [7, 15] . Writing
and introducing the deterministic nature of the simulation code,
the integration over d m can be performed trivially. The result is
The likelihood P (d exp |d m (θ, η)) implicitly contains the 
In the above η 0 is the nominal value of the nuisance pa- 
In the above,
is the simulation result for nominal nuisance parameters and the matrices α and β satisfy the equations
These expressions are the multivariate generalisation of to use standard numerical techniques.
214
The best fit to data, taking into account nuisance pa-215 rameters and prior knowledge, is given by the parameters 216 that maximise the posterior probability P (θ|d exp ) (see 217 equation (1)). It is convenient to minimise the informa-218 tion, I(θ|d exp ) = −LogP (θ|d exp ), which using equations
219
(1) and (3) is
The above equation has the form of a modified χ 2 func-221 tion, and is derived by assuming that Λ exp is diagonal.
222
Note that the dependence of the first term on θ through resents a loss of information due to nuisance parameters.
232
As mentioned, once β T β has been computed the evalua-233 tion of the modified χ 2 only requires a single simulation.
234
In an actual inference problem we are interested in the 235 values of θ that give the best fit to the experimental data.
236
This requires the numerical minimisation of equation (4).
237
The well behaved nature of the marginalised likelihood al- rior information [19] . This is extremely useful to 243 the evaluation of error bars on inferred parameters.
244
The trade-off is that these methods require extensive
245
'burn in' periods and are difficult to run in parallel.
246
In our applications where a single simulation repre- approximation is required to calculate error bars [10] ,
255
In the following section we present an example applica- 
318
In figure 1 we plot the information in the likelihood as is very important in the subsequent analysis.
331
To further quantify the differences we perform a set 
341
We begin with a reasonable estimate of the uncertain- 
353
In figure 2 we plot the trajectories of the best fit as (5)). The blue line shows the result when nuisance parameters are ignored, or included at the 0.5% level. The two red points at the right hand end represent the maxima of the likelihood for these two cases. The green line shows the case when nuisance parameters are included at the 3% level. As the prior is scaled from a δ-function, through our best estimated defined by (5), to flat, the inferred results tracks from the prior results (1, 1) to the minimum of the likelihood functions plotted in figure 1 . The figure also shows contours that define a change in multiplier of 5% from each end point. 
