ABSTRACT Human facial expressions change with different states of health; therefore, a facial-expression recognition system can be beneficial to a healthcare framework. In this paper, a facial-expression recognition system is proposed to improve the service of the healthcare in a smart city. The proposed system applies a bandlet transform to a face image to extract sub-bands. Then, a weighted, center-symmetric local binary pattern is applied to each sub-band block by block. The CS-LBP histograms of the blocks are concatenated to produce a feature vector of the face image. An optional feature-selection technique selects the most dominant features, which are then fed into two classifiers: a Gaussian mixture model and a support vector machine. The scores of these classifiers are fused by weight to produce a confidence score, which is used to make decisions about the facial expression's type. Several experiments are performed using a large set of data to validate the proposed system. Experimental results show that the proposed system can recognize facial expressions with 99.95% accuracy.
I. INTRODUCTION
Great technological advancements and large investments are occurring to realize the goals of smart cities. Their most important goal is to improve efficiency and citizens' quality of life. The Internet of Things (IoT) [1] is being used to communicate with people and monitor all the infrastructure (which including sensors, personal technologies, smart phones, and the Internet) and services. Information and communications technology (ICT) using real-time monitoring systems armed with multiple ranges of sensors has made it possible to gather and process all kinds of information to provide more efficient services to citizens. Hence, a Smart City offers effective resource management, sustainable solutions, and intelligent services of higher quality, greater accessible, and lower cost [2] .
A Smart City has a number of dimensions, such as a smart economy, smart environmental control, smart traffic system, smart governance, smart homes, and smart energy, but healthcare is also an essential service. The adoption of electronic health (eHealth) and mobile health (m-health), along with technological advancements in ICT, have resulted in lower costs and more efficient healthcare services. eHealth is defined as the ''use of information and communications technologies (ICT) in support of health and health-related fields, including health-care services, health surveillance, health literature, and health education, knowledge and research'' [3] . eHealth scaled up healthcare services, making it possible to reach thousands of people worldwide and improve patient outcomes. The evolution of mobile and handheld devices brought the era of m-health [4] , which made it possible to monitor and communicate with patients remotely.
One of the main objectives to establishing a smart city is to improve quality of life. As health is an important factor in this regard, a smart healthcare system must be an essential element of the smart city. Due to increased connectivity and the availability of sophisticated tools and sensors, smart cities have the potential to provide healthcare services that can actually meet the requirements of citizens [5] .
For eHealth and m-health solutions to be effective in a smart city, we need to redefine the whole concept of healthcare. We need smart health (s-health), which like m-health uses not only mobile devices but also the complete sensing infrastructure of smart cities. Smart health extends the concept of healthcare to cover not only hospitals and homes but also the complete city. For example, the patient, when he leaves his home, gets information on temperature, weather, traffic congestion, safe routes, and so on. It will enable efficient disease prevention and management. The system will also provide guidance to patients and notification to health practitioners. Patients can be guided to the nearest healthcare provider if there is a small problem, or, in the case of emergency, ambulances can be guided to the patient's location. Sensors can continuously monitor factors such as blood glucose, blood pressure, and heart rate, along with data such as location and activity which would enable the system to identify critical events.
For such a smart healthcare system to be effective, multiple challenges and issues inevitably need to be overcome. Providing security and maintaining privacy are major concerns, because such a smart healthcare system would need to share a lot of information about patients and citizens with other actors, such as multiple medical practitioners, government agencies, physicians, and researchers. There is also a need for collaboration and interaction among all stakeholders for a smart health care system to be effective. Multiple sensors would create a huge amount of data, so techniques such as big data management and cloud computing are needed. There are other open issues which are still not solved, such as how the citizens interact with the smart city system and how the city reacts. Wearing so many sensors is another problem for patients.
The smart city shown in Figure 1 can be thought of having three major components, each of which is further divided into sub-components. The first component forms the base of the city, which is the ICT/IoT infrastructure itself, an aggregation of various sensors, networks, and the smart city intelligence center. The intelligence center operates the smart city and decides how the city reacts to the inputs received from the smart sensors and other ICT infrastructure. The second major component is the Physical Urban Development, Security, & Sustainability, which has sub-components comprising Smart utilities, Smart safety and security, Traffic and transportation, and Smart Buildings. The third component comprises the social development sub-components: Smart Healthcare, Education, Homes, Hospitality, Entertainment, and so on. These are responsible for improving citizens' quality of life.
The challenges, as discussed earlier, concern how these components interact and collaborate with each other, how information will flow, and how to intelligently control the city. Many components affect or react to changes made to other components, so other centers are required to handle components' integration. As shown in the figure, an IoT center is needed to manage the networks among all the pieces of infrastructure and entities of the city. We need an information center to manage information flow, determine how the information is stored, and manage cloud computing and distributed processing of data. Then, an intelligent computing center is needed, as the Smart city is not only user-but also city-centric, since the information gathered from the entities modifies the city's behavior. Next, for entities to collaborate with each other, we need a collaboration response center, as the city's infrastructure and components need to work together to provide services and respond to citizens' needs.
There are several works in the literature related to healthcare in Smart Cities. A patient state-recognition system was proposed for healthcare in [6] that automatically recognized the state of a patient as normal, pain, or tensed by using speech and video inputs, processing these in cloud servers, and then merging the two inputs. It was designed to help healthcare professionals provide quick assistance. A healthcare system for pets was designed in [7] , while several suggestions were made to improve the quality of Smart Cities in [8] .
Hossain proposed a cloud-supported cyber-physical localization system for patient monitoring [9] , using smartphones to acquire voice and electroencephalogram signals. The system aimed to ensure reliable, real-time, and efficient access to such substantial sensors and user contextual data stored in the cloud. Hu et al. [10] proposed a flexible health surveillance application based on a Health-IoT framework with a capability to define software. It was intended to provide customized healthcare services for data collection, transmission, processing, and emotional feedback and to provide shared infrastructure for multiple applications, thereby reducing time, cost, and maintenance.
An interlaced derivative pattern (IDP)-based automatic speech recognition system for improved healthcare was proposed in [11] . Another paper presented an energy-efficient, cyber-physical, cloud-oriented multi-sensory smart home framework for monitoring and assisting elderly people, which made use of cloud computing and big data technologies [12] . The smart, multimedia-enabled assistant enabled control of smart home appliances through gestures, receipt of notifications about the status of appliances, and messages. A healthcare big data framework using voice pathology assessment was proposed in [13] . It was designed to process data from various heterogeneous sources, from healthcare providers to consumers. The proposed system used two types of features, MPEG-7 low-level audio and IDP, for processing speech signals, using machine-learning algorithms to classify the signal as normal or pathological.
In this paper, we present a facial-expression recognition system for an improved healthcare system in in Smart Cities. There are already some emotional recognition systems in Smart Cities. For example, in [14] , the authors proposed an emotional recognition system derived from a large pool of social networks using active learning; however, how it could be used in healthcare was not mentioned. The effect of age, gender, and puberty on emotional recognition was analyzed in [15] . A facial-expression system was proposed for people suffering from Asperger Syndrome in [16] ; however, the system was tested in the smart scenario. An audio-visual emotion recognition system was designed in [17] , where some kinds of transformations were applied to the input data.
The facial-expression system proposed in this paper differs from those reported earlier in the sense that the proposed system is specifically designed for a healthcare framework in Smart Cities. The contributions of our present work are as follows: (i) a bandlet transform and a local binary pattern (LBP) were used to extract features from facial images; (ii) the spatial information of facial expressions is preserved by using a block-based, center-symmetric LBP (CS-LBP); and (iii) the scores of two classifiers, namely the Gaussian mixture model (GMM) and the support vector machine (SVM), are fused with a confidence score.
The organization of the remainder of the paper is as follows. Section II Section II presents the proposed facialexpression recognition system for healthcare, Section III describes the experiments and the results, and Section IV gives the conclusion of our work.
II. PREVIOUS WORK ON EXPRESSION RECOGNITION
In this section, we describe some previous work on expression recognition in the literature. We divided the work into three categories: expression (emotion) recognition from speech, emotion recognition from image, expression recognition for healthcare.
A. EXPRESSION RECOGNITION USING SPEECH
Yogesh et al. [18] developed an emotion/stress recognition system from speakers' speech. They used higher-order spectral features (HOSA) from the speech signal. They also proposed a feature selection algorithm based on a particle swarm optimization (PSO). They used three databases: Berlin Emotional Speech Database (EMO-DB), Surrey AudioVisual Expressed Emotion Database (SAVEE), and Speech under Simulated and Actual Stress (SUSAS). They obtained the recognition rates in the range of 90.31%-99.47% (BES database), 62.50%-78.44% (SAVEE database) and 85.83%-98.70% (SUSAS database).
Alonso et al. [19] used two prosodic features and four paralinguistic features related to the pitch and spectral energy balance obtained from a temporal segmentation of the speech signal. They used the German Corpus EMO-DB, the English Corpus 'Emotional Prosody Speech and Transcripts (EPST) database' from Linguistic Data Consortium (LDC), and the Polish Emotional Speech Database. They built the system for a real-time emotion recognition. They used a support vector machine (SVM) as a classifier. They obtained recognition rates of 94.9%, 88.32% and 90% for the German, the English and the Polish databases, respectively.
Cao et al. [20] used a ranking approach for the emotion recognition from speech. They used the SVM to perform multi-class prediction. They employed the EMO-DB, the EPST database, and the spontaneous emotional data from the FAU Aibo database. They also compared the conventional SVM with ranking-based classifiers. They achieved an overall accuracy of 82.1%, 52.4% and 39.4% for the EMO-DB, the EPST database, and the FAU Aibo database, respectively.
Stuhlsatz et al. [21] utilized a large set of acoustic features for the emotion recognition using speech. They employed deep neural network for classification, on nine VOLUME 5, 2017 frequently used emotional speech corpora, the Danish Emotional Speech (DES) database, the EMO-DB, the eNTER-FACE (eNTER), the Airplane Behaviour Corpus (ABC), the Speech Under Simulated and Actual Stress (SUSAS) database, the Audiovisual Interest Corpus (AVIC), the Belfast Sensitive Artificial Listener (SAL), the SmartKom (Smart), and the Vera-Am-Mittag (VAM) corpus. They obtained recognition rates of 61.5%, 79.1%, 56.6%, 81.9%, 61.1%, 34.3%, 59.5%, 53.6%, 68.0% and 61.7% using these databases, respectively.
A Fourier parameter (FP) model, which uses the perceptual content of voice quality and the first-and the secondorder differences of the speech signal, was proposed by Wang et al. [22] . The authors used the EMO-DB, a Chinese language database named CASIA, and a Chinese elderly emotion database (EESDB). They also combined the FP with Mel-frequency cepstral coefficients (MFCC) to show better recognition rates.
Sun et al. [23] propose weighted spectral features based on local Hu moments based on the variation of a spectrogram energy. They used the SVM as the classifier. They use three databases and obtained recognition rates of 84.72%, 70.63%, and 76.14% for the EMO-DB, the Surrey audiovisual expressed emotion (SAVEE) database, and the CASIA database, respectively.
Researchers in [24] proposed a feature enhancement technique using a Gaussian mixture model (GMM). They enhanced the discriminatory power of the features extracted from speech and glottal signals based on the likelihood score of the GMM. They used three speech databases, the EMO-DB, the SAVEE database, and the Sahand Emotional Speech database (SES). An extreme learning machine (ELM) and a k-nearest neighbor (kNN) were used as classifiers. They reported an accuracy of 97.24%, 77.92% and 83.67% for the three databases, respectively.
Mao et al. [25] propose affect-salient features for speech emotion recognition using convolutional neural networks (CNN). The features were local invariant features (LIF) learned by a variant of a sparse autoencoder (SAE). The authors evaluated the affect-salient features' learning method using four emotional speech databases, the SAVEE database, the EMO-DB, the Danish Emotional Speech database (DES), and the Mandarin Emotional Speech database (MES). They achieved an accuracy of 73.6%, 85.2%, 79.9%, and 78.3% for the four databases, respectively.
The work in [26] improved talking condition recognition in emotional and stressful talking environments by using second-order circular suprasegmental hidden Markov models for classification. It exploits MFCC features, found 91.5% accuracy using the SUSAS database. Deb and Dandapat [27] used breathiness components for the classification of speech under stress. They used features such as period perturbation quotient, amplitude perturbation quotient, harmonic to noise ratio, glottal to noise excitation ratio, harmonic energy, harmonic energy of residue, and harmonic to signal ratio. A hidden Markov model (HMM) was used for the classification using the SUSAS database to achieve an accuracy of 72.8%.
B. EXPRESSION RECOGNITION USING IMAGE
A fully automated age, gender and emotion recognition system from face images was proposed in [28] . The system consisted of several deep convolutional neural networks. An emotion recognition accuracy of 76.1% was obtained by the system using an image database containing 2165 images.
Jiang et al. proposed a Many Graph Embedding (MGE) approach to find discriminative patterns from chaotic patterns [29] . They used these patterns for the scrambled facial expression recognition for privacy-protected IoT applications using a fuzzy combination from many graph embedding. Three facial expression datasets: the Japanese Female Facial Expression (JAFFE) database, MUG expression database, and the Cohn-Kanade (CK) database were used for the evaluation, and accuracies of 95.24%, 42.02% and 45.68% were obtained using these databases, respectively.
In [30] , researchers used a stationary wavelet transform to extract features for facial expression recognition, in both spectral and spatial domains. Feature dimensionality reduction was done by applying discrete cosine transform. A feed forward neural network trained through a back propagation algorithm was used as a classifier. The JAFFE database, the CK database, and a local dataset MS-Kinect were used to attain an average recognition rate of 98.83%, 96.61% and 94.28%, respectively.
A facial emotion classification system using geometric and texture-based features was proposed in [31] . The authors used the Cohn-Kanade extended (CK+) dataset to report an overall accuracy of 91.85%. In [32] , facial features were extracted by using a recent Intel RealSense 3D sensor. The paper described an emotion recognition system that extracted the user's Facial Action Coding System (FACS) and head motion features. The SVM was used as a classifier to achieve an overall accuracy of 95.31% with both facial and head motion features.
Jampour et al. proposed a method to recognizing facial expressions over a range of head poses [33] . They made use of a non-linear form for the mapping of the features. They evaluated the method with the BU3DFE and Multi-PIE datasets, and achieved an accuracy of 79.26% and 83.09%, respectively. In [34] , a hybrid system for automatic facial expression recognition was presented. It utilized histograms of oriented gradients (HOG) descriptor. They also applied principal component analysis (PCA) and linear discriminant analysis (LDA) as feature reduction techniques. They used the CK+ database, and achieved an accuracy of 99.51%.
C. EMOTION / EXPRESSION RECOGNITION FOR HEALTHCARE
There are several healthcare frameworks, which includes an emotion or expression recognition module. Uddin et al. proposed a facial expression recognition system for emotional health problems [35] . They used the depth video data, and applied a local directional position pattern (LDPP) to extract features from the data. They refined the features by applying the PCA and a generalized discriminant analysis (GDA), and used a deep belief network (DBN) for classifying the proposed set of features to report an accuracy of 92.50%.
G. Muhammad et al.: Facial-Expression Monitoring System for Improved Healthcare in Smart Cities
Musaed proposed an emotion recognition system using face images for an e-Healthcare system [36] . He used Weber local descriptors (WLD) as features, and the SVM as the classifier. A recognition accuracy of 99.28 % was reported using the CK database. A smart sensing system was proposed for improving the quality of a human life in terms of health [37] . The system detected human emotions based on information from physiological parameters, obtained from sensors, which monitor the heart rate, the skin conductance and the skin temperature. An algorithm was presented for automatic recognition of emotions using k-means clustering technique.
Ali et al. designed an Electroencephalogram (EEG)-based emotion recognition approach to detect the emotional state of patients to offer them special care [38] . They used a combination of wavelet energy, modified energy, wavelet entropy and statistical features. For the classification of emotions, a quadratic discriminant analysis, the kNN, and the SVM were used. The authors obtained an accuracy of 83.87% using the DEAP EEG database with four electrodes. A research reported in [39] was motivated by the growing number of the elderly people worldwide and a need to provide an improve healthcare service for them. The authors in this research developed an approach for detecting facial expressions of Alzheimer's disease (AD) patients. They collected their own video database for AD patients. They proposed a spatiotemporal algorithm for facial expression recognition based on dense trajectories, Fisher vectors and the SVM to give an accuracy of 56%.
Mano et al. explored the deployment of the embedded computing in Health Smart Homes (HSH) to improve in-home healthcare using the Internet of Things (IoTs) [40] . They performed the patient identification and emotional detection using geometric facial features for monitoring patients. They reported the best accuracy of 99.75% using the SVM classifier with the CK+ database.
Liu et al. [41] performed an EEG-based emotion recognition using single-trial EEG data. They used kernel Fisher's discriminant analysis to extract features, and the SVM for emotion classification, and reported an accuracy of 84.79%. Tivatansakul et al. developed a web-based healthcare system, which focused on the emotion recognition to do away with negative emotional health in daily life [42] . They used the facial expression and speech to determine the users' emotions using a directional ternary pattern (DTP). If a negative emotion was detected, a relaxation activity to the user was suggested. The authors reported an accuracy of 98.49% with the CK+ database. Hu et al. [43] made a use of Big Data in the healthcare system; the data consists of, among others, emotional data. Hossain et al. [44] proposed a secured video transmission over cloud; the video can be confidential medical data. A biologically-inspired optimization technique was proposed in [45] to recognize emotion.
From all the above literature review, we find that though there is a significant progress on expression / emotion recognition, much more is needed to make the system integrated into the healthcare framework. There are two important factors (less computation and less bandwidth) that need to be addressed while integrating the expression recognition system into the framework. Table 1 gives a summary of the literature review in terms of features, classifiers, databases, and accuracy (Acc) obtained by each of the works described above. Figure 2 shows a general healthcare framework in a Smart City. There are many smart homes in the city, each equipped with various required smart devices, such as smart cameras, smart appliances, smart video, smartphones, smart alarm systems, smart switches, smart locks, and so on. In the figure, we see the flow of data, decisions, and actions in healthcare in the Smart City. The sensors capture signals or data VOLUME 5, 2017 from a resident in the smart home. These signals are transferred to the cloud for processing. A cloud manager handles authentication and access issues, while a cloud server processes the signal and makes a decision. The decision is then passed to certain registered hospitals, doctors, and caregivers.
III. MATERIAL AND METHOD
The final decision comes from the doctor, who then alerts the caregivers, traffic managers, and hospitals to take appropriate actions. Figure 3 shows a block diagram of the proposed facialexpression recognition system. A smart video or a smart camera constantly takes images of the patient in the smart home. The input to the system is the image taken by these sensors. Once an image is captured, a face detector locates the facial region in the image. Nowadays, almost all smart cameras have embedded face-detection modules. The detected face image is then transferred to the cloud. In the cloud server, the bandlet transform decomposes the image into several sub-bands at different scales: scale 0, scale 1, and scale 2. The blocks are of sizes 2×2, 4×4, 8×8, and 16×16. The bandlet transform is an improved model of traditional wavelet transforms [46] . Facial expressions have many types of geometrical structures, which are very important to recognize a definite expression. In traditional wavelet transforms, these geometrical structures cannot be properly encoded. In the bandlet transform, the geometrical structures are represented by some orthogonal bandlet bases. To accurately represent the geometric flow, the image is divided into small blocks, where a block can contain only one contour. Normally, smaller blocks can capture the geometrical flows more accurately than can larger blocks. First, the image is decomposed into sub-bands of different scales using wavelet bases, and then the wavelet bases are replaced by the orthogonal bandlet bases.
A. THE PROPOSED SYSTEM FOR FACIAL-EXPRESSION RECOGNITION
The next step is to divide each bandlet sub-band image into blocks. The CS-LBP is applied to each block of the sub-band. The LBP is a powerful yet efficient texture descriptor [47] that has been applied to many image-processing applications; however, the length of the LBP histogram is very long. Also, the LBP is not robust against noise. To avoid these issues, the CS-LBP was proposed [47] , in which the center-symmetric pixels are compared based on their grayscale intensities, as shown in Figure 4 . The calculation of the CS-LBP is expressed by Eq. (1).
In the above equation, p j is the gray-scale intensity of the pixel (p). P and R are the numbers of pixels in a circular neighborhood, where the radius of the circle is R. In our work, we chose P = 8 and R = 1.
To preserve the spatial information in the CS-LBP histogram, it is calculated block-by-block [48] . The histogram of each block is assigned a weight. The weight of each block is calculated by the information entropy of the block, as follows:
is the probability in the m-th block that the h-th bin (total bin is L+1) appears for a pixel. Then, the entropy is calculated as follows.
The weight of the m-th block (where the total number of blocks is n) is calculated as follows:
The weighted CS-LBP histograms from the blocks are concatenated to produce a feature vector of the image. The number of features in the feature vector depends on the number of blocks and the number of bins in the CS-LBP histogram. Typically, the number of features is high, which may increase the time required to make a decision. Therefore, in the proposed system, we apply a simple feature-selection technique in the form of the Kruskal-Wallis (KS) test [49] . The KS test is a non-parametric, one-way analysis of variance that works on two or more classes. For a certain feature, it checks whether or not the medians of the classes are similar; based on this similarity, it returns a value p. If the value of p is close to 0, the feature is selected, because it is considered discriminative. In our work, we chose 30 features according to their high p values.
In the proposed system, two classifiers are used: the GMM and the SVM. The GMM is a stochastic method of modeling, frequently used in multiclass problems including speech/speaker recognition, emotion recognition, and environment recognition [50] . The SVM is a powerful binary classifier [51] that is also used in many image-processing applications. In the proposed system, we take the advantages of both classifiers by combining their likelihood scores using a weight coefficient, α, as follows:
where L GMM (c) and L SVM (c) are the normalized likelihood scores of class c using the GMM and the SVM, respectively.
B. DATASET
For the experiments, we created a dataset of 100 participants, all male, aged between 18 and 29 years. First, the participants were trained to mimic four types of facial expressionshappy, sad, anger, and excited-in addition to a neutral type. After the training, the actual recording was done in two sessions per participant. Each participant acted each expression eight times, recorded frontally under normal light conditions.
In addition to this dataset, we also performed experiments using two publicly available datasets: the JAFFE [52] and the CK dataset [53] . The JAFFE dataset has 213 face images of 10 Japanese actresses, while the CK dataset has 408 video sequences of 100 participants. In the present work, we selected a representative frame image from each video sequence. VOLUME 5, 2017 FIGURE 5. The accuracy of the system using only non-normalized bandlet coefficients.
FIGURE 6.
The accuracy of the system using only normalized bandlet coefficients.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In the experiments, we adopted a five-fold, cross-validation approach, with each dataset randomly divided into five equal groups. In each iteration, four groups were used in training, while the other of the five equal groups was used in testing. After five iterations, the accuracies were averaged to give the final accuracy.
In the first set of experiments, we investigated the effect of using non-normalized bandlet coefficients on the accuracy of recognizing facial expressions. Figure 5 shows the accuracies of the system using bandlet coefficients at scale 0, scale 1, and scale 2, along with use of different block sizes. The highest accuracy was obtained using scale 0; the accuracies using block sizes 2×2 and 4×4 were comparable. In the second set of experiments, we investigated the normalized bandlet coefficients; Figure 6 shows the achieved accuracies. Again, the scale 0 coefficients achieved the best accuracy. Based on these results, we fixed a block size of 2×2 to calculate geometric flow in the bandlet transform in the subsequent experiments.
In the next set of experiments, we investigated the effect of concatenating bandlet coefficients of various scales. Figure 7 shows the achieved accuracy, with the best accuracy obtained by concatenating the coefficients of scales 0 and 2. In the subsequent experiments, we fixed the parameters of the bandlet transform as follows: concatenation of scales 0 and 2, block size 2×2, and normalized coefficients. All of the above experiments were conducted using the GMM-based classifier, where the number of Gaussian mixtures was 32.
Once we finalized the parameters of the bandlet transform, we performed experiments using the CS-LBP. Figure 8 shows the accuracies of the system obtained using weighted and non-weighted CS-LBP applied on the bandlet sub-bands. The best accuracies were obtained with the GMM-based classifier at different numbers of the mixtures. The figure shows that the best accuracy was obtained by 32 mixtures and weighted CS-LBP. Figure 9 shows the accuracies obtained from the system using the SVM classifier. We tested the SVM with two types of kernels: polynomial and radial basis function (RBF). From the figure, we see that the highest accuracy was achieved by the RBF kernel.
The classifiers' likelihood scores were combined by the parameter α, as mentioned in the previous section. Figure 10 shows the effect of α on the system's accuracy. A value of α = 1 means that there is no contribution by the SVM, while the value α = 0 means that the GMM makes no contribution. In our experiments, we found that the best accuracy, 99.95%, was obtained with α = 0.7. Table 2 gives a confusion matrix of the system with α = 0.7. From the table we see that the happy and the anger expressions were recognized by the system 100%, followed by the sad expression (99.98%). The anxiety expression had the least accuracy, which was 99.9%; however, this accuracy is still very high. Figure 11 shows the bandwidth consumption in kbps across time required to send the data to the cloud. From the figure, we see that the proposed system used bandwidth mostly between 100 and 160 kbps, which is quite reasonable for a cloud-based application.
For comparison with other systems, we tested the proposed system with two publicly available datasets, CK and JAFFE, and compared the results with the systems described in [54] - [57] . All these systems used local patterns to describe facial expressions. Table 3 compares accuracy between the systems. We found that the proposed system outperformed the other systems with both datasets.
V. CONCLUSION
A facial-expression recognition system using a bandlet transform and weighted CS-LBP was proposed. The scores of two classifiers (the GMM and the SVM) were combined using a weighted coefficient to make the recognition decision. Experiments were performed using three datasets: one locally recorded and the two others public. Using the local dataset, the system achieved 99.95% accuracy, obtaining 99.9% accuracy with the two public datasets. Experimentally, we determined the following key points:
i. Bandlet coefficients at scale 0 gave better accuracy than those at higher scales. ii. Block-based weighted CS-LBP on the bandlet subband achieved better accuracy than non-weighted CS-LBP. iii. As classifiers, both the GMM and the SVM had comparable performance. iv. Accuracy was improved by using both classifiers' scores. The proposed facial-expression recognition system can be used in a smart healthcare framework. With this system, registered doctors and caregivers can constantly monitor patients' feelings remotely and take appropriate actions as required. The system can also give stakeholders automatic feedback from patients without needing to ask them for feedback.
In future, we will extend the work here by incorporating electronic medical records into the proposed system for better healthcare.
