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Abstract—This paper presents a novel opportunistic spectrum
sharing scheme that applies ARQ protocol to achieve ultra
reliability in the finite blocklength regime. A primary user
shares its licensed spectrum to a secondary user, where both
communicate to the same base station. The base station applies
ARQ with the secondary user, which possess a limited number of
trials to transmit each packet. We resort to the interweave model
in which the secondary user senses the primary user activity
and accesses the channel with access probabilities which depend
on the primary user arrival rate and the number of available
trials. We characterize the secondary user access probabilities
and transmit power in order to achieve target error constraints
for both users. Furthermore, we analyze the primary user
performance in terms of outage probability and delay. The results
show that our proposed scheme outperforms the open loop and
non-opportunistic scenarios in terms of secondary user transmit
power saving and primary user reliability.
I. INTRODUCTION
Spectrum sharing has always been an imminent research
topic through the current decade. Due to spectrum scarcity,
researchers are studying the use of higher frequency bands
e.g. millimeter-wave (mm-Wave) to uphold ultra broadband
systems in fifth generation networks. Applying cognitive ra-
dio schemes represents a promising alternative and parallel
solution at the same time [1]. The design of such networks
is expected to support newly introduced technologies such
as machine to machine (M2M) communication promoting the
Internet of Things (IoT). Quality of service (QoS) constraints
are imposed to fulfill very low latency with expected reliability
of higher than 99.9% [2]–[4].
In order to achieve Ultra-Reliable Low Latency Communi-
cation (URLLC) in emerging technologies such as industrial
automation [4], machines communicate using short messages
whenever data sizes are reasonably small such as sensor
readings or alarm notifications, which is the case in the most
of machine type communication (MTC) scenarios [2], [4].
Consequently and as a result of the failure of Shannon’s model
to provide an accurate benchmark for it, finite blocklength
communication has been extensively studied recently [2], [5]–
[7]. For instance, [5] characterizes the throughput of delay
constrained systems communicating on short packets, while
[6] defines the maximum achievable rate and throughput of
ARQ protocols in the finite blocklength regime.
On the other hand, cognitive radios allow a primary user
(PU) to share its licensed channel resources namely spec-
trum to unlicensed cognitive secondary user (SU). Previous
works considered collision scenarios where the SU is allowed
to transmit with constraints on the interference temperature
affecting the PU [1], [8]–[11]. For example, [8] proposes a
three-dimensional Markov chain model to analyze the SU
performance in dynamic spectrum access with interference
temperature constraints. In [10], the authors studied the capac-
ity and optimal power allocation in collision scenarios with PU
SINR guarantees. Fan et al. introduced a non-cooperative game
to maximize the throughput of mm-Wave ultra-dense networks
(UDNs) using dynamic spectrum sharing in [1]. Makki et
al. approached finite blocklength spectrum sharing via rate
adaption in [11] and suggested ARQ protocol as a potential
extension to their work. However, non of these endeavors
studied applying ARQ and successive interference cancellation
(SIC) in the finite blocklength regime.
In this paper, we propose a novel opportunistic transmission
framework for a SU in interweave model in the finite block-
length regime. In an interweave model, the SU senses the PU
activity and decides whether to transmit or not according to
some QoS (outage) guarantees [9]. If the PU is active, the SU
accesses the channel with a certain access probability based
on the PU and SU arrival rates as characterized in our work.
The base station (BS) applies ARQ and SIC on the SU packet.
In ARQ protocol, the SU is allowed to retransmit its packet
if it receives a NACK feedback from the BS, which means
the packet is not successfully decoded. The SU possesses
M trails to transmit a single packet, where M depends on
the SU arrival rate to retain the SU queue stability. Once
the BS decodes the SU packet, it applies SIC to eliminate
interference from the PU packet and subsequently, reduces
the error outage probability for the PU. Furthermore, we
analyze the PU expected delay, which occurs due to the SIC
process and the SU retransmissions. The results show that this
scheme provides ultra reliability for both the PU and SU while
reducing the SU transmit power.
The rest of the paper is organized as follows: in Section
II, we characterize communication at finite blocklength and
introduce the system model. Next, Sections III and IV include
derivations of the SU outage probability and transmit power.
After that, we analyze the PU outage probability and delay
in Section V. The performance of the proposed scheme is
evaluated in Section VI. Finally, Section VII concludes the
paper.
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II. SYSTEM LAYOUT
Consider an uplink scenario where the PU and the SU
convey short packets with a fixed rate R bits per channel use
(bpcu) to a common BS. For finite blocklength transmission,
packets are conveyed with error probability  P r0, 1s given by
[6], [12]
pσq “ Eσ
«
Q
˜
n log2p1` σq ´ nR` 0.5 log2 na
nvpσq
¸ff
, (1)
vpσq “
˜
1´ 1p1` σq2
¸
plog2 eq2 , (2)
where σ denotes the SINR, n is the blocklength and vpσq is
the channel dispersion.
Both PU and SU have a Bernoulli distributed arrival process
with packet arrival probabilities of λp and λs, respectively
as in [13]. This implies that although we know the average
arrival probability of the PU, we can not predict exactly when
the PU will have packets to transmit. Whenever a packet
arrives to the PU, the PU transmits it only once and remains
silent until the next packet arrival. On the contrary, the SU
applies opportunistic transmission. The SU possesses M trials
to transmit a single packet where m P t1, 2, ...,Mu denotes
the mth trial. According to Loynes’ theorem [14], a queue
is stable if its average service rate is higher than the average
arrival rate. To guarantee SU queue stability at steady state
and boost reliability, M varies from one packet to the other
such that M “ r 1λs s for α fraction of time and M “ t 1λs u for
1´α fraction of time. α is selected to be slightly higher than
or equal to αo with
αo “ mod
ˆ
1
λs
, t
1
λs
u
˙
. (3)
On the other side, the BS applies the ARQ protocol with
the SU where the BS calls the SU to retransmit its packet if
an error occurs. Given that the SU’s packet is not successfully
decoded before the mth trial, the SU accesses the channel with
probability 1 if the PU is silent and with access probability
qm P tq1, q2, ..., qMu if the PU is transmitting a packet. Here,
we assume that the SU is able to sense the PU transmission
perfectly as in [8].
Let pp and ps be the transmit powers of the PU and
SU, respectively, while |hp| and |hs| denote their channel
coefficients, respectively as shown in Fig. 1. Both channels
are i.i.d quasi-static Rayleigh fading with coherence time of
n symbol periods, and the channel coefficients are available
at the BS. The noise entries are additive complex Gaussian
of unit variance. Define the PU packet outage probability as
p and the SU packet outage probability after exhausting its
M trials as s. If both users transmit at the same time, the
BS applies SIC on the PU received signal. The BS is able to
decode the SU interfering packet successfully with probability
1 ´ s. In this case, the PU SINR is the same as if the PU
transmits while the SU is silent, which is σp “ pp|hp|2.
This renders an outage probability of p1 “ pσpq. Likewise,
𝑛 symbols
𝜆𝑝, 𝑝𝑝, ℎ𝑝
PU
SU
Base station
𝑀 trials
. . .
Perfect sensing
𝜆𝑠
Fig. 1. System layout.
the BS fails to decode the SU packet with probability s,
which renders a PU SINR of σpi “ pp|hp|
2
ps|hs|2`1 . This causes
an outage probability of p2 “ pσpiq. It is straightforward
to infer that p2 ě p1 due to the interference in the second
case. Leveraging, in case of simultaneous transmission, the PU
outage probability is
p “ p1´ sqp1 ` sp2 . (4)
At the mth trial, the SU has an outage probability of s1 “
pσsq if the PU is silent and s2 “ pσsiq in case of concurrent
transmission, where σs “ ps|hs|2 and σsi “ ps|hs|
2
pp|hp|2`1 . The
targets of our analysis are as follows:
1) Compute the PU and SU outage probabilities.
2) Optimize the SU access probabilities to minimize the SU
transmit power subject to outage constraints.
3) Assess the performance of opportunistic ARQ transmis-
sion in terms of SU power saving and PU reliability.
III. SECONDARY USER OUTAGE PROBABILITY
We start by deriving the outage expression for the SU in
closed form. At a certain instant, suppose that a packet arrives
at the SU’s buffer; the SU user starts to sense the channel
for PU transmission and admits opportunistic transmission
with ARQ as detailed in Section II. Define the probability
of reaching the mth trial as PSU pmq. The probability tree of
success and failure at the mth is projected in Fig. 2.
Lemma 1. The SU’s cumulative outage probability s can be
formulated as
s “ PSU pM ` 1q “
Mź
i“1
θi “
Mź
i“1
βqi ` T, (5)
where β “ λpps2 ´ 1q, and T “ λpp1´ s1q ` s1 .
Proof. At the mth trial and according to Fig. 2, we define the
following probabilities; the probability that the SU transmits
at the mth trial is given by
PSU pTx | mq “ λpqm ` p1´ λpq “ 1´ λpp1´ qmq, (6)
while the probability that it remains silent is
PSU pno Tx | mq “ λpp1´ qmq. (7)
Success
Fail
Fig. 2. Probability tree of the mth trial.
Thus, the probability of success at the mth trial is
PSU psuc | mq “ λpqmp1´ s2q ` p1´ λpqp1´ s1q. (8)
For the mth time slot, we obtain the fail probability as
PSU pfail | mq “ 1´ PSU psuc | mq
“ λpqms2 ` λpp1´ qmq ` p1´ λpqs1 , (9)
which for m “ 1 corresponds to the probability of reaching the
second trial. Similarly, we obtain the probability of reaching
the third trial as
PSU p3q “PSU pfail | 1q ¨ PSU pfail | 2q
“ rλpq1s2 ` λpp1´ q1q ` p1´ λpqs1s ¨
rλpq2s2 ` λpp1´ q2q ` p1´ λpqs1s . (10)
Following the above pattern, we attain the probability of
reaching the mth trial as
PSU pmq “
m´1ź
i“1
λpqis2 ` λpp1´ qiq ` p1´ λpqs1
“
m´1ź
i“1
βqi ` T. (11)
The SU’s cumulative outage probability s can be projected as
the virtual probability of reaching the pM`1qth trial after the
M th trial fails. That is, s “ PSU pM ` 1q which according
to (11) leads to (5).
Proposition 1. The SU outage probability is lower bounded
by sl “ pβ ` T qM , and upper bounded by almost surely
su
a.s.“ TM .
Proof. The lowest possible SU outage probability sl occurs
when the SU always transmits regardless of the state of the
PU. Substituting {qm “ 1, @m} in (5), we obtain
sl“
Mź
i“1
β ` T “ pβ ` T qM (12)
Likewise, the worst case outage occurs when the SU never
transmits whenever the PU is active; that is {qm “ 0, @m} in
(5), which yields
su
a.s.“
Mź
i“1
T “ TM . (13)
Here, sl and su are the lower and upper bounds, respec-
tively for the SU outage probability and s lies in the interval
rsl , sus, where the value of s is determined according to the
access probabilities tq1, q2, ..., qMu.
IV. SECONDARY USER TRANSMIT POWER
In this section, we derive the SU transmit power required
to achieve a target SU outage probability st in the open loop,
non-opportunistic, and opportunistic schemes. First, we start
by the open loop scenario.
A. Open Loop Scenario
To achieve a transmission rate R at a target SU error prob-
ability st with single transmission (open loop), the amount
of allocated power ps˚ pσq according to (1) is the root of
Eσ
«
Q
˜
n log2p1` σq ´ nR` 0.5 log2 na
nvpσq
¸ff
“ st , (14)
which can be obtained using Matlab root-finding functions,
e.g., fzero or plotting when setting σ “ σs “ ps˚ |hs|2 in a
similar way to [10]. Taking into consideration the interference
that that occurs when the PU has a packet arrival with
probability λp, the SU SINR becomes σ “ σsi “ p
˚
s |hs|2
pp|hp|2`1 .
Thus, the open loop SU transmission power is
psol “ λpps˚ pσsiq ` p1´ λpqps˚ pσsq, (15)
where ps˚ pσsq and ps˚ pσsiq are obtained by solving (14).
B. Non-opportunistic Scenario
In non-opportunistic transmission, the SU keeps retrans-
mitting its message with probability 1 till it is successfully
decoded regardless of the state of the PU. In this case the SU
needs Mno trials to convey its packet, which can be obtained
from the lower bound equation in (12) as
Mno “ log st
β ` T “
log st
log rp1´ λpqs1 ` λps2s , (16)
Thus, the transmit power is given by
psno “ log stlog rp1´ λpqs1 ` λps2sps. (17)
C. Opportunistic Scenario
Back to the transmission process, exploiting (6) and (11),
we can say that a transmission occurs at the mth trial with
probability
PSU pmth Txq “ PSU pTx | mq ¨ PSU pmq
“ rλpqm ` p1´ λpqs
m´1ź
i“1
θi. (18)
Thus, the SU transmit power needed to deliver one packet psop
can be formulated as the sum of transmission probabilities φ
times the power per transmission ps. That is
psop “ φ ¨ ps, (19)
with
φ “ λpq1 ` p1´ λpqloooooooomoooooooon
1st Tx
`
Mÿ
k“2
rλpqk ` p1´ λpqs
k´1ź
i“1
θi. (20)
Since ps is constant in (20), it is clear that the power
consumed per packet transmission solely depends on the
objective function φ.
Reversing the problem, we aim at computing the necessary
access probabilities q1, q2, ...qM to satisfy a certain target SU
outage probability s “ st such that st ě sl . A feasible
solution can be obtained by setting q “ q1 “ q2 “ ... “ qM ,
which implies equal access probabilities for all trials. From
(5), we have
s “
Mź
i“1
θi “
Mź
i“1
θ “ θM “ st , (21)
where θ “ βq ` T . The solution of (21) gives
q “ 
1
M
st ´ T
β
. (22)
Indeed (22) represents a feasible solution that satisfies the
outage constraint. The consumed power per packet can be
obtained by substituting the resultant q in (20), then (19).
However, this solution seems to be sub-optimal since there
is no evidence that it minimizes the objective function φ and
hence, the consumed power per packet in (19).
To obtain the optimum access probabilities, we cast the
following optimization problem to minimize the objective
function φ with both PU and SU outage constraints
min
q1,..,qM
φ , (23)
s.t s ď st
p ď pt
0 ĺ tq1, .., qMu ĺ 1.
Taking a closer look on the above problem, we recognize that
neither φ nor s has a positive definite Hessian matrix an
hence, neither is convex. Consequently, this problem can not
be solved using Karush-Kuhn-Tucker (KKT) conditions [15].
Nevertheless, this problem can be easily solved by a numerical
search with the same approach implemented in [9], since the
access probabilities are bounded between 0 and 1. Moreover,
the numerical search can be further simplified bearing that the
optimum solution must be such that q1 ď .. ď qM , which can
be proven, and the mathematical proof is omitted due to lack
of space.
V. PRIMARY USER PERFORMANCE ANALYSIS
Herein, we analyze the PU performance when the SU packet
inter-arrival time is constant, which is the worst case scenario
for the PU as the SU always has a new packet to transmit
once it exhausts its M trials for the previous packet.
A. Primary User Outage Probability
Proposition 2. The minimization of the objective function φ
not only minimizes the SU transmit power, but also minimizes
the PU overall outage probability p.
Proof. First, we characterize the PU outage probability. Con-
sidering that (20) represents the SU transmission probabilities
and that a PU packet can arrive at any SU trial with probability
1
M , we can infer the probability of simultaneous transmission
in terms of φ as
P pSimultaneous Txq “ φ
M
. (24)
From (4), the PU outage probability can be written as
p “ φ
M
rp1´ sqp1 ` sp2s `
ˆ
1´ φ
M
˙
p1 , (25)
and the first derivative of p w.r.t φ is
Bp
Bφ “
1
M
psp2` p1´ sp1´ p1q “ sM pp2´ p1q , (26)
which is strictly positive since p2 ą p1 .
B. Primary User Delay
When decoding the PU packet, an extra delay occurs when
the PU suffers from interference from the SU. This is because
the decoder must wait for the SU packet to be decoded first
to perform interference cancellation which may take up to
M time slots; then it can decode the PU packet without
interference. To analyze the delay δ, first we assume that once
the SU packet has been received with no error, the BS requires
a virtual zero processing time to decode the SU packet and
perform SIC. Thus, the only delay occurs due to the decoder
waiting time for the SU retransmissions. A PU packet can
arrive at any SU trial with probability 1M . Therefore, at the
mth time slot, PU suffers a virtual zero delay in the following
cases:
1) The SU is not present (did not reach the mth trial).
2) It is present and decides not to transmit or transmits
successfully.
3) The SU is at its M th trial.
Thus, the virtual zero latency probability can be formulated by
(28) on the the top of the next page and the above 3 cases are
highlighted below each term. Following a similar procedure,
we attain the probability of integer (l : 0 ă l ă M ) packet
duration latency as (29). The PU expected delay is bounded
by
El rδs “
M´1ÿ
l“0
l.P pδ “ lq. (27)
P pδ “ 0q “ 1
M
«
M´1ÿ
m“1
«˜
1´
m´1ź
i“0
θi
¸
1
`
˜
m´1ź
i“0
θi
¸
2
pqmp1´ s2q ` p1´ qmqq
ff
` 13
ff
. (28)
P pδ “ lq “ 1
M
«
M´δ´1ÿ
m“1
«
qms2 pλpqm`lp1´ s2q ` p1´ λpqp1´ s1qq
m`l´1ź
i“1,i‰m
θi
ff
` qM´δs2
M´δ`l´1ź
i“1,i‰M´δ
θi
ff
. (29)
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Fig. 3. SU outage probability s vs PU arrival rate λp for n “ 500, R “
0.25, M “ 3, pp “ 30 dB, ps “ 32 dB.
VI. PERFORMANCE EVALUATION
This section includes different plots to elucidate the perfor-
mance of ARQ opportunistic transmission with SIC in terms
of SU outage, SU power allocation, and PU reliability. The
following parameters are fixed for all plots: R “ 0.25 bpcu,
pp “ 30 dB, ps “ 32 dB, n “ 500, and λs “ 13 (M “ 3). In
Fig. 3, we plot the SU outage probability s as a function of
the PU arrival rate λp according to (5). In this simulation, the
SU access probabilities qm are constant for all trials as detailed
in the figure. The plot shows the SU outage bounds obtained
from Proposition 1. It is clear that the SU outage probability
increases when the PU has higher arrival rate as well as when
the SU access probability q is low. Thus, to achieve ultra-
reliability for the SU when the PU has high arrival rates, it is
essential to rise the SU access probabilities.
In Fig. 4, we compare the SU power allocation in op-
portunistic transmission to non-opportunistic transmission and
open loop (one shot) scenarios. The target outage constraints
are set as st “ pt “ 10´3 for the next 3 figures. Fig. 4
shows the power allocation necessary to achieve the target SU
outage probability in each scenario for different PU arrival
rates λp. The figure depicts that the opportunistic scheme
with equal or optimum power allocation requires significantly
less power when compared to non-opportunistic transmission,
while the open loop setup is the worst case. The amount of
power saving increases when the PU queue becomes more
congested, where it reaches more than 3 dB (half power) for
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Fig. 4. Power allocation vs PU arrival rate λp for st “ pt “ 10´3,
R “ 0.25, pp “ 30 dB, ps “ 32 dB, n “ 500, and M “ 3.
λp “ 0.9 with respect to non-opportunistic transmission and
up to 20 dB with reference to the open loop scenario. It is also
obvious that more power is consumed when the PU arrival rate
λp increases. We also notice that the power gap between the
optimum and equal power allocation is very tight and hence,
the equal power allocation strategy highly approaches power
optimality with low complexity.
Another observation worth mentioning is that although the
transmission rate is low (R “ 0.25) bpcu, we had to transmit
with high SNR to achieve ultra-reliability as envisaged by [16].
Bearing in mind that transmit power is normalized to a unit
power of noise, transmission with 32 dB in case of oppor-
tunistic transmission is considered to be practically plausible
specially when compared to 52 dB in the single transmission
scheme or 35 dB in the non-opportunistic scenario. The fact
that the SU has more chances to transmit when the PU is silent
leads to the minimization of the interference for both users.
This in turn reduces the power needed by the SU to transmit
its packet and the sacrifice of reliability for the PU when the
SU is present.
Fig. 5 depicts the PU error outage probability with and
without the presence of SU for different PU arrival rates.
The figure shows that the PU outage probability rises from
1.5ˆ 10´4 to 2ˆ 10´4. It is obvious that applying the ARQ
opportunistic scheme guarantees a very limited declination in
the PU reliability in terms of error while serving the SU. Thus,
we attain URC for both PU and SU at the same time.
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Fig. 5. PU error probability p vs PU arrival rate λp for st “ pt “ 10´3,
R “ 0.25, pp “ 30 dB, ps “ 32 dB, n “ 500, and M “ 3.
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Fig. 6. PU average delay p vs PU arrival rate λp for st “ pt “ 10´3,
R “ 0.1, pp “ 30 dB, ps “ 32 dB, n “ 500, and M “ 3.
Finally, we plot the PU average delay obtained from (27)
as a function of PU arrival rate. The figure shows that the
PU average delay for non-opportunistic scheme is higher
than when applying the opportunistic transmission whether
with equal or optimum power allocation. Unlike, the results
in Fig. 4, the optimum power allocation strategy renders a
considerable reduction in PU delay when compared to equal
power allocation. For example, when λp “ 0.5, the delay is
only 2 % of packet duration. In all cases, the PU delay rises
when the PU queue becomes more congested.
VII. CONCLUSION
In this work, we introduced an efficient spectrum sharing
model to achieve URC for short packets. The proposed model
relies on ARQ opportunistic transmission of the SU after
sensing the PU activity in an interweave scenario. We derived
the SU outage expressions and defined the upper and lower
bounds for this outage as a function of PU arrival rate. We
characterized the optimum access probability and analyzed
the average delay of the PU packets. The results showed that
opportunistic transmission requires significantly lower power
when compared to non-opportunistic and open loop scenarios.
Moreover, the equal access probabilities highly approaches
optimality in terms of power saving. However, we observe
that applying the proposed opportunistic scheme with optimum
power allocation strategy significantly reduces the PU delay.
The proposed scheme serves the SU with a negligible sacrifice
in the PU reliability.
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