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ABSTRACT 
The CO2CRC Otway Project aims to demonstrate that CO2 can be safely stored in a 
depleted gas field and that an appropriate monitoring strategy can be deployed to 
verify its containment. The project commenced in 2005, with the baseline 3D seismic 
collected early in January 2008. CO2 was injected into depleted gas reservoir known 
as Waarre-C at Naylor field in April 2008. The first monitor survey was recorded in 
January 2009, shortly after the injection of 35,000 tonnes of CO2. Early predictions 
in the program suggested that the resulting time-lapse seismic effect will be very 
subtle because of the reservoir depth, small area, complexity, small amount of 
CO2/CH4 in 80/20 ratio injected and most of all partial saturation of the reservoir 
sand. The key challenge than presented to this research was how subtle exactly is the 
effect going to be? To answer that question I had to develop a workflow that will 
produce very accurate prediction of the elastic property changes in the reservoir 
caused by CO2 injection. Then the sensitivity of time-lapse seismic methodology in 
detecting subtle changes in the reservoir is investigated. 
 
The rock physics model I propose uses the “effective” grain bulk modulus (Kgrain) to 
represent the average mineralogy of the grains. The validity of this approach is 
confirmed by good agreement achieved between Vpsat core with Vpsat computed from 
the log data using the “effective” modulus. . The use of “effective” Kgrain was further 
justified by petrographic analysis. This has increased the modelling precision and 
changed the predicted time-lapse effect due to CO2 injection from 3% as an average 
over the reservoir sequence as previously computed to nearly 6%. The significance is 
that 6% change could be detected with high precision monitoring methodologies. The 
in-situ saturation type is homogeneous, according to the analysis path assumed in this 
thesis. If some patchiness exists in the reservoir it will be away from the wells and it 
would further elevate CO2 related seismic effect. 
 
The time-lapse seismic methodology at Otway site utilised very high survey density 
in order to increase sensitivity. On the negative side, weak sources and the change of 
the source type between the surveys resulted in non-repeatability greater or of the 
similar order as the time-lapse signal were expected to be. Hence the interpretation of 
ABSTRACT 
 
v 
 
the time-lapse P-wave seismic data assumed somewhat different path. I used the 
model-based post-stack seismic acoustic inversion in a similar way that history 
matching is used in reservoir simulation studies. I performed successive fluid 
substitutions, followed by the well ties and inversions. The objective was to look into 
the inversion error. Then the modelled fluid saturation case that result in minimal 
inversion error reflects the most likely state of the reservoir. Modelling using 35,000 
tonnes of CO2/CH4 mix with 35% water saturation and 65% CO2/CH4 mix produced 
the smallest error when reinstating logs to the 2009 reservoir state.   
 
The time-lapse anomaly observed in the data exceeds predictions derived through the 
rock physics model, seismic modelling and simulation models. This is likely to be the 
case in general as the effect of CO2 onto a reservoir is difficult to predict. A 
“conservative” approach may result in an under-prediction of time-lapse seismic 
effects. Consequently, the predicted and measured seismic effects can be used as the 
lower and the upper bound of the time-lapse effects at Naylor field, respectively. The 
method presented here for analysis of a subtle time-lapse signal could be applied to 
the cases with similar challenges elsewhere. 
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Chapter 1 INTRODUCTION 
 
1.1 World energy review 
1.1.1 Energy demand 
Fossil fuels will continue to be the primary source of energy supplying the world’s 
demand for decades to come. The International Energy Agency projects (IEA, 2011) 
predicted  that global energy demand in the New Policies Scenario (NPS 450S) will 
increase by more than one-third from 2010 to 2035. The Agency projected that 
increased demand will be met mainly by fossils fuels.  Growth in demand for fossil 
fuels is led by the transportation and industry sector.  More than 70 per cent of the 
increase in demand is forecasted to come from developing countries such as India, 
Indonesia, Brazil, China, and the Middle East. There will be a large increase in 
demand for all fuels, but the share of fossil fuels in global primary energy 
consumption will fall slightly from 81% in 2010 to 75% in 2035; natural gas will be 
the only fossil fuel to increase its share in the global mix over the period to 2035. 
This is despite the projected rapid increases in the use of renewable energies, led by 
hydropower and others such as geothermal, wind, solar, biofuels, and so forth (Figure 
1.1). 
 
Figure 1.1 World primary energy demand in the New Policies Scenario (IEA, 
2011). 
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The Agency projected an increase in carbon dioxide emissions from fossil-fuels 
energy demand from 30.2 billion metric tons in 2008 to 35.2 billion metric tons in 
2020 and 43.2 billion metric tons in 2035 (IEA, 2011). Even if governments around 
the world successfully introduced all the policies and measures they are currently 
considering to reduce emissions, carbon dioxide emissions would still grow by 43 per 
cent by year 2035, with the major contributor being coal. 
  
1.1.2 Energy production 
Fossil fuels remain the most important energy source for transportation, electricity 
and industry. To meet the increase in world energy demand (conventional and 
unconventional resources), according to International Energy Outlook (2011), total 
supply will increase by a total of 26.6 million barrels per day from 2008 to 2035.  
This scenario assumes that OPEC producers will choose to maintain their market 
share of world energy production, and that OPEC member countries will invest in 
incremental production capacity so that their conventional oil production represents 
approximately 40% of total global energy production throughout the projection.  
Figure 1.2 shows world energy production and demand by region projection from the 
year 2009 to 2035 in three cases of Reference, High Oil Price, and Low Oil Price, 
depicting the total production from conventional and unconventional resources by 
OPEC, Non-OPEC members, Organization for Economic Cooperation and 
Development (OECD), and Non-OECD. 
 
By 2035 most of the liquids producers will come from the OPEC Middle East, which 
will account for 36 million barrels of oil equivalent per day, while other OPEC 
members will account for 20 million barrels of oil equivalent per day and non-OPEC 
members for 61 million barrels of oil equivalent per day.  OECD liquids demand will 
grow to 47.9 million barrels per day, while non-OECD liquids demand will grow to 
62.9 million barrels per day by 2035, as a shown in Figure 1.2.   
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Figure 1.2 World energy production and demand by region in three cases, 2009 
and 2035 (EIA, 2011). 
 
Annual Energy Outlook (2011) forecasted the increasing trend of unconventional 
resources from 2000 to 2035 to meet the energy demand while the other products of 
energy remain stable (Figure 1.3). In general the increase in energy demand and its 
production will increase carbon dioxide emissions into the atmosphere, which in 
effect will have a certain degree of impact on global warming and climate change. 
 
Increasing energy production in Australia is anticipated by planning liquefied natural 
gas projects with a total value of around $20 billion to meet the domestic demand 
(Cook et al., 2000). 
 
1.2 CO2 geosequestration 
One of the promising ways of mitigating greenhouse gas emissions and potentially 
slowing or reversing the undesired effects of global warming is to capture and store 
or sequester CO2 into deep geological formations. Geosequestration - capturing 
carbon dioxide that would otherwise be emitted to the atmosphere and injecting it 
into deep geological formations (reservoir units which have good porosity and 
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permeability and have been proven to be overlain by an excellent seal to prevent 
leakage) is one viable option. 
 
Figure 1.3 World energy production by source from Reference case, 2000 – 2035 
(EIA, 2011). 
 
The International Energy Agency describes it as “one of the most promising options 
for mitigating emissions in the longer term”. In its Special Report on Carbon Dioxide 
Capture and Storage, the Intergovernmental Panel on Climate Change (IPCC) said 
that geosequestration has the potential to reduce overall (greenhouse gas) mitigation 
costs and increase flexibility in achieving greenhouse gas emission reductions. In its 
Climate Change 2007: Mitigation of Climate Change, the IPCC concluded that 
geosequestration was among the technologies with the largest economic potential to 
reduce emissions from electricity generation, as well as in the cement, ammonia, and 
iron manufacturing industries.  It also found that attempts to stabilise greenhouse gas 
concentrations in the atmosphere at lower levels increased the emphasis on 
technologies such as geosequestration.  This approach involves the capture and 
storage of carbon dioxide (Carbon Capture and Storage - CCS). CCS enables the 
combustion of fossil fuels (coal, gas or oil) without significant emissions of carbon 
into the atmosphere. It utilises technologies that have been widely practiced in the oil 
and gas industry for many years. 
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Extensive examinations around the world of geosequestration objectives established 
that the largest quantities of CO2 could be stored in saline aquifers. However the 
major CO2 producing plants are rarely located near large saline aquifers. An 
additional and perhaps more economically viable option is to store CO2 into depleted 
gas and oil fields as their occurrence is widespread and where some or all of the 
infrastructure is already in place.  Figure 1.4 shows an overview of geological storage 
options which are considered and/or available for use. 
 
 
Figure 1.4 Overview of geological storage options (CO2CRC). 
 
The world’s first industrial application of CO2 storage in a saline aquifer commenced 
in the Sleipner Field in 1996 (Arts et al., 2004; McKenna, 2004). Apart from the 
Weyburne project in Alberta, Canada (Brown, 2002; Davis and Benson, 2004; Davis 
et al., 2003; Herawati, 2002; Herawati and Davis, 2003; Terrell et al.), In Salah 
project in Algeria (Riddiford et al., 2005) and Gorgon project in Western Australia, 
all other projects are strictly of a scientific nature such as the Frio project in Texas 
(Hovorka et al., 2006) and Ketzin in Germany (Forster et al., 2006). Current 
sequestration projects around the world are shown in Figure 1.5. 
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Figure 1.5 Carbon Capture and Storage projects around the world. Yellow, red, 
blue, and green balloons represent in planning, cancelled, pilot, and operational 
projects, respectively (courtesy of Scottish Carbon Capture and Storage, 2013).  
 
Australia’s first experiment in deep geosequestration is ongoing. The CO2CRC 
Otway Project aims to demonstrate geosequestration is a viable option for CO2 
mitigation under Australian conditions (Cook, 2006). The project differs significantly 
in the nature of its geological character and storage process from the existing 
Sleipner, Weyburn, Frio and Ketzin sequestration projects. Besides allowing 
international collaboration in research, this project offers an opportunity to gain 
important additional information on the permanence and safety of CO2 
geosequestration. The Otway project also addresses the more general issue of the 
viability of seismic monitoring of CO2 storage in depleted gas reservoirs.  
 
1.3 Seismic monitoring of CO2 
While the concept of CO2 storage underground is a straightforward process, its long-
term containment must be monitored and verified to prevent further CO2 leakage and 
release to the atmosphere. Time-lapse (TL) seismic methods have proven successful 
in monitoring hydrocarbon movement during production and for increasing 
understanding of recovery processes.  The application of time-lapse methodology is 
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therefore attractive as a primaryethod for monitoring of CO2 plume migration over 
time. 
 
Surface seismic methods, with their excellent horizontal resolution power, are 
important for seismic monitoring. The full power of the method is accomplished 
through time-lapse seismic methodology.  Differences in seismic amplitudes or travel 
times (time lapse signal) between the surveys allow for mapping of the fluid 
migration within a reservoir over time during the EOR/EGR. The time-lapse signal 
can be related to changes in rock properties caused by injection which allows 
optimisation of the field’s production.  Borehole seismic methods add value to 
surface seismic methods with their increased vertical resolution power and the 
specific geometry of borehole surveys, which allows analysis of the transmitted wave 
field and hence fundamental investigations of wave motion and propagation. 
Consequently most of the geosequestration projects utilise a combination of surface 
and borehole seismic methodologies. 
 
The world’s first industrial application of CO2 storage using time-lapse seismic 
monitoring techniques (TL seismic) in a saline aquifer commenced in the Sleipner 
Field in 1996 (Arts et al., 2004; Chadwick et al., 2005; Chadwick et al., 2002; 
McKenna, 2004; Skov et al., 2002). They observed that the effects of CO2 on the 
seismic data are large both in term of seismic amplitude and in velocity push down 
effects. The Reservoir Characterisation Project of the Colorado School of Mines – 
Weyburn project - used high resolution time-lapse and multi-component surface and 
borehole seismic data (VSP and cross-hole) to monitor a miscible CO2 flood in a 
fractured carbonate reservoir (Davis and Benson, 2004). The In Salah project in 
Algeria (Riddiford et al., 2005), the world’s first CO2 storage project performed in an 
actively producing gas reservoir, used the seismic method for monitoring the CO2 
plume. CO2 storage projects such as Frio in Texas used VSP (Hovorka and Cohen, 
2006; Hovorka and Knox, 2003) and Ketzin in Germany used 3D seismic for 
monitoring the CO2 plume (Juhlin et al., 2007; Yordkayhun). These two projects 
investigated CO2 storage in saline formations. The CO2CRC Otway Project in 
Australia however is injecting CO2 into a depleted natural gas field and uses a 
combination of 3D seismic and 3D VSP to verify the containment of CO2 within the 
reservoir. This project also attempts to analyse the plume disposition in clastic 
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sediments (Li et al., 2006; Wisman et al., 2005; Wisman and Urosevic, 2007). 
Through repeated monitor surveys over time a series of seismic images can be made 
and related to rock property changes and fluid distribution in the reservoir. 
 
1.4 Rock physics model of CO2 
Seismic velocities are sensitive to the changes of pore fluid, porosity, mineral 
composition, pore pressure, and fluid saturation. Such changes become difficult to 
quantify if the sensitivities are not understood.  The changes are very subtle when 
compared to the seismic wavelength. Thus, discovering and understanding the 
relationship between the seismic data and the reservoir has become increasingly 
important for hydrocarbon detection, reservoir characterisation, and reservoir 
monitoring.  
 
The Injection of CO2 into a heterogeneous reservoir, where residual gas saturation is 
present throughout most of the sand column and the thickness is less than 25 meters, 
is expected to cause very subtle changes in the elastic properties of the reservoir rock. 
The result from a rock physics model based on Texas Gulf Coast showed that a 
wedge of CO2 in 10 m thick sand could be detected (Myer et al., 2003). However, 
such a small effect could be “lost” even through appropriate fluid substitution 
methodology. Considering the inherently low repeatability of land seismic it becomes 
even more important to accurately predict the time-lapse seismic response at this site. 
 
Wang (1997) has shown that the feasibility of repeatability consists of two aspects: 
the physical aspect and the seismic. The physical aspect involves the changes in 
reservoir properties such as pressure, temperature, elastic properties, and contrast in 
pore fluid compressibility. Thus, to quantity these effects, rock physics modelling 
plays an important role in bridging reservoir and seismic properties. Rock physics 
modelling has been used to quantify time-lapse seismic modelling and relate 
interpretation of elastic properties changes to variations in fluid saturation and 
pressure during monitoring (Avseth et al., 2005; McKenna et al., 2003; Wang et al., 
1998; Wulff et al., 2008).  
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Rock physics modelling links rock properties and seismic properties by taking into 
account variations in local geology. It helps to ascertain and validate whether time-
lapse seismic methodology is a feasible technique for monitoring. The rock physics 
model here is used in conjunction with time-lapse seismic changes, thus enabling 
quantification of the seismic interpretation. Furthermore, detailed rock physics 
analysis provides the capability to forecast the changes in the time-lapse seismic 
response during long-term CO2 storage within the basin prior to project 
commencement. 
 
1.5 Aim of the research 
The CO2CRC Otway Project - the first CO2 storage project in Australia - aims to 
demonstrate that CO2 can be safely stored in a depleted gas field and that an 
appropriate monitoring strategy can be deployed to verify its containment. The 
advantage of injecting CO2 into a depleted gas field is the access to well-established 
infrastructure and existing data, including wells for monitoring, seismic data for 
property analysis and down-hole data for hydrocarbon interpretation. Historically, 
CO2 distribution and containment are assessed through time-lapse seismic changes.   
The geological complexity of Naylor gas field in Australia with a relatively deep, 
small-sized reservoir, and with the presence of residual methane provides a challenge 
in designing a successful geophysical monitoring program.  Because of this, the 
monitoring program will be limited to the application of seismic methods only. 
Considering the inherently low repeatability of land seismic, it becomes even more 
important to accurately predict the time-lapse seismic response at this site. Achieving 
successful seismic monitoring will depend on the magnitude of change in the elastic 
properties of the depleted gas reservoir. Since seismic technology may not be 
applicable in all situations, a feasibility study must be conducted prior to project 
commencement.  
 
A feasibility study involving a simulation of time-lapse seismic response for this 
reservoir showed that the injection of CO2 in the residual methane-saturated zone 
will produce very subtle changes in elastic properties, hence, very small changes in 
seismic response (Li et al., 2006).  Such a small effect could be “lost” even through 
appropriate fluid substitution methodology. Therefore, an accurate prediction of 
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elastic properties of the reservoir rock should be made using the calibration of log 
and petrophysical data with core samples. 
 
Similar studies on the seismic monitoring of CO2 injection have been done (Arts et 
al., 2003; Davis and Benson, 2001; Fanchi, 2001; Herawati, 2002; Herawati and 
Davis, 2003; McKenna, 2004; McKenna et al., 2003; Terrell et al.; Wang et al., 1998; 
Xue and Ohsumi, 2004), mostly on saline or carbonate reservoirs. However, seismic 
monitoring of CO2 injection into a depleted gas reservoir in a clastic environment has 
not been previously studied, especially the rock physics aspect of such a system.  
 
One of the aims of this research is to find and apply appropriate fluid substitution 
methodology for the Naylor-1 and CRC-1 wells to be able to accurately predict time-
lapse signals resulting from CO2 injection.  For that I need to build rock physics 
models using well log data that are calibrated with core sample analyses.  These 
models can then be used to quantify the change in elastic properties of the reservoir 
rock due to CO2 injection at varying pressures and saturations. The results are then 
applied to a time-lapse seismic synthetic response prediction model for long-term 
CO2 storage. This research also relates variations of seismic attributes computed 
from seismic reflection data to the changes in elastic properties that will help further 
refine the analysis including distinguishing the seismic effects caused by CO2 
injection from the existing residual methane saturation. Finally, this study will 
comment on the CO2 migration path and containment within the reservoir.  
 
The rock physics modelling results of this research project are general in nature and 
can be used and applied to similar CO2 storage projects to quantify elastic property 
changes and predict seismic responses prior and after CO2 injection. to acquisition of 
monitoring surveys. By better understanding the limitations of the existing data, 
pitfalls and wasted effort can be avoided in future long-term CO2 storage projects. 
 
1.6 Thesis configuration 
The structure of this thesis is designed to follow the chronological development of 
the project.  Chapter 1 presents a review of world energy uses, their impact on global 
climate change and the subsequent need for this research program.  Chapter 2 
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introduces the concept of geological sequestration. The chapter begins with a general 
discussion of various geological storage sites and of trapping mechanisms, with an 
emphasis on depleted gas reservoirs. It concludes with a general discussion of 
potential seismic monitoring and verification technologies including several similar 
project examples from the geophysical literature.  Also included is an introduction to 
CO2 geological storage in Australia with a focus on the CO2CRC Otway Project.  
Chapter 3 discusses the background theory applied in this project, examining the 
fundamental theories of seismic and rock physics.  Chapter 4 then discusses the aims 
of the CO2CRC Otway Project, the geological setting of Otway Basin (focusing on 
the Naylor gas field study area), an overview of previous studies, how the data was 
collected and conditioned (pre-production and pre-injection data), and current 
reservoir characterisation.  Chapter 5 presents the development workflow of a rock 
physics model for Waarre sandstone unit-C (Waarre-C) taking into account the local 
geology.  This work involved the calibration of ultrasonic core measurements with 
log data and core sample analysis (petrology).  The chapter concludes with a 
discussion of how the rock physics model could be used to improve the monitoring 
strategy. Chapter 6 presents seismic modelling results from fluid substitution 
methodology (rock physics model) and provides the basis of the analysis of rock 
physics changes due to CO2 injection. This chapter also describes the work that 
relates variations of seismic attributes to the changes in reservoir elastic properties. A 
discussion on the success and limitation from the investigated methodology 
identified during this research concludes the chapter. The final conclusion and 
recommendation of the research are outlined in Chapter 7. The cited reference list 
and references for general reading are at the end of the thesis. 
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Chapter 2 CO2 GEOLOGICAL SEQUESTRATION 
 
2.1 Introduction 
A comprehensive geological characterization of several gas accumulations across 
Otway basin has been conducted over the past few decades. The wealth of knowledge 
that has been gained by industry and research institutions has formed the 
fundamental basis for development of the Otway basin pilot CO2 sequestration 
project. 
 
CO2 can be stored underground in various ways, depending on the geological setting, 
reservoir properties, local pressure and temperature conditions, etc. This chapter 
reviews the potential of CO2 storage in different geological settings and introduces 
the monitoring methodology with particular emphases on the CO2CRC Otway 
Project. 
 
2.2 Type of CO2 storages 
Figure 2.1 gives an illustration of various options for an underground CO2 storage 
system. The three main alternatives are: depleted oil and gas fields, saline formations 
and un-mineable coal-beds (Bachu, 2000; Baines and Worden, 2004; Lewis and 
Shinn, 2001). Only those three main options of storage are discussed in this 
document. Other storage options will be referred to as future geologic sequestration 
(DOE, 2008). 
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Figure 2.1 Candidate geologic reservoirs for storing CO2 (CO2CRC, 2008). 
 
2.2.1 Depleted oil and gas reservoir and use of CO2 in enhance oil/gas 
recovery 
Depleted oil and gas reservoirs are good candidates for CO2 storage as they have 
very high probability of retaining the fluid on the geological time scale. In addition, 
depleted reservoirs have favourable characteristics such as good porosity and 
permeability.  Abundance of pre-existing geological and geophysical information, 
well-developed infrastructure and low-cost maintenance make these reservoirs highly 
attractive for CO2 storage. However the available pore space for CO2 storage could 
actually be small. Moreover, rapid depletion of hydrocarbon pore space could result 
in partial pore collapse. The old wells could provide potential leak points, and the 
timing of availability of depleted fields with respect to the source of CO2 (Bradshaw 
and Rigg, 2001; Streit and Siggins, 2005) may be yet another issue. 
 
Despite all the potential drawbacks, CO2 injection into depleted oil and gas reservoirs 
enable us in general to accurately calculate potential CO2 storage capacity 
(Holloway, 1997). Stevens et al. (2001) estimated the worldwide capacity for CO2 
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storage in depleted oil and gas reservoirs approximately at 900 Gt. This number 
represents almost 150 years of the world’s power plant emissions. 
 
Injecting CO2 into depleted oil and gas reservoirs has additional economical benefits 
through enhanced oil/gas recovery for the extension of field life by improving rate of 
recovery and improved pressure support. This method has been used widely for 
tertiary recovery/enhanced production. A major research project combining EOR 
with CO2 storage was started in 2000 at the Weyburn field, Canada. The 4D-3C time-
lapse seismic surveys at Marly zone before and after injection showed the significant 
amplitude anomaly difference over time in Figure 2.2 a) and b). It appears that 
repeated seismic reflection measurements (time-lapse) can be utilized at this location 
for direct monitoring of CO2 displacement in the reservoir.  
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a) 
 
b)
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(Courtesy of EnCana Corporation) 
Figure 2.2 a) Amplitude anomaly difference map of Marly zone over time and b) 
Marly zone location of injection and production wells associated with amplitude 
anomalies at the reservoir and surrounding area. 
2.2.2 Saline formation 
Saline formations are characterised as porous sedimentary rocks saturated with 
formation waters that are not considered suitable for human consumption or 
agriculture or industrial use. Saline formations are considered as an ideal CO2 storage 
site since they can often store large volumes of CO2 (Bachu, 2000; Bradshaw et al., 
2002; Holloway, 1997). Davidson et al. (2001) studied globally saline aquifers could 
account for between 20% and 500% of the projected total CO2 emissions to 2050 
where in the U.S. alone could potentially store up to 500 billion tons of CO2 (DOE, 
2008).  
 
Supercritical CO2 can be effectively stored in deep saline formations because of its 
high density and high solubility in formation water. These formations are commonly 
less understood because of the lack of geological and geophysical data. Thus, 
injecting CO2 into saline formations is less attractive as it does not have direct 
economical benefit other than to prevent CO2 release into the atmosphere. The main 
advantage of saline aquifers is that they are widely distributed over the world and 
have large potential storage capacity. Hence it is not a surprise that Sleipner field in 
North Sea was the world’s first industrial CO2 storage project in a saline formation. 
Long term studies of Sleipner CO2 storage confirmed that saline aquifers are indeed 
favourable for CO2 sequestration and particularly favourable for monitoring due to 
large elastic properties contrast (Arts et al., 2000; Chadwick et al., 2002). Further 
storage projects are already being planned in North West Shelf, Australia, the biggest 
being the Gorgon field where about 3 millions tones of CO2 per year are planned to 
be injected over a period of at least 20 years. The gas contains up to 14% CO2 and 
will be injected into saline formation about 2000m below the producing reservoir 
(IEA, 2003). 
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2.2.3 Un-mineable coal-beds and use of CO2 in enhanced coal bed 
methane recovery 
Coal beds typically contain large amounts of methane that is absorbed onto the 
surface of the coal. Extraction of the gas requires depressurisation, usually by 
pumping water out of the coal seam. Coal beds represent an attractive opportunity for 
near-term sequestration of large volume of anthropogenic CO2 at low costs. Roughly 
twice as much CO2 can be absorbed on coal as methane,  such that injected CO2 has 
the potential to displace methane and remain sequestered in the coal seam (Gunter et 
al., 1997; Reeves, 2003) . Storage density is greatest in coals at depths less than 
600m when CO2 is in the gaseous phase, not supercritical (Ennis-King and Paterson, 
2001), as shown in Figure 2.3. A pilot project in San Juan Basin, New Mexico 
suggests that methane production from the extensive coal beds could be increased by 
75% with injection of CO2 (Reeves, 2001). 
 
 
Finally and predictably, most coal reserves are located nearby large CO2 emission 
sources such as power plants. Furthermore, injection of CO2 into coal beds actually 
enhances the coal beds methane recovery, albeit only for a short time as CO2 causes 
so-called swelling of the permeable paths in coal seams which is typically mean cleat 
system (face cleats). 
 
 
Figure 2.3 Total storage densities as a function of depth. The hydrostatic 
pressure gradient is 10.5 MPa/km, the mean surface temperature is 15 C and 
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the geothermal gradient is 25 C/km unless noted. This highligthing how the 
storage density of CO2 absorbed onto coal at subcritical depths is comparable to 
the storage density of CO2 captured in pore space at supercritical depths (Ennis-
King and Paterson, 2001). 
 
2.3 CO2 trapping mechanism 
CO2 can be sequestered in geological formations by five principal trapping 
mechanisms: structural/stratigraphic, hydrodynamics, solubility/dissolution, mineral 
and residual (Hitchon, 1996; Watson et al., 2004; Watson and Gibson-Poole, 2005). 
 
2.3.1 Structural/stratigraphic trapping 
Structural/stratigraphic trapping relates to the CO2 that is not dissolved in formation 
water. When supercritical CO2 rises upwards by buoyancy it can be trapped in a 
structural type of closure or by reduction of permeability due stratigraphic changes.  
Common structural traps include anticlines and tilted fault blocks (Figure 2.4 a) and 
stratigraphic traps include a lateral change in facies up-dip or a depositional pinch-
out (Figure 2.4 b) (Biddle and Wielchowsky, 1994). These provide physical traps for 
geological storage of CO2. 
 
 
Figure 2.4 Illustration of a) structural and b) stratigraphic trap for CO2 
trapping mechanism (Biddle and Wielchowsky, 1994). 
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2.3.2 Hydrodynamic trapping 
CO2 can be trapped as a gas or supercritical fluid under a low-permeability (<50 md) 
reservoir/seal. The presence of clays and cements in these low-permeability 
formations result in high residual gas trapping and a higher formation water 
saturation in high permeability formations (>100 md) (Watson and Gibson-Poole, 
2005). The impact of higher residual gas trapping and water saturation is beneficial 
for sequestration where the very low flow velocity occurred for hydrodynamic 
trapping (Bachu et al., 1994; Ennis-King and Paterson, 2001; Flett et al., 2004). The 
trapping mechanism follows the flow of the CO2 on the dip of the sealing formation 
and the flow velocity and direction of the in-situ formation water. This flow can lead 
to very long residence times, in the order of thousands to millions of years in 
horizontal or gentle dipping reservoirs (Figure 2.5) (Bachu et al., 1994). 
 
 
Figure 2.5 Hydrodynamic trapping of CO2 where the CO2 migration pathway is 
10s to 100s km long allowing for a long residence time follows the bedding plane 
(Bachu et al., 1994). 
 
2.3.3 Solubility trapping (immiscible CO2) 
When the amount of CO2 exceeds the amount soluble in water, CO2 enters an 
immiscible phase. CO2 starts as a separate phase when injected, and over time 
dissolves into the water (Ennis-King and Paterson, 2001). This occurs at the 
CO2/water interface and is subject to a rate of dissolution that is dependent on the 
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area of interface and rate at which CO2-saturated water is transmitted away from the 
interface or by the diffusion rate driven by the introduced chemical gradient (Bachu 
et al., 1994). 
 
The solubility of CO2 is controlled by the pressure, temperature and salinity of the 
water (Vargaftik, 1975). Solubility decreases with increasing temperature and 
salinity, and increases with pressure (Spycher et al., 2003). Once the CO2 is 
dissolved, the chemistry of the system controls what will happen in the short- and 
long-term future of CO2 sequestration. 
 
2.3.4 Mineralogical trapping 
For mineralogical trapping of CO2 to occur, the reservoir rock requires a sufficient 
supply of cautions to precipitate with bicarbonate in solution. While there is abundant 
bicarbonate from the dissolution of CO2 to form carbonate minerals, the limiting 
factor is the caution source, either from formation water or the host minerals. This 
trapping mechanism is the most permanent form of geological storage of CO2 (Bachu 
et al., 1994; Hitchon, 1996; Watson et al., 2004). 
 
2.3.5 Residual trapping 
Residual trapping occurs when CO2 becomes trapped in the pore space by capillary 
forces and cease to flow (Figure 2.6). Residual CO2 saturation varies between 5-30% 
based on typical relative permeability. Over time, the residual trapped CO2 dissolves 
into the formation water (Ennis-King and Paterson, 2001; Flett et al., 2004). 
 
Figure 2.6 Residual trapping of CO2. 
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2.4 Monitoring and verification methodology 
For CO2 to be injected into the geological formations, a monitoring and verification 
(M&V) methodology needs to be defined. The ultimate objective of any M&V 
program is to verify CO2 containment in the reservoir over a specified period of time. 
Cost-effective monitoring and verification of fluid movement during CO2 injection is 
a necessary part of a practical geologic sequestration strategy (Gasperikova et al., 
2004). Monitoring can be categorized into baseline and operational monitoring while 
verification monitoring consists of both subsurface and environmental confirmation 
of performance criteria (Dodds et al., 2006). Seismic techniques are well-known and 
well-developed for monitoring production in petroleum reservoirs as well as recovery 
process (EOR/EGR/ECBM). Because seismic properties depends on fluid content, 
pressure, saturation and elastic properties changes of the reservoir itself, it is 
expected that seismic methods will be the fundamental technology used to monitor 
CO2 sequestration, but other geophysical, non-seismic methods and non geophysical 
methods which might provide sufficient monitoring resolution at a significant lower 
cost need to be considered. Of particular interest to this research is CO2 sequestration 
at Otway Project. A comprehensive M&V program is illustrated in Figure 2.7.  
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Figure 2.7 Schematics of the monitoring techniques that are applied in the 
CO2CRC Otway Project. 
 
 
2.4.1 CO2 sequestration monitoring with seismic methods 
The seismic method is by far the most important geophysical technique used for oil 
and gas field production, including the recovery process (extending the reservoir life 
time). The techniques developed for enhanced recovery processes in the oil and gas 
industry are directly applicable to monitoring of CO2 sequestration.  Its 
predominance is due to accuracy, resolution and penetration. Accuracy can be 
achieved by defining high data density seismic surveys. The dependence of seismic 
resolution on frequency bandwidth of the received signal implies that there is a trade-
off between the distance that seismic energy can travel and the resolution that can be 
achieved (Esmersoy et al., 1998). Two types of resolution are considered - lateral and 
vertical, both of which are controlled by signal bandwidth. The resolution in general 
is based on the Fresnel zone, a circular area on a reflector whose size depends on the 
depth of the reflector, the velocity above it and the dominant frequency of the source 
wavelet. Increasing frequency content and decreasing the width of Fresnel zone will 
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improve the lateral resolution. The depth of penetration depends primarily on the 
source strength and the rate of signal attenuation. 
   
The real power of 3D surface reflection seismic is in sensing or detecting, rather than 
resolving, lateral variations in lithology and fluid content. Temporal or vertical 
resolution of individual layers is generally limited to tens of meters along the depth 
axis. However, depending on the reflection contrast, very thin layers can produce 
reflections and be detected, albeit we cannot tell much about the properties of the 
layer itself.  
 
Very high resolution is typically achieved with sonic logging, producing resolution in 
the order of centimetres. Unfortunately such high-frequency signal can typically 
penetrate less than a meter into the formation away from the borehole. Vertical 
seismic profile and cross-well/borehole seismic are used to bridge the gap between 
sonic logging and surface seismic in creating high resolution image away from the 
well. For the CO2CRC Otway Project, apart from 2D and 3D VSP surveys aimed at 
producing a high resolution image around a borehole, the so-called high resolution 
travel time method (HRTT) was also deployed in Naylor-1 well (monitoring well). 
This methodology utilises permanent geophone installation and has the potential to 
monitor fluid movement, fine changes in fluid level and verify the volume of CO2 
injected in monitoring well. Figure 2.8 illustrates the degree of resolution versus the 
range of penetration offered by the various seismic methods. A combination of 
different seismic methods may be used to provide satisfactory resolution and 
adequate coverage of the sequestration site. Passive seismic (micro-seismic 
monitoring) and time-lapse borehole surveys were also deployed in Otway for early 
leak detection purposes that could be caused by stress changes yielding to fault 
reactivation. A wealth of methodologies deployed at Otway creates very good model 
for studying CO2 injection process in a depleted gas reservoir. Application of multi-
component seismic in a time-lapse (TL) fashion, could offer the ability to define 
contrast in elastic properties, subtle changes in fluid content and/or density changes. 
The full potential of multi-component TL surveys is still to be assessed.  
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Figure 2.8 A schematic representation of the range and resolution available 
from different seismic methods. The resolution is typically controlled by the 
frequency bandwidth of the received signal. The maximum range of each 
method is primarily controlled by signal attenuation that increases rapidly with 
frequency and the minimum range is determined by the resolution limit and the 
source –receiver geometry (Esmersoy et al., 1998). 
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2.4.1.1 Surface seismic 
The use of surface seismic for monitoring has been growing steadily during the last 
decade and is now a well-established technique for reservoir monitoring especially 
related to enhance recovery process. Extensive lateral coverage makes surface 
seismic a suitable tool to monitor the CO2 distribution before and after injection 
which are not sampled by wells through the repetition of the measurements.  This is 
referred to as time-lapse seismic or 4D seismic. These measurements have observed 
changes in compressional (P-) and shear (S-) wave velocity, amplitude anomalies, 
variation in anisotropy and attenuation as a consequence of CO2 injection (Benson 
and Davis, 1998).  
 
The Sleipner CO2 sequestration showed time-lapse seismic to be a highly suitable 
method for monitoring CO2 injection in a saline aquifer. The effect of the CO2 on the 
seismic data is large both in terms of seismic amplitude and in observed velocity 
pushdown effects as shown by Figure 2.9 (Arts et al., 2004; Chadwick et al., 2005). 
 
 
Figure 2.9 Seismic amplitude in 1994 (before injection), 1999 and 2001 (during 
injection). A number of strong negative reflections (black peak) are observed 
both on the 1999 and 2001 time-lapse survey (Arts et al., 2004). 
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The main limitation in using surface seismic data for reservoir monitoring is the lack 
of vertical resolution and the difficulty in separating the response due to fluid 
substitution from changes in pore-pressure. Up to now, changes in P-wave 
impedance have been interpreted to represent changes in either pore-pressure or 
saturation, which has the most dominant effect on the P-wave velocity of the 
reservoir. S-wave velocity has almost no effect (very little influence) on fluid 
changes and may be more sensitive to pore-pressure changes. Long-offset surface 
seismic data has been used to separate those effects incorporating some information 
regarding S-wave reflectivity. Methods that rely on amplitude changes with offset to 
discriminate pressure and saturation changes can help separate and thus simplify the 
interpretation of some of these effects in time-lapse AVO, as shown in Figure 2.10 
(Landrø, 2001; Tura and Lumey, 1999). Figure 2.11 shows the effect of CO2 
injection under various pressures.  Saturation is also examined and modelled in 
Sleipner, North Sea (Lumley et al., 2008). 
 
 
 
 
a) 
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b) 
 
Figure 2.10 Estimation of changes in a) saturation and b) pore-pressure. The left 
panel in each figure is the true saturation and pressure field from a flow 
simulator. The right panel in each figure is the estimated saturation or pressure 
field using time-lapse P- and S-wave seismic data (Tura and Lumey, 1999). 
 
 
Figure 2.11 a) Pressure and b) saturation model shows the presence of CO2 
saturation of the order of less than 10% (Lumley et al., 2008). 
 
To improve and enhance capability of surface seismic for reservoir monitoring and to 
differentiate pressure and saturation effects, multi-component seismic is necessary. 
Use of time-lapse travel-time changes in PP and PS reflectivity is the most promising 
way to separate saturation and pressure variations in a reservoir (Landrø et al., 2003; 
Lumley, 2001). 
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2.4.1.2 Borehole seismic monitoring 
New technology such as fibre-optic sensors emplaced during drilling and completion, 
micro-hole drilling and other advances in sensors are likely to make borehole 
technology much more cost effective when used over the long run. The use of 
borehole seismic provides a higher resolution image than surface seismic data due to 
reduced attenuation (Lumley, 2001). They act as a bridge to tie seismic in time with 
borehole data in depth. These measurements for monitoring are of three major types; 
cross-well seismic/high resolution travel time, vertical seismic profile (VSP) and 
micro seismic (passive source). Cross-well seismic records signal between source 
and receiver in boreholes. It is intended to provide reflection and tomography images 
of reservoir properties at the meter resolution scale as it avoids harmful effect of the 
near surface layers. High resolution travel time method (HRTT) determines travel 
time changes in micro-seconds. VSP record signals between sources located at 
surface and receivers positioned at borehole. VSPs recorded using a range of source-
receiver offsets, know as a walk-away VSP can provide some control on lateral, 
vertical, and azimuthally variation of reservoir properties. VSP measurement usually 
have higher frequency content than surface seismic, thus can improve reservoir 
imaging close to the well as shown in Figure 2.12 (Lumley, 2001). In other cases, 
time-lapse tomography and VSP imaging map P-wave velocity and impedance 
changes over the CO2 plume. In contrast, S-wave velocity is insensitive to fluid 
changes but can suggest changes in the rock matrix which are induced by CO2 
injection (Majer et al., 2006). 
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Figure 2.12 Comparison between surface seismic and borehole seismic (VSP). 
VSP provides higher resolution images than surface seismic (image courtesy of 
PGS, Exxon, and Halliburton) (Lumley, 2001). 
 
Micro seismic (passive source) monitoring is based on global seismology where P- 
and S- wave arrivals are used to locate an event in x, y, z space. The activity depends 
on the frequency and the magnitude in Richter (Figure 2.13). Micro seismic 
permanently installed in borehole can effectively be deployed to monitor a range of 
activity at CO2 storage sites such as cap rock integrity, illuminate sub-seismic 
features and early detection of fault-reactivation and generation by continuously 
recording events. Micro seismic should be used in conjunction with geo-mechanical 
modelling for optimal implementation regarding current local stress regime.  
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Figure 2.13 The micro seismic activity based on its magnitude and frequency 
(courtesy of Schlumberger Carbon Services). 
 
We deployed combination of several seismic monitoring methods for the CO2CRC 
Otway Project in Figure 2.14. 
 
 
Figure 2.14 Schematic design of combination of seismic methods in Naylor-1 
borehole seismic monitoring. 
 
Richter Magnitude 
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2.4.2 Non-seismic methods 
Due to cost considerations, less expensive methods are also considered for CO2 
sequestration monitoring programs. The non-seismic methods presented below show 
promise as low-cost supplements to seismic monitoring, justifying further evaluation 
and testing under a wider range of conditions (Gasperikova and Hoversten, 2006). 
 
2.4.2.1 Gravity 
Gravity methods measure changes in earth field intensity which effectively translates 
to the rock density. For most of the depth interval of interest for sequestration, CO2 is 
less dense and more compressible than brine or oil; hence the density contrast may 
produce observable gravity anomalies during the CO2 injection. It should perform 
well for certain reservoir conditions such as shallow depth, large porosity and large 
amount of injected CO2. To date, the gravity gradient is commonly used for 
improved subsurface imaging because it provides higher resolution than conventional 
gravity measurement. It maps anomalies of the sources by reflecting the edges and 
shapes rather than mass distribution (Bell et al., 1997). Gravity gradient may have 
“time-lapse” monitoring capability to track CO2 movement and is deployed at for 
Sleipner CO2 sequestration project. 
 
2.4.2.2 Electromagnetic 
Electromagnetic methods are sensitive to properties of liquid. Similarly, the phases of 
CO2 when injected influence the magnitude of conductivity/resistivity of the fluid; 
the larger the resistivity contrast the better the resolution of the method. Therefore it 
is the best interest to combine this method with seismic method (Lewis and Shinn, 
2001). 
 
2.4.2.3 Well-based 
Well-based systems can also be used for monitoring CO2 sequestration. Well-based 
monitoring can complement surface monitoring methods by providing data that 
allows assessment of the physical and geochemical subsurface processes associated 
with CO2 emplacement, increasing vertical resolution to observe the plume 
 32 
 
evolution, and providing more integrity to the overall monitoring program. One of 
the instruments that are commonly used to monitor the changes in borehole is the 
RST log (Schlumberger wire-line saturation log).  RST uses pulsed neutron capture 
to determine changes in fluid content. The parameter collected by the RST tool, 
Sigma ( )Σ , is derived from the rate of capture of thermal neutrons. The high value of 
Σ  allows estimation of saturation of the fluid (Sakurai et al., 2006). Xue et al. (2006) 
estimated the CO2 saturation using decreases in sonic velocity and increases in 
resistivity from repeat logging survey conducted in three observation wells. Figure 
2.15 shows the RST interpretation during CO2 injection in Frio Brine Pilot test. 
 
 
Figure 2.15 RST log collected during the Frio Brine Pilot test. CO2 saturation at 
the monitoring well is compared with modelled changes in saturation layer 
plotted at layer midpoint. RST log shows good sensitivity and can be used to 
represent CO2 saturation (Freifeld et al., 2008; Hovorka et al., 2006). 
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2.4.2.4 Atmospheric 
Natural biological flux (emission and uptake) of CO2 is large and variable compared 
to the emissions from a hypothetical leak. Local agricultural and industrial emissions 
can also be significant. Understanding these natural variations enables detection of 
CO2 anomalies that could be related to CO2 leakage to the atmosphere. 
 
2.4.3 Geochemical 
2.4.3.1 Hydrology and groundwater 
Water levels and the chemistry of the shallow and deep aquifers are monitored to 
ensure early detection in the unlikely event of any injected CO2 leaking into these 
freshwater aquifers. Seasonal variation, flow rate and direction of water-flows are 
recorded using data loggers suspended from a steel cable a few meters below the 
existing water level in privately and state-owned shallow and deep water bores. 
Groundwater sampling using a low flow pump will help identify any unusual 
chemical changes if the aquifer is contaminated. 
 
2.4.3.2 Tracers 
CO2 and methane compounds of the injection stream are “tagged” using chemical 
tracers in order to verify the CO2 plume behaviour. Tracers used are CD4 
(perdeuterated methane), SF6 (CO2 hexafluoride) and Krypton. These tracers enable 
us to track the movement of methane relative to CO2, providing additional 
information on the long term fate of injected CO2 and confirming that there has been 
no leakage to shallow aquifers, soils or the atmosphere. 
 
2.4.3.3 Down-hole fluid sampling (U-tube) 
High quality well-bore fluid and gas samples are collected at reservoir pressure from 
multiple levels to detect the arrival of CO2 at the monitoring well through the 
identification of tracers injected at injection well in order to characterise CO2 
migration and behaviour within the reservoir and to characterise chemical changes 
associated with this. Samples are analysed in laboratory for their chemical and 
isotopic composition.  
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The U-tube system was developed by Lawrence Berkeley National Laboratory 
(LBNL) and the CO2CRC. For Otway CO2 study it was installed in the Naylor-1 
monitoring well. The U-tube system deployed at Otway consists of three tubes: one 
in the methane gas-cap, a second just below the current gas-water-contact (GWC) 
and a third in the water leg. Each U-tube consists of two ¼ inches stainless tubing 
lines from the surface down the monitoring well, terminating in a ‘T’ which opens to 
the formation through a check valve and a filter (Figure 2.16). 
 
 
Figure 2.16 U-tube sampler. 
 
2.5 CO2 geological storage in Australia 
CO2 geological storage or CO2 sequestration, also referred to as geosequestration, 
involves the process of injecting CO2 into underground porous formations. In 
industrial sense it starts with capturing the carbon dioxide from the combustion 
sources then separating carbon dioxide from other gases, transporting it to the storage 
site and injecting it into deep geological formations where it will be trapped over the 
geological time frame. Geosequestration has adopted technologies commonly 
practiced in the oil and gas industry for many years for secondary and tertiary 
recovery process. However, the nature of the project and the necessity to accurately 
monitor CO2 sequestration process make CO2 sequestration unique. It requires the 
use of multi-disciplinary studies to ensure geosequestration is a viable and safe 
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option for reduction of greenhouse gas emissions and enable the combustion of fossil 
fuels in the future.  Therefore, research and development of geosequestration projects 
around the world and in Australia are intended to reduce greenhouse gas emissions, 
maximize efficiency of the existing technologies, lower sequestration costs. Along 
these lines the CO2CRC Otway Project, being the only one in the world that explores 
the possibility of CO2 injection into a depleted gas reservoir, is of particular interest 
to this research study and will be discussed throughout the text. 
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Chapter 3 BACKGROUND THEORY 
 
3.1 Introduction 
The seismic properties of rocks and their associated reflection characteristics can be 
influenced by the properties of the pore fluids contained within the rocks, influencing 
both compressibility and density. These fluid properties depend on composition, 
pressure, and temperature which are, in turn, related to source, burial depth, 
migration, biodegradation, and production history. Batzle and Wang (1992)  
examined the effects of pressure, temperature, and composition on compressibility 
and density of hydrocarbons (oils and gases) and brines. 
  
Many factors that influence the seismic properties of sedimentary rocks have been 
studied by researchers and numerous mathematical models have been developed that 
describe the effects of pore fluids on seismic properties (Biot, 1956; Herawati, 2002; 
Robertsson et al., 2000). However, these studies tend to focus on the effects of oil 
and gas within the reservoirs as opposed to the effects of CO2 accumulation and 
movement. 
 
In this chapter, I discuss briefly the ideal gas laws (for comprehensive review please 
refer to Burcik (1979)), then the behaviour of actual gases which may deviate 
markedly from these laws under certain temperatures and pressures (real gas law), 
followed by gas properties calculations from the Otway basin as derived from gas 
chromatography analysis.  These data are applied quantitatively using rock physics 
theory and analysed with regard to the seismic data and theories, providing the basis 
of this research project.  The aim of this chapter is to present and explain the theory 
behind the pore fluids effects on seismic modelling used in this research. A more 
comprehensive description necessary for other theories is beyond the scope of this 
study.  
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3.2 Pore fluid properties 
3.2.1 Ideal gas law 
The effect of the pressure on the volume of the gas is expressed by Boyle’s Law as 
follow: 
  PV =Constant,  or  1 1
2 2
V P
V P
= ,   (3.1) 
where P is the absolute pressure, and V is the volume. Equation (3.1) means that 
increase in pressure is inversely proportional to the change of the volume at constant 
temperature.  
 
The effect of temperature on the volume of the gas is expressed by Charles’s Law as 
follow: 
  / aV T =Constant, or  1 1
2 2
V T
V T
= ,   (3.2) 
where aT  is the absolute temperature expressed in Kelvin, which is equal to the 
centigrade temperature plus 273. 
 
The seismic properties of pore fluids are related to primary thermodynamic 
properties. Thus, for gases, we start from ideal gas law which is the combination of 
Boyle’s (eq. 3.1) and Charles’s Law (eq. 3.2): 
  aPV nRT= ,       (3.3) 
where R  is the gas-law constant and n  is the number of moles. If the number of 
moles is considered 1, eq. (3.3) can be rewritten as: 
  aPV RT= ,       (3.4) 
this equation leads to a density, ρ  of: 
  gas
a
MW MP
V RT
ρ = = ,      (3.5) 
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where M  is molecular weight calculated from gas composition below: 
  1 1 2 2gas n nMW X MW X MW X MW= ⋅ + ⋅ + ⋅ ,   (3.6) 
where gasMW , 1MW , 2MW  , and nMW  are molecular weight of the (mixtures) gas, 
gas1, gas2 and gasn; 1 2, ,X X and nX are gas1, gas2 and gasn concentration in mole 
fraction. Gas mixtures are characterized by a specific gravity, .S G , a ratio between 
density of gas and density of free air at a given pressure and temperature, which is 
also equal to the ratio of the molecular weight of gas and molecular weight of free air 
(molecular weight of free air is 28.97). From equation (3.6), specific gravity is 
defined as: 
  . / 28.97gasS G MW= .      (3.7) 
 
The isothermal compressibility βΤ  is: 
  
1 V
V P
βΤ
Τ
− ∂ =  ∂ 
,      (3.8) 
where subscript T indicates isothermal conditions. If we calculate the isothermal 
compressional wave velocity,VΤ , we find: 
  2
1 a
gas
RTV
MWβ ρΤ Τ
= = ,      (3.9) 
thus, for an ideal gas, velocity is independent of pressure and increases with 
temperature. 
 
3.2.2 Real gas law 
The equations given in the previous section are valid for an ideal gas at constant 
temperature. To overcome these restrictions, we need to consider two factors. First, 
when the acoustic waves travel rapidly through the fluid, the process is adiabatic, not 
isothermal. The difference between isothermal and adiabatic compressibility is very 
small in most solid materials, however for fluids and especially for gases this 
difference may be significant. Adiabatic compressibility is related to isothermal 
compressibility through ratio γ  of heat capacity at constant pressure to heat capacity 
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at constant volume. The second factor is deviation of real gases from the ideal gas at 
the particular temperature and pressure. To account for this effect, the eq. (3.3) for 
real gases can be written as: 
  PV ZRT= ,       (3.10) 
where Z is a compressibility factor, as a function of pressure and temperature. 
  
The gas properties highly depend on gas composition. The gas and liquid phases 
exist in an equilibrium state at a specific pressure and temperature. However when 
the pressure and temperature increase, the properties of two phases get close to each 
other until they merge at critical point defined by so called pseudocritical 
temperature pcT  and pseudocritical pressure pcP . Figure 3.1 shows the phase 
diagram for carbon dioxide. 
 
 
Figure 3.1 Pressure and temperature relations of different phases for carbon 
dioxide. 
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Katz (1959) developed a systematic model for properties of mixtures to determine 
the compressibility factor Z  by normalizing or “pseudoreducing” the pressure and 
temperature at pseudocritical values. Later, Thomas et al. (1970) determined 
relationship between .S G  and the pseudoreduced pressure prP  and pseudoreduced 
temperature prT as follows: 
  / / (4.892 0.4048 . )pr pcP P P P S G= = − ∗ ,    (3.11) 
  / / (94.72 170.75 . )pr a pc aT T T T S G= = + ∗ .   (3.12) 
These pseudoreduced pressures and temperatures can be used in the Benedict-Webb-
Rubin (B-W-R) equation of state to calculate velocities for gas mixtures. This leads 
to the following equation for gas density ρ  for the pressure and temperature 
typically encountered in hydrocarbon reservoirs during exploration, production and 
et cetera as follows:  
  
28.97 .
g
a
S G P
Z R T
ρ ∗ ∗≅
∗ ∗
 ,     (3.13) 
where  
( ) ( )3 40.03 0.00527 3.5 0.642 0.007 0.52pr pr pr prZ T P T T E = + − + − − +   , (3.14) 
and 
( ) ( ){ }2 2 1.20.109 3.85 exp 0.45 8 0.56 1/ /pr pr pr prE T T P T = − − + −   .  (3.15) 
 
The gas densities increase with pressure and decrease with the temperature as 
expected. Figure 3.2 shows that gas density is strongly dependent on the composition 
of the gases. 
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Figure 3.2 Gas densities as a function of temperature, pressure and composition. 
Dashed and solid line is density for light gas and heavy gas, respectively. Values 
for light and heavy gas coincide at 0.1 MPa (Batzle and Wang, 1992). 
 
The adiabatic gas modulus sK  is also strongly dependent on the gas composition. 
Modulus increases with pressure and decreases with temperature. The approximate 
expression for sK  is: 
0
1
s
pr
pr
PK
P Z
Z P
γ
Τ
≅
 ∂
−  ∂ 
,     (3.16) 
where 
 
( ) ( )
( )0 2
5.6 27.1
0.85 8.7exp 0.65 1
2 3.5
pr
pr pr
P
P P
γ  = + + − − + + +
. (3.17) 
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3.2.3 Fluid properties in Naylor field 
3.2.3.1 Hydrocarbon gases 
The gas compounds are relatively simple and easy to characterise. Hydrocarbon 
gases usually start from light gases (methane, ethane, etc.) up to heavy gases (which 
usually contain more carbon atoms in one molecule). Additionally, other gases such 
as water vapour, nitrogen, etc, can be present in the mixture. Here I present the 
hydrocarbon analysis of Naylor-1 well and CRC-1 well after production. The gas 
composition is used to calculate the specific gravity (S.G) and density of the gas 
mixture from above equations, as show in Table 3.1 a) and b). 
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Table 3.1 Gas chromatography analysis after production (before injection) in a) 
Naylor-1 and b) CRC-1 wells. 
a) 
 
 
b) 
 
 
For comprehensive review, Mavko et al. (1998) and Batzle and Wang (1992) have 
summarized some important properties of reservoir pore fluids. 
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3.2.3.2 Brine 
Density of the brine depends on the salinity. The density of pure water ( wρ ) is: 
2 3 2
6
5 3 2 2
80 3.3 0.00175 489 2 0.016
1 1 10
1.3 10 0.333 0.002
w
T T T P TP T P
T P P TP
ρ −
−
 − − + + − +
= + ×   − ∗ − − 
. (3.18) 
Water with salinity S  of sodium chloride, the density of brine ( bρ ) is: 
( )
6
300 2400
0.668 0.44 10
80 3 3300 13 47b w
P PS
S S
T T S P PS
ρ ρ −
 −   = + + +  + + − − +   
, (3.19) 
in these formulas, P (pressure) is in MPa, T (temperature) is in degree Celsius, S
(salinity) is the weight fraction of sodium chloride (ppm), and ρ  (density of pure 
water - wρ  and density of brine - bρ ) is in
3/g cm . 
 
 
Furthermore, velocity of brine bV  can be calculated as: 
 
( )
2 5 3
2
1.5 2 2
1170 9.6 0.055 8.5 10
2.6 0.0029 0.047
780 10 0.16 1820
b w
T T T
V V S
P TP P
S P P S
− − + − ∗
= +   + − − 
+ − + −
,   (3.20) 
where the velocity of pure water wV  is: 
 
4 3
0 0
i j
w ij
i j
V w T P
= =
=∑∑  ,      (3.21) 
and the coefficients of ijw  are: 
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For the temperatures below about 250oC, the maximum amount of gas that can go 
into solution can be estimated using the expression (Batzle and Wang, 1992): 
 
( ) { }
( )
1.5 0.64
10 10
0.306
0.712 76.71 3676
4 7.786 17.78
GLog R Log P T P
S T −
= − +
− − +
,  (3.22) 
where RG  is the gas-water ratio at room pressure and temperature. Then the bulk 
modulus of the gas-free brine bK , and the bulk modulus of brine with gas-water ratio 
GK   is: 
  
1 0.0494
b
G
G
KK
R
=
+
.      (3.23) 
 
3.3 Elastic properties of heterogeneous media 
Most rocks contain a number of mineral components. Therefore for accurate 
prediction of average grain moduli, we need to specify (1) the volume fractions of the 
constituents, (2) the elastic moduli for each constituent, and (3) the geometry of the 
constituents. If we only know the volume fractions and elastic moduli of the 
constituent without knowing the geometry details of it, we can only calculate upper 
and lower bounds for effective moduli. The separation between the bounds depends 
on the contrast between the constituent moduli. 
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3.3.1 Hashin- Shtrikman bounds 
The best and narrowest bounds for estimating isotropic effective grain elastic moduli 
are Hashin-Shtrikman (HS) bounds. HS bounds are used to compute the estimated 
range of average elastic moduli for a mixture of mineral grains and to compute the 
upper and lower bounds for a mixture of mineral grains and pore fluids. The upper 
and lower Hashin-Shtrikman bounds are written as (Hashin and Shtrikman, 1963): 
  ( )maxHSK µ+ = Λ , ( )minHSK µ− = Λ ,   (3.24) 
  ( )( )max max,HS Kµ ζ µ+ = Γ , ( )( )min min,HS Kµ ζ µ− = Γ , (3.25) 
where  
( )
1
max max
1
max
4
4 3
3
N
i
i
i
f
K
µ µ
µ
−
=
 
 
Λ = − 
 +
 
∑ ,   (3.26) 
  ( )
1
min min
1
min
4
4 3
3
N
i
i
i
f
K
µ µ
µ
−
=
 
 
Λ = − 
 +
 
∑  ,    (3.27) 
( ) ( ) ( )
1
max max max max
1 max max
, ,
,
N
i
i i
fK K
K
ζ µ ζ µ
µ ζ µ
−
=
 
Γ = = −      + 
∑ , (3.28) 
( ) ( ) ( )
1
min min min min
1 min min
, ,
,
N
i
i i
fK K
K
ζ µ ζ µ
µ ζ µ
−
=
 
Γ = = −      + 
∑ , (3.29) 
( ) max max maxmax max
max max
9 8
,
6 2
KK
K
µ µ
ζ µ
µ
 +
=  + 
,   (3.30)  
( ) min min minmin min
min min
9 8
,
6 2
KK
K
µ µ
ζ µ
µ
 +
=  + 
.   (3.31)  
maxµ  and minµ  represent maximum and minimum shear modulus of the mineral; 
maxK  and minK  represent maximum and minimum bulk modulus of the mineral; iK , 
iµ , and if  are bulk and shear modulus, and volume fraction of the 
thi  mineral. 
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Figure 3.3 shows the physical interpretation of a material whose bulk modulus would 
fall on one of Hashin-Shtrikman bounds. The upper bound is realized when the stiffer 
materials forms the shell; the lower bound, when it is in the core (Mavko et al., 
1998). 
 
 
Figure 3.3 Physical interpretations of the Hashin-Shtrikman bounds for bulk 
modulus of a two-phase material (Mavko et al., 1998). 
 
3.3.2 Voight and Reuss bounds 
The Voight and Reuss bounds are used to give maximum and minimum of elastic 
moduli of mineral and pore fluid. The bounds are also used to estimate mineral 
modulus for a mixture of mineral grains on average. The upper bound, known as the 
Voight upper bound, is an arithmetic average of the mineral moduli weighted by the 
respective volume fractions of the constituent. It is sometimes called the isostrain 
average, because it gives the ratio of average stress to strain when all constituents are 
assumed to have the same strain (Mavko et al., 1998). The Voight upper bound (
VgrainM ) is: 
  
1
N
Vgrain i i
i
M f M
=
=∑ ,      (3.32) 
where VgrainM  and  iM  are modulus of the mixed grain and 
thi  mineral; if  is volume 
fraction of the thi  mineral. 
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The lower bound, known as the Reuss lower bound, is the harmonic average of the 
mineral moduli weighted by the respective volume fractions of the constituent. It is 
sometimes called the isostress average because it gives the ratio of stress to average 
strain when all constituents are assumed to have the same  stress (Mavko et al., 
1998). The Reuss lower bound ( RgrainM ) is: 
  
1
1 N i
iRgrain i
f
M M=
=∑ .      (3.33) 
M  notation in Voight and Reuss formulas can represent any modulus: K , the bulk 
modulus or µ  , the shear modulus, E ,  Young’s modulus, etc. It is a common 
practice to compute bulk modulus, M K= , and shear modulus, M µ= , and then 
compute the other moduli from these. 
 
Figure 3.4 shows schematically the bounds for elastic effective moduli, when one of 
the constituents is liquid or gas. Obviously, the Reuss effective elastic moduli (lower 
bound) give exactly the same effective elastic moduli as given by the Hashin-
Shtrikman lower bound. The lower bounds correspond to suspension of the particles 
in the fluid and a good indicator of very soft sediments at low effective stress. In 
contrast, the real isotropic mixtures can never be as stiff as the Voight upper bound 
(except for the single phase end members). 
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Figure 3.4 The upper and lower bounds to effective elastic modulus for a 
mixture of two constituents, one of them is a fluid or gas. 
 
When one of the constituents is a liquid or gas with zero shear modulus ( min 0µ = ), 
then Hashin-Sthrikman lower bound is the same as the Reuss bound as describe in 
Figure 3.4. 
 
3.3.3 Wood’s formula 
Wood’s formula is used to estimate the velocity of a fluid mixture where the 
heterogeneities are small compared with a wavelength. The effective bulk modulus of 
the fluid mixture can be calculated if the pore fluid is uniformly distributed in the 
pores (pressures are equal between fluids). The velocity of fluid mixture is given by 
Wood (1955) as follows: 
V = RK
ρ
,       (3.34) 
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where RK  is the Reuss (isostress) average of the composite: 
  
1
RK
=
N
i
i i
f
K∑ ,       (3.35) 
and ρ  is the average density defined by: 
  ρ =
N
i i
i
f ρ∑ ,       (3.36) 
the if , iK , and iρ  are the volume fractions, bulk moduli, and densities of the pore 
fluids respectively. Another form of Wood’s equation to calculate bulk modulus is:  
1
fK
= W
W
S
K
+ o
o
S
K
+ g
g
S
K
,     (3.37) 
where WK , oK , and gK  are the bulk moduli of water, oil, and gas, respectively; WS , 
oS , and gS are water, oil and gas saturation; and WS + oS + gS  = 1. 
 
3.3.4 Hill’s equation 
Hill (1952) showed that the Voight and Reuss averages can be used to estimate the 
effective elastic moduli a rock, mK  and mG . This arithmetic average, later called 
Voight-Reuss-Hill average, is expressed as: 
  VRHM  = (MV + MR)/2 ,     (3.38) 
where 
VM  = 
N
i i
i
f M∑ ,      (3.39) 
1
RM
 = 
N
i
i i
f
M∑  .      (3.40) 
 
VRHM  is effective grain modulus (which can be either mK  or  mG ),  VM  is Voight 
average, and  RM  is Reuss average. 
 
3.3.5 Estimating dry frame elastic moduli 
 For most porous medium there is a critical porosity, cφ , which separates their 
mechanical and acoustic behaviour into two different domains. If the porosity is 
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lower than cφ  the grains are load-bearing, while when the porosity is greater than cφ , 
the rock is “very soft and easily falls apart” and becomes a suspension in which the 
fluid phase is load-bearing. In the suspension domain, the effective elastic moduli 
typically follow the Reuss lower bound and in the load-bearing domain, the effective 
elastic moduli will lie between the upper and lower bounds of Hashin-Shtrikman 
(Figure 3.5). Usually the porosity of a reservoir rock is below cφ .  Because of this, 
empirical relationships have been defined that can be used to predict the dry elastic 
moduli of porous rocks.  
 
Figure 3.5 Critical porosity behaviour where in suspension domain follows 
Reuss lower bound (Mavko et al., 1998). 
 
3.3.5.1 Empirical relations 
Krief et al. (1990) suggested fitting a non-linear trend between the zero and critical 
modeled the dry rock as a porous elastic solid and calculated the dry rock modulus 
as: 
  (1 )dry grainK K β= − ,      (3.41) 
where dryK  and grainK  are the bulk moduli of dry rock and mineral and β  is Biot’s 
coefficient (the compressibility or the pore space stiffness). 
 
To find the relationship for β  andφ , Krief et al. (1990) used the data of Raymer et 
al. (1980) as follows: 
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  ( ) ( ) ( )1 1 m φβ φ− = −  , where  ( ) ( )3 / 1m φ φ= − ,  (3.42) 
substitute eq. (3.42) into eq. (3.41) will give: 
  ( )
3
1(1 )dry grainK K
φφ −= −  , and ( )( )
3
11dry grain φµ µ φ −= − ,  (3.43) 
from here, different fluid effects can be calculated using Gassmann. 
 
Using log data (sonic and density) from field measurements, dryK  can also be 
obtained from the inverse Gassmann’s equation as follows: 
  
( 1 )
1
m
sat m
f
dry
m sat
f m
KK K
K
K K K
K K
φ φ
φ φ
+ − −
=
+ − −
.    (3.44) 
 
3.4 Fluid effects on wave propagation 
3.4.1 Biot-Gassmann’s relations 
The low-frequency Gassmann (1951) – (Biot, 1956) theory predicts the effect of fluid 
saturation on seismic properties using the dry frame properties. It allows us to predict 
saturated rock moduli from dry rock moduli, the changes from one fluid to another. 
The relationship between the dry and saturated bulk moduli of porous rocks can be 
written as (Mavko et al., 1998): 
  2 ,sat dryK K Mη= +       (3.45) 
where   1 ,dry
grain
K
K
η = −        (3.46) 
and    .
1
grain
grain
fluid
K
M
K
K
η φ
=
 
− − 
  
     (3.47) 
Ksat  is the bulk modulus of saturated rocks, Kdry is the bulk modulus of the dry rock, 
Kgrain is the bulk modulus of mineral grains, and Kfluid is he bulk modulus of the 
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saturated fluid. Equation (3.41) to (3.43) can be combined as follows (Mavko et al., 
1998): 
  
2
2
1
.
1
dry
grain
sat dry
dry
fluid grain grain
K
K
K K K
K K K
φ φ
 
−  
 = +
−
+ +
    (3.48) 
Since shear modulus of fluid is zero, the shear modulus of saturated rock is equal to 
the dry shear modulus at low frequency: 
  .sat dryµ µ=        (3.49) 
Estimation of Kgrain, Kdry, Kfluid, µgrain and µdry are required in order to predict the 
effective bulk and shear moduli for saturated rocks.  
 
The description of saturated rock based on assumption that the fluid and solid move 
together during elastic wave propagation, hence the density of saturated rock (ρsat) 
can be expressed as the volume-weighted average of the “m” minerals and ‘n’ fluids 
comprising the porous rock (Mavko et al., 1998): 
  ( )
1 1
1 ,
n n
sat i i j j
i j
f fρ φ ρ φ ρ
= =
= − +∑ ∑     (3.50) 
where f is the volume fraction of the i th mineral and j th fluid. 
 
Gassmann’s relation assumes an isotropic porous rock, free of assumption about the 
pore geometry. It is valid only at sufficiently low frequencies such that the induced 
pore pressure as equilibrated throughout the pore space. This condition requires 
sufficient time for the pore fluid to flow and eliminate wave-induced pore pressure 
gradients as the seismic wave propagates. The limitation to low frequency explains 
why Gassmann’s relation works best for very low frequency seismic data (less than 
102 Hz) and may perform less well as frequencies increase toward sonic logging 
(approximately 104 Hz) and laboratory ultrasonic measurements (approximately 106 
Hz)  (Mavko et al., 1998). 
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3.4.2 Patchy saturation 
In most Gassmann’s application assumes that all fluid phases are immiscible and 
homogeneously distributed throughout the pore space, known as homogeneous 
saturation. This condition is met when the fluid is in equilibrium state over the 
geologic time. However this equilibrium state may be disturbed during the drilling, 
production, and water-flooding. Then to return to equilibrium state may require 
longer time frames than those encountered during the logging or time-lapse seismic 
survey in 4D seismic monitoring. Thus, it may cause fluids not be uniformly or 
homogeneously distributed throughout the pore space in reservoir or well 
(Gassmann, 1951). This condition may lead the inability of pore pressures to 
equilibrate in the time scale of wave propagation and known as patchy saturation. 
Inability to define the saturation type may result to incorrect model of 4D seismic 
response. 
 
Knight et al. (1998) described the relationship between elastic wave velocities and 
water saturation in gas reservoir depend strongly on whether saturation is 
heterogeneous (patchy) or homogeneous. Lithologic heterogeneity in reservoir may 
cause heterogeneity in saturation because under conditions of capillary equilibrium, 
different lithologies within a reservoir can have different saturations, depending on 
their porosities and permeabilities. Dvorkin and Nur (1998) and Dvorkin et al. (1999) 
have investigated the acoustic signatures of saturation types and how to identify from 
well logs. I applied the workflow described in Chapter 5 and calibrated with core test 
results. 
 
3.5 Elements of seismic theory 
3.5.1 Elastic wave propagation 
The seismic method is based upon the propagation of sound waves through the earth.  
The wave propagation depends on the elastic properties of the rocks through which 
the waves travel.  The elastic properties of a rock are defined by the behaviour of the 
rock when subjected to various external forces.  This behaviour is determined by 
multiple rock properties such as density and porosity and can also be affected by the 
fluids contained within the pore spaces of the rock units.   
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The size (volume) and shape of a solid body can be changed by external forces and at 
the same time, the change in size and shape is resisted by internal forces. As a result, 
when external forces are removed, the solid body tends to return to its original size 
and shape. In contrast, a fluid resists changes in size (volume) but not in shape. 
Elasticity is defined as the ability of a resisting body or fluid to return to its original 
undeformed condition once an external force is removed.  (Aki and Richards, 1980; 
Sheriff and Geldart, 1995; Telford et al., 1990). Rock can be considered as a perfect 
elastic solid material without appreciable error, provided the deformations are small, 
as is the case for seismic wave (except near a seismic source where the amount of 
deformation may cause permanent alteration). The relations between the applied 
force and the deformations in elastic body are expressed in terms of stress, strain and 
Hooke’s law. The equations of wave propagation in elastic solids are derived using 
Newton’s second law of motion where acceleration was produced by an unbalanced 
force on a mass. 
 
3.5.2 Stress, strain and Hooke’s law 
When seismic wave propagates through the elastic body, it induces deformation (a 
change in shape and volume) in the body. A measurement of the intensity of internal 
forces within deformable body called stress. Stress measures the force per unit area 
of a surface within deformable body. Figure 3.6 describes the stress components 
acting on the infinitesimally small volume surrounding a point within an elastic solid. 
The stress acting upon one of the surfaces can be decomposed into three components, 
one is normal to the surface ( xxσ ), which is known as normal stress component, and 
two are tangential to the surface ( ,xy xzσ σ ), which is known as shear stress 
component. A normal stress component is tensional if it is positive and 
compressional if it is negative. Shear stress does not apply with fluids. In fluids only 
one independent stress component exists which is the hydrostatic pressure. 
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Figure 3.6 Stress components acting on an infinitesimally small volume 
surrounding a point within an elastic solid (Yilmaz, 2001). 
 
To retain the solid cube requires nine stress components that make up the stress 
tensor which formulate the second stress tensor (Ikelle and Amundsen, 2005; Nye, 
1985): 
 
xx xy xz
ij yx yy yz
zx zy zz
σ σ σ
σ σ σ σ
σ σ σ
 
 =  
  
⇒
xx
yy
zz
yz
zx
xy
σ
σ
σ
σ
σ
σ
 
 
 
 
 
 
 
 
  
.     (3.51) 
The diagonal elements are the normal stress components and the off-diagonal 
elements are the shear stress components. Since xy yxσ σ= , xz zxσ σ= and yz zyσ σ= , 
thus there are six independent stress component instead of nine in eq. 3.51 (Ikelle and 
Amundsen, 2005). If the dimension of solid cube (Figure 3.5.1) are infinitesimally 
smaller, the sum of the moments of all surface forces about any axis must be zero 
(Sheriff and Geldart, 1995; Telford et al., 1990; Yilmaz, 2001). This requirement 
causes ij jiσ σ= and making the stress tensor symmetrical. 
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The deformation in dimension or volume of elastic solid induced by stress is known 
as strain (Nye, 1985). Considering strain induced by seismic wave does not cause any 
permanent deformation on elastic solid along the propagation path because the stress 
field away from the typical seismic source is so small, hence strain induced by 
seismic wave is around 10-6  (Yilmaz, 2001). The relative change in dimension and 
shape of an elastic solid in length when the stresses applied are referred to as normal 
and shear strains.  In addition, another form of deformation where as the elastic body 
is subjected to simply rotation, and a combination of the shear and rotation known as 
dilatation shown in Figure 3.7.  
 
Figure 3.7 Deformations caused by stress acting on one surface of the volume a) 
simple extension (changing in dimension/length), b) shear (changing in shape), 
c) rotation and d) dilatation (changing in dimension and shape) (Yilmaz, 2001). 
The strain that a unit cube undergoes in response to stress can also be expressed in 
components as depicted in Figure 3.7. These three dimensional components form the 
second order strain tensor (White, 1983): 
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xx xy xz
ij yx yy yz
zx zy zz
ε ε ε
ε ε ε ε
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∂ 
 ∂
 
∂ 
 ∂
 
∂∂ + ∂ ∂
 
∂∂ + ∂ ∂
 
∂ ∂ + ∂ ∂ 
.    (3.52) 
As the dimensions of the unit cube become infinitesimally small, ,xy yx xz zxε ε ε ε= =
and yz zyε ε= (Yilmaz, 2001), hence the strain tensor is defined symmetrical along the 
main diagonal. It implies of reducing nine independent strain components to six in 
eq. 3.52. 
 
The relation between stress and strain tensor for an elastic solid was established by 
Hooke’s law. Hooke’s law states the stress component is linear proportional to the 
strain component (Aki and Richards, 1980; Nye, 1985; White, 1983) as shown in 
Figure 3.8. 
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Figure 3.8 Stress and Strain relationship. 
 
The linear stress-strain relations in isotropic and homogeneous medium which the 
elastic behavior has no preferred direction and for deformation that are sufficiently 
small (usual case for seismic wave) may be written in matrix notation (Yilmaz, 2001) 
as:  
 
2 0 0 0
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2 0 0 0
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0 0 0 0 0
0 0 0 0 0
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    +
=    
    
    
            
,  (3.53) 
where 
  
( )( )1 1 2
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ν ν
=
+ −
,      (3.54) 
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( )2
λν
λ µ
=
+
,       (3.56) 
  
( )3 2E µ λ µ
λ µ
+
=
+
.      (3.57) 
λ  and µ  are Lamé’s constants which is defined as the modulus of rigidity, known as 
shear modulus; ν is Poisson’s ratio which is defined as the ratio of shear strain to 
principal strain, and E is Young’s modulus which is defined as the ratio of principal 
stress to principal strain. The last four (eq. 3.54 to 3.57) are called elastic constants. 
Consider a medium subjected only to a hydrostatic pressure P in which all stresses 
are zero except xxσ , we can obtain the following relations with other elastic constants 
as follow: 
  
2
3
K λ µ= + .       (3.58) 
K  is bulk modulus (incompressibility), the ratio of the pressure to dilatation. In fluid, 
shear modulus µ =0, hence K λ= , we may call λ as bulk modulus. By eliminating 
different pairs of constants among the three equations (3.56 to 3.58), many different 
relations can be derived expressing one of the five constants in terms of two others 
(Sheriff, 1991; Telford et al., 1990). The simple form outlines the relationship among 
elastic constants in an isotropic media is summarized by Mavko et al. (1998) from 
original table by Birch (1961) as shown in Table 3.2. Note that all elastic constants 
have the same units as stress (force/area) except for Poisson’s ratio ν  which is 
dimensionless. When the stress is increased beyond elastic limit, Hooke’s law no 
longer holds. Obviously, one should suspect experimental errors or that the material 
is not isotropic (Mavko et al., 1998). The condition is given by 
  
2
0; 0
3
µλ µ+ ≥ ≥ ;      (3.59) 
or 
  
1
1 ; 0
2
Eν− < ≤ ≥ .      (3.60) 
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Table 3.2 Relations among elastic constants in an isotropic material (after Birch, 
1961). 
 
 
The generalized form of Hooke’s Law for anisotropic in linear elastic solid may 
therefore be written as (Nye, 1985): 
 ;ij ijkl kl ij ijkl klC Sσ ε ε σ= = ,      (3.61) 
where the ijklC and ijklS are the components of fourth-rank elastic tensors. The ijklC  are 
the elastic stiffnesses and the ijklS are the elastic compliances. In practice, we cannot 
measure strains however we can relate stress to displacement ( u ) rather than strain 
by: 
 kij ijkl
l
uC
x
σ
∂
=
∂
 ,       (3.62) 
 Since ij jiσ σ= and ij jiε ε= in these equations are the symmetry parts of stress and 
strain tensors, thus ijklC = jiklC = ijlkC = jilkC and ijklS = jiklS = ijlkS = jilkS . These relations 
reduce the number of independent constant from eighty one to thirty six furthermore 
to twenty one, the maximum number of elastic constants that medium can have 
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(Mavko et al., 1998). In matrix notation may be expressed as (Nye, 1985; White, 
1983) 
 
11 21 31 41 51 61
12 22 32 42 52 62
13 23 33 43 53 63
14 24 34 44 54 64
15 25 35 45 55 65
16 26 36 46 56 66
x
y
xx
zyy
zz
y zxy
yz
xz
u
x
u
xC C C C C C
uC C C C C C
xC C C C C C
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C C C C C C
σ
σ
σ
σ
σ
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∂
∂
∂
∂   
    ∂
   
∂   
=    ∂ ∂
+     ∂ ∂    
    ∂       xz
yx
uu
x z
uu
y x
 
 
 
 
 
 
 
 
 
 
 
 
∂ +  ∂ ∂  
 ∂ ∂
+  ∂ ∂  
.  (3.63) 
 
3.5.3 Elastic wave equation 
To examine how stress field are propagated through an elastic solid, Newton’s 
second law of motion states the sum of all force ( f ) acting upon a body in an 
arbitrary direction i , is equal to the product of mass ( m ) and acceleration ( a ) of the 
body: 
  if ma= .       (3.64) 
Figure 3.9 shows the force applied to the volume can be expressed in term of applied 
stress: 
  iji
j
f
x
σ∂
=
∂
.       (3.65) 
We can also describe the Newton’s second law of motion in term of displacement (u) 
of the volume: 
  
2
2
x
i
uf
t
ρ
∂
=
∂
.       (3.66) 
where ρ is the density of the volume and t is the time. Hence, combining eq. (3.64) 
and (3.65) allows Newton’s second law of motion to be expressed in term of applied 
stress and displacement:   
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2
2
ijx
j
u
t x
σ
ρ
∂∂
=
∂ ∂
 .      (3.67) 
Substituting eq. (3.61) into eq. (3.66) we arrive at the following system of wave 
equations: 
 
2 2
2
i k k
ijkl ijkl
j l j l
u u uC C
t x x x x
ρ
 ∂ ∂ ∂∂
= = ∂ ∂ ∂ ∂ ∂ 
 .    (3.68) 
 
Figure 3.9 Illustration of stress components in the x-direction, on opposite faces 
of the volume (Ikelle and Amundsen, 2005). 
 
3.5.4 Isotropic medium 
The wave equation (eq. 3.68) describes the various types of elastic waves travelling 
through the earth body. We shall derive two types of elastic waves that are of interest 
in exploration seismology and are related to my research project. In homogenous, 
isotropic, and linearly elastic medium which have the maximum symmetry, are 
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completely characterized by two independent constants (Mavko et al., 1998). This 
simplifies the elastic stiffness and compliance tensors as each pair of indices ( )ij kl is 
replaced by one index ( )I J , therefore the relation becomes ijkl IJC C=  and ijkl IJS S= . 
11 12 12
12 11 12
12 12 11
44
44
44
0 0 0
0 0 0
0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
IJ
C C C
C C C
C C C
C
C
C
C
 
 
 
 
=  
 
 
 
  
,  12 11 442C C C= − ,  (3.69) 
 
We can relate the two independent constants, 11C and 44C to bulk modulus ( K ) and 
shear modulus ( µ ) of the rock as follow (Mavko et al., 1998): 
  11 12 442 , ,C C Cλ µ λ µ= + = =  ,    (3.70) 
As a result, for compressional wave (P-wave) propagates along the x-axis, where the 
motion is parallel to the direction of wave propagation. The equation becomes: 
  
2 2
2
4
3
x x
x
u uK
t x
ρ µ
∂ ∂ = + ∂ ∂ 
,     (3.71) 
Rearrangement gives the P-wave velocity (VP) for a seismic wave travelling in an 
isotropic medium as: 
  
4
3x
Ku
t
µ
ρ
+∂
=
∂
,      (3.72) 
For shear wave (S-wave) propagates along the x-axis, where the displacement is 
perpendicular to the direction of wave propagation. The equation becomes: 
  
2 2
2
x x
x
u u
t x
ρ µ
∂ ∂
=
∂ ∂
,      (3.73) 
Rearrangement gives the S-wave velocity (Vs) for a seismic wave travelling in an 
isotropic medium as: 
  x
u
t
µ
ρ
∂
=
∂
,       (3.74) 
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Therefore, to predict P- and S- wave velocity requires the knowledge of bulk 
modulus ( K ), shear modulus ( µ ) and density ( ρ ). If the medium is fluid, then S-
wave velocity is equal to zero and P-wave velocity would be the speed of sound 
waves in fluid (Ikelle and Amundsen, 2005). 
 
3.5.5 Anisotropic medium 
A medium is considered to be anisotropic if its elastic properties vary with direction 
(Crampin, 1989; Winterstein, 1990). The common interpretation of seismic 
anisotropy or velocity anisotropy relates to variation of wave speed (seismic velocity) 
with direction of wave travel (Crampin, 1989; Sheriff and Geldart, 1995). Obviously, 
anisotropy effect is large in S-wave data and it influences data interpretation. 
 
3.5.5.1 Tranverse Isotropy 
The simplest realistic form of seismic anisotropy is transverse isotropy (Ikelle and 
Amundsen, 2005; Thompson, 2002).  Transverse isotropy possesses a velocity 
having the same value when measured within a plane, but a different value when 
measured perpendicular to the plane or along the symmetry axis. Transverse 
anisotropy can be in the two forms within the subsurface based on their symmetry 
axis as shown in Figure 3.10. It is usually oriented with gravity or regional stress. If 
gravity is the dominant factor, the symmetry axis direction will be vertical, and we 
get VTI (Vertical Transverse Isotropy), which is a layered rock having physical 
properties not varying in horizontal direction but varying in the vertical axis. If 
regional stress is dominant factor, the symmetry axis direction will be horizontal, and 
we get HTI (Horizontal Transverse Isotropy), which is a layered rock having physical 
properties not varying in vertical direction but varying in the horizontal axis. Vertical 
fractures can cause this form of anisotropy in the subsurface. When the axis of 
symmetry is neither horizontal nor vertical, but tilted in some arbitrary direction, 
seismic velocities depends on azimuthal direction. This type of anisotropy is referred 
to as azimuthal or titled transverse anisotropy (TTI) (Ikelle and Amundsen, 2005; 
Thompson, 2002). 
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a) 
 
b) 
 
 
Figure 3.10 Diagram of two general forms of anisotropy exist in the subsurface. 
a) vertical transverse isotropy (VTI) describes seismic velocity not varying 
horizontally along bedding plane, but vary vertically along symmetry axis. b) 
horizontal transverse isotropy (HTI) describes seismic velocity not varying 
vertically along bedding plane, but vary horizontally along symmetry axis. 
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Rock formations with VTI and HTI are described by five independent elastic 
constants. The stiffness tensor of a VTI medium is (Ikelle and Amundsen, 2005) 
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44
44
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2 0 0 0
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0 0 0 0 0
ij
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C C C C
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  (3.75) 
The stiffness tensor of a HTI medium is (Ikelle and Amundsen, 2005) 
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13 33 44 33
44
66
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2 0 0 0
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=  
 
 
 
  
  (3.76) 
 
One manifestation of azimuthal anisotropy in seismic data is shear-wave splitting. 
They split into two types of shear-waves when entering an anisotropic medium, fast 
and slow (Crampin, 1989). These two shear waves are perpendicular to each other. 
The fast shear wave is polarized parallel to the direction of maximum horizontal 
stress, and the slow shear wave is polarized parallel to the direction of minimum 
horizontal stress. Figure 3.11 shows an example of a shear wave splitting in 
application of seismic survey. In medium with vertical fractures, the fast shear wave 
will be polarized parallel to the fractures alignment, whereas the slow shear wave 
will be polarized perpendicular to the fractures alignment. The common notation for 
fast shear wave is SHV and slow shear wave is SVV . 
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Figure 3.11 An example of two types of shear wave splitting from seismic 
measurement. A) Using source along the x-axis; b) Using source along the y-
axis. Both sources cause shear wave splitting when the velocities travel in 
anisotropic rock  (Ikelle and Amundsen, 2005). 
 
3.6 Seismic inversion 
Inversion can be explained as a process of inverting seismic reflection data into 
physical properties of the layer, density and velocity. The goal is to estimate model 
parameters from observed data within some error. For this research purpose, the 
inversion is limited to acoustic impedance due to availability of only post-stack 
seismic data. The method used here is model based inversion. 
 
3.6.1 Convolution model 
Model based inversion starts with convolution model. Convolution is a mathematical 
operation defined as “a change in wave shape as a result of passing through a linear 
filter” (Sheriff, 1991). In 1D inversion, the seismic trace s(t) is modelled as a 
convolution of the normal-incidence reflectivity series r(t) with the wavelet w(t) and 
the addition of a random noise component as shown in eq. 3.77. 
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  ( ) ( ) ( )s t w t r t noise= ⊗ +  ,    (3.77) 
The normal-incidence reflectivity is defined in terms of the contrast in the seismic 
impedance between two homogeneous layers as (Russell and Hampson, 2006): 
  
1
1
,pi ipi
pi i
Z Z
R
Z Z
+
+
−
=
+       (3.78) 
where the subscript rpi is the zero-offset P-wave reflection coefficient at the ith 
interface of a stack of N layer and Zpi=ρiVi is the ith ρ-impedance of the ith layer, 
where ρ is density, VP is P-wave velocity and ⊗  denotes convolution. If we assume 
that recorded seismic trace is a given in eq. (3.78), the we can invert this equation to 
recover the P-impedance using the recursive equation given by Lindseth (1979): 
  
1
.
1
pi
pi pi
pi
r
Z Z
r
 +
=  
−  
      (3.79) 
Theoretically, by applying eq. (3.79) to a seismic trace, we can invert reflection data 
to P-impedance (Russell and Hampson, 2006). However, since the seismic trace is a 
band-limited version of the reflectivity given in eq. (3.77), with typical frequency 
range of 10-60Hz, consequently the information of low frequency component of the 
reflectivity data is removed (Lindseth, 1979; Oldenburg et al., 1983). 
 
3.6.2 Low frequency model 
All inversion algorithms suffer from non-uniqueness problem that could produce 
many possible solutions, in other words, there is more than one possible geological 
model consistent with seismic data (Hampson-Russell., 2010; Oldenburg et al., 
1983). In order to restrict possible solutions, a priori low-frequency information is 
added (Herawati and Davis, 2003). Low frequency component can be estimated from 
well log data (sonic and density logs) or RMS velocity estimates from seismic data 
(Avseth et al., 2005; Oldenburg et al., 1983; Russell and Hampson, 2006). The model 
is constrained and guided by horizons interpretation. Later the low frequency model 
is used as constrain to the upper and lower limit of impedance result. 
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3.6.3 Model-based inversion 
STRATA program (Hampson-Russell., 2010) is used to generate model based 
inversion. The program is based on a generalized linear inversion method (GLI), 
described by Cooke and Schneider (1983); Russell (1988). The objective of this 
method is to perturb the low frequency model until we obtain a good fit between the 
seismic data and a synthetic trace computed by applying eq. (3.77) and (3.78) within 
some error (minimum). 
 
The model is built based on the assumption as follow: 
• Seismic trace and a good estimate of seismic wavelet are known. 
• 1-D earth model, consist of a series of number layer. 
• An earth model is characterised by a blocky impedance profile from well logs 
(average value). 
 
The generalized linear inversion algorithm is based on utilizing Taylor series 
expansion: 
  ( ) ( ) ( )00 ....,
F M
F M F M M
M
∂
= + ∆ +
∂
   (3.79) 
where M0, M, ΔM, F(M), and F(M0) are is initial model, true model, change in model 
parameters, observed seismic, and synthetic seismic from initial model, respectively. 
 
To solve ΔM, eq. (3.74) can be reordered as follow: 
  ( ) ( ) ( )00 ,
F M
F M F M M
M
∂
− = ∆
∂
    (3.80) 
The error between the real and synthetic seismic data is defined as: 
  ( ) ( ) ( )00 ,
F M
F F M F M M A M
M
∂
∆ = − = ∆ = ∆
∂
  (3.81) 
where A is matrix of derivative. 
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The solution can be written as follow: 
  ( ) 1 .T TM A A A F−∆ = ∆       (3.82) 
Equation (3.82) assumes a stable inverse but it may not always be the case because of 
the noise and the non-unique model parameters problem (Herawati and Davis, 2003). 
Cooke (1981) introduced the damping parameter (λ) or pre-whitening factor to 
stabilize the inverse solution. Thus eq. (3.82) can be rewritten as: 
  ( ) 1 .T TM A A I A Fλ −∆ = + ∆      (3.83) 
where I is identity matrix. 
 
In the GLI method each block is assigned a starting impedance value, impedance 
changes within the block, and thickness in time (Cooke and Schneider, 1983). Initial 
guess model in GLI method is impedance log that has been constrained by the 
horizon interpretation. Thus, low frequency model has been incorporated in the 
process. 
 
Equation (3.77) relates the model to the observation is the convolution model. The 
model is characterized by the reflection coefficients and the observation is the 
recorded seismic trace. The impedance within the layer is computed using the 
definition of reflection coefficient in eq. (3.78). By knowing the reflection coefficient 
between two layers and the acoustic impedance of the upper layer, the acoustic 
impedance of the below layer can be calculated. The acoustic impedance of upper 
layer is estimated from the initial model. Hence, the general equation of the 
impedance for i layer is defined by: 
  ( ) ( ) ( )( )2
1
1 .
1
i
j
r j
I i I
r j=
 +
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− 
∏      (3.84) 
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3.7 Seismic imaging 
As we gain more understanding of rock physics and seismic theory, we are now able 
to quantify interpretation of seismic data and relate them to the rock properties. The 
use of reflection seismic amplitudes to derive various seismic attributes are presented 
here especially the attributes used to image the changes in the elastic properties of the 
Waarre-C formation before and after CO2 injection. However, I begin a discussion on 
the limits of the resolution of seismic data. 
 
3.7.1 Seismic resolution 
Seismic resolution relates to the magnitude of the image that can be observed within 
seismic data. Yilmaz (2001) defines resolution as how close two points can be, yet 
still be distinguished from one another. Seismic resolution is generally considered in 
terms of being able to distinguish and separate between the top and the bottom of a 
layer and is limited by the thickness of the layer itself (vertical resolution), or 
between two reflecting points horizontally (horizontal resolution). Both depend on 
signal bandwidth content. The vertical resolution is dependent on the dominant 
frequency while the horizontal resolution is dependent on the size of the Fresnal 
zone. Seismic resolution is the key to extraction of stratigraphic detail from seismic 
data and this has become more important for quantitative seismic interpretation. 
 
3.7.1.1 Vertical resolution 
The dominant wavelength of seismic waves is given by 
  
v
f
λ =  .       (3.85) 
where v is velocity and f is dominant frequency. Seismic wave velocities in the 
subsurface range between 2000 to 5000 m/s and generally increase in depth. The 
dominant frequency of the seismic signal typically varies between 20 to 50 Hz and 
decrease in depth. Typical seismic wavelengths range from 40 to 250 m and 
generally increase in depth due to increase in velocity and greater frequency 
attenuation. 
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Seismic resolution has been examined intensively by a number of researchers using 
both physical and numerical modelling. Rayleigh (1945) established the criterion for 
seismic resolution and determined that the limit of vertical resolution occurs when 
two points are separated in time by the peak-to-trough interval of wave propagation, 
that is one half wavelength as shown in Figure 3.12 (Kallweit and Wood, 1982). The 
next criterion developed by Ricker (1955) who studied the composite waveform 
reflected from the thin bed. He noticed as the thickness of the bed decreased, the 
separation of the two wavelets decreased and that the two peaks merged into one 
central maximum before becoming one single major peak.  Ricker defined the limit 
of vertical resolution as occurring when two spikes are separated by an interval equal 
to the separation between inflection point on the central maximum of the waveform 
which produced the flat-spot or zero-curvature (Figure 3.12). Similarly, (Widess, 
1973) studied the limit of vertical resolution by examining physical a wedge model 
using amplitude reflection. He found that if the bed thickness is greater than the 
length of the wavelength; the two distinct wavelets can be separable and recorded 
from the top (trough) and the base (peak) of the bed, as shown in Figure 3.13.  As the 
thickness decreases, the two distinct wavelets cannot be separated from the top and 
the base of the bed and become one single wavelet. The only characteristic of seismic 
response observable is the change in amplitude of the waveform to the maximum 
when the bed thickness is equal to 1/4 of a wavelength. This condition is known as 
tuning and at this point it is possible to calculate the tuning thickness. After this 
point, the amplitude of the wavelet decreases as well as trough-to-peak time 
decreases. When the bed thickness is reached 1/8 of a wavelength, there is negligible 
change in the observable peak-to-trough time.  Thus, Widess considered 1/8 of a 
wavelength as the limit of vertical resolution (resolvable limit). Wedge model 
generates a reflection even where bed thickness is much smaller than resolvable, the 
minimum thickness for a layer to give a reflection is known as detectable limit in the 
order of 1/30 wavelength. There is nearly a 10:1 ratio between wavelengths shallow 
and deep in the earth. In practice, the limit of vertical resolution is influenced by 
signal-to-noise ratio as well as the interpreter’s perspective. 
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Figure 3.12 Criterion comparisons between the limit of vertical resolution 
defined by Rayleigh (1945) and Ricker (1953). Rayleigh’s limit occurs when two 
points are separated in time by the peak-to-trough interval of wave propagation, 
which are one half wavelengths. Ricker’s limit occurs when two spikes are 
separated by an interval equal to the separation between inflection points on the 
central maximum of the waveform (after Kallweit and Wood, 1982). 
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Figure 3.13 Widess (1973) defined the limit of vertical resolution and their effect 
on bed thickness. a) Velocity diagram, b) reflection of two interfaces diagram, c) 
Synthetic trace from b, and d) Form and relative timing of composite reflection 
as a function of bed thickness. 
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3.7.1.2 Horizontal resolution 
Horizontal resolution is also an important consideration when evaluating seismic 
data. The seismic source produces a spherical wavefront which reflects from the 
horizontal reflector rather than from a point, as shown in Figure 3.14. The portion of 
a reflector from which reflected energy can reach a detector within one-half 
wavelength of the first reflected energy is called first Fresnal zone (Sheriff, 1991). 
Two reflecting points that fall within first Fresnal zone generally are considered 
indistinguishable as observed from the earth’s surface. Since the limit of horizontal 
resolution depends on the size of Fresnal zone and Fresnal zone depends on 
wavelength and frequency, in other word, the shallower the event, the higher the 
frequency, and the smaller the Fresnal zone. Thus the easier it is to differentiate 
between two reflecting point (Yilmaz, 2001).  
 
The radius of Fresnal zone (r) depends on the depth of reflecting interface (z) and the 
dominant seismic wavelength (λ ) (Yilmaz, 2001) 
  0
2
zr λ= .       (3.86) 
Threshold for lateral resolution implies that the radius of first Fresnal zone decreases 
with increasing dominant frequency of seismic wavelength. 
  0
2
tvr
f
= .       (3.87) 
where 0 02 /t z v= , the travel time of seismic energy. The Fresnal zone generally 
increases with depth, as a result, the horizontal resolution become poor. 
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Figure 3.14 Schematic presentation of Fresnel zone. Seismic source produces a 
spherical wavefront that impinges on the horizon planar reflector AA’. The AA’ 
interface is known as the first Fresnel zone by Sheriff (1991). Two reflecting 
points that fall within this zone generally are considered indistinguishable as 
observed from the surface (Yilmaz, 2001). 
 
3.7.2 Seismic reflectivity 
When seismic waves propagates in the earth, they will encounter layer boundaries 
with different physical properties, thus the energy of incident wave at each boundary 
is partitioned.  For example, P-wave and S-wave velocity can be either reflected 
and/or transmitted at the boundary interface as shown in Figure 3.7.4 (Yilmaz, 2001). 
Therefore the types of partitioning of incident waves depend upon the angle of 
incident, the angle between the incident wave and the normal to the boundary. When 
seismic wave impinges at normal incidence upon a layer boundary, the reflection 
coefficient ( RC ) is given by: 
  2 2 1 1 2 1
2 2 1 1 2 1 2
V V Z Z AIRC
V V Z Z AI
ρ ρ
ρ ρ
− − ∆
= = =
+ +
,    (3.88) 
1 2,ρ ρ  and 1 2,V V are the densities and velocities of upper and lower layers, 
respectively. The product of velocity (V ) and density ( ρ ) is impedance ( Z ), if there 
is a different between impedance of the upper and lower layer, then a reflection 
occurs at the interface name acoustic impedance or zero-offset reflectivity (AI). 
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Snell’s Law established the relationship between the angle of incident, and others 
when seismic waves passing through a boundary of two different physical properties. 
Thus, the general form of Snell’s law as described in Figure 3.7.4 is: 
   0 1 2 1 2
1 1 2 1 2
sin sin sin sin sin
p p p s sV V V V V
ϕ ϕ ϕ ψ ψ
= = = = .    (3.89) 
 
 
Figure 3.15 Partitioning of an incident P-wave at an interface. At non-zero 
angles of incidence, both P- and mode converted S-wave energy are reflected 
from and transmitted across the interface (Yilmaz, 2001). 
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Zoeppritz (1919) related the P- (reflected) and S- (transmitted) waves to the physical 
properties of two layers as a function of angle of incident. In matrix notation, 
Zoeppritz’s equation can be expressed as follows (Yilmaz, 2001): 
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(3.90) 
R and T are defined as reflected and transmitted coefficient with subscript p and r are 
P- and S-waves, respectively. 
 
To better understand the relationship between the coefficients and the physical 
parameters at the given angle of incidence, Aki and Richards (1980) derived the 
exact Zoeppritz’s equation for small elastic properties changes with the incidence 
angle less than critical angle by linear approximation as follows: 
  ( ) 2 2 20 0 0 0sin tan sinpR R G Cϕ ϕ ϕ ϕ= + + ,   (3.91) 
where 
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Aki-Richards equation uses average density and velocities across the layer boundary 
and the different between upper and lower layer as follows: 
 
2 1
2
p p
p
V V
V
+
= ,       (3.95) 
 2 1
2
s s
s
V VV +=  ,       (3.96) 
 2 1
2
ρ ρ
ρ
+
=  ,       (3.97) 
           2 1s s sV V V∆ = −  ,                   (3.98) 
 2 1ρ ρ ρ∆ = −  .       (3.99) 
Rp represents the first term of an approximation of zero-offset reflection coefficient 
known as the intercept and can be used to derive the acoustic impedance attribute, 
which is indirectly related to porosity in reservoir rocks. G represents the second 
term of the biggest effect on amplitude as a function of offset known as gradient. 
Gradient depends on changes in P- and S-wave velocities and density and 
corresponds to the small angles, typical less than 300 (critical angle). In term of 
interpretation, G is directly related to change in Poisson’s ratio σ∆ , which in turn, is 
directly related to fluid saturation in reservoir rocks. C represents the third term 
dependence on changes in P-wave only. The third term corresponds to the large 
angle, greater than 300 (critical angle). This approximation leads us to estimate the 
elastic parameters of reservoir rocks from reflection amplitude and relates these 
parameters to reservoir fluids. 
 
3.7.3 Seismic trace attributes 
Attributes are simply defined as information extracted from seismic data. The 
usefulness and quality of the attribute analysis depends on a combination of reservoir 
characterization, the availability and quality of the data, and interpreter experience. If 
these factors are of sufficient quality, it is possible to significantly improve estimates 
of rock properties, depositional environment and interpreting seismic facies. 
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Several of the attributes classification are derivative from complex trace attributes 
analysis (Taner et al., 1979). The complex trace seismic analysis was first introduced 
in 1976 and is based on attributes measurements which are derived from an analytic 
signal as shown in Figure 3.16 and can be defined as: 
 ( ) ( ) ( )* iF t f t if t A θ= + = ,      (3.100) 
where  f (t) is the real part of the complex trace, f*(t) is the imaginary part of the 
complex trace, A is the reflection strength or instantaneous amplitude and θ is the 
instantaneous phase. The real part f (t) is the recorded signal and could be thought as 
a measure of kinetic energy (Taner and Sheriff, 1977). The imaginary part f*(t) is 
called the quadrature trace and it implies applying a 900 phase shift of seismic trace 
using Hilbert transform (Bracewell and Kahn, 1966). The quadrature trace can be 
thought of as a measure of potential energy.  The Complex trace equation describes 
the energy transfer back and forth between kinematic and potential forms as a 
particle moves in response to the passage of the seismic wave through the medium. 
The use of complex trace f (t) makes it possible to define instantaneous amplitude, 
phase, frequency and later, its derivatives (Barnes, 1998; Barnes, 2007; Taner et al., 
1979). The instantaneous measurements are associated with an instant time rather 
than an average over a time interval. Thus to infer any stratigraphic meaning from 
instantaneous attributes, the amplitude and frequency content of the seismic signal 
must be preserved in each processing step prior to estimating the instantaneous 
parameters.  Any variations in the shape of the basic waveform that is not attributable 
to the subsurface geology must be eliminated. Multiples and all types of random 
noise limit the reliability of the results (Yilmaz, 2001). 
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Figure 3.16 Isometric diagram of a complex seismic trace show the actual 
seismic trace and imaginary trace (after (Taner and Sheriff, 1977). 
 
3.7.3.1 Reflection strength or envelope amplitude 
Reflection strength can be thought of as amplitude independent of phase. It is the 
envelope of the seismic trace. Reflection strength is defined as (Taner et al., 1979): 
 ( ) ( ) ( )2 *2A t f t f t= +       (3.101) 
The reflection strength is an effective tool to identify bright and dim spots (Yilmaz, 
2001). It provides information about contrast in acoustic impedance. Lateral changes 
in reflection strength are often associated with major lithologic changes or with 
hydrocarbon accumulations. Sharp local changes may also indicate faulting (Taner et 
al., 1979).  Gas reservoirs, in particular, frequently appear as high-amplitude “bright-
spot” reflections. Reflection strength also provides a means of detecting and 
calibrating thin-bed tuning effects which may result from the constructive and 
destructive interference of reflector wavelet. 
 
3.7.3.2 Instantaneous phase 
Instantaneous phase is a measure of the continuity of events on a seismic trace. Phase 
describe the angle between the phasor (a rotating vector formed by the real and 
imaginary components of the time series) and the real axis as a function of time. It 
looks like the following: 
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Figure 3.17 The comparison between amplitude trace and instantaneous phase 
trace (Landmark, 2003). 
 
For this research purpose, I used amplitude attribute analyses which taking attribute 
extraction at the time window centred about a single horizon, maximum peak and 
RMS amplitudes. Qualitatively, amplitude-based map can be useful in identifying 
gas and fluid accumulation, lithology, channel features, tuning effects, etc. Barnes 
(2007), and Brown (2004) provide a good overview of the value of amplitude 
statistics. Rijks (1991) describes the use of amplitude and other attributes extraction 
workflow. A review of maximum peak and RMS amplitude computation is 
illustrated in Figures 3.18 and 3.19. 
 
Figure 3.18 Maximum Peak Amplitude computation. For each trace, the 
computation does parabolic fit through the maximum positive amplitude in the 
analysis window and the two samples on either side of it and the maximum 
value along that curve is interpolated (Landmark, 2003). 
 84 
 
 
Figure 3.19 RMS (Root-Mean-Square) amplitude computation. Because 
amplitudes are squared before averaging, thus the RMS computation is very 
sensitive to extreme amplitude values. For example bright spot, flat spot 
(Landmark, 2003).  
 
I have reviewed some fundamental rock physics and seismic theory in this chapter 
that support my analysis of the seismic and well data acquired at Naylor field to 
monitor CO2 storage in the Waarre-C sand reservoir. I will provide an overview of 
Otway Basin, some background information supporting the study, how the data has 
been collected and selected during the research project including recent reservoir 
characterization work and the challenge I am facing toward the completion of my 
research project as a starting point of all my work in the next chapter. 
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Chapter 4 THE CO2CRC OTWAY PROJECT 
 
4.1 Introduction 
The CO2CRC Otway Project is Australia’s first and the world’s largest 
demonstration project of CO2 geosequestration. Its aim is to capture, compress, and 
transport, inject and store CO2 in the geological subsurface. The objective is to 
demonstrate that CO2 capture and storage is a viable, safe and secure option for 
greenhouse gas abatement in Australia. This will be achieved through a carefully 
designed monitoring program which will incorporate a variety of scientific 
methodologies to verify the capture and storage process. 
 
In this chapter, I will briefly review previous work, the regional geology and concept 
of the CO2 geological storage site, what kind of data was used to support my 
research, and how the data was collected selected, and conditioned. This will be 
followed by a description of the reservoir characterization which was a collaboration 
of many disciplines and expertise to interpret build and validate the static model 
subsequently used for dynamic simulation to investigate the expected flow of CO2 
and minimize the risk before and after injection. I conclude this chapter with 
discussions and conclusions. 
 
4.2 Naylor field 
The Naylor gas field is a small fault bounded field (~1km2) with a single production 
well, Naylor-1.  The field is situated in the Port Campbell Embayment in the onshore 
portion of the Otway Basin in south-western Victoria, Australia. It is located off the 
Great Ocean Road, around 40 km from the town of Warrnambool (Figure 4.1). The 
Naylor-1 well was drilled by Santos in 2002 on the basis of a strong gas effect (DHI) 
on seismic at the Waarre Formation unit C level (Waarre-C). The field was produced 
until October 2003, and suspended due to high water cut. The CO2CRC then 
identified the depleted gas field as a suitable site for CO2 geological storage.  The 
Naylor-1 well was modified to perform as a monitoring well while about 300 m 
down-dip of Naylor-1, the CRC-1 well was drilled as the current injection well. The 
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CO2 is produced from the Buttress field to the North, transported 2 km via pipeline, 
and then injected into the Waarre-C reservoir (Fig.4.2) 
 
 
 
Figure 4.1 The location of the Naylor field. The red solid line is the seismic cross 
section across the area of interest. Naylor-1 and CRC-1 wells are act as 
monitoring and injection wells, respectively. Buttress-1 well is the CO2 source 
(CO2CRC, 2008). 
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Figure 4.2 The injection scenario shows the Buttress-1 well as a source of CO2 
with CRC-1 injection well and Naylor-1 monitoring well (courtesy of CO2CRC). 
 
4.2.1 Previous works 
The first seismic survey (pre-production), named Curdie Vale 3D, was acquired by 
Geco Prakla in March 2000, and subsequently processed by CGG focusing on the 
Waarre and Belfast formations. It led to the subsequent discovery of Naylor gas field 
by Santos in 2001. The production of Waarre-C sand with Naylor-1 well finished in 
2003. Wisman et al. (2005) reassessed these data for structural and attributes 
variations to further refine reservoir characterization. A complete and comprehensive 
reservoir characterisation has been previously done by Spencer and Pedalina (2006) 
prior to CRC-1 drilling. Further reservoir characterisation and core analysis has been 
performed by Dance and Vakarelov (2007) after CRC-1 was drilled. 
 
In 2005, Wisman investigated the site using existing pre-production seismic and well 
data. The main objective was to reassess pre-production seismic data recorded in the 
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Otway basin to help design a new seismic program for monitoring the CO2 
sequestration process. The 3D seismic data and well data used for calibration were 
subjected to a detailed analysis.  Various seismic attributes were generated to 
investigate the presence of hazardous zones that could provide leak points through 
the sealing shale unit.  Li et al. (2006) built an initial fluid substitution modelling 
(FSM) application and predicted the time-lapse seismic response for the CO2CRC 
Otway Project. However, that model was based on a crude history match. The 
revised model from updated history matching (Xu, 2006) showed only 1-3% changes 
in elastic properties could be expected. This subtle change was deemed impossible to 
detect by conventional seismic methods. 
 
Reservoir simulation and history matching by Xu (2007) were conducted to model 
the uncertainty risk, time of CO2 breakthrough at the Naylor-1 well (monitoring 
well), predict the likely flow behaviour of injected CO2 and obtain the best scenario 
for CO2 injection location. The input from reservoir simulation and history matching 
were then used by Wisman and Urosevic (2007) as an input to model the time-lapse 
seismic response for accurate prediction of elastic properties changes before, during 
and after CO2 injection. 
 
Spencer and Pedalina (2006) performed a complete and comprehensive reservoir 
characterization of the CO2CRC Otway Project with help from other researchers and 
specialised consultants. The work included stratigraphic correlation, structural 
modelling, depth conversion sensitivity, sub-seismic fault distribution and impact on 
flow, depositional environment model, Waarre-C shale and sand characterisation, 
and the extraction of facies and/or depositional trends based on the 3D seismic.  The 
Waarre-C reservoir is interpreted as a thin layer bounded by poorly defined sequence 
stratigraphic boundaries. Three structural horizons were created, based on the seismic 
interpretation of reflectors associated with the top and base of the Waarre-C unit. The 
seismic time depth conversion from three structural models showed the most likely 
maximum depth conversion error of ±  25m at the furthest distance away from the 
well control. Sub-seismic faulting is believed to have no significance for this 
particular reservoir as well as down-dip porosity/permeability loss. The core and 
regional assessment work has determined the most likely depositional model is the 
 89 
 
regressive low sinuosity braided fluvial (Faulkner, 2000). Figure 4.3 shows the 
example of low sinuosity braided fluvial in Fairbank, Alaska, a potential analogue for 
Otway basin. Analysis of the depositional model and the effect on the flow, while not 
in the scope of this research, are important when studying seismic time-lapse effects.  
 
The result of the reservoir simulation and history matching suggested the original 
(pre-production) gas-water-contact was at 2066.1 mD, while current gas-water-
contact is at 2040mD in Naylor-1 (Figure 4.4). While this result agrees with the 
reservoir characterisation study it spells out a great challenge for the application of 
seismic methods for monitoring of CO2 injection into Waarre-C sand. 
 
 
Figure 4.3 Fluvial braided system in Fairbanks, Alaska. 
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Figure 4.4 Initial condition for injection with predicted gas-water-contact (Xu, 
2007). 
 
4.2.2 Regional geology 
The Otway Basin is one of several extensional and transitional sedimentary basins 
along the margin of the Australian continent. The Otway Basin was developed during 
the Late Jurassic and was extending west-northwest ward for over 500 kilometres 
along the southern margin of eastern Australian mainland coast. It is both located 
onshore and offshore south-western Victoria and south-eastern South Australia (Lang 
et al., 1989). The Otway Basin consists of a series of superimposed sedimentary 
sequences, each deposited during different phases of the breakup and separation of 
Australia from Antarctica. The Otway Group (intra-cratonic basin) was the first 
sequence deposited during Late Jurassic to Early Cretaceous rifting, and then 
overlain by the Sherbrook Group (marginal marine basin) during Late Cretaceous, 
followed by the Wangerrip (deltaic sequence), Nirranda (marine sandstone) and 
Heytesbury (marine carbonates) Groups during the Lower and Upper Tertiary (Lang 
et al., 1989). The Waarre Formation is the lower part of the Sherbrook Group (Figure 
4.2) within the Otway Basin. The Waarre Formation traditionally represents the 
primary reservoir of the Otway Basin, with hydrocarbons and CO2 occurring in both 
the onshore and offshore. 
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Figure 4.5 Regional Chronostratigraphic Chart – Otway Basin (Geoscience 
Australia, 2008). 
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4.2.3 Stratigraphy 
The Waarre Formation is recognised as the principal reservoir unit throughout the 
Port Campbell Embayment, where small gas fields (less than 10 MMCFD) were 
discovered in the late 1970s and the early and mid 1980s (Buffin, 1989; Lang et al., 
1989). The Waarre Formation is comprised of four sub-units lying between the Mid 
Cretaceous unconformity and a major Upper Cretaceous transgression. These were 
first described by Buffin (1989) as A, B, C and D units respectively; although it is 
only the C unit that is of immediate interest here (primary gas reservoir).  Later, unit 
D in this system was elevated to a separate formation, the Flaxmans Formation, by 
Partridge (2001) who incorporated it into a new stratigraphic scheme (Figure 4.3). 
Faulkner (2000) has established a framework for the sequence stratigraphy of the 
Sherbrook Group in the Shipwreck Trough and Port Campbell Embayment using the 
same biostratigraphic zones (Figure 4.5). He interpreted the Waarre-C as being 
developed during a Low Stand to Transgressive System Tract. Figure 4.4 shows the 
Naylor field location map with well cross-sections. With newly acquired data, Dance 
et al. (2009) recompiled and reinterpreted in detail the depositional environment for 
the Waarre-C using this stratigraphic framework at the Naylor field as shown in 
Figure 4.6. The depositional model is now proposed as a stacked sequence of fluvial 
dominated low sinuosity channels frequently influenced by tidal processes and 
marine storm surges. 
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Figure 4.6 Detailed stratigraphic chart of the Sherbrook Group sediments 
(Partridge, 2001). 
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Figure 4.7 The Naylor field location map. The black lines show the location of 
stratigraphy cross section from Faulkner (2000); the black dashed lines show 
the location of seismic cross section from Spencer et al. (2006). 
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Figure 4.8 Regional stratigraphic cross-section of Waarre Formation at the 
north of the main ESE trending fault shows a fairly uniform Waarre-C 
thickness (10-20m). Boggy Creek-1, Langley-1 and Iona-1 are the key wells. 
Location of the cross-section is shown by the black line in Figure 4.4. It provides 
a sequence stratigraphic correlation of the Port Campbell Embayment and 
immediate offshore Shipwreck Trough. Waarre-C formation is equivalent to 
sequence 1 (Faulkner, 2000). 
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Figure 4.9 The well cross-section from South to Southwest shows the thinning of 
Waarre-C (Wisman et al., 2008). The location of cross-section is shown in Figure 
4.8 (solid red line). 
 
The Waarre Formation is overlain by the Flaxmans Formation, an intermediate seal, 
and the Belfast Mudstone. The Belfast Mudstone is a proven seal over the Naylor 
field as evidenced by the fact that it has provided containment of the methane in the 
field over geologic time.  
 
4.2.4 Structure 
The Otway Basin is structurally complex as a result of the superposition of a number 
of tectonic events which occurred both during and after the development of the basin 
(Lang et al., 1989). The major faults in the Otway Basin are interpreted as normal 
trending northeast-southwest in the western part of the basin and more north-westerly 
toward the eastern end of the basin. There are three major faults bounding the Naylor 
South Southwest 
Flaxmans 
Belfast 
Waarre-C 
Waarre-B 
Waarre-A 
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structure at the each side of Naylor-1 well and the southern part of Naylor South-1 
well. Figure 4.7 illustrates the complex fault zones around Naylor field (Spencer and 
Pedalina, 2006). Deposition of the Waarre-C Formation was likely affected by 
synchronous structural control which would have had an important influence over the 
position of feeder systems and valley incision. The stacked nature of incised valleys 
interpreted from core observations can be related to river courses forced to conform 
to topographic troughs related to underlying tectonic and structural control. 
Continued growth of these faults through to the Tertiary, and local inversion results 
in the juxtaposition of the Belfast Mudstone against the Waarre-C Formation at the 
Naylor field.  All fields in the area have some fault control of either structural closure 
and/or spill-point. Further discussion on the Naylor field faults is in the reservoir 
characterisation section. 
 
 
Figure 4.10 Seismic cross-section from North to South of Naylor field. The green 
marker represents top of Waarre-C. The Flaxmans Formation and Belfast 
Mudstone are the relatively featureless sections above it. Red faults mostly die 
out at the top of the Sherbrook Group (the yellow marker) and a few faults 
(orange) were reactivated by Miocene to recent compression (Spencer and 
Pedalina, 2006). The location of cross-section is shown in Figure 4.4 (black 
dashed line). 
MCINTEE
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In summary, Figure 4.8 shows the location of cross section in Figure 4.6 and 4.7, 
respectively. 
 
 
Figure 4.11 The location of the cross section of Figures 4.6 (red lines) and 4.7 
(black lines). 
 
4.3 Data collection and conditioning 
4.3.1 Seismic data 
A 3D seismic survey on a 20m x 20m grid was acquired by Geco-Prakla and then 
processed by Compagnie Générale de Géophysique (CGG) for Santos in 2000. The 
primary objective was to accurately map the Waarre-C and Belfast formations (CGG, 
2000). In 2005, two seismic volumes of the pre-production data, migration and pre-
stack time migration (PSTM), were used for detailed re-interpretation of the Naylor 
field. Polarity followed the SEG normal convention (European polarity) where an 
increase in impedance is represented by a trough. Thus, a strong peak represents 
N 
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Waarre-C gas sands. Relative amplitude processing was required to maintain relative 
amplitude between bright and dim spots across the field. 
 
In December 2007, a new 3D seismic survey was acquired to serve as a baseline 
survey. This provided a picture of the reservoir post production and prior to CO2 
injection. A repeat 3D survey was conducted in January 2009 close to the end of 
injection to serve as a monitoring survey for time-lapse monitoring of CO2 injection. 
It was anticipated that differences in the data between two surveys will indicate the 
distribution of the CO2 plume within the subsurface. However, due to differences of 
the acquisition and processing parameters, it was necessary to cross-equalize the data 
to gain a better understanding of the subtle response expected from the injection of 
CO2. (Efthymiou, 2008) studied the time-lapse of pre-production seismic (2000) and 
post-production/pre-injection (baseline) seismic (2007). He concluded the cross-
equalized technique was successful in eliminating many errors due to different 
acquisition, and processing process. Comparisons of the two cross-equalised data sets 
show the observed amplitude anomaly as shown in amplitude volume.  Pevzner and 
Shulakova (2009) performed reprocessing of the 2009 3D seismic data with 
particular attention to recover true amplitude at Waarre-C level between Naylor-1 
and CRC-1 wells during CO2 injection.. They were able to resolve subtle changes in 
amplitude between the two surveys related to the injected CO2. This seismic data is 
fundamental to verification and confirmation of the rock physics model used in the 
seismic modelling. 
 
Figure 4.9 shows the strong affect of gas can be seen in 2000 3D seismic data. Table 
4.1 shows the summary of seismic time-lapse acquisition in Naylor field. 
 
 100 
 
 
Figure 4.12 2000 3D seismic migration volume (pre-production). Yellow line 
represents top Waarre-C which shows strong amplitude anomaly caused by the 
presence of the gas. 
 
Table 4.1 Seismic time-lapse acquisition in Naylor field. 
 
 
4.3.2 Well data 
The Naylor-1 well, which has been converted to the monitoring well, had a limited 
database consisting of basic wire-line log suite and no conventional core. The 
CO2CRC re-logged the hole in 2006 to determine the post production gas-water 
contact and improve the calculated petrophysical logs. There was uncertainty in the 
location of the original gas-water contact (pre-production GWC/OGWC) and it was 
estimated from spill point analysis of the depth structure maps to be ~2015m SS, 
2000 2007 2009
3D Seismic Pre-production
After 
production/Pre-
injection
Post injection
Year
Acquisition type
NAYLOR-1 NAYLOR-1 CRC-1 CRC-1 
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down dip of Naylor-1. Zero-offset VSP data was acquired in 2007 and constrained 
the time-depth relationship and well to seismic tie. 
 
CRC-1 was drilled in 2007 after production in the Naylor field was completed and 
located about 300 m down-dip from Naylor-1 well. Well data are available in the 
form of geophysical (wire-line logs) and petrophysics logs. Zero-offset VSP has been 
acquired and served as a time-depth pairs and for well-tie.  
 
I used Naylor-1 logs (pre-production) to obtain pre-injection and post-injection logs 
as well as CRC-1 logs (pre-injection) to create post-injection logs through 
Gassmann’s fluid substitution methodology. Together with 3D seismic pre-
production, post-production/pre-injection and post-injection, I modelled the time-
lapse seismic response likely caused by CO2 injection.  
 
Prior to that, conditioning the logs has been done through the following step: 
1. Blocking – simplify log responses for inversion process (the interface is 
clearly seen). Backus averaging was used. I blocked the log every 1 meter 
sample (the smaller the defined average block size, the better the blocked 
description of the logs) 
2. Synthetic seismogram – to tie the well to seismic event, match the well and 
seismic frequency. 
 
Vertical seismic profiles (VSP) have been recorded in both wells. I used zero offset 
VSP to obtain accurate time/depth pair in order to calibrate the log (depth domain) to 
seismic event (time domain). Other VSP’s method have been recorded in CRC-1 
however further details of the analysis of VSP’s data for this project are beyond the 
scope of my research interest. 
 
Log conditioning provided a good tie between the log and seismic responses. This 
step is essential for quantitative time-lapse analysis and in creating a stable wavelet 
for inversion and seismic modelling. Table 4.2 shows the available well data from 
both wells. 
 
 102 
 
Table 4.2 Summary of Naylor-1 and CRC-1 wells data. 
 
 
4.3.3 Core data 
During the drilling of CRC-1 well, 42m of core was recovered through seal and 
reservoir formations. The primary target formations were the Waarre Formation and 
the interface between the reservoir and seal, the Flaxmans Formation, as well as 
secondary targets in the formations above. The purpose was to evaluate the 
characteristic of Waarre-C sand as an injection interval and the sealing capacity of 
the Belfast Mudstone including any potential for geochemical reactions. Core 
number 6 was recovered from 2051m-2075.5 m measured depth with 96% recovery 
(23.53m). Cores were approximately 3 inches in diameter and were in a good 
condition. One quarter of core was slabbed to expose a flat face for GR scan and high 
resolution photography. Dance and Vakarelov (2007) conduct detailed 
sedimentological analysis at Core Laboratories in Perth. The GR log was used to 
correct and correlate depths down-hole with core samples.  After this correction and 
X (m) Y (m) X (m) Y (m)
Coordinates 657899 5733759
Time-Depth Checkshot, ZVSP
Deviated Deviation survey
Core samples
Belfast, Flaxman, 
Waarre-C
Kelly Bushing/Drilling Floor KB/DF
Ground Level GL
P-wave velocity Vp
S-wave velocity (fast and slow)
Vs
Density ρ, Rho
Caliper CALI
Gamma Ray GR
Porosity φ, PHIT, PHIE
Permeability
Perm, KECHOCalL, 
KECHO_HR, KTIM, 
KAIR, KINF
Water saturation
SWT, SXOT, SW, 
SXO
Resistivity LLD, LLS, MLL
Clay volume VCL, VWCL, VDCL
Spontaneous potential SP
Neutron Porosity NPHI
MD (m) TVDSS (m) MD (m) TVDSS (m)
Belfast 1773.29 1722.19 1728.00 1678.00
Flaxman 2007.00 1955.90 2022.50 1972.50
Top Potential Reservoir 2022.04 1970.94 2041.98 1991.98
War-C 2028.23 1977.13 2052.50 2002.50
War-B 2055.86 2004.76 2083.00 2033.00
War-A 2072.00 2020.90 2100.00 2050.00
Eumeralla 2111.61 2060.51 2139.00 2089.00
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adjustment, depths were reported in corrected measured depth from RT (Rotary 
Table). The result of the sedimentological analysis of the cores suggested complex 
stratigraphy that included the presence of incised valley fill deposits within the 
Waarre Formation, overlain by transgressive to offshore open marine deposits in the 
Flaxman Formation. Figure 4.10 shows the facies interpretation of the Waarre-C core 
samples. Comprehensive analysis of Waarre-C core can be found at Dance and 
Vakarelov (2007)’s report. 
 
 
Figure 4.13 CRC-1 core photographs and descriptions compared to the well 
composite. Left to right core GR matched over the down-hole GR log, 
interpreted facies, core porosity measurements over the Phi log, core 
permeability-Klinkenberg corrected and mini-perm profile (dotted) showing 
good agreement with down-hole permeability log (Dance and Vakarelov, 2007). 
 
Samples for ultrasonic core measurement were chosen on the basis of availability and 
the condition of the samples, especially within sand intervals. Each sample represents 
one facies classification. The thickness of each facies within Waarre-C, excluding the 
shale zone, is approximately 2.5 to 5 meters therefore one ultrasonic core 
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measurement for each facies can be considered representative. Only 3 samples from 
the sand interval were consolidated enough to undergo ultrasonic core measurements. 
We excluded core samples for analyses at the depth of 2064.67 to 2070.5 m which is 
a shale zone.  Another fluid substitution methodology was devised for this interval. 
 
4.3.4 Petrology 
In total 34 samples from the Waarre-C core were plugged for petrological analysis. 
Various petrological analyses, including X-ray diffraction (XRD) and scanning 
electron microscopy were performed on these samples. In general, the petrographic 
analyses in this study focused on the mineral content and textural relationships of the 
rocks and are described in detail (Schacht, 2008). Table 4.3 shows a list of core 
samples from Waarre-C at CRC-1 well. Some samples were excluded from 
petrographic analyses because they either had the same lithofacies classification or 
the core samples were soft or brittle/fragile/lost. Some samples from the same 
lithofacies were examined for different purposes. 
 
Table 4.3 List of core samples and associated analyses from CRC-1 well. Color 
represents facies classification (orange = transgressive sand, yellow = 
amalgamated sand, purple = gravel dominated and green = tidal fluvial). The 
injection interval is yellow color (modified after Schacht, 2008). 
 
 
Depth (m) Plug No Thin Section XRF Quant XRD Bulk Quant Microprobe SEM
Ultrasonic 
measurement
2053.65 128 x x x x x
2053.90 127 x x x
2054.90 125 x x
2055.00 x
2055.75 123 x x x x x
2056.80 120 x x
2057.00 x
2058.55 118 x x x x x
2059.15 116 x x
2060.45 115 x x x
2060.95 114 x x x x x
2063.00 112 x x x
2071.50 152 x
2072.60 94 x x x x
2074.00 92 x x x
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4.4 Reservoir characterisation 
The primary objective of this study is to assess the existing seismic data recorded in 
Naylor field to help design a seismic program which is strictly aimed for monitoring 
of CO2 sequestration. For this purpose I conducted a detailed analysis of the 3D 
seismic data and used borehole data sets for calibration. The interpretation was done 
on 2000, 2008 and 2009 vintage 3D seismic data, pre-production well data (Naylor-1 
well) with some extension to post production/pre-injection well data (CRC-1 well). 
Various structural enhancements and seismic attribute maps are computed to 
investigate the presence of hazardous zones that could potentially provide paths for 
upward CO2 migration through the existing sealing shale unit and to determine the 
presence of the gas in sand bodies (geometrically). Interpretation of pre- and post 
production gas-water-contacts are also needed to avoid injecting CO2 into residual 
gas zones (difficult to monitor) and to effectively locate the injection well. The 
output from reservoir characterization was used as an input to build the Waarre-C 
geological model – dynamic simulation. This work was done prior to acquiring the 
seismic baseline. Therefore, reassessment of the existing data is required to make 
sure all the data are consolidated and consistent. The results are shown and discussed 
in this chapter. 
 
4.4.1 Geophysical challenging 
The Naylor field has many advantages for an injection study site such as a long 
history of production with a proven seal, availability of data from an existing well 
and seismic, well-established infrastructure, and accessible (permits). Challenges 
include the relatively deep depth to the reservoir level, the small size of the field and 
the presence of residual gas present within the reservoir. Also, faulting within the 
field is complex and there are thin sand bodies with clay intercalations and 
uncertainty of the gas-water-contact. 
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The proposed data analyses flow of Naylor field as shown in Figure 4.11 is as 
follows: 
 
Figure 4.14 Schematic workflow of Naylor field reservoir characterisation. 
 
4.4.2 Seismic horizons, faults and attributes 
Six key horizons were interpreted in the time domain, tied to the well tops.  All of the 
key horizons were picked on the 2000 vintage 3D seismic data: 
1. Belfast :   Regional seal above the reservoir. 
2. Flaxman :   Local seal directly above the reservoir. 
3. Waarre-C :   Main input geological horizon and Top of Waarre formation unit C 
sandstones. 
4. Waarre-B :   Base of Waarre C and top of Waarre B shale. 
5. Waarre-A :   Base of Waarre B and top of Waarre A sandstones. 
6. Eumeralla : Base of Waarre A (Waarre Formation) and top Eumeralla     
Formations. 
 
Early interpretation was conducted by Santos. Initial interpretation of the project was 
done by Lynton Spencer and Frank La Pedalina from Geoscience Australia. I used 
the initial interpretation to extend and interpolate the horizon and constrain the tie to 
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CRC-1 and 2007 3D seismic volume. These interpretations were then used to create a 
new 3D model. The revised horizons are shown in Figure 4.12. 
 
 
Figure 4.15 Seismic section across Naylor-1 and CRC-1 showing the revised 
horizons, Waarre-C, -B, -A and Eumeralla. The target horizon is Waarre-C 
which associated with black peak. 
 
Analysis of stratigraphic features of the 2000 vintage 3D seismic involves the 
extraction of several complex trace attributes such an amplitude envelopes, spectral 
balancing and RMS. The predicted gas-water-contact is hard to see in the migration 
volume; however it is easily distinguished using an amplitude extraction envelope 
with a time window of 10 ms above and 20 ms below the Waarre-C horizon.  The red 
colour shows the very high amplitude anomaly and low frequency content associated 
with a gas reservoir. It also suggests that the reservoir edge could be associated with 
pre-production gas-water-contact (Figure 4.13). 
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Figure 4.16 The envelope amplitude volume indicates the existence of pre-
production gas-water-contact in conjunction with the fault at the edge of gas 
sand (red colour represents high amplitude). 
 
Figure 4.14 shows a horizon slice of the Waarre-C where the high amplitude 
anomaly is caused by the gas effect. RMS amplitude extraction can also distinguish a 
similar feature, and the edge of the closure is coincident with the prediction of the 
gas-water-contact (Figure 4.15). 
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Figure 4.17 Horizon slice of spectral balance (peak amplitude) of top Waarre-C 
showing the reservoir body with high amplitude anomaly (red color). The edge 
of the closure is coincident with prediction of the gas-water-contact. 
 
 
Figure 4.18 RMS amplitude suggested the edge of reservoir body is coincident 
with prediction of gas-water-contact. 
CRC-1 
CRC-1 
NAYLOR-1 
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Figure 4.19 Regional structure map of the Naylor field (Spencer et al., 2006).  
Red closure in Naylor-1 well is the gas accumulation before production. The 
blue is the closure (the spill point), known to be water wet. The gas-water-
contact has been estimated being at 2015mSS, and was coincident with the edge 
of the amplitude anomaly which is shown in Figure 4.14 and 4.15. 
 
Sub-seismic faults exist within the Naylor structure and could potentially provided 
barriers and compartmentalization within the reservoir and affect the flow of CO2. 
The geophysical attributes from 2000 vintage 3D seismic data were analysed with 
regard to seismic fault interpretation. The result suggested: 
• Sub-seismic faults are hard to positively identify in pre-production 3D 
seismic data due to low spatial resolution (20x20 m bins). 
• Seismic attribute analysis was employed to enhance structural 
imaging.  
• Between Naylor-1 and CRC-1 wells, sub seismic faults could not be 
interpreted with high confidence. However, the occurrence of a small 
fault is most likely on the eastern side of CRC-1 well, located around 
300 meters from Naylor-1 well.  
• This sub-seismic fault could be identified on 10 -11 dip lines (in-
lines), which correspond approximately to 200-220 m in length. 
• Some of attributes show acquisition footprint around Naylor-1 and 
CRC-1 wells that could mask the sub-seismic fault and increase 
uncertainty of sub-seismic fault interpretation between Naylor-1 and 
CRC-1 wells from surface seismic data. Revisited seismic and VSP 
interpretation will help to reduce uncertainty.  
 111 
 
• The attribute interpretation also highlighted possible variations in 
lithology within the reservoir sands. Other, frequency based attributes 
such as spectral decomposition, showed some potential for mapping 
fluid distribution across the field.  
• A sub-seismic fault between Naylor-1 and the proposed location of 
CRC-1 wells was detected on VSP acquired in Naylor-1. However, it 
is not believed to be of significant length and offset to impede CO2 
flow. 
 
4.4.3 Estimating pre- and post production gas-water-contact 
The original gas-water-contact in the Naylor field could not be determined from the 
Naylor-1 well.  There was no evidence in the well data that the GWC was intersected 
by the well and, no indications from the basic wire-line logs of a GWC.  It was also 
impossible to establish a local water gradient from which to make a reliable estimate. 
To overcome this issue, the original GWC was interpreted from seismic amplitude 
mapping of 2000 vintage 3D seismic data. Amplitudes were extracted on the top of 
the Waarre-C as well as over a time window. Amplitude attributes analyses at the top 
of Waarre-C and over the time window was found to give the best results. From the 
amplitude map created, a seismic amplitude cut-off was established, marking the 
edge of the gas effect within the top of Waarre-C.  This edge is also coincident with 
the mapped termination of the Naylor Field bounding fault. This suggests that the 
Naylor field bounding fault is sealing and capable of withholding a gas column the 
size of the structure (Spencer et al., 2006). The predicted original GWC was 
2015mSS after depth conversion of the geological model as shown in Figure 4.17. 
 
History matching of the production data from the field also suggested that the 
original gas-water-contact was 2015mSS, supporting the interpretation of the 
predicted original GWC from seismic amplitude. The current GWC is 1996mSS, 
interpreted from the Naylor-1 RST log.  The log was acquired in 2006. Figure 4.18 
displays the predicted GWC from history matching and Figure 4.20 shows the 
interpretation of the current (post-production) GWC after verification by the RST 
log. 
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Figure 4.20 Geological model confirmed the original (pre-production) and 
current (post-production) gas-water-contact at 2015mSS and 1990mSS (Dance 
et al., 2009). 
 
 
 
Figure 4.21 Prediction of GWC based on history matching (Xu, 2007). 
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Figure 4.22 The RST log of Naylor-1 well. Current gas-water-contact is 
1990mSS. 
 
4.4.4 Well seismic tie 
The zero offset Vertical Seismic Profile (VSP) was used to correlate the well data 
with the seismic data. Figure 4.20 shows the synthetics seismogram correlated with 
the zero offset VSP.  The correlation coefficient is quite high with respect to the key 
horizon at reservoir interval. 
 
Current GWCWAR-C
Shale
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Residual Gas?
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Figure 4.23 Synthetic seismogram after applying ZVSP shows good correlation 
between seismic and Naylor-1 well. 
 
4.5 Dynamic Simulation 
Four geo-model cases were created in the PETREL geo-modelling package (Spencer 
et al., 2006).  The models cases were generated using the geological and geophysical 
data from Naylor Field and the surrounding areas. Multiple models were generated 
on the Waarre-C interval to test sensitivities in variations in the geologic parameters.  
The results suggested that a regressive braided fluvial model was the most likely 
geological model of Waarre-C (Figure 4.21). Dance et al. (2009) has revised the 
model with the new input data (logs and core samples analyses) from CRC-1 well 
(Figure 4.22).  The most likely geological model was then upscale to a dynamic 
simulation model.  Xu (2007) built the dynamic simulation model of Waarre-C using 
the ECLIPSE software package. The aim of the dynamic simulation was to assess the 
sensitivities to variations in reservoir properties and to be able to locate the injection 
well optimally and assess the risk in estimating the time to breakthrough of CO2 at 
the Naylor-1 monitoring well (Figure 4.23). Modelling suggested that the 
breakthrough would occur between four and nine months from the commencement of 
injection. 
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Figure 4.24 Regressive Braided Fluvial model shows the most likely interpret 
facies in Naylor field (Spencer and Pedalina, 2006). 
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Figure 4.25 3D facies model. The depositional facies were populated into the 3D 
static geological model and used to constrain the distribution of reservoir 
properties (poro/perm) away from the wells. This model formed the basis for the 
dynamic simulations (Dance et al., 2009).  
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Figure 4.26 CO2 migration in cross-sectional view. The breakthrough is 
expected within 4 to 9 months of the commencement of CO2 injection (Xu, 
2007). 
 
The predicted gas-water contact, gas saturation, pore pressure, and temperature 
during CO2 injection from reservoir simulation/history matching was used as input 
for the rock physics model as shown in Table 4.4. 
 
Table 4.4 History matching parameters for Naylor-1 and CRC-1 wells. 
 
 
March 2008
Dec. 2008
Dec. 2010
CO2 arrival
CO2 around CRC-1
CO2 in Naylor-1
Avg. pore 
pressure
MPa
Avg. gas 
saturation (mix 
gases)
Avg. pore 
pressure
MPa
Avg. gas 
saturation (mix 
gases)
Pre-production 19.30 0.90
Post-production/pre-injection (0 
month - baseline ) 17.60 0.20 17.60 0.20
Post injection (12 months - 
monitoring ) 20.00 0.80 20.00 0.80
History matching
NAYLOR-1 CRC-1
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4.6 Discussion and conclusions 
The CO2CRC Otway Project - the first CO2 storage in Australia - aims to 
demonstrate that CO2 can be safely stored in a depleted gas field and that an 
appropriate monitoring strategy can be deployed to verify its containment. The 
CO2CRC Otway Project involves many disciplines and expertise from research 
organizations, universities/institutes, government bodies and industries around the 
world working toward of the shared goal of reducing greenhouse gas emissions to the 
atmosphere. 
 
A depleted gas field, the Naylor field was selected as a test site for a CO2 
geosequestration project.  The field was chosen because of its high porosity and 
permeability reservoir, the presence of a proven seal over the field, and it had pre-
existing data that covered the field and could be used to characterize the reservoir and 
monitor the CO2 injection.  In addition, the field was located close to the source of 
the CO2 and had well-established infrastructure.  The Naylor-1 well was selected as a 
monitoring well.  In April 2007, the CRC-1 well was drilled 300 m down-dip of 
Naylor-1 well to a total depth of 2250 m. This well was drilled as an injection well.  
The new set of data were logged and sampled and used in the reservoir 
characterization of the Naylor field. 
 
There are several limitations and disadvantages to the Naylor field as a test site for 
geosequestration.  Because of the small size of the reservoir and its relatively deep 
depth below the surface, storage capacity is limited and it is more expensive to drill 
disposal wells.  Also, since the field is a depleted gas reservoir, existing residual gas 
have the potential to mask the changes in seismic response associated with the 
injection of CO2  into the reservoir, making it more difficult to detect the replacement 
of gas with CO2. Uncertainties about the original gas-water contact of the field were 
another complication that had to be addressed prior to placing the injection well.  As 
with all subsurface reservoirs, there was also the possibility of sub seismic faults 
which could potentially lead to leaking of the injected gasses.  Because of these 
issues, it was important to carefully design the monitoring program to mitigate their 
effects. 
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This study reflects the result of several years of work on reservoir characterization of 
the Naylor field, involving multiple lines of study.  The data has been integrated and 
interpreted to produce a full geologic and geophysical characterization, then 
dynamically modelled through a production/injection history match to predict the 
behaviour of the gas injection program.  This simulation work was also used to 
determine the validity of the geological model. 
   
Geologic characterization of the Naylor field was primarily based upon the analysis 
of the Naylor-1 and CRC-1 wells, integrated with the seismic data analysis. 
Geological modelling has suggested that a regressive braided fluvial model is the 
most likely case of depositional environment (Dance and Vakarelov, 2007; Faulkner, 
2000; Spencer and Pedalina, 2006). 
 
Geophysical characterization of Naylor field involved mapping of the structural 
aspects of the field and attribute analysis to determine stratigraphic detail and 
variations within the reservoir interval.  The well data were used to model the 
synthetic seismic response using different rock physics properties to compare to the 
3D seismic response.  These synthetic matches were then used to define the 
limitations of the data and to determine the expectations within the data of the 
seismic changes associated with the various stages of the life of the field (pre-
production /pre-baseline and baseline).  
 
Seismic attribute extractions were also used to detect the presence of faults and other 
features within the injection study area that could either impede or alter the flow of 
CO2 through the reservoir or provide a leak pathway.  A fault-liked feature located 
between the injector and monitoring well is not considered large enough to pose a 
potential impact on CO2 arrival times at Naylor-1. Subtle faulting within the reservoir 
was better defined by the study. 
 
The Naylor-1 well did not cross the original gas-water contact for the Naylor field.  
Seismic attributes were used to determine (based on amplitude) the most likely extent 
of the Naylor field gas column.  Using ZVSP velocity information from the wells to 
depth convert the seismic horizons, the original GWC for Naylor-1 field was 
estimated.  The initial gas-water-contact (before production) has been established in 
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the geological model at 2015mSS. The current gas-water-contact is established and 
confirmed by RST log at 1990mSS. 
 
Variations in lithology and fluid suggested by several seismic attributes agree in 
general with the modelled geology and pre-production gas water contact. It was 
therefore concluded that the geophysical attribute analysis did not identify any 
significant features that would warrant review of the proposed location of CRC-1. 
 
The Naylor-1 production history and the post-production pressure response were 
history matched as part of the aquifer characterisation. This, combined with the result 
of the other studies on the field (geologic reservoir characterisation, CRC-1 well data 
and core laboratory tests, seismic attributes, etc), has reduced and constrained many 
of the previous uncertainties in the field (i.e. depositional environment, 
heterogeneity, reservoir properties). The new geological model is therefore 
considered as the most likely case. The only remaining significant uncertainty is the 
hydro-geological effect from the aquifer system which is beyond the scope of this 
research. 
  
Dynamic simulation, of the geologic model showed that the breakthrough time at the 
monitoring well was expected to be in the range of 4-9 months. The model suggested 
that the breakthrough would occur in the middle section of the Naylor-1 monitoring 
well, slightly below the current GWC. This would be reached using an injection rate 
of 85,020 m3/d (3 MMscfd) with a maximum pore pressure of about 20 MPa at the 
end of the injection. 
 
CO2 injection was commenced in April 2008 and CO2 (tracer) breakthrough was first 
detected at Naylor -1 well on July 17, 2008 through the monitoring string consist of 3 
U-tubes and other instruments (geophones, etc.). A total of 65,000 tonnes of CO2 was 
injected into the Waarre-C in Naylor field over the course of this study.  The CO2 
injection was ceased in August 2009.  
In conclusion, the Waarre-C reservoir in Naylor field is known to be well sealed and 
of a good reservoir quality. It is good reservoir for short term CO2 injection and 
subsequent long term CO2 storage. 
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Chapter 5 ROCK PHYSICS MODEL OF WAARRE-C 
SANDSTONES 
 
5.1 Introduction 
Naylor-1 well was drilled in 2001 on the basis of direct hydrocarbon indicator at the 
level of Waarre Formation. The Waarre Formation is the main reservoir unit within 
the Port Campbell Embayment (PCE) in Otway Basin. There are several depleted and 
producing hydrocarbon fields and a producing CO2 field throughout the Otway Basin 
at Waarre Formation level. However the main production is from gas drive. Up to 
3.965 BCF gas methane has been produced in Naylor-1 well since 2002 and in 2004 
was shut-in due to the water influx (Spencer and Pedalina, 2006).  Because the field 
was small, the cost of water handling was not considered economical. Therefore 
Naylor-1 well was abandoned and proposed to be used as a CO2 storage site. In 2007, 
CRC-1 well was drilled down-dip of Naylor-1 well and acts as an injection well 
while Naylor-1 well acts as monitoring well.  The supercritical CO2 was injected at 
the level of Waarre-C formation in 2008 and was expected to mix and/or replace 
existing residual gas methane in the reservoir. As of August 2009, 65,000 tonnes of 
supercritical CO2 has been injected. To implement seismic monitoring at Otway, but 
also at any other CO2 sequestration site it is necessary to predict, as accurate as 
possible, changes in seismic response to varying quantities of CO2 injected into a 
reservoir rock.  
 
5.2 Elastic properties of porous rocks 
A successful application of a time-lapse seismic technology for monitoring a 
reservoir dynamic depends on the magnitude of the change in the elastic properties of 
the reservoir over time. Since this seismic technology may not be applicable for all 
CO2 storage projects, a feasibility assessment must be conducted prior to project 
commencement to ensure success. In the case of Otway Basin, the injection of CO2 
into the Waarre-C sand will alter the elastic properties of the reservoir given its high 
porosity and weak skeletal frame. Whether such changes can be detected by time-
lapse seismic methodologies remains unknown unless a detail rock physics model is 
developed. Subsequent numerical simulation of seismic response to long-term CO2 
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storage will determine the magnitude of elastic property changes and if conditions for 
the application of seismic monitoring are met. It requires mathematical model that 
can predict the effect of pore fluids, minerals, porosity and effective pressure on the 
seismic properties of the reservoir. This model can be established through the 
application of rock physics and fluid substitution methodology and result verification 
against wire-line logs and core samples measurements. All of this is aimed at 
devising the best strategy for the long-term CO2 storage monitoring within the 
CO2CRC Otway Project, as addressed in this chapter. 
 
Injection of CO2 into the formation will cause a change of seismic response in two 
main ways: by changing the properties of the pore fluid, and by changing the rock 
matrix through change of pressure. Hence to assess seismic response we first need to 
understand how is the pore fluid affected by variable CO2 saturation. Pore fluids have 
properties which depend on composition, pressure and temperature and strongly 
influence the seismic properties of the rocks. 
 
Of particular interest to seismic monitoring is to examine how different fluids and 
fluids mixtures affect rock elasticity. For that reason I calculated elastic properties of 
methane, CO2 and their mixtures, and water. I used in-situ gas composition, pressure 
and saturation and combined it with the pressure and saturation prediction from flow 
simulations to derive the fluid properties. 
 
5.2.1 Methane (CH4) 
Gases are characterized by a specific gravity, G, the ratio of the gas density to air 
density at 15.6oC and atmospheric pressure. G can be defined as well as the ratio of 
molecular weight of the gas (gas mixture) to that of air (28.97).  Typical hydrocarbon 
gases have G value from 0.56 for pure methane (lighter) to greater than 1.8 for gases 
with higher carbon number (heavier). Methane is extremely compressible compared 
to heavier gases with bulk modulus from 0.01 to 0.2 GPa (Batzle and Wang, 1992). 
  
Figure 5.1 shows the velocity, density and bulk modulus of methane-water mixture at 
temperature 85oC (in-situ) and varying pressure (in-situ and prediction). The equation 
3.10 to 3.14 for calculation of gas properties are described in Chapter 3. 
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c) 
 
Figure 5.1 Elastic properties of methane and water mixture: a) velocity, b) density, and 
c) bulk modulus versus pressure and saturation. 
The velocity and bulk modulus decrease rapidly when small amount of methane is 
introduced into water. However both velocity and bulk modulus are only weakly 
dependent on saturation below 90% water saturation. The density is less influenced 
by pressure changes and more by saturation. The effect of methane on seismic 
response is thus easy to predict. The situation with CO2 or gas mixes is different. 
 
5.2.2 Carbon dioxide (CO2) 
CO2 can exist in the form of gas, liquid or in supercritical phase. The critical pressure 
and temperature of CO2 are 7.3773 MPa and 30.9782
oC, respectively. Once it is 
injected, CO2 can exist as free gas or as a dissolved constituent in the already existing 
pore fluid (Carcione et al., 2006). If CO2 is in the supercritical phase, then the gas 
compressibility is lower than in the gas phase. The density of supercritical CO2 is 
heavier than in the gas phase, closer to the oil/water, but the bulk modulus of 
supercritical CO2 is closer to the gas phase. Thus monitoring CO2 injection is 
challenging because the differences in seismic properties become smaller between 
methane-water mixture (in-situ pore fluids) and supercritical CO2. Seismic 
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monitoring can be used to monitor injected CO2 and its displacement process only if 
the injected CO2 causes sufficient changes in seismic properties of the formation 
rock. Therefore it is crucial to derive CO2 properties at the given depth, pressure and 
temperature. Figures 5.2 a), b), and c) show CO2 properties calculated using equation 
3.10 to 3.14 in Chapter-3 at temperature of 85oC (in-situ) with varying pressure (in-
situ and as predicted by flow simulators). It is clear that the behaviour of CO2 is 
significantly different from the one of the pure gas. 
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b)
 
 
c) 
 
Figure 5.2 Elastic properties of mixture of carbon dioxide and water: a) velocity, 
b) density, and c) bulk modulus versus pressure and saturation.  
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The velocity and bulk modulus decrease gently as CO2 saturation increases.  This can 
be observed across the entire water saturation range. It suggests that introducing CO2 
gives less ambiguity in estimation of the elastic properties compared to methane 
(CH4) since both velocity and bulk modulus are dependent on saturation below 90% 
water saturation. The density is more influenced by saturation changes.  
 
5.2.3 Brine 
The most common pore fluid is brine. Properties of brine depend on salinity (which 
ranges from pure water (zero salinity) to saturated saline solutions), pressure and 
temperature. Increasing the salinity increases the density of brine. Batzle and Wang 
(1992) provide a series of useful empirical relations between the state variables and 
velocity and density of the brine. Brine properties are calculated using equation 3.19 
to 3.24 in Chapter-3. 
 
5.2.4 Gas mixtures 
In the CO2CRC Otway Project, a mixture of CO2 with other gases, mainly methane, 
is injected into Waarre-C sand. I used ideal gas law and equation of state (EOS) as 
described in Chapter 3 to compute properties of such gas mixture at temperature 
85oC with varying pressure and saturation. This simulates pre-injection (gas mixture 
@17.6 MPa – CH4 dominant) and post injection case (gas mixture @20MPa – CO2 
dominant) as shown in Figure 5.3 a), b) and c). Pressure and gas saturation from 
reservoir simulation for CO2 geological storage is shown in Table 5.1 (Xu, 2007). 
Gas compositions for Naylor-1 (monitoring), CRC-1 (injection) and Buttress-1 
(source of CO2) are shown in Table 5.2. In Figure 5.4, I illustrated the most likely 
phase of CO2 injected in the CO2CRC Otway Project. 
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Table 5.1 Pressure and gas saturation from the reservoir simulation. 
 
The amount of injected CO2 is 100,000 tonnes. 
Stage/time (months from 
injection)
Avg. pore 
pressure
MPa
Avg. gas 
saturation 
(mix gases)
Avg. pore 
pressure
MPa
Avg. gas 
saturation 
(mix gases)
Before production 19.30 0.90
After production/pre-injection (0 
month - baseline ) 17.60 0.20 17.60 0.20
Post injection (12 months - 
monitor ) 20.00 0.80 20.00 0.80
NAYLOR-1 CRC-1
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Table 5.2 In-situ gas compounds from Naylor-1 and CRC-1 wells before and 
after production/pre-injection, and most likely post-injection. 
 
 
The source of CO2 for injection was from the Buttress-1 well. It was used to predict 
most likely post-injection gas composition in Naylor-1 and CRC-1 wells. 
Compounds
Mol 
composition 
%
Compounds
Mol 
composition 
%
N2 6.52 N2 4.19
CO2 1.02 CO2 0.09
CH4 84.34 CH4 86.63
Ethane 4.62 Ethane 4.97
Propane 2.01 Propane 2.21
I-Butane 0.41 I-Butane 0.41
N-Butane 0.51 N-Butane 0.51
I-Pentane 0.13 I-Pentane 0.13
N-Pentane 0.11 N-Pentane 0.11
Hexanes 0.17 Hexanes 0.17
Heptanes 0.10 Heptanes 0.10
Octanes plus 0.06 Octanes plus 0.48
NAYLOR-1 in-situ 
gas compounds 
(before production)
NAYLOR-1 in-situ 
gas compounds after 
production (pre 
injection)
Compounds
Mol 
composition 
%
Compounds
Mol 
composition 
%
N2 1.23 N2 1.38
CO2 0.86 CO2 78.7
CH4 87.66 CH4 18.9
Ethane 5.00 Ethane 0.52
Propane 2.44 Propane 0.23
I-Butane 0.58 I-Butane 0.05
N-Butane 0.72 N-Butane 0.05
I-Pentane 0.25 I-Pentane 0.01
N-Pentane 0.21 N-Pentane 0.01
Hexanes 0.33 Hexanes 0.03
Heptanes 0.41 Heptanes 0.03
Octanes 0.14 Octanes 0.02
Nonaes 0.08 Nonaes 0.02
Decanes 0.06 Decanes 0.03
Undecanes 0.02 Undecanes 0.02
Dodecanes+ 0.01
CRC-1 in-situ  gas 
compounds (pre-
injection)
CRC-1/NAYLOR-1 in-
situ  gas compounds 
(post-injection)
 130 
 
a)
 
b) 
 
 
 
 
 
300
500
700
900
1100
1300
1500
1700
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Ve
lo
ci
ty
 (m
/s
)
Water saturation
Gas mixtures 17.6 MPa
Gas mixtures 18.1 MPa
Gas mixtures 18.7 MPa
Gas mixtures 19.5 MPa
Gas mixtures 20.0 MPa
Pre-injection @17.6MPa
Post-injection @20.0 MPa
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
D
en
si
ty
 (g
/c
m
3)
Water saturation
Gas mixtures 17.6 MPa
Gas mixtures 18.1 MPa
Gas mixtures 18.7 MPa
Gas mixtures 19.5 MPa
Gas mixtures 20.0 MPa Pre-injection @17.6MPa
Post-injection @20.0 MPa
 131 
 
c) 
 
Figure 5.3 Predicted elastic properties of CH4-CO2 mixtures and water: a) 
velocity, b) density and c) bulk modulus versus pressure and water saturation.  
 
The velocity of the fluid mixture depends on saturation, gas composition and 
pressure. It makes the velocity of the pore fluid post-injection, where the CO2 is 
dominant, higher than pre-injection, where the CH4 is dominant.  The pore pressure 
increase during the injection causes an increase in the bulk modulus of the CH4- CO2 
mixture and water with respect to initial state. Dissolution of CO2 into water 
increases the overall acoustic velocity of gas mixtures. Hence the velocity of gas 
mixtures after 12 months of injection (post-injection) will slightly increase with 
respect to the initial state. 
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Figure 5.4 Phase diagram of pressure and temperature of pure CO2. 
Supercritical CO2 is injected into Waarre-C sand.  
 
As the critical point is approached, the properties of the gas and liquid phases 
approach one another, resulting in only one phase which is called a supercritical 
fluid. At and above the supercritical point, the compressibility of the fluid is close to 
of a gas, while the density is close to that of a liquid.  At the time of injection the 
Waarre-C reservoir has an in-situ pressure and temperature above the critical point of 
CO2. Thus in the reservoir the injected CO2 will be in the form of a supercritical 
fluid. 
 
5.2.5 Fluid mixtures 
Optimal depth interval for CO2 storage is 1.5-3 km. In this range, CO2 is in 
supercritical stage and large quantities of CO2 can be stored in relatively small 
volumes. Hence this depth interval is of main interest for the calculation of 
thermodynamic properties.  There are many existing mixture models with particular 
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utilisation of the equation of state. One of them, the cubic equation of state of Peng 
and Robinson (1976), is widely used for calculation of the physical properties of gas 
mixtures. This equation is explicit in pressure. The calculation of vapour pressure 
and equilibrium phase of mixtures, and for the evaluation of corresponding 
experimental data, the use of cubic equations of state is quite functional as they yield 
fairly accurate results (Klimeck, 2000; Klimeck et al., 1999) . A recently new 
equation of state called GERG-2004 has been developed to enable calculation of 
thermodynamic properties for a wide range of different mixtures and operating 
conditions. Homogeneous gas, liquid, and supercritical region, and also vapour-liquid 
equilibrium states (O.Kunz et al., 2007) are computed with these equations. I used 
GERG-2004 and Batzle and Wang equations to calculate density, velocity and bulk 
modulus for gas and fluid mixtures. This is shown in Table 5.3 a) and b).  In initial 
calculations I assumed quartz as a matrix, porosity of 21.1%, brine-gas saturation 
level at 80/20 % for pre-injection and 20/80 % for post-injection with salinity of 
21000 ppm. The reservoir pressure was 17.6 and 20 MPa for pre- and post-injection, 
respectively, while the temperature was kept constant at 85oC. These parameters 
were input into Gassmann’s equations to compute saturated bulk modulus and 
corresponding body wave speeds. Table 5.4 shows the computed values. 
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Table 5.3 a) Gas and b) Fluid mixtures properties calculation. 
a) Gas properties 
 
b) Fluid properties 
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Table 5.4 Rock saturated properties calculations. 
 
 
Corresponding time-lapse differences are shown in Table 5.5. Although the bulk 
modulus of gas and fluid were very different and varieties for different stages, the 
computed differences are small (less than 2%), as expected. Therefore, Batzle and 
Wang (1992) equations appear to produce reasonable results and could be used to 
predict time-lapse properties of gas/fluid mixtures. 
 
Table 5.5 Saturated rock properties differences. 
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5.3 Fluid properties at Naylor field 
Quantitative interpretation at Naylor requires a detailed knowledge of how CO2 
saturation affects properties of the pore fluid and hence elasticity of a reservoir rock. 
Properties of fluids mixtures containing CO2 depend on the depth of storage, pressure 
and temperature. At the greater depth, such as in the case of the Waarre-C reservoir, 
where pore pressure exceeds 6 MPa; the CO2 behaves as a “zero-viscosity” liquid 
while the bulk modulus is closer to that of a gas. 
 
I calculated fluid properties from gas composition taken from the Naylor-1, CRC-1 
and Buttress-1 wells. I then computed properties of water mixed with pure CO2, pure 
CH4 and with gas mixtures (CO2, CH4 and other gases as calculated for in-situ gas 
reservoir using gas chromatography).  Gas-water mixture at each pressure has 
different average gas saturation and composition (pre-injection CH4 is dominant and 
post-injection CO2 is dominant). I calculated the effect of gas saturation based on the 
results of reservoir simulation as given in Table 5.2 and shown in Figure 5.5 a) to e). 
 
a) Pore pressure at 17.6 MPa 
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b) Pore pressure at 18.1 MPa 
 
 
c) Pore pressure at 18.7 MPa 
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d) Pore pressure at 19.5 MPa 
 
 
e) Pore pressure at 20 MPa 
 
Figure 5.5 The effect of CO2 saturation on velocity at different pore pressure for 
Waarre- C reservoir.  a) Pore pressure at 17.6 MPa, b) pore pressure at 18.1 
MPa, c) pore pressure at 18.7 MPa, d) pore pressure at 19.5 MPa and e) pore 
pressure at 20 MPa.  
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CO2 and CH4 are pure substance; gas mixtures compositions are derived from gas 
chromatography for in-situ conditions. In this case, the CO2 content in gas mixtures 
increased to 80% at 20 MPa. CO2 and gas mixtures velocities are constant for below 
90% water saturation at 20 MPa. It also suggests that the density effect is similar. 
Therefore, estimation of saturation from elastic properties shows less ambiguity for 
CO2 – water mixture than for CH4-water mixture (Figure 5.5). 
 
 
Figure 5.6 Predicted velocity for gases and their mixtures for varying saturation 
and pressure.  
 
The velocity of CO2  + CH4 mixtures suddenly jump due to an increase in CO2 
saturation around SW~0.5. It appears that saturation changes produce more effect than 
pressure with respect to velocity differences. However the velocity differences 
become smaller when the pressure is higher. That would suggest that monitoring is 
needed to be conducted in short time intervals to capture the largest differences point 
of fluid properties changes as suggested in Figure 5.6. 
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5.4 Time-lapse elastic properties of reservoir rocks 
5.4.1 Ultrasonic core measurements 
Prediction of time-lapse seismic response requires knowledge of the effect of 
saturation and pressure on seismic velocities which can be obtained by laboratory 
measurement using core samples (ultrasonic core measurement). The measurements 
use dry condition to avoid the effects associated with the dispersion between sonic 
and ultrasonic frequencies, which can be large for fluid-saturated samples (Batzle et 
al., 2006; Mavko and Jizba, 1991).  42m of cores from CRC-1 well were recovered 
through reservoir and seal intervals. The area of interest was Waarre sandstone 
formation unit- C (Waarre-C, core #6). The interval from 2051-2075.5m was 
recovered with 96% success (23.53m). The deepest core penetrated approximately 
1m through the base of the Flaxman and then 22.5m of the Waarre-C (Dance and 
Vakarelov, 2007). Diameter of the core was approximately 3 inches and in general in 
a good condition. Several cores (sand interval) were selected for ultrasonic 
measurement. Three high quality cores taken at depth of 2055, 2057, and 2071.5 
mRT within Waarre-C sandstone were selected for further analysis. These cores have 
high permeability and porosity values (Figure 5.7). The equipment used for 
measurement comprises a high-stiffness load frame, a triaxial pressure cell and 
systems for cell and pore pressure control as shown in Figure 5.8. The core was 
mounted between top and base platens vertically (P-and S-waves) with 38 mm in 
diameter (Siggins, 2006; Siggins et al., 2009). 
 
 
Figure 5.7 Representative core sample of Waarre Sandstone unit C at a) 2071.5, 
b) 2057 and c) 2055 meters depth, with fine to coarse grained massive, quartz 
dominant and good porosity and permeability. 
2055 mD2057 mD
1c
m
1c
m
2071.5 mD
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Figure 5.8 Computer-controlled triaxial pressure cell with independent control 
of pore pressure with the pore fluid maintained in both gaseous and liquid 
phases as required. 
 
The measurements of dry ultrasonic P- and S-wave velocities, as a function of 
confining pressure, were carried on core samples at “room-dried” conditions, with 
confining pressures varied from 5 MPa up to 55 MPa in steps of 5 MPa. The 
Gassmann’s equation was then applied to compute the properties of the saturated 
samples (Mavko et al., 1998), which is expected to give the static limit of the elastic 
properties. Of particular interest of course was to compare elastic properties of 
saturated core samples with field measurements. 
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5.4.2 Estimating reservoir effective pressure 
To estimate the effective pressure effP , I used the following formula (Biot, 1957): 
  eff ob pP P Pη= −       (5.1) 
where pP is the pore pressure, η is the effective pressure coefficient, and obP is the 
overburden pressure given as: 
  ( ) ( )0 0zobP z P g z dzρ= + ∫      (5.2) 
where ( )zρ is the density of the overlying rock at depth z (sum of density log at 
given depth) and g is the acceleration due to gravity (9.80665 m/s2 or 9.80665 N/kg) 
and 0P is the pressure at surface (datum pressure). Pore pressure was obtained from 
RFT and MDT tests as well as from production history report. The effective pressure 
coefficient η was assumed to be one (Gurevich, 2004). This assumption based on the 
sensitivity of the elastic properties to pressure in this pressure regime is relatively 
weak and unlikely to influence the results. Pore pressure was defined as 19.3 MPa 
before production and 17.6 MPa after production before CO2 injection; overburden 
pressure at the depth of 2052 mD was approximately 44.85 MPa, as a result the 
current effective pressure within reservoir interval was approximately 27.25 MPa. 
 
5.4.3 Methodology 
The potential error in computation of bulk moduli in the case of CRC-1 reservoir 
with only logs is high unless calibrated with core sample tests.  Therefore, to obtain 
elastic properties of reservoir rock I did the following: 
1. Perform dry core measurements to obtain the relationship between effective 
pressure and velocities. 
2. Calculate Kdry from dry core measurements. 
3. Derive Kgrain using inverse Krief since porosity and grain density are 
measured or known. 
4. Apply Gassmann’s equation to compute core saturated velocities from the dry 
core measurements at in-situ reservoir condition (Sw= 98.53%). 
5. Apply Gassmann’s equation to compute bulk modulus of saturated porous 
rock (Ksat) from log measurements. 
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6. Compare the calculated core saturated velocities with log measurements 
(sonic log). 
I used some basic petrophysical logs such as gamma ray, velocity, density, porosity, 
saturation, resistivity, clay volume and caliper to analyse and interpret the reservoir 
as outlined in Figure 5.9. 
 
 
Figure 5.9 CRC-1 well composite logs that show reservoir interval (top and base 
of Waarre-C) and core samples (red dots). Yellow filled is the sand/shale ratio. 
The log velocities does agree with core saturated velocities. However S-wave log 
velocity does not agree with S-wave core saturated velocity at the depth of 
2057m due to difficulty in picking S-wave velocity. Gamma log (green curve) 
suggests the reservoir is heterogeneous. Residual gas does exist within the 
reservoir. 
 
Core plug was taken from 2071.5, 2055, and 2055 mD.  Ultrasonic core 
measurements were performed under room conditions, with confining pressures up to 
55 MPa in steps of 5 MPa.  The result in Figures 5.10 to 5-12 show measured and 
calculated P-and S-wave velocities at the dry and water saturated as a function of 
Top
Base
GR SWT PHIT Vp Vs RHOB Ss/Sh 
War C 
War B 
CRC-1 
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effective pressure. This is consistent with the initial computations for Naylor-1 and 
CRC-1 wells (Li et al., 2006; Wisman and Urosevic, 2007).  
 
Routine Core Analysis was conducted by Core Laboratories Australia. They 
measured core porosity, permeability, grain density and gamma at confining stress 
2580 psi (17.8 MPa). 
 
 
 
Figure 5.10 Measured and calculated P- and S-wave velocities at dry and water-
saturated states with 98.31% saturation, as a function of effective pressure. The 
difference in S-wave velocity for dry and water saturated cases is higher than P-
wave velocity, which shows that the density effect dominates. 
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Figure 5.11 Measured and calculated P- and S-wave velocities at dry and water-
saturated states with 86.02% saturation as a function of effective pressure. The 
differences in velocities dry and saturated are similar and constant. 
 
 
Figure 5.12 Measured and calculated P- and S-wave velocities at dry and water-
saturated states with 84.27% saturation, as a function of effective pressure. The 
differences in velocities dry and saturated are similar and constant with slightly 
increasing of P-wave velocities at the effective pressure of 25 MPa and above. 
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5.4.4 Seismic velocities and effective pressure relationship 
Core measurements provided relationships between seismic velocities and effective 
pressure ( effP ) of the dry Waarre-C sandstone at the depth of 2071.5m, as follow: 
                                                                                                             (5.3) 
         ,   (5.4)      
                                                                                                                                                                                                                
The same relationships between seismic velocities and effective pressure ( effP ) of the 
dry Waarre-C sandstone at the depth of 2057m reads:     
(5.5) 
      ,    (5.6) 
 
Finally for the core at 2055m depth we had: 
          (5.7)  
       .   (5.8) 
The estimated effective pressure at reservoir level is 27.25 MPa.  Thus I calculated 
the dry properties using equation (5.3) to (5.8). The results are showed in Table 5.6 
and Table 5.7. 
 
Table 5.6 Calculated dry velocities at estimated reservoir effective pressure 
(27.25 MPa) incorporated with core porosity and core grain density 
measurements. 
 
                 
Core 
depth (m)
Vpdry  
(m/s)
Vsdry  
(m/s)
Rhodry  
(g/cm3)
Rhograin 
(g/cm3)
Phicore 
(%)
2055.0 3701.692 2501.768 2.135 2.645 19.3
2057.0 3747.998 2192.699 2.169 2.651 18.2
2071.5 3613.936 2318.728 2.084 2.641 21.1
0.0934
0.1399
2654.1 ( / ),
1460.3 ( / )
pdry eff
sdry eff
V P m s
V P m s
=
=
0.1591
0.0827
2215.3 ( / ),
1668.3 ( / )
pdry eff
sdry eff
V P m s
V P m s
=
=
0.1297
0.1017
2411.2 ( / ),
1787.6 ( / )
pdry eff
sdry eff
V P m s
V P m s
=
=
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Table 5.7 Calculated dry moduli and mineral grain moduli at estimated 
reservoir effective pressure (27.25 MPa) derived from inverse Krief relation. 
 
The elastic properties of saturated core samples are then compared to field 
measurement as shown in Table 5.8 
 
Table 5.8 Measured velocities, density and calculated velocities, density of core 
saturated at estimated reservoir effective pressure (27.25 MPa). 
 
 
The order of magnitude of P-wave velocities are in between 0.2 – 5 % which is 8 – 
30 m/s, respectively. However, the orders of magnitude of S-wave velocities are in 
between 1.6 – 15 % which is 40 - 380 m/s due to the difficulty in S-wave velocity 
measurements for both core and log data. For the density, it ranges between 0.22 – 
1.65 % which is 0.005 – 0.03 g/cm3. The differences between calculated and 
measurements properties are acceptable, thus the results could be used for fluid 
substitution. 
 
5.5 Gassmann’s fluid substitution 
The Gassmann fluid substitution requires several input parameters to calculate fluid 
effects on seismic velocities for Ksat. For that purpose we need dry frame bulk and 
shear moduli, porosity, grain density and fluid bulk modulus that could be obtained 
from laboratory measurement or estimated from well logs or empirical relations. 
However, grain bulk (Kgrain) and shear moduli are often poorly understood and 
oversimplified by using mono mineral assumption (Batzle and Wang, 1992; Wang, 
2001). In practice, Kgrain can vary depending on mineral composition, especially if 
Core 
depth (m)
Kdry  (GPa)
Mudry  
(GPa)
Kgrain 
(GPa)
Mugrain 
(GPa)
2055.0 11.435 13.360 25.377 29.648
2057.0 16.561 10.426 34.598 21.789
2071.5 12.277 11.203 30.230 27.586
Core 
depth (m)
Vplog (m/s) Vslog (m/s)
Rholog 
(g/cm3)
Vpcore 
(m/s)
Vscore 
(m/s)
Rhocore 
(g/cm3)
2055.0 3414.617 2372.367 2.295 3585.500 2410.100 2.300
2057.0 3627.906 2494.784 2.334 3638.100 2116.600 2.327
2071.5 3567.453 2248.904 2.329 3559.500 2211.800 2.290
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the clay mineral is present; distribution of the grains and in-situ conditions. As a 
result, the calculated velocity can in some cases significantly differ from the 
measured velocity when using Gassmann fluid substitution. 
 
Here I proposed the methodology to derive Kgrain from ultrasonic core measurements 
if the mineralogy composition is unknown. It is then compared to the results obtained 
from petrophysical analyses with known mineralogy composition. These results are 
then verified against the log data. 
 
5.5.1 A methodology for derivation of mineral grain modulus (Kgrain) 
The methodologies for computing bulk modulus of mineral grain (Kgrain) using mono 
mineral approximation have been extensively used and well-established in the past 
(Hashin and Shtrikman, 1963; Katahara, 2005; Mavko et al., 1998). Despite 
approximation, proposed methodologies can produce good results. Recent work by 
Grochau and Gurevich (2008) showed that core saturated velocities agreed very well 
with log measurements at reservoir interval when using representative Kgrain. Siggins 
(2006) carried out ultrasonic core measurement in Waarre formation from Boggy 
Creek-1 well, which is located north-east of Naylor-1 and CRC-1 well. His result 
established that Gassmann’s equation can predict velocities for Waarre formation for 
different CO2 saturation and effective pressures provided that effective pressures are 
relatively high. Effective pressures must be sufficiently high so that compliant pore 
space is compressed and does not contribute to the bulk modulus and influence 
seismic wave propagation. This justified the use of ultrasonic core measurement for 
prediction of time-lapse seismic response at this site. Therefore all core samples from 
CRC-1 well have been measured ultrasonically. 
 
Using stress-velocity relationship derived from these ultrasonic core measurements, I 
obtained Vpdry and Vsdry at reservoir’s effective pressure, from where Kdry can be 
calculated. Using inverse Krief equation, I obtained “effective” Kgrain. I then 
calculated Vp core, using Gassmann’s equation with in-situ saturation. Once the 
mineral composition from petrologic analyses is known, an average Kgrain using 
Hashin-Shtrikman can be computed. I obtained nearly identical values for Kgrain 
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using the two approaches. Hence the computed Vp core saturated and Vp log agreed 
very well. 
5.5.2 Computation of elastic properties 
This methodology is depicted in Figure 5.13. 
 
Figure 5.13 The workflow how to derive Kgrain from core sample. 
 
Gassmann’s equation was used to calculate the effective bulk and shear modulus of 
saturated porous rock taken into account the dry core measurements: 
 
 
                                                                                                             (5.9)  
 
                                                                                        
                                          (5.10) 
                      
(5.11)       
where   are the bulk moduli of the mineral grain, fluid, dry 
rock, and saturated rock frame, respectively; and   is the porosity.   are 
, , , ,grain f dry satK K K K
φ ,pdry sdryV V
2
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dry
grain
sat dry
dry
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K K K
K K K
φ φ
 
−  
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−
+ −
2 2
2
( 4 / 3),
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dry dry pdry sdry
dry sdry dry
K V V
V
ρ
µ ρ
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=
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P- and S-wave velocities of the dry rock from core measurements, respectively.  
 is the density of the dry rock. 
Using the saturation log, I calculated bulk modulus of pore fluids, fK  using 
Wood’s equation: 
          (5.12) 
where wK and gK are the bulk moduli of water and gas,   respectively; wS and gS is 
stand for water and gas saturation ( (1 )g wS S= − ).  This assumes that the fluid is 
uniformly distributed within pores. 
 
Knowing the “exact” porosity and dryK calculated from dry core measurement, I 
derived “effective” grainK  with the following equation (Krief et al., 1990): 
      
3
(1 )/ (1 )grain dryK K
φφ −= −      .                (5.13) 
The “effective” grainK  is then used to calculate saturated velocities from dry core 
measurement and bulk modulus of saturated porous rock. 
 
To obtain dryK  from log measurement, I used inverse Gassmann’s equation as 
follow: 
 
          (5.14) 
 
Then satK is:  
   
2 2( 4 / 3),sat sat psat ssatK V Vρ= −    (5.15) 
and  
   
2
sat ssat satVµ ρ= ,     (5.16) 
dryρ
1
,gw
f w g
SS
K K K
= +
( 1 )
,
1
grain
sat grain
f
dry
grain sat
f grain
K
K K
K
K K K
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where ,psat ssatV V are P and S-wave velocity of saturated rock, respectively (log 
measurement); satµ = dryµ is shear modulus of saturated/dry rock frame and satρ is 
the bulk density of the saturated rock. 
 
 
Finally, for saturated core, the velocities are: 
          (5.17) 
     , and    . 
          
 
 
As shown in Figure 5.14, the core and log based estimates of elastic properties are in 
agreement. 
 
 
 
Figure 5.14 Velocity versus effective pressure. Vpdry and Vsdry versus effective 
pressure were obtained from dry core sample measurements. In-situ reservoir 
state was calculated from RFT measurements and integrated density log. The 
effective stress at the reservoir level (Peff) in this case was 27.25 MPa. The core 
saturated velocities using “effective Kgrain from Krief and Hashin-Shtrikman 
(HS) agree closely with VP log. 
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5.5.3 Sensitivity analyses 
In practice, the measurements are always made with some errors.  The problem arises 
when the input errors to Gassmann’s equations are so large that values of the 
calculated elastic moduli become unreliable.  Of particular importance are the errors 
related to grain elastic moduli and sometimes frame bulk and shear moduli. To gain 
insight into the effect of measurement errors onto the computation of elastic 
properties for this area I performed sensitivity analysis. For that purpose I calculated 
a difference in the elastic properties under in-situ reservoir condition with respect to 
10% changes in input parameters using the equation: 
  
0.1 ( )
% 100
input inputchange
input
± ⋅ −
= × .   (5.18) 
Only one input parameter was allowed to change at a time. The input parameters are: 
water saturation = 98.31%, porosity = 21.1%, grain density = 2.641 g/cm3, grain 
bulk modulus = 30.2302 GPa, frame bulk modulus = 12.2772 GPa, frame shear 
modulus = 11.2033 GPa, fluid bulk modulus = 1.1517 GPa, and fluid density = 
0.977669 g/cm3. The post injection water saturation is 20%, the rest of input 
parameters remain the same. Once the input parameters that are more sensitive are 
established I will use them to constraint the measurement and then apply fluid 
substitution.  
 
Table 5.9 and Figure 5.15 show the changes in percentage of the calculated Vp, Vs, 
Vp/Vs, P- and S-wave impedance as the input parameters are varied for ± 10%. For 
example, as the in-situ input porosity to the Gassmann’s equation increases by 10% 
while other parameters are fixed, the error calculated Vp increases by 0.52% which is 
18.4 m/s, Vs increases by 0.78% which is 17.15 m/s, Vp/Vs decreases by -0.26%, P- 
and S-wave impedance decreases by 1.02% and 0.77%. Both tables show that the 
error calculated Vp, Vs, P- and S-wave impedance are most sensitive to uncertainties 
in the input grain density, and will result in Vp changes of -151.67 – 173.91 m/s, 
respectively, the error calculated Vp, Vs, Vp/Vs, P-and S-wave impedance are 
sensitive to uncertainties in the input frame shear and bulk moduli. 
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Practically, the input grain density is unlikely to have a 10% uncertainty but such a 
magnitude of uncertainty in the input frame shear modulus may not be uncommon, 
due to difficulty in picking shear wave velocity. To reduce the error (by reducing 
uncertainty), the core grain density is measured then saturated with in-situ condition 
and calibrated with logs. The results show that core measurements agree with logs 
data. Certain measurement errors do not propagate with any significance into the 
computation of Vp and density. However grain density and frame shear are important 
to be correctly estimated. As an input grain density error can significantly affect the 
final result, the core grain density is measured, and saturated with Gassmann’s 
equations at in-situ conditions. 
 
Table 5.9 Sensitivity analysis calculated table. 
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Figure 5.15 The effect of 10% variation in elastic properties on saturated P-
wave velocities. The vertical axis is a percent change. 
 
I also calculated the difference in the Vp under in-situ reservoir condition with 
respect to variations in “effective” Kgrain from other empirical models as shown in 
Figure 5.16. Density of mineral composition used is described in Table 5.10. 
 
 
Figure 5.16 The effect of variations in Kgrain (HS is Hashin-Shtrikman, KT is 
Kuster-Toksoz). The “effective” Kgrain calculated from Krief and Hashin-
Shtrikman is very close and resulted smallest difference in velocities. 
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Table 5.10 Modulus and density of minerals (Mavko et al., 1998; Wang and Nur, 
2000). 
 
 
I calculated the difference in the elastic properties under in-situ reservoir condition 
with respect to 10% or more variations in “effective” Kgrain derived from Krief, 
Hashin-Shtrikman, Kuster-Toksoz and Reuss. This analysis shows 10% variation in 
“effective” Kgrain produces small effect on velocity difference between Vp core 
saturated and Vp log, with the Kgrain computed with Krief equation. Estimating the 
“effective” Kgrain accurately will minimize fluid substitution modelling errors. 
 
5.5.4 Comparative analyses 
In the further analysis I compared the “expected” mineralogy derived from effective 
Kgrain with petrographic analyses that was available. The CRC-1 well composite log 
shows gamma ray, clay volume, porosity and permeability in Figure 5.17. The 
Waarre-C consists of 4 main facies. Tidal fluvial facies with good porosity and 
permeability are found at the deepest part. This is followed by gravel dominated 
facies with poor to moderate porosity and permeability. The upper part of the 
Waarre-C formation where the injection taken place consists of amalgamated 
channels and transgressive sand facies with good porosity and permeability. 
Mineralogy is dominated by quartz with autogenic kaolinite as a pore-filling mineral 
(cement).  The expected mineralogy derived from “effective” Kgrain and petrographic 
analyses are very close further confirming a model of “soft” Kgrain (Kgrain computed 
with Krief equation is 30.23 GPa). Figure 5.18 depicts a relationship between Kgrain 
and petrology. The softer the rock frame, the bigger the elastic properties changes. 
This is a first-order requirement for successful time-lapse seismic monitoring (Wang, 
1997). 
 
Mineral Kg Gg Rhog
Quartz 37.00 44.00 2.65
Orthoclase 48.00 24.00 2.56
Kaolinite 1.50 1.40 1.58
Illite/Mica 61.50 41.10 2.79
Pyrite 147.00 133.00 4.93
Calcite 76.80 32.00 2.71
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Figure 5.17 Composite logs within the reservoir and representative of the core 
samples and thin section at different depths based on facies interpretation.  
 
Waarre-C  reservoir is a good quality reservoir as it has less than 10% clay content 
with good porosity (around 20%) and high permeability (>1D). XRD mineralogy 
suggests the presence of quartz is dominant as a mineral grain, followed by kaolinite, 
illite/mica, pyrite, and minor calcite. Thin section microscopy and SEM shows 
abundant autogenic kaolinite cement that coated quartz grains and partially in-filled 
the pore space.  The presence of authigenic kaolinite as mineral cement and pore-
filling is fairly common throughout the reservoir. Sedimentary regimes are inferred 
from thin section microscopy (Dance and Vakarelov, 2007; Schacht, 2008). The 
interpreted sand facies could be classified as follows:  
 1. Transgressive sand - Sand A1 
 2. Amalgamated channels - Sand A2 
 3. Gravel dominated - Sand B 
 4. Tidal fluvial - Sand C and D 
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Figure 5.18 Kgrain and Petrology relationship (Dance and Vakarelov, 2007; 
Schacht, 2008). 
 
Between facies, there are abandoned channels. The X-ray diffraction bulk mineralogy 
of core samples at different depths is shown below in Table 5.11 (Schacht, 2008). 
 
Table 5.11 The summary of XRD bulk mineralogy of CRC-1 well core samples 
at several depths. 
 
 
Using the mineralogy composition of Table 5.11, I calculated grain moduli using 
Hashin-Shtrikman average and obtained similar result to “effective” Kgrain derived 
from Krief equation (Figure 5.18). This confirmed that a “soft effective” Kgrain 
derived from Krief equation can be used when mineral composition is not available. 
Therefore I proved that for Naylor field, I can use Krief-based “effective” Kgrain for 
fluid substitution process. 
2053.65 128 90 2.8 5.8 0 1.6 0
2053.90 127 91 2.9 4.3 0.3 1.1 0
2055.75 123 88 5.0 5.6 0.7 0.3 0.2
2058.55 118 89 5.7 4.4 0.6 0.3 0
2060.45 115 91 4.2 3.5 0.2 1.0 0
2060.95 114 94 2.7 2.0 0.2 0.7 0
2072.60 94 91 4.5 3.9 0.7 0.1 0
Pyrite CalciteDepth (m) Plug No. Quartz Ortho-clase Kaolinite Illite/Mica
 158 
 
Finally, bulk and shear mineral grain moduli derived using inverse Krief’s equations 
are shown in Table 5.12. They also match well with log data. 
 
Table 5.12 The bulk and shear moduli of mineral grains. 
 
 
5.6 Fluid Substitution Model (FSM) Simulator 
CO2 sequestration process will cause change of pore fluid in the short term and 
change of the minerals composition in the long term (Robertsson and Chapman, 
2000). The change will affect seismic response depending on the type of geological 
storage, reservoir in-situ conditions such as depth, pressure, temperature, and 
saturation (Robertsson and Chapman, 2000; Robertsson et al., 2000). Li et al. (2006) 
developed a numerical modelling simulator (Fluid Substitution Methodology – FSM 
simulator) to predict seismic response of CO2 injection. The main objective of the 
simulator was to be used to help the design of CO2 monitoring and storage program. 
An assessment of seismic response to CO2 storage process over time needs to be 
examined at an early stage, certainly before the baseline surveys. The application 
incorporates many aspects of rock physics, such as estimation of fluid properties 
under reservoir conditions, estimation of elastic properties of porous rocks and 
corresponding seismic response changes to different fluid types and their contents, 
and seismic response changes caused by CO2 injection into a porous rock. Then later 
it can be used to assess the changes in seismic response due to pore fluid, pressure, 
temperature, mineral composition and saturation changes after CO2 injection. 
 
I used FSM to estimate the fluid properties and calculate the elastic properties of 
different pore fluids saturation at various stages for CO2 monitoring and storage 
program. The fluid substitution was done for sand interval only. 
 
Depth (m) Kg Gg
2055.0 25.3775 29.6475
2057.0 34.5985 21.7819
2071.5 30.2302 27.5859
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5.7 The link between rock physics properties and sedimentary 
microstructure 
Rock physics models allow us to understand wave propagation in porous media and 
in that way provides a link between seismic response and lithology.  This is used to 
tackle various ambiguities. For example, to predict seismic velocity of a rock, by 
knowing only the porosity, the mineralogy composition, and the elastic properties of 
constituents, we can at best predict the upper and lower bounds of seismic velocities. 
However if we know rock physics properties of the reservoir rock, how the grains 
and pores are arranged relative to each other, we can very precisely predict the 
changes in seismic response and at the same time be able to say something about the 
heterogeneity of the reservoir rock.  
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Figure 5.19 Waarre-C facies interpretation. Sand A1 is transgressive sands, 
Sand A2 is amalgamated sands, Sand B is gravel dominated; Sand C and D are 
tidal fluvial. The heterogeneity of the reservoir is reflected by different texture 
of sands from different depositional events. Similarly, amalgamated sands yield 
internal stratigraphy within sandy intervals modified from Dance and 
Vakarelov (2007). 
 
The Waarre-C facies interpretation from CRC-1 well (Figure 5.19) shows different 
depositional environment from the one found in Naylor -1 well. Consequently there 
Sand A1
Sand B
Sand C
Sand D
Sand A2
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are differences in the elastic properties of the reservoir rock at these two wells as 
discussed in the next chapter. 
5.7.1 Rock physics properties of Waarre-C sandstones 
5.7.1.1 Reservoir properties at Naylor-1 well 
 
Figure 5.20 P-wave velocity versus porosity. A separation between the upper 
and lower sands is visible but with poorly defined zoning. The lower sands 
suggest two different types of sands may occur. A variation in porosity is less 
organised. It is possible caused by variation in clay content, sorting trends and 
cementation. 
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Figure 5.21 S-wave velocity versus porosity. A clear separation exists between 
the upper and lower sands, forming 2 distinct zones. The lower sands 
separations confirm there are two different sands types exist in the Waarre-C 
formation at Naylor-1 well. It may suggest different depositional environments. 
The elastic parameters of the reservoir at Naylor-1 well vary with depth. This is 
cross-plotted in Figures 5.20 and 5.21 where P and S-wave velocity-porosity graphs 
are shown for the upper and lower sands, respectively. The upper sand is relatively 
stiff when compared to the lower sand. It is characterized by an increasing velocity 
trend as porosity decreases. This may be related to increased cementation and/or 
greater volume of clay. The lower sand is characterised by generally lower velocities 
that may be related to poor cementation. The velocity-porosity trend is nearly flat 
suggesting that the reduction in porosity is probably related to increasing clay 
content. The relationships between P and S-wave velocities versus porosity show 
enough complexity to grant further investigations. However a certain separation 
between the two sands do exists. Wide trend exists in VP and VS relations suggest 
variation in fluid saturation throughout the reservoir as shown in Figure 5.22. A 
cross-plot between acoustic impedance and Vp/Vs ratio shows two distinct regions 
encompassing upper and lower sands (Figure 5.23). This suggests that seismic 
acoustic inversion could be used to track lithology changes across the reservoir. 
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Figure 5.22 Plot of VP versus VS from Naylor-1 well pre-production data 
suggests different level of saturation most likely exist. 
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Figure 5.23 A clear separation between upper and lower sands is achieved when 
cross-plotting AI versus VP/VS. Therefore, seismic acoustic inversion can be used 
to help lithology identification and to map heterogeneities across the reservoir. 
 
A time-lapse cross-plot of acoustic versus shear impedance for the lower sand is 
shown in Figures 5.24. For simplicity fluid substitution is not applied in upper sand. 
There seems to be negligible separation in this plot between three cases: pre-CH4 
production, pre-CO2 injection and post-CO2 injection.  In Figure 5.25, the equivalent 
time-lapse cross-plot is shown for AI versus VP/VS ratio. A clear separation is seen 
between shale, upper sand and lower sands. Pre-production, pre and post-injection 
lower sands data fall all in the same region, along the same trend. Thus, CO2 related 
changes of elastic properties can be expected to be fairly small. The separation 
between overlain shales and upper sand with lower sand is still clear suggesting again 
that seismic may be useful in mapping lateral changes in lithology rather than CO2 
related effects in Waarre-C reservoir.   
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Figure 5.24 Plot of pre-production, pre- and post-injection acoustic impedance 
and shear impedance. 
 
 
Figure 5.25 Plot of pre-production, pre- and post-injection acoustic impedance 
and VP/VS ratio. 
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5.7.1.2 Reservoir properties at CRC-1 well 
CRC-1 well had more extensive core sampling program in comparison to Naylor-1 
and also more complete and more modern logs were acquired in this well. The 
lithologic column is complex but reasonably well characterised. The saturation 
profile however is not well defined in the low saturation region where unfortunately 
changes of the elastic properties are the highest. This is suggested by a highly 
scattered velocity-porosity plot shown in Figure 5.26. Vs versus porosity plot shows 
in Figure 5.27 displays more ordered behaviour suggesting further that the variable 
saturation profile contributes to the data scatter in Vp-saturation plot. Hence a Vp 
versus Vs cross-plot also shows relatively clearly several clusters that can be related 
to certain lithologies (Figure 5.28). 
 
The saturation plot (Figure 5.29) shows a typical insensitivity of Vp to saturation 
changes. Heterogeneity effects contribute further to data dispersion. The most 
interesting, from the exploration point of view, behaviour we see in Figures 5.30 and 
5.31 where AI versus Vp/Vs ratio and AI versus SI are displayed, respectively.  Quite 
distinct separation between various sands comprising the reservoir can be seen in 
these plots. Since these are the variable we can extract from seismic data it follows 
that both inversion and AVO reconnaissance attributes can be powerful; tools for 
lithology identification and rock characterisation.  
 
 167 
 
 
Figure 5.26 P-wave velocity versus porosity. No clear separation exists between 
the lithofacies 
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Figure 5.27 S-wave velocity versus porosity. A better lithology separation 
between various lithologies can be seen. 
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Figure 5.28 Plot of Vp versus Vs shows good lithology separation. It reflects 
different depositional environments and also separate shale from sand trend. 
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Figure 5.29 Vp versus water saturation. Sands A1 and A2 have higher gas than 
sand C and D. The scatter for sands A1 and A2 suggests their heterogeneity. 
 
Figure 5.30 Definite zoning related to different lithologies can be mapped. 
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Figure 5.31 Different sands are well separated in this domain. 
 
Well defined  lithologic zonings seen  in AI - Vp/Vs and AI/SI cross-plots does not 
seem to be disturbed by fluid substitution,  that  is before and after CO2 injection 
(Figures 5.32 and 5.33).  
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Figure 5.32 The difference in elastic parameters and zoning pattern for post and 
pre-injection case is negligible. 
 
Figure 5.33 The effect of CO2 injection on this scatter is negligible. 
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The last two figures suggest that the effect of CO2 injection is not affecting the 
scatter which remains to be controlled by the lithologic changes. The main reason is 
the state of saturation (partial saturation) prior to CO2 injection. Figure 5.32 shows 
soft, high porosity rocks (~20%) with good potential for detecting pressure and 
saturation changes during CO2 injection. However the initial saturation falls between 
75-80% which means that further changes in saturation will be very difficult to 
detect. 
 
As shown in figures, I substituted the pore fluids of the clean sands zone within 
Waarre-C formation, which are Sand A1, A2, and C from in-situ water saturation 
(pre-injection) to predicted gas saturation (post-injection). I have estimated the best 
scenario zone of the CO2 injection; however the estimated seismic effect is still quite 
low.  
 
5.7.1.3 Estimation of key elastic parameters: P- and S-wave velocities and 
density 
Modified Hashin-Shtrikman upper bounds described the diagenetic or cementation 
trend for sedimentary rocks while modified lower bounds relates to the sorting trend. 
I used log data from CRC-1 well and applied rock physics diagnostic (Dvorkin and 
Nur, 1996) where I quantify various sedimentologic/diagenetic factors in terms of the 
rock properties. The rock physics diagnostic is applied by adjusting an effective-
medium derived trend to a trend observed for velocity-porosity and then interpreting 
the rock properties. To do so I organised data into several clusters, characteristic of 
various facies as shown in Figure 5.34. The sands in CRC-1 well have small initial 
contact cementation. The porosity decrease from the initial-cement porosity is likely 
to be due to deteriorating sorting (smaller grain fall in the pore space between larger 
grains and have a large effect on the porosity especially in the level of S and B; 
gravel dominated). This analysis is supported by sedimentology and petrology 
analyses of core samples. 
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Figure 5.34 Diagenesis and sorting trends. Waarre-C formation (Sand A – A1 
and A2 -, Sand B, Sand C and Sand D) shows flatter and wider distribution of 
porosity but not velocity. It suggests variations in clay content and sorting 
trends (depositional trends). 
 
The effect of the fluid has to be also considered. One way is to cross-plot elastic 
(seismic) properties such as AI and Poisson’s ratio. In Figures 5.35 to 36, AI versus 
Poisson’s ratio before and after CO2 injections are shown, respectively. A reduction 
in both AI and Poisson’s ratio can be seen for sands C and D and to a lesser degree 
for sand A1 and A2 while no change for sand B. This is further supported by plot in 
Figure 5.37. 
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Figure 5.35 Acoustic impedance versus Poisson’s ratio crossplot. Shale and 
water saturated sands can be used as a background trend. A clear separation is 
seen between the different saturated sands (Sand A1/A2, Sand B, and Sand C/D) 
and the shale. This suggests the moderate porosity sands exist in this reservoir 
therefore bigger differences are expected after injection (fluid substitution). 
Sand B has known having different clustering. 
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Figure 5.36 Post-injection, shale, and Sand B remain unchanged. 
 
 
Figure 5.37 Plot of Vs versus Vp of the clean sands within Waarre-C formation. 
Fluid effect is better resolved for Sand C and D than for Sand A and B. 
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5.7.2 Confirming sandstones diagnostic from thin section and SEM 
analyses 
To test the rock physics diagnostic results I referred to the thin section and electron 
microscopy data. The thin sections and SEM analysis of sample from Waarre-C are 
shown in Figure 5.38. The sand porosity is about 21% and K-feldspar is widespread. 
The presence of contact cement seems localized and dominated by authigenic 
kaolinite and thin quartz overgrowths. Most of authigenic kaolinite is filling inter-
granular pore space as seen in Figure 5.39. 
 
 
 
Figure 5.38 Thin sections and SEM images of the CRC-1 core samples from the 
reservoir level, taken at 2073mD. Clay coating around quartz grains is coloured in blue. 
Scale bar: left – 0.5 mm and right – 0.25 mm. 
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Table 5.13 Summary of grain size and sorting characteristics – texture (based on 
point count data). The thin sections were taken from core samples at different 
depth. A, B and C represented sand levels. Grain size is classified as C=coarse, 
VC=very coarse, P=pebble, G=granule and M=medium. Sorting type is 
classified as MS=moderate sorting, P=poor, MW=moderate well (modified from 
Schacht, 2008). 
 
 
a)                                                                      b) 
 
Figure 5.39 a) and b) thin sections of the CRC-1 core samples from the reservoir 
level, taken at 2062mD. Scale bar above is 0.5 mm and below is 0.25 mm. 
Depth Plug No. Mean Grain Size Sorting Maximum Grain Size
m mm μm Phi Class St Dev Class mm μm Phi Class
Waarre C
2053.15 128 0.63 626 0.68 C 0.86 MS 2.73 2725 -1.45 G
2053.40 127 0.78 780 0.36 C 1.17 P 8.25 8250 -3.04 P
2053.90 125 0.97 969 0.05 C 0.80 MS 3.18 3175 -1.67 G
2054.75 123 0.67 675 0.57 C 0.91 MS 2.18 2175 -1.12 G
2056.80 120 0.71 714 0.49 C 1.01 P 4.23 4225 -2.08 P
2057.55 118 0.77 769 0.38 C 0.69 MS 2.13 2125 -1.09 G
2058.15 116 0.99 988 0.02 C 1.21 P 5.68 5675 -2.50 P
2059.45 115 0.56 557 0.84 C 0.73 MS 1.80 1800 -0.85 VC
2062.00 112 1.53 1527 -0.61 VC 1.82 P 7.53 7525 -2.91 P
2063.67 111 0.56 557 0.84 C 1.31 P 3.95 3950 -1.98 G
2064.00 110 0.66 659 0.60 C 0.98 MS 3.25 3250 -1.70 G
2071.60 94 0.56 559 0.84 C 0.65 MW 2.00 2000 -1.00 VC
2073.00 92 0.43 433 1.21 M 0.79 MS 1.33 1325 -0.41 VC
A
B
C
Cement – authigenic kaolinite
Feldspar
Clay cement
Quartz cement
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Figure 5.39 shows the thin section of Sand B with pebbles as a part of a clean coarse 
grained subarkose. These quartz overgrowths fill up inter-granular pore. Below thin 
section is showing macro-pore and secondary pore. It suggests that a wider 
distribution of porosity is caused by variable grain sorting. No contact cementation is 
apparent. The clay and quartz overgrowth may explain why the sands in CRC-1 well 
are less cemented/fragile and loose, as clay coating tends to inhibit quartz 
cementation. Sorting, frame and grain characteristics are summarised in Table 5.13.  
 
Waarre-C sands exhibit decreasing porosity with deteriorating sorting in depth, 
increasing in clay content, and localized cementation (see also Figure 5.20). Marion 
and Nur (1991) studied the effect of clay content and lithology in velocity-porosity 
relations for unconsolidated sands. She observed V-shaped patterns between porosity 
and velocity as they go from grain supported to clay-supported sediments. Marion 
assumed that the pore-filling clay would not affect the frame properties of the rock. 
Thus we have velocity and density increase, while porosity decreases. This 
assumption was supported by laboratory measurements. In Figure 5.40 Vp and 
density-porosity logs are anti-symmetric; reduction in porosity corresponds to an 
increase of velocity. Hence in general, the porosity and velocity changes in the 
Waarre-C formation should be attributed to the rock texture and grain-size 
distribution. Schacht (2008) carried out quantitative grain-size analysis of Waarre- C 
sands thin sections this is shown in Figure 5.41 for five facies, accompanied by 
corresponding histograms.  Highly diverse grain sizes are present in the gravel 
dominated section, while the other four histograms show fairly uniform grain size. 
The lowest thin section display even size grains, while the sections above show the 
largest variation in grain size. Thin section analysis confirms that the degree of 
sorting varies significantly within the reservoir interval. To study the relationship 
between derived sorting parameters from the quantitative thin-section analysis and 
rock physics properties from well logs (velocities and density-porosities) and core 
measurements, I used standard deviation of sorting parameter as follows; 
  /S Mσ=         (5.19) 
where S is parameter of sorting σ is standard deviation of grain size and M is mean 
grain size, respectively. When this value is large the sands are poorly sorted and if it 
is low the sands are well sorted.  The sorting effect on velocity-porosity relation for 
Waarre-C sands will be discussed more in the next chapter. 
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Figure 5.40 Vp and density-porosity pattern shows almost mirror – shapes. 
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Figure 5.41 Histogram of grain size distribution from different depth interval 
within reservoir and corresponding thin sections. Most of the intervals are 
quartz grains dominated except wave-reworked facies where the shale content is 
abundant (modified from Schacht (2008)). 
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5.8 Identifying in-situ saturation type from well logs 
The application of Gassmann’s equation assumes that all fluid phases are immiscible 
and homogeneously distributed throughout the pore space; this is known as 
homogeneous saturation. This condition is met when the fluid is in equilibrium state 
over geologic time. However this equilibrium state may be disturbed during drilling, 
production, and water-flooding. To achieve equilibrium state a longer time may be 
needed than those encountered during the production or between time-lapse seismic 
surveys in time-lapse seismic monitoring. Thus, it may occur because fluids are not 
uniformly distributed throughout the pore space in the reservoir (Brie et al., 1995). 
This may lead to an inability of pore pressures to equilibrate in the time scale of 
wave propagation; this is known as patchy saturation. Understanding the state of 
saturation type will help modelling of the time-lapse seismic response correctly. 
 
To derive a fluid substitution approach that could increase the accuracy of predicted 
changes in elastic properties of the reservoir rocks it was necessary investigate in-situ 
saturation type and establish whether the reservoir rock should be classified as 
homogeneous or patchy. For that purpose I used well logs recorded in CRC-1 well 
(injection well). First, I use ultrasonic core measurements and petrophysical logs to 
compute dry moduli. The Gassmann’s fluid substitution was then applied to compute 
the properties of the saturated core sample. The dry-frame Poisson’s ratio and dry-
frame moduli inverted from logs assuming homogeneous saturation show good 
agreement with ultrasonic core measurement. This suggests that the saturation type is 
homogeneous (uniform) rather than patchy. Thus, homogeneous saturation is used 
for fluid substitution and modelling time-lapse seismic response for CO2 
sequestration in the CO2CRC Otway Project.  
 
The Gassmann’s fluid substitution requires several input parameters to calculate fluid 
effects on seismic velocities for Ksat. For that purpose we invert the dry frame moduli 
from the well logs. The porosity, grain density and fluid bulk modulus was obtained 
from laboratory measurement and estimated from well logs. The grain bulk and shear 
moduli were derived using effective Kgrain with known mineral composition. Here I 
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describe how to identify saturation type from well logs. The results were then 
verified against the ultrasonic core measurements. 
 
CRC-1 well logs such as velocity (VP and VS), density (RHOB), porosity (PHIT), 
saturation (SWT), dry clay volume (VDCL) were utilised to identify and interpret the 
reservoir in-situ saturation type and then calibrate it with ultrasonic core 
measurements (Figure 5.42). 
 
Figure 5.42 CRC-1 well porosity, saturation, P- and S- wave velocities logs from sand 
interval within the reservoir (highlighted). I use S-wave fast velocity. 
 
The workflow I purposed to identify state of saturation in the reservoir is listed 
below: 
1. Calculate effective bulk and shear moduli of saturated rock. 
2. Calculate dry-frame bulk and shear moduli for homogeneous and patchy 
saturations. 
3. Calculate dry-frame Poisson’s ratio for homogeneous and patchy saturations. 
De
pt
h 
(m
)
2050
2060
2070
2065
2075
2080
2055
Porosity Saturation
A1
A2
C
D
Vs (m/s) Vp (m/s)
 184 
 
4. The state of saturation is then evaluated against: a) the values (magnitude) of 
elastic moduli produced by the inversion and b) the proximity of inverted 
elastic moduli to the one obtained by ultrasonic core measurement. 
 
In a favourable situation we can obtain dry-frame bulk (Kdry) and shear (Gdry) moduli 
from the logs by using inverse Gassmann’s equation as follow: 
1 (1 ) / /
1 / /
sat s sat f
dry s
s f sat s
K K K KK K
K K K K
φ φ
φ φ
− − −
=
+ − −
, and  ,dry satG G G= =  
 (5.20) 
where  φ   is porosity, and Kgrain and Kfluid are the bulk moduli of the grain and fluid 
occupying the pore space, respectively.  Bulk modulus of pore fluid is calculated 
from the saturation log using the iso-stress Reuss’s equation:   
1 1 1 ,f w w g gK S K S K− − −= +       (5.21) 
where KW, KG and SW, Sg are the bulk moduli and saturation of the water and gas 
phases, respectively; Sg = 1-Sw. 
 
I then use Hill’s equation to find the effective bulk modulus for the case of patchy 
saturation (KsatP), independent of the shape of the patches: 
1 1 1
0 1
4 4 4
( ) ( ) (1 )( ) ,
3 3 3
satK G S K G S K G− − −+ = + + − +    (5.22) 
where K0 and K1 are the bulk modulus of the water- and gas-saturated rock, 
respectively: 
0
(1 ) /
,
(1 ) /
Dry l Dry S l
S
l S l Dry S
K K K K KK K
K K K K K
φ φ
φ φ
− + +
=
− + −
     
(5.23) 
1
(1 ) /
,
(1 ) /
Dry g Dry S g
S
g S g Dry S
K K K K KK K
K K K K K
φ φ
φ φ
− + +
=
− + −  
KDryP can be found from equation (5.22) and (5.23) as (Dvorkin and Nur, 1998): 
20.5( 4 ) / ,DryK B B AC A= − + −      (5.24) 
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where G is shear modulus of the rock, and M is the P-wave modulus. 
 
Dry-frame Poisson’s ratio for homogenous and patchy saturations is then: 
2 2
2 2
1 / 2 1 3 2
2 / 1 2 3
P S
P S
V V K G
V V K G
ν − −= =
− +
    .       (5.25)                                                                                                         
Knowing VPdry and VSdry from ultrasonic core measurement, and core porosity( cφ ) 
and grain density ( gρ  ), we can calculate Kdry and Gdry of core samples using 
effective medium theory and dry-frame Poisson’s ratio using equation (5.25). 
 
Figure 5.43 shows the dry-frame Poisson’s ratio and dry-frame bulk modulus derived 
from the logs for both saturation types. These are plotted against ultrasonic core 
measurements. The dashed lines represent the patchy saturation; the solid lines 
represent the homogeneous saturation; and the red dots represent ultrasonic core 
measurement. 
 
In the upper part of the reservoir sand (~ 8.5m in thickness) the homogeneous 
saturation produces Kdry close to the one obtained from core tests. Hence patchy 
saturation in this interval is unlikely. Derived Poisson ratio however does not agree 
with core tests for either of the two saturation types. This error appears despite I used 
fast S-wave velocity that is representative of the rock frame. This disagreement is 
most likely produced by S-wave measurement errors.  Both patchy and homogeneous 
appear possible for the lower part of the reservoir sand (~ 8m in thickness). A 
somewhat better agreement is obtained for the homogeneous case. 
 
Log estimated fast and slow S-wave velocities are shown in Figure 5.44. If slow S-
wave velocity is used the computed elastic properties, good agreements with core 
results are achieved for both reservoir intervals.  In both cases homogeneous case 
agrees better with core sample results (Figure 5.45). 
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We conclude that the large error in the upper part of reservoir results from difficulty 
in measuring the shear wave velocity from logs and core samples. Successful 
inversion with slow shear wave velocity suggests there is some fundamental 
difference between the upper and lower reservoir sands both intervals however 
appear closer to homogeneous saturation than to patchy. Consequently dry-frame 
bulk modulus (Kdry) using homogeneous saturation is applied for fluid substitution 
and used to predict time-lapse seismic response before and after CO2 injection as 
shown in Figures 5.46 and 5.47. 
 
Clearly, it is important to evaluate the potential error caused by assuming wrong 
saturation types especially for low gas/water saturation (Sw 80% and Sw 20%) as is 
the case with the CO2CRC Otway Project. 
 
 
Figure 5.43 Dry-frame (a) Poisson’s ratio and (b) bulk modulus. The dashed 
lines represent the patchy saturation; the solid lines represent the homogeneous 
saturation; and the red dots represent ultrasonic core measurement. The upper 
part of reservoir sand interval does not agree with core measurement. 
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Homogeneous saturation fits well to the lower part of the reservoir sand. Log-
derived dry properties use S-wave fast velocity. 
 
Figure 5.44 CRC-1 well logs show P- and two S- wave velocities, fast and slow. 
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Figure 5.45 Dry-frame (a) Poisson’s ratio and (b) Bulk Modulus. The dashed 
lines represent the patchy saturation; the solid lines represent the homogeneous 
saturation; and the red dots represent ultrasonic core measurement. The upper 
and lower parts of reservoir sand agree with ultrasonic core measurement. Log-
derived dry properties use S-wave slow velocity. 
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Figure 5.46 Final substitution result of pre and post CO2 injection at CRC-1 
well after applying Kdry homogeneous saturation. The elastic properties 
differences are larger than previously predicted in average. 
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a) 
 
 
 
b) 
 
Figure 5.47 a) Synthetic traces of pre and post CO2 injection at CRC-1 well after 
applying Kdry homogeneous inversion.  The top of reservoir is Waarre-C and 
the base of reservoir is Waarre-B. b) The amplitude difference of pre- and post- 
CO2 injection at the top of the reservoir showed the 10% change is expected. It 
was confirmed by field measurement. 
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5.9 Discussion and conclusions 
To produce an accurate prediction of CO2-related time-lapse signal it was necessary 
to infer the state of saturation in the reservoir. For that purpose I have devised a 
specific methodology that is capable of identifying the saturation type: homogeneous 
or patchy by utilising information from both well logs and core measurements, and 
using them in a comparative manner. This, somewhat lengthy analysis showed that: 
• Homogeneous reservoir saturation appears appropriate for Naylor reservoir. 
• Uncertainty in estimation of shear wave velocity could significantly affect 
and subsequently distort fluid substitution results. 
• Calibration with ultrasonic core measurement is important and it was proved 
to be critical for the CO2CRC Otway Project. 
 
Computed time-lapse seismic response resulting from CO2 injection into the residual 
gas saturation zone proved to be weak. Hence it is not likely that, at least surface, 
time-lapse seismic methodology will detect any changes of the elastic properties of 
the reservoir. 
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Chapter 6 SEISMIC MODELLING OF SEISMIC RESPONSE OF 
CO2 INJECTION INTO WAARRE-C SANDSTONNES 
 
6.1 Introduction 
 One possibility to do quantitative analysis of seismic response is to match forward 
seismic modelling results with field data. However, forward seismic modelling has 
shown that sometimes it can be difficult to use seismic amplitudes directly due to 
potential errors associated with picking uncertainties, resolution and tunning effects. 
Alternative approach to lithology and pore fluids prediction is based on seismic 
inversions, the process of extracting reflectivity and thereafter impedance from 
seismic reflection attributes. The later could be linked to reservoir properties using 
appropriate rock physics models.  
 
In this chapter I used concurrently forward modelling and seismic inversion to 
analyse changes in the reservoir due to CO2 injection. 
  
6.1.1 Methodology 
Using two wells drilled into the Waarre-C reservoir, it was possible to perform 
model-based inversion over the reservoir interval. For that, a high quality well tie 
(seismic-log correlation) is required. Since Naylor-1 was drilled before CH4 
production, it was necessary to perform fluid substitution modelling to condition this 
well at the state that would have been measured before CO2 injection. Of additional 
interest was to compute a saturation state in the reservoir, more specific in the CRC-1 
well after CO2 injection. This “updated” model could be than used to evaluate the 
inversion error and hence the most likely saturation state. To generate fluid 
substitution logs for Naylor-1 and CRC-, I used the rock physics model described in 
Chapter-5. Such logs represent a different fluid state for Naylor-1 and CRC-1 based 
on prediction and simulation models. Subsequently, synthetic seismogram could be 
generated for pre (2008 - baseline) - and post-injection (2009 – monitoring). The 
time-lapse signal is then compared to impedance differences found in the field data  
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One of the main objectives of acoustic impedance inversion of the post-stack seismic 
was to investigate indirectly, trough evaluation of the inversion error, the fluid 
saturation state in the reservoir. The model-based inversion method was chosen 
which iteratively updates a layered initial model and produces full-bandwidth 
impedance. To update the model, log-based derived impedances are correlated to the 
field seismic data results for pre- and post-injection cases. 
 
Secondary objective was to indirectly verify the derived rock physics model for 
Waarre-C sandstonnes. That is to compare the predicted to measured time-lapse 
seismic signal. Discussion and conclusions are provided at the end of Chapter 6. 
 
6.2 Interpretation of 2008 (baseline/pre-injection) and 2009 (monitoring) 
seismic data 
The reservoir interval (Waarre-C sand) is only about 25m thick and is at the limit of 
seismic resolution and will exhibit tuning effects. A more precise interpretation of 
2008 (pre-injection/baseline) and 2009 (monitoring) 3D seismic data was 
accomplished after log correlation. Five keys horizons were identified: Eumeralla, 
Waarre-A, Waarre-B (base reservoir), Waarre-C (top reservoir) and Flaxmans (the 
order of the key horizons is from the deepest to the shallowest). Additional two 
horizons above the Flaxmans were also interpreted as Belfast (main seal formation) 
and Skull creek formations. The Belfast lack continuity and is difficult to map from 
the data. For that reason a strong seismic event above Belfast was mapped as well as 
the Skull Creek formation. Eumeralla, Waarre-B, Flaxmans and Belfast were picked 
on a white trough, where Waarre-A, Waarre-C and Skull-creek were picked on a 
black peak. SEG negative polarity was used where the black peak represents a 
decrease in impedance (Figures 6.1 and 6.2). Horizons maps are shown in Figures 6.3 
and 6.4 for 2008 (baseline) and 2009 (monitoring) data volumes.  
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Figure 6.1 Dip line of 2008 (pre-injection/baseline) 3D seismic data across Naylor-1 and 
CRC-1 wells with horizons interpretation. The red curve is a synthetic seismogram. 
 
Figure 6.2 Dip line of 2009 (monitoring) 3D seismic data across Naylor-1 and 
CRC-1 wells with horizons interpretations. The red curve is a synthetic 
seismogram. 
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Figure 6.3 2008 (pre-injection/baseline) map of a) Waarre-C (top) reservoir time 
structure map, b) Waarre-B (base) reservoir time structure map, c) RMS 
amplitude map and d) Isochron map at reservoir interval, respectively.  
 
 
Top reservoir
Base reservoir
RMS 
amplitude -
reservoir 
interval
Isochron -
reservoir 
interval
a)
d)
c)
b)
2008 Waarre-C Time Structure Map 
2008 Waarre-B Time Structure Map 
RMS Amplitude Map 
Isochron map 
 196 
 
 
Figure 6.4 2009 (monitoring) map of a) Waarre-C (top) reservoir time structure 
map, b) Waarre-B (base) reservoir time structure map, c) RMS amplitude map 
and d) Isochron map at reservoir interval. The green and purple colours 
represent shallow and deep time structures; low and high amplitudes; thin and 
thick isochron, respectively. 
 
Both 2008 and 2009 Waarre-C RMS amplitude map show high amplitude anomalies 
around Naylor-1 well that could be related to re-formation of the methane cap after 
gas production was stopped (Figures 6.3 and 6.4).  It however appears that 2009 
amplitude map shows somewhat smaller anomaly as shown in Figure 6.4 c). 
Heterogeneity of the reservoir may be causing these anomalies but it is more likely 
related to repeatability issues. The break in the amplitude anomaly could suggest the 
presence of a less permeable medium (Figure 6.4 c). If this is true it might stimulate 
the migration of CO2 plume in up-dip north-west direction along the time structure 
(buoyancy effect). This anomaly could be related to the shale intercalation as 
observed in both Naylor-1 and CRC-1 wells. 
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6.3 Forward modelling of CO2 injection process 
Li et al. (2006) have forward modelled time-lapse seismic response and travel time 
differences associated with the CO2 plume spread over Naylor-1 and CRC-1 wells. 
The results for injection of 100,000 tonnes of CO2 into Waarre-C suggested small 
changes in reservoir properties and hence very small time-lapse seismic signal.  
Consequently the possibility that CO2 related changes can be directly detected by 
time-lapse seismic methodology was predicted to be very low. However, the input 
pore pressure, temperature and gas/fluid compositions did not represent the true pre-
CO2 injection conditions as the CRC-1 well had not been drilled and logged at the 
time. Therefore this new knowledge was incorporated into the current modelling.  
 
The expectation was that the changes in elastic properties due to CO2 injection at 
CRC-1 well will be greater than at the Naylor-1 well. The reason was that CO2 
injection in CRC-1 will result in larger changes of fluid density, while the existing 
gas cap will overprint the seismic response at Naylor-1.  
To test this proposition I developed the following workflow:  
• Extract a wavelet from the 2008 (pre-injection/baseline) and 2009 
(monitoring) 3D seismic data in the vicinity of Naylor-1 and CRC-1 wells for 
synthetic modelling. 
• Using a statistical wavelet estimated from seismic data perform correlation 
for each well with the seismic data to optimise the time to depth conversion 
by matching the events on the synthetic data with the interpreted reflection 
events (known formation tops). 
•  Extract a well-based synthetic wavelet from Naylor-1 and CRC-1 using the 
sonic and density logs.  
• Perform well correlation through several iterations to optimise the correlation 
with the seismic data.  
• Perform fluid substitution using various CO2/CH4 saturation scenarios, based 
on reservoir simulation studies. Generate synthetic seismic traces for each 
case and compare to the baseline state. 
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Preliminary log analysis showed that log-blocking in not required after 3 point filter 
was applied to remove spikes.  
 
6.3.1 Wavelet extraction 
Initial seismic-log correlation involved statistical wavelet which is derived from the 
data; basically as a zero-phase wavelet that has identical amplitude spectrum as 
seismic data surrounding the well. This wavelet was then used to correlate the well 
logs and seismic data. Once the optimum correlation was achieved, a new time-depth 
curve is computed. Refined correlation is then achieved by extracting the final 
wavelet which in this case utilises logs. Very small difference is observed between 
the two wavelets (statistical and well based as shown in Figures 6.6 and 6.7). Note 
the spectral difference between baseline and monitor surveys (Figure 6.5) which can 
be primarily related to the different source used for data acquisition (weight drop and 
vibroseis, respectively).  
 
 
Figure 6.5 Amplitude spectrum of 2008 (pre-injection/baseline) and 2009 
(monitoring) 3D seismic data extracted around Naylor-1 and CRC-1 wells. The 
dip line was from 84-87, the strike line was from 69-96 and time window was 
from 1200-1600ms. Both spectrums have similar trends. However, 2009 
(monitoring) 3D seismic data has higher S/N ratio.  
2008 (pre-injection/baseline) 2009 (monitoring) 
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Figure 6.6 Initial wavelet extraction from the 2008 (pre-injection/baseline) 3D 
seismic data in the immediate vicinity of the CRC-1 well. The polarity is SEG 
negative where the decrease in acoustic impedance is represented by peak (top 
reservoir). This wavelet is used to correlate events between the well and seismic 
data. 
 
 
 
Figure 6.7 Wavelet extraction incorporating the Naylor-1 and CRC-1 well logs. 
The wavelet gave an improved correlation with the seismic data. Residual phase 
error has been corrected for both wells. 
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Wavelet extraction was done in the dip direction within a short time window (400 
ms) to incorporate the area of interest and to avoid noisy part of the stacked volume. 
The wavelet length was 60 ms to minimize unnecessary side lobe (ringing) and the 
taper was 20 milliseconds. I used both wells to limit the area of wavelet extraction 
and avoid the phase changing away from the wells within the reservoir. I also applied 
the same window parameters in both wells during the wavelet extraction 
incorporating the well data. 
 
Wavelet extractions incorporating well data reveals (approximately) true phase of the 
data and can then be used to zero-phase seismic data. The best practice (especially 
for inversion) is to optimize the initial log correlation at the reservoir level iteratively 
before the wavelet extraction. Log correlation can be done simultaneously using an 
extracted wavelet from the well data to correct residual phase error. However, 
rotating the phase is not always required. Correcting to zero-phase is most important 
for AVO analysis of pre-stack data and elastic inversion, but less significant for 
acoustic impedance inversion of post-stack data as long as the wavelet phase has the 
same phase as the seismic.  
 
For modelling and inversion, I selected the wavelet which had the highest correlation 
coefficient. Statistical and well-based wavelet extraction produced similar results 
(Figure 6.8). A small improvement in correlation was achieved with well based 
wavelet which was at the end kept for final inversion work. 
 
I also investigated the potential effects of wavelet variations.  A number of 2D 
inversion tests were carried out using each wavelet from each well and the wavelet 
extracted from CRC-1 (baseline log) only, which was correlated to 2008 (pre-
injection/baseline) and 2009 (monitoring) 3D seismic data. The outputs showed 
similar trends. At the end, I used CRC-1 well-based wavelet for seismic to well tie at 
both wells and store it for the subsequent model-based inversion.  
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Figure 6.8 Overlay of statistical (blue curve) and use-well wavelet (red curve) 
extracted from 2008 (pre-injection/baseline) 3D seismic and well log data. The 
both wavelets are similar. 
 
6.3.2 Fluid flow predictions and elastic wave synthetics 
There were several flow simulation study models that attempted to predict pore 
pressure and fluid saturation for  pre-injection, during injection and post-injection 
states of the reservoir (Leahy, 2009; Xu, 2007) as summarised in Tables 6.1. The 
outputs from the reservoir simulation were used to generate synthetic seismic models 
and to examine the changes of the seismic response due to different fluid saturations. 
I used elastic wave modelling (Simmons and Backus, 1994) which gives a more 
accurate model of wave propagation, especially for thin layer models with large 
impedance contrasts. The synthetic modelling results are presented in Tables 6.2 to 
6.3 and displayed in Figures 6.9 to 6.10. 
 
Initial/statistical wavelet
Use-well wavelet
Frequency (Hz)
Wavelet Amplitude and Phase Response
Amplitude
Amplitude
Wavelet Time Response
Time (ms)
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Table 6.1 Simulation models of CO2 injection a) Xu’s model for pre- and post-
injection (Xu, 2007), b) Leahy’s model during injection with specific time/date 
(Leahy, 2009) and c) Xu’s model after 6 months injection. 
 
a) Xu’s model for pre- and post-injection 
 
 
b) Leahy’s model during injection 
 
 
c) Xu’s model after 6 months injection 
 
 
 
 
 
 
 
 
Time Pressure Sg Total
Pre 17.6 0.2 (in-situ  gas composition)
Post 20 0.8 (Buttress-1 well gas composition)
Pre 17.6 0.2 (in-situ  gas composition)
Post 20 0.8 (Buttress-1 well gas composition)
Remarks
CRC-1
NAYLOR-1
Time Pressure Sg Total Sg CO2
30-Nov 18.9 40 45 (CO2=18%, CH4=22%)
31-Dec 19 50 55 (CO2=27.5%, CH4=22.5%)
30-Nov 18.6 35 30 (CO2=10.5%, CH4=24.5%)
31-Dec 18.6 40 35 (CO2=14%, CH4=26%)
30-Nov 18.8 70 65 (CO2=45.5%, CH4=24.5%)
31-Dec 18.8 75 70 (CO2=52.5%, CH4=22.5%)
CRC-1
NAYLOR-1
CO2 Plume 
(middle)
Remarks
Time Pressure Sg Total Sg CO2 Remarks
NAYLOR-1 Before seismic acquisition 
(2009 monitoring)
18.9 65 52 (CO2=80%, CH4=20%)
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Table 6.2 Summary of synthetic modelling in Naylor-1 based on reservoir simulation 
model in Table 6.1. 
 
 
 
 
Figure 6.9 Naylor-1 composite logs, seismic and synthetic traces. The logs show 
in-situ log overlay with fluid substitution logs. The density effect is larger 
compare to velocities.  
 
 
 
Xu's model
1 2 3 4 5 6 7 8 9
2008 (pre-
injection/
baseline) 
3D 
2009 
(monitoring) 
3D seismic
Pre-
injection 
synthetic 
traces
30 Nov 08 
gas 
saturated 
synthetic 
31 Dec 08 
gas 
saturated 
synthetic 
30 Nov 08 
CO2 
saturated 
synthetic 
31 Dec 08 
CO2 
saturated 
synthetic 
Before seismic 
acquisition (2009 
- monitoring) 
synthetic traces
Post-
injection 
synthetic 
traces
Naylor-1
Track No.
Actual seismic Xu's modelLeahy's model
1 2 3 4 5 86 97
ρ
pV sV
NAYLOR-1 
War-C 
War-B 
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Table 6.3 Summary of synthetic modelling in CRC-1 based on reservoir simulation 
model in Table 6.1. 
 
 
 
 
Figure 6.10 CRC-1 composite logs, seismic and synthetic traces. The logs show 
in-situ log overlay with fluid substitution logs. The density effect is larger 
compare to velocities.  
 
The Naylor-1 synthetics pre-, during and post-injection suggest little changes in the 
seismic response. The reason is the presence of the gas cap that overprints the 
seismic response from the reservoir. The CRC-1 synthetics pre-, during and post-
injection suggest a small-to-moderate change as well as time/phase shift, which could 
be related to CO2 injection because of the changes in fluid density and thickening of 
CO2 layer. These observations granted further efforts into a time-lapse signal 
examination.  
 
Xu's model Xu's model
1 2 3 4 5 6
2008 (pre-
injection/baseline) 
3D seismic
2009 (monitoring) 
3D seismic
Pre-injection 
synthetic traces
30 Nov 08 gas 
saturated 
synthetic traces
31 Dec 08 gas 
saturated 
synthetic traces
Post-injection 
synthetic traces
CRC-1
Track No.
Actual seismic Leahy's model
1 2 3 4 5 6
ρ
pV sV
CRC-1 
War-C 
War-B 
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6.4 Post-stack seismic inversion  
A baseline 3D seismic survey was acquired at the end of year 2007 and the beginning 
of year 2008. The data was processed in 2008. This data set is referred to as the 2008 
(pre-injection/baseline) 3D seismic data. CO2 injection began in April 2008. Eight 
months afterwards (during injection), in January 2009, the first repeated 3D seismic 
survey was acquired and processed.  This is referred to as the 2009 (monitoring) 3D 
seismic data.  
 
Sherlock (2006) generated an acoustic impedance model of the 2000 (pre-production) 
3D seismic data incorporating the Naylor-1, Naylor South-1 and Buttress-1 wells. 
The aim was to give some insight into reservoir heterogeneity (lithological variation). 
This must be taken into account because heterogeneity could mask the effect of pore 
fluids on the seismic response. 
 
Following Sherlock’s work, I inverted pre- and post-injection volumes. For pre-
production data set (2000) only the post stack seismic data was available and ready 
when the work was performed, thus the inversion was limited to 2008 and 2009 data 
which were processed with the same parameters and post-stack equalised.  
 
6.4.1 Initial impedance model 
Initial inversion volumes were created using pre-injection logs for Naylor-1 and 
CRC-1 wells. These two wells and 3D picked horizons were used to create initial 
synthetic impedance cube for constraining the real data inversion. I then built several 
pseudo-impedance models based on different pore fluid saturation predictions from 
the simulation models.  Each initial model of different saturation states is then used 
to invert the monitoring data. The aim was to identify the most likely saturation state 
of the reservoir at the time of injection. 
 
The high frequency initial impedance model utilised Naylor-1 and CRC-1 wells as 
shown in Figure 6.11. While potentially less stable the high frequency model could 
potentially map fine details which was of interest for a heterogeneous reservoir such 
is Waarre-C. 
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Figure 6.11 2008 (pre-injection/baseline) initial impedance model in dip 
direction. The top and base reservoirs are Waarre-C and Waarre-B. Naylor-1 
well is in average 80% water saturation below GWC/gas cap and CRC-1 well is 
in average 80% water saturation. The initial impedance model then is to be used 
as a baseline model for inversion. 
 
6.4.2 Model-based inversion 
A model-based inversion was chosen because it allowed the incorporation of the 
seismic interpretations and well data (low and high frequencies model). This can 
result in better solution and a hence more meaningful link between the seismic data 
and the actual lithology, as determined from the well data and geological mapping. 
However, high frequencies may be coming from the initial “best guess” impedance 
model and not from the seismic data. To overcome this issue, it is important to 
honour the horizons interpretation from seismic data and to have good well-tie 
correlation. Still some inversion errors are to be expected due to non-uniqueness of 
the process itself. 
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Figure 6.12 shows the result of the 2008 (pre-injection/baseline) model-based 
inversion. Naylor-1 has lower impedance than CRC-1 due to residual gas methane. 
Higher impedance in CRC-1 might be also been contributed by increasing number of 
shale laminas, apart from the different saturation states. 
 
 
Figure 6.12 2008 (pre-injection/baseline) model-based inversion. The reservoir is 
in between Waarre-C and Waarre-B horizons. Above and below the reservoir 
zone remain unchanged. The red curves are impedance logs. 
 
It is necessary to evaluate the relative performance of the different inversion results, 
which includes comparing the synthetic seismic volumes from the inversion with 
both seismic surveys (2008 and 2009). The aim is to obtain initial (base case) 
impedance error from the inversion of the actual seismic data, then from the series of 
inversions based on simulation models, which one minimises the error (smallest) that 
will most likely represent in-situ saturation.  First, I inverted 2008 seismic volume at 
pre-injection saturation state. Inversion analyses at wells show impedance differences 
between log derived from inversion result and original log, synthetic error (close to 
zero indicates that the inversion has performed well) and produced a high correlation 
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between synthetic and seismic traces as shown in Figures 6.13 to 6.14. 2008 (pre-
injection/baseline) derived synthetic volume from the inverted seismic data and 2008 
(pre-injection/baseline) seismic amplitude data are shown in Figures 6.15 and 6.16, 
while their difference is shown in Figure 6.17. 
 
 
Figure 6.13 Naylor-1 2008 pre-injection inversion analysis. Small differences are 
calculated between inverted result and original log. 
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Figure 6.14 CRC-1 2008 pre-injection inversion analysis. Small differences are 
calculated between inverted result and original log. 
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Figure 6.15 2008 (pre-injection/baseline) derived synthetic traces based on 
inversion result. The red curve is impedance log. 
 
Figure 6.16 2008 (pre-injection/baseline) 3D seismic data is comparable to pre-
injection derived synthetic traces in Figure 6.15. 
Pre-injection Derived Synthetic
NAYLOR-1 CRC-1
War-C
War-B
2008 (Pre-injection) 3D Seismic Data
NAYLOR-1 CRC-1
War-C
War-B
2008 
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Figure 6.17 2008 (pre-injection/baseline) synthetic error derived by subtracting 
the derived synthetic traces from the actual seismic data.  
 
The very small coherent error at the reservoir interval indicates that the 2008 derived 
model is a reasonably good representation of the seismic data. Hence, the 2008 initial 
impedance model could be used as a baseline for further time-lapse analyses. 
Furthermore, the impedance volume that used the well-based wavelet honouring the 
interpretation and wells produce a good match of impedances at the well and the 
lowest synthetic error. 
 
Second, I inverted 2009 seismic volume using logs conditioned for the pre-injection 
saturation state. Figure 6.18 displays 2009 impedance inversion volume.  Similar 
workflow was run for inversion analyses. The difference of 2008-2009 initial model- 
based impedance along Waarre-C horizon (horizon differencing) is shown in Figure 
6.19.  
 
 
 
Pre-injection Synthetic Error
NAYLOR-1 CRC-1
War-C
War-B
2008 
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Figure 6.18 2009 model-based inversion of pre-injection. The reservoir is in 
between the War-C and War-B horizons. Above and below the reservoir zone 
remain unchanged. The red curves are impedance logs. 
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Figure 6.19 Pre-injection impedance difference map as a result of 2008 and 2009 
seismic impedance volumes subtraction. 
 
The initial (base case) impedance difference map show the error window within 
+4.5% to -6.0% with the maximum positive value located between both wells (ellipse 
dotted line) as shown in Figure 6.19. Positive values suggest 2008 impedance is 
larger than 2009 impedance and vice versa.  
 
Since the state of the reservoir in terms of fluid saturation was unknown at the 
moment of the acquisition of the first monitor data I used reservoir simulation studies 
to perform fluid substitution modelling.  The next step was then to utilise these 
“updated” CRC-1 logs for successive inversion runs.  The idea was to analyse the 
inversion error/difference. The minimum error/difference would then suggest the 
most likely saturation state of the reservoir.  
 
Therefore I used rock physics models and derived fluid substitution logs based on 
simulation models for the successive inversions of 2009 data. Figure 6.20 a) and b) 
show simulation models (Leahy, 2009) of pressure and saturation states that were 
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used for updating CRC-1 logs. The synthetic and the actual data difference are 
compared in Figure 6.20 c). This was encouraging result and suggested that further 
studies of the time-lapse signal are promising. 
 
Since  the inversion results is log-depend to some extent (as controlled by the choice 
of the inversion parameters selected), the fluid substitution methodology could be 
potentially used to estimate the saturation and pressure state of the reservoir in 
January 2009, after some 35,000 tonnes of CO2 were injected. For each reservoir 
simulation case and predicted state of the reservoir, a new set of fluid substitution 
logs was computed. These logs, after correlation were then used in inversion. The 
results are illustrated in Figures 6.21 to 6.24. The best match with the recorded 
seismic data and the time-lapse match would suggest the state of reservoir after 
injection of 35,000 t of CO2. 
 
a) 
 
 
 
 
 
 
 
 
 
 
Pore pressure @30 Nov Pore pressure @31 Dec
N1 
CRC1 
N1 
CRC1 
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b) 
 
 
c) 
 
Figure 6.20 Simulation models of a) pore pressure and saturation on 30th Nov 
and 31st Dec 08, b) total gas saturation and CO2 saturation on 30th Nov and 31st 
Dec 08 and c) the comparison between the differences (2008-2009) for the 
simulation model and the seismic RMS amplitudes. The two appear similar. 
Predicted original CH4 gas cap
Predicted original CH4 gas capPredicted original CH4 gas cap
Predicted original CH4 gas cap
Sg CO2 @30 Nov
Sg CO2 @31 Dec
Sg @30 Nov
Sg @31 Dec
N1 CRC1 N1
CRC1
2009-2008 Difference Seismic Volume
N1 
CRC1 
N1 
N1 
N1 
CRC1 
CRC1 
CRC1 
Total Energy 
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Figure 6.21 30th Nov 08 model-based inversion (Leahy’s model). The model 
simulated 31,000 tonnes CO2 to be injected at pore pressure 18.9 MPa and 40% 
of mix gases with CO2 content around 45% saturation in CRC-1 well; at pore 
pressure 18.6 MPa and 35% of mix gases with CO2 content around 30% 
saturation in Naylor-1 well. 
30-Nov
NAYLOR-1 CRC-1
War-C
War-B
11000 
8000 
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Figure 6.22 31st Dec 08 model-based inversion (Leahy’s model). The model 
simulated 35,000 tonnes CO2 to be injected at pore pressure 19 MPa and 50% 
mix gases saturated with CO2 content around 55% in CRC-1 well; at pore 
pressure 18.6 MPa and 40% mix gases saturated with CO2 content around 35% 
in Naylor-1 well. 
 
31-Dec
NAYLOR-1 CRC-1
War-C
War-B
8000 
11000
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Figure 6.23  Before 2009 seismic (monitoring) acquisition model-based 
inversion (Xu’s model after 6 months of injection – Table 6.1 c). The model 
simulated after 35,000 tonnes CO2 to be injected at pore pressure 19 MPa and 
50% of mix gases saturated with CO2 content around 55% in CRC-1 well; at 
pore pressure 18.7 MPa and 40% mix gases saturated with CO2 content around 
45% in Naylor-1 well. 
Durinj-inDec
NAYLOR-1 CRC-1
War-C
War-B
Before 2009 seismic (monitoring) acquisition 
11000 
8000 
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Figure 6.24 2010 post-injection model-based inversion (Xu’s model – Table 6.1 a). 
The model simulated 100,000 tonnes CO2 to be injected at pore pressure of 20 
MPa and 80% mix gases (source is from Buttress-1 well with CO2 content 
around 80%) saturated in average, within the reservoir between Naylor-1 and 
CRC-1 wells. 
 
6.5 Time-lapse study 
6.5.1 Difference volumes 
I differentiated both synthetic and inversion volumes with actual seismic volume and 
obtain the best match at the well locations. The percentage difference was calculated 
using the equation: 
     (6.1) 
The result will be positive when the baseline value is greater than the monitoring and 
the result will be negative when the baseline value is less than the monitoring. The 
difference equation is applied for both seismic and well data. The outputs are 
amplitude and impedance. 
Post-injection
NAYLOR-1 CRC-1
War-C
War-B
( )% 100,Baseline MonitoringDiff
Monitoring
−
∆ = ×
11000
8000 
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6.5.1.1 Amplitude 
Amplitudes were extracted from seismic and synthetic data with varying pressure and 
saturation states then the differences between the volumes were calculated. 2008 
(pre-injection/baseline), 2009 (monitoring) and 2008-2009 difference volumes are 
shown in Figure 6.25 to 6.27 in a form of a chair display. The effect of the CO2 
plume due to fluid movement is suggested by a modified amplitude shape in Figure 
6.26 from initial one displayed in Figure 6.25. The maximum difference between the 
two is seen in Figure 6.27. Smaller differences were observed at the Naylor-1 well 
and moderate differences were observed at the CRC-1 well. The simulation model 
generated similar results.  The total energy difference map computed over a 20ms 
window centred at Waarre-C (Urosevic et al., 2009) showed similar trend as it can be 
observed in Figure 6.27 c). Magnitudes of changes were small around Naylor-1 and 
moderate around CRC-1 wells. Subtraction in the area with red circle (CO2 plume) 
resulted in negative values where 2009 seismic amplitude are larger than 2008 
seismic amplitude and the difference changes are between 10-60%. This is illustrated 
in Figures 6.28 and 6.29.  There could be several possible reasons for such anomaly. 
One possibility was that some small gas presence in Flaxman formation before CO2 
injection increased after CO2 injection which would result in the impedance drop and 
hence positive difference. 
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Figure 6.25 RMS amplitude of 2008 (pre-injection/baseline) 3D seismic volume. 
Pre-injection GWC was coincidence with the edges of the anomaly. The seismic 
cube is overlain with Waarre-C (top reservoir) interpretation. 
 
Pre-injection GWC
NAYLOR-1
CRC-1
2008 RMS Amplitude Volume
Residual gas?
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Figure 6.26 RMS amplitude of 2009 (monitoring) 3D seismic volume. Some 
difference with respect to 2008 data can be seen. 
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Figure 6.27 a) Difference volumes of 2008-2009 3D seismic data, b) Simulation 
model and c) Total energy difference map. Similar trends are observed.  
 
 
 
Pre-injection GWC
NAYLOR-1
CRC-1
Difference Volume
CO2 plume?
N1 CRC1 N1
CRC1
Total Energy  
a) 
b) 
c) 
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Figure 6.28 Top War-C maximum peak amplitude difference map of 2008-2009 
seismic data. The area within the plume (red dotted circle) indicates the 
magnitude of maximum differences. Anomalous time-lapse signal are observed 
and similar trends as shown in Figure 6.27. 
 
Figure 6.29 shows the top War-C maximum peak amplitude changes of 2008 (pre-
injection/baseline) with 2009 (monitoring) seismic data for all dip lines. 
MAX PEAK AMP DIFFERENCE MAP (%) 2008-2009
WAR-C
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Figure 6.29 Cross plot of top War-C maximum peak amplitude changes at and 
between wells extracted along dip lines. 
Overall, the magnitudes of the changes are ± 60% depending on the dip line number. 
Amplitude at Naylor-1 suggests very little change while amplitude at CRC-1 
suggests more change. The maximum changes happened at dip line 92 associated 
with the plume (red dotted circle). Amplitudes between wells suggest phase change 
could likely exist. The differences computed are large, certainly greater than 
predicted by fluid substitution modelling. Errors related to data processing may play 
significant part in this estimate, particularly when working with amplitude 
differences. I extracted the amplitudes from the synthetic traces based on simulation 
models. I compared the amplitude extraction from the synthetic traces with actual 
seismic data. The magnitude of the changes of the synthetic amplitude is smaller than 
the time-lapse amplitude changes of the actual seismic data. However, if we scale up 
by a factor of 4 then the results agree. Naylor-1 synthetic traces and amplitude 
differences are shown in Figure 6.30 to 6.32. Pre- and post- CO2 injection 
seismograms for Naylor-1 are shown in Figure 6.30. In Figure 6.31 the differences 
are shown for all cases covered by reservoir simulation. A composite plot 
documenting seismograms computed for different state of CO2 saturation is shown in 
Figure 6.32. Equivalent analysis was done for CRC-1 well. The results are 
documented in Figures 6.33 to 6.35. 
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Figure 6.30 Naylor-1 synthetic traces and amplitude differences.  
 
 
 
 
Figure 6.31 Synthetic modelling plots showing the amplitude difference in 
varying saturation states. Amplitude difference calculated over 20ms window 
centred at Waarre-C. If it is scaled up by factor of 4, then the result will agree 
with seismic amplitude. Maximum amplitude changes achieved after post-
injection (red line). 
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Figure 6.32 Composite display of Naylor-1, seismic data and synthetic traces for 
different state of CO2 saturation.  2009 during-injection refers to the time before 
2009 seismic (monitoring) acquisition. 
 
 
 
Figure 6.33 CRC-1 synthetic traces and amplitude differences.  
 
 
2008
Pre-injection
2009
During-injection
Well - 30Nov08
31T CO2
Well - 31Dec08
35T CO2
Post-injection
100T CO2Pre-injection
Synthetic3D Seismic
During injection
35T CO2
Plume - 31Dec08
35T CO2
Plume - 30Nov08
31T CO2
Flax
WarC
WarB
WarA
War-C 
War-B 
 228 
 
 
Figure 6.34 Synthetic modelling plots showing the amplitude difference in 
varying saturation states. Amplitude difference calculated between pre- and 
post-injection over a 20ms window centred at Waarre-C. 
 
 
Figure 6.35 Composite display of CRC-1, seismic data and synthetic traces. 2009 
during-injection refers to the time before 2009 seismic (monitoring) acquisition.  
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The results of synthetic data in these Figures 6.31 and 6.34 suggest that the time-
lapse differences at CRC-1 are smaller than at Naylor-1 after post-injection (pre-post 
line) but not at the time of injection. This is perhaps suggested by the seismic data 
which for 2009 (monitoring) show amplitude dimming at CRC-1 well. Other option, 
as previously mention is increased gas presence in Flaxman formation, above 
Waarre-C. In both cases the predicted changes at the boreholes are small and as 
previously suggested would be very difficult to detect by time-lapse field seismic 
which suffers from relatively low (and possibly variable) signal to noise ratio.  
 
It was noted that the changes occurred at the upper part of the sand interval where the 
CO2 was injected and the thickening of CO2 layer below Waarre-C was visible. An 
upward time shift of 2-3ms was clearly observed in the synthetic traces. This may 
cause problems when computing simple amplitude differences. Consequently further 
studies were required to shed additional light on the time-lapse amplitude study 
results. 
 
6.5.1.2 Impedance inversion 
The inversion can be thought of as the process of determining the reflectivity of 
seismic events in the subsurface and relating them to predictive models in an attempt 
to reveal reservoir properties away from well control. The reflectivity is expressed 
through the acoustic impedance differences across the interfaces of a series of layers 
that  make up the reflectivity coefficient (RC). Thus the differences of RC can be 
calculated at well locations as: 
 
  100
m b
b
RC RCRC
RC
−
∆ = × ,    (6.2) 
where  
  
m m
m m
Waarre C Flaxman
m
Flaxman Waarre C
Z Z
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Z Z
−
−
−
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b b
b b
Waarre C Flaxman
b
Flaxman Waarre C
Z Z
RC
Z Z
−
−
−
=
+ .    (6.4) 
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Subscript m and b are monitoring and baseline data, respectively. Monitoring (m) 
describes the fluid substitution logs based on simulation models. Z is the acoustic 
impedance. A cartoon diagram of a simple static geological model to be studied is 
illustrated in Figure 6.36. The dynamic behaviour comes from the variable fluid state 
in the reservoir. 
 
 
Figure 6.36 Cartoon of a simplified geological model. Elastic properties of 
Flaxman formation are kept constant (b=m). The in-situ (2008) elastic 
properties of Waarre-C are used as a baseline to derive fluid substitution logs 
based on reservoir simulation studies. 
 
The impedances derived at the wells are plotted in Figure 6.37 and 6.38. Both plots 
show the changes at wells and the anomaly or the “bull eyes” plume between Naylor-
1 and CRC-1 at different level within reservoir interval. The maximum reflectivity 
and impedance changes would be achieved when 100,000 tonnes of CO2 is injected. 
A 1 - 4.5% change in impedance causes 3.5 – 15% (negative numbers) changes in 
reflectivity at Naylor-1 as plotted in Figure 6.37. The predicted changes in 
impedance are within the initial inversion error (Figure 6.19) and reflectivity at 
Naylor-1 is similar to the trend observed in the field data (Figure 6.29). This 
difference could be elevated by the chemical reaction between mineral rocks and CO2 
which soften the rock frame and reduces the density and potentially increases the 
porosity. This will increase the impedance contrast thus boost the amplitude values 
with respect to predicted changes at wells. However, considering mineral 
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composition of Waarre-C sand, this is highly unlikely to happen on a considerable 
scale.  It is most likely that the factor of 4 differences between predicted and 
measured can be attributed to low repeatability and possibly some processing 
artefacts.  
 
 
Figure 6.37 Cross plot of Naylor-1 maximum reflectivity and impedance changes 
at different saturation states.  
 
I simulated changes in CRC-1 when CO2 was injected in the upper sand interval 
(Sand-A; 30th Nov and 31st Dec) to align with the time when monitoring survey was 
acquired. 1.5 - 6% changes in impedances cause 21 – 41% (negative numbers) 
changes in reflectivity as plotted in Figure 6.38 and 6.29.  In general, the predicted 
impedance change is still within the inversion error window (Figure 6.19).  
 
 
Figure 6.38 Cross plot of CRC-1 maximum reflectivity and impedance changes at 
different saturation states.  
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I simplified impedance inversion time-lapse as shown in Figure 6.36 to Figure 6.39. I 
only selected impedance inversion results that give most time-lapse effect. The 
difference in impedance changes throughout the reservoir in the vertical sense as 
well. Hence I made the calculation within 6ms time window in the reservoir interval. 
Similar impedance differences were calculated from logs. 
 
Impedance inversion and difference map based on simulation models are displayed in 
Figure 6.40 to 6.42. Table 6.4 summarises these results. 
 
 
Figure 6.39 A simplified diagram workflow of impedance inversion time-lapse. 
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Table 6.4 Impedance difference summary  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Pre-injection Logs
CRC-1 in-situ  logs/NAYLOR-1 
fluid substitution logs - 80% 
water and 20% CH4
A
30th Nov 08 - 65% water 
and 35% gas mixtures; 
31K t CO2 injection
(-1)% to (-3)% Impedance 
difference around wells
B
Before 2009 seismic 
(monitoring) acqusition - 
35% water and 65% gas 
mixtures; 35K t CO2 
injection
(-1)% to (-2.5)% impedance 
difference around wells
C
2010 (post-injection) - 
20% water and 80% gas 
mixtures;  100K t CO2 
injection
0 to (-0.5)% in Naylor-1; 0.5% 
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Model A 
 
Figure 6.40 RMS amplitude from model-based inversion for the case A of 2008 
(pre-injection/baseline), 2009 30 Nov and the differences.  
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Model B 
 
Figure 6.41  RMS amplitude from model-based inversion for the case B of 
2008 (pre-injection/baseline), 2009 before seismic acquisition and the 
differences.  
 
The magnitudes of impedance differences in CRC-1 well suggest higher density 
effect when CO2 was injected at that time. The results are similar with Figure 6.40; 
however the impedance inversion differences at the “bulls-eye” are relatively higher 
than the impedance derived from logs but still within the range (Figure 6.37). 
 
The 30th Nov impedance inversions differences are similar with 2009 before seismic 
acquisition as seen in Figures 6.40 and 6.41. It suggests it is not possible to 
distinguish the changes in seismic response within 31,000 and 35,000 tonnes CO2 
injection with CH4/CO2 fluid mixtures (not a CO2 only) as pore fluids in real data, a 
part of different saturation state. 
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Model C 
 
Figure 6.42  RMS amplitude map from model-based inversion for case C of 
2008 (pre-injection/baseline), 2009 post-injection and the differences.  
 
Impedance difference at the “bull eyes” (red dotted circle) show consistently 
maximum positive differences in all saturation states which could be interpreted as a 
CO2 plume. Negative difference is given to CRC-1 (Naylor-1 remains unchanged), 
which likely having increasing of impedance after injection due to density effect as 
displayed in Figures 6.40 to 6.42. Another possibility is gas content change in the 
Flaxman formation. 
 
The acoustic impedance inversion differences observed at the Naylor-1 well (Table 
6.4) does agree with the impedance derived from the Naylor-1 logs on average from 
top to base but not on average below the GWC (Figure 6.37) where larger impedance 
difference is calculated. However, in general it falls within the range of impedance 
inversion differences expected.  An exception is that the impedance inversion 
 
 
 
 
 237 
 
differences observed at CRC-1 well (Table 6.4) are smaller in average over sand 
interval than the impedance derived from the CRC-1 logs (Figure 6.38). It is possible 
that some form of “patchiness” took place after injection. 
 
We now assumed that 100,000 tonnes of CO2 is injected into a homogeneous and 
isotropic reservoir; the composite computed changes in elastic properties for both 
wells are modelled in Figure 6.43 a) and b). The objective was now to investigate if 
100,000 tonnes of CO2 will be sufficient to cause measurable time-lapse seismic 
effects. 
 
The acoustic impedance inversion difference suggested that up to 6% change on 
average would be expected (Figure 6.40 to Figure 6.43). The similar acoustic 
impedance results at the wells suggested 3% change on average as plotted in Figures 
6.37 and 6.38. A 100,000 tonnes of CO2 injection produced up to 6% impedance 
change as shown in Figure 6.43. Changes in impedance greater than or equal to 4% 
should result in observable seismic responses in the 3D seismic surveys (Lumley et 
al., 1997). 2008-2009 time-lapse seismic difference volume has confirmed and 
proved that the largest anomaly observed in the area to the north-east of the Naylor-1 
well where the maximum impedance changes exist. 
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a) 
 
 
 
b) 
 
Figure 6.43  The composite computed elastic properties changes of a) CRC-1 and 
b) Naylor-1 wells when 100,000 tonnes of CO2 is injected. The impedance 
changes reached the maximum around 6%. 
 239 
 
6.6 Discussion and conclusions 
Prediction and measurements of time-lapse seismic effects proved to be 
exceptionally challenging at Naylor field. Apart from the field small size, reservoir 
heterogeneity, lack of base line log for Naylor-1 and repeated log for CRC-1 and 
very small volume of CO2 injected, additional difficulty are presented in terms or 
signal to noise ratio of repeated seismic volumes. I have therefore looked for very 
alternative methodologies to be able to analyse observed seismic anomalies produced 
within the Otway experimental survey. 
 
Observed time-lapse anomalies are summarised in Figure 6.44.  
 
Figure 6.44 Summary of amplitude changes from seismic interpretation. 
 
The maximum peak amplitude changes between 2008 (pre-injection/baseline) and 
2009 (monitoring) 3D seismic interpretation reached the maximum of 50% at the 
“bulls-eye” (red dotted circle), north-west from the two wells. The difference at the 
“bulls-eye” is represented by negative values; it means the maximum peak amplitude 
in 2009 (monitoring) 3D seismic interpretation is higher than the maximum peak 
amplitude of 2008 data (pre-injection/baseline). It is most likely caused by a density 
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effect as a process of in-situ pore fluids replacement.  Amplitude changes represented 
by positive values at Naylor-1 and CRC-1 wells were also observed. It could be 
interpreted and related to the heterogeneity of the reservoir but it is more likely to be 
the result of relatively low seismic repeatability.  
 
Extensive numerical analysis combined reservoir models with rock physics models 
presented in Chapter 5. The fine modelled differences did not agree in magnitude to 
the field observation. In general, the synthetic model traces agree with the seismic 
field measurement especially at Naylor-1 well where I do not expect significant 
changes due to gas cap and existing residual gas.   I  have observed more changes at 
the CRC-1 well as expected due to saturation changes (density effect) and possibly 
pressure changes. It is noted that the 2009 (monitoring) 3D seismic data showed 
dimming of amplitude at the CRC-1 well which was also observed in the impedance 
volumes. One assumption is when injection took place, the CO2 dissolved in water 
causing lower impedance and hence boosted up the seismic amplitude anomaly at 
CRC-1. It can be also speculated that CO2 swept all CH4 in updip direction.Finally 
fluid changes in the overlain Flaxman formation could produce similar effects. At 
present there is no recorded data to prove any of the cases listed. It is howver very 
likely that relatively low seismic repeatability produced such anomaly.  
 
It is important to remember that residual methane exists throughout the reservoir, 
making the time-lapse studies challenging. 2008 (pre-injection/baseline) 3D seismic 
data showed bulls-eye anomaly NE of Naylor-1 well.  2009 (monitoring) 3D seismic 
data showed similar bull-eye as well but smaller in size and with stronger amplitude. 
Consequently high negative amplitude anomalies were observed between the two 
wells on the time-lapse result (2009-2008 difference volume).  This could be related 
to the resistance offered by the methane cap and the reservoir heterogeneity. As a 
result, the CO2 is accumulated in a “bulls-eye” like pattern. Such form could have 
been driven by stratigraphic mechanisms and/or sub-seismic faults. This is the largest 
time-lapse seismic effect observed in these data sets. Finally this effect could have 
been amplified by relatively low repeatability of seismic data.   Similar amplitude 
dimming around CRC-1 well (down dip) is also observed in VSP (Pevzner, 2012). 
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Examination of several 3D impedance volumes showed broadly similar trends within 
the reservoir with some apparent facies trends orientated approximately NNW-SSE. 
Figure 6.40 to 6.42 show data slices of the model-based inversion volume at different 
times between Waarre-C and Waarre-B horizons - which showed the highest 
impedance difference map, occurred at 6ms below top Waarre-C - that bound the 
target reservoir. Gradual impedance changes have been observed in different 
saturation states. The accumulation pathway of CO2 could be influenced and driven 
by stratigraphic mechanisms which structurally align above and the below reservoir. 
This is clearly observed in the time structure map of Waarre-C and Waarre-B. 
 
In general, a reasonable agreement is observed between the seismic, synthetic data 
and well data.  As expected, subtle changes are observed at the Naylor-1 well, while 
larger changes are observed at the CRC-1 well. A significant anomaly is also 
observed in the inversion and seismic difference volume data. The magnitude of this 
anomaly exceeds the predicted one.  The cause of these differences is unknown at 
present. The most likely explanation is that the time-lapse signal is low and would 
require exceptionally high data repeatability to be properly measured and explained. 
This was not the case for Otway study.  Consequently, the predicted and measured 
seismic effects can be used as the lower and the upper bound of the expected time-
lapse effects at Naylor field, respectively. The method presented here for analysis of 
a subtle time-lapse signal could be applied to the cases with similar challenges. 
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Chapter 7 CONCLUSIONS AND RECOMMENDATIONS 
 
7.1 Introduction 
The Australia’s first sequestration demonstration project, the CO2CRC Otway 
Project, commenced over the Naylor field in 2005. The Naylor field was produced 
via a single well, Naylor-1, and rapidly depleted. In 2007, CRC-1 well (injection 
well) was drilled down-dip from Naylor-1 well (monitoring well) for the purpose of 
the CO2CRC Otway Project. The logistic for this well was based on the reservoir 
simulation and seismic time-lapse prediction in this study. The position of CRC-1 
well was not optimised with respect to the seismic monitoring objectives and time-
lapse study prediction, rather with respect to the project duration and predicted break 
through time (4-9 months). The CO2 was injected into Waarre-C sand and by August 
2009 about 65,000 tonnes of CO2 was stored.  These effects the main objective than 
became to investigate if such small amount of CO2 injected into a depleted gas 
reservoir could be detected by time-lapse (4D) seismic. Alternative drive for time-
lapse seismic application was to monitor potential leaks along the existing large scale 
fault that surrounds the reservoir.  
 
The availability of time-lapse seismic data was required to analyse. The analysis was 
hindered by the reservoir small size, heterogeneity, depth, residual gas saturation, 
high ambient noise (low seismic repeatability), seismic data acquisition issues, etc.  
To add to this complexity, the base line logs for the pre-production, and now 
monitoring Naylor-1 well were not available. Hence those needed to be reconstructed 
in this study. 
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Considering that the injection took place into a partial saturation zone it became 
important to accurately predict the time-lapse seismic signal for the monitoring 
program at this site. Hence the main accomplishments of my research study were: 
• Accurately predict the change in elastic properties of Waarre-C through fluid 
substitution methodology. 
• Utilise core sample measurements to increase the accuracy of the time-lapse 
seismic response prediction. 
• Predict the fluid saturation state by using well log analysis and accurate fluid 
substitution modelling (FSM).   
• Perform seismic FSM modelling and inversion. Compare predictions to real 
time-lapse signal.  Assess the change in reservoir saturation state by 
successive inversions using the predictions of reservoir simulation studies and 
accompanied updated logs.  
 
7.2 Conclusions 
7.2.1 Rock physics model 
Pore fluids properties depend on composition, pressure and temperature and strongly 
influence the seismic properties of the rocks. Hence we need to compute elastic 
properties of different fluid mixtures to be able to predict seismic response to 
changes in pore fluid. 
 
In Waarre reservoir, the CO2 will exist in rocks as a mixed gas and in the 
supercritical phase due to the in-situ depth and temperature of reservoir storage. The 
compressibility of CO2 mixed gas in saturated rocks will mimic a gas, while the 
density will closer to the oil. The higher the CO2 content the denser the mixed gas. In 
other words, the density behaviour of CO2 mixed gas in saturated rocks can vary 
from a gas to fluid. In Otway case, the CO2/CH4 mix will have lower density than 
pure CO2. Distribution of CO2 plume and its CO2 saturation would be practically 
impossible to quantify from time-lapse seismic information because of: 
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1. Deep, small size and thin reservoir, surrounded by faults. 
2. Depleted gas field; injection into partially saturated zone. 
3. Small quantity of CO2/CH4 mix injected. 
4. Moderate to poor repeatability of time-lapse seismic. 
Therefore, the research presented here was hindered by the above complexities and 
limitations.  
 
7.2.1.1  Modified fluid substitution 
Considering small changes in the reservoir the primary objective of this study 
became characterisation of the reservoir, its saturation state and subsequent accurate 
prediction of time-lapse seismic signal. Along this flow I proposed a modified fluid 
substitution methodology that can accurately predict time-lapse seismic effects due to 
CO2 injection into a depleted gas reservoir.  For that purpose I combined core tests 
with logs and various rock physics models to produce a flow suitable for time-lapse 
signal prediction in a depleted gas reservoir in general. 
 
One of the important point is that my analysis indicates that Vpsat core agree with 
Vpsat log data when the “effective” Kgrain is used. Results also suggest that “effective” 
Kgrain may be used to represent the average mineralogy of the grains, at least at this 
site. Petrographic analysis suggested that incorporating “effective” Kgrain produces 
reasonable results. In other words, the use of the “effective” Kgrain is justified by 
petrographic analysis. Subsequent computing of time-lapse seismic effects is 
achieved by plugging effective Kgrain into Gassmann equation. This has increased the 
modelling precision and changed the predicted effect due to CO2 injection from 1.5-
4.5%, as previously computed to 6%. This is a significant result as 6% changes in AI 
could be detected by high repeatability seismic surveys. The approach assumed here 
could be thus useful for future storage sites with similarly challenging geophysical 
monitoring objectives. 
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7.2.1.2  Identifying in-situ saturation type from well logs 
I investigated in-situ saturation type (homogeneous or patchy) from well logs at 
CRC-1 well (injection well) to derive fluid substitution approach that could increase 
the accuracy of predicted changes in elastic properties of the reservoir rocks and shed 
some light to the potential plume distribution in the reservoir. Dry-frame Poisson’s 
ratio and dry-frame moduli inverted from logs assuming homogeneous saturation 
showed good agreement with ultrasonic core measurement. This suggests that the 
saturation type is homogeneous (uniform) rather than patchy. Thus, homogeneous 
saturation is used for fluid substitution and modelling time-lapse seismic response for 
CO2 sequestration in the CO2CRC Otway Project. This was important as incorrect 
saturation type could underestimate or overestimate the changes in the elastic 
properties of the reservoir arising from injection of CO2/CH4 mix. However a small 
degree of uncertainty remains due to unreliable estimation of shear wave velocity that 
could affect the result of fluid substitution. 
 
The link between rock physics and microstructure of the sands suggested that the 
velocity-porosity relations is influenced by the rock texture, grain size variations and 
increase in clay particles as a pore-filling material. It is hence not improbable that a 
temporary “patchy” situation could have occurred in the injection period. The 
calculations with the “static” model certainly do not suggest patchy saturation. 
 
7.2.2 Seismic acoustic impedance inversion and time-lapse studies 
To gain additional insight into the reservoir and CO2 related changes I performed 
model-based post-stack seismic acoustic inversion. In fact, several inversions were 
carried out starting with the “baseline case” which incorporated two logs: CRC-1 as 
measured and Naylor-1 that was reinstated to pre-CO2 injection state by Gassmann 
fluid substitution. Using these two wells to tie the post-stack seismic volume is 
expected to produce the largest inversion “error”. Subsequent fluid substitution 
modellings and inversions were aimed towards the reduction of the inversion error. 
Hence the modelled fluid saturation case after injection of some 35,000 tonnes of 
CO2/CH4 mix is expected to produce the smallest error with 2009 seismic data. This 
was a “history” matching exercise applied to seismic data. The results indicated some 
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changes in the reservoir. However we found it is difficult to quantitatively invert 
seismic data to accurately estimate CO2 saturation and its distribution in the 
reservoir.  The primary reason is poor to moderate repeatability of time-lapse seismic 
data produce. Consequently the expected time-lapse change is of the same magnitude 
as background noise level. Small size of the seismic volume and some migration 
artefacts further hinder time-lapse analysis. 
 
Time-lapse analysis of both amplitude and impedance showed a region of 
anomalously high amplitude and low acoustic impedance between monitoring and 
injection wells. The location of CO2 plume is driven by buoyancy in relation to the 
stratigraphic features. The time-lapse anomaly NE of Naylor-1 is likely to be caused 
by a channel like feature (possibly increased permeability zone) that can be spotted 
on the AI cubes. As expected, subtle change in impedance can be seen in Naylor-1 
well and bigger changes in CRC-1 well but both are submerged into the background 
noise level. 
 
Overall the time-lapse seismic anomaly seems to agree with the rock physics 
predictions and reservoir simulation models. An exception occurs SE of CRC-1 well 
which is likely caused by CO2 migrating into the Flaxman formation above Waarre-
C. This will cause impedance drop and negative TL anomaly as seen in the analysis 
(Chapter 6). The observed effects appear to be slightly greater than predicted. This 
can be explained in many ways. One possibility is that the background noise (poor 
repeatability) and imperfect processing which did not manage to fully preserve 
relative amplitude changes (Pevzner, 2012, personal communication) contributed to 
elevated TL signal. Other possibility is that the reservoir heterogeneity, sub-seismic 
faults and some effect of CO2 on the grain bonding could cause elevated response. In 
any case the observed seismic anomaly exceeds our expectations and predictions 
derived through the rock physics model, seismic modelling and simulation models. 
This is likely to be the case in general as the effect of CO2 onto reservoir property 
changes is difficult to predict and a “conservative” approach may result in an under-
prediction of time-lapse seismic effects. Consequently, the predicted and measured 
seismic effects can be used as the lower and the upper bound of the expected time-
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lapse effects at Naylor field, respectively. The method presented here for analysis of 
a subtle time-lapse signal could be applied to the cases with similar challenges. 
 
7.3 Recommendations 
At the time of this study only the post-stack seismic data from the pre-production 
(2000) were available for the analysis. The data was recorded with different (sparse) 
geometry and processed without relative amplitude preservation. It was therefore 
impossible to include it into my time-lapse study as the pre-production (true baseline) 
data set. The reservoir setting and properties require also much higher data density 
(high spatial and temporal resolution) and the application of seismic technologies 
which are more often used for coal and mineral exploration rather than in oil and gas 
sector. High data density and bin size of 10x10m used in Otway experiment was 
unusual at the time of recording. Perhaps nowadays is not so uncommon “thinking” 
for oil industry to use such parameters.  
 
Despite very weak sources (weight drop, 2008) and (mini-vibrator, 2009), very high 
data density produced the result worth of analysing. The source change between 
surveys presented another challenge to time-lapse studies.  My analysis suggest that 
the elastic changes in the reservoir due to only 35,000 tonnes of gas mixture were 
probably detected despite all the issues related to the source change and intrinsically 
low signal to noise ratio (weak sources). The later one was largely compensated by 
high data density and high fold. This suggests that the CO2 related seismic effects are 
most likely higher in real rock than actually predicted. To elaborate on this idea 
further time-lapse studies are required. Those however need to produce much higher 
data repeatability. This can be achieved by strong sources, permanent geophone 
(buried) arrays, time-lapse borehole seismic, etc. Then, a methodology for the 
prediction of time-lapse signal as proposed in this thesis could perhaps be used even 
for the quantitative prediction of CO2 related effects. 
 
Reprocessing and re-binning of 2000 3D seismic data and subsequent cross-
equalisation with 2008 (pre injection) and 2009, first monitor data sets could go long 
way in analysing the changes in the reservoir. 
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7.3.1 Time-lapse studies 
The reservoir characterisation at Naylor field was not enough constrained due to the 
lack of other geophysical and geological information. However the time-lapse 
prediction of seismic effect was sufficient to develop a monitoring program at Otway 
site. Of course the end program is a function of funding but the it was clear that that 
time-lapse seismic methodology is used here primarily to verify CO2 containment in 
the reservoir, by not observing any changes between the baseline and the monitor 
surveys. My study tried to push this limits further by incorporating acoustic 
impedance analysis using the history matching analogous of a conventional reservoir 
study.  
For further studies at Otway site I would suggest the following: 
1. More core sample tests (longer sections to be cored). will  enable more 
effective rock physics studies 
2. Time-lapse logging would provide the verification of the rock physics model 
and firm up prediction of the seismic effects and will enable improved 
calibration of time-lapse seismic volumes. 
3. Permanent surface seismic arrays to achieve better repeatability 
4. Strong sources are also desired but it was shown in this case that high data 
density is equally or even more important. 
5. Improved data processing that incorporates surface consistent amplitude 
processing and pre-stack imaging.  
6. Time-lapse studies of seismic anisotropy could enable additional sensitivity 
needed for the analysis of subtle changes of reservoir properties. 
7. Collaboration between disciplines (geology, engineering, geochemistry and 
geophysics) is essential for analysing complex reservoirs such is found at 
Otway. 
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7.3.2 Further research 
7.3.2.1  Quantification of CO2 saturation 
The CO2CRC Otway Project stage 2 will be conducted in the near future.  
Approximately 10,000 tonnes CO2 will be injected into saline aquifer above Waarre 
reservoir. This will provide new challenges to the researches but it should not be 
forgotten to carry on study of Waarre reservoir with perhaps, more modern and 
sensitive methodologies. This could potentially provide additional information 
regarding residual trapping, plume distribution, CO2 interaction with surrounding 
faults, etc.  
 
7.3.2.2  “Dirty” CO2 (mixed gases) properties 
The “dirty” mix used in Otway experiment makes the rock physics studies more 
difficult. On the positive side it elevates the seismic effect and gives chance to time-
lapse methodology to detect changes in the reservoir. However, this methodology 
needs to be applied at different, much higher, level at this site to produce reliable 
results. Novel approaches may need to involve seismic anisotropy, attenuation and 
dispersion studies to be able to quantify the changes in the reservoir. Seismic 
attenuation is more sensitive to pore fluid properties than seismic velocity. Attempt 
to measure absolute attenuation (1/Q) of surface seismic suffer from spectral 
contamination caused by thin bed tuning, scattering effect, multiple interference and 
velocity dispersion. Thus a single vintage of attenuation measurement must be 
interpreted with care as the amount of spectral contamination can change vertically 
and laterally, making even relative comparisons within a single stratigraphic layer 
difficult. However if two vintages of data are taken with good repeatability, then the 
effects of spectral contamination may cancel, allowing accurate measurements of 
changes in attenuation between vintages of data. An accurate 4D measurement of 
attenuation could give insights into fluid and pressure migration within the reservoir. 
Adding time-lapse seismic anisotropy study could further highlight stress-anisotropy 
effects in relation to pore fluid replacement.  
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7.3.2.3  Dissolved CO2 properties 
Further laboratory work is required to analyse migration, trapping and dissolution of 
a dirty gas mix (multi fluid flow). What remains unclear also is if any chemical 
changes have happened in the reservoir and if so, are they significant for the 
monitoring studies? The Otway study shows clearly how initially foreseen simple 
straightforward experiment became readily difficult to master. In other words to fully 
explain and quantify the CO2 injection related effects much finer measurements, 
sophisticated and expensive technologies may need to be deployed. 
 
7.4 Closing remarks 
The CO2CRC Otway project has two stages. My research is part of the first stage. 
The CO2 injection has now been ceased after 65,000 tonnes of CO2 has been injected 
into Waarre-C sand. The geophysical results are encouraging and at least clearly 
show that we can use time-lapse seismic methodology to verify the CO2 containment 
in the reservoir. Also we can use it in the same way to detect if any CO2 has escaped 
into the overlain aquifers as such case would produce very strong time-lapse seismic 
signal. The second stage is underway and some of the methodologies discussed and 
proposed in this thesis are planned to be implemented in stage 2 of Otway program.  
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