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Resume { La classication des signaux non stationnaires dans le plan temps-frequence permet de resoudre les cas ou les
methodes avec modele sont en defaut. Nous proposons ici de determiner la meilleure combinaison distance temps-frequence /
Representation Temps-Frequence en regard de plusieurs criteres de contraste.
Abstract { The classication of non-stationary signals in the time-frequency plane is an ecient approach when parametric
methods are not available. We propose in this paper to determine the best combination time-frequency distance / kernel with
respect to several contrast criteria.
1 Introduction
La classication de signaux non stationnaires est un
probleme courant qui n'est pas completement resolu par
les approches parametriques [4]. Une alternative natu-
relle consiste alors a utiliser les representations temps-
frequence (RTF), initialement prevues pour l'analyse [6],
comme outils de decision. La detection optimale d'une
onde connue noyee dans du bruit a conduit aux ltres
adaptes temps-frequence [5] mais le probleme general de la
classication supervisee a partir d'un ensemble d'appren-
tissage necessite la denition de distances dans l'ensemble
de representation (les RTF). Le premier objectif de ce tra-
vail est de proposer une revue des outils (distances L
q
,
correlation, distances entre lois de probabilite, divergences
spectrales) utilisables dans ce contexte. Le deuxieme point
concernera la proposition de criteres de contraste permet-
tant d'apprecier et d'optimiser les performances de la clas-
sication (en termes de mal classes). Des resultats obtenus
sur de larges familles de signaux viennent illustrer ce tra-
vail.
2 Distances pour la comparaison
de RTF
La detection optimale dans le plan temps-frequence d'une
onde connue conduit a l'ecriture d'un ltre adapte (ou
encore correlateur temps-frequence), ce qui peut e^tre vu,
dans le cas general de la classication avec apprentissage
supervise, comme une restiction a la classe des fonctions
discriminantes lineaires. Les procedures generales (non li-
neaires) necessitent alors la denition de distances (on
utilisera ce vocabulaire aussi bien pour les divergences
que pour les vraies distances) et la premiere idee consiste
a utiliser des outils issus de la comparaison des images.
Toutefois, les RTF du groupe de Cohen, objet de cette
etude, ayant ete construites a l'origine comme des dis-
tributions de probabilite conjointes, il semble tout aussi
naturel d'utiliser des distances entre lois de probabilite.
Enn, les RTF marginalisables pouvant e^tre interpretees
en termes de distributions spectrales instantanees, on s'in-
teressera aussi aux divergences spectrales.
2.1 Distances L
q
, distance quadratique et
correlation
Pour comparer deux RTF, de nombreux auteurs ont
tout simplement choisi la distance Euclidienne [1] qui
s'integre dans la famille des distances L
q
dont l'expres-





































designe la RTF du signal x de noyau . On peut
particulariser :
q = 1 distance absolue moyenne ou distance de Manhat-
ten,
q = 2 distance quadratique moyenne (distance Euclidienne),
q!1 deviation maximale.
La distance par correlation, tres utilisee, se deduit facile-








































































































































2.2 Distances entre lois de probabilite
Une loi conjointe P (a; b) denie sur un domaine D doit
e^tre non negative :




P (a; b) dadb = 1 (4)
Les spectrogrammes a fene^tre unitaire etant les seules
RTF bilineaires satisfaisant ces conditions, on propose pour
























Cette normalisation conserve l'integralite du contenu in-
formatif de la RTF et doit e^tre preferee a tout autre (tron-
cature des termes negatifs, suppression des interferences . . .).
En eet l'objectif de comparaison poursuivi ici est totale-
ment dierent de celui de lisibilite habituellement consi-
dere.
On peut alors s'interesser a une large famille de dis-
tances entre lois de probabilite, appelees '-divergences,
qui tiennent compte du rapport de vraissemblance et de
sa dispersion [2]. Etant donnee une fonction continue stric-
tement convexe ' : R
+
 ! R et une fonction croissante

























represente l'esperance mathematique respectant la
loi P
1
. Les distances sont utilisees ici comme fonctions
discriminantes, ce qui fait que toutes les distances utilisant
la me^me fonction ' conduisent au me^me classieur quelle
que soit la fonction croissante  . Quelques exemples sont
donnes dans le tableau 1.
2.3 Divergences spectrales
Une extension immediate consiste a appliquer les dis-
tances L
q
























Le cas q = 1 permet de retrouver la distance de Kolmo-
gorov et dans le me^me ordre d'idees on peut denir la



























dont l'utlilisation pour discriminer des signaux bruites est
toutefois a eviter [9].
3 Regles de decision
Dans le domaine temps-frequence, l'ecriture de la regle
de decision optimale (Bayes) n'est pas envisageable, faute
d'avoir acces aux densites de probabilite des pixels temps-
frequence. Nous proposons l'etude de deux types de regles :
aectation d'un individu a la classe dont l'element repre-
sentatif est le plus proche, ou k plus proches voisins (k-
ppv). Dans ce papier, nous nous interessons a la premiere,
l'experience ayant revele que les k-ppv ne conduisent pas
a des resultats superieurs, tout en etant beaucoup plus
cou^teux en temps de calcul. L'element representatif de
chaque classe sera la moyenne des representations temps-
frequence.
4 Criteres de contraste
L'optimisation des performances de la classication en
fonction du type de distance et du type de noyau est ba-
see sur la denition d'un critere de contraste entre classes
d'apprentissage dont la maximisation doit conduire au
plus bas taux de mal classes dans l'ensemble de test. On
se propose de discuter trois criteres possibles. Le probleme
comporte N classes dont chacune est constituee de n
i
si-
gnaux d'apprentissage notes x
k
i
; k 2 [1; n
i
].
4.1 Critere du premier ordre (CPO)
Le choix le plus simple consiste a maximiser la distance
































est l'element representatif de la classe
i, obtenu par moyenne de son ensemble d'apprentissage.
Ce critere, utilise dans [8] ne tient pas compte de la
dispersion des classes et on peut proposer de compacter
les individus autour de leur representant.
4.2 Critere de type Fisher (CTF)
Dans le but de separer les classes de l'ensemble d'ap-
prentissage tout en reduisant leur dispersion, on propose
de calculer les distances separant chaque element de l'en-




la variable aleatoire correspondant a la dis-
tance separant un element de la classe i du representant



































































Ce critere est utilise dans [8] avec une distance par correla-
tion et dans [3] avec une distance de Kolmogorov.Utilisant
l'inegalite triangulaire (pour les distances la veriant), on
peut aisemant montrer, dans le cas de deux classes d'ap-
prentissage de me^me cardinal :
K
CTF
















Toutefois ce critere manipule des distances moyennes, ce
qui peut laisser prevoir la mauvaise classication de cer-
tains elements excentres, comme on le montrera dans les
essais sur signaux synthetiques.
Une autre forme de ce critere, traduit dans le plan des
ambigutes, a ete proposee dans [7] et consiste a selec-
tionner les pixels les plus discriminants, mais sans tenir
compte de la connexite. La classication utilise alors la
distance de Mahalanobis dans l'espace des pixels selection-
nes pour chaque signal. Cette technique de \noyau binai-
re" est extremement rapide et conduit a de bons resultats.
4.3 Critere de probabilite d'erreur (CPE)
On propose maintenant de considerer la variable "die-






; j 6= i. Le theoreme de la
limite centrale pemet d'approcher la distribution de cette
variable par une loi gaussienne (ce qui sera verie dans la









































































Le comportement des criteres et distances presentes est
etudie sur un exemple de signaux synthetiques.
5.1 Etude des criteres de contraste
Les signaux sont constitues d'une composante continue
de frequence reduite 0.25, d'un bruit blanc additif et d'une
composante chirp de pente decroissante aleatoire (se re-
porter a la gure 1) dierente selon la classe et l'indi-
vidu. L'ensemble d'apprentissage comporte 50 individus
















Fig. 1: Signaux synthetiques en deux classes. Les signaux
sont constitues d'une composante stationnaire, un chirp
decroissant et un bruit additif (RSB = 0 dB). La dierence
entre les classes est la pente (aleatoire dans la zone grisee)
du chirp.
La gure 2 illustre l'ecacite des criteres presentes. Il
ressort nettement que le critere de probabilite d'erreur est
le plus ecace, car fortement lie a l'erreur de classica-
tion. Par ailleurs, la gaussianite des variables aleatoires
est conrmee par les resulats presentes gure 3.


















































Fig. 2: Etude des criteres. 400 noyaux dierents sont tes-
tes. Pour chaque noyau, les trois criteres sont calcules,
ainsi que le taux de mal classes. (a) CPO, (b) CTF, (c)
CPE, pointilles :   log(taux d'erreur).




Wigner-Ville Correlation 11.8 %
Wigner-Ville Kolmogorov 19.8 %
Pseudo Wigner-Ville Lisse Correlation 12.6 %
Noyau binaire Mahalanobis 4.4%
Noyau Radial. gaussien Kolmogorov 3.1%
optimise (Crit. de Fisher)
Cet article Optimisation 2.05%
noyau + distance






































pour 2  10000 realisations . (pointilles) : la distribution
gaussienne obtenue avec les me^mes moyenne et variance.
(a) Distance de Kolmogorov + Noyau radialement gaus-
sien (b) Correlation + Wigner-Ville. (c) Divergence de
Jensen et noyau Choi-Williams generalise a une branche
(d) distance L
1
+ Noyau radialement gaussien.
5.2 Comparaison des methodes
Des methodes presentees par le passe sont comparees ici.
Le tableau 2 donne les resultats obtenus. On peut noter
que le resultat est fortement lie :
{ a la distance (lignes 1 et 2),
{ au noyau (lignes 2 et 5),
{ a la combinaison distance-noyau (lignes 2 et 6)
Pour conrmer ce resultat optimal, on optimise 80 noyaux
(10 distances et 8 types de noyaux parametriques) sur un
ensemble d'apprentissage de 2 50 signaux.
Ces 80 noyaux optimises sont ensuite utilises pour clas-
ser un ensemble de test de 210000 signaux. Le critere est
estime sur 210000 autres signaux. La gure 4 rassemble
les resultats par distance utilisee. Les '-divergences et les
distances entre RTF normalisees sont clairement les plus
ecaces.
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Fig. 4: Resultats de classication en utilisant les noyaux
optimises avec 2 50 signaux. Les noyaux parametriques
sont : Radialement gaussien a 3,5 ou 7 descripteurs [3],
Choi-Williams generalises a 1, 2 ou 3 branches et noyau
exponentiel multiforme symetrique ou non.
6 Conclusion
La technique proposee permet une amelioration signi-
cative des performances des classieurs de signaux non-
stationnaires, notament par l'utilisation de '-divergences
et a ete appliquee avec succes a des signaux reels (detec-
tion de defaut de haut-parleurs, reconnaissance de locu-
teur, surveillance d'engrenages, . . .).
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