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Abstract
Let (G,K) be a Hermitian symmetric pair and let g and k denote the corresponding complexified
Lie algebras. Let g= k⊕ p+ ⊕ p− be the usual decomposition of g as a k-module. There is a natural
correspondence between KC-orbits in p+ and a distinguished family of unitarizable highest weight
modules for g called the Wallach representations. We denote by Yk the closure of the KC-orbit in
p+ that is associated to the kth Wallach representation. In this article we give explicit formulas
for the numerator polynomials of the Hilbert series of the varieties Yk by using BGG resolutions
of unitarizable highest weight modules. A preliminary result gives a new branching formula for a
certain two-parameter family of finite dimensional representations of the even orthogonal groups.
Our work is an extension of previous work by Enright and Willenbring.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Determinantal varieties
Let (G,K) be an irreducible Hermitian symmetric pair and let g and k denote the
corresponding complexified Lie algebras. Then we have the usual decomposition g =
k⊕ p+ ⊕ p− of g as a k-module. The complex group KC acts on p+ with finitely many
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closures of the KC-orbits on p+ form a chain of varieties
{0} = Y0 ⊂ Y1 ⊂ · · · ⊂ Yr = p+.
Consider, for example, the classical Hermitian symmetric pairs (SU(p,q), S(U(p) ×
U(q))), (Sp(n,R),U(n)) and (SO∗(2n),U(n)). Then the varieties Yk are the usual
determinantal varieties in the space Mp,q of complex p × q-matrices, the space SMn of
complex symmetric n × n-matrices and the space AMn of complex alternating (skew-
symmetric) n× n-matrices, respectively:
KC p
+ Yk r
S(GLp ×GLq) Mp,q {x | rk(x) k} min{p,q}
GLn SMn {x | rk(x) k} n
GLn AMn {x | rk(x) 2k} [n/2]
The purpose of this paper is to compute minimal free resolutions and Hilbert series of the
coordinate rings of the varieties Yk for all Hermitian symmetric pairs.
1.2. Resolutions
Let C[Yk] and S = C[p+] denote the coordinate rings of Yk and p+, respectively. For
the classical determinantal varieties minimal free resolutions of the graded S-modules
C[Yk] are known. Explicit resolutions were given by Lascoux [16] for the determinantal
matrices in Mp,q and by Jozefiak, Pragacz and Weyman [15] for the determinantal varieties
in SMn and AMn. Our approach is different from these classical approaches and is
uniform in all cases including the exceptional groups. It is based on the observation that
the coordinate ring C[Yk] supports the structure of a unitarizable highest weight module
called the kth Wallach representation [21]. Enright and Willenbring [10] showed in the
cases when (G,K) is one of the three classical Hermitian symmetric pairs from above,
that every unitarizable irreducible highest weight module admits a BGG resolution by
generalized Verma modules [10]. In this paper we extend this result to include all Wallach
representations of all Hermitian symmetric pairs.
1.3. Hilbert series
The coordinate rings C[Yk] are graded Cohen–Macaulay algebras generated by
elements in degree one. (For the classical determinantal varieties from above, this follows
from a general result of Hochster and Roberts [13].) The Hilbert series of the varieties Yk
can then be written as a rational function in the form
HC[Yk](t)=
P(t)
(1− t)d ,
where d = dim(Yk) and P(t) is a polynomial with non-negative integer coefficients.
Our objective is to describe the numerator polynomial P(t) explicitly. For each triple
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symmetric pair (G′,K ′) called the reduced Hermitian symmetric pair for (G,K,L), cf.
Section 3. In particular, we associate to the triple (G,K,C[Yk]) a finite dimensional
representation E of the reduced pair (G′,K ′). For all Yk and all Hermitian symmetric
pairs, we prove that the numerator polynomial P(t) equals R times the (polynomial)
Hilbert series HE(t) for E, with R equaling the reciprocal of the constant term HE(0).
This correspondence between the Hilbert series of C[Yk] and the Hilbert polynomial for
the finite dimensional representation E of the reduced pair (G′,K ′) is called the Transfer
Theorem. This theorem was proved by Enright and Willenbring for the classical Hermitian
symmetric pairs by a case by case analysis. Here we prove the validity of the theorem for
all Hermitian symmetric pairs in a uniform way. We then give explicit formulas for the
Hilbert series of C[Yk] for all Hermitian symmetric pairs. For example, in the case when
(G,K) = (Sp(n,R),U(n)) the reduced pair associated to (G,K,C[Yk]) turns out to be
(SO∗(2n + 2 − 2k),U(n + 1 − k)) and the numerator polynomial P(t) is given by the
formula
P(t)=
∑
ν
dim
(
F (n−k+1)ν
)
t |ν|/2,
where the sum is over all partitions ν whose corresponding Young diagram has only
columns of even length and fits inside a rectangle of size (n− k + 1)× k. Here F (n−k+1)ν
denotes the irreducible representation of GLn−k+1 corresponding to ν and |ν| denotes the
size of ν. Similar formulas are determined for all other cases as well in Section 6.
1.4. Organization of the paper
In Section 2 we recall basic definitions and the generalized BGG resolution for finite
dimensional representations. In Section 3 we define the Wallach representations and
summarize what is known about resolutions of unitarizable highest weight representations
for the classical groups. We then extend these results to the setting of this article,
the Wallach representations for all Hermitian symmetric pairs. Next in Section 4 we
recall the Transfer Theorem from [10] and give a general proof valid for all Hermitian
symmetric pairs. Here we also present a simple criterion for the numerator polynomial to
be palindromic. Section 5 includes the branching theorems needed in Section 6, where we
give explicit formulas for the Hilbert series of the Wallach representations for all Hermitian
symmetric pairs. In Section 7 we interpret our results on the Wallach representations in the
context of determinantal varieties. In particular, we show that the BGG resolutions of the
Wallach representations yield minimal free resolutions of the coordinate rings C[Yk].
2. The generalized BGG resolution for finite dimensional representations
2.1. In this section we recall some basic definitions and constructions related to highest
weight modules for a Hermitian symmetric pair that will be used throughout the rest of
the paper. In particular, we recall the generalized BGG resolution of finite dimensional
representations by generalized Verma modules.
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Let h be a Cartan subalgebra of k and g and let ∆ be the root system of the pair
(g,h). For α ∈ ∆ let gα be the α-root subspace of g. Let ∆c = {α ∈ ∆ | gα ⊂ k} and
∆n = {α ∈ ∆ | gα ⊂ p}. The roots in ∆c are called the compact roots and the roots in
∆n are called the non-compact roots. Note that ∆c is canonically identified with the root
system of the pair (k,h). Let ∆+ be a system of positive roots for ∆ such that p+ is spanned
by the root spaces for the roots in ∆+n =∆n ∩∆+. The set ∆+c =∆c ∩∆+ is a system of
positive roots for ∆c. Let W be the Weyl group of the pair (g,h) and let Wc be the Weyl
group of the pair (k,h) which we may identify with the subgroup of W that is generated
by the reflections sα with α ∈ ∆c. Let ρ = 12
∑
α∈∆+ α and define Wc = {w ∈W | wρ is
∆+c -dominant}. Then W =Wc ·Wc and Wc ∩Wc = {e}. In particular, Wc is a set of coset
representatives for W/Wc . Let % denote the usual length function on W . Set
Wc,i = {w ∈Wc | %(w)= i}.
2.3. Generalized Verma modules
Let λ ∈ h∗ be ∆+c -dominant integral and let Fλ be the irreducible finite dimensional
k-module with highest weight λ. We may consider Fλ as a q= k⊕ p+-module by letting
p+ act by zero. We then define the generalized Verma module Nλ with highest weight λ as
Nλ =U(g)⊗U(q) Fλ.
Here U(g) and U(q) denote the universal enveloping algebras of g and q, respectively. Let
Lλ denote the unique irreducible quotient of Nλ. By the PBW theorem
Nλ  S(p−)⊗Fλ as a k-module.
Here, since p− is an abelian Lie subalgebra of g, we identified the universal enveloping
algebra U(p−) with the symmetric algebra S(p−).
2.4. The generalized BGG resolution
Let λ ∈ h∗ be ∆+-dominant integral and let Eλ be the irreducible finite dimensional
g-module with highest weight λ. Lepowsky [17], generalizing a construction of Bernstein,
Gelfand, and Gelfand [1], gave a resolution of Eλ in terms of generalized Verma modules.
Explicitly, he showed that Eλ has a resolution as a g-module of the form
0→Np → ·· ·→N1 →N0 →Eλ→ 0
with
Ni =
⊕
w∈Wc,i
Nw(λ+ρ)−ρ
and p = |∆+n |.
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3.1. Hermitian symmetric types
The literature on unitarizable highest weight representations frequently addresses only
parts of the set of all Hermitian symmetric pairs. It will be convenient to refer to the various
Hermitian symmetric pairs in several ways. In the classical cases we frequently use the Lie
groups and write (G,K) for the pair or merely the real Lie group G. Sometimes we use the
pair of complexified Lie algebras or the corresponding pair of root systems. For example
the case (Sp(n,R),U(n)) will also be denoted by (sp2n,gln) or (Cn,An−1). There are
seven cases of Hermitian symmetric pairs which we refer to as follows:
Type I: SU(p, q) Type II: Sp(n,R) Type III: SO∗(2n)
Type IV: SO(2,2n− 2) Type V: SO(2,2n− 1)
Type VI: (E6,D5) Type VII: (E7,E6).
We refer to Types I through V as the classical types and Types I through III as those
occurring in the dual pair setting.
3.2. The Wallach representations
Let ζ be the unique fundamental weight of (g,h) that is orthogonal to all the compact
roots. For the seven types, I–VII, define a constant c equal to 1, 12 , 2, n − 2, n − 32 , 3
or 4, respectively. Let r denote the split rank of G which in the seven types above is
min{p,q}, n, [ n2 ], 2, 2, 2, 3. For each integer k, 1  k  r − 1, define the kth Wallach
representation to be the unitarizable irreducible highest weight representation L−kcζ .
These representations are intimately linked to the varieties mentioned in the introduction
including the determinantal varieties. Our approach is to analyze the resolutions and
Hilbert series for these representations and then reinterpret the results in terms of these
varieties.
3.3. The reduced Hermitian symmetric pair
For any unitary highest weight representation for a classical type the generalized
BGG resolution is known [10]. The answer is given in terms of the reduced Hermitian
symmetric pair which we now define. In [4] a formula for the p+-cohomology of unitary
highest weight modules is given in the classical setting. In [10] these formulas are used
to give a generalized BGG resolution in the classical cases. Here we formulate these
results for arbitrary Hermitian symmetric pairs and extend the proof to all Wallach
representations.
Definition 1. Let λ ∈ h∗ and let Ψλ be the set of roots in ∆ that are orthogonal to λ+ ρ.
Following [4] we then define a root system ∆λ as follows. Let Wλ be the subgroup of W
that is generated by the reflections sβ with β satisfying the following conditions:
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(ii) β is orthogonal to Ψλ;
(iii) β is short if Ψλ contains a long root.
Let ∆λ be the subset of roots α ∈ ∆ with sα ∈ Wλ. Then ∆λ is an abstract root system
and Wλ is the associated Weyl group. Let ∆λ,c =∆c ∩∆λ, ∆+λ = ∆+ ∩∆λ and ∆+λ,c =
∆+c ∩∆λ. Let gλ and kλ be the complex Lie algebras with Cartan subalgebra h and root
systems ∆λ and ∆λ,c. So gλ = h⊕∑α∈∆λ gα and kλ = h⊕∑α∈∆λ,c gα . (We note that gλ
is not a Lie subalgebra of g in general.) The Lie algebras (gλ, kλ) are the complexified Lie
algebras of a Hermitian symmetric pair (Gλ,Kλ). We will call both (Gλ,Kλ) and (gλ, kλ)
the reduced Hermitian symmetric pair associated to λ.
3.4. Put ρλ = 12
∑
α∈∆+λ α and define W
c
λ = {w ∈ Wλ | wρλ is ∆+λ,c-dominant}. Note
that Wλ,c ⊆Wc but Wcλ Wc in general. Let %λ denote the length function on Wλ. Set
W
c,i
λ =
{
w ∈Wcλ | %λ(w)= i
}
.
Comparing with 2.2 we note that in general %λ does not equal the restriction of % to Wλ.
For any ξ ∈ h∗ with (ξ,α) ∈ R for all α ∈ ∆, let [ξ ]+ denote the unique element in the
Wc-orbit of ξ which is ∆+c -dominant. Set dλ = dim(p+λ ).
3.5. Cohomology of a unitary highest weight module
LetHi(p+,−) denote the ith Lie algebra cohomology of p+. For the five classical types
the following result is the main result in [4] (see also [8]). For the remaining exceptional
types the proof of the theorem will appear in [7]. In the following sections we will use the
result only for the Wallach representations. For completeness we include a proof for the
Wallach representations of the exceptional types below.
Theorem 2. Suppose that L= Lλ is unitarizable. Then, for 0 i  dλ,
Hi
(
p+,L
) ⊕
w∈Wc,iλ
F[w(λ+ρ)]+−ρ,
and Hi(p+,L)= 0 for i > dλ.
3.6. The BGG resolution of a unitary highest weight module
It is shown in [10] and (with more details) in [7] that the following corollary follows
from Theorem 2 by an argument of Lepowsky.
Corollary 3. Suppose that Lλ is unitarizable. Then Lλ has a resolution by generalized
Verma modules of the form
0→Ndλ →·· ·→N1 →N0 →L→ 0
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Ni =
⊕
w∈Wc,iλ
N[w(λ+ρ)]+−ρ.
3.7. Proof of Theorem 2 for the Wallach representation of (E6,D5)
There is only one Wallach representation L = Lλ for the Hermitian symmetric pair
(E6,D5). Its highest weight is λ=−3ζ . The point λ+ρ is semiregular integral and so we
may apply the results of [9]. From [9, Proposition 2.3], we obtain
Proposition 4. The Wallach representation L of (E6,D5) has a resolution by generalized
Verma modules of the form
0→Nη5 →·· ·→Nη1 →Nη0 → L→ 0.
Moreover, Hi(p+,L)= Fηi for 0 i  5 and Hi(p+,L)= 0 for i > 5.
Thus we need only show that the parameters ηi match up with those in Theorem 2.
We recall some notation from [5] on the classification of unitary highest weight
representations. For the Hermitian symmetric pair (E6,D5) the simple roots are
α1 = 12 (e1 − e2 − e3 − · · · − e7 + e8),
α2 = e1 + e2, and
αi = ei−1 − ei−2, 3 i  6.
Here α1 is the unique non-compact simple root. Thus the Dynkin diagram is as follows:
α1 α3 α4 α5 α6
◦ • • • •
•
α2
The compact positive roots are
∆+c = {±ei + ej | 1 i < j  5},
and the non-compact positive roots are
∆+n =
{
1
2
( 5∑
(−1)ν(i)ei − e6 − e7 + e8
) ∣∣∣∣∣
5∑
ν(i) is even
}
.i=1 i=1
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lach representation has highest weight λ=−3ζ . The point λ+ ρ is semiregular lying on
the root hyperplane for α0 with
α0 = 12 (−1,−1,1,−1,−1,−1,−1,1).
We now determine Wλ and ∆λ. A calculation shows that there are five non-compact
positive roots orthogonal to α0. They are:
β1 = 12 (1,1,−1,1,−1,−1,−1,1),
β2 = 12 (1,1,−1,−1,1,−1,−1,1),
β3 = 12 (1,−1,−1,1,1,−1,−1,1),
β4 = 12 (−1,1,−1,1,1,−1,−1,1),
β5 = 12 (1,1,1,1,1,−1,−1,1).
Evaluating (λ+ ρ,β∨i ), we obtain 8, 6, 5, 3, 2 for i = 5,4,3,2,1. By definition the group
Wλ is then the subgroup of the Weyl group W generated by the reflections sβi , 1 i  5.
Define δi , 1 i  5, by
δ1 = β1, δ2 = β2 − β1 =−e4 + e5, δ3 = β3 − β2 =−e2 + e4,
δ4 = β4 − β3 =−e1 + e2, δ5 = β5 − β4 = e1 + e3.
Note that the δi , 2  i  5, are compact positive roots. A calculation of inner products
shows that the roots δi , 1  i  5, are the simple roots of a root system for a Hermitian
pair of type (A5,A4) with Dynkin diagram as follows:
◦ • • • •
δ1 δ2 δ3 δ4 δ5
Lemma 5. The Weyl group Wλ is generated by the reflections sδi , 1  i  5, and hence
(∆λ,∆λ,c) is of type (A5,A4).
Proof. This is an easy consequence of the following well-known fact. If {α,β, γ } is any
enumeration of the positive roots of sl3 then in the Weyl group we have sα = sβsγ sβ =
sγ sβsγ . ✷
We have
ρλ = 1 (5δ1 + 8δ2 + 9δ3 + 8δ4 + 5δ5)= 1 (−1,3,5,7,11,−5,−5,5).2 4
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w1 = sδ1, w2 =w1sδ2 , w3 =w2sδ3, w4 =w3sδ4 , w5 =w4sδ5 .
Then wi ∈Wc,iλ , 1  i  5. Since (∆λ,∆λ,c) is of type (A5,A4), we have |Wcλ | = 6 and
hence Wcλ = {e,w1, . . . ,w5}. We now compute the Wcλ -orbit of λ+ ρ:
λ+ ρ = (0,1,2,3,4,−2,−2,2),
w1(λ+ ρ)= (−1,0,3,2,5,−1,−1,1),
w2(λ+ ρ)= 12 (−3,−1,7,5,9,−1,−1,1),
w3(λ+ ρ)= 12 (−5,1,9,3,7,1,1,−1),
w4(λ+ ρ)= (−2,0,5,1,3,1,1,−1),
w5(λ+ ρ)= (−3,−1,4,0,2,2,2,−2).
Since the first five coordinates of each of these elements are pairwise distinct, it follows
that the wi(λ+ ρ), and hence [wi(λ+ ρ)]+, are ∆c-regular. By [9, Proposition 2.3], the
full W -orbit of λ + ρ contains exactly six elements that are ∆+c -dominant and regular.
Thus there is a permutation σ such that ηi + ρ = [wσ(i)(λ + ρ)]+. A calculation shows
that (wi(λ+ ρ), ζ ) > (wi+1(λ+ ρ), ζ ) for 1  i  4. This implies that σ is the identity.
This completes the proof of the claim and in turn the proof of Theorem 2 for the (E6,D5)
case.
3.8. The first Wallach representation of (E7,E6)
We recall notation from [5]. Let αi , 1  i  6, be as in 3.8 and let α7 = e6 − e5. Then
αi , 1  i  7, are simple roots for the Hermitian symmetric pair (E7,E6) and α7 is the
only non-compact simple root. The Dynkin diagram is
α1 α3 α4 α5 α6 α7
• • • • • ◦
•
α2
The compact positive roots are all the positive roots of E6 and the non-compact positive
roots ∆+n are
{±ei + e6 | 1 i  5} ∪ {e8 − e7}
∪
{
1
2
( 5∑
(−1)ν(i)ei + e6 − e7 + e8
) ∣∣∣∣∣
5∑
ν(i) is odd
}
.i=1 i=1
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Wallach representation (of two) has highest weight λ = −4ζ . The point λ + ρ =
1
2 (0,2,4,6,8,2,−13,13) is semiregular and lies on the root hyperplane for root α0 with
α0 = e6 − e2. From [9] the category of k-finite highest weight modules with infinitesimal
character parameterized by the orbit of λ+ ρ has twelve simple modules and the formulas
for Ext are exactly as with the regular case for so(2, 10). The diagram [9, Diagram 3.7] is
• η0 + ρ
• η1 + ρ
• η2 + ρ
• η3 + ρ
• η4 + ρ
η5 + ρ • • η6 + ρ
• η7 + ρ
• η8 + ρ
• η9 + ρ
• η10 + ρ
• η11 + ρ
From [9, Propositions 3.8 and 3.9] we then obtain:
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Verma modules
0→Nη11 → ·· ·→Nη7 →Nη5 ⊕Nη6 →Nη4 → ·· ·→Nη0 → L→ 0.
Moreover, Hi(p+,L)= Fηi for 0 i  4, H 5(p+,L)= Fη5 ⊕Fη6 , Hi(p+,L)= Fηi+1 for
6 i  10 and Hi(p+,L)= 0 for i > 10.
As in the (E6,D5) case, to complete the proof we must show that the parameters ηi match
up with those in 3.6. A calculation shows that there are 10 positive non-compact roots
orthogonal to α0. They are:
β1 = e2 + e6,
β2 = 12 (1,1,−1,−1,−1,1,−1,1),
β3 = 12 (−1,1,1,−1,−1,1,−1,1),
β4 = 12 (−1,1,−1,1,−1,1,−1,1),
β5 = 12 (−1,1,−1,−1,1,1,−1,1),
β6 = 12 (1,1,1,1,−1,1,−1,1),
β7 = 12 (1,1,1,−1,1,1,−1,1),
β8 = 12 (1,1,−1,1,1,1,−1,1),
β9 = 12 (−1,1,1,1,1,1,−1,1),
β10 =−e7 + e8.
Evaluating (λ+ ρ,β∨i ) gives the values 2, 3, 5, 6, 7, 8, 9, 10, 12, 13. Thus the Weyl group
Wλ is generated by the reflections sβi , 1 i  10. Define
δ1 = β1 = e2 + e6,
δ2 = β2 − β1 = 12 (1,−1,−1,−1,−1,−1,−1,1),
δ3 = β3 − β2 =−e1 + e3, δ4 = β4 − β3 =−e3 + e4,
δ5 = β5 − β4 =−e4 + e5, δ6 = β6 − β4 = e1 + e3.
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of inner products shows that the δi , 1  i  6, are the simple roots of a root system for a
Hermitian pair of type (D6,D5) with Dynkin diagram as follows:
• δ6
◦ • • •
• δ5
δ1 δ2 δ3 δ4
Lemma 7. The subgroup Wλ of W is generated by the reflections sδi , 1 i  6, and hence
(∆λ,∆λ,c) is of type (D6,D5).
Proof. We have to show that the reflections sδi , 1 i  6, can be expressed as products of
the reflections sβi , 1 i  10, and vice versa. Let si denote the reflection sδi for 1 i  6
and let ti denote the reflection sβi for 1 i  10. Then s1 = t1, si = ti ti−1ti for 2 i  5
and s6 = t4t6t4. Similarly all the ti can be expressed as products of the sj . ✷
Define elements wi , 1 i  11, of Wλ by
w1 = s1, w2 =w1s2, w3 =w2s3, w4 =w3s4, w5 =w4s5, w6 =w4s6,
w7 =w6s5, w8 =w7s4, w9 =w8s3, w10 =w9s2, w11 =w10s1.
Then wi ∈Wc,iλ for 1 i  5 and wi ∈Wc,i−1λ for 6 i  11. Since (∆λ,∆λ,c) is of type
(D6,D5) it follows that |Wcλ | = 12 and hence Wcλ = {e,w1, . . . ,w11}. A calculation then
shows that the elements in the Wcλ -orbit of λ+ ρ are:
λ+ ρ = 1
2
(0,2,4,6,8,2,−13,13),
w1(λ+ ρ)= 12 (0,−2,4,6,8,−2,−13,13),
w2(λ+ ρ)= 12 (−1,−3,5,7,9,−3,−12,12),
w3(λ+ ρ)= 12 (1,−5,3,9,11,−5,−10,10),
w4(λ+ ρ)= 12 (2,−6,4,8,12,−6,−9,9),
w5(λ+ ρ)= 12 (3,−7,5,9,11,−7,−8,8),
w6(λ+ ρ)= 1 (0,−8,2,6,14,−8,−7,7),2
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w8(λ+ ρ)= 12 (0,−10,2,8,12,−10,−5,5),
w9(λ+ ρ)= 12 (−2,−12,4,6,10,−12,−3,3),
w10(λ+ ρ)= 12 (−1,−13,3,5,9,−13,−2,2),
w11(λ+ ρ)= 12 (−1,−13,3,5,9,−13,2,−2).
Evaluating the inner products (wi(λ + ρ),α∨j ), 1  j  6, shows that all elements
wi(λ + ρ) and hence the elements [wi(λ + ρ)]+ are ∆c-regular. Therefore, for some
permutation σ ,
ηi + ρ =
[
wσ(i)(λ+ ρ)
]+
.
Another computation shows that (wi(λ+ ρ), ζ ) > (wi+1(λ+ ρ), ζ ) for 1 i  10. Thus
σ is the identity permutation. This completes the proof of Corollary 3 for the first Wallach
representation of (E7,E6). ✷
3.9. The second Wallach representation of (E7,E6)
The second Wallach representation L has highest weight λ=−8ζ and
λ+ ρ = 1
2
(0,2,4,6,8,−6,−9,9).
There are two positive roots orthogonal to λ+ ρ:
α0 = e4 + e6 and α′0 =
1
2
(1,−1,1,−1,−1,1,−1,1).
A short calculation shows that the only non-compact positive root which is orthogonal to
both α0 and α′0 is
β1 = 12 (−1,1,−1,−1,1,1,−1,1).
From [9, Lemma 3.5], we conclude that the category of k-finite highest weight modules
with infinitesimal character parameterized by the Weyl group orbit of λ + ρ has two
simple modules. One is the second Wallach representation and the other is an irreducible
generalized Verma module. From [9, Proposition 3.5] we obtain
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Verma modules
0→Nη1 →Nη0 →L→ 0.
Moreover, Hi(p+,L)= Fηi for i = 0,1 and Hi(p+,L)= 0 for i > 1.
Proof. Here ∆+λ = {β1} and thus gλ is of type A1. Set ϕ1 + ρλ = sβ1(λ+ ρ) and
η1 + ρ =
[
sβ1(λ+ ρ)
]+ = [λ+ ρ − 3β1]+ = 12 (0,2,4,6,8,−10,−7,7).
The two elements λ + ρ and η1 + ρ are the only two elements in the Weyl group orbit
of λ+ ρ which are ∆+c -dominant and regular. So by [9, Lemma 3.5] the resolution of L
has two terms, Nλ and Nη1 . This completes the proof of Theorem 2 for all the Wallach
representations. ✷
4. Hilbert series and the Transfer Theorem
4.1. Hilbert series
Here we define the Hilbert series of a highest weight module. We begin with a natural
grading of a highest weight module. Fix a non-zero central element z ∈ k by requiring that
ad(z) have eigenvalues±1 and 0 and eigenspaces p± and k. LetM be a g-module generated
by a highest weight vector. Then z acts semisimply on M . Let M0 be the k-submodule of
M that is generated by any highest weight vector. Then define inductively Mi = p−Mi−1
for i  1. Define the Hilbert series of M to be the formal power series
HM(t)=
∑
i0
dim(Mi)ti .
Let S = S(p−). Then M is a finitely generated S-module. Since S is Noetherian it follows
that we can write HM(t) as a rational function of the form
HM(t)= P(t)
(1− t)d ,
where P(t) is a polynomial with integer coefficients such that P(1) = 0. The number P(1)
is equal to the Bernstein degree, Deg(M), of M . The number d is equal to the Gelfand–
Kirillov dimension, Dim(M), of M .
Example 9. Suppose M =Nλ. Then Mi  Si ⊗Fλ and so the Hilbert series is
HM(t)= 1
(1− t)d dim(Fλ),
where d equals the dimension of p+.
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since z is k-central we also have dw = (λ+ ρ)(z)−w(λ+ ρ)(z).
Proposition 10. Suppose that L= Lλ is a unitarizable. Then the Hilbert series of L is
HL(t)= 1
(1− t)p
∑
w∈Wcλ
(−1)%λ(w) dim(F[w(λ+ρ)]+−ρ)tdw ,
where p = dim(p+).
Proof. This is an immediate consequence of the resolution in 3.6. Note that the terms tdw
are a consequence of the shift of the grading between terms in the resolution. ✷
Remark 11. Note that the polynomial
Q(t)=
∑
w∈Wcλ
(−1)%λ(w) dim(F[w(λ+ρ)]+−ρ)tdw
may vanish at t = 1 and hence is not equal to the polynomial P(t) from 4.1 in general.
4.3. Recall from 3.3 that Ψλ = {α ∈∆ | (λ+ ρ,α∨)= 0}.
Definition 12. We say that λ is quasi-dominant if(
λ+ ρ,α∨)> 0 for all α ∈∆+ with α ⊥ Ψλ.
If λ is quasi-dominant then µ = λ + ρ − ρλ is ∆+λ -dominant. For the remainder of
this section assume that λ is quasi-dominant and let E = Eµ denote the finite dimension
irreducible gλ-module with highest weight µ = λ + ρ − ρλ. From the generalized BGG
resolution in Section 2, we have
0→Ngλ,pλ → ·· ·→Ngλ,1 →Ngλ,0 →E→ 0
with
Ngλ,i =
⊕
w∈Wc,iλ
Ngλ,w(µ+ρλ)−ρλ.
Since (w(µ+ ρλ))(z)= (w(λ+ ρ))(z) we obtain the following expression for the Hilbert
series of E
HE(t)= 1
(1− t)pλ
∑
w∈Wcλ
(−1)%λ(w) dim(Fkλ,w(µ+ρλ)−ρλ)tdw
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Let E = Eµ be the finite dimensional irreducible gλ-module with highest weight µ =
λ+ ρ − ρλ. Then
HL(t)=R · HE(t)
(1− t)d ,
where R = dim(Fk,λ)/dim(Fkλ,µ) and d = |∆+n | − |∆+n,λ|. In particular, Deg(L) = R ·
dim(E) and Dim(L)= d .
This theorem is proved in [10] for the dual pair setting of Hermitian symmetric pairs of
Types I, II and III. The argument given there relies on two facts. The first is the resolution
3.6 and the second is an invariance of ratios given by the following proposition.
Proposition 13. Suppose that λ is quasi-dominant. Let µ= λ+ ρ − ρλ. Then the ratio
dim
(
Fk,[w(λ+ρ)]+−ρ
)
/dim
(
Fkλ,w(µ+ρλ)−ρλ
)
is independent of w ∈Wcλ .
Here we give a general proof for all Hermitian symmetric pairs.
4.4. Set Ψλ = {γ ∈ ∆ | (λ+ ρ,γ ∨)= 0} and Ψ+λ = Ψλ ∩∆+. Recall that two roots α
and β are called strongly orthogonal if α ± β are both not roots.
Lemma 14. Ψ+λ is a set of strongly orthogonal non-compact roots.
Proof. Since λ+ ρ is ∆+c -regular and dominant, the elements of Ψ+λ are all non-compact
positive roots. Suppose α and β are two different elements in Ψ+λ which are not strongly
orthogonal. Then α−β is a compact root singular at λ+ρ contradicting the fact that λ+ρ
is ∆+c -regular. ✷
4.5. Set Γ = ∆c \∆λ,c and Γ + = Γ ∩∆+. Fix w ∈Wcλ and define sλ =
∏
sα where
the product is over all α ∈ Ψ+λ . Consider the subsets of Γ defined by
Γw = {γ ∈ Γ |wγ = γ }, Γ ′w = {γ ∈ Γ |wγ = γ and wγ ∈∆c},
Γ ′′w = {γ ∈ Γ |wγ = γ,wγ /∈∆c and sλwγ ∈∆c}.
Lemma 15. Suppose λ is quasi-dominant. Then Γ can be expressed as a disjoint union in
two ways
Γw ∪ Γ ′w ∪ Γ ′′w = Γ =wΓw ∪wΓ ′w ∪ sλwΓ ′′w.
Proof. We break the proof into several steps.
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Proof of Claim 1. Since wΓw = Γw the first assertion is clear. For the second suppose
γ ∈ Γ ′w and wγ /∈ Γ . Then wγ ∈ ∆λ,c and since w ∈ Wλ, γ is contained in ∆λ. This
contradicts γ ∈ Γ ′w . For the last assertion, we need some preliminary observations. Wλ
is generated by reflections sδ which among other conditions are orthogonal to all roots
in Ψλ. So if α ∈ Ψλ then sα as well as sλ both fix δ. Thus sα and sλ commute with sδ .
Thus sα commutes with the generators of Wλ and so it and hence sλ commute with Wλ. So
wsλ = sλw. The elements of ∆λ are the roots β with sβ ∈Wλ. Since sαsβsα = ssαβ , both
sα and sλ fix pointwise all elements of ∆λ. Suppose γ ∈ Γ ′′w and sλwγ /∈ Γ . By hypothesis
sλwγ ∈∆c and so sλwγ ∈∆λ,c. From the previous paragraph we conclude that
γ ∈w−1sλ∆λ,c =w−1∆λ,c ⊂∆λ.
This contradicts γ ∈ Γ and completes the proof of the claim.
Claim 2. The three sets Γw =wΓw , wΓ ′w and sλwΓ ′′w =wsλΓ ′′w are disjoint.
Proof of Claim 2. Left multiplication by w is a bijection on the Weyl group so we must
show Γw , Γ ′w and sλΓ ′′w are disjoint. Clearly the first two are. Suppose γ ∈ Γw ∩ sλΓ ′′w and
choose δ ∈ Γ ′′w with γ = sλδ. Then sλδ = γ =wγ = wsλδ = sλwδ which implies δ =wδ
contradicting δ ∈ Γ ′′w . Next suppose γ ∈ Γ ′w ∩ sλΓ ′′w and choose δ ∈ Γ ′′w with γ = sλδ. Let
Ψ+λ = {α1, . . . , αt }. Set a1(δ,α∨i ). Since w fixes each αi we have
γ = sλδ = δ−
∑
aiαi , wγ =wδ −
∑
aiαi . (∗)
We now use the bracket relations [k, k] ⊂ k, [k,p±] ⊂ p±, [p±,p±] ⊂ k to determine the
parity of a =∑ai . Since γ and δ are compact while all the αi are non-compact, (∗) implies
that a is even. However by hypothesis wγ is compact and wδ is non-compact which by
(∗) implies a is odd. This contradiction completes the proof of the claim.
Claim 3. Suppose λ is quasi-dominant, γ ∈ Γ , wγ = γ and wγ /∈ ∆c. Then sλwγ ∈ Γ
and so γ ∈ Γ ′′w .
Proof of Claim 3. If sλwγ ∈∆λ,c then since sλ fixes all elements of ∆λ, wγ ∈∆λ,c. This
contradicts the hypothesis wγ /∈∆c . Therefore it is sufficient to prove sλwγ ∈∆c. So we
now assume that both wγ and sλwγ are non-compact and obtain a contradiction.
Since γ is compact it is not in Ψλ and since this set is fixed by w, wγ /∈ Ψλ. Let E
denote the span of Ψλ and let p( ) denote the orthogonal projection of h∗ onto E. Now
sλ acts by minus the identity on E and the identity on the orthogonal complement. So
sλwγ =wγ − 2p(wγ ).
Assume γ is a short root. Since w ∈Wλ, wγ = γ +∑biβi where βi ∈∆λ and the bi
are integers. Since γ is compact (λ+ ρ,γ ∨) is an integer and so
(
wγ ∨, λ+ ρ)= (γ ∨, λ+ ρ)+∑bi(β∨i , λ+ ρ)‖βi‖22‖γ ‖
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integrality proved above with the hypothesis of quasi-dominance we conclude: wγ ∈∆λ.
In turn this implies γ ∈∆λ a contradiction. This proves p(wγ ) = 0.
Choose a positive integer s and δi ∈ Ψλ, 1 i  s, such that the constants ci = (wγ, δ∨i )
are positive integers. Then
sλwγ =wγ −
∑
1is
ciδi and sλγ = γ −
∑
1is
ciδi .
Then calculating the norm square of sλγ − γ we obtain
a‖γ ‖2 =
∑
1is
c2i ‖δi‖2,
where a = 1,2 or 3. The value a = 4 can be excluded as follows. The value a = 4 occurs
only if sλγ =−γ . However in this case γ lies in the span of Ψλ which implies that λ+ ρ
is singular at γ which is impossible since γ is compact. By our assumption that γ is short,
all ci equal 1. Since both wγ and sλwγ are non-compact as well as the δi , we find that
s = 2. We now have two subcases: a = 2 with γ, δ1 and δ2 all short, and the subcase a = 3
with γ and δ1 short and δ2 long.
Suppose we are in subcase a = 2. Let θ denote the angle between γ and wγ . Since
one is compact and the other non-compact, θ = π/3, π/2 or 2π/3. First suppose they are
orthogonal. Set σ = γ +wγ − δ1 − δ2. Here δ1 and δ2 are strongly orthogonal and γ and
wγ are orthogonal. By choice (γ, δ∨i )= 1, i = 1,2, and since w fixes δi , the same identity
holds with γ replaced with wγ . Direct calculation gives: ‖σ‖ = 0 and so σ = 0. This
proves −wγ = γ − δ1 − δ2 = sλγ . Therefore sλwγ =−γ is a compact root contradicting
the assumption that this root is non-compact.
Next suppose wγ and γ form a 2π/3 angle. Let η = wγ + γ . Then η has the same
length as γ . Recalling the orthogonal projection p( ) and the norm squared identity,
‖p(γ )‖2 = 12‖γ ‖2. But p(γ ) = p(wγ ) = 12δ1 + 12δ2. Therefore p(η) = δ1 + δ2 and thus
‖η‖2  ‖p(η)‖2 = 2‖γ ‖2 which contradicts the equality of lengths of η, γ and δi . So this
case yields a contradiction as well.
Now for the last case. Suppose wγ and γ form a π/3 angle. Let η = wγ − γ . Then
η is a non-compact root with norm equal to the norm of γ . So both are short. Also since
p(γ ) = p(wγ ), η is orthogonal to Ψλ. Let q(·) denote the orthogonal projection onto
the span of {η, δ1, δ2}. We have q(γ ) = − 12η + 12δ1 + 12δ2. Computing the norm of this
projection we find {γ,η, δ1, δ2} is linearly independent and generates a simple root system
of rank four of Hermitian symmetric type. Let (a,m) denote this Hermitian symmetric
pair. However if we look at the non-compact roots of irreducible Hermitian symmetric
pairs of rank four and compute the maximal cardinality N of any set of orthogonal short
non-compact roots we get, for the cases:
su(1,4), su(2,3), so∗(8), so(2,6), so(2,7), sp(4),
N equals: 1, 2, 2, 2, 1, 2. This contradicts N = 3 and completes the proof of the lemma for
a = 2.
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compact positive roots are: {ε1} ∪ {ε1 ± εj | 2 j  n}. Therefore Ψλ contains one root or
is empty. If Ψλ = {ε1} then ∆λ is empty and w = 1. If Ψλ = {ε1 + εj } then either ∆λ is
empty and w = 1 or ∆λ = {±(ε1− εj )}. If w is not the identity then sλw is the Weyl group
element which changes the signs of ε1 and εj and leaves the others fixed. So this element
preserves the set of compact roots. A similar argument yields the same conclusion when
Ψλ = {ε1 − εj }.
Finally suppose Ψλ is empty. If λ+ ρ is only half integral ∆λ is of type Dn and ∆λ,c is
of type Dn−1. So Γ is made up of only short roots, which contradicts our hypothesis on γ .
Otherwise λ+ ρ is integral and so ∆λ =∆ and Γ is empty. This completes the proof of
the claim and the lemma. ✷
Proof of Proposition 13. By the Weyl character formula, the ratio in Proposition 13 equals
a constant times the product
G=
∏
γ∈Γ
(
γ,w(λ+ ρ)).
Then applying Lemma 15,
G=
∏
γ∈Γ
(
w−1γ,λ+ ρ)= ∏
δ∈Γw∪Γ ′w∪sλΓ ′′w
(δ, λ+ ρ)
=
∏
δ∈Γw∪Γ ′w∪Γ ′′w
(δ, λ+ ρ)=
∏
δ∈Γ
(δ,λ+ ρ).
The next to last identity follows since sλ fixes λ+ ρ. This proves the ratio is independent
of w and completes the proof of Proposition 13. ✷
4.6. Palindromic property
Let wλ denote the element of maximal length in Wλ. Then as a [gλ,gλ]-moduleE =Eµ
is self-dual precisely when wλ(λ+ ρ)+ (λ + ρ) restricts to zero on [gλ,gλ] ∩ h. In this
case the grading on E and the dual of the grading on E∗ will agree. This gives
Proposition 16. Suppose that L = Lλ is unitarizable and wλ(λ+ ρ)+ (λ + ρ) restricts
to zero on [gλ,gλ] ∩ h. Then the Hilbert series of L has a palindromic polynomial as its
numerator.
5. Some new branching formulas
5.1. In this section we prove branching formulas that are necessary when applying the
Transfer Theorem to the Wallach representations of the classical Hermitian symmetric
pairs in the dual pair setting. We begin by recalling some results of Schmid on the
decomposition of S = S(p−) as a k-module.
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Let {γ1, . . . , γr } be Harish-Chandra’s strongly orthogonal roots for p+, i.e., γ1 is the
largest root in ∆+n , and for i > 1, γi is the largest root in ∆+n orthogonal to γ1, . . . , γi−1.
Schmid [19] proved that S has a multiplicity-free decomposition as a k-module given by
S 
⊕
a1···αr
F ∗a1γ1+···+arγr .
The highest vectors of the representations appearing in this decomposition can be
expressed as follows. Let n+c =
∑
α∈∆+c kα . Then the ring of covariants S
n+c is a polynomial
ring. More precisely, there exist algebraically independent elements u1, . . . , ur ∈ Sn+c such
that
Sn
+
c =C[u1, . . . , ur ]
and each monomial ui11 · · ·uirr is a highest weight vector of the dual of an irreducible
k-module with highest weight (i1 + · · · + ir )γ1 + (i2 + · · · + ir )γ2 + · · · + irγr .
5.3. Let ζ be the fundamental weight that is orthogonal to ∆c. Then Fζ is one-
dimensional. For k ∈ N, let E˜kζ denote the k-module Ekζ ⊗ F−kζ . In [6] we prove the
following result.
Theorem 17. As a k-module,
E˜kζ 
⊕
ka1···ar
F ∗a1γ1+···+ar γr .
5.4. We next prove a branching formula for a two parameter family of representations
of the pair (g, k)= (so2m,glm). Let ωm−1 and ωm be the highest weights of the two spin
representations of g. We will show that if λ= aωm−1+bωm then the irreducible g-module
Eλ is multiplicity free as a k-module and we will give an explicit decomposition in terms
of partitions.
5.5. We use the usual notation for roots and weights with the standard orthonormal basis
{e1, . . . , em} of h. The positive compact and non-compact roots are then as follows:
∆+c = {ei − ej | 1 i < j m} and ∆+n = {ei + ej | 1 i < j m}.
The fundamental weights for g are ωk = ∑ki=1 ei for 1  k  m − 2, ωm−1 =
( 12 , . . . ,
1
2 ,− 12 ) and ωm = ( 12 , . . . , 12 ). The sum of all fundamental weights is equal to
ρ = (m− 1,m− 2, . . . ,1,0). The fundamental weight ζ that is orthogonal to all compact
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γ1 = e1 + e2, γ2 = e3 + e4, . . . , γl = e2l−1 + e2l , where l = [m/2]. Therefore we have
S 
⊕
ν
F ∗ν ,
where ν runs over all partitions of length  m whose diagrams have columns that are
all even. Here we use the usual conventions for partitions and their diagrams: If ν =
(a1, a2, . . .) is a partition we say that ν has length k if ak = 0 and ai = 0 for all i > k. If ν
has length k then we often drop the tail of zeros and write ν = (a1, . . . , ak). The diagram
of ν is the set of points (j,−i) ∈N2 such that 1 j  ai . For example, if ν = (6,5,3,2)
then the diagram of ν is
• • • • • •
• • • • •
• • •
• •
and we would say that this diagram has six columns of which four are even and two are
odd.
Lemma 18. Let λ = aωm−1 + bωm. Then the k-module E˜λ = Eλ ⊗ F−(a+b)ζ has an
equivariant free resolution as an S-module of the form
· · ·→ S ⊗ F ∗(a+b+2,b+1,1)→ S ⊗F ∗(a+b+1,b+1)→ S ⊗ F ∗(a)→ E˜λ→ 0.
Proof. There exists a unique w′ ∈ Wc with %(w′) = 1 and a unique w′′ ∈ Wc with
%(w′′)= 2. Explicitly, the action of w′ and w′′ in coordinates is given by
w′(. . . , x, y, z)= (. . . , x,−z,−y) and w′′(. . . , x, y, z)= (. . . , y,−z,−x).
For λ an integral dominant weight define λ′ = w′(λ+ ρ) − ρ and λ′′ = w′′(λ + ρ)− ρ.
Then the generalized BGG resolution of the Eλ gives
· · ·→ S ⊗Fλ′′ → S ⊗Fλ′ → S ⊗Fλ →Eλ→ 0.
Now suppose that
λ= aωm−1 + bωm =
(
a + b
2
, . . . ,
a + b
2
,−a − b
2
)
.
A direct computation shows that
λ− (a + b)ζ = (0, . . . ,0,−a), λ′ − (a + b)ζ = (0, . . . ,0,−b− 1,−a − b− 1)
and
λ′′ − (a + b)ζ = (0, . . . ,0,−1,−b− 1,−a − b− 2).
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F˜λ = F ∗(a), F˜λ′ = F ∗(a+b+1,b+1), and F˜λ′′ = F ∗(a+b+2,b+1,1). ✷
5.6. The Littlewood–Richardson rule
Let ν, ν′, and ν′′ be three partitions of length  m. The Littlewood–Richardson rule
says that the multiplicity of Fν in the tensor product Fν ′ ⊗ Fν ′′ is equal to the number of
ways the diagram of ν′ can be expanded to the diagram of ν by a strict ν′′-expansion. We
recall briefly, what we mean by a strict ν′′-expansion. If ν and ν′ are partitions we denote
by ν/ν′ the skew diagram that is equal to the difference of the diagram of ν and the diagram
of ν′. For example, if ν = (6,5,2) and ν′ = (4,3,1) then
ν/ν′ =
· · · · • •
· · · • •
· •
Suppose ν′′ = (a1, a2, . . . , ak) with ak = 0. We then say that the diagram of ν can be
obtained from the diagram of ν′ by a strict ν′′-expansion if |ν/ν′| = |ν′′| and if we can
label the nodes of ν/ν′ with a1 1’s, a2 2’s, . . . , ak k’s, such that the following conditions
are satisfied: (i) the labels in each row of ν/ν′ are nondecreasing, (ii) the labels in each
column of ν/ν′ are strictly increasing, and (iii) if we read the labels from top right to
bottom left at every stage, the number p must have occurred at least as many times as the
number p+ 1 for p = 1, . . . , k − 1.
Example 19. Let ν = (6,5,2), ν′ = (4,3,1), and ν′′ = (3,2). Then there are two different
ways that the diagram of ν′′ can be expanded to the diagram of ν by a strict ν′′-expansion.
They are:
· · · · 1 1 · · · · 1 1
· · · 1 2 · · · 2 2
· 2 · 1
An example for a labeling of ν/ν′ that satisfies properties (i) and (ii) but not property (iii)
would be
· · · · 1 2
· · · 1 2
· 1
5.7. The Pieri rule
A simple special case of the Littlewood–Richardson rule is known as the Pieri rule.
Suppose that the diagram of ν′′ has only one row, i.e., ν′′ = (a1). In this case, the conditions
(i) and (iii) are vacuously true and condition (ii) holds iff all columns of ν/ν′ have height
equal to 1. Thus in this case ν can be obtained from ν′ by a ν′′-expansion in and only if all
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zero or one in this case, i.e., tensor products of the form Fν ′ ⊗ F(a) are multiplicity free.
For example, we have
F(2,2,1,1)⊗ F(3)  F(5,2,1,1)⊕F(4,2,2,1)⊕ F(4,2,1,1,1)⊕F(3,2,2,1,1).
Here the corresponding strict (3)-expansions are given as follows:
· · 1 1 1 · · 1 1 · · 1 1 · · 1
· · · · · · · ·
· · 1 · · 1
· · · ·
1 1
Lemma 20. As a k-module, S ⊗F ∗(a) has a multiplicity-free decomposition given by
S ⊗ F ∗(a) 
⊕
ν
F ∗ν ,
where ν runs over all partitions of lengthm whose diagram have exactly a odd columns.
Proof. Use Pieri’s rule. ✷
Lemma 21. Let ν be a partition whose diagram has exactly a + b + 1 columns of
which a are odd and b + 1 are even. Then the diagram of ν can be obtained by a strict
(a + b+ 1, b+ 1)-expansion from a diagram of a partition that has only even columns.
Proof. Let ν be a partition whose diagram has a + b+ 1 columns of which a are odd and
b+ 1 are even. Define ν′ as the partition whose diagram is obtained from the diagram of ν
by reducing every even column by two and every odd column by one. Then every column
of the diagram of ν′ is even and the diagram of the skew-partition ν/ν′ has b+ 1 columns
of height two and a columns of height one. For example, consider the case when a = 4 and
b= 4. If ν = (9,8,6,4,4,4,3,2) then ν′ = (6,6,4,4,3,3) and
ν/ν′ =
· · · · · · • • •
· · · · · · • •
· · · · • •
· · · ·
· · · •
· · · •
• • •
• •
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(a + b+ 1, b+ 1)-expansion by filling the diagram of ν/ν′ as follows:
· · · · · · 1 1 1
· · · · · · 2 2
· · · · 1 1
· · · ·
· · · 1
· · · 2
1 1 1
2 2
Theorem 22. Let λ = aωm−1 + bωm. Then the glm-module E˜λ = Eλ ⊗ F−(a+b)ζ has a
multiplicity free decomposition of the form
E˜λ 
⊕
ν
F ∗ν .
where ν runs through all partitions of length m whose diagram has  a + b columns of
which exactly a are odd.
Proof. We consider the exact sequence
S ⊗F ∗(a+b+2,b+1,1)
ϕ2−→ S ⊗ F ∗(a+b+1,b+1)
ϕ1−→ S ⊗F ∗(a)
ϕ0−→ E˜λ→ 0.
Let N = S ⊗ F ∗(a). For i  a let Ni be the sum of all irreducible k-submodules of N that
are isomorphic to a module F ∗ν for some partition ν of length  m whose diagram has
i columns of which exactly a are odd. By Lemma 20, we have N =∑∞i=a Ni and the
theorem follows if we show that
ker(ϕ0)=
∞∑
i=a+b+1
Ni.
First we show that
ker(ϕ0)⊆
∞∑
i=a+b+1
Ni.
Let ν be a partition of length  m whose diagram has  a + b columns. Then F ∗ν does
not occur in S ⊗ F ∗(a+b+1,b+1) and hence does not occur in ker(ϕ0) = im(ϕ1). Thus
ker(ϕ0)⊆∑∞i=a+b+1Ni .
Next we show that Na+b+1 ⊆ ker(ϕ0). Let ν be a partition of length  m that has
a + b + 1 columns of which exactly a are odd. By Lemma 21, F ∗ν does occur in S ⊗
F ∗ . By the Littlewood–Richardson rule, F ∗ν does not occur in S⊗F ∗(a+b+1,b+1) (a+b+2,b+1,1)
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ker(ϕ0)= im(ϕ1). Thus Na+b+1 ⊆ ker(ϕ0). It follows that
∞∑
i=a+b+1
Ni ⊆ ker(ϕ0),
if we show that the S-module generated by Na+b+1 is equal to
∑∞
i=a+b+1Ni . Note that as
an S-module, and hence as a p−-module,N is generated by Na . For i  a we now consider
the multiplication map
p− ⊗Ni →N.
As a k-module, p−  F ∗
(1,1). Thus it follows by the Littlewood–Richardson rule that if ν
is a partition whose diagram has less than i columns or more than i + 1 columns then F ∗ν
does not occur in p−⊗Ni and hence p−Ni ⊂Ni +Ni+1. We now will prove the following
Claim. For k  a,
∑∞
i=k Ni is generated by Nk as a p−-module.
Proof of the claim. We proceed by induction on k. The claim is trivially true for k = a.
So suppose that k > a and assume that the p−-module
∑∞
i=k Ni is generated by Nk . We
have to show that the p−-module
∑∞
i=k+1 Ni is generated by Nk+1. Consider the linear
projection
π :
∞∑
i=k
Ni →
∞∑
i=k+1
Ni.
By our induction hypothesis, every element of
∑∞
i=k Ni can be written as a sum of elements
of the form x1 · · ·xtu, where x1, . . . , xt ∈ p− and u ∈ Nk . By the linearity of π and
the surjectivity of π , the claim follows if we can show that every element of the form
π(x1 · · ·xtu) for x1, . . . , xt ∈ p− and u ∈ Nk is contained in the p−-module generated by
Nk+1. We proceed by induction on t . If t = 0 then π(u)= 0 and there is nothing to prove.
Now let t > 0 and assume that π(x1 · · ·xt−1v) is contained in the p−-module generated by
Nk+1 for every v ∈Nk . Since p−Nk ⊂Nk +Nk+1 it follows that
x1 · · ·xtu= x1 · · ·xt−1(xtu)= x1 · · ·xt−1(u0 + u1)
for some u0 ∈Nk and some u1 ∈Nk+1. By the linearity of π we have
π(x1 · · ·xtu)= π(x1 · · ·xt−1u0)+ π(x1 · · ·xt−1u1).
The first summand π(x1 · · ·xt−1u0) is contained in the p−-module generated by Nk+1
by our induction hypothesis. Since x1 · · ·xt−1u1 is contained in the p−-module gen-
erated by Nk+1 (in particular x1 · · ·xt−1u1 is contained in ∑∞i=k+1 Ni ) it follows that
π(x1 · · ·xt−1u1) = x1 · · ·xt−1u1 and hence the second summand π(x1 · · ·xt−1u1) is also
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p−-module generated by Nk+1. This proves the claim and setting k = a+ b+ 1 completes
the proof of the theorem. ✷
6. Hilbert series of the Wallach representations
Here we combine the Transfer Theorem with the branching theorems from the previous
section to give the Hilbert series of all the Wallach representations. To give the results in
the most explicit form we proceed through each of the seven types. Similar calculations
have been done in [10, Section 6] for representations with the minimal Gelfand–Kirillov
dimension.
6.1. The Wallach representations of su(p, q)
Assume n = p + q with p  q . Let L = Lλ be a Wallach representation. Then
λ= (− k2 , . . . ,− k2 ; k2 , . . . , k2 ) with 1 k  p− 1. Here (gλ, kλ) is of type su(p− k, q − k)
and the finite dimensional gλ-module E = Eµ has highest weight µ equal to k times the
fundamental weight of su(p − k, q − k) orthogonal to the compact roots plus a central
character. Applying the branching formula 5.3 we conclude.
Theorem 23. Suppose L is the kth Wallach representation of su(p, q) and set d =
k(p+ q − k). Then the Hilbert series of L is
HL(t)= 1
(1− t)d
∑
ν
(
dimF (p−k)ν
)(
dimF (q−k)ν
)
t |ν|
with the sum over all partitions ν whose Young diagrams fit inside a rectangle of size
min{p− k, q − k} × k.
6.2. The Wallach representations of sp(n,R)
The highest weights of the Wallach representations L= Lλ are the λ = (− k2 ,− k2 , . . . ,
− k2 ) with 1  k  n − 1. So λ + ρ = (n − k2 , . . . ,1 − k2 ). Here (gλ, kλ) is of type
(Dn+1−k,An−k) and the finite dimensional gλ-module E = Eµ given by Theorem 4.5
has highest weight µ equal to k times the spin representation of Dn+1−k with highest
weight fixed by the subalgebra of type An−k plus a central character. So we may apply the
branching formula 5.3 to E.
Theorem 24. Suppose L is the kth Wallach representation of sp(n) and set d = k2 (2n+
1− k). Then the Hilbert series of L is
HL(t)= 1
(1− t)d
∑(
dimF (n−k+1)ν
)
t |ν|/2ν
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and fits inside a rectangle of size (n− k + 1)× k.
6.3. The Wallach representations of so∗(2n)
The highest weights of the Wallach representations L = Lλ are of the form λ =
(−k,−k, . . . ,−k) with 1  k  [ n2 ] − 1. So λ+ ρ = (n − 1 − k, . . . ,−k). Here (gλ, kλ)
is of type (Dn−2k,An−2k−1) and the finite dimensional gλ-module E = Eµ has highest
weight µ equal to k times the sum of the last two fundamental weights of Dn−2k plus a
central character. Applying the branching formula from Theorem 22 we conclude.
Theorem 25. Suppose L is the kth Wallach representation of so∗(2n) and set d =
k(2n− 1− 2k). Then the Hilbert series of L is
HL(t)= 1
(1− t)d
(
n− k − 1
k
)−1∑
ν
(
dimF (n−2k)ν
)
t(|ν|−k)/2
with the sum over all partitions ν whose Young diagram has exactly k columns of odd
length and fits inside a rectangle of size (n− 2k)× 2k.
6.4. The Wallach representation of so(2,2n− 2)
There is only one Wallach representation L = Lλ with λ = (−n − 2,0,0, . . . ,0). So
λ + ρ = (1, n− 2, . . . ,1,0). Then (gλ, kλ) is of type sl(2,R) and the finite dimensional
gλ-module E =Eµ has highest weight µ equal to the fundamental weight of sl(2,R) plus
a central character. Applying the Transfer Theorem we obtain the following
Theorem 26. Suppose L is the Wallach representation of so(2,2n− 2). Then the Hilbert
series of L is
HL(t)= 1
(1− t)2n−3 (1+ t).
6.5. The Wallach representation of so(2,2n− 1)
Here there is only one Wallach representations L= Lλ with λ= (−n− 32 ,0,0, . . . ,0).
So λ+ρ = (1, n− 32 , . . . , 12 ). Then (gλ, kλ) is of type sl(2,R) with root equaling the unique
short non-compact root. The finite dimensional gλ-module E = Eµ has highest weight µ
equal to the fundamental weight of sl(2,R) plus a central character. Applying Transfer
Theorem we obtain the following
Theorem 27. Suppose L is the Wallach representation of so(2,2n− 1). Then the Hilbert
series of L is
HL(t)= 1
(1− t)2n−2 (1+ t).
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Here there is only one Wallach representation L. In Section 3.7 we described the
generalized BGG resolution for L. We continue with the notation introduced there. So
λ = −3ζ and the reduced Hermitian pair (gλ, kλ) is of type (A5,A4). The simple roots
for the positive system ∆λ are {δ1, . . . , δ5}. Evaluating these roots at λ + ρ determines
the finite dimensional gλ-module E =Eµ. The highest weight µ is equal to the sum of the
first, third and fifth fundamental weights of A5 plus a central character. Ignoring the central
character we write: µ= [1,0,1,0,1]. To compute the numerator of the Hilbert series we
need to decompose E as a (graded) representation of A4. Using LiE we find the following
decomposition, where d designates the level of the grading:
d = 0 :F[0,1,0,1],
d = 1 :F[0,0,1,1] +F[0,1,0,0] + F[1,1,0,1],
d = 2 :F[1,1,0,0] +F[0,0,1,0] + F[1,0,1,1],
d = 3 :F[1,0,1,0].
Computing dimensions of these representations yields the Hilbert series
HE(t)= 45+ 225t + 225t2 + 45t3.
By the Transfer Theorem we then find the following Hilbert series for the first Wallach
representation of E6.
Theorem 28. Suppose L is the Wallach representation of (E6,D5). Then the Hilbert series
of L is
HL(t)= 145 ·
HE(t)
(1− t)11 =
1+ 5t + 5t2 + t3
(1− t)11 .
In particular, Dim(L)= 11 and Deg(L)= 12.
6.7. The first Wallach representation of (E7,E6)
Here there are two Wallach representations. In Sections 3.8 and 3.9 we described their
generalized BGG resolutions. We continue with the notation introduced there. So λ=−4ζ
or λ=−8ζ . Begin with the first Wallach representation λ=−4ζ . Then (gλ, kλ) is of type
(D6,D5). The simple roots for the positive system ∆λ are given by the diagram in 3.8.
Evaluating these roots at λ+ ρ determines the finite dimensional gλ-module E =Eµ. The
highest weight µ is equal to the sum of the first, third and sixth fundamental weights of
D6 plus a central character. Ignoring the central character we write: µ= [1,0,1,0,0,1].
To compute the numerator of the Hilbert series we need to decompose E as a (graded)
representation of D5. Using LiE we find the following decomposition, where d indicates
the level of the grading:
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d = 1 :F[0,0,1,1,0] + F[0,1,0,0,1] + F[1,0,0,1,0] + F[1,1,0,1,0],
d = 2 :F[0,0,1,0,1] + 2F[0,1,0,1,0] +F[1,0,0,0,1] +F[1,0,1,1,0] +F[1,1,0,0,1] + F[2,0,0,1,0],
d = 3 :F[0,0,1,1,0] + 2F[0,1,0,0,1] +F[1,0,0,1,0] +F[1,0,1,0,1] +F[1,1,0,1,0] + F[2,0,0,0,1],
d = 4 :F[0,0,1,0,1] + F[0,1,0,1,0] + F[1,0,0,0,1] + F[1,1,0,0,1],
d = 5 :F[0,1,0,0,1].
Using LiE again to compute dimensions yields the Hilbert series
HE(t)= 560+ 5600t + 15680t2 + 15680t3 + 5600t4 + 560t5.
By the Transfer Theorem we have
Theorem 29. Suppose L is the first Wallach representation of (E7,E6). Then the Hilbert
series of L is
HL(t)= 1560 ·
HE(t)
(1− t)17 =
1+ 10t + 28t2 + 28t3 + 10t4 + t5
(1− t)17 .
In particular Dim(L)= 17 and Deg(L)= 78.
6.8. The second Wallach representation of (E7,E6)
Here λ=−8ζ . Then from Section 3, (gλ, kλ) is of type sl(2,R). The simple root for the
positive system ∆λ is γ1. Evaluating this root at λ+ ρ determines the finite dimensional
gλ-module E = Eµ to be three dimensional. The highest weight µ is equal to twice the
fundamental weight of sl(2,R) plus a central character.
Theorem 30. SupposeL is the second Wallach representation of (E7,E6). Then the Hilbert
series of L is
HL(t)= HE(t)
(1− t)26 =
1+ t + t2
(1− t)26 .
In particular Dim(L)= 26 and Deg(L)= 3.
6.9. Alternate calculation
The three Wallach representations for the exceptional groups can be determined in
another way. Directly from the generalized BGG resolution we can obtain a rational
expression with numerator given by an alternating sum (with degree shifts) of Hilbert series
of generalized Verma modules. We then factor out powers of 1 − t from the numerator.
Of course in all cases we obtain the same results. This method although somewhat more
cumbersome is available without the hypothesis of quasi-dominance.
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7.1. We now interpret the results of the previous sections in the context of determinantal
varieties. As in the introduction let Yk,0 k  r , denote the closures of the KC-orbits in
p+ such that Y0 ⊂ Y1 ⊂ · · · ⊂ Yr . Let I (Yk) denote the ideal of Yk in C[p+] = S(p−),
I (Yk)=
{
f ∈ S(p−) | f (y)= 0 ∀y ∈ Yk}.
It is well known that I (Yk) is the annihilator of the kth Wallach representation L= L−kcζ
when looked upon as a S(p−)-module [14] (see also [2]). Thus Yk is the associated variety
of L in the sense of Vogan [20]. Moreover, the coordinate ring C[Yk] admits the structure
of a (g,K)-module isomorphic with L such that as a KC-module,
C[Yk] ⊗F−kcζ  L.
Note that F−kcζ is one-dimensional. The results proved about the Wallach representations
can be translated into results about the varieties Yk .
7.2. Resolutions
Put S = S(p−)=C[p+].
The following result gives the minimal graded free resolution (as defined in [3, Chap-
ter 20]) of the coordinate ring C[Yk], viewed as a graded S-module.
Theorem 31. Let λ = −kcζ . Then the coordinate ring C[Yk] has a minimal, KC-
equivariant, graded free resolution of the form
0→ S ⊗Fp →·· ·→ S ⊗ F1 → S→C[Yk]→ 0
with
Fi =
⊕
w∈Wc,iλ
F[w(λ+ρ)]+−ρ ⊗ F−λ.
The length p of the resolution is equal to dim(p+λ ).
Proof. The resolution of C[Yk] is obtained by tensoring the BGG resolution of L = Lλ
given in 3.6 with the one-dimensional KC-representation F−λ. It remains to show that
the resolution is minimal. Let H∗(p−,L) denote the Lie algebra homology of the Lie
algebra p− with coefficients in L. Then H∗(p−,L) Tor∗S(C,L) and so can be computed
by any projective S-module resolution of L. By Corollary 3, taking the generalized BGG
resolution of L and applying C⊗S− gives the formula
Hi
(
p−,L
) ∑
w∈Wc,i
F[w(λ+ρ)]+−ρ .
λ
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p′ → · · · → S ⊗ F ′1 → S → L→ 0 is any free S-module
resolution of L. Then dim(F ′i ) dim(Hi(p−,L)). This shows that the resolution given in
the theorem is minimal. ✷
7.3. Hilbert series
The results of Section 6 immediately give the following
Theorem 32. Let λ = −kcζ and let E = Eµ be the finite dimensional gλ-module with
highest weight µ= λ+ ρ − ρλ. Then
HC[Yk](t)=R ·
HE(t)
(1− t)d ,
where d = dim(Yk) and R = 1/HE(0). For each Hermitian symmetric type, explicit
formulas for the Hilbert series of C[Yk] are given in 6.1–6.8.
7.4. Gorenstein property
Since the coordinate ringsC[Yk] are Cohen–Macaulay domains, it follows by a criterion
of Stanley that C[Yk] is Gorenstein if and only if the numerator polynomial of the Hilbert
series is palindromic.
Corollary 33. For G= Sp(n,R) the variety Yk is Gorenstein iff n− k is odd. For all other
Hermitian symmetric pairs, all the varieties Yk are Gorenstein.
Proof. This is an immediate consequence of the formulas in 6.1–6.8. ✷
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