For a computable field F , the splitting set SF of F is the set of polynomials in F [X] which factor over F , and the root set RF of F is the set of polynomials in F [X] which have a root in F .
Introduction
Given a polynomial p(X) with coefficients in a field F , the questions that are typically asked about p(X) are:
• Does p(X) factor in F [X]?
• Does p(X) have a root in F ? It is not always clear which of these two questions is easier to answer. We will address this issue in the case where F is a computable field. Definition 1.1 A computable field F consists of two computable functions f and g from ω × ω into ω, such that ω forms a field under these functions, with f as the addition and g as the multiplication. Sometimes we refer to F as a computable presentation of the isomorphism type of F .
Definition 1.2
The splitting set S F for a field F is the set of polynomials in F [X] which factor, i.e. split, into two nonconstant factors in F [X]. The root set R F of F is the set of polynomials in F [X] which have a root in F .
Both of these sets are computably enumerable; they are defined by existential formulas.
Turing reducibility is the most common reducibility used by computability theorists to compare the relative complexity of two sets of natural numbers. Finer reducibilities, such as m-reducibility and 1-reducibility, can further separate the relative complexities of sets that sit inside the same Turing degree. For a computable field F , the set S F and the set R F are actually always Turing-equivalent, which surprises most mathematicians; however, S F ≤ 1 R F while there are computable fields F for which R F 1 S F .
Another, less-common type of reducibility is the bounded Turing reducibility. Bounded Turing reducibility is sometimes called weak truth-table reducibility because it is a weakening of another reducibility known as the truth-table reducibility, but "bounded Turing reducibility" is a much more descriptive name. In many papers, including [10] , A ≤ wtt B is used in place of A ≤ bT B.
Bounded Turing (bT) reducibility is finer than Turing reducibility, but still coarser than 1-reducibility. The purpose of this paper is to find out what happens between S F and R F under this intermediate reducibility -are they equivalent, as under Turing reducibility, or is one slightly harder to compute than the other, as under 1-reducibility?
Since S F ≤ 1 R F for any computable algebraic field F , it follows that S F ≤ bT R F . But it turns out that we can construct a computable algebraic field F in which R F bT S F . The interesting thing about this is that the lack of bT-reduction from R F to S F is equivalent to a purely Galois-theoretic statement about the splitting set and the root set of a field! Consider the following fact that will be stated and proved later in Lemma 2.11:
Let L be a Galois extension of Q. For any fields F 0 and F 1 , with Q F 0 , F 1 L, (∀q(X) ∈ Q[X]) [q has a root in F 0 ⇐⇒ q has a root in Also consider the statement , which is almost the same as above, but with the words "factors over" replacing the words "has a root in." The reason there cannot be any bT-reduction from R F to S F is that the statement in Lemma 2.11 is true, while is false. In fact, if were to be true also, then there we would always have a bT-reduction from R F to S F . This idea will be explored further in Section 4.
A standard reference for algebraic background is [11] ; the canonical reference for computability theoretic background is [8] , which is soon to be subsumed into the very extensive [9] .
Algebraic Background
We will need the following lemmas in our construction, so we state them here for reference: Definition 2.1 The elementary symmetric polynomials in X 1 , . . . , X m over a field F are the polynomials
The symmetric polynomials are the elements of F [s 1 , . . . , s m ] -they are exactly the polynomials in F [X 1 , . . . , X m ] that are invariant under permutations of the variables.
A subfield generated by the elementary symmetric polynomials in some proper nonempty subset of the set of roots of a polynomial q(X) ∈ Q[X] is called a symmetric subfield in the lattice of subfields of the splitting field of q over Q. We refer the reader to [5] for additional details about these subfields, including the proof of the following lemma.
Lemma 2.2 Let p(X) ∈ F [X] be a polynomial over a field F and let E ⊇ F be a field extension. Let E be the algebraic closure of E, and A the set of roots of p(X) in E. Assume that every root of p(X) has multiplicity 1. Then the following are equivalent:
• There exists I = {x 1 , . . . , x m } with ∅ I A such that for every symmetric polynomial h ∈
In other words: p factors over E if and only if E contains one of the symmetric subfields generated by a proper nonempty subset of the set of roots of p. Definition 2.3 For field extensions E ⊇ Q and F ⊇ Q, E and F are linearly disjoint if E ∩ F = Q. Lemma 2.4 For relatively prime numbers m and n, if ζ m and ζ n are primitive m-th and n-th roots of unity, respectively, then Q(ζ m ) and Q(ζ n ) are linearly disjoint.
Proof. It is not hard to see that we have Q ⊆ Q(ζ m ) ∩ Q(ζ n ). For the reverse inclusion, it is sufficient to show that Q(ζ m ) ∩ Q(ζ n ) has degree 1 over Q, and this is shown in [12, Propositions 2.3 & 2.4].
Lemma 2.5 The field Q(ζ p 2 ), where ζ p 2 is a primitive p 2 -th root of unity and p is prime with p ≡ 1 (mod 4), has exactly one subfield of index 2, and this subfield contains the unique subfield of Q(ζ p 2 ) of degree 2 over Q.
Proof. Note that Q(ζ p 2 ) is a Galois extension of Q, since ζ p 2 generates all of its conjugates, and so Q(ζ p 2 ) is the splitting field of the polynomial X First we show that Q(ζ p 2 ) has exactly one subfield of index 2. The Galois group G of Q(ζ p 2 ) over Q is the cyclic group of order p(p − 1) (see [12, Theorem 2.5] ). By the Fundamental Theorem of Galois Theory (see [1, Theorem 14 .14]), a subfield of Q(ζ p 2 ) of index 2 corresponds to a subgroup of G of order 2. G certainly has a subgroup of order 2 since the order of G is even. Indeed,
. So the only possible subgroup of G of order 2 is 0, To show that Q(ζ p 2 ) has exactly one subfield of degree 2 over Q, the argument is very similar. Again by the Fundamental Theorem of Galois Theory, a subfield of Q(ζ p 2 ) of degree 2 over Q corresponds to a subgroup of G that has index 2 in G, i.e. has order is even (recall that we assumed that p ≡ 1(mod 4)), and because G has only one of these, H must contain it. The Fundamental Theorem tells us that H containing the subgroup of order 2 corresponds exactly to the subfield of Q(ζ p 2 ) with degree 2 over Q being contained in the subfield of Q(ζ p 2 ) of index 2. And since we have the first containment, we must also have the second one. Corollary 2.6 If K is an extension of Q of finite degree over Q, then K is linearly disjoint from Q(ζ p 2 ) for all but finitely many primes p ≡ 1 (mod 4).
Proof. If K ∩ Q(ζ p 2 ) Q for infinitely many primes p, then since K has only finitely many subfields between itself and Q, infinitely many Q(ζ p 2 ) would all contain the same proper extension of Q. But according to Lemma 2.4, the fields Q(ζ p 2 ) are pairwise linearly disjoint. So K can only intersect finitely many of the extensions Q(ζ p 2 ) in a field bigger than Q.
Lemma 2.7
1 Suppose L/K is a Galois extension and g is an irreducible polynomial in L[X]. Let L 1 be the field extension of K generated by the coefficients of g and let α be a root of g in
where
Proof. Let h = σ i (g) and let f be the minimal polynomial for α over E. We will show that h = f .
Note first that h(α) = f (α) = 0.
We want τ (h) = h for any τ ∈ Gal(L/E), because then h will be a polynomial over E. But since τ acts by permutation on the cosets, it just rearranges the factors of h, and since polynomial multiplication is commutative, τ (h) = h. Therefore f , the minimal polynomial of α over E, divides h.
Next we show that the σ i (g) are all relatively prime to each other. Suppose that σ k (g) and σ j (g) have a factor in common. Since both of these are irreducible over L, the factor that they have in common must be σ k (g) = σ j (g). In particular, this means that
fixes all coefficients of g, hence fixes L 1 , which is generated by the coefficients of g. But
is the identity on L 1 E, and so k = j. So the polynomials σ i (g) are all relatively prime.
Finally, we need irreducibility. We already know that f |h, so we just need to show that h|f . The polynomial g is irreducible over L. The polynomial σ i (g) is likewise irreducible over L for each i. Consider f over L: the minimal polynomial for α over L is g, so g|f over L. Then act by σ i to get σ i (g)|σ i (f ). Since σ i acts trivially on E, σ i (f ) = f . So, σ i (g)|f for each i. Since the σ i (g) are all relatively prime, their product h must also divide f , and so h and f are actually the same polynomial.
Corollary 2.8 For a prime p ≡ 1 (mod 4), a polynomial q(X) ∈ Q[X] splits (i.e. factors nontrivially) in Q(ζ p 2 ) if and only if it splits in the unique index 2 subfield E of Q(ζ p 2 ).
Proof. Let q(X) be an irreducible polynomial in Q[X]. Let g be a factor of q with coefficients in L = Q(ζ p 2 ) which is irreducible over L. The field L is Galois over Q, so with K = Q and with notation as in Lemma 2.7, the degree of q is deg q = [L 1 : Q] deg g. The degree of an irreducible factor h of q in the index 2 subfield E of L, where h is the factor that is a multiple of g,
But then by Lemma 2.5, we must have L 1 ⊆ E, which is a contradiction; since L 1 is generated by the coefficients of g, E would contain these coefficients, and then q would not be irreducible over E.
The following lemma dates back to a paper [4] written by Kronecker in 1882, so we refer the reader to the more recent account in [2] .
Lemma 2.9 The splitting set of the field Q is computable. Furthermore, if L is a c.e. subfield of a computable field K and L has a splitting algorithm, then so does every finite extension of L inside K, and if K is algebraic over L, these splitting algorithms can be found uniformly in the generators of the extension. Lemma 2.10 Any isomorphism of extensions of Q must fix Q pointwise.
Lemma 2.11 Let L be a Galois extension of Q. For any fields F 0 and F 1 , with
(because by Lemma 2.10, any automorphism of L must fix Q pointwise and therefore must fix the coefficients of q)
=⇒ q has a root in F 1 .
To show that q has a root in F 0 whenever q has a root in F 1 , repeat the above argument with σ −1 instead of σ.
For the forward direction, suppose F 0 and F 1 have the same root set with respect to polynomials with rational coefficients, i.e.
According to the Theorem of the Primitive Element (see [11] ), every finite algebraic extension of Q is actually generated by a single element, called a "primitive element." If we know that such an element exists for a given field, we can search through the field until we find one. Find a primitive generator r 0 for F 0 and then find the minimal polynomial p 0 (X) over Q for this generator. Then F 0 certainly has a root of p 0 , and by assumption, F 1 also has a root of p 0 .
If α and β are two roots of the same irreducible polynomial p over Q, then
With this fact in mind, we can see that since F 1 also has a root of the polynomial p 0 , then F 1 must contain a subfield isomorphic to Q(r 0 ) = F 0 . Now find a primitive generator r 1 for F 1 and then find the minimal polynomial p 1 (X) for this generator. Then F 1 certainly has a root of p 1 , and by assumption, F 0 also has a root of p 1 .
Then F 0 contains a subfield isomorphic to Q(r 1 ) = F 1 . Now, if two fields embed into one another, then the composition of those embeddings is an embedding of the first field into itself, and every embedding of an algebraic field into itself must be an automorphism (see [6, Lemma 2.10] ). So the reverse embedding is surjective, and so the two fields must actually be isomorphic. Thus F 0 ∼ = F 1 via some isomorphism τ . So our claim is proved.
Any isomorphism of extensions of Q must fix Q pointwise, as stated earlier in Lemma 2.10, and we know that any isomorphism of two subfields of a Galois extension can be effectively extended to an automorphism of that Galois extension (see [11] ). These two facts together tell us that τ can be extended to an automorphism σ of L that fixes Q pointwise, and thus σ ∈ Gal(L/Q) with σ(F 0 ) = F 1 .
The result in this paper depends almost exclusively on the fact that if we replace the phrase "has a root in" with "factors over" in Lemma 2.11, the statement is no longer true; it is the forwards direction that fails. Here is a counterexample: Let L be the field Q( 8 √ 2, i), which happens to be the splitting field of the polynomial x 8 − 2, and so is Galois over Q.
Given any polynomial q with rational coefficients, q factors over F 0 if and only if it factors over F 1 ; this is a consequence of Lemma 2.7 (F 0 is a subfield of F 1 of index 2, and F 0 contains all the subfields of F 1 of degree 2 over Q, so apply an argument like the one in Corollary 2.8. However, F 1 cannot possibly be the image of F 0 under any element of Gal(L/Q) because F 0 and F 1 are not isomorphic; F 0 is a proper subfield of
In Section 4 we will take a look at how one would go about building a bT-reduction if the "factors over" analogue of Lemma 2.11 were to be true.
The Construction
Theorem 3.1 There exists a computable algebraic field F , with splitting set S F and root set R F , for which R F bT S F .
We will first construct the computable field F , and then prove that R F bT S F . We effectively enumerate all the partial computable functions ϕ 0 , ϕ 1 , ϕ 2 , . . . and all the partial computable Turing functionals Φ 0 , Φ 1 , Φ 2 , . . ., and we build F to satisfy, for every e and every i, the requirement
and ϕ i are total and ∀q (Φ
If every requirement is satisfied, then we will have R F bT S F because no total computable function can possibly play the role of the bound function on the splitting set oracle.
The construction will happen in stages.
For each e and each i, we will choose a witness polynomial q e,i (X) ∈ Q[X], and we will feed it to ϕ i and wait, perhaps forever, for ϕ i (q e,i ) to halt. If this computation ever does halt, then we will feed q e,i to Φ e with oracle S F ϕ i (q e,i ) and wait to see if this second computation halts. If it does, we will ensure that Φ S F e (q) ↓= 0 ⇐⇒ q ∈ R F . Given a computable (domain ω) field F , we can list out all the monic polynomials in F [X]. We do this by listing out ω <ω ( ∼ = ω) and think of (a 0 , .
If we use the standard map from ω to ω <ω , then p n (X) only uses coefficients from {0, 1, . . . , n} ⊆ ω, the domain of F . If we ensure that the field elements labeled {0, 1, . . . , n} lie within Q, then we will have {p 0 , p 1 , . . . , p n } ⊆ Q[X]. So, if the elements 0, 1, . . . , ϕ i (q) in the domain of F all lie within Q, then we have
Throughout the construction, we refer to D s as the set of elements of Q that have been enumerated by the end of stage s, and we refer to F s as the field that these elements generate. Elements are enumerated into D s with the goal of eventually enumerating the entire field F s .
Here is the "basic module" for the construction, i.e. how we satisfy a single requirement R e,i :
Step 0: Initialization.
For the strategy that aims to satisfy the requirement R e,i , choose a prime p ≡ 1 (mod 4), and consider the Galois extension generated by adjoining a primitive p 2 -th root of unity ζ p 2 to Q, and consider its lattice of subfields over Q. Denote the element ζ p 2 by β e,i and the element ζ p 2 + ζ −1 p 2 by α e,i . We choose, for our "witness" polynomial, the cyclotomic polynomial that has, as its roots, precisely the primitive p 2 -th roots of unity. (This is the minimal polynomial of β e,i over Q.) We do this because we want a polynomial with coefficients in Q that has a root in Q(β e,i ) but no root in any proper subfield of Q(β e,i ). Call this polynomial q e,i .
Step 1: Adjoining α e,i .
If and when the computation ϕ i (q e,i ) halts, say that it does so at stage s 0 . Then at stage s 1 with s 1 = s 0 + 1, we enumerate the element α e,i into D s1 (and hence eventually all Q(α e,i ) into the field F s1 ) in such a way that the first ϕ i,s1 (q e,i ) elements of D s1 are elements of the subfield Q.
Once we've put α e,i into the field, then if and when Φ S Fs 1 ϕi,s 1 (qe,i) e (q e,i ) halts, say that it does so at stage s 2 . There are three possible outcomes of this convergence:
(q e,i ) ↓= 1. Then according to the splitting set restricted to the first ϕ i,s2 (q e,i ) elements of the field, F s2 has a root of q e,i , which is clearly false, because we haven't put one in!
(q e,i ) ↓ / ∈ {0, 1}. This case is also an immediate win for us, because convergence to something other than 0 or 1 has no meaning in this context. We treat this case exactly like Case 1.
Step 2: Adjoining β e,i .
• Case 3: Φ
(q e,i ) ↓= 0. Here lies the potential difficulty, as the restricted splitting set thinks (correctly) that F s2 has no root of q e,i . So at stage s 3 with s 3 = s 2 + 1, we simply enumerate a root of q e,i (namely β e,i ) into D s3 .
But won't adding this root have possible adverse effects on the splitting set?
Actually, it won't. Recall that the first ϕ i (q e,i ) elements of the field lie in Q. Adding an element of Q(β e,i ) has no effect on the splitting of rational polynomials, because F s1 already contains the field Q(α e,i ), and by Corollary 2.8, we know that Q(β e,i ) and Q(α e,i ) split exactly the same rational polynomials. If no rational polynomial will be caused to split by the addition of this root, then nothing can enter the restricted splitting set, and so the oracle S F ϕ i (q e,i ) will not change, and thus the computation will still yield convergence to 0 even though we now have a root of q e,i in the field. So our basic module does indeed satisfy the single requirement R e,i .
We need to be able to deal with many different requirements R e,i at once. For this, we use the technique of the finite injury priority construction. Some requirements will be restricted from putting certain elements of Q into D s . For example, if a requirement wants to be satisfied by putting a root of a particular polynomial into D s but this root would cause a polynomial in the oracle for a higher-priority requirement to factor, and thus change the oracle for this higher-priority requirement, we cannot allow this. So we prevent requirements from putting anything into D s that would cause such a factorization.
Here's an example: Suppose a requirement R c,j has put the element ζ p 2 + ζ −1 p 2 into D s at some stage s after the convergence of ϕ j (q c,j ), thus enumerating many polynomials with coefficients from Q(ζ p 2 + ζ −1
. Then, at some stage t > s, ϕ i (q e,i ) with e, i < c, j converges so that ϕ i (q e,i ) ↓> ϕ j (q c,j ) ↓, and now one of the polynomials with coefficients from Q(ζ
If later, at a stage after t, R c,j needs to put the element ζ p 2 into the field in order to be satisfied, he may no longer be able to do so, since this may cause one of the polynomials below the bound of the higher-priority R e,i to split. The requirement R c,j would be stuck.
We say that the convergence of the aforementioned ϕ i (q e,i ) constitutes an injury to the requirement R c,j . Because R c,j may not put into the field any element that might cause changes in the oracle for a higherpriority requirement, its strategy gets initialized, i.e. it must start over again from the beginning by choosing a fresh prime. R c,j can be injured only finitely many times because injury only happens when a higherpriority requirement goes through "step 1" of the basic module. This can't happen more than 2 n − 1 times if there are n requirements with higher priority than R c,j . Choosing a new prime each of those finitely many times is a way to guarantee that R c,j can be satisfied while obeying the restrictions set by higher-priority requirements.
At the end of any stage s, we already have a target field F s , and whatever element gets added to this field at subsequent stages must not cause factorizations that could possibly mess up the restricted splitting sets used as oracles in higher-priority requirements. The set of all the elements that R e,i wants kept out of D as of stage s includes:
• any element of Q(ζ p 2 ) − Q, if R e,i has already chosen its prime p by stage s;
• any element of Q that would cause factorizations in the first ϕ i (q e,i,s ) elements of D s [X], if R e,i has already seen convergence of ϕ i,s (q e,i ) by stage s.
The elements that would cause factorizations in the first ϕ i (q e,i,s ) elements of D s [X] are elements of the "symmetric subfields" generated by the elementary symmetric polynomials in proper nonempty subsets of the set of roots of each of the first ϕ i (q e,i,s ) elements of D s [X], by Lemma 2.2. So R e,i wants, at best, these symmetric subfields kept out of D at stage s. It suffices to ensure that D contains no primitive generator of any symmetric subfield. So the elements of Q that R e,i keeps from going into the field are all in the field generated by a primitive generator for F s (ζ p 2 ) and a primitive generator for each of those finitely many symmetric subfields.
Denote by E e,i,s the set that contains ζ p 2 and one primitive generator for each of the symmetric subfields for each polynomial that R e,i wants to keep from factoring.
R e,i may declare certain elements off-limits to lower-priority requirements, but he must also obey the restrictions set by higher-priority requirements; at the end of stage s he cannot put elements of e ,i < e,i E e ,i ,s into D s+1 .
Denote by K e,i,s the smallest normal field generated by e ,i < e,i E e ,i ,s over F s . We would like to show that at any given stage s, there is a prime p ≡ 1 (mod 4) sufficiently large so that if we must adjoin a p 2 -th root of unity to the current target field F s for the sake of a requirement R e,i , we will not cause any additional factorizations in the restricted splitting sets for higher-priority requirements; i.e. K e,i,s will intersect the field F s (ζ p 2 ) only in F s itself. Once we show that there is such a p, we know that there must be a smallest one, and this smallest p is the one we will use in the strategy to satisfy R e,i . Lemma 3.2 For each e and each i, at any given stage s, there must be a prime p ≡ 1 (mod 4) for which K e,i,s F s (ζ p 2 ) = F s , and we can find one effectively.
Proof. K e,i,s is a finite-degree extension of Q, and so by Lemma 2.6, it can only intersect finitely many Q(ζ p
We will choose such a prime in our construction to satisfy R e,i .
We say that the requirement R e,i "needs attention" at stage s + 1 if one of the following three things holds:
• a prime has not yet been chosen for this requirement since its last injury;
• a prime and a polynomial q e,i,s have been chosen for this requirement and ϕ i,s (q e,i,s ) has converged, but we have not yet done anything further to satisfy the requirement;
• a prime and a polynomial q e,i,s have been chosen for this requirement, ϕ i,s (q e,i,s ) has converged, and Φ S Fs ϕi,s(qe,i,s) e,s
(q e,i,s ) ↓= 0, but we have not done anything further to satisfy the requirement.
So now we're ready for the actual full construction:
Stage s + 1: Of all the requirements R e,i which "need attention" at this stage, select the one with the least index pair e, i .
As in the basic module, we denote the element ζ p 2 by β e,i and the element ζ p 2 + ζ −1 p 2 by α e,i .
• If no prime has been chosen for this requirement's strategy since its last injury, then we choose the smallest prime p ≡ 1 (mod 4) such that K e,i,s F s (β e,i ) = F s . Take the cyclotomic polynomial that has, as its roots, precisely the primitive p 2 -th roots of unity and call this polynomial q e,i,s+1 . We declare every element of Q(β e,i ) − Q "off-limits" to all lower-priority requirements, i.e. we define E e,i,s+1 to be a set of primitive generators, one for each of the intermediate subfields between Q and Q(β e,i ). We initialize all requirements with lower priority.
• If ϕ i,s (q e,i,s ) ↓ but we haven't yet done anything further to satisfy R e,i , then we form D s+1 = D s ∪ {α e,i }. (It is important to note here that this new element will appear after the ϕ i,s (q e,i,s )-th element of D s+1 , because there must already be at least s elements in D s , and ϕ i (q e,i,s ), having converged in s steps or fewer, must be ≤ s.) We define E e,i,s+1 to be a (finite) set of primitive generators of the symmetric subfields whose elements, if put into D at any later stage, would cause factorizations in any of the first ϕ i,s (q e,i,s ) elements of D s+1 . We initialize all requirements with lower priority.
• If the element α e,i has already been put into D s and Φ S Fs ϕi,s(qe,i,s) e,s
(q e,i,s ) ↓= 0 but we have not yet done anything further to satisfy R e,i , then we form D s+1 = D s ∪ {β e,i }.
Lemma 3.3 For each e and each i, the requirement R e,i is injured only finitely often and acts only finitely often.
Proof. We prove both of these with a simultaneous induction. A requirement may not need to act at all, as in the case where there is no convergence of the function ϕ i (q e,i,s ). If and when the first requirement R 0,0 acts, it injures all other requirements and causes their strategies to be initialized. R 0,0 is never injured; its strategy is never initialized, and so it never needs to act again. By induction, each requirement is injured only finitely often, and if and when it acts after the stage of its final injury, that will be its last action.
If R e,i acts for the last time (if it ever acts at all) at stage s, then its chosen polynomial does not change after stage s. So lim s q e,i,s exists, and we can let lim s q e,i,s = q e,i . Lemma 3.4 Suppose the requirement R e,i has been satisfied and is never injured again. Suppose it was the case that the computation ϕ i (q e,i ) did in fact halt, and let t be the stage at which the element α e,i was enumerated into D. Then the above construction guarantees that each of the first ϕ i,t (q e,i,t ) polynomials in F t [X] splits over F t if and only if it splits over F .
Proof. In the case that Φ S F ϕi(qe,i) e (q e,i ) ↓= 0, the element β e,i will get enumerated into D, causing the whole field Q(β e,i ) to go into F , but this will not make any difference to the current splitting set, as a result of both Corollary 2.8 and Lemma 3.2. And, regardless of whether β e,i went into the field, no lower-priority requirement will ever be allowed to put anything into the field that would make any of these first ϕ i (q e,i ) polynomials split, as stated explicitly in the construction. No polynomial within this bound that hasn't split by stage t will ever split. So none of the first ϕ i (q e,i ) polynomials in F t [X] will ever be caused to split after stage t.
Lemma 3.5 The requirement R e,i is satisfied for every e, i .
Proof. We showed in Lemma 3.3 that each requirement R e,i acts only finitely often. Now to show that this last action by R e,i actually does result in its satisfaction: In the case that ϕ i (q e,i ) never halts, ϕ i is not a total function, and so the hypothesis of the requirement is false. In the case that ϕ i (q e,i ) halts but Φ S F ϕi(qe,i) e (q e,i ) never halts, then Φ
is not a total function, and so again the hypothesis of the requirement is false. In the case that both functions converge on q e,i , the construction ensures that Φ S F ϕi(qe,i) e (q e,i ) ↓= 0 iff q e,i ∈ R F . We never end up with Φ S F ϕi(qe,i) e (q e,i ) ↓= 0 and q e,i / ∈ R F , because if the convergence to zero happens, we force q e,i into R F , and this doesn't change the convergence to zero, as explained in the proof of Lemma 3.4, because no requirement will ever be able to put q e,i into R F . We also never end up with Φ S F ϕi(qe,i) e (q e,i ) ↓= 1 and q e,i ∈ R F , because we don't put q e,i into R F unless we have already seen that Φ S F ϕi(qe,i) e (q e,i ) ↓= 0. Having the lower-priority requirements respect the restraint set by E e,i ensures this.
4 Differentiating Between R F and S F As promised at the end of Section 2, we will now consider the (false, in general) analogue to Lemma 2.11 and describe the bT-reduction R F ≤ T S F that must exist in cases where this analogue holds.
First, we need a result from Galois theory.
Notation: If H and I are subgroups of a group G, then HI = {hi :
The following lemma and its proof were devised for the author by Kenneth Kramer; we are unsure whether it was previously known. Lemma 4.1 Let E and F be finite algebraic extension fields of Q with E ⊆ F and let L be the Galois closure of F over Q. Also, let G = Gal(L/Q), H = Gal(L/E), and J = Gal(L/F ). Then the following are equivalent:
(i) There is a proper subgroup I of G containing J such that HI = G;
(ii) There is a polynomial f (X) ∈ Q[X] which is irreducible over E but reducible over F .
Proof. (i) ⇒ (ii): Let K = L
I be the fixed field of I. Write K = Q(α) where α is a primitive generator of K, and let f be the minimal polynomial of α over Q. Since I G, we have deg f ≥ 2, and since J ⊆ I, we have K ⊆ F . Thus x − α is a factor of f in F [X]. The compositum KE corresponds by Galois theory to the subgroup H ∩ I of G. Thus hj .
Set I = S G = Stab G (p). We certainly have J ⊆ I and S H = H ∩ I. If g ∈ G, we have p g = p hj for some j. So gh −1 j ∈ I and h −1 j g ∈ I, and so G = IH = HI. Now
By assumption, n > 1, so I is properly contained in G.
Theorem 4.2 Let F be a computable algebraic field and suppose the following property holds:
For any fields F 0 and
if and only if
Proof. In particular, for every pair of subfields F 0 and F 1 of F with Q ⊆ F 0 F 1 ⊆ F , we are assuming that there is a polynomial with rational coefficients that factors over F 1 but not over F 0 .
Given a polynomial q(X) ∈ F [X] which is irreducible over Q, we want to know whether q has a root in F . (If we happen to start out with a polynomial reducible in Q, then we would factor it into its irreducible factors in Q[X], which we can do because Q has a splitting algorithm, as we saw in Lemma 2.9, and then continue as follows with each factor.) q must be a factor of some polynomial p with rational coefficients. p has a splitting field over Q. Call this splitting field P .
We note here that to find the roots of q in F , we only need to find all roots of p in F , since once we have the roots of p in F , we can easily check, by substituting each one into q, which of the roots of p are also roots of q.
There are finitely many subfields between Q and P . For every pair of subfields E 0 E 1 of P , we can check whether (i) of Lemma 4.1 holds, telling us whether there is a rational polynomial which factors over E 1 but not over E 0 , and if so, we can search and find one. So we make a list of pairs of these subfields where E 1 is a minimal extension of E 0 , and next to each pair, we write down a polynomial in Q[X] that splits over E 1 but not E 0 , if there is one.
So we have this list M of finitely many polynomials. The claim is that if we have an oracle for the splitting set S F of F restricted to the smallest initial segment of F [X] that contains M (which is a bound that is computable uniformly in p), we can decide whether p has a root in F .
Let E be a subfield of P generated by a single root of p. Then E i = σ i (E) are exactly the subfields generated by single roots of p, where σ i ∈ Gal(P/Q).
Start with the minimal extensions of Q in P . For each minimal extension K 1 of Q, if q 1 is the polynomial in M that splits over K 1 but not over Q, then we check whether q 1 splits over F . If so, then there is σ 1 ∈ Gal(P/Q) for which σ 1 (K 1 ) ⊆ F . (If not, then move onto another minimal extension of Q.)
Then move to the minimal extensions of K 1 . For each minimal extension K 2 of K 1 , if q 2 is the polynomial in M that splits over K 2 but not over K 1 , then we check whether q 2 splits over F . If so, then there is σ 2 ∈ Gal(P/Q) such that σ 2 K 1 = σ 1 K 1 and σ 2 (K 2 ) ⊆ F . If there is no rational polynomial which splits over K 2 but not over K 1 , then K 2 cannot be in F , and neither can anything isomorphic to K 2 , so we ignore all the subfields isomorphic to K 2 and all fields containing them.
We continue this way, until either we reach the splitting field P , or we reach some subfield K of P where there are no minimal extensions of K for which the corresponding polynomial in M splits over F . In either case, suppose K = σ n (. . . σ 2 (σ 1 (K 1 )) . . .). If K contains one of the subfields E i (which we can check because we know exactly which polynomials in M split over E and which don't), then we will know whether F contains a root of p. F contains a root of p iff K contains an E i . Now, K = P ∩ F , and so the roots of p in F are precisely the roots of p in K, and we can effectively find all the roots of p in K, since K is a finite algebraic extension of Q and thus has a splitting algorithm by Lemma 2.9. And once we have all the roots of p in F , we check which ones of these are also roots of q.
Rabin Images and Reducibilities
There is a third set that can be compared to the root set R F and the splitting set S F of a field F under computability-theoretic reductions. This set is the image of F under a Rabin embedding. We give the definition below.
Definition 5.1 Let F and E be computable fields. A function g : F → E is a Rabin embedding if all four of the following hold:
• g is a field homomorphism;
• E is algebraically closed;
• E is algebraic over g(F );
• g is a computable function.
The following is actually a corollary of a theorem of Rabin that can be found in [7] : Lemma 5.2 For any computable field F , the following are Turing-equivalent:
1. the image g(F ) of F under any Rabin embedding g; 2. the splitting set S F of F ; 3. the root set R F of F .
So if g is a Rabin embedding of a computable algebraic field F into its algebraic closure, then the image g(F ) sits in the same Turing degree as S F and R F . The next question is, how does g(F ) compare to S F and to R F under the bT-reduction? Theorem 5.3 If F is a computable algebraic field with root set R F and g is a Rabin embedding of F into its algebraic closure F , then R F ≡ bT g(F ).
Proof. First we show that R F ≤ bT g(F ): Given a polynomial p(X) in F [X], we want to know whether p has a root in F . Feed p to g to get (g(p))(X) in (g(F )) [X] . Let ψ(g(p)) be the computable function that finds the biggest root of g(p) in F . Then let ϕ(p) = ψ(g(p)) + 1.
Claim: We only need to know g(F ) up to the ϕ(p)-th element of F to decide whether p ∈ R F . Proof of claim: We can search through g(F ) until we reach the ϕ(p)-th element of F , and by that time we know whether g(F ) contains any of the roots of g(p). If g(F ) doesn't have any of the roots of g(p), then F doesn't have any of the roots of p, because g must take roots of p to roots of g(p) and nonroots of p to nonroots of g(p), so p / ∈ R F . If g(F ) has at least one of the roots of g(p), then F must also have one of the roots of p, so p ∈ R F .
Next we show that g(F ) ≤ bT R F : Given an element b ∈ Q, we want to know whether b ∈ g(F ). Find the minimal polynomial p for b over Q. Find all the roots of p in Q. Consider the subfields of the splitting field of p that are generated by a single root of p, or two roots of p, or three roots of p, etc, up to the subfields generated by n − 1 roots of p, where deg(p) = n. For each of these finitely many subfields, find a primitive generator α i , and then find the minimal polynomial q i for each α i over Q.
Claim: If we know R F up to the smallest initial segment of F [X] that contains all the q i , then we can determine whether b ∈ g(F ).
Subclaim: If we know exactly which q i have roots in F and which don't, then we can figure out exactly how many roots of p are in F .
Proof of subclaim: For each α i , ask R F if q i has a root in F . If q i has a root in F , then F contains a subfield isomorphic to Q(α i ), and this subfield of F contains exactly as many roots of p as Q(α i ) has. Considering all the q i together, F contains as many roots of p as are contained in the Q(α i ) with the greatest number of roots of p in F .
Proof of claim
Corollary 5.4 If F is a computable algebraic field with splitting set S F and g is a Rabin embedding of F into its algebraic closure F , then S F ≤ bT g(F ).
Proof. By Miller's work in [5] , we always have S F ≤ bT R F , and by Theorem 5.3, we always have R F ≤ bT g(F ). So by transitivity, we have S F ≤ bT g(F ).
Corollary 5.5
There is a computable algebraic field F with splitting set S F and Rabin image g(F ) for which g(F ) bT S F .
Proof. If it were always the case for a computable algebraic field F that g(F ) ≤ bT S F , then since it is always true that R F ≤ bT g(F ), we would have R F ≤ bT S F by transitivity, which contradicts Theorem 3.1. Now, with respect to m-reducibility, we already know that in a computable algebraic field F , we always have S F ≤ m R F , while there is a computable algebraic field for which R F m S F . The remainder of this section will be devoted to determining whether or not we always have m-reductions between R F and g(F ) and between S F and g(F ).
The next reducibility we investigate is m-reducibility from the splitting set S F of a computable field F to a Rabin image g(F ) of F .
Lemma 5.6 If p is a polynomial which is irreducible over an algebraic field F , has prime degree bigger than 2 over F , and has symmetric Galois group over F , then for any two roots α and β of p, we have F (α) ∩ F (β) = F . (In fact, the conclusion still holds even if p doesn't have prime degree over F , but that is beyond the scope of this article.)
Proof. Suppose the polynomial p has degree k over F , where k is an odd prime. Then F (α) and F (β) are field extensions of F which each have degree k over F . F (α) ∩ F (β) is also a field extension of F , and sits inside both F (α) and F (β), and so its degree over F must divide k, i.e. is either 1 or k. If the degree of
, which in particular means that β ∈ F (α), which is impossible for roots of a polynomial with symmetric Galois group over F . So the degree of
Lemma 5.7 Let F be a computable algebraic field, and suppose p is a polynomial which has prime degree bigger than 2 over F , is irreducible over F and has symmetric Galois group over F . Let g be a Rabin embedding of F into its algebraic closure, and let b ∈ Q with b / ∈ g(F ). Let q be the minimal polynomial of b over Q and let E be the splitting field of q. Then there is a root r of p for which E F (r).
Proof. Suppose that for each root r j of p we have E ⊆ F (r j ). By Lemma 5.6, the only elements that lie in F (r j ) for every j already lie in F , so if E ⊆ F (r j ) for every j, then every root of q lies in F , which means in particular that b ∈ g(F ), which is a contradiction.
Theorem 5.8 There exists a computable algebraic field F with splitting set S F and Rabin image g(F ) for which S F m g(F ).
Proof. We fix a presentation of Q, and build F and a Rabin embedding g : F → Q simultaneously.
Here is the requirement that must be satisfied for each i:
A requirement R i with i ≤ s "needs attention" at stage s + 1 if either
• a polynomial p i has not been chosen for R i since its last injury;
• a polynomial p i,s has been chosen for R i and ϕ i (p i,s ) has converged, but we have not yet done anything further to satisfy this requirement.
As in the proof of Theorem 3.1, we refer to D s as the set of elements of Q that have been enumerated by the end of stage s, and we refer to F s as the field that these elements generate. Elements are enumerated into D s with the goal of eventually enumerating the entire field F s . We also refer to N s as the set of prime numbers which are no longer allowed to be used as the degree of a witness polynomial for any lower-priority requirement.
The construction:
Stage 0: Let F 0 = Q, D 0 = ∅, and N 0 = {2}.
Stage s + 1: Of all the requirements R i with i < s which need attention at this stage, select the one with the least index i.
• If no polynomial p i has been chosen for R i since its last injury, then we choose a polynomial p i,s+1 (X) ∈ F s [X] which has prime degree over F s different from any degree on the "off-limits list" N s , is irreducible over F s , and has symmetric Galois group over F s . (The fact that such a polynomial exists is proven in Theorem 2.15 of [5] .) Let P be the splitting field of p i,s+1 . We enumerate every prime factor of [P : F s ] into our "off-limits list" N s+1 so that no lower-priority requirement can choose a polynomial with one of these degrees, and we initialize all lower-priority requirements.
• If a polynomial p i,s has been chosen for R i and ϕ i (p i,s ) has converged, but we have not yet done anything further to satisfy this requirement, then we act according to two cases:
. In this case we just let F s+1 = F s .
In this case, according to Lemma 5.7, we can put a root of p i,s into F s+1 without putting ϕ i,s (p i,s ) into g s+1 (F s+1 ). So we find a root of p i,s that doesn't generate the splitting field E i,s of the minimal polynomial q i,s over F s of ϕ i,s (p i,s ), and adjoin this root to D s+1 . For any roots of q i,s that are forced into F s+1 by this move, define their images under g s+1 to be roots of q i,s that are not equal to ϕ i,s (p i,s ). Then we put the degree of p i,s into N s+1 and initialize all lower-priority requirements.
Lemma 5.9 For each i, the requirement R i is injured only finitely often and acts only finitely often.
Proof. Injury would happen if, for example, a requirement R e needs to keep ϕ e (p e ) out of g(F ), but later, R i with i < e puts a root of p i into F , and putting this root into the field forces ϕ e (p e ) in g(F ). We would need to initialize R e 's strategy. To make sure a requirement starts over when it needs to, we declare all R e for e > i injured as soon as R i has acted, regardless of whether ϕ e (p e ) for some e > i goes into the field because a root of p i dragged it along.
Just as in Lemma 3.3, we prove the current lemma by induction: each requirement is injured only finitely often, and if and when it acts after the stage of its final injury, that will be its last action.
Lemma 5.10
The requirement R i is satisfied for every i.
Proof. We showed in the previous lemma that each requirement R i acts only finitely often. Now to show that this last action by R i actually does result in its satisfaction: In the case that ϕ i (p i ) never halts, ϕ i is not a total function, and so the hypothesis of the requirement is false. In the case that ϕ i halts on input p i , the construction ensures that p i ∈ S F iff ϕ i (p i ) / ∈ g(F ). We never end up with p i ∈ S F and ϕ i (p i ) ∈ g(F ) for two reasons: First, if ϕ i (p i ) ↓∈ g(F ), we use the sets N s to guarantee that p i stays out of S F forever, and second, if we do end up putting p i into S F , we use Lemma 5.7 to make sure that we do so without putting
. Likewise, we never end up with
Corollary 5.11
There is a computable algebraic field F with root set R F and Rabin image g(F ) for which R F m g(F ).
Proof. The field and Rabin image constructed in Theorem 5.8 works here as well! Next, we look at a computable algebraic field F where there is no m-reduction from a Rabin image g(F ) to the root set R F .
Lemma 5.12 Let F be a computable algebraic field, let q be a polynomial of odd prime degree with coefficients in F which has symmetric Galois group over F , and let p be a polynomial with coefficients in F which is irreducible over F . Fix an algebraic closure F of F , let the roots of q be y 1 , y 2 , . . . , y d , let the roots of p be x 1 , x 2 , . . . , x n . Suppose there is a root of q which generates a root of p. Then d = n, and there is a renumbering of the roots of p for which F (y i ) = F (x i ).
Proof. First we note that if one root of q generates a root of p, every root of q must generate a root of p, by the symmetry of the Galois group of q over F .
Let y j be an arbitrary root of q. Then by our hypothesis, there is some x k for which F (x k ) ⊆ F (y j ). Note that F (x k ) cannot be a proper subfield of F (y j ), because [F (y j ) : F ] is prime, and that would force [F (x k ) : F ] = 1, which would mean that x k is already in F , which is a contradiction. So the only other option is that F (x k ) = F (y j ).
Also note that there cannot be l = k for which F (x l ) = F (y j ) = F (x k ): If there were, then there would have to be an automorphism of the splitting field of p which interchanges x k and x l and which leaves y j fixed. But if there were such an automorphism, then its fixed field would contain F (y j ) but not F (x k ); a clear contradiction.
An automorphism of the splitting field of q which moves y j to another root of q must also move x k to another root of p. It follows that there are just as many roots of p as there are of q, and each root y i of q has its own unique pairing with (by renumbering, if necessary) a root x i of p for which F (y i ) = F (x i ).
Notice that it follows from the proof of Lemma 5.12 that each root of p has the same degree over F as a root of q does.
Theorem 5.13
There is a computable algebraic field F with root set R F and Rabin image g(F ) for which g(F ) m R F .
The requirement that must be satisfied for each i:
• an element b i ∈ Q has not yet been chosen for this requirement since its last injury;
• an element b i,s ∈ Q has been chosen for this requirement and ϕ i,s (b i,s ) has converged to an element outside R F , but we haven't yet done anything further to satisfy the requirement.
Let D s , N s , and F s be as before.
• If an element b i ∈ Q has not been chosen for this requirement since its last injury, then we choose an element b i,s+1 ∈ Q such that the minimal polynomial q i,s+1 of b i,s+1 over Q has prime degree different from any degree in the "off-limits" list N s and has symmetric Galois group over Q. We enumerate the degree of b i,s+1 over Q into N s+1 and initialize all lower-priority requirements.
• If ϕ i,s (b i,s ) ↓ but we haven't yet done anything further to satisfy R i , we act according to three cases: -Case 1: ϕ i,s (b i,s ) ↓∈ R F . In this case, simply let F s+1 = F s -Case 2: ϕ i,s (b i,s ) ↓ / ∈ R F and the subfield of Q generated by g s (F s ) and b i,s contains a root of ϕ i,s (b i,s ). In this case, appealing to Lemma 5.12, we find the root r 1 of an irreducible (over F s ) factor of ϕ i,s (b i,s ) which generates b i,s , choose a root r 2 = r 1 of ϕ i,s (b i,s ), enumerate r 2 into D s+1 (thereby putting ϕ i,s (b i,s ) into R F ), and define g s+1 (r 2 ) = r 2 .
-Case 3: ϕ i,s (b i,s ) ↓ / ∈ R F and we can put b i,s into g s+1 (F s+1 ) without forcing a root of ϕ i,s (b i,s ) into F s+1 . In this case, find a root t of q i,s such that Q(t) does not contain any roots of ϕ i,s (b i,s ), enumerate t into D s+1 , and define g s+1 (t) = b i,s . Enumerate the prime factors of the degree of ϕ i,s (b i,s ) over Q into N s+1 , and initialize all lower-priority requirements.
Let F = s F s .
Lemma 5.14 For each i, the requirement R i is injured only finitely often and acts only finitely often.
Proof. The scenarios where injury happens in this construction are very much like the injury scenario described in Lemma 5.9, and the simultaneous induction proceeds exactly as in Lemma 5.9.
Lemma 5.15
Proof. We will show that the last action by R i results in its satisfaction. In the case that ϕ i (b i ) never halts, ϕ i is not a total function, and so the hypothesis of the requirement is false. In the case that ϕ i halts on input b i , the construction ensures that b i ∈ g(F ) iff ϕ i (b i ) / ∈ R F . We never end up with b i ∈ g(F ) and ϕ i (b i ) ∈ R F , because if we end up putting b i into g(F ), we do so without ever letting ϕ i (b i ) into R F ; if we either have ϕ i (b i ) ↓∈ R F or end up putting ϕ i (b i ) into R F , we use Lemma 5.12 to make sure we keep b i out of g(F ) forever. We also never end up with b i / ∈ g(F ) and ϕ i (b i ) / ∈ R F , because if we have ϕ i (b i ) ↓ / ∈ R F , we either put ϕ i (b i ) into R F while keeping b i out of g(F ), or we put b i into g(F ) while keeping ϕ i (b i ) out of R F , and Lemma 5.12 shows us that we can always do one or the other. The reasons we can keep ϕ i (b i ) out of R F (in Case 3) or b i out of g(F ) (in Case 2) forever are the sets N s -the degrees of these elements can never be used again.
Corollary 5.16
Among the reducibilities ≤ T , ≤ bT , ≤ m , and ≤ 1 , the following are the strongest which hold for all computable algebraic fields F :
• S F ≤ bT g(F )
• S F ≤ 1 R F .
It might have seemed as though the root set R F and a Rabin image g(F ) of a computable algebraic field F have the same reducibility strength; after all, they are bT-equivalent and can be m-incomparable. But the last two reducibilities in the list above show us that R F is just slightly stronger than g(F ): the splitting set S F 1-reduces to R F but not always to g(F ).
Further Questions
Computability theorists are often concerned with different computable presentations of a structure. It is known that for isomorphic computable algebraic fields F ∼ = E and Rabin images g 1 (F ) and g 2 (E), we always have R F ≡ T R E , S F ≡ T S E , and g 1 (F ) ≡ T g 2 (E) (by Corollary 2.8 in [6] and Lemma 5.2 above). It isn't known yet what happens under stronger reducibilities. Question 6.1 For isomorphic computable algebraic fields F ∼ = E and Rabin embeddings g 1 and g 2 , how do the sets R F and R E , S F and S E , and g 1 (F ) and g 2 (E) compare under bT-reduction? Under m-reduction?
