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Fisher Discriminative Least Squares Regression
with Self-Adaptive Weighting for Face Recognition
Zhe Chen, Xiao-Jun Wu, and Josef Kittler, Life Member, IEEE
Abstract—As a supervised classification method, least squares
regression (LSR) has shown promising performance in multiclass
face recognition tasks. However, the latest LSR based classifica-
tion methods mainly focus on learning a relaxed regression target
to replace traditional zero-one label matrix while ignoring the dis-
criminability of transformed features. Based on the assumption
that the transformed features of samples from the same class have
similar structure while those of samples from different classes
are uncorrelated, in this paper we propose a novel discrimina-
tive LSR method based on the Fisher discrimination criterion
(FDLSR), where the projected features have small within-class
scatter and large inter-class scatter simultaneously. Moreover,
different from other methods, we explore relaxed regression
from the point of view of transformed features, rather than
the regression targets. Specifically, we impose a dynamic non-
negative weight matrix on the transformed features to enlarge
the margin between the true and the incorrect classes by self-
adaptively assigning appropriate weights to different features.
The above two factors can encourage the learned transformation
for regression to be more discriminative and thus achieving
better classification performance. Extensive experiments on var-
ious databases demonstrate that the proposed FDLSR method
achieves superior performance to other state-of-the-art LSR
based classification methods.
Index Terms—Face recognition, Least squares regression,
Fisher discrimination criterion, Self-adaptively weighting, Mul-
ticlass classification.
I. INTRODUCTION
DUE to its effectiveness and simplicity for classification,the least squares regression (LSR) technique has been
widely used in the field of pattern recognition and analysis,
such as face recognition [1], feature selection [2] and image
retrieval [3], etc. In the past few years, researchers proposed
various improvements to LSR, including weighted LSR [4],
ridge regression [5], LASSO regression [6], logistic regres-
sion [7], SVM [8], least-square SVM [9], local LSR [10],
partial LSR [11], kernel LSR [12], and so on. In addition,
linear regression based classification (LRC) [13], sparse rep-
resentation based classification (SRC) [14] and collaborative
representation based classification (CRC) [15] are also LSR
model based methods. The difference between them lies in
their representations used for classification.
Let X = [X1, X2, ..., XC ] = [x1, x2, ..., xn] ∈ Rd×n
be the training set from C classes and the corresponding
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label matrix H = [h1, h2, ..., hn] ∈ RC×n, where d and n
denote the sample dimensionality and the number of samples,
respectively. Xi denotes the sample matrix of the ith class.
Suppose sample xi ∈ Rd belongs to class j, then the jth
value in its corresponding label vector hi ∈ RC is 1, while
the others in hi are all 0s. The LSR model can be formualted
as
min
Q
‖QX −H‖2F + λ‖Q‖2F (1)
where Q ∈ Rc×d is the transformation matrix, λ is the positive
regularization parameter. QX denotes the transformed features
of original training samples X . LSR aims to minimize the
least square loss between the tranformed features QX and the
predefined regression target H . Problem (1) has a closed-form
solution
Q = HXT (XXT + λI)−1 (2)
where XT is the transpose matrix of X . Given a test sample
y ∈ Rd, LSR predicts its label by calculating maxi(Qy)i,
where (Qy)i is the ith element of Qy. For high-dimensional
data, LRLR [16] uses the low-rank constraint to replace the
lF norm constraint in LSR as follows
min
Q
‖QX −H‖2F + λ‖Q‖∗ (3)
where ‖Q‖∗ is the nuclear norm (the sum of matrix singu-
lar values) of Q. LRLR can achieve better performance by
extracting low-rank structural information of data.
However, LSR model has many drawbacks in the context of
face recognition. The main problem is that the strict zero-one
regression target matrix H is too restrictive for classification.
In particular the distances between regression targets of any
pair of the samples from different classes are all equal to√
2. This is obviously inconsistent with our expectation that
the transformed features of inter-class samples should be as
uncorrelated as possible. To solve this problem, DLSR [17]
proposes a technique called ε-dragging to encourage the inter-
class regression targets moving in opposite directions. The
objective function of DLSR is
min
Q,M,b
‖QX−(H+BM)−ben‖2F +λ‖Q‖2F s.t.M ≥ 0 (4)
where b ∈ Rc×1 is an offset vector which must be learned,
en = [1, 1, ..., 1] ∈ R1×n is an all 1s row vector. M ≥ 0
forces all elements in M to be non-negative.  denotes the
Hadamard-product operator. B is a weight matrix, which can
be defined as
Bij =
{
+1, if Hij = 1
−1, if Hij = 0 (5)
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By adding the relaxation term B M to the original label
matrix H , the new regression target becomes H ′ = H +B 
M and its distances between inter-class regression targets are
larger than
√
2.
Based on the manifold learning methods, regularized label
relaxation RLRLR [18] method introduces a class compactness
graph structure on DLSR as follows
min
Q,M
‖QX − (H +B M)‖2F + λtr(QXLXTQT )
s.t.M ≥ 0 (6)
where L = Z −W is the Laplacian matrix. Z is a diagonal
matrix and its diagonal elements Zij = ΣjWij . W is the
weight matrix of compactness graph which is defined as
Wij =

e−
‖xi−xj‖2
σ , if sample xi and xj are
from the same class;
0, otherwise
(7)
where σ is the heat kernel parameter. The use of class
compactness graph can ensure the transformed features of
within-class samples to be as close as possible. Thus RLRLR
can not only relax strict zero-one regression target into a slack
space but also avoid the overfitting problem.
In order to learn more flexible targets, the retargeted LSR
(ReLSR) [19] method proposes to directly learn slack re-
gression targets from the original data. The ReLSR model is
defined as
min
Q,T,b
‖T −QX − ben‖2F + λ‖Q‖2F
s.t.Trj ,j −max
i6=rj
Ti,j ≥ 1 (8)
where T ∈ RC×n is the relaxed regression target matrix,
which must be learned from data X in the optimization
process. rj indicates the true label of sample xj , i.e., if xj
belongs to class l, then rj = l. ReLSR can guarantee samples
being correctly classified with large margins (should be larger
than 1) and thus the class separability is enhanced.
Recently, authors of [20] proved that the DLSR is essentially
a special case of ReLSR and developed a new model referred
to as
min
Q,b,M,a
‖QX − (Y + Y M) + ben − eTCa‖2F
+λ‖Q‖2F + γR(a) s.t.M ≥ 0, {Mri,i = 0}ni=1 (9)
where Y = 2H − 1, 1 is the all 1s matrix. U ∈ RC×n is the
non-negative slack matrix. eC = [1, 1, ..., 1] ∈ R1×C is an all
1s row vector. a and b are two offset vectors. In GReLSR,
the translation values {ai}ni=1 of all samples (each column
corresponds to a sample) are considered independently. In
order to avoid the regression targets of within-class samples
being markedly different, the values in a for the within-
class samples should be similar. Thus GReLSR introduces a
groupwise constraint term R(a) which is defined as
R(a) =
C∑
j=1
∑
i∈Sj
(aj − µj)2 (10)
where Sj consists of the indices of the samples belonging
to the jth class. By combining the groupwise regularization
term R(a) with ReLSR, GReLSR model becomes more suit-
able for multicategory classification. More recently, similar
to GReLSR, CLSR [21] proposes to force the within-class
samples to pursue similar soft targets by constructing a discrete
label matrix and an auxiliary matrix. In addition to learning
slack regression targets, RLSL [22] incorporated the latent
feature subspace learning and the classification model learning
so that the extracted representations are more dicriminative and
efficient for classification. Its learned latent subspace can be
regarded as a transition between the original samples and the
binary labels.
From [20] we know DLSR can be regarded as a special
case of ReLSR and GReLSR, which means that all of them
(including RLRLR) use the ε-dragging technique to learn
relaxed regression targets. However, the ε-dragging technique
can also enlarge the distances of within-class regression targets
which is bad for classification. Moreover, they ignore that
the discriminability of transformed features is also important
for improving the classification performance. In this paper, a
new discriminative LSR method named Fisher discrimination
criterion based LSR (FDLSR) is proposed for face recognition.
Specifically, the contributions of FDLSR are presented as
follows.
(1) By adding a Fisher discrimination term to the original
LSR model, FDLSR can enhance the discriminability of
the learned transformation. The within-class similarity and
the inter-class independence of transformed features can be
guaranteed by simultaneously minimizing within-class scatter
and maximizing inter-class scatter.
(2) A non-negative weight matrix is imposed on the trans-
formed features to self-adaptively enlarge the margin between
the true and the incorrect classes, which can further improve
the robustness and discriminability of the transformation.
(3) A new classification method is proposed. Since the
learned features are discriminative, we can utilize them di-
rectly to perform classification. After obtaining the transfor-
mation matrix, the nearest mean classifier is applied to the
transformed test sample, which can effectively avoid misclas-
sification caused by outliers.
The rest of this paper is organized as follows. First, the
proposed FDLSR model, the corresponding optimization pro-
cedure and the convergence analysis are described in Section
II. The experimental results are presented in Section III and
Section IV concludes this paper.
II. THE PROPOSED FDLSR FRAMEWORK
In this section, we first present a novel Fisher discrimination
LSR (FDLSR) model, in which the Fisher discrimination
criterion and the non-negative self-adaptive weighting tech-
nique are used to improve the discriminability of transformed
features. We will then present the optimization method used
to learn the FDLSR model. Finally, an efficient classification
approach will be introduced.
A. Motivations and framework of FDLSR
All of aforementioned LSR based classification methods
try to improve the performance by relaxing the regression
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Fig. 1. Illustration of the proposed FDLSR model. Note: Hi denotes the zero-one regression target matrix of samples from the ith class.
targets. However, the used ε-dragging technique can also result
in large distances between within-class regression targets.
However, focus on margin amplification may lead to the
problem of over-fitting. As mentioned previously, exploiting
the discriminability among transformed features is helpful to
learn a compact and discriminative transformation matrix. In
fact, strict zero-one regression targets usually include enough
discriminative information. Thus in this paper we focus on
how to enhance the discriminability from the point of view
of transformed features instead of learning slack regression
targets. Inspired by [23] and [24], we propose the following
Fisher discriminative least squares regression (FDLSR) frame-
work
min
Q,W
1
2
{‖QX −H‖2F + α‖Q‖2F + β‖W 1/2  (QX)‖2F +
γ‖W‖2F + λf(QX)} s.t. W ≥ 0, WT 1 = 1 (11)
where α, β, γ and λ are the regularization parameters. Q is the
transformation matrix and QX are the transformed features.
W is the weighting matrix with non-negative values of all el-
ements. W 1/2 denotes the element-wise square root of W . By
adding the non-negative weighted matrix on the transformed
features QX , the method will self-adaptively assign a smaller
weight to the feature with larger value (true class) and assign
a larger weight to the feature with smaller value (incorrect
class) which naturally enlarges the margin between the true
and the incorrect classes, thus improving the classification
performance. The constraint term WT 1 = 1 can guarantee
all features to be treated equally. What’s more, restraining the
value of W in an appropriate range by minimizing term ‖W‖2F
and constraining W ≥ 0,WT 1 = 1 can prevent W converging
to a trivial solution [25].
f(QX) is the Fisher-based discriminative features regular-
ization function, which is defined as
f(QX) =
C∑
k=1
(‖(QX)k −Mk‖2F − ‖Mk −M‖2F )
+‖QX‖2F (12)
where (QX)k ∈ RC×nk are the transformed features of the
samples belonging to the kth class. Let mk and m be the
mean vector of (QX)k and QX , then Mk and M are the
mean matrices by taking nk mean vectors mk and m as its
column vectors, respectively. ‖QX‖2F is an elastic term used
to make function f(QX) stable and convex. By minimizing
f(QX), the transformed features will have small within-
class scatter and large between-class scatter simultaneously.
Both the similarity of extracted within-class features and the
dissimilarity of between-class features can be guaranteed, thus
encouraging the learned transformation matrix to be more
discriminative. Fig. 1 shows the structure of the proposed
FDLSR model.
Actually, both, the non-negative dynamic weighting term
and the Fisher discrimination function, can improve the dis-
criminability of the learned transformation. The former aims
to enlarge the class margins between the true and incorrect
classes, and the latter aims to learn similar within-class fea-
tures and uncorrelated between-class features simultaneously.
All the pursuant factors are benificial to subsequent classifi-
cation tasks.
B. Solution to FDLSR
There are two variables Q and W that must be estimated
in Eq. (11). Obviously, it is impossible to directly obtain their
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closed-form solutions. In this section, we use the alternating
direction multipliers method (ADMM) [26] to solve the opti-
mization problem. We first introduce two auxiliary variables
P and J to make problem (11) separable as follows
min
Q,W,P,J
1
2
{‖P −H‖2F + α‖Q‖2F + β‖W 1/2  J‖2F +
γ‖W‖2F + λf(P )} s.t. QX = P, QX = J,
W ≥ 0, WT 1 = 1 (13)
Then we reformulate Eq. (13) into the following augmented
Lagrange function
L(Q,W,P, J, Y1, Y2) =
1
2
{‖P −H‖2F + α‖Q‖2F +
β‖W 1/2  J‖2F + γ‖W‖2F + λf(P )}+
µ
2
(‖QX − P + Y1
µ
‖2F + ‖QX − J +
Y2
µ
‖2F ) (14)
where Y1 and Y2 are the Lagrangian multipliers, µ > 0 is
the penalty parameter. Then we can alternately update each
variable with the others fixed.
Step 1. Update Q: By fixing variables P , J and W , Q can
be obtained by minimizing the following problem
L(Q) =
α
2
‖Q‖2F +
µ
2
(‖QX−P + Y1
µ
‖2F +‖QX−J+
Y2
µ
‖2F )
(15)
We set the derivation of L(Q) with respect to Q to zero
∂L(Q)
∂Q
= αQ+ 2µQXXT − µPXT + Y1XT −
µJXT + Y2X
T = 0 (16)
Q has a closed-form solution as
Q = (µP − Y1 + µJ − Y 2)XT (αI + 2µXXT )−1 (17)
Step 2. Update P: By fixing variables Q, J and W , P can
be obtained by minimizing the following problem
L(P ) =
1
2
‖P −H‖2F +
λ
2
f(P ) +
µ
2
‖QX −P + Y1
µ
‖2F (18)
Referring to literature [27], the derivatives of 12f(P ) with
respect to P is
∂ 12f(P )
∂P
= 2P +M − 2M̂ (19)
where M̂ = [M1,M2, ...,MC ]. Then we set the derivatives of
L(P ) with respect to P to zero
∂L(P )
∂P
= P −H + 2λP + λM − 2λM̂ − µQX +
µP − Y1 = 0 (20)
to find a closed solution for P
P =
H − λM + 2λM̂ + µQX + Y1
1 + 2λ+ µ
(21)
Step 3. Update J: By fixing variables Q, P and W , J can
be obtained by minimizing the following problem
L(J) =
β
2
‖W 1/2  J‖2F +
µ
2
‖QX − J + Y2
µ
‖2F (22)
Define G = QX + Y2µ , we can reformulate Eq. (22) as
L(J) = ‖W 1/2  J‖2F +
µ
β
‖J −G‖2F (23)
Similar to [24], we can element-wisely update variable J as
follows
min
J
C∑
i=1
n∑
j=1
[WijJ
2
ij +
µ
β
(Jij −Gij)2]
⇔
C∑
i=1
n∑
j=1
min
Jij
(WijJ
2
ij +
µ
β
J2ij −
2µ
β
JijGij)
⇔
C∑
i=1
n∑
j=1
min
Jij
(
βWij + µ
β
J2ij −
2µ
β
JijGij)
⇔
C∑
i=1
n∑
j=1
min
Jij
(J2ij −
2µ
βWij + µ
JijGij)
⇔
C∑
i=1
n∑
j=1
min
Jij
(Jij − µGij
βWij + µ
)2 (24)
From Eq. (24), the optimal solution for each element of J is
Jij =
µGij
βWij + µ
(25)
Step 4. Update W: By fixing variables Q, P and J , under
the condition that W ≥ 0 and WT 1 = 1, W can be obtained
by minimizing the following problem
L(W ) =
β
2
‖W 1/2  J‖2F +
γ
2
‖W‖2F (26)
We first rewrite Eq. (26) as follows
L(W ) = ‖W 1/2  J‖2F +
γ
β
‖W‖2F (27)
Optimizing Eq. (27) is equivalent to the following minimiza-
tion problem
min
W≥0,WT1=1
C∑
i=1
n∑
j=1
(WijJ
2
ij +
γ
β
W 2ij)
⇔ min
W≥0,WT1=1
C∑
i=1
n∑
j=1
(W 2ij +
β
γ
WijJ
2
ij)
⇔ min
W≥0,WT1=1
C∑
i=1
n∑
j=1
(Wij +
β
2γ
J2ij)
2 (28)
As the sum of the weights with respect to one sample is forced
to 1, we can solve the minimization problem in (28) column-
wisely as follows
min
Wj≥0,WTj 1=1
n∑
j=1
‖Wj + β
2γ
Bj‖22 (29)
where Bj is the jth column of B = J  J . The Lagrangian
function of Eq. (29) is then
L(Wj , ηj , τj) =
1
2
‖Wj + β
2γ
Bj‖22 − ηj(WTj 1− 1)− τTj Wj
(30)
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where ηj and τj > 0 are the Lagrange multipliers. Setting the
derivatives of Eq. (30) with respect to Wj to zero, we have
∂L(Wj , ηj , τj)
∂Wj
= Wj +
β
2γ
Bj − 1ηj − τj = 0 (31)
According to [28], we know τjWj = 0 (KKT condition).
So we have
Wj = max(1ηj − β
2γ
Bj , 0) (32)
as WTj 1 = 1, we have
C∑
i=1
(ηj − β
2γ
Bij) = 1
⇒ ηj = 1
C
(1 +
β
2γ
C∑
i=1
Bij) (33)
Once we obtain ηj , we use Eq. (32) to update Wj .
Step 5. Update Y1, Y2 and µ: After updating variables Q,
P , J and W , we update Lagrange multipliers and penalty
parameter as follows
Y1 = Y1 + µ(QX − P ) (34)
Y2 = Y2 + µ(QX − J) (35)
µ = min(µmax, ρµ) (36)
The detail optimization steps of FDLSR are summarized in
Algorithm 1.
Algorithm 1. Solving FDLSR by ADMM
Input: Normalized training samples X and its label matrix H; Parameters
α, β, γ, λ .
Initialization: Q = P = J = W = 0, Y1 = Y2 = 0, µmax = 108,
tol = 10−6, µ = 10−5, ρ = 1.1.
While not converged do:
1) Update Q by using Eq. (17).
2) Update P by using Eq. (21).
3) Update J by using Eq. (25).
4) Update W by using Eq. (32).
5) Update Lagrange multipliers Y1 and Y2 by using Eq. (34) and Eq.
(35).
6) Update penalty parameter µ using Eq. (36).
7) Check convergence:
if max{‖QX − P‖∞, ‖QX − J‖∞} ≤ tol,
End While
Output: Q,W
C. Convergence analysis
In section 2.2, we used an ADMM to learn the FDLSR
model. In order to analyze the convergence of our optimization
algorithm, we first denote the objective function Eq. (13) as
Ψ(Q,W,P, J).
Lemma 1: The Algorithm 1 monotonically decreases the
value of Ψ(Q,W,P, J).
Proof: We denote the value of the objective function Eq.
(13) at the tth iteration as Ψ(Qt,W t, P t, J t). During the (t+
1)th iteration, we first fix variables W t, P t, and J t, and solve
the following subproblem
min
Q
Ψ(Q,W t, P t, J t) (37)
The optimal solution is Qt+1. Since the above subproblem is
quadratic and convex, we have
Ψ(Qt+1,W t, P t, J t) ≤ Ψ(Qt,W t, P t, J t) (38)
Then we fix variables Qt+1, W t, and J t, and solve the
following subproblem
min
P
Ψ(Qt+1,W t, P, J t) (39)
We can find problem (39) is still convex with respect to
variable P . With the optimal solution P t+1, we have
Ψ(Qt+1,W t, P t+1, J t) ≤ Ψ(Qt+1,W t, P t, J t) (40)
Likewise, we fix variables Qt+1, P t+1, and W t, and solve the
following optimization problem
min
J
Ψ(Qt+1,W t, P t+1, J) (41)
Due to the convexity of this subproblem, it follows that
Ψ(Qt+1,W t, P t+1, J t+1) ≤ Ψ(Qt+1,W t, P t+1, J t) (42)
Finally, we fix variables Qt+1, P t+1, and J t+1, and solve the
following optimization subproblem
min
W
Ψ(Qt+1,W, P t+1, J t+1) (43)
The above subproblem is also convex, so we have
Ψ(Qt+1,W t+1, P t+1, J t+1) ≤ Ψ(Qt+1,W t, P t+1, J t+1)
(44)
By combining (38), (40), (42) and (44), we obtain
Ψ(Qt+1,W t+1, P t+1, J t+1) ≤ Ψ(Qt,W t, P t, J t) (45)
In summary, we conclude that Algorithm 1 can monotonically
decrease the value of Ψ(Q,W,P, J). Because Eq. (13) is a
holistic convex framework, the ADMM used in Algorithm 1
can find the unique optimal solution of FDLSR.
D. Classification approach
After obtaining the optimal transformation matrix Q, the
traditional LSR model predicts the label of a new test sample
y ∈ Rd by calculating
Label(y) = max
i
(Qy)i, i = 1, 2, ..., C
where Qy ∈ RC is the transformed feature vector of the
test sample y. Recently, [29] takes advantage of the class
sparsity of transformed features, i.e., QX , to perform the
nearest neighbor classifier. Specifically, they first calculate the
Euclidean distance between the transformed features of the test
sample, i.e., Qy, and the transformed features of each training
sample, i.e., Qxi. Then the test sample will be classified into
the class to which the nearest training sample belongs.
However, face samples are often corrupted by noise that
adversely affect feature extraction. Consequently, the trans-
formed features may include outliers which can lead to
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（2）
（3）
（4）
（5）
Fig. 2. Example images from five face databases: (1)-(5) respectively correspond to the ORL, Extended Yale B, AR , LFW and CMU PIE databases.
misclassification. To solve this problem, we first class-wisely
calculate the mean vector of the transformed features, and then
we class-wisely calculate the Euclidean distance between the
mean vector and the transformed features of the test sample.
Finally, we classify the test sample to the class which has the
smallest distance. Algorithm 2 shows the detail classification
procedure.
Algorithm 2. Classification based on FDLSR
Input: Normalized training samples X , learned transformation matrix Q,
test sample y.
Output: Predicted label of y.
Step1. Calculate transformed features of training and test samples: Xˆ = QX ,
yˆ = Qy, and normalize them into a unit vector.
Step2. Calculate the mean vector of Xˆi, i = 1, 2, ...C, where Xˆi is the
transformed features of ith class.
Step3. Calculate the Euclidean distance between the transformed feaures of
test sample, i.e., yˆ, and mean vectors of each class using transformed training
features, then classify the test sample to the class which has the smallest
distance.
III. EXPERIMENTS
In this section, we perform experiments to verify the ef-
fectiveness of the proposed FDLSR method. We compare the
proposed FDLSR method with some competing LSR based
classification techniques, including DLSR [17], ReLSR [19],
GReLSR [20], CLSR [21], RLSL [22] and three representation
based classification techniques, including LRC [13], CRC [15]
and ProCRC [30].
A. Experimental results on five face databases
Five popular face databases, i.e., the ORL database [31],
the Extended Yale B database [32], the AR database [33],
the Labeled Faces in the Wild (LFW) [34] database, and
the CMU PIE [35] are used to evaluate the classification
performance of different methods. Examples images from the
five face databases are shown in Fig. 2. As shown in Fig. 2, the
difficulties in recognition of these face databases are different.
It is obvious that ORL and Extended Yale B are simpler
than the other three. AR and LFW are two very challenging
databases because of the occlusion of scarf or sunglasses and
the change of pose. The detail introduction to them and the
corresponding parameter settings are presented as follows
ORL: The ORL database includes 400 face images of 40
persons, each person has 10 images. Each image was resized
to the size of 28× 23 in our experiments. The parameters α,
β, γ and λ in our method were set to 1e-1, 1e-2, 1e-1, and
1e1, respectively. We randomly select 3, 4, 5, and 6 images
of each person as training samples, and the remaining images
were treated as test samples.
Extended Yale B: The Extended Yale B database consists
of 2414 front-face images of 38 persons. Each person has
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TABLE I
MEAN CLASSIFICATION ACCURACIES (%) OF DIFFERENT METHODS ON THE ORL FACE DATABASE.
Train No. LRC CRC ProCRC DLSR ReLSR GReLSR CLSR RLSL FDLSR(ours)
3 89.11 90.14 92.14 90.79 92.07 91.71 92.54 91.21 93.21
4 93.25 93.75 94.58 94.92 95.29 94.58 94.88 93.50 95.58
5 96.75 94.90 95.45 96.45 96.60 95.85 96.45 95.95 96.95
6 96.81 96.13 96.75 97.56 98.31 96.50 97.19 96.38 98.50
TABLE II
MEAN CLASSIFICATION ACCURACIES (%) OF DIFFERENT METHODS ON THE EXTENDED YALE B FACE DATABASE.
Train No. LRC CRC ProCRC DLSR ReLSR GReLSR CLSR RLSL FDLSR(ours)
10 82.18 92.43 91.74 88.32 88.64 88.14 89.64 89.14 90.80
15 89.43 95.06 95.41 93.23 93.56 93.16 93.17 92.87 94.69
20 92.00 96.66 96.74 95.66 96.51 96.00 95.79 95.76 96.83
25 93.73 97.23 97.58 96.82 97.13 96.83 97.45 96.94 97.97
TABLE III
MEAN CLASSIFICATION ACCURACIES (%) OF DIFFERENT METHODS ON THE AR FACE DATABASE.
Train No. LRC CRC ProCRC DLSR ReLSR GReLSR CLSR RLSL FDLSR(ours)
3 60.06 83.57 85.19 83.84 84.54 85.58 86.62 84.53 88.66
4 68.98 88.67 89.53 89.02 89.78 90.17 90.65 88.67 92.19
5 75.04 91.62 92.08 92.60 92.52 93.04 93.30 90.92 93.65
6 80.25 94.03 93.93 94.28 94.88 94.90 95.05 92.97 95.11
TABLE IV
MEAN CLASSIFICATION ACCURACIES (%) OF DIFFERENT METHODS ON THE LFW FACE DATABASE.
Train No. LRC CRC ProCRC DLSR ReLSR GReLSR CLSR RLSL FDLSR(ours)
5 29.99 33.02 34.14 29.35 31.46 36.22 36.87 35.20 38.92
6 32.37 36.07 35.35 32.42 35.12 38.79 39.52 38.59 41.20
7 35.53 38.35 36.72 35.50 38.01 42.53 41.71 40.71 44.14
8 36.98 40.43 38.99 37.18 38.65 44.09 44.12 42.17 46.15
TABLE V
MEAN CLASSIFICATION ACCURACIES (%) OF DIFFERENT METHODS ON THE CMU PIE DATABASE.
Train No. LRC CRC ProCRC DLSR ReLSR GReLSR CLSR RLSL FDLSR(ours)
5 51.09 72.66 78.54 73.22 74.24 74.83 75.77 74.73 81.42
8 68.59 82.61 86.07 83.96 84.33 83.67 84.61 84.08 88.12
10 75.67 86.39 89.00 87.93 87.51 87.28 88.17 87.53 89.84
15 85.26 91.14 92.18 92.11 92.22 91.36 91.74 91.23 92.72
about 59-64 images. Each image is resized to resolution 32×
32. The parameters α, β, γ and λ in our method are set to
1e-1, 1e-2, 1e-1, and 5e0, respectively. We randomly select
10, 15, 20, and 25 images of each person as training samples,
and the remaining images are treated as test samples.
AR: The AR face database consists of over 4000 images of
126 persons. For our experiments, we choose a subset of 3120
images of 120 persons to conduct the performance evaluation.
Each person has 26 frontal face images. All the images are
resized to resolution 50 × 40 in advance. The parameters α,
β, γ and λ in our method are set to 1e-1, 1e-2, 1e-1, and 1e1,
respectively. We randomly select 3, 4, 5, and 6 images of each
person as training samples and treat the remaining images as
test samples.
CMU PIE: The CMU PIE face database [35] consists
of 41386 front face images of 68 persons that are taken
under different poses, illuminations and expressions. We use
its five subsets (C05, C07,C09, C27 and C29) to conduct
the evaluation. Each person has about 170 face images and
each image is manually resized to the size of 32 × 32. The
parameters α, β, γ and λ in our method are set to 1e-1, 1e-
2, 1e-1, and 1e1, respectively. We randomly select 5, 8, 10,
and 15 images from each person as training samples and the
remaining images are used as test samples.
LFW: The LFW database has more than 13000 face images
collected from the Internet, and all images are labeled with
the name of subjects. Following [29], in this paper we use a
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Fig. 3. Illustration of the structure of transformed features, i.e., QX , with different values of the parameter λ.
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Fig. 4. T-SNE visualization results of the features extracted by different algorithms on the Extended Yale B database in which random 15 samples per class
are used to validate.
subset of LFW which consists of 1251 images of 86 persons to
conduct the experiments. Each person has about 11-20 images
and each image is resized to resolution 32×32. The parameters
α, β, γ and λ in our method are set to 1e-1, 1e-2, 1e-1, and
1e-1, respectively. We randomly select 5, 6, 7, and 8 images
of each person as training samples and treat the remaining
images as test samples.
For the comparison of LSR-based methods, i.e., DLSR,
ReLSR, GReLSR, CLSR, and FDLSR, the optimal parameters
are selected from the candidate set {1e-4, 1e-3, 1e-2, 1e-1,
1}. To avoid any bias, for each group of experiments, all
methods are repeated 10 times with a random selection of
training and test samples. We then report the mean value as the
final classification result. The mean recognition rate of these
methods are respectively shown in Tables I-V. Besides, in the
case of the ORL database we conduct sensitivity experiments
to illustrate the impact of various values of the parameter λ
(as shown in Fig. 3). Fig. 4 shows the t-SNE [36] visualization
of the features on the Extended Yale B dataset which are
extracted by ReLSR and our FDLSR, respectively. We can
summarize these results as follows
(1) Overall, DLSR, ReLSR, and GReLSR obtain compet-
itive recognition rates, which indicates that the ε-dragging
technique is a significant contribution to improving the clas-
sification performance.
(2) For all methods, the average recognition rates increase
with the increase of the number of labeled training samples,
which states that the more labeled training samples, the more
useful information is provided.
(3) Compared to the other four label-relaxed based re-
gression methods, i.e., DLSR, ReLSR, GReLSR and CLSR,
the proposed FDLSR method consistently provides superior
classification performance on the above five databases. This
is mainly due to the improvement of discriminability of
the transformed features. As discussed previously, both the
Fisher discrimination criterion and the self-adaptive weighting
technique contribute to obtaining discriminative features.
(4) From Fig. 3, we can find the recognition rate improves
with increasing value of the parameter λ, which demonstrates
that the incorporation of the Fisher criterion is indeed benefi-
cial for classification. Besides, we see the transformed features
are hetergeneous when λ = 0. However, with increasing λ, the
true class structure (the structure of block-diagonal features)
becomes more distinct and evident. Moreover, we observe that
the similarity of within-class features and the incoherence of
inter-class features are simultaneously enhanced.
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Fig. 5. The classification accuracies (%) versus different β and λ on (1) ORL, (2) Extended Yale B, (3) AR, and (4) CMU PIE databases where we respectively
select 5, 15, 3 and 10 samples per class as the training set.
(5) As shown in Fig. 4, it is obvious that the features
extracted by our FDLSR model present more ideal inter-class
seperability and intra-class compactness which is favorable to
classification.
B. Classification using deep features
In this section, we further verify whether our FDLSR
regression model is also effective for deep features on the
CMU PIE and LFW databases. Two deep networks, VGG16
[37] and ResNet50 [38], are adopted in this study. Since the
dimensionality of obtained deep features is very high, we
first reduce the dimensionality by using PCA algorithm in
which about 98% energy of features is preserved (according
to the ordered feature values). For the CMU PIE database,
we randomly pick 10 samples per class as the training set.
For the LFW database, we randomly pick 5 samples per class
as the training set. We repeat all the experiments ten times
with different random spits of training and test samples and
average the accuracies over all runs. The experimental results
are illustrated in Table VI. We can find that both VGG and
ResNet features can deliver better accuracies than original
features, especially on the LFW database, there is a nearly
20% improvement on the accuracy. Note that, our FDLSR with
deep features is consistently superior to the other algorithms
which means that FDLSR is also robust to the deep features.
C. Parameter sensitivity analysis
Heretofore it is still an open question to determine the
optimal model parameters. In this section, we try to analyze
the parameter sensitivity of our FDLSR model from the
experimental perspective. Four parameters of FDLSR, i.e., α,
TABLE VI
MEAN CLASSIFICATION ACCURACIES ON THE DEEP FEATURES OF THE
CMU PIE AND LFW DATABASES.
Database CMU PIE (10) LFW (5)
FDLSR (ours) 89.84 38.92
VGG+FDLSR (ours) 89.68 58.66
ResNet+FDLSR (ours) 91.87 54.97
RLSL 87.53 35.20
VGG+RLSL 89.05 53.89
ResNet+RLSL 89.69 54.10
GReLSR 87.28 36.76
VGG+GReLSR 87.04 52.18
ResNet+GReLSR 89.87 52.85
ReLSR 87.51 31.43
VGG+ReLSR 88.77 51.88
ResNet+ReLSR 89.84 52.91
DLSR 87.93 30.43
VGG+DLSR 87.47 49.84
ResNet+DLSR 89.66 52.07
β, γ and λ, are selected from the candidate set {1e-4, 1e-3, 1e-
2, 1e-1, 1, 1e1 } by cross-validation. Specifically, α and γ are
used to avoid the problem of over-fitting, β and λ are respec-
tively used to balance the self-adaptive weighting term and the
Fisher discrimination constrain term. For convenience, we first
let the parameters α and γ equal to their optimal values, then
just focus on evaluating the sensitivity of parameters β and λ.
The classification accuracy as a function of β and λ on four
datasets are shown in Fig. 5. It is apparent that our FDLSR
model is not very sensitive to the value of β and λ. This
demonstrates that the discriminability of extracted regression
features are critical to discriminative projection learning and
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Fig. 6. Objective function value versus the number of iterations of the proposed FDLSR method on three databases.
its classification performance does not completely depend on
the selection of parameters.
D. Convergence validation
The convergence of the proposed FDLSR algorithm on
five databases is shown in Fig. 6. As expected, the value
of the objective function (11) drops fast within a few itera-
tions. Although there exists fluctuation of function value on
the ORL and Extended Yale B databases, it converges very
quikly, which verifies the effectiveness of the used alternating
optimization method in solving the FDLSR problem.
IV. CONCLUSION
In this paper, we propose a novel Fisher discriminative
criterion based LSR with a self-adaptive weighting method
(FDLSR) for multiclass face recognition. Different from pre-
vious LSR based classification methods, FDLSR aims to
improve the classification accuracy by enhancing the discrim-
inabity of the learned features. Specifically, FDLSR incor-
porates a Fisher discrimination criterion to force the trans-
formed features to have small within-class but large inter-
class scatter, thus resulting in a discriminative transformation.
Besides, FDLSR uses a non-negative weighting matrix to self-
adaptively enlarge the margins of true and incorrect classes.
The experimental results demonstrate the superior performance
of FDLSR compared to other state-of-the-art LSR based
classification methods.
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