On the distribution of linear combinations of eigenvalues of the
  Anderson model by Fishman, Shmuel et al.
ar
X
iv
:0
80
9.
01
21
v1
  [
ma
th-
ph
]  
31
 A
ug
 20
08
On the distribution of linear ombinations of eigenvalues of the
Anderson model
Shmuel Fishman
∗
and Yevgeny Krivolapov
†
Physis Department, Tehnion - Israel Institute of Tehnology, Haifa 32000, Israel.
Avy Soer
‡
Mathematis Department, Rutgers University, New-Brunswik, NJ 08903, USA.
(Dated: August 29, 2008)
Abstrat
Probabilisti estimates on linear ombinations of eigenvalues of the one dimensional Anderson
model are derived. So far only estimates on the density of eigenvalues and of pairs were found
by Wegner and by Minami. Our work was motivated by perturbative explorations of the Non-
linear Shrödinger Equation, where linear ombinations of eigenvalues are the denominators and
evaluation of their smallness is ru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I. INTRODUCTION
The study of the statistial properties of eigenvalues and their distribution for the An-
derson model has attrated a lot of attention in the Mathematial Physis and Physis
ommunities. The one dimensional Anderson model on a lattie an be dened as an eigen-
value problem
EψE (x) = ψE (x− 1) + ψE (x+ 1) + εxψE (x) x ∈ Z (1)
where ψE (x) is the eigenfuntion orresponding to the eigenvalue E. The sites of the lattie
are denoted by x while εx are independed random variables whih are unifomly distributed
in the interval [−∆,∆]. It exhibits ompelete loalization and does not have any exeptional
states. Important progress in the understanding of the distribution of eigenvalues has been
made at the rigorous level with the fundamental works of Wegner [1℄ (also see e.g. Aizenman-
Molhanov (AM) [2℄) and Minami [3, 4℄, whih desribes the main aspets of the distribution
of the distanes between the eigenvalues. Wegner's estimate shows that the typial distane
is of order 1/V , where V is the volume of the uto Hamiltonian. A lot of numerial
and other arguments, led to the onjeture that the distribution of the distanes between
eigenvalues (EV) omes as from a Poissonian distribution, and the probability to have two
EVs in an interval of size I is proportional to I2. This last statement was nally proved
by Minami [3℄. Very reently, we showed that the distribution of the energy level distanes,
and higher order ombinations are ruial to understanding of the large time behavior of
the Nonlinear Shrödinger Equation (NLSE) with the Anderson potential in its linear part
[5℄. This an be understood when one studies the appropriate time dependent perturbative
onstrution of the solution, around the linear part. Then, the leading potentially large
terms onsist of denominators whih are linear ombinations (with integer oeients) of
the various EVs of the linear or renormalized linear problem. Thus we are naturally led to
onsider the probabilisti estimates on the smallness of quantities like
f =
R∑
k=1
ckEik (2)
where the sum over k is nite. Here ck are integers and Ei are the eigenvalues of the Anderson
model (1). The indexing of the EV we use is suh that to Ei orresponds the eigenfuntion
whih is loalized around the lattie site i [7, 8℄.
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Very reently progress on this problem has been ahieved in the works [6℄ and [9℄. Our aim
in this work is to obtain the needed estimates for the perturbative onstrution of large time
solutions for the NLSE with Anderson potentials [10℄ , as developed in [5, 11℄. Our strategy
is to begin with the AM approah [2℄, and estimate the expetations of frational powers of
the inverse of the linear ombinations of EVs, denoted by f (Se. III). It turns out that the
ritial step in this problem is to estimate from above the probability of avoided rossings,
whih is equivalent to ontrolling the probability of states, with two humps that are far
away. Another useful tool is the demonstration of a lower bound on the eigenfuntions,
whih is uniform in the potential, with large probability (Se. II). A modied version of f
is onsidered in Se. IV.
II. THE ASYMPTOTIC EXPONENTIAL DECAY OF THE EIGENSTATES
For eah energy E the inverse loalization length, γ (E) , is ontinuous as a result of the
Thouless formula [12℄ and, γ (E) > 0 (see more details after (17)). Sine the spetrum of a
Hamiltonian H on a lattie is ompat, it follows that, given η¯, we an over it with a nite
olletion of open intervals, suh that eah interval is around λk, k = 1, 2...K <∞, and for
energies in that interval (1− η¯) γ (λk) ≤ γ (E) ≤ (1 + η¯) γ (λk) , where η¯ is arbitrarily small.
Now we fous on one of suh intervals loated around the energy λ0 ∈ I0, and xed
ε≪ 2η¯γ (λ0) . We denote by sn,j the set of all the potentials for whih the energy Ej ∈ I0,
and suh that, ∣∣e(γ(Ej)+ε)|x|ψEj (x)∣∣ ≥ 1 j ∈ Z (3)
the inequality holds for all |x| ≥ n (η¯, ε) , and x is the distane from the loalization enter
of the wave funtion. It is a onsequene of the Furstenberg theorem [13℄ and of the analysis
of [14℄ that n is nite for a.e. potential (for an alternative approah see [15℄).
The measure of the potentials belonging to sn,j is denoted by Sn,j. Clearly, Sn,j ≥ 0, and
we only onsider the ase where the measure of the set of potentials with Ej belonging to
the interval around λ0 is nonzero. Sn,j is a monotoni inreasing sequene of n: this follows
sine by onstrution, if Sn,j is suh that ondition (3) is satised for |x| ≥ nj it is also
satised for |x| ≥ nj + l, l > 0. Furthermore, one an verify that eah Sn,j is measurable.
Lemma 1 The limit limn→∞ Sn,j = µ′0 > 0, exists with some positive µ
′
0, where µ
′
0 is the
measure of all the potentials, suh that Ej is in the interval around λ0.
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Proof. The lemma follows, sine by Furstenberg theorem [13℄ and Delyon-Souillard-Levy
[14℄ for almost all energies the eigenfuntions deay exponentially with the rate γ (E) :
lim
x→∞
ln
[∣∣ψEj (x)∣∣2 + ∣∣ψEj (x+ 1)∣∣2]
2x
= γ (Ej) . (4)
Therefore (∣∣ψEj (x)∣∣2 + ∣∣ψEj (x+ 1)∣∣2)1/2 ≍ P (x) e−γ(Ej)|x| (5)
with P (x) sub-exponentially bounded, above and below (deaying or inreasing), and x is
the distane from the loalization enter [16, 17℄.
Hene
lim
x→∞
∣∣e(γ(Ej)+ε)|x|P (x) e−γ(Ej)|x|∣∣ =∞ (6)
for all ε > 0, and therefore for eah eigenfuntion ondition (3) is satised for some nite nj.
Hene all realizations of the potential satisfy ondition (3) for any E0 in the interval around
λ0 :
µ0 = µ (all potentials) = µ
(⋃
n,j
sn,j
)
≤
∑
n,j
µ (sn,j) , (7)
sine {n, j} is ountable.
The lemma holds for eah of the open sets around λk. Sine the number of these sets
is nite, then for any xed nj the ondition (3) is satised for a set of realizations with a
measure of 1− δj , where δj dereases with nj.
This leads to the following proposition.
Proposition 2 (Lower bound on Eigenfuntions) Given ε, δ > 0, with probability 1 − δ,
∃{n∗j (ε, δ)} ⊆ N, suh that(∣∣ψEj (n)∣∣2 + ∣∣ψEj (n+ 1)∣∣2)1/2 ≍ P (n) e−γ(Ej)|n| ≥ e−(γ(Ej)+ε)|n| (8)
for all n ≥ n∗j (ε, δ), and where n is distane from the loalization enter. The proof of the
upper bound is similar.
Corollary 3 For any f =
R∑
k=1
ckEik , there is an x suh that for j > |x| ,
Pr
(∣∣∣∣ ∂f∂εj +
∂f
∂εj+1
∣∣∣∣ ≤ Cj
)
≤ δ¯ (j) (9)
where Cj > e
−2(γ˜+ε)j
and δ¯ (j) is monotonially dereasing with j. The deay rate γ˜ orre-
sponds to an energy Eik in the sum for f , namely γ˜ = γ(Eik).
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Proof. Using Feynman-Hellman theorem
∣∣∣∣ ∂f∂εj +
∂f
∂εj+1
∣∣∣∣ =
∣∣∣∣∣
R∑
k=1
ck
(|ψik (j)|2 + |ψik (j + 1)|2)
∣∣∣∣∣ . (10)
First we order the eigenfuntions in the RHS of (10) by their loalization enters,
{i1 < i2 < · · · < iR} , where R is the number of eigenfuntions in the sum. If the eigen-
funtions are tightly paked in the sense, that their loalization enters are found in a
box of size n∗ (ε, δ) then we an take j suh that |j − iR| > n∗ (ε, δ) and Proposition 2
would apply for all the eigenfuntions in the sum. We assume for simpliity j > 0. Here
n∗ (ε, δ) ≡ suplǫ{im}Rm=1 n
∗
l (ε) . For j large enough the asymptoti behavior of this sum is
ditated by one term with the smallest inverse loalization length, γ˜. In the worst ase,
there are two states whih are loalized at a distane of n∗ apart on the lattie and have
very lose inverse loalization lengths γ˜, (γ˜ ± η), with η small. By ontinuity of γ (E) the
respetive energies are typially lose. For these states we have to go for a distane of
j > γminn
∗/η, (11)
where γmin = infE γ (E) . This results from the requirement that e
−γminj ≫ e−(γmin+η)(j−n∗) ,
whih is satised for e(γmin+η)n
∗−ηj ≪ 1 . We will disregard realizations of the potentials for
whih many γ′s are loser than η, however we notie that the measure of suh realizations
goes to zero with η. In fat the smallest energy spaing results from avoided rossings whih
are exponentially small in n∗. In this proess we pratially eliminated realizations where
arbitrarily small energy dierenes are found. (See next setion for detailed disussion of
this issue, a quantitative estimate is (19)). For a general onguration of the loalization
enters in the sum we will separate the loalization enters to lusters suh that the distane
between two adjaent lusters is at least n∗γmin/η. Following from above, there are intervals
on the lattie between the lusters, suh that the ontribution of eah luster to the sum is
governed by one exponential. Therefore we an always nd j′s between the lusters suh
that only one luster and atually one state dominates, moreover at this point the magnitude
of the sum satises the inequality
Cj ≥ e−γmaxγminn∗/η, (12)
where γmax = supE γ (E) . In this way we obtain the following proposition.
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Proposition 4 Given R energies Ei1 , Ei2 , ..., EiR we an always deompose this set into a
set of disjoint lusters suh that the largest n∗ is cR/γmin, where with probability 1− ε, for
j > n∗ (ε, R)
R∑
k=1
ck
∣∣∣ψEik (j)
∣∣∣2 ≥ ce−2(γ˜+ε)|j|,
with ck that are integers and c is a onstant. That is for some j, some
∣∣∣ψEik (j)
∣∣∣2 dominates
all other
∣∣∣ψEik (j)
∣∣∣2.
Using the above proposition we an nd an x, suh that for j > x, the sum (10) will be
dominated by one term with the smallest γ (E) , suh that
Pr
(∣∣∣∣ ∂f∂εj
∣∣∣∣ ≤ Cj
)
≤ δ¯ (j) , (13)
and Cj depends only on the relative distane between j and the loalization enter of the
dominant eigenfuntion, and therefore does not depend on the loations of the other loal-
ization enters of the states in f . Here δ¯ (j) is the measure of all the realizations that were
exluded so that Proposition 2 holds. Due to the Proposition 2 both Cj and δ¯ (j) , onned
with (11) are dereasing funtions of j. Therefore Cj and δ¯ (j) are bounded by Cx and δ¯ (x)
III. THE INTEGRAL OVER |f |−s
Lemma 5 For eah j, exists a nite interval ∆εj > 0 for whih the funtion
∂f
∂εj
+ ∂f
∂εj+1
does not hange sign with probability 1− δ¯1(j)
Proof. The funtion
∂f
∂εj
+ ∂f
∂εj+1
is given by
∂f
∂εj
+
∂f
∂εj+1
=
R∑
k=1
ck
(∣∣∣ψEik (j)
∣∣∣2 + ∣∣∣ψEik (j + 1)
∣∣∣2) . (14)
Due to Corollary 3 there is a j ≥ j0 for whih the sum is dominated by only one term with
the smallest γ (E) . We will denote the state orresponding to this energy by its eigenvalue
E0j . The sign of
∂f
∂εj
+ ∂f
∂εj+1
an hange only when there is an avoided rossing between the
E0j state and one of the other states Ek, in the sum dening f , sine then the dominating
terms will interhange due to the fat that γ (E) is a ontinuous funtion of E. Consider a
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luster of size L, whih is large enough to over all the eigenstates, suh that outside of this
luster the relevant eigenstates are smaller than e−γminn
∗
. Using this luster, the Minami
estimate [3℄ gives
Pr
(
TrP
(L)
Hω
(I) ≥ 2
)
≤ (π ‖ρ‖∞ IL)2 , (15)
where ‖ρ‖∞ is the supremum of the density of states, I is some energy interval while P (L)Hω (I)
is the spetral projetion on that interval. We an reformulate this estimate in suh a manner
that the probability to nd any i and k with energies in this interval satises
Pr (|Ei −Ek| ≤ I) ≤ (π ‖ρ‖∞ IL)2 . (16)
Dividing the spetrum into intervals of length I = δ1L
−ν
with δ1 > 0 and ν > 2, we nd
that the probability to nd any pair i, k in suh an interval satises
Pr
(|Ei − Ek| ≤ δ1L−ν) ≤ δ1∆π2 ‖ρ‖2∞ L−(2ν−2). (17)
Therefore the probability of an energy interhange an be made arbitrarily small. After the
interhange of the energies the magnitudes of the orresponding γ′s will interhange and one
(dierent) state will dominate at j. This assumes that dγ/dE for this state is not too small.
If it vanishes the following evaluation is required. In this situation, the hange in γ for a small
hange δ3 in E, we assume that there is a nite number of points, Nb, where the derivative
of γ(E) is zero, whih follows from the analytiity of γ (E), that in turn follows from the
Thouless formula [12℄ and the analytiity of the density of states [18, 19, 20℄. We take a
small interval, δ2, around those points for whih, dγ/dE ≤ δ2. We will exlude realizations
with energies whih are found within this interval, by using the Minami estimate,
Pr (|Ei − Ek| ≤ I(δ2)) ≤ Nb (π ‖ρ‖∞ I(δ2)L)2 ≤ δ˜1(j). (18)
where I(δ2) is the interval of energies for whih , dγ/dE ≤ δ2. This interval, I(δ2), is a
monotonially dereasing funtion of δ2. Energies whih are found outside of this interval
will have a derivative dγ/dE ≥ δ2 and therefore using (17)
Pr
(|γ(Ei − γ(Ej)| ≤ δ1δ2L−ν) ≤ π2δ1∆ ‖ρ‖2∞ L−(2ν−2) ≤ δ˜2(j). (19)
where δ˜2(j) an be made arbitrarily small. Here we hoose L to be muh larger than the
luster in question. To ensure that this probability is small we have to hoose ν > 2.
Note that the number of intervals grows as Lν . The realizations whih are exluded are of
probability whih is bounded by δ¯1(j) = δ˜1(j) + δ˜2(j).
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Remark 6 The bound on the probability of the previous orollary should be modied with
δ¯j replaed by δ¯(j) + δ¯1(j).
Theorem 7 For f =
R∑
k=1
ckEik ,the following mean is bounded from above
〈
1
|f |s
〉
δ
=
∫ |Λ|∏
i=1
dµ (εi)
1
|f |s ≤ Dδ. (20)
where 〈.〉δ denotes a mean over realizations of a measure 1 − δ and Dδ is independent of
|Λ| .We analyze the behavior of the integral
If ≡
∫ |Λ|∏
i=1
dµ (εi)
1
|f (~ε)|s (21)
Proof. We denote, ~ε ≡ {ε1, · · · ε|Λ|} , and assume, that µ (εi) is uniform in the interval
[−∆,∆]. We rst hange variables (for a j hosen to optimize the bound on (22)) to
ε+j =
1√
2
(εj + εj+1)
ε−j =
1√
2
(εj − εj+1)
with the Jaobian equal to 1. Then we hange the variables to
(
f, ε1, . . . , ε
−
j , εj+1, . . . ε|Λ|
)
,
that produes the Jaobian
∂
(
f, ε1, . . . , ε|Λ|
)
∂
(
ε1, . . . , ε|Λ|
) =
∣∣∣∣∣∣∣∣∣∣∣∣
∂f
∂ε+j
∂f
∂ε1
· · · ∂f
∂ε|Λ|
1
.
.
.
1
∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣ ∂f∂ε+j
∣∣∣∣∣ . (22)
The integral using the new variables is
If =
1
(2∆)|Λ|
∫
dε−j
∫ ∆
−∆
|Λ|∏
i=1,i 6=j
dεi
∫ f(~ε,~∆)
f(~ε,−−→∆)
∣∣∣∣∣ ∂f∂ε+j
∣∣∣∣∣
−1
df
1
|f |s . (23)
In order to take into the aount the multipliity, whih results of this hange of variables,
we will divide the range of integration in the ~ε spae into domains ml, l = 1, ...,M , suh
that in eah domain the sign of the Jaobian does not hange. This results in
If =
1
(2∆)|Λ|
M∑
l=1
∫
ml
|Λ|∏
i=1,i 6=j
dεi
∫ f+
l
f−
l
|Jl| df 1|f |s (24)
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where Jl is the Jaobian
∣∣∣ ∂f
∂ε+j
∣∣∣−1 in the l− th domain and f±l are the extremal values of f in
this domain. Suh splitting into a nite number of domains is possible due to Lemma 5 and
sine
∣∣∣ ∂f
∂ε+
j
∣∣∣ = 1√
2
∣∣∣ ∂f∂εj + ∂f∂εj+1
∣∣∣. Sine the integrand is positive the value of the integral an
be only inreased by inreasing the integration volume. Therefore we obtain the following
inequality
|f | =
∣∣∣∣∣
R∑
k=1
ckEik
∣∣∣∣∣ ≤ maxω |Eik |
∑
k
|ck| = (2 + ∆)
∑
k
|ck| ≤ Q (25)
where we have used the fat that the eigenvalues are bounded and the sum is nite. The
integral an be bounded by
If =
1
(2∆)|Λ|
M∑
l=1
∫
ml
|Λ|∏
i=1,i 6=j
dεi
∫ f+
l
f−
l
|Jl| df 1|f |s (26)
≤
∫ Q
0
df
1
f s
sup
{εi}


∣∣∣∣∣ ∂f∂ε+j
∣∣∣∣∣
−1

 1
(2∆)|Λ|
M∑
l=1
∫
ml
|Λ|∏
i=1,i 6=j
dεi


with |Jl| ≤ sup{εi}
(∣∣∣ ∂f
∂ε+j
∣∣∣−1) . The last term is an integral over all εj exluding one, therefore
the volume transforms as 
 1
(2∆)|Λ|
M∑
l=1
∫
ml
|Λ|∏
i=1,i 6=j
dεi

 = 1
2∆
. (27)
Using Corollary 3 and Remark 6 the integral an be further bounded by
If ≤ C−1δ
Q1−s
2∆ (1− s) ≡ Dδ (28)
with Dδ independent of of the size of system and of R while Cδ is the smallest Cj.
IV. THE EFFECT OF RENORMALIZATION
In some appliations [5, 11℄ the funtion f =
∑
k ckEik should be replaed by f
′ =∑
k ckE
′
ik
, where E ′i are the renormalized energies and f
′ = f+βF ({−→ε }). In this appliation,
to the leading order only one energy denoted by E0 is renormalized, namely
E ′i = Ei + βδi,0V
000
0
where β is a small parameter and V 0000 =
∑
i ψ
4
E0
(i). We show that to this order Cδ is not
aeted by F for β <onst e−2(γmax−γmin)|xδ|, where γmin and γmax are the minimal and the
maximal Lyapunov exponents and |xδ| is dened by Cδ = (Cj, j = xδ) .
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The derivative of V 0000 is given by
∂V 0000
∂εj
=
∑
i
4ψ3E0 (i)
∂ψE0 (i)
∂εj
. (29)
Lemma 8
Pr
(∣∣∣∣∣∂V
000
0
∂ε+j
∣∣∣∣∣ ≥ De−2(γmin−η)|xj |
)
≤ e−2ηs|xj | 0 < s < 1 (30)
where γmin is the minimal Lyapunov exponent.
Proof. Using a perturbation expansion in εj (to the rst order), this derivative,
∂ψEn (i)
∂εj
, an
be alulated
∂ψEn (i)
∂εj
= ψEn (j)
∑
k 6=n
ψEk (j)ψEk (i)
En −Ek . (31)
We now use the frational moment tehnique to get a probabilisti bound on this derivative.
Using the bound on the eigenfuntions and the estimate on the average of
〈
1
|En−Ek|s
〉
δ
, (see
Theorem 7), we obtain
〈∣∣∣∣∂ψEn (i)∂εj
∣∣∣∣
s〉
δ
=
〈
|ψEn (j)|s
∣∣∣∣∣
∑
k 6=n
ψEk (j)ψEk (i)
En − Ek
∣∣∣∣∣
s〉
δ
(32)
≤ sup
ω
(
|ψEn (j)|s
∑
k 6=n
|ψEk (j)|s |ψEk (i)|s
)〈
1
|En − Ek|s
〉
δ
≤ D¯εDδe−γmins|xj−xn|e−γmins|xj−xi|.
Therefore the derivative
∂V 0000
∂εj
(where x0 = 0), an be bounded by〈∣∣∣∣∂V 0000∂εj
∣∣∣∣
s〉
δ
≤ 4D¯εDδe−γmins|xj |
∑
i
e−3γmins|xi|e−γmins|xj−xi| (33)
≤ 4D¯εDδe−2γmins|xj |
∑
i
e−2γmins|xi| = D˜εDδe−2γmins|xj |.
Using the denition of ε+j〈∣∣∣∣∣∂V
000
0
∂ε+j
∣∣∣∣∣
s〉
δ
≤ 1
2s/2
(〈∣∣∣∣∂V 0000∂εj
∣∣∣∣
s〉
δ
+
〈∣∣∣∣∂V 0000∂εj+1
∣∣∣∣
s〉
δ
)
≤ D˜εDδe−2γmins|xj |
Utilizing the Chebyhev inequality we omplete the proof.
Remark 9 Sine the derivative
∂V 0000
∂εj
is bounded from above we an always selet β in suh
way that its ontribution will be smaller than the derivatives of the energies.
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