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Re´sume´
Certaines me´thodes de fusion d’informations sup-
posent que les sources d’informations sont ordonne´es en
fonction de leur fiabilite´ relative et donnent plus d’impor-
tance aux informations provenant de sources plus fiables.
Dans cet article, nous nous plac¸ons en amont de ces
processus de fusion et nous nous inte´ressons a` la phase
d’estimation de la fiabilite´ relative des sources, mode´li-
se´e ici par un pre´-ordre total. Nous voyons cette phase
comme une phase de mise a` jour qui a` partir d’un pre´-
ordre initial repre´sentant l’a priori que l’utilisateur peut
avoir sur la fiabilite´ relative des sources, construit un
nouveau pre´-ordre en utilisant uniquement les informa-
tions e´mises par les sources durant cette phase. La pro-
prie´te´ majeure qui est exploite´e est la consistance de ces
informations e´mises vis a` vis notamment d’informations
conside´re´es comme certaines. Les contributions de cet
article sont d’une part, un ensemble de postulats qui
caracte´risent ces ope´rateurs de mise-a`-jour, et d’autre
part des ope´rateurs de mise-a`-jour particuliers dont on
discute la conformite´ vis a` vis de ces postulats.
Abstract
Some methods of information merging suppose that
information sources are ordered according to their rela-
tive reliability. They thus give more importance to in-
formation which are provided by more reliable sources.
In this paper, we adress the question of estimating this
relative relability, modelling it here by a total pre-order.
We emphasize a process which starts from an a priori to-
tal pre-order and updates it by exploiting the information
which are reported by the sources during this phase. The
main property which is used is the consistency of repor-
ted information according to some trusted information.
This paper provides a set of postulates which characte-
rizes such updating process and provides also particular
updating operators the conformity of which is studied.
1 Motivations
En fusion d’informations, la fiabilite´ des sources
d’informations est souvent un e´le´ment essentiel utilise´
par le processus de fusion notamment lorsque les infor-
mations a` fusionner sont contradictoires. En effet, en
cas de contradictions entre informations, il est naturel
de donner la priorite´ aux informations produites par
la source la plus fiable.
Il y a cependant diffe´rentes fac¸ons de repre´senter
cette fiabilite´. On peut repre´senter la fiabilite´ des
sources d’informations de fac¸on quantitative, on parle
alors de degre´s de fiabilite´, et utiliser ces degre´s dans le
processus de fusion. C’est ce qui est fait par exemple
dans la the´orie des fonctions de croyances ou` le de-
gre´ de fiabilite´ d’une source est mode´lise´ par un re´el,
compris entre 0 et 1, et utilise´ pour re´duire, dans le
processus de fusion, l’importance des croyances e´mises
par la source [15]. C’est le cas e´galement de [6], qui uti-
lise la the´orie des possibilite´s et propose de parame´trer
le processus de fusion par les degre´s de fiabilite´s des
sources.
On peut aussi repre´senter la fiabilite´ relative des
sources et utiliser ensuite dans le processus de fusion
cet ordre ou pre´-ordre. Par exemple, [3] et [4] pro-
posent un ope´rateur de fusion qui suppose que les
sources sont ordonne´es selon un ordre total repre´sen-
tant leur fiabilite´ relative. Dans ce travail, si la source
s est plus fiable que la source s′ (note´ s > s′) et si
les deux sources e´mettent des informations contradic-
toires, le processus de fusion prendra en compte en
priorite´ les informations fournies par s. Les informa-
tions fournies par s′ qui ne contredisent pas celles de
s seront ensuite prises en compte. Cette meˆme ide´e
est reprise dans [12] pour raisonner avec des croyances
plus complexes et dans [14] pour re´viser une base de
croyances en prenant en compte le niveau de fiabi-
lite´ relative des sources signant (i.e., rapportant) les
informations conside´re´es. Dans [5], cette ide´e est ge´-
ne´ralise´e et les sources sont ordonne´es selon plusieurs
ordres repre´sentant leurs fiabilite´s relatives dans diffe´-
rents the`mes. [10] et [11] supposent quant a` eux, que
l’on classe, selon un pre´-ordre, non pas les sources d’in-
formations mais des ensembles de sources d’informa-
tions. Ainsi S ≥ S′ signifiera que j’ai une plus grande
confiance dans le fait qu’une source de S donnera des
informations vraies que dans le fait qu’une source de
S′ le fasse. L’objectif de ces travaux est de proposer
comment on peut exploiter ces pre´-ordres pour de´duire
la confiance que l’on peut avoir dans les informations
e´mises par les sources.
Notons cependant que les travaux cite´s pre´ce´dem-
ment, s’ils utilisent la fiabilite´ relative des sources pour
la fusion, ne s’inte´ressent pas a` savoir comment on peut
de´terminer cette fiabilite´ relative. Il faut se tourner
vers d’autres travaux, dans le domaine des syste`mes
multi-agents essentiellement, qui eux s’inte´ressent a` la
question de l’e´laboration de la confiance (trust assess-
ment). Dans ce domaine, diffe´rentes de´finitions de la
confiance et diffe´rentes approches pour l’e´laborer sont
pre´conise´es [8]. Ainsi, [9] montre comment assigner la
fiabilite´ relative des sources d’informations en utili-
sant deux variables appele´es respectivement niveau de
connaissances de la source et niveau d’expertise de la
source. Ces deux variables ont pour but de quanti-
fier le degre´ de compe´tence de la source pour de´livrer
des informations vraies. Dans le meˆme ordre d’ide´e
[7] montre que la confiance dans le fait qu’une source
d’information de´livre des informations vraies se de´fi-
nit a` partir de la confiance que l’on peut avoir dans sa
compe´tence (ce que pense la source est vraie) et sa sin-
ce´rite´ (la source pense ce qu’elle dit). Mais pour e´labo-
rer ces parame`tres ou estimer directement un degre´ de
confiance, il existe diffe´rentes approches. Ainsi, l’e´va-
luateur peut utiliser les expe´riences qu’il a eues dans
le passe´ avec l’agent dont il veut de´terminer la fiabi-
lite´ (on parle de “trust interaction”) ; l’e´valuateur peut
collecter les avis que d’autres agents peuvent avoir au
sujet de la fiabilite´ de l’agent dont il veut de´terminer
la fiabilite´ (on parle de“witness reputation”) ; l’e´valua-
teur peut prendre en compte les relations qui existent
entre les agents du syste`me, l’organisation dans la-
quelle ces agents jouent des roˆles (on parle de “role-
based trust”) ; et enfin, l’agent dont on veut e´valuer la
fiabilite´ peut produire lui-meˆme des preuves certifie´es
de sa fiabilite´ (on parle de certified reputation).
Dans ce travail, nous nous inte´ressons a` la phase, que
l’on pourrait appeler “phase d’apprentissage de la fia-
bilite´”, qui pre´ce`de la phase de fusion d’informations
et qui a pour objet de mettre a` jour le pre´-ordre a
priori (lequel peut au pire conside´rer toutes les sources
de meˆme fiabilite´) pour produire le pre´-ordre de fiabi-
lite´ relative des sources d’informations qui sera lui, ex-
ploite´ dans la fusion. Nous prenons comme hypothe`se
de travail que c’est en observant et en analysant ce
que rapportent les sources d’informations durant cette
phase que nous pouvons de´tecter si une source est plus
fiable qu’une autre et ainsi e´laborer le pre´-ordre. Plus
pre´cise´ment, en supposant la donne´e d’informations de
confiance, on analysera la consistance, vis a` vis de ces
informations certaines, des informations produites par
les sources (consistance d’une information fournie par
une source, ou consistance de plusieurs informations
fournies par plusieurs sources).
Prenons par exemple le cas d’un agent qui regarde
la me´te´o sur les diffe´rentes chaˆınes de sa te´le´vision. Il
commence par les chaˆınes nationales, France 2 et la
chaˆıne me´te´o annoncent du beau temps pour la re´gion
de l’agent tandis que TF1 y pre´voit des orages. Une
attitude possible de l’agent est de re´viser a` la baisse la
confiance qu’il accordait a` TF1 puisque celle-ci contre-
dit les deux autres grandes chaines. Puis il zappe sur
sa chaˆıne locale, Te´le´ Millevaches, ou` l’on annonce de
la pluie. Il regarde alors par la feneˆtre et constate un
ciel parfaitement de´gage´. Il en conclut que sa chaˆıne
locale ne ve´rifie pas les informations qu’elle divulgue
puisque de fac¸on certaine, il fait beau. L’agent va alors
re´duire conside´rablement la confiance qu’il portait a`
cette chaine locale.
L’approche suivie dans ce travail est une approche
assez classique. Dans un premier temps, nous listons
les postulats qui caracte´risent de fac¸on axiomatique de
tels ope´rateurs de mise-a`-jour de pre´-ordres, puis dans
un deuxie`me temps nous proposons des ope´rateurs de
mise-a`-jour.
Cet article est organise´ de la fac¸on suivante. La sec-
tion 2 pre´sente les postulats en question, la section 3
pre´sente des ope´rateurs de mise-a`-jour et s’inte´resse a`
la conformite´ de ces ope´rateurs vis a` vis des postulats.
La section 4 pre´sente un exemple qui illustre un de ces
ope´rateurs particulier. La section 6 conclut cet article
et discute des diffe´rentes perspectives possibles.
2 Caracte´riser la construction de la fiabi-
lite´ relative
Cette section pre´sente les postulats qui caracte´risent
de fac¸on axiomatique les ope´rateurs de mise-a`-jour de
pre´-ordres qui mode´lisent le processus d’apprentissage
de la fiabilite´ relative des sources d’informations.
Nous donnons tout d’abord quelques de´finitions pre´-
liminaires.
2.1 De´finitions pre´liminaires
– On conside`re une logique propositionnelle dont le
langage L est de´fini par un ensemble e´nume´rable
de lettres propositionnelles P = {p, q...}. On note
⊢ la relation d’infe´rence associe´e.
– On conside`re un ensemble A d’agents (les sources
d’informations).
– Soit ≤ un pre´-ordre total sur A. PF (a,≤) = {x ∈
A \ {a} : a ≤ x} est l’ensemble des agents qui
sont supe´rieurs a` a. Ainsi, si ≤ exprime la fiabilite´
relative des agents, alors PF (a,≤) est l’ensemble
des agents conside´re´s au moins aussi fiables que
a.
– Un ensemble de communications sur A est un en-
semble de paires de la forme < a, ϕ > ou` a ∈ A
et ϕ une formule de L ; la paire < a, ϕ > signifie
“l’agent a a dit ϕ”. Etant donne´ un ensemble de
communications Ψ, on de´finit l’ensemble des com-
munications de l’agent a par : Ψa = {< a,ϕ >:<
a, ϕ >∈ Ψ}.
– Soient Ψ et Ψ′ deux ensembles de commu-
nications. On dit que Ψ et Ψ′ sont e´quiva-
lents si et seulement si pour tout agent a : ⊢
(
∧
<a,ϕ>∈Ψ ϕ) ↔ (
∧
<a,ϕ>∈Ψ′ ϕ). On note Ψ ≡
Ψ′.
– Dans la suite, on note Ψ un ensemble de communi-
cations et IC un ensemble consistant de formules
de L qui repre´sente des informations conside´re´es
comme certaines.
– On dit que Ψ est IC-consistant (resp, IC-
inconsistant) ssi
∧
<x,ϕ>∈Ψ ϕ ∧ IC est consistant
(resp, inconsistant).
– On dit que Ψ est minimal IC-inconsistant ssi
Ψ est IC-inconsistant et il n’existe pas de sous-
ensemble de Ψ qui soit IC-inconsistant.
– On note Ψ ⊥ IC l’ensemble des sous-ensembles
de Ψ qui sont minimaux IC-inconsistants.
– On dit que l’agent a est IC-inconsistant ssi∧
<a,ϕ>∈Ψ ϕ ∧ IC est inconsistant.









– Soit E ⊂ A un ensemble d’agents. E est minimal
IC-inconsistant ssi il est IC-inconsistant et s’il
n’existe pas de sous ensemble de E qui soit IC-
inconsistant.
– Soit a ∈ A. Index(a) = {ϕ : ∃EI ∈ Ψ ⊥ IC,
< a, ϕ >∈ EI}. Selon cette de´finition, l’index
d’un agent est l’ensemble des informations qu’il
a communique´es et qui sont, e´tant donne´e IC,
minimalement contradictoires avec d’autres in-
formations communique´es (par lui meˆme ou par
d’autres agents).
– Soit A⊥ = {a ∈ A : Index(a) 6= ∅}. A⊥ est donc
l’ensemble des agents qui ont e´mis une informa-
tion contradictoire (que ce soit avec d’autres infor-
mations communique´es ou bien directement avec
IC).
2.2 Les postulats
L’objectif de cette section est de mettre en e´vi-
dence des postulats de rationalite´ qui caracte´risent
l’ope´rateur Γ qui, e´tant donne´ un ensemble de com-
munications Ψ, e´tant donne´ un pre´-ordre total initial
≤ sur A et e´tant donne´ les informations certaines IC,
construit un nouveau pre´-ordre total, note´ ΓIC(Ψ,≤)
repre´sentant la fiabilite´ relative attribue´e aux agents
de A, e´tant donne´ leurs communications et e´tant
donne´ un pre´-ordre total a priori. Les postulats sont :
P1 ΓIC(Ψ,≤) est un pre´-ordre total sur A.
P2 Si Ψ ≡ Ψ′ alors ΓIC(Ψ,≤) = ΓIC(Ψ
′,≤)
P3 Si ⊢ IC ↔ IC ′ alors ΓIC(Ψ,≤) = ΓIC′(Ψ,≤)
P4 Si Ψa = ∅ alors ΓIC(Ψ,≤) = ΓIC(Ψ \Ψa,≤)
P5 Si Ψ est IC-consistant alors ΓIC(Ψ,≤) =≤
P6 Si {a1, ..., ak} (k ≥ 2) est un ensemble d’agents
minimal IC-inconsistant, alors il existe i tel que pour
tout j 6= i, PF (aj ,ΓIC(Ψ,≤)) ⊂ PF (ai,ΓIC(Ψ,≤)).
P7 Si a est un agent IC-inconsistant alors
A \A⊥ ⊆ PF (a,ΓIC(Ψ,≤))
P1 spe´cifie que le re´sultat de la mise-a`-jour d’un
pre´-ordre total est un pre´-ordre total. Autrement dit, si
toutes les sources ont e´te´ classe´es a priori selon un pre´-
ordre de fiabilite´ relative, alors le re´sulat de la phase
d’apprentissage est aussi un pre´-ordre de fiabilite´ rela-
tive.
Les postulats P2 et P3 traitent de l’inde´pendance
a` la syntaxe. Plus pre´cise´ment, selon P2, les re´sultats
de l’application de ΓIC sur deux ensembles de commu-
nications e´quivalents et un pre´-ordre total donne´, sont
identiques. Et selon P3, le pre´-ordre total construit
a` partir d’un ensemble de communications et un pre´-
ordre total initial est le meˆme si l’on conside`re des
formules certaines e´quivalentes.
P4 traite le cas des sources d’informations qui ne
rapportent aucune information. Selon ce postulat, un
agent qui ne dit rien n’est pas exploite´ pour remettre
en cause la fiabilite´ relative des agents.
P5 traite le cas ou` les sources d’informations ne
sont pas inconsistantes. Selon ce postulat, si toutes les
informations e´mises par les sources sont consistantes
avec IC alors le pre´-ordre re´sultant est identique au
pre´-ordre total initial. Autrement dit, la consistance
des informations produites ne remet pas en cause la
fiabilite´ relative des sources.
P6 quant a` lui traite du cas ou` les sources d’infor-
mations sont inconsistantes. Selon ce postulat, si des
agents disent des choses contradictoires vis a` vis de IC
et ce de fac¸on minimale, alors l’un au moins des agents
verra sa fiabilite´ re´vise´e a` la baisse strictement.
P7 traite le cas des agents qui e´mettent des informa-
tions contradictoires avec IC. D’apre`s ce postulat un
agent qui e´met une information contredisant IC sera
conside´re´ comme au plus aussi fiable que tout autre
agent qui n’aurait pas e´mis d’informations contradic-
toires.
3 Des ope´rateurs de mise-a`-jour du pre´-
ordre
Dans cette section, apre`s avoir donne´ quelques de´fi-
nitions pre´liminaires, nous pre´sentons un ope´rateur de
mise-a`-jour ge´ne´rique et nous e´tudions sa conformite´
vis a` vis des postulats. Nous terminons en donnant une
instance particulie`re de cet ope´rateur.
3.1 De´finitions pre´liminaires
On conside`re Ψ un ensemble de communications et
IC un ensemble consistant de formules de L.
– Soient a ∈ A⊥ et b ∈ A⊥. On de´finit :
a  b ⇐⇒ |Index(a)| ≤ |Index(b)|. La quan-
tification nume´rique nous assure que  est un
pre´-ordre total sur A⊥. Selon ce pre´-ordre, les
agents maximum sont ceux qui ont communique´
le plus d’informations implique´es dans une
contradiction.
– Soit ⊕ un ope´rateur binaire d’aggre´gation de pre´-
ordres totaux sur A et notons ≤x⊕y l’aggre´gation
des deux pre´-ordres totaux ≤x ⊕ ≤y. On dira
que ⊕ est un ope´rateur d’agre´gation arbitraire a`
gauche si et seulement s’il respecte les trois pro-
prie´te´s :
1. ≤x⊕y est un pre´-ordre total sur A.
2. Si ∀ a, b ∈ A, a =x b, alors, ≤x⊕y=≤y.
3. ∀ a, b ∈ A, a <x b ⇒ a <x⊕y b
Nous rejoignons ici le domaine de l’aggre´gation
de pre´fe´rences et du choix social, dont un e´le´ment
central est le the´ore`me d’Arrow [1]. Ce dernier
stipule qu’il n’existe pas de fonction de choix so-
cial (ici d’aggre´gation de pre´ordres) satisfaisant si-
multane´ment les quatre proprie´te´s d’Universalite´,
Non-dictature, Unanimite´ et Indiffe´rence des Op-
tions Non-Pertinentes. Il s’agit la` d’un domaine
tre`s riche, et [13] et [2] en particulier traitent des
diffe´rentes relaxations permettant d’aboutir a` dif-
fe´rentes fonctions de choix social. Notons que pour
de´finir les ope´rateurs arbitraires a` gauche pre´sen-
te´s ci-dessus, nous avons relaxe´ la condition de
non-dictature, ce qui s’ave`re, en passant, eˆtre le
cas le moins e´tudie´ dans la litte´rature.
3.2 De´finition d’un ope´rateur ge´ne´rique
L’ope´rateur ge´ne´rique que nous de´finissons suppose
un ensemble de communication Ψ, un ensemble consis-
tant de formules IC et un ope´rateur d’agre´gation ar-
bitraire a` gauche ⊕. Il prend en entre´e un pre´-ordre to-
tal initial sur A note´ ≤ et il construit, en deux phases
successives, un pre´-ordre total sur A, note´ Γ⊕IC,Ψ(≤),
repre´sentant le re´sultat de la mise a` jour du pre´-ordre
initial. Les deux phases sont :
1. Dans un premie`re phase, on suppose toutes les
sources de meˆme fiabilite´, et on construit, par une
fonction appele´e RefineReliabilityIC et de´crite ci-
apre`s un pre´-ordre total en conside´rant comme
e´le´ments minimaux, les agents qui e´mettent
des informations contradictoires ou contradic-
toires avec IC, et en de´classant les agents qui
e´mettent le plus de communications qui contre-
disent d’autres communications.
Notons RefineReliabilityIC(Ψ) le pre´-ordre total
produit a` l’issue de cette phase.
2. Dans une deuxie`me phase, RefineReliabilityIC(Ψ)
est agre´ge´ au pre´-ordre initial ≤ a` l’aide de ⊕.
C’est a` dire :
Γ⊕IC,Ψ(Φ,≤) = RefineReliabilityIC(Ψ)⊕ ≤
La fonction RefineReliabilityIC est de´finie par :
Algorithm 1 Ope´rateur de raffinement de la fiabilite´
1: function RefineReliabilityIC(Ψ)
2: E0 ← Ψ⊥IC
3: A0 ← A
4: ≤0← {a ≤0 b | a, b ∈ A}
5: i← 0
6: for all b ∈ Ai t.q. b est IC-inconsistant do
7: ≤i+1←≤i −{a ≤i b | a ∈
Ai et a est IC-consistant}
8: Ei+1 ← Ei − {EI | EI ∈ Ei et ∃φ :<
b, φ >∈ EI}
9: Ai+1 ← Ai − {b}
10: i← i+ 1
11: end for
12: repeat
13: Choisir b ∈ max(Ai,)
14: ≤i+1←≤i −{a ≤i b | a ∈ Ai − {b}}
15: Ei+1 ← Ei − {EI | EI ∈ Ei et ∃ <
b, φ >∈ EI}
16: Ai+1 ← Ai − {b}
17: i← i+ 1




La fonction propose´e ope`re en deux temps :
tout d’abord les agents qui sont directement IC-
inconsistants sont conside´re´s comme moins fiables que
les agents IC-consistants. Ils seront donc les agents
les moins fiables selon l’ordre obtenu. Ensuite, l’ordre
est raffine´ selon le principe que plus un agent a un
index important (et est donc lie´ a` de nombreuses in-
cohe´rences), plus sa fiabilite´ est faible.
A noter que la ligne 13 impose un choix : ce choix
peut-eˆtre de´terministe ou non de´terministe.
D’autre part, la de´termination des ensembles mini-
maux inconsistants effectue´e ligne 2 est un proble`me
classique qui a de´ja` rec¸u de nombreuses re´ponses dans
la litte´rature ([16, 17, 18]). Cette ope´ration est aise´-
ment re´alisable via des solveurs SMT tels [19].
3.3 Proprie´te´s de Γ⊕IC,Ψ
Nous donnons ici les principales proprie´te´s de la
fonction RefineReliabilityIC. Tout d’abord, la fonction
produit un pre´-ordre total.
Proposition 1 RefineReliabilityIC(Ψ) est un pre´-
ordre total.
Preuve 1 La ligne 4 conside`re tous les agents de
manie`re e´gale. Ensuite, la ligne 7 retire uniquement
un sens de l’ine´galite´ (entre IC-inconsistant et IC-
consistant). Ligne 11 l’ordre est donc toujours total.
L’ite´ration ligne 12 ne conside`re que des agents IC-
consistants et donc e´gaux. Ligne 14, seul un sens de
l’ine´galite´ est retire´ et donc si l’ordre e´tait total en
ligne 14, il est aussi total en ligne 15. Ligne 19 le pre´-
ordre retourne´ est donc total.
Sans surprise, la fonction est sensible a` la syntaxe.
Proposition 2 Il existe Ψ et Ψ′ tel que Ψ ≡ Ψ′ et
RefineReliabilityIC(Ψ) 6= RefineReliabilityIC(Ψ
′).
Preuve 2 Soient IC = ¬(p ∧ q) ∧ ¬(r ∧ s), Ψ = {<
a, p >,< a, r >,< b, q >,< c, s >}, et Ψ′ = {< a, p ∧
r >,< b, q >,< c, s >}. On a alors Ψ ≡ Ψ′, et Ψ ⊥
IC = Ψ′ ⊥ IC = {{a, b}, {a, c}}, mais, avec Ψ, |
Index(a) |= 2 tandis qu’avec Ψ′, | Index(a) |= 1. On
va donc dans ce premier cas toujours de´classer a en
premier, ce qui n’est pas garanti dans le second.
La proprie´te´ suivante caracte´rise l’inde´pendance vis-
a`-vis de la syntaxe de IC. L’aspect de´terministe ou non
de l’algorithme influe sur le re´sultat (autrement dit le
choix ligne 13 est de´terministe) :
Proposition 3 Si ⊢ IC ↔ IC ′ alors
RefineReliabilityIC(Ψ) = RefineReliabilityIC′(Ψ)
si et seulement si RefineReliabilityIC est de´termi-
niste.
Preuve 3 La preuve est imme´diate en conside´rant
l’exemple suivant : Ψ = {< a, p >,< b,¬p >} et
IC = ⊤ et IC ′ = p ∨ ¬p. Dans la version non de´-
terministe RefineReliabilityIC(Ψ) peut produire a ≤ b
alors que RefineReliabilityIC′(Ψ) peut produire b ≤ a
La proprie´te´ suivante caracte´rise l’influence d’un
agent silencieux
Proposition 4 Si Ψa = ∅ alors
RefineReliabilityIC(Ψ) = RefineReliabilityIC(Ψ − Ψa)
si et seulement si RefineReliabilityIC est de´termi-
niste.
Preuve 4 Conse´quence de : si Ψa = ∅ alors Ψ⊥IC =
(Ψ−Ψa)⊥IC.
La proprie´te´ suivante conside`re le cas de communi-
cations consistantes.
Proposition 5 Si Ψ est IC-consistant alors
RefineReliabilityIC(Ψ) est le pre´-ordre e´galite´.
Preuve 5 Si Ψ est IC-consistant, la fonction
RefineReliabilityIC(Ψ) ne rentre pas dans les boucles
et retourne le pre´ordre e´galite´, initialise´ en ligne 4.
Les deux propositions suivantes spe´cifient comment
le pre´-ordre est raffine´.
Proposition 6 Si {a1, ..., ak} (k ≥ 2)
est un ensemble d’agents minimal IC-
inconsistant, alors il existe i tel que pour
tout j 6= i, PF (aj ,RefineReliabilityIC(Ψ)) ⊂
PF (ai,RefineReliabilityIC(Ψ))
Preuve 6 Supposons {a1, ..., ak} (k ≥ 2) un ensemble
d’agents minimal IC-inconsistant. Pour cet ensemble
il existe donc EI qui appartient Ψ⊥IC. Supposons que
EI ∈ Ei. La ligne 12 implique que a1 = ... = ak.
Supposons que la ligne 13 choisisse l’agent aj, alors
la ligne 14 implique que aj < ai pour tout i 6= j. Les
lignes 15 et 16 impliquent que l’affaiblissement de aj
est de´finitif. Dans le cas ou` EI 6∈ Ei, cela veut dire
qu’il existe EI ′ et il existe un agent aj ∈ {a1, ..., ak}
qui appartient a` un second ensemble d’agents minimal
IC-inconsistant. aj a e´te´ choisi lors du traitement de
EI ′.
Les agents IC-inconsistants sont conside´re´s comme
les moins fiables :
Proposition 7 Soit a un agent IC-inconsistant.
Alors A \ A⊥ ⊆ PF (a,RefineReliabilityIC(Ψ)) et il
n’existe aucun agent b dans A \ A⊥ tel que a ∈
PF (b,RefineReliabilityIC(Ψ)).
Preuve 7 La ligne 6 de´finit une ite´ration qui sti-
pule que pour tout agent IC-inconsistant a celui
ci est moins fiable que tout agent IC-consistant b
(ligne 7). Autrement dit avant la ligne 7, a = b
et donc apre`s la ligne 7, n’est conserve´e que l’in-
e´galite´ a ≤ b, et donc a < b. En conse´quence,
A \A⊥ ⊆ PF (a,RefineReliabilityIC(Ψ)), et il n’existe
aucun agent b dans A \A⊥ tel que b ≤ a.
3.4 Caracte´risation de ⊕
Dans cette section, nous listons quelques re´sul-
tats relatifs aux ope´rateurs d’agre´gation arbitraires a`
gauche, qui nous serviront pour e´tablir la conformite´
de l’ope´rateur Γ⊕IC,Ψ vis a` vis des postulats (voir the´o-
re`me 1).
Soient ≤ref , ≤ref ′ , ≤ap des pre´-ordres totaux sur A
et ⊕ un ope´rateur d’agre´gation arbitraire a` gauche.
Proposition 8 ≤ref ⊕ ≤ap est un pre´-ordre total sur
A
Preuve 8 Imme´diat avec la proprie´te´ 1 de la de´fini-
tion de ⊕.
Proposition 9 Si ≤ref = ≤ref ′ , alors ≤ref
⊕ ≤ap=≤ref ′ ⊕ ≤ap
Preuve 9 Evident.
Proposition 10 Si ≤ref est le pre´-ordre e´galite´ et si
Ψ est IC-consistant, alors ≤ref ⊕ ≤ap=≤ap
Preuve 10 ≤ref ⊕ ≤ap = (=)⊕ ≤ap = ≤ap Graˆce a`
la proprie´te´ 2 de la de´finition de ⊕.
Proposition 11 Soit {a1, ..., ak} (k ≥ 2) un en-
semble d’agents minimal IC-inconsistant. S’il existe
i tq ∀j 6= i, PF (aj ,≤ref ) ⊂ PF (ai,≤ref ) alors il
existe i tq ∀j 6= i, PF (aj ,≤ref ⊕ ≤ap) ⊂ PF (ai,≤ref
⊕ ≤ap).
Preuve 11 Soit {a1, ..., ak} (k ≥ 2) un ensemble
d’agents minimal IC-inconsistant. On suppose qu’il
existe un i tq ∀j 6= i, PF (aj ,≤ref ) ⊂ PF (ai,≤ref ).
⇒ ∀j 6= i, ai <ref aj
⇒ ∀j 6= i, ai <ref⊕ap aj, d’apre`s la proprie´te´ 3 de la
de´finition de ⊕.
⇒ ∀j 6= i, PF (aj ,≤ref⊕ap) ⊂ PF (ai,≤ref⊕ap)
Proposition 12 Si pour tout a IC-inconsistant on a
A \ A⊥ ⊆ PF (a,≤ref ) et s’il n’existe aucun agent b
dans A \A⊥ tel que a ∈ PF (b,≤ref ), alors, A \A
⊥ ⊆
PF (a,≤ref ⊕ ≤ap)
Preuve 12 Soient a un agent IC-inconsistant et b ∈
A \ A⊥. On suppose A \ A⊥ ⊆ PF (a,≤ref ) et a /∈
PF (b,≤ref ). On a donc a <ref b. Donc, d’apre`s la
proprie´te´ 3 de la de´finition de ⊕, on a a <ref⊕ap b.
Ce qui implique : b ∈ PF (a,≤ref ⊕ ≤ap).
3.5 Conformite´ de Γ⊕IC,Ψ vis a` vis des postulats
The´ore`me 1 Γ⊕IC,Ψ respecte les postulats P1, P4,
P5, P6, P7. Γ⊕IC,Ψ respecte le postulat P3 dans le cas
de´terministe. Γ⊕IC,Ψ ne respecte pas le postulat P2.
Preuve 13 Selon les propositions 1 et 8, Γ⊕IC,Ψ res-
pecte le postulat P1. En revanche, selon la proposition
2, il reste sensible a` la syntaxe et ne respecte pas le
postulat P2. Selon les propositions 3 et 9, il respecte
le postulat P3 dans le cas de´terministe. Selon les pro-
positions 4 et 9 (resp. 5 et 10), il respecte le postulat
P4 (resp. P5). Et enfin, selon les propositions 6 et 11
(resp. 7 et 12), il respecte le postulat P6 (resp. P7).
Ainsi, en utilisant un choix de´terministe dans l’al-
gorithme, on obtiendrait un Γ⊕IC,Ψ respectant tous les
postulats e´nonce´s a` l’exception de P2 et donc restant
sensible a` la syntaxe de l’ensemble de communications.
3.6 Un ope´rateur particulier
De´finition 1 Soient ≤x et ≤y deux pre´-ordres totaux
de A. On de´finit un ope´rateur particulier ⊕ d’agre´ga-
tion de pre´ordres totaux, tel que ∀a, b ∈ A : a ≤x⊕y b
ssi (a <x b) ou (a =x b et a ≤y b).
Proposition 13 L’ope´rateur d’agre´gation de´fini par
la de´finition 1 est bien un ope´rateur d’agre´gation ar-
bitraire a` gauche.
Il s’agit donc d’un bon candidat pour la seconde
phase de l’ope´rateur.
Dans la section suivante, nous illustrons cet ope´ra-
teur sur un exemple.
4 Exemple
Soit l’ensemble d’informations certaines suivant :
IC = {p→ q,¬q, r}.
Soit A = {a1, a2, a3, a4, a5} et le pre´-ordre initial :
a1 ≤ a2 = a3 ≤ a4 = a5. Ce qui signifie qu’a priori, on
conside`re que a1 est le moins fiable des agents, a4 et
a5 sont les plus fiables, et entre les deux, a2 et a3 sont
suppose´s plus fiables que a1 mais moins que a4 et a5.
Soit l’ensemble de de communications suivant :
Ψ = { < a1, s >,
< a2, t >,< a2, s >,
< a3, t→ ¬r >,
< a4, s→ p >,
< a5, s >,< a5, p > }
L’ensemble Ψ ⊥ IC des ensembles d’informations
communique´es minimaux IC−inconsistants est :
Ψ ⊥ IC = { {< a5, p >},
{< a1, s >,< a4, s→ p >},
{< a2, s >,< a4, s→ p >},
{< a2, t >,< a3, t→ ¬r >},
{< a5, s >,< a4, s→ p >} }
Partant de Ψ ⊥ IC le pre´-ordre  est calcule´ comme
suit :
index(a1) = {s} |Index(a1)| = 1
index(a2) = {s, t} |Index(a2)| = 2
index(a3) = {t→ ¬r} |Index(a3)| = 1
index(a4) = {s→ p} |Index(a4)| = 1
index(a5) = {s, p} |Index(a5)| = 2
Ce qui donne : a1, a3, a4  a2, a5
La premie`re e´tape de l’ope´rateur Γ⊕IC(Ψ,≤) est
assure´e par la fonction RefineReliability qui de´bute
en conside´rant tous les agents au meˆme niveau de
fiabilite´ et produit :
E0 = Ψ ⊥ IC
A0 = {a1, a2, a3, a4, a5}
≤0 = {a1 = a2 = a3 = a4 = a5}
La ligne 6 de la fonction se´lectionne l’agent a5 qui est
IC-inconsistant. Les lignes 7,8,9 produisent :
≤1 = {a5 ≤ a1 = a2 = a3 = a4}
E1 = {{< a1, s >,< a4, s→ p >}
{< a2, s >,< a4, s→ p >}
{< a2, t >,< a3, t→ ¬r >}}
A1 = {a1, a2, a3, a4}
Il n’y a plus d’agents IC−inconsistant dans A1.
En exploitant le pre´-ordre  sur A1 nous obtenons
max(A1,) = {a2}. La ligne 13 se´lectionne donc
l’agent a2 et les lignes 14 a` 16 produisent :
≤2 = {a5 ≤ a2 ≤ a1 = a3 = a4}
E2 = {{< a1, s >,< a4, s→ p >}}
A2 = {a1, a3, a4}
En exploitant le pre´-ordre  sur A1 nous obtenons
max(A2,) = {a1, a3, a4}.
Supposons que la ligne 13 choisit arbitrairement a1.
Les lignes 14 a` 16 produisent alors :
≤3 = {a5 ≤ a2 ≤ a1 ≤ a3 = a4}
E3 = ∅
A3 = {a1, a3}
E3 e´tant vide, la fonction RefineReliability retourne
alors ≤3 .
Dans la deuxie`me phase, ≤3 est fusionne´ avec le pre´-
ordre initial ≤ selon l’ope´rateur de fusion de pre´-ordres
note´ ⊕ :
a5 ≤ a2 ≤ a1 ≤ a3, a4 ⊕ a1 ≤ a2, a3 ≤ a4, a5
Ainsi : Γ⊕IC(Ψ,≤) = {a5 ≤ a2 ≤ a1 ≤ a3 ≤ a4}
Pour re´sumer, a5 est conside´re´ comme le moins
fiable de tous les agents car il a e´mis des informa-
tions qui contredisent IC. a2 est conside´re´ comme le
moins fiable des agents de A \ {a5} car c’est lui qui
participe au plus de contradictions. a3 est conside´re´
comme le moins fiable parmi A \ {a5, a2} par choix
arbitraire de l’algorithme. Si l’on n’exploitait que les
communications, on ne pourrait pas discriminer a3 et
a4. Par contre, en exploitant le pre´-order a priori, on
peut conside´rer que a3 est moins fiable que a4.
5 Conclusion et perspectives
Ce travail tout a` fait pre´liminaire s’est inte´resse´ a` un
proble`me relativement original, celui de caracte´riser,
par l’analyse des informations e´mises par des sources,
le pre´-ordre mode´lisant leur fiabilite´ relative. L’e´labo-
ration de ce pre´-ordre, vue comme un ope´rateur de
mise-a`-jour d’un pre´-ordre a priori a tout d’abord e´te´
caracte´rise´ de fac¸on axiomatique et un ope´rateur ge´ne´-
rique et un ope´rateur particulier ont ensuite e´te´ de´finis.
De nombreux choix, faits dans cet article, peuvent
eˆtre discute´s, ouvrant ainsi de nombreuses perspec-
tives a` ce travail.
Tout d’abord, des postulats alternatifs pourraient
eˆtre conside´re´s. Ainsi, pour ne donner qu’un exemple,
il pourrait eˆtre inte´ressant de poser le postulat sui-
vant : pour tout a ∈ A⊥ et b 6∈ A⊥, si a = b alors
PF (b,ΓIC(Ψ,≤)) ⊂ PF (a,ΓIC(Ψ,≤)). Selon ce point
de vue, un agent ayant e´mis une information contradic-
toire serait conside´re´ comme strictement moins fiable
que n’importe quel agent qui e´tait conside´re´ initiale-
ment comme aussi fiable que lui, mais qui lui n’a pas
e´mis d’informations contradictoires.
Ensuite, dans la de´finition de RefineReliability on
pourrait faire le choix d’une autre fonction Index, et
prendre par exemple, pour tout a ∈ A, Index(a) =
{E ∈ Ψ ⊥ IC : ∃ϕ,< a, ϕ >∈ E}. Selon cette de´-
finition, l’index d’un agent serait l’ensemble des sous-
ensembles de communications minimaux IC- inconsis-
tants auxquels il a contribue´. Ceci conduirait a` utiliser
d’autres relations  dans l’algorithme .
Une autre alternative dans l’algorithme serait de raf-
finer cette relation en l’agre´geant selon⊕ avec le pre´-
ordre a priori renverse´ :  ⊕reverse(≤). Sur l’exemple
pre´ce´dent, cela conduirait a` a5 ≤ a2 ≤ a1 ≤ a3 ≤ a4.
Enfin, il serait possible de de´finir d’autres ope´-
rateurs d’agre´gation, pour, par exemple, agre´ger
l’a priori avec le re´sultat de notre estimation
RefineReliability et d’autres pre´-ordres issus d’ite´-
rations de RefineReliability avec des parame`tres
diffe´rents, voire d’autres estimateurs de confiance.
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