The Cauchy-Kowalewskaya theorem  by Shinbrot, Marvin & Welland, Robert R
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 55, 751-772 (1976) 
The Cauchy-Kowalewskaya Theorem 
MARVIN SHINBROT* 
Department of Mathematics, University of Victoria, 
Victoria, British Columbia, Canada V8 W2 Y2 
AND 
ROBERT R. WELLAND 
Department of Mathematics, Northwestern University, Evanston, Illinois 60201 
Submitted by J. P. LaSalle 
1. INTRODUCTION 
In this paper, we present a new generalization as well as a new and ex- 
tremely simple proof of the famous Cauchy-Kowalewskaya theorem, which 
says, of course, that an analytic partial differential equation has an analytic 
solution for analytic initial data. 
There is a curious fact about this theorem, well known to experts, that 
the obvious proof fails: if one computes the successive derivatives of the 
solution from the differential equation and the initial data, there is trouble 
estimating these derivatives directly and thereby proving the convergence 
of the associated Taylor series. Presumably because of this, both Cauchy 
in 1842 and Kowalewskaya in 1875 used the so-called method of majorants 
to prove the theorem bearing their name. 
The difficulty was first overcome by A. Friedman [4] (as late as 1961!). 
Friedman used a trick due to Lax [6] to prove the convergence of the Taylor 
series and thereby prove the theorem. The present paper owes a great deal 
to our reading of [4] and, in fact, our idea originated in an attempt to simplify 
the proof in [4] to the point where it would apply to certain initial-value 
problems that are not of Cauchy-Kowalewskaya type (see [7]). The resulting 
argument, while closely related to Friedman’s, turns out to be less cluttered 
than his and also does not suffer from the defect that the radius of convergence 
of the solution goes to zero as the number of variables increases. This fact 
allows us to prove a new infinite dimensional version of the Cauchy- 
Kowalewskaya theorem. In addition, we believe our proof, which we present 
in this paper, is simpler than any of the standard finite dimensional proofs. 
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As for the infinite dimensional result, some theorems of this nature are 
known (cf., e.g., [S]). H owever, all earlier results that we know of require at 
least one variable to be one-dimensional, whereas we permit complete 
generality, with all variables lying in a Banach space. 
In Section 2 below, we present our proof of the Cauchy-Kowalewskaya 
theorem as it is usually stated, with all variables taking values in finite 
dimensional spaces. The material of Section 2 appears for three reasons. 
First, it does include the textbook case [2, 51 usually presented in courses on 
differential equations, and we wanted to show how simple the argument is 
in that case. Second, it is the most important case, and so deserves a separate 
treatment. Finally, the skeleton of the proof given in Section 2 is used again 
in the later sections to prove the theorem in all generality. 
In Section 3, we introduce some notation, and then prove an infinite- 
dimensional version of the theorem, for equations in a normal form that 
is familiar in the finite-dimensional case. Then, in Section 4, we prove the 
full theorem in the infinite-dimensional case by showing how an equation 
in more general form can be reduced to the normal form considered in 
Section 3. 
2. THE CLASSICAL CASE 
The Cauchy-Kowalewskaya theorem is a result about differential equations 
of the form 
with 
D,“u =f(t, x, u ,..., D;Dzk ,...) (i +j < k, i < h) (2.1) 
D&(0, x) = u&x), i = 0, I,..., h - 1, (2.2) 
and about systems of such equations. Now, it is well known [2, 51 that, if t 
and x are real variables, then (2.1)-(2.2) can be reduced to a quasilinear form 
with K = 1, that is, to the form1 
and 
Dtu = W> Dzu + 4(u) (2.3) 
u(0, x) = uo(x). (2.4) 
Indeed, it is shown in [2] and [5] that 4 may be taken to be zero, but we need 
the more general form (2.3) later on. 
In this section, we consider the problem (2.3)-(2.4) first assuming u real 
valued. Then, we consider more general systems of the form (2.3)-(2.4). 
Thus, we prove first 
THEOREM 2.1. Let u,, be a real analytic function of the real variable x in a 
neighborhood of x = 0. Let $ and $ be real analytic functions in a neighborhood 
1 The functions u of (2.1)-(2.2) and (2.3)-(2.4) are different. 
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of u,(O). Then, there exists a unique real analytic function u, defined in a neigh- 
borhood of (0, 0), satisfying (2.3) and (2.4). 
To prove the theorem, we need some preliminary, essentially algebraic, 
lemmas. 
LEMMA 2.2. There is a constant C such that 
go (V + 1)” (n’-- v + 1)” ’ (Z&j ’ 
Proof. Because of the symmetrical way the terms enter into the sum, 
we have 
go (v + 1Y (n’- y + 1Y G 2 a<;& (V + 1)” (n’- v + 1)2 ’ 
while, when 0 < v < n/2, we have n - v + 1 > n/2 + 1. Therefore, 
& (V + 1)2 (n’-- v + 1)2 ’ (n :52)2 ia (v -t! 1)” ’ 
The lemma follows from this. 
Using induction on n, along with the formula 
(” : ‘1 = (3 + L ” 1) 
we can easily prove the well-known 
LEMMA 2.3. Let m, n, CL, v be integers, 0 < v < m, 0 < v < n. Then, 
(2.5) 
With the aid of these two lemmas, we can now prove the following result 
which, though it involves derivation, is also really algebraic. 
LEMMA 2.4. Suppose that for all m 2 0, for all n = 0, l,..., N, and for 
i = 1,2, wehave 
1 DzmD,~ui 1 < ci 
rm+n(m + n)! 
(m + 1)” (n + 1)” ’ (2.6) 
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where ci and Y are constants. Then, 
for all m > 0 and for n = 0, l,..., N. Here, C is the constant of Lemma 2.2. 
Proof. According to Leibniz’ rule, we have 
Therefore, using (2.5), as well as the hypothesis (2.6), we find 




p=o (CL + l)2(m- p + 1)” v=. (v + 1)” (n - v + II2 . 
The result now follows from Lemma 2.2. 
With Lemma 2.4 in hand, an easy induction gives 
LEMMA 2.5. Suppose that 
rm+n(m + n)! 
I DcE"Dt"u I G c (m + 1)2 (n + 1)2 
for all m > 0 and for n = 0, l,..., N. Then, if k 2 1, 
/ D,“Dt”uk j < C2k-2ck 
rm+n(m + n)! 
(m + 1)” (n + lJ2 ’ 
(2.7) 
for all m > 0 and for n = 0, l,..., N. 
We remark that Lemma 2.5 is trivially true when k = 0 and m + n > 0. 
If c is large enough, the lemma is even true when k = m = n = 0. 
Lemma 2.5 lies at the heart of our proof of Theorem 2.1. The point of the 
lemma is that (2.7) and (2.8) have the same rate of growth with m and n. 
Before turning to the proof of Theorem 2.1, we prove one more easy lemma. 
LEMMA 2.6. Let g: x -+ g(x) be a real analytic function in a neighborhood 
of x = 0. Then, there are positive constants c and r, such that 
lPzmg) (O)l G ;2;7;2 7 m = 0, l,.... 
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Moreover, ifg(0) = 0, then 
(2.10) 
for all r > r. . 
Proof. The Taylor series for g converges in a neighborhood of x = 0. 
Thus, the terms in the series are bounded, and we find 
I (h%(O) I < c,Tm!. 
Choosing r0 = r1e2 and c = cirle2, (2.9) follows from this and the fact that 
(m + l)e-m is decreasing when m > 0. 
Also, if g(0) = 0, (2.10) is true for a21 Y 3 0 when m = 0. On the other 
hand, when m > 1, the right side of (2.10) is an increasing function of r. 
Thus, when m > 1, (2.10) for Y > r0 follows from (2.9). 
We can now prove Theorem 2.1. Notice first that we may assume 
uo(0) = 0 (2.11) 
for, if (2.11) is not already true, the substitution u = u,(O) + v transforms the 
original problem (2.3)-(2.4) into a problem of exactly the same form but with 
the initial data zero at x = 0. But u0 is analytic in a neighborhood of x = 0 
by hypothesis. Therefore, Lemma 2.6 gives constants c and rs such that 
The proof of Theorem 2.1 runs as follows. We show that we are able to 
compute all the derivatives of any solution of (2.3)-(2.4) at the point (0, 0). 
The uniqueness then follows immediately. Moreover, using the derivatives, 
we can formally construct the Taylor series of a solution of (2.3)--(2.4). If we 
can show this series converges, then we can define an analytic by means of 
the series. This function then satisfies (2.3) and (2.4) in a neighborhood of the 
origin since both sides of these equations are analytic functions and, by 
construction, all derivatives of the two sides agree at the origin. Thus, every- 
thing comes down to showing that the formal Taylor series of a solution 
converges. For this, it certainly suffices to show that for some constants 
c and r, 
I(&mwu) (0, O)l < 
cr”+“-l(m + v)! 
(m + 1)2 (v + 1j2 
(2.13) 
for all m > 0 and v > 0. This we do by induction on V. 
By hypothesis, the functions 4 and # of (2.3) are analytic in a neighborhood 
of u,(O) = 0 (cf. (2.11)). We write 
(2.14) 
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also, we define 
I # I (4 = f IA I uk and I * I (4 = f I $k I Uk* 
lc=O k-0 
Let c be the constant occurring in (2.12), and let C be the constant of Lemma 
2.2. In the rest of the proof, we let r > r. be any constant large enough that 
cC2/r lies in the circle of convergence of both series (2.14). We show that, 
when c and Y are chosen in this way, then (2.13) is true for all m > 0 and 
all Y > 0. 
Now, we define ~(0, x) by (2.4). Then, (2.13) with u = 0 is true for all 
m > 0 because of (2.12). Suppose, then, that (2.13) is true for all m 3 0 
when v = 0, 1 ,..., n. The higher derivatives of u can be computed from (2.3). 
Indeed, we have 
D,“D,“u’ . Dz-“+lD;-vu f f $kD,mD,“uk. 
k=O 
(2.15) 
Now, the inductive hypothesis is (2.13) for all m > 0 and for v = 0, l,..., n. 
Therefore, Lemma 2.5 gives 
[(D,""D,yu")(O,O)j < C2"-2 (+)kGy~~;(-+$, (2.16) 
also for all m 3 0 and for v = 0, I,..., n. Putting t and x equal to zero in 
(2.15) and using (2.16), (2.13), and (2.5), we find 
I P3Em,tn++4 (0, 011 
< j. 1 #'k 1 c2k-2 (4)" 2 f 
(m + n)! (m - p + fi - v + 1) Crmfn 
w=o v=o (P + II2 (v + II2 (m - P + 212 (n - v + II2 
cP+=(m + n + l)! F+n(m + n)! 
P(m + 1)2 (fz + 1)2 ’ 
(2.17) 
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where Lemma 2.2 has been used. We remark that the functions ) $ j and 
1 # 1 can be evaluated at cC2/r by choice of r. 
The induction and the proof of Theorem 2.1 are complete if we can show 
that (2.17) does not exceed 
cYm+ym + n + l)! 
(m + 1)2 (n + q2 ’ 
and a simple computation shows that this is true if / 5, ( (cP/r) and 1 I/ 1 (cC2/r) 
are small enough. But these quantities may be taken to be as small as desired, 
since, replacing t by it has no effect on the system (2.3~(2.4) except to 
replace 4 and # by E$ and H/J. Making these replacements, then, and choosing 
E small enough, we complete the proof of Theorem 2.1. 
There is no difficulty whatever in extending Theorem 2.1 to systems of 
the form 
Dtui = f Mu1 ,... , u,) Dzui + #i(ul ,... > up), i = l,...,p, (2.18) 
j=l 
and 
Ui(O, x) = &O(X), i = l,..., p; (2.19) 
our earlier method still works since Lemma 2.5 remains true if uk is replaced 
by a product of K functions U, all satisfying (2.7). In this way, we obtain the 
full textbook result : 
THEOREM 2.7. Let u10 ,..., u Po be real analytic functions of the real variable 
x in a neighborhood of x = 0. Let (bii and I& be real analytic functions of p 
real variables in a neighborhood of (u,O(O) ,..., u,O(O)), i, j = l,..., p. Then, there 
exists p unique real analytic functions u1 ,..., uQ , dejined in a neighborhood of 
(0, 0), and satisfying (2.18) and (2.19). 
3. THE INFINITE DIMENSIONAL CASE 
At the expense of some computational complexities, one can also take 
account of the case when the variable x is replaced by a finite number of 
real variables x1 ,..., x, , but after that we are nearing the end of the road. 
Since it is our intent to prove a generalization of Theorem 2.1 in which all 
variables lie in arbitrary Banach spaces, it is necessary, first of all, to be able 
to treat any number of independent variables as if they were just one. For 
this, we use the FrCchet derivative. 
Let T, X, and U be Banach spaces. If u: (t, x)--f u(t, x) is a map from 
an open subset of T x X to U, we denote its FrCchet derivative with respect 
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to its first variable by D,u. This means, of course, that, for each t and x, 
D$u(t, x) is a continuous linear map from T to U, whose value at 7 is defined 
by the formula [3] 
u(t + T, x) = u(t, x) + Dtu(t, x) T + O(il T 11) as T -+ 0. (3.1) 
Similarly, we use D,u for the derivative of u with respect to its second variable, 
and we denote higher derivatives of u by D,“D,k. Notice that, consistent 
with (3.1) if P( T x X, U) denotes the space of continuous multilinear 
maps on i copies of T and j copies of X, with range in U, then DtiDzju 
takes values in Livj(T x X, U). 
The main result of this section refers to equations in the normal form 
studied in Section 2: 
D,u = 404 Dzu + #(u), (3.2) 
40, x) = u&4, (3.3) 
but to state it, we must say what is meant by an analytic function in such 
generality. If F and G are Banach spaces, we write Lk(F, G) for the space of 
continuous, k-linear mappings on FL = F x F x *es x F, with range in G. 
The k-linear mappings, are, of course, the mappings that are linear in each 
variable separately. If $ E Lk(F, G), we use the notation 
for the value of 4 on the diagonal. 
Now, let D be an open subset of F. We say [l] that a function g: 5;! + G 
is analytic at the point x,, ED if there exists an T > 0 and a sequence of 
multilinear forms gk E Lk(F, G) such that 
while, whenever x E L2 and /I x - x,, /j < Y, 
g(x) = k$onk((x - xdk)* 
(3.5) 
(3.6) 
The norm occurring in (3.5) is the norm of g, as an element of Lk(F, G). 
Naturally, we say that g is analytic in Sz if it is analytic at each point of Q. 
These definitions clearly provide the natural generalization of the usual 
notion of analyticity used in Section 2. 
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We can now state 
THEOREM 3.1. Let T, X, and U be Banach spaces. Let u0 be an analytic 
function, dejned in a neighborhood of 0 in X, with values in U. Let 4 and 4 be 
analytic functions, de$ned on a neighborhood of z+,(O), with values in 
L1(LoJ(T x X, U), Ll*O(T x X, U)) and in L1ao( T x X, U), respectively. 
Then, there exists a unique analytic function u, defined in a neighborhood of 
(0, 0) in T x X, and satisfying (3.2) and (3.3). 
It should be noted that, if T = R1, and if X and U are finite-dimensional, 
so that x = (x1 ,..., xm) E Rm and u = (ui ,..., u,) E RP, say, then, since 
the Frechet derivative D,u is the total derivative, involving all the partial 
derivatives aui/axj, Theorem 3.1 includes the classical Cauchy-Kowalewskaya 
theorem discussed at the beginning of this section, at least for equations in 
the normal form (3.2). If T, X, and U are all three finite dimensional, 
Theorem 3.1 provides the answer to a problem of Goursat [4], again for 
equations in normal form. The earlier infinite dimensional result of Rosen- 
bloom [8] is recovered when one restricts T to be one dimensional. Roughly, 
one can say that Theorem 3.1 is to Rosenbloom’s theorem as the Goursat 
problem is to that of Cauchy and Kowalewskaya. 
Our proof of Theorem 3.1 follows the lines of the proof of Theorem 2.1, 
with certain technical complications, all but one of them minor. 
Any collection 01 = (CQ ,..., a3 of nonnegative integers 01~ is called a 
multi-index. If 01 is a multi-index, we write ol! = ol,! (Y,! ..’ ol,! Also, we set 
(y2 zzz q2o122 .*. ak2, and 1 01 1 = c1i + a2 + ... + ale . A particular multi-index 
of use to us later on is the one all of whose entries are unity; we denote this 
multi-index by L: 
L = (1, l)..., 1). (3.7) 
Finally, if 01 = (01~ ,..., olg) and /3 = (& ,..., &) are two multi-indices, we 
define 01 + p = (CQ + /3i ,..., CQ + plc) and 
We now proceed with the proof of Theorem 3.1. First, we generalize 
Lemma 2.2 to 
LEMMA 3.2. Let ~1 be a multi-index with k elements. Then, 
where C is the constant occurring in Lemma 2.2. 
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Proof. The lemma is trivial when k = 1, and Lemma 2.2 is the case 
R = 2. Suppose, then, that the lemma is true for k = j - 1. Then, if cy: is 
a multi-index with j elements, 
= $ (n _ o-z v + I)” (v + 1)2 ’ 
by the inductive hypothesis. Lemma 2.2 now gives the result. 
We also have the following trivial generalization of Lemma 2.3, obtained, 
as was Lemma 3.2, by induction on the number of elements in the multi- 
indices involved. 
LEMMA 3.3. Let 01 and fi be multi-indices. Then, 
Our next task is to generalize Lemma 2.5 appropriately. That lemma is the 
crucial one in the proof of Section 2, but as it stands it makes no sense here. 
We begin the generalization with the following result, in which we present a 
formula for the jth FrCchet derivative of the composition of two functions, 
evaluated on the diagonal. We remind the reader of the notation (3.4). 
LEMMA 3.4. Let E, F, and G be Banach spaces. Let Q be a neighborhood 
of 0 in E and suppose u: Sz --j Fk is a C”-function. If4 E Lk(F, G), then, denoting 
the composition of y5 and u by q5 0 u, we have 
09 0 u(x) (h5) = c ~~(D”‘u,(s) @=I),..., D%,(x) (h&e)). 
lal=j . 
(3.8) 
Proof. The case j = 1 is a direct consequence of the definition of dif- 
ferentiation and the fact that 4 is a k-linear form. Suppose the lemma is true 
when j = 1, 2,..., n; we prove its truth when j = n + 1. 
For any j, the right-hand side of (3.8) has the same form it does when 
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j = 1, but with a different function u. Consequently, we have (leaving 
out the X) 
= ,~~~+~~e(D”‘u~(h”l),..., D4%(hsk)) i F% 
j=l 
= c (n+ 1Y F+(DB%I(hB1),..., D”“uk(hD”)). 
IBj=n+l . 
This completes the induction and the proof of Lemma 3.4. 
Next, we have 
LEMMA 3.5. Under the hypotheses of Lemma 3.4, 
the norms all being those on the relevant spaces. 
Proof. The function Dj+ 0 u(O) is the unique, j-linear, symmetric form 
whose value on the diagonal is given by (3.8) with x = 0. Let h” = (hI,..., hi) E 
Ej. For each multi-index 01 of length j, let W, be the set of all permutations 
of the components, hi , of h”, grouped into K sets Si , with ai components in 
the ith set. Thus, each element of W, has the form 
h”” = ((hp ,..., h:;) ,..., (hy ,..., hz)), 
where each of the terms hz, is a distinct one of the elements h, ,..., hi making 
up L. 
For each I? in W, , there is a corresponding multilinear form associated with 
a term on the right side of (3.7), namely, 
4(D”‘%(O) (hp ,..., h,“;) ,..., D%k(O) (y” ,..., h::)). (3-9) 
Notice that (3.8) does not change if we permute the elements (h?,..., h:;) of 
Si , since Dmiui(0) is a symmetric form. Let us call two elements of W, 
equivalent if one is obtained from the other by a permutation that only 
interchanges elements within the sets Si but never takes a term out of one 
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of the sets St and puts it in another. Then, the value of (3.9) is the same for 
all equivalent elements of W, . Let il& be a set of elements of W, , one for 
each equivalence class, and consider the j-linear form 
@(h, ,..., hj) = c 
6%f* 
+(D”‘u,(hf ,..., hz),;.., Dukuk(hp ,..., h,“;)). 
fi is symmetric. Moreover, on the diagonal, when all the h’s are the same, 
p(d) = (j!/a!) $(D”lu,(h”l),..., D”ku,(h*k)), 
since there arej!/a! elements in iVIa . Therefore, 
DQ 0 u) (0) (h, ,..., hj) = C +(h, ,..., hj). 
Inl=j 
(3.10) 
Let “sup” denote the supremum over all h, ,..., hi with I/h, 11 = *.. = 
11 hj 11 = 1. We have 
II $ II = sup II $‘(h, ,..., hdll 
< 1 
Au, 
sup /j @I”‘ul(y’ ,..., h,“:),..., D”ku,(h~ ,..., h,“:)) 
< 2 /I t$ I/ sup /j D%Qh~,..., h:;)ll **. // Dakuk(h~,..., hz)ll 
j! 
Putting this together with (3.10), we obtain Lemma 3.5. 
We can now prove the desired generalization of Lemma 2.5. It is 
LEMMA 3.6. Let T, X, U, and G be Banach spaces. Let J2 be a neighborhood 
of (0, 0) in T x X, and suppose u: T x X--j. U is a P-function satisfying 
I/ D,mD,“u I( < c rn”-n(m + n)! 
(m + 1)2 (n + 1)2 
for all m > 0 and for n = 0, l,..., N. Let 4 E L”( U, G). Then, we have 
(3.11) 
again for all m > 0 and for n = 0, I,..., N. Here, C is the constant occurring 
in Lemma 2.2. 
THE CAUCHY-KOWALEWSKAYA THEOREM 769 
Proof. When E is the Cartesian product T x X, the argument of Lemma 
3.5 gives 
if 0 < n < N, by the hypothesis (3.11). (Recall the Notation (3.7).) Using 
Lemma 3.3 and then Lemma 3.2, we can complete the proof. 
Finally, we need a generalized version of Lemma 2.6. If g is an analytic 
function in a neighborhood of 0 in X, with values in a Banach space G, 
then we have the Taylor series (3.6) with x,, = 0. It is easy to see that 
k! g,(&) = D,‘“g(O)(&). Therefore, k! jl g, /\ = I/ D,‘“g // and, in exactly the 
same way as we proved Lemma 2.6, we can use (3.5) to prove 
LEMMA 3.7. Let g be an analytic function in a neighborhood of 0 in X, 
taking values in a Banach space G. Then, these are positive constants c and r0 
such that 
crk-‘kl 
II Dm%(O)ll d &-$y k T 0, l,.... 
Moreover, ;fg(O) = 0, then 
II DzWO)ll < ,;;i2 > k = 0, l,..., 
for all r 3 r0 . 
The proof of Theorem 3.1 now contains no surprises. As in the proof 
of Theorem 2.1, one starts with u,,(O) = 0, something that can always be 
attained by translation of u, if that is necessary. Then, one can prove by 
induction that 
When n = 0, this is true because of (3.3) and Lemma 3.7, and the inductive 
step can be taken because of (3.2) and Lemma 3.6. 
4. THE FINAL FORM OF THE THEOREM 
Finally, we show that Theorem 3.1 entails the existence of solutions of 
problems of the general form 
and 
D,“u =f(t, x, u ,..., D$Dzju ,...) (i +j < k, i < k) (4.1) 
D&(0, x) = u:(x), i = 0, l,..., k - 1. (4.2) 
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We defined in Section 3 what we meant by an analytic function defined on 
a single Banach space E. The function f of (4.1) is defined on the Cartesian 
product of a number of Banach spaces, but given a product Fl x ... x F,C 
of Banach spaces the norm defined by 11(x, ,..., ~~311 = rnax,siGk /I xi llFi makes 
the product itself a Banach space. We use this new space in the old definition 
of analyticity to define an analytic function of several variables. 
What we prove is 
THEOREM 4.1. Let T, X, and U be Banach spaces, and let k be a positive 
integer. Let uoi be an analytic function deJtned in a neighborhood of 0 in X with 
values in Livo(T x X, U), i = 0, l,..., k - 1. Let Q be a neighborhood of the 
point (0, 0, uoo(0), D,u,O(O) ,..., D,%,O(O), u:(O) ,..., Dk-h,1(0) ,..., D,%,i(O) ,... ), 
where i + j < k, i < k, in the Banach space T x X x U x ... x Lij 
(T x X, U) . . . . i+j,<k,i<k.Let$Q-+Lk*o(T x X, U)beanalyticinQ. 
Then, there exists a unique analytic function u, defined in a neighborhood of 
(0, 0) in T x X, taking values in U, and satifring (4.1) and (4.2). 
To prove Theorem 4.1, we use a classical procedure, illustrated in [2] 
and [5], to reduce the system (4.1)-(4.2) to the form studied in Section 3. 
Because the spaces involved are infinite-dimensional, however, the procedure 
must be coupled with a technical observation to complete the argument. 
Classically, what one does is introduce the argument off as a new variable: 
v = (t, x, u ,..., DliD,iu ,... ), i+j<k,i<k, (4.3) 
and show that this variable satisfies an equation of the form (3.2) with 
given initial values. In the infinite-dimensional case, everything goes through 
as before but for a minor difficulty. The difficulty arises because, in general, 
a derivative lies in a more complicated space then the function differentiated, 
unlike the finite-dimensional situation where differentiation merely produces 
larger and larger sets of real numbers. Because of this, we have to define the 
new unknown function v a little differently. 
LetE=TxX, and let ~=~xL~(~,~)x...xL~(~,E)x....~ 
itself is not a Banach space since it is the product of infinitely many spaces, 
but the subspace F, , consisting of all points (A,, A, ,..., A, ,...) E 5 such 
that ,Y II A, 112 < CO, can be made into a Banach space by defining the obvious 
norm on it. Another Banach subspace of 3 is Fl , which consists of all points 
(A, > A, ,..., A, ,...), with Al, E L”(,!!!, B) and Z j/ Al, II2 < CO. Let P: F, ---f Fl 
be the linear map that omits the first entry, i.e., P({A,},“=,) = {Ai}L, . P is 
obviously continuous. 
LetE==F,x UX .-. x Ligj (T x X, U) x ..., i + j ,< k. Let n-r0 be 
projection of E onto F, , moo projection onto U, and rTTii projection onto 
Li*j (T x X, U). Also, define IT x 0, : i? ---f 3 by IT x O,(t, x) = (t, 0). 
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Let U: (t, X) --f u(t, X) be a Cm-function defined on an open subset Q, of i? 
with values in U. Then, we define a function v: Sz, + E by the formula 
v(2, x) = ((t, x, IT x 0, ) 0, 0 )... ), u(t, x) )...) D~D&(t, x) ,...) (i +j < k), 
instead of (4.3). 
We show that, if u satisfies (4.1)-(4.2), then this function v satisfies a pair 
of equations of the form (3.2)-(3.3). Let 
nv(t, x) = ((t, x, Jj- x o,, 0,o ,... ), up, x) )...) DjDzju(t, x) )... )(i +j < k, i < k), 
that is, nv is v with the terms when i = k absent. Also, let 
v’-& x) = “-+J(t, x) = (6 x, IT x 0, 9 0, O,...), 
v& x) = q&t, x) = u(t, x), 
vij(t, x) = mijv(t, x) = D:D$+, x), 0 < i +j < k, 
so that we can write v = (vVl,, , voo ,..., vii ,... ). Also, let ] be the analytic 
function defined by 
j((t, x, IT x 0,, 0, 0 ,... ), u ,..., D;D,ju ,...) =f(t, x, u ,..., D$D,ju ,... ). 
We index the term (t, X, IT x OX , 0,O ,...) in the argument of j by (- 1, 0), 
the term u by (0, 0), and the derivatives in the obvious way by (i, j). Then, 
we denote the FrCchet partial derivatives off by jij . With this notation, 
we have 
Dtv-,,(t, x) = (IT x 0, , 0, 0 ,...) = P~,v(t, x), (4.4) 
Dt~,j(t, X) = vi+l,j(t, X) = Pi+l,iv(tp x), 0 < i +j < k, i # -1, (4.5) 
Dtvu(t, x> = Ds’%+l,~-l (t x) = Dz~i+l,i-lv(t, x), i + j = k, i # k. > (4.6) 
Finally, if u satisfies (4.1), 
All the partial derivatives here are evaluated at ((t, x, I, x OX, 0, O,...), 
up, x),..., D$Dzh(t, X) ,... ), i +j < k, i < k, that is, at mv(t, x). 
Because ni+l,J-l is a linear map, it is its own derivative; consequently, 
suitably interpreting the terms, we can write Dz~“i+l,r-lv = T~+~,~-~D~v. 
Putting this remark together with (4.4~(4.7), we find that we can write 
DP = +tv) D,v + 9(v), (4.8) 




Next, z, is known at t = 0 once D~u, i = 0, I,..., R - 1, are given there. 
Thus, (4.2) implies 
$A 4 = ho (4.9 
= ((0, x, IT x 0, , 0, 0 ,a.. ), uoo(x) ,..., D,ju,i(x) ,... ). (4.10) 
But according to Theorem 3.1, the problem (4.8)-(4.9) has a unique analytic 
solution. To complete the proof of Theorem 4.1, then, we only need show 
that the function u can be recovered from the solution v of (4.8)-(4.9). 
Let z, satisfy (4.8)-(4.9). D e fi ne u = 7roow. Because of (4.10), this function u 
satisfies (4.2). Also, according to (4.4), D,“u = v&&, , so that (4.7) gives 
D,(D,“u - f (t, X, u ,..., D;D& ,... )) = 0. But w,,(O, x) is chosen, according 
to (4.10), in such a way that D,“u -f (t, x, u ,..., D,iD,ju ,...) is zero when 
t = 0. (4.1) and the theorem follow from this. 
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