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The phenomenal growth of digital computer technology since the late 1940s has stimulated
both a technological and an intellectual revolution. Part of this revolution concerns the use of
computers for analyzing, detecting, recognizing, and describing patterns in apparently erratic
data. Pattern recognition, then, has come to mean the study of artificial, as well as natural
mechanisms that analyze, detect, recognize, and describe patterns in sensory data In the past 20
years, pattern recognition machines have been designed and built for a wide range of applications
including character recognition, target detection, medical diagnosis, analysis of biomedical signals
and images, remote sensing, identification of human faces and finger-printers, speech recognition
and understanding, machine part recognition, and automatic inspection [Fu 82] [Kit 82] [Gal 77].
Recent expansion of the application of digital computers in office automation and adminis
trative systems has motivated the search for a means of reading large amounts of printed or
handwritten data. With this progress has come the challenge of computerizing the Chinese
language. The Chinese language differs in many ways from English. One difference is in the
number of characters. The Chinese system of writing is based primarily on ideographs derived
from ancient pictographs. Unlike English, which is a spelling language where each word is con
structed from elements of a twenty-six character alphabet, each Chinese character is an indivi
dual word that differs from all others. Therefore, it is impossible to input a Chinese character
using an ordinary alphanumerical keyboard. Previous efforts have been devoted mainly to the
development of a Chinese character keyboard [Cui 85], and while many Chinese input encoding
methods have been proposed [Hua 85] [Hu 79], few studies have been done on optical character
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readers (OCRs). Conventional OCRs have been able to cope with the demands for the automatic
reading of numerals, alphabets, and a limited set of symbols, however Chinese character have
proved difficult to read by conventional OCRs [Fuj 77].
Chinese characters are called Hanzi in Chinese and Kanji in Japanese. They are used in
combination with syllabic letters (Kana) in Japanese. In Japan today, most nouns, especially the
names of persons, organizations and localities, are still written in Chinese. Kana letters are
employed primarily as auxiliary letters to denote grammatical inflections, transliterations of
foreign sounds, and exclamations. The Kana keyboard, which automatically converts Kana letters
into Kanji characters by consulting dictionary, can be used to input Kanji, but Chinese don't
have this option. Therefore, the use of an OCR is crucial to computerizing the Chinese language.
The object of this thesis is to investigate a hybrid recognition technique for handwritten
Chinese characters. In this technique, the features of a character are extracted from a projection
profile along the X and Y axes of each character. Then a Fast Fourier Transform (FFT) is
applied to these features. A standard dictionary is created through a learning process based on an
adaptive algorithm. As a result, the amount of information necessary to represent character pat
terns is vastly reduced compared with previously reported methods [Cas 66] [Yos 75] [Yam 74]
[Fuj 74] [Yam 84]. Consequently, the amount of processing required to recognize a character is
less. This Chinese OCR (COCR), then, shows the feasibility of a system to reduce the difficulties
of reading Chinese characters into a computer system.
1.2. Previous Work
1.2.1. General Pattern Recognition
Pattern recognition is the study of mechanisms that analyze, detect, recognize, and describe
patterns in sensory data. The study of recognition machines probably began in the 1940's with
the work ofMcCuIloch and Pitts and Norbert Wiener.
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McCuIloch and Pitts [McC 43] looked at machines, particularly information-processing
machines, as a means for modeling the brain. Because of the hypothesized
"all-or-none"
character
of nervous system activity, they modeled neural events and the relations among them using
pro-
positional logic. They proposed theories of neural nets and hypothesized that a recognition
machine could be built of large numbers of artificial neurons (threshold gates).
Wiener [Wie 48], on the other hand, took an engineering viewpoint and proposed a standard
probabilistic approach for the synthesis of a recognition machine using a different switching
theoretic method known as the Bayesian approach. It assumed, or estimated, that certain condi
tional probabilities in the input vector of the pattern were independent. The probability of a
given input vector was then computed. When several possible patterns were being considered, the
system might classify by choosing the pattern with the highest probability.
The next significant impact on the field of pattern recognition came from computer
engineering: S. H. Unger's "spatial
computer"
[Ung 59]. Unger demonstrated how a parallel
organization of a large number of identical information processing devices could recognize simple
visual figures such as alphabetic characters, much as the retina and the optic nerve perform ele
mentary preprocessing of the field of view of the eye. Up to this time most pattern recognition
research emphasized hardware design technology.
The past three decades has been a period of rapid growth for pattern recognition technol
ogy. During these decades hundreds of papers have appeared on pattern classification [Cho 57]
[Nil 65], training procedures [Uhr 63], pattern processing algorithms [Pav 78], recognition
machines [Yam 77], and the application of recognition technology to practical problems. Among
these applications were optical character recognition [Rep 75] [Sak 76], scene analysis, fingerprint
identification [Moa 75], visual inspection [Per 78], analysis of blood cells [Pre 76], vector car
diograms [Hor 75] [Sto 76], and the mapping of chromosomes [Lee 76], and lunar landscapes. The
literature reviewed in the following section will be divided into two groups, the first relating to
the description of patterns and the second to methods of pattern recognition.
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1.2.1.1. Descriptive Characteristics
The problem of discriminating planar shapes is one of the most familiar and fundamental
problems in pattern recognition. This problem may be stated as follows: A digital computer
receives information about a plane black-and-white pattern and must decide on the basis of this
information whether the pattern is
"similar"
to a given prototype. Many of the early approaches
to shape analysis centered on the extraction of scalar measurements from the brightness function
which defines the brightness of each point in a given region. A region is the rectangle in the (X,
Y) plane containing the pattern. Normally, 1 stands for black, 0 stands for white and the values
between 0 and 1 stand for different shades of gray.
A typical approach is the method of moments [Alt]. For a black and white pattern,
moments are defined as the summation of the products of vertical and horizontal positions of
black dots in a given "cell". Each pattern can be divided into several cells as shown in Figure 1.
A pattern, then, can be represented by several moments. Two patterns that are identical have, of
course, identical moments. Two patterns that are not identical will differ in one or more of their
moments. Dudani et al [Dud 77] achieved encouraging results for the recognition of aircraft using
two sets of seven moment invariants as features. One set was calculated from the full silhouette
and the other from the contour only. Although this is an information preserving technique, it is
difficult to relate the higher order moments to shape, and this technique is not popular technique
today.
A more promising technique involves the Fourier transform (FT) of the boundary of an
object. This can be expressed in terms of tangent angle versus arc length, or as a complex func
tion. One approach has been used by Zahn and Roskies [Zah 72], Bennet and MacDonnald [Ben
69], and others. A second has been used by Granlund [Gra 72], Richards and Hamami [Ric 74],
Persoon and Fu [Per 77], and others.
Zahn and Roskies approached this problem by selecting a starting point on the boundary of
a shape and a function, Q(l), which measures angular direction of the curve as a function of arc
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length. After appropriate normalization this periodic function is expanded in a Fourier series and
the coefficients of a truncated expansion are used as shape features called Fourier descriptors.
Higher order terms represent changes in the direction of the curve over very small arc lengths,
and their elimination tends to reduce noise and serve to accentuate lower order terms that con
tain more macroscopic information on the shape. The value of Q(l) is identically zero for a cir
cle and greater than zero for other shapes. It can be shown that for a polygon, Q(l) is linear
between vertices so that its overall form is that of a sawtooth wave with negative jumps
corresponding to convex angles and positive jumps corresponding to concave angles. In general,
strokes or lobes extending from the main body of an object produce peaks in Q(l) which, if
repeated, cause a high component at a frequency of the FT roughly corresponding to their
number. Therefore, the coefficients of the FT of Q(l) can be used for shape description.
In the formula proposed by Granlund [Gra 72] and developed by Persoon and Fu [Per 77],
shape descriptors are obtained from a complex function. Assuming that R is a clockwise-oriented
simple closed curve with representation
(x(I), y(l)) = Z(l)
where 1 is the arc length along R and 0 <= 1 <= L, and L is the period of the complex function.
U(l) = x(l) + i y(l)
generated by a point moving along the curve. Expanding U(l) into its Fourier Series yields the
Fourier descriptor of shape. Under this formula the FT of a circle has a zeroth order harmonic
equal to the coordinate of its center and a first harmonic that is real and equal to its radius. All
other harmonics are zero. One major difference between this definition and the previous one is
that the former produces only N/2 distinct descriptors while this one produces N descriptors.
From the above discussion, it is clear that the Fourier descriptors can represent characteris
tics of a function. In this project a Fourier transform is applied to projection profiles to provide
descriptors used in the recognition method that will be discussed in the next section.
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1.2.1.2. Recognition Methods
Two main character recognition methods have been used, the structural analysis method
and the correlational methods. In the structural analysis In the structural analysis method [Fu 74]
[Pav 77] [Fu 82],either the features of character segments such as edge points or branch points, or
the features representing the shape of the strokes composing the character are extracted. By com
paring a description of the features of the input pattern and that of a standard, the category of
the input pattern can be determined. This method is robust against variations in handwriting and
has been used mainly for handwritten character recognition. However, when the patterns under
study are very complex, they must be represented by their simple subpatterns. If each subpattern
is again very complex, each subpattern must be represented by even simpler subpatterns, until
the simplest subpatterns, called "pattern primitives", are obtained. Of course, the relations among
subpatterns must be taken into consideration. Therefore, the features to be extracted are at least
partially determined by the categories to be recognized.
The correlational method [Cov 82] is a technique that directly compares the input pattern
with a standard dictionary pattern and determines the category of the input by its similarity to
the standard. In this method, it is easy to generate a dictionary of standard patterns according the
categories to be recognized. For this reason it has been used for printed character recognition.
For the recognition of handwritten characters, which have many non-linear variations, however,
it is difficult for this method to absorb individual differences.
1.2.2. Chinese Character Recognition
The research on Chinese character recognition started with a two stage approach to recog
nizing printed Chinese characters [Cas 66]. In the first stage, the data were partitioned into
groups of similar characters by means of heuristic algorithms. In the second stage, peephole tem
plates were generated for each character to guarantee discrimination from other characters in the
same similarity class. Recognition was done by establishing an order of searching through the
groups with a relatively small number of "group masks". The character was then identified by
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means of the "individual
masks"
within the selected group through a threshold criterion. Although
the results on a 2,000 character data base were a 1 percent error rate and 7 percent rejection
rate, it was time consuming to classify a character and to search for the correct pattern. Also
there was no tolerance for any writing variance.
A method for handwritten Chinese character recognition by an analysis-synthesis method
was used by Yoshida and Eden [YOS 75]. This system was based on the fact that a Chinese char
acter can be drawn as a sequence of a few fundamental strokes and that each stroke of a
handwritten Chineses character can also be described in terms of a fairly simple model of pin
point movement during handwriting. The operation of the system was as follows. First, a genera
tive process embedding a model of pinpoint movement extracted a stroke sequence from the
input character pattern. Then, identification of the character was carried out by looking up the
extracted stroke sequence in a stroke dictionary. This system was tested using a total of 1000
handwritten Chinese characters, and the correct recognition rate was 82.4 percent. This method
required complicated preprocessing procedures such as scaling of character size, thinning of
stroke width, stroke coding and extraction. The linear segment list, which contained the length,
position and direction of the extracted linear stroke segments, was huge for a normal set of
Chinese characters
Yamamoto and Nakata proposed a "hierarchical pattern
matching"
algorithm [Yam 74]. The
basic idea behind this method was a hierarchical process from macroscopic to microscopic view
ing fields, thereby reducing the candidate categories step by step from macro, or less detailed
pattern stages, to micro, or more detailed pattern stages. This method reduced the total amount of
information processing compared with the aforementioned methods and required only 77000 bits
for 881 characters. However it needed a special two-dimensional parallel processing hardware in
order to reach practical processing speeds. Even so this was the first method that could automat
ically recognize Chinese characters accurately enough for practical application.
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Fujita and Miyata [Fuj 76] proposed another recognition method for printed Chinese char
acters that extracted the two-dimensional features of the periphery of Chinese characters. It gen
erated "belt
patterns"
that changed with the thickening operation of an input pattern and used
"time variation of belt
patterns"
to cluster characters. This method presented an effective way to
extract grouping features from input patterns and was stable against considerable changes in
stroke width, but it did not eliminate the requirements for special purpose hardware and consid
erable standard pattern memory.
Yamamoto and Fujii [Yam 81] proposed a method for handwritten Kanji characters in
which the features of a character were extracted from multiple standpoints which are stroke
direction representing the direction of each segment composing a character, stroke domain
representing the positional relation between segments, stroke density representing the complexity
of the character. Various features of the input character were expressed as vectors and an input
pattern was determined by its distance from a standard. The recognition ability was improved by
combining a number of features in the recognition process, rather than using just a single feature.
As a result recognition rates of more than 90% were obtained in experiments involving about
1,000 Kanji characters.
Each of the methods discussed above obtained satisfactory recognition rates and solved cer
tain problems related to machine recognition of Chinese characters. However, none of them
reported a successful Chinese character reader that could deal with actual documents. The diffi
culties met in the development of such an OCR are summarized below:
(1) The structural complexity of Chinese characters
- Unlike alphanumeric characters, the
number of strokes necessary to write Chinese character can exceed 20 as in the following
characters.
n tf l k i#
(dirty) (body) (black hourse) (ant) (union)
About a half of all Chinese characters involve more than 13 strokes.
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(2) The existence of mutually similar character patterns - Most Chinese ideograms are com
posed of radicals and bodies with radicals being subpattern common to many ideograms.
This leads to the existence of mutually similar character patterns because differences
between ideographical characters are apt to be concentrated in a local area. For example,
the following pairs of characters are very similar.
tfxXM) (,_)at.f%) OIn A%)
(.small) (raise) (soldier) (mud} (fifth) (defend) (remember) (hundred million)
About 3% of Chinese characters have these similar pattern pairs.
(3) A large number of characters - Modern Chinese comprises more than 50,000 characters, of
which about 2000 must be mastered to achieve basic literacy.
(4) A wide variety of character shapes - Even on the same page of a newspaper, ideogram
shapes of the same character differ slightly. Therefore, a multifont reader is required.
1.3. Objectives
The current thesis attacked these difficulties by combining the following methods.
(1) A efficient way was found of reducing the information needed to describe a
two-
dimensional input pattern. As mentioned before, the number of Chinese characters is orders
of magnitude greater than that of alphanumeric or Katakana characters. In addition the
information needed to represent a Chinese character in two dimensions is estimated to be
more than 32x32 bits and usually about 50x50 bits [Sue 79]. The memory storage, then, will
exceed 2,000,000 bits and may even be as large as 125 Mbits if it is to hold all the standard
patterns. Therefore, the first step was to find an efficient way of reducing the information
needed to described an original two-dimensional pattern.
(2) Features were extracted that yield
guaranteed reliable discrimination of patterns that vary
from sample to sample. Handwritten Chinese characters, like handwritten alphanumeric or
Katakana characters, suffer from numerous




handwriting. There are many ways for doing feature detection, i.e., peephole template [Cas
65], stroke sequence [Yos 75], character segmentation [Yos 76], multiple standpoints [ Yam
81], but these methods all lose some characteristics of the original pattern. Therefore, the
second step was to find a method for detecting features of an input pattern that preserved
the unique characteristics of that individual pattern.
(3) An adaptive recognition system was implemented to handle multi-font and hand-written
characters. In daily newspapers, documents and letters, the ideogram shapes of identical
character differ slightly Figure 2. Hand-written characters present even more obvious
differences. Therefore, the practical COCR system accumulated the experience and















Fig. 1 Illustration of the Relationship between
Region and Cell in Moment Method
a -t: + -R*:*w-\--tmRm*
** rtfc ccce* e*>i nffh
ffMEi^ftll
0 * tA$
Fig. 2 Sample of Chinese Newpaper
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CHAPTER 2
THEORETICAL AND CONCEPTUAL DEVELOPMENT
The first part of this chapter will discuss general methods for solving pattern recognition
problems. Theoretical results and concepts used in the recognizer for this thesis will be discussed
in detail.
2.1. Definition
Many definitions of pattern recognition have been proposed. In this project, pattern recog
nition is viewed as the description and analysis of measurements taken from physical or mental
processes. Pattern recognition often begins with some kind of preprocessing to remove noise and
redundancy in measurements, thereby ensuring an effective and efficient pattern description.
Then, a set of characteristic measurements, numeric and/or nonnumeric, and relations among
these measurements are extracted to represent patterns. Patterns are then analyzed on the basis of
this representation.
It is essential, then, to have a good set of characteristic measurements and a firm idea of
how they interrelate in representing patterns so that patterns can be easily recognized. From this
point of view, pattern recognition means analyzing
pattern characteristics as well as designing
recognition systems.
2.2. Pattern Recognition Methods
There are two classification of pattern recognition
methods: structural analysis versus corre
lational methods [Yam 81]. These classes have also
been called statistical versus syntactic
methods [FU 82]. There are three different approaches,
the differences among these major pat
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An intuitive approach used in the early development of pattern recognition, is the template
matching approach. In this approach, patterns are usually represented by their raw data. The
decision process is nothing more than matching the unknown input to each template, using a
matching criteria that describes the similarity between the input and standard patterns.
A more sophisticated approach is a statistical or decision-theoretic approach. Consider an
m-class pattern recognition problem. When we treat each pattern as a single entity, we can use a
set of n characteristic measurements (features) to represent each pattern under study. In such a
case, a pattern is represented by N features, or an N-dimensional feature vector, and the recogni
tion of patterns is based on a similarity measure. That, in turn, is expressed in terms of a distance
measure, a likelihood function, or a discriminant function.
In the syntactic approach, a pattern is represented as a string, a tree, or a graph of pattern
primitives and their relations. This approach draws an analogy between the structure of patterns
and the syntax of a language, and matching is a general parsing procedure. In the following sec
tion, the components of the statistical and syntactic approaches will be explored in detail.
The statistical method is also known as a decision-theoretic method. In this type of system,
the primary phases are feature extraction, feature selection, classification, and learning as shown
in Figure 3. These phases are discussed below.
2.2.1.1. Feature extraction and selection
In most applications of recognition technology, the dimensionality of the feature space tends
to be very large, the number of dimensions typically ranging
from 20 to 299. This large dimen
sionality is a major cause of the
high cost and practical limitations of recognition technology.
Consequently, the careful choice of features and the resulting
reduction of the dimensionality of
the feature space are important engineering problems. The available
techniques for overcoming






subset of features from a large initial set, taking into account both the
cost of extracting each feature and the effectiveness of each feature in the classification pro
cess.
(2) Transforming the feature space into a
"reduced"
feature space that has fewer coordinates
than the original with little reduction in the effectiveness of the recognizer.
General methods for feature extraction and selection usually follow one of two approaches,
feature space transformation and feature selection.
A feature space transformation, transforms the original feature space into lower dimensional
spaces for pattern representation and/or class discrimination. In some cases the reducer also acts
as a feature orderer by arranging the transformed features in the order of effectiveness for the
classification process. The Karhunen-Loeve expansion [Wat 65], which minimizes the average
error committed by taking only a finite number of terms in the infinite series of an expansion, has
been used in feature ordering by arranging the eigenvalues of the expansion in descending order.
To discriminate among classes, two optimization criteria have been suggested, maximizing the
distances between classes and minimizing distances within classes. These criteria can be used
separately or in combination. To make classes easier to separate, it is generally better to use
non-linear transformations than linear transformations. A good class separation in feature space
will certainly result in a simple classification structure. However, nonlinear transformations
require much more complex computations than those needed for linear transformations.
The second approach, feature selection, attempts to select a subset of n features from a
given set of N features (n < N) without significantly increasing the probability of misrecognition.
One approach is to find indirect criteria to serve as guides for feature selection. The most com
mon method for doing this is defining an information or distance measure related to the upper
and/or lower bounds on the probability of misrecognition.
That is, a feature subset is selected to





2.2.1.2. Classification and Learning
Classification can be interpreted as a partition of feature space into mutually exclusive
regions such that each region is associated with a single class. Many results of discriminant
analysis and statistical decision theory can be used for classification. When the conditional proba
bility density functions of the feature vectors for each class, called class density functions, are
known or can be accurately estimated, Bayes classification rule, which minimizes the average risk
or the probability of misrecognition, can be used [Cov 80] [Germ]. When the class density func




classification rules have been proposed as convenient classification
schemes [Fu 80]. In practice, when many pattern samples are available, class density functions
can be estimated or learned from the samples, and an optimal classification rule can then be
obtained. If the parametric form of each class density function is known, only parameters need to
be learned from the pattern samples. When few pattern samples are available, the density and
parameter estimations are usually poor. With nonparametric classification schemes, the classifica
tion rule generally can be obtained directly from pattern samples, for example, learning parame
ters of a decision boundary.
When the patterns under study are very complex or when the number of pattern classes is
very large (for example, in fingerprint identification), the number of features required for recog
nition can also become very large. Consequently, the classical statistical (decision) approach often
becomes ineffective or computationally infeasible. A better approach is to represent a complex
pattern by its simpler subpatterns and hope that the
simpler subpatterns can be treated by a sta
tistical method. The relations among subpatterns, of course, must also be taken into consideration.
If each subpattern is very complex, it has to be
represented by even simpler subpatterns until the
pattern primitives, can be easily treated by simple statistical methods. This reduction of pattern
classes to pattern primitives for feature extraction and
selection is called the syntactic, or struc
tural, approach. A block diagram



























Fig. 4 Block Diagram of a Structural Pattern Recognition System
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Fig. 5 Sample of Chinese Character
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The system is divided into recognition and analysis sections. Pattern representation consists of
decomposition or segmentation and primitive recognition, and the actual recognition involves pat
tern representation and structural/syntactic analysis. Analysis includes primitive selection and
structural or grammatical inference. These components will be discussed in section 2.2.2.1 and
2.2.2.2.
In syntactic methods, a pattern is represented by a sentence (a string or tree) in a language
specified by a grammar. The language used to describe the structure of patterns is sometimes
called the pattern description language. The rules governing the composition of primitives into
patterns are specified by the so-called pattern grammar [Tai 81]. An alternative way to represent
the structural information about the pattern is to use a relational graph in which nodes represent
subpatterns and edges represent relations among subpatterns.
There are at least two problems with this approach [Fu 82]. The first problem is the selec
tion of subpatterns and primitives. Some patterns under study may naturally contain subpatterns
that can be extracted using a segmentation technique. Each subpattern may be easily interpreted
and physically meaningful, for example the Chinese character in Figure 5. The character and its
three subpatterns each one has its own unique meaning. The second problem is the additional
analysis required when the patterns are represented by hierarchical structure. Because the pattern
is represented by a tree or string structure, there will be more searching and comparison compu
tation involved.
2.2.1.3. Extraction and Selection of Primitives
Since pattern primitives are basic pattern components, we could logically assume that they
are easy to recognize. Unfortunately,
this assumption is not valid in practical applications. For
example, strokes are
considered good primitives for handwriting; however, they cannot be easily
extracted by machine. The





There is no general solution for the primitive selection problem at this time. For linear pat
terns or patterns described by boundaries or skeletons, line segments are often suggested as prim
itives. A line segment can be characterized by the location of its beginning and end, by its length,
or by its slope. A curve segment can be described in terms of its length and curvature. The infor
mation characterizing primitives can be considered their associated semantic information of the
features used for primitive recognition.
2.2.1.4. Pattern Grammar and Syntactic Recognition
Conceptually, the simplest form of syntactic recognition is template matching. The sentence
describing an input pattern is matched against sentences representing each prototype pattern. By
using a selected matching or similarity criterion, the input pattern is put in the same class as the
prototype pattern that is the best match for the input. If a complete pattern description is
required for recognition, then a parsing or syntactic analysis is necessary.
Ideally, a grammatical (or structural) inference machine could infer a grammar (or struc
tural) description from a given set of patterns. Unfortunately, such a machine is not available
except for very special classes of grammars. In most cases so far, the designer constructs the
grammar using prior knowledge and experience.
A given practical application will have a certain amount of uncertainty. For example, noise
and variation in the pattern measurements may cause segmentation and primitive extraction
errors, which may lead to ambiguities






























2.3. Relevant Theories and Concepts
The pattern recognition method used in this thesis is based on statistical pattern recognition
concepts. As shown in Figure 6, the system is divided into recognition and analysis sections,
where analysis consists of feature selection using projection profiles and FFTs, and learning
using an adaptive learning algorithm. Recognition consists of feature extraction which also uses
projection profiles and FFTs, and classification using a similarity function. The theoretical work
relevant to this system can be divided into three groups, feature extraction, learning, and decision
making.
2.3.1. Feature Extraction
The feature extraction method applied in the thesis is a combination of feature space
transformation and feature selection. The generation of the projection profiles from an input pat
tern constitutes the feature space transform, and the application of FFT to the projection profiles
is the feature selection method.
2.3.1.1. Projection Profiles Generation
The method of projecting the profile of a two-dimensional pattern onto X and Y axes, was
introduced by Pavlidis [Pav 68]. Chinese characters are characterized mainly by the presence of
vertical and horizontal bars in specified positions, and this information is preserved in their pro
jected profiles. The advantages of projected profile are:
(1) It is easily extracted from an original pattern.
(2) A projection process is a kind of
integration or accumulation. Therefore, the projected pro
file should be less vulnerable than the original pattern to disturbances such as noise and
smears.
(3) A projection process reduces
an original two-dimensional pattern to two one-dimensional
patterns. The memory required for storing
the standard is less, and the number of comparis
ons performed
- allowing for the change in the relative




standard one within +n meshes - can be reduced from 2 to 2(n+l).
The projection profiles of a binary image can be obtained by counting the occurrences of
black dots (ones) in a given row or column. Projection profiles can be generated at different
orientations. The major projection profiles are in the horizontal and vertical directions because
most Chinese characters are constructed with vertical and horizontal strokes. However, the
methods of obtaining projection profiles are given for four different directions.
An eight by eight matrix is used to illustrate the procedures. Figure 7 shows that in order
to obtain the horizontal projection profiles, one would count the number of black dots of the
binary image upwards. By the same token, the vertical projection profile can be obtained by
counting the black elements from left to the right. The +45 projection profile can be obtained by
counting the black elements where |x-y| is a constant, where x is the position on X axis and y is
position on the Y axis. The -45 projection profile is obtained by counting the black elements
where |x+y| is a constant. These projection profiles for an N by N binary image can be expressed
as
N-l
X(i) = S p(i,j),
j=0
N-l
Y(j) = E p(Lj),
i=0
S(k) = E p(ij),
i-j-k










The projection profiles X, Y, S and T represent the projections along the direction of 90, 0,
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Fig. 7 The bit map matrix and the projection direction
of a 8x8 image
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2.3.1.2. Magnitude Spectrum Creation by FFT
The fast Fourier Transform (FFT) is a mathematical technique that describes the relation
ship between information in the space domain and information in the frequency domain. The
Fourier transform of a correlation function yields its power spectrum. The major advantage of
this method is that it is backed by a well developed theory and is easy to implement. In fact, very
efficient implementations are available in the current market. Since in this project, the FFT was
used as a developed tool, a detailed discussion of the theory is not included. For a general review
of this area see [Rue 79] or [Bri 69]. The application of the FFT has the following advantages:
(1) The previously obtained projection profiles are position sensitive. However, the frequencies
of the projection profiles are unique characteristics of each character and are independent
of the digitization position. An example is given in appendix A to illustrate that the FFT of
the projection profile is insensitive to the position of the character. In this example, a square
pattern is placed at different locations, yet their FFT's are nearly identical. The slight devi
ations were caused by noise generated during the pattern digitization process.
(2) The extracted features can be reduced to half because of the symmetry property of the
FFT. This property will be explained below.
(3) Further data compression is possible. It has been found that most characteristics of the ori
ginal function are represented by the low frequency components. The high frequency com




The frequency domain function of the amplitude spectrum of a projection profile can be
obtained by the Fourier transform
F(w)= C f(x)e"iwxdx
where
F(w) = The frequency function after transformation
f(x) = The special function (the projection profiles) to be transformed
w = The angular frequency (rad/s)
x = the spatial variable (e.g., position on the axis)
i= v/T
The transform is performed using complex variables. F(w) has a complex range and is only
a mathematical construct. However, |F(W)| , the absolute value (or modulus) of F(w), is a measur





operator stands for conjugation (reversing the signs of the imaginary terms). Then,
F*(W) = /^
f(x)* e"iwx* dx*





F*(W) = /:: f(x)eiwxdx = F(-W)
Thus:
F(W) = /F(-W) F(W) = F(-W)
This indicates that F(W) is symmetric about W=0. Therefore, only the function for W
>= 0 needs






The Re and Im operators denote the real and imaginary parts of F(W). This is the formula to get
the magnitude spectra used in this thesis. The discrete Fourier transform (DFT) can be imple
mented more easily by digital computers
than the continuous Fourier transform. The DFT's for
the projection profiles are given as:















The parameter m determines the resolution of the amplitude spectrum.
A more efficient computational algorithm developed by Cooley and Tunkey [Rue 79] was
2
adapted to reduce the number of mathematical operations from N to 2 N log(N). The fast
Fourier transform (FFT) needs only 1 /5 of the time required by the DFT to transform the pro
jection profiles. For further investigation of Fourier transform techniques, an excellent book on
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2.3.1J. Stroke Width Correction
The influence of the stroke width of a character on the magnitude spectrum is significant.
Assume that the input projection profiles are square pulses with different pulse widths. The
FFT's of these profiles are shown in Figure 8, and they obviously differ. To reduce the stroke
width effect, a simplified model was considered. For an input profile, Fx(x), a stroke width of
Wx is assumed. The projection profile fx(x) can obtained by convoluting the idealized skeleton
patter fO(x) with the pulse px(x) whose pulse width is WO
fX(x) = fO(x)pX(x)
The convolution theorem of the FFT suggests that
FX(w) = F0(w)PX(w),
where FX(w), F0(w) and PX(w) are the FFT's of fX(x), fO(x) and pX(x) respectively. By chang
ing the stroke width to Wc, we get
Fc(w) = F0(w) Pc(w) = FX(w) Q(w)
Knowing that the FFT of a square pulse is
Px(w) = (1/Wx) sin(wWX/2)
one can substitute the explicit representation of px and cp to obtain
Q(w) = pc(w) / px(w) = Wx sin(wWc/2) / Wc sin(wWx/2).
The magnitude spectrum of any character with stroke width Wx can then converted to the
amplitude spectrum corresponding to the standard character in the dictionary by applying the
multiplication factor Q(w). The width of the input character can be estimated by the integral of
the projection profile.
The stroke width correction works with a range. It is seen in Figure D.8 to D.12 (Appendix
D) that the pulse spectrum goes to zero at a
certain critical frequency. The correction factor will
go to infinity at these frequencies. Therefore,
the correction is only valid at frequencies under
these critical frequencies. As an example, 10





2.3.2. Self-adaptive Learning Algorithm
The self-adjusting algorithm used in this thesis was created based on scheme used by Uhr
and Vossler [Uhr 63] in their matching of unknown patterns (letters of the English alphabet) to
one of several previously seen patterns. In their system a pattern was represented by values for
several characteristics. Each characteristic was generated by an operator composed by the pro
gram. Essentially, each characteristic was a variable whose values tended to be the same for dif
ferent instances of the same pattern and different for instances of different patterns.
These characteristics were compared with lists of characteristics in memory, one for each
type of pattern previously processed. Each characteristic in memory also had an amplifier
(weight) that reflected the discriminatory power of the characteristic. The characteristics then
were examined and, depending on whether they individually contributed to success or failure in
identifying a given character, their amplifiers were turned up or down. This adjustment of
amplifiers eventually led to discarding operators that produced poor characteristics, as indicated
by low amplifier settings, and to their replacement by newly generated operators.
The mechanism that gave this technique its power was the way in which the weights for the
individual characteristics were manipulated. The overall strategy was to reward characteristics
that, if considered by themselves, would correctly identify the pattern, and to penalize charac
teristics that individually made erroneous predictions.
This the algorithm was used in the current thesis to modify the original data base added a
sensitivity factor to each value in the
data base. For the current study, every character was digi
tized in a 64x64 matrix. Both the horizontal and vertical projection profiles, then, had 64 com
ponents. The FFT of each profile also contained 64 components; however, the symmetry pro
perty of the FFT
allowed a reduction to only 32 components to represent the characteristics. The
adaptive recognition process
detected the relative significance of each characteristic's component
and adjusted the amount of




good characteristics and penalizing bad characteristics. The recognition contrast between dif
ferent characters was, therefore, enchanced. The characteristics of different handwriting style
were further absorbed into the characteristics of the standard character. This augments adapta
bility and flexibility.
The adaptive recognition process is described as follows:
(1) A weight matrix the same size as the dictionary in the data base first was generated and ini
tialized so that each element had the same value.
(2) Different known handwriting samples were presented to the system for learning.
(3) The weight of each corresponding character was adjusted by comparing the relative sensi
tivity of a characteristic's component between characters. The method is described below
for j = 1 to 32
for i = 1 to n
ifIx(j)-Lx[k][j]<Ix[j]-Lx[i][j]
Wx[i][j] = Wx[i][j] + m/2









where Ixfj] is the magnitude spectra of the x-projection profile of the input character,
Wx[i][j] is the magnitude spectra of the x-projection profile of the standard characters in the
data base, Wx[i][j] is the weighting parameter for the x-direction magnitude spectra, k is the
index to the correct pattern in the dictionary, and n is the number of standard characters
(4) The standard characteristics were adjusted so that each handwriting sample made the same
contribution. The concept is formulated as follows:
Lx[k][j] = (n/n+1) Lx[k][j] + (1/n+l) Ix[k][j]
The Weighing factors for recognition and the modification of the y-direction FFT of stan
dard characters were determined by the same method as described in the x-direction.
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2.3.3. Decision Making
In this thesis, the features obtained from the input pattern were a set of amplitude spectra
of the projection profiles. The class density functions were unknown. Therefore, recognition was
based on a similarity factor which was a weighted product of the FFT's of the input and the
standard characters. The procedures involved correlation, normalization and comparison. The
correlation between the unknown input and the standard pattern was derived by the algorithm:
for i = 1 to n































Rx[i] = Sisx[i] / sqrt(Siix
*
Sssx[i])






The subscripts s, i, x, y denote standard, input, x direction and y direction respectively.
The parameter S was defined as the correlation factor. The category that gave the largest similar
ity (R) was assigned to the unknown input. When the input pattern is identical to the pattern in
the standard the similarity (R) value is 1. When the difference between the largest and the next
largest similarities was smaller than a predetermined threshold, i.e.
R[k]-R[i] < Rsh
The projection profile generation algorithm and the FFT theory were applied in the feature
extraction. The self-adaptive learning algorithm was applied to train the system to accumulate
experience. Finally, the decision making algorithm was used to recognize the input pattern. The
usage of these theory and algorithm in the current




Implementation and Experimental Procedure
The hardware and software configurations used in this study are described in this chapter.
The overall system is very cost effective and is composed of an IBM PC with 512K memory and
two 360k disk drives, and a digital camera (around $250). The experimental procedure used to
test the system on a small set of handwritten Chinese and Roman characters are also described.
3.1. System Hardware Configuration
The hardware configuration is shown in Figure 9. It contains an input device, personal pc
and output device. A solid state camera was selected as the scanning input device. This video
camera, The Micro D-Cam, is made by Micromint Inc. of Cedarhurst, New York. The heart of
of the Micro D-Cam is an optical RAM composed of 65,536 individual image elements called
pixels. These pixels are organized into two rectangles (referred to as arrays) of 128x256 pixels
each. Each array of cells is separated by an optical
"dead"
zone about 25 elements in width. To
avoid having a gap in the image or using a complicated optical system to eliminate it, only one of
the arrays is normally used as an image sensor. When an image is focused onto the optic RAM,
the Micro D-Cam transmits the digitized image to computer through an RS-232 serial interface.
The image digitization camera built around the 64K optic dynamic RAM focuses reflected
light from the viewed object and passes it through a lens onto one of the 65,536 elements. Each
light sensing element on the
optical RAM is electrically insulative in the dark and can hold an
electrical charge. The sensitivity decreases as light shines on it and the charge bleeds off. Each
of the memory elements
in the matrix can be addressed randomly when the control circuitry
strobes in the appropriate row and column
address of the element being addressed. As a dynamic
RAM device, the memory element has to
be refreshed periodically. In the beginning of an image
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sensing cycle, the circuitry addresses all the cells in the active array, filling them with positive
voltage that represents logical Is. When an individual element is struck by photon of light, the
capacitor in the cell begins to discharge towards zero voltage. The capacitor discharges at a rate
proportional to the light intensity through the duration of the exposure. After the exposure inter
val has elapsed, the circuit reads the element's information by addressing its memory cell. During
the cell access, sense amplifiers within the sensor read the capacitor's voltage value and compare
it to a fixed threshold voltage. If the potential is above the threshold, the picture element is
deemed to be black; if the potential is too low, the picture element is declared white. The data in
each memory location is then displayed on the surface of the computer's graphics display in the
same configuration as the surface of the optical RAM, using white dots to represent a l's and a
black dots to represent a O's.
A electronic drive provides appropriate timing to clock the signal to the interface circuit.
Various baud rates are selectable. The highest baud rate, 15,360 HZ was chosen for this work.
An interface circuit arranges the image data signal to the serial or RS-232 configuration.
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3.2. System Software Configuration
The software system design is shown in Figure 10. It contains two major subsystems,
analysis and recognition, where the analysis system performs feature selection and learning, and
the recognition system performs feature extraction and decision making (classification).
Feature selection and feature extraction are done in the same way. First, handwritten char
acters are digitized by the Micro-D-Cam. The software that comes with the Micro-D-Cam system
offers many real time manipulations of the image digitization; the exposure level and resolution of
the image can be changed during the image acquisition process. A resolution of 512x128 was
chosen because it included no "gray
scale"
algorithm, and the image quality was good for this
study. Driver programs written in assembly language are also available to store or access the
image from magnetic disks.
64x64 images are first extracted from the 512x128 image memory. The original extracted
image is in an 8x64 decimal form which is then decoded to a 64x64 binary image. Projection pro
files are then extracted at different orientations by using this binary image file as input. The
FFT is then performed on these projection profiles. Finally the stroke width correction is
applied on the obtained features.
The learning function is performed by using self-adaptive learning theory. The characteris
tics of a set of characters to be recognized later on are first stored in the dictionary matrix. A
weight matrix is then created with all the elements initialized to a fixed number. Known charac
ters with different hand writing are then introduced for learning. The self-adaptive algorithm will
modify the weight parameters according
to the relative sensitivity of the magnitude spectra
between characters. The characteristics that contribute to the correct recognition will be reward
by having their weight increment. The
weights of the characteristics that do not provide correct
recognition will be decremented. The characteristics of the standard
characters are also modified





After memorizing the characteristics of different handwriting styles, the system is ready to
work. Unknown characters are brought to the system, and a pattern matching algorithm provides
matching scores between the unknown and dictionary data base. The prevailing score determines
the unknown character. After the result is obtained which is the correct answer, the characteris
tics of the input character is also added to the data base.
3.3. Test Procedure
The data flow for the test procedure is shown in Figure 11. Characters were first written
on a format paper by three different people. The collection of input characters for this study are
shown in appendix C. The camera then digitized the image and stored the image on disk. After
image extraction and decoding, the projection profiles were then created, but only half of them
were taken because of the symmetry property of the FFT. Consequently, each character was
represented by only 512 bits of memory, 32 characteristics by 8 bits per characteristics by 2 pro
jection profiles.
After the characteristics were obtained, if the input was a known pattern, the learning pro
cess modified the weight library and the standard dictionary. If the input was an unknown pat
tern, the recognition process computed the similarity function. If the obtained result was a
correct answer, the characteristics of the input character were assimilated in the weight library




















Fig. 11 Test Procedure Data
Flow
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CHAPTER 4
RESULTS AND DISCUSSION
4.1. Image Processing and Standard Dictionary Generation
As mentioned before, the image processing procedures involved image digitization, pattern
extraction, decoding, projection profile generation, magnitude spectra formation and dictionary
set up. The best way to illustrate the image processing operation result is to go through the pro
cedures with an example. The Chinese Character Tsong was used for the illustration. A two
dimensional plot of the character is shown in Figure 1 2. The binary image occupies 64x64 bit(4k)
of memory. The two dimensional Fast Fourier transform of the two-dimensional image requires
32k of main memory and the result is shown in Figure 1 3. Because of the large memory involved
and the slow calculation speed, it is not very practical to use 2-D FFT to represent the charac
teristics of the input pattern. An unique way of coding characters requiring less set up time and
memory would be attractive.
After digitizing the handwritten character TSONG, the image is stored in a 512x128
memory as shown in Figure D.l. The character is represented by 64x64 picture elements (pixels).
After pattern extraction, the information is stored in a 8x64 decimal file as in Figure D.2. This
decimal data are decoded to the binary format, and the resulting binary image is shown in Figure
D.3 where l's represent black dots and O's represent white dots, Projection profiles can then be
constructed from these binary files.
The projection profiles at the 0,90,+45,-45
degree direction are shown in Figure D.4 to Fig
ure D.7. It can be seen that the horizontal and
the vertical projection profiles appear to render
more "characteristics". Therefore, these
projection profiles will be used as the primary data for
pattern recognition. The corresponding
power spectra also appear in the graphs. In general, the
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first component is very large which represents a degree of steadiness in the lower frequency
range, around 1 to 16 rad/sec. The higher frequency components are small which implies that the
input is relatively noise free. This suggests that for further data compression considerations, the
higher frequency components can be omitted.
One of the concerns of using the projection profile method for pattern recognition is its sen
sitivity to the stroke width. Figure D.8 shows the character TSONG with different stroke widths.
The first character is plagued with noise and a comparison of characters TSONGO and TSONG4
, shows that the projection profiles are a lot different. Figure D.9 and Figure D.10 show the hor
izontal projection profiles for these two characters. The corresponding magnitude spectra are
shown in Figure D.ll where significant characteristics are found in the low and the middle-
frequency range. The high frequency noise gives erratic results. The power spectra for the char
acters in Figure D.8 are shown in Figure D.l2 where substantial differences can be observed.
After applying the stroke width correction algorithm discussed in section 2.2.3, a dramatic com
pensation can be seen as shown in Figure D.l 3.
A small dictionary of ten standard characters was formed to test the recognition algorithm.
Some of the characters were very similar and some were mutually very different. It was hoped
that giving the system both easy and difficult discrimination tasks would provide good data on
the performance of the system in different situations. Handwritten characters from three dif
ferent people were obtained for each standard character. The magnitude spectra for the projec
tion profiles in both the horizontal and vertical directions were generated and stored in the com
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4.2. Impact of Self-Adaptive Algorithm
The adaptive pattern recognition method discussed in chapter 2 starts with the learning pro
cess. The weight matrix, 10 characters by 32 characteristics in size, was initialized to 100 for this
test If the difference between the characteristics of the input character and the correct standard
character is smaller than that between the input and another standard character, then the
corresponding weight is rewarded by seven points for the correct character and by two points for
the other character. If the difference between the input and the correct standard is greater than
that between the input and another standard character, the corresponding weight for the correct
character is lowered by 7, and the weight for the other character is lowed by 2. Finally, the
weight matrix is examined to eliminate any negative values. The negative components are
assigned a fixed value, ten in this test, and the characteristics of the input hand writing are also
absorbed. Each character learned made the same contribution to the final characteristics.
The weight parameter after first, second and third learning phase are shown in Figure D.l4
to Figure D.l 6. It is seen that the adaptive process builds up the sensitive components and depre
ciates the weak ones. Figure D.l 7 shows the change in weight parameters for the first standard
character. It appears that the weight parameters tend toward a steady state gradually.
The characteristics of each standard character are modified so that it memorizes the indivi
dual characteristics of the corresponding handwriting samples. The characteristics of the first
standard character and the corresponding hand writing samples are plotted in Figure D.l 8. After
three learning trail the resulting characteristics are shown together with the original characteris
tics of the standard character in Figure D.l 9. It can be seen that the sharp transitions observed in
the original characteristics are "rounded off to the final characteristics which are enchanced to
match that of all the handwritings.
After all the experience is accumulated, the dictionary is ready to recognize new patterns.
The pattern matching algorithm yielded
excellent results for the small database used; one hun
dred percent of the characters were




were recognized when no self-adaptive algorithm was built into the system Figure D.20 to D.23
show the recognition results. The check marks denote successful recognition.
The same kind of the test was performed by using the modified dictionary but using initial
ized weight matrix . A recognition rate of 93% was obtained, but the contrast between similarity
parameters became less obvious. Another test was carried out by using the original dictionary in
conjunction with the new weight matrix. This yielded only a 70% recognition rate. The different
recognition rates between these two tests could be explained by the small size of the data set




CONCLUSION AND FUTURE RESEARCH
The properties and advantages of adaptive pattern recognition scheme tested in this thesis
will be discussed in this chapter. Also, future works and suggestions on the expansion and appli
cation of this pattern recognition system will be described.
A pattern recognition scheme using the Fourier Transform of the projection profiles as
characteristics of the patterns has been examined. Emphasis has been placed on the recognition
of Chineses characters. The problems in recognizing this type of input include the large number
of data patterns, the complexity of pattern structures, stroke width variations, and multifont pro
perties.
A solid state camera was found to be an economical and effective tool for digitizing the
characters, and a 64x64 matrix was sufficient to represent features for each character. A diction
ary of the characters to be recognized was constructed and the associated characteristics stored
in memory. It was found that the projection profiles of characters were easily obtained and
preserved the characteristics of Chinese characters.
A Fast Fourier Transform algorithm was adapted which showed substantial savings in com
puting time (35 times faster than
Descriptor Fourier Transform) in this study. Consequently, the
image processing process required a small
amount of time. On the other hand, the magnitude
spectra occupied very little memory space. Due
to the symmetric property of the FFT, only 512
bits of memory were needed to
represent the characteristics of an image formed by the 64x64
pixels used in this study. Further reduction
of the memory will be discussed in the future
research. Furthermore, a distinct advantage of this
recognition approach is that the characteristics
were impervious to changes in the
position of a pattern. This means that the requirement of accu-
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rate positioning during the pattern sampling process is much less stringent
Another important feature of this scheme was that the characteristics of a pattern in the fre
quency domain are easily modified to adapt to differing stroke width, size, and the orientations.
The algorithm that adapted to stroke width changes was realized by the convolution of square
pulses and the projection profiles.
An adaptive pattern recognition algorithm was implemented to provide learning and flexi
bility. A weight matrix was constructed to both enhance favorable characteristics of characters
penalize insensitive characteristics. The characteristics in the dictionary were updated and new
information added during the learning procedures. The combination of the
characteristics'
enhancement and the experience accumulation yielded an excellent recognition rate of one hun
dred percent on an admittedly small data set.
There are some modifications that could be made to this adaptive pattern recognition
scheme to construct a more efficient and practical system. A large data base is obviously neces
sary for the 2000 or so most commonly used Chinese characters. Each character will require
32x8 bits of memory for the magnitude spectra for each of the horizontal and vertical projection
profiles; therefore, it would require IM bit ofmemory. For the adaptive process, the correspond
ing weight matrix needs the same amount of memory. If a high recognition rate is desired, the
characteristics at both +45 and -45 degree direction also should be included. This will require a
total of around 4M bits of memory space to store the dictionary. Many commercially available
micro computers offer sufficient RAM for this application. For example, the microcomputers
built around the INTEL 8088/86 microprocessor can address only IM bits of memory, the IBM
PC being one of them. Motorola 68000
microprocessor-based systems can, however, address 16M
bits of memory and could therefore
handle a large date base. The Hewlett Packard 200 series
computer and IBM 9000 laboratory computers are good examples.
Further reduction of the number of
characteristics is possible. It has been observed that
most of the information is embedded in the




quency components in the magnitude spectra could be eliminated which would allow a further
reduction in memory requirements. The tradeoff between memory size, recognition speed, and
recognition rate needs laborious and tedious experimentation and optimization.
The adaptive recognition scheme was also tested on alphanumeric characters and promising
results were observed. In general, handwritten characters with a lower degree of randomization
can be recognized very effectively by this method. However, more work needs to be done on the
recognition ofmultifont characters and illegible handwritten characters.
Because of the small amount of memory is needed and the relatively simple nature of the
adaptive process, recognition is relatively fast The method seems very practical for use in real
time systems for reading Chinese characters and should perform even much better on
alphanumeric characters.
One legitimate application of the concepts developed in this thesis would be a letter reader.
A typed letter would be scanned and fed into the computer. A linear image sensing array formed
by charge coupled devices (CCD) could be used to digitized a standard or legal sized letter.
Many commercially available CCD arrays contain more than 1024 elements per inch which offers
satisfactory digitization resolution. The ability to separate characters during the digitization and
recognition processes will become an important topic for future study. This man-machine inter
face device would allow the information to be read directly into the computer for further editing.
This device obviously would save operator time from retyping a whole page of information, espe
cially in Chinese.
An electronic mail and editing system could also built. A whole page of information would
not have to be transmitted bit by bit through communication networks. A Fourier transform of
the projection profiles would yield good data compression permitting only the characteristics of
each character to be transmitted. Since only 512 bits
of data are needed to described the charac
teristics of a character formed by 64x64 bits of memory, this means that an eight to one data




eight times which would save time and money in the international communication. These
transmitted characteristics could than be recognized by the proposed adaptive pattern matching
algorithm. The received information could be decoded and recovered.
In conclusion, this thesis accomplished its three primary objectives and obtained an
encouraging result while a great deal of work remains to achieve a useful Chinese optical charac
ter reader, this study represents a step in that direction.
Chinese Character Recognition Der-Tsyi Song Chuang
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Der-Tsyi Song Chuang
Appendix A The Sensitivity of the Power Spectrum of the
Projection Profiles to the Input Pattern Location
SAMPLING AREA (64x64 pixels)
FILE:SQLD FILE: SQC FILE:SQRT
Fig. A.l Illustration of the insensitivity of the FFT with respect to
the input pattern position; Input square patterns are located.
at different positions, their horizontal projection profiles
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Appendix B -- Input handwritten Chinese Characters and The first set
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Fig. Cl After Digitizing the
Handwritten
Character'
TSONG in 512x128 memory
El* 4,
-"
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224 127 255 ICC 15
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240 127 *CC -tec 15 255 131















240 19 5T 56 -r ire 255 3
240 0 0 8 0 204 236 7
240 0 0 0 0 0 32 3
240 0 o O 0 0 0
244 68 6B 0 0 0 0 7
245 B7 B5 16 0 16 0 7
- .eB--
221 220 4 B4 6B 71
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15 255 255 _J-J
235 255 255 252 15 255 255 255
235 255 252 15 255 255 253
255 255 254 31 255 255 _.
i J
255 255 254 31 255
urc HTfT
255 255 235 255 31 235 255 255
255 255 255 223 233 255 235
255 255 255 255
*Sm?WT 255 255 235





Fig. C.2 64x64 Pattern Elements are extracted and
Showed in 8x64 Decimal File
1 1001 1O01 1001 1001 1001 10011 001 lOi-illoouoo" no
OOOOOOiXiOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO
1 1 00 1 1 00 1 1 00 1 1 00 1 1 00
50000000000000000000
^^^^^'^^^.ooooooooooooooi u i^oSo^o^oooo^^^o^
^ooouoowwooouoooooooooooooooo 1 1 1 1 0000000O0000000000000000000O
^OOortOMOOOOOf.00000000000000 1 1 1 1 OOOOOOOOOOOOOOOriOOOOOOOOOOOf,





woo 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ! 1 1 ! : n 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 Ti ii i i Ti Ti Ti Tl i Ti i i 1 orio
00...0U 1 1 1 1 1 1 1 1 1 1 m 11 1 1 1 1 1 1 U 1 1 1 1 1 1 1 1 1 u 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 or'ir.
oooo i u 1 1 1 1 o 1 1 1 : u i o 1 1 1 u i n 1 1 1 1 1 1 1 1 1 1 1 1 1 ! 1 1 1 n i j n n tl i
.
j n j 0(:,0
00001 1111 1 10101 lOOl 0101 1 101 110111111 1011101 1 101 1 1 1 1 1 1 1 1 1 1 1 l l l.ViO
OOOO 111111 00 1 0000000 1 000 1 000 1 0 1 1 1 1 1 1 1 0 1 0 1 000 1 0 1 0 1 1 1 0 1 1 1 0 1 1 1 1 1 orifj
OOOO 11111 000000000000000000000 111111101 0000000 1 000 1 000 10111111 00
00001 1 1 1 1000000000000000000000001 1 1 1 100000000000000000001 1111 IOi'i
00001 1 1 1 1000000000000000000000001 1 1 1000000000000000000001 1 1 1 1 UXi
00001 1 1 1 1000000000000000000000001 1 1 1000000000000000000001 1 1 1 1 100
00001 1 1 1 1000000000000000000000001 1 1 100000000000000000000 1 1 1 1 1 100
00001 1 1 1 1000000000000000000000001 1 1 1000000000000000000001 1111 100
OOOOl 1 1 1 1000000000000000000000001 1 1 10000000000000000000001 1 1 1 100
00001 111 1000000000000000000000001 1 1 10000000000000000000001 111 100
OOOO] 111 1O00000O00OOO000OO0O00001 1 1 10000000O000O0O00000001 111 100
0001 1 1 1 1 1000000000000000000000001 1 1 10000000000000000000001 1 1 1 100
000 1 1 1 1 1 1 00000000000000000000000 2 111 00000000000000000000 111111 00
00001 111 1 00000000000000000000000 1 1 1 1000000000000000000001 1111 10O
OOOO] 1 1 1 lO00000OO00O000000Oi.-<X>001 1 1 10000000000O0000O<XiO001 111 100
OOO
j"
1 1 1 1 1 000000000000000<">000000 1 1 : 1 1 OOOO'X'000000000000000 11111 00
OOOO! 1111 10000000000000000000001 1 1 1 lOOOOOOOOOOCiOOOOOOOOOl 1111 100
00001 1 1 1 1 1 1 0000000000000000000 1 1 1 1 1 1000000000000000000001 1111 100
ooooi liiiiioi looi 1001 loonoooi 1 1 : : 1 1 1 iooooooocooooooooooi 1 1 1 1 100
OOOO 111111111111111111111111011111111111 00 1 1 00 1 1 000 1 00 1111111100
oooo 1 1 1 1 1 1 1 : 1 1 1 1 1 1 ii 1 1 : 1 1 1 1 1 1 1 1 1 ] 1 1 n 1 1 1 1 : 1 1 1 1 1 1 : o 1 1 1 1 1 1 1 1 1 1 1 oo
OOOO 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 111 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 00
OOOO 1 0 1 1 1 0 1 1 1 0 1 1 1 0 1 11 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 000
ooooi oioi oi oioooi oi oioioi 11011111111:111:1101111111111111111 1000
000000 3 000 1 0000000 1 000 1 000 1 000 1 1 1 1 1 1 1 0 3 1 1 0 1 0 1 0 1 1 1 0 1 1 1 0 1 1 1 0 1 1 1 000
000000000000000000000000000000 1111111 000 1 000 1 000 1 000 1 C' 1 0 1 000 1 000









OOOOOOOOOOOOOOOOOOOOOOOOOOOOOO 1 11111 0000000000000000000000000000
0000000000000000000000000000001 11111 0000000000000000000000000000
0000000000000000000000000000001 1 1 1 1 10000000000000000000000000000
0000000000000000000000000000001 11111 0000000000000000000000000000








Fig. C.3 Pattern TSONG in Binary Formate,
l's Represents
Black dots and O's
Represents White dots
AMPLITUDE * 10 DATA FILE: b:tsong4.x
1 8 16 24 32 48 48 56 64





s Projection Profile on 0 Degree Direction
AMPLITUDE * 100 DATA FILE: b:tsong4.fft
,/'<
1 8 16 24 32 40 48 56 64
AMPLITUDE US, ARRAY ELEMENT
Y MAXIMUM 1064
Y INTERUAL 400











32 40 48 56 64





s Projection Profile on 90 Degree Direction




24 32 40 48
AMPLITUDE US. ARRAY ELEMENT
Y MAXIMUM 1064
Y INTERUAL 400
Fig. C.5.2 Power Spectra of
TSONG'
s Projection Profile on
90 Degree Direction
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8 16 24 32 40 48 56 64
AMPLITUDE US. ARRAY ELEMENT
-V MAXIMUM. 532









1 8 16 24 32 40 48 56 64
AMPLITUDE US, ARRAY ELEMENT
Y MAXIMUM 17
Y INTERUAL 4






16 24 32 40 48 56
AMPLITUDE US, ARRAY ELEMENT
Y MAXIMUM 548
Y INTERUAL 100
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111 115 27 153 79 85 27, 101 129 1 15
19 23 57 49 53 113 123 105 75 49
31 43 141 31 111 85 91 101 79 169
105 147 169 77 159 111 133 113 155 131
113 53 95 63 91 43 53 105 57 99
161. 49 101 113 81 113 71 63 105 157
129 109 55 119 41 123 71 123 151 147
103 145 117 1 vj5 165 163 35 95 119 47
71 151 45 113 155 67 71 85 71 109
133 59 149 83 161 135 83 -__ 75 143
19 45 63 81 45 53 45 89 31 131
91 113 133 67 35 39 77 123 31 153
57 63 63 149 137 153 65 87 165
39 157 157 37 23 91 35 123 49 57
131 41 65 113 157 41 85 53 81 95
71 149 127 159 101 31 135 135 157 135
139 123 99 119 97 23 135 99 45 105
109 41 99 95 81 75 67 169 89 165
157 137 139 41 127 149 137 133 133 77
119 93 121 113 61 137 157 161 113 145
135 147 155 117 145 173 161 109 71 113
117 157 157 99 165 113 31 67 165 165
Fig. C.14.1 Weight Matrix for X Direction Power Spectra
after first time learning
79 157 147 123 173 57 147 71 103 63
51 45 91 113 101 141 141 67 155 .121
169 173 163 113 1B1 163 153 117 121 173
165 137 135 117 161 113 23 95 161 173
57 149 151 159 111 173 153 103 77 13?
105 71 91 99 91
,
77 81 95 63 35
63 77 35 35 139 153 115 135 159 1 -_ /
143 127 115 91 77 101 79 127 35 173
155 93 155 163 123 99 173 163 131
1 "".^i
153 153 167 177 131 159 137 111 119 129
37 141 55 95 71 61 19 23 43 145
153 67 145 117 145 103 15 155 113 169
149 131 153 131 153 113 169 141 79 93
117 73 113 57 143 63 123 103 159 159
75 45 89 163 31 45 137 45 73 45
73 31 63 49 31 49 63 31 77 77
133 125 125 es 109 137 91 G5 71
107
67 137 135 145 97 ._,--> 31 49
63 63
41 45 41 63 67 27 31 49 .41
31
59 31 107 149 45 23 85 23
151 173
95 99 123 127 93 59 65
67 55 71
27 49 45 41 41 27
35 49 27
- >
49 27 45 149 153
133 141 145 133
G7 121 113 49 127 35
35 133 95 103
131 125 155 167 163 127
163 135 141 113
113 167 131 159 159 155
135 135 115 95
81 57 *~*T 19 67 23
161 137 51 23
73 67 155 131 45 89
155 173 113 1*5



























Fig. C.14.2 Weight Matrix for Y Direction Power Spectra
























































166 104 98 62 80
34 20 90 10




























10 168 118 186
4 62 110 72 38
154 114 140 146
34 88 160 144 140
160 56 76 76


























































































































































































56 92 96 122 202 102 16 96 212 156
Fig. C.15.1 Weight Matrix for X Direction Power Spectra
after 2nd time learning
^ c
86 192 206 138 164 52 1 90 64 148 110
86 76 ie 1 18 158 1 00 93 1 00 168 186
210 150 166 144 220 184 212 194 142 214
173 164 170 152 138 132 68 100 194 230
30 90 174 192 166 103 162 120 54 112
144 66 96 130 134 54 62 90 10 10
54 54 10 10 IBS 202 96 58 210 1 00
70 180 C i 120 74 150 38 168 158 130
172 144 196 236 146 140 242 193 142 184
222 134 206 236 204 204 134 146 174 110
10 98 10 124 26, 48 10 10 2 112
138 128 190 144 140 158 180 168 172 178
188 180 184 200 170 178 136 158 108 124
92 50 136 92 208 60 132 126 210 224
74 58 88 ISO 10 10 128 4 36 S
63 10 8 10 8 10 36 10 68 40
162 174 70 94 72 144 114 124 94 140
58 133 176 206 96 10 10 12 120 28
10 10 10 40 34 10 10 40 10 10
4 10 100 193 10 58 80 10 178 150
118 ne 160 128 102 86 10 80 10 90
10 8 10 8 10 10 10 12 26 10
10 26 10
I 11
198 184 174 202 214 76
112 170 114 92 156 84 92 138 98 116
208 180 150 176 244 186 176 216 140 140
148 198 184 236 204 228 192 184 96 1 *?"?
132 56 42 50 96 10 200 130 66 10
12 128 220 192 72 130 144 232 140 194
96 142 144 144 138 136 218 216 162 104
54 126 14 158 124 68 210 178 104 78
66 8 10 6 44 10 10 JO 10 10
10 10 10 10 10 8 10 10 10 10
Fig. C.15.2 Weight Matrix for Y Direction Power Spectra
after 2nd time learning
83 239 153 171 207 161 133 61 195 229
217 81 81 37 229 163 1 10 183 49
10 10 10 10 79 105 49 129 105 145
63 199 145 151 151 9 105 105 83 51
29 75 149 10 163 87 175 219 179 177
197 10 37 77 155 127 73 10 69 10
33 145 47 223 .245 209 171 127 173 167
149 49 117 133 109 10 71 73 31 51
10 113 121 189 259 93 109 221 157 137
125 75 123 179 18? 145 169 117 129 253
213 95 10 1 33 67 101 10 to 105 157
10 77 73 45 143 155 39 159 91 81
10 39 103 53 221 123 131 187 129 251
197 .ii_)> 151 103 249 131 127 121 97 205
127 119 119 137 10 65 51 21 99 35
23 99 115 75 143 109 71 73 155 165
169 135 99 213 29 181 75 191 207 195
205 273 187 *?"? 1 169 165 83 53 45 103
137 271 10 53 187 159 119 59 35 199
61 149 237 45 181 211 113 10 119 127
10 123 135 137 10 73 10 49 10 193
53 83 61 1 17 10 33 49 175 15 15
123 10 183 37 237 135 251 85 99 141
?1 143 139 7 10 61 10 79 123 135
243 9 10 39 25 37 105 67 89 147
55 137 139 215 105 11 235 253 147 237
91 2-2*7 1 09 121
cir-
55 121 215 111 161
143 17 147 137 43 119 31 183 143 277
55 91 5 53 189 153 147 207 141 145
141 101 169 165 63 113 231 111 135 251
"1 ' tr
_,.J_J 213 219 207 211 185 219 93 53 121
77 55 101 57 147 97 11 73 149 157
Fig. C.16.1 Weight Matrix for X Direction Power Spectra
after 3rd time learning
83 249 249 253 215 29 159 31 67 125
27 83 10 81 103 73 117 67 203 171
223 155 235 211 , 251 243 243 249 181 259
255 IS 1 145 133 17? 167 10 69 249 291
7 67 221 225 185 135 147 1 33
*"*7 115
e? 83 63 161 199 43 91 107 10 10
31 35 10 10 245 247 153 79 ie3 157
21 165 81 145 99 203 35 131 143 1 43
193 141 261 309 195 171 273 27"3 173 ."233
239 243 231 2fc3 263
-V-
1 181 175 217 8?
10 65 10 151 59 91 10 10 10 103
137 157 225 197 183 213 219 177 189 203
219 207 219 209 191 237 237 231 137 149
85 2"' 183 125 277 77 221 16?
237 285
83 S5 143 IB? 10 10 1
AlQ 10 13 10
67 10 10 10 10 10 13 10
59 17
121 185 99 127 123 173 133 83
109 17?
55 235 223 279 169 10 10 10
105 10
10 10 10 25 2? 10 10
17 10 10
10 10 83 247 10 1 1 1 65
10 219 163
147 143 193 12? 107 113 10
1 "t"3 10
1 T>
10 10 10 10 10 10 10
10 17 10
10 10 10 237 215 179
^c^
. / j 119
147 107 119 121 167 57 131
135
i a.o 12?
























































Fig. C.16.2 Weight Matrix for Y Direction Power Spectra
after 3rd time learning
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