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Abstrakt
Pra´ce prezentuje nove´ modely forma´ln´ıch jazyk˚u, m-omezenou stavovou gramatiku a hluboky´
za´sobn´ıkovy´ automat. Uva´d´ı jejich za´kladn´ı definice, vza´jemnou ekvivalenci, a charakter-
istiku jazyk˚u, jezˇ popisuj´ı. Na´sledneˇ je prˇedstavena metoda syntakticke´ analy´zy, zalozˇena´
na teˇchto na´stroj´ıch. Ta vycha´z´ı z obdobne´ metody pouzˇ´ıvane´ u bezkontextovy´ch jazyk˚u,
tzv. analy´zy rˇ´ızene´ LL tabulkou. V za´veˇru pra´ce je popsa´n postup implementace syntak-
ticke´ho analyza´toru, zalozˇene´ho na te´to metodeˇ.
Kl´ıcˇova´ slova
forma´ln´ı jazyk, hluboky´ za´sobn´ıkovy´ automat, stavova´ gramatika, syntakticka´ analy´za,
LL tabulka, LLd tabulka
Abstract
The thesis introduces new models for formal languages, the m-limited state grammar and
the deep pushdown automaton. Their basic definitions are presented, so is their mutual
equivalence and the characteristics of the language family they describe. Following, a pars-
ing method based on these models is presented. The method is an extension of a similar
method used for context-free languages, the table driven parsing. The final part of the thesis
describes the implementation of a parser based on the method.
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Kapitola 1
U´vod
Tato pra´ce vycha´z´ı z konceptu hluboke´ho za´sobn´ıkove´ho automatu, jak byl prˇedstaven v [2].
Hluboke´ za´sobn´ıkove´ automaty jsou de facto urcˇity´m zobecneˇn´ım standardn´ıho za´sobn´ıkove´ho
automatu. Ten, jak zna´mo, je schopen prˇepisovat pouze prvn´ı netermina´ln´ı symbol na
sve´m za´sobn´ıku. Hluboky´ za´sobn´ıkovy´ automat rozsˇiˇruje jeho schopnosti o mozˇnost prˇepisu
obecneˇ n-te´ho netermina´lu na za´sobn´ıku. Porˇad´ı prˇepisovane´ho netermina´lu je prˇida´no jako
prˇirozene´ cˇ´ıslo do pravidel automatu. Vzhledem k tomu, zˇe automaty jsou konecˇne´ struk-
tury, a mnozˇina prˇepisovac´ıch pravidel je tedy konecˇna´, existuje vzˇdy maxima´ln´ı takove´ cˇ´ıslo
v ra´mci automatu. Toto cˇ´ıslo oznacˇujeme jako hloubku automatu. Vzˇdy je mozˇne´ sestavit
automat “o jednicˇku hlubsˇ´ı”, a hluboke´ automaty tak tedy tvorˇ´ı nekonecˇnou hierarchii.
Tato hierarchie automat˚u popisuje odpov´ıdaj´ıc´ı hierarchii jazyk˚u. Jak je doka´za´no v [2],
tato nekonecˇna´ hierarchie jazyk˚u zauj´ıma´ prostor mezi jazyky bezkontextovy´mi a kontex-
tovy´mi. Hluboky´ za´sobn´ıkovy´ automat hloubky 1, ktery´ je prakticky totozˇny´ s klasicky´m
za´sobn´ıkovy´m automatem, popisuje trˇ´ıdu bezkontextovy´ch jazyk˚u. Kazˇde´ dalˇs´ı zvy´sˇen´ı
hloubky automatu pak rozsˇiˇruje trˇ´ıdu prˇij´ımany´ch jazyk˚u, ale nikdy nedosa´hneme prˇijet´ı
cele´ trˇ´ıdy kontextovy´ch jazyk˚u.
U´vodn´ı kapitoly pra´ce prˇipomı´naj´ı za´kladn´ı pojmy z teorie forma´ln´ıch jazyk˚u. Na ty pak
plynule navazuje prˇedstaven´ı hluboky´ch automat˚u a stavovy´ch gramatik. Stavove´ gramatiky
stoj´ı na pomez´ı gramatik a automat˚u, protozˇe kromeˇ obvykly´ch derivacˇn´ıch pravidel zava´d´ı
do vy´pocˇtu i stavove´ rˇ´ızen´ı, tj. prˇechody mezi stavy. Omezen´ım jejich derivacˇn´ıch pravidel
tak, aby kazˇda´ derivace prˇepisovala najvy´sˇe m-ty´ netermina´l zleva, z´ıska´va´ [2] tzv. m-
omezenou stavovou gramatiku. Analogicky jako u hluboky´ch automat˚u je mozˇne´ m-omezene´
gramatiky usporˇa´dat do nekonecˇne´ hierarchie. Nejd˚ulezˇiteˇjˇs´ım vy´sledkem [2] pak je d˚ukaz
vza´jemne´ ekvivalence teˇchto na´stroj˚u, tj. zˇe pro kazˇdou m-omezenou stavovou gramatiku
G existuje za´sobn´ıkovy´ automat M hloubky m, takovy´, zˇe L(G) = L(M).
Na´sleduj´ıc´ı kapitola se zaby´va´ mozˇnostmi vyuzˇit´ı hluboky´ch automat˚u k syntakticke´
analy´ze. Nejprve je popsa´na metoda syntakticke´ analy´zy bezkontextovy´ch jazyk˚u s vyuzˇit´ım
LL tabulky, tak jak je uvedena v [1]. Na za´kladeˇ te´to metody je pak sestavena jej´ı varianta,
ktera´ umozˇnˇuje syntaktickou analy´zu s vyuzˇit´ım hluboky´ch automat˚u. Metoda zachova´va´
princip rˇ´ızen´ı vy´pocˇtu automatu pomoc´ı tabulky, zde nazvane´ LLd. Tabulka urcˇuje, ktere´
pravidlo automatu pouzˇ´ıt, na za´kladeˇ znalosti prˇ´ıˇst´ıho vstupn´ıho symbolu, aktua´ln´ıho stavu
automatu a prvn´ıho netermina´lu na za´sobn´ıku. Vy´sledkem te´to kapitoly je algoritmizo-
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vatelny´ postup sestaven´ı LLd tabulky pro danou stavovou gramatiku.
V kapitole o implementaci je nejdrˇ´ıve tento teoreticky´ model uveden do souvislosti
s prax´ı. Jsou prˇedstavena dveˇ mozˇna´ rozsˇ´ıˇren´ı programovac´ıch jazyk˚u o konstrukce, jezˇ
nejsou popsatelne´ bezkontextovy´mi prostrˇedky. Pomoc´ı lemmatu o vkla´da´n´ı je doka´za´na
bezkontextovost teˇchto jazykovy´ch konstrukc´ı. Soucˇasneˇ jsou prˇedvedeny omezene´ stavove´
gramatiky, resp. hluboke´ automaty, ktere´ je popisuj´ı. Na´sleduje popis prakticke´ realizace
analyza´toru jednoho z teˇchto rozsˇ´ıˇren´ı, konkre´tneˇ jazyka izomorfn´ıho s jazykem
L = {x|x = anbncn, n ≥ 0}. Je uveden seznam pozˇadavk˚u na program, postup analy´zy
a na´vrhu a konecˇneˇ i popis samotne´ implementace. Zdrojove´ ko´dy programu je mozˇne´ v
elektronicke´ podobeˇ nale´zt na prˇilozˇene´m CD.
Za´veˇrecˇna´ kapitola shrnuje dosazˇene´ vy´sledky, jak v teoreticke´ tak implementacˇn´ı rovineˇ.
Popisuje vlastnosti trˇ´ıdy jazyk˚u, jezˇ je mozˇne´ analyzovat pomoc´ı hluboke´ho automatu
spojene´ho s LLd tabulkou. Uva´d´ı vlastnosti i omezen´ı prˇedstavene´ metody, a navrhuje
mozˇne´ smeˇry navazuj´ıc´ıho cˇi souvisej´ıc´ıho vy´zkumu. V samotne´m za´veˇru je uvedena mozˇna´
na´vaznost popsane´ analyticke´ metody na prakticke´ vyuzˇit´ı.
Tato pra´ce plynule navazuje na vy´sledky semestra´ln´ıho projektu. V jeho ra´mci byly
zpracova´ny jej´ı u´vodn´ı kapitoly, tj. u´vod do teorie forma´ln´ıch jazyk˚u a prˇedstaven´ı pojmu˚
hluboke´ho za´sobn´ıkove´ho automatu a omezene´ stavove´ gramatiky. Soucˇa´st´ı semestra´ln´ıho
projektu byl take´ na´vrh jazykovy´ch rozsˇ´ıˇren´ı programovac´ıch jazyk˚u, ktera´ by nena´lezˇela k
jazyk˚um bezkontextovy´m.
Na tyto za´klady jsem nava´zal vytvorˇen´ım metody sytakticke´ analy´zy, popsane´ vy´sˇe.
Metoda vycha´z´ı z na´stroj˚u pro syntaktickou analy´zu bekontextovy´ch jazyk˚u, jezˇ byly prˇevzaty
z [1]. Upraveny´ syntakticky´ analyza´tor byl na´sledneˇ implementova´n; postup implementace
je take´ obsahem jedne´ z kapitol. Kromeˇ teˇchto hlavn´ıch te´mat byl semestra´ln´ı projekt do-
plneˇn o dalˇs´ı d´ılcˇ´ı u´pravy, naprˇ´ıklad d˚ukazy bezkontextovosti jazykovy´ch rozsˇ´ıˇren´ı pomoc´ı
lemmatu o vkla´da´n´ı.
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Kapitola 2
Forma´ln´ı jazyky
2.1 U´vod
Pro u´vodn´ı sezna´men´ı s problematikou nyn´ı uvedeme neˇktere´ za´kladn´ı definice a pojmy
z teorie forma´ln´ıch jazyk˚u, ktere´ jsou relevantn´ı pro tuto pra´ci. Kromeˇ za´klad˚u, jako je
abeceda a forma´ln´ı jazyk p˚ujde zejme´na o popis za´sobn´ıkove´ho automatu a souvisej´ıc´ıch
pojmu˚.
2.2 Za´kladn´ı pojmy
Abecedou Σ rozumı´me mnozˇinu symbol˚u.
Rˇeteˇzec u nad abecedou Σ je posloupnost symbol˚u te´to abecedy. Tedy
u = {a1a2 . . . an,∀i, i ∈ {1 . . . n} : ai ∈ Σ}
Samozrˇejmeˇ kazˇdy´ jednotlivy´ symbol je take´ rˇeteˇzcem. Zava´d´ıme specia´ln´ı pra´zdny´ rˇeteˇzec,
ktery´ nen´ı tvorˇen zˇa´dny´mi symboly. Obvykle jej oznacˇujeme ε.
De´lku rˇeteˇzce u oznacˇujeme |u|; uda´va´ pocˇet symbol˚u tvorˇ´ıc´ıch rˇeteˇzec u.
Bina´rn´ı operaci · nazy´va´me zrˇeteˇzen´ı neboli konkatenace. Pro kazˇde´ dva rˇeteˇzce nad
abecedou Σ je definova´na takto: u= u1 . . . un, v = v1 . . . vm,∀i ∈ {1 . . . n} : ui ∈ Σ ∀j ∈
{1 . . .m} : vj ∈ Σ) : u · v = u1 . . . unv1 . . . vm. Plat´ı ε · u = u = u · ε. Pokud nemu˚zˇe doj´ıt k
omylu, obvykle prˇi za´pisu symbol pro zrˇeteˇzen´ı vynecha´va´me a p´ıˇseme prˇ´ımo uv.
Struktura Σ∗ se nazy´va´ iterac´ı mnozˇiny Σ. Forma´lneˇ jde o volny´ monoid s operac´ı
konkatenace, jehozˇ (nekonecˇna´) nosna´ mnozˇina obsahuje vsˇechny rˇeteˇzce vznikle´ konkatenac´ı
symbol˚u z abecedy Σ. Neutra´ln´ım prvkem je pra´zdny´ rˇeteˇzec ε.
Σn je tzv. n-ta´ iterace mnozˇiny Σ. Jde o mnozˇinu vsˇech rˇeteˇzc˚u, vznikly´ch konkatenac´ı
symbol˚u z abecedy Σ, jejichzˇ de´lka je nejvy´sˇe n.
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Kazˇdou mnozˇinu L ⊆ Σ∗ nazveme forma´ln´ı jazyk nad abecedou Σ.
2.3 Reprezentace jazyk˚u
Jak je videˇt z prˇedchoz´ıho, forma´ln´ı jazyky jsou de facto mnozˇiny rˇeteˇzc˚u. Tyto mnozˇiny je
samozrˇejmeˇ mozˇne´ popsat cˇisteˇ matematicky´m zp˚usobem. Naprˇ´ıklad za´pis L = {u| u ∈ {a, bb}}
definuje jazyk nad abecedou Σ = {a, b}, ktery´ obsahuje rˇeteˇzce a a bb. Pro rea´lnou pra´ci
s jazyky ale tento suchy´ popis nen´ı dostacˇuj´ıc´ı. Potrˇebujeme zp˚usob, jaky´m budeme jazyk
reprezentovat -modelovat. Proto byly zavedeny na´stroje, ktere´ takove´ modelova´n´ı umozˇnˇuj´ı.
2.3.1 Popis jazyka gramatikou
Gramatika je nejobecneˇjˇs´ım modelem jazyk˚u. Da´le uva´deˇne´ na´stroje (zejme´na automaty)
jsou omezeny pouze na popis neˇktere´ trˇ´ıdy jazyk˚u.
Gramatika je cˇtverˇice G = (N,Σ, P, S), kde
• N je konecˇna´ mnozˇina tzv. netermina´ln´ıch symbol˚u
• Σ je konecˇna´ mnozˇina tzv. termina´ln´ıch symbol˚u
• P je konecˇna´ podmnozˇina karte´zske´ho soucˇinu
(N ∪ Σ)∗ N (N ∪ Σ)∗ × (N ∪ Σ)∗
• S ∈ N je tzv. pocˇa´tecˇn´ı netermina´ln´ı symbol.
Netermina´ln´ı symboly obvykle oznacˇujeme velky´mi p´ısmeny latinske´ abecedy, termina´ln´ı
pak p´ısmeny maly´mi.
Mnozˇinu P nazy´va´me mnozˇinou (sadou) prˇepisovac´ıch pravidel. Jej´ı prvky obvykle
namı´sto tvaru (α, β) ∈ P zapisujeme α → β. Rˇeteˇzec α nazveme levou stranou
prˇepisovac´ıho pravidla, rˇeteˇzec β pak jeho pravou stranou.
Za´kladn´ı princip gramatiky spocˇ´ıva´ v tom, zˇe se z pocˇa´tecˇn´ıho netermina´lu S snazˇ´ıme pos-
tupnou aplikac´ı prˇepisovac´ıch pravidel vytvorˇit (vyderivovat) rˇeteˇzec termina´ln´ıch symbol˚u.
Vsˇechny takto vytvorˇitelne´ rˇeteˇzce pak tvorˇ´ı jazyk gramatiky G.
2.3.2 Klasifikace jazyk˚u
Jedn´ım ze za´kladn´ıch pil´ıˇr˚u teorie forma´ln´ıch jazyk˚u je takzvana´ Chomske´ho hierarchie
jazyk˚u. Je to zavedeny´ syste´m, ktery´ rozdeˇluje jazyky do neˇkolika trˇ´ıd. Krite´riem tohoto
rozdeˇlen´ı je tvar prˇepisovac´ıch pravidel gramatiky, ktera´ dany´ jazyk popisuje. Chomske´ho
hierarchii zna´zornˇuje tabulka 2.1.
Jak je videˇt v tabulce 2.1, vysˇsˇ´ı trˇ´ıda jazyka znamena´ prˇ´ısneˇjˇs´ı omezen´ı gramatiky. Obecneˇ
plat´ı [1]:
L3 ⊂ L2 ⊂ L1 ⊂ L0
Existuj´ı take´ jazyky, ktere´ nejsou ani typu 0. Jedna´ se naprˇ´ıklad o jazyky rekurzivneˇ
nevycˇ´ıslitelne´.
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Typ jazyka Na´zev gramatiky Tvar pravidel
Typ 0 Obecna´ gramatika α→ β
Typ 1 Kontextova´ gramatika αAβ → αγβ, S → ε
Typ 2 Bezkontextova´ gramatika A→ γ
Typ 3 Prava´ linea´rn´ı gramatika A→ xB,A→ x
Typ 3 Leva´ linea´rn´ı gramatika A→ Bx,A→ x
Typ 3 Prava´ regula´rn´ı gramatika A→ aB,A→ x, S → ε
Typ 3 Leva´ regula´rn´ı gramatika A→ Ba,A→ x, S → ε
Tabulka 2.1: Chomske´ho hierarchie jazyk˚u
2.4 Modely bezkontextovy´ch jazyk˚u
Jak bylo naznacˇeno v u´vodu, tato pra´ce se zaby´va´ analy´zou jazyk˚u lezˇ´ıc´ıch mezi trˇ´ıdami
bezkontextovy´ch a kontextovy´ch jazyk˚u. Prˇedstav´ıme zde tedy za´kladn´ı modely pro bezkon-
textove´ jazyky, tak jak jsou uvedeny v [1]. Z nich pote´ budeme vycha´zet.
2.4.1 Bezkontextova´ gramatika
Bezkontextova´ gramatika je cˇtverˇice G = (N,Σ, P, S), kde
• N je konecˇna´ mnozˇina netermina´ln´ıch symbol˚u
• Σ je konecˇna´ mnozˇina termina´ln´ıch symbol˚u
• P je konecˇna´ podmnozˇina karte´zske´ho soucˇinu N × {N ∪ Σ}∗
• S ∈ N je tzv. pocˇa´tecˇn´ı netermina´ln´ı symbol.
Vid´ıme, zˇe oproti za´kladn´ı definici gramatiky je tvar pravidel striktneˇji omezen - na leve´
straneˇ mu˚zˇe sta´t pra´veˇ jediny´ netermina´l.
2.4.2 Za´sobn´ıkovy´ automat
Za´sobn´ıkovy´ automat je druhy´m za´kladn´ım modelem bezkontextovy´ch jazyk˚u. Jedna´ se o
na´stroj, vycha´zej´ıc´ı z konecˇne´ho automatu. Oproti neˇmu je doplneˇn o za´sobn´ık, na ktery´
mu˚zˇe zapisovat symboly, cˇ´ıst symbol na vrcholu za´sobn´ıku a take´ tento symbol mazat.
Za´sobn´ıkovy´ automat
Za´sobn´ıkovy´ automat je sedmice M = (Q, Σ, Γ, R, s, S, F ), kde
• Q je konecˇna´ mnozˇina stav˚u
• Σ je konecˇna´ mnozˇina symbol˚u - vstupn´ı abeceda
• Γ je konecˇna´ mnozˇina symbol˚u - za´sobn´ıkova´ abeceda
• R ⊆ (Γ Q (Σ ∪ {ε})) × (Γ∗ Q) je prˇechodova´ funkce
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• s ∈ Q je pocˇa´tecˇn´ı stav
• S ∈ Γ je pocˇa´tecˇn´ı symbol na za´sobn´ıku
• F ⊆ Q je mnozˇina koncovy´ch stav˚u
Obvykle by´va´ za´sobn´ıkovy´ automat jesˇteˇ doplneˇn o specia´ln´ı symbol #, oznacˇuj´ıc´ı dno
za´sobn´ıku.
Prvky relace R nazy´va´me pravidly a obvykle je zapisujeme ve tvaru Apa → wq,
kde A ∈ Γ, p, q ∈ Q, a ∈ (Σ ∪ {ε}), w ∈ Γ∗. Vy´znam pravidla je na´sleduj´ıc´ı: automat
provede prˇechod ze stavu p do stavu q, symbol A na vrcholu za´sobn´ıku nahrad´ı rˇeteˇzcem
w a ze vstupu prˇecˇte symbol a.
Konfigurace za´sobn´ıkove´ho automatu
Uvazˇujme za´sobn´ıkovy´ automat M = (Q, Σ, Γ, R, s, S, F ). Konfigurace automatu M
je rˇeteˇzec
χ = Γ∗ Q Σ∗
.
Konfigurace automatu obsahuje vsˇechny informace nutne´ k popisu aktua´ln´ı situace v
automatu: obsah za´sobn´ıku, aktua´ln´ı stav a neprˇecˇteny´ obsah vstupn´ı pa´sky.
Prˇechod v za´sobn´ıkove´m automatu
Uvazˇujme za´sobn´ıkovy´ automat M = (Q, Σ, Γ, R, s, S, F ). Meˇjme dveˇ konfigurace
tohoto automatu, xApay a xwqy, kde x,w ∈ Γ∗, A ∈ Γ, p, q ∈ Q, a ∈ (Σ∪ {ε}, y ∈ Σ∗. Da´le
necht’ existuje pravidlo r = Apa→ wq, r ∈ R. Pak rˇ´ıka´me, zˇe automatM provede prˇechod
z konfigurace xApay do konfigurace xwqy podle pravidla r. Zapisujeme symbolicky
xApay ` xwqy [r]
poprˇ.
xApay ` xwqy
Sekvence prˇechod˚u
Meˇjme konfiguraci χ automatu M . Definujeme, zˇe M provede z χ do χ prˇechod v nula
kroc´ıch. Symbolicky zapisujeme χ `0 χ.
Necht’ χ0, χ1, . . . , χn je posloupnost konfigurac´ı, n ∈ N,n ≥ 1. Da´le necht’ existuj´ı
pravidla ri ∈ R takova´, zˇe χi−1 ` χi[ri] ∀i ∈ {1, . . . , n}. Jinak rˇecˇeno, konfigurace jsou
“spojeny” pravidly do sekvence: χ0 ` χ1[r1] ` χ2[r2] · · · ` χn[rn]. Potom rˇekneme, zˇe
automat M provede sekvenci n prˇechod˚u z χ0 do χn. Sekvenci prˇechod˚u zapisujeme
symbolicky
χ0 `n χn[r1 . . . rn]
prˇ´ıpadneˇ
χ0 `n χn
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.
Pokud n ≥ 1, oznacˇujeme sekvenci nenulove´ de´lky χ0 `+ χn.
Pokud n ≥ 0, oznacˇujeme sekvenci obecne´ de´lky χ0 `∗ χn.
Jazyk prˇij´ımany´ za´sobn´ıkovy´m automatem
Vı´me, zˇe klasicky´ konecˇny´ automat prˇij´ıma´ jazyk tvorˇeny´ teˇmi rˇeteˇzci, po jejichzˇ zpracova´n´ı
skoncˇ´ı automat v koncove´m stavu. Doplneˇn´ı konecˇne´ho automatu o za´obn´ık prˇineslo dalˇs´ı
mozˇnost, jak definovat prˇij´ımany´ jazyk. Jde o takzvane´ prˇij´ıma´n´ı pra´zdny´m za´sobn´ıkem.
V tomto prˇ´ıpadeˇ tvorˇ´ı prˇij´ımany´ jazyk ty rˇeteˇzce, jejichzˇ zpracova´n´ı zp˚usob´ı vypra´zdneˇn´ı
za´sobn´ıku automatu.
Je samozrˇejmeˇ mozˇne´ oba tyto zp˚usoby spojit. Automat pak prˇij´ıma´ ty rˇeteˇzce, se ktery´mi
prˇejde do koncove´ho stavu a za´rovenˇ vypra´zdn´ı za´sobn´ık.
Je doka´za´no[1], zˇe vsˇechny trˇi zp˚usoby jsou ekvivalentn´ı. Tedy, zˇe libovolny´ z teˇchto trˇ´ı
typ˚u za´sobn´ıkove´ho automatu lze algoritmicky prˇeve´st na zby´vaj´ıc´ı dva tak, zˇe vy´sledne´
automaty budou prˇij´ımat stejny´ jazyk.
Definujme ted’ vsˇechny trˇi typy forma´lneˇ. Vzˇdy prˇedpokla´da´me automat
M = (Q,Σ,Γ, R, s, S, F ).
• Jazyk, prˇij´ımany´ koncovy´m stavem automatu M:
L(M)f = {w| w ∈ Σ∗, Ssw `∗ zf, z ∈ Γ∗, f ∈ F}.
• Jazyk, prˇij´ımany´ vypra´zdneˇn´ım za´sobn´ıku automatu M:
L(M)ε = {w|w ∈ Σ∗, Ssw `∗ zf, z = ε, f ∈ Q }
• Jazyk, prˇij´ımany´ vypra´zdneˇn´ım za´sobn´ıku a koncovy´m stavem automatu M:
L(M)fε = {w|w ∈ Σ∗, Ssw `∗ zf, z = ε, f ∈ F}
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Kapitola 3
Hluboke´ za´sobn´ıkove´ automaty
3.1 U´vod
Hluboky´ za´sobn´ıkovy´ automat (deep pushdown automaton, DPDA) je rozsˇ´ıˇren´ım klasicke´ho
za´sobn´ıkove´ho automatu. Za´kladn´ı princip rozsˇ´ıˇren´ı spocˇ´ıva´ v tom, zˇe DPDA je schopen
prˇepisovat nejen symbol na vrcholu za´sobn´ıku, ale take´ libovolny´ netermina´l hloubeˇji v
za´sobn´ıku.
3.2 M-omezena´ stavova´ gramatika
Nezˇ se dostaneme k samotne´mu pojmu hluboke´ho za´sobn´ıkove´ho automatu, uvedeme nejdrˇ´ıve
trˇ´ıdu gramatik, ze ktere´ hluboke´ automaty vycha´z´ı. Jde o tzv. m-omezene´ stavove´ gra-
matiky.
Stavove´ gramatiky stoj´ı na pomez´ı klasicky´ch gramatik,jak je zna´me z Chomske´ho
hierarchie, a automat˚u. Kromeˇ obvykly´ch prˇepisovac´ıch pravidel je totizˇ jejich soucˇa´st´ı
i konecˇna´ mnozˇina stav˚u, mezi ktery´mi gramatika beˇhem derivace prˇecha´z´ı.
Variantou za´kladn´ıho modelu stavove´ gramatiky je m-omezena´ gramatika. Takova´ gra-
matika je schopna´ prˇepisovat nejvy´sˇe m-ty´ nejleveˇjˇs´ı netermina´l v rˇeteˇzci. Jak je uvedeno
v ([2]), nekonecˇna´ hierarchie teˇchto gramatik (tedy 1-omezena´, 2-omezena´,. . . ) definuje
nekonecˇnou hierarchii jazyk˚u. Ta zauj´ıma´ mı´sto mezi jazyky kontextovy´mi a bezkontex-
tovy´mi.
3.2.1 Prˇ´ıpravna´ oznacˇen´ı
Prˇed vlastn´ı definic´ı zaved’me na´sleduj´ıc´ı oznacˇen´ı:
• card(Q) je kardinalita mnozˇiny Q
• I je mnozˇina vsˇech prˇirozeny´ch cˇ´ısel.
• V ∗ je volny´ monoid nad nosnou mnozˇinou V s operac´ı konkatenace (jiny´mi slovy, jde
o monoid, jehozˇ prvky jsou vsˇechny konecˇne´ rˇeteˇzce vytvorˇene´ z prvk˚u mnozˇiny V
uzˇit´ım operace konkatenace)
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• ε je jednotkovy´ prvek monoidu V ∗
• homomorfismus f ⊆ V ∗ × V ∗ nazveme ko´dova´n´ım, pokud pro kazˇde´ A ∈ V plat´ı
f(A) ∈ {A, ε}
• V + = V ∗ \ {ε} je volna´ pologrupa nad V s operac´ı konkatenace
• |w| oznacˇuje de´lku rˇeteˇzce w ∈ V ∗
• alph(w) oznacˇuje mnozˇinu symbol˚u, jezˇ se vyskytuj´ı v rˇeteˇzci w
• occur(w,W ) pro W ⊆ V,w ∈ W ∗ uda´va´ pocˇet vy´skyt˚u symbol˚u z W v rˇeteˇzci w
• b w, i,W c pro W ⊆ V,w ∈ W ∗, i = 1, . . . , |w| oznacˇuje i-ty´ vy´skyt netermina´lu
z W v rˇeteˇzci w. Pokud takovy´ netermina´l neexistuje, b w, i,W c = 0
3.2.2 Stavova´ gramatika
Stavova´ gramatika je sˇestice G = (V,W, T, P, S).
• V je konecˇna´ abeceda
• W je konecˇna´ mnozˇina stav˚u
• T ⊆ V je mnozˇina termina´l˚u
• S ∈ (V \ T ) je startovac´ı symbol
• P ⊆ (W × (V \ T )) × (W × V +) je konecˇna´ relace, obvykle nazy´vana´ mnozˇina
pravidel.
Jednotlive´ prvky relace P , takzvana´ pravidla, obvykle namı´sto relacˇn´ıho tvaru (q, A, p, v) ∈ P
zapisujeme jako (q, A)→ (p, v).
Mnozˇina Gstates
Pro kazˇde´ z ∈ V ∗ definujeme mnozˇinu
Gstates(z) = {q|(q,B)→ (p, v) ∈ P kde B ∈ (V \ T ) ∩ alph(z), v ∈ V +, q, p ∈W}.
Derivacˇn´ı krok a derivace
Pokud (q, A) → (p, v) ∈ P, x, y ∈ V ∗,G states(x) = ∅, rˇ´ıka´me, zˇe G provede
derivacˇn´ı krok z (q, xAy) do (p, xvy) podle pravidla (q, A)→ (p, v).
Symbolicky zapisujeme
(q, xAy) ⇒ (p, xvy) [(q, A)→ (p, v)]
.
Pokud existuje prˇirozene´ cˇ´ıslo n, pro ktere´ plat´ı occur(xA, V \ T ) ≤ n, rˇ´ıka´me, zˇe
derivacˇn´ı krok (q, xAy) ⇒ (p, xvy) [(q, A)→ (p, v)] je n-omezeny´.
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Symbolicky zapisujeme (q, xAy) n ⇒ (p, xvy) [(q, A) → (p, v)]. Pokud nemu˚zˇe doj´ıt k
omylu, obvykle se za´pis zjednodusˇuje na (q, xAy) ⇒ (p, xvy), resp. (q, xAy) n ⇒ (p, xvy).
Obdobny´m zp˚usobem jako u za´kladn´ıho za´sobn´ıkove´ho automatu je definice derivacˇn´ıho
kroku ⇒ rozsˇ´ıˇrena na posloupnost derivac´ı de´lky m ⇒m, m ≥ 0. Z n´ı je pak odvozena
derivace obecne´ de´lky ⇒∗ a derivace nenulove´ de´lky ⇒+.
Meˇjme cˇ´ıslo n ∈ I a dveˇ dvojice υ, $ ∈ (W × V +). Za´pisy υ n⇒m $ , υ n ⇒∗ $
a υn⇒+ $ vyjadrˇuj´ı, zˇe derivace υ ⇒m $, υ ⇒∗ $ a υ ⇒+ $ jsou n-omezene´.
Mnozˇina strings
Za´pis strings(υ n ⇒∗ $) oznacˇuje mnozˇinu vsˇech rˇeteˇzc˚u, ktere´ se vyskytuj´ı v derivaci
υ n ⇒∗ $.
Jazyk n-omezene´ gramatiky
Jazyk gramatiky G, L(G), je definova´n takto:
L(G) = {w ∈ T ∗|(q, S)⇒∗ (p, w), q, p ∈W}
.
Pro kazˇde´ n ∈ I, n ≥ 1 da´le definujeme
L(G,n) = {w ∈ T ∗|(q, S) n⇒∗ (p, w), q, p ∈W}
Derivace tvaru (q, S)n ⇒∗ (p, w), kde p, q ∈ W,w ∈ T ∗ prˇedstavuje u´speˇsˇne´ n-omezene´
generova´n´ı rˇeteˇzce w gramatikou G.
3.3 Hluboky´ za´sobn´ıkovy´ automat
Jak jizˇ bylo zmı´neˇno, hluboky´ za´sobn´ıkovy´ automat (PDAdeep) vycha´z´ı z klasicke´ho PDA.
Stejneˇ jako on v kazˇde´m kroku vy´pocˇtu prˇi derivaci shora dol˚u bud’to smazˇe symbol z
vrcholu za´sobn´ıku, nebo provede na za´sobn´ıku expanzi. Na rozd´ıl od klasicke´ho PDA vsˇak
mu˚zˇe expandovat symbol hloubeˇji v za´sobn´ıku, ne jen na vrcholu. Jinak se PDAdeep chova´
ve vsˇech ohledech stejneˇ jako klasicky´ PDA.
Definice tohoto automatu vycha´z´ı z principu n-omezeny´ch stavovy´ch gramatik. Uvid´ıme,
zˇe je zde patrna´ korespondence: gramatice, ktera´ prˇepisovala nejvy´sˇe n-ty´ nejleveˇjˇs´ı neter-
mina´l, bude odpov´ıdat automat, ktery´ prˇepisuje nejvy´sˇe n-ty´ netermina´l pod vrcholem
za´sobn´ıku.
Schematicky je hluboky´ automat zna´zorneˇn na obra´zku 3.1.
3.3.1 Forma´ln´ı definice
Hluboky´ za´sobn´ıkovy´ automat je sedmice M = (Q,Σ,Γ, R, s, S, F )
• Q je konecˇna´ mnozˇina stav˚u
• Γ je konecˇna´ mnozˇina symbol˚u - za´sobn´ıkova´ abeceda
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Obra´zek 3.1: Hluboky´ za´sobn´ıkovy´ automat
• Σ ⊆ Γ je vstupn´ı abeceda
• mnozˇiny I (prˇirozena´ cˇ´ısla),Q a Γ jsou po dvou disjunktn´ı
• # ∈ (Γ \ Σ) je specia´ln´ı symbol oznacˇuj´ıc´ı dno za´sobn´ıku
• R ⊆ (I ×Q× (Γ \ (Σ∪{#}))×Q× (Γ \ {#})+)∪ (I ×Q×{#}×Q× (Γ \ {#})∗{#})
je konecˇna´ relace nazy´vana´ mnozˇina pravidel automatu M .
• s ∈ Q je pocˇa´tecˇn´ı stav
• S ∈ Γ je startovac´ı symbol za´sobn´ıku
Prvky relace R obvykle namı´sto (m, q,A, p, v) ∈ R zapisujeme ve tvaru mqA→ pv ∈ R
a nazy´va´me je pravidly. Vid´ıme, zˇe na rozd´ıl od klasicke´ho za´sobn´ıkove´ho automatu v
pravidlech prˇibylo cˇ´ıslo m ∈ I. Pra´veˇ ono uda´va´, kolika´ty´ netermina´l od vrcholu za´sobn´ıku
pravidlo prˇepisuje.
3.3.2 Konfigurace hluboke´ho automatu
Konfigurace automatu M je trojice x ∈ Q × Σ∗ × (Γ \ {#})∗{#}. Uda´va´ tedy, stejneˇ
jako u za´sobn´ıkove´ho automatu, aktua´ln´ı stav, obsah za´sobn´ıku a zby´vaj´ıc´ı obsah vstupn´ı
pa´sky.
3.3.3 Typy prˇechod˚u
Oznacˇme χ mnozˇinu vsˇech konfigurac´ı automatu M a uvazˇujme dveˇ konfigurace x, y ∈ χ.
Potom rˇ´ıka´me, zˇe automat M
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• prˇi prˇechodu z x do y smazˇe (pop) symbol ze za´sobn´ıku, zapsa´no xp ⇒ y ,
pokud x = (q, au, az), y = (q, u, z), kde a ∈ Σ, u ∈ Σ∗, z ∈ Γ∗.
• prˇi prˇechodu z x do y provede expanzi za´sobn´ıku, zapsa´no xe ⇒ y, pokud x = (q, w, uAz),
y = (p, w, uvz),mqA → pw ∈ R, kde q, p ∈ Q,w ∈ Σ∗, A ∈ Γ, u, v, z ∈ Γ∗
a occur(u,Γ \ Σ) = m− 1
Podmı´nka occur(u,Γ \Σ) = m− 1 u expanze zajiˇst’uje, zˇe na za´sobn´ıku prˇepisujeme pra´veˇ
m-ty´ netermina´l.
Aby bylo jasne´, zˇe automat provede prˇechod xe ⇒ y podle pravidla mqA→ pv, zapisu-
jeme xe ⇒ y[mqA→ pv].
Pravidlo mqA→ pv nazveme pravidlem hloubky m. Obdobneˇ xe ⇒ y[mqA→ pv] je
expanze hloubky m.
Prˇechod
Automat M provede prˇechod mezi konfiguracemi x a y, psa´no x⇒ y, pokud xe ⇒ y nebo
xp ⇒ y.
3.3.4 Hloubka automatu
Protozˇe mnozˇina R je konecˇna´, je zrˇejme´, zˇe vzˇdy existuje prˇirozene´ cˇ´ıslo n ∈ I, ktere´ je
nejmensˇ´ı takove´, zˇe kazˇde´ pravidlo z R je hloubky n nebo mensˇ´ı. Toto cˇ´ıslo pak nazy´va´me
hloubkou automatu M. Automat M hloubky n oznacˇujeme nM
Opeˇt obvykly´m zp˚usobem rozsˇ´ıˇr´ıme prˇechody, tj. p ⇒,e⇒ a ⇒ pro neˇjake´ m ≥ 0 na
sekvence prˇechod˚u de´lky m: p ⇒m, e ⇒m a ⇒m. Zobecneˇn´ım pak jsou sekvence prˇechod˚u
obecne´ de´lky p ⇒∗, p ⇒+, e ⇒∗, e ⇒+,⇒∗ a ⇒+.
Jazyk hluboke´ho automatu
Nakonec definujme jazyk, prˇij´ımany´ hluboky´m automatem. Uvazˇujme automat M hloubky
n, n ∈ I. Jazyk automatu nM, L(nM) je definova´n takto:
L(nM) = {w|w ∈ Σ∗, (s, w, S#) ⇒∗ (f, ε,#), f ∈ F}
Jde tedy o vsˇechny rˇeteˇzce ze vstupn´ı abecedy, se ktery´mi automat provede vy´pocˇet z
pocˇa´tecˇn´ıho stavu s s pocˇa´tecˇn´ım obsahem za´sobn´ıku S a skoncˇ´ı v neˇktere´m z koncovy´ch
stav˚u f a s pra´zdny´m za´sobn´ıkem.
Vid´ıme, zˇe za´pis je prakticky stejny´, jako u klasicke´ho za´sobn´ıkove´ho automatu - liˇs´ı
se pouze oznacˇen´ım hloubky. Podrobneˇjˇs´ım zkouma´n´ım rozsˇ´ıˇrene´ho modelu zjist´ıme, zˇe
hluboky´ za´sobn´ıkovy´ automat hloubky 1 je prakticky totozˇny´ s klasicky´m za´sobn´ıkovy´m
automatem - pouze u neˇj explicitneˇ uva´d´ıme hloubku.
3.3.5 Vlastnosti hluboky´ch automat˚u
V souladu s [2] zaved’me na´sleduj´ıc´ı oznacˇen´ı: PDk oznacˇuje trˇ´ıdu jazyk˚u, prˇij´ımany´ch
hluboky´m za´sobn´ıkovy´m automatem hloubky k, k ≥ 1. CF (context-free) je oznacˇen´ı trˇ´ıdy
bezkontextovy´ch jazyk˚u. CS (context-sensitive) oznacˇuje trˇ´ıdu jazyk˚u kontextovy´ch.
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Zdroj [2] uva´d´ı neˇkolik zaj´ımavy´ch vy´sledk˚u, ktere´ popisuj´ı vlastnosti hluboky´ch za´sobn´ıkovy´ch
automat˚u.
1. deepPD1 = CF. Tedy, zˇe hluboky´ za´sobn´ıkovy´ automat hloubky 1 prˇij´ıma´ trˇ´ıdu
bezkontextovy´ch jazyk˚u. Tento vy´sledek je v souladu s tvrzen´ım, jezˇ bylo uvedeno
vy´sˇe, totizˇ zˇe hluboky´ za´sobn´ıkovy´ automat hloubky 1 je ekvivalentn´ı klasicke´mu
za´sobn´ıkove´mu automatu (respektive jsou prakticky totozˇne´).
2. deepPDk ⊂deep PDk+1 ⊂ CF pro libovolne´ k ∈ I, k ≥ 1.
Du˚kazy obou veˇt je mozˇne´ nale´zt v [2].
Kombinace teˇchto vy´sledk˚u popisuje zminˇovanou nekonecˇnou hierarchii jazyk˚u, prˇij´ımany´ch
hluboky´mi automaty. Vid´ıme, zˇe trˇ´ıdu L2 prˇij´ıma´ automat hloubky 1. Kazˇdy´ dalˇs´ı krok v
hloubce automatu pak jeho s´ılu zvy´sˇ´ı (vsˇimneˇme si, zˇe inkluze deepPDk ⊂deep PDk+1 je
ostra´, tedy zˇe vzˇdy “prˇibude neˇco nove´ho”), ale nikdy nedosa´hneme toho, aby hluboky´
automat prˇij´ımal celou trˇ´ıdu kontextovy´ch jazyk˚u.
3.3.6 Ekvivalence PDAdeep a m-omezeny´ch gramatik
Dalˇs´ı z vy´sledk˚u, uvedeny´ch v [2] tvrd´ı, zˇe ke kazˇde´mu hluboke´mu za´sobn´ıkove´mu automatu
hloubky n existuje ekvivalentn´ı n-omezena´ stavova´ gramatika. Tedy forma´lneˇ, zˇe pro kazˇde´
n ∈ I, n ≥ 1 a kazˇdy´ hluboky´ za´sobn´ıkovy´ automat nM existuje stavova´ gramatika G
takova´, zˇe L(G,n) = L(nM). Kromeˇ forma´ln´ıho d˚ukazu poskytuje [2] i prakticky´ algorit-
mus prˇevodu stavove´ gramatiky na hluboky´ automat. Hluboke´ automaty a omezene´ stavove´
gramatiky jsou tedy na´stroji s ekvivalentn´ı vyjadrˇovac´ı silou, podobneˇ jako za´sobn´ıkove´ au-
tomaty odpov´ıdaj´ı bezkontextovy´m gramatika´m.
3.3.7 Deterministicke´ hluboke´ automaty
Stejneˇ jako u za´sobn´ıkovy´ch automat˚u, i u jejich hluboky´ch variant je pro prakticke´ vyuzˇit´ı
vhodne´ zaby´vat se jejich deterministicky´mi verzemi. Podle [2] mu˚zˇeme u hluboky´ch au-
tomat˚u popsat hned neˇkolik variant determinismu. Za´kladn´ı, striktn´ı determinismus je
definova´n takto [2]:
Hluboky´ za´sobn´ıkovy´ automat M = (Q,Σ,Γ, R, s, S, F ) je deterministicky´, pokud
neexistuj´ı dveˇ pravidla se stejnou levou stranou. Tedy forma´lneˇ, pro kazˇde´ pravidlo mqA→
pv ∈ R plat´ı, zˇe card({mqA→ ow|mqA→ ow ∈ R, o ∈ Q,w ∈ Γ+} − {mqA→ pv}) = 0.
3.3.8 Oznacˇen´ı trˇ´ıd jazyk˚u hluboky´ch automat˚u
Pro zprˇehledneˇn´ı budou v dalˇs´ım textu pouzˇ´ıva´na na´sleduj´ıc´ı oznacˇen´ı:
• L2 v souladu se zazˇitou prax´ı oznacˇuje trˇ´ıdu bezkontextovy´ch jazyk˚u
• LPDAdeep oznacˇuje trˇ´ıdu jazyk˚u prˇij´ımany´ch hluboky´mi za´sobn´ıkovy´mi automaty
• LDPDAdeep oznacˇuje trˇ´ıdu jazyk˚u prˇij´ımany´ch striktneˇ deterministicky´mi hluboky´mi
za´sobn´ıkovy´mi automaty
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3.3.9 Prˇ´ıklady
V na´sleduj´ıc´ıch prˇ´ıkladech budeme demonstrovat, zˇe vy´pocˇetn´ı s´ıla hluboke´ho za´sobn´ıkove´ho
automatu lezˇ´ı mezi trˇ´ıdami kontextovy´ch a bezkontextovy´ch jazyk˚u.
Prˇ´ıklad 1 Uvazˇujme jazyk L1 = {ww|w ∈ {0, 1}+}.
Da´ se doka´zat, zˇe tento jazyk nen´ı bezkontextovy´. Hluboky´ automat, ktery´ jej prˇij´ıma´,
mu˚zˇe vypadat naprˇ´ıklad takto:
• M = (Q,Σ,Γ, R, s, S, F )
• Q = {s, q, j, n, fj , fn}
• Σ = {0, 1}
• Γ = {#, S,A, 0, 1}
• F = {fj , fn}
Prˇechodova´ funkce R je definova´na takto: R = { 1sS → qAA, 1qA → n0A, 2nA → q0A,
1qA → j1A, 2jA → q1A, 1qA → fj1, 1fjA → fj1, 1qA → fn0, 1fnA → fn0, } Automat
prˇij´ıma´ koncovy´m stavem a pra´zdny´m za´sobn´ıkem. Demonstrujme prˇijet´ı rˇeteˇzce 011011.
(s, 011011, S#)
e ⇒ (q, 011011, AA#) [1sS → qAA]
e ⇒ (n, 011011, 0AA#) [1qA→ n0A]
e ⇒ (q, 011011, 0A0A#) [2nA→ q0A]
p ⇒ (q, 11011, A0A#) [pop]
e ⇒ (j, 11011, 1A0A#) [1qA→ j1A]
e ⇒ (q, 11011, 1A01A#) [2jA→ q1A]
p ⇒ (q, 1011, A01A#) [pop]
e ⇒ (fj , 1011, 101A#) [1qA→ fj1]
e ⇒ (fj , 1011, 1011#) [1fjA→ fj1]
p ⇒ (fj , 011, 011#) [pop]
p ⇒ (fj , 11, 11#) [pop]
p ⇒ (fj , 1, 1#) [pop]
p ⇒ (fj , ε,#) [pop]
Prˇ´ıklad 2 V druhe´m prˇ´ıkladu prˇedvedeme hluboky´ automat pro dalˇs´ı klasicky´ ne-bezkontextovy´
jazyk, jaky´m je L2 = {anbman|m ≥ n ≥ 1}.
Automat, ktery´ bude tento jazyk prˇij´ımat, mu˚zˇe vypadat takto:
• M = (Q,Σ,Γ, R, s, S, F )
• Q = {s, q, p, f}
• Σ = {a, b}
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• Γ = {#, S,A, a, b}
• F = {f}
Prˇechodova´ funkce R je definova´na: R = { 1sS → qAA, 1qA → paAb, 2pA → qAa,
1qA → faB, 2fA → fa, 1fB → fbB, 1fB → fb } Opeˇt prˇedvedeme funkci automatu na
jednom rˇeteˇzci, naprˇ´ıklad aabbbaa.
(s, aabbbaa, S#)
e ⇒ (q, aabbbaa,AA#) [1sS → qAA]
e ⇒ (p, aabbbaa, aAbA#) [1qA→ paAb]
p ⇒ (p, abbbaa,AbA#) [pop]
e ⇒ (q, abbbaa,AbAa#) [2pA→ qAa]
e ⇒ (f, abbbaa, aBbAa#) [1qA→ faB]
p ⇒ (f, bbbaa,BbAa#) [pop]
e ⇒ (f, bbbaa,Bbaa#) [2fA→ fa]
e ⇒ (f, bbbaa, bBbaa#) [1fB → fbB]
e ⇒ (f, bbbaa, bbbaa#) [1fB → fb]
p ⇒ (f, bbaa, bbaa#) [pop]
p ⇒ (f, baa, baa#) [pop]
p ⇒ (f, aa, aa#) [pop]
p ⇒ (f, a, a#) [pop]
p ⇒ (f, ε,#) [pop]
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Kapitola 4
Syntakticka´ analy´za
4.1 U´vod
Hlavn´ım c´ılem te´to pra´ce je zkoumat mozˇnosti vyuzˇit´ı hluboky´ch za´sobn´ıkovy´ch automat˚u
v oblasti syntakticke´ analy´zy. Z vy´sledk˚u uvedeny´ch vy´sˇe plyne, zˇe schopnosti teˇchto au-
tomat˚u rozsˇiˇruj´ı mozˇnosti analyzovany´ch jazyk˚u. Za´rovenˇ ale sta´le zachova´vaj´ı pomeˇrneˇ
striktn´ı pravidla jejich tvorby. Jednou ze za´kladn´ıch oblast´ı aplikace syntakticke´ analy´zy
vzˇdy byla analy´za programovac´ıch jazyk˚u, obvykle jako soucˇa´st prˇekladacˇ˚u nebo inter-
pret˚u. Proto i v te´to pra´ci smeˇrˇujeme k c´ıli sestavit syntakticky´ analyza´tor takove´ho pro-
gramovac´ıho jazyka, jenzˇ nebude analyzovatelny´ beˇzˇny´mi bezkontextovy´mi na´stroji. Na
tomto analyza´toru pak demonstrujeme vysˇsˇ´ı s´ılu prˇedstavovane´ho modelu.
4.2 Na´stroje bezkontextove´ syntakticke´ analy´zy
Stejneˇ jako hluboke´ automaty vycha´z´ı z automat˚u za´sobn´ıkovy´ch, vyjdeme i prˇi tvorbeˇ
na´stroj˚u syntakticke´ analy´zy z jizˇ existuj´ıc´ıch prostrˇedk˚u, ktere´ jsou pouzˇ´ıva´ny u bezkon-
textovy´ch jazyk˚u.
Za´kladn´ım proble´mem za´sobn´ıkovy´ch automat˚u oproti automat˚um konecˇny´m je to, zˇe
neexistuje obecna´ prˇevoditelnost obecne´ho PDA na jeho deterministicky´ ekvivalent. De-
terministicke´ za´sobn´ıkove´ automaty, tj. takove´, ktere´ pro kazˇdou kombinaci stavu a vr-
cholu za´sobn´ıku obsahuj´ı nejvy´sˇe jedno pravidlo, prˇij´ımaj´ı pouze vlastn´ı podtrˇ´ıdu trˇ´ıdy
L2. Veˇtsˇina prakticky pouzˇitelny´ch bezkontextovy´ch jazyk˚u bohuzˇel do te´to trˇ´ıdy nepatrˇ´ı,
a k jejich analy´ze je proto nutne´ pouzˇ´ıt jine´ na´stroje a metody.
Jednou ze za´kladn´ıch takovy´ch metod je analy´za shora dol˚u, rˇ´ızena´ tzv. LL tabulkou.
Jej´ı princip spocˇ´ıva´ v tom, zˇe analyzovany´ jazyk pop´ıˇseme bezkontextovou gramatikou
splnˇuj´ıc´ı jiste´ specia´ln´ı pozˇadavky, tzv. LL1 gramatikou. Z pravidel te´to gramatiky algo-
ritmicky odvod´ıme odpov´ıdaj´ıc´ı za´sobn´ıkovy´ automat, a take´ tzv. LL tabulku, ktera´ rˇ´ıd´ı
cˇinnost automatu. Toto rˇ´ızen´ı prob´ıha´ tak, zˇe na za´kladeˇ aktua´ln´ıho stavu automatu, ob-
sahu za´sobn´ıku a zna´me´ho prˇ´ıˇst´ıho znaku na vstupu je jednoznacˇneˇ zvoleno pravidlo pro
prˇ´ıˇst´ı krok vy´pocˇtu. Oproti klasicke´mu PDA tedy mus´ıme prˇi vy´pocˇtu zna´t jednu informaci
nav´ıc; tou je prˇ´ıˇst´ı znak na vstupu.
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Uved’me nyn´ı postup tvorby LL tabulky podle [1]; na jeho za´kladeˇ nakonec sestav´ıme
obdobnou tabulku pro analy´zu jazyk˚u hluboky´ch automat˚u.
4.2.1 Mnozˇina First
Definice: Meˇjme bezkontextovou gramatiku G = (N,T, P, S). Pro kazˇdy´ rˇeteˇzec
x ∈ (N ∪ T )∗ definujeme mnozˇinu First(x) = {a|a ∈ T, x⇒∗ ay; y ∈ (N ∪ T )∗}
Mnozˇina First tedy pro kazˇdy´ rˇeteˇzec symbol˚u obsahuje vsˇechny termina´ln´ı symboly,
jezˇ je mozˇne´ z rˇeteˇzce x v dane´ gramatice vyderivovat na nejleveˇjˇs´ı pozici.
4.2.2 LL gramatika
Intuitivneˇ tedy mu˚zˇeme uvazˇovat takto: pokud bude na vrcholu za´sobn´ıku neˇjaky´ neter-
mina´l A, porovna´me mnozˇiny First vsˇech pravy´ch stran pravidel tvaru A → x. Zvol´ıme
pak to z pravidel, v jehozˇ mnozˇineˇ First se nacha´z´ı prˇ´ıˇst´ı znak ze vstupu. Jiny´mi slovy,
zvol´ıme takove´ pravidlo, jehozˇ prava´ strana zacˇ´ına´ zˇa´dany´m termina´lem - prˇ´ıˇst´ım znakem
vstupu. Pokud takove´ pravidlo bude vzˇdy nejvy´sˇe jedno, dosta´va´me jednoznacˇny´ postup
vy´pocˇtu. Gramatiku, pro kterou toto plat´ı pak nazveme LL gramatikou. Forma´lneˇ tedy:
Definice: Bud’ G = (N,T, P, S) bezkontextova´ gramatika bez ε-pravidel. G nazveme
LL gramatikou, pokud plat´ı: ∀a ∈ T,∀A ∈ N existuje nejvy´sˇe jedno pravidlo tvaru
A⇒ X1X2 . . . Xn ∈ P takove´, zˇe a ∈ First(X1X2 . . . Xn).
Jak je videˇt z definice, tento postup je mozˇno pouzˇ´ıt pouze u gramatik, v nichzˇ se
nevyskytuj´ı ε-pravidla, tj. pravidla tvaru A → ε. Jak uvid´ıme, toto omezen´ı ma´ svoje
na´sledky.
4.2.3 Prˇevod obecne´ bezkontextove´ gramatiky na LL
Trˇ´ıda jazyk˚u LL gramatik je sice nadtrˇ´ıdou jazyk˚u LDPDA, sta´le ale z˚usta´va´ vlastn´ı
podtrˇ´ıdou cele´ L2. Prˇesto je ale mozˇne´ alesponˇ neˇktere´ z bezkontextovy´ch gramatik prˇeve´st
na LL gramatiky. K tomuto prˇevodu existuj´ı dveˇ za´kladn´ı techniky, a to faktorizace a
odstraneˇn´ı leve´ rekurze.
4.2.4 Faktorizace
Vzpomenˇme si na za´kladn´ı pozˇadavek na LL gramatiku: mnozˇiny First dvou levy´ch stran
pravidel, jezˇ maj´ı stejnou pravou stranu, nesmı´ obsahovat spolecˇny´ prvek. Jiny´mi slovy,
nesmı´me by´t schopni ze stejne´ho netermina´lu vyderivovat pomoc´ı r˚uzny´ch pravidel dva
rˇeteˇzce se stejny´m nejleveˇjˇs´ım termina´lem.
Pokud v gramatice existuj´ı pravidla tvaru
A→ xy1, A→ xy2 . . . A→ xyn
je tento pozˇadavek evidentneˇ porusˇen. Proto tato pravidla nahrad´ıme na´sleduj´ıc´ımi:
A→ xA′, A′ → y1, A′ → y2, . . . , A′ → yn
A′ je novy´ netermina´l, ktery´ prˇida´me do mnozˇiny N. Pokud tyto u´pravy v gramatice
zaprˇ´ıcˇinily vznik novy´ch nevyhovuj´ıc´ıch pravidel, postup opakujeme.
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4.2.5 Odstraneˇn´ı leve´ rekurze
Gramatiku nazveme leveˇ rekurzivn´ı, pokud obsahuje pravidla tvaru
A→ Ax,A→ y
. Tento typ pravidel je nevhodny´ pro konstrukci za´sobn´ıkove´ho automatu: nejdrˇ´ıve totizˇ
generuje vsˇechny potrˇebne´ kopie rˇeteˇzce x, a azˇ pote´ umozˇn´ı jejich prˇ´ıpadne´ maza´n´ı t´ım,
zˇe “odstran´ı z cesty” netermina´l A. Z hlediska implementace je ale mnohem vhodne´, pokud
mu˚zˇeme kazˇdou kopii x zpracovat samostatneˇ a azˇ pote´ generovat dalˇs´ı. Proto pravidla
zmı´neˇne´ho tvaru nahrad´ıme takto:
A→ yA′, A′ → xA′, A′ → ε
kde A′ je opeˇt novy´ netermina´l.
Vid´ıme, zˇe tento proces nevyhnutelneˇ zava´d´ı do gramatiky ε-pravidla, jejichzˇ vy´skyt
byl v p˚uvodn´ı verzi LL gramatiky zaka´za´n. Je proto nutne´ se s nimi neˇjaky´m zp˚usobem
vyporˇa´dat. K tomu slouzˇ´ı dalˇs´ı na´stroje, s jejichzˇ pomoc´ı budeme schopni sestavit rˇ´ıdic´ı
LL tabulku i pro gramatiky s ε-pravidly.
4.2.6 Mnozˇina Follow
Definice: Bud’ G = (N,T, P, S) bezkontextova´ gramatika. Pro kazˇdy´ netermina´l A ∈ N
definujeme mnozˇinu
Follow(A) = {a|a ∈ T, S ⇒∗ xAay, x, y in(N ∪ T )∗} ∪ $ : S ⇒∗ xA, x ∈ (N ∪ T )∗
Mnozˇina Follow(A) tedy ke kazˇde´mu netermina´lu A obsahuje termina´ln´ı symboly, ktere´
se prˇi derivaci mohou vyskytnout prˇ´ımo za A. Intuitivneˇ c´ıt´ıme, zˇe takova´to mnozˇina se
mu˚zˇe hodit, pokud A bude na leve´ straneˇ neˇktere´ho ε-pravidla.
Symbol $ oznacˇuje koncovou znacˇku. Pro zjednodusˇen´ı prˇepokla´da´me, zˇe tato znacˇka
se nacha´z´ı za kazˇdy´m vstupn´ım rˇeteˇzcem (nen´ı tedy soucˇa´st´ı vstupu, ale indikuje konec).
4.2.7 Mnozˇina Empty
Definice: Bud’ G = (N,T, P, S) bezkontextova´ gramatika. Pro rˇeteˇzec x ∈ (N ∪ T )∗ definu-
jeme mnozˇinu Empty(x) = {ε}, pokud x⇒∗ ε. Jinak Empty(x) = ∅.
Mnozˇina Empty tedy pro kazˇdy´ rˇeteˇzec symbol˚u obsahuje ε, pokud je z tohoto rˇeteˇzce
mozˇne´ vyderivovat pra´zdny´ rˇeteˇzec. Prakticky tedy ma´ smysl uvazˇovat o mnozˇineˇ Empty
pouze u rˇeteˇzc˚u tvorˇeny´ch netermina´ly.
4.2.8 Mnozˇina Predict
Na za´kladeˇ prˇedchoz´ıch dvou mnozˇin vytvorˇ´ıme obdobu mnozˇiny First pro gramatiky
s ε-pravidly - mnozˇinu Predict.
Definice: Meˇjme bezkontextovou gramatiku G = (N,T, P, S). Pro kazˇde´ pravidlo
A→ x ∈ P definujeme mnozˇinu Predict(A→ x) takto:
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• pokud Empty(x) = ε, pak Predict(A→ x) = First(x) ∪ Follow(A)
• pokud Empty(x) = ∅, pak Predict(A→ x) = First(x)
Mnozˇina Predict je tedy pro pravidla, jejichzˇ prava´ strana nen´ı redukovatelna´ azˇ na ε,
“zpeˇtneˇ kompatibiln´ı” s mnozˇinou First. Pro ostatn´ı pravidla prˇida´va´ k “ocˇeka´vany´m”
termina´l˚um obsah Follow leve´ strany.
4.2.9 LL tabulka
Na za´kladeˇ takto sestaveny´ch mnozˇin mu˚zˇeme vytvorˇit tzv. LL tabulku, pomoc´ı n´ızˇ bude
rˇ´ızena cˇinnost za´sobn´ıkove´ho automatu. V za´hlav´ı tabulky bude seznam vsˇech termina´l˚u ze
vstupn´ı abecedy spolu s koncovy´m znakem $. Prvn´ı sloupec bude obsahovat seznam vsˇech
netermina´l˚u. Na pr˚usecˇ´ıky pak umı´st´ıme pravidla gramatiky podle na´sleduj´ıc´ıho algoritmu
Algoritmus
Meˇjme bezkontextovou gramatiku G = (N,T, P, S). Pro kazˇdy´ netermina´l A ∈ N a termina´l
a ∈ T umı´st´ıme do bunˇky (A, a) pravidlo A→ X1X2 . . . Xn ∈ P , pokud
a ∈ Predict(A→ X1X2 . . . Xn). Jinak z˚ustane bunˇka (A, a) pra´zdna´.
Prˇ´ıklad
Tabulka 4.1 ilustruje mozˇnou podobu LL tabulky. Z d˚uvodu prˇehlednosti a u´spory mı´sta
se obvykle pravidla do tabulky nazapisuj´ı cela´, pouze se uva´d´ı neˇjaka´ forma odkazu, naprˇ.
cˇ´ıslo pravidla.
Uvazˇujme bl´ızˇe nespecifikovanou bezkontextovou gramatiku, kde T = {a, b, c}, N =
{S,A,B} a card(P ) = 4.
a b c $
S 1
A 2
B 3 4
Tabulka 4.1: Uka´zka LL tabulky
Podle te´to tabulky se pro derivaci netermina´lu S pouzˇije pravidlo 1, pokud je na vstupu
symbol a. Netermina´l A prˇep´ıˇseme podle pravidla 2, pokud je na vstupu b. Konecˇneˇ neter-
mina´l B prˇepisujeme podle pravidla 3, pokud je na vstupu c, a podle pravidla 4, pokud je
na vstupu koncova´ znacˇka $.
4.3 Syntakticka´ analy´za jazyk˚u hluboky´ch automat˚u
V prˇedchoz´ı cˇa´sti byly prˇipomenuty na´stroje, s jejichzˇ pomoc´ı je mozˇne´ realizovat syntak-
tickou analy´zu shora dol˚u u bezkontextovy´ch jazyk˚u. V na´sleduj´ıc´ım textu se pokus´ım
pomoc´ı u´prav teˇchto na´stroj˚u navrhnout obdobnou metodu, jizˇ by bylo mozˇno pouzˇ´ıt
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k analy´ze jazyk˚u prˇij´ımany´ch hluboky´mi automaty, resp. popisovany´ch stavovy´mi gra-
matikami. Hlavn´ım rozd´ılem mezi bezkontextovy´mi a stavovy´mi gramatikami je prˇida´n´ı
mnozˇiny stav˚u; to take´ bude hlavn´ım projevem na´sleduj´ıc´ıch u´prav.
4.3.1 Mnozˇina First
Definice: Meˇjme stavovou gramatiku G = (V,W, T, P, S). Pro kazˇdou dvojici (s, x), s ∈
W,x ∈ V ∗ definujeme mnozˇinu First((s, x)) = {a|a ∈ T, (s, x)⇒∗ (q, ay); s, q ∈W, y ∈ V ∗}
Mnozˇina First(s, x) je tedy nyn´ı va´za´na nejen na rˇeteˇzec, ale i na stav gramatiky.
Obsahuje pak vsˇechny termina´ly, jezˇ mohou by´t vyderivova´ny z rˇeteˇzce x na nejleveˇjˇs´ı
pozici, ovsˇem pouze pokud derivace zacˇ´ına´ ve stavu s.
Prˇ´ıklad
Uvazˇujme jednoduchou stavovou gramatiku s na´sleduj´ıc´ımi pravidly:
• (s, S)→ (q, aA)
• (q, A)→ (s, aA)
• (s,A)→ (s, b)
Pokud by sˇlo o klasickou bezkontextovou gramatiku (tj. odmysl´ıme si prˇechody mezi
stavy), vypadala by naprˇ. mnozˇina First(A) takto: First(A) = a, b. Protozˇe ale jde o gra-
matiku stavovou, vypadaj´ı mnozˇiny First takto:
• First(s, S) = a
• First(q, A) = a
• First(s,A) = b
Algoritmus
Mnozˇina vsˇech rˇeteˇzc˚u x ∈ V ∗ je obecneˇ nekonecˇna´, nen´ı tedy mozˇne´ pro vsˇechny takove´
rˇeteˇzce mnozˇinu First vypocˇ´ıtat. Protozˇe ale uvazˇujeme gramatiku bez ε − pravidel, z
kazˇde´ho symbolu na nejleveˇjˇs´ı pozici libovolne´ho rˇeteˇzce se cˇasem stane termina´l, a na
zbytku rˇeteˇzce tedy neza´lezˇ´ı. Pocˇet symbol˚u v mnozˇineˇ V je konecˇny´, stejneˇ jako pocˇet
stav˚u gramatiky. Mu˚zˇeme tedy algoritmicky sestavit mnozˇiny First(s, x) pro vsˇechna s ∈
W,x ∈ V takto:
• ∀s ∈W,a ∈ T : First(s, a) = a
• opakuj na´sleduj´ıc´ı postup, dokud je mozˇne´ zmeˇnit neˇkterou mnozˇinu First:
• pokud existuje pravidlo (s,A)→ (p,X1X2 . . . Xn), prˇidej First(p,X1) k First(s,A).
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4.3.2 LLd gramatika
Definice: Bud’ G = (V,W, T, P, S) stavova´ gramatika bez ε-pravidel. G nazveme LLd
gramatikou, pokud plat´ı: ∀s ∈ W,∀a ∈ T,∀A ∈ (V \ T ) existuje nejvy´sˇe jedno pravidlo
tvaru s,A⇒ p,X1X2 . . . Xn ∈ P takove´, zˇe a ∈ First((p,X1X2 . . . Xn)).
Prˇ´ıklad
Gramatika, popsana´ v odstavci 4.3.1, tuto definici splnˇuje.
4.3.3 Faktorizace
Stejneˇ jako u bezkontextovy´ch gramatik, i nyn´ı potrˇebujeme na´stroje pro prˇevod obecny´ch
stavovy´ch gramatik na LLd. Faktorizaci u teˇchto gramatik budeme prova´deˇt takto:
Pokud v gramatice existuj´ı pravidla tvaru
(s,A)→ (p, xy1), (s,A)→ (p, xy2) . . . (s,A)→ (p, xyn)
nahrad´ıme je na´sleduj´ıc´ımi pravidly:
(s,A)→ (p′, xA′), (p′, A′)→ (p, y1), (p′, A′)→ (p, y2), . . . , (p′, A′)→ (p, yn)
A′ je novy´ netermina´l, ktery´ prˇida´me do mnozˇiny N . Zavedeme take´ novy´ stav p′ ∈ W .
Pokud by tyto u´pravy v gramatice zaprˇ´ıcˇinily vznik novy´ch nevyhovuj´ıc´ıch pravidel, postup
opeˇt opakujeme.
Za´kladn´ı mysˇlenka je tedy obdobna´ jako u bezkontextove´ gramatiky: zbytecˇneˇ cˇasne´
rozveˇtven´ı derivace na zacˇa´tku spoj´ıme pomoc´ı nove´ho netermina´lu a stavu. Rozveˇtven´ı
pravidel pak vedeme azˇ v nezbytneˇ nutne´m mı´steˇ, tj. z tohoto nove´ho stavu a netermina´lu.
Prˇ´ıklad
Uvazˇujme na´sleduj´ıc´ı pravidla stavove´ gramatiky:
• (s, S)→ (q, aA)
• (s, S)→ (q, aB)
• (q, A)→ (f, a)
• (q,B)→ (f, b)
Faktorizujeme prvn´ı dveˇ pravidla, vy´sledek bude vypadat takto:
• (s, S)→ (q′, a〈AB〉)
• (q′, 〈AB〉)→ (q, A)
• (q′, 〈AB〉)→ (q,B)
• (q, A)→ (f, a)
• (q,B)→ (f, b)
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4.3.4 Odstraneˇn´ı leve´ rekurze
Stavovou gramatiku nazveme leveˇ rekurzivn´ı, pokud obsahuje pravidla tvaru
(p,A)→ (p,Ax), (p,A)→ (q, y)
Leve´ rekurze se opeˇt potrˇebujeme “zbavit” s ohledem na budouc´ı prˇevod na automat. Proto
zmı´neˇna´ pravidla nahrad´ıme takto:
(p,A)→ (p′, yA′), (p′, A′)→ (p′, xA′), (p′, A′ → (q, ε)
kde A′ je opeˇt novy´ netermina´l a p′ novy´ stav gramatiky.
Prˇ´ıklad
Uvazˇujme na´sleduj´ıc´ı pravidla stavove´ gramatiky:
• (s, S)→ (s,A)
• (s,A)→ (s,Aa)
• (s,A)→ (f, a)
Po odstraneˇn´ı leve´ rekurze bude gramatika vypadat takto:
• (s, S)→ (s,A)
• (s,A)→ (s′, aA′)
• (s′, A′)→ (s′, aA′)
• (s′, A′)→ (f, ε)
Opeˇt jsme tedy ve stavu, kdy prˇevodem smeˇrem k LLd gramatice v mnozˇineˇ pravidel
vznikaj´ı ε-pravidla. Ta v n´ı mohou samozrˇejmeˇ by´t i z jine´ho d˚uvodu, naprˇ´ıklad pro
snadneˇjˇs´ı pochopen´ı gramatiky nebo proto, zˇe bez nich je tvorba gramatiky pro dany´ jazyk
obt´ızˇna´ cˇi nemozˇna´. Proto pokracˇujeme v u´prava´ch smeˇrem k obecneˇjˇs´ı LLd gramatice,
ktera´ umozˇn´ı existenci ε-pravidel.
4.3.5 Mnozˇina Follow
Definice: Bud’ G = (V,W, T, P, S) stavova´ gramatika. Pro kazˇdy´ netermina´l A ∈ N definu-
jeme mnozˇinu
Follow(A) = a|a ∈ T, (q0, S)⇒∗ (p, xAay), x, y inV ∗, p ∈W∪{$ : (s, S)⇒∗ (p, xA), x ∈ V ∗,
p ∈W} ∪ {$ : (s, S)⇒∗ (p, xAy), x ∈ V ∗, p ∈W,Empty(p, y) = {ε}}
Mnozˇina Follow(A) tedy opeˇt pro kazˇdy´ netermina´ln´ı symbol A obsahuje ty termina´ln´ı
symboly, jezˇ jej mohou bezprostrˇedneˇ na´sledovat. Pokud se netermina´l A vyskytuje v
neˇktere´m pravidle zcela vpravo, mu˚zˇe by´t na´sledova´n take´ koncovou znacˇkou $. Oproti
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bezkontextovy´m gramatika´m je nutne´ take´ prˇidat trˇet´ı podmı´nku, a tou je mozˇnost vy-
maza´n´ı rˇeteˇzce za netermina´lem A. Ve stavovy´ch gramatika´ch je totizˇ mozˇne´, zˇe prˇi vy´pocˇtu
bude pravidly vynuceno takove´ porˇad´ı krok˚u, jezˇ nejdrˇ´ıve prˇep´ıˇse cˇi vymazˇe netermina´l A,
a azˇ pote´ smazˇe rˇeteˇzec y. V takove´m prˇ´ıpadeˇ evidentneˇ symbol $ take´ patrˇ´ı do mnozˇiny
Follow(A).
4.3.6 Mnozˇina Empty
Definice: Bud’ G = (V,W, T, P, S) stavova´ gramatika. Pro dvojici (p, x), p ∈ W,x ∈ V ∗
definujeme mnozˇinu Empty(p, x) = ε, pokud (p, x)⇒∗ (q, ε), q ∈ W . Jinak Empty(x) = ∅.
Intuitivneˇ tedy mnozˇina Empty(p, x) uda´va´, zda je mozˇne´ prˇi derivaci ze stavu p rˇeteˇzec x
zredukovat azˇ na pra´zdny´.
Prˇ´ıklad
Uvazˇujme na´sleduj´ıc´ı pravidla stavove´ gramatiky:
• (s, S)→ (q, A)
• (q, A)→ (p,B)
• (q, A)→ (r,B)
• (p,B)→ (f, ε)
• (r,B)→ (q, aA)
Uved’me mnozˇiny Empty(p, x) pro vsˇechna x, |x| = 1
• Empty(r,B) = ∅
• Empty(p,B) = ε
• Empty(q, A) = ε
• Empty(s, S) = ε
Vid´ıme, zˇe pro netermina´l B uzˇ obsah mnozˇiny Empty za´vis´ı na stavu gramatiky: ze
stavu r vede prˇechod pouze s generova´n´ım termina´lu a, proto je Empty(r,B) = ∅ ale
Empty(p,B) = ε.
4.3.7 Mnozˇina Predict
Nakonec opeˇt vsˇechny prˇipravene´ mnozˇiny slozˇ´ıme dohromady a z´ıska´me tak posledn´ı
na´stroj potrˇebny´ k syntakticke´ analy´ze - mnozˇinu Predict a na´sledneˇ pak LLd tabulku.
Definice: Meˇjme stavovou gramatiku G = (V,W, T, P, S). Pro kazˇde´ pravidlo
(p,A)→ (q, x) ∈ P definujeme mnozˇinu Predict((p,A)→ (q, x)) takto:
• pokud Empty(q, x) = ε, pak Predict((p,A)→ (q, x)) = First(q, x) ∪ Follow(A)
• pokud Empty(q, x) = ∅, pak Predict((p,A)→ (q, x)) = First(x)
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4.3.8 LLd tabulka
Analogicky jako u bezkontextovy´ch gramatik uzˇijeme vytvorˇeny´ch mnozˇin Predict k ses-
taven´ı tabulky, ktera´ bude rˇ´ıdit vy´pocˇet hluboky´m automatem.
V za´hlav´ı tabulky jsou uvedeny vsˇechny vstupn´ı symboly vcˇetneˇ koncove´ znacˇky $.
Kazˇdy´ rˇa´dek pak odpov´ıda´ jedne´ kombinaci stav-netermina´l, tj. (s,A), s ∈W,A ∈ (V \ T ).
Na pr˚usecˇ´ık (s,A)×a umı´st´ıme odkaz na pravidlo (s,A)→ (p, x), pokud a ∈ Predict((s,A)→
(p, x)). Jinak z˚ustane bunˇka nevyplneˇna.
Uka´zka LLd tabulky
LLd tabulka tedy mu˚zˇe mı´t naprˇ´ıklad podobu tabulky 4.2 (uvazˇujme obecnou nespecifiko-
vanou stavovou gramatiku).
a b c $
(q,S) 1
(q,A) 2
(q,B) 3 4
Tabulka 4.2: Uka´zka LLd tabulky
Tabulka uda´va´, zˇe prˇi vstupu a se ma´ ve stavu q pro prˇepis netermina´lu S pouzˇ´ıt
pravidlo 1, ostatn´ı vstupy vedou k chybeˇ. Dalˇs´ı rˇa´dek je obdobny´. Posledn´ı rˇa´dek uda´va´,
zˇe ve stavu q se pro prˇepis netermina´lu B pouzˇije pravidlo 3, pokud je na vstupu symbol
c, a pravidlo 4, pokud je na vstupu symbol $, tj. konec vstupu.
4.3.9 Omezen´ı pouzˇit´ı LLd tabulky
Klasicka´ LL tabulka v bezkontextove´ syntakticke´ analy´ze prˇedpokla´da´, zˇe vzˇdy, kdyzˇ prˇepisujeme
na za´sobn´ıku netermina´l, mu˚zˇeme se “pod´ıvat” na prvn´ı znak vstupn´ıho rˇeteˇzce a podle jeho
prˇ´ıslusˇnosti do mnozˇin Predict dane´ho netermina´lu rozhodnout, ktere´ pravidlo pouzˇijeme.
V prˇ´ıpadeˇ hluboke´ho automatu ale nara´zˇ´ıme na proble´m v prˇ´ıpadech, kdy prˇepisujeme
netermina´l hloubeˇji v za´sobn´ıku. Nad n´ım mu˚zˇe by´t obecneˇ libovolne´ mnozˇstv´ı termina´ln´ıch
symbol˚u, “blokovany´ch” jedn´ım cˇi v´ıce netermina´ly. Tyto termina´ly tak nemu˚zˇeme ze
za´sobn´ıku odstranit, a tedy ani docˇ´ıst vstup azˇ do mı´sta, kde bychom se potrˇebovali
pod´ıvat na vstupn´ı symbol rozhoduj´ıc´ı pro aktua´lneˇ prˇepisovany´ netermina´l. Proto prˇi te´to
metodeˇ syntakticke´ analy´zy zavedeme na´sleduj´ıc´ı omezen´ı: LLd tabulku pouzˇijeme pouze v
prˇ´ıpadech, kdy prˇepisujeme prvn´ı netermina´l na za´sobn´ıku. Z toho plyne, zˇe automat nM
mus´ı by´t pro expanze hloubky 2 . . . n deterministicky´.
4.4 Tvorba LLd tabulky pro jazyk anbncn
Ukazˇme nyn´ı prakticky pr˚ubeˇh tvorby LLd tabulky pro analy´zu jazyka anbncn. Nejdrˇ´ıve
nalezneme stavovou gramatiku, ktera´ tento jazyk popisuje. Jednou takovou gramatikou je
tato:
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4.4.1 Stavova´ gramatika jazyka anbncn
G1 = (V,W, T, P, S)
V = {S,A,C, a, b, c}
W = {s, q, f}
T = {a, b, c}
P = {
• (s, S)→ (s,AC)
• (s,A)→ (q, aAb)
• (q, C)→ (s, cC)
• (s,A)→ (f, ε)
• (f, C)→ (f, ε)
}
Gramatiku ponecha´me bez d˚ukazu, zˇe opravdu generuje jazyk anbncn. Postupneˇ ses-
troj´ıme mnozˇiny First, Follow, Predict a nakonec i vlastn´ı LLd tabulku.
4.4.2 Mnozˇiny First gramatiky G1
First(s, a) = {a} First(s, b) = {b} First(s, c) = {c}
First(q, a) = {a} First(q, b) = {b} First(q, c) = {c}
First(f, a) = {a} First(f, b) = {b} First(f, c) = {c}
First(s, S) = {a} First(s,A) = {a} First(q, C) = {c}
First(s,AC) = a
Tabulka 4.3: Mnozˇiny First gramatiky G1
4.4.3 Mnozˇiny Empty gramatiky G1
Empty(s, S) = {ε} Empty(s,A) = {ε}
Empty(q, C) = ∅ Empty(f, C) = ε
Empty(s,AC) = {ε}
Tabulka 4.4: Mnozˇiny Empty gramatiky G1
4.4.4 Mnozˇiny Follow gramatiky G1
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Follow(S) = {$} Follow(A) = {b, $}
Follow(C) = {$}
Tabulka 4.5: Mnozˇiny Follow gramatiky G1
4.4.5 Mnozˇiny Predict gramatiky G1
Na za´kladeˇ prˇechoz´ıch vy´sledk˚u sestroj´ıme mnozˇiny Predict pro vsˇechna pravidla gra-
matiky, tj.
1. (s, S)→ (s,AC)
2. (s,A)→ (q, aAb)
3. (q, C)→ (s, cC)
4. (s,A)→ (f, ε)
5. (f, C)→ (f, ε)
1. (s, S)→ (s,AC): Empty(s,AC) = {ε} ⇒
Predict((s, S)→ (s,AC)) = First(s,AC) ∪ Follow(S) = {a, $}
2. (s,A)→ (q, aAb): Empty(s, aAb) = ∅ ⇒
Predict((s,A)→ (q, aAb)) = First(q, aAb) = {a}
3. (q, C)→ (s, cC): Empty(s, cC) = ∅ ⇒
Predict((q, C)→ (s, cC)) = First(s, cC) = {c}
4. (s,A)→ (f, ε): Empty(f, ε) = {ε} ⇒
Predict((s,A)→ (f, ε)) = First(f, ε) ∪ Follow(A) = {b, $}
5. (f, C)→ (f, ε): Empty(f, ε) = {ε} ⇒
Predict((f, C)→ (f, ε)) = First(f, ε) ∪ Follow(C) = {$}
Pravidlo Predict
(s, S)→ (s,AC) {a, $}
(s,A)→ (q, aAb) {a}
(q, C)→ (s, cC) {c}
(s,A)→ (f, ε) {b, $}
(f, C)→ (f, ε) {$}
Tabulka 4.6: Mnozˇiny Predict gramatiky G1
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4.4.6 LLd tabulka pro gramatiku G1
Z´ıskane´ vy´sledky zaneseme do tabulky 4.7. Ta se svou formou podoba´ klasicke´ LL tabulce,
pouze v prvn´ım sloupci namı´sto netermina´l˚u uva´d´ıme dvojice (stav, netermina´l). Opeˇt ale
jde o leve´ strany pravidel gramatiky.
a b c $
(s,S) 1 1
(s,A) 2 4 4
(q,C) 3
(f,C) 5
Tabulka 4.7: LLd tabulka granatiky G1
4.4.7 Prˇevod stavove´ gramatiky na hluboky´ automat
Posledn´ım krokem prˇed implementac´ı je prˇevod pravidel gramatiky na pravidla automatu
a jejich “spa´rova´n´ı” v LLd tabulce. Prakticky postup prˇedvedeme v na´sleduj´ıc´ı kapitole,
veˇnovane´ implementaci. Na tomto mı´steˇ uved’me prˇevodn´ı algoritmus, prˇevzaty´ z [2].
Meˇjme stavovou gramatiku G = (V,W, T, P, S) a cˇ´ıslo n ≥ 1. Vytvorˇme mnozˇinu neter-
mina´ln´ıch symbol˚u N = V \T . Nakonec definujme homomorfismus f nad ({#}∪V )∗ takto:
∀A ∈ N ∪ {#}, fA = A.∀a ∈ T, f(a) = ε.
Zavedeme hluboky´ za´sobn´ıkovy´ automat M hloubky n:
nM = (Q,T, {#} ∪ V,R, s, S, {$})
kde Q = {S, $} ∪ {〈P,U〉|p ∈ W,u ∈ N∗{#}n, |u| ≤ n} a mnozˇinu pravidel R sestav´ıme
pomoc´ı na´sleduj´ıc´ıch krok˚u:
1. pro kazˇde´ pravidlo gramatiky G tvaru (p, S) → (q, x) ∈ P, p, q ∈ W,x ∈ V + prˇida´me
do mnozˇiny R pravidlo 1sS → 〈p, S〉S.
2. pokud v G existuje pravidlo (p,A) → (q, x) ∈ P, 〈p, uAv〉 ∈ Q, p, q ∈ W,A ∈ N,x ∈
V +, u ∈ N∗, v ∈ N∗{#}∗, |uAv| = n, p /∈ Gstates(u), pak k mnozˇineˇ R prˇida´me
pravidlo |uA|〈p, uAv〉A→ 〈q,prefix(uf(x)v, n)〉x.
3. pro A ∈ N, p ∈ W,u ∈ N∗, v ∈ {#}∗, |uv| ≤ n − 1, p /∈ Gstates(u) prˇida´me do R
pravidla |uA|〈p, uv〉A→ 〈p, uAv〉A a |uA|〈p, uv〉#→ 〈p, uv#〉#.
4. pro kazˇdy´ stav q ∈W prˇida´me do mnozˇiny R pravidlo 1〈q,#n〉#→ $#.
Za´kladn´ı mysˇlenka prˇevodn´ıho algoritmu spocˇ´ıva´ v tom, zˇe vytva´rˇeny´ automat si ve
svy´ch stavech “zapamatuje” potrˇebny´ pocˇet netermina´l˚u na vrcholu za´sobn´ıku. Prˇi vy´pocˇetn´ım
kroku simuluje prˇ´ıslusˇnou derivaci, a prˇejde do stavu odpov´ıdaj´ıc´ıho novy´m netermina´l˚um
na vrcholu. Pote´ co je vygenerova´n termina´ln´ı rˇeteˇzec, automat vypra´zdn´ı za´sobn´ık a prˇejde
do koncove´ho stavu.
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Kapitola 5
Implementace
V te´to kapitole pop´ıˇseme zp˚usob, jaky´m byl implementova´n syntakticky´ analyza´tor prˇ´ıj´ımaj´ıc´ı
jazyky hluboky´ch automat˚u, resp. stavovy´ch gramatik. Implementujeme automat pro konkre´tn´ı
jazyk, vycha´zej´ıc´ı z konstrukc´ı pouzˇitelny´ch v za´pisu zdrojove´ho ko´du programovac´ıch
jazyk˚u.
5.1 Jazykove´ konstrukce
Jako inspiraci pouzˇijeme modelovy´ programovac´ı jazyk IFJ06, uvedeny´ v [3]. Tento jazyk
je ve sve´ p˚uvodn´ı podobeˇ bezkontextovy´. Na jeho za´kladeˇ ale mu˚zˇeme popsat neˇktere´
jazykove´ konstrukce, jezˇe jej posunou ze trˇ´ıdy bezkontextovy´ch jazyk˚u. Rozsˇ´ıˇreny´ jazyk
nazveme ΩΘ3.
5.1.1 Deklarace a inicializace promeˇnny´ch
V programovac´ım jazyce ΩΘ3 lze deklarovat globa´ln´ı promeˇnne´. Deklarace je nepovinna´,
pokud je uvedena, vyskytuje se na zacˇa´tku programu. Oproti jazyku IFJ06 rozsˇ´ıˇr´ıme deklaraci
o povinnnou inicializaci hodnot. Deklarace tedy bude mı´t tvar
\’var\’ typ^{n} id^{n} ival^{n} \’;\’
Za kl´ıcˇovy´m slovem var na´sleduje seznam datovy´ch typ˚u typ jednotlivy´ch promeˇnny´ch, po
neˇm seznam identifika´tor˚u id a nakonec seznam inicializacˇn´ıch hodnot ival. Vsˇechny trˇi
seznamy mus´ı by´t shodne´ de´lky.
Prˇ´ıklad
Uka´zka korektn´ı deklarace globa´ln´ıch promeˇnny´ch v jazyce ΩΘ3:
var int int real gwen pavka rada 1 42 0.56
Jak vid´ıme, jde o obdobu jazyka La = {anbncn|n ∈ I, n ≥ 1}, cozˇ je jeden z kla-
sicky´ch kontextovy´ch (ale ne bezkontextovy´ch) jazyk˚u. Seznam inicializacˇn´ıch hodnot nen´ı
zcela cˇiste´ cn - dva litera´ly jsou celocˇ´ıselne´, trˇet´ı desetinny´. Pro u´cˇely syntakticke´ analy´zy
tedy pravdeˇpodobeˇ bude nutne´ zave´st obecny´ typ tokenu “litera´l” a podrobneˇjˇs´ı kontrolu
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prova´deˇt bud’to zanorˇen´ım syntakticke´ho analyza´toru, nebo ji ponechat v rukou analy´zy
se´manticke´.
5.1.2 Prˇ´ıkaz print fancy
Druhou u´pravou jazyka IFJ06 je zaveden´ı nove´ho prˇ´ıkazu print_fancy. Tento prˇ´ıkaz umozˇnˇuje
mı´rneˇ forma´tovany´ tisk hodnot promeˇnny´ch na vy´stup. Jeho syntaxe je definova´na takto:
’print_fancy’ id^{n} coords^{m} color^{n}, m ≥ n ≥ 1
Z kl´ıcˇovy´m slovem print_fancy na´sleduje seznam identifika´tor˚u promeˇnny´ch id. Druhou
cˇa´st´ı je seznam coords, ktery´ obsahuje seznam dvojic celocˇ´ıselny´ch sourˇadnic ve tvaru
[x,y]. De´lka tohoto seznamu mus´ı by´t minima´lneˇ stejna´ jako de´lka seznamu identifika´tor˚u.
Se´mantika je na´sleduj´ıc´ı: prvn´ıch n polozˇek seznamu sourˇadnic urcˇuje sourˇadnice vykreslen´ı
hodnot odpov´ıdaj´ıc´ıch promeˇnny´ch. Pokud je seznam delˇs´ı, vykresluj´ı se dalˇs´ı hodnoty opeˇt
od zacˇa´tku seznamu promeˇnny´ch, azˇ do konce seznamu sourˇadnic. Posledn´ı cˇa´st´ı je seznam
barev ve tvaru #00ff00, ktery´mi budou jednotlive´ hodnoty vykresleny. Jeho de´lka mus´ı
odpov´ıdat de´lce seznamu promeˇnny´ch.
Prˇ´ıklad
Uka´zka korektn´ıho pouzˇit´ı prˇ´ıkazu print_fancy v jazyce ΩΘ3:
print_fancy gwen pavka [1,4] [4,5] [4,12] [6,8] #32FE56 #FFCEC9
Tento za´pis zp˚usob´ı dvoj´ı vy´pis promeˇnne´ gwen na sourˇadice [1,4] a [4,12] v barveˇ
#32FE56. Promeˇnna´ pavka bude vypsa´na na sourˇadnice [4,5] a [6,8] v barveˇ #FFCEC9.
Tento jazyk je (azˇ na samotny´ identifika´tor print_fancy ) izomorfn´ı s jazykem Lb =
{anbmcn|m,n ∈ I,m ≥ n ≥ 1}. Prˇipomenˇme, zˇe v kapitole o hluboky´ch automatech byl
prˇedstaven automat, ktery´ pra´veˇ tento jazyk prˇij´ıma´.
5.2 Du˚kaz ne-bezkotextovosti prˇedstaveny´ch jazyk˚u
V te´to sekci uka´zˇeme, zˇe zˇa´dny´ z jazyk˚u nen´ı bezkontextovy´, a ma´ tedy smysl se jimi
zaby´vat. K d˚ukazu uzˇijme tzv. Pumping lemma neboli lemma o vkla´da´n´ı.
5.2.1 Pumping lemma pro bezkontextove´ jazyky
Necht’ L je bezkontextovy´ jazyk. Pak existuje konstanta k takova´, zˇe libovolny´ rˇeteˇzec
z, z ∈ L, |z| ≥ k je mozˇno napsat ve tvaru
z = uvwxy, vx 6= ε, |vwx| ≤ k
a pro vsˇechna i ≥ 0 plat´ı uviwxiy ∈ L.
Uvedene´ho lemmatu nyn´ı vyuzˇijeme k vlastn´ımu d˚ukazu tvrzen´ı, zˇe prˇedstavene´ jazyky
nejsou bezkontextove´, a ma´ tedy smysl zkoumat jejich prˇij´ıma´n´ı hluboky´mi za´sobn´ıkovy´mi
automaty.
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5.2.2 Du˚kaz nebezkontextovosti jazyka anbncn
Tvrzen´ı: anbncn /∈ L2 Du˚kaz: Zvolme rˇeteˇzec z = akbkck. Je zrˇejme´, zˇe z ∈ L, i zˇe |z| ≥ k.
Uka´zˇeme, zˇe neexistuje deˇlen´ı z = uvwxy, vx 6= ε, |vwx| ≤ k takove´, aby pro vsˇechna i ≥ 0
platilo z′ = uviwxiy ∈ L.
Mozˇna´ deˇlen´ı:
• v = am, w = a∗, x = an. Zvolme i = 2. Pak z′ = ak+m+nbkck /∈ L,
protozˇe |vx| ≥ 1⇒ m+ n ≥ 1⇒ |ak+m+n| 6= |bk|
• v = am, w = a∗b∗, x = bn. Zvolme i = 2. Pak z′ = ak+mbk+nck /∈ L,
protozˇe |vx| ≥ 1⇒ m ≥ 1 ∨ n ≥ 1⇒ |ak+m| 6= |ck| ∨ |bk+n| 6= |ck|.
• v = bm, w = b∗, x = bn. Zvolme i = 2. Pak z′ = akbk+m+nck /∈ L,
protozˇe |vx| ≥ 1⇒ m+ n ≥ 1⇒ |bk+m+n| 6= |ak|
• v = bm, w = b∗c∗, x = cn. Zvolme i = 2. Pak z′ = akbk+mck+n /∈ L,
protozˇe |vx| ≥ 1⇒ m ≥ 1 ∨ n ≥ 1⇒ |bk+m| 6= |ak| ∨ |ck+n| 6= |ak|.
• v = cm, w = c∗, x = cn. Zvolme opeˇt i = 2. Pak z′ = akbkck+m+n /∈ L,
protozˇe |vx| ≥ 1⇒ m+ n ≥ 1⇒ |ck+m+n| 6= |ak|
Ve vsˇech prˇ´ıpadech dojdeme ke sporu s tvrzen´ım PL, jazyk tedy nen´ı bezkontextovy´.
5.2.3 Du˚kaz nebezkontextovosti jazyka anbmcn
Tvrzen´ı: anbmcn,m ≥ n ≥ 1 /∈ L2 Du˚kaz: Zvolme rˇeteˇzec z = akbkck. Je zrˇejme´, zˇe
z ∈ L, |z| ≥ k. Uka´zˇeme, zˇe neexistuje deˇlen´ı z = uvwxy, vx 6= ε, |vwx| ≤ k takove´, aby pro
vsˇechna i ≥ 0 platilo z′ = uviwxiy ∈ L.
Mozˇna´ deˇlen´ı:
• v = am, w = a∗, x = an. Zvolme i = 2. Pak z′ = ak+m+nbkck /∈ L,
protozˇe |vx| ≥ 1⇒ m+ n ≥ 1⇒ |ak+m+n| 6= |ck|
• v = am, w = a∗b∗, x = bn. Zvolme i = 0. Pak z′ = ak−mbk−nck /∈ L,
protozˇe |vx| ≥ 1⇒ m ≥ 1 ∨ n ≥ 1⇒ |ak−m| 6= |ck| ∨ |bk−n| < |ck|.
• v = bm, w = b∗, x = bn. Zvolme i = 0. Pak z′ = akbk−m−nck /∈ L,
protozˇe |vx| ≥ 1⇒ m+ n ≥ 1⇒ |bk−m−n| < |ak|
• v = bm, w = b∗c∗, x = cn. Zvolme i = 0. Pak z′ = akbk−mck−n /∈ L,
protozˇe |vx| ≥ 1⇒ m ≥ 1 ∨ n ≥ 1⇒ |bk−m| < |ak| ∨ |ck−n| 6= |ak|.
• v = cm, w = c∗, x = cn. Zvolme i = 2. Pak z′ = akbkck+m+n /∈ L,
protozˇe |vx| ≥ 1⇒ m+ n ≥ 1⇒ |ck+m+n| 6= |ak|
Ve vsˇech prˇ´ıpadech opeˇt dojdeme ke sporu s tvrzen´ım PL, ani tento jazyk tedy nen´ı
bezkontextovy´.
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5.3 Postup implementace
K implementaci syntakticke´ho analyza´toru pouzˇijeme tento postup: nejprve pomoc´ı metod
uvedeny´ch v kapitole o syntakticke´ analy´ze sestroj´ıme LLd tabulku pro dany´ jazyk. Uzˇit´ım
algoritmu uvedene´ho v odstavci 4.4.7 prˇevedeme gramatiky na hluboke´ automaty. Spojen´ım
automatu a prˇ´ıslusˇej´ıc´ı LLd tabulky z´ıska´me deterministicky´, a tedy implementovatelny´,
na´stroj.
Vytvorˇ´ıme program, ktery´ nacˇte ze standardn´ıho vstupu textovy´ soubor, obsahuj´ıc´ı frag-
ment zdrojove´ho ko´du. Analyza´tor se pokus´ı tento ko´d prˇijmout jako rˇeteˇzec z prˇ´ıslusˇne´ho
jazyka, tj. bud’to anbncn nebo anbmcn. Pote´ analyza´tor na standardn´ı vy´stup vyp´ıˇse infor-
maci, zda vstupn´ı rˇeteˇzec patrˇil do dane´ho jazyka.
Soucˇa´st´ı programu bude jednoduchy´ lexika´ln´ı analyza´tor vstupn´ıch symbol˚u.
5.4 Analyza´tor jazyka deklarace globa´ln´ıch promeˇnny´ch
Upravena´ deklarace globa´ln´ıch promeˇnny´ch v prˇedstavene´m jazyce je izomorfn´ı s jazykem
Lnnn = anbncn. Mu˚zˇeme tedy vyuzˇ´ıt drˇ´ıve uvedene´ vy´sledky, zejme´na gramatiku G1,
popisuj´ıc´ı tento jazyk, a prˇ´ıslusˇnou LLd tabulku.
5.4.1 Hluboky´ za´sobn´ıkovy´ automat
Pouzˇit´ım algoritmu z 4.4.7 prˇevedeme gramatikuG1 na automat. Prˇipomenˇme, zˇe gramatika
vypada´ takto: G1 = (V,W, T, P, S)
V = {S,A,C, a, b, c}
W = {s, q, f}
T = {a, b, c}
P = {
• (s, S)→ (s,AC)
• (s,A)→ (q, aAb)
• (q, C)→ (s, cC)
• (s,A)→ (f, ε)
• (f, C)→ (f, ε)
} Vy´sledkem prˇevodu je na´sleduj´ıc´ı automat
• deepM = (Q,Σ,Γ, R, s, S, F )
• Q = {s, 〈s, S#〉, 〈s,AC〉, 〈q, AC〉, 〈f, C#〉, 〈f,##〉, $}
• Σ = {a, b, c}
• Γ = {#, S,A,C, a, b, c}
• F = {$}
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Prˇechodova´ funkce R je definova´na:
R = {
1. 1sS → 〈s, S#〉S,
2. 1〈s, S#〉S → 〈s,AC〉AC,
3. 1〈s,AC〉A → 〈q, AC〉aAb,
4. 2〈q, AC〉C → 〈s,AC〉cC,
5. 1〈s,AC〉A → 〈f, C#〉ε,
6. 1〈f, C#〉C → 〈f,##〉ε,
7. 1〈f,##〉# → $#,
}
Vid´ıme, zˇe pravidla automatu na druhe´ azˇ sˇeste´ pozici jsou analogiemi pravidel gramatiky.
Prvn´ı pravidlo slouzˇ´ı pouze k “odstartova´n´ı” vy´pocˇtu a je vzˇdy provedeno jako prvn´ı.
Posledn´ım pravidlem pak automat prˇejde do koncove´ho stavu.
5.4.2 LLd tabulka
Da´le budeme potrˇebovat LLd tabulku pro tento jazyk, vytvorˇenou v odstavci 4.4.6. Prˇecˇ´ıslujeme
pravidla a prˇejmenujeme stavy, aby tabulka odpov´ıdala automatu.
a b c $
(〈s, S#〉,S) 2 2
(〈s,AC〉,A) 3 5 5
(〈q, AC〉,C) 4
(〈f, C〉, C) 6
Tabulka 5.1: LLd tabulka pro jazyk Lnnn
5.4.3 Demonstrace analy´zy s vyuzˇit´ım LLd tabulky
Demonstrujme nyn´ı prakticky prˇijet´ı rˇeteˇzce z jazyka L = {anbncn} pomoc´ı uvedene´ tabulky
a hluboke´ho automatu.
Zvolme naprˇ´ıklad rˇeteˇzec aabbcc. Ten zrˇejmeˇ na´lezˇ´ı do jazyka L.
(s, aabbbaa, S#)
e ⇒ (〈s, S#〉, aabbcc$, S#) [1]
e ⇒ (〈s,AC〉, aabbcc$, AC#) [2 = LLd(〈s, S#〉, a)]
e ⇒ (〈q, AC〉, aabbcc$, aAbC#) [3 = LLd(〈s,AC〉, a)]
p ⇒ (〈q, AC〉, abbcc$, AbC#) [pop]
e ⇒ (〈s,AC〉, abbcc$, AbcC#) [4]
e ⇒ (〈q, AC〉, abbcc$, aAbbcC#) [3 = LLd(〈s,AC〉, a)]
p ⇒ (〈q, AC〉, bbcc$, AbbcC#) [pop]
e ⇒ (〈s,AC〉, bbcc$, AbbccC#) [4]
e ⇒ (〈f, C#〉, bbcc$, bbccC#) [5 = LLd(〈s,AC〉, b)]
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p ⇒ (〈f, C#〉, bcc$, bccC#) [pop]
p ⇒ (〈f, C#〉, cc$, ccC#) [pop]
p ⇒ (〈f, C#〉, c$, cC$) [pop]
p ⇒ (〈f, C#〉, $, C$) [pop]
e ⇒ (〈f,##〉, $,#) [6 = LLd(〈f, C#〉, $)]
e ⇒ ($, $,#) [7]
Automat ukoncˇil vy´pocˇet v koncove´m stavu, a rˇeteˇzec tedy byl prˇijat.
5.5 Pozˇadavky na program
Program bude prova´deˇt analy´zu syntakticky´ch konstrukc´ı odpov´ıdaj´ıc´ıch jazyku Lnnn, a to
pomoc´ı implementace hluboke´ho za´sobn´ıkove´ho automatu a LLd tabulky. Nebude obsaho-
vat graficke´ rozhran´ı, program bude spousˇteˇn v prostrˇed´ı prˇ´ıkazove´ho rˇa´dku. Vstupn´ı text
bude nacˇ´ıta´n ze standardn´ıho vstupu. Na standardn´ı vy´stup program vyp´ıˇse rˇeteˇzec “ANO”,
pokud vstup patrˇ´ı do jazyka Lnnn. Pokud vstup do tohoto jayzka nepatrˇ´ı, vyp´ıˇse program
na standardn´ı vy´stup rˇeteˇzec “NE”. V prˇ´ıpadeˇ chyby bude vypsa´no vhodne´ hla´sˇen´ı na stan-
dardn´ı chybovy´ vy´stup a beˇh programu skoncˇ´ı. Kazˇdy´ rˇa´dek je povazˇova´n za samostatny´
vstup, vy´stup tedy bude obsahovat tolik rˇeteˇzc˚u “ANO” nebo “NE”, kolik bylo na vstupu
rˇa´dk˚u.
Program bude da´le pr˚ubeˇzˇneˇ demonstrovat pr˚ubeˇh vy´pocˇtu tak, zˇe bude na standardn´ı
chybovy´ vy´stup zapisovat vhodneˇ forma´tovane´ informace o stavu za´sobn´ıku, aktua´ln´ım
vstupn´ım symbolu, prova´deˇne´m pravidlu aj. Zobrazova´n´ı teˇchto informac´ı bude mozˇno
zaka´zat pomoc´ı parametru na prˇ´ıkazove´m rˇa´dku.
5.6 Analy´za pozˇadavk˚u
Vyv´ıjena´ aplikace ma´ pracovat v jednoduche´m textove´m prostrˇed´ı. Vesˇkera´ jej´ı interakce s
okol´ım se bude odehra´vat prostrˇednictv´ım prˇ´ıkazove´ho rˇa´dku, resp. standardn´ıho vstupu a
vy´stupu. Za´rovenˇ z pozˇadavk˚u prˇirozeneˇ vyply´va´, zˇe bude vhodne´ pouzˇ´ıt objektoveˇ orien-
tovany´ prˇ´ıstup, nebot’ program se bude skla´dat z neˇkolika logicky oddeˇleny´ch komponent
(automat, lexika´ln´ı analyza´tor, . . . ). V d˚usledku toho zvol´ıme jako implementacˇn´ı jazyk
C++. Jde o jazyk, ktery´ podporuje objektovy´ prˇ´ıstup. Za´rovenˇ jde o kompilovany´ jazyk, a
konzolove´ aplikace jsou jedn´ım z jeho obvykly´ch prostrˇed´ı.
Program bude prova´deˇt tyto za´kladn´ı operace
• cˇten´ı vstupu
• lexika´ln´ı analy´za vstupn´ıho rˇeteˇzce
• syntakticka´ analy´za pomoc´ı hluboke´ho automatu a LLd tabulky
• prezentace vy´pocˇtu a vy´pis vy´sledku
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Vid´ıme, zˇe proble´m se v za´sadeˇ rozpada´ na dveˇ hlavn´ı cˇa´sti, tj. lexika´ln´ı a syntaktickou
analy´zu. Proto bude vhodne´ implementovat oddeˇleneˇ lexika´ln´ı analyza´tor, a teprve jeho
vy´stupy pouzˇ´ıt jak vstup hlavn´ıho analyza´toru.
5.7 Na´vrh
Prˇi implementaci vyuzˇijeme objektovy´ prˇ´ıstup; program se tedy bude skla´dat z neˇkolika
trˇ´ıd.
Na´zev trˇ´ıdy Popis
Automaton Hluboky´ automat. Obsahuje za´sobn´ık a stavove´
rˇ´ızen´ı.
Lex Lexika´ln´ı analyza´tor. Cˇte textovy´ standardn´ı vstup,
rozpozna´va´ jednotlive´ tokeny.
Parser Vlastn´ı syntakticky´ analyza´tor. Jako svou soucˇa´st
implementuje LLd tabulku, od objektu trˇ´ıdy Lex
prˇeb´ıra´ informace o tokenech a rˇ´ıd´ı vy´pocˇet,
prob´ıhaj´ıc´ı v objektu trˇ´ıdy Automaton.
Presenter Prezentacˇn´ı trˇ´ıda, vypisuj´ıc´ı pozˇadovane´
forma´tovane´ u´daje na vy´stup.
Tabulka 5.2: Prˇehled trˇ´ıd
5.7.1 Lex
Trˇ´ıda reprezentuj´ıc´ı jednoduchy´ lexika´ln´ı analyza´tor. Bude implementovat jednoduchy´ konecˇny´
automat, ktery´ bude rozpozna´vat trˇi typy vstupn´ıch rˇeteˇzc˚u podle na´sleduj´ıc´ı tabulky.
Token Vstupn´ı rˇeteˇzec
a real, int nebo bool
b identifika´tor, [a− zA− Z][a− zA− Z0− 9]∗
c true, false nebo cˇı´selny´ litera´l [0− 9]+[.]∗[0− 9]∗
x chybny´ vstup (rˇeteˇzec neodpov´ıdaj´ıc´ı zˇa´dne´m z vy´sˇe uvedeny´ch)
$ konec vstupn´ıho souboru
Tabulka 5.3: Rozpozna´vane´ rˇeteˇzce
Cˇten´ı bude prob´ıhat prˇ´ımo ze standardn´ıho vstupu. Vy´stupn´ım rozhran´ım bude verˇejna´
metoda poskytuj´ıc´ı prˇi kazˇde´m zavola´n´ı jeden token.
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Na´zev metody Popis
GetNextToken Vra´t´ı token odpov´ıdaj´ıc´ı vstupn´ımu rˇeteˇzci. Rˇeteˇzce
jsou na vstupu oddeˇleny b´ıly´mi znaky (mezera,
tabula´tor, konec rˇa´dku).
Tabulka 5.4: Metody trˇ´ıdy Lex
5.7.2 Automaton
Trˇ´ıda bude reprezentovat hluboky´ za´sobn´ıkovy´ automat. Bude implementovat za´sobn´ık
a potrˇebne´ operace nad n´ım. Da´le bude obsahovat rozhran´ı pro stavove´ rˇ´ızen´ı, pomoc´ı
ktere´ho bude mozˇne´ prova´deˇt vy´pocˇetn´ı krok automatu, tj. meˇnit jeho stav a prˇepisovat
netermina´ln´ı symbol na za´sobn´ıku. Pozˇadovane´ rozhran´ı a jeho vlastnosti shrnuje na´sleduj´ıc´ı
tabulka.
Na´zev metody Popis
MakeStep(zdrojovy´ stav, c´ılovy´
stav, n, netermina´l, rˇeteˇzec)
Provede jeden vy´pocˇetn´ı krok automatu. Zmeˇn´ı jeho
stav ze zdrojovy´ stav na c´ılovy´ stav a prˇep´ıˇse n-ty´
netermina´l na za´sobn´ıku na rˇeteˇzec
CanPop() Test, zda je mozˇne´ v aktua´ln´ı konfiguraci automatu
prove´st operaci pop
DoPop() Proveden´ı operace pop, tj. smaza´n´ı termina´lu z vr-
cholu za´sobn´ıku a prˇecˇten´ı tohoto termina´lu ze vs-
tupu
GetStateNterm(stav, neter-
mina´l)
Vra´t´ı aktua´ln´ı stav automatu a prvn´ı netermina´l na
za´sobn´ıku.
SetInchar(termina´l) Nastav´ı termina´l jako vstupn´ı symbol automatu.
Protozˇe operace cˇten´ı tokenu od lexika´ln´ıho ana-
lyza´toru pomoc´ı jeho metody GetNextToken je jed-
nora´zova´, nebude ji automat prova´deˇt. Termina´l mu
na vstup bude vkla´dat nadrˇazeny´ objekt syntak-
ticke´ho analyza´toru.
Accepted() Test, zda je automat ve stavu, kdy prˇijal vstupn´ı
rˇeteˇzec.
GetStack() Vra´t´ı rˇeteˇzec reprezentuj´ıc´ı obsah za´sobn´ıku
Tabulka 5.5: Metody trˇ´ıdy Automaton
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5.7.3 Presenter
Na´zev metody Popis
PrintResult(vy´sledek) Vyp´ıˇse vy´sledek vy´pocˇtu - rˇeteˇzec ANO nebo NE
PrintConfig(automat) Vyp´ıˇse aktua´ln´ı konfiguraci automatu - stav, obsah
za´sobn´ıku
Tabulka 5.6: Metody trˇ´ıdy Presenter
5.7.4 Parser
Zastrˇesˇuj´ıc´ı trˇ´ıda. Parser bude vytva´rˇet objekty Lex, Automaton a Presenter. Od lexika´ln´ıho
analyza´toru bude cˇ´ıst tokeny, od automatu zjist´ı jeho aktua´ln´ı konfiguraci. Pomoc´ı LL tab-
ulky, ktera´ je jeho atributem, rozhodne o dalˇs´ım kroku vy´pocˇtu automatu. V okamzˇiku, kdy
je docˇten vstup do konce, vola´n´ım trˇ´ıdy Presenter vypisuje vy´sledek. Parser implementuje
metodu, pomoc´ı n´ızˇ rozhoduje o dlasˇ´ım kroku.
Na´zev metody Popis
ChooseNextRule() Zvol´ı dalˇs´ı pravidlo na za´kladeˇ konfihurace au-
tomatu, vstupu a LLdeep tabulky
Tabulka 5.7: Metody trˇ´ıdy Parser
Cˇinnost Parseru by se dala popsat na´sleduj´ıc´ım pseudoko´dem:
begin
do
Lex.GetNextToken();
Parser.ChooseNextRule();
if rule not found then
Presenter.PrintResult(false);
exit;
else
Automaton.PerformRule();
while ( Automaton.CanPop()) do
Automaton.DoPop();
endwhile
endif
while not end of input
Presenter.PrintResult(Automaton.Accepted())
end
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5.8 Testova´n´ı
Cˇinnost programu byla oveˇrˇena na testovac´ıch vstupn´ıch datech. Vy´sledky shrnuje tab-
ulka 5.8.
Vstup Vy´stup
int int int aa bb cc 1 2 3 ANO
int int aa bb cc 1 2 3 NE
int int int aa bb cc dd 1 2 3 NE
int real bool alfa beta gama 1 2.9 true ANO
Tabulka 5.8: Vy´sledky test˚u
5.9 Vy´vojove´ prostrˇed´ı
K tvorbeˇ zdrojove´ho textu nebylo pouzˇito zˇa´dne´ integrovane´ prostrˇed´ı. Program byl prˇekla´da´n
v operacˇn´ım syste´mu GNU/Linux pomoc´ı kompila´toru g++ z kolekce GNU Compiler Col-
lection. Pro implementaci bylo pouzˇito pouze prostrˇedk˚u standardn´ıho C++, tedy zˇa´dne´
doplnˇuj´ıc´ı knihovny nebo komponenty.
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Kapitola 6
Za´veˇr
V te´to pra´ci jsem navrhl funkcˇn´ı metodu pro syntaktickou analy´zu jazyk˚u hluboky´ch
za´sobn´ıkovy´ch automat˚u. Metoda ve sve´ podstateˇ vycha´z´ı z obdobne´ metody pouzˇ´ıvane´ u
jazyk˚u bezkontextovy´ch. Pravdeˇpodobneˇ jde o rozsˇ´ıˇren´ı mozˇnost´ı analy´zy jazyk˚u LPDAdeep
oproti deterministicky´m hluboky´m automat˚um. Forma´ln´ı d˚ukaz, zˇe trˇ´ıda jazyk˚u analyzo-
vatelny´ch s pomoc´ı LLd tabulky je vlastn´ı nadtrˇ´ıdou trˇ´ıdy jazyk˚u deterministicky´ch DPDA,
ale chyb´ı. Postup takove´ho d˚ukazu by patrneˇ musel zahrnout vysˇetrˇen´ı (alesponˇ neˇktery´ch)
uza´veˇrovy´ch vlastnost´ı jak jazyk˚u z LPDAdeep, tak LDPDAdeep. Na jejich za´kladeˇ by pak
bylo mozˇno uka´zat existenci jazyka, ktery´ je analyzovatelny´ s pomoc´ı LLd tabulky, ale
nepatrˇ´ı do LDPDAdeep.
Dalˇs´ı kroky v oblasti syntakticke´ analy´zy jazyk˚u z LPDAdeep by mohly by´t vedeny
snahou o nalezen´ı silneˇjˇs´ıho na´stroje, nezˇ je metoda popsana´ v te´to pra´ci. Jak je uvedeno
v odstavci 4.3.9, LLd tabulku, tak jak byla definova´na, je mozˇne´ pouzˇ´ıt k rozhodova´n´ı
pouze prˇi expanz´ıch hloubky 1, tj. na u´rovni klasicky´ch za´sobn´ıkovy´ch automat˚u. Ve veˇtsˇ´ı
hloubce na za´sobn´ıku se mus´ıme spokojit s t´ım, zˇe po automatu budeme pro tyto expanze
pozˇadovat striktn´ı determinismus. Domn´ıva´m se, zˇe toto omezen´ı bude mı´t vliv na s´ılu
popsane´ho modelu. Tedy zˇe trˇ´ıda takto analyzovatelny´ch jazyk˚u sice velmi pravdeˇpodobneˇ
je vlastn´ı natrˇ´ıdou LDPDAdeep, ale na´stroj, ktery´ by umozˇnˇoval rozhodova´n´ı i prˇi hlubsˇ´ıch
expanz´ıch, pravdeˇpodobneˇ bude mı´t s´ılu jesˇteˇ vysˇsˇ´ı.
Hluboke´ za´sobn´ıkove´ automaty sice rozsˇiˇruj´ı mozˇnosti expanz´ı na za´sobn´ıku, ale sta´le
zachova´vaj´ı princip cˇten´ı pouze jednoho znaku vstupu. Stejneˇ tak v LLd tabulce ma´me
mozˇnost pod´ıvat se pouze na prvn´ı znak vstupu, a na jeho za´kladeˇ urcˇit pouzˇite´ pravidlo.
Bylo by tedy prˇirozeny´m rozsˇ´ıˇren´ım snazˇit se nale´zt zp˚usob, jaky´m rozsˇ´ıˇrit mozˇnosti analy´zy
tak, aby i expanze prova´deˇne´ hloubeˇji v za´sobn´ıku bylo mozˇne´ neˇjaky´m zp˚usobem rˇ´ıdit v
za´vislosti na vstupu. Jedn´ım ze zp˚usob˚u by mohlo by´t pouzˇit´ı v´ıcehlave´ho automatu, ktery´
ma´ v´ıce cˇtec´ıch hlav a mu˚zˇe je nastavovat na r˚uzna´ mı´sta vstupn´ıho rˇeteˇzce neza´visle na
sobeˇ. Proble´mem by ovsˇem sta´le z˚ustalo, jaky´m zp˚usobem urcˇit (nebo alesponˇ odhadnout),
ktera´ cˇa´st vstupn´ıho rˇeteˇzce ma´ “rˇ´ıdit” expanzi dane´ho netermina´lu v dane´m stavu.
Prˇ´ıbuzny´ vy´zkum by tedy podle me´ho na´zoru bylo vhodne´ smeˇrˇovat teˇmito smeˇry:
• vysˇetrˇen´ı uza´veˇrovy´ch vlastnost´ı LPDAdeep a LDPDAdeep
• zjiˇsteˇn´ı s´ıly prˇedstavene´ho modelu
41
• pokus o nalezen´ı silneˇjˇs´ı alternativy
V implementacˇn´ı cˇa´sti sve´ pra´ce jsem prˇedvedl praktickou realizovatelnost navrzˇene´
metody syntakticke´ analy´zy. Analyza´tor je ve sve´ soucˇasne´ podobeˇ sice pouze jednou´cˇelovy´,
nebot’ prˇij´ıma´ pouze jediny´ jazyk, ale jeho na´vrh umozˇnˇuje snadne´ rozsˇ´ıˇren´ı. Pravidla au-
tomatu jsou ulozˇena v datove´ strukturˇe a je mozˇne´ je libovolneˇ upravovat, stejneˇ tak LLd
tabulku. Proto by nemeˇlo by´t obt´ızˇne´ vytvorˇit naprˇ. modul, ktery´ nastav´ı automat podle
textove´ho popisu v extern´ım souboru, nebo prˇidat k programu graficke´ rozhran´ı umozˇnˇuj´ıc´ı
interaktivn´ı tvorbu a ovla´da´n´ı analyza´toru.
Prakticky´m d˚usledkem te´to pra´ce je zjiˇsteˇn´ı, zˇe existuje pomeˇrneˇ jednoduchy´ na´stroj
implementuj´ıc´ı analy´zu jazyk˚u lezˇ´ıc´ıch nad jazyky bezkontextovy´mi. To umozˇnˇuje pouzˇit´ı
slozˇiteˇjˇs´ıch jazykovy´ch konstrukc´ı, naprˇ. v syntaxi programovac´ıch jazyk˚u. Prˇedstaveny´
modelovy´ zp˚usob deklarace promeˇnny´ch sice pravdeˇpodobneˇ v praxi nebude prˇ´ıliˇs vyuzˇ´ıva´n,
ale nepochybneˇ se najdou syntakticke´ konstrukce, jejichzˇ prakticka´ uzˇitecˇnost bude vysˇsˇ´ı a
k jejich analy´ze bude pouzˇito pra´veˇ hluboky´ch za´sobn´ıkovy´ch automat˚u.
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Dodatek A
Na´vod k obsluze programu
A.1 Kompilace
Program je doda´va´n ve formeˇ zdrojovy´ch ko´d˚u jazyka C++, spolu se souborem Makefile.
V prostrˇed´ı podporuj´ıc´ım prˇ´ıkaz make je program zkompilovatelny´ jeho spusˇteˇn´ım v adresa´rˇi
se zdrojovy´mi ko´dy.
A.2 Vstupn´ı data
Program ocˇeka´va´ vstupn´ı rˇeteˇzce na standardn´ım vstupu. Je tedy mozˇne´ naprˇ. prˇesmeˇrovat
vstup ulozˇeny´ v textove´m souboru takto: deepparser >vstup.txt. Obsahem mohou by´t
libovolne´ textove´ rˇeteˇzce. Program ovsˇem prˇijme (vyp´ıˇse ”ANO”) pouze pro vstupy splnˇuj´ıc´ı
na´sleduj´ıc´ı omezen´ı:
• jde o jazyk anbncn, kde
• a je kl´ıcˇove´ slovo real, int nebo bool
• b je identifika´tor vyhovuj´ıc´ı regula´rn´ımu vy´razu [a− zA− Z][a− zA− Z0− 9]∗
• c je true, false nebo cˇ´ıselny´ litera´l [0− 9]+[.]∗[0− 9]∗
A.2.1 Prˇijate´ vstupy
Analyza´tor prˇijme naprˇ´ıklad na´sleduj´ıc´ı vstupn´ı rˇeteˇzce:
• int int int aa bb cc 1 2 3
• int real bool alfa beta gama 1 2.9 true
Kazˇdy´ rˇa´dek vstupn´ıho souboru je povazˇova´n za samostatny´ vstup.
A.3 Vy´stup
Na standardn´ı textovy´ vy´stup je zobrazova´n pouze vy´sledek analy´zy, tj ”ANO” nebo ”NE”.
Prˇ´ıpadne´ chyby jsou hla´sˇeny na stanradn´ı chybovy´ vy´stup. Na ten jsou take´ ve vy´choz´ım
nastaven´ı vypisova´ny rozsˇiˇruj´ıc´ı informace. Jejich vy´pis je mozˇne´ potlacˇit paramatrem -s.
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