We present a spectral Petrov-Galerkin method for the Boltzmann collision operator. We expand the density distribution f to high order orthogonal polynomials multiplied by a Maxwellian. By that choice, we can approximate on the whole momentum domain R 3 resulting in high accuracy at the evaluation of the collision operator. Additionally, the special choice of the test space naturally ensures conservation of mass, momentum and energy. By numerical examples we demonstrate the convergence (w.r.t. time) to the exact stationary solution. For efficiency we transfer between nodal and Maxwellian weighted Spherical Harmonics which are orthogonal w.r.t. the innermost integrals of the collision operator. Combined with efficient transformations between the bases and the calculation of the outer integrals this gives an algorithm of complexity O(N 7 ) and a storage requirement O(N 4 ) for the evaluation of the non linear Boltzmann collision operator. The presented method is applicable to a general class of collision kernels, among others including Maxwell molecules, hard and variable hard spheres molecules. Although faster methods are available, we obtain high accuracy even for very low expansion orders.
gives the mass density at time t and position x. Similar, the momentum density, energy density and temperature are defined in terms of moments of f : ρ(t, x) := The Boltzmann equation which governs the time evolution of f is
where the Boltzmann collision operator Q(f )(t, x, v) = Q(f (t, x, . ))(v) is Q(f (t, x, . ))(v) := R 3 S 2 B(v, w, e )[f (t, x, v )f (t, x, w ) − f (t, x, v)f (t, x, w)]de dw.
Here, v = 
The functions 1, v, |v| 2 are consequently termed collision invariants. Also, each φ satisfying Q(f )φ dv = 0 is a linear combination of the basic collision invariants [1] .
Another important property of Q we use in our numerical method is the kernel of the collision operator ker Q = {f : f (t, x, v) = ρ(t, x)e }. In context of the Boltzmann equation these Gaussian peaks are termed Maxwellians. Note that ker Q also characterizes stationary solutions of the homogeneous Boltzmann equation
The function B(v, w, e ) = B(|v − w|, (v−w)·e |v−w| ) is called collision kernel. It is the probability density that two particles with velocity v and w collide and result in velocities v and w. In many relevant cases, B factorizes B(v, w, e ) = b r (|v − w|)b θ ( (v−w)·e |v−w| ), with a power law for b r (|v − w|) = |v − w| β , with β ∈ [0, 1]. We refer to [1] for the mathematical theory of rarefied gas dynamics.
Numerical methods have to tackle several problems. That is the high dimensionality: (x, v) ∈ R 3×3 . The collision operator Q has a quadratic non linearity and requires typically O(ndof 3 ) operations for application, additionally its conservation properties shall hold on the discrete level.
Due to the complexity and the high dimensionality, stochastic methods such as Direct Simulation Monte Carlo methods [2] [3] [4] [5] are attractive from a computational point of view. Turning to deterministic methods, discrete velocity models are among the most popular ones. Simplified speaking, particles are only allowed to have velocities on a finite grid. Consequently, the collision mechanism needs to be discretized in such a way, that pre and post collisional velocities are nodes of the grid, while maintaining the main physical properties of the collisional process. We refer to [6] [7] [8] .
Widely used deterministic approaches are spectral methods [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Usually the density distribution is approximated by a trigonometric Fourier expansion on some bounded domain. These methods benefit from the orthogonality of the trigonometric expansion, giving efficient algorithms for the collision operator. On the other hand, the integrals defining the collision operator, as well as the approximation domain have to be truncated at the expense of accuracy. The periodicity of the trigonometric basis combined with the larger support of Q regarding the density distribution f may additionally produce aliasing errors.
The current work is the natural extension from 2 velocity dimensions, discussed in [19, 20] to 3. Closely related to these papers is the spectral method by Hiptmair et al. [21, 22] , being the extension of [23] from radially symmetric solutions to general ones. This method was conducted in parallel to our 2d paper. To the best of our knowledge this approach is not yet available for three velocity dimensions.
In a recent work by I. Gamba and S. Rjasanow [24] a similar expansion basis consisting of Spherical Harmonics and generalized Laguerre polynomials is constructed and used in a Petrov-Galerkin projection. A different scaling in the polynomial argument results in a non diagonal mass matrix. Efficiency considerations for the collision operator are not presented therein. The extension to spatially inhomogeneous problems is treated in [25] . Let us additionally state that in several situations, the non linear Boltzmann collision operator may be replaced by the BGK approximation, resulting in a simpler evolution equation for the unknown density f . We refer to [26] and the references therin for the BGK model. Numerical treatment of the BGK approximation can be found in [27] .
Our paper is specifically devoted to efficient application of the collision integrals. In contrast to spectral methods based on trigonometric expansion (which require a domain truncation), there is -to the best of our knowledge -no publication yet dealing with efficent evaluation of the collision operator in a polynomial spectral method on the unbounded velocity space. The presented algorithm impresses by low storage requirements of only O(N 4 ), where N is the number of unknowns per direction, what is a lower storage requirement as in Fourier spectral methods [18] . Calculations with 32 degrees of freedom for each Cartesian direction require less than 3 Megabytes. Combined with the good approximation properties of the trial space, lower expansion orders already yield highly accurate results (see sections 4.2,4.3) and therefore the higher numerical complexity of O(N 7 ) is compensated. In addition, using our algorithm for the evalution of the collision integral, matrix-matrix multiplications are performed almost exclusively, what enables the usage of highly optimized Lapack routines [28] .
A spectral projection for the homogeneous equation
We consider the homogeneous Boltzmann equation (3) for some f = f (t, v). In the sequel our spectral Petrov Galerkin projection for that equation is presented. Let us first motivate the choice of the trial space. Since Q is global in v, we propose a global trial space. In order to have the kernel and consequently the stationary solution in the trial space we choose the following space for approximating the density f :
is the space of polynomials of total degree N . The parameters V and T are the macroscopic velocity and temperature of the Maxwellian in the expansion. If they are chosen in accordance to f 's mean velocity and temperature we expect excellent approximation properties. Due to the conservation properties of Q, V and T can be chosen a priori. A motivation for the test space are the conservation properties of Q, which lead to
∂ ∂t E(t, x) = 0 and ∂ ∂t T (t, x) = 0. These conservations are naturally satisfied as soon as 1, v, |v| 2 are in the test space. This leads to our test space, which is
The Petrov-Galerkin projection now reads
To obtain (2) on the discrete level, the collision invariants need to be in V N . Consequently N = 2 is a minimum requirement.
Polynomial bases in
In this section we present the polynomial basis of P N (R 3 ) and Q N (R 3 ) we use. Q N (R 3 ) is the space of polynomials of partial degree N . To define the basis of Q N (R 3 ) we denote by (v ip , ω ip ), i = 0 . . . N the nodes and weights of a Gauss-Hermite quadrature [29] satisfying
The basis polynomials are defined as Lagrange collocation polynomials to the Gauss-Hermite quadrature nodes and are denoted by l:
The three dimensional basis is constructed as the tensor product of the 1D polynomials and its elements are denoted by L (N )
with j = (N + 1) 2 l + (N + 1)m + n. This is an orthogonal basis of Q N (R 3 ) resulting in a diagonal mass matrix:
ip and ω
ip correspond to a Cartesian product of Gauss Hermite formula with nodes v
The basis of P N (R 3 ) are scaled Hermite polynomials:
with h i denoting the scaled 1D Hermite polynomial of degree i [29, 30] . The scaling is such that e −|v| 2 h j (v) 2 dv = 1. The polynomial degree of H i,j,k is i + j + k, the polynomial degree w.r.t.
The mass matrix in the Hermite basis is also diagonal, i.e.
For given V and T , the polynomials are scaled and shifted in the argument to incorporate the above orthogonality relations in the basis. Thus, we have
With the above notation we additionally emphasize the scaling of the basis functions we use in practice.
Efficient evaluation of the collision integral
For the collision algorithm we need some additional preparations. First of all, we use the translational invariance of Q to make the collision integrals R 3 Q(f )φ dv independent of V . We also rescale v to obtain an explicit dependency on
signs to obtain
. Thus, our considerations concerning the collision operator can be done without shifted and scaled velocity, i.e. with centred bases.
Next we provide a representation for Q(f )φ dv needed for our algorithm.
Remark 2. A straight forward evaluation of the collision integrals for f ∈ V T ,V ,N requires evaluation of
Evaluating the above double sum for each j requires ndof 
Collision integrals in mean and relative velocity
Next, we express the collision integral in mean and relative velocities. We start with the representation from lemma 1. If we letv :
Throughout the integrand, f and φ are evaluated centered atv. This is a shift of the coordinate origin. Thus, we approximate f not on the grid associated with the Lagrange polynomials, but on a grid shifted by the mean velocityv. We denote this by fv(v) := f (v +v), the shifted test function is φv(v) = φ(v +v). Thus,
The scaling by
is to obtain Maxwellians with temperature 1 w.r.t.v andv. As before,
i ), i = 0 . . . n ip − 1 are weights and nodes of a 3D Gauss-Hermite quadrature rule. We refer to Q I as the inner collision operator.
Calculating fv 2
The point wise multiplication fv(v)fv(−v) = fv 2 (v) can be done efficient in the Lagrange basis, so we start with
we deduce that the appropriate Maxwellian for the fv 2 is e −2|v| 2 −2|v| 2 and that it's polynomial degree is 2N . Thus, we expand
The Lagrange polynomials collocation properties lead to
where µ j are the collocation nodes for L (2N ) . Incorporating the scaling from (11) we use µ j = 1 √ 2 v j , with v j the Gauss Hermite nodes of order 2N . The values p(v + µ j ) are obtained from
Due to symmetry of the nodes,
. A factorization into one dimensional shifts can be applied to the sum in (13),
We denote the shift matrix for a givenv by Sv, Sv ji = L i (v + µ j ). The calculation of the test functions L j (v +v) from the shifted Lagrange polynomials Lv(v) is achieved by the transposed matrix Sv [19, 20] for more details.
Thev integral
For the inner collision operator Q I we transform fv
) to a polynomial basis which gives a diagonal Q I . We first introduce the involved polynomial bases and then show how to obtain efficient transformations. We use the hierarchical Hermite polynomial basis from (6), a hierarchical basis in cylinder and finally a hierarchical basis in spherical coordinates.
Cylinder Hermite basis
We extend the polar basis from [19, 20] by a component in z direction. To that end we use the shorthand notation I(i, j) := 2j + i mod 2. We define the 2D Polar Laguerre basis of order i:
(r, φ) are the polar coordinates of
is the (scaled) associated Laguerre polynomial satisfying [29, 30] . Now we construct a basis of V N in cylinder coordinates. 
with (r, φ, v 3 ) being the cylinder coordinates of v. The indices are j = 0 . . . 0.5i , i = 0 . . . k and k = 0 . . . N .
Remark 5. Note that in definitions 3 and 4, the sin basis functions only appear when I(i, j) = 0. We keep that in mind, but for simplicity we do not explicitly distinguish this special case in the notation.
As is shown in [19, 20] , Ψ t i,j , t ∈ {cos, sin} is a polynomial of total degree i w.r.t. v 1 and v 2 . Multiplied by h k−i (v 3 ) gives a polynomial of total degree k w.r.t. to v.
In the subsequent lemmata we show that the Cylinder Hermite polynomials form a basis of P N (R 3 ) and are orthogonal w.r.t. to the Maxwellian weighted L 2 −inner product.
Lemma 6. The Cylinder Hermite polynomials are orthonormal w.r.t. to the Maxwellian weighted L 2 −inner product, i.e.
Proof. By the orthogonality of the Hermite polynomials we write
The value of the remaining integral is δ i,i δ j,j δ t,t as is shown in [19, 20] what concludes the proof.
Lemma 7. The Cylinder Hermite polynomials Θ t k,i,j (v), k = 0 . . . N, i = 0 . . . k, j = 0 0.5i and t ∈ {sin, cos} from definition 4 form a basis of P N (R 3 ).
Proof. Since the Cylinder Hermite polynomials are orthogonal, they are also linearly independent. Now for fixed i there are i + 1 basis polynomials. Summing over all i and k gives 
Spherical Laguerre Basis
t ∈ {cos, sin} denote the real valued Spherical Harmonic of degree i and order j [31] . These are defined as
is the Legendre function of degree i and order j [31] . From these we construct a 3D basis in spherical coordinates as given below.
L j i is the (scaled) generalized Laguerre polynomial satisfying [29, 30] .
Lemma 9. The Spherical Laguerre polynomials are orthonormal on R 3 w.r.t. the Maxwellian weighted inner product, i.e.
Proof. We start considering the case of even k and k . For simplicity we write 2k and 2k . Using spherical coordinates, v = re gives
The deltas w.r.t. i, j and t are due to the Spherical Harmonics forming an orthonormal basis on S 2 . The delta in k is due to the orthogonality of the generalized Laguerre polynomials L α k . For k and k both odd, the proof is the same. Similar to the proof of lemma 9 one obtains Lemma 11. The Spherical Laguerre polynomials are orthogonal w.r.t. the Maxwellian weighted inner collision operator, i.e.
Proof. We consider again the case of even k and k and again write 2k and 2k instead of k and k . As in the proof of lemma 9,v is transformed to spherical coordinates.
2i (e))de de.
The surface integral can be rewritten as
Using the Funk-Hecke theorem [31] we evaluate A to
For B we obtain B = λ 0 δ i,i δ j,j δ t,t .
Combining the values for A and B and using as before the orthogonality of the Laguerre polynomials completes the proof.
Transforming to a sparse inner collision operator
In the present subsection we write f instead of fv . Transforming nodal to hierarchical requires
where the equal sign has to be understood in terms of an L 2 projection. Projecting onto span{H i,j,k :
We define the 1D projection matrix P L→H ∈ R (N +1)×(2N +1) , with
)dv and obtain
We evaluate the triple sum via 3 single sums, corresponding to 3 1D transformations. Each of them requires N 4 operations for evaluation, giving O(N 4 ) complexity. Additionally, these transforms are executed as matrix multiplications, using efficient Lapack routines [28] .
The entries of the transformation matrix evaluate to
Hermite to Cylinder Hermite representation
In this subsection we use
. Note that we do not overload notation by explicitly deducing the cases (j = 0 ∧ i ∈ 2N), where no sin basis polynomial exists. Transforming to Cylinder Hermite polynomials requires
Projecting the Hermite polynomial representation onto the Cylinder Hermite polynomials results in
On the left side we obtain:
The two deltas can be written as δ k,k −i δ i+j,i = δ i+j+k,k δ i+j,i . Consequently, only equal degree polynomials (i + j + k and k ) interact. The second delta δ i+j,i is discussed in [19, 20] . Again, only equal degree polynomials w.r.t. (v 1 , v 2 ) interact (i + j and i ). Using the deltas we can write
This gives a very structured transformation from Hermite to Cylinder Hermite polynomials: We consider a fixed 0 ≤ k ≤ N and 0 ≤ i ≤ k and denote h k ,i : 
is independent of k such that it can be recycled for different total polynomial degrees k . Thus, we arrange the Hermite and Cylinder Hermite coefficients as
and define the block diagonal matrix P H→Θ := diag(P H→Θ 0 , . . . P H→Θ N ) (see figure 1 ) to obtain
The required operations for the transformation for a fixed (k , i ) is (i + 1) 2 . Thus, summing over i = 0 . . . k and k = 0 . . . N results in O(N 4 ) operations. The arising matrix multiplications are again performed with highly optimized Lapack routines [28] .
Figure 1: The structure of the projection matrix P H→Θ . The gray shaded blocks are the only non zero entries, the i -th block is of size (i + 1) × (i + 1).
Cylinder Hermite to Spherical Laguerre representation
As before we use the shorthand notation
j=0 t∈{cos,sin} , the sum over the Cylinder Hermite polynomials. Additionally we use
for the sum over the Spherical Laguerre polynomials. I 2N (k ) is the indicator function of the set 2N at k . We require
Projecting onto the Spherical Laguerre polynomials results in
Spherical coordinates for v and x 2 + y 2 = r 2 sin 2 (θ), as well as the abbreviation 2i + (k mod 2) =:
The deltas in the above integral simplify the sum in (18) to
.
We need to specify the range for i, i and j . From δ j ,I(i,j) we deduce that for non vanishing integrals either j ∈ 2N ∧ i ∈ 2N or j ∈ 2N + 1 ∧ i ∈ 2N + 1. Using I(i, j) = j we obtain the bounds for i:
The bounds for the j and i result in
With these two equations, we can state the transformation, which -for k ∈ 2N -is
This is a block diagonal matrix, with the first block of size ( k /2 + 1) × ( k /2 + 1) followed by 4 blocks of size
In the beginning, there are 3 blocks of size
2 . Then there are again 4 blocks of equal sizes (
For a fixed k the computational work is (
for even k and for odd k this is 3(
. Summing over k = 0 . . . N gives a transformation of complexity O(N 4 ).
Multiplication with b r
Now that we arrived at f
in the Spherical Laguerre basis, we consider the multiplication with b r (r). We define f
2) and project onto V N :
Now, expand f
, use b r (r) = r β and plug everything into (19) to arrive at:
The integral on the right hand side is exactly evaluated by Gauss Laguerre quadratures with weight function ω(x) = e −r r 2i +0.5(1+β) [29, 30] .
The transformation of the test functions
In order to consider the transformation of the test functions, we denote by P N →Φ : Q N → P N the transformation from nodal to hierarchical polynomials. For f ∈ P N ⊂ Q N there holds for each
Thus, testing with Lagrange polynomials is obtained by applying the transposed matrix P N →Φ t to Q I (fv 2 , Φ). Since P N →Φ = P Θ→Φ P H→Θ P N →H , the transposed matrix becomes
As a consequence it has the same asymptotic computational costs as the forward transformation. Finally, using the transformation of the test functions we obtain for the inner collision operator Q I
The collision algorithm
In this section we present the algorithm for the calculation of the collision operator.
Remark 12. Note that testing in V N is obtained from
with H denoting the vector of the Hermite polynomials.
To summarize the computational complexity and memory requirements, we note that the complexity for eachv is O(N 4 ). There are N 3 differentv nodes such that the complexity is O(N 7 ) in total. A reduction of computational costs can be obtained by the use of low order integration rules w.r.t.v. The complexity of our algorithm in terms of unknows per direction is higher than for Fourier-spectral methods [18] , but the better approximation properties of the weighted Hermite polynomials outweigh the higher effort. This is documented in examples 4.2 and 4.3.
The storage requirements are O(N 3 ) for the shift matrices and for the transformation from Hermite to Cylinder Hermite. O(N 2 ) is required for the transformation from Lagrange to Hermite polynomials and finally O(N 4 ) for the transformation from Cylinder Hermite to Spherical Laguerre. To take a concrete example, let N = 64, then only 22 Megabytes of memory are required to store the transformations and the solution vector. This very low memory requirements are a direct consequence of reducing the transformations to several 1d transforms.
Numerical results
All our computations were done on Intel(R) Xeon(R) CPU E7-8867 v3 CPUs. The computation times for a single evaluation of the collision operator are documented in table 1. We note good scalability when the parallelization is done w.r.t. thev nodes.
Maxwell molecules -BKW solution
In a first example we consider a constant kernel B(v, w, e ) = 
This is one of the few analytically available solutions of the non linear Boltzmann equation [32] [33] [34] . K(t) is given by K(t) = 1 − e − t /6 . To obtain a non negative initial condition, t 0 has to be greater than 6 ln( 5 /2), what is satisfied if t 0 = 5.5. For a given t ≥ t 0 , f BKW has a density ρ(t) = 1, a mean velocity V (t) = 0 and a temperature T = 1. Thus, to have the stationary solution exactly in our trial space we use V 2,(0,0,0) t ,N . Figure 4 shows the error w.r.t. time for different numbers of integration nodes w.r.t. v. In sub figures a and b we use n ip = N integration points for each direction to integrate w.r.t.v. In sub figures c and d we chose less integration points w.r.t. the mean velocity, n ip = 0.75N . This gives a similar result as for the exact integration w.r.t.v. However, sub figures e and f show that a too low order quadrature forv yields worse convergence (n ip = 0.5N ). In figure 2 we show the maximum of the errors from figure 4 over time. This numerically confirms exponential convergence w.r.t. N . We like to point out that in case of radially symmetric solutions, the fast algorithm proposed in [18] is able to exploit this symmetry and consequently becomes very efficient in that case. The errors at the same number of unknowns per direction are comparable.
Maxwell molecules -moments
Consider again the constant collision kernel B = 1 4π . The initial condition is a sum of 2 Maxwellians:
where ρ 1 = ρ 2 = 1 2 , T 1 = T 2 = 1 and V 1 = (2, 2, 0) t and V 2 = (−2, 0, 0) t . This is an initial condition with density ρ = 1, V = (0, 1, 0) t and T = There is no exact solution known, but formulas for the momentum flow P and the energy flux q exist.
For the initial condition (21) the non zero entries of these are given by
We present the results in figures 3 and 5. In figure 3a we depict the maximum error in the moments over time from which we deduce exponential convergence for the moments. Figure 5 shows the error in second and third order moments over time. Note that already very low expansion order N = 8 gives a reasonable accuracy of 1e − 4 for the moments.
hard sphere molecules -moments
We consider again the initial condition (21), but now for a different collision kernel
The moments and their errors are shown in figures 3 and 6. The errors were calculated using a reference solution of order N = 22 with a time step dt = 0.001. The maximal errors over time are shown in figure 3b , from which we again deduce exponential convergence of the method. A comparison with the results presented in [18] shows also a good agreement.
angular dependent collision kernel -moments
Now the collision kernel is given by
We consider once more the initial condition (21) . The time evolution of the moments is depicted in figure 7 . They are in good agreement with those published in [18] . We note that in the case of anisotropic solutions, the method proposed in [18] requires a higher number of unknons per direction (33) , to reach a similar error in the approximation of the moments than we do with order 9 polynomials. Without taking the constants into account, we require 9 7 operations compared to 74 · 33 4 operations.
Conclusion
In the present paper we developed an efficient algorithm for the Boltzmann collision operator in the unbounded velocity space. This enables us to include the collision invariants in the test space. Consequently, the conservation properties of the collision operator are naturally carried forward to the discrete 
