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Abstract
Automatically learning thematic clusters in net-
work data has long been a challenging task in
machine learning community. A number of ap-
proaches have been proposed to accomplish it, uti-
lizing edges, vertex features, or both aforemen-
tioned. However, few of them consider how the
quantification of dichotomous inclination w.r.t. net-
work topology and vertex features may influence
vertex-cluster preferences, which deters previous
methods from uncovering more interpretable la-
tent groups in network data. To fill this void, we
propose a novel probabilistic model, dubbed Rela-
tional Thematic Clustering with Mutually Preferred
Neighbors (RTCMPN). Different from prevalent
approaches which predetermine the learning sig-
nificance of edge structure and vertex features,
RTCMPN can further learn the latent preferences
indicating which neighboring vertices are more
possible to be in the same cluster, and the dichoto-
mous inclinations describing how relative signifi-
cance w.r.t. edge structure and vertex features may
impact the association between pairwise vertices.
Therefore, cluster structure implanted with edge
structure, vertex features, neighboring preferences,
and vertex-vertex dichotomous inclinations can be
learned by RTCMPN. We additionally derive an
effective Expectation-Maximization algorithm for
RTCMPN to infer the optimal model parameters.
RTCMPN has been compared with several strong
baselines on various network data. The remarkable
results validate the effectiveness of RTCMPN.
1 Introduction
Relational data, e.g., friends on social networking sites and
cited documents in scientific corpora, are ubiquitous in the
real world. Network, which contains a set of vertices and
edges, respectively representing data samples and sample-
sample relations, is thereby ideal for preserving illustrative
information on the data samples and complex sample-sample
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relationships. Due to its universality, how to effectively ana-
lyze the network data has been of great importance. Among
various analytical tasks on network data, cluster analysis is
one of the most important, and it is directly related to many
real-world applications, such as social group detection [He et
al., 2019b], social recommendation [Yang et al., 2013], bi-
ological module discovery [Airoldi et al., 2008], and topic
modeling in scientific articles [Chang and Blei, 2009].
Cluster analysis in networks has been a long-lasting and
challenging problem in machine learning community. A
number of approaches, which are either heuristic or model-
based, have been proposed to effectively uncover the net-
work clusters, by feat of maximizing the group-wise ver-
tex cohesiveness regarding edge density, vertex features, or
both aforementioned. For example, modularity maximiza-
tion [Clauset et al., 2004], which aims at optimizing the dif-
ference in terms of density of vertices in the same group
and that if the vertices are randomly grouped, is a prevalent
heuristic measure for cluster analysis, and it has been incor-
porated into many approaches to network clustering, e.g., Fast
unfolding algorithm [Blondel et al., 2008]. Besides, mod-
ern machine learning techniques, including spectral analy-
sis [Shi and Malik, 2000; Wang et al., 2019a], matrix fac-
torization (MF) [Yang et al., 2013; Wang et al., 2016; Ye et
al., 2018; Xu, 2019], and probabilistic modeling [Chang and
Blei, 2009; Peng et al., 2015; Bojchevski and Gu¨nnemann,
2018], have also been used to build effective model-based
approaches to immediately uncover network clusters. Not
only utilizing edge structure, but also incorporating vertex
features, model-based approaches can unfold network clus-
ters and simultaneously improve the interpretability of them
by summarizing their themes. Thus, many recent methods at-
tempt to adapt cutting-edge learning techniques to discover
clusters in various network data.
Though very effective in uncovering network clusters via
simultaneously learning in edge structure and features, most
prevalent approaches perform the task only relying on ob-
served data, and have to predefine the learning significance
of structure and features. They inevitably overlook the latent
neighbor preference indicating which proximal vertices are
more possible to be in the same cluster, and hidden dichoto-
mous inclination describing how relative significance of net-
work topology and vertex features may trigger a pair of ver-
tices to be related. To fill this void, in this paper, we propose a
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novel probabilistic model, dubbed Relational Thematic Clus-
tering with Mutually Preferred Neighbors (RTCMPN), to
learn vertex-cluster membership, concerning not only edge
structure and features, but also the latent neighborhood con-
straints and corresponding vertex-wise dichotomous inclina-
tion about topology and features. The contributions of this
paper can be summarized as follows:
• We propose RTCMPN, which is a novel probabilis-
tic model for revealing clusters in the network data.
RTCMPN is able to learn the latent neighboring pref-
erences, that indicate which proximal vertices have the
same cluster membership, considering the vertex-wise
dichotomous inclination w.r.t. network topology and
features. Modeling the associations between vertex-
cluster membership and the mentioned latent neigh-
boring preference, edge structure, and vertex features,
RTCMPN is capable of learning more meaningful clus-
ters in the network data.
• For RTCMPN, we design a novel generative process
for generating network data, based on which, we for-
mulate the clustering task as optimizing a unified like-
lihood function. We also derive a novel Expectation-
Maximization algorithm for learning the optimal vari-
ables, and parameters of the model.
• RTCMPN has been extensively compared with a number
of strong baselines on various network datasets. The ex-
perimental results show that RTCMPN outperforms all
the baselines on most datasets, which validate the effec-
tiveness of the proposed model.
The rest of this paper is organized as follows. In Section 2,
the previous works related to the proposed model are inves-
tigated. In Section 3, we elaborate the proposed RTCMPN,
derive the EM algorithm for learning the model parameters,
and analyze the computational complexity of the proposed
model. The extensive experiments that are used to verify the
effectiveness of RTCMPN are presented in Section 4. In the
last section, we conclude the paper and discuss future works.
2 Related works
To effectively discover clusters in network data, a num-
ber of approaches have been proposed. Some of them are
able to uncover clusters utilizing network topology. For
example, Clauset-Newman-Moore algorithm [Clauset et al.,
2004], Stochastic block model (SBM) [Airoldi et al., 2008;
Peng et al., 2015], Deep autoencoder-like nonnegative matrix
factorization (DANMF) [Ye et al., 2018], Modularized non-
negative matrix factorization (M-NMF) [Wang et al., 2017],
and Normalized cut (Ncut) [Shi and Malik, 2000] are widely
used approaches, which perform the task of network cluster-
ing utilizing either edge structure or topological similarities.
More recent methods attempt to discover clusters as well
as learn the descriptive features of them. For example, Re-
lational topic models [Chang and Blei, 2009], Communities
from edge structure and node attributes (CESNA) [Yang et
al., 2013], Semantic community identification (SCI) [Wang
et al., 2016], Adaptive semantic community detection
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Figure 1: Graphical representation of Relational Thematic Cluster-
ing with Mutually Preferred Neighbors. Shaded and blank circles
represent data and latent variables, respectively.
(ASCD) [Qin et al., 2018], Contextual correlations preserv-
ing graph clustering [He et al., 2019b], Attributed Markov
random filed model [He et al., 2019a], and Multi-view spec-
tral clustering [Kumar et al., 2011; Wang et al., 2019a], are
prevalent approaches, which perform the task of network
clustering by incorporating edge structure with vertex fea-
tures. It is observed that none of the previous methods for
network clustering considers simultaneously modeling latent
neighborhood constraints and corresponding vertex-wise di-
chotomous inclination about topology and features. This mo-
tivates us to propose a novel model to fill the void.
3 Relational thematic clustering with
inclination aware neighbors
In this section, we elaborate the proposed RTCMPN. First, we
introduce the mathematical notations. The model structure is
then introduced according to the newly designed generative
process. At last, we derive an EM algorithm to infer the op-
timal parameters of RTCMPN and analyze the computational
complexity of the model.
3.1 Notations
Given a network composed of N vertices, |E| edges, M ver-
tex features, and K ground-truth clusters, we use two binary
matrices Y ∈ {0, 1}N×N and F ∈ {0, 1}M×N to represent
whether two vertices are connected and whether a vertex has
a corresponding feature, respectively. We denote Z ∈ RN×N+
andG ∈ RN×N+ as the observed vertex-vertex similarities in
terms of vertex topology and its features, respectively. In this
paper, cosine similarity is adopted to compute the mentioned
likeness. The (i, j)-th element, i-th row, and j-th column of
a matrix Y are denoted as Yij , Yi·, and Yj , respectively.
To build the proposed model, we use K, M , and N multino-
mial parameters Vi·, Uk, and Hk to respectively represent
the cluster preference of vertex i, the feature-theme propor-
tion for cluster k, and the vertex-proportion for cluster k. We
use N dimensional multinomial variables Xi· and binomial
variables Si· to represent latent neighbor preference and di-
chotomous inclination of topology and features of vertex i.
3.2 The generative process
RTCMPN takes into account the modeling of edge structure,
vertex features, latent neighbor preference, and dichotomous
inclination. Therefore, we design a novel generative process
for the model, and the corresponding graphical representation
is depicted in Fig. 1. Given a set of network data, RTCMPN
generates them according to the process shown as follows.
• For each vertex i, draw K and N dimensional multino-
mial parameters Vi·, Xi·, and binomial parameters Si·
as cluster preference, latent neighbor preference, and di-
chotomous inclinations;
• For each cluster k, draw M and N dimensional multi-
nomial parameters Uk and Hk as cluster theme and
cluster-vertex proportion;
• For each pair of vertices, draw Xij ,Si,Sj ,Zij ,Gij ∼
Boltzmann(−ij |C), where ij = −Xij(Si1Sj1Zij +
Si2Sj2Gij); drawYij ∼ Poisson(·|
∑
kVikVjk);
• For each vertex i, draw Fji ∼ [
∑
kVikUjk]
Fji ; draw
Vik,
∑
lXilHlk ∼ N (Vik −
∑
lXilHlk|0, λi);
where λi, and C are the precision of Gaussian distribution,
and product of Boltzmann constant and temperature, respec-
tively. Given such a generative process, it is found that
RTCMPN is fundamentally different from previous models
for network clustering. Besides considering modeling edge
structure and cluster themes utilizing vertex-cluster member-
ship, RTCMPN further learns the latent neighboring pref-
erence (X), according to the adaptive dichotomous inclina-
tions (S) and corresponding observed similarities (Z andG).
Such neighbor preference is used to regularize the vertex-
cluster preference via the estimated cluster-vertex propor-
tions, so that pairwise vertices possessing similar topologi-
cal/feature inclinations and local neighbors are more possible
to be assigned with similar cluster membership. RTCMPN
is also different from previous approaches to learning adap-
tive neighbors [Nie et al., 2014; Wang et al., 2019a; Wang et
al., 2019b], as they are neither capable of modeling vertex-
wise topological/feature inclinations, nor designed for net-
work clustering. By making use of RTCMPN, one can ac-
quire more descriptive information in the network, including
latent cluster structure, cluster themes, vertex-wise topologi-
cal/feature inclination indicating how the vertex is related to
others, and the neighboring structure within each cluster.
3.3 The joint likelihood
Based on the generative process introduced in Section 3.2, the
joint likelihood of the proposed model is:
p(Y,F,Z,G,V,U,X,H,S|λ) =∏
i 6=j
p(Yij |
∑
k
VikVjk) ·
∏
i,k
p(Vik,
∑
l
XilHlk|λi)
·
∏
i,j
p(Fji|
∑
k
VikUjk)·
∏
i6=j
p(Xij ,Si,Sj ,Zij ,Gij).
(1)
Taking the logarithm of the joint likelihood and substituting
the aggregation operators with corresponding matrix opera-
tors, we have:
L(Y,F,Z,G,V,U,X,H,S|λ) = K
∑
i
log
√
λi
−
∑
i,k
λi
2
[Vik − (XH)ik]2+
∑
i,j
Fjilog(UV
T )ji∑
i6=j
[Yij log(VV
T )ij−(VVT )ij ]− logA
+
∑
i6=j
[Xij(Si1Sj1Zij + Si2Sj2Gij)] + const,
(2)
whereA is the normalization term for Boltzmann distribution,
which is
∑
i 6=j exp{−ij}, and const contains the terms that
are irrelevant to all the latent variables. Based on Eq. (2), we
can observe that the joint likelihood of the proposed model
may increase when the edges are generated by appropriate
cluster preferences of the corresponding bridging vertices,
the features are appropriate cluster themes, and preferred
neighbors are in the same cluster. Therefore, the vertex-
cluster preferences which we expect RTCMPN to learn can
be achieved when Eq. (2) is maximized.
3.4 Learning RTCMPN
As Eq. (2) shows, it is intractable to directly optimize the
model through point estimation since the summation opera-
tors are embedded into the logarithm operator. As a result,
the latent variables, including V and U, can only be op-
timized via approximation methods. In this paper, we de-
rive an alternative manner for updating the latent variables of
the model, based on Expectation-Maximization (EM) frame-
work [Dempster et al., 1977]. In the E-step of each iteration,
RTCMPN constructs an auxiliary function which manifests
the lower bound of the log-likelihood function regarding the
latent variables. Then, this lower bound is maximized by
RTCMPN in the M-step. By iteratively updating the latent
variables using EM algorithm, the proposed model can con-
verge in a finite number of iterations.
E-step
To derive the lower bound of Eq. (2) in E-step, we use the fol-
lowing well known property of the concavity of logarithmic
functions:
log(
∑
k
xk)≥
∑
k
ak log(
xk
ak
), if
∑
k
ak=1, xk > 0.
(3)
Based on it, we may derive the following auxiliary function as
the lower bound of the joint likelihood of RTCMPN (Eq. (2)):
L(Y,F,Z,G,V,U,X,H,S|λ) ≥ Q(θ, φ) =∑
i 6=j
[Yij
∑
k
θij,k log(
VikVjk
θij,k
)−(VVT )ij ]
+
∑
i,j
[Fji
∑
k
φji,k log(
VikUjk
φji,k
)] +
∑
i
K log
√
λi
−
∑
i,k
λi
2
[V2ik − 2(XH)ikVik + (XH)2ik]− logA
+
∑
i 6=j
Xij(Si1Sj1Zij + Si2Sj2Gij) + const,
θij,k =
VikVjk∑
kVikVjk
, φji,k =
VikUjk∑
kVikUjk
.
(4)
In E-step, we set the plug-in variables, including θij,k and
φji,k as Eq. (4) shows, so that these plug-in variables directly
take effect on the corresponding latent variables of the model.
Then, we are able to maximize Eq. (2) via pushing-up the
lower bound Q(θ, φ).
M-step
In M-step, we maximize the lower bound Q(θ, φ), which is
shown in Eq. (4), by simply performing point estimation. To
optimize Q relevant to latent variable Vik, we construct the
following Lagrangian function:
L(Vik, ν) = Q(θ, φ)− ν[
∑
k
Vik − 1], (5)
where ν denotes the Lagrange multiplier in terms of the unity
constraint of Vi·. Letting the partial derivative w.r.t. Vik of
Eq. (5) be equal to zero and substituting ν, we may derive the
updating rule forVik:
Vik =
∆ik
∑
k
Vik
Λik
+Vik
Λik
∑
k
Vik
Λik
+
∑
k
Vik∆ik
Λik
,
∆ik=2
∑
j
Yijθij,k +
∑
j
Fjiφji,k + λi(XH)ikVik,
Λik = 2
∑
j
Vjk + λiVik.
(6)
Similarly, we may obtain the updating rules for Ujk, Xij ,
Hjk, and Sid for d ∈ {1, 2}. The rule for updatingUjk is:
Ujk =
∑
iFjiφji,k∑
i,j Fjiφji,k
. (7)
The updating rule forXij is:
Xij =
∆ij
∑
j
Xij
Λij
+Xij
Λik
∑
j
Xij
Λij
+
∑
j
Xij∆ij
Λij
,
∆ij =[λi(VH
T)ij+ηij]Xij,ηij =Si1Sj1Zij+Si2Sj2Gij ,
Λij =λi(XHH
T )ij+ηij
exp{−ij}
A
.
(8)
The updating rule forHjk is:
Hjk =
Hjk(XV)jk
∑
j
Hjk
(XTXH)jk
+Hjk
(XTXH)jk
∑
j
Hjk
(XTXH)jk
+
∑
j
Hjk(XV)jk
(XTXH)jk
. (9)
The updating rule for Sid is:
Si1 =
Si1(
Si1
(ΨS)i1
+ Si2(ΦS)i2 )(∆S)i1 + Si1
(ΨS)i1(
Si1
(ΨS)i1
+ Si2(ΦS)i2 )+(
Si1(∆S)i1
(ΨS)i1
+ Si2(ΛS)i2(ΦS)i2 )
,
Si2 =
Si2(
Si1
(ΨS)i1
+ Si2(ΦS)i2 )(ΛS)i2 + Si2
(ΦS)i2(
Si1
(ΨS)i1
+ Si2(ΦS)i2)+(
Si1(∆S)i1
(ΨS)i1
+ Si2(ΛS)i2(ΦS)i2 )
,
∆ij = XijZij ,Λij = XijGij ,
Ψij =XijZij
exp{−ij}
A
,Φij =XijGij
exp{−ij}
A
.
(10)
Finally, λi can be updated through performing MLE:
λi =
K∑
k[Vik − (XH)ik]2
. (11)
By iteratively performing E-step and M-step, RTCMPN will
converge to local optima in a finite number of iterations. The
process of variable learning of RTCMPN has been summa-
rized in Algorithm 1.
Algorithm 1 Relational thematic clustering with mutually
preferred neighbors (RTCMPN)
Input: Network Data: Y, F, Z,G
Output: Cluster preference for each vertex {Vi·}Ni=1;
Cluster themes {Uk}Kk=1; Vertex-cluster proportion
{Hk}Kk=1; Latent neighborhood preference {Xij}Ni,j=1;
Vertex-wise topology/feature inclination {Si·}Ni=1
1: InitializeU,V,X, S,H, λi;
2: t← 0;
3: while t < Tmax do
4: t← t+ 1;
5: E-Step: Set lower bound of Eq. (2) by Eq. (4);
6: M-Step: Maximize the lower bound via:
7: Updating Vik, Ujk, Xij , Hjk, Sid, and λi by Eqs.
(6)-(11);
8: Compute Log likelihood L(t) by Eq. (2);
9: if L(t) − L(t−1) ≤  then
10: break;
11: end if
12: end while
13: Identify cluster label for each vertex usingV.
3.5 Complexity analysis
Based on the E-step and M-step shown in Eq. (4), and
Eqs. (6)-(11), the complexity of the proposed model can be
approximately analyzed as follows. In E-step, setting lower-
bounder forVik, andUjk follows the order of O(K). In M-
step, updatingVik andUjk follows the order ofO(3N+M),
and O(2N), respectively. For Xij , RTCMPN considers only
Dataset Type N |E| M K
Ego-facebook Soc 4039 88234 1283 191
Google+ Soc 107614 3755989 13966 463
Washington Doc 230 366 1579 5
UAI Doc 3363 33300 4971 19
Wiki Doc 2405 17981 4973 17
Biogrid Bio 5640 59748 4286 200
Table 1: Statistics of datasets used in the experiments. Soc, Doc, or
Bio represents whether the dataset is a social, document, or biologi-
cal network.
those connected vertices to improve the computational effi-
ciency. Thus, updatingXij ,Hjk, Sid, and λi follows the or-
der of O((e+ 2)K), O((N + 2)e), O(4e), and O((e+ 1)K),
where e represents the average vertex degree.
4 Experimental analysis
In this section, we conduct a series of experiments on real-
world datasets, including social network, document net-
work, and biological network to validate the effectiveness of
RTCMPN against state-of-the-art methods.
4.1 Experimental setup
Baselines for comparison
Ten approaches are selected as baselines, which can be cat-
egorized into three classes. Ncut [Shi and Malik, 2000],
SBM [Peng et al., 2015], M-NMF [Wang et al., 2017], and
DANMF [Ye et al., 2018] are four prevalent methods utilizing
network topology to uncover clusters. k-means [MacKay and
Mac Kay, 2003] is an effective vertex-feature-based approach
to network clustering. MVSC [Kumar et al., 2011], CESNA
[Yang et al., 2013], SCI [Wang et al., 2016], ASCD [Qin et
al., 2018], and GMC [Wang et al., 2019a] are state-of-the-art
approaches to network clustering, which utilize both network
structure and vertex features to unfold clusters in the network.
In our experiments, we used the source codes of all the
baselines provided by the authors for implementation and
configured the baselines by using either default settings or
recommended ones. Specifically, CESNA does not need any
predefined parameter. For the rest of the baselines, includ-
ing SBM, M-NMF, DANMF, k-means, MVSC, CESNA, SCI,
ASCD, and GMC, we used the default settings recommended
by the authors. For the number of clusters, i.e., K, which
has to be determined by all the baselines except CESNA, and
the proposed model, we set it to be equal to the number of
ground-truth clusters of the testing dataset. All of the experi-
ments were performed on a workstation with 6-core 3.4GHz
CPU and 32GB RAM and all approaches were executed 10
times to obtain a statistically steady performance.
Dataset description
We used six real-world networks with verified ground-truth
clusters as testing datasets, including two social graphs, three
document networks, and one biological network. These
real-world networks have different sizes and different num-
bers of vertex features. Ego − facebook (Ego) [Leskovec
and Mcauley, 2012] and Google+ (Gplus) [McAuley and
Leskovec, 2014] are two social networks whose vertices and
edges respectively represent the social networking users and
their social relationships. Washington (Wash) [Lu and
Getoor, 2003], UAI , and Wiki [Lu and Getoor, 2003] are
three widely used document networks, whose vertices and
edges represent the documents, and the citations/hyperlinks
between pairwise documents, respectively. Biogrid [Stark et
al., 2006] is a biological network used to describe the interac-
tions between proteins in Saccharomyces cerevisiae. The
statistics of these testing datasets are summarized in Table 1,
where N is number of vertices, |E| is the number of edges,
M is the number of vertex features, and K is the number of
ground-truth clusters, respectively.
Evaluation metrics
Two prevalent metrics, that are Normalized Mutual Infor-
mation (NMI) [He and Chan, 2018] and the Accuracy
(Acc) [He et al., 2019a], are used in our experiments to eval-
uate the performance of different approaches. According to
their definitions, larger values of NMI and Acc indicate a
better matching between the detected clusters and the ground-
truth.
4.2 Clustering performance comparison
Social community detection, document segmentation, and
biological module identification are typical applications of
network clustering. In our experiment, we used the afore-
mentioned networks to test the effectiveness of different ap-
proaches. The experimental results (in terms of NMI and
Acc) of all algorithms are summarized in Table 2.
When the detected clusters are evaluated by NMI ,
RTCMPN outperforms all the other baselines in five testing
datasets, and ranks the second-best on Biogrid dataset. In
five datasets out of six, RTCMPN is better than the second
best approach by at least 5%. Specifically, inEgo−facebook
dataset, RTCMPN performs better than SBM by 8.36%. In
Google+, RTCMPN outperforms DANMF by 54.58%. In
Washington, and Wiki, RTCMPN is better than k-means
by 12.72%, and 45.55%, respectively. In UAI , the proposed
model outperforms GMC by 16.69%.
When Acc is considered, RTCMPN still performs robustly
when compared with other baselines. RTCMPN can ob-
tain the best performance in terms of Acc in all the testing
datasets, except Biogrid, where it ranks the second best.
RTCMPN may outperform the second best approaches by at
least 10% in four datasets. InEgo−facebook andGoogle+,
RTCMPN outperforms SBM by 12.54% and 111.89%, re-
spectively. In UAI , RTCMPN is better than SCI by 16.83%.
In Wiki, RTCMPN outperforms DANMF by 24.54%.
From the experimental results in terms of NMI and Acc,
we can observe that RTCMPN is effective in network cluster-
ing. It is the novel model structure that makes the proposed
approach outperform other baselines. Considering model-
ing the latent neighboring preference which is also aware of
topology/feature inclinations of each vertex, RTCMPN is able
to assign similar cluster membership to those vertices having
analogous structure of latent local neighbors and preference
in terms of topology and feature. More meaningful clusters
can thereby be uncovered by the proposed model.
Dataset Ego-facebook Google+ Washington UAI Wiki Biogrid
Metrics NMI Acc NMI Acc NMI Acc NMI Acc NMI Acc NMI Acc
Ncut 53.646 44.689 5.122 14.921 16.151 63.043 16.855 29.527 8.638 17.588 83.458 3.245±0.162 ±0.520 ±0.587 ±0.188 ±0.981 ±0.652 ±0.272 ±0.164 ±0.412 ±0.208 ±0.262 ±0.098
SBM 63.527 52.959 9.871 27.669 12.838 46.522 28.693 43.622 22.670 36.715 88.868 8.528±0.403 ±0.186 ±0.437 ±0.175 ±0.007 ±0.048 ±0.276 ±0.104 ±0.008 ±0.748 ±0.734 ±0.363
M-NMF 26.428 33.147 6.315 17.269 18.019 46.522 17.160 25.968 17.168 36.923 81.938 4.078±1.646 ±0.944 ±0.753 ±1.198 ±1.366 ±0.913 ±1.422 ±1.624 ±1.064 ±1.759 ±0.988 ±0.635
DANMF 56.447 43.352 10.423 13.723 13.225 50.233 31.812 43.816 33.889 50.148 70.885 8.865±0.601 ±1.493 ±1.685 ±0.631 ±0.541 ±1.395 ±1.497 ±0.834 ±0.803 ±1.201 ±0.468 ±0.227
k-means 40.461 29.116 6.421 10.385 26.738 68.043 33.947 42.284 33.972 41.435 89.163 8.475±0.818 ±0.248 ±0.572 ±0.036 ±3.936 ±2.826 ±3.402 ±3.613 ±1.947 ±0.478 ±0.454 ±0.284
MVSC 12.710 14.236 7.580 14.192 12.737 47.826 13.624 27.059 16.736 19.958 77.401 4.609±0.318 ±0.272 ±0.983 ±0.961 ±0.279 ±0.001 ±0.190 ±0.327 ±0.306 ±0.187 ±0.249 ±0.098
CESNA 57.513 46.124 10.164 26.783 22.177 64.929 17.536 23.839 9.374 24.738 80.088 2.570±1.119 ±1.118 ±0.601 ±0.441 ±0.536 ±0.664 ±0.566 ±0.570 ±0.185 ±0.144 ±0.353 ±0.112
SCI 44.025 35.113 10.241 15.812 6.912 53.043 29.673 44.643 22.012 38.843 92.028 12.720±0.509 ±0.124 ±0.775 ±0.065 ±0.680 ±0.435 ±1.397 ±1.091 ±0.536 ±0.108 ±0.195 ±0.063
ASCD 45.857 35.746 6.704 17.505 19.967 59.908 24.688 30.370 26.965 32.952 86.296 6.986±0.249 ±0.087 ±1.232 ±0.578 ±0.637 ±5.760 ±1.256 ±0.504 ±1.256 ±0.083 ±0.314 ±0.124
GMC 55.770 44.194 9.435 21.143 23.962 66.522 34.009 30.865 18.788 31.102 70.564 7.092±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0 ±0
RTCMPN 68.836 59.599 16.112 58.628 30.138 69.565 39.686 52.156 49.447 62.453 91.116 12.163±0.115 ±0.301 ±0.256 ±0.064 ±2.387 ±2.574 ±1.426 ±0.921 ±1.045 ±1.672 ±0.164 ±0.333
Table 2: Clustering Performance Evaluated by NMI and Acc (mean ± std. deviation). The best performance on each dataset is highlighted
in bold.
Figure 2: Model convergence in testing datasets
4.3 Model convergence test
In addition to derive the EM algorithm for updating the la-
tent variables of RTCMPN, we also investigated the conver-
gence speed of the proposed method on real network datasets.
Specifically, we recorded the value of log-likelihood func-
tion for the first 300 iterations on all the six datasets. As
depicted in Fig. 2, the value of log-likelihood converges to a
stable value in finite iterations, which showcases the capabil-
ity of the derived EM algorithm to guarantee the model con-
vergence and attain the optimal clustering results efficiently.
4.4 Scalability comparison
To show the scalability of RTCMPN, we compared the com-
putational time of RTCMPN with CESNA, which is a well
known efficient model-based approach to network cluster-
ing. The optimization time used by RTCMPN in datasets
Ego − facebook, Google+, Washington, UAI , Wiki,
and Biogrid are 246.43, 12756.90, 1.95, 212.87, 131.89,
and 585.99 seconds, respectively. While, the optimization
58
X(58,2814): 0.139
X(2814,58): 0.7801
2814
S(58,1):0.5303
S(58,2):0.4697
S(2814,1):0.4622
S(2814,2):0.5378
58-Features
Anonymous 1
Anonymous 3
Anonymous 10
Anonymous 25
Anonymous 51
Anonymous 68
Anonymous 115
Anonymous 116
Cluster Theme
Anonymous 106
Anonymous 115
Anonymous 116
Anonymous 185
Anonymous 620
2814-Features
Anonymous 10
Anonymous 25
Anonymous 39
Anonymous 106
Anonymous 115
Anonymous 359
Anonymous 1090
Boldface: Feature shared
by cluster and vertex
Italic: Feature shared
by vertices
Figure 3: Mutually preferred neighbors in Ego−facebook dataset.
time used by CESNA in the corresponding datasets are 372,
19320, 12.250, 850, 342, and 4080 seconds, respectively.
It can be seen that the efficiency of RTCMPN outperforms
CESNA.
4.5 Case study on mutually preferred neighbors
To verify whether the proposed model can uncover clusters
by considering the mentioned latent preference and dichoto-
mous inclinations, we conducted a detailed analysis on the
clusters discovered by RTCMPN and provide a concrete ex-
ample. Figure 3 illustrates a pair of cluster members correctly
detected by RTCMPN in Ego− facebook dataset. Why they
are correctly detected in the same cluster can be explained
using the depicted latent information learned by RTCMPN. It
is observed that the mutual neighboring preferences between
vertex 58 and 2814 are both larger than 0.1, which is a rela-
tively high value in view of the size of the dataset (N=4039).
As the topology/feature inclinations of these two vertices are
very similar, RTCMPN deduces they are very possible to
be associated (mutually preferred) and consequently learns
high neighboring preferences. The clustering performance of
RTCMPN is thereby improved by assigning such mutually
preferred vertices with similar cluster membership.
Conclusion
In this paper, we propose a novel probabilistic model for
network clustering, dubbed Relational Thematic Cluster-
ing with Mutually Preferred Neighbors (RTCMPN). Differ-
ent from previous approaches which mainly utilize network
topology and vertex features to unfold clusters in the net-
work, RTCMPN further learns the latent preferences indi-
cating which vertices and their neighbors are more possible
to be in the same cluster, according to the vertex-wise di-
chotomous inclinations w.r.t. topology and features. Such
latent neighboring preferences are then used to guide the
proposed model to assign more analogous cluster member-
ship to those vertices having similar proximal preferences
and topology/feature inclinations. More interpretable clus-
ters can thereby be learned by the proposed model. Having
been compared with a number of strong baselines on vari-
ous types of networks, RTCMPN is found to be more effec-
tive in unfolding network clusters. In future, we will further
improve the interpretability of RTCMPN via developing the
fully Bayesian version of the model and enhance its efficiency
by deriving stochastic learning algorithms for model infer-
ence.
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