Introduction 36

Motivation 37
The development of a method to quantify greenhouse gas (GHG) emissions from distributed 38 sources using long-term, continuous measurements remains an open problem with important 39 applications for the control, regulation and financial valuation of GHG emissions. California's 40
Global Warming Solutions Act (California AB 32), for example, established a GHG Cap-and-41
Trade program which includes an enforceable GHG emissions cap and tradable permits to large 42 GHG emitters such as refineries, power plants, and industrial facilities (CARB, 2013). The 43
California Cap-and-Trade Offset Verification Program will rely primarily on a bottom-up 44 framework for regulatory verification of all GHG reductions and removal enhancements. 45 However, the credibility of such a regulatory framework for GHG emissions depends on a 46 reliable method for independent verification and long term monitoring of the actual emissions of 47 market participants. The recent development of a robust and accurate cavity ring-down 48 spectrometer (CRDS; Crosson, 2008) -and the associated field calibration systems (Welp et al, 49 2012) -has made long-term, continuous field measurements of CO 2 and CH 4 concentrations 50 feasible on national, regional and local spatial scales (Sloop & Novakovskaia, 2013) . With the 51 proliferation of CRDSs, and the availability of large volumes of continuous GHG concentration 52 data, a new problem has arisen; namely a lack of capable modeling tools and strategies to 53 interpret the measurements in the context of top-down inventories. 54 55
This paper is an assessment of the capability of the Weather Research and Forecasting (WRF) 56
Large-eddy simulation software (hereafter WRF-LES) to model passive scalar dispersion, and 57 thereby GHG dispersion, in the atmospheric boundary layer (ABL). The advantage of WRF-LES 58 over other LES codes is that WRF-LES is integrated within the broader WRF source code which 59 has multi-scale (synoptic to mesoscale) weather simulation capabilities. Two-way nesting of 60 mesoscale and local (LES) scale boundary conditions will be feasible for operational modeling in 61 the near future (Talbot et al, 2012) . This capability will facilitate realistic simulations of 62 dispersion from distributed, local scale GHG emissions sources; a process which is significantly 63 impacted by mesoscale forcing. A recent investigation of the influence of different subgrid-scale 64 (SGS) stress models on ABL turbulence simulation in WRF-LES by Kirkil et al (2012) showed 65 that representation of surface layer turbulence at the resolved scale is especially poor in WRF-66 LES, particularly in the neutrally stratified ABL. Poor representation of surface layer turbulence 67 occurred regardless of the chosen SGS model and was attributed to excessive artificial diffusion 68 in the numerical differencing scheme (E. Bou-Zeid, Personal communication, 2012). Thus the 69 goals of this assessment are twofold. The first is to conduct a detailed investigation and 70 validation of passive scalar dispersion in the ABL modeled using WRF-LES. The second is to 71 understand how WRF-LES can be used as a modeling tool to interpret and derive source 72 information from long-term GHG concentration time series measured in the ABL. 73 74
The WRF-LES model and setup for numerical experiments are discussed in Section 2. Stokes equations are (Deardorff, 1970) 
where is the component of filtered velocity field, is the filtered pressure and is the 139 subgrid-scale stress tensor. and are the fluid kinematic viscosity and density, respectively. 140 is a general forcing term, e.g. Coriolis force due the earth's rotation. represents a spatial 141 derivative while is a derivative with respect to time. Einstein's summation notation is used in 142
Eqs. 1 and 2 where , ∈ 1,2,3 . Closure of Eq. 2 is obtained by modeling (for more details 143 of SGS models in WRF-LES see Kirkil et al, 2012) . Eqs. 1 and 2 are written for incompressible 144 flow and represent an approximation the full compressible solution that is solved in WRF-LES. 145
The WRF-LES dynamical core uses finite differences (rather than a pseudospectral method) to 146 compute spatial derivatives. Passive scalar dispersion is modeled in WRF-LES by solving the 147 filtered advection-diffusion equation for the atmospheric boundary layer 148 ,
where is the resolved (filtered) scalar mass concentration, is the SGS scalar mass flux and 149 is the continuous source function. Molecular diffusion is assumed to be negligible in the 150 high Reynolds number limit. The SGS scalar flux is modeled as , where K ϕ is the 151 SGS scalar eddy diffusivity coefficient. 152 153
Nieuwstadt (1992) defined the downwind trajectory of a scalar concentration field in terms of the 154 centroid and first moment of the spatial distribution of the concentration field. The parameters 155 used in this paper to describe the downwind plume trajectory in the x-z plane are (see Figure 1 ): 156 the local (or instantaneous) plume centerline height ( ), the average plume centerline height ( ̅ ), 157 the total vertical dispersion ( ), the total vertical dispersion relative to the source height ( ′), 158 the spreading component about the local centerline height ( ) and the meandering component 159 about the average centerline height ( ). Analogous parameters are also defined for the 160 crosswind trajectory in the x-y plane. The reader is referred to Nieuwstadt (1992) and Appendix 161
A for mathematical definitions of these variables. 162
WRF configuration 163
Namelist Option
Setting ( The WRF-LES 'namelist' configuration used in this study is listed in Table 1 . Fifth and third-165 order finite difference schemes for momentum and scalars were used in the horizontal and 166 vertical directions, respectively. The third order Runge-Kutta scheme was used for time 167 integration. The passive scalar for ABL dispersion simulations was activated by setting the 168 'tracer_opt' namelist parameter to a value of '2'. A mass source of passive scalar was initialized 169 by modifying the tracer variable loop in 'solve_em.F' subroutine. Periodic lateral boundary 170 conditions were enforced for the velocity, temperature and scalar, and a no 171 penetration/absorption condition was enforced for the scalar at the lower and upper boundaries 172 so that the total scalar mass within the domain was conserved. 173
Description of Numerical Experiments 174
Seven simulation cases were run for a range of ABL stability conditions from neutral through 175 strongly convective, and six different domain configurations were used. The aerodynamic 176 
Validity of CPS to ILS transformation 236
Continuous point source releases of passive scalars were modeled as instantaneous line sources 237 under the assumption of Taylor's hypothesis (Willis & Deardorff, 1976) . The transformation 238 between downwind distance and time is , where is the mean wind speed at the 239 average vertical centerline height of the plume ̅ . This transformation is only valid when the 240 intensity of turbulent velocity fluctuations is small compared to the mean wind speed, i.e. 241 ≪ 1 . Figure 4 shows vertical profiles of velocity variances divided by mean wind 242 speed for all simulations. The assumption of Taylor's hypothesis is not valid for case B3 but is 243 reasonable for the other cases. Dosio et al (2003) found that, although the CPS to ILS 244 transformation was not strictly valid for their B3 case, the mean downwind trajectory of the 245 dispersion field matched experimental data quite well. Nevertheless, Figure 4 indicates that 246 concentration fluctuations from the ILS dispersion field in the B3 boundary layer may not be 247 directly comparable to concentration fluctuations from a CPS released in the same turbulence 248 field, so data from the B3 case was not used to investigate scalar concentration fluctuations. 249 
Plume trajectories 250
A dimensionless downwind distance parameter 251 
is defined after Willis & Deardorff (1976) , where x is the downwind distance from the source 252 and t is the downwind travel time (consistent with the transformation described in Section 3.2). 253
A modified dimensionless downwind distance X m is defined by substituting the convective 254 velocity scale in Eq. 3 with a mixed velocity scale w m . w m applies when the buoyant and shear 255 turbulent production are of similar magnitude. Moeng & Sullivan (1994) proposed the 256 relationship * 5 * . Figure 5 shows the components of mean dispersion parameters 257 (see Figure 1 ) modeled with WRF-LES for a surface layer release in the CBL compared with 258 data from laboratory experiments. The modeled mean dispersion parameters generally fall within 259 the range of the experimental data, with the exception of the total horizontal crosswind 260 dispersion (Figure 5c ) which becomes smaller than the experimental data for X > Figure 1 and Appendix A for descriptions of these variables). Figure 7 shows contours of dimensionless mean concentration * ̅ , , / for a 280 surface layer source in the B3 simulation. 8b). Figure 9 confirms self-similarity of the crosswind horizontal concentration profiles in the 295 neutral boundary layer simulation (Shaughnessy & Morton, 1977) . The slight negative skewness 296 apparent in Figure 9 occurred because the mean wind direction was not exactly parallel to the 297 direction of the ILS when the source was initialized due to the Coriolis force. Although the data 298 shown in Figure 9 are for a surface layer source, self-similarity was also observed for the ground 299 level source. 300 Figure 10 with data from 314 Henn & Sykes (1992) . The data do not match exactly because the sources were located at 315 slightly different heights in the boundary layer, however, the magnitudes of the data are similar. 316
Mean concentration profiles 279
The larger standard deviation of the WRF-LES data may also be due to the higher spatial 317 resolution used in our simulations compared to Henn & Sykes. 318 at the surface although their lowest measurements did not extend below 0.05z i . The WRF-LES 326 data in Figure 12a are approximately self-similar. However, although there is a local maximum 327 in the vertical profiles at z/σ z ≈ 0.75, the normalized variance approaches a value of 1 at the 328 surface rather than 0. The vertical profiles for the surface layer source (Figure 12b ) exhibit the 329 correct upward trend for , but also show a local maximum in concentration variance at 330 the surface. Figure 13 shows crosswind horizontal profiles of normalized concentration variance 331 at different distances downwind at the height of plume vertical centerline for the surface layer 332 release (z s = 0.07z i ). The data in Figure 13 exhibit the weak peak in concentration variance that 333 occurs at y/σ y ≈ 0.5 consistent with wind tunnel data (see Figure 7 in Fackrell & Robbins; 1982) . 334
The data in Figure 13 are not expected to preserve self-similarity. 335 
Intermittency factor for ground-level sources 336 337
The intermittency factor (γ) for a timeseries of an arbitrary scalar (c) is defined as the fraction of 338 time during which the magnitude of c exceeds some threshold value (c T ): ≡ ⁄ , T is the total 339 length of the timeseries and τ is the total length of time during which c > c T . The intermittency 340 factor is an alternative metric to standard statistical moments for quantifying concentration 341 variability in timeseries of measurements. Figure 14 shows contours of γ in the x-z plane along 342 the horizontal centerline of the plume for ground-level releases in simulations B5, SB2 and N. 343
Direct comparison of γ with data from experiments or other LES studies is difficult because γ 344 depends on both source area relative to the characteristic length scale of turbulence (Fackrell & 345 Robbins, 1982) with the wind tunnel data of Fackrell & Robbins (1982) . The most interesting feature of Figure  353 14 is the gradient in γ that occurs near the surface downwind of sources in the convective 354 boundary layer (Figures 14a,b) . That gradient may provide the ability to estimate the source-355 sensor distance for sources upwind of an in situ concentration measurement in the daytime 356 atmospheric surface layer. 357 numerical diffusion in the dynamic solver which causes poor resolution of surface layer
Discussion
