The two most popular censoring schemes are type-I and type-II censoring schemes. Hybrid censoring scheme is a mixture of type-I and type-II censoring schemes. In this paper we mainly consider the analysis of hybrid censored data when the lifetime distribution of the individual item is a two-parameter generalized exponential distribution. It is observed that the maximum likelihood estimators can not be obtained in closed form. We propose to use the EM algorithm to compute the maximum likelihood estimators. We obtain the observed Fisher information matrix using the missing information principle and it can be used for constructing the asymptomatic confidence intervals. We also obtain the Bayes estimates of the unknown parameters under the assumption of independent gamma priors using the importance sampling procedure. One data set has been analyzed for illustrative purposes.
Introduction
The two most common censoring schemes are termed as type-I and type-II censoring schemes.
Briefly, they can be described as follows; consider n items under observation in a particular experiment. In the conventional type-I censoring scheme, the experiment continues up to a pre-specified time T . On the other hand the conventional type-II censoring scheme requires the experiment to continue until a pre-specified number of failures R ≤ n occur. A mixture of type-I and type-II censoring schemes is known as the hybrid censoring scheme and it can be described as follows. Suppose n identical units are put to test under the same environmental conditions and the lifetime of each unit is independent and identically distributed (i.i.d.)
random variables. The test is terminated when a pre-chosen number R, out of n items have failed or a pre-determined time T , on test has been reached.
Therefore, under this censoring scheme we have one of the following two types of observations;
Case I: {y 1:n < . . . < y R:n < T } Case II: {y 1:n < . . . < y d:n < T }, if 0 ≤ d < R and y d:n < T < y d+1:n , here y 1:n < y 2:n < . . . denote the observed failure times of the experimental units. A schematic representation of the hybrid censoring scheme is provided in Figure 1 . Epstein [8] first introduced the hybrid censoring and it has been used in reliability acceptance test in MIL-STD-781C [19] . Epstein [8] analyzed the data under the assumption of exponential lifetimes of the experimental units. Epstein [8] also proposed a two-sided confidence intervals of the mean lifetime without any formal proof. Some modifications of Epstein's proposition were suggested by Fairbanks et al. [9] . Chen and Bhattacharya [2] provided the exact confidence interval of the exponential parameter based on the exact con- In this paper we consider the analysis of the hybrid censored lifetime data when the lifetime of each experimental unit follows a two-parameter generalized exponential (GE)
distribution. The two-parameter GE was originally proposed by Gupta and Kundu [11] and it has received considerable attention in the recent years because of its flexibility and wide scale applicability. See for example, the review article by Gupta and Kundu [13] on recent development of the GE distribution. Two-parameter GE distribution with the shape parameter α > 0 and scale parameter λ > 0 has the probability density function (PDF) for x > 0 as;
From now on a two-parameter GE distribution with the PDF (1) will be denoted by GE(α, λ) and the corresponding CDF will be denoted by F GE (x; α, λ).
The aim of this paper is two fold. First we consider the point and interval estimates of the unknown parameters based on the frequentist approach. It is observed that the MLEs of the unknown parameters can not be obtained in closed form. We propose to use the EM algorithm similarly as in Ng et al. [20] , to compute the MLEs. Using the missing information principle we calculate the observed Fisher information matrix, which can be used for constructing the asymptotic confidence intervals of the unknown parameters. The second aim of this paper is to consider the Bayesian inference for the unknown parameters when the data are hybrid censored. The Bayes estimates can not be obtained in closed form.
Using the importance sampling procedure we obtain the Bayes estimates and also the HPD credible intervals under the assumptions of independent gamma priors of both the shape and scale parameters. We have used one data set for illustrative purpose.
Rest of the paper is organized as follows. In section 2, we provide the EM algorithm.
The Fisher information matrix is provided in section 3. Bayesian inferences are presented in section 4. Analysis of one data set and discussions appear in section 5.
EM Algorithm
Based on the observed data, ignoring the additive constant, the log-likelihood function for Case I and Case II can be written as
Note that for Case I, d = R and c = y R:n , and for Case II, 0 
For the 'E'-step of the EM algorithm, one needs to compute the pseudo log-likelihood function
For further development we need the following results. The proofs can be obtained similarly as in Ng et al. [20] .
and Z j and Z k for j = k are conditionally independent.
Result 2: Given d and Y 1:n = y 1:n , . . ., Y d:n = y d:n < T , the conditional PDF of Z j , for
Note that we can write;
where
Now the 'M'-step involves the maximization of the pseudo log-likelihood function (4) . Therefore, if at the k-th stage the estimate of
The maximization of (9) can be performed by using similar technique as of Gupta and Kundu [12] . First find λ (k+1) by solving a fixed point type equation as
The function h(λ) is defined as follows;
In this section we present the observed Fisher information matrix obtained using the missing value principles of Louis [18] . The observed Fisher information matrix can be used to construct the asymptotic confidence intervals. The idea of missing information principle is as follows;
Observed information = Complete information − Missing information.
Let us use the following notation; θ = (α, λ), Y = the observed vector, W = the complete data, I W (θ) = the complete information, I Y (θ) = the observed information, I W |Y = the missing information. Then (11) can be expressed as
The complete information I W (θ) is given by
The Fisher information matrix of the censored observations can be written as
So we obtain the observed information as
and naturally, the asymptotic variance covariance matrix of θ can be obtained by inverting
Note that I W (θ) and I W |Y (θ) are both of the order 2 × 2. We present all the elements of both the matrices. The elements of the matrix I W (θ) for complete data set are already available in Gupta and Kundu [12] . We report it here for completeness purpose. If the (i, j)-th element of the matrix I W (θ) is denoted by a ij (α, λ), they they are as follows;
dx.
Now we present I W |Y (θ). If
Bayes Estimates
In this section we consider the Bayes estimates of the unknown parameters. Unfortunately, when both the parameters are unknown then there does not exist any natural conjugate priors. In this paper similarly as in Raqab and Madi [21] or Kundu and Gupta [16] , it is assumed that α and λ have the following independent gamma priors;
Here all the hyper parameters a 1 , b 1 , a 2 , b 2 are assumed to be known and non-negative.
Based on the observed sample {y 1:n , . . . , y d:n }, from the hybrid censoring scheme the likelihood function becomes;
The joint posterior density function of α and λ can be written as
Therefore, the Bayes estimate of any function of α and λ, say θ(α, λ) under the squared error loss function is;
It is not possible to compute (17) analytically in this case. We will provide a simple importance sampling procedure to compute the point estimate of any function of α and λ, similarly as in Raqab and Madi [21] . Using the idea of Chen and Shao [3] we obtain its HPD credible interval also.
Note that the joint posterior density function of α and λ (16) can be written as
where g α|λ (a * 1 , b * 1 ) is a gamma density function with the shape and scale parameter as a *
is a gamma density function with the shape and scale parameter as a *
respectively. Moreover,
is a function of α and λ. The PDF of a gamma density function with the shape and scale parameters as a and b respectively is
and it will be denoted by gamma(a, b).
Similarly as in Raqab and Madi [21] , it is quite easy to obtain a simulation consistent estimator of θ B using the importance sampling scheme as follows;
• Step 3: Repeat Step 1 and Step 2, N times and obtain (α 1 , λ 1 ), . . . , (α N , λ N ).
• Step 4: The Bayes estimate of θ under squared error loss function can be approximated
Now we obtain the credible interval of θ. Let us denote π(θ|data) and Π(θ|data) as the posterior density function and posterior distribution function of θ respectively. Also let θ (β)
be the β-th quantile of θ, i.e.
where 0 < β < 1. Observe that for a given θ * ,
where 1 θ≤θ * is the indicator function. Then a simulation consistent estimator of Π(θ * |data)
can be obtained as
Let {θ (i) } be the ordered value of {θ i }, and denote
Therefore, θ (β) can be approximated by
To obtain a 100(1-β)% HPD credible interval for θ, let R j = θ 
Data Analysis and Discussions
In this section we perform the following data analysis for illustrative purpose. The data set is from Lawless [17] We have created two artificially hybrid censored data sets from the above uncensored data set, using the following censoring schemes: Scheme 1: R = 20, T = 100 and Scheme 2: R = 15, T = 75. In both the cases we have estimated the unknown parameters using the MLEs and the Bayes estimates. For computing the MLEs we have used the EM algorithm as described in Section 2 and also computed the 95% confidence intervals using the observed Fisher Finally we should mention that our method can be used for other censoring plans also, for example type-I, type-II, Type-II hybrid (see for example Childs et al. [4] or progressive censoring plans. More work is needed in these directions.
