Abstract. Efficient decision procedures for arithmetic play a very important role in formal verification. In practical examples, however, arithmetic constraints are often mixed with constraints from other theories like the theory of arrays, Boolean satisfiability (SAT), bit-vectors, etc. Therefore, decision procedures for arithmetic are especially useful in combination with other decision procedures. The framework for such a combination is implemented at Stanford in the tool called Cooperating Validity Checker (CVC) [SBD02] . This work augments CVC with a decision procedure for the theory of mixed integer linear arithmetic based on the Omega-test [Pug91] extended to be online and proof producing. These extensions are the most important and challenging part of the work, and are necessary to make the combination efficient in practice.
Introduction
Formal verification methods benefit greatly from efficient automatic decision procedures. There has been ample research in developing efficient decision procedures for various satisfiability problems like Boolean satisfiability (SAT [MMZ · 01,MSS99]), bit-vectors [Möl98] , linear integer and real arithmetic, etc.
In practical examples, constraints from different theories are often mixed together. For example, it is not uncommon to see a constraint like the following: ¾ £ Ý · Ü Þ ´Üµ Þ ¾ £ Ý · Ü℄ ¼ which belongs to the combined theory of arithmetic, arrays, and uninterpreted functions. Consequently, there is a need for a decision procedure for the combination of theories. Several combination methods like Nelson-Oppen [NO79] , Shostak [Sho84] , and their variants [RS01, BDS02a] have been developed. All these methods impose certain requirements on the individual decision procedures in order to achieve a sound, complete, and efficient combination. Satisfying these requirements greatly improves the usability of the individual decision procedures.
One of the tools that combine decision procedures is the Cooperating Validity Checker (CVC [SBD02] ) developed at Stanford. It is based on the framework of cooperating decision procedures developed by Barrett [BDS02a] which, in turn, is based on Nelson-Oppen [NO79] and Shostak [Sho84] frameworks. Each decision procedure in the framework is responsible for solving the satisfiability problem for only one particular theory and does not interact directly with the other theories.
The current implementation involves decision procedures for the theory of uninterpreted functions, the theory of arrays [SBDL01] , the theory of datatypes, and the theory of linear arithmetic over integers and reals, which is the subject of this paper. Additionally, Boolean combinations of constraints are handled on the top level by the SAT solver [BDS02b] based on Chaff [MMZ · 01]. Thus, CVC as a whole serves as a decision procedure for the quantifier-free first-order theory of equality with arrays, recursive datatypes, and linear arithmetic [BDS00] .
As with all combination methods, CVC imposes certain requirements on the individual decision procedures. In particular, each decision procedure must be online and proof producing. Online means that a new constraint can be added to the set of existing constraints at any time, and the algorithm must be able to take it into account with only incremental amount of work. When the set of constraints is determined to be unsatisfiable, the algorithm must also produce a proof of this fact.
Additionally, the theory of linear arithmetic is extended with the predicate ÒØ´Øµ, which evaluates to ØÖÙ on a real-valued arithmetic term Ø, when Ø evaluates to an integer.
The decision procedure must be able to handle constraints of the form ÒØ´Øµ and ÒØ´Øµ in addition to the usual linear arithmetic constraints. The reasons for the above requirements can be better understood from the architecture of CVC. At a very high level, CVC can be viewed as a SAT solver [DP60] which solves the satisfiability problem of the Boolean skeleton of the first-order formulas. Each time the SAT solver makes a decision, a new constraint is submitted to the appropriate decision procedure. Since decisions are dynamic, decision procedures must be able to receive a new constraint and process it efficiently (the online requirement).
Modern SAT solvers [SS96,MSS99,MMZ · 01] use conflict clauses and intelligent backtracking to enhance performance. Backtracking implies that the solver may retract some constraints dynamically, hence, the decision procedure must support this operation. From an implementation point of view, this means that all the internal data structures in the decision procedure must be backtrackable.
To construct a conflict clause, one needs to identify those decisions made by the SAT solver which lead to a contradiction. CVC identifies such decisions by extracting them from the proof that the decision procedure constructs when it derives a contradiction. This explains the need for proof production in the decision procedures in CVC. As a bonus, the proofs can be checked by an external proof checker [Stu02] to increase the confidence in the results produced by CVC.
In addition to CVC, a few other tools combine online and proof producing decision procedures. Perhaps, the most similar to CVC is the Touchstone tool [NL00] developed at Berkeley. In particular, it has a simplex-based arithmetic desicion procedure, but only for real arithmetic. This paper describes a decision procedure for mixed-integer linear arithmetic designed to meet the above requirements, and thus, fit the CVC framework. The decision procedure is based on an existing algorithm called Omega-test [Pug91] , which is extended to be online, proof producing, and handle the ÒØ´µ predicate. Additionally, this implementation supports arbitrary precision arithmetic based on the GMP library [GMP] . The arbitrary precision arithmetic is crucial for solving sizable systems of mixed-integer constraints using Fourier-Motzkin approach, since variable elimination may produce large coefficients even if the coefficients in the original input are relatively small.
The choice of Omega-test over other algorithms for solving mixed-integer linear arithmetic problems (simplex, interior point method [BT97] , earlier versions of FourierMotzkin elimination [Wil76] , etc.) is driven by its simplicity and practical efficiency for a large class of verification problems. In particular, proof production is relatively easy to implement for the Omega-test.
The rest of the paper is organized as follows. Sections 2 and 3 review the original Fourier-Motzkin elimination method for real variables and its extension to integers (Omega-test), respectively. Both versions are then redesigned to make the algorithm online as described in sections 4 and 5. Section 4 also gives a brief overview of CVC. Proof production is described in section 6, and we conclude in section 7.
Fourier-Motzkin Elimination for Inequalities over Real Variables
The problem. Given a system of linear inequality constraints over real-valued variables of the form
where 's and are rational constants, determine if this system is satisfiable. We only consider strict inequalities, since « ¼ can be handled similarly to « ¼. For simplicity, we assume that « ¼ can be expanded into « ¼ « ¼ and solved for each case in the disjunction. Here and in the rest of the paper, linear arithmetic terms are often denoted as « ¬ or Ø, possibly with subscripts. In this section, we do not consider equalities, since any equality can be solved for some variable and instantiated into the other constraints, thus obtaining an equivalent system without the equality.
Terminology. For the sake of terminological clarity, we say that a variable is eliminated if an equality constraint is solved for this variable and the result is substituted in the remaining constraints. When the Fourier-Motzkin reasoning on inequalities is applied to a variable, we say that such a variable is projected. Throughout the paper we assume that all the constants and coefficients are rational. Although we often refer to variables as real-valued, it is well-known that, under the above conditions, the system of linear constraints is satisfiable in reals if and only if it is satisfiable in rationals.
Intuitively, Fourier-Motzkin elimination procedure [DE73] iteratively projects one variable Ü by rewriting the system of inequalities into a new system without Ü which has a solution if and only if the original system has a solution (i.e. the two systems are equisatisfiable). This process repeats until no variables are left, at which point all of the constraints become inequalities over numerical constants and can be directly checked for satisfiability.
More formally, the projection procedure is the following. First, pick a variable present in at least one inequality, say Ü Ò . All the inequalities containing this variable are then rewritten in the form ¬ Ü Ò or Ü Ò «, depending on the sign of the coefficient Ò , where Ü Ò does not occur in « or ¬. This creates three types of constraints: those with Ü on the right, with Ü on the left, and those without Ü:
If this system of constraints has a solution, then Ü Ò must satisfy
Since real numbers are dense, such Ü Ò exists if and only if the following constraint holds:
This constraint can be equivalently rewritten as
which is again a system of linear inequalities. We call them the shadow constraints, because they define an Ò ½-dimensional shadow of the Ò-dimensional shape defined by the original constraints (1). The shadow constraints (2) combined together with Ð ¼ comprise a new system of constraints which is equisatisfiable with (1), but does not contain the variable Ü Ò . This process can now be repeated for Ü Ò ½ , and so on, until all the variables are projected.
Observe that for a system of Ñ constraints each elimination step may produce a new system with up to´Ñ ¾µ ¾ constraints. Therefore, eliminating Ò variables may, in the worst case, create a system of ¡´Ñ µ ¾ Ò constraints. Thus, the decision procedure for linear inequalities based on Fourier-Motzkin even in the case of real variables has a doubly exponential worst case complexity in the number of variables.
ÒØ´Øµ for any linear term Ø, meaning that the linear term Ø is restricted to only integer (respectively, fractional) values.
If the term Ø is not a variable, the constraint ÒØ´Øµ is satisfiable iff ÒØ´Þµ Þ Ø is satisfiable, where Þ is a new variable. Furthermore, ÒØ´Øµ is satisfiable for any term Ø iff ÒØ´Ýµ Ý Ø Ý · ½ is satisfiable for a new variable Ý. Hence, any system of mixed integer linear constraints may be converted to an equisatisfiable system of constraints with only equalities, inequalities, and predicates of the form ÒØ´Üµ, where Ü is a variable.
Elimination of Equalities
As in the case of reals, all the equalities are eliminated first. If an equality contains a variable Ü that is not an integer, then we solve the equality for this variable and eliminate Ü from the system. Since this is the most efficient way of reducing the dimensionality of the problem, all such equalities are eliminated first. Now suppose that an equality contains only integer variables:
Here we use the same variable elimination algorithm as in the Omega-test [Pug91] . If
Ü is the only variable in (3), then there is only one value of Ü which can satisfy this equality constraint, namely Ü ´ µ. If this value is integral, we substitute it for Ü, and otherwise the system is unsatisfiable.
If there is more than one variable in (3), the equality is normalized such that all the coefficients and the free constant are relatively prime integers. It can always be done when the coefficients are rational numbers. If, after the normalization, there is a variable Ü whose coefficient is ½, then we simply solve for Ü and eliminate it from the rest of the system. Otherwise pick a variable Ü whose coefficient is the smallest by the absolute value and define Ñ ·½. Define also a modulus operation with the range
The important properties of ÑÓ are that ÑÓ Ñ × Ò´ µ, and that it distributes over addition and multiplication, where
The next step is to choose a new variable and introduce two new constraints into the system:
The second constraint is derivable from (3) by applying ¡ ÑÓ Ñ on both sides of (3) and propagating ÑÓ over addition and multiplication to the coefficients. Hence, the system remains equisatisfiable with the original. system (which is the original system with Ü eliminated using (5), and (3) rewritten as (6) ) contains the same number of variables as the original one. Moreover, the new coefficients ¼ in (6) are guaranteed to decrease by absolute value compared to (3), namely ¼ ¾ ¿ , except for the coefficient of which remains as large as that of Ü . This ensures that repeating the process above will eventually result in equality (6) having some variable with a coefficient ½ or ½. That variable can then be eliminated, reducing the overall dimensionality.
Projecting Variables from Inequalities
After eliminating all of the equalities, we are left with the system of (strict) inequalities over real and integer variables. Similar to the equality case, all the remaining real variables are projected first with the standard Fourier-Motzkin elimination procedure, resulting in a system of inequalities with only integer variables.
At this point, all the inequalities are normalized to make the coefficients be relatively prime integers, and a variable Ü Ò is chosen for projection. Since Ü Ò has an additional integral constraint, we cannot simply divide the inequality by the coefficient Ò unless it is ½ or ½, and in general, the system of inequalities is rewritten in the equivalent form, very much like in (1), only the coefficients of Ü Ò are preserved:
where the coefficients and are positive integers. Similar to the original FourierMotzkin construction, for each pair of inequalities ¬ Ü Ò and Ü Ò «, which is equivalent to
the real shadow constraint is constructed:
¬ «
However, the real shadow is a necessary but not a sufficient condition for the satisfiability of (8), since there might not be an integer value Ü Ò between ¬ and «, even if there is a real one. In addition to the real shadow, at least one point ¡ must exist between ¬ and « for some integer . A sufficient (but not necessary) condition is to demand that the gap between ¬ and « be at least · ½ wide: « ¬
This constraint is called the dark shadow constraint (the object is "thick enough" to contain an integer point, and therefore casts a darker shadow; the term dark shadow is from [Pug91] 
This is, obviously, the most expensive step of the algorithm, since it involves a lot of backtracking, but according to [Pug91] , the dark shadow constraint almost always suffices in practice, and the gray shadow is often empty. Therefore, as a practical heuristic, the dark shadow constraint is always tried first, and only if it fails, then a solution is searched for in the gray shadow .
Online Version of Fourier-Motzkin for Reals
In CVC, decision procedures are most effective when they are online, that is, the constraints are not given all at once but are fed to the decision procedure one at a time, and for each constraint the algorithm performs some relatively small amount of work to take that constraint into account and derive new constraints that follow from it.
In order to understand the reasons for being online and to clarify the important interface features that the decision procedure relies on, we give a brief introduction to the CVC framework. The goal of the following subsection is to provide just enough information about the interface and underlying structure of the CVC framework to understand the requirements for the online version of the decision procedure for mixed integer linear arithmetic. Therefore, some of the features are greatly simplified or omitted. For more details on CVC framework the reader is referred to [BDS00,BDS02b,BDS02a].
Brief Introduction to CVC Framework
At a very high level, CVC can be viewed as a SAT solver for the Boolean skeleton of the quantifier-free first-order formulas (figure 1). The SAT solver treats the atomic constraints from different theories as Boolean variables. It solves the satisfiability problem by splitting cases on each variable; that is, picking a variable, assigning it values ØÖÙ and Ð× (making a decision), and solving the rest of the formula for each case recursively. If it finds a satisfying assignment to the variables, then the original formula is satisfiable. When a particular set of decisions results in a contradiction, the SAT solver backtracks and tries a different decision. If in all branches it derives a contradiction, then the formula is unsatisfiable.
Since the Boolean variables represent constraints from various theories, each time the SAT solver makes a decision, a new constraint is produced, which is simplified and dispatched to the appropriate decision procedure. When a decision procedure receives a constraint, it derives new constraints from the current and previously seen constraints, and asserts them back to the SAT solver. If a contradiction is detected, then the decision procedure asserts Ð× as a new constraint. Note, that the new constraints may contain arbitrary Boolean combinations of atomic formulas, but the decision procedure always receives atomic constraints (equalities and theory-specific predicates over terms). In other words, the decision procedure can assume it always solves the satisfiability problem for a conjunction of atomic constraints. However, it is allowed to infer Boolean combinations of new constraints from the input set of constraints.
These decisions are dynamic, which requires decision procedures to be able to receive a new constraint and process it efficiently, deriving a contradiction as soon as possible to cut off the search early. This explains the online requirement. In some cases, however, a simplified constraint may be returned directly to the SAT solver without going through a decision procedure.
When the SAT solver backtracks, some of the constraints are effectively removed. Therefore, if a decision procedure stores some information about previously received constraints, it must be able to roll back to the appropriate state when the SAT solver backtracks. In other words, all the data structures which persist across calls to the decision procedure must be backtrackable. Below, in the description of the algorithm, we always assume that such backtracking mechanism is properly implemented and is completely transparent to the decision procedure.
To boost the efficiency of the SAT solver, To construct a conflict clause, one needs to identify a (preferably small) set of decisions made by the SAT solver that lead to the contradiction. One way of identifying such decisions is to extract them from the proof that the decision procedure constructs when it derives Ð× . This explains the need for proof production in CVC decision procedures. As a bonus, the proofs can be checked by an external proof checker [Stu02] to increase the confidence in the results produced by CVC.
Note, that intelligent backtracking requires only the set of assumptions (from the SAT solver decisions) used in the proof, and does not depend on the specific proof rules. This set can be computed by simply traversing the proof tree to the leaves and collecting the assumptions.
Online Fourier-Motzkin Elimination for Reals
In this and the subsequent sections the term decision procedure will refer to the decision procedure component from figure 1. In particular, we can always assume that the constraints dispatched to the decision procedure are atomic (no Boolean connectives) and simplified. The simplification step consists of theory-specific rewrites such as normalization of arithmetic constraints and elimination of equalities, so that only normalized inequality constraints reach the decision procedure.
Hence, the description of the algorithm consists of two parts: the simplifier, which is a set of equivalent transformations, and the decision procedure itself. The latter is presented as a function that takes a simplified atomic constraint and returns (possibly a Boolean combination of) new constraints back to the framework.
In the algorithm below, we assume a total ordering Ð on all variables which defines the order in which the variables are projected from inequalities. In particular, Ü is said to be the maximal variable from a set of variables when it is the highest in this set w.r.t. Ð.
In this section, we only consider equalities and inequalities over real-valued variables. Handling the constraints with ÒØ´Øµ predicate and integer variables will be described later in section 5.
Simplification step. Each equality constraint Ø ½ Ø ¾ is first rewritten as Ø ½ Ø ¾ ¼
and simplified by grouping like terms. If the resulting equality contains no variables (meaning Ø ½ Ø ¾ simplifies to a numerical constant), then it is checked for satisfiability, and the result is reported directly to the top-level SAT solver. Otherwise, it is rewritten in the form Ü « for some variable Ü, and then Ü is replaced by « everywhere in the system, completely eliminating the variable Ü.
Similarly, an inequality Ø ½ Ø ¾ is rewritten as Ø ½ Ø ¾ ¼ and simplified. If the left-hand side simplifies to a constant, the inequality is evaluated to ØÖÙ or Ð× and submitted back to the solver. Otherwise, it is rewritten as ¬ Ü or Ü « for the maximum variable Ü in Ø ½ Ø ¾ w.r.t. Ð, and forwarded to the decision procedure.
Decision procedure. Due to the simplification step above, the decision procedure receives only inequalities of the form ¬ Ü or Ü «, where Ü is the maximal variable in « and ¬ w.r.t. Ð. We say that the variable Ü in such inequalities is isolated.
The decision procedure maintains a backtrackable database of inequalities indexed by the isolated variable. Whenever a new inequality Ü « arrives, this database is searched for the opposite inequalities ¬ Ü and for each such inequality the new shadow constraint ¬ « is constructed and asserted back to the framework. The received constraint Ü « is then added to the database. The inequalities of the form ¬ Ü are handled similarly. The newly generated constraint ¬ « is eventually simplified and submitted back to the decision procedure with a smaller variable (w.r.t. Ð) isolated, and this process repeats until no variables remain in the constraint.
The ordering Ð on the variables guarantees that all the intermediate constraints that
would be constructed by the offline version of the procedure are eventually constructed and processed by this online version, provided both algorithms project variables according to the same ordering. Assuming that the original offline version of FourierMotzkin elimination is complete and terminating implies that the online procedure is also complete and terminating. We formulate the completeness part of this statement more precisely as a lemma. For the proof the reader is referred to the technical report version of this paper [BGD02] .
Online Fourier-Motzkin Elimination for Mixed Integer Constraints
The online version of the decision procedure for integers cannot have such a direct correspondence to the offline version, since the order of the projection of variables depends on the integrality constraints, ÒØ´Üµ and ÒØ´Üµ, and the variable may become known to be integer only after it has already been projected or eliminated. A naive solution would be to backtrack and redo the projection and elimination steps. This could be a very costly operation. Fortunately, there is a simple and elegant solution to this problem. Whenever a constraint ÒØ´Üµ arrives, a new constraint Ü ¼ is added to the system, where is a new integer variable, and the fact ÒØ´ µ is recorded into a local database ÒØ indexed by . The resulting system is equisatisfiable with the original one (which includes ÒØ´Üµ), but the variable Ü remains real-valued in the new system. Therefore, the projections and eliminations of Ü do not have to be redone. At the same time, the integrality of Ü is enforced by the integrality of .
In addition, for any integer constraint ÒØ´Øµ in ÒØ , whenever the term Ø is rewritten to Ø ¼ (because of some variable elimination), and Ø ¼ simplifies to a constant term , one must check that is indeed an integer and assert unsatisfiability if it is not.
Just like the algorithm for only real variables, the online algorithm for deciding mixed-integer linear constraints consists of two parts: simplification and decision procedure.
Simplification step. This version of the simplifier performs the same transformations as the one for real variables (section 4.2). An equality constraint is first rewritten as ¼ and is checked for being a constant. If it is, the constraint is immediately checked for satisfiability and the result is returned directly to the SAT solver. Otherwise, if contains real-valued variables, then one such variable Ü is isolated and eliminated. If only integer variables remain in , then the iterative equality elimination algorithm is performed, as described in section 3.1. At the end of this process the equality ¼ is rewritten into an equisatisfiable system of equations
Ü ¬
where each equation Ü ¬ corresponds to the equation (5) in section 3.1 from each iteration of the algorithm. All the variables Ü are then eliminated by replacing them with their right-hand sides. Thus, equations are handled in the simplification step and never submitted to the actual decision procedure.
Inequalities are also transformed and simplified into ¼, then evaluated if is a constant. If contains variables, the inequality is rewritten to the form ¬ Ü or Ü « for some positive integer coefficient , where the variable Ü is the maximal w.r.t. Ð. The new inequality is then forwarded to the decision procedure. Similar to the offline version of the algorithm, it is important to project real variables first. Therefore, we define Ð such that real-valued variables are always higher in the ordering than the integer ones.
In the constraints of the form ÒØ´Øµ and ÒØ´Øµ only the term Ø is simplified by combining like terms, and otherwise these constraints are passed to the decision procedure unmodified.
The Decision Procedure
First, observe that, due to the simplification step, only inequalities of the form ¬ Ü and Ü « and integer constraints ÒØ´Øµ and ÒØ´Øµ are submitted to the decision procedure. Notice that inequality constraints always have the maximal variable isolated w.r.t. Ð. These inequalities are stored in the local database . Additionally, whenever a term Ø in any constraint ÒØ´Øµ ¾ ÒØ is rewritten to Ø ¼ by the simplifier, ÒØ´Øµ is automatically replaced by ÒØ´Ø ¼ µ in ÒØ . Both local databases are also backtrackable.
The decision procedure receives a constraint from the simplifier and returns, or asserts, new constraints back to the framework. We describe it as a case-by-case analysis of the constraint .
1.
ÒØ´Øµ:
(a) If Ø is a constant, then evaluate ÒØ´Øµ, assert the result to the framework, and return. If t is not a constant, go to step 1b. It is not hard to see that each step of the algorithm above corresponds very closely to the similar steps in the offline version of the algorithm. The soundness and completeness of the procedure follow from the fact that the set of constraints asserted by the decision procedure at each step is always equisatisfiable with the given constraint . The details of the formal proof (including termination) are in the technical report [BGD02] . The experiments summarized in table 1 indicate that most of the time the overhead of the CVC framework and arbitrary precision arithmetic slow down the algorithm only by a constant factor. Since this implementation is not yet tuned for efficiency, there are a few exceptional cases when CVC performs much worse than Omega, which explains the large slow-down factor in the second line of table 1. Specifically, in a few exceptionally slow examples in the second suite (the slowest takes less than 6 seconds) the slowdown is due to the large CVC framework overhead (over 90%), and lack of optimizations. In any case, this is a very reasonable price to pay for having the arithmetic decision procedure combined with other theories of CVC, since in many practical applications the arithmetic problems are very small and are not the bottleneck of the verification. Additionally, the resulting implementation proves to be much more stable than the original Omega-test, and produces proofs.
When the algorithm in section 5 reports that the system of constraints is unsatisfiable, it produces a proof of this fact which can be verified independently by an external proof checker. This increases our confidence in the soundness of the implementation.
Additionally, the proof production mechanism allows CVC framework to extract logical dependencies that drive the backtracking mechanism of the built-in SAT solver (see section 4.1). The details are out of the scope of this paper, but intuitively, if the proof of unsatisfiability depends only on a small subset of decisions made by the SAT solver, then the SAT solver memorizes this combination of decisions and avoids it in the future. This can dramatically reduce the size of the decision tree.
Due to the page limit, only a few proof rules are presented in this version of the paper. For the complete description of the proof system the reader is referred to the technical report [BGD02] .
Natural Deduction
The proofs are represented as derivations in natural deduction extended with arithmetic and with specialized derived or admissible rules. The algorithm maintains the invariant that every constraint appearing in the algorithm has an associated proof with it. Since the online decision procedure is presented as a set of relatively simple transformations, it is natural to provide a specialized proof rule for each such transformation. These specialized rules can then be proven sound externally, either by manual inspection or with the help of automated theorem provers.
Definitions. An inference rule, or a proof rule, in general, is of the form
where formulas È are the premisses (they are assumed to have proofs), Ë are side conditions (the rule is applicable only if all Ë are true), and the formula is the conclusion of the rule. The semantics of a proof rule is that if all È are valid, then is also valid, provided that all the side conditions Ë are true. In CVC, however, the dual semantics is used, i.e. whenever is unsatisfiable, the system of constraints È ½ È Ò is also unsatisfiable, provided that all side conditions Ë hold.
Recall, that our algorithm consists of two parts: the simplifier, which performs equivalent transformations, and the decision procedure, which derives new constraints out of existing ones. The rules for the equivalent transformations in the simplifier have a special form:
where Ø ½ and Ø ¾ are arithmetic terms or constraints and Ë are side conditions (there are no premisses). The rules for the decision procedure steps normally have premisses, which are the constraints submitted to the decision procedure.
Proof Rules for Equivalent Transformations
Normalization. The simplifier step normalizes the constraints by making all coefficients relatively prime integers, which is done by multiplying a constraint by a constant. The corresponding proof rules state that multiplying an (in)equality by a (positive) number preserves the constraint. Below, only the rule for inequality is shown.
Variable elimination for equalities. Given an (in)equality, pick a variable to isolate and transform the constraint in such a way that the variable with some positive coefficient is solely on one side, and the rest of the term is on the other. For equalities, the isolated variable must always be on the left-hand side. For inequalities, it depends on the sign of the coefficient: if it is positive, the variable stays on the left-hand side, and all the other terms are moved to the right-hand side; otherwise the variable is isolated on the right-hand side. We only show one proof rule for equality and positive coefficient below. The other 3 rules (one for equality and negative coefficient, and the two cases for inequalities) are similar.
The next rule is for solving a constraint for the isolated variable Ü:
If the variable Ü is real-valued, then it can be eliminated from the system and replaced by « . The rules for integer variable elimination are more complex, but similar in spirit, and are omitted from this version of the paper.
Proof Rules for Inequalities
The proof rules in this section derive new constraints from already existing ones. These types of rules correspond to the actual Fourier-Motzkin projection of variables from inequalities.
Real shadow. Deriving the real shadow from two opposing constraints makes a simple and obvious proof rule:
The rules for introducing dark and gray shadows follow the style of the Ê Ð Ë ÓÛ rule. In its simplified form, the rule can be given as follows:
where « and ¬ contain only integer variables, and and formulas are defined as in the algorithm in section 5.1. The complete set of rules is described in the full version of this paper [BGD02] . These rules can be thought of as a practical axiomatization of linear arithmetic, where every step in the decision procedure has a corresponding proof rule justifying that step.
Conclusion
This paper presents the theory and some implementation detail of an online and proof producing decision procedure for a theory of mixed-integer linear arithmetic extended with the ÒØ´µ predicate. Additionally, the decision procedure supports arbitrary precision arithmetic.
A decision procedure is much more useful to the research community when it can be combined with other decision procedures. Therefore, designing a stand-alone decision procedure is only the very first step in the design process. The next and more difficult task is to enhance the algorithm with additional properties which enable it to communicate with other decision procedures. Namely, the decision procedure must be online and proof producing, and must support backtracking.
In our experience, conceptually the most difficult is the online property. Just adapting the original Omega-test to an online algorithm required significant efforts (before any implementation!). Proof production is the next difficult problem in the design process. It could have easily been the hardest one if CVC did not already have a thoroughly worked-out methodology for adding proof production to existing decision procedures. Nevertheless, the implementation and especially debugging of proof production still presents a challenge. Finally, backtracking is relatively easy to design and implement in the context of CVC, since the framework provides all the necessary data structures.
Since our algorithm is largely based on Omega-test, its performance is comparable with that of the original implementation of Omega-test. The overhead of the CVC framework and the additional requirements on the decision procedure slow it down by about a factor of 10. This is a very reasonable price to pay for having an arithmetic decision procedure be combined with other powerful decision procedures of CVC.
This reimplementation adds arbitrary precision arithmetic, and generally is much more stable than the Omega library code. The arbitrary precision arithmetic is crucial for solving sizable systems of mixed-integer constraints using Fourier-Motzkin approach, since repeatedly generating shadow constraints produces large coefficients even if the coefficients in the original input are relatively small.
