
























































TARモデルではAR（p）に従う時系列モデル（１）が d期前の価格 y t -dのとる値よって状態を
変化させるのに伴い、そのモデルも変化させる。以下には状態が R個ある場合、つまりパラメ
ータが R通りに変化する場合を数式で表してみよう。









（３） yt＝b0（ j）＋b1（1）yt-1＋u（1）t u
（1）
t～N（0,σ12） yt-d ≦r





















（３’） y *1＝X *1 b（1）＋u1 u1t～N（0,σ12） yt-d ≦ r （－∞＝r（0）＜ y t-d≦r（1））
y *2＝X *2 b（2）＋u2 u2t～N（0,σ22） r＜ yt-d （ r（1）＜yt-d≦ r（2）＝∞）
閾値自己回帰モデルのベイズ推定─米国金利データへの応用─ ――砂田
4－ －
ただし y *1は y t-dが r以下の場合の y tだけを集めたベクトルであり、X *1は y *1の各要素の１時
点前の値を集めたベクトルと定数項ベクトルを並べた２列の行列である。同様に y*2は y t-dが r
よりも大きい場合の y tだけを集めたベクトルであり、X *2は y*2の各要素の１時点前の値を集め
たベクトルと定数項ベクトルを並べた２列の行列である。この様にデータを y t-dによって分類
した後は通常の回帰モデルとなる。
自己回帰モデルの次数を pと一般化した場合の y *jと X *jについても説明しておこう。
5 TAR
モデルでは t時点ではなく t -d時点の値、つまり yt-dの値が r（ j-1）よりも大きくr（ j）以下にあると、
時点 tでは状態 jに属して b（ j）というパラメータを有する自己回帰モデルに従うと考える。し
たがって y *j、X *j（ j＝1, 2）といった変数を以下の様に決めればよい。
｛ yh, yh＋1, … , yT-d｝を小さい方から大きい順に並べ替えた場合の、小さい方から i番目の y tの
時点をπiと記述しよう。ただし h＝max（1, p＋1－d）である。この場合、データ総数を T、第
１状態にあるデータ数の総数を s1 と記述すれば、第１状態における自己回帰モデルの y *1は
π1＋ dからπs1＋ dのデータ｛yπ1＋ d , yπ2＋ d , … , yπs1+ d｝’、X
*
1は｛ x1, x2, …, xs1｝’、第２状態にお
ける自己回帰モデルの y *2はπs1＋1＋ dからπT-p＋ dのデータ｛yπs 1＋1＋ d , yπs 1＋2＋ d , … , yπT－p+ d｝’、






p（b（ j）, σj2）＝ p（b（ j））p（σj2）∝（σj2）－1
ただし b（ j）＝（b0（ j）, b1（ j）, b2（ j）, …, bp（ j））’，σj2 j＝1, 2である。また閾値 rと遅れ変数 d
についてはそれぞれ一様分布を仮定する。この場合の r , dの結合周辺事後分布は、
（４） p（r, d│y）∝Π2j=1π－
νj－2Γ（
νj－2 ）｛（νj s 2j）－
νj－2 ｝│X *j ' X *j│－
1－2 j＝1, 2.















p（b（ j）,σj2）＝ p（b（ j））p（σj2）∝（σj2）－1
ただし b（ j）＝（b0（ j）, b1（ j）, b2（ j）,…, bp（ j））’，σj2 j＝1, 2. である。
また閾値 rについては U（ a, b）、つまり aから bまでの一様分布を仮定する。その場合の事後
分布は以下の通りである。
p（b（1）│σ12,σ22, r, d, y）～N（b*（1）, V*1－1）
p（b（2）│σ12,σ22, r, d,y）～N（b*（2）, V*2－1）






















d以外のパラメータのサンプリングは以下の手順で行う。σ12,σ22,b（1）, b（2）, y, dを固定した
上で最初に rをサンプリングする。その際には rが極端に小さな値や大きな値とならない様に
した。その後でσ12,σ22, b（2）, y, dと直前にサンプリングした rを用いて b（1）をサンプリングす









































































































































































































（1） 0.004878 0.020304 0.023249
b1
（1） 0.578676 0.052599 －0.020223
σ2（1） 0.157818 0.011465 0.012177
b0
（2） －0.015223 0.048403 0.026006
b1
（2） 0.107148 0.069454 0.027465
σ2（2） 0.322861 0.041473 0.003279












（1） －0.045773 0.0372404 －0.0032376
b1
（1） 1.017186 0.0080136 0.0020528
σ2（1） 0.049454 0.00462915 0.3485529
b0
（2） 0.107164 0.17216057 0.0139591
b1
（2） 0.979422 0.01983050 0.0179708
σ2（2） 0.562542 0.0636951 0.1174448






























（1） －0.008941 0.041036 －0.054191
b1
（1） 0.001381 0.008805 －0.051066
σ2（1） 0.057430 0.004114 0.0311355
b0
（2） 0.552033 0.304794 －0.010029
b1
（2） －0.061433 0.032010 －0.011023
σ2（2） 0.718667 0.087858 0.000590
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y*j＝X *jb（ j）＋u（ j） u（ j）～N（0,σ2j）
の尤度は以下の通りである。
Likelihood∝ exp（－Σ2j=1 1－2σ2j（ y
*
j－X *j b（ j））'（ y *j－X *j b（ j）））÷（σ1T1σ2T2）




Likelihood∝ exp（－Σ2j=1 1－2σ2j（ y
*
j－X *j b（ j））'（ y *j－X *j b（ j）））÷（σ1T1σ2T2）
ここで指数部分を以下のように式変形する。
（ y *j－X *j b（ j））'（ y *j－X *j b（ j））
＝（ y *j－X *j b*（ j）－X *j b（ j）＋X *j b*（ j））'（ y *j－X *j b*（ j）－X *j b（ j）＋X *j b*（ j））
＝（ y *j－X *j b*（ j））'（ y *j－X *j b*（ j））＋（b（ j）－b*（ j））'X *j 'X *j（b*j＋b*（ j））
であるから、（ y *j－X *j b*（ j））'（ y *j－X *j b*（ j））を S2jと記述すれば
Likelihood∝ exp（－Σ2j=1 1－2σ2j［S
2




p（b（1）, b（2）,σ12,σ22│r, d, y）
∝ exp（－Σ2j=1 1－2σ2j［Sj＋（b
（ j）－b*（ j））'X *j 'X *j（b（ j）－b*（ j））］）×（σ12）－（T1／2＋1）（σ12）－（T2／2＋1）
したがって b（ j）のフルコンディショナルな事後密度は以下のように計算される。
p（b（ j）│σ12,σ22, r, d, y）∝ exp（－ 12σ2j［（b
（ j）－b*（ j））'X *j 'X *j（b（ j）－b*（ j））］）×（σj2）－2／2
これは平均b*（ j）、分散σj2（X *j 'X *j）－1の正規分布の密度関数であるから、次式が導出される。








p（σ12,σ22│b（1）, b（2）, r, d, y）＝Likelihood×p（σ12）×p（σ22）
∝ exp（－Σ2j=1 1－2σ2j（ y
*




T1／2＋1）（σ22）－（T2／2＋1） exp（－Σ2j=1 1－2σ2j（ y
*











j－ yˆj）'（y *j－ yˆj）、 yˆj＝X *j b（ j）である。
ここでσj2のフルコンディショナルな事後密度は以下のようになる。















Bayesian Estimation of Threshold Auto Regressive Model
─Applied to Time Series Analysis for U.S. Interest Rate─
Hiroshi SUNADA
(Department of Public Policy and Social Studies,
Faculty of Literature and Social Sciences)
In this paper we introduced TAR (Threshold Auto Regressive Model) and show how to estimate
TAR model by Bayesian MCMC method. We analyzed U.S. interest rate (3 month) by three types
of TAR model, model for difference of yield, that of yield, mean reverting model.
In this paper we estimate 2 regime TAR model whose order is commonly 1, by Bayesian
MCMC method. 
We find three things. The first is that threshold of TAR model for difference of yield is 0.1416
and models are different at regimes. The second is that threshold of TAR model for yield is 6.029
and models are same. The third is that threshold of mean reverting model is 7.0835 and models
are different at regimes.
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