We introduce a model of random finitely generated, torsion-free, -step nilpotent groups (in short, τ -groups). To do so, we show that these are precisely the groups with presentation of the form
Introduction
In [1] , Cordes et al. introduced a model of random finitely generated (f.g.) nilpotent groups. Such model is the analog of the few-relators and the density models of random finitely presented (f.p.) groups, where one takes a free group F m = F m (a , . . . , a m ), and then adds a set of random relations R. Every relator is chosen among all words of a certain length ℓ on the alphabet A ± = {a ± , . . . , a ± m }, with uniform probability. The length ℓ is thought of as an integer variable that tends to infinity, and the number of chosen relators is taken to be a function of ℓ. For instance, |R| = ( m + ) dℓ ( < d < ) in the density model, whereas |R| is constant in the few-relators model. One can then calculate the probability p ℓ for a group G = F m /⟨⟨R⟩⟩ to satisfy some property P, for a fixed ℓ. The limit p = lim ℓ→∞ p ℓ , if it exists, is called the asymptotic probability that G satisfies P. If p = , then G is said to satisfy P asymptotically almost surely (a.a.s.). For example, a well-known result of Gromov [5] states that, in the density model, G is hyperbolic if d < / , and finite if d > / , a.a.s. See [8] for more information on random f.p. groups.
Since all finitely generated nilpotent groups are quotients of free nilpotent groups by some finite set of relators, one can easily adapt the procedure above to the class of f.g. nilpotent groups. It suffices to replace F m by an s-step rank-m free nilpotent group N s,m = N s,m (A). Then, as before, one chooses a set R of random words of length ℓ on the alphabet A ± . These words are added as relators to N s,m , yielding a random f.g. nilpotent group G = N s,m /⟨⟨R⟩⟩. An alternative model was introduced in [2] , where f.g. torsion-free nilpotent groups are considered as subgroups of unitriangular matrices.
In [4] , we studied the structure and the Diophantine problem of random f.g. nilpotent groups generated according to the model used in [1] . With similar intentions, in this paper we restrict our attention to the class of f.g., torsion-free, -step nilpotent groups, which we call τ -groups. We first introduce a model of random τ -groups G, and then we apply some of the techniques developed in [4] to obtain information regarding their Diophantine problem and their structure.
The approach we use relies on the fact that all f.g. nilpotent groups are polycyclic, and therefore they admit a polycyclic presentation (see [7] ). One can thus select τ -groups by randomly specifying polycyclic presentations P, making sure that the P's are chosen in a way that the resulting groups are τ -groups, and that any τ -group can be chosen this way. The following result, which we prove in Section 4, allows one to do so. One would like to extend this approach to the class of all (torsion-free) f.g. nilpotent groups, but, as far as we know, all reasonable generalizations yield finite groups a.a.s. In this paper, the rank of an abelian group is the minimum cardinality of a set of generators. Theorem 1.1. Let G be a group, and let n, m be two integers greater than or equal to zero. Then the following two statements are equivalent: (1) G admits a (polycyclic) presentation of the form G = ⟨a , . . . , a n , c , . . . , c m ᐈ ᐈ ᐈ ᐈ ᐈ ᐈ ᐈ [a i , a j ] = (2) G is a τ -group satisfying rank(G/Z(G)) + rank(Z(G)) = n + m, and rank(G ὔ ) ≤ m ≤ rank(Z(G)).
Hence, by Theorem 1.1, a τ -group G can be chosen by randomly selecting a presentation of the form (1.1), which we call a τ -presentation. To do so, fix the sets A = {a , . . . , a n } and C = {c , . . . , c m }, and an integer ℓ, and then randomly specify exponents λ ij t such that |λ ij t | ≤ ℓ (with uniform probability). One then can study properties of the groups obtained this way as ℓ → ∞, in a similar fashion to what we explained previously. In what follows we denote by P(n, m, ℓ) the set of all τ -presentations for which |λ ij t | ≤ ℓ for all t, i, j. Remark 1.2 (Why restrict to the class of τ -groups). In Section 5 we introduce a more natural and general model of random f.g. nilpotent groups (of arbitrary nilpotency step, possibly with torsion). However, in Lemma 5.2, we show that such model yields finite groups asymptotically almost surely. This is the reason why we have particularized it to τ -groups.
In the same section we also provide a model for the class of all polycyclic groups. In it, these are obtained by randomly choosing polycyclic presentations. In this case it is proved that the resulting groups have finite abelianization a.a.s. (Lemma 5.3).
One of the main aspects we study about random τ -groups is their Diophantine problem. Definition 1.3. The Diophantine problem over an algebraic structure A, denoted D(A), refers to the task of determining what systems of equations over A (A-systems) have solutions. An algorithm L is said to solve D(A) if, given an A-system S, it determines whether S has a solution or not. If such an algorithm exists, then D(A) is called decidable. Otherwise, D(A) is called undecidable. Furthermore, D(A) is said to be reducible to D(M), for M another structure, if a solution to D(M) (if it existed) could be used as a subroutine to solve D(A).
In this paper, a reduction always takes an A-system S as input and constructs an M-system S M that has a solution if and only if S has. Notice that if D(ℤ) is reducible to D(M), then D(M) is undecidable due to the negative answer to Hilbert's 10th problem, which states that D(ℤ) is undecidable. This idea was used in [9] (1979) and [3] (2014) to prove that the Diophantine problem is undecidable over a certain -step nilpotent group, and over any non-abelian free nilpotent group, respectively. We refer to [3] for a survey of results on this topic.
The following is one of the main results of this paper: Theorem 1.4. Suppose a τ -group G is chosen by randomly specifying a presentation from P(n, m, ℓ) as in (4.8) , with m ≥ n − ≥ . Then the following holds asymptotically almost surely as ℓ → ∞: Z(G) = ⟨C⟩, all the a k 's are c-small (see below), and [a i , a j ] ̸ = for all i < j. Moreover, a.a.s., ℤ is e-definable in G, D(ℤ) is reducible to D(G), D(G) is undecidable, ℤ is the maximal ring of scalars of G, and G is directly indecomposable into non-abelian factors.
Roughly speaking, a structure A = (A; f , . . . ) is e-definable in another structure B if the predicates "x ∈ A" and "z ∈ A is in the image of f i " can be effectively expressed as systems of equations over B (see Definition 2.3 for a formal explanation). In this case, D(A) is reducible to D(B). Hence, by the negative answer to Hilbert's 10th problem, D(B) is undecidable for any structure B in which the ring ℤ is e-definable.
As we will see, all conclusions from Theorem 1.4 follow from the fact that Z(G) = ⟨C⟩ a.a.s. if m ≥ n − . Whether or not this is the case when m < n − remains open. It is essential in our arguments that Z(G) = ⟨C⟩, and, for this reason, relevant questions such as whether D(G) is decidable when m < n − (a.a.s.) remain open as well.
We further study the structure of Z(G) and G ὔ , and, in particular, we investigate whether Z(G) ≤ Is(G ὔ ) = {g ∈ G | g n ∈ G ὔ for some n ∈ ℤ\{ }}, in which case G is called regular. Theorem 1.5. Let G be a τ -group G, obtained by randomly choosing a presentation from P(n, m, ℓ) as in (1.1), with n ≥ and m ≥ . Then the following hold a.a.s. as ℓ → ∞:
(1) If m ≤ n(n − )/ , then G ὔ has finite index in ⟨C⟩. If, additionally, m ≥ n − , then G is regular.
(2) If m > n(n − )/ , then the set {[a i , a j ] | i < j} is a basis of G ὔ , G ὔ has infinite index in ⟨C⟩, and G is not regular. These last two properties hold always, and not only a.a.s.
One of the main ingredients in the proofs of Theorems 1.4 and 1.5 is the notion of c-small elements. We say that an element g ∈ G is centralizer-small (or just c-small) if its centralizer (the set of elements that commute with g)
Theorem 1.6. ℤ is e-definable in any τ -group having two non-commuting c-small elements. In particular, D(G) is undecidable.
The techniques we use to prove Theorem 1.6 have a resemblance with some arguments from [3] and [9] . Another important step towards proving Theorem 1.4 is given in Theorem 3.2, where we show that if all the a i 's of G are c-small, then the maximal ring of scalars of G is ℤ (see Definition 2.7). A consequence of this fact is that G is indecomposable as a direct product of non-abelian subgroups (Proposition 3.3).
In view of these results, one can try to prove Theorem 1.4 by checking whether or not the a i 's are csmall (notice that Theorem 1.5 (1) uses existence of c-small elements as well). We will see that this is the case, a.a.s., when m ≥ n − . The case m < n − remains open. The main difficulty in such case is to find an asymptotic description of Z(G). Another problem that is left open is that of determining what conclusions of Theorems 1.4 and 1.5 still hold when m < n − , a.a.s.
Preliminaries

Nilpotent groups
Following standard conventions, we call the element [g, h] = g − h − gh of a group G the commutator of g and h, and we denote the subgroup of G formed by all its commutators by G ὔ . More generally, we define inductively G = G, G = G ὔ = ⟨[G, G]⟩ = ⟨{[g, h] | g, h ∈ G}⟩, and G n+ = ⟨[G, G n ]⟩. The subnormal series G ⊵ G ⊵ ⋅ ⋅ ⋅ is called the lower central series of G. If G s+ = for some s, then G is said to be s-step nilpotent, or just nilpotent. For example, G is -step nilpotent if and only if it is an abelian group, and it is -step nilpotent if and only if
which is the same as saying that all commutators belong to the center of G, which is defined as
The element [g , [g , g ]] is called a -fold commutator and it is usually denoted by [g , g , g ]. Inductively, an n-fold commutator is defined as [g , . . . , g n ] = [g , [g , . . . , g n ]]. We say that G is a τ -group if it is finitely generated, torsion-free, and -step nilpotent. Observe that, in this case, G/Z(G) and Z(G) are free abelian groups of finite rank. The rank of an abelian group H is the minimum cardinality of a generating set of H, which we call basis of H.
Let C = {c , . . . , c m } ⊆ G be a basis of a free abelian subgroup satisfying G ὔ ≤ ⟨C⟩ ≤ Z(G), for G a τgroup, and let {a i ⟨C⟩ | i = , . . . , n} be a basis of the abelian group G/⟨C⟩. For each g ∈ G, there exist
(2.1)
The expression (2.1) is called a Malcev representation of g with respect to (A; C). The Malcev coordinates of g are given by the tuple α (g), . . . , α n (g), γ (g), . . . , γ m (g) .
While the γ i (g)'s are unique, the α i (g)'s are, in general, unique only up to multiples of the order of a i ⟨C⟩. The following terminology will be used extensively throughout the paper.
Definition 2.1. Following the notation above, (A; C) is called a Malcev basis of G if G/⟨C⟩ is free abelian, i.e., if no a i ⟨C⟩ has finite order, and thus the Malcev coordinates of all elements from G are unique.
In this case it is useful to regard the symbols α i and γ t as maps, α i , γ t : G → ℤ, sending each g ∈ G to its Malcev coordinates α i (g) and γ j (g), respectively. Note that, since G/Z(G) is torsion-free for any τ -group G, one can always find a Malcev basis of G by taking C to be a base of Z(G), and A a set of representatives in G of a base of G/Z(G). We further remark that the notion of a Malcev basis can be formulated in a more general setting for groups of any nilpotency step, possibly with torsion. Let Here ⟨⟨T j,m ⟩⟩ denotes the normal closure of T j,m in F m . The following identities hold in any group:
Using these and the fact that commutators belong to the center of G (for G a τ -group), we obtain that for a fixed g ∈ G, the maps y → [g, y] and x → [x, g] are homomorphisms from G into [G, G]. We will implicitly use this fact from now on.
E-definability
In what follows we use non-cursive boldface letters such as a to denote tuples of elements, for example, a = (a , . . . , a n ). 
Similarly, a relation r :
Definition 2.3. An algebraic structure A = (A; f, . . . , r, . . . , c, . . . ) is called e-definable in another structure M if there exists an embedding map ϕ : A → M k , for some k, called defining map, such that the following hold:
Similarly, for every relation r of A, the induced relation ϕ(r) (with a meaning analogous to that of ϕ(f ))
is e-definable in M. It follows that the structure ϕ(A) = (ϕ(A); ϕ(f ), . . . , ϕ(r), . . . , ϕ(c), . . . ) is isomorphic to A. Often, after describing a defining map ϕ, we identify ϕ(A) with A.
Example 2.4. The center Z(G) of a finitely generated group G = ⟨g , . . . , g n ⟩ is e-definable in G as a set. Indeed, x ∈ G belongs to Z(G) if and only if it commutes with all g i 's, and hence Z(G) (seen as a set) is defined in G by means of the following system of equations on the single variable x:
If, additionally, we regard Z(G) = (Z(G); ⋅ , − , ) as an algebraic structure with operations and constants induced from G, then Z(G) is still e-definable in G, with defining map id :
For another example, let G be a group with finite [x, y]-width n (see below in this section). Then any g ∈ G ὔ can be written as a product of exactly n commutators (adding trivial ones if necessary), and thus G ὔ is e-definable in G by means of the equation
Given a tuple a = (a , . . . , a n ) ∈ A n and a map ϕ : A → M k , we denote by ϕ(a) the tuple in M nk consisting in the components of ϕ(a ), followed by the components of ϕ(a ), and so on. The following is a fundamental property of e-definability.
Lemma 2.5. If
A is e-definable in M (with defining map ϕ : A → M k ), then for every system of equations S(x) = S(x , . . . , x n ) over A, there exists a system of equations S * (y, z) = S * (y , . . . , y kn , z , . . . , z m ) over M such that a is a solution to S in A if and only if S * (ϕ(a), z) has a solution z in M. Moreover, all solutions b, c to S * arise in this way, i.e., b = ϕ(a) for some solution a to S.
Proof. It suffices to follow step by step the proof of [6, Theorem 5.3.2], which states that the above holds when A is interpretable by first order formulas in M.
Of course, S has a solution in A if and only if S * has a solution in M. Recall that D(A) denotes the Diophantine problem over A (see Definition 1.3). One immediately obtains the following corollary.
For example, due to the negative answer to Hilbert's 10th problem, D(M) is undecidable for any M in which the ring ℤ is e-definable.
Ring of scalars of a τ -group
Throughout this paper by ring we mean an associative ring with identity. We say that a map f : M × M → N between the abelian groups M and N is bilinear if for all a ∈ M, the maps f(a, ⋅ ) and f( ⋅ , a) from M to N are group homomorphisms. The set of endomorphisms of an abelian group M forms a ring once we equip it with the operations of addition and composition (henceforth called multiplication). We denote such ring by End(M). As done already in the previous definition, we simply write αx instead of α(x), for α ∈ End(M), x ∈ M.
Since the actions of a ring of scalars A on M and N are faithful, there exist natural embeddings A → End(M) and A → End(N). From now on we identify any such A with the corresponding image under the natural embedding into End(M). We say that A is maximal if for any other ring of scalars B, we have B ≤ A. Of course, if it exists, such maximal ring is unique.
Let now G be a non-abelian τ -group. Then, as explained previously, G/Z(G) and G ὔ are non-trivial free abelian groups. Also, the map
is well-defined, non-degenerate, bilinear, and its image generates the whole G ὔ . The maximal ring of scalars of f is also called the maximal ring of scalars of G.
3 Defining ℤ in τ -groups
Small centralizers and maximal ring of scalars
In this section we prove that ℤ is e-definable in any τ -group G that has two non-commuting c-small elements. Additionally, we show that if certain elements of G are c-small, and pairwise do not commute, then the maximal ring of scalars of G is ℤ. We end the section by proving that, in this case, G cannot be decomposed into a direct product of non-abelian factors.
where C(g), the centralizer of g, denotes the set of elements in G that commute with g.
As mentioned in the introduction, the techniques used to prove the following result have a resemblance with some arguments from [3] and [9] .
Proof of Theorem 1.6. Let a and b be two non-commuting c-small elements.
Since G is torsion free, the map sending c t ∈ Z to t ∈ ℤ is a bijection. Torsion-freeness also allows us to well-define the binary and unary operations ⊕, ⊖ and ⊙ in Z, by letting
We are going to prove that the ring (Z, ⊕, ⊙, c , c ), which is isomorphic to ℤ, is e-definable in G.
An element g ∈ G belongs to Z if and only if the identities g = [a, y] and [y, b] = hold for some y ∈ G. In other words, g ∈ Z if and only if g is part of a solution to the system of equations (x = [a, y]) ∧ ([y, b] = ) on the variables x, y. Hence, Z is e-definable in G as a set. Now let g , g , g ∈ Z. Clearly, g ⊕ g = g if and only if g g = g . It follows that the graph of ⊕ is e-definable in G; it suffices to take the system formed by the equation xy = z together with equations that ensure x, y, z ∈ Z. Analogously, and taking the equation xy = instead of xy = z, one sees that ⊖ is e-definable in G.
Regarding ⊙, consider the following system over G on the variables x i , i = , , , and x ὔ i , i = , :
Then it is easy to verify that there exist x ὔ , x ὔ such that x , x , x , x ὔ , x ὔ form a solution to (3.1). We conclude that
x ⊙ x = x if and only if x , x , x are part of a solution to (3.1) . Similarly, as before, ⊙ is e-definable in G. This completes the proof, since the ring (Z; ⊕, ⊖, ⊙, c , c ) is e-definable in G and isomorphic to the ring of integers (ℤ; +, −, ⋅ , , ).
In [4] we explain how to extend Theorem 1.6 to the class of finitely generated nilpotent groups G (of any nilpotency step, possibly with torsion). This allows one to prove, for example, that D(N) is undecidable over any non-abelian free nilpotent group, recovering one of the results from [3] .
. . , a n ; c , . . . , c m ) be a Malcev basis of a τ -group G (n ≥ ). Assume that [a i , a j ] ̸ = for all i ̸ = j, and that a i is c-small for all i = , . . . , n. Then the maximal ring of scalars of G is isomorphic to the ring of integers ℤ.
Proof. Let R be a ring of scalars of G, and fix an element r ∈ R.
Since G is torsion-free and [a i , a j ] ̸ = , we obtain t r,i = t r,j for all i ̸ = j. It follows that for all r ∈ R, there exists t r ∈ ℤ such that r(a i Z(G)) = a t r i Z(G) for all i. By definition, ⟨C⟩ ≤ Z(G), and G/⟨C⟩ has the basis A/⟨C⟩. Hence, G/Z(G) is generated by the a i Z(G)'s. It follows that r(gZ(G)) = g t r Z(G) for all g ∈ G.
Since G/Z(G) is a free abelian group, the map ϕ : R → ℤ, given by ϕ(r) = t r , is a ring homomorphism. Moreover, ϕ is surjective, because given k ∈ ℤ, we have
where id denotes the identity endomorphism of G/Z(G), which is identified with the identity element of R. Finally, notice that if ϕ(t) = t r = for some t, then r(gZ(G)) = Z(G) for all g ∈ G. Hence, r is the element of R. We conclude that ϕ is a ring isomorphism. This proves that any ring of scalars of G (with an identity) is isomorphic to ℤ. In particular, this is true of the maximal ring of scalars of G.
We remark that Theorem 3.2 is still true as long as the complement of the commutativity graph between the a i 's is connected. 
Consider the natural actions of ℤ on H/Z(H) × K/Z(K) and on H ὔ × K ὔ defined by component-wise exponentiation (or component-wise multiplication if one is using additive notation): Thus, ℤ is a ring of scalars of G = H × K. By definition, ℤ is a subring of the maximal ring of scalars of G, which is ℤ by hypothesis, a contradiction.
C-small elements and Malcev bases
Throughout this subsection we let G be a τ -group with Malcev basis (A; C) = (a , . . . , a n ; c , . . . , c m ) for some n ≥ and m ≥ . By definition, G ὔ ≤ ⟨C⟩ ≤ Z(G). Hence, for each [a i , a j ], there exist unique integers λ ij t such that
For notational convenience, we will sometimes write λ t,i,j instead of λ ij t . As explained in Section 2.1, there exist maps α i : G → ℤ and γ j : G → ℤ, called Malcev coordinates, such that any x ∈ G can be written uniquely as
In what follows we use the Malcev basis (A; C) to construct homogeneous systems of linear Diophantine equations S ℓ such that if S ℓ admits only the trivial solution, then a ℓ is c-small, provided another minor condition is met (ℓ = , . . . , n). We start by expressing the Malcev coordinates of a commutator [x, y] in terms of the Malcev coordinates α i (x) and α i (y) of x and y.
Lemma 3.4. The following identity holds for any x, y ∈ G:
Proof. We use that G ὔ ≤ Z(G), and that the map for arbitrary c x , c y ∈ ⟨C⟩. One may also take x, y or w to be constants. In the next result we apply this strategy to the equation [a ℓ , x] = . The result now follows from the identities λ ij t = −λ ji t , γ t ( ) = , and λ ℓ,ℓ t = , which hold for all t, i, j. Since λ t,ℓ,ℓ = for all t, in (3.5) we omit the column that corresponds to these λ's, and consequently we remove the variable α ℓ (x) as well.
We look at (3.5) as a system of linear Diophantine equations on variables {α i (x) | i ̸ = ℓ}, and we denote its matrix by M ℓ . Below we give the main result of this section. It provides sufficient conditions for a ℓ being c-small, and for having Z(G) = ⟨C⟩. These conditions are formulated in terms of the rank of M ℓ , which is the maximum number of ℤ-linearly independent rows (or columns) of M ℓ . Equivalently, it is its maximum number of ℝ-linearly independent rows or columns (this can be seen by computing the Smith normal form of M). For a ring K, a set of vectors v , . . . , v t is K-linearly independent if the equation k v + ⋅ ⋅ ⋅ + k t v t = , k i ∈ K, has only the solution k i = for all i. Applying Corollary 3.5 to g and a k , we obtain that λ t ὔ ,k,ℓ α ℓ (g) = for all t ὔ . Since λ t,k,ℓ ̸ = , we have α ℓ (g) = , and thus g = c(g) ∈ ⟨C⟩. We conclude that Z(G) = ⟨C⟩. That a ℓ is c-small follows now from (3.6) and Z(G) = ⟨C⟩.
Random τ -groups 4.1 τ -presentations and their span
In this subsection we study groups G that admit the following specific type of polycyclic presentation:
for some sets A = {a , . . . , a n } and C = {c , . . . , c m }, with n, m ≥ . We call (4.1) a τ -presentation, and we let P(n, m) denote the set of all such presentations. More precisely, P ∈ P(n, m) if and only if P has the form (4.1)
for some exponents λ ij t , and some sets A, C, with |A| = n, |C| = m. We remark that, throughout the paper (and as already done in (4.1)), we often make no distinction between a presentation and its corresponding group.
The goal of this subsection is to prove Theorem 1.1. While proving this we will obtain interesting information regarding the structure of G, see Corollary 4.3 and Lemma 4.4. In particular, we will show that if G has presentation (4.1), then (A; C) is a Malcev basis of G. Proof. The forward direction is immediate. To prove the converse, assume that G is a τ group that satisfies item (2) in Theorem 1.1. If m = , then rank(G ὔ ) ≤ m = . Hence, G is a free abelian group. Moreover, rank(G/Z(G)) + rank(Z(G)) = rank(G) = n, and thus G admits the τ -presentation ⟨a , . . . , a n | [a i , a j ] = for all i, j⟩.
This presentation belongs to P(n, ).
Suppose n = , . By hypothesis, rank(Z(G)) = n + m − rank(G/Z(G)) and m ≤ n + m − rank(G/Z(G)). Consequently, rank(G/Z(G)) ≤ n ≤ . This implies, again, that G is a free abelian group. Then, as before, rank(G/Z(G)) + rank(Z(G)) = rank(G) = n + m, and G admits the τ -presentation ⟨a , c , . . . , c m | [a , c i ] = [c j , c k ] = for all i, j, k⟩ (if n = omit a ). This presentation belongs to P(n, m), as needed.
We adopt the following standard convention regarding the projection of elements onto quotient groups. Suppose K has been obtained from another group (or monoid) H by adding some relations, and let π : H → K be the canonical projection of H onto K. To avoid referring to π, we speak of elements h from H seen in K (or projected onto K), rather than of elements π(h). Similarly, for h , h ∈ H, instead of writing π(h ) = π(h ), we say that h = h in K, or h = K h . For example, if a group G has a generating set A, then we speak of (A ± )-words seen in G, and of equalities between (A ± )-words taking place in G.
The next result is fundamental for our purposes. in the sense that if g = ∏ i a x i i ∏ t c y t t for some x i , y t , then, necessarily, x i = α i (g) and y t = γ t (g) for all i, t.
Proof. Let N = N(A) × ℤ m (C) be the direct product of the -step free nilpotent group N(A) with basic generating set A, and the free abelian group ℤ m (C) with basis C. Then we have that N admits the presen-
Hence, G can be obtained from N by adding the relations
Using presentation (4.1) and the identity a j a i = a i a j [a i , a j ] − , one sees that any g ∈ G can be written as in (4.2) for some α i 's and γ t 's. We next show that these α i and γ t are unique. To do so, it suffices to prove that g = in G if and only if α i = γ t = for all i and t. Assume that g = ∏ a α i i ∏ c γ t t = in G. Then, in N , g equals a product of conjugates of elements r i,j , that is,
where ℓ i,j is the sum of the exponents of the r i,j appearing in the expression above for each i < j. In the last step we have used that all commutators and c's belong to the center of N . Hence, the equality (2) Z(G) admits a basis of the form C ∪ D for some set D.
(3) rank(G/Z(G)) = n − |D|. (4) rank(G/Z(G)) + rank(Z(G)) = n + m.
Proof. To see that G is -nilpotent, it suffices to show that all commutators belong to the center. To do so, one may use the formulas [xz, y] = z − [x, y]z [z, y] and [x, y] = [y, x] − , and the fact that G = ⟨A ∪ C⟩, C ⊆ Z(G), to express any commutator [g, h] as a product of commutators from {[a i , a j ] | ≤ i, j ≤ n}. By definition, the latter belong to Z(G), and hence so does [g, h] . We also obtain that G ὔ ≤ ⟨C⟩, because each [a i , a j ] equals a product of elements from C ± .
Let α i , γ t : G → ℤ be the maps of Lemma 4.2. To prove that G is torsion-free, assume g k = in G for some g ∈ G and some k ̸ = . By Lemma 4.2, we must have α i (g k ) = for all i. Observe that α i (g k ) = kα i (g), and so α i (g) = for all i. It follows that g ∈ ⟨C⟩, which, again by Lemma 4.2, is a free abelian group with basis C, and thus we must have g = . This proves that G is a τ -group.
Since G ὔ ≤ ⟨C⟩, G/⟨C⟩ is an abelian group. By Lemma 4.2, it is free abelian with basis (the projection of) A. It follows that (A; C) is a Malcev basis of G.
We next prove that Z(G) has a basis of the form C ∪ D for some set D. Indeed, it is well known that this occurs if and only if, for any basis E = {e i | i} of Z(G), the coordinates of each c j ∈ C with respect to E are coprime. To show that this is the case, suppose the coordinates of c j ∈ C are all divisible by some d ̸ = . Then, in G,
for some k i 's (the second equality holds because E ⊆ Z(G)). Let w = ∏ e k i i . Then, as before, α i (c j ) = = α i (w d ) = dα i (w), and so α i (w) = for all i. It follows that γ t (w d ) = dγ t (w). We finally obtain that = γ j (c j ) = γ j (w d ) = dγ j (w). Hence, d = − , , as needed.
Assume now that C ∪ D is a basis of Z(G), with D = {d , . . . , d |D| }. We will show that the vectors {a j = (α (d j ), . . . , α n (d j )) | j = , . . . , |D|} are linearly independent. Indeed, suppose not. Then there exist integers k , . . . , k |D| such that ∑ j k j a j = 0. Let g = ∏ j d j k j . Then α i (g) = for all i. Writing g in its Malcev representation form, we obtain, in G,
This is a linear combination in Z(G) between elements of the basis C ∪ D. Hence, we must have k j = γ t (g) = for all j and t. This proves that the a j 's form a set of linearly independent vectors. From this it follows that G/Z(G), which is equal to
is a free abelian group of rank n − |D|. On the other hand, Z(G) has rank |C| + |D| = m + |D|, and so we have rank(G/Z(G)) + rank(Z(G)) = n + m. Finally, since ⟨C⟩ is a free abelian group with basis C, and G ὔ ≤ ⟨C⟩ ≤ Z(G), we obtain rank(G ὔ ) ≤ |C| = m ≤ rank(Z(G)).
We next show that every τ -group admits a τ -presentation. Proof. The result is immediate if G is a free abelian group. Assume it is not. One has that A ∪ C generates G, and since G is a τ -group, A ∪ C is a finite set. All finitely generated nilpotent groups are finitely presented, and finite presentability in some generating set implies finite presentability in any finite generating set. Therefore, we have G = ⟨A, C | r , . . . , r k ⟩ for some finite number of relations r i (which we see as words on (A ∪ C) ± ). Each [a i , a j ] can be written as a linear combination of the c t 's, because G ὔ ≤ Z(G). Let λ t,i,j be the coefficients of these combinations, and let P ∈ P(n, m) be the τ -presentation given by A, C, and the λ t,i,j 's. We claim that G admits the presentation P. Indeed, denote by H the group presented by P. It is clear that all relations from P hold in G. Such relations allow one to rewrite a word w on A ± ∪ C ± in the following way. First move all c t 's to the left and group them by subindex (this can be done because the c t 's are central).
Then, using the identity [a i , a j ] = ∏ t c λ t,i,j t , one can replace an occurrence a j a i (i < j) by a i a j ∏ t c λ t,i,j t , and then move the added c t 's to the left as before. This rewriting rules can be applied both in G and in H, because they only use relations from H, which hold in G as well. This allows one to rewrite each word r k , both in G and H, into the form
Since r k = in G, modding out Z(G), we obtain that ∏ i a α i i Z(G) = Z(G). This implies that α i = for all i, because the a i 's form a basis of the free abelian group G/Z(G). Therefore, in G, = r k = ∏ t c γ t t ∈ Z(G). Since the c t 's form a basis of Z(G), γ t = for all t. This implies that r k = in H, and therefore that G = H, as needed. The last statement of the lemma is clear from the definition of Malcev basis and from how we chose A and C (it also follows directly from Corollary 4.3).
An immediate consequence of the previous two results (Corollary 4.3 and Lemma 4.4) is the following. and (A; C) is a Malcev basis of G. Notice that the first relations in (4.4) express each element of the generating set {[a i , a j ] | i < j} of G ὔ ≤ ⟨C⟩ ≤ Z(G) as a linear combination of the c t 's. It is well known (from basic facts of the theory of abelian groups) that the rank of G ὔ coincides with the rank of the matrix M whose rows are {(λ ,i,j , . . . , λ q,i,j ) | i < j}. Moreover, column operations in M (interchanging two columns, and adding or subtracting one column to another different column) correspond to changing the basis C (on the other hand, row operations correspond to changing the generating set of G ὔ , but this is of no use to us). Hence, by choosing a new basis of Z(G), which we still denote C, we may assume that the last q − rank(G ὔ ) columns of M are . We thus have
where r = rank(G ὔ ). By hypothesis, r ≤ m ≤ q, which allows us to split C into two sets: C = {c , . . . , c m } and C = {c m+ , . . . , c q } (C is empty if q = m), and to rewrite (4.5) as
Finally, notice that |A ∪ C | = p + q − m = n + m − m = n, and so the above presentation belongs to P(n, m). This completes the proof of Theorem 1.1.
Main results
In this subsection we prove the two main results of this paper, namely, Theorems 1.4 and 1.5. Before anything, we estimate the number of vectors (with bounded integer entries) that are linearly independent with a given set of vectors. Proof. Let M be the t × s matrix whose ith column consists of the coordinates of v i for i = , . . . , a. We have rank(M) = s, and thus there are s rows among all rows r , . . . , r t of M that form a set of linearly independent × s vectors. For notation purposes, we assume these are r , . . . , r s . For each k = s + , . . . , t, the vectors r , . . . , r s , r k are linearly dependent, and hence there exist rational numbers q k , . . . , q ks such that It follows that, when choosing v, one has only freedom to specify its first s entries, because the remaining ones are given by (4.7). There are |I| s ways of selecting s integers from I, and hence there are at most that many v's. The last statement of the Lemma follows immediately from this and from the fact that |I t | = |I| t .
Throughout this subsection we fix integers n ≥ , m ≥ , and sets A, C, with |A| = n and |C| = m. By P(n, m, ℓ) we denote the set of τ -presentations
such that |λ t,i,j | ≤ ℓ for all t, i, j. For such presentation P, we let λ i,j = (λ ,i,j , . . . , λ m,i,j ) (i < j), and we define M P,k to be the following matrices for k = , . . . , n:
where T stands for transposed. We recall that Corollary 4.3 states that any group with presentation (4.8) is a τ -group with Malcev basis (A; C). This fact will be used extensively from now on (sometimes implicitly). Recall also that D(G) denotes the Diophantine problem over G (see Definition 1.3).
We are now ready to prove Theorem 1.4.
Proof of Theorem 1.4. Let G and P be as in the statement of the theorem. Observe that the m × (n − ) matrices M P,k defined in (4.9) are precisely the matrices of Corollary 3.5. Hence, by Proposition 3.6, a k is csmall provided that rank(M P,k ) = n − and that λ t,k,j ̸ = for some t, j. In this case, by the same proposition, Z(G) = ⟨C⟩. Furthermore, since (A; C) is a Malcev basis of G, [a i , a j ] ̸ = if and only if λ t,i,j ̸ = for some t. Thus, to prove the first paragraph of the theorem it suffices to show that, a.a.s., λ t,i,j ̸ = for all t, i, j, and that rank(M P,k ) = n − for all k.
Note that one may select P ∈ P(n, m, ℓ) by first specifying the vectors λ , , . . . , λ ,n , then λ , , . . . , λ ,n , then λ , , . . . , λ ,n , and so on. In what follows we understand that P is chosen this way. In this case, at the moment when the vector λ i,j (i < j) is chosen, all vectors λ i ὔ ,j ὔ with i ὔ < i or i ὔ = i and j ὔ < j have already been selected (i ὔ < j ὔ ).
We proceed to bound the number of presentations P ∈ P(n, m, ℓ) such that λ t,i,j ̸ = for all t, i < j, and rank(M P,k ) = n − for all k. Denote the set of such P's by S(n, m, ℓ). Observe that λ i,j appears only in
(we omit the transpose symbols) and in
Denote the vectors preceding λ i,j in M P,i and in M P,j by Λ i,j, and Λ i,j, , respectively. The method for selecting P, described above, ensures us that every time we choose λ i,j , all the vectors in Λ i,j, and Λ i,j, have already been specified. For this reason, to choose a presentation that belongs to S(n, m, ℓ), it suffices to select vectors λ i,j ∈ ({−ℓ, −ℓ + , . . . , ℓ − , ℓ}\{ }) m in the order explained previously, making sure that, at every step, Λ i,j, ∪ {λ i,j } and Λ i,j, ∪ {λ i,j } are sets of linearly independent vectors, with Λ i,j, and Λ i,j, already being linearly independent due to previous selections. Below we use the notation I = {−ℓ, −ℓ + , . . . , ℓ − , ℓ}\{ } and L = |I| = ℓ. Now fix i < j. By Lemma 4.6, there are at most L |Λ i,j, | vectors v with entries in I (i.e., v ∈ I m ) such that Λ i,j, ∪ {v} is a set of linearly dependent vectors, and similarly for Λ i,j, . It follows that there are at most
By hypothesis, m ≥ n − > j − ≥ i − for all ≤ i < j ≤ n, and hence all factors above are polynomials of degree m with leading coefficient . It follows that p(L) is a polynomial of degree mn(n − )/ , with leading coefficient as well. Notice that |P(n, m, ℓ)| = (L + ) mn(n− )/ . Therefore, lim ℓ→∞ |S(n, m, ℓ)| |P(n, m, ℓ)| = .
As observed previously, this shows that Z(G) = ⟨C⟩ a.a.s., all a k 's are c-small, and [a i , a j ] ̸ = for all i ̸ = j. Finally, observe that the following hold a.a.s.: (a) G has a pair of non-commuting c-small elements, namely, a and a (by what we have proved so far). For the next proof, recall that G is regular if Z(G) ≤ Is(G ὔ ) = {g ∈ G | g t ∈ G ὔ for some t ∈ ℤ\{ }}.
Proof of Theorem 1.5. As already observed in the proof of Theorem 1.1, the presentation P indicates how to write each commutator [a i , a j ] as a linear combination of the basis C. Let M P be the matrix consisting on the coefficients of these combinations, i.e., the matrix whose rows are the λ i,j 's. Then rank(G ὔ ) = rank(M P ). Let r = min{m, n(n − )/ } and L = ℓ + . We claim that rank(M P ) = r a.a.s. Indeed, in a similar way as we did in Theorem 1.4, and having in mind that m > r − , one can repeatedly apply Lemma 4.6 to see that there are at least
ways of choosing all the λ i,j 's (equivalently, of choosing P) so that rank(M P ) = r. The degree of the polynomial p(L) is mn(n − )/ , and its leading coefficient is . On the other hand, there are L mn(n− )/ ways of selecting P ∈ P(n, m, ℓ). Hence, the probability of choosing P such that rank(M P ) = r → as ℓ → ∞, and so rank(G ὔ ) = rank(M P ) = r a.a.s. If r = m ≤ n(n − )/ , since rank(G ὔ ) = r = m = rank(⟨C⟩) a.a.s. and G ὔ ≤ ⟨C⟩, we obtain that G ὔ has finite index in ⟨C⟩ a.a.s. If, additionally, m ≥ n − , then Z(G) = ⟨C⟩ by Theorem 1.4, and thus Z(G) k ≤ G ὔ a.a.s., where k is the index of G ὔ in ⟨C⟩. This proves that, in this case, G is regular a.a.s., completing the proof of item (1) .
Suppose m > n(n − )/ = r. Then, a.a.s., the elements {[a i , a j ] | ≤ i < j ≤ m} are linearly independent as elements from ⟨C⟩, and so they form a basis of G ὔ . Also, the following holds always, and not only a.a.s.: rank(G ὔ ) ≤ n(n − )/ < m = rank(⟨C⟩), and so G ὔ has infinite index in ⟨C⟩. It follows that there exists an element cG ὔ in ⟨C⟩/G ὔ that has infinite order. Then c ∈ Z(G) but no power of c belongs to G ὔ , which implies that G is not regular. This completes the proof of item (2).
General polycyclic models
In this section we introduce natural models of random polycyclic groups and random finitely generated nilpotent groups, of any nilpotency step and possibly with torsion. These are based on choosing random polycyclic or nilpotent presentations, respectively. We quickly see, however, that the model of random f.g. nilpotent groups yields finite groups a.a.s. This is the reason why we particularized it to the class of τ -groups in the previous sections. On the other hand, the model of random polycyclic groups yields groups with finite abelianization a.a.s. This could be the starting point of future work on random such groups.
We follow [7] for the following definitions. A group G is called polycyclic if it admits a finite subnormal series with cyclic factors. A presentation ⟨x , . . . , z n | R ⟩ is called a polycyclic presentation if there exist a sequence r , . . . , r n , with r i ∈ ℕ ∪ {∞}, and integers a i,k , b i,j,k , c i,j,k such that R consists in the following relations:
for ≤ i ≤ n, with r i < ∞, (5.1)
x − i x j x i = S i,j , with S i,j = x b i,j,i+ i+ ⋅ ⋅ ⋅ x b i,j,n n for ≤ i < j ≤ n, (5.2)
x i x j x − i = T i,j , with T i,j = x c i,j,i+ i+ ⋅ ⋅ ⋅ x c i,j,n n for ≤ i < j ≤ n. for all ≤ i < j ≤ n.
Lemma 5.1 ([7] ). Let G be a finitely generated group. Then the following hold:
(1) G is polycyclic if and only if it admits a polycyclic presentation.
(2) G is nilpotent if and only if it admits a nilpotent presentation.
(3) If G is torsion-free and nilpotent, then G admits a nilpotent presentation without power relations, i.e., r i = ∞ for all i = , . . . , n.
In views of this result, and in a similar fashion to what we did with τ -groups, one may model random polycyclic (or f.g. nilpotent, respectively) groups G by fixing a set X = {x , . . . , x n } and exponents (r , . . . , r n ), r i ∈ ℕ ∪ {∞}, and then randomly choosing the exponents a i,k , b i,j,k and c i,j,k of a polycyclic (nilpotent) presentation ⟨X | R⟩. This is done in the same way as for τ -groups. The exponents are selected among all integers of magnitude at most ℓ (with uniform probability), and ℓ is thought of as tending to infinity (see Section 1).
We assume n ≥ and n ≥ for the "polycyclic and nilpotent models" above, respectively -otherwise the resulting groups are always abelian. Also X and S remain fixed until the end of the section. The epimorphism that projects from a group onto its abelianization will be denoted by ab.
Lemma 5.2. The model of random nilpotent groups introduced above yields finite groups asymptotically almost surely as ℓ → ∞.
Proof. Let G be a group given by randomly choosing the exponents of a nilpotent presentation ⟨X | R⟩. The conjugacy relations (5.4) of such presentation state that [x j , x i ] = x − j S i,j and [x j , x − i ] = x − j T i,j for all ≤ i < j ≤ n. Thus, in the abelianization of G, ab(x − j S i,j ) = ab([x j , x i ]) = and ab(x − j T i,j ) = ab([x i , x j ]) = . Taking j = n − and any i < j, we have ab(x − n− S i,n− ) = ab(x b i,n− ,n n ) = .
It follows that ab(x n ) has finite order in G/G ὔ a.a.s. Using that G/G ὔ is abelian and a simple induction argument on the identities ab(x − j S i,j ) = ab x b i,j,j+ j+
we obtain that ab(x k ) has finite order for all k = , . . . , n, a.a.s. Since G/G ὔ is abelian and it is generated by the ab(x k )'s, the whole abelianization G/G ὔ is finite a.a.s. In this case, by [10, Chapter 1, Corollary 9], G is finite.
We remark that the above result holds even if all r i 's are fixed to be ∞. Equivalently, even if the nilpotent presentations considered have no power relations. A very similar approach serves to prove that the corresponding model for polycyclic groups yields groups with finite abelianization a.a.s. This result may be the starting point of future work on random polycyclic groups.
Lemma 5.3. The model of random polycyclic groups introduced above yields groups with finite abelianization a.a.s.
Proof. Let G be a group given by randomly choosing the exponents of a polycyclic presentation ⟨X | R⟩. The conjugacy relations (5.2)-(5.3) of R in the abelianization of G become ab(x j ) = ab(S i,j ) and ab(x j ) = ab(T i,j ) for all ≤ i < j ≤ n. Taking i = n − and j = n, we have ab(S n− ,n ) = ab(x b n− ,n,n n ) = ab(x c n− ,n,n n ) = ab(T n− ,n ).
It follows that ab(x n ) has finite order a.a.s. Similarly as before, using induction and the identities ab(S i− ,i ) = ab(T i− ,i ) for i = , . . . , n, one sees that ab(x k ) has finite order in G/G ὔ for all k = , . . . , n, a.a.s., in which case G/G ὔ is finite because it is abelian and it is generated by ab(x ), . . . , ab(x n ).
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