Abstract. In this paper we study the evolution of almost non-negatively curved (possibly singular) three dimensional metric spaces by Ricci flow. The non-negatively curved metric spaces which we consider arise as limits of smooth Riemannian manifolds ðM i ; i gÞ, i A N, whose Ricci curvature is bigger than À1=i, and whose diameter is less than d 0 (independent of i) and whose volume is bigger than v 0 > 0 (independent of i). We show for such spaces, that a solution to Ricci flow exists for a short time t A ð0; TÞ, that the solution is smooth for t > 0, and has Ricci À gðtÞ Á f 0 and Riem À gðtÞ Á e c=t for t A ð0; TÞ (for some constant c ¼ cðv 0 ; d 0 ; nÞ). This allows us to classify the topological type and the di¤erential structure of the limit manifold (in view of the theorem of Hamilton [10] on closed three manifolds with non-negative Ricci curvature).
Introduction and statement of results
In the papers [9] and [10] , R. Hamilton showed using the Ricci flow that Theorem A ( [10] , Theorem 1.2). If M n , n ¼ 3ð4Þ is a closed n-dimensional Riemannian manifold with non-negative Ricci curvature (non-negative curvature operator) then M 3 is di¤eomorphic to a quotient of S 3 , S 2 Â R, or R 3 by a group of fixed point free isometries acting properly discontinuously (M 4 is di¤eomorphic to a quotient of one of the spaces S 4 , CP 2 , S 2 Â S 2 , S 3 Â R 1 , S 2 Â R 2 or R 4 by a group of fixed point free isometries acting properly discontinuously) in the standard metric.
It is interesting to note that in order to apply the theorem for n ¼ 3 we only require information on the Ricci curvatures (not the sectional curvatures). The theorem implies that only certain three manifolds admit Riemannian metrics with non-negative Ricci curvature. This is not the case for negative Ricci curvature, as proved by Lohkamp in [16] : he proved that every closed manifold of dimension n f 3 admits a Riemannian metric of negative Ricci curvature.
We say that a smooth family of metrics Here R refers to the curvature operator.
Theorem B ( [21] , Theorem 1.3). Let n ¼ 3ð4Þ. The classification of Theorem A remains true if we allow Lipschitz metrics with non-negative Ricci curvature (non-negative curvature operator) in the sense of Definition 1.1.
In this paper we will define a Ricci flow for a larger class of almost nonnegatively Ricci curved (possibly singular) three dimensional metric spaces ðM; dÞ. The spaces we are interested in arise as Gromov-Hausdor¤ limits of sequences It is well known that the space Mðn; d 0 ; kÞ is precompact in the Gromov-Hausdor¤ space. That is, given a sequence of smooth n-dimensional Riemannian manifolds It is possible that the limit space ðX ; d y Þ does not enjoy the regularity properties of the spaces occurring in the converging sequence, as one sees in the following example. Example 1.4. Let ðS n ; g i Þ i A N be a sequence of spheres with Riemannian metrics, where the metrics are chosen so that the sectional curvature is non-negative, the manifolds are becoming cone like in a fixed compact region (topologically a closed disc) as i ! y, and stay smooth away from this region (see the remark below), the diameter is bounded above by 0 < d 0 < y and the volume bounded below by v 0 > 0 where d 0 , v 0 are constants independent of i A N.
Then À S n ; dðg i Þ Á converges in the Gromov-Hausdor¤ space to ðS n ; dÞ, where d is a (nonstandard) metric on the sphere, and there exists a Riemannian metric g which is smooth away from the tip, induces d, but cannot be extended in a C 0 way to the tip. It is not possible to find a C 0 Riemannian metric g which induces d.
Remark 1.5. The induced Riemannian metric on the cone C n ¼ fðx; c 2 jxjÞ j x A R n g ðc 2 > 0Þ is C y everywhere away from the tip ð0 0; 0Þ of the cone, but cannot be extended continuously to this tip for n f 2.
In [12] , [27] and [28] the authors introduce other notions of ''spaces with Ricci curvature bounded below''. In those papers, the spaces that one considers are metric spaces ðX ; dÞ together with a measure m. One can measure the distance between two probability measures m, n using the L where the infimum is taken over all couplings q of m and n. A coupling of m and n is a probability measure on M Â M whose marginals (i.e. image measures under the projections) are the given measure m and n. Let P 2 ðMÞ be the space of probability measures on M equipped with the distance d W . The curvature bound from below is then defined using convexity properties of entropy functionals. For example, one definition in Sturm [27] is as follows: define the entropy Entðn j mÞ :¼ Ð M dn dm log dn dm dm:
Then we say ðX ; d; mÞ has Ricci curvature bounded from below by K in the weak sense if for any pair n 0 ; n 1 A P 2 ðMÞ with non-infinite entropy, there exists a geodesic G : ½0; 1 ! P 2 ðMÞ connecting n 0 and n 1 such that
for all t A ½0; 1 (see [27] In this paper we show that it is possible to evolve spaces ðX ; dÞ A Mðn; d 0 ; v 0 ; kÞ by Ricci flow. In order to do this, we prove a number of estimates on the rate at which geometrical quantities change under the Ricci flow. Many of these estimates are obtained using the parabolic maximum principle in a smooth setting on a smooth manifold (for example, estimate (1.6) is obtained by examining the evolution equation of the Ricci curvature). For this reason, the setting of [17] , [27] and [28] is not immediately appropriate for this paper. In particular, the underlying spaces in that setting are not necessarily manifolds (see [18] for results on Ricci flow in the setting of [17] , [27] and [28] ).
We prove Theorem 7.2. Theorem 1.6. Let ðM i ; i g 0 Þ be a sequence of closed three (or two) manifolds satisfying
where eðiÞ ! 0, as i ! y. 
As a corollary we obtain the following classification theorem.
gÞ is closed and ðM; gÞ A Mð3; d 0 ; v 0 ; ÀeÞ then M is di¤eomorphic to a quotient of S 3 , S 2 Â R or R 3 by a group of fixed-point free isometries acting properly discontinuously.
Proof. Assume the corollary is not true. Then there exists a sequence then M is di¤eomorphic to a quotient of S 3 , S 2 Â R or R 3 by a group of fixed-point free isometries acting properly discontinuously.
In [29] , [22] , [23] and [8] , Fukaya, Shioya and Yamaguchi obtained similar results (and more) for three manifolds with almost non-negative sectional curvature. For example, in [8] Fukaya and Yamaguchi proved:
Theorem C ( [8] , Corollary 0.13). There exists an e > 0 such that if ðM 3 ; gÞ is a Riemannian manifold whose diameter is not larger than 1, and has sec f Àe, then a finite covering of M is either homotopic to an S 3 or di¤eomorphic to one of
Hence, using that the Poincaré Conjecture is correct (see Perelman's papers [19] , [20] ) (that is, a homotopy S 3 is homeomorphic to S 3 ), we have a good topological classification of 3-manifolds with sec Á diam 2 f Àe and e small enough.
Notice that Theorem C does not require a bound from below on the volume.
for a sequence of smooth Riemannian manifolds ðM i ; g i Þ then we say that the sequence is a collapsing sequence, or that the sequence collapses. If there exists a v 0 > 0 such that
then we say that the sequence is a non-collapsing sequence, or that the sequence does not collapse.
The papers [29] , [22] , [23] and [8] use results and methods from the theory of convergence/collapse of Riemannian manifolds, and the theory of Alexandrov spaces (not Ricci flow).
In order to show that the Ricci-curvature of our solution is non-negative for all t > 0 (Equation (7.1)), we use the following lemma (Lemma 5.2 of this paper), which may be of independent interest. Lemma 1.10. Let g 0 be a smooth metric on a 3-dimensional manifold M 3 which satisfies where k ¼ 100 and T 0 ¼ T 0 ð100Þ > 0 is a universal constant.
Methods and structure of this paper
In this paper we will chiefly be concerned with metric spaces ðX ; d y Þ which arise as Gromov-Hausdor¤ limits of non-collapsing sequences of Riemannian manifolds ðM
In particular, we wish to flow such metric spaces ðX ; d y Þ by Ricci flow. As we saw in the previous section (see Example 1.4) such limits can be quite irregular (it is possible that the limit manifold is a non-C 0 Riemannian manifold). Nevertheless, they will be Alexandrov spaces and so do carry some structure (see Appendix A). In order to flow ðX ; d y Þ we will flow each of the ðM 3 i ; g i Þ and then take a Hamilton limit of the solutions (see [13] ). The two main obstacles to this procedure are:
It is possible that the solutions À M i ; g i ðtÞ Á are defined only for t A ½0; T i Þ where
In order to take this limit, we require that each of the solutions satisfy uniform bounds of the form
Riem À g i ðtÞ Á e cðtÞ; Et A ð0; TÞ;
for some well defined common time interval ð0; TÞ (cðtÞ ! y as t ! 0 would not be a problem here). Furthermore they should all satisfy a uniform lower bound on the injectivity radius of the form
for some t 0 A ð0; TÞ.
As a first step to solving these two problems, in Lemma 3.4 of Section 3 we see that a (three dimensional) smooth solution to the Ricci flow À M; gðtÞ Á t A ½0; TÞ cannot become singular at time T as long as Ricci f À1, the diameter remains bounded (by say d 0 ) and the volume stays bounded away from zero (say it is bigger than v 0 ). Furthermore, a bound of the form Riem À gðtÞ Á e c 0 ðd 0 ; v 0 Þ t ; Et A ½0; TÞ X ½0; 1 for such solutions is proved: that is, the curvature of such solutions is quickly smoothed out.
In Theorem 4.1 we present an application of the proof of 4.1. Notice that [19] , Proposition 11.4, for the three dimensional case implies Lemma 4.1. Perelman's method of proof is somewhat di¤erent from that used in Lemma 4.1.
Section 5 is concerned with proving (for an arbitrary three dimensional solution to the Ricci flow) lower bounds for the Ricci curvature of the evolving metric, which depend on the bound from below for the Ricci curvature of the initial metric, the scalar curvature of the evolving metric.
One of the major applications is (see Lemma 1. In Lemma 6.1, well known bounds on the evolving distance for a solution to the Ricci flow are proved for such solutions.
We combine this lemma with some results on Gromov-Hausdor¤ convergence and a theorem of Cheeger-Colding (from the paper [4] ) to show (Corollary 6.2) that such solutions can only lose volume at a controlled rate.
In Section 7 we show (using the a priori estimates from the previous sections) that a solution to the Ricci flow of ðX ; d y Þ exists, where ðX ; d y Þ is the Gromov-Hausdor¤ limit as i ! y of À M i ; dðg i Þ Á where the ðM i ; g i Þ satisfy
Ricciðg i Þ f ÀeðiÞ;
More explicitly we prove Theorem 1.6.
The theorem which is essential in constructing such a solution is (Theorem 7.1 of this paper): 
for all t A ð0; SÞ.
Appendix A contains definitions, results and facts about Gromov-Hausdor¤ space, which we require in this paper.
In Appendix B we define C-essential points, and d-like necks, and consider discuss 0-like necks in the three dimensional case.
A proof of the (well known) Lemma 6.1 is contained in Appendix C.
Appendix D is a description of the notation used in this paper.
3. Bounding the blow up time from below using bounds on the geometry An important property of the Ricci flow is that:
If certain geometrical quantities are controlled (bounded) on a half open finite time interval ½0; TÞ, then the solution does not become singular as t % T and may be extended to a solution defined on the time interval ½0; T þ eÞ for some e > 0. We are interested in the question:
Problem 3.1. What elements of the geometry need to be controlled, in order to guarantee that a solution does not become singular?
In [9] , it was shown that for ðM; g 0 Þ a closed smooth Riemannian manifold, the Ricci flow equation So we see that a bound on the supremum of the Riemannian curvature (that is, control of this geometrical quantity) on a finite time interval ½0; TÞ guarantees that this solution does not become singular as t % T. In the following lemma, we present other bounds on geometrical quantities which guarantee that a solution to the Ricci flow does not become singular as t % T. is not maximal.
The proof of the corollary is a trivial iteration argument.
Proof. Fix t 0 A ½0; TÞ. We wish to show that
If t 0 e 1=2 then we apply Lemma 3.4. If ðN þ 1Þ=2 > t 0 f N=2 ðN A NÞ then we apply
We now prove Lemma 3.4.
Proof. Assume to the contrary that there exist solutions 
Furthermore, letting sðt t; iÞ : we obtain a bound on the injectivity radius from below, in view of the theorem of CheegerGromov-Taylor, [5] (the theorem of Cheeger-Gromov-Taylor says that for a complete Riemannian manifold ðM; gÞ with jRiemj e 1, we have
for all r e p=4). In particular, using that diamðM; gÞ f d 1 > 0 and jRiemj e c (see [i] below) for the Riemannian manifolds in question, we obtain injðx; gÞ f e s nþ1 ls n þ o n exp nÀ1 f c 2 ðd 0 ; v 0 ; nÞ > 0 ð3:16Þ
This allows us to take a pointed Hamilton limit (see [13] ), which leads to a Ricci flow solution À W; o; gðtÞ t A ðÀy; oÞ Á , with R e Rðo; 0Þ ¼ 1, and Ricci f 0, o > 0 (at t ¼ 0, as explained below, the full Riemannian curvature tensor of iĝ gð0Þ is bounded by cð3Þ and so clearly each solution lives at least to a time o > 0 independent of i). More precisely:
[i] The bound from below on the Ricci curvature, and the bound from above on the scalar curvature imply that the Ricci curvatures are bounded absolutely by the constant 5 for i big enough. In three dimensions, bounds from above and below on the Ricci curvatures imply bounds from above and below on the sectional curvatures and hence on the norm of the full Riemannian curvature tensor. This, together with the bound from below on the injectivity radius, allows us to a take a Hamilton limit of these Ricci flows.
[ii] In fact the limit solution satisfies sec f 0, which can be seen as follows: Each rescaled solution iĝ g is defined on M i Â ½ÀA i ; o where A i ! i!y y. They also each satisfy sec f À2 and jRiemj e cðnÞ for all t A ðÀS; 0Þ for any fixed S and all i big enough, in view of (3.12) and Ricci f À1:
Let us translate in time by S, so that these solutions are defined on M i Â ½ÀA i þ S; S and satisfy sec f À2 and jRiemj e cðnÞ on ð0; SÞ (for i big enough). Without loss of generality, we assume that sec f À1. We then use the improved pinching result of Hamilton [14] (see also [15] ): Theorem 3.6. Let gðtÞ be a solution to Ricci flow defined on M Â ½0; TÞ, M closed. Assume at t ¼ 0 that the eigenvalues a f b f g of the curvature operator at each point are bounded below by g f À1. The scalar curvature is their sum R ¼ a þ b þ g, and X :¼ Àg. Then at all points and all times we have the pinching estimate
whenever X > 0:
Notice that this estimate is also valid for the translated limit solution (defined on ½0; SÞ) as it is valid for each i and the scalar curvature and X converge as i ! y to the corresponding quantities of the translated (by S) limit solution.
Let d > 0 be any arbitrary small constant. Assume there exists ðx; tÞ A W Â S 2 ; S such that X ðx; tÞ f d. Then we get logðdÞ e log X ðx; tÞ e Rðx; tÞ
which is a contradiction for S big enough. Hence our initial limit solution (without any translations in time) has X ðx; 0Þ e d. As d was arbitrary we get X ðÁ; 0Þ e 0. A similar argument shows X e 0 everywhere. That is, the limit space satisfies sec f 0, Et A ðÀy; 0Þ.
The volume ratio estimates l f vol À B r ðpÞ Á r 3 f e 0 ; Er > 0; ð3:18Þ are also valid for ðW; gÞ, as these estimates are scale invariant, and diamðW; gÞ ¼ y. At this point we could apply [19] , Proposition 11.4, to obtain a contradiction. We prefer however to introduce an alternative method to Perelman in order to obtain a contradiction (this method may be of independent interest). We now consider the following two cases.
(Case 1) sup
WÂðÀy; 0 jtjR ¼ y.
(Case 2) sup
WÂðÀy; 0 jtjR < y.
(Case 1) In the first case, in view of [7] Note: we must slightly modify the argument there, by replacing Riem with R wherever it appears. We also use the fact (as mentioned above) that jRiemj e cð3ÞR in the case that Ricci f 0 (in dimension three) and that our scale invariant volume estimate (3.18) remains true for any rescalings of our solution: these two facts ensure that in the rescaling process of the argument in [3] , Chapter 8, Section 6, an injectivity radius estimate is satisfied, and that the limit solution is well defined. (Case 1.1) This means W is di¤eomorphic to R 3 in view of the soul theorem (see [6] , Chapter 8) and in particular, W is simply connected. We may then apply the gradient soliton theorem of Hamilton [11] which implies, in view of (3.19) , that À W; gðtÞ Á t A ðÀy; yÞ is a gradient soliton. We may then, using the dimension reduction theorem of Hamilton, [12] , Theorem 22.3, take a Hamilton limit of rescalings of this solution, to obtain a new solution, À R Â N; dx 2 l gðtÞ Á t A ðÀy; yÞ , or a quotient thereof by a group of fixed-point free isometries acting properly discontinuously, where dx 2 is the standard metric on R, and À N; gðtÞ Á t A ðÀy; yÞ is a solution to the Ricci flow, N is a surface, and RðÁ; tÞ > 0, on N. In the case that we have a quotient of À R Â N; dx 2 l gðtÞ Á then we notice that À R Â N; dx 2 l gðtÞ Á still satisfies (3.18) (the bound from below follows as the Riemannian covering map f :
gðtÞ Á is a Riemannian submersion, and the bound from above follows in view of the Bishop-Gromov comparison principle) and so, without loss of generality, we may assume that we do not have a quotient. If N is compact, then ðR Â N; dx 2 l gÞ, does not satisfy the estimates (3.18), and so we obtain a contradiction. So w.l.o.g. we may assume that N is non-compact. Now we break this up into two cases:
(Case 1. RðtÞ > 0, and N non-compact implies N is di¤eomorphic to R 2 , which is simply connected. We may then use the gradient soliton theorem of Hamilton, [11] , to obtain that ðN; gÞ is a gradient soliton, which implies ( [12] 
, or a quotient thereof by a group of isometries (see [10] , Chapter 9) and sup
NÂðÀy; yÞ
RðtÞ e 1 ¼ Rðo; 0Þ. Without loss of generality, we may assume that we don't have a quotient, as explained in (Case 1.1). RðtÞ > 0, implies N is di¤eomorphic to S 2 =G or R 2 . In the case that N is di¤eomorphic to S 2 =G, we obtain a contradiction, as then ðW; gÞ does not satisfy (3.18). So w.l.o.g. N is di¤eomorphic to R 2 , in particular N is simply connected. We may use the gradient soliton theorem of Hamilton [11] , to get that ðN; gÞ is a soliton and it must be the cigar, in view of Theorem 26.3 of Hamilton [12] . This leads to a contradiction as then ðW; gÞ does not satisfy (3.18) (similarly for the covering case). Remember that the asymptotic scalar curvature ratio is a constant in time for ancient solutions which have bounded curvature at each time and non-negative curvature operator. A is also independent of which origin we choose: see [12] , Theorem 19.1. Then we use the dimensionreduction argument of Hamilton (see [12] , Lemma 22.2 and the argument directly after the proof of Lemma 22.2) to obtain a new solution ðN Â R; g l dx 2 Þ or a quotient thereof by a group of isometries where ðN; gÞ is a solution to Ricci flow defined on ðÀy; T ðT > 0Þ (note, our injectivity radius estimate is still valid in view of the volume ratio estimate (3.18) which survives into every limit). If N is compact then we obtain a contradiction to (3.18). So we may assume that N is non-compact. We then consider the cases sup 
for t e 1=2. Notice that
and so i gðtÞ is defined for (at least) Ày < t e 1=2. Furthermore,
c i is then a unit two form on T x i W with respect to g i ðx; 0Þ. Then
Now taking a Hamilton pointed limit (our injectivity radius estimate is still valid) we obtain a solution ðW W;g gÞ, defined for t e 1=2 with g g j g Riem Riemðo; 0Þ ÀR Rðo; 0Þðc c nc cÞj e 0; wherec c is the unit two form (at time zero it has length one) defined on for large i, and so F Ã i c i converges to a unit two form as i ! y, as stated). Furthermore Rðo; 0Þ f C > 0 (in view of (3.22)) which implies (in view of the strong maximum principle applied to the evolution equation for R) that R > 0. Hence, due to the maximum principle, ðW W;g gÞ ¼ ðN Â R; g l dx 2 Þ, or a quotient thereof by a group of isometries, where ðN; gÞ is a solution to the Ricci flow (see Appendix B for a more detailed explanation of this fact). If N is compact we obtain a contradiction to the volume ratio estimates. If N is non-compact, then we argue exactly as in (Case 1.1.1) and (Case 1.1.2) to obtain a contradiction. Then, as Chow and Knopf show in [7] (see the proof of Theorem 9.19 there) for all t A ðÀy; tÞ, and hence, since e 0 was arbitrary,
Hence W ¼ S 3 =G, which is a contradiction to the fact that W is non-compact. r
An application of the proof of Lemma 3.4
In certain cases, the proof of Lemma 3.4 is applicable even if M is non-compact. For example, the theorem below is proved similarly to Lemma 3.4. This theorem was initially proved (using other methods and for all dimensions) by Perelman [19] Proof. Assume that the asymptotic scalar curvature ratio A W ¼ lim sup s!y Rs 2 ¼ y (this is a constant independent of time). Translate in time so that t ¼ 0.
Notice that for this solution, and any scaling of this solution which has bounded curvature by some fixed constant c in a ball of radius one around some origin o 0 at t ¼ 0, we have a uniform bound on the injectivity radius from below at o 0 , in view of (4.1) and [5] . We explain this here more precisely. We have the estimate remain valid under scaling (as the inequality is scale invariant). Hence, we obtain a uniform bound from below on the injectivity radius estimate at o 0 , for any scaling of this solution which has bounded curvature by some fixed constant c on a ball of radius one around o 0 at time zero.
We use the dimension-reduction argument of Hamilton (see [12] , Lemma 22.2 and the argument directly after the proof of Lemma 22.2) to obtain a new solution (with nonnegative sectional curvature and bounded curvature at each time) ðN Â R; g Â dx 2 ÞðtÞ, t A ðÀy; 0 or a quotient thereof by group of isometries. Also (4.2) remains true (at time zero) for the resulting solution, as we explained above. Without loss of generality, we may assume that we don't have a quotient of ðN Â R; g Â dx 2 ÞðtÞ: otherwise we lift the solution to the solution ðN Â R; g Â dx 2 ÞðtÞ which still satisfies (4.2) at time zero, as explained in (Case 1.1) of the proof of Lemma 3.4.
Notice that the dimension-reduction argument of Hamilton is applicable here, in view of the bounds from below on the injectivity radius at the centres of the balls occurring in the argument (due to the argument at the beginning of this theorem). Without loss of generality the solution is defined on ðN Â R; g Â ds 2 Þ for t A ðÀy; o for some o > 0, in view of the short time existence result of Shi, [21] . Rð0; oÞ ¼ 1 3 0 due to the construction process in the dimension-reduction argument. R N f 0 (for all times) since the sectional curvatures of À gðtÞ Â ds 2 ; N 2 Â R Á are non-negative (for all times) and the curvature in the R direction is zero. Hence, due to the strong maximum principle again, R N > 0 for all t A ðÀy; o. Then, see [12] , Lemma 26.2, we have is independent of time (see [12] We then consider the following two cases:
(Case 1) sup 
Bounds on the Ricci curvature from below under Ricci flow
We prove quantitative estimates that tell us how quickly the Ricci curvature can decrease, if we assume that the Ricci curvature is not too negative at time zero. Both lemmas may be read independently of the rest of the results in this paper.
The first lemma is suited to the case that we have a sequence of solutions to Ricci flow À M i ; i gðtÞ Á 
Proof. Define e ¼ eðtÞ ¼ e 0 ð1 þ 4tÞ, and the tensor LðtÞ by
We shall often write e for eðtÞ (not to be confused with e 0 ). Notice that e 0 < eðtÞ e 2e 0 , for all t A ½0; 1=8Þ: we will use this freely. Then
where Q is the tensor
S ij :¼ g kl R ik R jl ð5:5Þ (see [9] , Theorem 8.4). Clearly L ij ð0Þ > 0. Define N ij by
We argue as in the proof of Hamilton's maximum principle, [9] , Theorem 9.1.
We claim that L ij À gðtÞ Á f 0. Assume there exist a first time and point ðp 0 ; t 0 Þ and a direction w p 0 for which Lðw; wÞ À gðtÞ Á ðp 0 ; t 0 Þ ¼ 0. Choose coordinates about p 0 so that at ðp 0 ; t 0 Þ they are orthonormal, and so that Ricci is diagonal at ðp 0 ; t 0 Þ. Clearly L is then also diagonal at ðp 0 ; t 0 Þ. W.l.o.g.
R 33 ¼ n;
ð5:6Þ
and l e m e n, and so
and so L 11 ¼ 0 (otherwise Lðp 0 ; t 0 Þ > 0: a contradiction). In particular,
in view of the definition of Q (see [9] , Corollary 8.2, Theorems 8.3, 8.4) and the fact that L 11 ¼ 0. Also, L 11 ¼ 0 ) l ¼ ÀeR À e at ðp 0 ; t 0 Þ, and so, substituting this into (5.7), we get
To show N 11 > 0, we consider a number of cases.
Case 1. l f 0. This combined with L 11 ¼ 0 implies that R < 0. A contradiction to the fact that l f 0 and l is the smallest eigenvalue of Ricci.
Case 2. l e 0, R f 0. This implies n f 0 and hence
in view of the fact that eR e 2e 0 R. In the case m f 0 we obtain
after an application of Young's inequality, and similarly in the case m e 0 we get
Case 3. l e 0, R e 0. We know that Rðg 0 Þ f À3e 0 will be preserved by Ricci flow, and hence 0 f R À gðtÞ Á f À3e 0 . We break Case 3 up into three Subcases 3.1, 3.2, 3.3.
-Case 3.1. m; n e 0. This with R f À3e 0 implies that jlj; jmj; jnj e 3e 0 and hence
since 0 < e 0 < 1=100, e < 2e 0 < 1:
-Case 3.2. m e 0, n f 0. Implies
in view of Young's inequality, e 0 e 1=100, and 0 < e < 2e 0 .
-Case 3.3. m f 0 ð) n f 0Þ. Then, similarly,
So in all cases N 11 > 0. The rest of the proof is standard (see [9] , Theorem 9.1): extend wðp 0 ; t 0 Þ ¼x 1 ðp 0 ; t 0 Þ in space to a vector field wðÁÞ in a small neighbourhood of p 0 so that gðt 0 Þ 'wðÁÞðp 0 ; t 0 Þ ¼ 0, and let wðÁ; tÞ ¼ wðÁÞ. Then 0 ft Lðw; wÞ ðp 0 ; t 0 Þ f À DLðw; wÞ Á ðp 0 ; t 0 Þ þ Nðw; wÞ > 0;
which is a contradiction.
The case for the sectional curvatures is similar: from [10] , Sec. 5, we know that the reaction equations for the curvature operator are
Note that
Similar to the Ricci case, we examine the function a þ eðtÞR þ eðtÞ where a e b e g are eigenvalues of the curvature operator, and eðtÞ ¼ e 0 1 2 þ t . In order to make the following inequalities more readable, we write e in place of eðtÞ: that is, e ¼ e 0 1 2 þ t .
and so in the case that b; g f 0, or b; g e 0,t ða þ eR þ eÞ f e 0 ð1 þ RÞ > 0. So assume that a e b e 0, and g f 0. Combining these inequalities with eðtÞ e e 0 , we see that
which, using eðtÞ f e 0 =2, is
in view of Young's inequality. At a point where a þ eR þ e ¼ 0, the last sum is strictly bigger than zero (if a ¼ 0, then, R f 0, and hence a þ eR þ e f e > 0: a contradiction). Then we argue as above. r
The above lemma shows us that if the Ricci curvature at time zero is bigger than Àe (e small) then the Ricci curvature divided by the scalar curvature is at most Àce at points where the scalar curvature is bigger than one (for a short well defined time interval). It can of course happen that the Ricci curvature becomes very large and negative in a short time, if the scalar curvature is very large and positive in a short time.
Now we prove an improved version of the above theorem, which allows for some scaling in time. In particular, for the class of solutions where jRiemjt e c 0 it tells us that: if the Ricci curvature at time zero is bigger than Àe (e small) then the Ricci curvature is at most Àce for some short well defined time interval.
Lemma 5.2. Let g 0 be a smooth metric on a 3-dimensional manifold M 3 which satisfies Proof. The proof is similar to that above. Define e ¼ eðtÞ ¼ e 0 ð1 þ ktÞ, and the tensor LðtÞ by
We shall often write e for eðtÞ (not to be confused with e 0 ). Notice that e 0 < eðtÞ e 2e 0 , for all t A ½0; 1=kÞ: we will use this freely. Then
where Q is the tensor defined in Equation (5.5). Clearly L ij ð0Þ > 0. Define N ij by
We claim that L ij À gðtÞ Á > 0 for all t A ½0; TÞ. Assume there exist a first time and point ðp 0 ; t 0 Þ and a direction w p 0 for which Lðw; wÞ À gðtÞ Á ðp 0 ; t 0 Þ ¼ 0. Choose coordinates about p 0 so that at ðp 0 ; t 0 Þ they are orthonormal, and so that Ricci is diagonal at ðp 0 ; t 0 Þ. Clearly L is then also diagonal at ðp 0 ; t 0 Þ. W.l.o.g.
ð5:10Þ and l e m e n; and so
in view of the definition of Q (see [9] , Corollary 8.2, Theorems 8.3, 8.4) and the fact that L 11 ¼ 0. We will show that N 11 ðp 0 ; t 0 Þ > 0. L 11 ¼ 0 ) l ¼ Àet 0 R À e at ðp 0 ; t 0 Þ, and so, substituting this into (5.7), we get
where here we have used once again that
If Rðx 0 ; t 0 Þ e 0, then using the fact that R f À3e 0 is preserved by the flow, we see that
Furthermore:
[i] l ¼ ÀeR À e e e (since R f À3e 0 ) and l ¼ ÀeR À e f Àe, that is jlj e e.
[ii] Similarly jm þ nj ¼ jR À lj e 4e.
Hence
and so N 11 ðp 0 ; t 0 Þ > 0. Hence we must only consider the case Rðp 0 ; t 0 Þ f 0.
Case 2. l e 0, m f 0, n f 0. In this case we trivially obtain N 11 > 0: Case 3. l e 0, m e 0, n f 0. Implies
in view of Young's inequality.
In what follows, we use the formulae (5.8) freely.
Similar to the Ricci case, we examine the function a þ eðtÞtR þ eðtÞ where a e b e g are eigenvalues of the curvature operator, and eðtÞ ¼ e 0 1 2 þ kt . In order to make the following inequalities more readable, we write e in place of eðtÞ: that is, e ¼ e 0 1 2 þ kt . We assume t e 1 2k so that e 0 1 2 e eðtÞ e e 0 :
and so in the case that b; g f 0, or b; g e 0,
So assume that a e b e 0, and g f 0. Combining these inequalities with eðtÞ e e 0 , we see that
since R f À3e 0 is preserved by the flow, and t e 1=k. Hence
at a point where a þ etR þ e ¼ 0. Then we argue as above. r
So although the Ricci curvature can become very large and negative under the Ricci flow, it can only do so at a controlled rate. In particular, as we mentioned before this lemma, if the curvature satisfies jRiemjt e c 0 for all t A ½0; TÞ (in addition to the initial conditions) then Ricci f Àc 1 ðc 0 Þe 0 , is true on some well defined time interval ½0; T 0 Þ (in dimensions two and three).
Bounding the diameter and volume in terms of the curvature
The results of this section hold for all dimensions. In particular if i g 0 is a sequence of smooth metrics on manifolds M i with 
Proof. The first inequality dðp; q; tÞ f dðp; q; 0Þ À c 1 ðn; c 0 Þ ffiffi t p is proved in [12] , Theorem 17.2 (with a slight modification of the proof: see Appendix C). The second inequality follows easily from [12] , Lemma 17.3: see Appendix C.
The second statement is a consequence of the first result, and the triangle inequality which is valid for the Gromov-Hausdor¤ distance: Definition A.4. For a subset X H Z, ðZ; dÞ a metric space, we define dj X to be the metric on X defined by dj X ða; bÞ ¼ dða; bÞ.
We then define the Gromov-Hausdor¤ distance between two abstract metric spaces ðX ; d X Þ and ðY ; d Y Þ as follows:
is the infimum over all r > 0 such that there exists a metric space ðZ; dÞ and maps f : X ! Z, X 0 :¼ f ðX Þ, and g : Y ! Z, 
ðA:1Þ
is the infimum of n such that there exists a n-Hausdor¤ approximation f : X ! Y .
The proof of following well known lemma may also be found in [1] .
Lemma A.9. For further properties of Alexandrov spaces with curvature f k see [2] or the book [1] . For further properties of spaces with curvature bounded below see [4] . , T A R W fyg, be a solution to Ricci flow. We say that ðx; tÞ A M Â ðÀy; TÞ is a C-essential point if jRiemðx; tÞj jtj f C: Definition B.2. We say that ðx; tÞ A M Â ðÀy; TÞ is a d-necklike point if there exists a unit 2-form y at ðx; tÞ such that jRiem À Rðy n yÞj e djRiemj.
d-necklike points often occur in the process of taking a limit around a sequence of times and points which are becoming singular. If d ¼ 0, then the inequality reads jRiemðx; tÞ À Rðx; tÞðy n yÞj ¼ 0:
In three dimensions this tells us that the manifold splits. This can be seen with the help of some algebraic lemmas. The set fX 5V ; X 5Z; V 5Zg then forms an orthonormal basis and the curvature operator R can be written with respect to this basis as where the inf is taken over the compact set G of all geodesics from P to Q realising the distance as a minimal length, T is the unit vector field tangent to g. h 'T refers to the covariant derivative with respect to h of T.
h Riem or RiemðhÞ refers to the Riemannian curvature tensor with respect to h on M.
h Ricci or RicciðhÞ or h R ij refers to the Ricci curvature of h on M.
h R or RðhÞ refers to the scalar curvature of h on M.
secðpÞðv; wÞ is the sectional curvature of the plane spanned by the linearly independent vectors v, w at p. sec f k means that the sectional curvature of every plane at every point is bounded from below by k.
R denotes the curvature operator.
R f c means that the eigenvalues of the curvature operator are bigger than or equal to c at every point on the manifold. 
