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Introduction
A powerful methodology employed to obtain a reference cycle from a large number of business cycle indicators is factor analysis (Forni et al, 2000; Stock and Watson, 2002) .
However, the relation of dependence between each of the observed series and the factor/s extracted can be affected by instability in the factor loadings. Stock and Watson (2008) and Banerjee et al. (2008) point out the possibility of changing factor loadings that could affect factor estimation and, thus, the forecasting ability of these models, up until now there are no papers that empirically contrast this possibility.
There are number of tests of structural change in the literature. This paper proposes the use of the Sup-Wald test of Andrews (1993) to detect structural breaks in the parameters -factor loadings or correlations-associated with the common factors. To illustrate this proposal, an application to international annual GDP series is performed. This will make it possible to discuss the approximation or distancing from each country regarding the factor or factors (cyclical convergence and divergence).
The rest of the paper is organized as follows: in section 2, the recursive sup-Wald test of Andrews (1993) is applied to the factor loadings of a factor model, section 3 presents the results of the empirical application of the test and section 4 presents some brief conclusions.
The model and the Sup-Wald test.
The well known results concerning the static factor model and its estimation by means of principal components are not presented here (See Stock and Watson, 2002) . It should be noted that a linear relation can be established between each of the observed series and the factors. Thus the factor loadings can be recovered from a linear regression of each of the observed series on the factors previously obtained as in:
where x j,t is the j-th observed series -stationary transformed and standardized-and ˆi ,t f , the ith estimated factor at t. β ij corresponds to the factor loadings or correlations between each of the j series and the factor i. The error term, , j t v , may include non-significant dependence on discarded factors or may be a specific variation of x j,t .. In both cases, , j t v must be uncorrelated with the regressors -retained factors-for consistent OLS estimation of (1), therefore previous factor estimation must be subject to the appropiate orthogonality conditions. Nevertheless, it is assumed that the error term in (1) can generally show both heteroskedasticity and autocorrelation. Thus, consistent OLS standard error estimates of β ij must be robust to both assumptions.
In (1), if the change point (date) of a possible structural change is known, a Chow (1960) test could be performed. However, when such a date is unknown, a recursive testing procedure following Andrews (1993) , whose distribution is non-standard, must be employed. This procedure consists of estimating recursively equation (1) as:
where τ a possible moving break date that covers the sample period as 
where ( ) j β τ is the recursive parameters in (2), j β the whole sample parameters in (1) and R the matrix of linear restrictions to be tested with full rank q.
The F type statistic (Wald type statistic) is obtained as
where each of the ( ) F τ is defined as:
As pointed out, ˆ( ) τ ∑ must be robust to heteroskedasticity and autocorrelation. For example, by employing the Newey-West (1987) procedure
where ˆτ ( ) F F F F is the estimated factor matrix conditioned to the sample proportion τ , that is,
and the variance-covariance matrix is defined as:
where h, the maximum number of lags, can be established as
"largest integer not greater than x") or by means of some information criterion.
is the vector of estimated factors in t, and ˆ( ) white S τ denotes the White (1980) heteroskedasticity consistent variance-covariance matrix estimator:
Asymptotic distribution of the sup wald F − statistic is not standard because the break date appears only under the alternative hypothesis. To deal with this problem, Andrews (1993) obtains asymptotic critical values that depend on the number of tested restrictions and on the sample proportion limited by 0 τ and 1 τ . However, with no asymptotic sample sizes and heteroskedasticity and autocorrelation residuals in (2), critical values different from those of Andrews' ones are expected. In this work, empirical critical values have been calculated with a
Montecarlo simulation according to our data characteristics; that is, by assuming autocorrelation disturbances and for the same sample sizes available in practice. The details of the Montecarlo simulation procedure are explained in section 3.
An important aspect provided by this recursive test is that, not only does it allow for the detection of a possible break date, but also, a visual inspection of the recursive ( )
provide additional information on other break dates and on the smoothness of the regression function. This visual inspection can be completed with recursive estimates of ( ) j β τ to obtain additional information of eventual parametric changing patterns.
Data and Results
The data used for this study are taken Table 1 , the following process has been performed 4 :
1. Model (1) is estimated by OLS for each country. The residuals are obtained as:
The autoregressive structure of these residuals is estimated by fitting the AR(p) model where p is selected automatically by an information criterion. The significativity of the dependence of each of the series respect to one or both factors has been taken into account in Figure 2 and in Table 1 where the test is performed for one or both factors. Although significant structural changes were not detected statistically, visual inspection of recursive estimates in Figure 1 would make it possible to verify eventual processes of convergence or divergence towards the common factors.
Conclusions
The recursive Sup-Wald test of Andrews (1993) has been applied to detect structural breaks in the factor loadings of a factor model. The application of this test to international GDP growth series in which common factors are found has served to locate some breaks whose interpretation is related to important changes of the openness to the global economy of countries affected by important transformation processes. The testing procedure can be extended to every factor model based on time series observations. Note: The number of restrictions refers to the number of tested parameters in the null hypothesis (3).
