We develop in this paper a new procedure to construct simultaneous confidence bands for derivatives of mean curves in functional data analysis. The technique involves polynomial splines that provide an approximation to the derivatives of the mean functions, the covariance functions and the associated eigenfunctions. We show that the proposed procedure has desirable statistical properties. In particular, we first show that the proposed estimators of derivatives of the mean curves are semiparametrically efficient. Second, we establish consistency results for derivatives of covariance functions and their eigenfunctions. Most importantly, we show that the proposed spline confidence bands are asymptotically efficient as if all random trajectories were observed with no error. Finally, the confidence band procedure is illustrated through numerical simulation studies and a real life example.
Introduction
Functional data analysis (FDA) is a relatively new field in statistics, where the data are typically curves or highdimensional surfaces. In exploratory FDA, it is often of interest to estimate the mean functions; see for example, Ramsay and Silverman (2005) , Yao et al. (2005a,b) , Ferraty and Vieu (1996) , Li and Hsing (2010) and Cao et al. (forthcoming) . In some settings, however, estimation and inference of derivatives of the mean functions in FDA are of equal importance. For example, in economics, consistent and direct estimation of derivatives are essential for estimating elasticities, returns to scale, substitution rates and average derivatives. Often, these index (derivative) functions are as interesting as the mean functions themselves. Another example is in the fields of engineering and biomedical sciences, where the estimation of velocity and acceleration are of great importance in addition to obtaining a smooth curve of the measurements.
The problem of estimation and inference of derivatives for functional data is very challenging; see Ramsay and Silverman (2005) , Liu and Hall et al. (2009) for some discussions. Existing methodologies for derivatives of the regression function in FDA often rely on a pointwise analysis. For example, in Liu and Müller (2009) the theoretical focus was primarily on obtaining consistency and asymptotic normality of the proposed estimators, thereby providing the necessary ingredients to construct pointwise confidence intervals. This approach is important but its usefulness in conducting global inferences is limited. To our knowledge, we are not aware of any methodology that provides simultaneous confidence bands for functional derivatives in FDA. In this paper, we develop such methodology with the primary aim to better understand the variability and shape of the mean curve. Nonparametric simultaneous confidence bands are powerful tools for global inference of functions. Some work has been conducted to study the simultaneous confidence band of the mean curves for FDA; see Degras (2011) , Ma et al. (2012) and Cao et al. (forthcoming) . The research work on confidence bands for functional derivatives is actually sparse. This is partially due to the technical difficulty to formulate such bands for FDA and establish the associated theoretical properties.
Some smoothing tools are necessary to construct the confidence bands. Popular smoothing methods include kernels (Gasser and Müller, 1984; Härdle, 1989; Xia, 1998; Claeskens and Van Keilegom, 2003) , local polynomials (Fan and Gijbels, 1996) , splines (Wahba, 1990; Stone, 1994) and series expansion methods (Morris and Carroll, 2006) . In this paper, we use B-splines, which can be readily implemented due to their explicit expression, to construct the bands. B-spline approximation has also been employed to estimate the functional mixed-effect models in Shi et al. (1996) and Rice and Wu (2001) , and to study functional data via principle components in Yao and Lee (2006) and Zhou et al. (2008) . Other works include Zhou et al. (1998) and Wang and Yang (2009a) who have proposed B-spline confidence bands for regression functions.
The proposed confidence bands are asymptotically the same as if all the random trajectories are correctly recorded over the entire interval. As discussed in Section 2.3, the estimators are semiparametrically efficient thereby providing partial theoretical justification for treating functional data as perfectly recorded random curves over the entire data range, as in Cao et al. (forthcoming) .
The rest of the paper is organized as follows. In Section 2, we introduce the model and the spline estimators for the mean curves and their derivatives. Section 3 presents the simultaneous confidence bands for the derivatives of the mean curves. Specifically, in Section 3.1, we show that the bands have asymptotically correct coverage probabilities; and in Section 3.2, we discuss how to estimate the unknown components involved in the band construction and other issues of the implementation. Section 4 reports findings from a simulation study and a real data set. Proofs of technical results are relegated to Appendix.
Models and spline estimators

Models
We consider a collection of trajectories fX i ðtÞg n i ¼ 1 which are i.i.d. realizations of a smooth random function X(t), defined on a continuous interval T . Assume that fXðtÞ,t 2 T g is a L 2 ðT Þ process, i.e. E R T X 2 ðtÞ dt o þ1, and define the mean and covariance functions as mðtÞ ¼ EfXðtÞg and Gðt,sÞ ¼ covfXðtÞ,XðsÞg, t,s 2 T . The covariance function is a symmetric nonnegative-definite function with a spectral decomposition, Gðt,sÞ (Hall and Hosseini-Nasab, 2006) , X i ðtÞ ¼ mðtÞþ
, where the random coefficients x ik are uncorrelated with mean 0 and variance l k . In what follows, we assume that l k ¼ 0, for k4 k, where k is a positive integer or 1.
We consider a typical functional data setting where X i ðÁÞ is recorded on a regular grid in T , and assumed to be contaminated with measurement errors. Without loss of generality, we take T ¼ ½0; 1. Then the observed data are Y ij ¼ X i ðT ij ÞþsðT ij Þe ij , for 1 r ir n, 1r j r N, where T ij ¼ j=N, e ij are independent random errors with Eðe ij Þ ¼ 0 and Eðe 2 ij Þ ¼ 1, and sðÁÞ is the standard deviation of the measurement errors. By the Karhunen-Lo eve representation, the observed data can be written as
where mðÁÞ, sðÁÞ and ff k ðÁÞg k k ¼ 1 are smooth but unknown functions of t. In addition, ff k ðÁÞg k k ¼ 1 are further subject to constraints
where the coefficientŝ 
for 1 r l rn r pÀ2, which is the same as Eq. (6) in Zhou and Wolfe (2000) . 
Asymptotic convergence rate
The following proposition provides asymptotic properties of the three terms. 
Confidence bands
In this section, we develop the simultaneous confidence bands for the derivative function m ðnÞ ðÁÞ.
Asymptotic confidence bands
Let SðÁ,ÁÞ be a positive definite function, and defined as Sðt,sÞ ¼ Cao et al. (2011) , Gðt,sÞ is estimated bŷ
is the number of interior knots for B-spline, and the
with '''' being the tensor product of two spaces. They showed thatĜ converges to G as n goes to 1. In this section, we further show thatĜ and G are asymptomatically equivalent up to the n-th partial derivative. We define the n-th derivative with respect to s for Gðt,sÞ andĜðt,sÞ as The proof of Theorem 3 is given in Appendix A.3.
According to Liu and Müller (2009) , we estimate the n-th derivative of eigenfunctionsf ðnÞ k using the following eigenequations:
wheref k are subject to R 1 0f 2 k ðtÞ dt ¼ 1 and
If N is sufficiently large, the left hand side of (11) can be approximated by ð1=NÞ The proof of Theorem 4 is given in Appendix A.4.
In practice, we choose the first L positive eigenvaluesl 1 Z Á Á Á Zl L 4 0 by eigenvalue decomposition ofĜðt,sÞ. Then we apply a standard criterion in , to choose the number of eigenfunctions, i.e. suggests the ''pseudo-AIC'' and this simple method of counting the percentage of variation explained can be used to choose the number of principal components. The simple method performed well in our simulations and is used for our numerical studies.
To construct the confidence bands, we use cubic splines to estimate the mean and covariance functions and their first order derivatives. Generalized cross-validation is used to choose the number of knots N m (from 2 to 20), to smooth out the mean function. According to Assumption (A3), the number of knots for smoothing the covariance function is taken to be N G ¼ ½n 1=ð2pÞ logðnÞ, where [a] denotes the integer part of a.
Finally, in order to estimate q 1Àa , we generate i. 
4. Numerical studies
Simulated examples
To illustrate the finite-sample performance of the confidence band in (12), we generate data from the following:
for 1 r ir n, 1r j rN. We consider two scenarios.
Model I: mðtÞ ¼ 5t þ 4 sinð2pðtÀ0:5ÞÞ, f 1 ðtÞ ¼ À
The second case has similar design as in Simulation C of Liu and Müller (2009) . We use the proposed method in (12) and its ''oracle'' version with true Sðt,tÞ to construct the confidence bands for m ð1Þ ðÁÞ, respectively, in both studies. We consider Tables 1 and 2 show the empirical coverage probabilities out of 1000 replications for Models I and II, respectively. From Tables 1 and 2 , we observe that coverage probabilities for both estimated bands and ''oracle'' bands approach the nominal levels, which show positive confirmation of Theorem 2. In most of the scenarios the ''oracle'' confidence bands outperform the estimated bands, and the ''oracle'' bands arrive at about the nominal coverage for large n and N. The convergence rates of estimated bands are slower than those ''oracle'' bands, but the convergence trend to nominal level is clearly.
Figs. 1 and 2 show the estimated functions and their 99% confidence bands for the first order derivative curve m ð1Þ ðÁÞ for Models I and II, respectively. As expected when n and N increase, the confidence band is narrower and the cubic spline estimator is closer to the true derivative curve. For Model I, the boundary effects in all four panels are almost unnoticeable. For Model II, there seems to be some boundary effects for small n and N, which are attenuated as n and N increase.
Tecator data
Here we apply the proposed method to the Tecator dataset, which can be downloaded from http://lib.stat.cmu.edu/ datasets/tecator. This data set contains measurements on n ¼240 meat samples and for each sample N ¼ 100 channel nearinfrared spectrum of absorbance measurements were obtained. The Feed Analyzer worked in the wavelength range 850-1050 nm. Fig. 3 shows the estimated mean absorbance measurements mðÁÞ in the upper panel and its estimated first order derivative m ð1Þ ðÁÞ in the lower panel. Their 99% confidence bands (dashed lines) are also included in the figure, both bands have similar band width around 0.1-0.2 even though the bands for m ð1Þ ðÁÞ looks much narrower in the figure. As shown in Fig. 3 , in the region of 850-950 nm the derivative estimate of mean absorbance is increasing gradually above 0, which corroborates with the convex behavior of the corresponding estimated mean function. For wavelength between 950 and 970 nm, the big bump in the derivative graph is consistent with the changing pattern of the mean estimate before it reaches the turning point at around 970 nm. When wavelength is larger than 970 nm, its estimated derivative turns negative and is relatively flat after 1000 nm, and it is in accordance with the quick dip of the mean absorbance and a linear decreasing trend for wavelength larger than 1000 nm. 
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Appendix A
Throughout this section, we use C to denote some positive constant. For any vector a ¼ ða 1 , . . . ,a n Þ 2 R n , denote JaJ r ¼ ð9a 1 9 r þ Á Á Á þ9a n 9 r Þ 1=r , 1r r o þ1, JaJ 1 ¼ maxð9a 1 9, . . . ,9a n 9Þ. For any n Â n symmetric matrix A, denote its L 1 norm as JAJ 1 ¼ max 1 r i r n P n j ¼ 1 9a ij 9. In this paper, T ¼ ½0; 1 or ½0; 1 2 . For any function f on a domain T , denote JfJ 1 ¼ sup t2T 9fðtÞ9, and define JfJ q,r ¼ (A4) There exists a constant C 40 such that Sðt,tÞ4C, for any t 2 ½0; 1; (A5) For k 2 f1, . . . ,kg, i ¼ 0; 1, . . . ,pÀ2, f ðiÞ k ðtÞ 2 C 0,d ½0; 1, for some d 2 ð0; 1, 
À2n r 2½k=2 , k¼2,y, for any r 2 ð0; 1Þ, then
À1 o1. While for any d ¼ 1 and fk n g 1 n ¼ 1 with k n increasing, odd and k n -1, one has
In the following, define the theoretical and empirical inner product matrices of fB J,p ðtÞg
We establish next thatV p has an inverse with bounded L 1 norm.
A.1. Proof of Proposition 1
Following Wang and Yang (2009b) , we introduce the p-th order quasi-interpolant of m corresponding to the knots $, denoted by Q $ ðmÞ; see DeVore and Lorentz (1993, Eq. (4.12) on p. 146) for details. According to DeVore and Lorentz (1993, Theorem 7.7.4) , the following lemma holds.
Lemma A2. There exists a constant C 4 0, such that for 0 rn r pÀ2 and m 2 C p,1 ½0; 1,
Lemma A3. Under Assumptions (A2), (A3) and (A6), one has
Proof. We first truncate the random error e ij by u n ¼ ðnNÞ g (2=9 og o 1=3) and write e ij ¼ e ij,1 þ e ij,2 þa ij , where e ij,1 ¼ e ij If9e ij 9 4u n g, e ij,2 ¼ e ij If9e ij 9 ru n gÀa ij and a ij ¼ E½e ij If9e ij 9 r u n g. It is easy to see that 9a ij 9 ¼ 9ÀE½e ij If9e ij 9 4 u n g9 r
It is straightforward from the boundedness of spline basis that 1 nN
Next we show that the tail part vanishes almost surely. Note that
By the Borel-Cantelli lemma, Pfo9(NðoÞ,9e ij ðoÞ9 r u n for n 4NðoÞg ¼ 1. Let v e ¼ maxf9e ij 9,1 r i,j rNðoÞg and there exists N 1 ðoÞ 4 NðoÞ, u N 1 ðoÞ 4 v e . Since u n ¼ ðnNÞ g is an increasing function, u n 4u N 1 ðoÞ 4 v e and n 4 N 1 ðoÞ.
Therefore Pfo9(NðoÞ,9e ij ðoÞ9 r u n , 1 r i rn, 1r j r N, for minðn,NÞ 4 NðoÞg ¼ 1, which implies Pfo9(NðoÞ,9e ij,1 9 ¼ 0, 1 ri rn, 1 rj r N for minðn,NÞ 
for a constant c 40. Now Minkowski's inequality implies that E9e ij,2 9 k r2 kÀ1 Efe k ij If9e ij 9 r u n gþa k ij g r 2 kÀ2 u kÀ2 n E9e ij,2 9 2 k!, k Z 2:
Bernstein inequality, for any large enough d40,
Hence 
Pfmax 1 r m r n 9S m ÀW n ðmÞ9 4 x n g r C 2 nfHðax n Þg À1 .
Proof of Proposition 1. We first show (6). According to Theorem A.1 of Huang (2003), there exists an absolute constant C 4 0, such that for 0 rn r pÀ2. Combining (A.3) and (A.4) proves (6) for n ¼ 1, . . . ,pÀ2.
Next we prove (7). Similar to the definition ofm ðnÞ ðtÞ andx 
It is clear that, for any t 2 ½0; 1,zðtÞ is Gaussian with mean 0 and variance 1, and the covariance EzðtÞzðsÞ ¼ Sðt,tÞ À1=2 Sðs,sÞ À1=2 Sðt,sÞ, for any t,s 2 ½0; 1. That is, the distribution ofzðtÞ, t 2 ½0; 1 and the distribution of zðtÞ, t 2 ½0; 1 in Section 3.1 are identical. Similar to the proof of (7) 
Denote R i ¼ fR ijj 0 g 1 r j,j 0 r N ,R 
