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 ANALYSIS OF THE MEMORYLESS TRACKER 
by 
A. R. Washburn 
SUMMARY 
Any tracking system that estimates the true location 
of a target has an associated error. Figure 1 shows a conceptual 
graph of what the absolute error might look like as a function of 
time. The essential features are that the error fluctuates in 
small numbers for a while, and then suddenly gets very large 
when the tracker "loses track" at time T. Two summary measures 
that might be of interest for an ensemble of such graphs are 
a) the average error during the period of time when 
the tracker is tracking 
b) the average length of time L until the tracker 
loses track (L = E(T)). 
In most tracking studies the object is to minimize the 
first measure, but it is the second measure L that we are 
concerned with here. We assume that the accuracy of tracking is 
not so much an issue as whether track can be maintained at all. 
We consider an abstract version of the tracking problem 
in two dimensions in the presence of false alarms. The four 
numbers characterizing the situation are: 
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rate at which target contacts are received (units are 
[time -l]) 
standard deviation of contact error (units are 
[length]) 
diffusion constant characterizing the single target's 
2 -1 
motion (units are [length time ]) . 
rate of false alarms per unit space per unit time 
-2 -1 (units are [length time ]) . 
Since there are two physical quantities involved, there 
are really only two essential parameters, which we take to be 
the dimensionless quantities 
5) a = A./ /2Tiii1) "rate ratio" 
6) B cr/ ID/A. "accuracy ratio" 
We consider a particular type of memoryless tracker (MT) , and 
adjust it to maximize the normalized tracking time AT. The 
details are in the following sections, but the essential results 
are in Figure 2, which shows AT as a function of a for 
several values of S when the MT is optimized. With y = a~\1+6 2 ), 
the curves can be approximated for y > 1 by the formula 
(A. T) opt ~ y I ( 1 + .Q,n y) • 
3 
 Example: Suppose A = 1 target contact/hour, a = 1 mile, 
D = 1 square mile/hour, and ~ = .005 false targets/square mile/hour. 
Then a. = 5. 64, S = 1, and (AT) t = 4.6, so the average amount 
op 
of tracking time (Figure 2) is about 4.6 hours. Actually, since 
this figure corresponds to a particularly simple minded tracker, 
a better statement would be that a reasonable tracker should 
be able to keep track for at least 4.6 hours, on the average. 
The approximate formula gives 4.2 hours. 
DISCUSSION OF ASStJMPTIONS 
Most systems for keeping track of a physical 
object must somehow cope with occasional position reports 
that are asserted to be associated with the object (the 
target), but ~e in fact associated with a false object or even 
no object at all. All such reports will be referred to as 
false alarms; thus, each position report is either a false 
alarm or a target contact. 
The purpose of this report is to investigate the effective-
ness of various schemes for tracking a target in the presence of 
false alarms. Tracking radars, for example, generally. employ 
some sort of a "gate" that rejects position reports that differ 
sufficiently far from what target dynamics permit. The gate 
serves the valuable purpose of keeping the radar "locked-on" 
even in a noisy environment, at the cost of occasionally reject-
ing target contacts. Surveillance systems with data rates 
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 considerably below those of tracking radars must also cope with 
false alarms, and it is these that are the subject of the 
current investigation. Accordingly, the motion of the target 
will be assumed to be diffusion with no drift (the inclusion 
of drift would be a trivial relaxation given the other assump-
tions that will be made) ; diffusion being a reasonable model 
when the data rate is low. We assume further that target con-
tacts are made in a Poisson process with data rate A, so that 
target contacts are made at randomly favorable instants, rather 
than in a regular series. This assumption prevents the track-
ing strategy "accept only position reports received at times 
when contacts are due." Since it can occur at any time, a 
position report will have to have its credibility judged by 
its position relative to previous position reports rather than 
purely by when it occurs. Each target contact is assumed to 
be accurate to within a circular normal error with standard 
deviation cr. 
Finally, false alarms are assumed to occur in a space-
time Poisson process with rate n. This type of false alarm 
generation is appropriate for false alarms due to random 
electrical disturbances or to genuine but rare measurements 
made on objects that are not the target. It would not be 
appropriate for measurements made on objects essentially 
identical to the target. In that case, the tracker could very 
well "lock on" to an object that is not the target, which is 
6 
 an eventuality we shall not consider. As long as false alarms 
occur completely at random in space-time, it is reasonable 
to consider only the two possibilities that the tracker is 
tracking the target or else that it is tracking nothing, and 
this is what we shall do. 
It is assumed that all position reports occur instantly, 
and that there is no method of determining (even with a time 
delay) whether a position report is a false alarm or a target 
contact. The latter assumption, in particular, is almost 
certainly pessimistic. This, in combination with the simple 
nature of the memoryless tracker, is a reason to treat the 
quantity graphed in Figure 1 as a lower bound on the length of 
tracking time for a practical tracker. 
DISCUSSION OF PROBLEM 
Even though the problem we have proposed is 
characterized by only two dimensionless numbers (namely a 
and S), it is not simple. The reason is that every position 
report could conceivably be due to the target; reports far away 
from the most recent location of the target are probably false, 
but theyarenot certainly false because the normal density that 
characterizes changes in the target's position is nowhere 0. 
If Bayes' Theorem were used to update the probability distri-
bution of the target's position after every report, it would 
produce a probability density landscape consisting of scattered 
7 
 mountains, with new mountains being tall and steep and old 
mountains being very spread out. Most importantly, the distri-
bution would be multi-modal, with each peak corresponding to 
a more-or-less reasonable guess (depending on the height of 
the peak) at the target's location. No past position report, 
no matter what its location nor how long ago it was obtained, 
would ever be completely irrelevant to the problem of estimating 
the target's position. The ideal tracker would therefore have 
to store an amount of data that would increase with time. 
In the long run, this is not possible. One of the fundamental 
issues in tracking is therefore going to be the amount of memory 
possessed by the tracker. 
It would be possible to represent the above surface, or 
at least an approximation to it obtained by remembering only the 
most recent N reports within some area A, on a computer con-
trolled cathode ray tube. Such a display might even be of 
tactical use in some circumstances, and in any case represents 
the ultimate answer to the tracking problem as we have defined 
it. Users of such a display would soon identify a phenomenon 
that might be called "breakup." After being given a certain 
target contact at time 0, the display would show a single 
gradually diffusing mountain centered on that position until 
the next position report. Typically, the first several position 
reports would result in a display that still retains the same 
"single mountain" topology, although the mountain might have 
8 
 multiple "turrets" superimposed on it. Eventually, however, the 
mountain would break into two mountains and then three and then 
a new mountain for every position report; that is, "breakup" 
would be observed. This "breakup" is simply a graphical repre-
sentation of a tracker that is no longer locked on. An interest-
ing question is, Can anything be said a priori about when this 
will happen?" A rather crude analytical answer to this question 
is given in the next section. We are also contemplating 
experimental work, but that is not the subject of this report. 
DEFINITION OF THE MEMORYLESS TRACKER 
We have not yet given a precise definition of the word 
"lock-on." To do so, we consider now a special type of low-
memory tracker; in fact, we shall refer to the tracker as memory-
less, although this is not quite true. A memoryless tracker (MT) 
must either accept or reject each position report, and can 
lf.U£ -rRRGf>! AI Il l£ 
remember only the time andAposition of theAmost recently accepted 
one. It is then natural to define the lock on period to be the 
period of time following an accepted target contact until the MT 
either accepts a false alarm or rejects a target contact; that 
is, the random length of time T until the MT makes a mistake. 
Whenever a position report occurs, a MT must decide 
whether to accept it based solely on the distance R and the 
.,-t<!.i £ posntON a ~ , .. tf .r:- -rflr<G"'EI AT -,·+n.:. 
time t between the position report and theAmost recently 
accepted position report, since these are the only quantities 
9 
 that it knows. Clearly, the MT should accept close reports and 
reject distant ones; let r(t) be the largest value of R 
that is acceptable at time t. The function r(t) completely 
expresses the tracking policy of the MT. Intuitively, r{t) 
should increase with t to reflect the growing uncertainty 
about the target's position. A reasonable goal to adopt is 
to select r(t) to maximize the average value of T. This is 
done in the next section. The resulting average tracking time 
(but not the optimal curve r(t)) is what is shown in dimension-
less form in Figure 2. 
ANALYSIS 
Suppose that ~he memoryless tracker is using the policy 
r(t); that is, if a report is received at range R from the 
last accepted report a time t after the last acceptance, then 
the new report is accepted (and the old one forgotten) if and 
only if R ~ r(t). False alarm acceptances are therefore a 
non-homogeneous Poisson Process with rate n nr 2 (t). Let 
TF be the time when the first false alarm is accepted 
(or would be accepted in the absence of target reports.) 
t 
Then P(TF > t) = q(t) = exp(- f nnr 2 (u)du). Since 
0 
the position of the target a time t after a correctly accepted 
R Ftv\Ffv' B'G~l:"' i ) · :..:._ ...!£ 
report is normal with variance cr 2 + Dt about the ~epozted-
position, the probability that a target contact at time t will 
10 
 be accepted is 
( 1 r
2 ( t) ) 1 - exp - 2 2 -a + Dt 
p (t) 
Let u be the time from a correctly accepted report to 
the next target contact, and let T be the time from a correctly 
accepted report to the first mistake. Then 
! TF if TF < u ( 1) T u if TF > u and no acceptance at u u + T' if TF > u and acceptance at U, 
where T' is independent of but has the same distribution as T. 
Let T :: E(T) E(T'). Then 




uf(u)du+ (U+-rp(U)) J 
u 
f(u)du) , 
where f(·) is the density function of TF. Since 
u J uf(u)du + U J f(u)du 
0 u 
u J q(u)du , 
0 
and since J f(u)du = q(U), solving {2) for -r, we get 
u 
( 3) T = 
E(jg q(u)du) 
1- E(p(U) q(U)) 
11 
 We note that (3) is actually valid for an arbitrary distribution 
of U; that is, as long as contact reports form a renewal process. 
However, the class of policies under investigation does not 
necessarily contain an optimal policy unless contact reports 
form a Poisson process, so we will proceed assuming that the 
density function of U is A exp { -:\ t) . Let Y(At) :: f~ 2 7Tnr {u)du. 
Then 
(4) 
AY' (At) = 7Tnr 2 (t), and, from (3) 
f 
0 
1 - f A exp(-At) 
0 
t 
A exp(-:\t)dt f exp(-Y{Av))dv 
0 
[ 1-exp (- AY' ~ :\ t} ) J exp ( -Y (At}} dt 27Tn(cr +Dt} 
Using integration by parts, the numerator of {4) can be written 
as f~ exp(-(At + Y(At})}dt. Substituting x = At in {4), 
and noting that A/(27T~(cr 2 + Dt)) = a 2/<B 2 +At), we obtain 
{5) 
f exp(-x- Y(x))dx 
0 
Evidently, AT depends on the two dimensionless parameters a 
and 8, and also the function Y{·). The object now is to find, 








exp(-x- Y(x)) [1- exp (- :~Y~ (:))] dx. (7) B(Y) f 
0 
For large xf' AT ~A(Y)/(1 - B(Y)). More precisely, A(Y)/(1-B(Y)) 
is exactly the ratio AT for a policy y that differs from y 
only in that Y' (x) 0 for X ) xf. Our intention is to 
maximize A(Y)/(1 - B(Y)) for some large xf and then claim 
to have maximized AT. 
Correct to terms of first order in 6A and 6B, 
(A+ 6A)/(1- B- 6B) = (A/(1- B)) (1 + l:B [6A 1~B + 6BJ)· 
If Y* maximizes A(Y)/(1- B(Y)), it is therefore necessary 
that Y* maximize A (Y) [ ( 1 - B (Y*)) /A (Y*)] + B (Y) . In other 
words, it is necessary that there exist some constant K such 
that 
(8) Y* maximizes KA(Y) + B(Y) , 
and 
(9) K (1 - B(Y*))/A(Y*) . 
The problem of solving (8) can be handled using the Maximum 
Principle [1]. The problem of solving (8) and (9) jointly 
13 
 can be solved by an iterative procedure wherein K = 2 0 (say) , 
Yi maximizes Ki-lA(Yi) + B(Yi), and Ki+l = (1 - B(Yi)) /A(Yi), 
i = 1, 2, ..•. We have in practice found that K4 is so close 
to K3 that all results reported here are for K3 • The central 
problem is then to solve (8) for given K. 
In the following, Y, p, and Z are all functions of x, 
as are the derivations Y', p', and Z'. The functional dependence 
on x will not be shown explicitly. Let 
Then 
KA(Y) + B(Y) 
xf 
f F(Y,Y' ,x)dx + K exp(-xf- Y(xf)) . 
0 
Applying the Maximum Principle, there must exist some "auxiliary 
function" p such that 
1) Y' maximizes F(Y,Y' ,x) - Y'p; 0 < X < xf 
2) p' a F(Y,Y',x); 0 < < = ay X xf (11) 
3) p (xf) a - Y(xf)) exp(-xf- Y(xf)) = - - K exp(-x K ay f 
4) y (0) =0 
The solution of equations such as (11) is typically difficult 
on account of the "two point boundary value" problem; i.e., 
14 
 y is given at X = 0 and p is given at X = xf. This diffi-
culty can be avoided here. Let z = a
2Y'/( 82 + x) ' and solve 
(11-1) for z when p(xf) is given by (11-3). The solution, 
obtained by differentiating (11-1) with respect to Y', is 
(12) 
Note that Z(xf) is independent of Y(xf), which is fortunate 
because Y(xf) is not known. If Z(xf) = 0, we will have 
Z(x) 0 for x* < x ~ xf. Over that interval we have 
Y(x) Y(xf), p' = -K exp(-x- Y(xf)), and therefore 
2 2 p = K exp(-x- Y(xf}). Therefore z(x) = max(O, 2n( a /K( S + x)) 
over the interval, and x* is such that a 2 = K( 82 + x*); i.e., 
(13) x* a 2/K - s2 . 
If x* < 0, then Z(x} = 0 for 0 < x < xf; i.e., the 
optimal policy is to never accept any reports. If x* > 0, then 
Z > 0 over the interval 0 < x < x*. Over any interval where 
Z > 0, we must have a ClY' F(Y,Y',x) = p from (11-1) . Differ-
en~iating this with respect to x and using (11-2), we obtain 
Euler's equation 
15 
 (14) d d dx ( a Y I , F ( Y ' Y I , x) ) d ay F (Y, Y 1 , x) • 
In our case 
d 2 F(Y,Y 1 ,x) a. exp(-x - Y - Z) 3Y 1 s2 + X 
and 
d F(Y,Y 1 ,X) -F(Y,Y 1 ,x) 
aY 
After cancelling the exp(-x - Y) factor, (14) is therefore 
2 2 
(15) a. exp ( -Z) - a. ( 1 + Y 1 + z 1 ) exp ( -z) 
(S2 + x)2 s2 +X 
-(1 + K- exp(-Z)) 
The reference to Y 1 in (15) can be eliminated by recalling 
that a. 2Y 1 /(S 2 + x) = Z, after which (15) can be solved for 
:Z I : 
(16) zl - 1 - l/(S2 + x) + (S 2 + x) ( (l+K) exp(Z) -1- Z)/a.2 
Equation (16) is a first order, ordinary differential equation 
in z. If :Z(xf) = 0, then for x < x* and Z > 0 we have 
(17) 
16 
 so necessarily Z > 0 for x < x*. If Z(xf) > 0, a similar 
calculation shows Z > 0 for x ~ xf. This demonstration that 
z > 0 for x < xf is necessary because Z is a normalized radius, 
and we would therefore have to return to equations (11) if (16} 
resulted in negative values of z. But this will not happen. 
The procedure for solving (8) for Y* is therefore reason-
ably simple: 
1) Initializ~ Z by using either (12) or (13) with Z(x*) 0. 
whichever is appropriate. 
2) Solve (16) for Z numerically by integrating backwards 
until x = 0. 
f x 2 3) Then Y*(x) 0 (S + u) Z(u)/a du, and A(Y*) and B (Y*) 
can also be obtained by numerical integration. 
This was the method used to produce Figure 2. 
Approximations 
In (5), suppose a 2Y' (x)/(S 2 + x) = Z(x) = z, a constant 
for all x. Then 2 2 2 2 . Y(x) = zS x/a + .Szx /a , wh1ch is a quadratic 
in x, which means that evaluation of A(Y) and B(Y) can be 
done analytically. In fact, with xf = oo , 




 where u = (a+ zS 2/a)//2Z, and B(Y) = A(Y) (1- exp(-z)). 
One can now perform a direct search to discover the best parameter 
z. The results of doing so are shown in Table 1. The resulting 
optimized ratio A/(1-B) is of course smaller than the quantity 
shown in Figure 2, but the two numbers seem to be very close 
when S is larger than about 1. The difficulty for small S is 
that the optimal function Z(x) is a strong function of x. 
Figure 3 compares the optimal function Z(x) and the correspond-
ing Y(x) (solid lines) with the best constant Z(x) = 2.31 
and the corresponding Y(x) (dashed lines) in the case a = 4, 
S = 1, xf = 8. The solid lines produce a normalized tracking 
time of 2.87, whereas the dashed lines produce 2.85. The track-
ing time comparison when a = 4, S = 0 is 5.44 vs 5.09, which 
is a more substantial difference. 
Further approximation is possible. In [2], the approximation 
(19) 
is given,which is actually quite accurate when u > 3. Since 
(1 + 2/u2 ) 112 ~ 1 + l/u2 for large u, we have 
(20) for large u. 
Since l/2u2 = (z/a2)/(l + zs 2;a2 ) 2 , and since (1 + zs 2;a2 ) 2 
~l+zs 2;a 2 when zs 2;a2 is small (1 + 2zs 2;a2 would be a better 
18 
 ALPHA BETA ZOPT A B A/ ( 1-B) 
1. 0 000 0 0 o.o 1 . () ::2<;.> <;,"1 (7? 0.651073 10.4186 3 4 1 . 11 9902 
2 . 0 000 00 o. o :.2. t -'~- '?(?1 6 0 ~ .? 4? E~ 90 () , .S-:5 ()7 :6 5 2 .; 2() .4 .!>3 <7 
3 .. ()()()() (j () o.o 2 ~ ;? 6(7'~3 ·:.:-· 1 0.819516 0. 7 6tll ;::i6 3 .;, ~=.=.; 3 .c:'} '7 :.:.' () 
•. ;:} ·> ') ( ) () () 0 () o.o 3 . ::2 1 '?t1 :·~8 () ·~ ~3 64 i1 (-?9 O. D30 2 40 ~5 ·> 09 ·423.::) 
~5 ·) () 0() 0t) () o . o :1 .; ~:;6 -=?8 13 0 . 895092 0 .. El 6988 6 6 + ~] :?9 :.~ (~· (:) 
6.000000 o.o 3.879790 0. 9158;:'j3 0 .896936 l:l ,, ~lB624:i 
7.000000 o .o 4.139771 0 . 931041 0.916212 1:1..111S">19 
8.000000 o.o 4 . 369 '7 55 0. (142391 0 + (?30466 13 v 5528 ~? 4 
9 .000000 o.o 4.56974 0 0 . '?51 162 0.941308 16. 205 '~-' 33 
1.0.000000 o.o 4.75972'7 0. 95796t3 0.949760 19 . 06'77 .:S4 
2.000000 1.000000 1.00999 8 0. 7 06710 0.44 9 313 1.283323 
3 . 0 00000 1 . 00000 0 1.7B99-42 0.748690 0. ,~ 23(j 82 1.989513 
4.00000 0 1.000000 ~~. 309904 0. 7 9 B9 6 7 0 . 719 ,~:.'-j ~~ 2 . 849924 
5 .0000 00 1.000000 2 + /-'1 (?874 (J ~ 8 37250 0. 7 820 8(7 3.8421'71 
6 . 0 00000 1.0000 00 3. o:- s?s5o 0 .. 8659'75 0 0'")1::"':;' ,1.,1. • uA........Jw ,.J'...J 4. -:_? 58 )'9 0 
'7 .000000 1.000000 3.339829 0 .888129 () v 8~5 66 ~J 1 6 . 1 <,;:' ~'j:5 83 
~3. 000000 1.000000 3.589811 0.905095 0.880111 '7.54?434 
9.000000 1.000000 3.!:509'795 0.918496 0.8 9 8149 9. 0 1801 ~5 
10.000000 1.000000 
-4.009'781 0.929186 0.912333 10.599064 
3.000000 2.000000 0.689999 0.734769 0.366226 1.159355 
4.000000 2.000000 1.269 979 0.728234 0.523718 1.5289 97 
5.000000 2.000000 1.'709948 0. 7 55571 0.6:t8<?0 7 1.982640 
6.000000 2.000000 2.059922 0.785891 0 . 685 '7 19 2.500597 
7.000000 2.000000 2.359900 0.812570 0.735839 3.076042 
8.000000 2.000000 2.619882 0. 8 353tl4 0. 7745~"'i 8 3. 7 05536 
9.000000 2.000000 2.849865 0.854631 0. 805Hl8 4.386961 
:J.o.oooooo 2.000000 3.049850 0.871085 0.829825 5.118 '.?6 2 
4.000000 3.000000 0. '54999? 0 .'749252 0 .316 '?7 1 1. 09,-')9:54 
5.000000 3.000000 0.969999 0.726300 0 . 450971 1.322881 
6.000000 3.000000 1.32997 5 0.735744 0.:::;41152 1.603459 
7.0000 0 0 3.000000 1.679950 0.749736 () . 6()9<.? ? 8 1. (?223(.?() 
8.000000 3.000000 1. 89993•l 0 .775081 0.6591 -46 2 + 2'73 9 3 ~3 
9.000000 3.000000 2.129917 0.795186 0.700681 2.656650 
10.000000 3.000000 2.339902 0.813259 0.734912 3.067889 
5.000000 4.000000 0.410000 0.784154 0.263750 1.065063 
6 .000000 4.000000 0. 779999 0 . 733908 0.397480 1.218064 
7 .000000 4.000000 1.089993 0.728796 0. 483-N>l 1.411 7 39 
a.oooooo 4.000000 1.349974 0.739053 o.~::i47456 1 .. -s33108 
9.000000 4.000000 1.589956 0. 7 52538 0.599069 1 ·> 8 7 6 9 78 
10.00000 0 4.000000 1.799941 0. 7 681 ~57 0.641174 2.140752 
6.000000 5.000000 0.340000 0.804050 0.231751 1. 04<~599 
7.000000 5.000000 0. 64997'9 0.745423 0 . 356278 1. 1579 G<_;> 
8.000000 5.000000 0.919999 0.729997 0.-439079 1.301426 
9.000000 5.000000 1. 14<;> <Jf:3B 0.732423 0.50050B 1.46633 4 
10.000000 5.00000() 1. 3599"73 0.74070-4 (). 550 ~i 8 9 1.64816 0:_;> 
?.000000 6.000000 0.290000 0.821072 0.206693 1.034999 
s.oooooo 6.000000 0.559999 0.756647 0.324-443 1.120033 
9.000000 6.000000 0. 7 99999 0.733782 0.404072 1.23132 7 
10.0000 00 6.000000 1.009998 0.'729413 0.-463746 1.360200 8 .000000 7.00000 0 0.250000 0.837048 0.185154 1.027246 9.000000 7.000000 0.490000 0.76859 9 (). 297 7 3:5 1.09445 6 
10.000000 7.000000 0. 69<?99 '7 0./41734 0.373400 1 . 1tl3743 9.000000 8.000000 0.220000 0. B502 -4 2 0. 16790 '7 1. 0 21!311 
10.000000 8.000000 0.440000 0.778196 0. 27"700<.? 1.0'76357 
10.000000 9.000000 0.200000 0.859315 0.155767 1.017864 
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 but less convenient approximation) , we have 
( 21) 
when u is large and zS 2; a 2 is small. Therefore 
(22) A(Y) 1 ~ 
(1 + zs 2;a2 + z;a2 ) - (1- exp(-z)) ( 1-B (Y) ) 
1 
z/Y + exp(-z) 
where y = a 2/(l + s2 ). The value of z that maximizes this 
expression is 
(23) z* max ( 0, ~n y) , 
at which point 
(24) A(Y)/(1- B(Y)) ~ max(l, y/(1 + ~n y)) 
if z* is substituted into (22) . Columns 3 (ZAPX) and 5 (TIME2) 
of Table 2 show formulas (23) and (24), respectively. Column 4 
(TIMEl) of that figure shows the result of substituting z* 
into (18) to obtain A(Y)/(1- B(Y)). TIME2 is substantially 
smaller than TIMEl when S is small, and is smaller in all cases. 
21 
 To summarize, four values of the normalized tracking time 
have been discussed: The largest corresponds to the optimal 
function Z(x). The next largest corresponds to Z(x) =best 
possible constant. The third largest corresponds to Z(x) = z*, 
and the smallest is formula (24). For a = 4, S = 1, the four 
numbers are 2.87, 2.85, 2.83, and 2.60, respectively. 
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 ALPHA BETA ZAPX TIMEl TIME2 
t.oooooo o.o o.o t.oooooo :1.000000 
2 ' .y; .. ~) 0 0 () o.o 1.306294 2~03381'? 1.]'676239 
3.000000 o.o 2. 1 ~>722~:) 3.399325 2 . (314 ? 4:1. 
4.000000 o.o 2. ?72 5f3 <.t 4. <?i3<S 1 0? 4.:~41:11? 
5.000000 Ct. 0 3.21 8B"76 6."791448 5.925749 
6.000000 o.o 3.583519 8.813813 7 . 8~!4227 
'7.000000 o.o 3.891820 11.051320 10.016?22 
8.000000 o.o 4. 158883 13.501519 12, 40578<S 
<?.()()()()()() o.o 4.394449 16.161 713 15.015434 
10 .000000 (),() 4.605170 19.029694 17 . 840668 
2.000000 1.000000 0.69314"7 :1. 255200 1.181232 
3 . 000000 1.000000 1.504077 1. <163123 :1 .'7?7069 
4.000000 1.000000 2.0'79441 2.82'7229 2 + ~-)<?7874 
5. 000000 1.000000 2.525?28 3. ~3 22804 3. 54:i366 
6.000000 1.000000 2.8?0371 4.9422 08 . ...:) + 62 680"? 
7.000000 1.000000 3.198673 6.181294 5.8351?6 
8.000000 1.000000 3.465735 ?.537105 7 .165,S?~~ 
9.000000 1.000000 3.701302 9.00 7207 8.,S1463~::i 
10.000000 1.000000 3.912023 10.589608 10.179106 
3.000000 2.000000 0.587786 1.156067 1.133654 
4.000000 2.000000 1 . 163151 1 . :525519 1.479323 
/5.000000 2.000000 1.609438 1.979433 1.916121 
6.000000 2.000000 1.974081 2.49 7692 2.420916 
7.000000 2.000000 2 . 282382 3.073431 2.985636 
a.oooooo 2.000000 2. 54944!5 3.703208 3.606196 
9.000000 2.000000 2.785011 4.38487 0 4.280039 
10.000000 2.000000 2.995732 5.116876 5.005340 
4.000000 3.000000 0.470003 1.09625 2 1. 0i3B432 
5.000000 3.000000 0.916291 1.322080 1.304604 
6.000000 3.000000 1.280933 1.602672 1.57 8300 
7.000000 3.000000 1.589234 1.92079'7 1 . l3'?2450 
8.000000 3.000000 1.856297 2.273308 2.240663 
9.000000 3.000000 2.091864 2.656073 2.6197"79 
10.000000 3.000000 2.302585 3. 0 6735 ,~ 3. () 2/'931 
5.000000 4.000000 0.385662 1 + 06487"7 1.061 2 B9 
6.000000 4.000000 0.750305 1.217816 1.2098?2 
7.000000 4.000000 1. 05860,-s 1.411485 1.40014".7 
8.000000 4.000000 1, 325<S6? 1.632860 1.618762 
9.000000 4.000000 1.561235 1.8/'.:S744 1.!360315 
10.000000 4.000000 1.771956 2.140537 2.1220 9 4 
6.000000 5.000000 0.325422 1.046529 1.044660 
7.000000 5.000000 0.633724 1.157886 1.153570 
8.000000 5.000000 0.900787 1.301319 1.295010 
9.000000 5.000000 1.136353 1.466229 1 • 458~~72 
10.000000 5.000000 1.347074 1.648069 1.638701 
7.000000 6.000000 0.280902 1.034969 1. 0:33899 
8.000000 6.000000 0.54?965 1.119987 1.11/421 
9.000000 6.000000 0. 7835:31 1. 2 31278 1.227446 
10.000000 6.000000 0.994252 1 • 360 :L 50 1. 3~55246 
8.000000 7.000000 0.246860 1.027234 1.026579 
9.000000 7.000000 0.482426 1.094432 1.09280 3 
10.000000 7.000000 0.693147 1.18371 7 1.181232 
9.000000 8.000000 0.220062 1.021811 1.021386 
10.000000 8.000000 0.430782 1. 076345 1.075258 
10.000000 9.000000 0.198451 1.01 7861 1.017573 
Table 2 0 Two approximations to the normalized tracking time. 
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