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Abstract
The focus of this paper is on the computational complexity of pattern matching problems over
set of 2-intervals. These problems occur in the context of molecular biology when a structured
pattern, i.e., a RNA secondary structure given in the form of a 2-interval pattern, has to be
found in a sequence database. We show that 3nding a 2-interval pattern in a set of 2-intervals
is a NP-complete problem even if no 2-interval of the pattern precedes the other, but can be
solved in polynomial time for several interesting special cases. In particular, it is shown that the
pseudo-knot free RNA secondary structure case is polynomial time solvable in our 2-interval
formalism. Also, we investigate the computational complexity of 3nding the longest 2-interval
pattern in a set of 2-intervals and prove several NP-completeness results as well as polynomial
time solvable special cases.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The Ribonucleic acid (RNA) is a family of molecules which has several important
functions in the cell. For example, the role of transfer RNA (tRNA) concerns the
process of protein synthesis. The functionality of a speci3c RNA molecule depends
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Fig. 1. A tRNA secondary structure and the associated 2-interval pattern.
mostly on its secondary structure [22]. The RNA is a single stranded molecule viewed
as a linear sequence x1x2 : : : xn where xi ∈{A; C; G; U}. RNA secondary structures refer
to conformation of the single stand after it folds back on itself, by forming base pairs.
Many interesting RNAs preserve a secondary structure of base-pairing interactions
more than they conserve their sequence [6]. There is therefore a growing demand for
general purpose search programs that take into account both sequence and structure
patterns. One way of 3nding such a secondary structure pattern in a RNA sequence is
by pattern matching. The PALINGOL software [4] provides a framework of reference
for this approach. The basic idea of PALINGOL is a two step procedure. In the 3rst
step, the sequence is scanned in order to build a set of all maximal helices found on
it. For eIciency, we may perform simple checking to avoid generating too long a set
of helices. The important point is just to ensure that we get all helices that could be
involved in the structure. In the second step, a pattern matching algorithm 3nds all
occurrences of a speci3c structure in the set of all helices. This is usually done using a
branch and bound-like procedure [19]. The purpose of this paper is to highlight some
of the issues involved in this second step taking advantage of a new representation of
the problem. It should be pointed out that we are only concerned in this paper with
the speci3c problem of searching for known structured patterns within a sequence and
not 3nding the optimal folding (see for example [27]).
The main diIculty of our speci3c goal is in establishing a general representation
of structured patterns. Our approach in this paper is to set up a geometric description
of helices. The basic idea is to use a natural generalization of intervals, namely a 2-
interval. A 2-interval is the disjoint union of two intervals on the line. The geometric
properties of 2-intervals provide a possible guide for understanding the computational
complexity of 3nding structured patterns in RNA sequences. An illustration is given
in Fig. 1.
The present paper focuses on two problems. The PATTERN MATCHING OVER SET OF
2-INTERVALS problem asks to 3nd a given 2-interval pattern in a set of 2-intervals
and is directly related to the above discussion. As a slight extension, the 2-INTERVAL
PATTERN problems is concerned with 3nding the longest 2-interval pattern with respect
to a given abstract model in a set of 2-intervals. Observe that these two problems are
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Table 1
Pattern PATTERN MATCHING OVER
structure SET OF 2-INTERVALS 2-INTERVAL PATTERN
{¡;❁; } NP-completea NP-completeb;c
{❁; } NP-completea NP-completeb
{¡;❁} O(mn3 log n) O(n2)
{¡; } ? ?
{¡} O(n log n)
{❁} O(n2)
{ } O(n2 log n)
aThe problem remains NP-complete for disjoint interval ground set.
bThe problem remains NP-complete for unit interval ground set.
cThe problem is solvable in polynomial time by matching for disjoint interval ground set.
diMerent since in the latter case we do not known exactly what we are looking for.
Using a model to represent non sequential information allows us for varying restrictions
on the complexity of the pattern structure. Indeed, two disjoint 2-intervals can be
in precedence order (¡), be allowed to nest (❁) and/or be allowed to cross ( ).
Furthermore, the set of 2-intervals and the pattern can have diMerent restrictions. These
diMerent combinations of restrictions alter the computational complexity of the PATTERN
MATCHING OVER SET OF 2-INTERVALS problem and the 2-INTERVAL PATTERN problem and
need to be examined separately. This examination produces eIcient algorithms for
more restrictive structured patterns, and hardness results for those less restrictive.
Note that the PATTERN MATCHING OVER SET OF 2-INTERVALS problem is strongly
related to the longest common subsequence problem for sequences with arc annota-
tions [9,17,1]. Our view of structure matching is indeed strongly related to the prob-
lem of matching a pattern with insertions in a text. It should be stressed, however, that
matching without insertions may also make sense from a biological point of view. This
latter problem has been addressed in a broader context by Bouthinon and Soldano [5].
Also, there is a deep similarity between the PATTERN MATCHING OVER SET OF 2-INTERVALS
problem and special simple cases of the protein structure similarity problem (CONTACT
MAP OVERLAP) [13].
The main results of the present paper are summarized in Table 1 where m denotes the
length of the 2-interval pattern and n denotes the cardinality of the set of 2-intervals.
The remainder of the paper is organized as follows. In Section 2 we brieNy review
the related terminology used in this paper and introduced formally our main problems.
In Section 3, we state that the PATTERN MATCHING OVER SET OF 2-INTERVALS problem is
NP-complete even when restricted to {❁; }-structured patterns but can be solved in
polynomial time for {¡;❁}-structured patterns. We investigate in Section 4 the com-
plexity of the 2-INTERVAL PATTERN problem; we prove that this problem is NP-complete
for {❁; }-structured patterns but can be solve in polynomial time for non-crossing
structured patterns and for simple structured patterns. The last section concludes our
work and proposes future directions.
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2. Preliminaries
We brieNy review the related terminology used in this paper.
For an interval I , denote its left endpoint and right endpoint by l(I) and r(I) respec-
tively. For two intervals I and I ′, write I¡I ′ the precedence order, i.e., r(I)¡l(I ′).
If I and I′ are two sets of intervals, it is customary to write I¡I′ rather than
I¡I ′ for all I ∈I and I ′ ∈I′. A 2-interval is the disjoint union of two intervals. We
will usually write a 2-interval as D=(I; J ) with I¡J where ¡ is the usual prece-
dence order between intervals. A covering interval for D=(I; J ) is any interval C
such that l(C)¡l(I) and r(J )¡r(C). Let D1 = (I1; J1) and D2 = (I2; J2) be two 2-
intervals. They are called disjoint if they do not intersect, i.e., (I1 ∪ J1)∩ (I2 ∪ J2)= ∅.
Of particular interest is the relation between two disjoint 2-intervals. We will write
D1¡D2 if I1¡J1¡I2¡J2, D1❁D2 if I2¡I1¡J1¡J2 and D1 D2 if I1¡I2¡J1¡J2.
An illustration of these relations is given in Fig. 2. Let D be a set of 2-intervals and
R⊆{¡;❁; }, R = ∅. The elements of D are pairwise R-comparable if any two dis-
tinct 2-intervals of D are R-comparable for some R∈R. The interval ground set of a
set of 2-intervals D= {D1; D2; : : : ; Dn} is de3ned to be the set {Ii; Ji | Di =(Ii; Ji)∈D}.
In other words, the ground set of a set of 2-intervals D is the set of all (simple) inter-
vals involved in D. A set of 2-intervals with the property that any two distinct intervals
of its ground set do not intersect is said to have disjoint interval ground set. A set
of 2-intervals with the property that all intervals of its ground set have same length is
said to have unit interval ground set.
A structured pattern (or 2-interval pattern) is a word p in which each of its letters
occurs exactly twice. Geometrically speaking, a structured pattern is merely a formal
description of a set of 2-intervals such that any two of them are disjoint. There-
fore, it makes sense to associate a non empty subset of {¡;❁; } to a given struc-
tured pattern. For example, abaccb is a {¡;❁; }-structured pattern because aa bb,
aa¡cc and cc❁ bb, abbacc is a {¡;❁}-structured pattern because bb❁ aa, aa¡cc
and bb¡cc, and abccba is a {❁}-structured pattern. Call a R-structured pattern simple
Fig. 2. Relations between 2-intervals.
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Fig. 3. Shown here is an occurrence of the structured pattern p= abccab in the set of 2-intervals
D= {D1; D2; D3; D4; D5}. We say that p is a representative of the subset {D1; D4; D5}. Observe that p
is a {❁; }-structured pattern: aa bb, cc❁ aa and cc❁ bb.
(resp. composite) if |R|=1 (resp. |R|¿1). In others words, a structured pattern is
simple if and only if R consists in only one relation.
The PATTERN MATCHING OVER SET OF 2-INTERVALS problem asks to 3nd a 2-interval
subset such that any two of them are disjoint, described by a given abstract model,
i.e., a structured pattern. The mathematical model is best explained by referring to
Fig. 3. Observe that an occurrence of a 2-interval pattern should be composed of
disjoint 2-intervals. This problem is formally de3ned as follows:
PATTERN MATCHING OVER SET OF 2-INTERVALS
Instance: A set of 2-intervals D and a R-structured pattern p.
Question: Is there an occurrence of p in D?
That is, can we obtain pattern p by deleting all but |p|=2 2-intervals from the set of
2-intervals D?
The 2-INTERVAL PATTERN problem is concerned with 3nding a 2-interval subset such
that any two of them are disjoint with respect to a given abstract model R. In other
words, no pattern is speci3ed a priori. This problem is de3ned as follows:
2-INTERVAL PATTERN
Instance: A set of 2-intervals D, a subset R⊆{¡;❁; } and a
positive integer k.
Question: Is there an occurrence of a R-structured pattern p, |p|¿k,
in D?
That is, is there a subset D′⊆D of size at least k of pairwise R-comparable 2-intervals?
Clearly, both problems are strongly related. However, observe that we do not know
exactly what we are looking for in the 2-INTERVAL PATTERN problem since we are not
given an input structured pattern but only an abstract model.
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At this point, we would like to brieNy comment some of the hypotheses. First, as
detailed in the introduction, we assume that only maximal helices are built in a 3rst
step. Second, an occurrence of a 2-interval pattern in a set of 2-intervals is composed
of disjoint 2-intervals. We would like to warn the reader that these conditions may not
be ful3lled in all practical applications. Our 3nal comment concerning the hypotheses
is that any 2-interval pattern is composed of disjoint 2-intervals, and hence that our
models will exclude the case of triple helices and, to a lesser extend, the case of
alternate secondary structures.
Some of the proofs in this paper use graph theory as a formalism. Our graph termi-
nology is as follows. A graph G consists of a 3nite set V (G)= {u1; u2; : : :} of elements
called vertices together with a prescribed set E(G) of undirected pair of distinct ver-
tices of V (G). The number n of elements in V (G) is called the order of the graph.
Every unordered pair e∈E(G) of vertices ui and uj is called an edge of G, written
e= {ui; uj}. We call ui and uj the endpoints of e and they are called adjacent vertices.
The open neighbor of a vertex u∈V (G) is the set N (u)= {v∈V | ∃{u; v}∈E(G)}.
The close neighbor of a vertex u∈V (G) is the set N [u] = {u}∪N (u). An induced
subgraph is a subset of the vertices of a graph G together with any edges whose end-
points are both in this subset. Let V ′⊆V (G). By G[V ′] we denote the subgraph of G
induced by V ′. A clique is a complete graph. The CLIQUE problem is to construct for
a given graph an induced complete subgraph of the maximum number of vertices.
Let X = {X1; X2; : : : ; Xn} be any family of sets. The intersection graph of X , denoted
!(X ), is the graph having X as vertex set with Xi adjacent to Xj if and only if
i = j and Xi ∩Xj = ∅ [21]. An interval graph is an intersection graph of a family of
intervals of the real line. A graph G is a t-interval graph if for each vertex there
is a set of at most t interval and there is an edge {ui; uj} if the intervals of ui and
the intervals of uj intersect in at least one interval. From the de3nition of t-interval
graph it is clear that interval graphs are 1-interval graphs. In the present paper, we are
especially interested in 2-interval graphs. It is well-known that trees and line graphs are
2-interval graphs. Recognition is NP-complete for 2-interval graphs [26]. Recently, Bar-
Yehuda et al. [3] proved that 3nding a maximum weight independent set in a t-interval,
t¿2, graph is APX-hard even for highly restricted instances. Also, they presented a
2t approximation algorithm for general instances based on a fractional version of the
Local Ratio technique.
Obviously, there is a one-to-one correspondence between {¡;❁; }-structured pat-
terns in a set of 2-intervals D and independent set in the 2-interval graph !(D). There-
fore, 3nding a maximum length {¡;❁; }-structured pattern in a set of 2-intervals is
equivalent to 3nding a maximum independent set in a 2-interval graph.
3. Pattern matching over set of 2-intervals
3.1. Introduction
We consider in this section the problem of 3nding a given 2-interval structured pat-
tern in a set of 2-intervals. We prove that this problem is NP-complete for {❁; }-
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structured patterns but is polynomial time solvable for {¡;❁}-structured patterns,
i.e., pseudo-knot free RNA secondary structures.
3.2. Hardness results
Pattern matching problems over set of 2-intervals are hard decision problems. Indeed,
it is 3rst shown in [24] that the PATTERN MATCHING OVER SET OF 2-INTERVALS problem
is NP-complete using a similar reduction technique as in [9]. We will state more in
this subsection, namely that the PATTERN MATCHING OVER SET OF 2-INTERVALS problem
is NP-complete even when restricted to {❁; }-structured patterns. 2
Proposition 1. The PATTERN MATCHING OVER SET OF 2-INTERVALS problem for {❁; }-
structured patterns is NP-complete.
Proof. The PATTERN MATCHING OVER SET OF 2-INTERVALS problem is obviously in NP; we
shall transform the CLIQUE problem (which is a known NP-complete problem, see [11])
to the PATTERN MATCHING OVER SET OF 2-INTERVALS problem restricted to {❁; }-patterns.
In the following, we present our construction in detail.
Let an arbitrary instance of the CLIQUE problem be given by a graph G and by
a positive integer J . For simplicity of notation, de3ne n= |V (G)|, m= |E(G)|,
‘=mn+ 2(m+ n) + 1 and k = 12J (J − 1).
Our PATTERN MATCHING OVER SET OF 2-INTERVALS problem instance construction falls
into three parts. First, we construct an interval ground set I with total precedence
order. 3 Next, we construct a set of 2-intervals based on the interval set I. Finally,
we construct a {❁; }-structured pattern.
Let us start by constructing a ground set of disjoint intervals I with total precedence
order, i.e., for any two distinct intervals I; I ′ ∈I, then I¡I ′ or I ′¡I . This will be
divided into several steps. For each vertex ui ∈V , we construct a set Ai of m + 2
disjoint intervals
Ai = {Ai;j | 06 j 6 m+ 1}:
with total precedence order de3ned as follows:
Ai;0 ¡ Ai;1 ¡ : : : ¡ Ai;m+1:
Furthermore,
A1 ¡ A2 ¡ : : : ¡ An:
Each interval Ai; j, 16i6n and 06j6m + 1, is called a vertex induced interval.
For simplicity of notation, we let A stand for the set of all vertex induced intervals,
i.e., A=
⋃
16i6n Ai.
2 The results of this subsection were announced without proofs in [25].
3 For ease of construction, the set I may contain intervals that are not involved in any 2-intervals.
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For each edge ej ∈E, we construct a set Bi of n+ 2 disjoint intervals
Bi = {Bi;j | 06 j 6 n+ 1}
with total precedence order de3ned as follows:
Bi;0 ¡ Bi;1 ¡ : : : ¡ Bi;n+1:
Furthermore,
B1 ¡ B2 ¡ : : : ¡ Bm:
Each interval Bi; j, 16i6m and 06j6n + 1, is called an edge induced interval. For
simplicity of notation, we let B stands for the set of all edge induced intervals, i.e.,
B=
⋃
16i6m Bi.
Let X and Y be two disjoint interval sets de3ned by
X= {Xi;j | 16 i 6 n and 16 j 6 2};
Y= {Yi;j | 16 i 6 m and 16 j 6 2}
with total precedence orders de3ned as follows:
Xn;0 ¡ Xn;1 ¡ Xn−1;0 ¡ Xn−1;1 ¡ · · ·¡ X1;0 ¡ X1;1;
Ym;0 ¡ Ym;1 ¡ Ym−1;0 ¡ Ym−1;1 ¡ · · ·¡ Y1;0 ¡ Y1;1:
Let R, R′, S and S′ be four pairwise disjoint interval sets de3ned by
R= {Rj | 16 j 6 ‘};
R′ = {R′j | 16 j 6 ‘};
S= {Sj | 16 j 6 ‘};
S′ = {S ′j | 16 j 6 ‘}
with total precedence orders de3ned by
R1 ¡R2 ¡ · · ·¡ R‘;
R′1 ¡R
′
2 ¡ · · ·¡ R′‘;
S1 ¡S2 ¡ · · ·¡ S‘;
S ′1 ¡S
′
2 ¡ · · ·¡ S ′‘:
Finally, let T and T ′ be two disjoint intervals. We are now in position to de3ne our
interval ground set I as the disjoint union of all the above intervals, that is
I = A ∪ B ∪ X ∪ Y ∪ R ∪ R′ ∪ S ∪ S′ ∪ {T; T ′}:
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There is obviously still a degree of freedom in making such an interval set. Our interval
ground set construction ends by de3ning the total precedence order over I as follows:
A¡ R¡ {T}¡ S¡ Y¡ R′ ¡ X¡ S′ ¡ {T ′}¡ B:
Having de3ned the interval ground set I (with total precedence order), we now turn to
the construction of our set of 2-intervals D. Let D(A;X), D(Y;B), D(R;R′), D(S;S′)
and D(A;B) be 3ve 2-interval sets de3ned as follows:
D(A;X) = {(Ai;0; Xi;0); (Ai;m+1; Xi;1) | 16 i 6 n};
D(Y;B) = {(Yi;0; Bi;0); (Yi;1; Bi;n+1) | 16 i 6 m};
D(R;R′) = {(Ri; R′i) | 16 i 6 ‘};
D(S;S′) = {(Si; S ′i ) | 16 i 6 ‘};
D(A;B) = {(Ai;j; Bj;i) | ui ∈ V; ej ∈ E and ui =∈ ej}:
These 2-interval sets play diMerent roles in our construction. Roughly speaking, the
2-interval set D(A;X) (resp. D(Y;B)) will allow us to precisely select a subset of
vertex induced intervals (resp. edge induced intervals) while the 2-interval set D(R;R′)
(resp. D(S;S′)) will force us to select the whole sets R and R′ (resp. S and S′). Finally,
observe that the only part of the construction that depends on the input graph is given
by the 2-interval set D(A;B) which is a coding of the complement graph G.
The corresponding instance of the PATTERN MATCHING OVER SET OF 2-INTERVALS problem
for {❁; }-structured patterns is given by a 2-interval set D and by a well-formed
{❁; }-structured pattern p. The 2-interval set D is merely the union of all the above
de3ned 2-interval sets plus the 2-interval (T; T ′), i.e.,
D = D(A;X) ∪D(Y;B) ∪D(R;R′) ∪D(S;S′) ∪D(A;B) ∪ {(T; T ′)}:
Of particular interest in the construction is that any two distinct 2-intervals Di; Dj ∈D
are {❁}-comparable or { }-comparable. Indeed, any two distinct 2-intervals do not
share an interval and there does not exist two 2-intervals Di; Dj ∈D such that Di¡Dj
or Dj¡Di as illustrated by Fig. 4.
What is left is to construct our {❁; }-structured pattern p. Again, this construction
will be divided into several steps. First, let pX and pY be two words de3ned as follows:
pX = a1 a′1 a2 a
′
2 · · · an−J a′n−J ;
pY = b1 b′1 b2 b
′
2 · · · bk b′k ;
where all ai, a′i , bi and b
′
i are distinct letters. Next, let pR, pR′ , pS and pS′ be four
words de3ned as follows:
pR =pR′ = r1 r2 · · · r‘;
pS =pS′ = s1 s2 · · · s‘;
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Fig. 4. Schematic representation of the 2-interval set D used in Proposition 1. Oval boxes represent interval
subsets of I. Square boxes along with dashed arrows represent 2-interval subsets of D.
where all ri and si are distinct letters. Now, let pi, 16i6n− J , and p′i , 16i6k, be
the words de3ned by:
pi = ai )i a′i ;
p′i = bi *i b
′
i ;
where )i, 16i6n − J , are words of length k and *i, 16i6k, are words of length
n− J . Furthermore, )i[j] = *j[i] for 16i6n− J and 16j6k where )i[j] (resp. *j[i])
denotes the jth (resp. ith) letter of )i (resp. *j). Finally, let pA and pB be two words
de3ned as follows:
pA =p1 p2 · · ·pn−J ;
pB =p′1 p
′
2 · · ·p′k :
We are now in position to de3ne our structured pattern
p = pA pR t pS pY pR′ pX pS′ t pB;
where t is a new letter. It is easy to check that p is a well-formed {❁; }-structured
pattern and that our construction can be carried on in polynomial time. This ends our
construction.
We claim that there exists a clique of size J in G if and only if there exists an
occurrence of the {❁; }-structured pattern p in the 2-interval set D.
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Suppose that there exists a clique V ′ of size J in G. We will denote by E′ ∈E
the set of edges of the induced subgraph G[V ′], i.e., E′= {{ui; uj}∈E | ui; uj ∈V ′}.
Clearly, |E′|= k. Let D′⊆D be a 2-interval subset de3ned in the following way:
(1) for each vertex ui ∈V\V ′ and each edge ej ∈E′, the subset D′ contains the two
2-intervals (Ai; j; Bj; i), (2) for each vertex ui ∈V\V ′, the subset D′ contains the two 2-
intervals (Ai;0; Xi;0) and (Ai;m+1; Xi;1), (3) for each edge ei ∈E′, the subset D′ contains
the 2-intervals (Yi;0; Bi;0) and (Yi;1; Bi; n+1), (4) DR;R′ ⊂D′, (5) DS;S′ ⊂D′ and (6)
(T; T ′)∈D′. An easy veri3cation shows that the {❁; }-structured pattern p is a
representative of the subset D′, and hence there is an occurrence of the pattern p in
the set of 2-intervals D.
Conversely, suppose that there exists a subset D′⊆D of which p is a representative.
First, we observe that pRtpSpR′pS′ t is a subsequence of p with pR=pR′ , pS=pS′
and |pR|= |pS|= ‘. An examination of p together with the fact that |D(A;B)∪D(A;X)
∪D(Y;B)|¡‘ show that (1) the subsequence pRpR′ is associated with the 2-interval
subset D(R;R′), (2) the subsequence pSpS′ is associated with the 2-interval subset
D(S;S′) and (3) the subsequence tt is associated with the 2-interval (T; T ′). Further-
more, since A¡R¡{T}¡S¡Y¡R′¡X¡S′¡{T ′}¡B, then it follows that (1) the
substring pA is associated with some intervals of the subset A, (2) the substring pY
is associated with some intervals of the subset Y, (3) the substring pX is associated
with some intervals of the subset X and (4) the substring pB is associated with some
intervals of the subset B.
Recall that pA=p1p2 : : : pn−J with pi = ai )i a′i for all 16i6n− J . Now, observe
that the pattern p contains the subsequences ai )i a′i ai a
′
i for all 16i6n−J . According
to the above remark, the 3rst two occurrences of ai and a′i are associated to two inter-
vals of A, and the last two occurrences of ai and a′i are associated to two intervals of X.
Then it follows that there exist two 2-intervals D=(Ai; j; Xk; l) and D′=(Ai′ ; j′ ; Xk′ ; l′) of
the subset D′ such that Ai; j; Ai′ ; j′ ∈A and Xk; l; Xk′ ; l′ ∈X. By construction, we must have
(1) Ai; j =Ai;0, (2) Xk; l=Xi;0, (3) Ai′ ; j′ =Ai; n+1 and (4) Xk′ ; l′ =Xi;1 ; an illustration
of this is given in Fig. 5. Therefore, the substring )i, 16i6n− J , is associated to k
intervals of an interval set Ai. Similar argument shows that the substring *i, 16i6k, is
associated to n−J intervals of an interval set Bi. Since )i[j] = *j[i] for all 16i6n−J
and 16j6k, then it follows that there exist n−J vertices of G which are not incident
to k = 12J (J − 1) edges of G. Hence there exists a clique of size J in G.
An examination of the proof of Proposition 1, shows that the PATTERN MATCHING
OVER SET OF 2-INTERVALS problem for {❁; }-structured patterns is NP-complete even
when restricted to disjoint interval ground set.
Let us now mention one important consequence of Proposition 1 concerning the
CONTACT MAP OVERLAP problem [13]. A contact map is a graph G such that the set of
vertices V (G)= {u1; u2; : : : ; un} is linearly ordered, i.e., u1¡u2¡ · · ·¡un. The CONTACT
MAP OVERLAP problem is the following optimization problem: Given two contact maps
G and G′, 3nd two subsets S ⊆V (G) and S ′⊆V (G′) with |S|= |S ′| such that the
cardinality |{{u; v}∈E(G) | u; v∈ S and {f(u); f(v)}∈E(G′)}| is as large as possible,
where f is an order-preserving bijection between S and S ′. The CONTACT MAP OVERLAP
problem is MaxSNP-complete even if both contact maps have maximum degree one
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Fig. 5. Schematic representation of the 2-interval sets D(A;X) and D(Y; B) used in Proposition 1.
or are self-avoiding walks [13]. We state a new simple special case of this problem.
Call two edges {ui; uj} and {uk ; u‘} of E(G) disjoint if max{ui; uj}¡min{uk ; u‘}
or max{uk ; u‘}¡min{ui; uj}. De3ne a tangle to be a contact map G such that if
{ui; uj}; {uk ; u‘}∈E(G) then the edges {ui; uj} and {uk ; u‘} are not disjoint.
Corollary 2. The CONTACT MAP OVERLAP problem is NP-complete even if both contact
maps are tangles with maximum degree one.
3.3. Non-crossing structured patterns
We now consider the case of non-crossing structured pattern. The rationale of this
problem is that we can view any {¡;❁}-structured pattern as a pseudo-knot
free RNA secondary structure; for information on RNA secondary structures see [22].
The problem is solvable in O(n2) time if D= {D1; D2; : : : ; Dn} is a set of 2-intervals
for which Di and Dj are {¡;❁}-comparable for all Di; Dj ∈D using an ordered
tree inclusion algorithm [18]. We prove in this subsection that the PATTERN MATCHING
OVER SET OF 2-INTERVALS problem for {¡;❁}-structured patterns is solvable in
O(mn3 log n) time where m is the length of the pattern and n is the number of
2-intervals.
Let us start by some notations and remarks. Given a word u and a letter a, denote
by |u| the length of u and by |u|a the number of occurrences of a in u. The empty
word is denoted by ,. If u= vw then v is a pre=x of u and w is a su>x of u. Finally,
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a factorization of u is any sequence u= u1u2 : : : u‘. A Dyck word u is a word over the
alphabet .= {0; 1} with the following properties: (i) for each pre3x v of u, |v|0¿|v|1
and (ii) |u|0 = |u|1. Clearly, Dyck words are of even length. A Dyck word can be
interpreted as a word of well-balanced parentheses by substituting zeroes with opening
parentheses and ones with closing parentheses. It is well known that Dyck words are
in bijection with many discrete structures such as ordered trees, binary trees, complete
binary trees, non crossing set partitions, : : : . Moreover, it is easily seen that Dyck
words are also in bijection with {¡;❁}-structured patterns and hence that there is
no loss of generality in assuming that each {¡;❁}-structured pattern is given in the
form of a Dyck word. Note that Dyck words are counted by the Catalan numbers
[15]. In the sequel we will assume that a Dyck word is always given in the form of
a well-balanced parentheses string.
Roughly speaking, our approach for 3nding non-crossing 2-interval patterns in a set
of 2-intervals is based on a well-known factorization property of Dyck words. Indeed,
the following elementary lemma will prove to be extremely useful in our upcoming
algorithm proof of correctness.
Lemma 3. Let u be a Dyck word. If u = , then there exists a unique factorization
u=(v)w where both v and w are Dyck words.
The basic idea is thus to use a simple dynamic programming-like algorithm
together with recursive applications of the above lemma. More precisely, our algo-
rithm matches in turn each 2-interval of the set with the 3rst pair of corresponding
parentheses of the pattern u (and hence with the 3rst 2-interval of the {¡;❁}-
structured pattern) as stated in Lemma 3. The algorithm then recursively tries to
match the 2-interval patterns v and w with corresponding subsets of 2-intervals. Obvi-
ously, the recursive calls stop when the structured pattern drops to the empty word. In
our algorithm, subsets of 2-intervals are manipulated by means of covering intervals,
i.e., all those 2-intervals that are completely contained in the covering interval; see
Fig. 6.
To achieve polynomial running time, we store all computations in a dynamic pro-
gramming table T indexed by a pair consisting of an interval (a covering interval of a
subset of 2-intervals) and a (possibly empty) Dyck word. More precisely, T (I; u) will
store the number of occurrences of the {¡;❁}-structured pattern u in the subset of
2-interval of which I is a covering interval.
The high level algorithm for 3nding non-crossing 2-interval patterns in a set of
2-intervals is given by Algorithm 1. To put it more precisely, the algorithm PM-No-
Crossing returns the number of occurrences of a given {¡;❁}-structured pattern in a
set of 2-intervals thereby proving that the PATTERN MATCHING OVER SET OF 2-INTERVALS
problem for {¡;❁}-structured patterns is polynomial time solvable. Technically speak-
ing, let D be a set of 2-intervals, I be a covering interval for D and u be a word of well-
balanced parentheses u. After a call of the recursive procedure PM-No-Crossing(I; u),
the dynamic programming table entry T (I; u) contains the number of occurrences of u
in D; for convenience we assume that there is exactly one occurrence of the empty
word in any set of 2-intervals.
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Fig. 6. Using covering intervals. Shown here is the match of the 2-interval D with the 3rst pair of cor-
responding parentheses of the pattern. The subset of 2-intervals D′⊆D such that D′❁D for all D′ ∈D′
is given by those 2-intervals that are completely contained in the interval I1. In a similar way, the subset
of 2-intervals D′⊆D such that D′¿D for all D′ ∈D′ is given by those 2-intervals that are completely
contained in the interval I2.
Algorithm 1: Pattern matching no crossing.
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PM-No-Crossing(I; u)
Data: An interval I and a Dyck word u.
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(∗ stop condition of the recursive procedure ∗)
if u is the empty word then T (I; u) := 1 and return
(∗ prefix factorization ∗)
Let u=(v)w where both v and w are (possibly empty) Dyck words
(∗ initialization ∗)
T (I; u) := 0
(∗ find those 2-intervals that are completely contained in the interval I ∗)
D′ := {D=(I ′; J ′) | D∈D; l(I ′)¿l(I) and r(J ′)¡r(I)}
(∗ loop ∗)
foreach D=(I ′; J ′)∈D′ do∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
(∗ first covering interval ∗)
I1 := [r(I ′) : l(J ′)]
if T (I1; v) has not been calculated then call PM-No-Crossing(I1; v)
(∗ second covering interval ∗)
I2 := [r(J ′) : r(I)]
if T (I2; w) has not been calculated then call PM-No-Crossing(I2; w)
(∗ update the number of occurrences ∗)
T (I; u) :=T (I; u) + T (I1; v)T (I2; w)
end
end
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Proposition 4. Let D be a set of n 2-intervals, I be a covering interval for D and u
be a word of length m of well-balanced parentheses. By calling the recursive proce-
dure PM-No-Crossing(I; u), one can report the number of occurrences of u in D in
O(n3m log n) time.
Proof. Correctness of the algorithm follows from the above discussion. What is left is
to prove the time complexity of the algorithm.
The key point of our analysis is that, thanks to the global dynamic programming
table T , the PM-No-Crossing algorithm is called at most one time for a given pair
(I; u) of arguments. As an immediate result, there are at most O(n2m) calls of the PM-
No-Crossing algorithm. Indeed, the algorithm considers at most a quadratic number of
distinct covering intervals I for subsets of the 2-interval set D and there is a linear
number of distinct Dyck words which can be obtained by repeated applications of
Lemma 3.
We now turn to the detailed examination of one call of the PM-No-Crossing al-
gorithm. First, it is easily seen that the (unique) factorization u=(v)w where both v
and w are words of well-balanced parentheses can be computed in O(m) time using a
stack. Second, one can report all those 2-intervals of D that are completely contained
in a covering interval I (Line 4 of the algorithm) in O(n) time. We now consider the
3nal loop (Lines 5–10). Obviously, the subset D′ is bounded from the above by n
and the construction of the intervals I1 and I2 can be done in constant time. Further-
more, both Lines 7 and 9 (excluding the recursive calls) can be done in O(log n2m).
Similar remark applies to line 10. Then it follows that each loop has time complexity
O(log n2m). Let C(n; m) be the cost of the call PM-No-Crossing(I; u) where I is a
covering interval for the 2-interval set D, |D|= n, and u is a non-crossing pattern of
length m. Using the fact that m6n (since for otherwise the pattern could not occur
in the 2-interval set), we obtain C(n; m)=O(n2m(m + n + n log n2m))=O(n3m log n)
which is the desired result.
Corollary 5. The PATTERN MATCHING OVER SET OF 2-INTERVALS problem for {¡;❁}-
structured patterns is solvable in O(n3m log n) time.
Simple optimizations may be performed to further improve eIciency such as stop-
ping the algorithm as soon as an occurrence is identi3ed or avoiding recursive calls
that cannot succeed. Moreover, the design of an appropriate data structure can be the
foundation for a more practical algorithm. Although this modi3cation does not mod-
ify the worst case complexity, we show how to use a range tree to eIciently 3nd
all those 2-intervals that are completely contained in a given covering interval (line
4 of the algorithm PM-No-Crossing). A range tree [8] is a multi-level data structure
for rectangular range queries on a set P of n points in the plane. The main tree is a
balanced binary tree T built on the x-coordinate of the points in P. For any internal
or leaf node u in T , the canonical subset P(u), i.e., the subset of points stored in the
leaves of the subtree rooted at the node u, is stored in a balanced binary search tree
T (u) on the y-coordinate of the points. The performance of a (2-dimensional) range
tree may be summarized as follows (see [8]): (i) a range tree for P uses O(n log n)
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storage and can be constructed in O(n log n) time and (ii) by querying this range tree
one can report the points in P that lie in a rectangular range query in O(log2 n + k)
time where k is the number of reported points. The query time can be improved to
O(log n + k) by a technique called fractional cascading [20]. As suggested in [8]
(exercise 10.9 page 230), a range tree can be used to eIciently determine those in-
tervals that are completely contained in a given interval with performance as stated
above.
Theorem 6 (de Berg et al. [8, p. 107]). Let I be a set of n intervals on the real line.
A range tree for I uses O(n log n) storage and can be constructed in O(n log n) time.
By querying this range tree one can report the intervals in I that are completely
contained in a given interval in O(log n+ k) time, where k is the number of reported
intervals.
In a preprocessing step, we compute the set of intervals I de3ned as follows:
I = {I | ∃D = (J1; J2) ∈ D and I = [l(J1) : r(J2)]}
and construct the associated range tree as described in Theorem 6. Also, we construct
and sort an auxiliary table T ′ indexed by I which maps each interval of I to its
corresponding 2-interval in D. Obviously, this preprocessing step runs in O(n log n)
time and use O(n log n) storage. Summarizing, we can now determine those 2-intervals
that are completely contained in a given interval in O(log n+ k) time, where k is the
number of reported 2-intervals: we 3rst use the range tree to 3nd those intervals that
are completely contained in the query and next use to the auxiliary table T ′ to map
each reported interval to its corresponding 2-interval.
4. Maximum length structured pattern
4.1. Introduction
Having considered in the previous section the problem of 3nding a known structured
pattern, we now turn to the problem of 3nding a maximum length structured pattern
in a set of 2-intervals. This problem diMers from the preceding one in the fact that no
pattern is speci3ed a priori.
As mentioned in the introduction, it is easily seen that 3nding a maximum length
{¡;❁; }-structured pattern in a 2-interval set D is equivalent to 3nding a maximum
independent set in the associated 2-interval graph !(D). Recently, Bar-Yehuda et al.
[3] proved that 3nding a maximum weight independent set in a t-interval graph (t¿2)
is APX-hard even for highly restricted instances.
We prove in this section that 3nding a maximum length {❁; }-structured pattern
in a set of 2-interval is a NP-complete problem. The problem remains NP-complete
even when restricted to unit interval ground sets but is solvable in polynomial time for
{¡;❁}-structured patterns and for simple structured patterns.
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4.2. Hardness results
We proved in Section 3.2 that 3nding a given {❁; }-structured pattern in a set of
2-intervals is a NP-complete problem. We now show that 3nding a maximum length
{❁; }-structured pattern in a set of 2-intervals is a NP-complete problem as well.
Beside being strongly related, observe that the two problems are not polynomially re-
lated since there exists an exponential number of {❁; }-structured patterns of given
length.
Proposition 7. The 2-INTERVAL PATTERN problem for {❁; }-structured patterns is
NP-complete.
Proof. The 2-INTERVAL PATTERN problem is obviously in NP; we shall transform the
3SAT problem to the 2-INTERVAL PATTERN problem restricted to {❁; }-structured pat-
terns. Let an arbitrary instance of the 3SAT problem be given by a 3CNF formula
6= c1 ∨ c2 ∨ · · · ∨ cm over variables x1; x2; : : : ; xn.
Our 2-INTERVAL PATTERN problem instance construction falls into two parts: (i) con-
struction of an interval ground set I and (ii) construction of a set of 2-intervals
D over I.
Let us start by constructing our interval ground set I. For each variable xi, construct
two pairwise disjoint interval sets I(xi) and I(xi) de3ned as follows:
I(xi) = {Ii;j | xi ∈ cj};
I(xi) = {I i;j | xi ∈ cj}:
Furthermore, for each variable xi, de3ne three pairwise disjoint intervals Vi, ⊥i and i
such that
Vi ¡ ⊥i ¡ i ;
Ii;j ⊂ ⊥i for all Ii;j ∈ I(xi);
I i;j ⊂ i for all I i;j ∈ I(xi):
We now turn to the m clauses of the 3CNF formula 6. For each clause ci, construct an
interval Ci. Our construction of the interval ground set I ends with the total precedence
order de3ned as follows:
C1 ¡C2 ¡ · · ·¡ Cm ¡ V1 ¡ V2 ¡ · · ·¡ Vn
¡⊥n ¡ n ¡ · · ·¡ ⊥2 ¡ 2 ¡ ⊥1 ¡ 1
Having de3ned the interval ground set I, we now turn to the construction of a set
of 2-intervals D over I. For each variable xi, add the two 2-intervals (Vi;⊥i) and
(Vi;i) to D. For each clause cj = 7j;1 ∨ 7j;2 ∨ 7j;3, add the three 2-intervals (Cj; I1),
(Cj; I2) and (Cj; I3) to D where (i) Ik = Ii; j if 7j; k = xi or (ii) Ik = I i; j if 7j; k = xi. An
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illustration of this is given in Fig. 7. It is easily seen that |D|=2n+3m. Furthermore,
any two disjoint 2-intervals are {❁; }-comparable. Our construction can be carried
on in polynomial time.
We claim that there exists a satisfying truth assignment f for 6 if and only if
there exists a {❁; }-structured pattern of size 2(n+ m) in D, i.e., a subset D′⊆D,
|D′|= n+ m, of pairwise {❁; }-comparable 2-intervals.
Suppose that there exists a satisfying truth assignment f for 6. Observe that there
is no loss of generality in assuming that each clause is satis3ed by its 3rst literal.
Consider the subset D′⊆D de3ned as follows:
(1) for each variable xi, the subset D′ contains the 2-interval (Vi;i) if f(xi)= TRUE
or contains the 2-interval (Vi;⊥i) if f(xi)= FALSE.
(2) For each clause cj = 7j;1 ∨ 7j;2 ∨ 7j;3, the subset D′ contains the 2-interval (Cj; Ii; j)
if 7j;1 = xi and (Cj; I i; j) if 7j;1 = xi.
It may be easily veri3ed that D′ is a subset of size n+m of pairwise {❁; }-comparable
2-intervals.
For the converse, suppose that there exists a subset D′⊆D, |D′|= n + m, of pair-
wise {❁; }-comparable 2-intervals. For each variable xi, the subset D′ contains
at most one of the two 2-intervals (Vi;⊥i) and (Vi;i) since these 2-intervals in-
tersect in Vi. Furthermore, for each clause cj, the subset D′ contains at most one
of the three 2-intervals (Cj; I1), (Cj; I2) and (Cj; I3) since these 2-intervals intersect
in Cj. But |D′|= n + m. Then it follows that the subset D′ contains (i) exactly
one of the two 2-intervals (Vi;⊥i) and (Vi;i) for each variable xi and (ii) ex-
actly one of the three 2-intervals (Cj; I1), (Cj; I2) and (Cj; I3) for each clause cj.
De3ne a truth assignment f for 6 as follows: f(xi)= TRUE if (Vi;i)∈D′ and
f(xi)= FALSE if (Vi;⊥i)∈D′. It is easy to check that f is a satisfying truth assignment
for 6.
We now prove a strengthening of Proposition 7 by showing that the problem remains
NP-complete for unit interval ground set.
Proposition 8. The 2-INTERVAL PATTERN problem for {❁; }-structured patterns is NP-
complete even when restricted to unit interval ground set.
Proof. We give a slight modi3cation of the proof of Proposition 7. Papadimitriou
proved that the 3SAT problem is NP-complete even if each variable occurs at most
three times and each literal occurs at most two times [23]. We merely modify the
construction of the intervals associated to each variable as illustrated in Fig. 8. The
rest of the proof runs as before.
As mentioned in Section 2, Bar-Yehuda et al. [3] proved that 3nding a maximum
weight independent set in a t-interval graph (t¿2) is APX-hard. Also, they presented
a 2t approximation algorithm for general instances based on a fractional version of the
Local Ratio technique. As an immediate result, the 2-INTERVAL PATTERN problem for
{¡;❁; }-structured patterns is approximable within 4.
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Fig. 7. Example of the construction used in Proposition 7 for the 3CNF boolean formula 6= (x1 ∨ x2 ∨ x3)∧(x1 ∨ x2 ∨ x3)∧(x1 ∨ x2 ∨ x3).
A satisfying truth assignment f for 6 is given by f(x1) =TRUE, f(x2) =TRUE and f(x3) =FALSE. Observe that pairwise disjoint
2-intervals are {❁; }-comparable.
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249Fig. 8. Partial construction used in the proof of Proposition 8 if each variable occurs at most three time and each literal occurs at most
two times: (a) literal xi occurs one time and literal xi does not occur, (b) literal xi does not occur and literal xi occurs one time, (c) the
literal xi occurs one time and literal xi occurs one time, (d) literal xi occurs two times and literal xi does not occur, (e) literal xi does
not occur and literal xi occurs two times, (f) literal xi occurs two times and literal xi occurs one time and (g) literal xi occurs one time
and literal xi occurs two times.
S. Vialette / Theoretical Computer Science 312 (2004) 223–249 243
4.3. Non-crossing patterns
We proved in Section 3.3 that 3nding a {¡;❁}-structured pattern in a set of
2-intervals is polynomial time solvable. We now prove that 3nding the largest {¡;❁}-
structured pattern in a set of 2-intervals is polynomial time solvable as well.
We need de3nitions from [10]. De3ned a double interval 4 as a pair (I1; I2) of
intervals on the real line, where I2 is a subinterval of I1, i.e., I2⊂ I1. Let I =(I1; I2)
and J =(J1; J2) be two double intervals. We say that I contains J if J1⊂ I2 and call
them disjoint if I1 ∩ J1 = ∅. Two double intervals are called crossing if they are not
disjoint and neither of them is contained in the other. Call a graph G a crossing graph if
its vertices can be put in one-to-one correspondence to a collection of double intervals
such that two vertices are adjacent if and only if their corresponding double intervals
cross [10]. As noted by Felsner et al. crossing graphs contain both trapezoid graphs
and overlap graphs.
Proposition 9. The 2-INTERVAL PATTERN problem for {¡;❁}-structured patterns is
solvable in O(n2) time where n is the number of 2-intervals.
Proof. Felsner et al. [10] proved that the INDEPENDENT SET problem for crossing graphs
is solvable in O(n2) time where n is the number of vertices. It is easily seen that 3nding
a maximum independent set in a crossing graph is equivalent to 3nding a maximum
length {¡;❁}-structured pattern in a set of 2-intervals (see [10]).
4.4. Simple structured patterns
Having considered the computational complexity of the 2-INTERVAL PATTERN problem
for composite structured patterns, we now turn to the case of simple structured patterns.
We prove in this subsection that the 2-INTERVAL PATTERN restricted to simple structured
patterns is solvable in polynomial time using simple graph-based algorithms. This will
be divided into two parts since both ¡ and ❁ are transitive relations but is
not. For one, we observe that the 2-INTERVAL PATTERN problem restricted to transitive
simple structured patterns is solvable in polynomial time using simple standard graph
theory tools, namely maximum independent set algorithm for interval graphs [16] and
maximum clique algorithm for comparability graphs [14]. For another, we prove that
the 2-INTERVAL PATTERN problem restricted to { }-structured patterns is solvable in
polynomial time using a polynomial time maximum cardinality clique algorithm for a
new class of graphs; the argument is more tricky in this case. In the sequel, n denotes
the cardinality of a set of 2-intervals D.
Proposition 10. The 2-INTERVAL PATTERN problem for {¡}-structured patterns is
solvable in O(n log n) time.
4 Double intervals should not be confused with 2-intervals.
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Proof. De3ne a family of intervals I by assigning to each 2-interval D=(I; I ′) of D
the least interval that covers both I and I ′. Such a set can be constructed in O(n) time.
Let G=!(I) be the associated interval graph. It is easily seen that there exists a
bijective mapping between occurrences of {¡}-structured patterns in D and indepen-
dent sets in G. An O(n log n) algorithm for 3nding a maximum (weighted) independent
set in an interval graph given in the form of a set of intervals is presented in [16].
Therefore, as we do not really need to construct the graph G=!(I), the algorithm
as a whole runs in O(n log n) time.
Proposition 11. The 2-INTERVAL PATTERN problem is solvable in O(n2) time when re-
stricted to {❁}-structured patterns.
Proof. De3ne a graph G with vertex set D by choosing all those sets {Di; Dj} (where
i = j) as edges of G for which Di❁Dj or Dj ❁Di holds. This 3rst step can be done in
O(n2) time. Now, observe that G is a comparability graph [14] (since ❁ is transitive).
Clearly, there exists a bijective mapping between occurrences of {❁}-structured patterns
in D and cliques in G. It is now suIcient to use the above remark together with the
fact that the CLIQUE problem is solvable in linear time when restricted to comparability
graphs [14]. As a result the algorithm runs in O(n2) time.
It remains open to achieve the better algorithm for {❁}-structured patterns. More
precisely, in the light of Proposition 10 and Proposition 11, is the 2-INTERVAL PATTERN
problem for {❁}-structured patterns given in the form a set of 2-intervals solvable in
O(n log n) time or, even better, linear time?
The remainder of this section is devoted to non-transitive simple structured patterns,
i.e., { }-structured patterns. In general terms our approach consists in using circle
trapezoids as an alternative means of describing a set of 2-intervals together with a
generalization of a polynomial time algorithm for the CLIQUE problem restricted to
circle graphs [12,2]. Let us start by introducing some new de3nitions.
A circle trapezoid is the region in a circle that lies between two non-crossing
chords and circle trapezoid graphs are the intersection graphs of a family of cir-
cle trapezoids on a common circle [10]. Two circle trapezoids are called crossing if
they intersect in the circle but not on its perimeter. Call a graph G a crossing circle
trapezoid graph (CCT-graph) if its vertices can be put in one to one correspondence
to a set of circle trapezoids such that two vertices of G are adjacent if and only if
their corresponding circle trapezoids cross. An illustration of this de3nition is given
in Fig. 9.
It is well-known that circle graphs and overlap graphs are equivalent graph classes
[14]. An easy way to visualize this equivalence is by using the projection method
suggested by Gavril [12,14] where intersecting chords of the circle correspond to over-
lapping intervals on the line. Following this construction, we can associate a circle
trapezoid representation to a given set of 2-intervals where intersecting circle trape-
zoids of the circle correspond to intersecting 2-intervals on the line. An illustration
of this construction is given in Fig. 10. For the convenience of the reader, the CCT-
graph of a set of 2-intervals stands for the CCT-graph of its associated circle trapezoid
S. Vialette / Theoretical Computer Science 312 (2004) 223–249 245
Fig. 9. (a) A circle trapezoid representation, (b) the corresponding CCT-graph and (c) the corresponding
circle trapezoid graph. Observe that T1 and T3 intersect but do not cross. Similar remark applies to T4 and
T5.
Fig. 10. Projection of set of 2-intervals. The circle trapezoids are pairwise crossing and hence the corre-
sponding CCT-graph is isomorph to K3 (the complete graph with 3 vertices).
representation. The following easy lemma is a direct consequence of the de3nition of
CCT-graphs.
Lemma 12. Let D be a set of 2-intervals and G be its CCT-graph. Then, there exists
a subset D′⊆D of size k such that, for any two distinct Di and Dj of D′, either
Di Dj or Dj Di, if and only if there exists a clique of size k in G.
An illustration of the above lemma is given in Fig. 10. In the following, we provide
a polynomial time algorithm which solve the CLIQUE problem for CCT-graphs. The
notion of trapezoid graph [7] will be used. A graph is a trapezoid graph if there exists
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Fig. 11. A trapezoid representation and the corresponding trapezoid graph.
a set of trapezoids corresponding to the vertices of the graph such that two vertices are
joined by an edge if and only if the corresponding trapezoids intersect (see Fig. 11).
Let G be a graph. Recall that (i) G[V ′], V ′⊆V (G), is the subgraph induced by
the subset V ′, (ii) N [u], u∈V (G), is the close neighbor of u, i.e., N [u] = {u}∪ {v |
{u; v}∈E(G)} and (iii) G is the complement graph of G, i.e., V (G)=V (G) and
E(G)= {(u; v) | {u; v} =∈E and u = v}. Let us start by characterizing the graph G[N [u]],
u∈V (G), for any CCT-graph G.
Lemma 13. Let G be a CCT-graph. Then G[N [u]] is a trapezoid graph for all
u∈V (G).
Proof. We will assume that a circle trapezoid representation C of G is given. Let
u∈V (G) and Cu⊆C be the circle trapezoid representation obtained by deleting all
circle trapezoids which do not cross the circle trapezoid Tu. The circle trapezoid Tu
cuts Cu into two pieces such that for each v∈N (u) the circle trapezoid Tv has one
circle interval in each piece. Fixing an orientation, say anti-clockwise, of the circle we
de3ne a unique trapezoid representation of N (u) as illustrated in Fig. 12. It is easily
seen that two trapezoids intersect if and only if there are non-crossing circle trapezoids
in C. As a result, G[N (u)] is a trapezoid graph. Since adding an isolated vertex to a
trapezoid graph results in another trapezoid graph, it follows that G[N [u]] is a trapezoid
graph.
Lemma 14. Let G be a CCT-graph and K ⊆V (G) be a clique of G. Then K is a
clique of the induced subgraph G[N [u]] for all u∈K .
Proof. Immediate.
The following lemma is crucial to the proof of the proposition. Indeed, it allows us
to concentrate on the INDEPENDENT SET problem restricted to trapezoid graphs.
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Fig. 12. A CCT-graph and the trapezoid graph G[N [u]].
Lemma 15. Let G be a CCT-graph and u∈V (G) be an arbitrary vertex. Then there
exists a clique of size k in the induced subgraph G[N [u]] if and only if there exists
an independent set of size k in the trapezoid graph G[N [u]].
An illustration of the above lemma is given in Fig. 12.
Proposition 16. The CLIQUE problem for CCT-graphs is solvable in O(n2 log n) time.
Proof. Our algorithm Max-Clique-CCT-graph for 3nding a maximum clique in a CCT-
graph is given by Algorithm 2 where Max-Indep-Set-Trapezoid-Graph is an algorithm
which solves the independent set problem for trapezoid graphs. Based on a geometric
representation of trapezoid graphs by boxes in the plane, Felsner et al. [10] have
designed an optimal O(n log n) algorithm for weighted independent set on such graphs.
By Lemmas 13, 14 and 15, the algorithm is correct.
Algorithm 2: Pattern matching crossing.
Max-Clique-CCT-graph(G)
Data : A CCT-graph G:
Result : A maximum cardinality clique in G:
begin∣
∣
∣
∣
∣
∣
∣
∣
foreach u∈V (G) do∣
∣ Ku :=Max-Indep-Set-Trapezoid-Graph(G[N [u]])
end
return the largest Ku
end
Corollary 17. The 2-INTERVAL PATTERN problem for { }-structured patterns is solv-
able in O(n2 log n) time.
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5. Conclusion and open problems
In the context of computational molecular biology, we considered the problem of
3nding an occurrence of a given structured pattern in a set of 2-intervals. We proved
that this problem is NP-complete even when restricted to {❁; }-structured patterns.
Also, we described a polynomial time algorithm which solves this pattern matching
problem for {¡;❁}-structured patterns. Also, we investigated the complexity of 3nding
a maximum length structured pattern in a set of 2-intervals. We proved that this problem
is NP-complete even when restricted to {❁; }-structured patterns (a polynomial time
4-approximation algorithm for {¡;❁; }-structured patterns follows from [3]) but
is polynomial time solvable for {¡;❁}-structured patterns and for simple structured
patterns, i.e., {R}-structured patterns for some R∈{¡;❁; }.
There are many interesting related problems arising in the above context in a natural
way. Below we mention just three of them.
(1) What is the complexity of the PATTERN MATCHING OVER SET OF 2-INTERVALS problem
restricted to {¡; }-structured patterns?
(2) What is the complexity of the 2-INTERVAL PATTERN problem restricted to {¡; }-
structured patterns?
(3) What is the complexity of the 2-INTERVAL PATTERN problem for disjoint ground set
restricted to {❁; }-structured patterns?
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