The formalism to treat quantization and evolution of cosmological perturbations of multiple fluids is described. We first construct the Lagrangian for both the gravitational and matter parts, providing the necessary relevant variables and momenta leading to the quadratic Hamiltonian describing linear perturbations. The final Hamiltonian is obtained without assuming any equations of motions for the background variables. This general formalism is applied to the special case of two fluids, having in mind the usual radiation and matter mix which made most of our current Universe history. Quantization is achieved using an adiabatic expansion of the basis functions. This allows for an unambiguous definition of a vacuum state up to the given adiabatic order. Using this basis, we show that particle creation is well defined for a suitable choice of vacuum and canonical variables, so that the time evolution of the corresponding quantum fields is unitary. This provides constraints for setting initial conditions for an arbitrary number of fluids and background time evolution. We also show that the common choice of variables for quantization can lead to an ill-defined vacuum definition. Our formalism is not restricted to the case where the coupling between fields is small, but is only required to vary adiabatically with respect to the ultraviolet modes, thus paving the way to consistent descriptions of general models not restricted to single-field (or fluid).
I. INTRODUCTION
Cosmological perturbations are usually thought to originate from the short wavelength quantum vacuum fluctuations of the matter fields or fluids and the metric. The scales are subsequently increased to exit the Hubble radius, whence particles are produced, hopefully resulting in the observed spectrum of primordial perturbations. In inflationary models, the usual procedure consists in assuming a Friedmann-Lemaître-Robertson-Walker (FLRW) background metric with scale factor evolving following General Relativity (GR) Einstein equations sourced by a slowly rolling scalar field, leading to a quasiexponential, almost de Sitter inflation phase. Expanding the Einstein-Hilbert plus scalar field action to second order in perturbations, one then easily quantizes the so-called Mukhanov-Sasaki variable which can, for wavelengths much smaller than the Hubble scale, be postulated to initiate in a vacuum state: in a de Sitter universe, the (Bunch-Davies) vacuum state is unambiguously defined. The procedure can be extended to the quasi-de Sitter case that is of interest for inflation; this scheme is extremely well suited to the inflationary setup to which it is regularly applied.
In the alternative bouncing scenarios, primordial perturbations are set as vacuum initial conditions in the far past of the contracting phase, when the Universe is assumed almost flat for the scales of interest. When the contraction is dominated by a pressureless fluid, the spectrum of long wavelength perturbations is almost scale invariant [1] [2] [3] (and slightly blue). This is also the case for the so-called ekpyrotic scenarios [4] [5] [6] . In this case however, the bounce transition itself can lead essentially to any prediction [7] .
Although the currently available data are well explained by single-field inflation, alternative views exist that should be considered. One might for instance be interested in investigating multifield inflation, although Bayesian analysis tend to disfavor them [8] . Indeed, additional fields are quite generic in supposedly realistic theories such those based on a grand unification or string theory, so that having more than one field present during the inflationary stage appears natural. Similarly, realistic bouncing models share the same characteristic, as one naturally expects several fluids, e.g. radiation and dust, to be present and active together with that responsible for the bouncing phase itself. A general rigorous formalism to deal with such situations is still lacking, although tentative options were proposed. In the multifield inflation scenario, it has been suggested to consider the coupling between fields as important only after the modes have entered the potential which, loosely speaking, is equivalent to becoming larger than the Hubble radius. It was also assumed that the coupling is present before potential entry, but is such that there exists a limit where it is asymptotically negligible, so that the vacuum can be defined as a combination of decoupled fields. These cases are discussed, e.g., in Refs. [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . In both procedures the vacuum is set in the limit where the coupling is zero, a procedure which cannot take into account a possible divergent behavior of the couplings in the Ultraviolet (UV) limit. Such a behavior would lead to a set of ill-defined basis functions and, consequently, an ill-defined vacuum. To evaluate this behavior, one must calculate the nextto-leading-order corrections of all basis functions. The purpose of this work is precisely to calculate these corrections in a general way.
The present work, coming as a follow-up of Refs. [19] [20] [21] , aims at partially closing the gap in providing this means, at least in cases consisting of many constituents, assumed uncoupled except through gravity. Our formalism henceforth permits us to set up initial conditions not only in an inflationary expanding universe, but also in a contracting universe, taking into account couplings between dust, radiation, and any other component that one might want to include in the model, under rather general circumstances. It is thus particularly suited to bouncing models in which the Universe starts big and filled with otherwise ordinary fluids.
In the following sections, we first set up the necessary formalism to describe cosmological perturbations around an FLRW background by expanding the Lagrangian action up to second order, assuming GR and an arbitrary number of fluids (Sec. II A); our formalism, based on canonical transformations, does not rely on the background satisfying Einstein equations, so that even with the Einstein-Hilbert action describing both background and perturbations, the actual background equations of motion are not necessarily the classical ones. Performing the required transformations, we deduce in Sec. II B the general Hamiltonian, then in Sec. II C we introduce the adiabatic/entropy mode splitting, which we illustrate with the special case of a two-component fluid, assumed barotropic. We find that coupling through gravity implies a special form of the coupling terms, which is quadratic in the fluid momenta.
The Hamiltonian is of course the starting point required for quantization, which we proceed with in Sec. III. Expanding the relevant variables in terms of harmonic functions of the Laplace-Beltrami operator, we derive the appropriate field operators and their momenta, and impose canonical quantization upon them. Because the Hamiltonian stems from perturbation theory and is thus quadratic, it turns out to be convenient to simplify the whole discussion using symplectic forms and a generic description of the Hamiltonian tensor in terms of block matrices describing the kinetic and potential terms. In Sec. III A, we present the quantization procedure valid for any system fitting this description and, in Sec. III B, we discuss the time evolution for such systems and the canonical transformations producing a set of variables where the quantization procedure leads to a unitary evolution of the quantum fields. Finally, in Sec. III C, we obtain the explicit form for the adiabatic approximation for the basis functions. This permits the evaluation of the UV limit order by order in the adiabatic expansion. Using this tool, we show that, for the usual choice of variables, the adiabatic limit does not commute with the UV limit and consequently cannot be used to define a basis for the whole UV spectrum (which we call UV incomplete). On the other hand, using the variables introduced in this work, the vacuum is UV complete and the particle production is finite (in the sense that the particle density is finite). This result extends the work done in Ref. [21] (for particular examples, see also [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] ) by showing a concrete example of choice of variables and initial conditions which leads to a unitary implementation of the time evolution for quantum fields interacting through a quadratic term in the Hamiltonian.
II. SECOND ORDER CLASSICAL THEORY
Cosmological perturbations stem from an expansion around a FLRW background. The classical theory needs be written to second order in the perturbation variables, and subsequently quantized. In this section we first present the second order Lagrangian describing the dynamics of such linear cosmological perturbations of a FLRW universe with matter content provided by an arbitrary number of noninteracting fluids.
A. Lagrangian formulation
Classical GR coupled to perfect fluids is most naturally expressed in terms of an action, deriving from a Lagrangian functional, from which the Hamiltonian formalism, necessary for quantization, can be derived. We begin by recalling the basics of the required Lagrangian formalism.
Conventions
We consider a spacetime manifold described by a physical metric g µν , with signature (−, +, +, +). The torsionfree covariant derivative compatible with this metric is denoted by ∇ µ , such that ∇ µ g αβ = 0. 1 We assume there exists a background FLRW metricḡ µν such that the difference g µν −ḡ µν can be seen as a "small perturbation" in the sense discussed in Ref. [34] . Accordingly, we define 1 Our conventions for the curvature tensors are:
where vα is an arbitrary vector field.
the tensor ξ µν and its contravariant form as
Here and in what follows, an overbar will always refer to a background quantity. We now consider the case of a general space-time foliation defined by the normal timelike vector field u µ (u µ u µ = −1), whose gradient can be decomposed into an extrinsic curvature K µν and an acceleration a µ ≡ u σ ∇ σ u µ through
The projector orthogonal to u µ (induced metric on the spatial hypersurfaces of the foliation) is given by
Its action on an arbitrary tensor
thereby introducing the notation γ [· · · ], in terms of which the extrinsic curvature is simply found to be
The expansion factor Θ and shear σ µν are then given respectively by
An arbitrary tensor N 
This spatial covariant derivative defines the spatial Riemann curvature tensor R µνα β as
where A β = γ[A β ] is an arbitrary spatial vector field. The spatial Laplace operator is represented by the symbol
In what follows, we shall denote the contraction with the normal vector field u µ with an index u (e.g., M αu ≡ M αβ u β ). The covariant derivative compatible with the background metric is represented by the symbol s ∇ or by a semicolon, i.e.,ḡ µν;γ ≡ s ∇ γḡµν = 0. Using a background foliation described by the normal vector fieldū µ , we define the projectorγ µν , spatial derivative s D µ and spatial Riemann tensor s R µνα β , as we have done for the objects derived from g µν . We use the symbol " " to represent the background spatial derivative, i.e., T µ ≡ s D µ T for any tensor T .
One should keep in mind that the background and perturbation tensors have their indices lowered and raised always by the background metric. Finally, we define the dot operator of an arbitrary tensor aṡ
where £ū is the Lie derivative in the direction ofū. Specifying to the case of an FLRW background, the extrinsic curvature and the spatial Ricci tensor are diagonal and read
with the expansion factor and the function s K being homogeneous, i.e., s Θ µ = 0 = s K µ . The expansion factor is simply proportional to the Hubble function H ≡ 1 3 s Θ, itself giving the rate of time evolution of the scale factor a, namely H ≡ȧ/a. Thus, the background Einstein tensor is given by
Having set the general notations, we now move to evaluate all the relevant perturbative contributions, namely those due to geometry and matter.
The geometric contribution
Let us define the "true" tensor [19] F µν α through the equation
(since the same coordinate system {x µ } is used for both the background and the perturbed geometries, the partial derivatives cancel out). With this tensor, we can now begin our evaluation of the geometric contribution to the second order action by noting that since the covariant derivative " ; " is with respect to the background metric, we have, to first order,
The perturbed Riemann tensor is related to the background Riemann tensor by the exact expression
where s R µνα β is the Riemann tensor constructed with the background metricḡ µν and the brackets represent antisymmetrization over the indices bracketed. The expansion of the curvature scalar up to second order is therefore
where again s R and s R µα are, respectively, the scalar curvature and the Ricci tensor of the background. To complete the expansion of the Lagrangian, we also need the metric determinant up to second order, namely
Given the background foliationū µ , the metric perturbation can be decomposed as
where
Using the scalar, vector and tensor decomposition (see [35] ), we rewrite the metric perturbations as
It is straightforward to show (see the Appendix A of Ref. [19] ) that, in terms of this decomposition, the shear perturbation reads
where we have defined
The perturbation on the expansion factor gives
Finally, the perturbations on the spatial Ricci tensor and curvature scalar arē γ δR µū =0,
where we have defined the operator s D
After all these definitions, the general expression for the gravitational part of the second order Lagrangian is given by 
while the vector and tensorial sectors are, respectively
as derived in Ref. [19] ; note at this point that the quantitiesφ andḂ do not appear in the Lagrangian, having been transformed away through elimination of a total derivative term. Finally the terms proportional to the background Einstein tensor read
In what follows, after having written down the matter contribution to the second order action, we shall concentrate on the scalar parts of those, since it is the only contribution which has, so far unambiguously, been measured. Although the Lagrangian governing the scalar sector of the perturbations depends on the four field variables (φ, B, ψ, E), it turns out to be more computationally efficient to write it in terms of the kinematic quantities δΘ, δσ and δR, instead of directly in terms of the scalar variables above.
Matter part
The second order Lagrangian for the matter part consisting of a single generic fluid was also obtained in Ref. [19] . We consider a fluid having an energy densitȳ ρ, pressurep and associated sound velocitȳ which is then perturbed so that the relevant variables will be the energy density perturbation δρ, the pressure perturbation δp, and the velocity potential V of the normalized velocity field of the fluid u µ defined through
In general, there may also exist other relevant quantities, like an intrinsic entropy perturbation and other velocity potentials; here we will consider multiple noninteracting barotropic fluids. In this case, for each fluid, the intrinsic entropy perturbation and the other degrees of freedom decouple from the energy and pressure perturbations. We will therefore merely discard them.
We now assume a system consisting of N fluids, labeled by latin indices. As for the purely gravitational terms, the quantitiesφ andḂ, which appear in the original form of the Lagrangian, can be removed through elimination of another total derivative term [19] . This is possible for each fluid term independently. The second order matter Lagrangian, according to Eq. (62) of Ref. [19] , thus reads
where the term l bg mi is given by
and
It is worth noting that in the case of a barotropic fluid set, each fluid introduces only one scalar field variable to the problem, namely V i , so that the whole matter Lagrangian depends on the set of variables {V i } N . As in the gravitational sector case, it is more convenient to write the Lagrangian in terms of the relevant physical quantities. For each fluid, this is the energy density perturbation δρ i and its gauge-invariant version δρ gi i . This is the only possible (apart from an irrelevant rescaling) gauge invariant combination that one can form using variables of the same fluid, namely V i andV i .
Here we have discarded all terms proportional to the background equations for each fluid separately. This is possible because the fluids are not coupled, which means that the equation of motion for each fluid appears in the first order Lagrangian. Therefore, as explained in Ref. [19] , we can remove such terms from the Lagrangian with a mere redefinition of the perturbation variables. This is done by modifying the second order by summing products of the first order variables. Since the first order Lagrangian appears as the product of the background equations of motion times the perturbations, this redefinition leaves the first order Lagrangian unmodified but introduces new second order terms in the Lagrangian, always multiplied by the zeroth order equations of motions, which are used to cancel out these unwanted terms. In the case at hand however, we are forced to keep the terms l bg mi because the Einstein equations appearing in the first order Lagrangian involve the total energy density and pressure, and not individual ones. For this reason, we
where the total energy density and pressure are,
and we note κ = 8πG
Planck (in units where = c = 1). In Eq. (26) and the following, we assume all sums, unless explicitly stated otherwise, to run from 1 to N , the total number of fluids considered. Now, we can remove the terms in the last two lines of Eq. (25) using the first order gravitational Lagrangian, and add the first line explicitly to the matter Lagrangian, yielding
so that the total Lagrangian will be given by the sum
Using Eqs. (17) and (27), we obtain
where we have again removed the terms linear in the background field equations using the first order Lagrangian.
Multiplying and dividing the term containing δΘ 2 by (ρ +p), and rewriting the numerator as a sum of (ρ i + p i ), we can combine it with the last line of the above,
It is convenient to work with gauge-invariant variables as e.g., δρ gi i , in terms of which we can express all other quantities. First, we define a gauge-invariant expansion factor
where we introduced the total velocity potential V
This potential represents the weighted average of the velocity potentials for each fluid using (ρ i +p i ) as its weight. Substituting this expression back into the total Lagrangian yields
where we have used the gauge-invariant variables
The variable U is the weighted average of U i , analogous to V. We have also removed a surface term and a linear term proportional to the background equations of motion, following what was done in Eq. (69) of Ref. [19] . Note that, in these variables, the Lagrangian in Eq. (32) naturally reduces to Eq. (69) of [19] when only a single fluid is present. The final Lagrangian in Eq. (32) is organized as usual, the first 2 + N kinematic terms involving the squares of the time derivatives and the last N terms the fluid potentials. It is a functional of the 4 + N field variables (φ, B, ψ, E, {V i } N ). As was done for the individual matter and gravitational parts, here we also wrote the Lagrangian in term of physical quantities instead of directly in terms of these variables. This choice of variables simplifies the manipulation of the different terms in the Lagrangian (compare, for example, with the manipulations done in [36] ). Nonetheless, the most important aspect of this form is the way it simplifies the constraints reduction as we see in the next section.
B. Hamiltonian
The Hamiltonian formulation depends on the Legendre transform of the Lagrangian with respect to the field time derivatives. This transform is possible when the Hessian matrix is nonsingular, which is not the case here. For a singular Hessian one can use the Faddeev-Jackiw [37, 38] procedure. It starts by identifying the null-space of the Hessian matrix. The Lagrangian (32) depends on 4 + N field variables and only on the time derivatives of 2 + N variables, namely (ψ, E, {V i } N ). This allows an automatic identification of φ and B as part of the nullspace of the Hessian matrix 2 . The time derivatives of ψ and E are contained in Ψ and Ξ respectively through δσ s and δΘ. However, δΘ depends on bothĖ andψ while δσ s depends only onĖ [see Eqs. (15) and (16)]. We can disentangle the two variables using,instead of ψ, the field
where C is the trace of the spatial projection of the metric perturbation in Eq. (13) . In terms of this variable, the perturbation on the expansion rate then takes the simpler form
Given the above, we are in a position to calculate the canonically conjugate momenta toψ t , £ū s
Since we arranged the Lagrangian (32) such that each kinematic term depends only on the time derivative of a single variable, each equation above relates one momentum with only one time derivative.
Solving the expressions (35) (36) (37) in terms of the time derivatives, we obtaiṅ
and performing a Legendre transform in these variables then yields
is the constrained Hamiltonian we are looking for, assuming time derivatives appearing in the first line to be given by Eqs. (38) - (40) . Note that the Hamiltonian is a functional of the 2N + 4 dimensional phase space fields (
, and also depends on φ and B. However, this dependence is linear and only through the first three terms in the Hamiltonian (42) [see Eqs. (35)- (37)]. In other words, φ and B act as Lagrange multipliers so that variations of the Hamiltonian with respect to these variables provide the relevant constraints on the phase space.
Varying the Hamiltonian with respect to φ and B respectively yields
These two equations reduce the number of momenta by two. We choose to to express Π ψ t and Π E in terms of {Π Vi } N , which, applied to the kinematic part of the Lagrangian (41) represented by the first 2 + N terms, yields
, and we are left with only N momenta. Given the Lagrangian structure, when we reduce the momenta through linear constraints, the field variables containing time derivatives will also appear as some linear combination induced by the new momenta. In the equation above, the momenta multiply the gauge invariant variable U i [Eq. (33)]. Rewriting the terms in the parenthesis above generates new terms, which must be included in the final Hamiltonian, i.e.,
, where we defined new momenta
and the total momentum
Finally, we can group the terms in the Lagrangian above and define the unconstrained Hamiltonian as
Arranging these terms we write the final Lagrangian and Hamiltonian explicitly
where the Hamiltonian, after removing another term proportional to a background equation, reads
The Lagrangian (46) shows that there are 2N dynamical variables represented by the gauge invariant velocity potential and their momenta, i.e., {U i , Π U i } N . Naturally, the two scalar variables, φ and B, are absent from the unconstrained Hamiltonian (47) . Since there are no momenta associated to E and ψ, their appearance in the Hamiltonian would lead to new constraints, and indeed, they automatically cancel out.
This choice of variables satisfies the constraints and reduces the total number of variables to 2N . Using the two constraints (43) and (44), we can recover the two momenta Π E and Π ψ t . Equations (39) and (40), relating the time derivatives and the momenta, can then be integrated to provide the values for the missing variables (φ, B, E, ψ). Naturally, one must also add two gauge conditions to completely fix this set of equations.
The form (47) decouples at leading order in the short wavelength limit. Despite this fact, it is however not as convenient, as will be shown explicitly in Sec. III, for the subsequent quantization, because particle creation, influenced by the next-to-leading order terms, leads to nonconvergent β functions. One could change variables directly to a more convenient set, but we present in the following section an intermediate step, thus introducing the equivalent, in the single-fluid case, of the MukhanovSasaki variable. This step permits to write the Hamiltonian in a block-diagonal form.
C. Adiabatic and Entropy Splitting
Our way of solving the constraints introduced new terms in the Hamiltonian (47) , involving the total gauge invariant velocity potential and its momentum. These terms couple all dynamical variables. Varying the Hamiltonian with respect to U i or Π U i yields terms proportional to U and/or Π U which are related to the adiabatic modes of the perturbations. Thus, we can make a series of canonical transformations to rewrite the system in terms of adiabatic and entropy modes. In what follows, we perform these transformations, exhibit the adiabatic and entropy expansion for the general N -fluid case, and apply our result to the simpler (but natural) situation in which only two fluids, e.g. radiation and dust, are present.
General case: N fluids
First, we rewrite {U i , Π U i } N in terms of (U, Π U ) and the relative variables
These variables are not independent since i Π U i = 0 and i (ρ i +p i ) U i = 0. In terms of those, the total Lagrangian reads
Defining the total (weighted average) sound speed
and the new gauge-invariant variable ζ (the usual curvature perturbation)
closely related to the Mukhanov-Sasaki variable, we can define a new Hamiltonian as
in which yet another term proportional to the background equations of motion was removed. Finally, one can identify the term
in the above, which can be combined with other terms to yield a total derivative that can subsequently safely be taken out. As a result, one finally arrives at the matter Lagrangian in the form of
which represents the split, as expected: the first part, δL
is the usual Lagrangian for the adiabatic degree of freedom,
where the momentum conjugate to ζ is Π ζ ≡ Π U , while the entropy degrees of freedom are governed by the second part
with the entropy Hamiltonian being
where we have defined the gauge-invariant energy density contrast
and δρ i is given by Eq. (24) . We can also define the variables
for later convenience. Note that the only coupling with the adiabatic degree of freedom appears in the last line of the Hamiltonian (57). Expressing the Lagrangian (56) as a function ofδ ψi , one gets
where now
In the final Hamiltonian (60), we moved from the original variables {U i , Π U i } to the adiabatic split involving the curvature perturbation {ζ, Π ζ } and the entropy modes { U i , Π U i }; at this stage, it seems we have N + 1 mode variables and momenta (N entropy and one adiabatic), although we started with N . This comes from the fact that we still have the constraints
to implement. Explicitly, we defined a set of new vari-
where we have discarded the total derivative term. At this stage, one needs to set a reference fluid, indexed say, with respect to which the relevant degrees of freedom will be defined. We thus defineP i, ≡P i −P , leading to
showing that, indeed, the actual number of degrees of freedom is N − 1.
Equations (61) permit us to rewrite the dependent variablesP andQ in terms of the N − 1 independent ones explicitly through
The resulting total Hamiltonian, whose properties we discuss thoroughly in Sec. III B, includes (55) and
this Hamiltonian couples all the relevant field variables and all the corresponding momenta, without mixing the variables and the momenta, i.e. it does not include terms of the form ∝Q iPj, , regardless of i and j, in contrast with our original Hamiltonian (47).
The 2-fluid case
We now consider the step discussed above for the special case of a two-fluid model for which no privileged fluid need be defined. In this case, a simple expansion in terms of one adiabatic ({ζ, Π ζ }) and one entropy ({Q, P Q }) mode is well-defined, which permits an easy writing of the Hamiltonian as well as, as it will turn out in Sec. III C, a natural way to set vacuum initial conditions.
Applying straightforwardly the scheme developed above, one sets = 2, leading to the definition of the single momentum degree of freedom P Q through
[see Eq. (58)], and the conjugate variable
The other relevant variables can all be expressed in terms of those above, namelỹ
andQ 2 = −Q 1 = −Q. Plugging these into Eq. (65) with N = 2 leads to
where we have defined two different sound speeds
and the conformal Laplacian isD 2 ≡ a 2 s D 2 . In order to add the adiabatic mode, we also define the operators
vanish when acting on any tensor field. In terms of these, the final Lagrangian reads
with Hamiltonian
where we are using the Hubble function notation s Θ = 3H and
We have also performed a change in the time variable such that dt = N dτ , where t is cosmic time, and N is an arbitrary lapse function. Examining the Lagrangian in Eq. (73), one notes that the first two terms will simply change as, for example,
where a prime represents a derivative with respect to τ , and the third term will be multiplied by the lapse function, i.e., the Hamiltonian part of the action is multiplied by N . We have introduced the relevant N factors directly on the definitions of the masses and frequencies above.
To conclude this part, one sees, on the canonical form of the Hamiltonian (74), that two uncoupled fluids in an FLRW universe end up being coupled through their interactions with the gravitational field, and the coupling term has a definite form: it is a momentum-momentum coupling whose amplitude is given by both sound velocities.
III. QUANTIZATION OF MANY FIELDS WITH TIME-DEPENDENT QUADRATIC HAMILTONIANS
In this section we will present the main ingredients to perform the quantization of physical systems such as that presented in the previous section. For details about single component quantization, we refer the reader to Refs. [21] and Refs [39] [40] [41] [42] [43] for textbook treatments.
A. The general approach
Let us suppose a physical system having N different degrees of freedom (ϕ 1 , ϕ 2 , . . . , ϕ N ), the fields ϕ i describing, for instance, the cosmological perturbations discussed above. We define a solution in the phase space as the vector
where Π ϕi are the momenta canonically conjugate to ϕ i . If the Hamiltonian is quadratic in the fields, we can write it in the form
where we introduced the symmetric Hamiltonian tensor
In what follows, we shall also make use of the symplectic forms given by
with S ac S cb = δ a b . The phase space indices are raised and lowered using the symplectic matrix, i.e.,
The Hamiltonian equations for the system (77) above, usually written in the forṁ
then take the compact form
where u µ is the vector field which defines the foliation over which the Hamiltonian is built.
The product of two solutions χ and , both assumed to satisfy (81), is defined as,
and it is conserved, i.e.,
by virtue of the Hamilton equation (81), the antisymmetry of S and the symmetry of H. Let us now quantize the theory through canonical quantization rules, and consequently promote the fields to Hermitian operators. We will denote the field operators by hats over the corresponding classical field:φ and Π ϕ will then be the field operators related to the classical variables ϕ and Π ϕ , respectively. The canonical commutation relations which one then imposes to quantize the system can be regrouped in a single equation by means of the symplectic form S, namely
(recall we work in units where = 1). We define the product of operators as
with X † the Hermitian conjugate of X; this definition also implies
for ordinary phase space vectors ϑ a and υ a : taking the operators υÎ and ϑÎ, withÎ is the identity operator, we can show that
In what follows, we now assume any function to be associated naturally to an operator though the identity, and thus drop theÎ.
Finally, we define the harmonic functions Y k of the Laplace operator,
where the index k represents all the indices necessary to label the eigenvalues, and δ (3) (k − p) represents the appropriate Dirac and Kronecker deltas. We have also chosen to work with real eigenfunctions of the Laplacian for simplicity (see [21] for a discussion about this point). It is convenient to define a phase space basis on k-space (denoted with label k), i.e.,
where we have N complex phase space vectors T i a (k) or 2N real ones, the number of real solutions matching the initial conditions degrees of freedom: N fields and N momenta. These solutions depend only on time ( s D µ T i a = 0) and the scale k. These vectors represent a complete set of solutions for the field equations and can thus be viewed as analogous to tetrads. They therefore carry a phase space index a as well as a solution index i; there are as many solutions as there are degrees of freedom, i.e., N complex or 2N real solutions.
Given the definition (86), and the closure property (88), the product of two basis vectors will be given by
by virtue of Eq. (88), so that, in order to have a normalized basis, we must impose that
For these orthonormal solutions, the natural "metric" is simply the Kronecker delta δ ij , which we will use to raise and lower solution indices, i.e.,
Given the orthonormal basis satisfying
, we can define the annihilation operators associated with this basis from the field operatorχ as
It follows directly from this definition and the properties above that
We also want to impose a 
A closer look at the definition of a i k shows that
where we have defined the transformed fieldχ a (k) of the field operator as
whose commutator reads
and in terms of which one can write down the associated creation operator through
The transformed fieldχ a (k) reduces to the usual Fourier transform when Y k ∝ e ik·x . This completes the quantum operator description of our Hamiltonian system.
B. Vacuum evolution
Let us assume that we define a vacuum at the instant t 0 using a given basis t 
where the factor δ (3) (0) ∝ V appears because we are calculating the number of particles in an infinite spatial section, with infinite volume V → ∞. Reference [21] provides a more detailed discussion about this infrared divergence in this context; the factor δ (3) (0) is the same as that appearing in usual QFT in which it is accounted for by considering a finite volume and taking the infinite volume limit at the very last step [44] .
As reviewed in Ref. [21] , in order for the quantum evolution to be unitary, the number operator average given by Eq. (103) must not diverge in the UV limit. Hamiltonians such as (74), containing interaction terms mixing momenta, can be problematic, because momenta exhibit a wavelength dependence ∝ λ 1/2 k initially, which can induce an UV divergence when such interaction terms become relevant for the dynamical evolution. In what follows, we present a formalism permitting to eliminate such terms and subsequently express the result in terms of Action-Angle (AA) variables, which will turn out to be more suitable for understanding the frequency behavior of the relevant degrees of freedom.
Consider a general Hamiltonian of the form H = 1 2 χ a H ab χ b with the bilinear Hamiltonian tensor given by
where V and T are arbitrary N × N matrices. Our starting Hamiltonian tensor (104) assumes no mixing between coordinates and momenta. The Hamiltonian consisting of the sum of Eqs (55) and (65) is of the required form (104). Although not the most general bilinear form one may think of, it encompasses most of the cases relevant to cosmology, including the quite general situations discussed in [45] , and therefore a thorough understanding of its properties provides an extremely useful first step. We can express its mixed form as
from which one can solve the eigenvalue problem 3 , namely
with j = 1, · · · , N denoting the eigenvalue number; unless otherwise explicitly stated, there is no summation on the eigenvalue number j. It is worth noting that H a c is a self-adjoint operator with respect to the product, i.e.,
In this case, the eigenvalues are real and the basis can be made orthonormal.
Equations (106) show that there are N eigenvectors with eigenvalues ν j , their complex conjugate having eigenvalues −ν j . These eigenvectors can be written explicitly as (we assume T to be invertible, which is always the case in our context)
where q j satisfies
and we have chosen ν j > 0. Also, one should keep in mind that T is an N × N matrix and each q j an N vector in configuration space, so Υ j is a 2N vector in phase space. Expressed explicitly in components, the q j can be chosen in order to yield
It is now possible to construct a real basis for vectors as
in which we introduced arbitrary functions of time m j ; we will later use the freedom to choose these functions at will to deduce the meaningful variables for which the time evolution of the quantum field operators can be made unitary.
It is possible to expand the matrix S on either basis, namely
and the Hamiltonian tensor as
Now, defining the canonical variables
one finds that the Lagrangian
where the matrix M ij is defined through the time evolution of the canonical variable Q j , namelẏ
Similarly, one could define the matrix N ij for the time evolution of the momentum througḣ
Using that Q ia Π j a = iδ ij and its time derivative, one however finds that M ij + N ij = 0, so one really only requires knowledge of the matrix M ij . The Hamiltonian appearing in the second line of Eq. (118) does not contain quadratic terms mixing the momenta. This is not enough however: interacting terms of the form Q i Q j are those whose UV limit behavior is under control, since they always lead to an λ −1/2 k power as leading term initially. Cross-terms mixing the momentum and coordinate of the same degree of freedom can be problematic however, and we need to perform a further canonical transformation in order to eliminate all symmetric mixing terms involving momenta. The transformation
which is canonical if and only if R ij = R ji , permits to achieve the goals discussed above (from here on we drop the overbar in the field variableQ i ). The Hamiltonian then reads
The symmetry condition R ij = R ji is highly nontrivial since it actually imposes additional constraints unfortunately preventing a full removal of the unwanted terms. In Eq. (122) for instance, it would be the term containing M ij , and the latter matrix is not necessarily symmetric, and so cannot be fully canceled by the following term containing R ij . Hence, another step is required: defining
one can choose the canonical transformation by imposing
yielding
with τ ji = −τ ij . The matrices γ ij and τ ij are the effective couplings between the various fluids. In the singlefluid case, one often defines an effective time-dependent frequencyν, which could be generalized in the multiple fluid case throughν
which reduces to the effective potential z /z of Ref. [36] when one chooses m → 1. In the case at hand however, there are two extra terms that have to be taken care of. Our final form (125) could have been directly obtained with a direct canonical transformation from Eq. (47) instead of going through the steps leading to Eqs. (55) and (65); it turns out that the adiabatic and entropy split can be useful to compare with other formalisms, since it makes apparent the usual Mukhanov-Sasaki variable. Besides, it allows for an easy subsequent diagonalization since it sets the Hamiltonian in the block diagonal form (104).
The single term mixing coordinates and momenta in the Hamiltonian (125), τ ij , being antisymmetric, can only relate the momentum of a given fluid to the field variable of all other fields but itself. As we anticipated above and will see below, the influence of such kind of terms on the dynamics keeps the degrees of freedom wellbehaved in the UV limit.
The coupling γ ij enters through a symmetric term, and one can therefore restrict attention to γ (ij) . Usually, one incorporates its diagonal part into the effective mass, as in Eq. (128), leaving only a pure "self-coupling" term. Here, we shall keep this term as it appears in Eq. (125) to prove that its presence does not change the fact that the UV behavior still leads to convergent β functions, hence rendering possible a complete definition of a vacuum state. For this to be true, one needs to choose wisely the otherwise arbitrary functions m i to remove any potentially problematic λ k −behavior. This is what we can see explicitly by going to the Action-Angle variables I i and θ i .
The AA variables are defined through
the functions I i being the momenta associated to the coordinates θ i . It is worth mentioning that at this point we used the original frequency ν i instead ofν i (as was used in [21] ) in the implicit definition of I i and θ i above. This choice will result in a slightly different approximation, but an equivalent scheme. Its usefulness arises from the simplicity of the coupling terms in Eq. (130) which would be spoiled by factors of ν i /ν j .
The canonical variables (129) allow us to express the Hamiltonian in the required form, namely
where we defined
from which one derives the equations of motion aṡ
That this form of the Hamiltonian does not lead to divergent behavior of the β functions as discussed below Eq. (103) has been proven in Ref. [21] for the single component case. It also works for the N -fluids case, as we show below.
C. Ultraviolet Behavior
Let us now discuss the UV expansion of the solutions of the Hamiltonian (125). We want to show that a particular choice of initial conditions renders the respective β functions such that the particle number densities remain finite at all times. Arguably, this choice of initial conditions provides a natural and well-defined vacuum which generalizes the single-field case.
Let us begin by working out the spectral dependence of the various terms involved in the UV limit λ k → ∞. We are dealing with general Hamiltonians of the form (104), which we want to compare with the specific case of Eq. (74). We find that the kinetic matrix T depends on the Laplacian only through ∆ K , and this, in the UV limit, is simply the identity. This means that the asymptotic behavior of the kinetic matrix is lim λ k →∞ T = O λ 0 k . It is also easy to see that for a set of scalar fields with canonical kinetic terms this matrix will not depend on the Laplacian. For these reasons, we will focus our attention to the case where lim λ k →∞ T = O λ 0 k . It is worth emphasizing that such a behavior encompasses a large class of kinetic terms. Similarly, the potential matrix in Eq. (74) leads to terms proportional to the Laplacian, so that its expected behavior in the UV limit is O λ 2 k . Again the same spectral dependence is found in the case of a set of scalar fields whose couplings do not depend on spatial derivatives. Hence, we will focus on the case where lim
Using Eqs. (111) and (112), we have that the normalization condition Q ia Π j a = iδ ij translates into
Assuming the Hamiltonian to be ghost-free, the matrix T must be positive definite. In this case, the asymptotic behavior of the vector q j is lim λ k →∞ q j = O λ 0 k . From these UV behaviors, we conclude from Eq. (109) that
Finally, we can make use of our freedom in choosing m i ,
Since we are using ν i instead ofν i , one can see that for the fluid Hamiltonian Eqs. (74-76), the frequencies ν 2 i are built from a time dependent function times the Laplacian. In this case, we can choose m i to cancel out this time dependent function and provides m i ν i = λ k , and, consequentlyα i = 0. In our asymptotic analysis, we are always considering the worst possible behavior (largest power of λ k ) of the variables involved. This will be, in turn, enough to show that particle production is wellbehaved. Once we know the asymptotic behavior of every term in the Hamiltonian tensor Eq. (130) in the UV limit, we can work out the required initial conditions.
Since we construct our variables from the Hamiltonian tensor eigenvectors, all terms in Eq. (130) only depend on time derivatives of the original Hamiltonian tensor components H ab . This means that even if the original Hamiltonian contains strong couplings between the fields, the coefficients in Eq. (130) will be small as long as the Hamiltonian tensor itself varies adiabatically compared with the mode evolution. Let us introduce an "adiabatic parameter" in the time derivative, i.e., £ū → £ū, such that every time derivative of H ab produces a factor of . Consequently, the quantitiesα i andτ ij are all at least first order in , andγ ij is at least of second order [Eq. (126)]. One can observe thatγ ij , which plays the role of the potential in the single component case, behaves as a second order adiabatic quantity, while the couplingτ ij is a first order adiabatic quantity introduced by our first canonical transformation which is only present in the many component case.
The equations of motion (131) yield, for the angles,
The adiabatic invariants I i then satisfẏ
4 See [21] for a detailed discussion about this point.
This set of equations potentially induces a technical difficulty. We need a complete set of linearly independent solutions to construct all necessary annihilation and creation operators [Eq. (95)]. Since the coupling terms are all at least of order , then at zeroth order, the adiabatic invariants are all constant [Eq. (135)]. It is tempting to choose each solution such that only the th adiabatic invariant is not vanishing at this order. This choice produces a set of operators such that when setting → 0, we obtain that each creation/annihilation only affects the th field variable. In short, for the th solution, all other adiabatic invariants i = are at least of order . The problem appears when we plug our solutions for I i back into the equations of motion for the angles. In this case the presence of the factor I −1/2 i in Eq. (133) turns these terms into zeroth order terms too. As a consequence, these equations for the angles no longer decouple at this lowest order. We will see below that this zeroth order term is actually signaling that the subsidiary modes i = frequencies are indeed modified at zeroth order.
We can circumvent this problem by introducing a new set of variables representing the adiabatic invariant "square-root", namely the complex fields A i satisfying
keeping in mind that these complex variables are not to be understood as complexified solutions for the field, but merely a convenient form to express the adiabatic expansion, i.e., A i ≡ √ I i e iθ i . We also introduced the first index in the variables above to label the solution, i.e., the first index specifies the solution and the second the phase space component. This scheme will be maintained from here on. The equations of motion for these variables arė
The effective frequency appearing in the first term of the equation above can easily be identified as the first order expansion of the frequency defined in Eq. (128), i.e.,
Our choice of using the frequency ν i instead ofν i makes the solutions differ at the order O λ
. This is a convenient choice for our purpose since it simplifies the coupling termτ ij while not spoiling the convergence requirements.
Defining the angle variable
we rewrite the equations of motion aṡ
where B i ≡ e −iσi A i . We can now write the adiabatic expansion as
where B
(n)
i is of order O ( n ). At zeroth order, the equation of motion is seen to reduce tȯ
whose solutions are constants, i.e., each mode oscillates with its natural frequency through σ i at first order in .
As discussed above, we may choose B
i (t 0 ) = 0 for all i = to obtain the th solution and B (0) (t 0 ) = a , for an arbitrary complex constant a . For this reason, we need to go to the next order to obtain the spectral dependency of the subsidiary modes i = .
The equations at first order can be split into an equation for the phase space component ,
and another for i =
Equation (142) can be solved by quadrature, i.e.,
which, once integrated by parts, leads to
The other terms are proportional to time derivatives of the coupling variables, and consequently are of higher order in the adiabatic expansion. We can also use the freedom in choosing B (1) (t 0 ) to cancel out the contribution of the integration by parts at t 0 . Such a choice is justified since it is the only one for which B
(1) goes 5 In the following expressions we are keeping also second order adiabatic terms together with the first order ones for convenience.
to zero when evaluated at a time at which the coupling goes to zero. Equation (145) 
Our choice of initial conditions makes the subsidiary modes oscillate with the same frequency as the principal mode . Moreover, the mode A i oscillates with both positive and negative frequenciesσ . This behavior explains why the equation of motion for the angle θ i is modified at zeroth order. The equations above provide N real solutions for our system of equations. To form a complete set, we need 2N real solutions which we use to build the N complex phase space vectors T 6 we can write a complex set through
Each solution has its own adiabatic invariant and angle, i.e., (I 
In the limit → 0 the adiabatic invariants are constant and the angles evolve solely with their respective frequency ν i . In that case, if we set the same initial conditions for the angles, they will remain equal, i.e., θ Re i = θ Im i and, since the adiabatic invariants are constant, we can choose It is a simple matter to obtain the shifted version of the equations of motion using the new variables: setting
the choice C i = A i e iπ/2 yields a modified version of Eq. (137), namelẏ
The only difference is the sign in front of the terms where the complex conjugate of the field appears. As was done for A i , a similar calculation can be performed, yielding the two fluid Hamiltonian of Eq. (74). The coupling between modes appears as a product of the momenta times a time dependent function of order O λ 0 k . When written in terms of the adiabatic invariants, each momentum will contribute a factor of O λ 1/2 k [see Eq. (129)]. For this reason, the final coupling between adiabatic invariants will be of order O λ 1 k . If the original coupling between momenta is small in a given time limit, one can perform the expansion in powers of the coupling as we have done for the adiabatic parameter. On the other hand, in this case, the subsidiary term is proportional to the coupling times a factor of order O λ 1 k . Now, applying the limit where the coupling goes to zero, we obtain the vacuum commonly used in the literature. However, since this term is also proportional to O λ 1 k , if we first perform the limit λ k → ∞, we obtain infinity, violating the assumption that the coupling is small. Put in another way, the decoupling limit and the UV limit do not commute for this choice. Given small but finite couplings, there will always be an infinite range of UV modes where the small coupling approximation is not valid, so that such a vacuum definition is not UV complete. In contrast, our choice of variables generates couplings between the adiabatic invariants that are at most of order O λ 0 k . Therefore, in our case, the adiabatic and UV limits commute and a well-defined vacuum can be calculated for all UV modes.
The original form (47) provides a well-defined nextto-leading order approximation, yet it leads to a nonunitary evolution. The adiabatic/entropy split, leading naturally to the Hamiltonian (55) + (65), would seem to be even more problematic at first sight since it not only leads to a non-unitary evolution but actually has an illdefined next-to-leading order approximation for the base functions.
In practice however, it turns out to be more convenient since it is in a block-diagonal form and thus easier to transform into the final, well-defined choice of variables with Hamiltonian (125), for which the evolution is unitary. Indeed, the coupling terms in (47) between the field variable and momenta do not satisfy the required symmetries. Therefore, they mix A i and A * i at order O λ −1 k such that the subsidiary terms of this order no longer have equal real and imaginary adiabatic invariants and angles. Consequently, the presence of such terms generates a O λ −1 k term in the particle creation operator, which would thus not converge.
With the variables leading to (125), the leading approximation is given by Eqs. (151-154) , so that every basis function for the mode oscillates with the same frequency σ . In (47), the effective couplingτ ij is not antisymmetric, and therefore the above-mentioned subsidiary terms would depend on both e −iσ l and e iσ l , thereby mixing positive and negative frequencies at leading order. This indicates particle creation at O λ −1 k order, and hence, the non unitary evolution advertised above. Ideally, the adiabatic/entropy intermediary mode expansion could be avoided by means of a direct transformation from (47) to (125); in general however, going through this step provided a straightforward method to transform any block-diagonal Hamiltonian into the required form.
We are now in a position to evaluate whether the β ij (t) calculated through Eq. (101) present the required convergent UV behavior, thereby providing acceptable initial conditions for a vacuum state. From Eq. (101), one obtains β ij (t) = T i a (t)t j a , or, more explicitly,
Each term of this expansion of β ij depends on the factor of e αi−αi(t0) . This is exactly the problematic factor present in the single component quantization, discussed thoroughly in Ref. [21] . There it was shown that our choice of m i is enough to make this factor behave as e αi−αi(t0) = 1 + O λ −2 k
. These factors lead to convergent integrals and therefore can be safely ignored. Finally, for every mode, the leading term is symmetric when changing the time dependence, i.e., . This amounts to showing that, for this choice of initial conditions and variables, the particle number density will be finite at all times and, therefore, that the time evolution of the quantum field operators will be unitary.
We stress at this point that it is not the leading order that would produce the divergent contribution for the particle creation, but the next-to-leading order: the leading order can be made to cancel out by an appropriate choice of the arbitrary mass functions appearing in Eqs. (111) and (112), but then the problem reappears at the following order for which no such arbitrarily adjustable functions is available. We also observe that is not necessary that all adiabatic corrections be of order O λ −2 k : if it was indeed the case, the termτ ij would have spoiled the convergence. What is however necessary is that any coupling mixing A i and A * i (consequently also C i and C * i ) frequencies must be at least of order O λ −2 k . We have thus achieved our goal to obtain a consistent set of initial conditions leading to an unambiguous vacuum.
IV. CONCLUSION
Setting consistent and natural initial conditions for cosmological perturbations crucially depends on the model one is investigating. In inflationary models, very short wavelengths, i.e., those much smaller than the almost-constant Hubble scale, can always be seen as effectively evolving in a Minkowski universe, and can thus be given a natural vacuum initial state (or any other state one wishes [46] ). Nonetheless, even in this case, not all canonical variables lead to a unitary evolution of the quantum field, as was elucidated in [21] . In more complicated situations involving many fluids, things are worse, as the presence of subdominant modes creates new possibilities for divergences in the particle production. The present work goes one step further in completing the analysis by clarifying the situation when many components are present.
In the first part of this work, we managed to obtain the Hamiltonian for a set of fluids coupled only through gravitation. This Hamiltonian was obtained without ever using the background equations of motion. For this reason, one can use it even when the background is also quantized (see [2, 3] for a single fluid example) or in other settings where the background does not satisfy the classical equations of motion; another example is when the background is described by an averaged metric. One should also stress that the ambiguity in defining the gauge invariant perturbations discussed in [19] is also present in the many fluids case, so that our formalism is necessary to define the gauge invariant perturbation whenever one uses a nonclassical background.
The second part consists in establishing the general procedure for many component quantization. We restricted attention to cases where the original Hamiltonian tensor can be written in the form (104) and the spectral behavior of its many components described in Sec. III C. This restriction is however quite mild, as this encompasses most systems found in the literature. We showed that the usual procedure through which one determines the vacuum by expanding the solutions in terms of the original couplings is potentially ill defined. For example, if the original coupling terms appear as products of the different component momenta in the Hamiltonian, then the basis determination is incomplete in the UV limit, i.e., there always exists a value of λ k beyond which the coupling becomes strong and the whole approximation invalid. Consequently, the UV limit does not commute with the small coupling limit. This shows that determining the basis functions for quantization of multiple component systems using only the adiabatic expansion (or slow-roll approximation in a multifield inflation scenario) can be misleading since the corrections can have a divergent UV limit. In addition, we proved that with our choice of variables, the time evolution can be implemented by a unitary operator. This result extends the literature [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] by introducing for the first time a set of special canonical variables for a multiple component system coupled by quadratic terms in the Hamiltonian for which the time evolution is unitary. All these results were accomplished using adiabatic invariants, which proved essential to understand the UV asymptotic behavior of the solutions.
Our formalism can in particular be applied to the special case where only two fluids are present, in which case one needs not specify a privileged fluid with respect to which the other would be defined. Instead, one expands in the usual adiabatic and entropy modes, for which one then finds very natural vacuum (or else) initial conditions, where the quantum evolution is unitary. One can apply straightforwardly our result to specific cases involving, for instance, two fluids in a contracting and bouncing universe. That will be the subject of a subsequent work [47] .
