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ABSTRACT
Improving Resolution of Stiff Layers in Soil Profiles through Multi-Step Inversion
of SASW Data
by
Haiyan Liu
Dr. Barbara A. Luke, Examination Committee Chair 
Associate Professor of Civil Engineering 
University of Nevada, Las Vegas
Stiff, cemented layers commonly encountered in desert soil profiles significantly 
affect the soil load capacity and load distribution pattern. The geometry and stiffness of 
the cemented soil layers should then be known to properly design a foimdation. To 
supplement standard intrusive site investigation methods, a simple, non-destructive, 
economical, and reliable method to survey soil stiffness is desired. The purpose of this 
research is to develop algorithms for detecting stiff layers through inversion of seismic 
surface wave data to generate one-dimensional shear wave velocity ( V s )  profiles.
The inversion algorithms begin with a starting model. Development of a high- 
quality starting model helps ensure good results.
Two inversion methods, simulated annealing (SA) and linearized inversion (LI), 
are applied to the problem. The SA method includes a general approach (SA-G) and an 
approach developed specifically to investigate stiff-inclusion systems (SA-I). Algorithms 
for applying these methods are developed and tested using two experimental datasets and
111
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two synthetic datasets, one of each pair being normally dispersive and the other having 
one or more stiff inclusions. For the stiff-inclusion experimental site, results are 
compared to a crosshole dataset.
For the cases tested, the LI method, used alone, always generates Vs profiles 
whose general trends match the true profiles, but stiff inclusions are not well defined. In 
the SA-G method, wide search ranges result in Vg profiles that are far from the actual 
profile. However, these Vs profiles contain the stiff layers and thus serve as excellent 
starting models for subsequent processing using LI. The SA-I method yields very good 
Vs profiles for complex profiles, even for thin layers that are deeply buried, though 
extensive a priori information is required to obtain the correct solution. In all cases, the 
best results are obtained through a two-step process whereby the SA method is used first 
to determine the rough Vg profile, including the existence of stiff layers, and then the LI 
method refines the profile to give a good solution.
IV
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CHAPTER 1
INTRODUCTION
1.1 Motivation
A soil profile consists of the vertical arrangement of various soil horizons down to 
the parent material (Birkeland, 1999). Generally, a geotechnical engineer’s concern 
focuses on the shallow part of the soil profile, usually much less than 50 meters in depth. 
When the stiffness increases monotonically with depth, the soil profiles are referred to as 
normally-dispersive. Often, the stiffness of the soil profiles does not increase 
monotonically with depth. Soil profiles may contain stiff layers in depth. Soil profiles 
with stiff layers are referred to as “stiff-inclusion” profiles. In such a soil profile, one or 
several stiffer layers may exist at depth. The stiff layers may be distributed liberally or 
sparsely in the soil profile. The potential existence of the stiff layers in the profiles 
increases uncertainty when one tries to study the profiles.
In the southwestern USA, for example. Las Vegas, Nevada, the most common 
stiff layers are cemented soils. In the following study of stiff layers in the soil profile, this 
application is emphasized. Cemented soils consist of sand and gravel particles cemented 
by calcium carbonate, or a finer-grained material consisting primarily of calcium 
carbonate (Stone and Luke, 2001). This cemented material is commonly called caliche. 
The caliche in the Las Vegas valley is thought to be formed by lithification of fine­
grained sediments from evaporation of lime-rich groundwater introduced through
1
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capillary action or precipitation (Cibor, 1983). The compressive strength of the caliche 
can reach 10  ^KN/m^ (Stone & Luke, 2001). The distribution, thickness, and level of 
cementation of caliche layers vary sharply with different soil profiles. The thickness of 
the caliche layers can range from less than 10 cm to more than 1 m. For example, at the 
Las Vegas Springs Preserve (LVSP) of Las Vegas, Nevada, the cemented deposits range 
in thickness from less than half a meter to more than one meter (GES, 2000). The lateral 
continuity of the caliche layers is also an uncertainty. The depth range of the caliche can 
vary from the surface of the soil profile to more than 30 m.
Caliche layers can significantly affect the loading capacity pattern of the soil 
profile. In Las Vegas, caliche layers are commonly encountered during construction of 
buildings, pavements, pipelines and other projects. The appearance of the caliche layers 
can cause uneven bearing response of the soil profile under loading. Usually, the caliche 
layers play a major role in determining the proper foundation for a structure. Shallow 
foundations are often established directly on cemented soils at relatively high bearing 
pressures (Cibor, 1983). For deep foundations, because of the presence of cemented 
materials in shallow depth, drilled rather than driven members are preferred because they 
can be constructed through hard materials. The layer geometry and stiffness of cemented 
soil layers should then be known before designing a foundation. The caliche layers also 
prevent significant infiltration of water (Cooley et al., 1973). Unfortunately, caliche is 
also costly to excavate.
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1.2 Research Objective
Stiffness is an important index property of soils. Usually, borehole exploration 
with standard penetration testing is a traditional method to select for site investigations. 
However, this method can be costly and time-consuming. Furthermore, under some 
circumstances, traditional intrusive methods may be prohibited in some places. Also, 
borehole exploration is only a point measurement tool. A simple, non-destructive, 
economical, and reliable method to survey soil stiffness over broad areas is desired.
The stiffness of the soil has a close relationship with shear wave velocity (Vg) as 
shown in the following equation:
G = pV^  [1.1]
where G is shear modulus and p  is density. The Vs has an exponential relationship with G
while p has a linear relationship. The p  is therefore less important in defining G than is
Vs. Furthermore, the p doesn’t vary as much as Vs. Thus, an acceptable value for p can be 
assigned based on a priori information. Based on the assigned p, a direct relationship 
between Vs and the shear stiffness of profiles can be established.
The shear wave is one type of seismic body wave. In a shear wave, the motion of 
the particles is perpendicular to the direction of wave travel. Common borehole methods 
for Vg determination include downhole and crosshole measurements. Because drilling and 
casing boreholes are required, these methods are somewhat costly and time-intensive, and 
could be prohibited in certain sites such as hazardous waste landfills. An easy, non­
destructive, economical, and reliable method is needed to survey soil stiffness, for 
example, a seismic surface-wave based method. This research addresses interpretation of 
seismic surface wave datasets to develop shear wave velocity profiles, emphasizing sites
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
containing stiff inclusions. The inversion process is applied to experimental dispersion 
data collected and reduced using the Spectral-Analysis of Surface-Waves (SASW) 
method to generate a Vg profile.
The purpose of the research is to:
> Develop algorithms to apply an innovative inversion method to investigate 
stiffness of soil profiles. The key inversion method described in this thesis was developed 
recently for deep seismic exploration. In this research, a framework is created to facilitate 
application of the method for the first time to detect stiff layers in soil.
>  Present a new method to create high-quality starting models for applying 
inversion methods.
> Develop different algorithms for applying the inversion schemes on different 
cases.
> Perform parametric studies to optimize the inversion algorithms.
> Recommend appropriate use of the algorithms.
The inversion process is demonstrated using a synthetic normally-dispersive 
system (SNDS), a synthetic stiff-inclusion system (SSIS), an experimental normally- 
dispersive site (ENDS), and an experimental stiff-inclusion site (ESIS). For the ESIS, 
which contains multiple cemented layers, results are compared with interpreted crosshole 
measurements and borehole logs. The crosshole measurement and its interpretation are 
described in detail in this thesis.
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1.3 The SASW Method
A seismic method utilizing surface waves of the Rayleigh type, called the 
Spectral-Analysis-of-Surface-Waves (SASW) method, has been developed for 
determining the shear wave velocity and shear modulus profiles of geotechnical sites 
(Stokoe et al., 1994).
In the SASW method, fundamental-mode Rayleigh wave phase velocities are 
determined with respect to frequency by measuring the difference in phase of vertical 
ground motion between two points on the earth surface resulting from a stress pulse 
applied along the same line some distance away. The data-gathering portion of the SASW 
measurement is illustrated in Fig. 1.1.
In SASW testing, a seismic source is applied vertically on the ground surface. 
Sources that generate energy over a wide range of frequencies are used to sample 
different depths of the soil profile. Hammers, mallets, sledgehammers, dropped weights, 
and shakers as well as ambient noise (e.g. traffic) and motion of tracked vehicles can be 
used to excite surface waves. The resulting ground motion is received by a pair of 
geophones, which operate over frequency ranges from 1 to 5 Hz up to 300 Hz or more. 
When greater depth is needed, the array spacing is increased appropriately, and a higher- 
energy source needs to be applied on the ground. An analyzer records the ground motion. 
The response from the geophones is digitized and transformed to the frequency domain 
via the Fast Fourier Transform (FFT), and the phase difference between the two signals is 
calculated and displayed in the field.
After unwrapping and masking the phase data from the SASW measurement, the 
dispersion curve can be generated.
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A key step in the data processing involves generation of a so-called dispersion 
curve. The dispersion curves from the SASW method as well as other methods can be 
interpreted using the inversion methods presented in this research. In a dispersion curve, 
Rayleigh wave velocity is presented as a function of frequency or wavelength. In layered 
media, the velocity of propagation of a surface wave depends on frequency (or 
wavelength) of the wave. For example, the lower-frequency waves with longer 
wavelengths propagate through the near-surface as well as deeper soils. This variation of 
velocity with wavelength is referred to as dispersion.
Next, an inversion method is applied to obtain the shear wave velocity profile for 
the soil profile based on the dispersion curve.
1.4 Inverse Problem
The word “inversion” is used to describe the general process of inferring physical 
properties of earth and their spatial distribution from field measurements. Jon F.
Claerbout (1992, p. xiii) once described the inversion method as follows:
Principles of physics allow us to calculate synthetic data from earth models. Such 
calculations are said to solve ‘forward’ problems. In real life we are generally 
interested in the reverse calculation, i.e. computing earth models from data. This 
reverse calculation is called ‘inversion’. The word ‘inversion’ is derived from 
‘matrix inversion’.... Inversion promises to give us an earth model from our data, 
despite the likelihood that our data is inaccurate and incomplete.
Inversion is a well-managed set of mathematical techniques. One can use it to 
manage experimental data to yield desired results about the physical world based on
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
inferences obtained from observations. The forward method is the process of predicting 
the experimental data based on some general principle or model and a set of specific and 
relevant conditions. The inversion method solves the inverse problem. This process starts 
with experimental data and a general model from which the model parameters are 
determined (the so-called “starting model”). The function of the inversion method, then, 
is to provide information about unknown numerical values of parameters that go into the 
model, not to provide the model itself.
William Menke (1989) gives a simple example to illustrate the inversion method. 
He compares the forward and inverse problems for the phenomenon of temperature 
variation with depth beneath the earth’s surface. The assumption made is that the 
temperature increases linearly with depth; that is, temperature T is related to depth z by 
the rule T{z) = az + b, where a and b are numerical constants. If one knows that a = 0.1 
and b = 25, then the forward problem is solved by evaluating the formula for any desired 
depth. The inversion problem would be to determine a and b on the basis of a suite of 
temperature measurements made at different depths, say, in a borehole. This is the 
problem of fitting a straight line to data, which is a harder problem than the forward 
problem of evaluating a first-degree polynomial.
The inversion process begins with a starting model. The parameters of the starting 
model are invoked to solve a set of equations that describes an idealized version of the 
pertinent wave propagation phenomena, i.e., the forward model. The result from forward 
modeling is then compared to the experimental data. Based on this comparison, the 
starting model is updated, and a new starting model is created. The process of 
comparisons and updates continues iteratively. The process repeats until the result from
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8the forward model closely matches the experimental data within some predefined error 
level. At this point, the final starting model is regarded as the solution.
Inversion methods used in geophysics include the direct, model-based, 
linear/linearized, and simulated annealing methods. This research focuses on two 
inversion methods: simulated annealing inversion (SA) and linearized inversion (LI). The 
SA and LI methods are discussed in detail in the following chapters as applied to seismic 
surface wave dispersion data.
The forward model used in this thesis is a plane wave solution to calculate the 
phase velocity of fundamental-mode Rayleigh waves in a horizontally layered medium. 
The theoretical dispersion curve (TDC) is generated by applying the forward model on 
the selected model parameters. The forward model used in this thesis was coded by 
Roësset and others at the University of Texas at Austin (Stokoe et al., 1994).
1.5 Contents of the Thesis
Algorithms that can be followed to invert seismic surface wave data sets to 
develop shear wave velocity profiles through the use of the SA and LI methods are 
explained in detail in the following chapters. The performances of the methods are 
illustrated through both synthetic and experimental datasets.
In Chapter 2, two synthetic soil profiles and datasets from two experimental sites 
are presented. The crosshole measurement, as applied to one of the experimental sites, is 
also described in detail in this chapter. In Chapter 3, the portion of the algorithm dealing 
with generating high-quality starting models for inversion is presented. In Chapter 4, the 
LI process is presented. In Chapter 5, a two-step process involving first SA and then LI is
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
presented. The results from the two-step process are then compared with the results from 
LI alone and with the true or target profile. The single-step inversion process for SA is 
also presented. In Chapter 6, several parametric studies are presented. The purpose of this 
chapter is to study how various input parameters affect dispersion data and inversion 
methods. Conclusions and recommendations for future research are presented in Chapter 
7.
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Figure 1.1 Basic configuration for SASW testing.
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CHAPTER 2
TEST CASES
2.1 Two Synthetic Profiles
Two synthetic profiles were created for testing purposes. They correspond to a 
normally-dispersive (ND) system and a stiff-inclusion (SI) system.
The shear wave velocity profiles of the two synthetic examples are plotted in 
Figure 2.1. The example profiles represent conditions observed in the desert of the 
southwestern United States. The first, a six-layer normally-dispersive system, represents 
a “typical” soil profile, consisting of unsaturated sand or silty sand in the shallow part and 
clay beneath. This shear wave velocity profile matches trends observed through 
experimentation in the Las Vegas Springs Preserve, Nevada (Sundquist, 2001). Poisson's 
ratio V is set equal to 0.3, and density is set equal to 1500 Kg/m^ for all layers. These 
values are within ranges for sand and clay reported by Coduto (1994). Compression wave 
velocity (Vp) can be derived from and v  with the following formula:
1 -u  
io.5-u
Table 2.1 summarizes the properties of the synthetic normally-dispersive system.
11
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Table 2.1. The properties of the SNDS.
Layer
number
Thickness,
m Soil Type Vs, m/s
Poisson’s 
ratio
Vp (derived), 
m/s
Density,
kg/m
1 1 Silty sand 160 0.3 299 1500
2 3.5 Clay 200 0.3 374 1500
3 6.5 Clay 350 0.3 655 1500
4 7 Clay 400 0.3 748 1500
5 10 Clay 450 0.3 842 1500
6 15 Clay 550 0.3 1029 1500
Half-space Clay 700 0.3 1310 1500
The second system is the synthetic stiff-inclusion system, which is similar to the 
SNDS but a 3-meter thick stiff layer has been inserted. The stiff layer represents a caliche 
layer. The density and Poisson’s ratio for the caliche layer are fixed at 2500 Kg/m^ and 
0.3 respectively, following data reported by Stone & Luke (2001). Table 2.2 summarizes 
the properties of the profile.
Table 2.2. The properties of the SSIS.
Layer
number
Thickness,
m Soil Type Vs, m/s
Poisson’s
ratio
Vp (derived), 
m/s
Density,
kg/m
1 1 Silty sand 160 0.3 299 1500
2 2 Clay 200 0.3 374 1500
3 3
Cemented
material 1500 0.3 2806 2500
4 5 Clay 350 0.3 655 1500
5 7 Clay 400 0.3 748 1500
6 10 Clay 450 0.3 842 1500
7 15 Clay 550 0.3 1029 1500
Half-space Clay 700 0.3 1310 1500
The forward modeling must first be applied on the synthetic profiles to obtain 
target dispersion curves. First, the maximum wavelength should be selected for the target
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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dispersion curves. For the examples, the maximum wavelength is approximately five 
times the synthetic profile depth. This choice, which has ramifications for the depth to 
which a given experimental dataset can be expected to be resolved, is explored further in 
Chapter 6. By applying the forward modeling on the profiles to a maximum wavelength 
of 200 m, two target dispersion datasets are obtained (Figure 2.2).
2.2 Two Experimental Sites
Two real-life sites are also selected for this research. One is an experimental 
normally-dispersive site (ENDS), and the other is an experimental stiff-inclusion site 
(ESIS) on the Las Vegas Springs Preserve (LVSP) in Las Vegas, Nevada.
2.2.1 The Experimental ND Site
The ENDS is a private site in Henderson, Nevada, which is located in the 
southeast portion of the Las Vegas Valley. The 700 x 700 m site has no buildings. In the 
test area, the ground surface is flat, dry, and sandy with very little vegetation. The 
groundwater table is about 12-15 m below the ground surface. Shallow soils are known to 
be composed primarily of silty sands.
SASW data were collected at the ND site on February 26, 2000 by Barbara Luke, 
Gennady Tsarev, and Michael Kalinski. The area had experienced heavy rainfall during 
the previous week, with a total precipitation of about 4 cm. As a result, the surface soils 
were moist, and standing water was observed in one location. The spacings between the 
source and receivers were 0.5, 1, 2, 4, 8, 16, 32, 64, and 120 m. Geophones with 4.5-Hz 
resonant frequency were used for the shorter spacings, up to 8 m, beyond which 1-Hz 
geophones were used. For spacings up to and including 8 m, source energy was supplied
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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by dropping or pounding a hammer on the ground surface. For spacings larger than 8 m, a 
tracked Caterpillar D-6 dozer (mass 17,236 kg) was used as the seismic source, by 
driving a short distance back and forth, perpendicular to the array. A signal analyzer, 
Stanford Research Systems SR-780, recorded the raw data.
There were no borehole data available for this site.
The experimental results are illustrated in the form of condensed composite (data 
from multiple receiver spacings) experimental dispersion data (CCEDD) in Figure 2.3. 
The maximum wavelength is 111 m. By observation, the velocities increase fairly 
uniformly with wavelength. This implies that the site is primarily normally dispersive.
2.2.2 The Experimental SI Site
The LVSP, located on approximately 180 acres in central Las Vegas (Figure 2.4), 
is the site of Las Vegas’ historic natural springs and is now an active well field. The 
topography of the site is mostly flat. The surface material at the LVSP varies from 
gravely fill to fine silt. The northern part of the site is vegetated with small bushes and 
mature trees. Various geophysical investigations have been applied on the site, e.g., 
seismic crosshole, SASW, and cavity detection; electrical resistivity; electromagnetic 
conductivity; and microgravity methods (Sundquist, 2001). An area north of an existing 
reservoir was selected for this study. In later chapters, the results from surface wave 
phase velocity inversion will be compared to results from the seismic crosshole method 
and the borehole logs for this site.
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2.2.2.1 The S AS W Measurement
The SASW measurement was conducted in an area north of an existing reservoir 
(Figure 2.4) on December 22, 1999 by Bjom Sundquist, Gennady Tsarev, Jim O’Donnell 
and Becky Kubart. In the measurement, the spacings between the source and receiver 
were 0 .5 ,1 ,2 ,4 , 8, 16, 32, 64, and 80 m. The 4.5-Hz geophones were used for the shorter 
spacings, up to 8 m. Beyond that, the 1-Hz geophones were used. Sledgehammers and a 
Caterpillar D3C bulldozer (mass 6577 kg) were used as seismic sources. A signal 
analyzer, the Stanford Research System SR-780, was used to record data.
The CCEDD is plotted in Figure 2.5. The maximum wavelength in the CCEDD is
150 m.
2.2.2.2 The Crosshole Measurement
2.2.2.2.1 Introduction
The crosshole seismic survey is an intrusive site investigation method. To perform 
a crosshole seismic survey, cased and grouted boreholes must be available. The interval 
method was used. The target boreholes are A, B, and C (Figure 2.4). The source (S) was 
placed in borehole C, and the receivers (R) were in A (receiver 2) and B (receiver 1). The 
boreholes are in line, and are separated approximately 3 m from each other. The depth of 
the boreholes is 30 m. The boreholes are cased with a 0.102-m inside diameter PVC pipe. 
The PVC was grouted in place with a mixture simulating the average density of the 
medium, about 17.3 to 18.9 kN/m^, by premixing one unit of bentonite and one unit of 
Portland cement to 6.25 units (by weight) of water (GES, 2000).
During the survey, the source and two receivers are put into the three different 
boreholes at the same level for each step along the depth of the three boreholes. The
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source was designed by Soil Engineering & Geophysics, Inc., hand-made according to 
the ASTM standard (1991). The source has an inflatable double-walled rubber bladder to 
fix it in the borehole. After the source is placed in the borehole, air is pumped into the 
bladder to fix it tightly within borehole. The moving component of the source is either 
pulled up against one stop or dropped against another to generate vertically polarized 
shear energy. The source energy travels through the soil and is recorded by the two 
receivers as time signals. In the crosshole measurement at the LVSP, upward and 
downward impacts are applied. The source used in the crosshole measurement was 
rented. The receivers are triaxial downhole geophones. The resonant frequency of the 
geophones (Mark Products model L-40) is 28 Hz. There were no orientation rods used in 
the crosshole measurement. Without them, it is not possible to consistently orient the 
horizontal geophones.
The survey at the LVSP was performed by Barbara Luke, Theresa Gaisser,
Zlatina Jeleva, Jim O'Dormell, J.P. Binard, and Bjom Sundquist June 27 and 28,2000. 
The sky was clear. The temperature was around 32 °C during daytime.
For the first 3 m, the measurement depth interval was 0.5 m, and 1 m for depths 
from 3 m to 30 m. The recording device used was a twelve-channel seismograph. 
Geometries Strata Visor NX. The sample interval was 0.00025 s.
Single measurements and multiple stacks (4 or 5) were recorded. In general, the 
quality of the plots for multiple stacks was found to be better. In this research, the 
multiple-stack data were used for picking first arrivals.
The P- wave arrival is easy to pick because it is the first wave to arrive. On the 
other hand, the arrival of the S- wave is harder to pick because the signal also contains
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compressional wave energy and background noise. However, the upward and downward 
impacts plotted together can form a “butterfly” to help identify the arrival of the S-wave. 
This occurs because when the source polarization changes from upwards to downwards, 
the S wave energy changes polarity, while the polarity of the compression wave energy 
does not change. For this dataset, P- energy arrival is associated with a positive amplitude 
change. Upwards S- energy arrival is associated with a positive amplitude change, and 
downwards S- energy arrival is associated with a negative amplitude change. Thus, 
consistent polarity, signal amplitude, and frequency content are studied as indicators to 
help pick S-wave arrivals.
Background noise affects picking the first arrivals of P- and S- waves. Using the 
Matlab signal processing toolbox, some of the noise was filtered from the crosshole data. 
In the filtering process, first, a Hamming window is used to zero the dataset at beginning 
and end to force the time record to be periodic, a requirement for the FFT. Then a 
Butterworth filter removes low- and high-frequency energy. The high cut and low pass 
frequencies are 650 and 40 Hz respectively. The plots for both unfiltered data and filtered 
data for 3 m depth are given as an example in Figure 2.6.
The crosshole measurements were performed during both day and night hours.
The crosshole data were collected to a depth of 30 m during daytime, and to a depth of 12 
m during night. Because of lower noise during night hours, data collected during these 
hours were plotted from 0.5 to 9 m. Beyond this depth, the plots for daytime and night are 
equally good for picking energy arrivals.
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Although crosshole data were collected for all three components (two orthogonal 
horizontal and one vertical), in this research, only the vertical component was used when 
interpreting the data. All data from the vertical geophones are plotted in Appendix A.
The filtered crosshole data for the vertical geophone, multiple stacks, are plotted 
in Figures 2.7 and 2.8 for R1 and R2 respectively, at 1-m depth increments. The P- and S- 
wave picks are also indicated. The measurements at half-meter increments are shown 
Appendix A.
2.2.2.2.2 The System Delay
The system delay is the time difference between initiation of trigger signal and 
initiation of resulting geophone response recorded on the seismograph. Because of an 
operator error during the system delay measurement, the trigger signal was not properly 
recorded; therefore the system delay cannot be calculated. However, based on the 
manufacturer’s literature, the system delay is very small compared to the travel time of 
the P- and S- waves. The system delay error is also believed to be small compared to 
uncertainties in picking wave signal arrivals (described later). So, in this research, the 
system delay is assumed to be less than the sampling interval, 0.00025 sec. Actually, if 
the interval measurements (R1-R2) are used, the system delay cancels.
2.2.2.2.3 Borehole Deviation from Vertical
Due to limitations of drilling equipment and heterogeneities in the subsurface, 
installation of perfectly straight boreholes is not possible. So, the distance between 
boreholes at depth does not equal the distance measured at the surface. Borehole 
orientation measurements were performed in boreholes A, B, and C by Barbara Luke, 
Theresa Gaisser, and Zlatina Zheleva on July 5 and 6, 2000. The measurement equipment
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was a Model 780 Borehole Directional Survey Tool created by and rented from Owl 
Technical Associates Inc. The borehole inclination tool is a downhole probe that contains 
transducers for sensing the degree and direction of deviation from vertical. The direction 
of inclination is indicated using a magnetic field for its reference. The logging increment 
is 1 ft (0.30 m). The results of the borehole orientation measurements are shown in 
Appendix A. In the interpretation of the crosshole data, the distances between two 
boreholes are corrected by the deviations between the boreholes (Figure 2.9). The 
maximum deviation between adjacent boreholes was 0.744 m. If the deviation had not 
been taken into account, the Vs and Vp would have been in error by as much as 19%.
2.2.2.2.4 Data Interpretation
From the picked P- and S- wave arrival times, the velocities of the seismic waves 
traveling between the source and the boreholes are calculated for S-Rl, S-R2, and R1-R2 
by the following relationship:
V = D ! T  [2.2]
where: V is the compression or shear wave velocity; D is the distance between S-Rl, S- 
R2, or R1-R2; and T is the time for the wave to travel between S-Rl, S-R2, or R1-R2. 
Once the P-wave and S-wave velocities are obtained. Poisson’s ratio can be derived from 
Equation 2.1.
P- and S- wave velocities were calculated for S-Rl, S-R2, and R1-R2 (Appendix 
A). The values of P- and S- wave velocity for S-Rl are selected to best represent direct 
transmission velocities. This selection is based on several factors, such as the consistency 
of the results among the source and receivers, data quality (e.g. signal-to-noise ratio), 
agreement with other data and adjacent data, and consistency of polarization. Also, S-Rl
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velocities tend to be lower than S-R2 and R1-R2 because there are high possibilities that 
refraction occurs between S-R2 and R1-R2. When refraction occurs, the first-arrival 
energy travels in a stiffer neighboring layer so that the travel velocities are high compared 
to a wave traveling along a straight line, through the same level. The P- and S- wave 
velocities, and the derived Poisson’s ratio profiles for S-Rl are plotted in Figure 2.10. 
2.2.2.2.5 Uncertainty of Crosshole Data Interpretation
The minimum uncertainty of crosshole data interpretation comes from using a 
certain sampling rate when collecting crosshole data. Because the crosshole data are 
sampled at a time interval of 0.00025 seconds, all picks of the first arrivals of both P- and 
S- waves have a minimum error of ±0.000125 seconds.
Additional uncertainty results from data ambiguities. An example for illustrating 
uncertainty in the data is given in Figure 2.11. Note that the quality of data in this 
example is fairly good: the butterfly pattern is clear, and the noise ratio is fairly low. For 
picking the first arrival of the P-wave, picks from lines A to B are all reasonable. The P- 
wave velocities corresponding to lines A and B are 1249 and 1041 m/s, respectively. The 
uncertainty due to sampling rate results in possible errors of 139 and 80 m/s for line A 
and B respectively. Thus, the maximum possible P-wave velocity is 1388 m/s, and the 
minimum is 961 m/s. In this example, the possible error in P-wave velocity is as large as 
31%x
For picking the first arrival of the S-wave, picks from lines C to D are all 
reasonable. The S-wave velocities corresponding to lines C and D are 781 and 689 m/s. 
The uncertainty due to sampling rate results in possible errors of 52 and 36 m/s for lines
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A and B respectively. Thus, the maximum S-wave velocity is 833 m/s, and the minimum 
is 653 m/s. In this example, the possible error in S-wave velocity is as large as 22%.
Assuming consistent possible error for the wave velocities (22% for S-wave and 
31% for P-wave), the error ranges for the whole crosshole measurement are plotted in 
Figure 2.12. The error range is set equal to velocity ± possible error. Because of the high 
quality of the crosshole data at the depth studied in detail (9 m), this error estimate will be 
underconservative for some depths.
2.2.2.3 Borehole Logs
Drilling of exploratory and crosshole seismic testing boreholes in the LVSP was 
completed by Geotechnical & Environmental Services, Inc (GES, 2000). The logs for 
boreholes A, B, and C are included in Appendix B. A simplified version of the logs for 
the three boreholes is shown in Figure 2.8. The ground water tables for boreholes A, B 
and C are at depths of 4.7, 7.1, and 8.0 m respectively.
There are four caliche layers at depths of 1,8,16, and 30 m. At depths of 1,8 and 
30 m, the caliche layers are only shown in boreholes A and B. So, the caliche layers at 
these depths are not continuous. At the depth of 8 m, the caliche layer has good 
continuity. At the depth of 30 m, the thickness of the stiff layer ranges from 0.5 to 1 m. 
Thicknesses of other layers range from 0.3 to 0.9 m.
The soil profile of the LVSP is mostly clay according to the logs.
2.2.2.4 Comparisons: Crosshole Measurements and Borehole Logs
The comparison of the S- and P- wave velocity profiles from crosshole 
measurements using S-Rl with the simplified log of boreholes A, B, and C at the ESIS is 
shown in Figure 2.8. Several stiff layers are indicated by the S- and P- wave velocity
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profiles but not always exactly at the same elevations shown by the borehole log. The 
stiff layers at depths of 16 and 30 m are shown exactly in their positions. However, the 
stiff layers at depths of 1 and 8 m have deviations of around 1 m from the positions 
indicated by the exploration log. According to the crosshole measurement, the 
representative Vs values for caliche, sand/gravel, and clay are 1100, 500, and 400 m/s 
respectively. The representative Poisson’s ratio for all media expect for caliche is around 
0.4. The representative Poisson’s ratio for caliche is around 0.25.
Electrical resistivity and conductivity measurements were also performed in the 
same area as the crosshole and SAS’W measurements (Sundquist, 2001). The results 
showed that the shallow profile is roughly homogenous laterally.
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Figure 2.4. The location of the boreholes and SASW measurement in the ESIS (after 
Sundquist, 2001). Note that borehole B is the center of the SASW array.
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Figure 2.7. Normalized, filtered crosshole data for receiver 1 at the ESIS site and P- 
(dashed line) and S- (solid line) wave arrival picks.
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Figure 2.9. The difference in inclination of boreholes A, B, and C at the ESIS, as 
illustrated by center-to-center distance between them.
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CHAPTER 3
GENERATING HIGH-QUALITY STARTING MODELS
3.1 Introduction
The starting model gives the inversion a starting point from which to search for 
the right solution. The starting model can be a guess and might be far from the true 
solution. However, a powerful starting model is desirable because it increases the chances 
that the inversion process will converge upon the true solution. This is necessary because 
the solution to the problem is not necessarily unique. This chapter presents a 
straightforward scheme to create high-quality starting models for the inversion. This 
process is more sophisticated than simply guessing. It has powerful advantages. First, the 
process is repeatable. Second, if the solution of the inversion is non-unique, use of the 
scheme should give a better chance of converging on the right solution. What is also 
worth noting is that the starting models from this scheme might stand alone as reasonable 
solutions for simple normally-dispersive profiles. The following discussion draws from a 
previous publication by Liu et al. (2002).
Key parameters generated for the starting model are number of layers, layer 
thicknesses and layer shear wave velocities. In this chapter, the process is illustrated in 
detail through the two synthetic and two experimental examples introduced in Chapter 2. 
The starting models developed in this chapter will be used repeatedly in subsequent
34
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chapters. This scheme forms the first component of the various algorithms put forth in 
this thesis for interpreting geotechnical profiles from SASW data.
3.2 Methodology
Before solving for the unknown parameters in the starting model, the preferred 
number of layers should be assigned. The number might normally be in the range of, say, 
4 to 12 layers. However, if the soil profile is expected to be complicated, based on a 
priori information, the number might be increased to 15 or even 20. In this thesis, based 
on the profile depth and a parametric study (introduced in Chapter 6), the number of the 
layers was selected as 8. Once the number of layers is decided, the values for other 
parameters in the starting model can be assigned. Four parameters must be specified for 
each layer: thickness, shear wave velocity, Poisson’s ratio, and density.
The standard partial derivative of Rayleigh wave velocity with respect to density 
and Poisson’s ratio shows that both of them have little effect on the inversion process 
(e.g., Foti & Strobbia, 2002; recall Eq. 1.1). In the scheme presented here, Poisson’s ratio 
and density are assigned values based on a priori information when available. The values 
for Poisson’s ratio and density are also checked against the published typical ranges 
according to expected soil type.
The layer geometries for the starting models are fixed through use of a family of 
exponential functions such that layer thickness increases exponentially with depth. The 
exponential functions yield thin layers for shallow depths, where higher resolution is 
expected from the surface-based measurement. As depth increases, resolution decreases, 
and so layer thickness increases.
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The first step in fixing the layer geometry is to establish the depth to the half­
space. This is selected as the maximum wavelength in the experimental dataset divided 
by 3 or 4. In selecting the ratio of maximum wavelength in the dispersion dataset to the 
profile depth of the starting model, a contradictive situation exists. If a small ratio is 
chosen, for example, 2, the SASW measurement will have high efficiency because the 
resolution depth for the dataset is large, but the solution has high uncertainty. If a large 
ratio is chosen, for example 5 or more, the solution has lower uncertainty, but the SASW 
measurement has lower efficiency. For example, if a 50-m deep profile is required, the 
maximum receiver spacings in a SASW measurement will be 50 or 125 m by fixing the 
ratio at 2 and 5 respectively. The difficulty of making SASW measurements increases 
with increasing receiver spacing, due to source energy requirements and testing logistics. 
Obviously, the smaller maximum receiver spacing is more efficient. In this thesis, a ratio 
of 4 is selected for synthetic dispersion data because lower uncertainty is preferred, and a 
ratio of 3 is used for experimental dispersion data because higher efficiency is preferred.
Next, a family of exponential functions describing the depths to the bottoms of the 
layers is developed. This family of functions is given by:
[3T]
where Z, is the depth to the bottom of the layer, i ranges from 1 to n where n is 
the number of layers, h is the depth to the half-space, c is an empirically-selected 
parameter that modifies the curvature of the exponential function, and jc, ranges from 0 to 
a inn  steps where a is chosen empirically. The quantity a should be set to a value that 
allows sampling of the exponential function where it changes rapidly. For this body of 
research, the quantity a has been selected as 3.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
37
After layer geometry is chosen, the shear wave velocities for each layer can be 
determined by the following procedure. Following recommendation by Gazetas (1992), 
an assumption is made that the representative wavelength for a given layer is equal to 
three times the depth to the center of the layer. Rayleigh wave velocities are thus assigned 
to each layer from the experimental data according to the representative wavelength for 
each layer. The F/j for the half-space is fixed according to a priori information.
The approximation for the Rayleigh wave velocity Vr, in terms of shear wave 
velocity Vs and Poisson’s ratio v  (e.g. Stokoe and Santamarina 2000) is:
[3.2]1 +
Over a reasonable range of u for earthen materials, 0.1 to 0.5 (Coduto 1994), Vr 
ranges from 90 to 96 percent of Vs. The difference between V r  and Vs is of little 
significance with respect to other gross approximations involved in creating the starting 
model. Therefore, Fsin the starting model is simply set equal to V r  measured for the 
wavelength that is representative of the depth to the center of the layer.
In order to quantify the error of a dispersion curve or profile, dispersion error 
(DE) and profile error (PE) are introduced in this research.
The DE is defined as the least-square error of a TDC with respect to an 
experimental or target dispersion curve. The forward model is invoked to calculate 
theoretical dispersion data at wavelengths matching those of the experimental dataset.
The DE obtained from the difference between the theoretical and experimental curve is 
calculated by the following equation:
;=1
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where T, is the Rayleigh wave velocity of sample i in the TDC, E, is the measured 
Rayleigh wave velocity of sample i, and i varies from 1 to n, with n being the number of 
data pairs in the dispersion curve. Note that the value of DE is weighted with respect to 
wavelength according to the distribution of the experimental data. In this research, the 
experimental data are spaced logarithmically. In the surface-based measurement, data are 
generated through the ground surface to a certain depth for a certain testing spacing. As 
the testing spacing increases, data are overlapped in the near surface. Thus, the near­
surface portion of the profile has greater resolution, and the deep part has less resolution. 
In order to reflect the greater resolution in the near surface (small wavelength), the 
wavelengths in the dispersion curve are scaled logarithmically.
The PE is defined as the area between a target shear wave velocity profile and that 
of a model, over the depths from the surface to the top of the shallowest half-space. The 
PE indicates how close the two profiles are. The calculation of PE is only possible if the 
true profile is known, or an independent measurement is available.
Experience has been established for selecting the parameter cas 1.1, 1.3, 1.5, and 
1.7. The DE corresponding to each value of c is calculated. The best starting model is 
selected corresponding to the minimum DE. If a clear minimum dispersion error does not 
appear, TDCs corresponding to additional values of c, say, 0.9 or 1.9, should be 
investigated.
A flow chart to illustrate the generation of the starting model is given in Figure
3.1.
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3.3 Examples
3.3.1 Synthetic Examples
The process of generating a high-quality starting model is illustrated for the two 
synthetic examples introduced in Chapter 2. The number of layers for the solution is 
selected to be 8. Poisson’s ratios and densities are set to match the target values. The 
family of exponential curves that are used to fix the geometry for the starting models is 
shown in Figure 3.2.
The forward modeling is performed on the starting models to create TDCs, which 
are then compared with the target dispersion data. The comparisons of theoretical to 
target dispersion curves are shown for the normally-dispersive and stiff-inclusion systems 
in Figures 3.3 and 3.4 respectively. The DEs corresponding to each c value for both 
normally-dispersive and stiff-inclusion systems are plotted in Figure 3.5. For the 
normally-dispersive system, little difference in DE (maximum 5%) exists. The minimum 
DE is 300, corresponding to a value of c of 1.3. For the stiff-inclusion system, the 
variation in DE is slightly larger (maximum 11%). The minimum DE is 413, 
corresponding to a value of c of 1.5. Note that DE for the SNDS is less than DE for the 
SSIS.
The shear wave velocity profiles of the starting models are compared to the target 
profiles for the normally-dispersive and stiff-inclusion systems in Figures 3.6 and 3.7 
respectively. The PEs for both normally-dispersive and stiff-inclusion systems are shown 
in Figure 3.8. For the normally-dispersive system, there is very little difference in PE 
(maximum 5 %). The minimum PE is 2139, corresponding to a value of c of 1.3. For the 
stiff-inclusion system, higher variation in PE (maximum 13 %) occurs. The minimum PE
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is 3945, corresponding to a value of c of 1.5. By inspection, the Vs profile actually fits 
better with the SSIS than the SNDS, if the stiff layer is excluded. Note that in both cases, 
the profile with the smallest PE corresponds to the TDC with the minimum DE.
3.3.2 Examples Using Experimental Data
The process of generating the starting models is further illustrated through the two 
real-life examples introduced in chapter 2.
3.3.2.1 Experimental ND Site
The maximum wavelength in the dispersion curve for the ENDS is 111 m. Thus, 
the depth to the half-space in the starting model is 37 m. The values of parameter c in the 
exponential function used to create layer geometry are 1.3, 1.5, 1.7, and 1.9. The 
geometries of four potential starting models are generated (Figure 3.9). Based on the 
layer geometry of each starting model and the CCEDD, the shear wave velocity profiles 
for each starting model are selected by following the procedure described above. 
Following recommendations in an unpublished report on the experimental ND site made 
by Barbara Luke, Gennady Tsarev, and Bjom Sundquist, the Vs in the half-space of the 
starting model is selected to be 500 m/s. The V, profiles of the starting models are plotted 
in Figure 3.10.
The forward modeling was performed on the starting models to create TDCs. The 
TDCs are then compared with the experimental dispersion data (Figure 3.11). The 
maximum variation in DE is quite large, 50%. The minimum DE is 302, corresponding to 
a value of c of 1.7. Therefore, the starting model corresponding to this value of c is
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selected as the best starting model. Note, however, that only the system for c=l .9 was 
able to fit the short-wavelength part of the curve.
3.3.2.2 Experimental SI Site
For the ESIS, the c value in the exponential function used to create layer 
geometry is selected as 0.9, 1.1, 1.3, and 1.5. The geometries of the four resulting starting 
models are illustrated in Figure 3.12. Results of a prior study indicated a Vs for depths 
more than 45 m around 700 m/s (Sundquist, 2001), therefore this value is used as the V, 
for the half-space. The V, profiles of the starting models and the crosshole measurement 
are plotted in Figure 3.13. The figure indicates that even the simple starting models reveal 
a shallow stiffness inversion.
The corresponding TDCs are compared with the experimental dispersion data in 
Figure 3.14. All the TDCs have a poor fit, especially at high frequencies. The maximum 
variation in DE is 14%. The minimum DE corresponds to a value of c of 1.1. Therefore, 
the starting model corresponding to this value of c is regarded as best for this dataset.
The Vs profile of the starting model captures the basic trend of the results from the 
crosshole measurement. The starting model does not reflect the high-velocity caliche 
layers in the profile.
3.4 Discussion
Based on the synthetic ND example studied, when the soil profile is normally 
dispersive and lacking in strong impedance contrasts, the starting model developed using 
the algorithm presented in this chapter will be in reasonably good agreement with the soil 
profile. For more complicated profiles, such as those containing stiff inclusions, the
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starting model obtained with the proposed method is not adequate to stand alone as a 
rough method of inversion, but it represents the background Vs profile well and thus 
provides a good starting point for a more sophisticated inversion approach. This point is 
illustrated in subsequent chapters.
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Figure 3.1 The process of generating the starting model.
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Figure 3.2. Family of exponential functions used to generate different starting models for 
the two synthetic systems.
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Figure 3.3. Theoretical and target dispersion curves for the SNDS.
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Figure 3.5. The DE for each theoretical dispersion curve, for SNDS and SSIS.
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Figure 3.6. Potential starting models and target profile for the SNDS.
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Figure 3.7. Potential starting models and target profile for the SSIS.
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Figure 3.8. The PEs between each starting model (different c) and target of stiff-inclusion 
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Figure 3.9. Geometries of the starting models for the ENDS.
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Figure 3.12. The geometries of the starting models for ESIS.
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Figure 3.13. The shear wave velocity profiles of the starting model based on the CCEDD 
and the crosshole measurement from the ESIS.
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C H APTER4
LINEARIZED INVERSION AND ITS IMPLEMENTATION
4.1 Introduction
The basic assumption of linear inversion is that the data are a linear function of 
the model parameters and naturally this approach will work best where such assumptions 
are valid (Sen & Stoffa, 1995). If the relationship between the observations (experimental 
data) (d) and the source parameters (model parameters) (m) can be represented by a 
linear system of equations of the form:
d = G m  4.1
where G is the matrix of coefficients for the linear system, the problem of determining m 
from d is said to be ‘linear’ and the process of solving such a problem is called linear
inversion (e.g. Sharma, 1997). In the case of linear inversion, an answer can be obtained
in a single step.
In an inversion problem, it is convenient to present the data d as a column vector:
d = [d], d2, dNŸ 4.2
where N  is the number of data points and T corresponds a matrix transpose. Similarly, an 
earth model m can also be represented by a column vector:
m = [mi, m2, ..., mM f 4.3
51
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where M is the total number of model parameters. For example, for a one-dimensional 
seismic problem, the model parameters can consist of shear wave velocity (Vs), density, 
Poisson’s ratio and thickness of all the layers.
The linear inversion problem is illustrated through an example given by Menke 
(1989), which is a continuation of that given in Chapter 1. Assume that V  temperature 
measurements 7) are made at depth Z,- in the Earth. The data are then a vector d of V 
measurements of temperature: d = [Ti, T2, An assumption is made that the
temperature T is a linear function of depth Z in a model: T = a + bX. The intercepts a and 
b then constitute the two model parameters of the problem, m = [a, bY- According to the 
model, each temperature observation must satisfy T = a + 6Z:
Tj = a + bZ]
T2 = a + bZ2  4.4 a
#
#
#
Tm = o + 6Zv
These equations can be arranged in the form of the matrix equation d = Gm.
' T , ' "1
T 2 1 Zz
I I I
J s . 1 Z v .
4.4 b
Most geophysical problems are nonlinear in nature. However, the fact that the 
problems are nonlinear does not mean the linear process needs to be abandoned. In many 
cases, the relationship between data and model can be linearized when certain conditions 
are applied.
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The geophysical model parameters usually exist in non-linear form. Under this 
circumstance, the observed data are modeled by applying a small perturbation Am to the 
reference or starting model mo
d = g(mo+Am) 4.5
where g  is the forward modeling operator.
One alternative to linearize the expression is the Taylor series approximation (e.g. 
Hjelt, 1992). The term on the right-hand side of the equation can be expanded using a 
Taylor series expansion around the reference model mo to obtain (Menke, 1989)
5g(mo)
g ( m o + A m )  = g ( m J  +
5m
Ignoring the higher order terms
A m + second and higher order terms 4.6
I 4.7
5  m  lm=m„
or
Ad = GoAm 4.8
where Go is called the sensitivity matrix. This matrix has N  rows and M  columns.
The formal solution to this equation is
Am = Gq'^  Ad 4.9
The synthetic data s are generated by forward calculation using model vector m
s = g(m ) 4.10
An error vector is defined as
e = d - s  4.11
and the total error E  in vector notation
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^  = [ ( d -  g (m ))^ (d - g(m  ))] 4.12
or in matrix form:
£(m) = e e^ = (d - Gm)^ (d - Gm) 4.13
To find the minimum of this equation, the derivative of E  with respect to m is equated to 
zero
5E(m)
5m
= 0 4.14
which gives
Solving for m gives
From Eqn. 4.9, then
G Gm - G d = 0 4.15
m ,,,= [G ^G j’G^d 4.16
mest = G ’d = G Gm = Rm 4.17
where R is known as the model resolution matrix. The estimated model is equal to the 
true model only if the resolution matrix is the identity matrix.
If from Equation 4.10, the s is considered to be a linear function of the model
s = Gmest 4.18
then from Equation 4.1, a model parameter error is computed as
Am = mg^ f -  m = G s -  G d = G Ad 4.19
from which the posteriori model covariance matrix can be obtained
[covme.sJ =< Amg^Amg.;/>= G < AdAd^> G’* ^ 4.20
A version of the linearized inversion (LI) method has been coded in the 
Engineering Geophysics Laboratory of the University of Nevada, Las Vegas', by Dr.
1. http://www.ce.unlv.edu/egl
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Carlos Calderôn-Maclas. This realization of the method employs singular value 
decomposition to solve the linear system of equations that outputs an updated Vs profile 
through error minimization (e.g. Menke, 1989). The LI method updates iteratively by 
modifying the starting model, which is then used for the following iteration.
The LI process typically converges in a small number of iterations. During each 
iteration, the error always diminishes. Thus, the final model is accepted as the solution.
4.2 Input and Output Parameters
4.2.1 Input
The input to the LI method includes a target dispersion curve. A weight can be 
associated with each datum. The weight reflects how important the datum is in the 
inversion process. A weight of zero means that the datum won’t be considered in the 
inversion, and a weight of one means that the datum is given full consideration. A weight 
of less than one is assigned depending on visual judgment of how far a datum point is 
from the overall trend. Thus, each dispersion data set for the LI process has three 
components; wavelength, Rayleigh wave velocity, and weight.
The input for the LI method also includes a starting model as described in Chapter
3.
Four additional parameters are involved: number of iterations; a step parameter 
used to compute numeric derivatives; a regularization or damping parameter; and an a 
priori data standard deviation. Each is described below.
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The process typically converges to an acceptable error in just a few iterations, say 
less than 5. In fact, most of the error reduction happens in the first 2 or 3 iterations. In this 
thesis, the maximum number of iterations is set to 8.
The LI method uses a step parameter to compute the numerical derivatives around 
the initial model. Numerical derivatives are computed by evaluating a function at two 
points that are very close. The derivative of a function/is given hy df=  ( / - / ) /  Ax, where 
Ax is the step parameter. The accuracy of the derivative computation requires that this 
value be small. However, the value cannot be too small because then the result might be 
affected by machine precision. To solve this problem, the code starts with an initial step 
parameter, for example, 0.001. This value is lowered by some amount and the derivatives 
are computed again. If the result is the same, within the machine’s precision, then the 
correct derivative is considered to have been obtained; otherwise the step parameter is 
lowered. In this thesis, the step parameter is selected as 0.01.
The regularization parameter depends on the quantity of noise in the measured 
data. This parameter is also known as the damping term. It prevents the program from 
dividing by zero when computing the inverse matrix with the singular value 
decomposition method. It is a number between 0.0 and 0.5. If the data are very noisy, 
then this value needs to be adjusted according to the noise level. Basically, a large value 
protects the LI method from trying to match only noisy data. In this thesis, the 
regularization parameter is selected to be 0.01.
Standard deviation of a priori data is used to weight the standard deviation of the 
final model. If the data standard deviation is high, the model standard deviation is high. 
This parameter depends on how scattered the dispersion data are. If the dispersion data
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have a scattered distribution, a higher number should be chosen, and vice versa. In this 
thesis, the a priori data standard deviation parameter is selected as 5 m/s for both 
synthetic and experimental examples. This means that the phase velocity data contain 
about ±5 m/s of noise in each measured phase velocity sample for whatever reason.
4.2.2 Output
The LI method generates a V, profile and associated root-square-sum error for 
each iteration of the inversion in the form of a resolution matrix. The numbers of rows 
and columns of the resolution matrix are equal to the number of layers of the starting 
model plus one to account for the half-space. The row vectors of the resolution matrix are 
commonly referred to as resolving kernels. Elements of the row vectors indicate 
smoothing or weighting over the soil profile. The smaller the off-diagonal elements are, 
the higher the resolution of the inverted model parameters.
The LI method also generates a final estimated (theoretical) dispersion curve 
obtained from the inverted profile of the last model.
4.3 Examples
The LI method is illustrated using the best starting models described in Chapter 3 
for the four example cases introduced in Chapter 2.
4.3.1 Synthetic ND System
Since the synthetic dispersion curve for the SNDS is very smooth, the same 
weight was given to each point. This means that each point in the phase velocity data has 
an equal importance for the inversion.
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The TDC resulting from LI is plotted with that of the target and the starting model 
in Figure 4.1. The DE is also presented in the figure. The TDC from LI produces an 
almost perfect fit with the target. The DE has been reduced from 300 to 15.
The Vs profile generated through LI is compared with that of the target and the 
starting model in Figure 4.2. The PE is also shown in the figure. The Vs from the LI 
roughly matches the trend of the ND system but it does not produce a perfect fit. The LI 
solution yields two shallow Vs inversions of approximately 100 m/s. There is 38% of 
improvement in PE with respect to the starting model.
The initial least-square-root error (LSE) and those from each iteration are plotted 
in Figure 4.3. The LSE diminishes very quickly and then stabilizes.
The resolution matrix is presented in Figure 4.4. The diagonal elements are 
clearly larger than the off-diagonal elements. This situation indicates that there is a good 
resolution of the layers inverted. However, for layer 4, the diagonal element is barely 
larger than the off-diagonal elements. This indicates certain velocity averaging or 
smoothing introduced in the solution. The Vs in Figure 4.2 also shows that the V; of layer 
4 has a bad fit with the target profile. However, the same is true for layer 2, which shows 
a large diagonal element in the resolution matrix.
4.3.2 Synthetic SI System
Since the synthetic dispersion curve for the SSIS is smooth, the same weight was 
given to each point.
The TDC from the LI is compared with target and the starting model in Figure 
4.5. The DE is also presented in the figure. The TDC from the LI has a good fit with the
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target. A DE of 12 from the LI method is a significant improvement compared to the 
starting model (DE=413).
The Vs profile from the LI is compared with the target and the starting model in 
Figure 4.6. The PE is also presented in the figure. Despite the near-perfect fit to the target 
dispersion curve, the profile fit is far from perfect. The Vs profile from the LI matches the 
trend of the stiff-inclusion system. A stiff layer is indicated by the LI method. However, 
interestingly, the PE of the LI is 31% larger than the PE of the starting model.
The error history is plotted in Figure 4.7. The data error diminishes quickly and 
then stabilizes.
The resolution matrix is presented in Figure 4.8. Overall, it appears close to 
diagonal. However, diagonal elements corresponding to layers 4 and 5 have small values 
which indicate that these layers have poor solutions. Indeed, the Vs profile matches 
poorly at these two layers, which encompass the stiff layer.
4.3.3 Experimental ND Site
The weighted CCEDD for the ENDS is plotted in Figure 4.9. Two different 
weights are applied to the data, 0.85 and 1.00 based on observation.
Figure 4.10 shows the dispersion curves from LI, the CCEDD and the starting 
model. The TDC from the LI is in good agreement with the CCEDD. However, the fit is 
still fit not perfect for short wavelengths. The DEs of 101 and 302 are calculated for the 
LI and starting model, respectively. (The weights are not taken into account when 
calculating DE.) The residual error is much larger for the experimental than the synthetic 
examples because the experimental dispersion data are more scattered than the synthetic 
dispersion data.
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The Vs profile from LI is compared with the Vg profile of the starting model in 
Figure 4.11. Although velocity inversions are indicated, the LI method indicates there is 
no very stiff layer in the profile, which is supported by the data report for this site 
mentioned before.
The error history from the LI method is plotted in Figure 4.12. The figure 
indicates that the LSE diminishes very quickly and then stabilizes.
The resolution matrix for the LI method is presented in Figure 4.13. The 
resolution matrix is close to diagonal. Layers 2 and 5, which have the highest V; in the 
profile (both 520 m/s), are not as well resolved as the others.
4.3.4 Experimental SI Site
The CCEDD for the ESIS is plotted in Figure 4.14 with weight indicated based on 
observation.
The TDC from the LI method is compared with the CCEDD and the starting 
model in Figure 4.15. The DE is also displayed in the figure. The TDC from the LI 
method produces a better fit than that from the starting model. The low frequency part of 
the TDC fits the CCEDD much better than the high frequency part. The DE from LI has a 
39% improvement on the starting model (444 vs. 723). However, the TDC from the LI 
still fits poorly with the CCEDD especially for the short wavelength part.
The Vs profile resulting from applying LI is compared with the Vg profile of the 
best starting model in Figure 4.16. The plot shows one significantly stiff layer in the 
shallow part of the profile, layer 2. This is certified by the results from the crosshole 
measurement and borehole data (Figure 2.10).
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The error history from the LI method is plotted in Figure 4.17. The figure 
indicates that the error diminishes quickly in the first two runs and then stabilizes. 
However, the error for this particular example decreases little compared to previous 
examples. This combined with the fact that the match is poor between TDC and the 
experimental data, may be an indication that the LI method only obtained a local 
minimum solution.
The resolution matrix of the LI code is presented in Figure 4.18. The resolution 
matrix is close to diagonal, but layers 2 and 5, and half-space are not well resolved. Layer 
2 is the very stiff layer.
4.4 Discussions
For a truly ND profile, the LI method generates reasonable results. Under this 
circumstance, the resolution matrix is close to an identity matrix. For a profile containing 
some Vs inversions, the solution might overpredict Vg contrasts.
For a stiff-inclusion profile, the LI method generates reasonable Vg profiles, 
which indicate at least some of the stiff layers. However, this may only happen when the 
starting model is close to the global solution. The TDC fit is poorer for the SI system than 
for the ND system.
The LI method always gives somewhat meaningful results, and sometimes gives 
hints of presence of stiff layers.
The resolution matrix and, to a lesser extent, LSE, PE, and DE are good tools to 
measure confidence in a solution.
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The LI method solves synthetic dispersion data better than experimental 
dispersion data, probably because the experimental dispersion data are more scattered 
than the synthetic dispersion data. Also, the synthetic profiles are simpler, and their 
density and Poisson’s ratio are exactly matched.
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Figure 4.1. Target, starting model and LI solution dispersion curves for the SNDS.
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Figure 4.2. Target, starting and LI solution V, profiles for the SNDS
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Figure 4.4. Resolution matrix from performing LI on the SNDS.
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Figure 4.5. Target, starting model and LI solution dispersion curves for the SSIS.
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Figure 4.6. Target, starting model and LI solution Vs profiles for the SSIS.
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Figure 4.8. Resolution matrix for the SSIS.
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Figure 4.10. Dispersion curves; CCEDD, starting model and LI for the ENDS.
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Figure 4.13. Resolution matrix for the ENDS.
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Figure 4.14. Weighted CCEDD for the ESIS.
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Figure 4.16. Comparison of Vs profiles of target, starting model, and LI for ESIS.
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Figure 4.18 Resolution matrix for the ESIS.
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CHAPTER 5
SIMULATED ANNEALING INVERSION AND ITS IMPLEMENTATION IN 
CONCERT WITH LINEARIZED INVERSION
5.1 Introduction
Linearized inversion accepts only updated models whose error is less than that for 
the previous model. Given an excellent starting model, linearized inversion can find the 
global minimum solution. However, if the starting model is not sufficiently close, 
linearized inversion may only find a local minimum. Linearized inversion will always 
find the minimum closest to the starting model. Obviously, this method can fail when the 
error surface has several peaks and troughs, as shown in Figure 5.1. The simulated 
annealing (SA) inversion method is an alternative inversion method designed to improve 
chances for finding the global minimum of a function (e.g.. Sen & Stoffa, 1995).
Annealing is a process for treating a metal, alloy, or other material to improve 
ductility and reduce brittleness by heating to a predetermined temperature, holding for a 
certain time, and then cooling to room temperature. The basic concepts of simulated 
annealing are derived from problems in statistical mechanics that involve the analysis of 
the properties of a large number of atoms in samples of liquid or solids. In eondensed- 
matter physics, annealing denotes a physical process in which a solid in a heat bath is 
heated up by increasing the temperature of the heat bath to a maximum value at which all 
particles of the solid arrange themselves randomly in the liquid phase, followed by
72
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cooling through slowly lowering the temperature, provided the maximum temperature is 
sufficiently high and the cooling is carried out sufficiently slowly (Laarhoven & Aarts, 
1987). The essence of the process is slow cooling.
The core of simulated annealing is a directed blind search. In optimization 
problems, a high temperature corresponds to “jumping” through very different model 
solutions, regardless of the outcome (error), while a low temperature indicates only 
accepting models that are quite close to the current or with a very similar error, usually 
smaller. A parameter known as temperature directs the search. The SA method applies 
random perturbations (within limits) to the model and checks whether the error increases 
or decreases. Updates to the current model are carried out based on probability.
A simulating aimealing (SA) method has been coded in the Engineering 
Geophysics Laboratory of the University of Nevada, Las Vegas^ by Dr. Carlos Calderôn- 
Macias. The SA method used here starts from a starting model and invokes a forward 
model as appropriate to solve the subject problem. The process requires a large number 
of iterations, perhaps thousands or tens of thousands.
Two versions of the SA method are applied in this thesis: the general SA method, 
SA-G, and the SA method for stiff-inclusion systems, SA-I. The SA-G method was 
created first, and the SA-I method is a recent modification based on the SA-G method. 
The SA-G method is for data from profiles without detailed a priori information or 
profiles not expected to have sharp stiffness contrasts. The SA-I method is for data 
expected to have stiff inclusions according to a priori knowledge. The SA-I method can 
be regarded as inserting stiff layers in the SA-G solution.
2. http://www.ce.unlv.edu/egl
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5.2 SA-G Method
5.2.1 Input Parameters
The input parameters for the SA-G method include dispersion data, starting
model, and optimization parameters. As with LI, only Vs is refined through the SA-G
method.
The optimization parameters include number of points of the dispersion data, 
iteration parameters, and temperature parameters.
There are three parameters for controlling the number of times that the forward 
model executes: the number of iterations, the number of moves per iteration, and a 
governor. The maximum number of times the forward model can execute is equal to the 
number of iterations times the number of moves per iteration. The governor is another 
parameter to control the number of times. If error from the SA-G remains constant 
(changing less than IE-12) within the number of times that the governor indicates, the 
method stops automatically.
There are two temperature parameters. The first is the starting temperature. A 
very high starting temperature means the SA-G method will “jump” all over the model 
parameter space. In other words, the SA-G method can choose basically any model 
within its prescribed ranges. Starting at a high temperature usually only makes the 
optimization slow beeause more iterations are needed. However, starting at a very low 
temperature makes the method converge to a local minimum very slowly. A starting 
temperature between 1 and 10 is usually acceptable.
The second parameter controls the speed at which the temperature approaches 
zero. A value of 1 means that the temperature remains the same for all iterations. A value
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of zero means that the SA-G method will always choose a smaller error at each iteration, 
in which case the method will rapidly find and keep a local solution.
5.2.2 Output Parameters
The output parameters include theoretical dispersion curve, error history and 
output models and statistics fimction.
The output models include final model, best model, and average model; and 
statistics. Because of the faet that the method has a random component, the program may 
pick a good solution after a few iterations. But since at this stage the temperature 
parameter is high, the simulated annealing method is still allowed to keep searching even 
if the error gets higher in a subsequent iteration. So if the method just luckily finds a good 
solution, it stores it as the best model. Once it finds a better solution it will replace it with 
the new model.
Typically, the best and final models are the same. If they are different, usually, the 
final model is picked as the solution because it reflects the entire search process.
The average model is the average result of all iterations, i.e. the addition of all 
solutions divided by the number of iterations.
The Vs range of each layer is equally divided into 30 “bins”. Each bin is assigned 
a single representative Vg value. The posterior probability fimction shows how frequently 
the Vs range for each bin was chosen as a possible solution.
The SA-G method generates an error history fimction, which records the output 
error history when applying the method. The plot of the error reflects how it varies with 
eaeh iteration. The error histories are presented for all examples illustrated later.
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5.2.3 Algorithms for Assigning Parameters
Algorithms for assigning values of the parameters of the SA-G method are 
presented in the following.
The SA-G method is presented as it would be used in a system where stiff layers 
are thought to be present, but no further detail is available.
Regarding the optimization parameters used in this thesis, the number of points 
chosen to represent the dispersion dataset is approximately 100. The number of iterations, 
number of moves, and governor are 10,000, 2, and 1000 respectively. If the error remains 
constant over 1000 iterations, the SA-G method stops automatically; otherwise it will 
stop after 20,000 iterations.
The two temperature parameters, in the order presented, are 10 and 0.97.
The SA-G method is applied two times. First, the search ranges of the Vs are set 
wide so that stiff layers can be identified. For the first run, the lower bound of the V, 
range is half of the Vg in the starting model. The upper bound of the Vg range is 2500 m/s. 
This is the maximum Vg of caliche, which is the expected stiff layer in the profile.
The second run is based on the results from the first run, specifically, on the 
posterior probability function. The Vg range for the second run is bounded by the lowest 
and highest Vg representing bins whose probability is larger than some preselected 
threshold value. For this research, the threshold value of 0.01 was chosen based on a 
parametric study. An example is given in Figure 5.2. However, if the V, range for any 
layer for the second run does not include the Vg for the starting model of the first run, the 
Vg in the starting model replaces the low or high bound of the range as appropriate.
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5.3 SA-I Method
5.3.1 Input and Output Parameters
The SA-I method includes one or more stiff layers in the starting model. This 
method will force the solution to contain a stiff layer, even if it is not actually present.
5.3.2 Algorithms for Assigning Parameters
The parameters of the SA-I method are selected in the same fashion as for the SA- 
G method except for the stiff layers in the starting model. The information for the stiff 
layers includes ranges or values for Vg, depth, thickness, density and Poisson’s ratio. The
SA-I algorithm searehes for the Vg, depth, and thickness of the stiff layer, while density
and Poisson’s ratio are fixed.
The SA-I code is only run one time because a priori information is used to narrow 
search ranges.
5.4 Examples
The algorithms for SA-G followed by LI and SA-I followed by LI are 
demonstrated through the two synthetic and two experimental examples presented 
previously.
5.4.1 Synthetic ND System
5.4.1.1 SA-G Followed by LI
The process of applying the LI method on the results of the SA-G method is 
called “SA-G+LI”.
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The Vs profiles for the target, starting model, range and results of the first run are 
shown in Figure 5.3. Because of the wide search ranges, the first run does not yield a 
good Vs fit.
The target dispersion data and TDC from the starting model and the SA-G run 1 
are shown in Figure 5.4. Compared to the starting model, the high frequency part of the 
TDC from SA does not fit well with the target dispersion data, but the DE of 231 is 
smaller than that of the starting model (DE=300). The TDC has fluctuations which do not 
match the target, especially for the high frequency part.
The error of the SA-G run 1 is plotted in Figure 5.5. The errors almost keep 
constant after 500 iterations.
From the posterior probability function and consulting the starting model of the 
SA-G run 1, the starting model for the SA-G run 2 can be determined (Table 5.1).
The Vs profiles of the target, the results of the SA-G run 1, and range and results 
of the SA-G run 2 are shown in Figure 5.6. The Vs profile from the SA-G run 2 is much
Table 5.1. The process of determining the V; ranges for SA-G run 2.
Layer
numbe
r
Low Vs bound 
from posterior 
probability 
function for SA 
G r u n t ,  m/s
High Vs bound 
from posterior 
probability 
function for SA 
G run 1, m/s
Vs profile of 
the starting 
model of the 
SA-G run 1, 
m/s
Low Vs bound 
for the starting 
model of the 
SA-G run 2, 
m/s
High Vs bound 
for the starting 
model of the 
SA-G run 2, 
m/s
1 160 2500 161 160 2500
2 172 1296 184 172 1296
3 186 2420 212 186 2420
4 210 2501 261 210 2501
5 230 2500 305 230 2500
6 253 2345 351 253 2345
7 285 2500 418 285 2500
8 326 1151 505 326 1151
Half-
space 422 2500 700 422 2500
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better than from run 1, and roughly matches the trend of the target profile. Although the 
solution contains some velocity inversions, no high-stiffness layers are indicated.
The target dispersion data and TDC from the SA-G runs 1 and 2 are shown in 
Figure 5.7. Compared to the TDC from the SA-G run 1, the TDC from run 2 matches the 
target dispersion curve much more closely, and exhibits smaller fluctuations. The DE of 
104 for run 2 is a significant improvement over the DE of 231 for run 1.
The error of the SA-G run 2 is plotted in Figure 5.8. The error almost keeps 
constant after 650 iterations.
The LI method is applied based on the starting model from the SA-G run 2.
The Vs profiles of the target, SA-G run 2 (PE=6191), SA-G+LI (PE=1561), and 
LI alone (PE=1948) are shown in Figure 5.9. The Vs profiles from SA-G+LI and LI alone 
match the target profile better than SA-G run 2. The SA-G+LI solution has minimum PE 
(1561) and is nearly identical to LI alone. All V, profiles in Figure 5.9 indicate the profile 
is nearly normally-dispersive.
The target dispersion data and TDCs from the SA-G run 2, SA-G+LI, and LI 
alone are shown in Figure 5.10. Compared to the SA-G run 2 (DE=104), both SA-G+LI 
(DE=16) and LI alone (DE=15) match the target dispersion curve very well.
5.4.1.2 SA-I Followed by LI
The process of applying the LI method on the results of the SA-1 method is called 
“SA-l+LI”.
A stiff layer is inserted in the starting model. The ranges of depth to stiff layer 
midpoint, thickness, and Vs are 2 to 6 m, 2 to 4 m, and 1000 to 2000 m/s respectively.
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The Vs profiles of the target, starting model, range and results of SA-I inversion 
are shown in Figure 5.11. The expected stiff layer is indicated although it does not exist 
in the SNDS.
The target dispersion data and TDCs from the starting model and the SA-I method 
are shown in Figure 5.12. Compared to the starting model (DE = 300), the TDC 
(DE=146) from SA-I has a good fit with the target dispersion data. However, the 
presence of the stiff layer introduces fluctuations in the dispersion curve.
The error plot of the SA-I method is plotted in Figure 5.13. The error almost 
keeps constant after 630 iterations.
The Vs profiles and PE of the target, SA-I (PE=6322), SA-l+Ll (PE=5130), and 
LI alone (PE=1948) are shown in Figure 5.14. A stiff layer is indicated by both SA-1 and 
SA-I+LI. However, in both cases, its thickness and V, are close to the minimum 
permitted. The LI following SA-I did not succeed in removing the stiff layer, layer 4, 
although it did reduce the velocity by 10%. The diagonal element for layer 4 in the 
resolution matrix is small, 0.1458 (Appendix C). This tells that the solution for layer 4 is 
very poor. However, the Vg profile from the SA-I+LI method matches the target profile 
better than that from the SA-1 method. The results of the LI method alone have the 
minimum PE by far.
The target dispersion data and TDCs from the SA-I, SA-I+LI, and LI alone are 
shown in Figure 5.15. Compared to SA-1 (DE=145), results of both SA-l+LI (DE=16) 
and LI alone (DE=15) match very well with the target profile. However, the Vg profiles 
from SA-l+LI and LI alone are quite different.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
81
To summarize results for the SNDS, the V, profiles for target, SA-G+LI, SA- 
l+LI, and LI alone are plotted in Figure 5.16. The target dispersion data and TDCs from 
SA-G+LI, SA-I+LI, and LI alone are plotted in Figure 5.17. All the TDCs fit well with 
the target. The Vg profiles for SA-G+LI and LI alone are reasonably close, nowhere 
greater than 50 m/s in error. However, the Vg profile from SA-I+LI does not mateh the 
target profile well between the depths of 2.7 to 5.4 m. The resolution matrices for the LI 
alone and SA-G+LI are good. Only one or two layers have small values, around 0.3. The 
resolution matrix of the SA-G+LI is worse than the other two. Layer 4 has a very small 
value, 0.1458. Layer 4 is the position where the stiff layer is inserted. This indicates that a 
poor fit of a layer corresponds to a small diagonal element in the resolution matrix.
5.4.2 Synthetic SI System
The same process as described above is applied on the SSIS.
5.4.2.1 SA-G Followed by LI
The Vs profiles for the target, starting model, range, and results of the SA-G run 1 
are shown in Figure 5.18. Several stiff layers are indicated by the SA-G run 1 although 
only one stiff layer exists in the target profile.
The target dispersion data and TDCs from the starting model and the SA-G run 1 
are shown in Figure 5.19. Comparing SA-G run 1 to the starting model, some parts of the 
TDC from SA-G run 1 fit far worse to the target dispersion data. Also, there are strong 
fluctuations and discontinuities in the TDC for wavelengths from 4.5 to 37 m. Still, the 
DE of 366 is smaller than that from the starting model (DE=413).
The error of the SA-G run 1 is plotted in Figure 5.20. The error almost keeps 
constant after 570 iterations.
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The starting model for the SA-G run 2 is provided in Table 5.2.
Table 5.2. The process of determining the V, ranges for SA-G run 2.
Layer
number
Low Vs bound 
from posterior 
probability 
function tor SA  
G r u n t ,  m/s
High Vs bound 
from posterior 
probability 
function tor SA 
G run 1, m/s
Vs profile ot 
the starting 
model o tthe  
SA-G run 1, 
m/s
Low Vs bound 
tor the starting 
model o tthe  
SA-G run 2, 
m/s
High Vs bound 
tor the starting 
model ot the 
SA-G run 2, 
m/s
1 156 2500 152 152 2500
2 169 2500 179 169 2500
3 195 1785 230 195 1785
4 1046 2500 410 410 2500
5 278 1351 405 278 1351
6 273 2500 394 273 2500
7 296 2500 440 296 2500
8 344 2351 540 344 2351
Half­
space 1354 2500 700 700 2500
The Vs profiles for the target, the results of the SA-G run 1, lower and upper 
bounds, and results of the SA-G run 2 are shovra in Figure 5.21. The stiff layer is fairly 
well indicated but the Vs profile does not match well with the target profile at depth. Two 
nonexistent stiff layers are indicated by the SA-G at layers 3 and 6, and the Vs of the half­
space is very large, 2500 m/s.
The target dispersion data and TDCs from the SA-G run 1 and 2 are shown in 
Figure 5.22. Compared to the TDC from the SA-G run 1, the TDC from run 2 provided a 
good fit for wavelengths less than 17.8 m, and a DE of 177 for run 2 is a significant 
improvement compared to a DE of 366 for run 1.
The error for SA-G run 2 is plotted in Figure 5.23. The error almost keeps 
constant after 550 iterations.
The Vs profiles and PEs of the target, SA-G run 2 (PE=11639), SA-G+LI 
(PE=17311), and LI alone (PE=5743) are shown in Figure 5.24. SA-G+LI properly
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
83
indicates the stiff layer but another stiff layer is also indicated at layer 6, which does not 
exist. LI alone fits the overall trend of the profile better, but it does not clearly show the 
correct thickness or stiffness of the stiff layer.
The target dispersion data and TDCs from the SA-G run 2, SA-G+Ll, and LI 
alone are shown in Figure 5.25. Compared to SA-G run 2 (DE=177), both SA-G+Ll 
(DE=50) and LI alone (DE=12) match well with the target.
5.4.2.2 SA-I Followed by LI
A stiff layer is inserted in the starting model as indicated by the SSIS. The ranges 
of depth, thickness, and Vg are 2 to 6 m, 2 to 4 m, and 1500+500 m/s respectively, when 
1500 m/s is the actual Vg of the stiff layer.
The Vg profiles of the target, starting model, range and results of the SA-1 are 
shown in Figure 5.26. A stiff layer is indicated at the depth of 5 m. The thickness and Vg 
are 2 m and 1218 m/s respectively. The layer boundaries for the solution coincidentally 
match those of the stiff layer, and at depth the solution fluctuates back and forth across 
the correct solution by roughly ±250 m/s. The Vg profile matches the trend of the Vg of 
the target profile.
The target dispersion data and TDCs from the starting model and the SA-I are 
shown in Figure 5.27. Compared to the starting model (DE=425), the TDC (DE=66) from 
SA-I code has a close fit to the target dispersion data.
The error of the SA-I is plotted in Figure 5.28. The error almost keeps constant 
after 600 iterations.
The Vg profiles of the target, SA-I (PE=9751), SA-l+LI (PE=4037), and LI alone 
(PE=5743) are shown in Figure 5.29. The stiff layer in the target profile is indieated by
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the SA-I+LI approach. The Vg profile from the SA-I+LI method matches fairly well with 
the target profile but it has artificially high Vg beneath the stiff layer. The Vg profile 
generated from LI alone also indicates the stiff layer but the Vg is too low. Below the 
depth of 10 m, the solutions of the SA-I+LI and LI alone are almost identical. Due to the 
better fit to the stiff layer, the results of the SA-l+LI approach have the minimum PE.
The target dispersion data and TDCs from the SA-I, SA-l+LI, and LI alone are 
shown in Figure 5.30. Compared to SA-G run 2 (DE=66), both SA-G+Ll (DE=9) and LI 
alone (DE=12) match nearly perfectly with the target profile.
To summarize, the Vg profiles for target, SA-G+LI, SA-I+LI, and LI alone are 
plotted in Figure 5.31. The target dispersion data and TDCs from SA-G+Ll, SA-l+Ll, 
and LI alone are plotted in Figure 5.32. All the TDCs fit well with the target but the Vg 
profiles do not match well with the target. This indicates that an excellent TDC fit does 
not always mean that an excellent Vg profile will result. The SA-I+LI method gives the 
best Vg profile. The fit from the LI alone is fair but the difference of the Vg is as much as 
750 m/s in error. The fit from the SA-G+LI is the worst. The resolution matrix of the LI 
alone is the best. However, it has two diagonal elements smaller than 0.5. The resolution 
matrix of the SA-G+LI is the worst. It has diagonal elements smaller than 0.2 for five 
layers, and one negative value, -0.0062. The resolution matrix of the SA-I+Ll is good. 
However, it has two diagonal elements less than 0.1 for the stiff layers, at the depths of 3 
to 4 m.
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5.4.3 Experimental ND Site
As little a priori information is available for the ENDS, only SA-G and then LI 
are applied. The Vg profiles of the starting model, range, and results of the SA-G run 1 
are shown in Figure 5.33. Several stiff layers are indicated.
The CCEDD and TDCs from the starting model and the SA-G run 1 are shown in 
Figure 5.34. Comparing to the TDC from the starting model (DE = 302), the high 
frequency part (less than 2 m) of the TDC from the SA-G run 1 (DE = 292) fits well with 
the CCEDD but not the low frequency. However, the TDC from the SA-G run 1 has 
fluctuations and discontinuities at the wavelength of 22 m. Although the fits are very 
different, the improvement in DE from starting model to SA-G is negligible.
The error of the SA-G run 1 is plotted in Figure 5.35. The errors almost keep 
constant after 520 iterations.
The starting model for the SA-G run 2 is given in Table 5.3.
The Vs profiles of the results of SA-G run 1 and range and results of SA-G run 2 
are shown in Figure 5.36. No significant stiff layers are indicated by SA-G. There is 
significant difference between the results of run 1 and 2. The results of run 2 are much 
more uniform.
The CCEDD and TDCs from SA-G runs 1 and 2 are shown in Figure 5.37. 
Compared to the theoretical dispersion curve from SA-G run 1, the high frequency part of 
the theoretical dispersion curve from run 2 fits quite a bit worse with the target dispersion 
curve. However, over the rest of the curve, the TDC from SA-G run 2 (DE=165) fits 
significantly better than from run 1 (DE=292) and has less fluctuation but still shows a 
major discontinuity.
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Table 5.3. The process of determining the Vg ranges for the SA-G run 2.
Layer
number
Low Vs bound 
from posterior 
probability function 
for SA-G run 1, 
m /s
High Vs bound 
from posterior 
probability 
function for SA- 
G run 1, m/s
Vs profile of 
the starting 
model of the 
SA-G run 1, 
m/s
Low Vs bound 
for the starting 
model of the 
SA-G run 2, 
m/s
High Vs bound 
for the starting 
model of the 
SA-G run 2, 
m/s
1 147 390 152 147 390
2 190 2500 179 179 2500
3 199 2500 230 199 2500
4 287 1631 410 287 1631
5 233 468 405 233 468
6 241 2188 394 241 2188
7 2187 2500 440 440 2500
8 234 468 540 234 468
Hail-
space 326 926 700 326 926
The error of the SA-G run 2 is plotted in Figure 5.38. The error almost keeps 
constant after 1030 iterations.
Summarizing, the Vg profiles of SA-G run 2, SA-G+LI, and LI alone are shown in 
Figure 5.39. The LI following SA-G serves to reduce velocity contrasts further. There are 
no stiff layers indicated for either SA-G+LI or LI alone, and the Vg profiles from SA- 
G+LI and from LI alone are very close, nowhere greater than 150 m/s in error. The 
resolution matrix of the SA-G+LI has two small values, around 0.25. The resolution 
matrix of the LI alone only has two small values, 0.2482 and 0.0219. The small values 
always correspond to the relatively stiff layers.
The CCEDD and TDCs from SA-G run 2, SA-G+LI, and LI alone are shown in 
Figure 5.40. Compared to the theoretical dispersion curve from SA-G run 2 (DE=165), 
both theoretical dispersion curves from SA-G+LI (DE=98) and LI alone (DE=101) match 
well with the CCEDD. Compared to that for the SA-G, the TDC from SA-G+LI has a 
smaller discontinuity and also fits better at short wavelength.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
87
The results of the inversion process show that the ENDS is not strictly indeed a 
normally-dispersive site, but does not contain very stiff inclusions.
5.4.4 Experimental SI Site
For the ESIS, taking advantage of a priori information, the approach of SA-I 
followed by LI is applied. For comparison, the SA-G+LI method is also applied.
5.4.4.1 SA-G Followed by LI
The Vs profiles for the target, starting model, range, and results of the SA-G run 1 
are shown in Figure 5.41. Several stiff layers are indicated by the SA-G run 1.
The target dispersion data and TDCs from the starting model and the SA-G run 1 
are shown in Figure 5.42. Compared to the starting model (DE=723), the TDC (DE=459) 
fits well with the CCEDD. However, the high frequency part of the TDC still fits poorly 
with the CCEDD.
The error of the SA-G run 1 is plotted in Figure 5.43. The error almost keeps 
constant after 1221 iterations.
The starting model for the SA-G run 2 is provided in Table 5.4.
The Vs profiles for the target, the results of the SA-G run 1, range, and results of 
the SA-G run 2 are shown in Figure 5.44. Several stiff layers are indicated by the SA-G 
run 1 and run 2 but the positions of the stiff layers are very different.
The TDCs from the SA-G runs 1 and 2 are plotted with the CCEDD shown in 
Figure 5.45. Compared to the SA-G run 1, the TDC from run 2 has surprisingly little 
improvement.
The error for SA-G run 2 is plotted in Figure 5.46. The error almost keeps 
constant after 1596 iterations.
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Table 5.4. The process of determining the Vg ranges for SA-G run 2.
Layer
number
Low Vs bound 
from posterior 
probability 
function for SA-G 
run 1, m/s
High Vs bound 
from posterior 
probability 
function for SA- 
G run 1, m/s
Vs profile of 
the starting 
model of the 
SA-G run 1, 
m/s
Low Vs bound 
for the starting 
model of the 
SA-G run 2, 
m/s
High Vs bound 
for the starting 
model of the 
SA-G run 2, 
m/s
1 2 2 6 1244 29Ü 223 1244
1 265 2500 375 265 2500
3 277 2500 403 277 ■ 2500
4 ■ ■" 267 2500 ■ 383 267 2500
6 273 1425 394 273 1425
6 276 2500 4ÜÜ 276 2500
/ 286 1660 42Ü 286 1660
s ...... 301 2500 ■ 45U 301 2500
Hait-
space 422 2500 700 422 2500
The Vg profiles of the target, SA-G run 2, SA-G+LI, and LI alone are shown in 
Figure 5.47. There is little difference between the results for SA-G run 2 and SA-G+LI. 
All Vg profiles indicate there is a stiff layer at depth of 3 m.
The CCEDD and TDCs from the SA-G run 2, SA-G+Ll, and LI alone are shown 
in Figure 5.48. Both SA-G+LI (DE=444) and LI alone (DE=444) are almost identical and 
have very little improvement. Both fits are still poor at short wavelengths compared with 
the CCEDD.
5.4.4.2 SA-I Followed by LI
Two stiff layers are inserted in the starting model after consulting the exploration 
log. According to the exploration log, there are several stiff layers in the profiles. Only 
the first two near-surface stiff layers are considered because stiff layers in the shallow 
part of the profile are often eonsidered in engineering practices, and also the surface- 
based test loses resolution with depth. For the first stiff layer, the ranges of depth,
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thickness, and Vg are 0.2 to 3 m, 0.2 to 2 m, and 1300 to 2200 m/s respectively. For the 
second stiff layer, the ranges of depth, thickness, and V, are 6 to 10 m, 0.4 to 2 m, and 
1300 to 2200 m/s respectively. All the information about the stiff layers is selected based 
on the boring logs. The depth ranges of the stiff layers roughly match the results of the 
crosshole measurement but the Vg ranges are larger than the results of the crosshole 
measurement.
The Vg profile of the target, starting model, range and results of the SA-1 method 
are shown in Figure 5.49. The two stiff layers are indicated at depths of 1 m and 8.7 m by 
the SA-I method.
The CCEDD and TDCs from the starting model and the SA-I are shown in Figure 
5.50. The TDC (DE=220) from SA-I has a good fit with the target dispersion data except 
at very high frequencies and much better than the SA-G and SA-G+Ll.
The error of the SA-I is plotted in Figure 5.51. The error almost keeps constant 
after 1260 iterations.
The Vg profiles for SA-I, SA-I+LI, and LI alone are plotted in Figure 5.52. LI 
alone only indicates one stiff layer in the profile but SA-I+LI indicates two. The depth of 
the stiff layer indicated by the LI alone is also different from the SA-I+Ll. The two stiff 
layers presented by the SA-I are kept in the SA-I+Ll solution. The second stiff layer is 
shown in the right place.
The CCEDD and TDCs from SA-I, SA-l+LI, SA-G+Ll, and LI alone are plotted 
in Figure 5.53. The fits from SA-I and SA-l+Ll are virtually identical, with DE=220 in 
both cases. As noted previously, the fits from SA-G+LI and LI alone are also virtually 
identical, with DE=444 in both cases. It is curious to note that two so different fits are
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duplicated. Also, the DE does not completely tell the story of goodness-of-fit. The fits 
from SA-I are better at short wavelengths, though still not good below 1 m. The fits from 
SA-I at wavelengths longer than 40 m are far worse than for the methods of SA-G+LI 
and LI alone.
To summarize, the Vs profiles of SA-G+LI, SA-I+LI, and LI alone, with the Vs 
profile from the crosshole data and the simplified borehole log, are shown in Figure 5.54. 
Results of LI alone and SA-G+LI have no difference greater than 450 m/s and both 
indicate one shallow stiff layer. The deeper layer is only indicated as a slight increase in 
Vs of the very thick layer at that depth. The Vs profile from SA-G+LI and LI alone has a 
stiff layer at 3 m, and the trend fits well with the crosshole measurement. However, the 
shallower stiff-layer solution of the SA-I method fits the borehole log better. The 
resolution matrix of the LI alone has small values in layers 2, 5, and half-space. The 
resolution matrix of the SA-G+LI has small values in layers 2, 3, 5, 7, and half-space.
The resolution matrix of the SA-I+LI has small values in layers 2 ,4 ,5 , and 6. In layers 2, 
5, and half-space, there are stiff layers in the profile according to the boring logs. 
According to the resolution matrices, once the SA method was performed on the 
CCEDD, more small diagonal elements of the resolution matrices would appear. Also, 
the positions of the stiff layers indicated by the inversion method were lower than their 
real levels in the soil profile indicated by the boring logs.
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5.5 Discussions
The SA and LI methods are tools for inverting seismic data. Algorithms were 
designed to apply the SA and LI methods. Through the research, appropriate parameters 
for the SA and LI methods are assigned.
Comments for applying the inversion algorithms are presented in Table 5.5.
Table 5.5 Comments for applying the inversion algorithms.
Algorithm SNDS SSIS ENDS ESIS
Starting model alone Effective Ineffective Effective Ineffective
LI alone Effective Ineffective Effective Ineffective
SA-G+LI Best solution Effective Best solution Effective
SA-I+LI Ineffective Best solution Ineffective Best solution
The SA-G method can solve the stiff-inclusion profiles and roughly indicates 
where the stiff layers are. However, the thickness, depth, and Vs of the stiff layers are not 
indicated accurately.
When applying the SA-G method on a normally-dispersive dataset, the trend of 
the Vs profile of the results matches well with the target. When applying the SA-G 
method on a stiff-inclusion dataset, the Vg profile of the results usually matches poorly 
with the target, and, regularly, more stiff layers are indicated. The results from SA-G run 
1 are always poor. The results from SA-G run 2 are also not so good.
When applying the SA-I method on the dispersion data from a normally- 
dispersive profile, the Vg profile will always contain stiff layers even if these layers do 
not actually exist in the profile. When applying the SA-I method based on a priori 
information about the stiff layers from a stiff-inclusion profile, the Vg profile of the 
results matches well with the actual profile, and the positions of stiff layers are indicated
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accurately. So, if no a priori information indicates the existence of stiff layers in the 
profile, the SA-I method should not be used.
The results from both SA-G and SA-I methods give the LI method good starting 
points, which are expected to be close to the global solution. However, if stiff layers are 
indicated by the SA-I method but they do not actually exist, the LI method cannot rectify 
the error and give the correct Vg profile. The LI method is always needed after the SA-G 
method but is not as important after the SA-I method.
For a ND profile, the results of SA-G+LI and LI alone are close, with the former 
performing slightly better.
The resolution matrix is an effective tool for evaluating the results of the 
inversion. The quality of the resolution matrices in this thesis is summarized in Table 5.6.
Table 5.6 The quality of the resolution matrices of the LI method.
ND c a se SI c a se
Sa -G+Li Good Good but low for stiff layers
SA-I+LI Poor Good but low for stiff layers
LI alone Good Good but low for stiff layers
To summarize, if the diagonal elements in the resolution matrix are close to 1, the user 
can have a relatively high confidence in the inversion results. On the other hand, if the 
diagonal elements are smaller than 0.5, the user should have a low confidence in the LI 
results and might consider checking the results using another method. However, it 
appears that the diagonal value will always be low for a stiff layer, no matter how good or 
poor the fit.
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From the algorithms, implications for engineering practice can be drawn. For a 
normally-dispersive profile, the SA-G+LI method is recommended. For a stiff-inclusion 
profile, if a priori information is available, the SA-I+LI method is recommended. For an 
unknown profile, the SA-G+LI method is recommended.
A problem in the coding of the SA-I method was encountered. The profile depth 
of the output is far smaller than that of the input. The results of the SA-I method cannot 
express the whole target profile. This “bug” in the code was fixed just as this thesis was 
being finalized.
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Figure 5.1. A hypothetical error function showing several minima. For the three 
alternative starting models, the LI method will find the global minimum only when 
starting at position 1. Others will end up in secondary minima of the error function. 
Figure modified cosmetically from Sen and Stoffa 1995, Figure 2.4.
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Figure 5.2 Illustration of the use of the posterior probability function to determine the Vs 
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Figure 5.10. SNDS, dispersion curves: target and SA-G run 2, SA-G+LI, and LI alone.
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Figure 5.12. SNDS, dispersion curves: target and the starting model and SA-I.
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Figure 5.15. SNDS, dispersion curves: target and SA-I, SA-I+LI, and LI alone.
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Figure 5.17. SNDS, dispersion curves: target and SA-G+LI, SA-I+LI, and LI alone.
0
-5
-10
-15
-20
E-25
“■-30
Q
-35
-40
■45
-50
-55
r
-a
A
6
□
-0 <]-
<L
<r
o  Target 
□ Starting model 
< Vs range 
t> Results of SA-G run 1
&
500 1000 1500
Shear Wave Velocity, m/s
2000 2500
Figure 5.18. SSIS, Vs profiles: target, starting model, ranges, and SA-G run 1.
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Figure 5.20. SSIS, error: SA-G run 1.
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Figure 5.22. SSIS, dispersion curve: target and SA G runs 1 and 2.
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Figure 5.24. SSIS, Vs profiles: target, SA-G run 2, SA-G+LI, and LI alone.
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Figure 5.25 SSIS, dispersion curves: target and SA-G run 2, SA-G+LI, and LI alone.
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Figure 5.26. SSIS, Vs profiles: target, starting model, ranges, and SA-I.
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Figure 5.29. SSIS, Vs profiles: target, SA-I, SA-I+LI, and LI alone.
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Figure 5.30. SSIS, dispersion curves: target and SA-I, SA-I+LI, and LI alone.
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Figure 5.31. SSIS, Vs profiles: target, SA-G+LI, SA-I+LI, and LI alone.
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Figure 5.32. SSIS, dispersion curves: target and SA-G+LI, SA-I+LI, and LI alone.
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Figure 5.34. ENDS, dispersion curves: target and starting model and SA-G run 1.
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Figure 5.36. ENDS, Vs profiles: target, SA-G run 1, ranges for SA-G run 2, and SA-G 
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Figure 5.42. ESIS, dispersion curves: target and starting model and SA-G run 1.
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Figure 5.47. ESIS, V, profiles: SA-G run 2, SA-G+LI, and LI alone.
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Figure 5.48. ESIS, dispersion curves: CCEDD and SA-G run 2, SA-G+LI, and LI alone.
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Figure 5.50. ESIS, dispersion curves; CCEDD, starting model, and SA-I.
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Figure 5.52. ESIS, Vs profiles: SA-I, SA-H-LI, and LI alone.
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CHAPTER 6 
PARAMETRIC STUDIES
6.1 Introduction
In this chapter, several parametric studies are presented. They include: number of 
layers for starting model, effects of stiff layer, jump for SA method, weighting for 
dispersion data, and the relationship between the maximum wavelength in dispersion data 
and the profile depth. The objective of the parametric studies is to study how the 
parameters affect the inversion.
6.2 Number of Layers
The effect of choice of number of layers is studied for the two synthetic profiles 
introduced in Chapter 3. In Chapter 3, only 8-layer starting models are generated. In this 
layering study, 4-, 12-, and 20-layer starting models are also generated by using the same 
method described in Chapter 3. In the exponential function that is used to generate layer 
geometry (Equation 3.2), values of constant c are selected as 1.1, 1.3, and 1.5. The DEs 
between the TDC from each starting model and the target dispersion data are given in 
Table 6.1.
For the synthetic stiff-inclusion system, the minimum DE corresponds to the 8- 
layer model. For the synthetic ND system, the 4-layer is the best. The DE of the 8-layer is
123
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close to that of the 4-layer. However, because an 8-layer system can reflect the 
complexities of a profile better than a 4-layer system can, the 8-layer model was selected.
Table 6.1 DEs for each potential starting model.
Number of 
layers
Synthetic normally-dispersive system Synthetic stiff-inclusion system
0= 1 .1 0 = 1.3 0 = 1.5 0 = 1.7 c = 1.1 c = 1.3 c = 1.5 c = 1.7
4 352 323 290 345 1363 511 428 423
8 315 300 308 301 499 451 413 457
12 359 356 357 370 535 483 456 491
20 348 360 359 355 520 472 477 485
6.3 Stiff Layer Study
In this study, the effect of thickness, depth, and Vs of the stiff layer on the 
dispersion data is illustrated.
6.3.1 Effect of Thickness
A 4.9-m deep background profile consisting of two layers plus half-space is 
created for this study. The first and second layers represent silty sand and clay, 
respectively. The stiff layer is inserted between the first and second layers. This layer 
represents caliche. The properties of each layer are given in Table 6.2.
Table 6.2 The properties of soil layers for the parametric study of effect 
of thickness of the stiff layer on the dispersion curves.
Layer number Soil type Vg, m /s Density, kg/m^ Poisson's ratio
1 Silty sand 200 1500 0.3
2 Caliche 1500 2500 0.3
3 Clay 400 1500 0.3
Half-space Clay 600 1500 0.3
The thickness of the stiff layer is increased from 0 to 3 m in a 0.4 m step, but the
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depth of the profile remains constant. Thus 9 synthetic profiles are obtained. The 
geometries of the profiles are shown in Table 6.3.
125
Table 6.3 Profiles for studying effect of the thickness of the stiff 
layer on the dispersion curves.
Thickness of each layer, m
Layer Profile Profile Profile Profile Profile Profile Profile Profile Profile
num ber 0 1 2 3 4 5 6 7 8
1 1.8 1.7 1.5 1.3 1.1 0.9 0.7 0.5 0.3
2 0 0.2 0.6 1 1.4 1.8 2.2 2.6 3
3 3.1 3 2.8 2.6 2.4 2.2 2 1.8 1.6
Half­
space
Forward modeling is performed on the 9 profiles to obtain TDCs. The TDCs are 
plotted in Figure 6.1.
This parametric study shows that the thickness of the stiff layer significantly 
affects the dispersion curves, especially for thicknesses greater than 0.2 m. There are 
some singularities in the curves. These were caused by the large velocity contrasts in the 
profile.
6.3.2 Effect of Depth
In this case, synthetic profiles consisting of 5 layers plus half-space are created. In 
these profiles, the third layer is a stiff layer. For the stiff layer, two thicknesses, 0.5 and
1.4 m, are tested. The properties of each layer for the two cases are shown in Tables 6.4 
and 6.5.
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Table 6.4 Profiles for studying effect of the depth of the stiff layer (thickness=0.5 m) 
on the dispersion curves.
Layer
number
Mechanical properties Layer thickness, m
Vg, m/s
Density,
kg/m^
Poisson's
ratio
Profile
1
Profile
2
Profile
3
Profile
4
Profile
5
Profile
6
1 200 1500 023 1.8 1.8 1.8 1.8 1.8
2 3ÜÜ 1500 U.3 0 0.5 1 1.5 2 2.5
■6 1büü 2500 0:3 0.5 0.5 0.5 D':5 0.5 0.5
4 3ÜÜ 1500 0:3 2.5 2 1.5 1 0.5 0
5 4ÜÜ 1500 0.3 2 2 2 2 T ~ 2
Half­
space 600 1500 0.3 ; ■
Table 6.5 Profiles for studying effect of the depth of the stiff layer (thiekness=1.4) 
on the dispersion curves.
Mechanical properties Layer thickness, m
Layer Density, Poisson's Profile Profile Profile Profile Profile Profile
number Vj, m/s kg/m^ ratio 1 2 3 4 5 6
1 200 1500 0.3 1.8 1.8 1.8 1.8 1.8 1.8
2 300 1500 0.3 0 0.5 1 1.5 2 2.5
3 1500 2500 0.3 1.4 1.4 1.4 1.4 1.4 1.4
4 300 1500 0.3 2.6 2.1 1.6 1.1 0.6 0.1
5 400 1500 0.3 2 2 2 2 2 2
Mair-
space 600 1500 0.3
Forward modeling is performed on the profiles to obtain TDCs. The TDCs are 
plotted in Figures 6.2 and 6.3. The figures indicate that the position of the stiff layer in 
the profile has an effect on the dispersion curve, but it is smaller than the effect of the 
thickness of the stiff layer. As the depth of the stiff layer in the profile increases, the 
dispersion curves have more fluctuations.
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6.3.3 Effect of the V, of the Stiff Layer on the Dispersion Curve
In this case, a synthetic profile consisting of 4 layers plus half-space is created. In 
the profile, the second layer is a stiff layer. The Vs of the stiff layer varies from 1500 to 
4000 m/s in steps of 500 m/s. For the stiff layer, two thicknesses, 0.4 and 1.0 m are 
tested. The properties of the profiles for the two cases are shown in Table 6.6 and 6.7.
Table 6.6 The properties of the profiles for studying effect of the Vs of the stiff layer 
(thiekness=0.4 m) on the dispersion curves.
Layer
num ber
Mechanical properties Vs, m/s
Thickness,
m
Density,
kg/m^
Poisson's
ratio
Profile
1
Profile
2
Profile
3
Profile
4
Profile
5
Profile
6
1 1.8 1500 0.3 200 200 200 200 200 200
2 0.4 2500 0.3 1500 2000 2500 3000 3500 4000
3 3 1500 0.3 300 300 300 300 300 300
4 2 1500 0.3 400 400 400 400 400 400
Half-
space 1500 0.3 600 600 600 600 600 600
Table 6.7 The properties of the profiles for studying effect of the Vs of the stiff layer 
(thickness=1.0 m) on the dispersion curves.
Layer
number
Mechanical properties V s , m/s
Thickness,
m
Density,
kg/m^
Poisson's
ratio
Profile
1
Profile
2
Profile
3
Profile
4
Profile
5
Profile
6
1 1.8 1500 0.3 200 200 200 200 200 200
2 1 2500 0.3 1500 2000 2500 3000 3500 4000
3 3 1500 0.3 300 300 300 300 300 300
4 2 1500 0.3 400 400 400 400 400 400
Half­
space 1500 0.3 600 600 600 600 600 600
Forward modeling is performed to obtain TDCs for each profile. The TDCs are 
plotted in Figures 6.4 and 6.5. The figures indicate that the Vs of the stiff layer in the 
profile affects the dispersion curve. As the Vs increases, the amplitude of the anomaly in 
the dispersion curve increases.
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6.3.4 Discussion
Compared to the depth and Vs of the stiff layer, the thickness has a relatively 
strong effect on the dispersion curve. The depth and Vs of the stiff layer have almost 
equal effects on the dispersion curves. This implies that it will be easier to resolve layer 
thickness than layer depth and Vs, and in a solution, the user will have more confidence 
in layer thickness than depth and Vs. This observation is supported in the results from the 
ESIS described in Chapter 5, where the thickness is solved but the depths and velocities 
of the stiff layers deviate somewhat from their actual elevations as shown in the borehole 
logs.
According to this parametric study, when a user applies the SA-I method, the V; 
and depth of the stiff layers should be set carefully because the inversion process won’t 
help much with them. The user can have higher confidence in layer thickness provided 
through inversion.
6.4 Jump Study for SA Method
The jump study is performed by applying the SA-G method one time on 
dispersion data from the synthetic stiff-inclusion system. When applying the SA-G 
method, jumps of 0.1, 0.2, 0.4, 0.6, and 0.8 are used. The other input parameters and 
running procedure are the same as discussed for the first run of the SA-G process 
presented in Chapter 5. The TDCs and DEs, and Vs profiles and PEs from the SA-G 
method are shown in Figures 6.6 and 6.7. Both TDCs and Vs profiles corresponding to 
different jumps vary widely. No consistency in variation of DE and PE can be discerned. 
Although the smallest DE corresponds to the jump of 0.1, the smallest PE corresponds to
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the jump of 0.8. Thus, this study was considered to be inconclusive. Considering that it is 
best that the search within the Vs range of each layer should be not too fast and not too 
slow, a default value for jump was selected as 0.2.
6.5 Weighting Study
The objective of the weighting study is to study the effect of applying weights to 
the dispersion data on the inversion results. The motivation for this study was to fit the 
dispersion curve better by applying unequal weights on different parts of the dispersion 
curve. Relatively large weights are applied to the short wavelength portion of the 
dispersion data so that the inversion method can solve this portion better.
This parametric study uses the CCEDD from the ESIS described in previous 
chapters. The starting model has 8 layers plus half-spaee. A single run of the SA-G 
method, as described in Chapter 5, is invoked. Only the weights of the CCEDD are 
modified; the other parameters and the running procedure are kept the same for each 
experiment. The weighting factors, ratios of maximum to minimum weight for the 
CCEDD, are 1, 20, and 60. A weighting factor of 1 means that there are equal weights for 
each data point in the CCEDD. The value of 20 or 60 means that from the high frequency 
part to the low fi-equency part of the CCEDD, the data points are weighted linearly from 
20 or 60 to 1 respectively.
The final TDCs and DEs for each experiment are shown in Figure 6.9. The 
experiment with the weighting factor of 20 has the best fit with the CCEDD (DE=314). 
The final Vs profiles for each experiment are shown in Figure 6.8. Compeired to the 
boring log and the crosshole measurements (Figure 5.54), the experiment with the
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weighting factor of 20 has the most reasonable V, profile. However, the desired goal of 
the weighting study was not fulfilled in that not much improvement occurred in fitting the 
short-wavelength portion of the CCEDD.
This study indicates that the weighting of the data points in the dispersion curve 
does affect the results from the inversion process. However, in the example studied, the 
fits did not get better until the SA-I method was performed. For the example studied, the 
inversion process gave best results when the ratio of the maximum to the minimum 
weight in the dispersion data was equal to 20.
6.6 Number of Iterations Study
Another parametric study was aimed at selecting reasonable values for number of 
iterations, number of moves, and iteration governor for the SA method. The number of 
times that forward modeling executes when applying the SA method for the examples 
described in Chapter 5 are given in Table 6.8.
Table 6.8 Number of times that forward modeling executes when 
applying the SA method.
Profiles
Number of times
SA-G run 1 SA-G run 2 SA-I method
SNDS 2662 1995 2196
SSIS 1569 2159 2849
ENDS 2475 2034 N/A
ESIS 4441 3748 3068
From Table 6.9, the numbers of times the forward modeling executes are less than 
5000 for all cases. In this research, the maximum number of times the forward modeling 
would be permitted to execute is 20,000. Therefore, this limit did not influence the
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quality of the outcome. In the SA method, the experimental cases need 1000 times more 
to converge than the synthetic cases (around 2200 times), probably because the 
experimental data are more scattered than the synthetic data.
The error plots in Chapter 5 show that before some number of iterations (usually 
less than 1000), the errors vary sharply but they quickly become stable after this number. 
So, the value of 1000 is appropriate for use as the iteration governor, which in every 
example case controlled the actual number of times that forward modeling executed.
6.7 Maximum Wavelength Study
The relationship between the maximum wavelength in the dispersion data and the 
profile depth was also investigated. The synthetic stiff-inelusion system presented in 
Chapter 2 is used as the target in this study. Synthetic dispersion data are generated by 
using four different maximum wavelengths as shown in Table 6.9. The maximum 
wavelength is the profile depth of the synthetic stiff-inclusion profile times a multiplier 
(M).
Table 6.9 Four experiments for the maximum wavelength study.
Experiment
num ber
Profile depth, 
m
Multiplier
(M)
Maximum wavelength of 
synthetic dispersion data, m
1 43 2 86
2 43 3 129
3 43 5 215
4 43 10 430
The LI method is applied on the four experiments using the same starting model 
described in Chapter 3. The TDCs and DEs, and Vs profiles and PEs for each experiment 
are shown in Figures 6.10 and 6.11 respectively. Both TDCs and Vs profiles indicate that
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a multiplier M of 5 gives the best results (DE=11 and PE=5453 respectively). The results 
for both M=5 and M=10 are markedly better than for M=2 and M=3. However, the 
results for M=5 and M=10 have little difference. For the example studied, setting M=5 
achieves the optimum balance between accuracy and efficiency.
6.8 Starting Model Study
The effect of the starting model on the inversion is studied in this study. The 
synthetic stiff-inclusion system was used for this study. The LI and SA-I methods are 
applied based on the detailed starting model from Chapter 3 and a simple starting model. 
The simple starting model has the same properties as the detailed starting model except 
for the uniform Vs for each layer.
The Vs profiles of target, detailed and simple starting models, and results from 
applying the LI method are shown in Figure 6.12. The dispersion curves are plotted in 
Figure 6.13. The V, results from the detailed starting models are slightly better. The 
TDCs from all starting models are virtually identical.
The Vs profiles of target, potential and simple starting models, and results from 
applying the SA-I method are shown in Figure 6.14. The target and TDC of the SA-I 
method are plotted in Figure 6.15. The TDCs based on the detailed and simple starting 
models are very close. The TDC from the detailed starting model fits better at short 
wavelengths, and the TDC from the simple starting model fits better at long wavelengths, 
but the DEs are the same. The Vs profile developed from the simple starting model 
(PE=4101) actually fits better than that developed from the detailed starting model 
(PE=9571).
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The starting model study shows that the same inversion process applied to 
different starting models can generate different results. In the example studied, the 
detailed starting model had no advantage compared to the simple starting model. This 
implies that the inversion method is robust. In any ease, the detailed starting model is 
always preferred because it can reflect the profile in more detail. This improves the 
chance of finding the correct solution in the ease that multiple TDC fits exist.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
134
600
500
■i 400
C J
_o
>01>
300
g)
>1cccr
200
100
10 '
S tiff laye r th ickn e ss= 0  m 
S tiff layer th ic k n e s s = 0 .2 m 
S tiff layer th ic k n e s s = 0 .6 m 
S tiff laye r th ickn e ss= 1 .0  m 
S tiff layer th ic k n e s s = 1 .4 m
10 10 10
U
0)
>
s
. cg]
A
05CH
900
800
700
600
500
400
300
200
100
S tiff layer th ickn e ss= 0  m 
S tiff layer th ic k n e s s = 1 .8 m 
S tiff layer th ic k n e s s = 2 .2 m 
S tiff layer th ic k n e s s = 2 .6 m 
S tiff layer th ickn e ss= 3 .0  m
10 10 10
W ave leng th , m
10
Figure 6.1 The TDCs illustrating the effect of the thickness of the stiff layer.
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Figure 6.2 TDCs illustrating the effect of the depth of the stiff layer (thickness=0.5 m).
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Figure 6.3 TDCs illustrating the effect of the depth of the stiff layer (thickness=1.4 m).
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Figure 6.4 TDCs illustrating the effect of the shear wave velocity of the stiff layer 
(thickness=0.4 m).
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Figure 6.5 TDCs illustrating the effect of the shear wave velocity of the stiff layer 
(thickness=1.0 m).
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Figure 6.6 TDCs and DEs corresponding to different values of jump for SA-G.
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Figure 6.7. Vs profiles and PEs corresponding to different values of jump for SA-G.
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Figure 6.10 TDCs for for maximum wavelength study.
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Figure 6.13. Starting model study, dispersion curve: target, and from LI.
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CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS
7.1 Conclusions
In this research, algorithms were developed for investigating simple and complex 
soil profiles through applying inversion methods to seismic surface wave data. The 
algorithms were tested using two synthetic systems and two experimental sites. For each 
pair, one normally-dispersive system and one system containing a stiff inclusion, 
representative of cemented deposits in desert settings, were chosen.
A flow chart summarizing the applications of the inversion methods in 
engineering practice is presented in Figure 7.1.
Detailed findings are catalogued below.
7.1.1 Inversion Algorithms
> The exponential function is recommended to create layer geometries that are 
appropriate for inverting data that have been collected on the ground surface.
> When the soil profile is normally dispersive, the Vs profile of the starting model 
will be in reasonably good agreement with the actual Vs profile. For more complicated 
profiles, such as those containing stiff inclusions, the starting model is not adequate to 
stand alone as rough method of inversion, but it provides a good starting point for a more 
sophisticated inversion method.
143
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
144
> The Dispersion Error (DE) is introduced as a means to quantify the difference 
between two dispersion curves.
>  The Profile Error (PE) is introduced as a means to quantify the difference between 
two Vs profiles.
>  The DE is not a standalone measure. A low DE does not necessarily mean a good 
Vs solution because of the potential for multiple Vs profiles representing equally good 
theoretical dispersion curve (TDC) fits. Prior knowledge about the site should also be 
considered.
> In the cases tested, when used alone, the Linearized Inversion (LI) method always 
generated Vs profiles whose trends match the true profiles. The TDCs from the LI method 
always fit well with the dispersion data. However, for a stiff-inclusion profile, the stiff 
layers were not indicated clearly.
> The resolution matrix of the LI method can reflect the quality of the results. If the 
diagonal elements of the resolution matrix are close to 1, one can have high confidence in 
the results. If one or more diagonal elements of the resolution matrix are smaller than 
about 0.5, one might have low confidence in the results for the layers represented by 
those low numbers. However, for the stiff layer, even when the fit is good, the diagonal 
element of the resolution matrix is still small.
> A two-step process of performing Simulated Annealing (SA) twice, followed by 
LI, is recommended for the purpose of finding stiff layers in profiles for which little prior 
information is known. A wide search range for V, is given in the first step. This is called 
the general SA (S A-G) method. The second Vs search range is narrowed by use of the 
posterior probability function from the first step.
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> The general SA method (SA-G) usually generates Vs profiles that are far from the 
actual profile. When the SA-G method is applied on a stiff-inclusion profile, the 
thiekness, depth, and Vs of the stiff layers are not indicated accurately at the end of the 2- 
step process. However, the process does result in a Vs profile that contains the stiff layers. 
This Vs profile is a good basis for the LI method. The SA-G+LI method can refine the 
result and gives a better result than the LI method alone.
> In the cases tested, the SA method for stiff-inelusion systems (SA-I) can yield a 
good Vs profile if based on adequate a priori information. This is true even when the 
TDC does not have a close fit with the experimental dispersion data.
> If no a priori information indicates the existence of stiff layers in the profile, the 
SA-I method should not be applied because it will yield stiff layers that do not exist.
> If stiff layers that do not actually exist are indicated by the SA-I method, the LI 
method following cannot rectify the error to give a eorrect Vs profile.
> In the cases tested, the SA-G method followed by the LI method always yielded 
acceptable results.
> In the cases tested, it was noted that there is never any harm done in applying the 
LI method after the SA method.
> An excellent TDC fit does not always correspond to a correct Vs profile.
> Differential weights can be applied to dispersion data to emphasize different parts 
of a profile. For the example case studied, the inversion process gave best results when 
the maximum divided by the minimum weight is equal to 20.
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> For the stiff inclusion case studied, the optimum profile depth is recommended as 
the maximum wavelength in the experimental dataset divided by 5. Smaller factors yield 
higher efficiency but lose resolution.
> The depth and Vs of a stiff layer have almost equal effect on the dispersion 
curves. Compared to these, the thickness has a strong effect. Thus, the Vs and depth of 
the stiff layers should be set carefully, and the user can have higher confidence in layer 
thickness provided through inversion than in depth or velocity.
7.1.2. Crosshole Measurements
> To enhance the quality of crosshole data interpretation, the crosshole data can be 
filtered in the frequency domain. The filtering process clearly can enhance picking first 
arrivals of the P- and S- waves.
> In boreholes as shallow as 30 m, drilled using industry standards for care, the 
deviations from vertical can be very high. If not taken into account, possible error of Vs 
and Vp can reach to 19%.
> For a site containing stiff inclusions, the Vs and Vp for source to near geophone 
are selected to best represent direct transmission velocities, as opposed to interval 
measurements, when there is high chance that refraction will occur over the long distance 
between the source and the far geophone.
> When determining Vp and Vg from crosshole data, the possible errors from 
sampling rate and data ambiguities can result in errors in velocity estimates on the order 
of 30%, in a fairly conservative situation.
> When measuring at 1-m depth increments, the depths of stiff layers indicated by 
crosshole measurements can vary by ±lm  from the positions recorded in drilling logs.
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> A reasonable representative value of Poisson’s ratio for a desert soil profile 
consisting of sand, gravel, and clay layers is 0.4. A reasonable representative value of 
Poisson’s ratio for caliche is 0.25. For the case studied, the Poisson’s ratio for all layers 
ranges from 0.14 to 0.49, and the ground water table does not have a consistent effect on 
the Poisson’s ratio of the soil.
7.1.3 Observations Regarding Cemented Lenses in Desert Soils
Investigations of a desert site in Las Vegas, Nevada revealed four cemented zones 
scattered between depths of 1 to 30 m. Their thicknesses varied from 0.5 to 1 m, and their 
Vs reached up to 1500 m/s. As mentioned in the previous section, a reasonable value of 
Poisson’s ratio was found to be 0.25. Of the four cemented layers investigated, only one 
layer appeared consistently in three boreholes spaced 3 m apart. The other three layers 
only appeared in two neighboring boreholes. This indicates the erratic continuity of the 
caliche lenses.
7.2 Recommendations for Future Research
> The algorithms of the inversion methods introduced in this research should be 
automated, to reduce error and increase speed.
> Means to quantify uncertainty of results from applying the inversion method 
should be enhanced.
>  The inversion method introduced in this research was only applied on one­
dimensional profiles. Two- or three-dimensional profiles should be targeted in further 
research.
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> Methods to improve the algorithms for the SA method to generate results even 
closer to actual profiles should be sought. Algorithms for determining Vs search ranges 
for the SA method should be improved.
> In the LI method, the resolution matrix reflects the quality of the results. The 
relation of the values of the diagonal elements to the results should be studied further.
> The inversion methods should be applied on different experimental profiles with a 
priori information. Through the process, more useful algorithms and applications are 
expected.
> The jump for SA method was selected as 0.2 in this research. However, the jump 
study did not indicate that a value of 0.2 was the best choice. Further research should be 
performed to validate or revise the preferred value of the jump parameter.
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Figure 7.1 Recommendations for applying the SA and LI inversion methods in 
engineering practice.
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APPENDIX A 
CROSSHOLE MEASUREMENTS AT THE LVSP SITE
This appendix contains the borehole directional survey data and results of the 
crosshole measurements at the area north of the reservoir at the LVSP site.
The plots of the results of crosshole measurements include an example plot of 
data from all three components (two orthogonal horizontal, and one vertical) for one 
depth, and the plots of all vertical data: single-stack data from night hours, multiple-stack 
data from night hours, single-stack data from daytime, and multiple-stack data from 
daytime.
The plots from half-meter increments for picking P- and S- wave arrivals are 
presented separately.
The travel time picks from multiple stack data are tabulated with corresponding 
velocities and Poisson’s ratios.
Directional survey data were interpreted by Ms.Theresa Gaisser and Mr. Issa
Lutfi.
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P A G E: 1  D A T E : 8 - 2 2 - 2 0 0 0
T A B L E : 1
H O L E : R E S E R V O IR  # 1  
L O C A T IO N : RES
M A G N E T IC  D E C L IN A T IO N ;  1 3 . 5 E
CABLE T R U E D R IF T D R IF T B E A R IN G  C O O R D IN A TE S
D E P T H D E P T H CLOSURE AN G LE D IR E C T IO N NO RTH SO UTH E A S T W EST
E L E V . ( f t ) ( f t ) ( f t ) (c le g ) (d e g ) ( f t ) ( f t ) ( f t ) ( f t )
. 0 . 0 . 0 0 . 0 . 4 1 8 3 . 0 0 . 0 0
- 3 . 0 3 . 0 3 . 0 0 . 0 . 2 3 5 9 . 0 1 . 0 0
- 6 . 0 6 . 0 6 . 0 0 . 0 . 7 7 9 . 0 2 . 0 4
- 9 . 0 9 . 0 9 . 0 0 . 1 . 5 6 6 . 0 3 . 0 6
- 1 2 . 0 1 2 . 0 1 2 . 0 0 . 1 1 . 0 3 8 . 0 7 . 0 9
- 1 5 . 0 1 5 . 0 1 5 . 0 0 . 2 . 9 6 2 . 0 9 . 1 3
- 1 8  . 0 1 8 . 0 1 8 . 0 0 . 2 1 . 4 4 3 . 1 5 . 1 8
- 2 1 . 0 2 1 . 0 2 1 . 0 0 . 3 1 . 2 3 9 . 2 0 . 2 2
- 2 4 . 0 2 4 . 0 2 4 . 0 0 . 4 1 . 3 3 8 . 2 5 . 2 6
- 2 7 . 0 2 7 . 0 2 7 . 0 0 . 4 1 . 0 3 8 . 2 9 . 2 9
- 3 0 . 0 3 0 . 0 3 0 . 0 0 . 5 1 . 4 5 0 . 3 4 . 3 5
- 3 3 . 0 3 3 . 0 3 2 . 9 9 . 6 1 . 6 4 6 . 4 0 . 4 1
- 3 6 . 0 3 6 . 0 3 5 . 9 9 . 7 1 . 9 4 0 . 4 7 . 4 7
- 3 9 . 0 3 9 . 0 3 8 . 9 9 . 8 2 . 0 4 9 . 5 4 . 5 5
- 4 2 . 0 4 2 . 0 4 1 . 9 9 . 9 2 . 2 4 3 . 6 3 . 6 3
- 4 5 . 0 4 5 . 0 4 4 . 9 9 1 . 0 2 . 1 4 5 . 7 1 . 7 1
- 4 8 . 0 4 8 . 0 4 7 . 9 8 1 . 1 2 . 1 4 5 . 7 9 . 7 8
- 5 1 . 0 5 1 . 0 5 0 . 9 8 1 . 2 2 . 4 4 8 . 8 7 . 8 8
- 5 4 . 0 5 4 . 0 5 3 . 9 8 1 . 4 2 . 2 5 0 . 9 5 . 9 6
- 5 7 . 0 5 7 . 0 5 6 . 9 8 1 . 4 1 . 5 5 1 1 . 0 0 1 . 0 2
- 6 0 . 0 6 0 . 0 5 9 . 9 8 1 . 5 1 . 6 3 4 1 . 0 7 1 . 0 7
- 6 3 . 0 6 3 . 0 6 2 . 9 8 1 . 6 1 . 5 3 5 1 . 1 3 1 . 1 2
- 6 6 . 0 6 6 . 0 6 5 . 9 8 1 . 7 1 . 4 2 9 1 . 1 9 1 . 1 5
- 6 9 . 0 6 9 . 0 6 8 . 9 7 1 . 7 1 . 6 3 3 1 . 2 6 1 . 2 0
- 7 2 . 0 7 2 . 0 7 1 . 9 7 1 . 8 1 . 8 3 0 1 . 3 5 1 . 2 4
- 7 5 . 0 7 5 . 0 7 4 . 9 7 1 . 9 1 . 6 2 7 1 . 4 2 1 . 2 8
- 7 8 . 0 7 8 . 0 7 7 . 9 7 2 . 0 1 . 6 1 3 1 . 5 0 1 . 3 0
- 8 1 . 0 8 1 . 0 8 0 . 9 7 2 . 1 1 . 7 1 1 1 . 5 9 1 . 3 1
- 8 4 . 0 8 4 . 0 8 3 . 9 7 2 . 1 1 . 5 1 1 1 . 6 7 1 . 3 3
- 8 7 . 0 8 7 . 0 8 6 . 9 7 2 . 2 1 . 1 1 0 1 . 7 3 1 . 3 4
- 9 0 . 0 9 0 . 0 8 9 . 9 7 2 . 2 1 . 1 2 3 1 . 7 8 1 . 3 6
- 9 3 . 0 9 3 . 0 9 2 . 9 7 2 . 3 1 . 4 1 5 1 . 8 5 1 . 3 8
- 9 6 . 0 9 6 . 0 9 5 . 9 6 2 . 4 2 . 2 3 1 . 9 6 1 . 3 8
- 9 9 . 0 9 9 . 0 9 8 . 9 6 2 . 5 2 . 1 4 2 . 0 7 1 . 3 9
N E T  B E A R IN G  = 3 3 . 8
Figure A l. Borehole directional survey-borehole C.
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Figure A2. Borehole directional survey-borehole C (cont.).
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Figure A3. Borehole directional survey-borehole C (cont.).
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PAGE; 1  DATE: 8 - 2 2 - 2 0 0 0
TABLE: 2
HOLE: RESERVOIR #2  
LO CATIO N: RES 
MAGNETIC D E C L IN A T IO N : 1 3 . 5E
CABLE TRUE D R IF T D R IF T BEARING COORDINATES
DEPTH DEPTH CLOSURE ANGLE D IR E C T IO N NORTH SOUTH EAST WEST
ELEV . ( f t ) ( f t ) ( f t ) (d e g ) (d e g ) ( f t ) ( f t ) ( f t ) ( f t )
. 0 . 0 . 0 0 . 0 . 3 29 2 . 0 0 . 0 0
- 3 . 0 3 . 0 3 . 0 0 . 0 . 1 20 3 . 0 0 . 0 0
- 6 . 0 6 . 0 6 . 0 0 . 0 . 4 1 0 1 . 0 1 . 0 2
- 9 . 0 9 . 0 9 . 0 0 . 0 . 5 81 . 0 0 . 0 4
- 1 2 . 0 1 2 . 0 1 2 . 0 0 . 0 . 1 2 2 9 . 0 1 . 0 4
- 1 5 . 0 1 5 . 0 1 5 . 0 0 . 0 . 3 2 6 5 . 0 1 . 0 2
- 1 8 . 0 1 8 . 0 1 8 . 0 0 . 0 . 2 2 1 5 . 0 2 . 0 2
- 2 1 . 0 2 1 . 0 2 1 . 0 0 . 0 . 4 2 3 1 . 0 3 . 00
- 2 4 . 0 2 4 . 0 2 4 . 0 0 . 0 . 4 26 8 . 0 3 . 0 2
- 2 7 . 0 2 7 . 0 2 7 . 0 0 . 1 . 7 2 8 4 . 0 2 . 0 5
- 3 0 . 0 3 0 . 0 3 0 . 0 0 . 1 . 8 2 9 1 . 0 1 . 0 9
- 3 3 . 0 3 3 . 0 3 3 . 0 0 . 1 1 . 2 3 0 7 . 0 3 . 1 4
- 3 6 . 0 3 6 , 0 3 6 . 0 0 . 2 1 . 5 33 0 . 1 0 . 1 8
- 3 9 . 0 3 9 . 0 3 9 . 0 0 . 3 1 . 6 3 3 2 . 1 7 . 2 2
- 4 2 . 0 4 2 . 0 4 1 . 9 9 . 4 1 . 8 3 3 1 . 2 5 . 2 7
- 4 5 . 0 4 5 . 0 4 4 . 9 9 . 4 1 . 4 3 3 0 . 3 1 . 3 1
- 4 8 . 0 4 8 . 0 4 7 . 9 9 . 5 1 . 6 3 1 5 . 3 7 . 3 7
- 5 1 . 0 5 1 . 0 5 0 . 9 9 . 6 1 . 4 3 2 0 , 43 , 4 1
- 5 4 . 0 5 4 . 0 5 3 . 9 9 . 7 1 . 4 3 1 4 . 4 8 . 4 7
- 5 7 . 0 5 7 . 0 5 6 . 9 9 . 7 1 . 2 3 1 1 . 52 . 5 2
- 6 0 . 0 6 0 . 0 5 9 . 9 9 . 8 1 . 2 3 0 8 . 5 6 . 5 7
- 6 3  . 0 6 3 . 0 6 2 . 9 9 . 8 1 . 0 3 0 4 . 59 . 6 1
- 6 6 . 0 6 6 . 0 6 5 . 9 9 . 9 . 9 293 . 6 1 . 6 5
- 6 9 . 0 6 9 . 0 6 8 . 9 9 . 9 . 6 2 8 0 . 6 1 . 6 8
- 7 2 . 0 7 2 . 0 7 1 . 9 9 . 9 . 5 2 6 8 . 6 1 . 7 1
- 7 5 . 0 7 5 . 0 7 4 . 9 9 1 . 0 . 6 343 . 6 4 , 7 2
- 7 8 . 0 7 8 . 0 7 7 . 9 9 1 . 0 1 . 0 32 7 . 6 8 , 7 5
- 8 1 . 0 8 1 . 0 8 0 . 9 9 1 . 1 1 . 6 3 4 0 . 7 6 . 7 8
- 8 4 . 0 8 4 . 0 8 3 . 9 9 1 . 2 1 . 7 33 2 . 8 4 . 8 2
- 8 7 . 0 8 7 . 0 8 6 . 9 8 1 . 3 1 . 8 33 7 . 9 3 . 8 6
- 9 0 . 0 9 0 . 0 8 9 . 9 8 1 . 3 1 . 5 32 8 . 9 9 . 9 0
- 9 3 . 0 9 3 . 0 9 2 . 9 8 1 . 4 1 . 7 3 2 4 1 . 0 6 . 9 5
- 9 6 . 0 9 6 . 0 9 5 . 9 8 1 . 5 2 . 3 3 0 8 1 . 1 4 1 . 0 5
- 9 9 . 0 9 9 . 0 9 8 . 9 8 1 . 7 2 . 4 2 9 6 1 . 1 9 1 . 1 6
NET B E A R IN 3 = 3 1 5 . 7
Figure A4. Borehole directional survey-borehole B.
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Figure A5. Borehole directional survey-borehole B (cont.).
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Figure A6. Borehole directional survey-borehole B (cont.).
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PAGE; 1 DATE; 8 - 2 2 - 2 0 0 0  
TABLE: 3
HOLE: RESERVOIR #3  
LOCATIO N: RES 
MAGNETIC D E C L IN A T IO N : 1 3 .  5E
E LE V .
CABLE
DEPTH
( f t )
TRUE
DEPTH
( f t )
CLOSURE
( f t )
D R IF T
ANGLE
(d e g )
D R IF T
D IR E C T IO N
(d e g )
BEARING  COORDINATES  
NORTH SOUTH EAST WEST 
( f t )  ( f t )  ( f t )  ( f t )
. 0 .0 . 0 0 . 0 . 7 283 . 0 0 . 0 0
- 3 . 0 3 . 0 3 . 0 0 . 0 . 5 309 . 0 2 . 0 2
- 6 . 0 6 . 0 6 . 0 0 . 1 . 8 314 . 0 5 . 0 5
- 9 . 0 9 . 0 9 . 0 0 . 1 . 8 29 3 . 0 6 . 0 9
- 1 2 . 0 1 2 . 0 1 2 . 0 0 . 1 . 5 2 6 8 . 0 6 . 1 2
- 1 5 . 0 1 5 . 0 1 5 . 0 0 . 1 . 5 2 4 0 . 0 5 . 1 4
- 1 8 . 0 1 8 . 0 1 8 . 0 0 .2 . 4 2 7 1 . 0 5 . 1 6
- 2 1 . 0 2 1 . 0 2 1 . 0 0 . 2 . 5 2 6 9 . 0 5 . 1 9
- 2 4 . 0 2 4 . 0 2 4 . 0 0 .2 . 5 2 8 4 . 0 5 . 2 1
- 2 7 . 0 2 7 . 0 2 7 . 0 0 . 2 . 5 293 . 0 6 . 2 4
- 3 0 . 0 3 0 . 0 3 0 . 0 0 . 3 .3 304 . 0 7 . 2 5
- 3 3 . 0 3 3 . 0 3 3 . 0 0 .3 . 2 348 . 0 8 . 2 5
- 3 6 . 0 3 6 . 0 3 6 . 0 0 .3 . 2 333 . 0 9 . 2 6
- 3 9 . 0 3 9 . 0 3 9 . 0 0 .3 . 7 3 4 2 . 1 3 . 2 7
- 4 2 . 0 4 2 . 0 4 2 . 0 0 . 3 . 8 32 0 . 1 6 . 2 9
- 4 5 . 0 4 5 . 0 4 5 . 0 0 . 4 . 5 31 9 . 1 8 . 3 1
- 4 8 . 0 4 8 . 0 4 8 . 0 0 . 4 .4 329 . 1 9 . 3 2
- 5 1 . 0 5 1 . 0 5 1 . 0 0 .4 . 6 320 . 2 2 . 3 4
- 5 4 . 0 5 4 . 0 5 4 . 0 0 . 4 . 8 32 3 . 2 5 . 3 7
- 5 7 . 0 5 7 . 0 5 7 . 0 0 . 5 . 5 3 1 1 . 2 7 . 3 9
- 6 0 . 0 6 0 . 0 6 0 . 0 0 . 5 .3 27 2 . 2 7 . 4 0
- 6 3 . 0 6 3 . 0 6 3 . 0 0 . 5 . 5 307 . 2 8 . 4 2
- 6 6 . 0 6 6 . 0 6 6 . 0 0 . 5 . 5 30 3 . 3 0 . 4 5
- 6 9 . 0 6 9 . 0 6 9 . 0 0 .6 . 4 33 3 . 3 2 . 4 6
- 7 2 . 0 7 2 . 0 7 2 . 0 0 . 6 . 5 9 . 3 4 . 4 5
- 7 5 . 0 7 5 . 0 7 5 . 0 0 . 6 . 0 81 . 3 4 . 4 5
- 7 8 . 0 7 8 . 0 7 8 . 0 0 .6 .2 1 0 6 . 3 4 . 4 4
- 8 1 . 0 8 1 . 0 8 1 . 0 0 . 6 . 9 49 . 3 7 . 4 1
- 8 4 . 0 8 4 . 0 84 . 0 0 . 6 1 . 0 21 . 4 2 . 3 9
- 8 7 . 0 8 7 . 0 8 7 . 0 0 . 6 1 . 2 355 . 4 8 . 4 0
- 9 0 . 0 9 0 . 0 9 0 . 0 0 .7 .7 333 . 5 2 . 4 1
- 9 3 . 0 9 3 . 0 9 3 . 0 0 . 7 . 4 32 0 . 5 3 . 4 3
- 9 6 . 0 9 6 . 0 9 5 . 9 9 . 7 . 5 2 8 1 . 5 4 . 4 5
NET BEARING = 3 1 9 . 9
Figure A7. Borehole directional survey-borehole A.
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Figure A8. Borehole directional survey-borehole A (cont.).
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Figure A9. Borehole directional survey-borehole A (cont.).
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Depth, m Distance (S-R1), m Distance (S-R2), m Distance (R1-R2), m
0.5 3.085657 6.190384 3.104728
1 3.104728 6.190384 3.085657
1.5 3.106888 6.216000 3.109112
2 3.109112 6.216000 3.106888
2.5 3.120040 6.239424 3.119384
3 3.119384 6.239424 3.120040
4 3.123560 6.244560 3.121000
5 3.145752 6.269215 3.123462
6 3.167360 6.298631 3.131271
7 3.190784 6.323975 3.133191
8 3.196673 6.329111 3.132438
9 3.228826 6.354144 3.125319
10 3.270327 6.379007 3.108680
11 3.310495 6.406296 3.095800
12 3.358470 6.443688 3.085218
13 3.407238 6.484647 3.077409
14 3.456926 6.518008 3.061082
15 3.468700 6.527447 3.058747
16 3.523356 6.573293 3.049936
17 3.570932 6.611703 3.040771
18 3.580347 6.618217 3.037870
19 3.621245 6.642665 3.021420
20 3.652621 6.669993 3.017373
21 3.685420 6.694585 3.009165
22 3.712827 6.708319 2.995492
23 3.743995 6.722239 2.978244
24 3.764306 6.723096 2.958790
25 3.755665 6.720840 2.965175
26 3,778167 6,722681 2.944514
27 3.799463 6.732264 2.932801
28 3.822886 6.746608 2.923721
29 3.830223 6.749592 2.919369
30 3.830223 6.749592 2.919369
Figure AlO. The corrected distances between the source and receivers based on the 
borehole directional survey.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
163
Daytime, S ing le -s tack 
Daytime, m u ltip le -s tack 
N ighttim e, S ing ie -s tack 
N ighttim e, m u itip ie -s tack
o■o
g
a
E
<
Vertical
0.02 0.04 0.06
Time, s
0.08
Figure A l 1. Plots of the two horizontal, and one vertical components of R1 for the 
unfiltered crosshole data at the depth of 10 m.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
164
(D"O3
Daytim e, S ing le -s tack  
Daytim e, m u ltip le -s tack  
N ighttim e, S ing le -s tack  
N igh ttim e, m u ltip le -s tack
Vertical
0.04 
Time, s
Figure A12. Plots of the two horizontal, and one vertical components of R2 for the 
unfiltered crosshole data at the depth of 10 m.
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Figure A13. Plots of the filtered crosshole data: R l, daytime, single-stack.
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Figure A14. Plots of the filtered crosshole data: R2, daytime, single-staek.
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Figure A l 5. Plots of the filtered crosshole data: R l, daytime, multiple-staek.
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Figure A16. Plots of the filtered crosshole data; R2, daytime, multiple-staek.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
169
 Upwards
  Downwards
Q .
-10
-12
- 0.01 0 0.01 0.02 0.03 0.04 0.05 0.06
Time, s 
Figure A17. Plots of the filtered crosshole data: R l, nighttime, single-stack.
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Figure A18. Plots of the filtered crosshole data: R2, nighttime, single-stack.
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Figure A19. Plots of the filtered crosshole data: R l, nighttime, multiple-staek.
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Figure A20. Plots of the filtered crosshole data: R2, nighttime, multiple-staek.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
173
—  Upwards
—  Downwards
-0.5
CL
-2.5
- 0.01 0.02 0.030.01 0.04 0.05 0.06
Time, s
Figure A21. Normalized, filtered crosshole data for receiver 1 at the LVSP site and P- 
(dashed line) and S- (solid line) waves arrival picks for half-meter increment.
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- 0.01 0 0.01 0.02 0.03 0.04 0.05 0.06
Time, s
Figure A22. Normalized, filtered crosshole data for receiver 2 at the LVSP site and P- 
(dashed line) and S- (solid line) waves arrival picks for half-meter increment.
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CD
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Depth
, m
P- wave S-wave Poisson's ratio
t(S-R1),
sec
t(S-R2),
sec
t(R1-R2),
sec
Vp(S-RI),
m/s
Vp(S-R2),
m/s
Vp(R1-R2),
m/s
t(S-R1),
sec
t(S-R2),
sec
t(R1-R2),
sec
Vs(S-RI),
m/s
Vs(S-R2),
m/s
Vs(R1-R2),
m/s u(S-R l) U(S-R2) u (R l-R 2)
0.5 0.00300 0.00500 0.00200 1029 1238 1552 0.0075 0.01275 0.00525 411 486 591 0.40 0.41 0.42
1 0.00550 0.00700 0.00150 564 884 2057 0.0085 0.01680 0.00830 365 368 372 0.14 0.39 0.48
1.5 0.00050 0.00150 0.00100 6214 4144 3109 0.004 0.00575 0.00175 777 1081 1777 0.49 0.46 0.26
2 0.00050 0.00100 0.00050 6218 6216 6214 0.ÛO2Ô 0.00425 0.00150 1131 1463 2071 0.48 0.47 0.44
2,5 0.00100 0.00150 0.00050 3120 4160 6239 0.0028 0.00625 0.00350 1135 998 891 0.42 0.47 0.49
3 0.00100 0.00150 0.00050 3119 4160 6240 0.004 0.00600 0.00200 780 1040 1560 0.47 0.47 0.47
4 0.00200 0.00350 0.00150 1562 1784 2081 0.0073 0.01125 0.00400 431 555 780 0.46 0.45 0.42
5 0.00350 0.00825 0.00475 899 760 658 0.0068 0.01400 0.00725 466 448 431 0.32 0.23 0.12
6 0.00225 0.00350 0.00125 1408 1800 2505 O.Ù058 0.00975 0.00400 551 646 783 0.41 0.43 0.45
7 0.00100 0.00200 0.00100 3191 3162 3133 0.0025 0.00425 0.00175 1276 1488 1790 0.40 0.36 0.26
8 0.00075 0.00125 0.00050 4262 5063 6265 0.0035 0.00725 0.00375 913 873 835 0.48 0.48 0.49
9 0.00250 0.00475 0.00225 1292 1338 1389 0.0043 0.00850 0.00425 760 748 735 0.24 0.27 0.31
10 0.00100 0.00150 0.00050 3270 4253 6217 0.0088 0.01100 0.00225 374 580 1382 0.49 0.49 0.47
11 0.00475 0.00550 0.00075 697 1165 4128 0.0083 0.01550 0.00725 401 413 427 0.25 0.43 0.49
12 0.00200 0.00275 0.00075 1679 2343 4114 13:0038 0.00975 0.00500 707 661 617 0.39 0.46 0.49
13 0.00300 0.00550 0.00250 1136 1179 1231 0.007 0.01380 0.00680 487 470 453 0.39 0.41 0.42
14 0.00350 0.00450 0.00100 988 1448 3061 0.0068 0.01300 0.00625 512 501 490 0.32 0.43 0.49
15 0.00275 0.00500 0.00225 1261 1305 1359 Ü.O085 0.01375 0.00525 408 475 583 0.44 0.42 0.39
16 0.00075 0.00125 0.00050 4698 5259 6100 h:0033 0.00500 0.00175 1084 1315 1743 0.47 0.47 0.46
17 0.00275 0.00375 0.00100 1299 1763 3041 0.0045 0.01180 0.00730 794 560 417 0.20 0.44 0.49
18 0.00275 0.00400 0.00125 1302 1655 2430 0.0108 0.01550 0.00475 333 427 640 0.46 0.46 0.46
19 0.00175 0.00200 0.00025 2069 3321 12086 0.0086 0.01240 0.00385 424 536 785 0.48 0.49 0.50
20 0.00150 0.00225 0.00075 2435 2964 4023 0.0038 0.00700 0.00325 974 953 928 0.40 0.44 0.47
21 0.00225 0.00450 0.00225 1638 1488 1337 0.0078 0.01300 0.00525 476 515 573 0.45 0.43 0.39
22 0.00325 0.00400 0.00075 1142 1677 3994 0.0088 0.01150 0.00275 424 583 1089 0.42 0.43 0.46
23 0.00300 0.00475 0.00175 1248 1415 1702 0.0093 0.01475 0.00550 405 456 541 0.44 0.44 0.44
24 0.00325 0.00450 0.00125 1158 1494 2367 O.01O3 0.01650 0.00625 367 407 473 0.44 Ô.46 0.48
25 0.00275 0.00525 0.00250 1366 1280 1186 0.009 0.01500 0.00600 417 448 494 0.45 0.43 0.39
26 0.00125 0.00175 0.00050 3023 3842 5889 0.0085 0.01475 0.00625 444 456 471 0.49 0.49 0.50
27 0.00175 0.00225 0.00050 2171 2992 5866 0.0093 0.01555 0.00630 411 433 466 0.48 0.49 0.50
28 0.00400 0.00550 0.00150 956 1227 1949 0.O135 0.02150 0.00800 283 314 365 0.45 0.46 0.48
29 0.00325 0.00475 0.00150 1179 1421 1946 0.O115 0.01800 O.O065O 333 375 449 0.46 0.46 0.47
30 0.00075 0.00125 o.oooSO 5107 5400 5839 0.OO38 0.00575 0.00200 1021 1174 T360 0.48 0.48 ..0.47'
Figure A23. Results of the crosshole data interpretation for the LVSP .
LA
APPENDIX B
EXPLORATION LOGS OF THE LVSP
This appendix contains the boring logs from the area north of the reservoir on the 
Las Vegas Spring Preserve (GES 2000).
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EXPLORATION LOG 
N1-10
PROJECT: LAS VEGAS SPRINGS PRESERVE 
HOLE LOCATION: SEE FIGURE 1____________
2 0 0 0 1 029E1
EXPLORATION SIZE Idlsmatar); 
O .S. ELEVATION: _____________
4 1/4" I.D. H.S. AUGER 
EGS___________
PROJECT N O .:______
EXPLORATION DATE:
EQUIPMENT: MOBILE 8 -4500  DRILL RIG
LOGGED BY: DUGAN/COOKE
5 /3 1 /0 0
INITIAL DEPTH TO WATER: 
FINAL DEPTH TO WATER:
18,0
15.5
DATE MEASURED: 
DATE MEASURED:
0 6 /3 1 /0 0
0 6 /0 1 /0 0
ELEVATION/
DEPTH
SOIL & SAMPLE 
SYMBOLS uses DESCRIPTION DRY DENSITY
MOISTURE
CONTENT(%l BACKFILL
SM
SM
GM
Pale brow n silty sand with gravel, dry 
and dense. Strong reaction to
.hydrochloic acid._____________________
White caliche, dry, cem ented and hard. 
Cored using air rotary technique. Core 
sample reacts  strongly with
' lydrochloric acid.____________________ .
Pale brow n silty sand  with gravel, dry
\an d  dense.___________________________ j
Vary pale brow n silty gravel (limestone) 
w ith sand , slightly m oist and very dansa. 
M oderate reaction to  hydrochloric acid.
g
CL White sandy  iean clay, slightly moist 
and very stiff. S trong reaction to 
hydrochloric acid.
...light gray and m oderate reaction to  
hydrochloric acid
CH Light gray sandy fa t clay, w et and very 
stiff. W eak to m oderate reaction to 
hydrochloric acid.
SC- 
SM
CL-ML
W hite caliche, m oist, cem ented and
\h a rd ._________________________________ f
Light gray silty clayey sand, m oist and r
V e ry  dense.  ___________________ j
Light gray silty clay with sand, moist 
and very stiff. W eak reaction to  
hydrochloric acid.
CH Light gray sandy fat clay, m oist and 
very stiff.
...subsurface  void a t 3 5 .0  betw een 
N1-10 and N1-C
GEOTECHNICAL & ENVIRONMENTAL SERVICES, INC. Figure No. 9
Figure B l. Borehole log (borehole A) from Array N l, Sta. 105, North o f the Reservoir.
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EXPLORATION LOG 
N1-10
PROJECT: LAS VEGAS SPRINGS PRESERVE
HOLE LOCATION: SEE FIGURE 1___________
EXPLORATION SIZE WliimMerl: 4 1/4" I.D. H.S. AUGER EQUIPMENT:
O .S . ELEVATION:
PROJECT NO.: ______
EXPLORATION DATE:
20001029E 1
5 /3 1 /0 0
MOBILE B-4S00 DRILL RIG
EGS LOGGED BY: DUGAN/COOKE
INITIAL DEPTH TO WATER: 
FINAL DEPTH TO WATER:
18.0 DATE MEASURED: 
DATE MEASURED;
0 5 /3 1 /0 015.6 0 6 /0 1 /0 0
MOISTURE
CONTENTl%l
SOIL & SAMPLE 
SYMBOLS
ELEVATION/
DEPTH uses DESCRIPTION DRY DENSITY BACKFILL
White caliche, m oist, cem ented and 
hard.
CH Light gray' sandy fat clay, moist and 
very stiff:
White caliche, m oist, cem ented  and
■\hard.  ..................................................
Light gray sandy fa t clay, m oist and 
very stiff.
CH
Figure No. 9GEOTECHNICAL & ENVIRONMENTAL SERVICES, INC.
Figure B2. Borehole log (borehole A) from Array N l, Sta. 105, North of the Reservoir 
(cont.).
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EXPLORATION LOG 
N1-10
PROJECT: LAS VEGAS SPRINGS PRESERVE
HOLE LOCATION: SEE FIGURE 1______________
EXPLORATION SIZE Idîam etw): 4 1/4" I.D. H.S, AUGER EQUIPMENT:
6 .S . ELEVATION: __________________ EGS_________________  LOGGED BY:
PROJECTNO.: ______
EXPLORATION DATE:
MOBILE B-4500 DRILL RIG
DUGAN/COOKE
INITIAL DEPTH TO WATER: 
FINAL DEPTH TO WATER: _£
16.0 0 5 /3 1 /0 0DATE MEASURED: 
DATE MEASURED:15.5 0 6 /0 1 /0 0
MOISTURE
CONTENT
(%l
SOIL & SAMPLE 
SYMBOLS
ELEVATION/
DEPTH DESCRIPTION DRV DENSITYuses BACKFILL
...pinkish w hita with sand  and no 
reaction to  hydrochloric acid
W hite caliche, dry, cem ented and hard.
GROUNDWATER AT 15 .5  FEET 
END OF BORINQ AT 100 FEET
Figure No. 9GEOTECHNICAL & ENVIRONMENTAL SERVICES, INC.
Figure B3. Borehole log (borehole A) from Array N l, Sta. 105, North of the Reservoir 
(cont.).
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EXPLORATION LOG 
NI/C
PROJECT: LAS VEGAS SPRINGS PRESERVE 
HOLE LOCATION: SEE FIGURE 1____________
2 0 0 0 1 029E1
5 /2 5 /0 0
EXPLORATION SIZE (dlam starl: 
G .S. ELEVATION:_____________
4  1/4" I.D. H.S. AUGER 
EGS__________
PROJECT NO.: ______
EXPLORATION DATE:
EQUIPMENT: MOBILE B -4S00 DRILL RIG
LOGGED BY:
INITIAL DEPTH TO WATER: 
FINAL DEPTH TO WATER:
37.1
23.4
DATE MEASURED; 
DATE MEASURBO:
DUGAN/COOKE
5/30 /00  (1:40! 
5 /30 /00  (3:40)
SOIL & SAMPLE 
SYMBOLS
ELEVATION/ DESCRIPTION DRY DENSITY
MOISTURE
CONTENT
(% )
BACKFILL
Pale brown ailty sand with gravel, dry 
and dense. Strong reaction to
hydrochloric acid.____________________/
W hite cem ented caliche layer ^
Htravertine-like) to  3 .0  feet. Reacts /
W rongly to  hydrochloric acid._________/
Very pale brown silty sand  with 
gravel and gravel size caliche, dry and 
very dense.
...pink, less gravel and gravel size 
W eliche and strong reaction to  f
hydrochloric acid____________________ /
96 .5 3 .6
W hite silty, clayey send with gravel 
size caliche, dry and very dense. 
Strong reaction to  hydrochloric acid.
W hite poorly graded gravel, dry and 
very dense.
103 .7 12.1
Pale yellow lean clay w ith sand, m oist 
and  very stiff. Weak reaction to 
hydrochloric acid.
100.2
102 .3
2 3 .3
2 2 .9
W hite caliche, slightly m oist, cem ented 
and hard.
,  ...cored  with air rotary from 2 5 .0  to  ,
\ 2 6 . 0  [
White sandy lean clay, w et and very 
stiff.
...th in  (1 to  2 inches thick) cem ented 
layer (calichel
...grayish brown to  3 5 .0
Grayish brown silty, clayey sand , w et 
and dense.
GEOTECHNICAL & ENVIRONMENTAL SERVICES, INC. Figure No. 8
Figure B4. Borehole log (borehole B) from Array N l, Sta. 108, North of the Reservoir 
(cont.).
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EXPLORATION LOG 
NI/C
PROJECT: LAS VEGAS SPRINGS PRESERVE 
HOLE LOCATION: SEE FIGURE 1____________
20001029E 1
B/2S/00
EXPLORATION SIZE (dl#m eter|: 
O .S . ELEVATION; _____________
4  1 /4 ' I.D. H.S. AUGER 
EGS ______
PROJECT NO.: ______
EXPLORATION DATE: ________________________
EQUIPMENT: MOBILE B -4600 DRILL RIG
LOGGED BY: DUGAN/COOKE
INITIAL DEPTH TO WATER: 
FINAL DEPTH TO WATER: _
37.1
23 .4
DATE MEASURED: 
DATE MEASURED:
S /30 /00  (1:40)
S /3 0 /0 0  (3:40)
ELEVATION/
DEPTH
SOIL & SAMPLE 
SYMBOLS uses DESCRIPTION LL DRY DENSITY
MOISTURE
CONTENT1%) BACKFILL
i '
z
CL-ML Grayish brown sandy, silty clay with 
gravel, w e t and very stiff. Week 
reaction to  hydrochloric acid.
CH Light gray sandy fa t clay with gravel, 
w e t and vary stiff. M oderate reaction 
to  hydrochloric acid.
...w hite to  S2.0
CH
White caliche, m oist, cem ented and 
hard. Cored with air rotary. M oderate
.reaction to  hydrochloric acid._________
White gravelly fat clay w ith sand, w et 
and very stiff.
...gravel has vary w eak reaction to  
hydrochloric acid
...pink to 70 .5
CL
CL-ML
Brown lean clay with sand , w e t and very- 
\  stiff. W eak reaction to  hydrochloric /
\acid-_________  j
Pink sandy silty clay, m oist and very 
stiff.
88.6 2 9 .0
107.1
117.1
2 0 .5
14.3
78 .5 4 8 .6
88.8 2 3 .2
\J
GEOTECHNICAL & ENVIRONMENTAL SERVICES, INC. Ffgufe IMo. 8
Figure B5. Borehole log (borehole B) from Array N l, Sta. 108, North of the Reservoir 
(cont.).
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EXPLORATION LOG 
NI/C
PROJECT: LAS VEGAS SPRINGS PRESERVE PROJECT NO.: 20001029E 1
HOLE LOCATION: SEE FIGURE 1 
EXPLORATION SIZE (diam «*r): 4  1/4" I.D. H.S. AUGER EQUIPMENT:
G .S. ELEVATION;
EXPLORATION DATE: 5 /2 5 /0 0
MOBILE B-4500 DRILL RIG
EGS DUGAN/COOKELOGGED BY:
INITIAL DEPTH TO WATER: 
FINAL DEPTH TO WATER;
37.1 DATE MEASURED; 
DATE MEASURED;
5/30 /00 (1 :401
23 .4 5 /3 0 /0 0  (3:40)
MOISTURE
CONTENT(%l
SOIL & SAMPLE 
SYMBOLS
ELEVATION/
DEPTH DESCRIPTIONuses DRY DENSITY BACKFILL
6 3 .6 55.2CH Pinkish gray sandy 1ai clay with gravel 
and cobbles, w et and vary stiff. Weak 
reaction to  hydrochloric acid.
W hite caliche, m oist, cem ented and 
hard. __________ _____
CL-ML Pale brow n sandy silty clay w ith gravel, 
w e t and very stiff. No reaction to 
hydrochloric acid.
...thin layer of caliche, moist, 
cem ented and hard __________ 83 .3 35 .3
GROUNDWATER AT 2 6 .4  FEET 
END OF BORINQ AT 100.B FEET
Figure No. 8GEOTECHNICAL & ENVIRONMENTAL SERVICES, INC.
Figure B6. Borehole log (borehole B) from Array N l, Sta. 108, North of the Reservoir 
(cont.).
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EXPLORATION LOG 
N1 + 10
PROJECT: LAS VEGAS SPRINGS PRESERVE 
HOLE LOCATION: SEE FIGURE 1____________
2 0 0 0 1 029E1
EXPLORATION SIZE (dtameterl; 
G .S . ELEVATION: _____________
4  1/4* 1.0. H.S. AUGER 
EGS_________
PROJECT NO.: ______
EXPLORATION DATE:
EQUIPMENT: MOBILE B -4600 DRILL RIG
LOGGED BY: DUGAN/COOKE
0 6 /0 1 /0 0
INITIAL DEPTH TO WATER: 
FINAL DEPTH TO WATER: .
19.0
26.4
DATE MEASURED: 
DATE MEASURED:
06 /0 1 /0 0
06 /0 1 /0 0
ELEVATION/
DEPTH
SOIL & SAMPLE 
SYMBOLS uses DESCRIPTION DRY DENSITY
MOISTURE
CONTENT1%) BACKFILL
SM
GP
SM
CL
CH
CL
CH
Pale brow n sllty sand with gravel 
(limestonel, dry and dense. Strong 
reaction  to  hydrochloric acid.______
White pooriy graded silty gravel 
(limestone gravel) and gravel size 
caliche with sand , dry and very dense. 
S trong reaction to  hydrochloric acid.
GC-
GM
Pale brown silty sand with gravel, dry ^
\an d  very dense.______________________ /
W hite silty, clayey gravel (limestone 
gravel) with sand , dry and very dense. 
S trong reaction to  hydrochloric acid.
Light gray sandy iean clay with gravel, 
slightly moist and very stiff. Weak 
reaction to  HCL.
..lean clay with send, moist
.w et
W hite caliche, m oist, cem ented and
\h a rd ._____________  /
Light gray fa t clay with sand, w et and 
very stiff. W eak to  m oderate reaction
jto hydrochloric acid._________________
Light gray sandy iean clay, w et and 
very stiff.
Light gray fa t clay with sand, w e t and 
very stiff. W eak reaction to 
hydrochloric acid.
GEOTECHNICAL & ENVIRONMENTAL SERVICES, INC. Figure No. 10
Figure B7. Borehole log (borehole C) from Array N l, Sta. I l l ,  North of the Reservoir.
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EXPLORATION LOG 
N I+ 10
PROJECT; LAS VEGAS SPRINGS PRESERVE
HOLE LOCATION: SEE FIGURE 1_____________
EXPLORATION SIZE (diamWor): 4  1/4" I.D. H.S. ÀÜGER EQUIPMENT:
EGS__________________ LOGGED BY:
PROJECT NO.: ______
EXPLORATION DATE:
2G0010Z9E1
0 6 /0 1 /0 0
MOBILE B-4500 DRILL RIG
Q .S. ELEVATION: DUGAN/COOKE
INITIAL DEPTH TO WATER: _  
FINAL DEPTH TO WATER:
0 6 /0 1 /0 019.0 DATE MEASURED: 
DATE MEASURED:26 .4 0 6 /0 1 /0 0
MOISTURE
CONTENT(%1
SOIL & SAMPLE 
SYMBOLS
ELEVATION/
DEPTH uses DESCRIPTION DRY DENSITY BACKFILL
...thin layer (less than 6 inches thick) 
of caliche, cem ented and hard
...tigh t clay (augers jamming in 
borehole)
...drill clear of tight clay
Figure No. 10GEOTECHNICAL & ENVIRONMENTAL SERVICES, INC.
Figure B8. Borehole (borehole C) log from Array N l, Sta. I l l ,  North of the Reservoir 
(cont.).
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EXPLORATION LOG 
N1 + 10
PROJECT: LAS VEGAS SPRINGS PRESERVE 
HOLE LOCATION: SEE FIGURE 1___________
PROJECT NO.: ______
________________ EXPLORATION DATE:
EXPLORATION SIZE (di«mei»r): 4  1/4" I.D. H.S. AUGER EOUIPMENT:
G .S. ELEVATION:
2 0 0 0 1 029E1
0 6 /0 1 /0 0
MOBILE B-4600 DRILL RIG
EGS LOGGED BY: DUGAN/COOKE
INITIAL DEPTH TO WATER: 
FINAL DEPTH TO WATER:
19 .0 DATE MEASURED: 
DATE MEASURED:
0 6 /0 1 /0 0
2 6 ,4 0 6 /0 1 /0 0
MOISTURE
CONTENT
( % )
SOIL & SAMPLE 
SYMBOLS
ELEVATION/
DEPTH uses DESCRIPTION DRY DENSITY BACKFILL
...pink to 84 .6
CL Brown sandy lean clay with limastona 
gravel, m oist and very stiff. No 
reaction to  hydrochloric acid, 
acid.
CH Light gray sandy fat clay with gravel, 
m oist and very stiff. W eak reaction to 
hydrochloric acid.
GROUNDWATER AT 2 6 .4  FEET 
END OF BORING AT 100 FEET
Figure No. 10GEOTECHNICAL & ENVIRONMENTAL SERVICES, INC.
Figure B9. Borehole (borehole C) log from Array N l, Sta. 111, North of the Reservoir 
(cont.).
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APPENDIX C
INPUT AND OUTPUT OF THE INVERSION CODES
This appendix contains the input and output files for the inversion codes for the 
example case of the synthetic stiff-inclusion system. Resolution matrixes of LI from all 
experiments in this thesis are also presented in this appendix.
186
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Cl SA-G Code
C1.1 Input Parameters 
(31.1.1 Synthetic Dispersion Data
187
5.0000000e-001
5 . 3 1 0 0 0 0 0 6 - 0 0 1
5 . 6 4 0 0 0 0 0 6 - 0 0 1
6 . 0 0 0 0 0 0 0 6 - 0 0 1  
6 . 3 7 0 0 0 0 0 6 - 0 0 1  
6 . 7 7 0 0 0 0 0 6 - 0 0 1  
7 . 1 9 0 0 0 0 0 6 - 0 0 1
7 . 6 4 0 0 0 0 0 6 - 0 0 1  
8 . 1 1 0 0 0 0 0 6 - 0 0 1  
8 . 6 2 0 0 0 0 0 6 - 0 0 1  
9.16000008-001 
9 . 7 3 0 0 0 0 0 6 - 0 0 1  
1 . 0 3 4 0 0 0 0 6 + 0 0 0  
1 . 0 9 8 0 0 0 0 6 + 0 0 0  
1 . 1 6 7 0 0 0 0 6 + 0 0 0  
1 . 2 3 9 0 0 0 0 6 + 0 0 0  
1 . 3 1 7 0 0 0 0 6 + 0 0 0  
1 . 3 9 9 0 0 0 0 6 + 0 0 0  
1 . 4 8 6 0 0 0 0 6 + 0 0 0  
1 . 5 7 9 0 0 0 0 6 + 0 0 0  
1.67700000+000 
1 . 7 8 2 0 0 0 0 6 + 0 0 0  
1.89300000+000 
2 . 0 1 1 0 0 0 0 0 + 0 0 0  
2 . 1 3 7 0 0 0 0 6 + 0 0 0  
2 . 2 7 0 0 0 0 0 6 + 0 0 0  
2 . 4 1 2 0 0 0 0 6 + 0 0 0  
2 . 5 6 2 0 0 0 0 6 + 0 0 0  
2 . 7 2 2 0 0 0 0 6 + 0 0 0  
2 . 8 9 2 0 0 0 0 6 + 0 0 0  
3 . 0 7 2 0 0 0 0 6 + 0 0 0  
3 . 2 6 4 0 0 0 0 6 + 0 0 0  
3 . 4 6 8 0 0 0 0 6 + 0 0 0  
3 . 6 8 4 0 0 0 0 6 + 0 0 0  
3.91400000+000 
4 . 1 5 8 0 0 0 0 6 + 0 0 0  
4 .41700000+000 
4 . 6 9 3 0 0 0 0 6 + 0 0 0  
4 . 9 8 6 0 0 0 0 6 + 0 0 0  
5 . 2 9 7 0 0 0 0 0 + 0 0 0  
5 . 6 2 7 0 0 0 0 6 + 0 0 0  
5.97800000+000 
6.35100000+000
6 .74800000+000
7 .16900000+000 
7.61600000+000 
8 . 0 9 1 0 0 0 0 6 + 0 0 0  
8 . 5 9 6 0 0 0 0 6 + 0 0 0  
9.13200000+000
1 . 4 8 3 8 6 0 0 6 + 0 0 2
1 . 4 8 3 9 8 0 0 6 + 0 0 2
1.48406000+002 
1 . 4 8 4 1 9 0 0 6 + 0 0 2  
1 . 4 8 4 3 8 0 0 6 + 0 0 2  
1 . 4 8 4 6 6 0 0 0 + 0 0 2  
1.48507000+002 
1 . 4 8 5 6 4 0 0 6 + 0 0 2  
1 . 4 8 6 4 2 0 0 0 + 0 0 2  
1 . 4 8 7 4 7 0 0 6 + 0 0 2  
1 . 4 8 8 8 6 0 0 6 + 0 0 2  
1.49066000+002 
1.49295000+002 
1 . 4 9 5 8 2 0 0 6 + 0 0 2  
1 . 4 9 9 3 7 0 0 6 + 0 0 2  
1.50368000+002 
1 . 5 0 8 8 4 0 0 6 + 0 0 2  
1.51493000+002 
1 . 5 2 2 0 3 0 0 6 + 0 0 2  
1.53018000+002 
1 . 5 3 9 4 1 0 0 6 + 0 0 2  
1 . 5 4 9 7 2 0 0 0 + 0 0 2  
1.56107000+002 
1.57340000+002 
1 . 5 8 6 6 4 0 0 6 + 0 0 2  
1 . 6 0 0 7 1 0 0 6 + 0 0 2  
1.61554000+002 
1 . 6 3 1 0 8 0 0 6 + 0 0 2  
1.64735000+002 
1.66447000+002 
1 . 6 8 2 5 9 0 0 6 + 0 0 2  
1.70200000+002 
1 . 7 2 3 0 6 0 0 6 + 0 0 2  
1 . 7 4 6 1 9 0 0 6 + 0 0 2  
1 . 7 7 1 9 3 0 0 0 + 0 0 2  
1 . 8 0 0 8 4 0 0 6 + 0 0 2  
1 . 8 3 3 5 5 0 0 6 + 0 0 2  
1.87074000+002 
1.91310000+002 
1.96134000+002 
2 . 0 1 6 2 0 0 0 6 + 0 0 2  
2 . 0 7 8 4 0 0 0 6 + 0 0 2  
2 . 1 4 8 6 4 0 0 6 + 0 0 2  
2 . 2 2 7 5 7 0 0 6 + 0 0 2  
2 . 3 1 5 8 4 0 0 6 + 0 0 2  
2 . 4 1 4 0 1 0 0 6 + 0 0 2  
2.52255000+002 
2 . 6 4 1 8 7 0 0 6 + 0 0 2  
2 . 7 7 2 2 2 0 0 6 + 0 0 2
1 . 00000006+000
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 00000006+000  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 00000006+000  
1 . 00000000+000  
1 . 00000006+000  
1 . 00000006+000  
1 . 00000006+000  
l.OOOOOOOe+000 
1 . 00000000+000  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
l.OOOOOOOe+000 
1.OOOOOOOe+000 
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 00000000+000  
1 . 00000006+000  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 00000006+000  
1 . 00000000+000  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
l.OOOOOOOe+000 
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 00000006+000  
1 . 00000006+000  
1 . 00000006+000  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 00000006+000  
1.OOOOOOOg+000 
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
l.OOOOOOOe+000 
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 00000000+000
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9 . 7 0 2 0 0 0 0 6 + 0 0 0  
1 . 0 3 0 7 0 0 0 6 + 0 0 1  
1 . 0 9 5 0 0 0 0 6 + 0 0 1  
1.16330000+001 
1 . 3 1 3 0 0 0 0 6 + 0 0 1  
1 . 3 9 5 0 0 0 0 6 + 0 0 1  
1 . 4 8 2 0 0 0 0 6 + 0 0 1  
1 . 5 7 4 4 0 0 0 6 + 0 0 1  
1 . 6 7 2 7 0 0 0 6 + 0 0 1  
1.77700000+001 
1 . 8 8 7 9 0 0 0 6 + 0 0 1  
2 . 0 0 5 7 0 0 0 6 + 0 0 1  
2 . 1 3 0 8 0 0 0 6 + 0 0 1  
2 . 2 6 3 7 0 0 0 6 + 0 0 1  
2 . 4 0 5 0 0 0 0 6 + 0 0 1  
2 . 5 5 5 0 0 0 0 6 + 0 0 1  
2 . 7 1 4 4 0 0 0 0 + 0 0 1  
2 . 8 8 3 8 0 0 0 6 + 0 0 1  
3 . 0 6 3 7 0 0 0 6 + 0 0 1  
3 . 2 5 4 8 0 0 0 6 + 0 0 1  
3 . 4 5 7 9 0 0 0 6 + 0 0 1  
3 . 6 7 3 6 0 0 0 6 + 0 0 1  
3 . 9 0 2 8 0 0 0 6 + 0 0 1  
4.14630000+001 
4.40500000+001 
4 . 6 7 9 8 0 0 0 6 + 0 0 1  
4 . 9 7 1 8 0 0 0 6 + 0 0 1  
5 . 2 8 2 0 0 0 0 6 + 0 0 1  
5.61150000+001 
5 . 9 6 1 6 0 0 0 6 + 0 0 1  
6 . 3 3 3 5 0 0 0 6 + 0 0 1  
6 . 7 2 8 7 0 0 0 6 + 0 0 1  
7.14840000+001 
7 . 5 9 4 4 0 0 0 6 + 0 0 1  
8 . 0 6 8 2 0 0 0 6 + 0 0 1  
8 . 5 7 1 6 0 0 0 6 + 0 0 1  
9.10640000+001 
9 . 6 7 4 5 0 0 0 6 + 0 0 1  
1 . 0 2 7 8 1 0 0 6 + 0 0 2  
1 . 0 9 1 9 3 0 0 6 + 0 0 2  
1 . 1 6 0 0 6 0 0 6 + 0 0 2  
1 . 2 3 2 4 3 0 0 6 + 0 0 2  
1 . 3 0 9 3 2 0 0 6 + 0 0 2  
1 . 3 9 1 0 1 0 0 6 + 0 0 2  
1 . 4 7 7 7 9 0 0 6 + 0 0 2  
1 . 5 6 9 9 9 0 0 6 + 0 0 2  
1 . 6 6 7 9 4 0 0 6 + 0 0 2  
1 . 7 7 2 0 0 0 0 6 + 0 0 2  
1 . 8 8 2 5 5 0 0 6 + 0 0 2  
2 . 0 0 0 0 0 0 0 6 + 0 0 2
2 . 9 1 3 7 0 0 0 6 + 0 0 2  
3 . 0 6 6 1 7 0 0 6 + 0 0 2  
3 . 2 2 9 1 6 0 0 6 + 0 0 2  
3 . 4 0 1 5 6 0 0 6 + 0 0 2  
3 . 6 2 7 5 1 0 0 6 + 0 0 2  
3 . 6 9 5 7 1 0 0 6 + 0 0 2  
3 . 7 6 5 8 3 0 0 6 + 0 0 2  
3 . 8 3 6 2 1 0 0 6 + 0 0 2  
3 . 9 0 3 9 3 0 0 6 + 0 0 2  
3 . 9 6 4 5 2 0 0 6 + 0 0 2  
4.01241000+002 
4 . 0 4 2 8 1 0 0 6 + 0 0 2  
4 . 0 5 4 3 8 0 0 6 + 0 0 2  
4 . 0 4 9 8 4 0 0 6 + 0 0 2  
4 . 0 3 4 2 2 0 0 6 + 0 0 2  
4 . 0 1 2 7 6 0 0 6 + 0 0 2  
3 . 9 8 9 9 0 0 0 6 + 0 0 2  
3 . 9 6 9 0 4 0 0 6 + 0 0 2  
3 . 9 5 2 6 2 0 0 6 + 0 0 2  
3 . 9 4 2 3 3 0 0 6 + 0 0 2  
3 . 9 3 9 2 8 0 0 6 + 0 0 2  
3 . 9 4 4 1 5 0 0 6 + 0 0 2  
3 . 9 5 7 3 3 0 0 6 + 0 0 2  
3 . 9 7 8 9 5 0 0 6 + 0 0 2  
4 . 0 0 9 0 1 0 0 0 + 0 0 2  
4.04741000+002 
4 . 0 9 3 9 8 0 0 6 + 0 0 2  
4.14851000+002 
4 . 2 1 0 7 5 0 0 6 + 0 0 2  
4 . 2 8 0 4 3 0 0 6 + 0 0 2  
4 . 3 5 7 2 5 0 0 6 + 0 0 2  
4 . 4 4 0 8 7 0 0 6 + 0 0 2  
4 . 5 3 0 8 5 0 0 6 + 0 0 2  
4 . 6 2 6 7 0 0 0 6 + 0 0 2  
4 . 7 2 7 7 6 0 0 6 + 0 0 2  
4 . 8 3 3 2 4 0 0 6 + 0 0 2  
4 . 9 4 2 1 3 0 0 6 + 0 0 2  
5 . 0 5 3 2 5 0 0 6 + 0 0 2  
5 . 1 6 5 2 2 0 0 6 + 0 0 2  
5 . 2 7 6 4 8 0 0 6 + 0 0 2  
5.38541000+002 
5 . 4 9 0 3 8 0 0 6 + 0 0 2  
5 . 5 8 9 9 4 0 0 6 + 0 0 2  
5 . 6 8 2 9 3 0 0 6 + 0 0 2  
5 . 7 6 8 5 4 0 0 6 + 0 0 2  
5 . 8 4 6 4 0 0 0 6 + 0 0 2  
5 . 9 1 6 5 0 0 0 6 + 0 0 2  
5.97914000+002 
6.03480000+002 
6 . 0 8 4 0 8 0 0 6 + 0 0 2
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
l .O O O O O O O e+ 0 00  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
l.OOOOOOOe+000 
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
l.OOOOOOOe+000 
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
l.OOOOOOOe+000 
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 .OOOOOOOe+000 
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
l.OOOOOOOe+000 
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
l.OOOOOOOe+OOO 
l.OOOOOOOe+OOO 
1 .OOOOOOOe+000 
1 . 0 0 0 0 0 0 0 6 + 0 0 0  
1 . 0 0 0 0 0 0 0 0 + 0 0 0  
l.OOOOOOOe+OOO
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99
10000
10.
1000
1
2
0 . 9 7  0 . 0 0 0 0 0 0 0 0 0 1
InDat, istat=l print 
statistics, 0 dont 
Inanneal,nmoves (number of 
iterations)
!tmpCoolO,baseCool,tmpCoolMin 
! iteration governor
Cl. 1.3 Starting Model
(Number of layers
76 2 5 0 0 0 . 2 I Layer 1
0.3 0.3 0.0
1 1 0.0
1 5 0 0 1500 0.0
8 9 2 5 0 0 0 . 2 I Layer 2
0.3 0.3 0 . 0
0.7 0.7 0 . 0
1500 1500 0.0
115 2 5 0 0 0 . 2 ! Layer 3
0.3 0.3 0 . 0
1.3 1.3 0.0
1500 1500 0 . 0
2 0 5 2 5 0 0 0 . 2 ! Layer 4
0 . 3 0.3 0.0
2 . 3 2 . 3 0.0
1500 1500 0.0
2 0 2 2 5 0 0 0 . 2 ! Layer 5
0.3 0.3 0.0
3.9 3.9 0 . 0
1 5 0 0 1500 0.0
197 2 5 0 0 0 . 2 I Layer 6
0.3 0.3 0.0
6 . 8 6. 8 0.0
1500 1 5 0 0 0.0
2 2 0 2 5 0 0 0 . 2 I Layer 7
0 . 3 0.3 0.0
12 12 0 . 0
1500 1500 0 . 0
2 7 0 2 5 0 0 0 . 2 ! Layer 8
0.3 0.3 0 . 0
22 22 0 . 0
1500 1 5 0 0 0.0
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3 5 0 2 5 0 0 0 . 2 ! Layer 9
0 . 3 0.3 0 . 0
50 50 0 . 0
1500 1500 0 . 0
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1. 5 10 0.15
1 8 0 0 2 5 0 0 0 . 2
0 . 2 0 . 2 0 . 0
3 6 0.15
2 5 0 0 2 5 0 0 0 . 0
! stiff layer 1
C l.2 Output Parameters 
C l.2.1 Theoretical Dispersion Curve from Final Model
0 . 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 . 5 3 1 0 0 0 0 0 0 0 0 0 0 0 0
0 . 5 6 4 0 0 0 0 0 0 0 0 0 0 0 0
0 . 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 . 6 3 7 0 0 0 0 0 0 0 0 0 0 0 0
0 . 6 7 7 0 0 0 0 0 0 0 0 0 0 0 0
0 . 7 1 9 0 0 0 0 0 0 0 0 0 0 0 0
0 . 7 6 4 0 0 0 0 0 0 0 0 0 0 0 0
0 . 8 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 . 8 6 2 0 0 0 0 0 0 0 0 0 0 0 0
0 . 9 1 6 0 0 0 0 0 0 0 0 0 0 0 0
0 . 9 7 3 0 0 0 0 0 0 0 0 0 0 0 0
1 . 0 3 4 0 0 0 0 0 0 0 0 0 0 0
1 . 0 9 8 0 0 0 0 0 0 0 0 0 0 0
1 . 1 6 7 0 0 0 0 0 0 0 0 0 0 0
1 . 2 3 9 0 0 0 0 0 0 0 0 0 0 0
1.31700000000000
1 . 3 9 9 0 0 0 0 0 0 0 0 0 0 0
1 . 4 8 6 0 0 0 0 0 0 0 0 0 0 0
1 . 5 7 9 0 0 0 0 0 0 0 0 0 0 0
1 . 6 7 7 0 0 0 0 0 0 0 0 0 0 0
1 . 7 8 2 0 0 0 0 0 0 0 0 0 0 0
1 . 8 9 3 0 0 0 0 0 0 0 0 0 0 0
2 . 0 1 1 0 0 0 0 0 0 0 0 0 0 0
2 . 1 3 7 0 0 0 0 0 0 0 0 0 0 0
2 . 2 7 0 0 0 0 0 0 0 0 0 0 0 0
2 . 4 1 2 0 0 0 0 0 0 0 0 0 0 0
2 . 5 6 2 0 0 0 0 0 0 0 0 0 0 0
2 . 7 2 2 0 0 0 0 0 0 0 0 0 0 0
2 . 8 9 2 0 0 0 0 0 0 0 0 0 0 0
3 . 0 7 2 0 0 0 0 0 0 0 0 0 0 0
3 . 2 6 4 0 0 0 0 0 0 0 0 0 0 0
3 . 4 6 8 0 0 0 0 0 0 0 0 0 0 0
3 . 6 8 4 0 0 0 0 0 0 0 0 0 0 0
3 . 9 1 4 0 0 0 0 0 0 0 0 0 0 0
4 . 1 5 8 0 0 0 0 0 0 0 0 0 0 0
1 3 0 . 5 7 2 8 1 4 6 1 4 7 4 0  
1 3 0 . 5 9 3 9 8 3 9 8 1 0 2 3  
1 3 0 . 6 0 8 4 2 6 2 3 9 8 4 8  
1 3 0 . 6 3 1 6 5 5 7 8 2 7 9 0  
1 3 0 . 6 6 5 8 7 9 9 4 1 9 8 5  
1 3 0 . 7 1 7 4 2 6 4 0 2 8 8 5  
1 3 0 . 7 9 1 1 0 9 2 5 1 7 6 5  
1 3 0 . 8 9 6 2 8 3 3 7 2 4 3 5  
1 3 1 . 0 3 9 6 1 2 8 0 5 7 2 1  
1 3 1 . 2 3 9 0 2 9 4 9 7 4 4 1  
1 3 1 . 5 0 5 8 6 4 4 1 9 2 2 0  
131.855968318008 
1 3 2 . 3 1 5 2 6 1 5 7 9 7 3 1  
1 3 2 . 8 9 7 9 5 5 2 1 8 8 9 3  
1 3 3 . 6 4 8 6 7 9 3 8 9 0 4 0  
1 3 4 . 5 7 3 9 0 8 9 3 1 0 9 9  
1 3 5 . 7 4 5 3 7 1 6 2 8 3 4 7  
1 3 7 . 1 7 0 7 1 9 5 6 5 5 1 8  
1 3 8 . 9 0 2 4 0 3 1 5 8 5 7 5  
1 4 1 . 0 0 2 6 6 9 1 7 3 7 2 0  
143.490311467415 
146.459446477444 
1 4 9 . 9 2 5 9 6 6 9 9 5 1 8 0  
153.960318449037 
1 5 8 . 6 3 8 4 3 3 0 6 4 4 5 2  
163.957199554225 
170.025849325713 
1 7 6 . 8 2 5 1 6 8 0 7 8 2 3 7  
1 8 4 . 4 6 1 9 9 0 6 8 7 1 2 1  
192.947585057358 
2 0 2 . 2 7 9 3 2 3 4 1 2 5 9 8  
2 1 2 . 5 4 7 2 5 4 3 9 2 8 3 2  
2 2 3 . 7 1 8 5 8 3 3 4 9 2 0 3  
2 3 5 . 7 1 9 3 6 4 6 5 5 1 9 5  
2 4 8 . 5 0 0 0 2 7 9 3 7 7 2 4  
2 6 1 . 6 6 5 7 3 4 0 3 3 4 0 3
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4.41700000000000 
4.69300000000000 
4 . 9 8 6 0 0 0 0 0 0 0 0 0 0 0  
5 . 2 9 7 0 0 0 0 0 0 0 0 0 0 0  
5 . 6 2 7 0 0 0 0 0 0 0 0 0 0 0  
5 . 9 7 8 0 0 0 0 0 0 0 0 0 0 0  
6 . 3 5 1 0 0 0 0 0 0 0 0 0 0 0  
6 . 7 4 8 0 0 0 0 0 0 0 0 0 0 0
7 . 1 6 9 0 0 0 0 0 0 0 0 0 0 0
7 . 6 1 6 0 0 0 0 0 0 0 0 0 0 0
8 , 0 9 1 0 0 0 0 0 0 0 0 0 0 0
8 . 5 9 6 0 0 0 0 0 0 0 0 0 0 0
9 . 1 3 2 0 0 0 0 0 0 0 0 0 0 0
9 . 7 0 2 0 0 0 0 0 0 0 0 0 0 0  
1 0 . 3 0 7 0 0 0 0 0 0 0 0 0 0
1 0 . 9 5 0 0 0 0 0 0 0 0 0 0 0
1 1 . 6 3 3 0 0 0 0 0 0 0 0 0 0  
1 3 . 1 3 0 0 0 0 0 0 0 0 0 0 0
1 3 . 9 5 0 0 0 0 0 0 0 0 0 0 0
1 4 . 8 2 0 0 0 0 0 0 0 0 0 0 0  
15.7440000000000 
1 6 . 7 2 7 0 0 0 0 0 0 0 0 0 0  
17.7700000000000 
1 8 . 8 7 9 0 0 0 0 0 0 0 0 0 0  
2 0 . 0 5 7 0 0 0 0 0 0 0 0 0 0  
2 1 . 3 0 8 0 0 0 0 0 0 0 0 0 0
2 2 . 6 3 7 0 0 0 0 0 0 0 0 0 0
2 4 . 0 5 0 0 0 0 0 0 0 0 0 0 0  
2 5 . 5 5 0 0 0 0 0 0 0 0 0 0 0  
2 7 . 1 4 4 0 0 0 0 0 0 0 0 0 0  
2 8 . 8 3 8 0 0 0 0 0 0 0 0 0 0
3 0 . 6 3 7 0 0 0 0 0 0 0 0 0 0  
3 2 . 5 4 8 0 0 0 0 0 0 0 0 0 0  
3 4 . 5 7 9 0 0 0 0 0 0 0 0 0 0  
3 6 . 7 3 6 0 0 0 0 0 0 0 0 0 0  
3 9 . 0 2 8 0 0 0 0 0 0 0 0 0 0  
4 1 . 4 6 3 0 0 0 0 0 0 0 0 0 0
44.0500000000000 
4 6 . 7 9 8 0 0 0 0 0 0 0 0 0 0  
4 9 . 7 1 8 0 0 0 0 0 0 0 0 0 0
5 2 . 8 2 0 0 0 0 0 0 0 0 0 0 0  
5 6 . 1 1 5 0 0 0 0 0 0 0 0 0 0  
5 9 . 6 1 6 0 0 0 0 0 0 0 0 0 0  
6 3 . 3 3 5 0 0 0 0 0 0 0 0 0 0  
6 7 . 2 8 7 0 0 0 0 0 0 0 0 0 0  
7 1 . 4 8 4 0 0 0 0 0 0 0 0 0 0  
75.9440000000000 
8 0 . 6 8 2 0 0 0 0 0 0 0 0 0 0  
8 5 . 7 1 6 0 0 0 0 0 0 0 0 0 0  
91.0640000000000 
9 6 . 7 4 5 0 0 0 0 0 0 0 0 0 0  
1 0 2 . 7 8 1 0 0 0 0 0 0 0 0 0  
1 0 9 . 1 9 3 0 0 0 0 0 0 0 0 0  
1 1 6 . 0 0 6 0 0 0 0 0 0 0 0 0  
1 2 3 . 2 4 3 0 0 0 0 0 0 0 0 0  
1 3 0 . 9 3 2 0 0 0 0 0 0 0 0 0  
139.101000000000
2 7 4 . 2 7 1 3 6 6 3 8 8 7 4 8  
231.834502142391 
2 3 3 . 8 4 0 9 4 6 0 3 0 7 0 2  
2 3 5 . 7 2 1 2 5 6 6 5 4 1 6 8  
2 3 7 . 4 5 0 3 7 5 5 3 7 5 0 7  
2 3 9 . 0 2 0 8 6 0 8 1 8 0 9 2  
2 4 0 . 4 3 0 3 1 5 9 6 3 8 9 2  
2 4 1 . 6 8 6 6 8 7 3 7 0 5 9 1  
2 4 2 . 7 9 4 4 3 1 7 4 6 8 8 2  
2 4 3 . 7 6 3 6 8 1 7 9 8 3 7 2  
2 5 1 . 9 2 9 4 6 5 2 7 5 5 9 5  
2 5 5 . 0 6 5 1 8 0 2 8 4 0 6 3  
2 5 8 . 6 0 8 8 1 0 2 7 1 0 4 1  
262.640449859703 
2 6 7 . 2 2 9 3 0 4 1 6 8 0 3 0  
2 7 2 . 4 6 1 8 1 6 5 2 6 8 6 0  
2 7 8 . 4 1 8 9 6 4 4 9 2 2 2 5  
2 9 2 . 8 6 1 6 4 3 7 6 1 1 9 4  
3 0 1 . 5 2 8 4 2 8 5 6 6 3 8 1  
3 1 1 . 2 5 5 0 2 7 1 0 7 2 1 8  
3 2 2 . 1 2 9 5 2 2 4 4 6 9 8 7  
3 3 4 . 2 4 0 9 6 4 6 7 0 6 6 9  
3 4 7 . 6 0 9 1 9 8 7 4 5 2 6 8  
3 6 2 . 2 8 1 7 7 6 9 1 1 6 2 8  
3 7 8 . 2 0 1 4 7 6 7 1 1 9 3 3  
3 9 5 . 1 6 7 5 3 6 0 3 2 9 7 0  
4 1 2 . 4 9 5 8 5 0 0 9 0 6 4 2  
427 . 4 0 7 2 1 9 5 4 9 5 6 5  
4 3 3 . 9 9 6 4 2 1 3 0 5 0 6 8  
4 3 4 . 0 9 4 4 6 8 8 9 6 2 7 4  
4 3 1 . 5 2 5 0 5 0 2 0 2 5 3 8  
4 2 7 . 6 5 4 1 8 8 4 8 2 1 3 1  
4 2 3 . 2 3 9 6 9 2 3 9 0 2 4 2  
4 1 8 . 8 9 2 2 3 6 1 2 8 6 1 9  
415.142168031512 
4 1 2 . 4 3 0 9 3 3 5 0 3 6 6 8  
4 1 1 . 1 1 6 6 2 4 8 8 3 9 8 3  
4 1 1 . 4 6 7 5 6 9 6 7 1 2 0 4  
4 1 3 . 6 5 6 4 8 6 3 4 9 3 2 4  
417 . 750940303879 
4 2 3 . 6 9 2 5 9 4 8 9 9 8 7 9  
4 3 1 . 2 7 5 0 5 4 0 7 1 6 1 5  
440.123134422806 
4 4 9 . 6 8 0 5 8 8 2 5 5 4 8 5  
4 5 9 . 2 7 1 3 4 1 2 7 0 0 8 4  
4 6 8 . 2 3 6 7 2 5 5 5 7 5 8 0  
4 7 6 . 1 8 2 6 1 6 7 0 9 7 5 6  
4 8 3 . 1 2 0 8 7 1 2 5 3 5 0 8  
4 8 9 . 4 4 8 8 9 3 0 6 1 9 3 8  
4 9 5 . 7 6 4 6 3 7 8 9 9 2 5 8  
5 0 2 . 6 8 9 0 1 7 7 8 3 8 7 6  
5 1 0 . 7 6 9 1 1 4 7 2 9 8 4 7  
520.442527077340 
5 3 2 . 0 4 8 6 3 7 3 9 7 6 3 2  
545.835255511721 
5 6 1 . 9 8 8 6 3 8 2 0 7 3 6 2  
5 8 0 . 6 4 0 5 5 2 7 0 1 8 9 6
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147.779000000000 
156.999000000000 
1 6 6 . 7 9 4 0 0 0 0 0 0 0 0 0
1 7 7 . 2 0 0 0 0 0 0 0 0 0 0 0  
188.255000000000
2 0 0 . 0 0 0 0 0 0 0 0 0 0 0 0
6 0 1 . 8 8 3 0 7 6 2 7 8 6 6 0
6 2 5 . 7 8 7 0 1 1 7 4 3 6 5 3
6 5 2 . 4 0 0 9 6 2 4 4 8 2 6 4
6 8 1 . 7 6 6 2 1 6 0 1 4 5 1 7
713.918762467315 
7 4 8 . 8 9 6 1 8 9 5 1 9 5 8 1
Cl .2.2 Error history
1 0 .0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 .0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 . 0 0 0 0 0 0 0 0 0 0 0 0 0
9 . 7 0 0 0 0 0 0 0 0 0 0 0 0 0
9 . 7 0 0 0 0 0 0 0 0 0 0 0 0 0
9 . 4 0 9 0 0 0 0 0 0 0 0 0 0 0
9 . 4 0 9 0 0 0 0 0 0 0 0 0 0 0
9 . 1 2 6 7 3 0 0 0 0 0 0 0 0 0
9 . 1 2 6 7 3 0 0 0 0 0 0 0 0 0
8 . 8 5 2 9 2 8 1 0 0 0 0 0 0 0
8 . 8 5 2 9 2 8 1 0 0 0 0 0 0 0
8 . 5 8 7 3 4 0 2 5 7 0 0 0 0 0
8 . 5 8 7 3 4 0 2 5 7 0 0 0 0 0  
8 . 3 2 9 7 2 0 0 4 9 2 9 0 0 0
1119.83753534086
7 8 4 . 0 1 6 2 5 5 1 9 4 6 9 7
784 . 0 1 6 2 5 5 1 9 4 6 9 7  
1217.47622210173 
1 3 5 4 . 2 2 5 7 2 9 5 8 9 8 8  
2 8 7 4 . 0 5 9 3 9 3 4 7 7 1 0  
2 1 9 1 . 0 7 5 5 2 2 4 9 3 5 2  
2 7 0 0 . 2 6 7 6 7 0 1 6 5 6 5  
3 5 4 8 . 8 2 6 8 6 1 0 9 9 0 3  
4 3 7 7 . 4 6 8 6 9 5 8 9 6 6 9  
4 3 4 5 . 2 7 4 2 6 4 6 0 2 5 0  
4 7 2 0 . 6 9 5 6 4 4 8 5 3 2 9  
3 7 2 1 . 2 1 5 4 6 3 5 2 3 3 4  
4 4 8 7 . 6 2 0 5 9 9 6 0 3 9 4
5 . 4 3 0 8 2 4 7 7 5 6 7 3 8 9 8 E - 0 1 0  
5 . 4 3 0 8 2 4 7 7 5 6 7 3 8 9 8 E - 0 1 0  
5 . 2 6 7 9 0 0 0 3 2 4 0 3 6 8 0 E - 0 1 0  
5 . 2 6 7 9 0 0 0 3 2 4 0 3 6 8 0 E - 0 1 0  
5.1098630314315 69E-010 
5 . 1 0 9 8 6 3 0 3 1 4 3 1 5 6 9 E - 0 1 0  
4 . 9 5 6 5 6 7 1 4 0 4 8 8 6 2 3 E - 0 1 0  
4 . 9 5 6 5 6 7 1 4 0 4 8 8 6 2 3 E - 0 1 0  
4 . 8 0 7 8 7 0 1 2 6 2 7 3 9 6 4 E - 0 1 0  
4 . 8 0 7 8 7 0 1 2 6 2 7 3 9 6 4 E - 0 1 0  
4 . 6 6 3 6 3 4 0 2 2 4 8 5 7 4 5 E - 0 1 0  
4.663634022485745E-010 
4.523725001811172E-010 
4.523725001811172E-010 
4 . 3 8 8 0 1 3 2 5 1 7 5 6 8 3 6 E - 0 1 0  
4 . 3 8 8 0 1 3 2 5 1 7 5 6 8 3 6 E - 0 1 0
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
C l.2.3 Output Models
Final # error evaluations (iterations)= 1568
Best model err: 3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
Lay Vs Pois H RHO
1 1 4 0 . 7 9 2 6 0 . 3 0 0 0 1.0000 1500.0000
2 1 9 9 1 . 8 4 0 3 0 . 3 0 0 0 0 . 7 0 0 0 1500.0000
3 1 4 4 4 . 6 2 6 8 0 . 3 0 0 0 1.3000 1500.0000
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4 1270.0112 0 . 3 0 0 0 2 . 3 0 0 0 1 5 0 0 . 0 0 0 0
5 2 0 2 . 0 0 0 0 0 . 3 0 0 0 3 . 9 0 0 0 1500.0000
6 2 4 6 . 6 2 9 2 0 . 3 0 0 0 6 . 8 0 0 0 1 5 0 0 . 0 0 0 0
7 1 5 4 2 . 2 3 6 2 0 . 3 0 0 0 1 2 . 0 0 0 0 1500.0000
8 3 7 4 . 2 9 2 3 0 . 3 0 0 0 2 2 . 0 0 0 0 1 5 0 0 . 0 0 0 0
9 2 4 9 5 . 8 2 3 0 0.3000 10000.0000 1500.0000
Final model err : 3 6 6 . 3 8 7 0 9 7 5 1 2 9 1 1
Lay Vs Pois H RHO
1 1 4 0 . 7 9 2 6 0 . 3 0 0 0 1 . 0 0 0 0 1500.0000
2 1 9 9 1 . 8 4 0 3 0 . 3 0 0 0 0 . 7 0 0 0 1500.0000
3 1 4 4 4 . 6 2 6 8 0 . 3 0 0 0 1 . 3 0 0 0 1500.0000
4 1270.0112 0 . 3 0 0 0 2 . 3 0 0 0 1500.0000
5 2 0 2 . 0 0 0 0 0 . 3 0 0 0 3 . 9 0 0 0 1500.0000
6 2 4 6 . 6 2 9 2 0 . 3 0 0 0 6 . 8 0 0 0 1500.0000
7 1 5 4 2 . 2 3 6 2 0 . 3 0 0 0 12.0000 1500.0000
8 3 7 4 . 2 9 2 3 0 . 3 0 0 0 2 2 . 0 0 0 0 1 5 0 0 . 0 0 0 0
9 2 4 9 5 . 8 2 3 0 0 . 3 0 0 0  1 0 0 0 0 . 0 0 0 0 1500.0000
Average model e r r :  2 2 5 7 . 3 4 8 0 8 9 5 3 5 3 4
Lay Vs Pois H RHO
1 318 . 4 5 1 4 0 . 3 0 0 0 1 . 0 0 0 0 1500.0000
2 1795.3197 0 . 3 0 0 0 0.7000 1500.0000
3 1 2 6 8 . 6 3 8 5 0 . 3 0 0 0 1.3000 1500.0000
4 1 4 3 4 . 2 5 3 5 0 . 3 0 0 0 2 . 3 0 0 0 1500.0000
5 3 6 1 . 2 6 4 6 0 . 3 0 0 0 3 . 9 0 0 0 1500.0000
6 518.1540 0 . 3 0 0 0 6 . 8 0 0 0 1500.0000
7 1 4 6 3 . 1 1 4 3 0 . 3 0 0 0 12.0000 1500.0000
8 4 8 5 . 3 5 3 9 0 . 3 0 0 0 2 2 . 0 0 0 0 1500.0000
9 2 2 9 2 . 7 4 1 2 0 . 3 0 0 0  1 0 0 0 0 . 0 0 0 0 1500.0000
Standard deviations from covariance matrix
Lay Vs Pois H
1 0 . 5 0 1 7 8 E + 0 3 0 . 5 2 4 1 9 E -07 0. 10537E-07
2 0 . 5 6 0 3 0 E + 0 3 0 . 5 2 4 1 9 E -07 0. 57229E-07
3 0 . 3 8 0 7 4 E + 0 3 0 . 5 2 4 1 9 E -07 0. 21439E-06
4 0 . 3 4 3 6 9 E + 0 3 0 . 5 2 4 1 9 E -07 0. 4 0 6 4 5 E - 0 6
5 0 . 2 6 8 4 5 E + 0 3 0 . 5 2 4 1 9 E - 0 7  0 . 6 0 3 4 5 E - 0 6
6 0.59874E+03 0 . 5 2 4 1 9 E -07 0. 3 0 3 9 3 E - 0 6
7 G.34219E+03 0 . 5 2 4 1 9 E - 0 7  0 . 1 6 8 5 9 E - 0 6
8 0 . 3 8 3 4 5 E + 0 3 0 . 5 2 4 1 9 E -07 0. 2 3 8 4 2 E - 0 6
9 0.32351E+03 0 . 5 2 4 1 9 E -07 0. 1 2 2 0 7 E - 0 3
RHO
0.21579E-04
0.21579E-04
0.21579E-04
0.21579E-04
0.21579E-04
0.21579E-04
0.21579E-04
0.21579E-04
0.21579E-04
DEPTH 
0.OOOOOE+00 
0.OOOOOE+00 
0.OOOOOE+00 
O.OOOOOE+00 
O.OOOOOE+00 
0.OOOOOE+00 
0.OOOOOE+00 
O.OOOOOE+00 
O.OOOOOE+00
Posterior probability function
Note: Frequencies are output
Marginal ppds need to be computed 
Format : model parameter, probability
Vs layer:
116.400000000000 
1 9 7 . 2 0 0 0 0 0 0 0 0 0 0 0
0 . 4 9 0 4 3 3 6 7 3 4 6 9 3 8 8
0 . 1 6 1 9 8 9 7 9 5 9 1 8 3 6 7
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2 7 8 . 0 0 0 0 0 0 0 0 0 0 0 0
3 5 8 . 8 0 0 0 0 0 0 0 0 0 0 0
4 3 9 . 6 0 0 0 0 0 0 0 0 0 0 0
5 2 0 . 4 0 0 0 0 0 0 0 0 0 0 0
6 0 1 . 2 0 0 0 0 0 0 0 0 0 0 0
6 8 2 . 0 0 0 0 0 0 0 0 0 0 0 0
7 6 2 . 8 0 0 0 0 0 0 0 0 0 0 0
8 4 3 . 6 0 0 0 0 0 0 0 0 0 0 0
9 2 4 . 4 0 0 0 0 0 0 0 0 0 0 0
1 0 0 5 . 2 0 0 0 0 0 0 0 0 0 0  
1 0 8 6 . 0 0 0 0 0 0 0 0 0 0 0  
1 1 6 6 . 8 0 0 0 0 0 0 0 0 0 0
1 2 4 7 . 6 0 0 0 0 0 0 0 0 0 0
1 3 2 8 . 4 0 0 0 0 0 0 0 0 0 0
1 4 0 9 . 2 0 0 0 0 0 0 0 0 0 0
1 4 9 0 . 0 0 0 0 0 0 0 0 0 0 0
1570.80000000000
1651.60000000000
1 7 3 2 . 4 0 0 0 0 0 0 0 0 0 0
1 8 1 3 . 2 0 0 0 0 0 0 0 0 0 0
1 8 9 4 . 0 0 0 0 0 0 0 0 0 0 0
1 9 7 4 . 8 0 0 0 0 0 0 0 0 0 0
2 0 5 5 . 6 0 0 0 0 0 0 0 0 0 0
2 1 3 6 . 4 0 0 0 0 0 0 0 0 0 0
2 2 1 7 . 2 0 0 0 0 0 0 0 0 0 0
2 2 9 8 . 0 0 0 0 0 0 0 0 0 0 0
2 3 7 8 . 8 0 0 0 0 0 0 0 0 0 0
2 4 5 9 . 6 0 0 0 0 0 0 0 0 0 0
0 . 1 3 6 4 7 9 5 9 1 8 3 6 7 3 5  
0.101403061224490 
7 . 6 5 3 0 6 1 2 2 4 4 8 9 7 9 6 E - 0 0 3  
4 6 4 2 8 5 7 1 4 2 8 5 7 1 4 E - 0 0 3  
7 3 9 7 9 5 9 1 8 3 6 7 3 4 6 E - 0 0 3  
464285714285714E-003 
1 0 2 0 4 0 8 1 6 3 2 6 5 3 0 E - 0 0 3  
1.913265306122449E-003 
5 . 7 3 9 7 9 5 9 1 8 3 6 7 3 4 6 E - 0 0 3  
9 1 3 2 6 5 3 0 6 1 2 2 4 4 9 E - 0 0 3  
1 8 8 7 7 5 5 1 0 2 0 4 0 8 1 E - 0 0 3  
3 7 7 5 5 1 0 2 0 4 0 8 1 6 3 E - 0 0 4  
5 5 1 0 2 0 4 0 8 1 6 3 2 6 5 E - 0 0 3  
2.551020408163265E-003 
1 . 9 1 3 2 6 5 3 0 6 1 2 2 4 4 9 E - 0 0 3  
2 . 5 5 1 0 2 0 4 0 8 1 6 3 2 6 5 E - 0 0 3  
9 1 3 2 6 5 3 0 6 1 2 2 4 4 9 E - 0 0 3  
3 7 7 5 5 1 0 2 0 4 0 8 1 6 3 E - 0 0 4  
551020408163265E-003 
27 5510204 081633E-003 
377551020408163E-003 
2 . 5 5 1 0 2 0 4 0 8 1 6 3 2 6 5 E - 0 0 3  
3 . 8 2 6 5 3 0 6 1 2 2 4 4 8 9 8 E - 0 0 3  
1 . 0 8 4 1 8 3 6 7 3 4 6 9 3 8 8 E - 0 0 2  
7 . 6 5 3 0 6 1 2 2 4 4 8 9 7 9 6 E - 0 0 3  
6 . 3 7 7 5 5 1 0 2 0 4 0 8 1 6 3 E - 0 0 3  
7 . 0 1 5 3 0 6 1 2 2 4 4 8 9 7 9 E - 0 0 3  
8 . 2 9 0 8 1 6 3 2 6 5 3 0 6 1 1 E - 0 0 3
Vs layer:
3 8 5 . 8 3 3 3 3 3 3 3 3 3 3 3
4 5 7 . 5 0 0 0 0 0 0 0 0 0 0 0
5 2 9 . 1 6 6 6 6 6 6 6 6 6 6 7
6 0 0 . 8 3 3 3 3 3 3 3 3 3 3 3
6 7 2 . 5 0 0 0 0 0 0 0 0 0 0 0
744.166666666667
8 1 5 . 8 3 3 3 3 3 3 3 3 3 3 3
8 8 7 . 5 0 0 0 0 0 0 0 0 0 0 0
9 5 9 . 1 6 6 6 6 6 6 6 6 6 6 7
1 0 3 0 . 8 3 3 3 3 3 3 3 3 3 3
1 1 0 2 . 5 0 0 0 0 0 0 0 0 0 0
1 1 7 4 . 1 6 6 6 6 6 6 6 6 6 7
1 2 4 5 . 8 3 3 3 3 3 3 3 3 3 3
1 3 1 7 . 5 0 0 0 0 0 0 0 0 0 0
1 3 8 9 . 1 6 6 6 6 6 6 6 6 6 7
1 4 6 0 . 8 3 3 3 3 3 3 3 3 3 3
1 5 3 2 . 5 0 0 0 0 0 0 0 0 0 0
1604.16666666667
1 6 7 5 . 8 3 3 3 3 3 3 3 3 3 3
1 7 4 7 . 5 0 0 0 0 0 0 0 0 0 0
1 8 1 9 . 1 6 6 6 6 6 6 6 6 6 7
1 8 9 0 . 8 3 3 3 3 3 3 3 3 3 3
1 9 6 2 . 5 0 0 0 0 0 0 0 0 0 0
6 . 3 7 7 5 5 1 0 2 0 4 0 8 1 6 3 E - 0 0 4  
1.2755102 04081633E-003 
1.275510204081633E-003 
1 . 9 1 3 2 6 5 3 0 6 1 2 2 4 4 9 E - 0 0 3  
1 . 2 7 5 5 1 0 2 0 4 0 8 1 6 3 3 E - 0 0 3  
1.913265306122449E-003 
3 . 1 8 8 7 7 5 5 1 0 2 0 4 0 8 1 E - 0 0 3  
3 . 1 8 8 7 7 5 5 1 0 2 0 4 0 8 1 E - 0 0 3  
1 . 2 7 5 5 1 0 2 0 4 0 8 1 6 3 3 E - 0 0 3  
1 . 2 7 5 5 1 0 2 0 4 0 8 1 6 3 3 E - 0 0 3  
O.OOOOOOOOOOOOOOOE+000  
3 . 8 2 6 5 3 0 6 1 2 2 4 4 8 9 8 E - 0 0 3  
1 . 9 1 3 2 6 5 3 0 6 1 2 2 4 4 9 E - 0 0 3  
6.377 5510204 08163E-003
4.4 64 285714285714E-003 
7 . 6 5 3 0 6 1 2 2 4 4 8 9 7 9 6 E - 0 0 3  
6 . 3 7 7 5 5 1 0 2 0 4 0 8 1 6 3 E - 0 0 3  
5 . 7 3 9 7 9 5 9 1 8 3 6 7 3 4 6 E - 0 0 3  
5.10204 081632 6530E-003 
5 . 7 3 9 7 9 5 9 1 8 3 6 7 3 4 6 E - 0 0 3  
1 . 0 2 0 4 0 8 1 6 3 2 6 5 3 0 6 E - 0 0 2  
1 . 7 2 1 9 3 8 7 7 5 5 1 0 2 0 4 E - 0 0 2  
2 . 7 4 2 3 4 6 9 3 8 7 7 5 5 1 0 E - 0 0 2
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2 0 3 4 ,  
2 1 0 5 ,  
2177 , 
2 2 4 9 ,  
2 3 2 0 ,  
2 3 9 2 ,  
2 4 6 4 ,
1 6 6 6 6 6 6 6 6 6 7
8 3 3 3 3 3 3 3 3 3 3
5 0 0 0 0 0 0 0 0 0 0
16666666667
8 3 3 3 3 3 3 3 3 3 3
5 0 0 0 0 0 0 0 0 0 0
16666666667
2 . 5 5 1 0 2 0 4 0 8 1 6 3 2 6 5 E - 0 0 2
3 . 4 4 3 8 7 7 5 5 1 0 2 0 4 0 8 E - 0 0 2
4 . 4 0 0 5 1 0 2 0 4 0 8 1 6 3 2 E - 0 0 2
4.71938775510204lE-002
0 . 1 6 1 3 5 2 0 4 0 8 1 6 3 2 7
0 . 1 1 5 4 3 3 6 7 3 4 6 9 3 8 8
0 . 4 5 2 8 0 6 1 2 2 4 4 8 9 8 0
C l.2.4 Plots of the Posterior Probability Function of Run 1
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Layer H9
^0.25
1000 1500
Shear Wave Velocity, m/s
2000 2500
C2 SA-I Code
C2.1 Input Starting Model
! N u m b e r  o f  l a y e r s
76 30 4 0 .2 I L a y e r 1
0.3 0 .3 0. 0
1 1 0. 0
1500 1500 0. 0
8 9 3 5 8 0. 2 ! L a y e r 2
0.3 0 .3 0 .0
0.7 0. 7 0. 0
1 5 0 0 1500 0. 0
115 460 0.2 ! L a y e r 3
0 . 3 0 . 3 0 .0
1.3 1 .3 0. 0
1500 1500 0. 0
2 0 5 8 2 0 0. 2 ! L a y e r 4
0.3 0 . 3 0. 0
2.3 2 . 3 0 . 0
1 5 0 0 1 5 0 0 0. 0
2 0 2 810 0. 2 ! L a y e r 5
0.3 0 .3 0. 0
3 . 9 3 . 9 0. 0
1 5 0 0 1500 0. 0
1 9 7 788 0. 2 ! L a y e r 6
0.3 0 . 3 0. 0
6 . 8 6. 8 0. 0
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1 5 0 0 1500 0 . 0
2 2 0 8 8 0 0 . 2
0 . 3 0.3 0 . 0
12 12 0.0
1500 1500 0.0
2 7 0 1 0 8 0 0 . 2
0 . 3 0.3 0.0
22 22 0.0
1500 1 5 0 0 0 . 0
3 5 0 1 4 0 0 0 . 2
0 . 3 0.3 0 . 0
50 50 0 . 0
1500 1500 0 . 0
1
2 6 0.15
1 0 0 0 2 0 0 0 0 . 1 5
0.3 0.3 0.0
2 4 0 . 1 5
1 5 0 0 1 5 0 0 0 . 0
! Layer 7
! Layer
! Layer 9
! Stiff layer 1
C2.2 Output Models: mod.out
Final # error evaluations (iterations)= 2 8 4 8
Best model err; 6 6 . 1 5 1 9 2 5 2 7 9 6 3 3 0
Lay Vs Pols H RHO
1 1 6 6 . 9 2 3 8 0 . 3 0 0 0 1 . 0 0 0 0 1 5 0 0 . 0 0 0 0
2 1 7 0 . 4 2 8 5 0 . 3 0 0 0 0 . 7 0 0 0 1500.0000
3 2 5 1 . 0 1 8 2 0 . 3 0 0 0 1.3000 1 5 0 0 . 0 0 0 0
4 3 5 7 . 5 3 4 3 0 . 3 0 0 0 1.0000 1500.0000
5 1218.7515 0 . 3 0 0 0 2 . 0 0 0 0 1500.0000
6 4 6 9 . 6 1 1 5 0 . 3 0 0 0 3 . 2 0 0 0 1500.0000
7 615.5145 0 . 3 0 0 0 6 . 8 0 0 0 1500.0000
8 314.1508 0 . 3 0 0 0 12.0000 1500.0000
9 837.5500 0 . 3 0 0 0 2 2 . 0 0 0 0 1500.0000
10 7 0 8 . 4 4 3 1 0 . 3 0 0 0 1 0 0 0 0 . 0 0 0 0 1500.0000
Final model err : 6 6 . 1 5 1 9 2 5 2 7 9 6 3 3 0
Lay Vs Pols H RHO
1 1 6 6 . 9 2 3 8 0 . 3 0 0 0 1.0000 1500.0000
2 1 7 0 . 4 2 8 5 0.3000 0 . 7 0 0 0 1500.0000
3 2 5 1 . 0 1 8 2 0 . 3 0 0 0 1.3000 1 5 0 0 . 0 0 0 0
4 3 5 7 . 5 3 4 3 0 . 3 0 0 0 1 . 0 0 0 0 1500.0000
5 1218.7515 0 . 3 0 0 0 2 . 0 0 0 0 1500.0000
6 4 6 9 . 6 1 1 5 0 . 3 0 0 0 3 . 2 0 0 0 1500.0000
7 615.5145 0.3000 6 . 8 0 0 0 1500.0000
8 314.1508 0.3000 12.0000 1500.0000
9 8 3 7 . 5 5 0 0 0 . 3 0 0 0 2 2 . 0 0 0 0 1500.0000
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10 7 0 8 . 4 4 3 1
Average model
0 . 3 0 0 0  1 0 0 0 0 . 0 0 0 0  1 5 0 0 . 0 0 0 0
e r r :  1 5 8 . 7 6 6 0 2 5 0 1 8 8 3 6
Lay Vs Pols H RHO
1 1 7 8 . 5 9 8 0 0 . 3 0 0 0 1 . 0 0 0 0 1 5 0 0 . 0 0 0 0
2 1 6 8 . 5 2 3 5 0 . 3 0 0 0 0 . 7 0 0 0 1 5 0 0 . 0 0 0 0
3 2 6 6 . 8 2 5 7 0 . 3 0 0 0 1 . 3 0 0 0 1 5 0 0 . 0 0 0 0
4 4 0 9 . 2 3 2 4 0 . 3 0 0 0 0 . 7 9 3 1 1500.0000
5 1 2 0 2 . 8 5 1 2 0 . 3 0 0 0 2 . 0 4 8 9 1500.0000
6 4 4 8 . 6 4 8 1 0 . 3 0 0 0 3 . 3 5 8 1 1 5 0 0 . 0 0 0 0
7 6 3 1 . 3 8 1 4 0 . 3 0 0 0 6 . 8 0 0 0 1500.0000
8 3 3 7 . 4 9 7 6 0 . 3 0 0 0 1 2 . 0 0 0 0 1500.0000
9 7 7 4 . 3713 0 . 3 0 0 0 2 2 . 0 0 0 0 1500.0000
10 7 5 1 . 5 9 6 9 0 . 3 0 0 0 1 0 0 0 0 . 0 0 0 0 1 5 0 0 . 0 0 0 0
Standard deviations from covariance matrix
Lay Vs Pols H RHO DEPTH
1 0 . 3 3 7 8 0 E + 0 2 0 . 5 5 5 0 6 E - 0 7 0.OOOOOE+00 O.OOOOOE+00 . OOOOOE+00
2 0.40540E+02 0 . 5 5 5 0 6 E - 0 7 0 . 1 1 8 2 7 E - 0 6 O.OOOOOE+00 . OOOOOE+00
3 0 . 3 6 5 7 5 E + 0 2 0 . 5 5 5 0 6 E - 0 7 0.12991E-06 0.OOOOOE+00 .OOOOOE+00
4 0.12531E+03 0 . 5 5 5 0 6 E - 0 7 0 . 3 7 2 2 3 E - 0 6 0.OOOOOE+00 .OOOOOE+00
5 0.87831E+02 0 . 5 5 5 0 6 E - 0 7 0 . 1 6 8 5 9 E - 0 6 O.OOOOOE+00 .OOOOOE+00
6 0 . 8 2 9 1 0 E + 0 2 0 . 5 5 5 0 6 E - 0 7 0.16540E-05 0.OOOOOE+00 .OOOOOE+00
7 0 . 7 6 2 7 4 E + 0 2 0 . 5 5 5 0 6 E - 0 7 0.OOOOOE+00 O.OOOOOE+OO . OOOOOE+00
8 0.13518E+03 0.55506E-07 O.OOOOOE+00 O.OOOOOE+OO .OOOOOE+OO
9 0 . 1 6 8 5 7 E + 0 3 0 . 5 5 5 0 6 E - 0 7 O.OOOOOE+00 O.OOOOOE+OO .OOOOOE+OO
10 0 . 7 8 5 1 0 E + 0 2 0 . 5 5 5 0 6 E - 0 7 0.11873E+00 O.OOOOOE+OO . 33934E+00
Posterior probability function
Note: Frequencies are output
Marginal ppds need to be computed 
Format : model parameter, probability
Vs layer: 1
7 9 . 8 0 0 0 0 0 0 0 0 0 0 0 0
8 7 . 4 0 0 0 0 0 0 0 0 0 0 0 0
9 5 . 0 0 0 0 0 0 0 0 0 0 0 0 0  
1 0 2 . 6 0 0 0 0 0 0 0 0 0 0 0  
1 1 0 .2 0 0 0 0 0 0 0 0 0 0 0
1 1 7 . 8 0 0 0 0 0 0 0 0 0 0 0
1 2 5 . 4 0 0 0 0 0 0 0 0 0 0 0
1 3 3 . 0 0 0 0 0 0 0 0 0 0 0 0
1 4 0 . 6 0 0 0 0 0 0 0 0 0 0 0
1 4 8 . 2 0 0 0 0 0 0 0 0 0 0 0
1 5 5 . 8 0 0 0 0 0 0 0 0 0 0 0
1 6 3 . 4 0 0 0 0 0 0 0 0 0 0 0
1 7 1 . 0 0 0 0 0 0 0 0 0 0 0 0
1 7 8 . 6 0 0 0 0 0 0 0 0 0 0 0
1 8 6 . 2 0 0 0 0 0 0 0 0 0 0 0
1 9 3 . 8 0 0 0 0 0 0 0 0 0 0 0
2 0 1 . 4 0 0 0 0 0 0 0 0 0 0 0
2 0 9 . 0 0 0 0 0 0 0 0 0 0 0 0
2 1 6 . 6 0 0 0 0 0 0 0 0 0 0 0
O.OOOOOOOOOOOOOOOE+000
0.OOOOOOOOOOOOOOOE+000
O.OOOOOOOOOOOOOOOE+000
0.OOOOOOOOOOOOOOOE+000
0.OOOOOOOOOOOOOOOE+000
O.OOOOOOOOOOOOOOOE+000
0.00000000000000OE+000
4 . 5 6 4 6 0 6 7 4 1 5 7 3 0 3 4 E - 0 0 3
2 . 5 2 8 0 8 9 8 8 7 6 4 0 4 4 9 E - 0 0 2
0.119382022471910
0 . 1 4 1 1 5 1 6 8 5 3 9 3 2 5 8
0 . 1 3 8 6 9 3 8 2 0 2 2 4 7 1 9
0 . 1 4 1 8 5 3 9 3 2 5 8 4 2 7 0
0 . 1 3 7 6 4 0 4 4 9 4 3 8 2 0 2
0 . 1 3 3 4 2 6 9 6 6 2 9 2 1 3 5
2.247191011235955E-002
1.05337 07 8 6516854E-002
1.193820224719101E-002
1 . 0 1 8 2 5 8 4 2 6 9 6 6 2 9 2 E - 0 0 2
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2 2 4 . 2 0 0 0 0 0 0 0 0 0 0 0
2 3 1 . 8 0 0 0 0 0 0 0 0 0 0 0
2 3 9 . 4 0 0 0 0 0 0 0 0 0 0 0
2 4 7 . 0 0 0 0 0 0 0 0 0 0 0 0
2 5 4 . 6 0 0 0 0 0 0 0 0 0 0 0
2 6 2 . 2 0 0 0 0 0 0 0 0 0 0 0
2 6 9 . 8 0 0 0 0 0 0 0 0 0 0 0
2 7 7 . 4 0 0 0 0 0 0 0 0 0 0 0
2 8 5 . 0 0 0 0 0 0 0 0 0 0 0 0
2 9 2 . 6 0 0 0 0 0 0 0 0 0 0 0
3 0 0 . 2 0 0 0 0 0 0 0 0 0 0 0
6 1 7 9 7 7 5 2 8 0 8 9 8 8 7 E - 0 0 3  
1938202247191OlE-002 
0 7 5 8 4 2 6 9 6 6 2 9 2 1 2 E - 0 0 3  
0 7 5 8 4 2 6 9 6 6 2 9 2 1 2 E - 0 0 3  
0 5 3 3 7 0 7 8 6 5 1 6 8 5 4 E - 0 0 2  
0 8 8 4 8 3 1 4 6 0 6 7 4 1 6 E - 0 0 2  
3 2 0 2 2 4 7 1 9 1 0 1 1 2 3 E - 0 0 3  
0 7 5 8 4 2 6 9 6 6 2 9 2 1 2 E - 0 0 3  
8 3 1 4 6 0 6 7 4 1 5 7 3 0 3 E - 0 0 3  
8 3 1 4 6 0 6 7 4 1 5 7 3 0 3 E - 0 0 3  
3 6 9 3 8 2 0 2 2 4 7 1 9 1 0 E - 0 0 2
Vs layer:
3 6 7 . 5 0 0 0 0 0 0 0 0 0 0 0
4 0 2 . 5 0 0 0 0 0 0 0 0 0 0 0
4 3 7 . 5 0 0 0 0 0 0 0 0 0 0 0
4 7 2 . 5 0 0 0 0 0 0 0 0 0 0 0
5 0 7 . 5 0 0 0 0 0 0 0 0 0 0 0
5 4 2 . 5 0 0 0 0 0 0 0 0 0 0 0
5 7 7 . 5 0 0 0 0 0 0 0 0 0 0 0
6 1 2 . 5 0 0 0 0 0 0 0 0 0 0 0
6 4 7 . 5 0 0 0 0 0 0 0 0 0 0 0
6 8 2 . 5 0 0 0 0 0 0 0 0 0 0 0
717 . 5 0 0 0 0 0 0 0 0 0 0 0
7 5 2 . 5 0 0 0 0 0 0 0 0 0 0 0
7 8 7 . 5 0 0 0 0 0 0 0 0 0 0 0
8 2 2 . 5 0 0 0 0 0 0 0 0 0 0 0
8 5 7 . 5 0 0 0 0 0 0 0 0 0 0 0
8 9 2 . 5 0 0 0 0 0 0 0 0 0 0 0
9 2 7 . 5 0 0 0 0 0 0 0 0 0 0 0
9 6 2 . 5 0 0 0 0 0 0 0 0 0 0 0
9 9 7 . 5 0 0 0 0 0 0 0 0 0 0 0
1 0 3 2 . 5 0 0 0 0 0 0 0 0 0 0
1 0 6 7 . 5 0 0 0 0 0 0 0 0 0 0
1 1 0 2 . 5 0 0 0 0 0 0 0 0 0 0
1 1 3 7 . 5 0 0 0 0 0 0 0 0 0 0
1172.50000000000
1 2 0 7 . 5 0 0 0 0 0 0 0 0 0 0
1 2 4 2 . 5 0 0 0 0 0 0 0 0 0 0
1 2 7 7 . 5 0 0 0 0 0 0 0 0 0 0
1 3 1 2 . 5 0 0 0 0 0 0 0 0 0 0
1 3 4 7 . 5 0 0 0 0 0 0 0 0 0 0
1 3 8 2 . 5 0 0 0 0 0 0 0 0 0 0
00000000000000OE+000
OOOOOOOOOOOOOOOE+000
022471910112359E-004
5 1 1 2 3 5 9 5 5 0 5 6 1 8 0 E - 0 0 4
4 0 4 4 9 4 3 8 2 0 2 2 4 7 2 E - 0 0 3
022471910112359E-004
1 6 0 1 1 2 3 5 9 5 5 0 5 6 2 E - 0 0 2
1 3 0 6 1 7 9 7 7 5 2 8 0 9 0
1 3 3 0 7 5 8 4 2 6 9 6 6 2 9
145014044943820
1 5 1 3 3 4 2 6 9 6 6 2 9 2 1
1 5 2 3 8 7 6 4 0 4 4 9 4 3 8
1 0 3 5 8 1 4 6 0 6 7 4 1 5 7
8 4 4 1 0 1 1 2 3 5 9 5 5 0 6 E - 0 0 2
6 7 1 3 4 8 3 1 4 6 0 6 7 4 1 E - 0 0 3
7 7 8 0 8 9 8 8 7 6 4 0 4 5 0 E - 0 0 3
3 2 0 2 2 4 7 1 9 1 0 1 1 2 3 E - 0 0 3
0 7 5 8 4 2 6 9 6 6 2 9 2 1 2 E - 0 0 3
9 1 5 7 3 0 3 3 7 0 7 8 6 5 2 E - 0 0 3
2 6 6 8 5 3 9 3 2 5 8 4 2 7 0 E - 0 0 3
2 1 3 4 8 3 1 4 6 0 6 7 4 1 6 E - 0 0 3
6 1 7 9 7 7 5 2 8 0 8 9 8 8 7 E - 0 0 3
1 2 9 2 1 3 4 8 3 1 4 6 0 6 7 E - 0 0 3
3 7 3 5 9 5 5 0 5 6 1 7 9 7 7 E - 0 0 3
9 6 9 1 0 1 1 2 3 5 9 5 5 0 5 E - 0 0 3
8 3 1 4 6 0 6 7 4 1 5 7 3 0 3 E - 0 0 3
1 2 9 2 1 3 4 8 3 1 4 6 0 6 7 E - 0 0 3
7 7 8 0 8 9 8 8 7 6 4 0 4 5 0 E - 0 0 3
1 2 9 2 1 3 4 8 3 1 4 6 0 6 7 E - 0 0 3
1 5 8 7 0 7 8 6 5 1 6 8 5 3 9 E - 0 0 2
Vs layer : 1 0
1 0 1 6 . 6 6 6 6 6 6 6 6 6 6 7
1 0 5 0 . 0 0 0 0 0 0 0 0 0 0 0
1 0 8 3 . 3 3 3 3 3 3 3 3 3 3 3
1 1 1 6 . 6 6 6 6 6 6 6 6 6 6 7
1150.00000000000
1 1 8 3 . 3 3 3 3 3 3 3 3 3 3 3
1216.66666666667
3.195224719101124E-002
2.0014 04 494382023E-002
2 . 3 8 7 6 4 0 4 4 9 4 3 8 2 0 2 E - 0 0 2
7 . 4 0 8 7 0 7 8 6 5 1 6 8 5 3 9 E - 0 0 2
0.128160112359551
0 . 2 0 1 5 4 4 9 4 3 8 2 0 2 2 5
0 . 1 8 8 2 0 2 2 4 7 1 9 1 0 1 1
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1 2 5 0 ,
1 2 8 3 .
1316.
1 3 5 0 .
1 3 8 3 .
1416.
1450.
1483.
1 5 1 6 .
1550.
1 5 8 3 .
1 6 1 6 .
1 6 5 0 .
1 6 8 3 .
1716,
1750,
1 7 8 3 ,
1 8 1 6 ,
1850,
1 8 8 3 ,
1916,
1 9 5 0 ,
1 9 8 3 ,
0000000 00 00
3 3 3 3 3 3 3 3 3 3 3
66666666667
0000000 000 0
3 3 3 3 3 3 3 3 3 3 3
6 6 6 6 6 6 6 6 6 6 7
0000000 00 00
3 3 3 3 3 3 3 3 3 3 3
6 6 6 6 6 6 6 6 6 6 7
0 0 0 0 0 0 0 0 0 0 0
3 3 3 3 3 3 3 3 3 3 3
66666666667
0 0 0 0 0 0 0 0 0 0 0
3 3 3 3 3 3 3 3 3 3 3
66666666667
00 000 00 00 00
3 3 3 3 3 3 3 3 3 3 3
6 6 6 6 6 6 6 6 6 6 7
0 0 0 0 0 0 0 0 0 0 0
3 3 3 3 3 3 3 3 3 3 3
66666666667
0 0 0 0 0 0 0 0 0 0 0
3 3 3 3 3 3 3 3 3 3 3
0.161867977528090 
0 . 1 1 7 2 7 5 2 8 0 8 9 8 8 7 6  
1 . 9 6 6 2 9 2 1 3 4 8 3 1 4 6 1 E - 0 0 2  
7 . 7 2 4 7 1 9 1 0 1 1 2 3 5 9 5 E - 0 0 3
6.67134831460674lE-003 
5 . 6 1 7 9 7 7 5 2 8 0 8 9 8 8 7 E - 0 0 3  
4.564 606741573034E-003 
4.213483146067416E-003 
2 . 4 5 7 8 6 5 1 6 8 5 3 9 3 2 6 E - 0 0 3  
1 . 4 0 4 4 9 4 3 8 2 0 2 2 4 7 2 E - 0 0 3  
7.022471910112359E-004 
0 . OOOOOOOOOOOOOOOE+000 
0.OOOOOOOOOOOOOOOE+000 
0.OOOOOOOOOOOOOOOE+000 
0.OOOOOOOOOOOOOOOE+OOO 
O.OOOQOOOOOOOOOOOE+000 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0 . OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO
H layer: 10
2 . 0 3 3 3 3 3 3 3 3 3 3 3 3 3  
2 . 1 0 0 0 0 0 0 0 0 0 0 0 0 0
2 . 1 6 6 6 6 6 6 6 6 6 6 6 6 7
2 . 2 3 3 3 3 3 3 3 3 3 3 3 3 3
2 . 3 0 0 0 0 0 0 0 0 0 0 0 0 0
2 . 3 6 6 6 6 6 6 6 6 6 6 6 6 7
2 . 4 3 3 3 3 3 3 3 3 3 3 3 3 3
2 . 5 0 0 0 0 0 0 0 0 0 0 0 0 0
2.56666666666667
2 . 6 3 3 3 3 3 3 3 3 3 3 3 3 3
2 . 7 0 0 0 0 0 0 0 0 0 0 0 0 0  
2.7 6666666666667
2 . 8 3 3 3 3 3 3 3 3 3 3 3 3 3
2 . 9 0 0 0 0 0 0 0 0 0 0 0 0 0
2.96666666666667
3 . 0 3 3 3 3 3 3 3 3 3 3 3 3 3  
3 . 1 0 0 0 0 0 0 0 0 0 0 0 0 0
3 . 1 6 6 6 6 6 6 6 6 6 6 6 6 7
3 . 2 3 3 3 3 3 3 3 3 3 3 3 3 3
3 . 3 0 0 0 0 0 0 0 0 0 0 0 0 0
3 . 3 6 6 6 6 6 6 6 6 6 6 6 6 7
3 . 4 3 3 3 3 3 3 3 3 3 3 3 3 3
3 . 5 0 0 0 0 0 0 0 0 0 0 0 0 0
3 . 5 6 6 6 6 6 6 6 6 6 6 6 6 7
3 . 6 3 3 3 3 3 3 3 3 3 3 3 3 3
3 . 7 0 0 0 0 0 0 0 0 0 0 0 0 0  
3 . 7 6 6 6 6 6 6 6 6 6 6 6 6 7
3 . 8 3 3 3 3 3 3 3 3 3 3 3 3 3
3 . 9 0 0 0 0 0 0 0 0 0 0 0 0 0
3 . 9 6 6 6 6 6 6 6 6 6 6 6 6 7
0 . 7 9 2 1 3 4 8 3 1 4 6 0 6 7 4
0.111306179775281 
3.862359550561797E-002 
8 . 4 2 6 9 6 6 2 9 2 1 3 4 8 3 1 E - 0 0 3  
6.320224719101123E-003 
7.022471910112359E-003 
5 . 6 1 7 9 7 7 5 2 8 0 8 9 8 8 7 E - 0 0 3  
8 . 4 2 6 9 6 6 2 9 2 1 3 4 8 3 1 E - 0 0 3  
9 . 8 3 1 4 6 0 6 7 4 1 5 7 3 0 3 E - 0 0 3  
4.9157 30337 07 8 652E-003 
4.213483146067416E-003 
2 . 4 5 7 8 6 5 1 6 8 5 3 9 3 2 6 E - 0 0 3  
3 . 5 1 1 2 3 5 9 5 5 0 5 6 1 8 0 E - 0 0 4  
3 . 5 1 1 2 3 5 9 5 5 0 5 6 1 8 0 E - 0 0 4  
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0 . OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0 . OOOOOOOOOOOOOOOE+OOO 
0 . OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0 . OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO
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Depth layer ; 10
2 . 0 6 6 6 6 6 6 6 6 6 6 6 6 7  
2 .2 0 0 0 0 0 0 0 0 0 0 0 0 0  
2 . 3 3 3 3 3 3 3 3 3 3 3 3 3 3  
2 . 4 6 6 6 6 6 6 6 6 6 6 6 6 7  
2 . 6 0 0 0 0 0 0 0 0 0 0 0 0 0  
2 . 7 3 3 3 3 3 3 3 3 3 3 3 3 3  
2 . 8 6 6 6 6 6 6 6 6 6 6 6 6 7  
3 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
3 . 1 3 3 3 3 3 3 3 3 3 3 3 3 3  
3.26666666666667 
3 . 4 0 0 0 0 0 0 0 0 0 0 0 0 0  
3 . 5 3 3 3 3 3 3 3 3 3 3 3 3 3  
3.66666666656667 
3 . 8 0 0 0 0 0 0 0 0 0 0 0 0 0  
3 . 9 3 3 3 3 3 3 3 3 3 3 3 3 3
4 . 0 6 6 6 6 6 6 6 6 6 6 6 6 7  
2 0 0 0 0 0 0 0 0 0 0 0 0 0  
3 3 3 3 3 3 3 3 3 3 3 3 3 3  
46666666666667 
6 0 0 0 0 0 0 0 0 0 0 0 0 0  
7 3 3 3 3 3 3 3 3 3 3 3 3 3  
8 6 6 6 6 6 6 6 6 6 6 6 6 7  
00 000 00 0000000  
1 3 3 3 3 3 3 3 3 3 3 3 3 3
4 
4 
4 
4 
4
4
5 
5
5.26666666666667
5 . 4 0 0 0 0 0 0 0 0 0 0 0 0 0
5 . 5 3 3 3 3 3 3 3 3 3 3 3 3 3
5 . 6 6 6 6 6 6 6 6 6 6 6 6 6 7
5 . 8 0 0 0 0 0 0 0 0 0 0 0 0 0
5 . 9 3 3 3 3 3 3 3 3 3 3 3 3 3
0.OOOOOOOOOOOOOOOE+OOO 
0 . OOOOOOOOOOOOOOOE+OOO 
0 . OOOOOOOOOOOOOOOE+OOO
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
1.755617 977 528090E-003 
3.511235955056180E-004
1.05337 07 8 6516854E-003
8.4 2 6966292134 831E-003 
1.053370786516854E-002 
1.1587078 65168539E-002 
1.615168539325842E-002 
1 . 2 9 9 1 5 7 3 0 3 3 7 0 7 8 7 E - 0 0 2  
9.8314 60674157303E-003 
7 . 7 2 4 7 1 9 1 0 1 1 2 3 5 9 5 E - 0 0 3  
7.022471910112359E-003 
5.617977528089887E-003 
1.334269662921348E-002 
0 . 1 6 4 3 2 5 8 4 2 6 9 6 6 2 9  
0 . 1 8 8 9 0 4 4 9 4 3 8 2 0 2 2  
0.540379213483146 
0 . OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO 
0.OOOOOOOOOOOOOOOE+OOO
C3 LI Code after SA-I Code
C3.1 Input Starting Model
99 10 Number of observed data points, number of layers
1 6 7 0 . 3 1 1500 ! Layer 1
170 0.3 .7 1 5 0 0 ! Layer 2
2 5 1 0 . 3 1. 3 1 5 0 0 ! Layer 3
357 0.3 1 1500 ! Layer 4
1218 0 . 3 2 1500 ! Layer 5
4 6 9 0.3 3 . 2 1500 ! Layer 6
615 0.3 6 . 8 1500 ! Layer 7
314 0.3 12 1500 ! Layer 8
8 3 7 0.3 22 1500 ! Layer 9
7 0 8 0.3 10000 1500 ! Layer 10
0 . 01
5.
0 . 0 1
! Increment for derivative matrix calculation (rh)
! Number of iterations, regularization parameter 
! a priori data standard deviation
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C3.2.1 Estimated Data (TDC) for Final Model
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0 . 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
0 . 5 3 1 0 0 0 0 0 0 0 0 0 0 0 0  
0 . 5 6 4 0 0 0 0 0 0 0 0 0 0 0 0  
0 . 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
0 . 6 3 7 0 0 0 0 0 0 0 0 0 0 0 0  
0 . 6 7 7 0 0 0 0 0 0 0 0 0 0 0 0  
0 . 7 1 9 0 0 0 0 0 0 0 0 0 0 0 0  
0 . 7 6 4 0 0 0 0 0 0 0 0 0 0 0 0  
0.811000000000000 
0 . 8 6 2 0 0 0 0 0 0 0 0 0 0 0 0  
0 . 9 1 6 0 0 0 0 0 0 0 0 0 0 0 0  
0 . 9 7 3 0 0 0 0 0 0 0 0 0 0 0 0
1 . 0 3 4 0 0 0 0 0 0 0 0 0 0 0
1 . 0 9 8 0 0 0 0 0 0 0 0 0 0 0
1 . 1 6 7 0 0 0 0 0 0 0 0 0 0 0
1 . 2 3 9 0 0 0 0 0 0 0 0 0 0 0
1 . 3 1 7 0 0 0 0 0 0 0 0 0 0 0
1 . 3 9 9 0 0 0 0 0 0 0 0 0 0 0
1 . 4 8 6 0 0 0 0 0 0 0 0 0 0 0
1 . 5 7 9 0 0 0 0 0 0 0 0 0 0 0
1 . 6 7 7 0 0 0 0 0 0 0 0 0 0 0  
7 8 2 0 0 0 0 0 0 0 0 0 0 0  
. 8 9 3 0 0 0 0 0 0 0 0 0 0 0  
.0110 0000000000  
1 3 7 0 0 0 0 0 0 0 0 0 0 0  
, 2 7 0 0 0 0 0 0 0 0 0 0 0 0  
. 4 1 2 0 0 0 0 0 0 0 0 0 0 0  
, 5 6 2 0 0 0 0 0 0 0 0 0 0 0  
. 7 2 2 0 0 0 0 0 0 0 0 0 0 0
2 . 8 9 2 0 0 0 0 0 0 0 0 0 0 0
3 . 0 7 2 0 0 0 0 0 0 0 0 0 0 0
3 . 2 6 4 0 0 0 0 0 0 0 0 0 0 0
3 . 4 6 8 0 0 0 0 0 0 0 0 0 0 0
3 . 6 8 4 0 0 0 0 0 0 0 0 0 0 0
3 . 9 1 4 0 0 0 0 0 0 0 0 0 0 0
4 . 1 5 8 0 0 0 0 0 0 0 0 0 0 0  
. 4 1 7 0 0 0 0 0 0 0 0 0 0 0  
, 6 9 3 0 0 0 0 0 0 0 0 0 0 0  
, 9 8 6 0 0 0 0 0 0 0 0 0 0 0  
, 2 9 7 0 0 0 0 0 0 0 0 0 0 0  
, 6 2 7 0 0 0 0 0 0 0 0 0 0 0  
, 9 7 8 0 0 0 0 0 0 0 0 0 0 0  
, 3 5 1 0 0 0 0 0 0 0 0 0 0 0  
, 7 4 8 0 0 0 0 0 0 0 0 0 0 0
7 . 1 6 9 0 0 0 0 0 0 0 0 0 0 0
7 . 6 1 6 0 0 0 0 0 0 0 0 0 0 0
8 . 0 9 1 0 0 0 0 0 0 0 0 0 0 0
8 . 5 9 6 0 0 0 0 0 0 0 0 0 0 0
9 . 1 3 2 0 0 0 0 0 0 0 0 0 0 0
9 . 7 0 2 0 0 0 0 0 0 0 0 0 0 0  
10. 3070000000000
1 0 . 9 5 0 0 0 0 0 0 0 0 0 0 0
148 . 497264155449 
148.508945103850 
1 4 8 . 5 1 6 8 5 8 0 0 4 3 8 0  
1 4 8 . 5 2 9 5 8 0 7 0 7 1 9 2  
1 4 8 . 5 4 8 2 2 1 4 6 1 6 6 1  
148.576149345883 
1 4 8 . 6 1 5 7 8 0 3 4 3 4 9 3  
1 4 8 . 6 7 1 8 1 3 4 3 1 8 3 7  
148 . 7 4 7 2 8 5 2 1 4 1 9 9  
1 4 8 . 8 5 0 9 7 3 0 2 5 6 2 1  
1 4 8 . 9 8 7 3 7 6 3 5 8 5 5 9  
1 4 9 . 1 6 2 9 8 9 5 5 4 3 4 6  
1 4 9 . 3 8 8 3 4 0 9 8 2 0 3 3  
1 4 9 . 6 6 7 2 2 0 8 5 4 4 7 9  
1 5 0 . 0 1 6 5 6 3 2 2 2 1 1 7  
1 5 0 . 4 3 3 8 1 9 1 1 1 3 8 7  
150.944057123127 
151.541514360592 
1 5 2 . 2 3 7 6 2 7 9 5 7 3 2 1  
153.044743811338 
1 5 3 . 9 5 4 6 1 6 5 4 7 3 0 3  
1 5 4 . 9 8 4 6 2 3 5 1 5 3 9 8  
156.120978093411 
1 5 7 . 3 6 6 7 8 3 3 7 9 5 9 0  
1 5 8 . 7 2 3 7 0 1 7 4 7 9 9 5  
160.170587800573 
1 6 1 . 7 1 8 9 4 5 1 6 5 8 2 4  
1 6 3 . 3 4 9 6 0 1 1 2 9 5 8 1  
1 6 5 . 0 7 9 7 5 5 7 2 2 1 2 5  
166.910184718019 
1 6 8 . 8 4 8 5 3 5 0 3 7 9 4 3  
170. 931489736172 
1 7 3 . 1 8 1 9 0 0 9 1 4 7 9 6  
1 7 5 . 6 2 9 6 4 6 9 7 6 9 3 5  
178 . 333797614217 
1 8 1 . 3 3 6 5 5 4 9 6 2 8 0 1  
184.696146444791 
1 8 8 . 4 8 8 9 5 2 6 0 7 0 3 4  
1 9 2 . 7 6 7 5 0 4 4 6 9 8 5 5  
1 9 7 . 5 9 8 3 6 3 4 9 0 6 4 8  
2 0 3 . 0 4 7 9 3 5 9 7 1 8 9 6  
209.199141131756 
2 1 6 . 1 1 6 7 0 0 7 3 3 6 6 2  
2 2 3 . 8 8 0 5 9 7 1 3 4 9 2 7  
2 3 2 . 5 2 6 1 8 3 4 9 0 5 7 9  
2 4 2 . 1 2 0 6 5 2 9 6 0 1 5 7  
2 5 2 . 7 2 4 8 7 0 5 9 9 2 7 5  
2 6 4 . 3 9 0 9 2 4 1 2 8 5 0 6  
2 7 7 . 1 3 5 0 3 8 3 1 8 6 8 3  
2 9 1 . 0 0 4 7 7 9 2 3 2 9 3 5  
3 0 5 . 9 7 8 9 1 2 8 1 3 2 5 6  
322.055754520600
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1 1 . 6 3 3 0 0 0 0 0 0 0 0 0 0 3 3 9
1 3 . 1 3 0 0 0 0 0 0 0 0 0 0 0 3 6 2
1 3 . 9 5 0 0 0 0 0 0 0 0 0 0 0 36 8
1 4 . 8 2 0 0 0 0 0 0 0 0 0 0 0 3 7 5
15.7440000000000 3 8 1
1 6 . 7 2 7 0 0 0 0 0 0 0 0 0 0 3 8 8
1 7 . 7 7 0 0 0 0 0 0 0 0 0 0 0 3 9 4
1 8 . 8 7 9 0 0 0 0 0 0 0 0 0 0 3 9 9
2 0 . 0 5 7 0 0 0 0 0 0 0 0 0 0 4 0 2
2 1 . 3 0 8 0 0 0 0 0 0 0 0 0 0 404
2 2 . 6 3 7 0 0 0 0 0 0 0 0 0 0 4 0 5
2 4 . 0 5 0 0 0 0 0 0 0 0 0 0 0 404
2 5 . 5 5 0 0 0 0 0 0 0 0 0 0 0 4 0 2
2 7 . 1 4 4 0 0 0 0 0 0 0 0 0 0 400
2 8 . 8 3 8 0 0 0 0 0 0 0 0 0 0 39 8
3 0 . 6 3 7 0 0 0 0 0 0 0 0 0 0 3 9 6
3 2 . 5 4 8 0 0 0 0 0 0 0 0 0 0 3 9 5
3 4 . 5 7 9 0 0 0 0 0 0 0 0 0 0 39 4
3 6 . 7 3 6 0 0 0 0 0 0 0 0 0 0 39 4
3 9 . 0 2 8 0 0 0 0 0 0 0 0 0 0 3 9 5
4 1 . 4 6 3 0 0 0 0 0 0 0 0 0 0 3 9 6
4 4 . 0 5 0 0 0 0 0 0 0 0 0 0 0 3 9 9
4 6 . 7 9 8 0 0 0 0 0 0 0 0 0 0 4 0 3
4 9 . 7 1 8 0 0 0 0 0 0 0 0 0 0 40 8
5 2 . 8 2 0 0 0 0 0 0 0 0 0 0 0 4 1 3
5 6 . 1 1 5 0 0 0 0 0 0 0 0 0 0 4 2 0
5 9 . 6 1 6 0 0 0 0 0 0 0 0 0 0 427
6 3 . 3 3 5 0 0 0 0 0 0 0 0 0 0 435
6 7 . 2 8 7 0 0 0 0 0 0 0 0 0 0 444
7 1 . 4 8 4 0 0 0 0 0 0 0 0 0 0 453
7 5 . 9 4 4 0 0 0 0 0 0 0 0 0 0 4 6 3
8 0 . 6 8 2 0 0 0 0 0 0 0 0 0 0 473
8 5 . 7 1 6 0 0 0 0 0 0 0 0 0 0 48 4
9 1 . 0 6 4 0 0 0 0 0 0 0 0 0 0 494
9 6 . 7 4 5 0 0 0 0 0 0 0 0 0 0 5 0 5
1 0 2 . 7 8 1 0 0 0 0 0 0 0 0 0 5 1 6
1 0 9 . 1 9 3 0 0 0 0 0 0 0 0 0 5 2 7
116.006000000000 537
1 2 3 . 2 4 3 0 0 0 0 0 0 0 0 0 54 8
1 3 0 . 9 3 2 0 0 0 0 0 0 0 0 0 5 5 8
1 3 9 . 1 0 1 0 0 0 0 0 0 0 0 0 5 6 7
1 4 7 . 7 7 9 0 0 0 0 0 0 0 0 0 5 7 5
1 5 6 . 9 9 9 0 0 0 0 0 0 0 0 0 5 8 4
1 6 6 . 7 9 4 0 0 0 0 0 0 0 0 0 591
1 7 7 . 2 0 0 0 0 0 0 0 0 0 0 0 59 8
1 8 8 . 2 5 5 0 0 0 0 0 0 0 0 0 604
2 0 0 . 0 0 0 0 0 0 0 0 0 0 0 0 6 0 9
C3.2.2 Output Models
Initial LSQ error= 6 5 . 9 5 8 6 3 2 7 8 6 0 7 6 6
Iteration # 1
Error= 56.4258 934344 634
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Layer# VS
1 1 6 2 . 9 1 8 3 3 2 0 9 8 1 3 9
2 1 8 1 . 2 0 6 2 5 6 9 3 8 2 1 1
3 2 2 4 . 5 4 5 9 0 1 0 4 3 8 0 3
4 4 1 7 . 8 0 6 8 3 4 2 5 8 7 4 7
5 1 2 7 4 . 0 8 1 5 8 1 8 4 4 2 8
6 536.751673364977
7 4 7 6 . 3 7 5 7 3 2 2 4 4 2 4 2
8 3 3 5 . 7 3 4 1 3 7 7 1 7 2 1 9
9 7 9 2 . 7 2 5 5 0 4 3 7 5 5 5 4
10 6 9 0 . 7 7 6 2 0 2 4 4 0 4 8 2
Iteration # 2
Error= 41.3097151527593
Layer# VS
1 1 6 0 . 7 6 0 8 3 3 8 0 3 6 2 5
2 1 9 4 . 1 0 8 4 0 8 7 3 9 4 9 3
3 2 1 2 . 0 4 2 6 2 6 9 8 3 3 5 3
4 4 9 9 . 0 0 9 6 6 0 9 3 9 1 0 7
5 1 3 1 5 . 9 7 9 9 9 8 4 1 0 7 6
6 6 2 4 . 1 9 5 9 5 8 0 0 5 6 6 8
7 4 0 0 . 4 5 0 7 5 2 5 6 5 3 5 3
8 3 6 8 . 0 4 7 2 7 1 0 6 0 4 6 9
9 7 0 2 . 5 8 6 3 4 4 3 5 6 6 2 0
10  6 9 5 . 1 0 3 8 0 7 7 5 0 8 9 2
Iteration # 3
E r r o r =  2 7 . 3 8 6 3 9 2 7 2 6 9 8 5 5
Layer# VS
1 1 6 0 . 2 4 2 4 3 8 9 2 5 6 1 2
2 1 9 8 . 4 4 5 3 2 1 1 3 2 7 6 6
3 2 1 0 . 1 9 5 8 3 1 3 6 0 6 3 7
4 5 4 4 . 0 4 3 0 0 1 4 3 1 3 1 8
5 1 3 4 5 . 8 0 1 6 5 7 1 8 9 5 9
6 6 7 3 . 8 1 1 0 0 9 4 4 1 4 4 4
7 3 5 7 . 7 3 6 8 1 4 4 6 4 5 1 1
8 4 0 5 . 1 3 4 4 0 4 8 0 8 3 3 0
9 6 4 0 . 3 9 4 1 3 6 2 9 9 9 2 3
10  7 0 5 . 1 8 6 6 5 3 7 5 1 0 2 0
Iteration # 4
Error= 1 5 . 6 7 4 8 6 9 5 9 0 9 5 7 5
Layer# VS
1 1 6 0 . 1 5 7 9 8 9 8 0 5 3 5 1
2 1 9 8 . 8 4 7 6 0 3 6 9 2 7 5 7
3 2 0 8 . 9 0 8 6 5 8 4 8 5 2 5 9
4 5 7 4 . 2 2 8 6 1 9 6 0 1 9 8 9
5 1 3 6 1 . 6 4 4 4 3 0 2 5 6 1 7
6 7 0 1 . 4 7 9 3 0 8 7 8 7 9 5 3
7 3 3 1 . 9 2 7 1 5 3 0 5 8 9 9 8
8 4 3 8 . 5 1 0 7 6 9 8 4 6 9 6 9
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9 6 1 7 . 0 4 0 4 4 8 9 2 8 0 3 0
10 710.440983454561
Iteration # 5
E r r o r =  1 0 . 5 6 8 8 4 4 8 0 3 6 4 8 3
Layer# VS
1 1 6 0 . 1 4 8 8 0 3 3 1 0 2 3 7
2 1 9 8 . 5 1 5 5 1 3 6 0 7 1 8 4
3 2 0 8 . 2 4 2 5 0 3 4 6 9 8 1 5
4 5 9 6 . 1 6 0 6 4 2 2 3 1 1 5 4
5 1 3 6 6 . 9 3 8 0 9 0 1 1 0 6 0
6 7 1 6 . 3 7 0 2 9 5 1 9 7 6 7 8
7 3 1 8 . 8 7 7 3 7 5 7 1 3 7 9 8
8 4 6 1 . 0 7 2 1 0 8 9 4 4 9 1 7
9 6 0 6 . 1 1 9 8 3 6 6 2 0 6 8 8
10  7 1 2 . 8 4 5 4 9 3 6 5 3 5 8 2
Iteration # 6
Error= 9 . 3 4 6 9 4 7 6 1 9 5 4 2 1 0
Layer# VS
1 160.139544974552
2 1 9 8 . 5 6 1 7 1 8 4 1 7 8 8 7
3 2 0 7 . 8 6 5 7 5 7 7 6 7 1 9 3
4 6 0 6 . 9 4 1 2 6 1 3 5 1 9 3 6
5 1 3 7 1 . 8 4 0 6 4 8 6 0 0 6 1
6 7 2 1 . 5 7 0 2 7 8 6 0 9 8 9 2
7 3 1 3 . 3 3 0 9 3 1 9 1 8 3 6 6
8 4 7 2 . 5 4 3 0 9 3 3 8 2 3 9 9
9 6 0 1 . 2 4 8 0 8 0 9 6 1 9 0 2
10 713.734738387376
Iteration # 7
Error= 8.95106601974609
Layer# VS
1 160.131958030137
2 1 9 8 . 5 3 2 1 8 9 8 0 1 1 3 0
3 2 0 7 . 5 0 8 0 3 9 3 7 5 9 5 1
4 6 1 8 . 4 8 9 8 5 4 1 3 0 4 2 9
5 1 3 7 8 . 3 7 0 8 6 3 5 4 3 7 4
6 7 2 4 . 1 5 6 0 6 0 7 6 6 9 8 9
7 3 0 8 . 6 9 0 3 5 8 5 4 9 3 1 0
8 4 8 1 . 7 6 6 7 2 9 4 2 4 6 8 5
9 596.701149687037
10 7 1 4 . 5 6 7 5 7 8 6 0 1 8 0 9
Iteration # 
Error= 8 . 7 3 8 1 6 9 3 0 5 8 4 0 6 7
Layer# VS
1 160.119942381183
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2 198.576715450132
3 2 0 7 . 2 2 5 0 4 1 9 5 7 7 5 0
4 627.271682337420
5 1 3 8 9 . 7 7 0 4 3 5 2 7 3 9 7
6 7 2 2 . 7 6 6 7 6 0 3 2 4 2 7 6
7 3 0 6 . 6 0 3 0 2 3 6 7 2 9 4 1
8 4 8 6 . 0 9 3 3 6 8 2 2 8 4 9 1
9 5 9 4 . 7 9 8 6 6 0 2 8 3 5 4 0
10  7 1 4 . 6 3 2 3 3 2 6 6 7 0 6 4
Estimated standard deviation
Layer# VS
1 1. 2 2 2 4 2 8 3 1 6 8 5 3 7 1
2 6. 1 0 9 9 5 9 3 6 5 5 0 3 7 3
3 3. 1 2 8 6 3 5 5 6 4 2 8 9 2 4
4 12 .3401049117256
5 14 . 5 6 1 9 8 8 8 3 9 8 5 2 9
6 17 .3506710340864
7 9. 1 9 1 3 7 2 3 3 4 9 9 3 4 0
8 17 . 8 9 6 0 9 3 9 6 4 8 8 6 5
9 13 . 0 9 9 5 4 6 4 4 3 7 6 4 9
10 6. 2 3 6 5 3 4 6 3 3 7 2 0 6 6
C3.2.3 Posterior Model Covariance Matrix
Ü.9997 0:0018 -0.0005 0.0004 ^ .0 0 0 3 -0.0002 O.Oooo 0.0000 "0:0000
U.UÜÜÜ -0.0031 0.9845 0.ÜO06 -0.0072 0.0051 “OD'13'1' -0.0035 0.0Û41
-0.0001 H 0002 0.0115 0.0067 “0:9953 0.0262 ^ :0 0 2 9 -0.0060 -:0:0005
0.0011 -Ü.0006 -0.0001 -0.4320 -0.0o79 0.0262 0.0)91 0.1117 0.1645
0.0325 -"0:0497 0.0213 0.0034 0.7518 0.0O63 -0.0029 “&i117 0.0319
0.1723 Ü.0052 -0.0063 0.O226 0:0117 -0.1134 0.0129 -0.0060 0.1650
"Ü7T714" 0.6290 0.1289 -0.1998 0.0397 -0.0053 0.0346 -0.0035 -o:ooo5
Ü.Ü324 0.0054 Ü.1289 0.9192 0.1437 -0.0482 0.0060 -0.0600 0.0040
0.0010 -0.0495 -0.0066 -0.1998 0.1437 0.7020 0.1341 -0.Ù242 Ü.Û070
C3.2.4 Model Resolution Matrix
1.4943 -4.3302 1.2362 -0.5703 1.2056 0.0267 0.0455 -0.1608 0.0417 -0.0031
-4.3302 37.3316 -15.6678 -2.4987 -8.4896 -15.2666 2.5750 0.3837 -2.7176 0.8732
1.2362 -15.6678 9.7884 -4.0405 0.2591 -0.3231 0.8737 -1.6901 0.4116 0.0872
-0.5703 -2.4987 -4.0405 152.2782 35.2799 56.1013 -40.4148 49.2951 -2.3070 -4.9336
1.2056 -8.4896 0.2591 35.2799 212.0515 56.9845 -48.0355 67.6514 -14.9134 -4.2619
0,0267 -15.2666 -0.3231 56.1013 56.9845 301.0458 -117.1589 131.2563 11.9067 -14.8584
0.0455 2.5750 0.8737 -40.4148 -48.0355 -117.1589 84.4813 -138.9850 34.8969 -0.0008
-0.1608 0.3837 -1.6901 49.2951 67.6514 131.2563 -138.9850 320.2702 -159.1313 27.4410
0.0417 -2.7176 0.4116 -2.3070 -14.9134 11.9067 34.8969 -159.1313 171.5981 -57.2995
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C4 Resolution Matrix 
C4.1 Synthetic Normally-Dispersive System 
C4.1.1 LI Alone
209
"15':ü3üü 0.0025 ■■:0.0003 0.0013 0.0001 -0.0007 Ü.0001 -0.0004 0.0001
Ü.UÜ26 0.9077 0.0239 -0.0999 -Ü.ÜÜÜ9 0.0321 -0.OO16 0.0223 0.0043
-0.0003 0.0239 0.9889 Û.0659 -Ü.0052 -0.00)6 -0.0019 -0.0113 -0.0032
0.0013 -0.0999 0.0659 0.2036 0.1724 -O.0809 0.0820 0.0713 0.0430
0.0001 ^"O'OOS' -0.0052 0.1724 0.8937 0.1196 -Ü.0724 ■"0.0257^ -0.0197
-0.0007 0.0321 -0.ÛÜ76 -0.0609 0.1196 0 )8 9 0 0.1425 -0.1114 0.0316
Û.0001 -0.0016 -O.Ü019 0 .Ü62O -0.0724 0.1425 0.8636 0.1313 -0.0363
-0.0004 ’ 0.0223 -0.0113 0".'0713 0.025) -0.f114 0.1313 0.7884 0.Ü406
-0.0001 0.0043 -0.0032 Ü.Ü43Ü -0.O197 O.0316 -0.0353 0.0496 0.9750
C4.1.2 SA-G+LI
“ 079996 ■ 0.0023 -0.0001 0:0008 0:0000 -0.0004 -0.0001 0.0001 -Ü.0Ü01
0.0023 ■ o:gi72"'" 0.0115 -■070707 0.0021 O.Û198 0.0016 0.00T8 0.0036
-0.0001 0.0115 0.9968 Ü.0268 -0.ÜÜÜ5 -O.Ü039 -0.0001 -0.0020 -0.0011
0.0008 -0.0707 0.Ü268 0.3196 0 .0 /59 -0.1779 -0.0088 0.0846 0.0314
0.OÜOO Ü.Ü021 -0.0005 0.0759 0.9776 0.0934 -Ü.Ü031 -0.0043 -Ü.0063
-Ü.0004 0.0198 -0.0039 -0.1779 0.0934 0.3355 0.1006 -0.1807 Ü.Ü483
-0.0001 Ü.Ü016 ^.0001 -0.0086 -0.0031 0.1006 0.9540 0.1198 ^ .0176
0.0001 Ü.Ü018 ^ .0020 0.0846 -0.0043 -0.1807 0.1198 0.6028 0.0654
-0.0001 Ü.ÜÜ36 -0.0011 0.0314 -0.0063 0.0483 -■D.0176 0.0664 0.9787
C4.1.3 SA-I+LI
0.9996 0.0021 -0.0001 0.0005 0.0007 -0.0001 -0.0002 0.0000 0.0000 0.0000
0.0021 0.9338 0.0062 -0.0359 -0.0495 0.0081 0.0090 -0.0012 0.0043 0.0021
-0.0001 0.0062 0.9987 0.0118 0.0119 -0.0023 -0.0010 0.0005 -0.0015 -0.0005
0.0005 -0.0359 0.0118 0.1458 0.1728 0.0220 -0.0907 0.0068 0.0308 0.0370
0.0007 -0.0495 0.0119 0.1728 0.3473 0.1818 -0.1628 -0.0190 0.0522 -0.0074
-0.0001 0.0081 -0.0023 0.0220 0.1818 0.9156 0.1623 -0.0078 -0.0030 -0.0036
-0.0002 0.0090 -0.0010 -0.0907 -0.1628 0.1623 0.3687 0.1231 -0.1919 0.0321
0.0000 -0.0012 0.0005 0.0068 -0.0190 -0.0078 0.1231 0.9416 0.1338 -0.0178
0.0000 0.0043 -0.0015 0.0308 0.0522 -0.0030 -0.1919 0.1338 0.6001 0.0635
0.0000 0.0021 -0.0005 0.0370 -0.0074 -0.0036 0.0321 -0.0178 0.0635 0.9801
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C4.2 Synthetic Stiff-Inclusion System 
C4.2.1 LI Alone
210
0.9997 0.0017 ■:d:0005 0.0008 -0.0006 -0.0001 0.0001 Ü.0000 ■■"O.OOOO
-0.0139 0.9844 0.0071 -0.0094 0.0256 -0.0039 0.0051 -0.0013 -0.0004
0.0043 0.0071 0.9947 0.0241 -0.0128 -0.0046 0.0043 -0.0019 ■0:0002
-0.1406 -O.01O5 0.0240 0.3810 0.3447 0.1035 -0.0857 0.0367 -0.0053
0.6121 0.0253 -0.0109 0.2978 0.1250 0.2366 -0.3459 0.1277 — 0.0036
-0.2168 -0.0032' -0.0054 0.1253 0.2138 0.83*75 0.2267 -0.1007 0.0078
0.3322 0.0042 0.0056 -0.1183 -0.3151 0.2282 0.6442 0.1869 ■■■-0.0237
-0.1507 -0.0008 -0.0024 0.0520 0.1117 -0.1007 0.1858 0.8593 0.0332
0.0104 -0.0005 0.0003 -0.0066 Ü.OO69 0.0075 -Û.0230 0.0329 0.9824
C4.2.2 SA-G+LI
T.0000 'o:oooo ....0:0000 ... 0.0000 ....0:0000 0.0000 ■■'O.OOOO 0.0000 0.0000
-Ü.Ü323 0.1157 0.0422 0.0363 0.O9O1 0.0017 -Ü.0157 0.0099 -0.0736
-0.0096 0.0279 0.0120 0.0616 0.0564 0.0010 -0.0079 0.0051 -0.0052
0.0501 0.0830 -0.Ü0O6 0.0184 0.0343 0.0010 -0.0075 0.0061 0.0246
Ü.ÙÛ94 0.0840 .0.0628 0.0407 0.1131 0.0013 -0.0139 0.0106 ■■ 0.0066
O.Oooo 0.0017 Û.OO10 0.0010 O.OOI3 0.9993 0.0018 -0.0001 0.0006
-0.0002 -0.0151 -0.0084 -0.OO81 -0.0139 Ü.0018 0.9880 Û.Ü020 -0.0092
0.0001 0.0094 0.0056 0.0066 O.OI06 -0.0001 0.0020 0.9988 0.0080
-O.O2OO -0.0324 -0.0424 -0.0286 6,0065 0.0006 -0.0093 0.0082 D:'606?
C4.2.3 SA-I+LI
0.9997 0.0018 -0.0005 0.0004 -0.0003 -0.0002 0.0000 0.0000 0.0000 0.0000
-0.0031 0.9845 0.0066 -0.0072 0.0051 0.0131 -0.0035 0.0041 -0.0001 -0.0002
0.0115 0.0067 0.9953 0.0262 -0.0029 -0.0060 -0.0005 0.0011 -0.0006 -0.0001
-0.4320 -0.0079 0.0262 0.0791 0.1117 0.1645 0.0325 -0.0497 0.0213 0.0034
0.7518 0.0063 -0.0029 0.1117 0.0319 0.1723 0.0052 -0.0063 0.0226 0.0117
-0.1134 0.0129 -0.0060 0.1650 0.1714 0.6290 0.1289 -0.1998 0.0397 -0.0053
0.0346 -0.0035 -0.0005 0.0324 0.0054 0.1289 0.9192 0.1437 -0.0482 0.0060
-0.0600 0.0040 0.0010 -0.0495 -0.0066 -0.1998 0.1437 0.7020 0.1341 -0.0242
0.0070 -0.0001 -0.0006 0.0213 0.0226 0.0397 -0.0482 0.1341 0.8970 0.0299
-0.0095 -0.0002 -0.0001 0.0034 0.0116 -0.0053 0.0060 -0.0242 0.0299 0.9825
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C4.3 Experimental ND Site 
C4.3.1 LI Alone
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0.9993 0.0043 -0:0003 -0.0002 0.0009 -0.0006 0.0000 0.0000 -0 .0Ü02
■:0:6702 0.2482 0.2610 -0 .02)2 0.2160 -0.0165 0.0044 0.0016 0.0049
0.5232 0 2466 .'0':837T 0.0346 -0.2220 Ü.Ü539 -Ü.0023 0.0007 0.0115
-0 .280 / -0.0T82' 0.0317 0.9860 0.1154 -0.0364 Ü.Ü010 -0.0007 -0.009Û
1Ü424 0.1395 "-0':TS77 0.1149 0.0219 0.3459 -0.0147 0.0051 0.0774
-0.6994 0.0169 0.0430 -0.0352 0.3378 0.7926 0.0238 0.0017 -0.0386
0.040? 0.0027 -0.0017 0.ÙOO9 -0.0144 .."0"0239 0.9928 0.0002 0.0045
-0.0061 0.0019 0.0006 -0.0007 ..."60'04g 0.0018 0.0002 0.9967 0.0044
-0.1524 0.0118 0.0089 -0.0086 0.0747 -0.0379 0.0045 0.0044 0.9538
C4.3.2 SA-G+LI
0.9996 Ü.0035 0.0001 -0.0004 0.0005 -0.0007 0.0000 -0.0001 -0.0001
-1.4033 0.2235 0.3211 -0.1709 0.2919 -0.31)0 Ü.0170 0.0371 -0.0555
0.8764 0.2712 0.8122 0.1295 -0.2124 ... 0:2409' -0.0111 -0 .01 /5 0.0386
40 6485 -0.1121 0.1158 0.8989 0.1734 -0.2012 0.0086 ' 'O'.OTTD -Ü.Ü308
1.2043 0.1700 .. -0.'1792' 0.1676 0.6790 Ü.4030 -Ü.0176 -0.0219 0.0624
■ -L.7T81 -0.0933 0.1626 -0.1699 0.3605 0.2783 0.0394 0.0480 -0.1300
■“ DUS75 0.0056 -0.0071 0.0070 -0.0153 0.0392 0.9960 -0.0018 ... Ü.0ÏÏ6Ü
0.1626 0.0232 -0.0136 0.0102 -0.0215 0.0522 -0.0021 ~D:9'9ü3' 0.0244
-0.3128 -O.OI16 0.0225 -0.0238 0.0522 -0.1263 0.0064 0.0234
C4.4 Experimental SI Site 
C4.4.1 LI Alone
0:9997 0:0005 0:002? -0.0006 ^U O O O 0.0008 0.0002 -0.0001 0.0000
....D.00'05 ... '0:'173"5 0.1990 -0.0057 -0.0334 0.0004 -0.0022 0.0081 -0.0160
6.0025 6.1990 -0:'6706 0.1186 -0.1025 -0.1517 -0.0116 0.6056 0.0094
'-0.ÏÏ0Ü6 ...-013057 0.1186 0.9366 0.1242 0.6671 -6.6665 -6 .60O4 -0.0087
0.0000 -0.0664 -0.1025 0.1242 0.1540 0.1711 -0.0248 -0.0099 0.6621
0.0008 6.6664 ... -OT5T7 0.0671 0.1711 0.5472 6.2142 -0 .06)3 ' 0.0757
0 .ÛÛ02 -0.0022 -0.0116 -0.0005 -0.0248 0.2142 0./807 0.0941 -0.1458
-0.0001 0.0681 .... 0.0056' ■■-0:000? -0.0099 -0.0673 0.0941 0.9487 0.1157
0.0000 -0.0100 0.0094 -0.0087 0.0621 0.0757 -0.1468 ..■(T.'fl67 0.3837
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C4.4.2 SA-G+LI
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0.9997 0.0031 0.0019 -0.0009 -0.0002 -o ~ m i ■"-0.0001 0.0000 0.0000
Ü.0031 ....0:23?B 0.1731 0.0165 -0.1293 -0.0514 0.0501 Ü.0118 -0.0089
■~'TiTiïïT9" 0.1731 0.3419 0.3518 -0.0568 0.0235 Û.Ü452 -0.0053 -0.0137
-0.0009 0.0165 0.3618 0.7707 0.1392 -0.0039 -0.0348 Ü.0020 0.0064
-0.0002 -0.1203 ...:0;0568 0.1392 0.3523 0.0)42 -0.1762 -0.0242 0.Ù796
-0.00Ü1 -0.0514 0.0235 -0.0039 0.0742 0.9581 0.1237 " 0.0084 -0.0271
-o.oüüi 0.0501 0.0452 -0.0348 -0.1762 0.1237 0.3163 Ü.0089 -0.0506
0.0000 0.0118' -0.0053 0.0020 0.0084 0.0089 0.9911 0.0519
O.OOOO -O.ÛÜ89 -0.013) 0.0064 0.0796 -0.0271 -0.0506 0.0519 0.1454
C4.4.3 SA-I+LI
0.9998 0.0031 -0.0001 0.0003 -0.0002 0.0001 0.0001 0.0001 0.0000 0.0000 0.0000
0.0031 0.3612 0.1135 -0.0561 -0.0737 -0.0957 -0.0616 -0.1500 -0.0365 0.0684 0.0159
-0.0001 0.1135 0.9581 0.0529 0.0451 0.0177 0.0191 0.0566 0.0147 -0.0246 -0.0046
0.0003 -0.0561 0.0529 0.1585 0.1449 0.1483 0.0161 -0.0500 0.0029 -0.0137 -0.0034
-0.0002 -0.0737 0.0451 0.1449 0.3990 0.3423 -0.0063 -0.0819 -0.0368 0.0428 0.0073
0.0001 -0.0957 0.0177 0.1483 0.3423 0.3849 0.0468 -0.0445 -0.0268 0.0241 0.0010
0.0001 -0.0616 0.0191 0.0161 -0.0063 0.0468 0.9426 -0.0035 0.0156 0.0067 0.0019
0.0001 -0.1500 0.0566 -0.0500 -0.0819 -0.0445 -0.0035 0.8891 -0.0543 0.0621 0.0154
0.0000 -0.0365 0.0147 0.0029 -0.0368 -0.0268 0.0156 -0.0543 0.9604 0.0375 0.0108
0.0000 0.0684 -0.0246 -0.0137 0.0428 0.0241 0.0067 0.0621 0.0375 0.9484 -0.0115
0.0000 0.0159 -0.0046 -0.0034 0.0073 0.0010 0.0019 0.0154 0.0108 -0.0115 0.9926
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