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Abstract
Hensel’s symbolic lifting for a linear system of equations and numeri-
cal iterative refinement of its solution have striking similarity. Combining
the power of lifting and refinement seems to be a natural resource for
further advances, but turns out to be hard to exploit. In this paper, how-
ever, we employ iterative refinement to initialize lifting. In the case of
Toeplitz, Hankel, and other popular structured inputs our hybrid algo-
rithm supports Boolean (bit operation) time bound that is optimal up to
logarithmic factor. The algorithm remains nearly optimal in its exten-
sions to computing polynomial gcds and lcms and Pade´ approximations,
as well as to the Berlekamp–Massey reconstruction of linear recurrences.
We also cover Newton’s lifting for matrix inversion, specialize it to the
case of structured input, and combine it with Hensel’s to enhance over-
all efficiency. Our initialization techniques for Hensel’s lifting also work
for Newton’s. Furthermore we extend all our lifting algorithms to allow
their initialization modulo powers of two, thus implementing them in the
binary base.
Key Words: Linear systems of equations, Hensel’s Lifting, Newton’s lifting,
Iterative refinement, Toeplitz matrices
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1 Introduction
Hensel’s lifting is a fundamental tool of symbolic computation [gg03], is highly
effective for solving linear systems of equations [mc79], [d82], and has a natural
and popular counterpart in numerical computations, called iterative refinement.
Both Hensel’s lifting and iterative refinement are initiated with an approx-
imate inverse Q of an input matrix M and recursively refine an initial approx-
imate solution x = x(0) to a linear system Mx = f , e.g., x(0) = Qf . Every
recursive step essentially amounts to multiplication of the matrices M and Q
by two vectors and produces at least b new correct bits per an output value for
a fixed positive b, although the two algorithms advance towards two different
representations of such a value and from the two opposite sides.
For structured matrices multiplication steps are inexpensive, and we can
advance towards the solution very rapidly as soon as we initialize lifting. This
is precisely what we do by employing iterative refinement.
The similarity between lifting and refinement suggests that such hybrid algo-
rithms are natural, but technically their derivation is not straightforward, and
our work is the only known example where one takes advantage of the combined
power of lifting and refinement.
Having solved the initialization problem, we arrive at a hybrid algorithm that
supports a nearly optimal (up to logarithmic factor) Boolean (bit operation)
time bound for the solution of Toeplitz, Hankel and other popular structured
linear systems of equations, which are omnipresent in scientific and engineering
computations and signal and image processing.
Furthermore our solution algorithms and our nearly optimal Boolean time
bounds are extended to some fundamental polynomial computations such as the
computation of the gcd, lcm, and Pade´ approximation for polynomials as well
as the Berlekamp–Massey’s reconstruction of linear recurrences (see Section 8).
Newton’s lifting is a well known counterpart to Hensel’s [y76], [g84]. For the
computations with integer matrices both Newton’s and Hensel’s liftings were
simultaneously proposed in [mc79]. Like Hensel’s, Newton’s lifting also has a
celebrated numerical counterpart (see, e.g., [ps91]).
Newton’s lifting computes the matrix inverse rather than the solution of a
linear system of equations but otherwise is quite similar to Hensel’s. In particu-
lar in the case of structured inputs we modify Newton’s classical lifting algorithm
to reduce its every lifting step essentially to multiplication of the input matrix
and its approximate inverse by a small number of vectors, and thus in the case
of structured input matrices we can also perform it in a nearly linear arithmetic
time by exploiting matrix structure.
Here are the two main technical differences:
(a) instead of refining an approximate solution x = x(0) to a linear system
Mx = f , Newton’s lifting recursively refines an approximate inverse X = X(0),
that is an approximate solution to the matrix equation MX = I, and
(b) Newton’s lifting incorporates the updated approximate inverses X(i) to
accelerate the lifting process.
Due to these features, Newton’s lifting closely approximates the inverse in
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much fewer lifting steps than Hensel’s lifting, although at the expense of per-
forming computations with a higher precision. Overall this leads to a little
inferior (although still nearly optimal) upper estimate for the Boolean complex-
ity of the solution, but an appropriate combination of Newton’s and Hensel’s
liftings yields a smaller cost bound under the most realistic model of the word
operations, that is yields a practical acceleration (see Section 10).
The initialization with an approximate inverse is shared by Newton’s and
Hensel’s liftings, and our recipes apply to both of them.
Besides customary lifting modulo a random prime, we propose binary ver-
sions for both Hensel’s and Newton’s liftings, that is we initialize lifting modulo
a power of two, which can be implemented more effectively, with the decrease
of the CPU time of the classical lifting by twice for n = 64. Our techniques can
be of independent interest, as well as the related study in [pw08], which shows
that our binary lifting is unlikely to degenerate on the average input.
Our lifting and binary lifting algorithms for Toeplitz and Toeplitz-like inputs
were implememted in Lehman College of the City University of New York by
Brian Murphy (with some assistance from Rhys Eric Rosholt). In experimental
computations the algorithms performed in good accordance with our theoretical
study.
Our earlier study of lifting for structured inputs was summarized in the Tech-
nical Report available at www.cs.gc.cuny.edu/tr/files/TR-2008003.pdf. The re-
port also covers the distinct MBA approach (see [pmr10] on its journal version).
The speedup in lifting versus the MBA alternative divide-and-conquer al-
gorithm in [m80] and [ba80] is by the factor r log n for an n × n input ma-
trix having a displacement rank r. Symbolic implementation of this algorithm
is rather straightforward, except that one must recursively compress the dis-
placement generators of the auxiliary matrices [pmr10]. This has been done
deterministically over any field in [p01, Section 4.6.2].
Technically the lifting approach is distinct and has some further advantages,
besides the cited acceleration: it has a simpler code, involves just a pair of n×n
matrices and a single random prime of the order n log n, and supports binary
lifting, whereas the MBA algorithm (although it also supports the solution in
a nearly optimum Boolean time) is slightly slower, involves over 2n matrices of
various sizes and n random primes of the order n log(n||M ||), and does not work
modulo powers of two because of degeneration.
We organize the paper as follows. We devote the next section to the defini-
tions and preliminaries, recall Hensel’s lifting for linear systems of equations in
Section 3, reconstruct the rational solution from the output of lifting in Section
4 and Appendix A, and estimate the Boolean complexity of our computations
in Section 5 and Appendix B. We initialize Hensel’s lifting by means of iterative
refinement in Section 6 and extend our algorithms to the case of singular input
in Section 7 and to polynomial computations and the Berlekamp–Massey’s prob-
lem in Section 8. We cover the generalized (in particular binary) Hensel’s lifting
in Section 9. In Section 10 we present both Newton’s and generalized Newton’s
lifting. In Section 11 we compare lifting with the MBA divide-and-conquer al-
gorithm. In Section 12 we present our concluding remarks. In Appendix C we
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briefly comment on the history of the Method of Displacement Transformation.
2 Definitions and basic facts
Z denotes the ring of integers, Zq the ring of integers modulo an integer q > 1,
and Q the field of rational numbers.
ordq(m), the order of q in m, is the maximal integer b such that qb divides
m.
m mod q for two integers q > 1 and m can denote the class of integers
{m+hq} defined over all integers h ∈ Z or the unique integer in this class lying
in the range [0, q).
We write log for log2, “op” for “arithmetic operation”, and O˜(f(n)) for
O(f(n)(log log n)d) (for a constant d). The latter definition is not standard but
is convenient for expressing our complexity estimates.
Fact 2.1. A multiplication (resp. addition or subtraction) modulo 2d uses
µ(d) = O((d log d) log log d) = O˜(d log d) (resp. O(d)) bit operations, whereas
m(n) = O(n(log n) log log n) = O˜(n log n) field operations (resp. n additions or
subtractions) suffice to multiply (resp. add or subtract) two polynomials in x
modulo xn over any algebra or ring with unity.
Proof. See [gg03].
The upper bound on µ(d) was further decreased in [f07].
2.1 Rational number reconstruction
Definition 2.1. ν(y) is the numerator and δ(y) ≥ 1 is the denominator in the
ratio y = ν(y)/δ(y) of two coprime integers ν(y) and δ(y).
Modular rational reconstruction is the recovery of a rational number x/y
from three integers k, l, and r = (x/y) mod l provided x and y are coprime
unless r = 0, l and y are coprime, |x| < k ≤ l, and 0 < y ≤ l/k (we can write
x = r, y = 1 if k > |r|).
ρ(log l) is the bit operation complexity of this recovery.
Fact 2.2. The pair (x, y) is unique if 2|x| < k.
Proof. See [gg03].
Theorem 2.1. For µ(d) in Fact 2.1 and constants C and c, C > c > 0, we
have
ρ(d) ≤ cd2, ρ(d) ≤ Cµ(d) log d. (2.1)
Proof. See [wp03].
The reconstruction is immediate if δ(y) = 1.
Fact 2.3. For three integers q, m, and z = m mod q such that −0.5 q < m ≤
0.5 q, we have m = z if 2|z| ≤ q, m = z − q otherwise.
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2.2 General matrices
M = (mi,j)
k,l
i,j=1 ∈ Rk×l and v = (vi)ki=1 ∈ Rk×1 for matrices and vectors with
entries mi,j and vi in a ring R of integers Z or Zq or rationals Q. Ik denotes
the k × k identity matrix, with the columns ei, i = 1, . . . , k. We write just I
where k is defined by the context.
Definition 2.2. (K,L) is a 1× 2 block matrix with the blocks K and L. MT is
the transpose of a matrix M . M (h) is its h×h leading principal block. detM and
adjM are the determinant and the adjoint of a square matrix M, respectively.
(adjM = M−1 detM if M is a nonsingular matrix.) A matrix M of a rank
ρ has generic rank profile if detM (k) 6= 0 for k = 1, . . . , ρ. M is strongly
nonsingular if it is nonsingular and has generic rank profile.
Definition 2.3. For a matrix M = (mi,j)i,j and a vector v = (vi)i, write
α(M) = |M | = maxi,j |mi,j | and |v| = β(v) = maxi |vi|, so that |v| is the
maximum norm of a vector v.
Definition 2.4. mS is the minimum number of ops sufficient to multiply a
matrix S by a vector.
Fact 2.4. Let M = (mi,j)ni,j=1. Then |detM | ≤
∏
j (Σim
2
i,j)
1/2 ≤ (α(M)√n)n
and | adjM | ≤ (α(M)√n− 1)n−1.
Hereafter b 6= 0, n > 2, |M | > 2 (and so log n > 1, log |M | > 1).
2.3 Structured matrices
We apply Hensel’s lifting where the input matrices have the popular and highly
important structures of Toeplitz, Hankel, Vandermonde and Cauchy types. We
call this class THVC matrices. The reader can find their extensive study in
the book [p01] and the bibliography therein. These matrices generalize the four
fundamental classes of Toeplitz, Hankel, Vandermonde and Cauchy matrices in
Table 2.1. Such an n × n matrix is defined by cn parameters for c ≤ 2 (rather
than by its n2 entries) and can be multiplied by a vector fast (see Fact 2.5).
To extend the structures of the matrices M of the four basic classes, one can
associate with them four classes of linear displacement operators L such that
the L-displacement L(M) has rank one for Vandermonde and Cauchy matrices
and at most two for Toeplitz and Hankel matrices. (We specify some of these
classes below and refer to [p01] for further information.) The four larger classes
of matrices M for which the same operators L define displacements L(M) of
small ranks r make up the matrix class THVC. The notion “small” depends on
the context, e.g., one may require that r ≤ c or r ≤ c log n for a constant c and
n× n matrices M .
The popular choices are the operators L of the Stein type such that L(M) =
∆A,B(M) = M−AMB and of the Sylvester type such that L(M) = ∇A,B(M) =
AM − MB, for fixed pairs of operator matrices A and B. The rank r =
rank(L(M)) is called the displacement rank of a matrix M . The following simple
fact enables easy transition between the Stein and Sylvester representations.
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Table 2.1: Four classes of structured matrices
Toeplitz matrices (ti−j)
n−1
i,j=0 Hankel matrices (hi+j)
n−1
i,j=0
t0 t−1 · · · t1−n
t1 t0
...
...
...
... ... t−1
tn−1 · · · t1 t0


h0 h1 · · · hn−1
h1 h2 ..
.
hn
... ..
. ...
...
hn−1 hn · · · h2n−2

Vandermonde matrices
(
tji
)n−1
i,j=0
Cauchy matrices
(
1
si−tj
)n−1
i,j=0
1 t0 · · · tn−10
1 t1 · · · tn−11
...
...
...
1 tn−1 · · · tn−1n−1


1
s0−t0 · · · 1s0−tn−1
1
s1−t0 · · · 1s1−tn−1
...
...
1
sn−1−t0 · · · 1sn−1−tn−1

Theorem 2.2. (See [p01, Theorem 1.3.1].) ∇A,B = A∆A−1,B if the operator
matrix A is nonsingular, and ∇A,B = −∆A,B−1B if the operator matrix B is
nonsingular.
For n × n THCV matrices M one can choose appropriate pairs of n × n
operator matrices A and B of shift Zf =

0 f
1
. . . 0
. . . . . .
...
. . . 0 0
1 0

defined by
scalars f and diagonal scaling Ds = diag(si)ni=1 defined by vectors s = (si)
n
i=1.
Hereafter Zf (v) denotes the Toeplitz matrix
∑n
i=1 viZ
i−1
f defined by its first
column v = (vi)ni=1, whereas Z
T
f (v) = (Zf (v))
T denotes the transpose of this
matrix. Z0(v) (resp. ZT0 (v)) is a lower (resp. an upper) triangular Toeplitz
matrix. Zf (v) is an f -circulant matrix for f 6= 0.
Assuming the Stein displacements L(M) = ∆A,B(M) and writing r =
rank(L(M)) we have r < 3 for Toeplitz matrices M = T = (ti−j)
m−1,n−1
i=0,j=0
provided A = Ze, B = ZTf , and ef 6= 1; r < 3 for Hankel matrices M = H =
(hi+j)
m−1,n−1
i=0,j=0 provided A = Ze, B = Zf , and ef 6= 1; r = 1 for Vandermonde
matrices M = V (t) = (tji )
m−1,n−1
i=0,j=0 provided A = Dt, B = Z
T
f , and f 6= tni for
all i, and r = 1 for Cauchy matrices M = C(s, t) = ( 1si−tj )
m−1,n−1
i=0,j=0 provided
sitj 6= 0 for all pairs (i, j), A = Ds and B = Dt− = diag(t−1j )n−1j=0 .
As we said earlier, the same linear displacement operators L define four
classes of matrices M with the structures of Toeplitz, Hankel, Vandermonde,
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and Cauchy types, respectively, such that r = rank(L(M)) is small. To take
advantage of this property, recall that an m × n matrix W of a rank r can be
expressed as the product GHT of a pair of an m × r matrix G and an r × n
matrix HT . One can apply this observation to the displacements W = L(M)
and then yield bilinear or trilinear expressions for n×n matrices M of the above
classes via the columns of the respective n× r matrices G and H that generate
the displacements GHT of a rank r. In particular we have the following result.
Theorem 2.3. Assume two scalars e and f such that ef 6= 1, an n× n matrix
M , and a pair of n × r matrices G = (gj)rj=1 and H = (hj)rj=1. Then M =∑r
j=1 Ze(gj)Zf (hj)
T if and only if ∆Ze,ZTf (M) = GH
T .
Proof. See [kkm79], [go94], [p01, Example 4.4.1].
A variety of such expressions in [go94] and [p01, Example 1.4.1 and Section
4.4] define n× r structured matrices M in terms of 2rn entries of their displace-
ments GHT (versus the n2 entries of M). For n r this means a great saving
of memory space and enables fast multiplication of such matrices by vectors.
Fact 2.5. Assume an n× n matrix M with the structure of Toeplitz or Hankel
(resp. Vandermonde or Cauchy) type and a displacement rank r. Then mM =
O(rm(n)) (resp. mM = O(rm(n) log n)) for mM in Definition 2.4.
Proof. See [p01, Section 4.2].
Fact 2.6. For n×n matrices M and N with the structures of Toeplitz or Hankel
types and displacement ranks rM and rN , resp., the matrices MN and M +aN
for a scalar a have structure of Toeplitz or Hankel type and have displacement
ranks in rM + rN +O(1). Their displacement generators of lengths in O(rM +
rN + 1) can be obtained in mMrN +mNrM ops for MN , in nmin{rM , rN} ops
for M + aN , and op-free for M +N .
Proof. See [p01, Theorems 1.5.1 and 1.5.4].
Here are some basic expressions for the displacement of the inverse.
Theorem 2.4. Let M be a nonsingular matrix. Then
∇B,A(M−1) = −M−1∇A,B(M)M−1.
Furthermore,
∆B,A(M−1) = BM−1∆A,B(M)B−1M−1,
if B is a nonsingular matrix, whereas
∆B,A(M−1) = M−1A−1∆A,B(M)M−1A,
if A is a nonsingular matrix.
Proof. See [p01, Theorem 1.5.3].
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Corollary 2.1. Let M be a nonsingular matrix with L-displacement L(M) =
GHT . Then L−(M−1) = G−HT− where
(a) G− = −M−1G and HT− = HTM−1 for L = ∇A,B and L− = ∇B,A,
(b) G− = BM−1G and HT− = H
TB−1M−1 for L = ∆A,B, L− = ∆B,A, and
a nonsingular matrix B, and
(c) G− = M−1A−1G and HT− = H
TM−1A for L = ∆A,B, L− = ∆B,A, and
a nonsingular matrix A.
The corollary implies that the inversion of a matrix preserves its displace-
ment rank.
Based on these and other results in [p01, Sections 1.4, 1.5, and 4.2–4.4], one
can perform computations with the THVC matrices in terms of their displace-
ment generators, thus dramatically saving the memory space and the computa-
tional time and unifying the algorithms for all these matrix structures.
Remark 2.1. Further support for such a unification comes from the techniques
of displacement transformation proposed in [p89/90] (see also [p01, Sections
1.7, 4.7–4.9]). These techniques reduce a linear system Mx = f for a matrix M
with the structure of Vandermonde or Cauchy type and a displacement rank r
to equivalent systems MV0y = f or VMV0y = V f , respectively, where x = V0y
and V (or V T ) and V0 (or V T0 ) are appropriate Vandermonde matrices. Then
displacement generators of length at most r+2 for the matrices MV0 and VMV0
are obtained at a lower cost and represent the structure of Toeplitz or Hankel
type (see [p01, Section 4.7]). Therefore we can compute the solution vector x
in O(r2m(n) log2 n) ops, due to the MBA algorithm in [m80], [ba80]. One can
similarly extend any algorithm for computing the inverse or determinant of the
matrices with the structure of any of Toeplitz, Hankel, Vandermonde, or Cauchy
types to all THCV input matrices. The method has become celebrated when it
served as the basis for devising effective practical algorithms for solving Toeplitz,
Hankel, Toeplitz-like and Hankel-like linear systems of equations (see [gko95]).
2.4 Multiplication of Toeplitz matrices and their inverses
by vectors
Theorem 2.5. Multiplication of an n × n Toeplitz matrix T by a vector is a
subproblem of multiplication of two polynomials of degrees 2n−2 and n−1 whose
coefficients are given by the entries of the input matrix and vector, respectively,
that is mT ≤ m(3n− 3) for m(n) in Fact 2.1 and mT in Definition 2.4. If the
Toeplitz matrix T is triangular and m = n, then both of these polynomials have
degree n− 1, that is in this case mT ≤ m(2n− 2).
Proof. See, e.g., [p01, pages 27–28].
The following theorem in [h79] (and also in [hr84]) extends the Gohberg–
Semencul celebrated formula of 1972.
Theorem 2.6. Let T = (ti,j)n−1i,j=0 be a nonsingular Toeplitz matrix, let t−n
be any scalar (e.g., t−n = 0), and write ti−j = ti,j for i, j = 0, . . . , n − 1;
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pn = −1, t = (ti−n)n−1i=0 , p = (pi)n−1i=0 = T−1t, q = (pn−i)n−1i=0 , v = T−1e1,
e1T = (1, 0, . . . , 0)T , u = ZJv. Then T−1 = Z(p)ZT (u)− Z(v)ZT (q).
Hereafter the n× 2 matrix (v,p) for the above vectors v and p = p(T, t−n)
is called a generator for T−1. The following theorem is a corollary of Theorems
2.5 and 2.6.
Theorem 2.7. iT = mT−1 ≤ 4m(2n− 2) + n for iS and mS in Definition 2.4
and a nonsingular Toeplitz matrix T provided the matrix T−1 is given with its
generator, that is, the vectors v and p in Theorem 2.6.
2.5 Randomization
Randomized algorithms produce correct output with a probability of at least
1 −  for a fixed tolerance . The randomized complexity estimates are of the
Las Vegas type if they cover the cost of the correctness verification. Otherwise
they are of the Monte Carlo type.
Theorem 2.8. For a positive , a nonsingular matrix M ∈ Zn×n, and the
scalar ξ = 16 ln 11416 ln 5.7−ln 114 = 3.278885 . . ., let y =
nξ ln |M |
 ≥ 114 and let a prime
p be randomly sampled from the range (y/20, y] under the uniform probability
distribution in it. Then Probability((detM) mod p = 0) < .
Proof. See [pw08].
3 Hensel’s lifting
The first adaptations of Hensel’s classical lifting [gg03] to the symbolic solution
of an integer linear system of equations Mx = f were proposed in [mc79], [d82].
The lifting algorithm computes the first h terms in the vector expansion
M−1f =
∞∑
i=0
u(i)si, u(i) ∈ Zns , i = 0, 1, . . . .
Algorithm 3.1. Hensel’s lifting [d82].
Input: a matrix M ∈ Zn×n, a vector f ∈ Zn, two integers h > 0 and s > 1,
and a matrix Q ∈ Zn×ns such that
MQ = I mod s. (3.1)
Output: the vector x(h) ∈ Zn such that Mx(h) = f mod (sh).
Initialization: r(0) = f .
Computations: for i = 0, 1, . . ., h−1, compute the vectors u(i) = Qr(i) mod s,
r(i+1) = (r(i) −Mu(i))/s. Output the vector x(h) = ∑h−1i=0 u(i)si.
Part (b) of the following theorem shows correctness of the algorithm. Part
(c) bounds the precision of the computations by this algorithm.
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Theorem 3.1. For M = (mi,j)ni,j=1, f = (fj)
n
j=1, r
(i) and x(h) in Algorithm
3.1, we have
(a) r(i) ∈ Zn for all i,
(b) Mx(h) = f mod (sh),
(c) all components r(i)j of all vectors r
(i) = (r(i)j )j satisfy the bounds
|r(i)j | ≤
1
si
|fj |+ (s− 1)αn
i∑
k=1
s−k <
β
si
+ αn < γ
where
β = max
j
|fj |, α = max
i,j
|mi,j |, γ = 2αn+ β. (3.2)
Proof. See [d82].
Lemma 3.1. Algorithm 3.1 operates with integers in the range [−2d1 , 2d1) where
d1 ≤ dlog(2sγ)e for γ in (3.2). (3.3)
Proof. The lemma follows from parts (a) and (c) of Theorem 3.1 because the
vectors u(i) are computed in Zs.
Theorem 3.2. Each lifting step performs mM + O(n) ops with the precision
d1 in (3.3) and mQ ops (for the vectors u(i)) with the precision d0 = dlog se,
which means (mM + O(n))µ(d1) + mQµ(d0) bit operations per step for mM in
Definition 2.4 and µ(d) in Fact 2.1.
If λ is the length of a computer word and d1 < λ, then all ops in the algorithm
are word operations, that is performed within the computer precision. We can
save lifting steps and word operations by applying saturated initialization such
that s maximizes d1 subject to the bound d1 < λ.
4 Reconstruction of rational solutions
Our next task is the reconstruction of the rational solution x to the equation
Mx=f from the vector x mod ph = M−1f mod sh for a larger h. The tech-
niques go back to [p87, Appendix] and [p88] and more recently were used in
[abm99], [cfg99], [egv00], and [ms04]. Next we outline these techniques. On
further details see Appendix A.
Theorem 4.1. Let x = M−1f be a unique solution to the linear system Mx = f .
Assume ρ(d) in Fact 2.1 and α, β and γ in (3.2). Write
l = dlog(2(α√n)2n−1β)e = O(n log γ), (4.1)
h = blogs(2(α
√
n)2n−1β)c+ 1. (4.2)
Let the vector x(h) =
∑h−1
i=0 u
(i)pi = x mod (sh) be computed in h − 1 steps
of Algorithm 3.1. Then one can recover the vector x from the vector x(h) by
performing B = nρ(l) bit operations.
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Proof. Suppose two coprimes νj = ν(xj) and δj = δ(xj) define the rational
components xj = νj/δj of the vector x = (xj)j = M−1f . Fix the smallest
integer k exceeding 2(α
√
n− 1)n−1β. Note that sh > 2(α√n)2n−1β for h in
(4.2). Recall that M−1 detM = adjM and deduce from Fact 2.4 that sh >
2|νj |δj and 2|νj | < k ≤ sh. Then according to Section 2.1, we can uniquely
recover every component xj from qxj mod (qsh) in ρ(l) bit operations.
Remark 4.1. We can accelerate reconstruction by the factor log l by applying
Las Vegas randomization. Namely for x = (xi)i, random integers c
(j)
i , and
fixed (reasonably small) integer K, we can compute δlcm, the lcm of the integer
denominators δj of the rationals νj/δj =
∑
i c
(j)
i xi for j = 1, 2, . . . ,K. One
can estimate that this lcm is likely to coincide with the lcm of all denominators
δ(x1), . . . , δ(xn) of the n rational coordinates xi of the vector x. If indeed so,
then the vector δlcmx is filled with integers and can be readily reconstructed from
its value modulo ph, which we can verify by checking whether Mx = f . We
specify these techniques and the resulting complexity estimates in Appendix A.
Remark 4.2. If the vector x mod ph and the integer (detM) mod ph 6= 0 are
available, we can compute the integer vector (detM)x without applying Theorem
2.1. Then reconstruction needs no randomization and goes faster by logarithmic
factor, and similarly where the output is known to be integral, as this occurs,
e.g., for Berlekamp–Massey’s problem (see Definition 8.2) and at the final stage
of Wiedemann’s algorithm [w86], which computes the minimal polynomial, de-
terminant, and Smith’s factors of an integer matrix.
5 Computational complexity estimates
By combining equation (4.2), Theorems 2.1, 3.2, and 4.1, and Remark 4.1 we
obtain the following estimates.
Theorem 5.1. Lifting and the rational reconstruction together use at most
((mM +O(n))µ(d1) +mQµ(log s))h+O(nρ(l)) bit operations for mM in Defi-
nition 2.4, µ(d) in Fact 2.1, ρ(d) in Section 2.1, d1 in (3.3), l in (4.1), and h
in (4.2). This covers the solution of a nonsingular linear system of n equations
Mx = f given an integer s > 1, a vector f , and two matrices M and Q satisfy-
ing the equation MQ = I mod s. By allowing Las Vegas randomization at the
reconstruction stage, one can decrease the term O(nρ(l)) by the factor log l.
Table 5.1 summarizes the estimates for the overall randomized Las Vegas
complexity of the exact solution of a nonsingular linear system Mx = f where
logn p = O(1), logn(1/) = O(1), logp γ = O(1), (5.1)
for s = p being a prime and  denoting a fixed tolerance to the error probability
in the randomized rational reconstruction.
In Appendix B we do not assume equations (5.1) and specify more detailed
estimates.
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Table 5.1: Randomized Boolean complexity under equations (5.1).
Lifting O((mM +mQ)nµ(log n)) =
O˜((mM +mQ)n log n)
Reconstruction O(nµ(n log n) + ρ(n log n) log n) =
O˜(n2 log2 n)
Theorem 5.2. Recall the definitions of µ(d) and m(n) in Fact 2.1. Assume a
nonsingular n× n integer linear system of n equations whose coefficient matrix
has structure of Toeplitz, Hankel, Vandermonde, or Cauchy type and is given
with a displacement of a rank r. Assume equations (5.1) and Las Vegas ran-
domization with O(n log n) random bits. Then the lifting cost estimate in Table
5.1 turns into O(rm(n)nµ(log n)) = O˜(rn2 log2 n).
Proof. For an input with the structure of Toeplitz or Hankel type the theorem
follows from Theorem 5.1 and Fact 2.5. To extend this result to an input matrix
M with the structure of the Vandermonde or Cauchy type, apply the method
of displacement transformation (see Remark 2.1) and Fact 2.5.
Remark 5.1. (a) Recall that γ = 2αn + β, and so equations (5.1) imply that
logp(α+ β) = O(1).
(b) The same equations imply that logn γ = O(1).
(c) They also imply that the output size (that is the logarithm of the maxi-
mum absolute value of the numerators and denominators of the rational output
values) is in O(n log n).
(d) No randomization is needed at the lifting stage, and one can also recon-
struct the rational solution deterministically at the cost of performing nρ(n log n)
ops in O(n2 log3 n) bit operations (see Theorem 4.1); this slows down our ran-
domized recovery just by the factor log n.
(e) Randomized cost of the initialization of lifting (not covered in Table 5.1
and Theorem 5.2) is estimated in the next section.
The estimates of Theorem 5.2 for lifting, of Section 4 for the solution recon-
struction, and of Table 5.1 for both stages sum to O˜(n2 log2 n) bit operations if
r = O(1).
If λ, the length of a computer word, exceeds logd2γpe, so that lifting and
initialization are performed within the computer precision (see Lemma 3.1),
then the word operation cost of performing these stages is by the factor of λ
smaller than the bit–complexity estimates.
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6 Initialization by means of iterative refinement
6.1 Introductory comments
Given a matrix M , a prime p, and its power m = pb, we seek an integer matrix
Q such that MQ = I mod m. More precisely, we assume that the matrix M is
given with a generator G = (gi)ri=1, H = (hi)
r
i=1 of a length r for its Sylvester
displacement GHT =
∑r
i=1 gih
T
i and we seek a displacement generator Y Z
T =∑r
i=1 yiz
T
i of length r for the matrix Q = M
−1 mod m.
Due to Theorem 2.4, the problem is reduced to the solution of 2r linear
systems of equations −Myi = gi and zTi M = hTi , i = 1, . . . , r. It remains to
supply an initialization algorithm for lifting, that is for solving linear systems
MTy = f mod m and Mz = f mod m for any vector f , and then we can solve
the 2r linear systems above based on Hensel’s lifting.
We cover just the case of the latter system (for the former system the solution
is similar). We employ numerical iterative refinement in [gl96, Section 3.5.3] and
[pgmq, Section 10] to yield the desired solution vector y in O((n log(|M |+pb)+
log |f |)mM ) ops.
6.2 The basic algorithm
Our basic initialization algorithm employs the algorithm in [wp03] for numerical
rational reconstruction, which recovers a unique rational number xy from three
integers ν, δ, and k provided 1 ≤ y ≤ k, |x| < k, |x| and y are coprime unless
x = 0; |xy − νδ | < 12k2 , and |ν| < δ. The bit-complexity bound of Theorem 2.1
for d = δ can be applied (see [wp03]). The algorithm employs the following
rounding policy (see Lemma 6.1 below).
Definition 6.1. Represent all components of a vector v as fixed-point numbers
with the common fixed point placed in front of the first nonzero digit of the
absolutely largest component, so that the fractions of the other components can
begin with zeros. Then round all fractions to the closest t-digit numbers that all
share this fixed point, so that the zeros that follow the fixed point are counted
among the t digits. The resulting vector v˜ is said to approximate the vector v
with the t-digit fixed-point precision and with rounding to the closest values.
Lemma 6.1. If a vector v˜ approximates the vector v with the t-digit fixed-
point precision and with rounding to the closest values, then |v˜−v| ≤ 0.5|v|/φt
assuming φ-ary digits.
Algorithm 6.1. Initialization of lifting based on iterative refinement.
Input: A nonsingular matrix M ∈ Zn×n, a vector f ∈ Zn, a prime p, and
positive integers b, m, and t such that m = pb ≥ 2t+2|M |.
Output: either FAILURE if δ((M)−1f)j) mod p = 0 for some j, j = 1, . . . , n
(see Definition 2.1), or the vector z = (M−1f) mod m otherwise.
Initialization: Write r0 = f , M0 = M +mI, and Q = I/m.
Computations:
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1. Write wi = Qri = ri/m and recursively, for i = 0, 1, . . . , h¯ − 1 and (cf.
(4.2))
h¯ = d((2n− 1) log(|M |+m) + log(2|f |2))/te, (6.1)
compute (a) the vectors w˜i = wi + ei that approximate the vectors wi with the
t-bit fixed-point precision and with rounding to the closest values (see Definition
6.1) and (b) the error-free residual vectors ri+1 = ri−M0w˜i = ri−Mw˜i−mw˜i.
2. Recover the vector z = M−10 f from the vector zh¯ =
∑h¯−1
i=0 w˜i, by using the
numerical rational reconstruction algorithm in [wp03].
3. If p divides at least one of the integers δ((M−10 f)j), j = 1, . . . , n, then output
FAILURE. Otherwise compute and output the vector z = (M−10 f) mod m =
(M−1f) mod m.
FAILURE is output if and only if v = maxj ordp(δ((M−10 f)j)) > 0. Stage
1 produces the output values beyond the double precision by extending the
customary numerical algorithm for iterative refinement.
Theorem 6.1. maxj ordp(δ((M−10 f)j)) ≤ ordp(detM0) = ordp(detM).
Proof. The theorem follows because the integers δ((M0f)j) divide detM for all
j.
For a fixed nonsingular integer matrixM and random prime p in a reasonably
large range, the integers p and detM are likely to be coprime (see Fact 2.4 and
Theorem 2.8), and if they are coprime the algorithm does not fail.
If it fails, one can apply some heuristic recipes from [pw08] or reapply the
algorithm either for a distinct prime p or for its larger power pb. Also see [pq10],
[pqa], and the references therein on the alternative methods of randomized pre-
processing.
6.3 Correctness of the algorithm
With no loss of generality assume that M ∈ Zn×nm and f ∈ Znm.
Lemma 6.2. We have z− zh¯ = M−10 rh¯.
Proof. Combine the equations zh¯ =
∑h¯−1
i=0 w˜i and M0w˜i = ri − ri+1 for all i to
obtain M0zh¯ = r0 − rh¯, so that r0 −M0zh¯ = rh¯. Premultiply this equation by
M−10 and substitute M
−1
0 r0 = M
−1
0 f = z.
Lemma 6.3. We have |ri+1| ≤ |ri|/2t ≤ |f |/2(i+1)t for all i, i = 0, 1, . . . .
Proof. Recall that ri+1 = ri−M0w˜i = ri−M0wi−M0ei, whereas wi = ri/m,
and so ri − M0wi = (I − M0/m)ri = −(M/m)ri. It follows that ri+1 =
−(M/m)ri −M0ei, and so |ri+1| ≤ |(M/m)ri| + |M0ei|. Let us estimate both
terms on the right hand side.
We have |ei| ≤ |wi|/2t+1 in virtue of Lemma 6.1 applied for φ = 2. Now
deduce that |ri+1| = |(M/m)ri| ≤ |ri|/2t+2 and |M0ei| ≤ |M+mI| |wi|/2t+1 =
|M +mI| |ri|/(m2t+1) ≤ 3|ri|/2t+2.
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Finally combine the two latter bounds with the bound |ri+1| ≤ |(M/m)ri|+
|M0ei| above.
Corollary 6.1. We have |z− zh¯| ≤ |M−10 | |f |/2th¯.
Numerical rational reconstruction ensures correct recovery of the vector z
from zh¯ if |z − zh¯| < 1/(2|M0|2n−1|f |). Due to Corollary 6.1, this bound is
reached under (6.1).
6.4 The computational precision and the Boolean cost
The complexity of Algorithm 6.1 has already been estimated in Section 5, but
for M0 replacing M and with the distinct precision of the computations. It
remains to estimate the adjusted precision.
By the definition of the vectors w˜i, the binary representations of the com-
ponents of the vector ri+1 = ri−M0w˜i extend rightward by at most t+dlogme
bits from the leading bit of the value |ri|. At the same time this leading bit
itself moves rightward by at least t bits when we move from ri to ri+1 because
|ri+1| ≤ |ri|/2t (see Lemma 6.3). Thus it is sufficient to use a precision of at
most dlogme bits for all components of the vectors ri for all i. We increase this
precision by at most dlog |M |e and dlogme bits when we compute the vectors
Mw˜i andmw˜i, respectively. It follows that the asymptotic complexity estimates
in Section 5 can be extended to Algorithm 6.1 for logm = b log p = O(log(nα)).
Our resulting randomized bit operation complexity estimates for solving
structured linear systems are record low. Furthermore, for an n × n matrix
M with the displacement of a constant rank and with entries having the abso-
lute values in nO(1), the estimates are nearly optimal because n2 log n bits are
required to represent the n rational coordinates of the vector x, and so comput-
ing these values takes at least as many bit operations. Without randomization
we need to increase the cost bound by the factor n to avoid degeneration of the
matrix M mod s.
7 Computations with singular matrices
Assume that the matrix M has the generic rank profile property. (This prop-
erty holds with a probability near one if we apply randomized preprocessing
in Theorem 7.2 below.) Apply Algorithm 6.1 recursively to the j × j leading
principal submatrices of the matrix M for j = j(i) = 2i, i = 0, 1, . . . , k until
for some integer i = k + 1 the algorithm fails. Then apply binary search in the
range [2k, 2k+1) for the maximum integer ρ˜ for which the algorithm does not
fail. This integer is likely to equal the rank ρ and cannot be less than the rank.
Such a search of the rank increases the overall cost by a factor in O(log ρ) (see
Corollary 7.2 and Section 11).
Theorem 7.1. Let a singular integer THVC matrix M have generic rank profile
and be given with its displacement generator of length r. Then at a randomized
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Las Vegas cost within the factor O(r log ρ) from the estimates in Section 5, one
can compute the rank ρ of this matrix and a shortest displacement generator for
a matrix whose columns form a basis for the null space of the matrix M .
Proof. Due to the method of displacement transformation (see Section 2.3 and
recall that our Vandermonde multipliers are nonsingular), we can assume the
structure of Toeplitz or Hankel type for the matrix M . Now we can verify
whether the candidate integer ρ˜ is indeed equal to the rank ρ as follows. Repre-
sent the matrix M as the 2×2 block matrix
(
M00 M01
M10 M11
)
with the nonsingular
block M00 = M (ρ˜) and compute a displacement generator for its Schur comple-
ment S = M11 −M10M−100 M01. We immediately observe that ρ˜ = ρ if and only
if S = 0 (and then the displacement of the matrix S vanishes as well). If S = 0
indeed, then the columns of the matrix
(
M−100 M01
−In−ρ
)
form a basis for the null
space of the matrix M .
The arithmetic cost of computing displacement generators for the matrices
M−100 M01 and S is in O(rmM ) (see Fact 2.6). It remains to bound the precision
of computing based on Fact 2.4.
Remark 7.1. If we agree to use the Monte Carlo estimates for the rank com-
putation we can decrease the bound of Theorem 7.1 by roughly the factor log hlog γ
for h in equation (4.2) and γ in (3.2) (cf., e.g., [p96], [pw08, Appendix A]).
Theorem 7.2. Suppose that a finite set S of a sufficiently large cardinality
|S| lies in a field F. Further assume that a matrix M belong to Fn×n. Define
randomized preprocessing M ← XMY where X = Xg, Y = Yh for g, h ∈ {1, 2},
X1 = (
xj
si−tj )
n
i=1, Y1 = (
yj
ui−vj )
n
i=1, si, tj, ui, and vj are 4n distinct values,
X2 = ZT0 (x), Y2 = Z0(y), x1 = y1 = 1, and the other 2n − 2 coordinates of
the vectors x = (xi)ni=1 and y = (yi)
n
i=1 are randomly sampled from the set
S. Then both matrices X2 and Y2 are nonsingular and with a probability of at
least (1 − ρ/|S|)2 both matrices X1 and Y1 are nonsingular. If the matrices X
and Y are nonsingular, then with a probability of at least 1 − (ρ + 1)ρ/|S| the
matrix XMY has generic rank profile (and therefore is strongly nonsingular if
the matrix M is nonsingular).
Proof. See [ks91] where X = X2, Y = Y2 and [p01, Corollary 5.6.3] where
X = X1, Y = Y1.
Each of the multipliers X1, Y1, X2, and Y2 has displacement rank one as-
suming the displacement operators ∇Ds,Dt , ∇Du,Dv , ∆ZT0 ,Z0 , and ∆Z0,ZT0 , re-
spectively (cf. Section 2.3), and so Fact 2.6 and the above theorem imply the
following result.
Corollary 7.1. To extend Theorem 7.1 to the case of input matrices not having
generic rank profile it is sufficient to perform O(mM ) additional ops (which
preserves the Boolean and word cost bounds) and to generate 2n − 2 random
parameters in the field F.
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Proof. Extend the dispacement structure of the matrix M to the matrix XMY
by choosing appropriate matrices X = Xi and Y = Yi for i = 1, 2 (see [p01,
Sections 5.6 and 5.7]).
Corollary 7.2. Let an n× n integer THVC matrix M satisfy the assumptions
of Theorem 7.2 and bounds (5.1), and suppose we seek the integer ρ = rankM
and displacement generators of length O(r) for a nonsingular ρ × ρ submatrix
W of the matrix XMY , for the inverse W−1, and for a matrix whose columns
make up a basis for the null space of the matrix M . To solve all these problems it
is sufficient to apply Las Vegas randomization with O(n log n) random bits that
define the two matrices X and Y in Theorem 7.2 and in addition to perform
O˜(r2n2(log2 n)(log ρ)) bit operations.
8 Pade´ approximation and related computations
Definition 8.1. Pade´ approximation.
For two nonnegative integers m and n and a polynomial t(x) =
∑m+n
i=0 tix
i, an
(m,n) Pade´ approximation is a pair of coprime polynomials r(x) =
∑m
i=0 rix
i
and v(x) =
∑n
i=0 vix
i satisfying equation r(x) = t(x)v(x) mod xm+n+1. (The
ratio r(x)v(x) is unique.)
Theorem 8.1. A randomized Las Vegas algorithm for an (m,n) Pade´ approx-
imation of a polynomial t(x) =
∑m+n
i=0 tix
i generates O(N logN) random bits
and in addition performs O(N2 log3N) bit operations provided N = n+m and
equations (5.1) hold for γ = maxNi=0 |ti|.
Proof. First recall from [bgy80] or [p01, Section 2.11] that the task of computing
an (m,n) Pade´ approximation can be reduced to the solution of the Toeplitz lin-
ear system Tv = −v0t where T = (tm+i−j)n−1i,j=0, v = (vj+1)n−1j=0 , t = (tj+1)n−1j=0 ,
v0 = 1 if ρ = rank(T ) = n, and v0 = 0 if ρ = rank(T ) < n, in which case
det(T (ρ)) 6= 0, that is the ρ× ρ leading principal block of the matrix T is non-
singular. It remains to apply the algorithms supporting Corollary 7.2 for r < 3
to solve this Toeplitz linear systems.
Definition 8.2. Berlekamp–Massey’s problem.
Given a positive integer s and 2s numbers a0, a1, . . . , a2s−1, compute the
minimum integer n ≤ s and n numbers c0, c1, . . . , cn−1 such that ai =
cn−1ai−1 + · · ·+ c0ai−n for i = n, n+ 1, . . . , 2s− 1.
Fact 8.1. Berlekamp–Massey’s problem has a unique solution, given by the
degree n and the coefficients c0, c1, . . . , cn−1 of the minimum span polynomial
c(x) = xn−∑n−1i=0 cixi such that for some polynomial r(x) the pair of polynomials
(r(x), c(x)) is an (s − 1, s − 1) Pade´ approximation to the polynomial a(x) =∑2s−1
i=0 aix
i.
Proof. See [bgy80].
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Corollary 8.1. A randomized Las Vegas algorithm for Berlekamp–Massey’s
problem, for a positive integer s and 2s numbers a0, a1, . . . , a2s−1, generates
O(s log s) random bits and in addition performs O(s2 log3 s) bit operations if
equations (5.1) hold for γ = max2s−1i=0 |ai|.
Definition 8.3. gcd(u,w), the greatest common divisor of two polynomials
u(x) =
∑m
i=0 uix
i and w(x) =
∑n
i=0 wix
i is their common divisor of the largest
degree, whereas their least common multiple lcm(u,w) = u(x)w(x)/gcd(u,w) is
their common multiple of the smallest degree. (Monic gcd and monic lcm are
unique.)
Fact 8.2. Let the pair (r(x), v(x)) be an (m,n) Pade´ approximation to the
polynomial t(x) =
∑m+n
i=0 tix
i such that t(x)w(x) mod xm+n+1 = u(x) and let
d(x) be a polynomial such that u(x) = d(x)r(x). Then w(x) = d(x)t(x) and
d(x) is a gcd(u,w).
Theorem 8.2. g(x) = gcd(u,w), greatest common divisor and lcm(u,w), least
common multiple of two polynomials u(x) =
∑m
i=0 uix
i and w(x) =
∑n
i=0 wix
i
can be computed by a randomized Las Vegas algorithm that generates O(N logN)
random bits and in addition performs O˜(N2 log3N) bit operations provided equa-
tions (5.1) hold for γ = max{maxmi=0 |ui|,maxni=0 |wi|} and N = n+m.
Proof. We first compute the degree k = deg g(x) of the polynomal g(x) =∑k
i=0 gix
i = gcd(u,w) by applying the reduction gcd → Pade´ (see Fact 8.2)
and then applying our algorithm that supports Theorem 8.1. To avoid the
growth of the coefficients and the cost bounds in the transition gcd→ Pade´, we
compute deg g(x) in Zp for a reasonably large prime p, so that the bit-cost stays
within the claimed bounds and the resulting degree value is likely to withstand
the transition to Z.
To yield the Las Vegas estimates, we must verify that the degree indeed
remains the same in this transiton. For a fixed candidate value k = deg g(x)
let Uk and Wk denote the Toeplitz matrices of the sizes (m + n − k) × (n −
k) and (m + n − k) × (m − k), respectively, which are simultaneously upper
and lower triangular, that is, are filled with zeros above their upper diagonals
and below their lower diagonals. Thus they are defined by their first columns
(u0, . . . , um, 0, . . . , 0)T and (w0, . . . , wn, 0, . . . , 0)T , respectively. The (m + n −
k)× (m+n−2k) matrix (Uk,Wk) (called subresultant matrix) has Toeplitz-like
structure, has a displacement rank at most two, and has rank k for k = deg g(x).
Thus our algorithms supporting Theorem 5.2 enable us to verify the equation
k = deg g(x) within the claimed cost bounds.
Now, having certified the degree k, we wish to compute the gcd. We recall
from [bgy80] and [p01, Section 2.10] that g(x) = s(x)u(x) + t(x)w(x) where
s(x) =
∑n−k
i=0 six
i, t(x) =
∑m−k
i=0 tix
i, the coefficient vectors s = (si)n−ki=0 and
t = (ti)m−ki=0 satisfy the subresultant equation U˜ks + W˜kt = e1, and U˜k and W˜k
are Toeplitz matrices of the sizes (m+n−2k)×(n−k) and (m+n−2k)×(m−k),
respectively, which we obtain by deleting the last k rows of the matrices Uk and
Wk, respectively.
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It follows (see [p01, Definitions 4.1.1 and 4.1.3]) that the coefficient matrix
(U˜k, W˜k) of the above subresultant system is again a Toeplitz-like matrix with
a displacement rank at most three. Now the claimed complexity bounds for
computing the gcd g(x) = gcd(u,w) follow from Corollary 7.2.
They are immediately extended to the task of computing the polynomial
lcm(u,w) = u(x)w(x)/gcd(u,w).
9 Generalized Hensel’s lifting
9.1 The algorithm
If (detM) mod s = 0, then we cannot initialize Algorithm 3.1. How frequently
does this equation hold for a random structured integer matrix M and a fixed
nonrandom integer s < |detM |? According to the analysis and tests in [pw08],
such degeneracy is unlikely if s = pb is a fixed reasonably large prime power,
even where the prime p is small and divides detM . Next we generalize our
lifting and initialization algorithms to the case where (detM) mod s 6= 0 for
s = pb. In particular, for p = 2 this covers binary lifting, having implementation
advantages. We rely on the following concept.
Definition 9.1. For two integers q > 0 and s > 1, a matrix M in Zn×nqs is
factor-q nonsingular modulo qs if there exists a matrix Q in Zn×nqs such that
MQ mod (qs) = qI. (9.1)
For q = 1 equation (9.1) turns into MQ = I mod s and thus brings us back
to Hensel’s lifting. Next we rely on Definition 9.1 for q > 1 to generalize our
constructions and analysis in Sections 3–6. In fact we mimic them quite closely.
Let us be given a vector f and black box subroutines for multiplying by
vectors a factor-q nonsingular matrix M in Zn×nqs (see Definition 9.1) and matrix
Q satisfying (9.1). Then the following algorithm computes the first h terms in
the vector expansion M−1f =
∑∞
i=0 u
(i)si, u(i) ∈ Znqs, i = 0, 1, . . ..
Algorithm 9.1. Generalized Hensel’s lifting.
Input: a matrix M ∈ Zn×n, a vector f ∈ Zn, three positive integers h, q, and
s, and a matrix Q ∈ Zn×nqs satisfying (9.1).
Output: the vector x(h) ∈ Zn such that Mx(h) = (qf) mod (qsh).
Initialization: r(0) = f .
Computations: for i = 0, 1, . . . , h− 1, compute the vectors
u(i) = Qr(i) mod (qs), r(i+1) = (qr(i) −Mu(i))/(qs).
Output the vector x(h) =
∑h−1
i=0 u
(i)si.
The following extension of Theorem 3.1 shows correctness of the algorithm
(see part b) and bounds the precision of its computations.
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Theorem 9.1. For M , f , r(i), and x(h) in Algorithm 9.1, we have
(a) r(i) ∈ Zn for all i,
(b) Mx(h) = qf mod (qsh),
(c) all components r(i)j of all vectors r
(i) = (r(i)j )j satisfy the bounds
|r(i)j | ≤
1
si
|fj |+ αnqs− 1
q
i∑
k=1
s−k <
1
si
β + αn
qs− 1
qs− q < γ
where β, α, and γ are defined in Theorem 3.1.
Proof.
(a) (qr(i) −Mu(i)) mod (qs) = (qI −MQ)r(i) mod (qs), and the claim follows
because MQ = qI mod (qs).
(b) Mx(h) =
∑h−1
i=0 Mu
(i)si =
∑h−1
i=0 (qr
(i)−qsr(i+1))si = qf−qshr(h) = qf mod
(qsh).
(c) By definition, all components u(i)j of all vectors u
(i) are integers in the range
[0, qs− 1], and so
qs|r(i+1)j | ≤ q|r(i)j |+ αnmax
k
|u(i)k | ≤ q|r(i)j |+ (qs− 1)αn.
Now the claim follows by induction on i.
Next we change an upper bound on d1 into dlog(2qsγ)e, change s into qs,
and then readily extend Lemma 3.1 and Theorem 3.2. Here is the respective
generalization of Theorem 4.1.
Theorem 9.2. Let x = qM−1f be a unique solution to the linear system
Mx = qf . Assume ρ(d) in (2.1), α, β and γ in (3.2), and h in (4.2). Write
l = dlog(2(α√n)2n−1nβq)e = O(n log γ + log q). (9.2)
(These expressions extend equations (4.1) to the case of generalized lifting.)
Let the vector x(h) =
∑h−1
i=0 u
(i)pi = x mod (qsh) be computed in h − 1 steps
of Algorithm 9.1. Then one can recover the vector x from the vector x(h) by
performing B = nρ(l) bit operations.
The proof mimics the proof of Theorem 4.1 except that now we define k
to be the smallest integer exceeding 2(α
√
n− 1)n−1nβq. Likewise we restate
Theorems 5.1 and 5.2 for l in equations (9.2) (rather than in (4.1)) and Q
satisfying equation (9.1) (rather than MQ = I mod s).
Remark 9.1. Algorithm 9.1 and Theorem 9.2 can be immediately extended to
the variation where the vectors f , x(h), r(i) and u(i) for all i are relaced with
block vectors.
Next we extend initialization Algorithm 6.1 and its analysis assuming that
q and s are some unknown powers pu and pv of a fixed prime p.
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9.2 Initialization via iterative refinement: introductory
comments
Our initialization algorithm either fails (which rarely occurs on the average
input) or yields matrixQ that satisfies equation (9.1) for q = pu and s = pv equal
to the powers of a fixed prime p where the sum b = u+v exceeds the order of p in
detM . We can ensure this property if we choose m = pb exceeding the bound in
Fact 2.4. This bound, however, tends to be overly pessimistic. Choosing b based
on this bound, we would excessively increase the overall computational cost
bound for the average input. Thus we choose the exponent b dynamically, first
testing more moderate values. If this does not work, we reapply the algorithm
for larger powers m = pb within a fixed tolerance value.
In the next subsection we describe our basic algorithm that for a fixed vector
f applies iterative refinement to yield a vector v that satisfies the equation
Mv = qf mod (qs). The algorithm uses O((n log(|M |+ pb) + log |f |)mM ) ops.
Then, given a prime p, its power m = pb, and a displacement generator
(G,H) = ((gi)ri=1, (hi)
r
i=1)) of length r for a matrix M , we compute a displace-
ment generator of length r for a matrix Q satisfying equation (9.1). First we
apply our basic algorithm 2r times (at 2r-fold cost) to solve 2r linear systems
of equations −M u˜i = qigi mod m, MT v˜i = qi+rhi mod m for i = 1, . . . , r,
where qi = pui and qi+r = pvi for i = 1, . . . , r are integer powers of p defined
by our basic algorithm (and depending on the matrix M and the vectors gi
and hi). Then (at a negligible cost) compute the integers q = max2ri=1 qi and
s = m/q and the vectors ui = u˜iq/qi and vi = v˜iq/qi+r such that Mui = qgi
mod m and Mvi = qhi mod m for i = 1, . . . , r. This defines a generator
(U, V ) = ((ui)ri=1, (vi)
r
i=1) of length r for the displacement UV
T of the matrix
Q satisfying (9.1).
9.3 The basic initialization algorithm
Algorithm 9.2. The basic initialization algorithm.
Input: a nonsingular matrix M ∈ Zn×n, a vector f ∈ Zn, a prime p, and two
positive integers b and t such that m = pb ≥ 2t+2|M |.
Output: either FAILURE if δ((M−1f)j) mod pb = 0 for some j, j = 1, . . . , n,
or two integers q and s, both the powers of p and such that qs = pb, and the
vector z such that Mz = qf mod (qs).
Initialization: as in Algorithm 6.1.
Computations:
Stages 1 and 2 are as in Algorithm 6.1.
Stage 3. Compute the integer v = maxj ordp(δ((M−10 f)j)). If v < b, out-
put the integers q = pv and s = pb−v = m/q; compute and output the vector
z = qM−10 f mod (qs) (so that Mz mod (qs) = M0z mod (qs) = qf mod (qs)).
Otherwise output FAILURE.
In virtue of Theorems 2.8 and 6.1, Algorithm 9.2 is unlikely to fail if p is a
random prime from a moderately large range (even where b = 1). According to
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[pw08] (see the beginning of Section 9), the failure is also unlikely in the case of
a fixed p and random n× n structured integer matrix M provided pb  n.
If the algorithm outputs FAILURE, one can apply some heuristic recipes
from [pw08] or reapply the algorithm for b equal to a greater power of the same
prime p or for p replaced with a distinct basic prime.
9.4 The computational precision and the Boolean cost es-
timates
According to the argument in Section 6.4, we can extend the asymptotic com-
plexity estimates in Section 5 to Algorithm 9.2 provided b log p = O(log γ).
The estimates grow proportionally to µ(b), where b exceeds the value v =
maxj ordp(δ((M−10 f)j)).
This value has the order of n logp γ for a fixed prime p, e.g., for p = 2,
and for the worst case input matrix M . According to the analysis and tests in
[pw08], however (see the beginning of Section 9), v = O(logp γ) for reasonably
large integers b and for the average integer matrices M with the displacement
structures. So we can extend the cost bounds of Section 5 to the initialization
for the average input.
10 Matrix inversion via Newton’s and general-
ized Newton’s lifting
Newton’s lifting is a well known classical counterpart of Hensel’s [y76], [g84]. In
[mc79] both techniques were simultaneously adapted to matrix computations,
for which they have similar power. Next we recall Newton’s lifting for matrix
inversion, specify it to the case of structured input matrices, analyze it, estimat-
ing its complexity, propose its generalization (in particular its binary version),
and compare its performance with Hensel’s.
Given an integer s > 1 and a pair of matrices M and Q(0) such that MQ(0) =
I mod s, Newton’s lifting algorithm recursively computes the matrices Q(i) =
Q(i−1)(2I − MQ(i−1)) mod (s2i), i = 1, 2, . . . (see [mc79], [p01, Chapter 7]).
One immediately verifies that the matrix equation Q(i) = Q(i−1)(2I−MQ(i−1))
implies that I − MQ(i) = (I − MQ(i−1))2, and so the iterates Q(i) satisfy
I −MQ(i) = 0 mod s2i for all i, thus rapidly improving the initial approximate
matrix inverse Q(0). The algorithm has a celebrated numerical counterpart (see,
e.g., [ps91]).
Then again we cannot satisfy the initial assumption MQ(0) = I mod s if
detM = 0 mod s, which motivates shifting to the generalized Newton’s lift-
ing, which begins with a matrix Q(0) and recursively computes the matrices
Q(1), Q(2), . . . such that
MQ(0) = qI mod (qs), qQ(i) = Q(i−1)(2qI −MQ(i−1)) mod (qs2i), (10.1)
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i = 1, 2, . . . , h. Then we deduce that q2
i−1(qI − MQ(i)) = (q2i−1−1(qI −
MQ(i−1)))2 = (qI − MQ(0))2i = 0 mod (qs)2i and therefore qI − MQ(i) =
0 mod (qs2
i
). For q = 1, we come back to Newton’s lifting for matrix inversion.
Surely, our initialization recipes for Hensel’s and generalized Hensel’s lifting
can be extended to Newton’s and generalized Newton’s.
Every generalized Newton’s step (10.1) is essentially reduced to perform-
ing n × n matrix multiplication twice. For general matrices, this operation is
expensive, although it is substantially accelerated on multiprocessors.
For matrices M and Q(i) having consistent displacement structures, we dra-
matically simplify multiplication by performing it in terms of the associated
short displacement generators. Unlike the case of Hensel’s lifting, one must
modify Newton’s classical lifting to exploit the matrix structure. Here our re-
spective modifications where we assume a displacement operator L and rely on
Corollary 2.1:
G(i+1) = −Q(i)(2I −MQ(i))G, H(i+1)T = HTQ(i)(2I −MQ(i))
where L = ∇A,B ,
G(i+1) = BQ(i)(2I −MQ(i))G, H(i+1)T = HTB−1Q(i)(2I −MQ(i))
where L = ∆A,B and the matrix B is nonsingular, and
G(i+1) = Q(i)(2I −MQ(i))A−1G, H(i+1)T = HTQ(i)(2I −MQ(i))A
where L = ∆A,B and the matrix A is nonsingular.
In the case of a Toeplitz matrix T = (tk−j)k,j = M/q, we can represent the
approximate inverses Q(i) = qM−1 mod (qs2
i
) in Zqs2i , i = 0, 1, . . ., with their
n × 2 generators Q(i)(e1, t) = (Q(i)e1, Q(i)t) where the vector t is defined in
Theorem 2.6. Then iteration (10.1) takes the following form,
qQ(i)(e1, t) = Q(i−1)(2qI −MQ(i−1))(e1, t) mod (qs2i), (10.2)
i = 1, 2, . . ., provided we are given the generators M(e1, t) and Q(0)(e1, t) for
the matrices M and Q(0) such that MQ(0)(e1, t) = q(e1, t) mod (qs). Every
iteration step is reduced essentially to multiplication of the matrix M by the
n×2 matrix Q(i−1)(e1, t) and of the matrix Q(i−1) by the resulting n×2 matrix.
This takes only O(m(n)) ops (see Theorems 2.5 and 2.6).
For q = 1 the iteration process (10.2) for Toeplitz matrix M takes the form
Q(i)(e1, t) = Q(i−1)(2I −MQ(i−1))(e1, t), i = 1, 2, . . . . (10.3)
More generally, we recall Corollary 2.1 and reduce the inversion of a matrix
M with a displacement rank r to solving 2r linear systems of equations with the
coefficient matrix M . Then every generalized Newton’s lifting step amounts to
multiplication of the matrix Q(i−1)(2I −MQ(i−1)) by 2r vectors. Here Q(i−1)
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denotes the approximate inverse reconstructed from the 2r respective vectors
computed in the previous iteration, except that at the initial step, these vectors
are given by the columns of the displacement generators G and H of the matrix
Q(0).
Let us compare the performance of Newton’s and Hensel’s lifting. Every
Newton’s as well as generalized Newton’s lifting step roughly doubles the pre-
cision of computing and the number of correct bits per an output value in an
iteration step, while Hensel’s and generalized Hensel’s lifting keep the precision
of computing bounded by a fixed tolerance and add about the same number of
correct bits per an output value in every step. As a result, in h steps generalized
Newton’s lifting produces the solution modulo qs2
h
, which generalized Hensel’s
lifting yields in 2h steps, but computations with extended precision are generally
required already in a relatively small number of Newton’s steps.
Let us supply some specific estimates. Assume a Toeplitz matrix M and
generalized Newton’s lifting. Then the initial approximate inverse Q(0) =
M−1 mod (qs) is lifted to M−1 mod (qs2
h
) in h lifting steps, each performing
O(m(n)) ops. For q = 1 this covers the standard (structured) Newton’s lifting.
Since the precision of computing is doubled in each lifting step, the over-
all Boolean (bit-operation) complexity of Newton’s lifting is dominated by the
cost of the last lifting step, bounded by O(m(n)µ(lout)) where lout denotes the
required output precision. In the case of an n × n Toeplitz-like input matrix
M given with its displacement generator of a length r the overall complexity
increases to O(r2m(n)µ(lout)).
In comparison with Hensel’s lifting, this means the Boolean cost increase by
the factor rµ(lout)/(hµ(lout/h)), in spite of the more rapid progress in Newton’s
lifting. The analysis seems to give upper hand to Hensel’s lifting even where
the positive integer r is small, e.g., in the case of Toeplitz inputs, where r ≤ 2.
Our conclusion is different under the word model, however. In its typical
choice, the initial prime p is by far less than the word length λ. Therefore the first
steps of both Newton’s and Hensel’s liftings are performed by using about the
same number of word operations, and the much more rapid progress of Newton’s
lifting is a clear advantage. Namely the initial steps of Newton’s lifting can save
a significant number of word operations wherever the ratio dlog(2qsγ)e/λ is
small.
This suggests that the most effective policy is to apply Newton’s lifting
initially and to continue this application as long as its output precision qs2
i
stays within the word length λ. If this length is exceeded, one should reduce
the output approximate inverse modulo qs2
j
for j = dlog2 logs(λ/q)e and then
shift to Hensel’s lifting.
Finally Newton’s lifting is much more friendly than Hensel’s to parallel im-
plementation. By parallelizing Newton’s steps, one can yield dramatic acceler-
ation, although at the expense of using more processors.
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11 Comparison of lifting with the divide–and–
conquer MBA algorithm
For the inversion of a structured strongly nonsingular matrixM =
(
M00 M01
M10 M11
)
one can readily adapt the divide-and-conquer MBA algorithm from [m80], [ba80].
(One can produce a strongly nonsingular matrix with a probability near one by
applying randomized preprocessing in Theorem 7.2 to a nonsingular matrix.)
The algorithm recursively employs the following factorization,
M−1 =
(
I −M−100 M01
O I
)(
M−100 O
O S−1
)(
I O
−M10M−100 I
)
. (11.1)
The matrix
S = S(M00,M) = S(k)(M) = M11 −M10M−100 M01 (11.2)
is called the Schur complement of the block M00 in the matrix M and the Gauss
transform of M (cf. [gl96]).
Let I(k), M(k), and A(k) denote the number of ops required to invert a
k× k matrix, to multiply a pair of k× k matrices, and to add or subtract them,
respectively, where clearly A(k) ≤M(k).
Remark 11.1. We recall that M(k) ≤ cimmensek2.376 (this bound in [cw90]
holds for an immense constant cimmense and is the smallest known bound in the
case of immense integers k) and M(k) ≤ ck2.776 (this bound in [lps92] holds
for a moderate constant c and is the smallest known bound in the case where
20 ≤ k ≤ 1020). The latter bound relies on the technique of trilinear aggregation
(due to [p72]; cf. also [p84], [lps92], and [k04]), which was an ingredient of the
algorithm in [cw90] as well and was the first nontrivial application of the tensor
decompositions for the design of effective algorithms for fundamental matrix
computations.
The above factorization implies that I(2k) ≤ 2I(k) + 6M(k) + 2A(k) for all
positive integers k. Recursively I(n) = O(M(n) log n), and if M(n) is of the
order cn1+a for two positive constants a and c, then I(n) = O(M(n)).
Next assume a Toeplitz or Toeplitz-like matrix M and estimate the cost of
its inversion based on the above recursive factorization. We can multiply a pair
of n× n Toeplitz or Toeplitz-like matrices in O(m(n)) ops, and we are tempted
to substitute this bound as M(n) to arrive at n × n Toeplitz-like inversion in
O(m(n) log n) ops.
To substantiate this estimate, however, we must extend the input Toeplitz
structure to all the auxiliary matrices involved into the recursive factorization.
We first recall that the inverse of a Schur complement is a trailing block of the
inverse and then that the displacement rank r of a matrix is preserved in the
transition to its inverse (see Corollary 2.1) and grows by at most one in the
transition to the blocks.
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This covers the matrices M00 and S in the initial factorization and then
recursively covers all auxiliary leading blocks and Schur complements in the
recursive factorization because the leading blocks as well as their Schur comple-
ments in a Schur complement S are Schur complements in the original matrix M
(cf. [p01, Chapter 5] or [pmr10]). Consequently Fact 2.6 implies the bound O(r)
on the displacement rank of all auxiliary matrices involved into the recursive
factorization.
This is not yet enough to support the desired cost estimate because we need
to bound the length of the displacement generators in the representation of all
these matrices, and not just their displacement ranks. The desired extension
of the bound from the ranks to the lengths is obtained based on the following
result (valid over any field).
Theorem 11.1. Suppose we are given a pair of n× k matrices G and H such
that the n × n matrix L = GHT has a rank r ≤ k. Then it is sufficient to
perform O(nM(k)/k) ops to compute a pair of n× r matrices Gr and Hr such
that L = GrHTr where M(k) is the arithmetic complexity of the k × k matrix
multiplication.
Proof. See [p01, Section 4.6.2].
The resulting arithmetic cost estimate for solving a nonsingular Toeplitz-
like linear system of n equations turns into the bound O(r2m(n) log n) in the
case of a THVC linear system whose coefficient matrix is defined with its dis-
placement generators of a length r. The bound is extended from the case of
Toeplitz structure to the case of Vandermonde and Cauchy structures by means
of displacement transformations in Remark 2.1.
Even though technically the MBA algorithm is completely different from
lifting, it supports the complexity bound that only by factor r log n exceeds
ours under the randomized Boolean (bit operation) cost model (see [pmr10]).
Recently this factor was decreased to O((M(r)/r2) log n) in [bjs08].
Furthermore the MBA algorithm enables us to decrease by the factor n/r
the randomized Monte Carlo bound on the cost of lifting initialization in Zp for
a reasonably large random prime p (see Theorem 2.8). Consequently one can
decrease by factors log n, logN , or log s the cost bounds in Corollaries 7.2 and
8.1 and Theorems 8.1 and 8.2, respectively.
Unlike Algorithm 6.1 the MBA algorithm can be applied over any field of
constants that supports strong nonsingularity of the input. Realistically we
fulfill this requirement by involving random parameters from a set of large car-
dinality. Namely suppose we apply the algorithm over the rationals and wish to
bound the precision of computing, say by cn log(n||M ||) for a positive constant
c. Then the standard way is to apply the algorithm modulo sufficiently many
random primes and then to recover the rational output by means of the Chinese
Remainder Algorithm.
Unlike the case of lifting, it is not sufficient to work with a single random
prime p, but one needs the order of n primes, each of the order n log(n||M ||).
Moreover application of the algorithm modulo a large prime power pb readily
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leads to degeneration. In particular the MBA algorithm does not work modulo
the powers of two.
Whereas lifting involves only two matrices M and Q = M−1 mod s, the
MBA algorithm generally processes over 2n matrices of various sizes, which can
be viewed as a certain implementation advantage of lifting.
12 Concluding remarks
We applied numerical iterative refinement to initialize Hensel’s symbolic lifting
of the solutions of linear systems of equations as well as Newton’s lifting of
matrix inverses where the input values are integers. We proposed four variants
of Newton’s structured lifting, that is Newton’s lifting applied to structured
matrices and exploiting structure to perform the computations faster.
In the case of Toeplitz, Hankel and other structured input matrices the re-
sulting Hensel’s and Newton’s lifting algorithms support nearly optimal Boolean
complexity estimates. We unified the algorithms for the four most popular
classes of structured matrices.
Our algorithms are most valuable in the case of the inputs for which nu-
merical computations with double precision cannot produce the output with
required accuracy. This includes some important classes of structured matrices
(see [b85], [gi88], [t94]).
Our combination of symbolic lifting with numerical iterative refinement is
an example of successful symbolic-numerical algorithms (see [tcs04], [snc07],
[snc07a], [tcs08], [snc09] on this subject area). Searching for further examples of
this kind one can try to devise effective symbolic counterparts to various other
iterative numerical algorithms for linear systems of equations (cf. [epy98]).
We extended our algorithms and our nearly optimal bound on the Boolean
complexity to Berlekamp–Massey’s reconstruction of a linear recurrence from its
values and to computing the gcd, lcm, and Pade´ approximation for univariate
polynomials.
Furthermore we generalized both Hensel’s and Newton’s liftings by allowing
to begin them with basic reduction modulo a nonprime, e.g., modulo a power
of two, which enabled us to perform all our algorithms in binary base.
Appendix
A Randomized reconstruction of rational solu-
tion
By using the Las Vegas randomization, we decrease the bound in Theorem 4.1
by the factor of log d provided µ(d) = O(dlog2 3) or µ(d) = O((d log d) log log d)
and ρ(d) is bounded in (2.1). Empirical evidence shows further progress with
some heuristics.
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A.1 Randomized reconstruction algorithm
Write
δ = lcmj δ(xj), 1 ≤ j ≤ n (A.1)
(for δ(y) in Definition 2.1), that is δ is the least common multiple of the denom-
inators in all rational coordinates xj of the solution x = (xj)j to the system
Mx = qb.
Algorithm A.1. Randomized reconstruction of rational solution.
Input: The same as in Algorithm 3.1 and in addition a positive ε < 1, an
integer h = 1+blogs(2n(α
√
n)2n−1ηβ)c of equation (4.2), and the vector x(h) =
(x(h)i )
n
i=1 = qM
−1f mod (qsh).
Output: FAILURE with a probability of at most ε or a positive integer δ and
an integer vector y such that
My = δqf . (A.2)
Initialization: Compute
K = 2dlog(1/ε)e, (A.3)
η = d6 + 2n log (nα)e (A.4)
for α and β in (3.2). Then sample K pseudo random vectors
ck = (cjk)nj=1 ∈ Znη , k = 1, . . . ,K. (A.5)
Computations:
1. Compute the K integers wk = cTk x
(h) =
∑n
j=1 cjkx
(h)
j , k = 1, . . . ,K.
2. Recover a unique set of the pairs of coprime integers νk and δk such that
(νk/δk) mod (qsh) = wk, 1 ≤ 2δk|νk| ≤ qsh, 2|νk| < qsh, (A.6)
for k = 1, . . . ,K.
3. Compute the least common multiple of the denominators
δlcd = lcmk δk, 1 ≤ k ≤ K. (A.7)
4. Compute the integer vector y = (yj)nj=1 such that y mod (qs
h) = δlcdx(h)
and 2|yj | < qsh for all j. If My = qδlcdf , output y and δ = δlcd; otherwise
output FAILURE.
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A.2 Correctness proof
Combining equations (4.2), (A.4), and (A.5) with Fact 2.4 implies (A.6). Now,
correctness of Algorithm A.1 is implied by the following simple result.
Theorem A.1. δlcd in (A.7) divides δ in (A.1). Furthermore,
Probability(δlcd 6= δ) ≤ ε.
Theorem A.1 is deduced similarly to Theorem 2.1 in [egv00] based on equa-
tions (4.2), (A.3)–(A.7), and the following lemma.
Lemma A.1. For a prime p, integers K in (A.3), k such that 1 ≤ k ≤ K, δ
in (A.1), η in (A.4), and δk in (A.6), we have Probability(ordp(δk) < ordp(δ))
equal to 1/η for p ≥ η and to bη/pc/η ≤ 1/p for p ≤ η.
Proof. Let l = ordp(δ) = maxj ordp(δ(xj)) for 1 ≤ j ≤ n. W.l.o.g., let l =
ordp(δ(x1)) and let c denote the first coordinate of the vector c = ck. Then we
have
cTx =
cu
apl
− v
phb
=
cub− avpl−h
abpl
where x = M−1f , l ≥ h, and a, b, u, and v are four integers coprime with
p. Clearly, ordp(δk) for δk in (A.6) never exceeds l; it equals l if and only if
cub − avpl−h is coprime with p. The probability bound follows because the
integers ub and p are coprime and because c is a random element in the ring
Zη.
A.3 The bit-complexity of randomized reconstruction of
rational solution
Let us first estimate the bit complexity of performing Algorithm A.1 in terms
of l = O(n log γ + log q) in (9.2), mS in Definition 2.4, µ(d) in Fact 2.1, ρ(d) in
(2.1), and K in (A.3). We need the following auxiliary result.
Lemma A.2. Let j and k be positive integer parameters, j → ∞. Then
O(µ(j)k) bit operations are sufficient to multiply two positive integers u and
v such that u < 2j and v < 2j+k.
Proof. Represent v as
∑k−1
i=0 vi2
ij , 0 ≤ vi < 2j for all i. Compute the products
wi = uvi for i = 0, 1, . . . , k − 1. This takes O(µ(j)k) bit operations. Now
compute the sum uv =
∑k−1
i=0 wi2
ij . This takes O(jk) bit operations.
Algorithm A.1 involves O(Knµ(l)) bit operations at Stage 1; O(Kρ(l)) at
Stage 2; O(Kµ(l) log l) at Stage 3, and O(nµ(l)), O(nµ(log β)l/ log β), and
O(mMµ(log γ)l/ log γ) for computing the vectors δlcdx(h), qδlcdf , and My at
Stage 4, respectively. (The two latter bounds are deduced based on Lemma
A.2.) Summarizing, we obtain the following estimates.
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Theorem A.2. Algorithm A.1 generates nK random elements in Zη for η in
(A.4) and K = 2dlog(1/)e in (A.3). It either fails (this occurs with a probability
of at most ) or computes the scalar δ of equation (A.1) and the solution y to
linear system (A.2). The algorithm involves
B1 = O(Knµ(l) +Kρ(l) +mMµ(log γ)l/ log γ)
bit operations for l = O(n log γ + log q) in (9.2), ρ(d) in (2.1), γ in (3.2), mS
in Definition 2.4, and µ(d) in Fact 2.1; it involves o(B1) bit operations for
generating nK pseudo random elements in Zη.
B Some details for the overall computational
cost of the solution with Hensel’s lifting
Theorem B.1. Assume a prime p, a vector f ∈ Zn, and a nonsingular matrix
M ∈ Zn×n with the structure of Toeplitz, Hankel, Vandermonde, or Cauchy
type, having a displacement rank r and given with a displacement generator of a
length in O(r), and write Q = M−1 mod p. Then we can compute the rational
solution x to the linear system Mx = f by using single random parameter p and
at the Las Vegas randomized bit–operation cost within the following bounds:
i) O(r2m(n)µ(log p) log n) at the initialization stage,
ii) O((mQµ(log p) +mMµ(log(γnp)))h) at the lifting stage;
iii) O(nρ(l)) at the stage of Las Vegas randomized reconstruction of rational
solution, which involves ndlog 1εedlog(6 + 2n log (nα))e random bits and
may fail with a probability of at most ε > 0.
Here m(n) and µ(d) are defined in Fact 2.1, ρ(d) in Theorem 2.1, mS in
Definition 2.4, γ and α in (3.2), l = O(n log γ) in (4.1) for q = 1, and h =
O(n logp(γn)) in (4.2) for s = p.
Proof. The bounds BL, BR, and BL +BR follow from our analysis in Sections
3, A.3, and 6, respectively.
C On the History of the Method of Displace-
ment Transformation
The Method of Displacement Transformation was proposed in [p89/90] and be-
came widely recognized due to its application in [gko95], which besides [p89/90]
cited the paper [h95] as the next publication appeared on this method. The
displayed letter of 1991 from Georg Heinig to the present author can be of some
interest for the history of this study.
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