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Abstract. We consider the nonlinear eigenvalue problem
u00(t) + l f (u(t)) = 0, u(t) > 0, t 2 I := ( 1, 1), u(1) = u( 1) = 0,
where f (u) = u+ (1/2) sink u (k  2) and l > 0 is a bifurcation parameter. It is known
that l is parameterized by the maximum norm a = kulk¥ of the solution ul associated
with l and is written as l = l(k, a). When we focus on the asymptotic behavior of
l(k, a) as a ! ¥, it is natural to expect that l(k, a) ! p2/4, and its convergence rate
is common to k. Contrary to this expectation, we show that l(2n1 + 1, a) tends to p2/4
faster than l(2n2, a) as a! ¥, where n1  1, n2  1 are arbitrary given integers.
Keywords: oscillatory bifurcation, asymptotic behavior, asymptotic length of bifurca-
tion curves.
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1 Introduction
This paper is concerned with the following nonlinear eigenvalue problems
 u00(t) = l

u(t) +
1
2
sink u(t)

, t 2 I := ( 1, 1), (1.1)
u(t) > 0, t 2 I, (1.2)
u(1) = u( 1) = 0, (1.3)
where k  1 is a given integer and l > 0 is a parameter. If k is fixed, then it is well known that,
for any given a > 0, there exists a unique solution pair (l, ua) of (1.1)–(1.3) with a = kuak¥.
Besides, l is parameterized by a and a C1-function of a (cf. [1], [12, Theorem 2.1]). So we
write l = l(k, a) in what follows. Then the solution set of (1.1)–(1.3) consists of the set
L := f(l(k, a), ua)j sol. of (1.1)–(1.3) with kuak¥ = ag  R+  C2( I¯).
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The qualitative properties of oscillating bifurcation curves have been studied intensively.
We refer to [7, 9–11, 13] and the references therein. Recently, when k = 1, the asymptotic
properties of the bifurcation curve l = l(1, a) have been studied in [14], in which there are
two main stress. Firstly, since l(1, a) tends to p2/4 as a! ¥, and is oscillating infinitely many
times, it is interesting to study the global behavior of l(1, a) and l0(1, a) := dl(1, a)/da, and
the precise asymptotic formulas for l(1, a) and l0(1, a) as a! ¥ were established. Secondly,
for a 1, the asymptotic length
Lk(a) :=
Z 2a
a
q
1+ (l0(k, x))2dx (1.4)
for k = 1, which seems to be a new concept, has been proposed for the application to inverse
bifurcation problems, and precise asymptotic formula for L1(a) was obtained.
Theorem 1.0 ([14]). Let k = 1 in (1.1). Then as a! ¥
l(1, a) =
p2
4
  p
2a
r
p
2a
sin

a  1
4
p

+ o(a 3/2), (1.5)
l0(1, a) =   p
2a
r
p
2a
cos

a  p
4

+ o(a 3/2), (1.6)
L1(a) = a+
3p3
256
a 2 + o(a 2). (1.7)
In this paper, we expand the argument in [14] and characterize the meaningful properties
of l(k, a) for the case k  2.
As for asymptotic behavior of l(k, a) as a! ¥, it is clear that as a! ¥,
l(k, a)! p
2
4
(1.8)
(see Fig. 1 and Fig. 2 below)
a
l
o Fig. 1 bifurcation curve for l(2n, a)
p2/4
l(2n, a)
a
l
o Fig. 2 bifurcation curve for l(2n+ 1, a)
p2/4
l(2n+ 1, a)
and it is quite natural to expect that the rate of convergence of l(2n, a) to p2/4 as a ! ¥ is
the same as that of l(2n+ 1, a). However, contrary to our expectation, it will turn out that the
following inequality holds.
jl(2n1 + 1, a)  p2/4j  jl(2n2, a)  p2/4j ! 0, (1.9)
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where n1  1 and n2  1 are arbitrary given integers. To show (1.9), we calculate the asymp-
totic behavior of
p
l(k, a) precisely.
Secondly, we show that as a! ¥,
jl0(2n1 + 1, a)j  jl0(2n2, a)j, L2n1+1(a)  a  L2n2(a)  a. (1.10)
The reason why (1.10) holds is explained as follows. Lk(a) (k  1) depends on jl0(k, a)j, and
its rate of convergence to 0 is common to k.
Now we state our main results.
Theorem 1.1. Let k = 2n (n  1). Then as a! ¥
l(2n, a) =
p2
4
  p
3/2
22n+1a

2n
n

  p
22n+1a3/2
n 1
å
r=0
( 1)n r

2n
r

 1p
n  r sin

(2n  2r)a+ p
4

+O(a 2), (1.11)
l0(2n, a) =   p
3/2
22n
a 3/2
n 1
å
r=0
( 1)n r

2n
r
p
n  r cos

(2n  2r)a+ p
4

+O(a 2), (1.12)
L2n(a) = a+
3p3
24n+5a2
n 1
å
r=0

2n
r
2
(n  r) +O(a 5/2). (1.13)
Theorem 1.2. Let k = 2n+ 1 (n  0). Then as a! ¥
l(2n+ 1, a) =
p2
4
  p
3/2
22n+1a3/2
n
å
r=0
( 1)n+r

2n+ 1
r


s
1
2(2n  2r+ 1) sin

(2n  2r+ 1)a  1
4
p

+O(a 2), (1.14)
l0(2n+ 1, a) =   p
3/2
22n+1a3/2
n
å
r=0
( 1)n+r

2n+ 1
r
r
(2n  2r+ 1)
2
 cos

(2n  2r+ 1)a  p
4

+O(a 2), (1.15)
L2n+1(a) = a+
3p3
24n+8a2
n
å
r=0

2n+ 1
r
2
(2n  2r+ 1) +O(a 5/2). (1.16)
Remarks. (i) It seems that (1.12) (resp. (1.15)) can be obtained easily by (1.11) (resp. (1.14)).
However, since it is not clear whether the formal derivative of (1.11) (resp. (1.14)) is correct or
not, we should be careful to prove (1.12) and (1.15).
(ii) Let n  0 be fixed. Then we see from (1.14) that l(2n+ 1, a) crosses the line l = p2/4
infinitely many times. Indeed, let q be an arbitrary large even integer, a1 = (q+ (1/2))p and
a2 = (q+ (3/2))p. Then it is easy to see that for 0  r  n,
sin

(2n  2r+ 1)a1   14p

= sin

(n  r)p + 1
4
p

,
sin

(2n  2(r+ 1) + 1)a1   14p

=   sin

(n  r)p + 1
4
p

,
sin

(2n  2r+ 1)a2   14p

=   sin

(n  r)p + 1
4
p

,
sin

(2n  2(r+ 1) + 1)a2   14p

= sin

(n  r)p + 1
4
p

.
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This implies that for 0  r  n,
( 1)n+r sin

(2n  2r+ 1)a1   14p

= ( 1)n sin

n+
1
4

p

( 1)n+r sin

(2n  2r+ 1)a2   14p

=  ( 1)n sin

n+
1
4

p

.
By this and (1.12), for the constant
Cn :=
( 1)np3/2
22n+1
sin

n+
1
4

p
 n
å
r=0

2n+ 1
r
s
1
2(2n  2r+ 1) ,
we obtain
l(2n+ 1, a1) =
p2
4
  Cna 3/21 +O(a 21 ), (1.17)
l(2n+ 1, a2) =
p2
4
+ Cna 3/22 +O(a
 2
2 ). (1.18)
This implies our assertion.
(iii) The study of bifurcation problems has a long history and there are so many topics. For
the readers who are interested in this field, we refer to [2–6].
The proofs of Theorems 1.1 and 1.2 depend on the time map arguments used in [14].
However, we understand easily from Theorems 1.0–1.2 that all the terms in Theorems 1.1 and
1.2 are extremely more complicated than those in Theorem 1.0. Therefore, we proceed all the
steps of the calculation very carefully.
2 Proof of Theorem 1.1
In this section, let k = 2n (n  1) be fixed. In what follows, let a 1. Furthermore, C denotes
various positive constants independent of a 1. For simplicity, we write l = l(a) = l(2n, a).
We have (cf. [8, p. 31])
g(q) := sin2n q =
1
22n
"
n 1
å
r=0
( 1)n r2

2n
r

cos(2n  2r)q +

2n
n
#
, (2.1)
G(u) :=
Z u
0
g(q)dq (2.2)
=
1
22n
"
n 1
å
r=0
( 1)n r

2n
r

1
n  r sin(2n  2r)u+

2n
n

u
#
.
By (1.1), we have 
u00a(t) + l

ua(t) +
1
2
sin2n ua(t)

u0a(t) = 0.
By this, we obtain
1
2
u0a(t)2 +
1
2
l(ua(t)2 + G(ua(t))) = constant =
1
2
l(a2 + G(a)).
This implies that for  1  t  0,
u0a(t) =
p
l
q
a2   ua(t)2 + G(a)  G(ua(t)).
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By this, putting s := ua(t)/a, we obtain the time map
p
l =
Z 0
 1
u0a(t)p
a2   ua(t)2 + G(a)  G(ua(t))
dt (2.3)
=
Z 1
0
1p
1  s2 + (G(a)  G(as))/a2 ds.
Proof of (1.11). By (2.2), for a 1 and 0  s  1, we have
G(a)  G(as) = 1
22n

2n
n

a(1  s)
+
1
22n
n 1
å
r=0
( 1)n r

2n
r

1
n  rfsin((2n  2r)a)  sin((2n  2r)as)g. (2.4)
By this, for a 1 and 0  s  1
G(a)  G(as)a2(1  s2)
  C a(1  s)a2(1  s2) + C n 1år=0
sin((2n  2r)a)  sin((2n  2r)as)a2(1  s2)
 (2.5)
 Ca 1 + C
a2(1  s2)
n 1
å
r=0
Z (2n 2r)a
(2n 2r)as
cos qdq

 Ca 1.
By this, (2.3), (2.4), Taylor expansion and Lebesgue’s convergence theorem, we obtain
p
l =
Z 1
0
1p
1  s2

1+
G(a)  G(as)
a2(1  s2)
 1/2
ds (2.6)
=
Z 1
0
1p
1  s2

1  G(a)  G(as)
2a2(1  s2) +O(a
 2)

ds
=
p
2
  1
22n+1a

2n
n
 Z 1
0
1p
1  s2(1+ s)ds
  1
22n+1a2
n 1
å
r=0
( 1)n r

2n
r

1
n  r Ir +O(a
 2),
where
Ir :=
Z 1
0
sin((2n  2r)a)  sin((2n  2r)as)
(1  s2)3/2 ds. (2.7)
Let Yn(a) and En(a) be the Neumann functions and Weber functions. For a  1, we have
(cf. [8, p. 929, p. 958])
Yn(a) =
r
2
pa
sin

a  p
2
n  p
4

+O(a 3/2), (2.8)
En(a) =  Yn(a) +O(a 1). (2.9)
By putting s = sin q, q = p/2  t, integration by parts and l’Hôpital’s rule, (2.7)–(2.9) and
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[8, p. 425], we have
Ir =
Z p/2
0
1
cos2 q
fsin(2n  2r)a  sin((2n  2r)a sin q)gdq (2.10)
=
Z p/2
0
(tan q)0fsin(2n  2r)a  sin((2n  2r)a sin q)gdq
= [tan qfsin(2n  2r)a  sin((2n  2r)a sin q)g]p/20
+ (2n  2r)a
Z p/2
0
sin q cos((2n  2r)a sin q)dq
= (2n  2r)a
Z p/2
0
sin q cos((2n  2r)a sin q)dq
= (2n  2r)a
Z p/2
0
cos t cos((2n  2r)a cos t)dt
=
(n  r)pa
2
(E1((2n  2r)a)  E 1((2n  2r)a))
=
(n  r)pa
2
( Y1((2n  2r)a) +Y 1((2n  2r)a) +O(a 1))
=
q
(n  r)pa sin

(2n  2r)a+ p
4

+O(1).
By this and (2.6), we obtainq
l(2n, a) =
p
2
  1
22n+1a

2n
n

  1
22n+1a3/2
n 1
å
r=0
( 1)n r

2n
r


r
p
n  r sin

(2n  2r)a+ p
4

+O(a 2). (2.11)
By this, we directly obtain (1.11). Thus the proof is complete.
We next prove (1.12). To do this, we prepare the following lemma.
Lemma 2.1. As a! ¥,
(
p
l)0 =   1
22n
a 3/2
n 1
å
r=0
( 1)n r

2n
r
q
(n  r)p cos

(2n  2r)a+ p
4

+O(a 2). (2.12)
Proof. By (2.1), we have
g(a)  sg(as) = 1
22n 1
n 1
å
r=0
( 1)n r

2n
r

fcos((2n  2r)a)  s cos((2n  2r)as)g . (2.13)
By (2.5), (2.6) and the argument in [1, (2.7)], we have
(
p
l)0 =
1
2
Z 1
0
1p
1  s2

1+
G(a)  G(as)
a2(1  s2)
 3/2


2a 3
G(a)  G(as)
1  s2  
g(a)  sg(as)
a2(1  s2)

ds (2.14)
=   1
2
(1+O(a 1))
Z 1
0
1p
1  s2
g(a)  sg(as)
a2(1  s2) ds+O(a
 2)
=   1
22n
a 2(1+O(a 1))
n 1
å
r=0
( 1)n r

2n
r

Mr +O(a 2).
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Here, by (2.13),
Mr :=
Z 1
0
1
(1  s2)3/2 fcos((2n  2r)a)  s cos((2n  2r)as)g ds. (2.15)
By this and putting s = sin q, integration by parts and using l’Hôpital’s rule, we obtain
Mr =
Z p/2
0
1
cos2 q
fcos((2n  2r)a)  sin q cos((2n  2r)a sin q)g dq (2.16)
=
Z p/2
0
(tan q)0 fcos((2n  2r)a)  sin q cos((2n  2r)a sin q)g dq
= [tan q fcos((2n  2r)a)  sin q cos((2n  2r)a sin q)g]p/20
 
Z p/2
0
tan q
  cos q cos((2n  2r)a sin q)
+ (2n  2r)a sin q cos q sin((2n  2r)a sin q)	dq
=
Z p/2
0
sin q cos((2n  2r)a sin q)dq
  (2n  2r)a
Z p/2
0
sin2 q sin((2n  2r)a sin q)dq
:= O(1)  (2n  2r)aMr,1.
Let Hn(a) be Struve functions. For a 1, we have (cf. [8, p. 952])
Hn(a) = Yn(a) +
1
p
p 1
å
m=0
G
 
m+ 12
  
a
2
 2m+n 1
G
 
n+ 12  m
 +O(an 2p 1). (2.17)
By putting q = p/2  t, (2.8) and (2.17), we obtain (cf. [8, p. 425])
Mr,1 =
Z p/2
0
cos2 t sin((2n  2r)a cos t)dt (2.18)
=
Z p/2
0
sin((2n  2r)a cos t)dt 
Z p/2
0
sin2 t sin((2n  2r)a cos t)dt
=
p
p
2
G

1
2

H0((2n  2r)a) 
p
p
2

2
(2n  2r)a

G

3
2

H1((2n  2r)a)
=
p
2
Y0((2n  2r)a) 
p
p
2

2
(2n  2r)a

G

3
2

Y1((2n  2r)a) +O(a 1)
=
1
2
r
p
(n  r)a sin

(2n  2r)a  p
4

+O

a 1

=  1
2
r
p
(n  r)a cos

(2n  2r)a+ p
4

+O

a 1

.
By (2.14), (2.15), (2.16) and (2.18), we obtain (2.12). Thus the proof is complete.
Proof of (1.12). By the argument in [1], we haveq
l(a)
0
=
1
2
l(a) 1/2l0(a).
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By this, (1.11) and Lemma 2.1, we have
l0(a) = 2
q
l(a)
d
da
q
l(a)

= 2
p
2
(1+O(a 1))(
p
l)0 (2.19)
=   p
22n
a 3/2
n 1
å
r=0
( 1)n r

2n
r
q
(n  r)p cos

(2n  2r)a+ p
4

+O(a 2).
Thus we obtain (1.12).
Proof of (1.13). By (2.19) and Taylor expansion, we obtain
L2n(a) =
Z 2a
a
q
1+ l0(x)2 dx (2.20)
=
Z 2a
a

1+
p3
24n+1
x 3
n 1
å
r=0,m=0
( 1)2n r m

2n
r

2n
m
q
(n  r)(n m)
 cos

(2n  2r)x+ p
4

cos

(2n  2m)x+ p
4

+O(x 7/2)

dx.
Then we have two cases to consider.
(i) Let r 6= m. Then
Sr,m :=
Z 2a
a
cos
 
(2n  2r)x+ p4

cos
 
(2n  2m)x+ p4

x3
dx (2.21)
=
1
2
Z 2a
a
cos
 
(4n  2r  2m)x+ p2

x3
dx+
1
2
Z 2a
a
cos((2r  2m)x)
x3
dx
=   1
2
Z 2a
a
sin ((4n  2r  2m)x)
x3
dx+
1
2
Z 2a
a
cos((2r  2m)x)
x3
dx
:= Sm,r,1 + Sm,r,2.
Then by integration by parts, we obtain
Sr,m,1 =
1
2(4n  2r  2m)

1
x3
cos((4n  2r  2m)x)
2a
a
+
3
2(4n  2r  2m)
Z 2a
a
cos((4n  2r  2m)x)
x4
dx (2.22)
= O(a 3).
By the same calculation as that just above, we obtain
Sr,m,2 = O(a 3). (2.23)
(ii) Let r = m. Then by (2.21) and (2.22), we obtain
Sr,r :=   12
Z 2a
a
sin ((4n  4r)x)
x3
dx+
1
2
Z 2a
a
1
x3
dx (2.24)
= O(a 3) +
3
16a2
.
Therefore, by (2.20)–(2.24), we obtain
L2n(a) = a+
3p3
24n+5a2
n 1
å
r=0

2n
r
2
(n  r) +O(a 5/2). (2.25)
Thus we obtain (1.13).
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3 Proof of Theorem 1.2
In this section, let k = 2n+ 1 (n  1). For simplicity, we write l = l(a) = l(2n+ 1, a). We
use the same notations as those in Section 2. By [8, p. 31], we have
g(q) := sin2n+1 q =
1
22n
n
å
r=0
( 1)n+r

2n+ 1
r

sin(2n  2r+ 1)q, (3.1)
G(u) :=
Z u
0
g(q)dq (3.2)
=
1
22n
n
å
r=0
( 1)n+r

2n+ 1
r

1
2n  2r+ 1(1  cos((2n  2r+ 1)u)).
By (3.2), we have
G(a)  G(as) = 1
22n
n
å
r=0
( 1)n+r

2n+ 1
r

1
2n  2r+ 1
 f  cos((2n  2r+ 1)a) + cos((2n  2r+ 1)as)g. (3.3)
We first prove (1.14). By the same argument as that to obtain (2.6) and (3.3), we obtain
p
l =
p
2
  1
2a2
Z 1
0
G(a)  G(as)
(1  s2)3/2 ds+O(a
 2) (3.4)
=
p
2
  1
22n+1a2
n
å
r=0
( 1)n+r

2n+ 1
r

1
2n  2r+ 1Kr +O(a
 2),
where
Kr :=
Z 1
0
  cos((2n  2r+ 1)a) + cos((2n  2r+ 1)as)
(1  s2)3/2 ds. (3.5)
Lemma 3.1. As a! ¥,
Kr =
r
(2n  2r+ 1)pa
2
sin

(2n  2r+ 1)a  1
4
p

+O(a 1/2). (3.6)
Proof. Let Jn(z) be the Bessel function. For a 1, we have (cf. [8, p. 929])
Jn(a) =
r
2
pa
cos

a p
2
n  p
4

+O(a 3/2). (3.7)
By putting s = sin q, t = p/2  q and using the same integration by parts as that in (2.10) and
(3.7), we obtain (cf. [8, p. 425])
Kr =
Z p/2
0
1
cos2 q
f  cos((2n  2r+ 1)a) + cos((2n  2r+ 1)a sin q)gdq (3.8)
= a(2n  2r+ 1)
Z p/2
0
sin q sin((2n  2r+ 1)a sin q)dq
= a(2n  2r+ 1)
Z p/2
0
cos t sin((2n  2r+ 1)a cos t)dt
= a(2n  2r+ 1)p
2
J1((2n  2r+ 1)a)
= a(2n  2r+ 1)p
2
s
2
p(2n  2r+ 1)a cos

(2n  2r+ 1)a  3
4
p

+O(a 1/2)
=
r
p(2n  2r+ 1)a
2
sin

(2n  2r+ 1)a  1
4
p

+O(a 1/2).
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This implies (3.6). Thus the proof is complete.
Proof of (1.14). By (3.4) and Lemma 3.1, we obtainq
l(2n+ 1, a) =
p
2
  1
22n+1a3/2
n
å
r=0
( 1)n+r

2n+ 1
r

(3.9)

r
p
2(2n  2r+ 1) sin

(2n  2r+ 1)a  1
4
p

+O(a 2).
This implies (1.14) in Theorem 1.2.
Now we prove (1.15) and (1.16).
Lemma 3.2. For a 1,
(
p
l)0 =  
p
p
22n+1
a 3/2
n
å
r=0
( 1)n+r

2n+ 1
r
r
(2n  2r+ 1)
2
cos

(2n  2r+ 1)a  p
4

+O(a 2). (3.10)
Proof. Following the argument in Lemma 2.1, we calculate (2.14). By (3.1), we have
g(a)  sg(as) = 1
22n
n
å
r=0
( 1)n+r

2n+ 1
r

(3.11)
 fsin((2n  2r+ 1)a)  s sin((2n  2r+ 1)as)g.
By this and (2.14), we have
(
p
l)0 =  1
2
(1+O(a 1))
Z 1
0
1p
1  s2
g(a)  sg(as)
a2(1  s2) ds+O(a
 2) (3.12)
=   1
22n+1
a 2(1+O(a 1))
n 1
å
r=0
( 1)n+r

2n+ 1
r

Rr +O(a 2),
where
Rr :=
Z 1
0
1
(1  s2)3/2 fsin((2n  2r+ 1)a)  s sin((2n  2r+ 1)as)gds. (3.13)
By this and putting s = sin q, we obtain
Rr =
Z p/2
0
1
cos2 q
fsin((2n  2r+ 1)a)  sin q sin((2n  2r+ 1)a sin q)gdq
= [tan qfsin((2n  2r+ 1)a)  sin q sin((2n  2r+ 1)a sin q)g]p/20 (3.14)
 
Z p/2
0
tan q
  cos q sin((2n  2r+ 1)a sin q)
  a(2n  2r+ 1) sin q cos q cos((2n  2r+ 1)a sin q)	dq
= Rr,1 + a(2n  2r+ 1)Rr,2
:=
Z p/2
0
sin q sin((2n  2r  1)a sin q)dq
+ a(2n  2r+ 1)
Z p/2
0
sin2 q cos((2n  2r+ 1)a sin q)dq.
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By this, (3.7), [8, p. 425] and putting t = p/2  q, we obtain
Rr,1 =
Z p/2
0
cos t sin((2n  2r+ 1)a cos t)dt (3.15)
=
p
2
J1(2n  2r+ 1)a)
=
r
p
2(2n  2r+ 1)a cos

(2n  2r+ 1)a  3
4
p

+O(a 3/2).
By (3.7), [8, p. 425] and putting t = p/2  q, we obtain
Rr,2 =
Z p/2
0
cos2 q cos((2n  2r+ 1)a cos q)dq (3.16)
=
1
2
Z p/2
0
(1+ cos 2q) cos((2n  2r+ 1)a cos q)dq
=
1
2
Z p/2
0
cos((2n  2r+ 1)a cos q)dq + 1
2
Z p/2
0
cos 2q cos((2n  2r+ 1)a cos q)dq
=
p
4
J0((2n  2r+ 1)a)  p4 J2((2n  2r+ 1)a)
=
p
4
s
2
p(2n  2r+ 1)a

cos

(2n  2r+ 1)a  p
4

  cos

(2n  2r+ 1)a  5p
4

+O(a 3/2)
=
r
p
2(2n  2r+ 1)a cos

(2n  2r+ 1)a  p
4

+O(a 3/2).
By (3.14)–(3.16), we obtain
Rr =
r
(2n  2r+ 1)pa
2
cos

(2n  2r+ 1)a  p
4

+O(a 1/2). (3.17)
By (3.12) and (3.17), we obtain
(
p
l)0 =  
p
p
22n+1
a 3/2
n
å
r=0
( 1)n+r

2n+ 1
r
r
(2n  2r+ 1)
2
cos

(2n  2r+ 1)a  p
4

+O(a 2). (3.18)
This implies (3.10). Thus the proof is complete.
Proof of (1.15). By (2.19), Lemmas 3.1 and 3.2, we obtain
l0(a) = 2
q
l(a)
d
da
q
l(a)

(3.19)
=   p
3/2
22n+1a3/2
n
å
r=0
( 1)n+r

2n+ 1
r
r
(2n  2r+ 1)
2
cos

(2n  2r+ 1)a  p
4

+O(a 2).
Thus we obtain (1.15).
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Proof of (1.16). By (3.19) and Taylor expansion, we obtain
L2n+1(a) =
Z 2a
a
q
1+ l0(x)2dx (3.20)
=
Z 2a
a
8<:1+ p324n+3x3
"
n
å
r=0
( 1)n+r

2n+ 1
r
r
(2n  2r+ 1)
2
 cos

(2n  2r+ 1)x  p
4
#2
+O(a 7/2)
9=; dx.
By direct calculation, we obtain
Qm,r =
Z 2a
a
cos
 
(2n  2r+ 1)x  p4

cos
 
(2n  2m+ 1)x  p4

x3
dx (3.21)
=
1
2
Z 2a
a
sin(4n  2r  2m+ 2)x
x3
dx+
1
2
Z 2a
a
cos(2r  2m)x
x3
dx
:=
1
2
Qm,r,1 +
1
2
Qm,r,2.
By integration by parts and direct calculation as that to obtain (2.22), we obtain
Qm,r,1 = O(a 3) (1  r, m  n), (3.22)
Qm,r,2 = O(a 3) (m 6= r). (3.23)
Finally, for 0  m  n, we obtain
Qm,m,2 =
Z 2a
a
1
x3
dx =
3
8a2
. (3.24)
By (3.20)–(3.24), we obtain (1.16). Thus the proof is complete.
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