We establish the equality of all the so-called strict s-numbers of the weighted Hardy
Introduction and notation
Given a compact map T : X → X , where X is a Banach space, the "quality" or the "strength" of its compactness can be described by a sequence of so-called s-numbers. These s-numbers contain, among others, approximation, Kolmogorov and Bernstein numbers which play a quite important rôle in approximation theory.
When s-numbers were first introduced (in 1974) by Pietsch [11] , the definition he proposed was more restrictive than that which later came to be generally accepted (see [12, 6.2.2] ). In this paper we refer to s-numbers satisfying the original scheme as "strict" s-numbers.
We note that for operators acting between Hilbert spaces it is well known that all s-numbers coincide; outside Hilbert spaces this is certainly not true (see [12, 6.2.5 
]).
In [1] it was proved that for the simple integral operator H : L p (I) → L p (I), where 1 < p < ∞ and H f (x) = x 0 f (t) dt, the approximation and Bernstein numbers coincide on the rearrangement invariant spaces L p (I). More recently, in [4] it was shown that all strict s-numbers coincide not only for H but also for different types of Sobolev embeddings involving the spaces W 1,p and L p .
In this paper we extend the result of [4] This extinguishes the possibility that the coincidence of strict s-numbers might be due to the rearrangement-invariance of the (unweighted) Lebesgue spaces. The question remains as to how wide is the class of operators for which the strict s-numbers coincide.
To be more precise we define the terms used above and mention some basic facts concerning s-numbers. Given Banach spaces X and Y , the closed unit ball in X will be denoted by B X , while B( X, Y ) will stand for the space of all bounded linear maps of X to Y ; we shall write B( X) instead of B( X, X).
Let s : T → (s n (T )) be a rule that attaches to every bounded linear operator acting between any pair of Banach spaces a sequence of non-negative numbers that has the following properties:
we say that s n (T ) is the nth s-number of T in the "strict" sense. Obviously (S6) implies (S4), and so for a given operator T the class of s-numbers is larger than that of "strict" s-numbers. More information about s-numbers, and those that are "strict", can be found in [11] .
Given a closed linear subspace M of X , the embedding map of M into X will be denoted by J X M and the canonical map of X onto the quotient space X\M by Q X M . Now we introduce certain important s-numbers and give some relations between them. First, moduli of injectivity and surjectivity are defined. 
where the supremum is taken over all possible Banach spaces G with dim (G) n and maps
respectively.
In [11] the following lemma and theorem were proved. 
The approximation numbers are the largest s-numbers, the Hilbert numbers are the smallest s-numbers and the isomorphism numbers are the smallest strict s-numbers.
Preliminaries
In this paper we consider the map T c,(a,b),v,u of Hardy type defined by: Throughout this section we shall assume that −∞ < a < b ∞ and 1 p ∞, and for all 
This equivalence will allow us, in what follow, to focus only on the weighted Hardy operator on unweighted Lebesgue spaces.
For given interval
4J (I) (2.4) (see [10] ). A necessary and sufficient condition for compactness of T is described in the following theorem, the proof of which is given in [10, Theorem 7.3] , and in [2, Theorem 2.3.1].
is compact if and only if
guarantee compactness of T a .
When u = v = 1 on a bounded interval (a, b), it is possible to obtain the exact value of T a | L p (I) → L p (I) as we can see from the next theorem, which was proved in [7] .
Theorem 2.3. Let p ∈ (1, ∞) and let I be the interval
A more general version of this theorem was independently proved in [13] . -decreasing on (a, b) for any e > a.
p < ε and the continuity is established.
It is obvious that J (., d) is non-increasing. For the function J (e, .) the proof is similar. 2
Properties of A
In this section we introduce and establish properties of the function A which we shall need later.
Definition 3.1. Let I be a subset of (a, b). We define
where T a,I f (x) is as in (2.1) and
When u = v = 1 we can, with the help of the generalized trigonometric functions sin p and cos p (see [3, 8, 9] ), evaluate the function A:
Proof. See [4] . 2
The next remark can be found in [4] .
where γ p is as in Theorem 3.2.
With help of (2.4) we have for I = (a, b) ,
f p,I
= T a,I 4J (I). , b) and e be the nearest point ofĪ to x. Then T x,I = T e,I and T e,I : 
Proof. Since T x,(c,x) and T x,(x,d) are monotone in x we can see that there is y ∈ I at which T y,(c, y) = T y,( y,d) .
Then using Lemma 3. 
Since α < T y,I is arbitrary, A(I)
T y,I and the first equality follows from Corollary 3.4. Using the obvious facts that Suppose that a c < d b, e ∈ (a, b) and 1 < p < ∞. Then:
is non-increasing and continuous on (a, d). (2) The function A(c, .) is non-decreasing and continuous on (c, b). (3) lim y→e
Proof. The proof of (1) illustrates the techniques necessary to prove (2) and (3) ∈ (a, d) . Then there exists h 0 > 0 such that for 0 < h < h 0 ,
It follows that
In the same way we see that
and now the proof of the lemma is complete. 2
Note that when p = ∞ or p = 1 then A can be discontinuous as we can see from the following example. Set 
. 
where γ p is as in Theorem 3.2. 
Proof. We have
Proof. Without loss of generality we may suppose that A(I,
The result follows. 2 Lemma 3.14. 
Equivalence of strict s-numbers for T a
Throughout this section we suppose that 1 < p < ∞ if not mentioned otherwise. 
form a partition of (a, b). 
