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1. Introduction 
When solving boundary value or initial-boundary value problems on a non-uniform grid, it is important 
to have available a strategy for the placement of the nodes in such a manner that good accuracy is obtained 
with a minimum of effort. For this purpose equidistributing principles have proved to be very useful in the 
case of boundary value problems [6,21,22,26]. 
The essential features of this type of principle can be illustrated by means of a simple example from 
piecewise continuous interpolation theory. Suppose that f(x) E C’[O,l] is interpolated by piecewise linear 
polynomials on the grid 
n: 0=x,-=x, < .-. <x,=1. 
It is then well known [23] that the error e(x) on the interval [x,_ ,, x,] is bounded by the inequality 
Ik,llm G Qellf,“ll, 
where, for any function g(x), g, denotes the restriction of g to the interval [xi_,, x,], ]]gi]]oo denotes the 
&-norm 
II&II, := xe~,~.x,,lg(n)’ 
and h,:=x,-x,_,. 
The global error can now be conveniently expressed in terms of the discrete I,-norm, defined by 
IlelL . = ,~~Nlle,llm G Q ,~~~N(N/Y’llm). (1) 
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The question now arises whether the nodes x, may be placed in such a way as to minimise /lellr_ De 
Boor, [6] showed that the right-hand side of the inequality in (1) is minimised if the nodes are placed in 
such a way that 
hfllf,“]], =hf+,]]f,‘:,]],, i= I,...,N- I (2a) 
or equivalently 
/zf]]f,“]], = constant for i = 1, 2,. . . , N. (2b) 
. The magnitude of this constant is determined by the number of nodes in use. Equation (2) is an example of 
an equidistributing principle, by which the nodes are placed in such a way that some specified quantity is 
kept the same on each subinterval of the grid. 
It is also possible to express the global error in terms of the discrete /,-norm, defined by 
(3) 
i=l 1=1 
Provided that ]]f,“]], is a differentiable function of the nodal positions xi on [O,l] (which will be the case if 
f”(x) is a monotone function of x), one could attempt to minimise the right-hand side of the inequality in 
(3) by setting the partial derivatives with respect to xi,. . . ,xN_ 1 equal to zero. This leads to 
hfP( Il[‘llJP + o( llfp+’ > = ~f,P,tllK*llm)P = wf::‘) (4) 
wherei=1,2 ,..., N-l. 
Apart from the 0( h?P+’ ) and O(‘i+i 2p+‘) terms, this is again on equidstributing principle. However, if the 
number of nodes is large enough, these higher-order terms can often be neglected, and (2) is once more 
obtained. Relations such as (4) are referred to as approximate equidistributing principles, and are 
sometimes more convenient to use in practice than an exact equidistributing princple [Zl]. 
It is only recently that the first attempts were made to solve time-dependent problems using non-uni- 
form grids. For this purpose, consider the initial-boundary value problem consisting of the time-dependent 
partial differential equation 
U,=L[u]:=&U,,-(V(U)),, (5) 
together with suitable initial-boundary conditions. In (5), V is a well-behaved function of U, and E is a 
positive parameter which determines the relative importance of the second-order term. 
It is well known that the ‘energy’ of the solution of (5) is dissipated as a result of the second order 
diffusion term. For small values of E the necessary dissipation is provided by the creation of a steep front in 
the solution of (5) (191. These steep fronts are difficult to resolve by uniform grids. Another serious 
disadvantage of uniform grids is that they often do not provide enough dissipation, with the result that wild 
oscillations are frequently encountered in the numerical solution. Thus, one is naturally led to consider 
methods which would place a large number of the nodes in the vicinity of the steep front. It is also clear 
that such methods will be of no use, unless the nodes are automatically forced to move with the front. Thus 
the grid should not only be non-uniform, but the nodal positions should also change with time. 
In dealing with movable nodes, two main diversions are made from the usual methods based upon nodes 
fixed in space. 
In the first place the time dependence of the nodes must be accounted for, and in the second place a 
suitable mechanism must be provided to move the nodes in a sensible way. Several schemes are currently in 
use. 
Space-time finite elements are used by Bonnerot and Jamet [2,3,11] and Varoglu and Finn (24,251. 
Jensen and Finlayson [12], use a transformation of variables. 
Several authors (Varoglu and Finn [24], Jensen and Finlayson [12]) force their nodes to move along the 
characteristics of the hyperbolic equation 
(6) 
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The way in which the time dependence of the moving nodes can be accounted for in general was pointed 
out by Lynch and coworkers [14-171, Lynch [14] also showed that several moving finite element methods. 
including the least squares method (LSM) of Miller and coworkers (1,8.18.19] can be placed in the same 
weighted residuals formulation. 
Equidistributing principles such as (2) or (4) for time-dependent problems were used by Davis and 
Flaherty [5] and White [27]. Davis and Flaherty used the solution at the present time step to calculate a 
grid, by means of an equidistributing principle, for the next time step. White used a transformation of 
variables which extended his earlier work [26] on time-independent problems. An equidistributing principle 
was also identified with the weighted residual or Petrov-Galerkin method (PGM) proposed by Herbst et al. 
[lo] and subsequently generalized by Griffiths et al. [9]. 
In the present paper it will be shown that an equidstributing principle also forms an implicit part of the 
LSM of Miller and coworkers. This observation then leads to a natural choice for the initial placement of 
the nodes. The penalty function of Miller and coworkers is also shown to act as an equidistributing 
principle. This contributes to a clearer description of its mechanism and allows it to be used, admittedly 
still rather arbitrarily, with the PGM. 
In Section 2 a piecewise linear trial solution is constructed and it is shown how the time dependence of 
the nodes affects the calculation of the time derivative of the trial solution. A more general treatment is 
given by Lynch [14]. 
In Section 3 an approximate equidistributing principle for the LSM is derived. and compared with the 
equidistributing principle implicit in the PGM. In Section 4 it is shown how difficulties such as the 
tendency of the nodes to move too close to or even across each other under certain circumstances, can be 
handled by adding the penalty function due to Miller et al. The question of where to place the nodes 
initially is discussed in Section 5, numerical examples are given for both methods in Section 6, and Section 
7 contains some concluding remarks. 
2. The trial solution and its partial derivative with respect to time 
Let 
A(t): x&)<xi(t)< I’- <xN(t) (7) 
be a time-dependent grid, where (N + 1) is a fixed number of nodes. The endpoints x0 and xN will be fixed 
on the boundaries for all time t in the case of an initial-boundary value problem or allowed to move freely 
in the case of a pure initial-value problem. 
Now consider for simplicity a piecewise linear trial solution of the form 
N 
where the piecewise linear basis functions CX, (x, t) are defined by 
( 
+b((x - x,)/0 x E [x,_,. x,1, 
(yI(x, I) = +((x - x,)/h;+,), x E [x,9 x,+,1* 
0, elsewhere 
where 
h,:=x,-x,_, 
and 
(8) 
(9) 
Thus, the basis functions a,(~, 1) are implicit functions of time, depending only on x and the time-depen- 
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dent nodes x,( 1). Obviously 
“,(x,(t), 1) = a,,’ 
so that 
a,(t) =+,(f)? t) (11) 
for all t. The trial solution (8) is now used to form the residual 
R[u]:=u,-L[u]. (12) 
The two methods (PGM and LSM) now differ in the conditions imposed on R[ u] in order to determine the 
functions a,(t) and the nodes x,(t) in such a way that u(x, t) is a useful approximation to the analytical 
solution u(x, r) of (5). These aspects are discussed in the next section. 
One of the main difference between this type of moving finite element method and the usual fixed grid 
methods is in the expression for 0,(x, r). 
A straightforward partial differentiation of (8) with respect to r yields the following equivalent equations 
and 
gy= f (i2,ai+a,% = f +Y,+u,j~_l 23,) ) i 
i+1 
r-0 i=o J 
(13b) 
where the dot denotes the total derivative with respect to time. The fi, in (13a) can be obtained by 
calculating aor,/ax, in (13b) which yields 
p, = - ga,. (14) 
It is clear that pi has a finite jump-discontinuity at x, with 
/3,(x: 3 t) =m,+,, &(x,-, 1) = m, 
where 
mi:=(u, -a,_,)/hi. 
W4 
(15b) 
Making use of (14) (13a) can now be written as 
(16) 
which is the pro&‘modification that should be used for u, in (12). In particular, making use of (15), 
lim ?!?=b -m . 
x_x,+ at 1 I+1 
au 
xli+y z = ci, - m,i,. 
(174 
(17b) 
Equation (17) also suggests a possible way to incorporate movable nodes in finite difference methods. 
3. Equidistribution principles implicit in moving element methods 
3. I. Least squares method (LSM) 
The first of the two moving finite element methods considered in this paper, is the method due to Miller 
et al. [8,18,19]. 
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In this method the nodes x,, and xN are fixed for all time on the boundaries of the interval I c R. and a,, 
and uh; are assumed to be determined by the boundary conditions. Defining the inner product 
and the &-norm 
Ilf IILl :=(f,fy2 t18b) 
in the usual manner, the remaining nodal positions and parameters a, are determined by requiring the 
&-norm of the residual R[o], defined in (12) to be minimised with respect to variations in all i, and ti,, 
i=l,2 , . , . , N - 1. Taking account of (13) this leads to the equations 
;=1,2,...,N--1 
C[(p,-CY,)~,+(~,rP,)k,] -(P,J[u])=O. (19b) 
The first equation (19a) is simply the Galerkin method with linear basis functions on a non-uniform 
space-grid, and with the proper modification of the time-derivative to allow for the movement of the nodes. 
This equation also appears in more general form in Lynch [14]. (See also [15-171). 
The second equation (19b), however, is peculiar to the present method. It represents the extra conditions 
necessary to determine the nodal positions simultaneously with the ai at each instant t. It can therefore be 
considered to provide the ‘forces’ for the movement of the nodes. In order to investigate the nature of these 
‘forces’, the expressions (9) and (14) for the (Y, and & are substituted into (19) and the inner products are 
calculated, to yield finally 
h&J-1 - ~,%-*>+2@,-%%)1 l th,+J(~,+, -~,+,~,+,)+2(~;-m,+,~,)] 
+6 V(a,+m,+,h,+,~)--(u,-m,h,7)]d7-e(m,+,-m,) =0 (204 
and 
mA[(L - m,i,_,) + 2(h, - m,&)] 
+m,+A+,[Gq+, -m,+,j;,+,)+2(~,-m,+,k,)l 
-6%,)b7,+, - m;1+6 / ‘h+,%, + m,+,h,+,T) -m,Va, - m,W]dT 
-3E(M,+M,+,)(m,+, -:,,=o. (2Ob) 
With the aid of (17), terms such as b, - m,i, can be written in terms of u,. Proceeding in a similar fashion 
as in Herbst et al. [lo], equations (20) can then be subjected to a Taylor series expansion with respect to the 
spatial coordinate x only. As can be expected, (20a) turns out to be a consistent finite difference 
replacement of (5). 
A direct Taylor expansion of (20b) is not particularly informative. Consider instead of (20b) the 
combination of (20a) and (20b) obtained when the expression for E( m,, l - M,) given by (20a) is 
substituted into (20b): 
Ma,, x,1 :=h,+, - Mi) A;+, (4+, - m,+,k i I ,+,I +(W+djo’%, + m,+,h,+,T)dT 
+2(h;-mi+,k,) 1 [ -h, (b,_,-m,i,_,)-(b/h,)~‘C’(u,-mih,r)dT 
+2(b, - +,)I - lZV(rr,)) =o. (21) 
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Instead of (20a) and (20b), the equivalent system (20a) and (21) can equally well be used. By use of (17) 
and the replacement of a, by u(x,, t), where u is the exact solution of (5), it is seen be means of Taylor 
expansions that (21) is equivalent to 
~~~,+,-~,~~,+,~.~,~~:~~~=~~~,+~--m,)~,~.,.,~~,-~~)+(~~,+,-~,~~(~~“~ (22) 
where h : = max h,. Thus, provided that m, + m,, , and E # 0, (21) is equivalent to the approximate 
equidistributing principle. 
h,+~u,,(~,+,~)=h;~,,(x;,~)+O(hZ). (23) 
Provided that the 0( h2) terms are insignificant compared with the other terms in (231, the ‘forces’ 
responsible for the movement of the nodes are provided by the second derivative of the solution. In the 
case of a so-called degenerate node (m, = m ,+ ,>, however, (21) is satisfied identically and (23) is no longer 
valid. In fact, it can be shown that the system (20) becomes singular if m, = m,+, (See [8,10,14]). This 
difficulty in the case of degenerate nodes can be overcome by the introduction of a penalty function due to 
Miller et al. This will be discussed in the next section. 
When E = 0, (23) is no longer valid either. However, in this case (5) reduces to the first-order hyperbolic 
equation 
u, + V(U), = 0. (24) 
In the important special case V(u) = f~’ (in which case (5) becomes Burger’s equation) it can readily be 
shown [lo] that when the functions x,(t) are taken to be the equations of the characteristics of (24) passing 
through the initial nodal positions, and the a;(t) are kept constant, an exact solution of the system (20) 
with E = 0 is obtained. (In making this statement the presence of boundary conditions is ignored.) 
It should be pointed out that one of the formulas ([8, (A5)-(A7)) with p = 2) does not have this property. 
This is because it uses an approximation for the nonlinear term in (24) which is sometimes referred to as 
product approximation [4]. Instead of evaluating the integrals in (20) with V(U) = 4~‘. as is done in this 
paper, it uses the approximations 
and 
(a,, (4~~)~) = am,h,(a, +a,-,) + &n,+,h,+,(a,+a,+,) 
(P,, (4u*>,)- -4mfhi(a,+a,-,)-amf+,h,+,(u,+u,+,) 
for the nonlinear terms in (19). These approximations force the nodes away from the characteristics, SO that 
an exact solution at the nodes is no longer obtained. 
For small values of E, which are the main cases of interest, (23) is still valid, but the 0( h*) terms would 
contain a factor (l/~), and are likely to be dominant, in which case (23) can no longer be regarded as an 
approximation to an equidistributing principle. However, in such cases the nodes would tend to follow the 
characteristics of (24). Note that this tendency of the nodes to move along the characteristics of (24) for 
small E is an implicit property of the present method, and is entirely automatic. 
Several authors (Varoglu and Finn [24], Jensen and Finlayson [12]) did in fact force their nodes to move 
along the characteristics of (24) in order to solve (5) for small E. However, to do this they had to impose 
additional conditions while the present method does this automatically. 
3.2. Petrov-Guierkin method (PGM) 
A second moving finite element method is the one recently proposed by the present authors [lo]. It has 
properties very similar to the LSM described above, but numerical experiments with Burger’s equation 
indicated a better performance in the cases considered. A discussion of these results is given in Section 5. 
In this method the nodes x0 and xN are once more fixed at the ends of an interval I c R in the case of an 
initial-boundary value problem, a, and uN are determined by the boundary conditions, and the remaining 
parameters and nodal positions are determined by requiring the residual R[ u] to be orthogonal to the space 
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of piecewise Hermite cubic polynomials on the grid A(t). Thus, instead of (19a) and (19b). requiring R(ul 
to be orthogonal to CX, and p,, respectively, two similar equations are obtained, in which R[ v] is required to 
be orthogonal to the Hermite cubic basis functions 
respectively. This kads to the system of difference equations 
3h,(~,_,-m,~,_,)+7h,(b,-m,k,)+7h,+,(ir,-m,+,jc,) 
+3k+,k+* - ?+,%+*) -2Oe(m,+1 - m,) 
+120 
J 
l[~(n,+rm,+,h,+,)- I+,-rm,h,)]r(l -r)dr=O 
0 
(254 
and 
hf+J3(& - m ,+,k;) + 2(b,+, - ?+,%+,)I 
-hf[3(ti,-m,i,)+2(h,_, -m,jz,_,)] 
-6Oi’[h,V( a,-~m,h,)+h,+,V(a,+7m,+,h,+,)](I-~)(I-3T)dT=O. (25b) 
Similarly as in the case of (20) and (21) (25) can be subjected to a Taylor series expansion, making use of 
(17) as before. Then (25a) again turns out to be a consistent finite difference replacement of (5). This time 
it is not necessary to combine (25b) in some way with the first equation in order to see some recognisable 
principle, as was the case with the LSM. A direct Taylor series expansion of (25b) immediately shows that 
if E # 0, then (25b) is equivalent to the approximate equidistributing principle 
hfu,,(x,-, t) = hf+,U,,(x:, t) +O(h3), (26) 
Note that (25b) does not contain a factor (m,,, - m,), as did (21). Nevertheless, Herbst et al. [lo] showed 
that form, = m,,, this method also blows up due to a singular system. Thus the penalty function described 
in the next section is used to handle such difficulties as degenerate nodes for this method as well. 
If E = 0, (2Sa) simply becomes the finite difference replacement of the hyperbolic equation (24). Herbst 
et al. [lo] showed that in this case the nodes would also move along characteristics of (24) as for the 
corresponding case in the LSM. As in that case, (26) is no longer valid for E = 0, and can not be considered 
to be an approximation to an equidistributing principle for very small values of E. 
Note that (26) is closely related to (2a), or (4) for p = 1, which seems to be the correct equidistributing 
principle for piecewise linear approximation. One might also expect the PGM to provide a better global 
approximation of the exact solution than the LSM, even though the accuracy at the nodes might be 
comparable. This is because the LSM’s equidistributing principles does not contain the factor hf which is, 
according to (2a), necessary for optimal interpolation by piecewise linears. The numerical experiments in 
Section 5 will serve to strengthen this conjecture, 
4. A penalty function 
With the introduction of the vector 
w= (Xi, a, 1.1.. X/v-l, a,_,), 
the systems of equations (20) and (25) can each be written in the form 
A(w)~+c(w)=O (27) 
where the mass matrix A is a matrix function of w whose structure depends on the way the time 
dependence of the nodes is handled, and c(w) is a nonlinear valued function of w. It is easily seen (see e.g. 
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[lo]) that the matrix A in (27) and also the systems (20) and (25) become singular whenever I?Z, = nz,, , 
(i” I..., N - 1). This implies that the three adjacent points (x,_, . a,_, ). (x,, a,) and (A-,+, a,, , ) are not 
allowed to lie on the same straight line. This can be a serious drawback, since the initial condition of the 
differential equation is often given in the form of straight line segments in such a way that it is desirable to 
place more than two points on the same straight line. 
A second problem which arises with the movement of the nodes is that the equidistributing principles 
fail for small values of E. When this happens the nodes tend to move along the characteristics of the 
hyperbolic equation (6). However since the characteristic curves of the nonlinear hyperbolic equation 
intersect unless the initial condition is a non-decreasing function of x. the nodes moving along these lines 
can not only move extremely close to one another but may even move across one another. Thus a 
mechanism is needed to take over in the case of a degenerate node (m, = m, + , ) and to prevent the nodes 
from moving too close to one another. It was for this purpose the Miller et al. introduced their penalty 
function. 
Instead of minimising the &-norm of the residual R[o], defined in (12). a new minimising problem is 
introduced which now reads: 
minimiseJ:=(R,R)+ E (E,i2,--,)2 
r=l 
(28) 
with respect to all variations in ti, and -ir,, where the residual R is defined by (lo), 
jli:=k,-.k,_l, (29) 
k2 
6:=/,/k, +k,, 
k4 
11, := h, 
and k,, k,, k, and k, are constants which are to be specified. Since the additional (second) term in the 
right-hand side of (28) does not contain any b, terms, only (20b) is changed by this new minimisation 
problem so that, after absorbing a constant into the penalty parameters k,, (20b) now becomes 
m,hi[ir,-,-m,jr,-,)+2(~,-m,k;)]+m,+,h,+,[(~,+, -m,+,~,+,)+2(~,-n~,+,k,)l 
-6~(a,)(m,+, -m,)+6 l[mi+~~(a,+m,+,h,+,~)-mi~(n,-m,~,~)]~~ I 0 
-Wm,+, + m,)(m,+, -m,> +C+,k,+, - 5,+,9,+, - 53, + 5,q, = 0. 
The approximate quidistributing principle (22) is changed to become 
(31) 
3(m,+1- m,)h,+is4x,+ 7 4 +5,2,1L - 5,+19,+, 
= 3(m,+, - m,)h,eu,,(x,-, r> +53, - t&71, + 0th’). (32) 
From this equation the following become apparent. The penalty function takes over in the case of a 
degenerate node in which case it also functions as an equidistributing principle. Since this is the case the 
penalty function may also be used with the ,PGM. Thus the penalty function is introduced into (25b) by 
modifying this equation in the following manner 
hf+i [3(4 - 111 ,+$,) +2(4+, - m,+A+l)l 
-6Oh,+, 1 
J 
V(a,+mi+,h,+,T)(1-3T)dT+5,:1i?,+l-5,+19,+, 
0 
=hf[2(h,_,-m,i,_,)+3(hj-m,k,)] 
+ 60h,i%( a, - WZ,h,T)(l - T)(l - 3T)dT + (,2h, - &,q,. (33) 
The important question of the significance of the constants k,, k,, k, and k, will now be discussed. 
Since the penalty function also acts as an equidistributing principle, [j provides a ‘force’ that impedes 
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the relative velocity between the nodes whenever the nodes are compressed near their minimum allowable 
separation k,. Thus the <: terms are in competition with the second derivative of the solution for control 
over the movement of the nodes. If the nodes are well separated the penalty function should not interfere 
with the movement of the nodes unless of course, m,,, = m, for some i. For this reason the values of k, 
and k, should be chosen to be much smaller than the magnitude of the second derivative of the solution. 
When the penalty takes over, either because the minimum separation has been reached or in the case of a 
degenerate node, the nodes are moved according to 
5f+,(&+, - j;,) -&+,7),+, = constant 
and the relative velocity between the nodes is given by 
(34) 
constant 
j; 
k, 
I+1 - k, = 
<,‘,I + k, + k,(h,+, -k,) ’ 
(35) 
For large values of [,, i.e. when the nodes are compressed near their minimum separation, the relative 
velocity is approximately given by 
i I+1 - j;, = k,/k,. (36) 
Thus q, provides a force to move the nodes away from one another after they have attained their minimum 
separation. In the absence of the 9, terms, i.e. k, = 0, the nodes will have no tendency to move away from 
one another after their minimum separation has been attained. In the case of a degenerate node, it is 
desirable that the node should move in step with its neighbours. It is difficult to estimate the magnitude of 
the constant in (34), but since the penalty function is not supposed to dominate, the constant is assumed to 
be small in the case of a degenerate node. Thus, assuming the relative velocity to be approximately given by 
(36) in the case of a degenerate node, it is concluded that degenerate nodes will move in step with their 
neighbours if k, is much smaller than k,. 
The constant k, plays no clear part except for the fact that it can be used to regulate the stiffness of the 
mass-matrix and that only to a very limited extend [18]. In many applications it is set equal to zero [8]. 
5. Initial conditions 
In order to solve the nonlinear systems of equations (20) and (25) the values of a, and xj must be 
specified at t = 0. The values of u, at t = 0 are obtained in the usual way from the initial condition 
u(x, 0) =f(x) 
of the differential equation. 
The PGM places the nodes at each instant according to the approximate equidistributing principle (26). 
Following de Boor [6], (26) may be approximated by 
iX; ]u,,(x, r)1”*dx=~~‘+‘lu,,~(x. t)]“‘dx + 0(/z’). 
I I 
Thus, it follows that the nodes may initially be placed according to 
Ix’ l_Lx(x)I”*dx =~~'l/,,(x)ll~*~~~ i=l ,.... N. 
x,-1 
(37) 
Similarly, since the LSM places the nodes according to (23) the initial position of the nodes may be 
calculated from 
lx’ I~~(x)ldx=~~‘lf,,(x)Idx, i=l ,..., N. 
X,-l 
(38) 
Equations (37) and (38) are simple to solve for the nodal positions x,, if, for instance, f,, is replaced by a 
piecewise constant function [6] or even a piecewise linear function [5]. Since the exact placement of the 
nodes is not critical, the piecewise constant approximation proved to be adequate. 
386 B. M. Herbst et 01. / Equidistributtng principles in moving FEMs 
6. Numerical examples 
The theory of the preceding sections is now illustrated by applying it to Burgers’ equation 
u, = EU,,, - ml,. 
A particular solution of (37) is given by Christie et al. [4]: 
+J)=f(5), t=x-pt-P 
where 
(39) 
(4Oa) 
f(t)= [p+A+(p-X)eX*“]/(l +eXEjE) (4Ob) 
and X, fi and /1 are constants which together with E are chosen for the numerical experiments to be 
& = 10-2, x = 0.4, p = 0.125 and p = 0.6. The corresponding initial and boundary conditions for the 
differential equation (39) can be obtained from the particular solution (40) itself. 
The solution (40) denotes a wave-front travelling at a speed p towards the right-hand boundary. In a 
previous paper [lo] it was shown that the solution behaves well until the right-hand boundary is 
encountered. At this stage the nodes are bunched between the front and the right-hand boundary causing 
the system of equations to become extremely stiff and the method fails. Using the penalty function of 
Section 4 it is possible to keep the nodes a respectable distance apart as the wave moves into the right-hand 
boundary. Thus the wave may be traced until it dies out. In Section 4 it was argued that the value k, 
appearing in the penalty function should be much smaller than )t(,,l for the LSM and Iu,,~~‘~ for the PGM. 
It is easily seen from the particular solution (40) that 
Ju.,,~J < 2X( X,‘~)‘O.0962. (41) 
It was also argued that k, should be much smaller than k, and satisfactory numerical results were obtained 
for the LSM method with k, = 5 X 10e2, k, = 5 X 10e4 and for the PGM with k, = 5 X 10p5, k, = 5 X 10e6. 
The minimum separation between the nodes is controlled by the value of k, and k, = lo--’ was found to be 
satisfactory. The remaining constant k, does not have much effect on the solution of this problem and was 
chosen to be 0 for both methods. 
The time-variable in the systems of equations (20) and (25) was discretised by the Crank-Nicolson 
method using a fixed time step-size At = lo- ‘. The system of nonlinear equations was solved by a 
u 
.2 
’ x 
.4 .6 .8 1.8 
u 
1 x 
.2 .t .s .8 1.6 
Fig. 1. The PGM solution. Fig. 2. The LSM solution 
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Table 1 
The error in the function values at the moving nodes at various times t for (a) the PGM. (b) the LSM without using product 
approximation (c) the LSM using product approximation 
t = 0.4 
(a) X1O-3 (b) x~O-~ (c) x1o-3 
t = 0.8 
(a) X10-’ (b) x10-’ (c) x10-s 
1.34 1.52 3.30 2.59 1.41 1.05 
0.93 0.42 4.74 3.00 10.44 3.29 
1.32 3.44 4.29 4.80 24.03 11.92 
3.11 9.88 1.25 8.23 40.52 25.02 
3.50 24.15 20.59 8.11 60.36 54.63 
4.78 27.86 31.30 7.71 58.91 63.48 
5.01 28.48 31.40 6.31 52.78 56.50 
4.61 27.70 29.40 4.56 44.83 47.05 
1 .oo 26.04 26.46 2.91 36.22 37.02 
r =1.2 r =1.6 
3.48 3.46 0.07 0.94 18.61 12.89 
4.94 23.89 10.92 0.58 19.49 13.56 
8.23 48.24 27.80 0.45 20.00 13.96 
12.99 74.51 49.81 0.39 20.32 14.21 
11.67 98.47 81.66 0.32 20.48 14.32 
9.92 94.30 100.38 0.27 20.37 14.22 
7.49 81.59 86.56 0.22 19.90 13.82 
4.97 65.08 67.91 0.16 18.62 12.91 
2.76 46.46 47.28 0.08 14.64 10.36 
straightforward Newton-Raphson method using the solution at the previous time step as a starting value 
for the iteration procedure. In order to conduct a reasonably fair comparison between the methods the 
same FORTRAN program was used for both methods. The only differences were the subroutine 
calculating the Jacobi-matrices and a very small adjustment in the subroutine calculating the initial 
placement of the nodes according to (37) for the PGM and (38) for the LSM. The value N = 10 was used 
throughout. 
In Figs. 1 and 2 the solutions of the PGM and the LSM methods are shown up to t = 1.6 at time 
intervals of 0.2. 
It is clear from Fig. 2 that the LSM experiences the effect of the right-hand boundary long before the 
PGM does with the result that the nodes stay further apart from each other in the case of the LSM. It is 
also observed that the PGM places more nodes in the vicinity of the two sharp curves of the solution which 
results in a (somewhat) better solution than in the case of the LSM. 
Finally the LSM was also used with product approximation for the nonlinear term UU, as discussed in 
Section 3.1. In Table 1 the absolute values of the error in the solutions at the nodes are given for the three 
methods at various times t. 
A very mild error growth is observed for all three methods which is more pronounced for the two LSM 
variants. The error decreases again after the wave has moved into the right-hand boundary and only a 
stationary situation remains. It is also seen that the PGM. which places the nodes more in accordance to 
what seems to be suggested by the piecewise-linear interpolation example in the introduction, also gives the 
more accurate solution both in a global and local sense. However, it should be stress that all three methods 
are much superior to any known method using a fixed grid. 
7. Conclusion 
A common feature of the two moving finite element methods considered in this paper is that both 
methods move the nodes according to an approximate equidistributing principle. It is significant that in the 
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original derivation of the difference equations governing the movement of the nodes no equidistributing 
principle of any kind was used explicitly - the presence of these principles only became evident after some 
analysis. Thus it seems that equidistributing principles could be fundamental for generating non-uniform 
grids in one space dimension. These principles only broke down for very small values of E or when a 
boundary was encountered. In both circumstances a penalty function was essential to keep the nodes a 
reasonable distance apart. The penalty function of Miller and co-workers was found to be satisfactory. 
The moving finite element methods were applied to the same problem used by Christie et al. 141. 
Although the upwinding, product approximation and compact differencing methods used by Christie et al. 
significantly improved on other known methods, their methods are much inferior to the moving finite 
element methods discussed in this paper. For instance Christie et al. were not successful in removing all the 
oscillations from their solutions. Also, since they used a uniform grid only a very large number of elements 
would give the same resolution of the front as obtained by the present methods. Of the three methods used 
in this paper (LSM with and without product approximation, and PGM) the PGM, which places the nodes 
in the way suggested by the piecewise linear approximation theory, gave the most accurate solution. 
Moving finite element methods have also been applied to systems of equations and, moving boundary 
problems. However, very little work has been done on the solution of problems which are either 
multidimensional or involve space derivatives higher than the second. 
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