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I. INTRODUCTION
The principle of uncertainty for the position and the momentum formulated by Werner
Heisenberg in 1927 [1] is one of the most fundamental results not only in quantum mechanics
but also in all the physics. It is not strange that this principle has attracted a great deal
of interest. First, it was proved with the mathematical rigour by E.H. Kennard [2] and H.
Weyl [3]. Then the original uncertainty relations for canonical variables were generalized to
the case of any two observables by H.P. Robertson [4, 5] and E. Schro¨dinger [6] and also to
the case of any number of observables by H.P. Robertson [7]. The Robertson approach was
thoroughly analysed and developed by D.A. Trifonov in the series of papers [8–15] especially
in the context of intelligent, coherent and squeezed states in order to extend the notion of
these states on the cases when the generalized uncertainty relations are considered (see also
[16]).
As we remember the (usual) coherent state is a state which minimizes the Heisenberg
uncertainty relation for the canonical variables q̂ = 1√
2
(â + â†) and p̂ = i√
2
(â† − â) with
∆q = ∆p, where ∆q and ∆p stand for the uncertainties of q and p, respectively [17–
20]. The (usual) squeezed states minimize the Heisenberg uncertainty relation for q̂ and p̂
but ∆q 6= ∆p [19–24]. The coherent and squeezed states are called the intelligent states
and they can be defined as the states which give the strict equality in the Heisenberg
uncertainty relation for q̂ and p̂ or, equivalently, as the states which minimize globally
the product ∆q · ∆p. It is obvious that in the case of a generalized uncertainty relation
for arbitrary observables when the right hand side of the respective inequality depends
on the state, these two definitions of an intelligent state given above are in general not
equivalent. According to the convention accepted in the previous works [9–11, 25–30] we
refer to a generalized intelligent state as the one which satisfies the equality in the respective
generalized uncertainty relation.
It is worthwhile mentioning that the Robertson approach to the uncertainty relations and
also the concept of the generalized intelligent states can be carried over to the deformation
quantization formalism [27, 31].
In the present paper we investigate various generalized uncertainty relations in quantum
optics for quantities depending on a phase and a number of photons. Then we study the
corresponding intelligent states and the states which minimize (locally) the product or sum
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of uncertainties. The interest in this issue starts with the works of P. Carruthers and M.M.
Nieto [32, 33] and R. Jackiw [34]. Then the problem has been explored by many authors
[26, 28, 29, 35–45]. Since the generalized uncertainty relations for functions of the phase
and the number of photons depend on the quantum state, the usual procedure in searching
for the states minimizing these relations consists in modifying the respective inequality to
obtain a constant parameter on the right hand side of this inequality. Then one minimizes
such an inequality [32–34, 42].
In our paper we are going to use another technique. We simply leave the generalized
uncertainty relations as they stand and we ask for the states which give the local minimum
of these relations. To the best of our knowledge such a question has not been yet considered
in quantum optics but it has been widely investigated for the ‘angular momentum - angle
position’ uncertainty relation in [30, 46]. In fact our work is strongly motivated by Ref. [30].
As we will see, the results obtained in our paper are drastically different from the cor-
responding results in [30], since in contrast to the case of angular momentum operator L̂z,
which has the eigenvalues n~, n = 0,±1,±2, . . . , the photon number operator n̂ admits
only the eigenvalues n = 0, 1, 2, . . . Moreover, if one is going to study the ‘photon number
– phase function’ uncertainty relations, then he/she must first decide on the formalism in
which he/she considers the quantum phase. He/she may deal within the Susskind – Glo-
gower formalism [19, 33, 34, 47], the Garrison – Wong formalism [35] or he/she can apply
the Pegg – Barnett approach [48–50], which is equivalent to the POV – measure approach
[45, 51] and to the formalism based on extending the Fock space to the Hilbert space L2(S1)
[52, 53] (see also [54] and references therein). In the present paper we employ the results of
[52, 53] and our analysis is consistent with the celebrated Pegg – Barnett approach to the
quantum phase.
The paper is organized as follows. In Sec. 2 we first recall some results of [52, 53] and then
we quote the Robertson, Hadamard – Robertson and Trifonov theorems. In the next step,
using these theorems we derive the Robertson – Schro¨dinger, Heisenberg – Robertson and
Trifonov uncertainty relations for any two functions f1 = f1(φ) and f2 = f2(n) depending
on the phase φ and the number of photons n. Finally, we employ these general results to
the case of the phase and the number of photons (Example 2.1).
The number – phase Robertson – Schro¨dinger, Heisenberg – Robertson and Trifonov
intelligent states are found (Theorem 2.1). Intelligent states for arbitrary f1 and f2 are
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investigated in Sec 3. In particular the cases: f1 = exp(iφ) and f2 = n (Example 3.1),
f1 = exp (−iφ) and f2 = n (Example 3.2), and finally f1 = cosφ (f1 = sin φ) and f2 = n
(Example 3.3) are considered in all details.
Section 4 is devoted to searching for the states which minimize locally the product of
uncertainties (∆f1)
2 · (∆f2)2. The general equation (see Eq. (4.5)) defining these states
has been found and the cases of f1 = exp (−iφ) (Example 4.1) and f1 = φ (Example 4.2)
with f2 = n (in both cases), have been studied in detail. The same is done in the next
section, where the states minimizing locally the sum of uncertainties (∆f1)
2 + (∆f2)
2 are
investigated. Concluding remarks end our paper.
It is worth reminding that our results are valid within the Pegg – Barnett approach to
quantum phase as well as within the POV – measure approach or within the formalism based
on extending the Fock space to the Hilbert space L2(S1) [52, 53]. However, the Susskind –
Glogower or Garrison – Wong formalisms lead, in general, to different results than the ones
presented here.
We devote this modest work to the memory of our Teacher and Friend Jerzy F. Pleban´ski
into the tenth anniversary of his death. Professor Pleban´ski was not only a great relativist
but he was also the first, with Leopold Infeld, who considered already in the years 1954 –
1955 the squeezed states and the squeeze operator for a harmonic oscillator [21, 22]. Hardly
anyone knows this fact. We have found comments about the mentioned publications in
[55, 56].
II. UNCERTAINTY RELATIONS
In the recent work [53] it has been argued that given a number – phase function f =
f(φ, n), −π ≤ φ < π, n = 0, 1, . . . , the average value of this function in a state defined by a
density operator ρ̂ is given by
〈f(φ, n)〉 =
∞∑
n=0
∫ π
−π
f(φ, n)ρW (φ, n)dφ = Tr{f̂(φ, n)ρ̂} = 〈f̂(φ, n)〉, (2.1)
where ρW (φ, n) is the number – phase Wigner function for the state ρ̂
ρW (φ, n) = Re {〈φ|ρ̂|n〉〈n|φ〉} . (2.2)
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The operator f̂(φ, n) reads
f̂(φ, n) =
1
2
∞∑
n=0
∫ π
−π
f(φ, n) ·
(
|n〉〈n|φ〉〈φ|+ |φ〉〈φ|n〉〈 n|
)
dφ. (2.3)
The vectors |φ〉 and |n〉 stand for the phase state vector [19, 29, 33, 40, 53, 54, 57–59]
|φ〉 = 1√
2π
∞∑
n=0
exp (inφ)|n〉 (2.4)
and the normalized eigenvector of the number operator n̂
n̂|n〉 = n|n〉, n = 0, 1, . . .
〈n′|n〉 = δn′n (2.5)
respectively.
Remark In the present work we do not use the ‘underbar notation’ ρW , |n〉, |φ〉, . . . etc.
which has been employed in [52, 53]; we also omit the kernel symbol KS.
In particular if the function f is independent of the photon number n i.e. f = f(φ) then
the formula (2.1) reduces to
〈f(φ)〉 =
∫ π
−π
f(φ)〈φ|ρ̂|φ〉dφ = Tr{f̂(φ)ρ̂} = 〈f̂(φ)〉 (2.6)
where f̂(φ), according to (2.3), is given by
f̂(φ) =
∫ π
−π
f(φ)|φ〉〈φ|dφ. (2.7)
Recall that the set of vectors {|φ〉}π−π is not orthogonal
〈φ|φ′〉 ≁ δ(φ− φ′) (2.8)
but still it gives a resolution of the identity operator∫ π
−π
|φ〉〈φ|dφ = 1̂. (2.9)
If the function f is independent of the phase φ i.e. f = f(n) then (2.1) takes the form
〈f(n)〉 =
∞∑
n=0
f(n)〈n|ρ̂|n〉 = Tr{f̂(n)ρ̂} = Tr{f(n̂)ρ̂} = 〈f(n̂)〉. (2.10)
Note that because of (2.8) if f = f(φ) and g = g(φ) then
f̂ g(φ) 6= f̂(φ) · ĝ(φ) (2.11)
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in general, and consequently it may happen that
〈f(φ)g(φ)〉 = 〈f̂ g(φ)〉 6= 〈f̂(φ) · ĝ(φ)〉. (2.12)
In particular
〈φk〉 = 〈φ̂k〉 6= 〈(φ̂)k〉, (2.13)
where
φ̂ = −i
∞∑
j,l=0
(−1)j−l
j − l |j〉〈l| with j 6= l (2.14)
is the self – adjoint Garrison – Wong phase operator [19, 35, 51, 52].
On the contrary, if f = f(n) and g = g(n) then
f̂ g(n) = f̂(n) · ĝ(n) = f(n̂) · g(n̂). (2.15)
It can be easily proved that the average value (2.6) is equal exactly to the one calculated
within the celebrated Pegg – Barnett formalism [45, 48–53, 58]. Then the formulae (2.11),
(2.12) and (2.13) show that the Pegg – Barnett formalism predicts different experimental
results than the formalism which assumes that the quantum phase is defined by the Garrison
– Wong operator (2.14) and also different than the results predicted by the famous Susskind
– Glogower formalism, where the quantum phase is given by two hermitian (self – adjoint)
operators ĉos φ and ŝinφ [60–64].
Consequently, one expects that all those three approaches lead also to different uncer-
tainty relations. In this work we study the uncertainty relations which follow from the Pegg
– Barnett approach.
Let
ρ̂ = |ψ〉〈ψ|, 〈ψ|ψ〉 = 1 (2.16)
be the density operator for a pure state |ψ〉. Given any two complex functions f1 = f1(φ)
and f2 = f2(n) one quickly gets from (2.6) and (2.10) their average values
〈f1(φ)〉 =
∫ π
−π
ψ∗(φ)f1(φ)ψ(φ)dφ, (2.17a)
〈f2(n)〉 =
∫ π
−π
ψ∗(φ)f2
(
i
∂
∂φ
)
ψ(φ)dφ, (2.17b)
where, with |φ〉 defined by (2.4), the function
ψ(φ) = 〈φ|ψ〉 (2.18)
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is the wave function in the phase representation.
Introduce two operators acting in the space of such wave functions
F̂1ψ(φ) := f1(φ)ψ(φ), (2.19a)
F̂2ψ(φ) := f2
(
i
∂
∂φ
)
ψ(φ) (2.19b)
and then the following two operators
δF̂1 := F̂1 − 〈F̂1〉 = F̂1 − 〈f1(φ)〉, (2.20a)
δF̂2 := F̂2 − 〈F̂2〉 = F̂2 − 〈f2(n)〉. (2.20b)
Let us define now the 2× 2 Hermitian matrix
Fµν :=
∫ π
−π
(
δF̂µψ(φ)
)∗
δF̂νψ(φ)dφ with µ, ν = 1, 2. (2.21)
It is obvious that the Hermitian form F
F : C2 × C2 ∋ (x, y) 7−→ F(x, y) =
2∑
µ,ν=1
Fµνx
∗
µyν ∈ C (2.22)
is positive semi – definite i.e. F(x, x) ≥ 0 ∀ x ∈ C2. We split the matrix (Fµν) into two
matrices
(Fµν) = (aµν) + i(bµν),
aµν :=
1
2
(Fµν + Fνµ) = aνµ = a
∗
µν ,
bµν :=
1
2i
(Fµν − Fνµ) = −bνµ = b∗µν . (2.23)
The matrix (aµν) is real symmetric and (bµν) is real anti – symmetric therefore Hermitian
and anti – Hermitian respectively.
Uncertainty relations for f1(φ) and f2(n) follow directly from the general theorems known
as: the Robertson theorem [7, 14, 15, 27], the Hadamard – Robertson theorem [7, 9, 10, 15, 27]
and the Trifonov theorem [15, 27].
In our present case the Robertson theorem states that
det(aµν) ≥ det(bµν). (2.24)
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Then the Hadamard – Robertson theorem shows that
a11a22 ≥ det(bµν) (2.25)
and the Trifonov theorem reduces now to
a11 + a22 ≥ 2|b12|. (2.26)
Notice that (2.24) leads to a stronger estimation of det(bµν) then (2.25).
Employing (2.21) and (2.23) with (2.19a), (2.19b), (2.20a) and (2.20b) after some ele-
mentary algebraic manipulations one gets from (2.24) the following Robertson – Schro¨dinger
uncertainty relation
(∆f1)
2 · (∆f2)2 ≥
∣∣∣∣∫ π−π(δF̂1ψ(φ))∗δF̂2ψ(φ)dφ
∣∣∣∣2
=
∣∣∣∣∫ π−π ψ∗(φ)f ∗1 (φ)f2
(
i
∂
∂φ
)
ψ(φ)dφ− 〈f1(φ)〉∗〈f2(n)〉
∣∣∣∣2 , (2.27)
where
(∆fµ)
2 :=
∫ π
−π
(
δF̂µψ(φ)
)∗
δF̂µψ(φ)dφ = Fµµ = aµµ, µ = 1, 2 (2.28)
is defined as the variance of fµ and, as usually, ∆fµ =
√
(∆fµ)2 is the uncertainty in fµ.
Note that the inequality (2.27) can be understood as the Schwarz inequality. Analogously
(2.25) leads to the Heisenberg – Robertson uncertainty relation
(∆f1)
2 · (∆f2)2 ≥
(
Im
{∫ π
−π
(δF̂1ψ(φ))
∗δF̂2ψ(φ)dφ
})2
=
(
Im
{∫ π
−π
ψ∗(φ)f ∗1 (φ)f2
(
i
∂
∂φ
)
ψ(φ)dφ− 〈f1(φ)〉∗〈f2(n)〉
})2
(2.29)
Finally, the inequality (2.26) gives the following Trifonov uncertainty relation
(∆f1)
2 + (∆f2)
2 ≥ 2
∣∣∣∣Im{∫ π−π ψ∗(φ)f ∗1 (φ)f2
(
i
∂
∂φ
)
ψ(φ)dφ− 〈f1(φ)〉∗〈f2(n)〉
}∣∣∣∣ . (2.30)
Example 2.1 Uncertainty relations for the phase and number of photons
Here we assume that f1 = φ and f2 = n. First, observe that we should modify slightly
the definition (2.28) for ∆φ to get a physically acceptable concept of the uncertainty in
phase. To this end we follow the results of D. Judge in his pioneering work [65] and of H.S.
Sharatchandra [44].
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Consider then that −π ≤ γ < π and define δφγ := φ− γ. Since |δφγ| can be greater than
π, we propose the following object
δ˜φγ =
 φ− γ + 2π for −π ≤ φ ≤ −π + γφ− γ for −π + γ ≤ φ < π (2.31a)
if γ ≥ 0 and
δ˜φγ =
 φ− γ for −π ≤ φ ≤ π + γφ− γ − 2π for π + γ ≤ φ < π (2.31b)
if γ < 0. Then the variance of φ is defined by
(∆˜φ)2 := min
−π≤γ<π
∫ π
−π
(δ˜φγψ(φ))
∗δ˜φγψ(φ)dφ. (2.32)
Performing simple calculations and employing the periodicity of ψ(φ) i.e. ψ(φ± 2π) = ψ(φ)
one obtains
(∆˜φ)2 = min
−π≤γ<π
∫ π
−π
φ2|ψ(φ+ γ)|2dφ. (2.33)
This result suggests that it is convenient to introduce a new wave function
ψ˜(φ) := ψ(φ+ γ0), (2.34)
where γ0 minimizes (2.33).
Consequently, (2.33) reads now
(∆˜φ)2 =
∫ π
−π
φ2|ψ˜(φ)|2dφ. (2.35)
Then
〈n˜〉 :=
∫ π
−π
ψ˜∗(φ)i
∂
∂φ
ψ˜(φ)dφ =
∫ π
−π
ψ∗(φ)i
∂
∂φ
ψ(φ)dφ = 〈n〉. (2.36)
Since
∂
∂γ
∫ π
−π
φ2
∣∣ψ(φ+ γ)∣∣2dφ∣∣∣∣
γ=γ0
= 0,
one quickly gets
0 =
∫ π
−π
φ2
∂
∂γ
∣∣ψ(φ+ γ)∣∣2dφ∣∣∣∣
γ=γ0
=
∫ π
−π
φ2
∂
∂φ
∣∣ψ(φ+ γ0)∣∣2dφ
= −2
∫ π
−π
φ
∣∣ψ(φ+ γ0)∣∣2dφ = −2 ∫ π
−π
φ
∣∣ψ˜(φ)∣∣2dφ.
Finally, one has
〈˜φ〉 :=
∫ π
−π
φ|ψ˜(φ)|2dφ = 0. (2.37)
9
For the present case we redefine the 2× 2 Hermitian matrix (2.21) as
F˜11 =
∫ π
−π
(
φψ˜(φ)
)∗
φψ˜(φ)dφ = (∆˜φ)2,
F˜12 =
∫ π
−π
(
φψ˜(φ)
)∗
·
(
i
∂
∂φ
− 〈n〉
)
ψ˜(φ)dφ = F˜ ∗21,
F˜22 =
∫ π
−π
[(
i
∂
∂φ
− 〈n〉
)
ψ˜(φ)
]∗ [(
i
∂
∂φ
− 〈n〉
)
ψ˜(φ)
]
dφ = (∆˜n)2 = (∆n)2. (2.38)
Using (2.38) one can rewrite the Robertson – Schro¨dinger uncertainty relation (2.27) in the
form
(∆˜φ)2 · (∆n)2 ≥
∣∣∣∣∫ π−π(φψ˜(φ))∗
(
i
∂
∂φ
− 〈n〉
)
ψ˜(φ)dφ
∣∣∣∣2 =
∣∣∣∣∣i
∫ π
−π
ψ˜∗(φ)φ
∂ψ˜(φ)
∂φ
dφ− 〈˜φ〉〈n〉
∣∣∣∣∣
2
.
(2.39)
Then, integrating by parts
i
∫ π
−π
ψ˜∗(φ)φ
∂ψ˜(φ)
∂φ
dφ =
i
2
∫ π
−π
(
ψ˜∗(φ)φ
∂ψ˜(φ)
∂φ
+ ψ˜(φ)φ
∂ψ˜∗(φ)
∂φ
)
dφ
+
i
2
∫ π
−π
(
ψ˜∗(φ)φ
∂ψ˜(φ)
∂φ
− ψ˜(φ)φ∂ψ˜
∗(φ)
∂φ
)
dφ
= − i
2
(
1− 2π∣∣ψ˜(π)∣∣2)+ i
2
∫ π
−π
(
ψ˜∗(φ)φ
∂ψ˜(φ)
∂φ
− ψ˜(φ)φ∂ψ˜
∗(φ)
∂φ
)
dφ. (2.40)
Substituting (2.40) into (2.39) and using (2.37) we obtain the Robertson – Schro¨dinger
uncertainty relation for φ and n in the final form
(∆˜φ)2 · (∆n)2 ≥ 1
4
(
1− 2π∣∣ψ˜(π)∣∣2)2 + [ i
2
∫ π
−π
(
ψ˜∗(φ)φ
∂ψ˜(φ)
∂φ
− ψ˜(φ)φ∂ψ˜
∗(φ)
∂φ
)
dφ
]2
.
(2.41)
One immediately concludes that the Heisenberg – Robertson uncertainty relation (2.29)
gives now
(∆˜φ)2 · (∆n)2 ≥ 1
4
(
1− 2π∣∣ψ˜(π)∣∣2)2 (2.42)
and the Trifonov relation (2.30) reads
(∆˜φ)2 + (∆n)2 ≥
∣∣∣1− 2π|ψ˜(π)|2∣∣∣. (2.43)
Remark The Heisenberg – Robertson uncertainty relation for the phase φ and the number
of photons n or for the angle θ and the angular momentum Lz were considered by many
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authors and formulae analogous to (2.42) have been found [30, 40, 43, 65–67]. The problem
of physically acceptable definition of the uncertainty in angle θ or in phase φ was considered
by D. Judge [65], H.S. Sharatchandra [44] or B-S. K. Skagerstam and B.A. Bergsjordet [43].
Our choice of the uncertainty ∆˜φ (2.33) is in accordance with those works.
Now we are at the point, where the intelligent states for the phase and the number of
photons should be investigated. According to the commonly used definition the Robertson
– Schro¨dinger intelligent state for φ and n is a state represented by a function ψ(φ) such
that the inequality (2.41) reduces to the strict equality. From the general results found in
[10, 27] or from a careful analysis of the origin of the Schwarz inequality one concludes that
ψ(φ) is an intelligent state if and only if there exists λ ∈ C such that the following equation[(
i
∂
∂φ
− 〈n〉
)
+ iλφ
]
ψ˜(φ) = 0 (2.44)
is satisfied by a function ψ˜(φ) related to the function ψ(φ) according to the rule (2.34).
The general solution of Eq. (2.44) reads
ψ˜(φ) = a˜e−i〈n〉φe−
λ
2
φ2 , −π ≤ φ < π, (2.45)
where a˜ ∈ C.
Now one should remember that some restrictions must be imposed on the function ψ(φ)
if this function is going to represent a photon state. First, the function ψ(φ) must be a
periodic function with period 2π. Hence, ψ˜(φ) is also periodic with the same period 2π and,
consequently
ψ˜(π) = ψ˜(−π). (2.46)
From (2.45) and (2.46) one quickly gets the condition
〈n〉 = N, N = 0, 1, 2, ... (2.47)
The second restriction follows immediately from (2.18) with (2.4). Namely, writing the state
|ψ〉 in the form
|ψ〉 =
∞∑
n=0
cn|n〉, cn ∈ C (2.48)
and using (2.18) and (2.4) one obtains
ψ(φ) = 〈φ|ψ〉 = 1√
2π
∞∑
n=0
cne
−inφ. (2.49)
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This means that the Fourier expansion of the photon wave function ψ(φ) must be of the
form (2.49) i.e. it does not involve the exponents of the form einφ, n = 1, 2, ...
Analogously
ψ˜(φ) = ψ(φ+ γ0) =
1√
2π
∞∑
n=0
cne
−in(φ+γ0) =
1√
2π
∞∑
n=0
c˜ne
−inφ, c˜n = cne−inγ0 . (2.50)
From (2.45), (2.47) and (2.50) one infers that∫ π
−π
e−
λ
2
φ2e−i(N+k)φdφ = 0 for k = 1, 2, ... (2.51)
and, consequently, also ∫ π
−π
e−
λ
2
φ2ei(N+k)φdφ = 0 for k = 1, 2, ... (2.52)
So the Fourier expansion of the function e−
λ
2
φ2 satisfying (2.51) and (2.52) takes the form
e−
λ
2
φ2 =
N∑
n=0
bn cosnφ, bn ∈ C. (2.53)
Differentiating both sides of (2.53) with respect to φ and putting φ = −π we get
λπe−
λ
2
π2 =
N∑
n=1
nbn sinnπ = 0. (2.54)
Eq. (2.54) holds true if and only if λ = 0. Hence, by (2.45) and (2.34) one finds ψ(φ)
normalized to 1 as
ψ(φ) =
1√
2π
e−iNφ, N = 0, 1, ... (2.55)
(Note that now we can put γ0 = 0). So the respective ket |ψ〉 reads
|ψ〉 = |N〉, N = 0, 1, ... (2.56)
One quickly shows that for any of the states (2.56) the relations are satisfied
∆n = 0, (2.57a)
∆˜φ = ∆φ =
π√
3
(2.57b)
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and also that the states (2.56) are the Heisenberg – Robertson intelligent states for φ and
n i.e. they fulfill the strict equality in (2.42) but by (2.57a) and (2.57b) none of them gives
the strict equality for (2.43), so none of them can be a Trifonov intelligent state for φ and n.
Then, since the following implication Eq. (2.26) ⇒ Eq. (2.25) ⇒ Eq. (2.24) holds true (see
[27]), one easily concludes that any number – phase Trifonov intelligent state is a number
– phase Heisenberg – Robertson intelligent state and also a number – phase Robertson –
Schro¨dinger intelligent state. Finally, gathering all that we arrive at the result:
Theorem 2.1 The only number – phase Robertson – Schro¨dinger intelligent states are the
eigenstates of the number operator n̂, |n〉, n = 0, 1, ... These states are also the only number
– phase Heisenberg – Robertson intelligent states. There are no number – phase Trifonov
intelligent states.
III. INTELLIGENT STATES FOR ARBITRARY f1 AND f2
From the results of [8–12, 16, 27] we conclude that the Robertson – Schro¨dinger intelligent
state for f1 = f1(φ) and f2 = f2(n) can be found as a solution of the following equation(
δF̂2 + iλδF̂1
)
ψ(φ) = 0, (3.1)
where λ ∈ C, δF̂1 and δF̂2 are defined by (2.20a) and (2.20b) with (2.19a) and (2.19b). Eq.
(3.1) can be rewritten in the form[
f2
(
i
∂
∂φ
)
+ iλf1(φ)− µ
]
ψ(φ) = 0, λ ∈ C (3.2)
with
µ = 〈f2(n)〉+ iλ〈f1(φ)〉. (3.3)
Moreover, as in the previous case when f1 = φ and f2 = n, on the state ψ(φ) the conditions
ψ(π) = ψ(−π) (3.4)
and (2.49) are imposed. One quickly gets that Eq. (3.2) restricted to λ ∈ R defines the
Heisenberg – Robertson intelligent states.
Remark Our equation (3.2) is different from the respective equation which one could find
by using the considerations analogous to those given by C. Brif and Y. Ben – Aryeh [29].
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The reason lies in the fact that, in general
〈φ|f̂1(φ)|ψ〉 6= f1(φ)〈φ|ψ〉 = f1(φ) · ψ(φ), (3.5)
where f̂1(φ) is defined by (2.7). Note that contrary to (3.5) one gets
〈φ|f̂2(n)|ψ〉 = f2
(
i
∂
∂φ
)
〈φ|ψ〉 = f2
(
i
∂
∂φ
)
ψ(φ). (3.6)
As the first example of Eq. (3.2) let us consider the following case
Example 3.1
f1(φ) = e
iφ, f2(n) = n. (3.7)
Eq. (3.2) reads now (
i
∂
∂φ
+ iλeiφ − µ
)
ψ(φ) = 0, λ ∈ C. (3.8)
The general solution of (3.8) is
ψ(φ) = ae−iµφ · eiλeiφ, a ∈ C. (3.9)
The condition (3.4) yields µ ∈ Z. Expanding the term eiλeiφ in (3.9) one has
ψ(φ) = ae−iµφ
∞∑
k=0
(iλ)k
k!
eikφ. (3.10)
Then ψ(φ) given by (3.10) fulfills the condition (2.49) iff
λ = 0, µ = n, n = 0, 1, ... (3.11)
So the only normalized states ψ(φ) satisfying Eq. (3.8) are again the eigenstates of n̂, ψ(φ) =
1√
2π
e−inφ with n = 0, 1, ... Gathering, analogously as in Example 2.1 the only Robertson –
Schro¨dinger and Heisenberg – Robertson intelligent states for eiφ and n are the eigenstates
of n̂, |n〉, n = 0, 1, .... There are no Trifonov intelligent states for eiφ and n.
Example 3.2
Here we assume
f1(φ) = e
−iφ, f2(n) = n. (3.12)
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Substituting (3.12) into Eq. (3.2) we have(
i
∂
∂φ
+ iλe−iφ − µ
)
ψ(φ) = 0, λ ∈ C. (3.13)
The general normalized solution of (3.13) satisfying the conditions (3.4) and (2.49) reads
ψ(φ) = (2πI0(2|λ|))−
1
2 e−inφe−iλe
−iφ
= (2πI0(2|λ|))−
1
2
∞∑
k=0
(−iλ)k
k!
e−i(n+k)φ, (3.14)
µ = n = 0, 1, ..., λ ∈ C,
where I0 is the zeroth modified Bessel function of the first kind. In the Dirac notation the
state |ψ〉 is of the form
|ψ〉 = (I0(2|λ|))− 12 ∞∑
k=0
(−iλ)k
k!
|n+ k〉, λ ∈ C, n = 0, 1, ... (3.15)
Remark The solution (3.14) was found by C. Brif and Y. Ben – Aryeh [29, 40] and then,
with the use of Hardy space formalism, by S. Luo [42]. Note that in the present case one
has that
ê−iφ =
∫ π
−π
e−iφ|φ〉〈φ| dφ =
∞∑
n=0
|n+ 1〉〈n| (3.16)
and this is an exceptional case when, contrary to (3.5), we get the equality
〈φ|ê−iφ|ψ〉 = e−iφ〈φ|ψ〉 = e−iφψ(φ). (3.17)
So our equation (3.13) is equivalent to Eq. (4.29) of Ref. [29] and, consequently, our solution
(3.14) is the same as the respective solution (4.31) of [29].
Straightforward calculations give
〈n〉 = n+ |λ|I1(2|λ|)
I0(2|λ|) , (3.18a)
〈e−iφ〉 = i λ
∗
|λ|
I1(2|λ|)
I0(2|λ|) , (3.18b)
〈n2〉 = n2 + |λ|2 + 2n|λ|I1(2|λ|)
I0(2|λ|) , (3.18c)
(∆n)2 = |λ|2
[
1−
(
I1(2|λ|)
I0(2|λ|)
)2]
, (3.18d)
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(∆e−iφ)2 = 1−
(
I1(2|λ|)
I0(2|λ|)
)2
, (3.18e)
(
Im
{∫ π
−π
ψ∗(φ)(e−iφ)∗i
∂
∂φ
ψ(φ)dφ− 〈e−iφ〉∗〈n〉
})2
= (Reλ)2
[
1−
(
I1(2|λ|)
I0(2|λ|)
)2
− n|λ|
I1(2|λ|)
I0(2|λ|)
]2
(3.18f)
(compare with respective formulae of [29, 40]).
Using the above relations one quickly arrives at the following result.
Theorem 3.1 The Robertson – Schro¨dinger intelligent states for e−iφ and n are given by the
wave functions (3.14) (or equivalently, by the vectors (3.15)). The Heisenberg – Robertson
intelligent states for e−iφ and n are given by the functions (3.14) (≡ the vectors (3.15)) with
λ ∈ R. Finally, the Trifonov intelligent states for e−iφ and n are given by the functions
(3.14) (≡ the vectors (3.15)) with λ = ±1.
From (3.18d) and (3.18e) it follows that
∆n = ∆e−iφ ⇔ |λ| = 1. (3.19)
For completeness, we give now the uncertainties ∆ cosφ and ∆ sin φ in the state (3.14).
Simple calculations show that (see [29])
(∆ cosφ)2 = 〈cos2 φ〉−〈cosφ〉2 = 1
2
+
(Imλ)2 − (Reλ)2
2|λ|2
I2(2|λ|)
I0(2|λ|)−
(Imλ)2
|λ|2
(
I1(2|λ|)
I0(2|λ|)
)2
(3.20)
and
(∆ sinφ)2 = 〈sin2 φ〉−〈sinφ〉2 = 1
2
+
(Reλ)2 − (Imλ)2
2|λ|2
I2(2|λ|)
I0(2|λ|)−
(Reλ)2
|λ|2
(
I1(2|λ|)
I0(2|λ|)
)2
, (3.21)
where I1 and I2 are the first and the second modified Bessel functions of the first kind,
respectively.
Adding (3.20) and (3.21), and comparing with (3.18e) one gets
(∆ cosφ)2 + (∆ sinφ)2 = (∆e−iφ)2 = 1−
(
I1(2|λ|)
I0(2|λ|)
)2
. (3.22)
In particular, from (3.18d), (3.20) and (3.21) for λ = ±1 we have
(∆ cosφ)2 =
1
2
− 1
2
I2(2)
I0(2)
≈ 0.349, (3.23a)
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(∆ sinφ)2 =
1
2
+
1
2
I2(2)
I0(2)
−
(
I1(2)
I0(2)
)2
= (∆n)2 − 1
2
+
1
2
I2(2)
I0(2)
≈ 0.164, (3.23b)
(∆ cosφ)2 + (∆ sinφ)2 = 1−
(
I1(2)
I0(2)
)2
≈ 0.513. (3.23c)
Example 3.3
We consider here the following case
f1(φ) = cosφ, f2(n) = n. (3.24)
Then Eq. (3.2) reads now(
i
∂
∂φ
+ iλ cosφ− µ
)
ψ(φ) = 0, λ ∈ C. (3.25)
The normalized to 1 and satisfying the periodicity condition (3.4) solution of (3.25) is
ψ(φ) =
1√
2πI0(2Reλ)
e−inφe−λ sinφ, µ = n = 0, 1, ... (3.26)
Note that |ψ(φ)|2 = 1
2πI0(2Reλ)
e−2Reλ·sinφ is the von Mises circular distribution.
Then, the solution (3.26) fulfills the condition (2.49) iff∫ π
−π
e−λ sinφe−i(n+k)φdφ = 0, for k = 1, 2, ... (3.27)
As is well known ∫ π
−π
e−λ sinφe−imφdφ = 2πJm(iλ), m = 0, 1, ... (3.28)
where Jm denotes the m-th Bessel function of the first kind. From (3.27) and (3.28) one
infers that ψ(φ) given by (3.26) satisfies the condition (2.49) iff
Jn+k(iλ) = 0, for all k = 1, 2, ... (3.29)
But the system of constraints (3.29) holds true iff λ = 0.
So the only Robertson – Schro¨ndinger and Heisenberg – Robertson intelligent states for
cosφ and n are given by the normalized wave functions ψ(φ) = 1√
2π
e−inφ, n = 0, 1, ..., i.e.
the eigenfunctions of the number operator n̂.
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Then one can easily find that the uncertainty ∆ cosφ in the state ψ(φ) = 1√
2π
e−inφ,
n = 0, 1, ..., is given by
∆ cosφ =
1√
2
(3.30)
and, consequently
(∆n)2 + (∆cosφ)2 =
1
2
. (3.31)
As can be quickly shown, the right hand side of the Trifonov uncertainty relation (2.30)
in our present case vanishes. Thus the formula (3.31) shows immediately that the states
ψ(φ) = 1√
2π
e−inφ, n = 0, 1, ... are not the Trifonov intelligent states and, therefore, there are
no Trifonov intelligent states for cosφ and the photon number n.
Finally, we observe that some conclusions on intelligent states hold true when
f1 = sin φ, f2 = n. (3.32)
IV. THE MINIMUM UNCERTAINTY PRODUCT STATES
In this section we deal with the problem of searching for the states which minimize locally
the product of uncertainties (∆f1)
2 · (∆f2)2. To this end we consider the functional
H[ψ(φ), ψ∗(φ)] := (∆f1)2 · (∆f2)2. (4.1)
Thus our problem reduces to the following isoperimetric variational problem
δH[ψ(φ), ψ∗(φ)] = 0,
∫ π
−π
ψ∗(φ)ψ(φ)dφ = 1. (4.2)
Inserting Eq. (4.1) into Eq. (4.2) and employing Def. (2.28) one easily proves that the
variational problem (4.2) leads to the following equation[
(∆f1)
2 · (δF̂2)† · δF̂2 + (∆f2)2 · (δF̂1)† · δF̂1 − σ
]
ψ(φ) = 0, (4.3)
where σ ∈ R is a Lagrange multiplier. The operators δF̂1 and δF̂2 are defined by Eqs.
(2.20a) and (2.20b), respectively.
Multiplying (4.3) by ψ∗(φ) and integrating we find that
σ = 2(∆f1)
2 · (∆f2)2. (4.4)
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Substituting (4.4) into (4.3) and dividing by (∆f1)
2 6= 0 one finally gets[
(δF̂2)
† · δF̂2 + (∆f2)
2
(∆f1)2
(δF̂1)
† · δF̂1 − 2(∆f2)2
]
ψ(φ) = 0. (4.5)
Eq. (4.5) for Hermitian operators F̂ †1 = F̂1 and F̂
†
2 = F̂2 was previously found by R. Jackiw
[34] and then also analyzed extensively by P. Carruthers and M.M. Nieto [33]. Our Eq. (4.5)
is an obvious generalization of their results on the case of non – hermitian operators.
Now we consider the first important example of the application of Eq. (4.5).
Example 4.1
Here we assume that f1 and f2 are given by (3.12) i.e. f1(φ) = e
−iφ and f2(n) = n. Then
Eq. (4.5) reads now{(
i
∂
∂φ
− 〈n〉
)2
+
(∆n)2
(∆e−iφ)2
(
eiφ − 〈eiφ〉
)(
e−iφ − 〈e−iφ〉
)
− 2(∆n)2
}
ψ(φ) = 0. (4.6)
One should remember that the wave function ψ(φ) must be of the form given by (2.49).
Substituting (2.49) into (4.6) we quickly note that the three following cases should be ana-
lyzed:
(i).
∆n 6= 0, 〈e−iφ〉 6= 0. (4.7)
Here one immediately finds that all coefficients cn in (2.49) vanish, so ψ(φ) = 0.
(ii).
∆n 6= 0, 〈e−iφ〉 = 0. (4.8)
Then (
∆e−iφ
)2
=
∫ π
−π
ψ∗(φ)
(
eiφ − 〈eiφ〉
)(
e−iφ − 〈e−iφ〉
)
ψ(φ)dφ = 1 (4.9)
and Eq. (4.6) reduces to{(
i
∂
∂φ
− 〈n〉
)2
− (∆n)2
}
ψ(φ) = 0. (4.10)
The general normalized to 1 solution of (4.10) satisfying (4.8) and (2.49) reads
ψ(φ) =
1√
4π
eiα
(
e−ikφ + eiβe−iℓφ
)
, (4.11)
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where α, β ∈ R, N ∋ k, ℓ ≥ 0, |ℓ− k| ≥ 2. Straightforward calculations give
〈n〉 = k + ℓ
2
, ∆n =
|ℓ− k|
2
. (4.12)
We will show now that although the wave function (4.11) fulfills Eq. (4.6), the respec-
tive quantum state is not a minimum uncertainty product state. To this end assume
that in (4.11) the natural numbers k and ℓ are chosen so that k < ℓ. Define the
normalized function
ψ′(φ) :=
√
1− εψ(φ) +√ε 1√
2π
e−imφ, (4.13)
where m ∈ N, k < m < ℓ, ε ∈ R, 0 < ε ≤ 1, and ψ(φ) is given by (4.11).
Denoting the uncertainties of the photon number n and the phase function e−iφ for
the state (4.13) by (∆n)′ and (∆e−iφ)′, respectively one easily gets
(∆n)′ 2 =
(
k − ℓ
2
)2
+ ε(k −m)(ℓ−m)− ε2
(
k + ℓ
2
−m
)2
= (∆n) 2 + ε(k −m)(ℓ−m)− ε2(〈n〉 −m)2 < (∆n)2, (4.14a)
(
∆e−iφ
)′2
= 1− ∣∣〈e−iφ〉′∣∣2 ≤ 1 = (∆e−iφ)2, (4.14b)
where
(
∆e−iφ
)2
, ∆n and 〈n〉 are given by (4.9) and (4.12), and 〈e−iφ〉′ :=∫ π
−π e
−iφ|ψ′(φ)|2dφ.
The norm of the difference ψ′ − ψ is given by
‖ψ′ − ψ‖0 := sup
−π≤φ<π
|ψ′(φ)− ψ(φ)| ≤ ∣∣√1− ε− 1∣∣‖ψ‖0 +√ ε
2π
≤ 1−
√
1− ε√
π
+
√
ε
2π
=
√
ε
2π
( √
2ε
1 +
√
1− ε + 1
)
, 0 < ε ≤ 1 (4.15)
and it can be done arbitrarily small by taking ε sufficiently small. Since by (4.14a)
and (4.14b)
(∆n)′ · (∆e−iφ)′ < ∆n ·∆e−iφ, ∀ 0 < ε ≤ 1, (4.16)
the state (4.11) is not a minimum uncertainty product state for n and e−iφ. Note that
taking in (4.13)
m > ℓ + 1 > k + 1 (4.17)
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and putting ε sufficiently small one easily infers from Eqs. (4.14a) and (4.14b) that,
with (4.17) assumed, the relations
(∆n)′ > ∆n, (∆e−iφ)′ = 1
imply
(∆n)′ · (∆e−iφ)′ > ∆n ·∆e−iφ. (4.18)
Therefore, the state (4.11) is also not a maximum uncertainty product state. Remem-
ber that we deal with a local minimum and a local maximum uncertainty product
states.
It remains the last case to be considered
(iii).
∆n = 0. (4.19)
Here of course, ψ(φ) = 1√
2π
e−inφ, n = 0, 1, 2, . . . , 〈n〉 = n, 〈e−iφ〉 = 0, ∆e−iφ = 1 and
∆n ·∆e−iφ = 0.
Thus we get now the (global) minimum uncertainty product states. Summarizing, one
arrives at
Theorem 4.1 The only minimum uncertainty product states for the photon number n and
the phase function e−iφ are the eigenstates |n〉, n = 0, 1, 2, . . . of the photon number operator
n̂.
The states |n〉 are the global minimum uncertainty product states for n and e−iφ.
From this theorem one immediately gets
Corollary 4.1 If |ψ〉, 〈ψ|ψ〉 = 1, is a state different from the eigenstate of n̂, and ∆n
and ∆e−iφ are uncertainties for the number of photons and for the phase function e−iφ
respectively, then in any neighborhood of |ψ〉 (in the sense of the norm ‖ · ‖0) there exists
a state |ψ′〉, 〈ψ′|ψ′〉 = 1, such that the product of uncertainties (∆n)′ and (∆e−iφ)′ is less
than the product of ∆n and ∆e−iφ i.e. (∆n)′ · (∆e−iφ)′ < ∆n ·∆e−iφ.
One can quickly observe that Theorem 4.1 and Corollary 4.1 are also true, mutatis mu-
tandi, for the cases f1 = e
iφ, f1 = cosφ or f1 = sin φ and f2 = n.
The second important example we deal with is
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Example 4.2
Here we look for the minimum uncertainty product states for the quantum phase and the
number of photons.
A careful analysis of Example 2.1 shows that one should consider now the following
isoperimetric variational problem
δ
{∫ π
−π
φ2|ψ(φ)|2dφ ·
∫ π
−π
ψ∗(φ)
(
i
∂
∂φ
− 〈n〉
)2
ψ(φ)dφ
}
= 0, (4.20)
with the constraint
∫ π
−π ψ
∗(φ)ψ(φ)dφ = 1.
Then in the present case the counterpart of Eq. (4.5) reads{(
i
∂
∂φ
− 〈n〉
)2
+
(∆n)2
〈φ2〉 φ
2 − 2(∆n)2
}
ψ(φ) = 0. (4.21)
Substituting
χ(φ) = ei〈n〉φψ(φ) (4.22)
we turn Eq. (4.21) to the form
d2χ(φ)
dφ2
−
[
(∆n)2
〈φ2〉 φ
2 − 2(∆n)2
]
χ(φ) = 0. (4.23)
Assume first that ∆n 6= 0 and define a new variable
z =
(
2∆n√〈φ2〉
)1/2
φ. (4.24)
Then Eq. (4.23) reads
d2χ(z)
dz2
−
(
z2
4
−∆n ·
√
〈φ2〉
)
χ(z) = 0. (4.25)
This is the parabolic cylinder equation [68, 69] and the same equation appears in the
work by D.T. Pegg, S.N. Barnett et al on the minimum uncertainty states of the angular
momentum and the angular position (see [30] Eq. (37)). The general solution of (4.25) is
well known [68] and using formulas (4.22) and (4.23) one gets the general solution of (4.21)
with ∆n 6= 0 as
ψ(φ) = e−i〈n〉φe
− 1
2
∆n√
〈φ2〉
φ2
{
a1 · 1F1
(
1
2
·
[
1
2
−∆n ·
√
〈φ2〉
]
,
1
2
,
∆n√〈φ2〉φ2
)
+a2
√
2∆n√〈φ2〉φ · 1F1
(
1
2
·
[
3
2
−∆n ·
√
〈φ2〉
]
,
3
2
,
∆n√〈φ2〉φ2
)}
, a1, a2 ∈ C, (4.26)
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where 1F1 stands for the confluent hypergeometric function.
In order to find a physically acceptable solution ψ(φ) we must extract from the general
formula (4.26) a function which fulfills the periodicity conditions
ψ(π) = ψ(−π), dψ(π)
dφ
=
dψ(−π)
dφ
(4.27)
and has the Fourier expansion of the form (2.49). Therefore∫ π
−π
ψ(φ)e−ikφdφ = 0, for k = 1, 2, . . . (4.28)
This last condition makes our problem drastically different from the problem stated in [30],
where the minimum uncertainty product states of the angular momentum and the angular
position are studied. Substituting Eq. (4.26) into (4.27) and using the abbreviations
y1(φ) = e
− 1
2
∆n√
〈φ2〉
φ2 · 1F1
(
1
2
·
[
1
2
−∆n ·
√
〈φ2〉
]
,
1
2
,
∆n√〈φ2〉φ2
)
, (4.29a)
y2(φ) = e
− 1
2
∆n√
〈φ2〉
φ2
√
2∆n√〈φ2〉φ · 1F1
(
1
2
·
[
3
2
−∆n ·
√
〈φ2〉
]
,
3
2
,
∆n√〈φ2〉φ2
)
(4.29b)
one gets the following system of equations (remember that y1(−φ) = y1(φ) and y2(−φ) =
−y2(φ))
a2 cos
(〈n〉π) · y2(π) = ia1 sin (〈n〉π) · y1(π), (4.30a)
a1 cos
(〈n〉π) · dy1(π)
dφ
= ia2 sin
(〈n〉π) · dy2(π)
dφ
. (4.30b)
The Wron´ski determinant W (y1(φ), y2(φ)) is given by
W (y1(φ), y2(φ)) = y1(φ)
dy2(φ)
dφ
− y2(φ)dy1(φ)
dφ
= const.
= y1(0)
dy2(0)
dφ
=
(
2∆n√
〈φ2〉
)1/2
. (4.31)
Without any loss of generality we can put a1 real
a∗1 = a1. (4.32)
Assuming that the wave function ψ(φ) given by (4.26) is normalized to 1, and taking into
account Eqs. (4.29a), (4.29b) and (4.32) one quickly finds
〈n〉 =
∫ π
−π
ψ∗(φ)i
∂
∂φ
ψ(φ)dφ = 〈n〉+ i
∫ π
−π
a1 ·
(
a2y1(φ)
dy2(φ)
dφ
+ a∗2y2(φ)
dy1(φ)
dφ
)
dφ. (4.33)
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Hence
a1 ·
∫ π
−π
(
a2y1(φ)
dy2(φ)
dφ
+ a∗2y2(φ)
dy1(φ)
dφ
)
dφ = 0. (4.34)
Multiplying the Wron´skian (4.31) by a1a2, integrating out over dφ and comparing with Eq.
(4.34) we get
a1 ·
∫ π
−π
(a2 + a
∗
2)y2(φ)
dy1(φ)
dφ
dφ = −2πa1a2
(
2∆n√〈φ2〉
)1/2
. (4.35)
Hence, the product a1a2 is a real number. Concluding, without any loss of generality one
can put the coefficients a1 and a2 real i.e.
χ∗(φ) = χ(φ) (4.36)
with χ(φ) defined by (4.22).
Then returning to the periodicity conditions (4.30a), (4.30b) we easily realize that the
analysis of these conditions splits into three cases:
(i). a1y1(π) = 0 = a2y2(π) and a1
dy1(π)
dφ
= 0 = a2
dy2(π)
dφ
,
(ii). sin(〈n〉π) = 0, a2y2(π) = 0 and a1 dy1(π)dφ = 0,
(iii). cos(〈n〉π) = 0, a1y1(π) = 0 and a2 dy2(π)dφ = 0.
Consider the case (i). Here one immediately infers that from the theorem on existence
and uniqueness of a solution of the initial value problem for Eq. (4.23) it follows that the
unique solution of this equation fulfilling the conditions posed in (i) is χ(φ) = 0. So ψ(φ) is
also equal to zero and such a wave function does not represent any quantum state.
In the case (ii) we find that 〈n〉 = N , N = 0, 1, 2, . . . . Hence ψ(φ) = e−iNφχ(φ),
N = 0, 1, 2, . . . Inserting this ψ(φ) into (4.28), taking then the complex conjugate of both
sides and employing (4.36) one obtains∫ π
−π
χ(φ)ei(N+k)φdφ =
∫ π
−π
ψ(φ)ei(2N+k)φdφ = 0, k = 1, 2, . . . (4.37)
Finally, by (4.28) and (4.37) we conclude that in the case (ii) the respective wave function
must be of the form
ψ(φ) =
1√
2π
2N∑
n=0
cne
−inφ. (4.38)
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Substituting (4.38) into Eq. (4.21), taking the first and then the second derivative of
both sides and comparing the values of left hand sides at φ = π and φ = −π one gets that
if ∆n 6= 0 then
ψ(π) = 0 and
dψ(π)
dφ
= 0. (4.39)
Consequently, as in the preceding case (i), by the uniqueness of the solution of the initial
value problem for Eq. (4.21), the only solution for the case (ii) is ψ(φ) = 0. Finally, in the
case (iii) one has 〈n〉 = N + 1
2
, N = 0, 1, 2, . . . So ψ(φ) = e−iNφe−
i
2
φχ(φ). Inserting this
wave function into (4.28) and taking the complex conjugate of the integral obtained, using
also (4.36) we get∫ π
−π
χ(φ)eiNφe
i
2
φeikφdφ =
∫ π
−π
ψ(φ)ei(2N+1+k)φdφ = 0, k = 1, 2, . . . (4.40)
From (4.28) and (4.40) it follows that in the case (iii) the wave function is of the form
ψ(φ) =
1√
2π
2N+1∑
n=0
cne
−inφ. (4.41)
Consequently, the analogous arguments as in the case (ii) lead to the conclusion that the
only solution of the case (iii) is ψ(φ) = 0.
Gathering our rather long discussion we find that: there is no minimum uncertainty
product state for the quantum phase and the number of photons if ∆n 6= 0. Thus one arrives
at the following
Theorem 4.2 The only minimum uncertainty product states for the quantum phase and
the number of photons are the eigenstates |n〉, n = 0, 1, . . . , of the photon number operator
n̂.
The eigenstates |n〉 are the global minimum uncertainty product states for the quantum
phase and the number of photons.
From this theorem we get an important
Corollary 4.2 Let |ψ〉, 〈ψ|ψ〉 = 1, be any state which is not an eigenstate of the photon
number operator n̂, i.e. ∆n 6= 0 and let the product of uncertainties ∆n and ∆˜φ in |ψ〉 be
∆n · ∆˜φ = b. Then in any neighborhood of |ψ〉 there exists a state |ψ′〉, 〈ψ′|ψ′〉 = 1, such
that the product of uncertainties (∆n)′ and (∆˜φ)′ in |ψ′〉 is less than b i.e. (∆n)′ · (∆˜φ)′ <
∆n · ∆˜φ = b.
(For the definition of ∆˜φ see Example 2.1).
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V. THE MINIMUM UNCERTAINTY SUM STATES
In this section we are going to find the states which minimize locally the sum of uncer-
tainties (∆f1)
2 + (∆f2)
2. This problem reduces to the isoperimetric variational problem
δG[ψ(φ), ψ∗(φ)] = 0,
∫ π
−π
ψ∗(φ)ψ(φ)dφ = 1,
where
G[ψ(φ), ψ∗(φ)] = (∆f1)2 + (∆f2)2
=
∫ π
−π
(
δF̂1ψ(φ)
)∗
δF̂1ψ(φ)dφ+
∫ π
−π
(
δF̂2ψ(φ)
)∗
δF̂2.ψ(φ)dφ, (5.1)
It leads to the following equation[
(δF̂1)
†δF̂1 + (δF̂2)†δF̂2 − τ
]
ψ(φ) = 0, (5.2)
where τ ∈ R is a Lagrange multiplier. Multiplying (5.2) by ψ∗(φ) and integrating over dφ
we obtain that τ = (∆f1)
2 + (∆f2)
2. Finally, Eq. (5.2) reads{
(δF̂1)
†δF̂1 + (δF̂2)†δF̂2 −
[
(∆f1)
2 + (∆f2)
2
]}
ψ(φ) = 0. (5.3)
Note that for ∆f1 = ∆f2 Eqs. (4.5) and (5.3) are equivalent.
As the first example we consider
Example 5.1
Here we take f1 = f1(φ) = e
−iφ and f2 = f2(n) = n.
Then Eq. (5.3) gives now{(
i
∂
∂φ
− 〈n〉
)2
− 〈eiφ〉e−iφ − 〈e−iφ〉eiφ + (2〈eiφ〉〈e−iφ〉− (∆n)2)}ψ(φ) = 0. (5.4)
Assume that ∆n 6= 0. Then one quickly shows that the results of our considerations done in
(i) and (ii) of Example 4.1 hold true if we change the ‘product of uncertainties’ to the ‘sum
of uncertainties’. Thus, for example, one should change (4.16) to
(∆n)′2 + (∆e−iφ)′2 < (∆n)2 + (∆e−iφ)2 (5.5)
and (4.18) to
(∆n)′2 + (∆e−iφ)′2 > (∆n)2 + (∆e−iφ)2. (5.6)
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It remains only to study the case when ∆n = 0. Now we have of course ψ(φ) = 1√
2π
e−inφ,
n = 0, 1, . . . , 〈n〉 = n, 〈e−iφ〉 = 0 and ∆e−iφ = 1. So
(∆n)2 + (∆e−iφ)2 = 1. (5.7)
The question is, if the states ψ(φ) = 1√
2π
e−inφ, n = 0, 1, . . . , are really the minimum uncer-
tainty sum states for the phase functione−iφ and the number of photons.
To answer this question let us consider the following state
ψ′′(φ) :=
1√
2π
(√
1− εe−inφ +√εe−i(n+1)φ
)
, 0 < ε < 1. (5.8)
Simple calculations lead to the following results
(∆n)′′2 = ε · (1− ε), (5.9a)
〈
e−iφ
〉′′
=
√
ε · (1− ε), (5.9b)
(
∆e−iφ
)′′2
= 1− ∣∣〈e−iφ〉′′∣∣2 = 1− ε · (1− ε). (5.9c)
Hence
(∆n)′′2 +
(
∆e−iφ
)′′2
= 1, (5.10)
as in (5.7). However, the function (5.8) does not satisfy Eq. (5.4) for any 0 < ε < 1.
Therefore the state ψ′′(φ) given by (5.8) is not a (local) minimum uncertainty sum state.
On the other hand limε→0 ψ′′(φ) = 1√2πe
−inφ and the sum (5.10) of uncertainties for ψ′′(φ)
is equal to the sum (5.7) of the uncertainties for ψ(φ) = 1√
2π
e−inφ. Since the state ψ′′(φ) is
not a minimum uncertainty sum state, for any 0 < ε < 1 in an arbitrary neighborhood of
ψ′′(φ) (in the sense of the norm ‖ · ‖0) there exists a state such that the respective sum of
uncertainties is less than 1. Consequently, in any neighborhood of the state ψ(φ) = 1√
2π
e−inφ
lies a state for which this sum is less than that given in (5.7) i.e. 1. This means that the
states ψ(φ) = 1√
2π
e−inφ, n = 0, 1, . . . are not the minimum uncertainty sum states.
Gathering the results obtained in the present example one arrives at the conclusion.
Theorem 5.1 There are no minimum uncertainty sum states for the phase function e−iφ
and the number of photons n.
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It is an easy matter to show that the analogous theorems hold true in the cases of phase
functions eiφ, cosφ or sin φ and the number of photons n.
Theorem 5.1 leads immediately to the following
Corollary 5.1 Let |ψ〉, 〈ψ|ψ〉 = 1, be any state, and let ∆n and ∆e−iφ are the uncertainties
of the number of photons n and the phase function e−iφ, respectively in |ψ〉. Then in any
neighborhood of |ψ〉 (in the sense of the norm ‖ · ‖0) there exists a state |ψ′〉, 〈ψ′|ψ′〉 = 1,
such that (∆n)′ 2 + (∆e−iφ)′ 2 < (∆n)2 + (∆e−iφ)2, where (∆n)′ and (∆e−iφ)′ stand for the
respective uncertainties in |ψ′〉.
The same holds true in the cases of phase functions eiφ, cosφ or sin φ and the number of
photons n.
We end the considerations of this section with an important
Example 5.2
We are looking now for the minimum uncertainty sum states for the quantum phase and the
number of photons.
Employing the results of Examples 2.1 and 4.2 one finds that in the present case Eq.
(5.3) reads {(
i
∂
∂φ
− 〈n〉
)2
+ φ2 −
[
〈φ2〉+ (∆n)2
]}
ψ(φ) = 0. (5.11)
We quickly recognize that Eq. (5.11) can be obtained from (4.21) by substitutions (∆n)
2
〈φ2〉 → 1
and 2(∆n)2 → 〈φ2〉 + (∆n)2. So we define χ(φ) as in (4.22) and, according to (4.24), the
variable
x =
√
2φ. (5.12)
Then Eq. (5.11) reduces to the parabolic cylinder equation analogous to (4.25)
d2χ(x)
dx2
−
(
x2
4
− 〈φ
2〉+ (∆n)2
2
)
χ(x) = 0. (5.13)
Finally, the general solution of Eq. (5.11) reads (compare with (4.26))
ψ(φ) = e−i〈n〉φe−
1
2
φ2
{
a1 · 1F1
(
1
2
·
[
1
2
− 〈φ
2〉+ (∆n)2
2
]
,
1
2
, φ2
)
+a2
√
2φ · 1F1
(
1
2
·
[
3
2
− 〈φ
2〉+ (∆n)2
2
]
,
3
2
, φ2
)}
, a1, a2 ∈ C. (5.14)
The further analysis is, mutatis mutandi the same as in Example 4.2. Thus one arrives at
the following
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Theorem 5.2 There is no minimum uncertainty sum state for the quantum phase and the
number of photons.
From this theorem we get also an important
Corollary 5.2 For any state |ψ〉, 〈ψ|ψ〉 = 1, and for any neighbourhood of |ψ〉 (in the
sense of the norm ‖ · ‖0) there exists a state |ψ′〉, 〈ψ′|ψ′〉 = 1, such that (∆n)′ 2 + (∆˜φ)′ 2 <
(∆n)2 + (∆˜φ)2.
VI. CONCLUDING REMARKS
Comparing our results with the ones concerning intelligent states and the minimum uncer-
tainty product or sum states for the angular momentum and the angular position [30, 70, 71]
one quickly notes that most of the states, which have been found in those papers and which
play an important role in quantum mechanics on the circle, are not admitted in quantum
optics. Of course, the reason of this lies in the fact that, in contrast to angular momentum
Lz of the particle on the circle, which can assume values Lz = 0,±~,±2~, . . . , the number
of photons n can be only a natural number n = 0, 1, 2, . . . . So in quantum optics the wave
function ψ(φ) must satisfy the condition (2.49) which, as we have seen in the present paper,
is highly restrictive. In particular one can see this from Theorems 2.1 and 4.2 which prove
that the only number phase Robertson – Schro¨dinger and Heisenberg – Robertson intelligent
states are the eigenstates |n〉, n = 0, 1, 2 . . . of the photon number operator n̂ and the same
states are also the only minimum uncertainty product states for the quantum phase and the
number of photons. We can succinctly state that the photon is intelligent.
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