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Zusammenfassung
Koha¨rente Materiewellen in Oberfla¨chenna¨he
Neutrale Atome ko¨nnen in der Na¨he von Atomchips auf mikroskopischer Skala
gefangen und manipuliert werden. Ein Teil dieser Arbeit bescha¨ftigt sich mit der
Entwicklung und dem Test mikroskopischer atomoptischer Elemente. Ein rich-
tungsunabha¨ngiger Materiewellenleiter und neuartige magneto-elektrische Poten-
tiale werden experimentell mit kalten thermischen Lithiumatomen untersucht.
Wa¨hrend des Aufbaus einer neuen Apparatur fu¨r ultrakalte Rubidiumatome
wurde ein neuer Typ einer integrierten magneto-optischen Falle fu¨r die verein-
fachte Produktion von Bose-Einstein Kondensaten (BEC) in Oberfla¨chenna¨he
implementiert. Der Einfluss von Oberfla¨chen-Sto¨rpotentialen auf BECs wird un-
tersucht. Eine Verringerung sto¨render Effekte um zwei Gro¨ßenordnungen fu¨r
lithographische im Gegensatz zu galvanischer Chipfabrikation wurde gemessen.
Der Einfluss thermisch induzierten Stromrauschens auf die koha¨rente Evolution
von Materiewellen in der Na¨he der Oberfla¨che wird theoretisch untersucht und
erste experimentelle Ergebnisse werden pra¨sentiert.
Abstract
Coherent matter waves near surfaces
Neutral atoms can be trapped and manipulated on microscopic scales near sur-
faces of atom chips. The work covered by this thesis includes the development
and test of microscopic atom optical tools. An omni-directional magnetic matter
wave guide and novel types of magneto-electric trapping potentials are investi-
gated experimentally with cold thermal lithium atoms.
During the construction of a new setup working with ultracold rubidium atoms,
a novel type of integrated magneto-optical trap for a simplified production of
Bose-Einstein condensates (BEC) near surfaces was implemented. The influence
of surface disorder potentials on BECs is studied. A reduction of disturbing
effects by two orders of magnitude for a lithographic fabrication process over
electroplating is found. The impact of thermal current noise on the coherent
evolution of matter waves near surfaces is investigated theoretically and initial
experimental results are presented.
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1 Introduction
Modern physics has come a long way since Max Planck introduced his quantum
hypothesis in 1900 [161]. Today, the preparations for the centennial of the annus
mirabilis 1905 are in full bloom. During this single year, Albert Einstein initiated
and promoted the development of modern physics in the diverse areas of Brownian
motion [55], special relativity [57], and quantum theory [56].
The consequences of relativity are spectacular and in the public Einstein is prob-
ably best known for this conception. But the implications and applications of
quantum mechanics are driving today’s technology and research more than any
other modern scientific theory.
Soon after its mathematical formulation [87, 176], the interpretation problems
of quantum theory were expounded, in particular after the famous paper by
Einstein, Podolsky, and Rosen was published in 1935 [58]. The role of experiments
– at that time still gedanken-experiments – elucidating the nature of the new
theory was crucial. The most noted protagonists of the debate on issues like
locality of actions and completeness of the theory were Albert Einstein and Niels
Bohr [194].
It was not until 1964 that John Bell realized that some of the unresolved aca-
demic questions regarding the interpretation of quantum mechanics can actually
be put to a decisive experimental test [16, 17]. Soon after, experiments – now in
the laboratories – showed that Bell’s inequalities can indeed be violated. The im-
plication of the new results, namely the falsification of local realistic theories, was
so severe and so much against the intuition of classical physics that experimental
‘loopholes’ are continued to be eliminated until today [103].
The availability of sophisticated laser technology and the fast development of
quantum optics during the 1980s and early 1990s led to a whole sequence of
physical implementations of former gedanken-experiments. The often cited tele-
portation of photons is a typical example [18, 23].
Again it were the rapid advances in technology and experimental research that
initiated the drive towards actually applying quantum mechanisms to the devel-
opment of usable devices rather than the mere understanding of the theory. This
does not mean a discontinuation of investigations in fundamental issues. On the
contrary, fundamental research and applied science mutually profit from this new
trend.
Today, a high level of control over complex quantum systems in very different
physical systems is possible. This is true for condensed matter systems as well
as in quantum optics. Examples are molecules in liquid solutions that are used
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for basic quantum computing by nuclear magnetic resonance (NMR) techniques
[39] and commercially available quantum cryptography devices based on single
photons [135].
Neutral atoms have specific properties that make them interesting objects for a
controlled manipulation on the quantum level. On the one hand, the natural
coupling to the uncontrolled environment is weak, on the other hand, quantum
optics techniques are well developed in a way that provides precise manipulation
handles. In particular, the invention of the magneto-optical trap (MOT) [163]
has made it possible to cool atoms to ultra-low temperatures. After only a few
years this led to the first demonstration of Bose-Einstein condensation (BEC) [1,
41, 24], a phenomenon that had been predicted 70 years before [22]. The regime
of quantum degenerate gases when defined quantum states are macroscopically
populated is one of the major research field in today’s quantum optics. In this
domain, it is even possible to manipulate the inter-particle interaction at will,
for example by means of Feshbach resonances [105]. The controlled formation
of cold molecules, even molecular BECs [104, 72] and the currently intensively
studied crossover between the superfluid BCS (Bardeen-Cooper-Schrieffer) state
and BEC [10, 99, 14] are an outcome of these fascinating possibilities.
The degree of control achievable in cold atomic systems allows to consider the
ideas of quantum information processing (QIP). Here, individual quantum sys-
tems carry information in their quantum state. The information is processed
by entangling these systems in a controlled way and by finally observing the
outcome of the quantum evolution. Originally, the discovery of specific efficient
quantum algorithms impossible to implement on classical computers initiated fo-
cussed research in this direction [50, 178, 76]. However, the true significance of
QIP, at least in the near future, will be the possibility of the simulation of one
(undecoded) quantum system by another. The observation of the Mott insulator
transition in a quantum gas [71] and the indications of a successful formation of
a degenerate Fermi gas in the superfluid BCS-phase [99, 14] are two examples.
The approach of this thesis is to combine the well established and still advancing
techniques of atom optics with today’s highly developed microfabrication tech-
niques to form matter wave devices that are capable to control complex atomic
quantum systems on a microscopic level. Such atom chips have the potential to
be as successful as integrated microscopic devices are in electronics and photonics.
The goal of the atom chip concept is to form a single integrated device based on
various types of manipulation handles that would provide control on the single
particle level. This can then be used to build up controlled complex systems by
gradually increasing the number of particles. On the other hand, one can start
with complex quantum systems like ensembles of (fermionic or bosonic) quantum
gases and gradually gain control over ever smaller subsystems. We have reviewed
the concepts and the status of research in this new field in [62, 121].
Based on earlier experiments with simple magnetic wire guides for cold thermal
atoms [48, 46], we started to build and experimentally test the first atom chips
3during my diploma thesis [61, 116]. I continued to participate in the further
development of the atom chip tool box as a PhD student. Initially, I focussed
on conceptualizing and experimentally testing new manipulation tools. The de-
veloped concepts and their experimental trial are discussed in chapter 2. These
experiments were performed with a 7Li apparatus. The newly developed mecha-
nisms include an omnidirectional atom guide [133, 28] and the first realization of
a combined magneto-electric trapping potential [119].
Later, we started to build a new setup working with 87Rb atoms. During the past
two years, we have been able to devise a simplified procedure to produce BECs
[197] (chapter 3). The routinely available condensates rendered experiments very
close to the surface of atom chips possible.
In order to exhaust the full capabilities of micromanipulation of atoms, it is
inevitable to be able to approach the surface of an atom chip to ∼ 1µm or less.
Only at such distances complex potentials can be formed with micron resolution
which in turn is necessary in order to realize quantum operation such as atom-
atom entanglement by controlled inter-atomic collisions [184]. Consequently, it
has been attempted to approach the surfaces of atom chips to as small as possible
distances. On this path, a number of potentially disturbing mechanisms have to
be controlled. The mechanisms are on the one hand static deviations from the
designed manipulation potentials caused by fabrication imperfections. On the
other hand, noisy potentials can lead to unwanted coupling of the atoms to the
surface of the atom chip.
These issues are addressed in this thesis. Chapter 3 deals with static disor-
der potentials. We have been able to reduce unwanted effects by two orders of
magnitude with respect to previous experiments performed in other groups. In
the course, it has turned out that BECs can actually be used as ultra-sensitive
microscopic probe of subtle disorder effects.
Chapter 4 covers theoretical investigations of the influence of noisy potentials on
the controlled quantum evolution near surfaces and our first experimental tests.
This thesis concludes with an outlook (chapter 5) where some of the possible
paths of future experiments are highlighted and some preliminary results are
discussed.

2 Tools for matter wave
manipulation near surfaces
The flexibility and the great variety of possibilities of atom manipulation near
surfaces have been advertised in the introduction. Some of the tools that may
be used for the manipulation of neutral atoms are introduced in this chapter.
A number of examples of experimental implementations will be given. These
experiments with cold thermal atoms were performed in order to understand and
test the devices that were later employed in the experiments with matter waves
near surfaces. In most cases the apparatus was a bosonic lithium magneto-optical
trap (MOT) setup (appendix A) as described in detail in [45, 35].
The chapter starts with some general comments about parameter ranges of mi-
crotrap experiments and performance criteria for the the atom chips (Sect. 2.1)
and their fabrication which is described in Sects. 2.2 and 2.3. The design of
microscopic atom-optical tools based on magnetic and electrostatic fields and ex-
amples of test experiments will be given in the last two sections of the chapter
(Sects. 2.4 and 2.5).
2.1 Cold atoms in microtraps
Out of the many possibilities for the choice of a physical implementation of a
controllable quantum system, neutral atoms have two distinct advantages: The
absence of electric charge minimizes unwanted coupling to the environment to
higher order effects. On the other hand, the internal structure with its sharp line
spectrum provides natural handles for purposeful manipulation.
External electromagnetic fields are used to manipulate the atoms through differ-
ent interaction mechanisms. The interactions applied can be dynamic or static
magnetic, electric, or light fields or combinations thereof. The various coupling
strengths and practical limits for maximal field strengths set the energy scales of
the associated potentials.
Magnetic fields couple to the magnetic moment of a neutral atom given by its total
angular momentum. The order of magnitude of the coupling strength is given
by the Bohr magneton µB = 9.27× 10−24J/T= h× 1.4MHz/G= kB × 67µK/G.
Consequently, field variations of tens of Gauss allow to confine atomic samples of
temperatures of ∼ 1mK and below.
The coupling of neutral atoms to electric fields is in general much weaker since
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it is only a second order effect. The induced dipole of the atom is drawn to-
wards increasing external electric fields. Typical polarizabilities of alkali atoms
are on the order of α = 4pi0×50A˚3 ≈ kB×400µK/(V/µm)2 (87Rb). This means
that even for the manipulation of cold atoms (T ∼ 100µK), relatively large field
variations are necessary. Very high voltages can only be avoided if the distances
between electrodes are reduced to microscopic scales. Unlike magnetic potentials,
the ultimate depth of electrostatic potentials is limited since the maximally pos-
sible field is determined by material breakthrough fields (typically on the order
of several tens of V/µm).
While the coupling to magnetic and electric fields leads to conservative potentials
for the atom, light fields exert both conservative and dissipative forces. The
dissipative scattering force dominates at near resonant light frequencies. The
operation principle of laser cooling in magneto-optical traps (MOT) and sub-
Doppler molasses cooling as applied in the experiments presented here is based
on this force. With these techniques, the temperature scales given above are
routinely reached within typically 10s for ensembles of ∼ 108 atoms. Thus cold
atom clouds or fractions thereof can directly be loaded to potentials based on
magnetic and electric fields. The loading efficiencies will in general depend on
the phase space volume of the original atom cloud and on the overlap with the
bound states in the trapping potential (mode matching).
For large detuning δ of the light field relative to an atomic resonance (δ  Γ,Ω; Γ
is the line width of the atomic transition, Ω is the Rabi frequency characterizing
the atom field coupling), the other part of the light force, the conservative dipole
force, dominates. The strength of dipole potentials is given by the ratio I/δ (I
is the light field intensity). For a controlled manipulation of atoms, a reduced
spontaneous photon scattering is desirable which limits the minimally usable δ.
The value of this limit depends on the specific experimental situation. Typically,
accessible laser intensities lead to potential variations on the order of kB×mK
which again allows an efficient transfer of laser cooled atoms to optical dipole
traps [73]. An important feature of confining optical dipole potentials is that they
are independent of the magnetic substate of the atom unlike magnetic traps.
Macroscopic implementations of these types of potentials are routinely used as
atom-optical tools. For example, Bose-Einstein condensates (BEC) have been
formed in magnetic [1, 41, 24] and optical [13] traps. Quantum manipulation on
the single or few atom level, however, requires a confinement on a much smaller
scale that should be on the order of µm or below [184]. This implies that the
fields have to be varied on the same length scale. The field producing components
thus have to be structured with a (sub)micron resolution, and the atoms have
to be brought similarly close to these structures. Such demands can be met if
microfabricated devices, atom chips, are used.
In the remainder of this chapter, the properties of atom chips utilizing magnetic
and electric potentials, their fabrication, and implementations of microscopic
atom-optical tools will be discussed in more detail. Optical atom chips have been
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developed elsewhere [21] and a future combination of optical, magnetic, and elec-
tric micropotentials promises to further enrich the range of possible experiments.
2.2 Fabrication of atom chips
As mentioned above, the full range of capabilities of atom manipulation in mi-
crotraps becomes available only if potentials with a high spatial resolution can
be realized. In order to study and exploit effects like tunnelling and inter-trap
atom-atom coupling, for example, it is therefore necessary to design structures
with sizes of a few microns and below. Microstructures also facilitate extreme
trap gradients and frequencies (up to MHz) and the implementation of highly
anisotropic trapping potentials (aspect ratios > 104) for investigations of atoms
in (quasi) one- or two-dimensional environments [150, 157] (Sect. 5.1).
Technical advantages of substrate mounted microstructures include robustness
and alignment of potentials by construction, scalability of the fabrication to mul-
tiple similar or equal structures, high degree of achievable structure complexity,
and large tolerated current densities (Sect. 2.3).
From the theoretical considerations presented in chapters 3 and 4 two important
conclusions are drawn.
One concern is the extreme sensitivity of ultracold atoms to small disorder poten-
tials that occur in addition to the confining trapping and guiding potentials. Such
potentials have been shown to be derivable from wire edge roughness [190, 60].
Extreme care has to be taken to reduce all wire roughness, not only at the edges
but also in the bulk metal since conductivity fluctuations may also lead to un-
wanted disorder fields (Sect. 3.2).
The other important issue is the rapid increase of loss, heating, and decoherence
rates as the surface is approached (Sect. 4.1). Since these rates depend on the re-
sistance of the potential creating structure, the tolerated current densities should
be as high as possible. This will not only allow to reduce the amount of metal
used but also more extreme trap parameters can be reached [62] 4.2.
In principle, standard lithographical microchip production techniques may be
applied to fabricate atom chips. There are, however, a number of peculiarities
that necessitate to customize the process where sometimes machine parameters
have to be pushed to their limits as will be discussed in detail in [74].
Our process (Fig. 2.1) starts with cleaning the substrate sample that is cut from
a semiconductor (Si or GaAs) or dielectric wafer (sapphire or alumina). The
semiconductor wafers are factory covered with a thin passivation layer (typically
SiO2) of 17.5–500nm thickness. A layer of image reversal photoresist is then
centrifugally spun onto the surface. For some experiments in which large trapping
volumes are more important than small scale potentials with high gradients, the
wire current is more important than the current density (Sect. 2.4.2). In these
cases it is desirable to fabricate thick metal layers and, deviating from standard
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Figure 2.1: Schematic overview of the fabrication process (see text).
processes, also a thick photoresist layer is needed for the lithography. This is
achieved by the use of a special photoresist that can be spun onto the surface
at low rotation speeds. After exposing the chip to a pulse (0.9s) of ultraviolet
light through an electron beam patterned mask and a standard development
procedure, only a few lines of photoresist located at the future gaps in the metal
layer remain.
The next step of evaporating metal (a 3-30nm tall titanium adhesion layer and an
up to 5µm tall gold layer), is critical regarding the bulk and edge quality of the
wires. Here, the relevant parameters (source–sample distance, evaporation speed,
substrate temperature) have to be carefully controlled to obtain the smoothest
structures possible. Finally, the remainder of photoresist is removed together with
its metal cover, leaving a smooth gold mirror with fine gaps defining the wire and
electrode structures on the chip. In some cases, the lithography was repeated
with a second mask in order to increase the wire thickness even further. This
technique is particular useful if structures of different sizes are to be integrated on
a single chip because smaller features can simply be left out on the second mask.
All the experiments presented in chapters 3 and 4 used such a double–layer chip.
It should be noted, however, that the surface quality of the second (top) layer
turns out be be slightly deteriorated with respect to the first (bottom) layer. This
is clearly visible by the increased amount of laser light scattered off the double
layer part of the chip.
Fig. 2.2 shows microscope images of typical details of our atom chips during and
after the fabrication. The smoothness of the wires clearly exceeds that achieved
in electro-chemical processes such as electroplating [51, 64, 130].
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Figure 2.2: Microscope images of chip details during and after the fabrication. A: Scanning
electron microscope (SEM) picture of the resist structure. Here, its thickness is 4.5µm, the
undercut is 0.6µm. This slightly trapezoid form may lead to slightly thinner wires than intended
in the chip design. B: Light microscope image of a detail of a fully fabricated chip. The gold
wires have widths of 1, 5, and 10µm. C: SEM image of wire edges. In this case, two wires were
fabricated on top of each other in a two-layer process. Hence two steps are visible. D: SEM
image of a rare defect in a wire edge. Typically, edge and surface roughness are both < 100nm.
E: Atomic force microscope (AFM) image of the gold surface. The grain size is 50–80nm. F:
For comparison, an electroplated wire exhibits roughness on a much larger scale (SEM image).
G: Top view of the edge of the same wire. F and G taken from [60].
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2.3 Thermal properties
The earlier atom chip experiments were mainly meant to demonstrate the ca-
pability of atom chips to form complex manipulation potentials for atoms. In
this case, it was often preferable to use large currents and fairly large distances
from the surface to achieve large trapping volumes. This allows to capture many
atoms and thus enhance signal to noise ratios in the demonstration experiments.
As discussed earlier, the full scope of experiments at the quantum level becomes
only accessible in steep potentials near the surface. As electric fields are mainly
used to alter magnetic potentials, reaching the necessary voltages on the chips
turns out to be not problematic. Even thermal atoms (T ∼ 100µK) have been
manipulated at fairly large (50µm) surface distances (Sect. 2.5) without relevant
hardware limitations on the voltages. Colder atoms at lower distances are af-
fected already by much lower voltages. Magnetic potentials are more critical: the
relevant parameter here is the maximal current density j because the relevant
trapping parameters scale with j (Sect. 2.4.2). In the following, the limitations
of the maximal current density are discussed.
Substrate mounted wires (height H and width W ) tolerate much larger current
densities j = I/WH than free standing wires. The heat deposited due to ohmic
power dissipation P = RI2 when a current I flows through a wire with resis-
tance R is removed mainly through heat conduction to the substrate. Thus, the
temperature rise and eventually the destruction limit of a wire not only depends
on j during a current pulse of a certain duration τ but also on geometrical and
material parameters of the assembly, i.e. heat conductivity λ and heat capacities
(per volume) CV ;w and CV ;s of the wire and the substrate, respectively.
Typically the heat source (the wire) is separated from the thermally fairly well
conducting substrate by a thin electrical and at the same time thermal insulation
layer. This structure leads to two heat removal mechanisms on very different
time scales.
The first process is the heat flow from the wire to the substrate through the
insulation layer. In a one dimensional model, the timescale of this process is
given by
τfast =
CV ;wH
k −Hj2αρ (2.1)
where k is the thermal conductance through the isolation layer, ρ the resistivity of
the conducting material, and α the relative increase of ρ per unit of temperature
change. For typical parameters of our chips, τfast is on the order of 1µs. Compared
to timescales in microtrap experiments this time is so short that the temperature
difference between wire and substrate
∆T (t) =
Hj2ρ
k −Hj2αρ(1− e
−t/τfast) (2.2)
saturates practically instantaneously.
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The heat transport in the substrate is much slower: In a two dimensional model,
a pointlike heat source is assumed on the surface a half space substrate. The
temperature increase at this point is then given by the incomplete Γ function
Ts(t) =
ρIj
2piλ
Γ
(
0,
CV ;sW
2
4pi2λt
)
≈ ρIj
2piλ
ln
(
4pi2λ
CV ;sW 2
t
)
. (2.3)
Here, the (small) temperature dependence of the resistivity is neglected. The
logarithmic approximation is valid in the long time limit (for typical parameters
already after ∼ 10µs).
These two models reproduce the results obtained in a two-dimensional numerical
calculation as long as the substrate can be treated as a heat sink. After a certain
time (typically 100ms–1s), the heat transport out of the substrate has to be
taken into account. At this stage, the heat transport along the direction parallel
to the wire starts to play a role, too. In this case, the two-dimensional numerical
calculation has to be modified to predict the wire heating quantitatively. The
relevant timescale for the transport out of the substrate to become important is
given mainly by the heat capacity of the substrate. A proper correction to the
two-dimensional model can therefore be applied by altering the substrate size to
match the three-dimensional wire to substrate volume ratio.
Figure 2.3 shows a comparison between the simple model outlined above, a cor-
rected two-dimensional numerical calculation1 for a realistic setup, and experi-
mental data that was obtained in an extensive series of test experiments. For
these measurements, we designed a special chip design containing a number of
2mm long wires of widths ranging between 2 and 100µm. This mask was used to
fabricate test chips on various wafers with different substrate materials (sapphire,
GaAs, Si) and different isolation layer (SiO2) thicknesses (0, 25, and 500nm) be-
tween substrate and gold wires. After mounting the chip on a holder similar to
the ones used in the regular experiments, current pulses of varying current and
duration were applied to the wires and the increase in voltage drop was recorded.
The change in resistance is a measure of the temperature of the wire.
The most important results of the test measurements are summarized in [75]. In
general, the experimental data confirms the model [75, 74], and some important
conclusions for (future) chip designs can be drawn from our model and the test
measurements:
The main parameter for optimization is the maximal current density jmax that is
supported by wires with small cross sections since this will allow to form steep
traps with high spatial resolution. For sufficiently small j  √k/Hαρ, the
saturated temperature difference between substrate and wire (Eq. 2.2) simplifies
to
∆T =
Hρ
k
j2. (2.4)
1The heat equation was numerically integrated with the generic partial differential equation
solver FEMLab that is based on a finite element method.
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Figure 2.3: Temperature development of a 5µm wide, 1.5µm tall wire mounted on a 700µm
thick Silicon substrate with a 500nm SiO2 isolation layer. The colored thick curves show the
measured resistances (normalized to the cold resistance) for 600mA, 500mA, and 300mA current
pulses (top to bottom, blue, red, and green curves, respectively). In one case (500mA) also the
theoretical predictions are shown. The initial fast temperature increase (dashed-dotted curve)
happens on a µs timescale that was not resolved in the measurements. The analytically solvable
model for the heat transport through the substrate (dashed curve) holds only as long as the
approximation of a half space substrate is valid (for ∼100ms). If a two-dimensional numerical
calculation is modified to correct for the finite heat capacity of the substrate, it reproduces the
measurements to a high numerical accuracy. In the comparison between theory and experiment
no fitting parameters were used.
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Figure 2.4: The maximal current density jmax supported by a wire is ultimately limited by
the temperature dependent growth of resistivity at high j. (left) According to Eq. 2.5, the
temperature rise saturates rapidly for sufficiently large η > 1 (η = 3 and η = 2 shown as blue
and green curves, respectively). If η approaches unity (dashed line), saturation occurs later and
at a higher equilibrium temperature (η = 1.2, red curve), η < 1 leads to an exponential heating
of the wire (η = 0.8, magenta curve). This example is based on the tested parameters H = 1µm
and k = 5× 106W/Km2 for gold wires. (right) An extrapolation to small wire heights H shows
that jmax > 108A/m2 should be safely sustained by a flat wire (H = 10nm) at observed values
of k (k = 5 × 106W/Km2, 2.5 × 106W/Km2, green and red lines, respectively). The green
crosses (red circles) mark values of j that have observed to leave relatively thick wires with a
thermal contact of k = 5×106W/Km2(2.5×106W/Km2) intact. An improved thermal contact
of k = 2.5× 107W/Km2 (blue line) would lead to even larger jmax. The calculations are based
on the safe η = 2 (η = 1.3 would increase all values for jmax by ∼ 50%.)
In this case, the saturation time is given by τ = CV ;wH/k. At larger j .√
k/Hαρ, the increased resistance and thus the increased power dissipation in
the wire starts to play a role: ∆T saturates later and thus the saturation tem-
perature scales more strongly with j. At j ≥ √k/Hαρ, the heat flow to the
substrate cannot compensate the increasing power dissipation, and the wire tem-
perature rises exponentially2. This will clearly lead to a rapid destruction of the
wire. In our test measurements, we have observed current densities limited by
jmax =
1
η
√
k
Hαρ
(2.5)
where the parameter η takes into account that wire is strongly heated at large j
even before ∆T ceases to saturate and that the exact maximal sustainable wire
temperature is in general unknown (Fig. 2.4). Empirically, we have found small
values of η ranging between 1 and 2.
2This corresponds to τfast < 0 in Eq. 2.1
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Eq. 2.5 implies that the value of k should be increased and H should be reduced
in order to increase jmax. Experiments with different thicknesses d of the (SiO2)
isolation layer between wire and substrate have shown that thermal contact re-
sistances at the material interfaces become important for d < 100nm. So far,
k ≈ 5× 106W/m2K (equivalent to d = 250nm and perfect thermal contact at the
interfaces) has been achieved but further optimization seems to be possible (for
example by also reducing the thickness of the Ti adhesion layer). The reduction
of H is not problematic regarding the fabrication process. A limit to the drive
to flatter wires arises from considerations limiting the minimal distance of the
trapped atoms to the surface as discussed in Sect. 4.2. Fig. 2.4 shows an ex-
trapolation to flatter wires based on measured data for taller wires. As a result,
current densities of several 108A/cm2 should be safely sustained by 10nm tall
gold wires with realistic thermal contact to the substrate. This result agrees to
data that has been measured for gold nanowires (cross section ∼ 100nm×20nm)
[53]. Even in superconductors, higher current densities have not been achieved
[192].
Though technically intricate, cooling the substrate [51] should further improve
these values due to reduced material resistivity ρ. For gold ρ drops from 2.2µΩcm
to 0.45µΩcm (0.022µΩcm) if the temperature is decreased from room tempera-
ture to liquid nitrogen (helium) temperatures (77K and 4K, respectively) [137].
According to Eq. 2.5, this would increase jmax by a factor of 2 (10) at 77K (4K).
The relative influence of the slow heat transport in the substrate on the wire
temperature after a current pulse of a given duration t is
Tslow
Tfast,sat
=
kW
2piλ
ln
(
4pi2λ
CV ;sW 2
t
)
(2.6)
for sufficiently low j <
√
k/Hαρ. Large current densities are predominantly
important for small wires, i.e. narrow wires (small W ), so that an increase of
k would typically be compensated by a reduction of W . Thus, jmax is indeed
expected to be limited by the fast process for wires with small cross sections even
for high current densities. For example, a current pulse of j = 3 × 108A/cm2
(I = 30mA) passed through a wire of a W × H = 1µm×10nm cross section
should cause a practically instantaneous heating of 110K while the additional
slow heating would not exceed 50K after a pulse duration of 1s.
The reason for the small influence of the slow process on the heating behavior
of small wires is that this heating depends on the total dissipated power that
is proportional to I and j (not only j as for the fast process). This makes the
heat flow in the substrate and out of the substrate the dominant mechanisms if
chip wires are to be used to form deep traps with large trapping volume which
require mainly large currents. Such traps are useful for the application of efficient
evaporative cooling for the production of large BEC samples. Improvements over
the current situation are possible if substrates with larger λ were used (for in-
stance by increasing the doping in the Si wafers) or if the substrate thickness was
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increased. The strongest effect, however, can be expected from a better ther-
mal contact to a heat sink in the sample holder. The currently used material
(MACOR, λ = 1.5W/Km2) is a thermal isolator and will be replaced by Shapal
(λ = 100W/Km2). Ideally, a large cross section copper (λ = 401W/Km2) con-
nector should be brought into good thermal contact with the chip. This “cooling
finger” should preferably be located in the center of the chip so that the heat
produced at the chip center flows the shortest possible path to this heat sink.
Such a holder is currently being developed.
A detailed account of the test measurements and a full analysis of the validity
parameters of the presented heat dissipation model and numerical calculations
will be given in [74]. This thesis will also include results of currently performed
tests with very flat wires (H = 20nm) that are expected to sustain extremely
large current densities well in excess of 108A/cm2 (see above).
Finally, it should be noted that individual wires do exhibit individual properties.
Slightly varying thermal contact resistances to the substrate that are equivalent
to varying isolation layer thicknesses of ∼ 50 − 100nm have, for example, been
observed. Therefore, it seems wise to monitor a wire’s resistance at all times
when a current is passed through it in the experiment. As a safety precaution
during the actual experiments, we have never let the resistance of a wire exceed
its cold resistance by more than 30% which corresponds to a temperature increase
of 75K.
The following sections of this chapter are devoted to the different mechanisms of
atom manipulation based on the microfabricated structures described above.
2.4 Magnetic fields
In the most general case, the interaction of magnetic fields and a neutral atom
depends on the internal structure of the atom. If an external magnetic field varies
on a scale typical of the extension of the atom, the coupling of the field to the
nucleus and the electrons have to be treated separately. Such a situation may
arise when atoms in highly excited Rydberg states are positioned in extremely
inhomogenous fields. This case has been studied in detail in [127, 129, 128], and
interesting effects such as a magnetic field gradient induced permanent electric
dipole moment are predicted. Even though the atom chip environment provides
the most extreme parameters available, only large gradients of∼ 109G/cm require
this type of treatment. Such strong field inhomogenities are not experimentally
accessible at this time.
In current experiments, an approximation treating the atom as a pointlike neutral
particle with a magnetic dipole moment µ is fully valid. The (Zeeman) interaction
energy arising from a (weak) external magnetic field (B) induced perturbation is
given by
Umag = −µ.B = µBmFgF |B| (2.7)
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where µB = h × 1.4MHz/G is the Bohr magneton, gF the Lande´ factor of the
atomic (hyperfine) state, and mF the projection of the atomic spin onto the
external field direction. If the change of direction of B in the rest frame of
the atom is slow on a time scale given by the precession frequency ωLarmor of
the spin around the field axis, an adiabatic approximation holds. In this case
mF is a constant of motion and the potential is simply proportional to the field
strength B = |B| (Umag ∼ B). This essentially reduces the design of potential
configurations to a design of a magnetic field configuration. Different internal
atomic states will react differently to the field, and are typically categorized by
the sign of the proportionality constant. Strong field seekers are drawn towards
regions of high fields while weak field seekers are attracted towards field minima.
The Earnshaw theorem [54] generalized to magnetic, electrostatic, and gravita-
tional fields [200, 111] forbids (local) maxima of the field in source-free regions.
Thus, there are no stable static trapping geometries for atoms in high field seek-
ing states. Confining potentials for these atoms are only possible in dynamic
situations, i.e. if, for example, orbiting atoms are repelled from the attractive
singularity of the field creating object by a centrifugal barrier. This situation has
been experimentally realized, and atoms have been observed to circle a current
carrying wire in two-dimensional “Kepler”-like orbits [46]. An alternative method
would be to dynamically vary the magnetic field in analogy to the electric fields
in AC-Paul traps [154].
The situation is simpler if low field seeking atoms are trapped since the Earnshaw
theorem permits local minima of the modulus of the magnetic field in free space.
In this case, the dynamic change needed for stable trapping can be viewed as being
provided by the spin of the atom that follows the direction of the static external
field. The vast majority of magnetic trapping experiments uses low field seeking
atoms. A disadvantage, however, arises from the fact that the low field seeking
states are always metastable states that can decay to the energetically preferred
anti-trapped high field seeking states (Landau-Zener transitions and Majorana
spin flips). The transition rates depend mainly on the strength of the magnetic
field at the potential minimum as discussed in Sect. 4.1.2. As a consequence,
vanishing fields at the potential minimum should be avoided if ultracold thermal
atoms and BECs are to be stored in a trap for a significant time.
2.4.1 Wire guides
Macroscopic magnetic traps are typically based on fields produced by large coils
far away from the trapped atoms (usually placed outside the vacuum chamber
containing the atomic ensemble). The coils are necessary in order to achieve
appreciable trap gradients at macroscopic distances. The reason is that the field
energy and thus power dissipation in the coils scales with distance. For some field
configurations (for example the Ioffe-Pritcard trap used in conventional BEC-
experiments [69, 162, 8]) straight rods partially replace coils and have to carry
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hundreds to thousands of Amperes to provide the required atom confinement.
If a trap is designed to be located close to a current carrying wire, the situation is
very different, and steep gradients and large trap curvatures and frequencies may
be achieved at low field energies. At the same time, close proximity to current
carrying wires allows to shape the potential essentially by shaping the wires.
The resolution of potential tailoring is given by the atom-wire distance. These
points make wire traps an attractive tool for atom manipulation on a microscopic
scale. An alternative are highly structured permanently magnetic structures [96].
This approach is less flexible than the electro-magnets but has the advantage of
securing quiet fields that are not disturbed by technical and thermal current noise
(Sect. 4.1).
In the following, different types of wire guides, their properties and potential
design considerations are discussed. Examples of experimental implementations
are given in most cases.
2.4.2 Single wire guides and scaling laws
The simplest form of a wire based confining potential for atoms in low field
seeking states is the side guide. In this configuration, the field of a straight
current carrying wire is superimposed with a homogeneous external bias field
Bb. As the field of a (thin) wire decays as 1/r with the distance r from the
wire, a non-vanishing component B⊥ of Bb perpendicular to the wire will always
compensate the wire field at some distance h. This leads to a two-dimensional
quadrupole field confining the atoms along a line parallel to the wire. The field
zero associated with the quadrupole shape of the potential can be lifted ifBb has a
component B‖ (Ioffe-Pritchard field) parallel to the wire. This basic configuration
has previously been described in all details [36, 11, 29, 62]. Here, an example of
an experimental realization (Fig. 2.5) and some important scaling laws are given.
A convenient system of units for wire traps uses G for magnetic fields, µm for
lengths, and mA for currents (the use of mm and A is equivalent). The natural
constants are set to µ0 = 4pi, mFgFµB = 1, h = 1 and kB = 1. In these units,
energy, temperature, frequency, and field units are equated. The field of a current
carrying wire is simply B = 2I/r. The basic scaling laws are:
• The distance of the trap minimum from the wire is given by h = 2I/B⊥.
• The gradient at (near) the minimum is ∂B/∂r = B2⊥/2I = B⊥/h = 2I/h2.
• The trap frequency scales as ω ∝ B2⊥/I
√
MB‖ = B⊥/h
√
MB‖.
• The density of states scales as ρ(E) ∝ E3/2/ω2 in the harmonic region of
the potential and as ρ(E) ∝ E5/2/(∂B/∂r)2 in the linear regions.
• The trapped phase space volume (number of bound states) scales as I2/√B⊥
in the two-dimensional quadrupole case (B‖ = 0).
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Figure 2.5: (left) Side guide: The contour plot shows equipotential lines in the plane perpen-
dicular to the wire (located at the origin) in units of the orthogonal component of Bb (spacing
B⊥/10). This plot and the one-dimensional cuts through the potential minimum (black curves)
are based on B‖ = 0. The field zero of this configuration can be removed by chosing B‖ 6= 0.
The dotted red curves (B‖ = B⊥/10) show how the trap bottom is lifted and becomes har-
monic. (right) Time sequence (10ms) of fluorescence images of atoms released from a trap into
a side guide. A small longitudinal magnetic field gradient causes a slow center of mass motion
of the cloud to the right. The finite temperature (∼ 100µK) of this thermal 7Li sample results
in an expansion of the cloud along the unconfined longitudinal direction. The guide ends on
the right hand side of the images where the guiding wire is broadened in order to guide the
atoms to the chip surface (see Sect. 2.4.10) where they are lost by adsorption (beam dump).
M is the mass of the atom. For 7Li (87Rb) atoms in the |F = 2,mF = 2〉 state,
the proportionality constant for ω is 2pi× 44.8kHz (2pi× 12.7kHz) (including the
factor
√
1/M , valid for gradients in units G/µm).
The last equality for the trap gradient implies that the achievable steepness of a
wire trap is determined by the maximally tolerated current density j in the wire.
The reason is that the proximity of the trap to the wire center is limited by the
wire size3 (diameter) R, so that
∂B/∂r ∝ I/h2 ≤ I/R2 ∝ j. (2.8)
In Sect. 2.3 it has been shown that attaching wires to substrates strongly increases
jmax and that small wires tolerate larger jmax than wires with large cross section.
This means that miniaturization not only provides means for designing poten-
tials with high spatial resolution but also stronger confinement than possible in
macroscopic traps.
3All expressions given so far are based on an infinitely long, infinitesimally thin straight wire.
The field of a wire with a circular cross section (diameter R) equals that of a thin wire
located at its center for distances r > R. Finite size effects of realistic rectangular wires are
discussed in Sect. 2.4.10.
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On the other hand, large phase space volumes can only be trapped if larger cur-
rents are used. This is relevant for an initial collection of large atomic ensembles.
It turns out that mm-sized structures provide a combination of strong confine-
ment (j and h-dependent) and large trapping volumes (I-dependent) that is well
suited for the production of sizable Bose-Einstein condensates in reasonably short
cooling times (Sect. 3.1.2) [173, 197].
2.4.3 Two wire guides
The side guide is a powerful tool which is used in many applications. Modi-
fications of this basic concept allow to form a variety of two-dimensional and
three-dimensional (Sect. 2.4.8) trapping geometries with large parameter tuning
ranges.
Slightly increasing the complexity by increasing the number of used wires, how-
ever, gives access to new classes of trapping and guiding geometries: A single
additional wire already allows to form various types of beam splitters (Sect. 2.4.9)
and more flexible guides [62]. Here, the basic properties of two-wire potentials
are briefly discussed based on the simple case of parallel, infinitely long wires. In
this case, the problem can be treated in two dimensions.
Horizontal bias fields
If the two wires carry co-propagating currents I, the field approximately equals
that of a current 2I flowing through a single wire at the center between the two
wires as long as the distance h from the wire plane is much larger than the wire
separation 2d. In the opposite limit h  d, the local fields of each of the two
wires will dominate. Along the center line between the wires (h = 0), the total
field cancels (quadrupole minimum).
A superimposed weak bias field Bb with a component B⊥ orthogonal to the
wires and parallel to the wire plane can now be used to form a second potential
minimum in the quasi-single wire (side guide) regime (h d). As B⊥ is gradually
increased, the first minimum moves away from the wire plane while the second
minimum approaches this plane. If Bb has no component perpendicular to the
wire plane, the two minima merge to a hexapole minimum for B⊥,crit = 2I/d at a
distance h = d from the wire plane. If B⊥ is increased further, the regime in which
the local fields dominate is entered, and two separate side guides are formed, one
near each wire. The potential configurations in the various regimes are depicted
in Fig. 2.6. The detailed potential parameters and various dependencies can be
found in [67].
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Figure 2.6: Potential shapes for two parallel wires carrying co-propagating currents. From
a to d, the strength of the additional bias field is increased from zero to the over-critical value
B⊥ = 1.25B⊥,crit. The contour plots (contour spacing 0.15B⊥,crit, wire positions indicated as
×) as well as the one-dimensional cuts through the minima shown as black curves represent the
B‖ = 0 case, the red dashed curves are calculated for B‖ 6= 0.
Vertical bias fields
Two parallel wires carrying counter-propagating currents produce a field that is
directed perpendicular to the wire plane (chip surface). The strength of this field
is Bv,crit = 4I/d in the wire plane and decays according to 4Id/(d
2 + h2) with
the distance h. Thus, a guide at variable h is obtained if a bias field Bb with
a vertical component (normal to the wire plane) Bv is superimposed. Similar to
the horizontal bias field case, two potential minima are formed (one above and
one below the wire plane for Bv < Bv,crit) that merge for Bv = Bv,crit in the wire
plane. If Bv is increased further, two separate minima are again obtained, now
located in the wire plane near each of the wires (Fig. 2.7).
For flat surface mounted wires, the atoms are lost from the guide when they hit
the wire plane. In this case, the largest possible phase space volume is trapped if
the guide is positioned at a distance h = d (Bv = Bv,crit/2 = 2I/d) from the wire
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Figure 2.7: Two-wire guides based on counter-propagating currents and a vertical bias field.
The wire positions are indicated as × and •, depending on the current orientation. The bias
field strength is increased from Bv,crit/2 to 3Bv,crit/2 (left to right). The contour plots (contour
spacing 0.1Bv,crit) and the one-dimensional cuts through the minima depicted as black curves
illustrate the B‖ = 0 case in which the minima are quadrupole (hexapole in the center case of
Bv = Bv,crit) field zeroes. The red dashed curves show the effect of a non-vanishing longitudinal
field component B‖ = Bv,crit/10.
plane. In this configuration the potential barriers to the wire plane and towards
infinity are equally high.
2.4.4 Multi-wire guides
More advanced and complex potential geometries can be realized if more than two
wires are used. For example, in all of the above discussed configurations based
on a single wire (Sect. 2.4.2) or two wires (Sect. 2.4.3), the bias fields used for
controlling the trap confinement and distance from the surface can be replaced
by one or better two additional current carrying wires. If the path of these
wires is parallel to the actual guiding wire(s), a co-(counter-)propagating current
flow will provide a horizontal (vertical) bias field. The advantages of such an
arrangement are that external coils become obsolete and that the direction of Bb
can be varied locally by appropriately shaping the wire paths. In addition, it is
technically simpler to correlate current noises in the wires (for instance by a serial
connection) than in wires and external coils. This type of common mode noise
coupling can, for example, be used to ensure that the condition B⊥ = B⊥,crit
is met by construction and thus stable guiding in the hexapole minimum of a
horizontal two-wire guide is possible.
An adequate treatment of the generalized N -wire case has been introduced in
[43]. All currents are assumed to flow along straight, parallel, infinitesimally
thin and infinitely long paths, thus allowing a reduction of the problem to two
dimensions in a plane normal to the current paths.
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By applying the transformations
x = (x, y) 7→ ζ := x+ iy
B(x) = (Bx(x, y), By(x, y)) 7→ β(ζ) := Bx(ζ)− iBy(ζ) (2.9)
to coordinates and fields, the two-dimensional problem is mapped to regular one-
dimensional complex analysis. The field of N currents I1 . . . IN at the positions
ζ1 . . . ζN and a homogenous bias field βb is simply given by the analytic function
β(ζ) = βb − 2i
N∑
j=1
Ij
ζ − ζj (2.10)
(with the exception of the singularities at ζj). Even though the approximations
made are typically not strictly valid for atom chip based (three-dimensional)
microtrap potentials, a number of general properties and design rules can be
derived:
• The number of potential minima is given by N if an external bias field is
applied. These minima are quadrupole like field zeros, i.e. the field direction
rotates by 2pi as the minimum is circled and the potential rises linearly near
the zeroes. The field gradient is direction independent.
• In special (unstable) cases, two or more minima can merge to a single
hexapole or higher order zero (potential has harmonic (or higher power)
shape at the minimum). The position of such a higher order minimum is
already determined by locations ζj and magnitudes of the currents Ij. Only
if the bias field exactly matches a critical bias field βcrit, the higher order
minimum is actually obtained. Deviations result in a minimally remaining
potential barrier of |βb − βcrit| between two quadrupole minima.
• All continuous parameter changes in βb, Ij, ζj result in continuous changes
in guide locations and potential gradients.
• Longitudinal field components B‖ do not appear in the two-dimensional
treatment. They can be applied externally and lift the zero fields at the
potential minima. The potential shape near the minima then turns from
linear to harmonic, from harmonic to quartic and so forth. The curvature
of the harmonic potential is always given by ∂2B/∂r2 = (∂B/∂r)2/B‖, the
frequency is propotional to ωr ∝ 1/
√
B‖∂B/∂r.
More details of the behavior of multi-wire guides and the underlying analytical
calculations can be found in [67].
As an example of a multi-wire guide, we have used a four wire guide in our 87Rb
apparatus. Results of these experiments are shown in the section dealing with
initial experiments with guided matter wave interferometers (Sect. 4.4).
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Figure 2.8: The upper row presents the poten-
tial for a side guide generated by a single wire
and an external bias field (a) parallel and (b)
perpendicular to the surface. The lower row
presents the field configuration for a two wire
guide with (c) parallel co-propagating currents
and no bias field and (d) counter-propagating
currents and an external bias field perpendicu-
lar to the plane containing the wires.
2.4.5 Curved wire guides
Access to trapping potentials near the full two-dimensional surface of an atom
chip is facilitated by guiding potentials that do not depend on the guide’s direc-
tion. In analogy to fibers used in light optics, it is desirable to make an omnidi-
rectional matter wave guide (an ‘atom fiber’) available as standard tool. Such a
tool allows not only to load and access individual traps in a two-dimensional trap
array used, for example, as quantum bit register. With omnidirectional guides
symmetric beam splitters (Sect. 2.4.9) and ring geometries that are important
for guided matter wave interferometry (Sect. 4.4) can be formed. We have dis-
cussed various implementations of omnidirectional guides both conceptually and
regarding our experimental implementations and those of other groups in [28].
It is immediately obvious that a planar guide can only be based on a bias field that
has no component in the guiding plane because an in-plane component Bp would
break the rotational symmetry (Fig. 2.8a). The varying angle between Bp and
the guiding direction would directly translate into potential modulations. The
tolerable remaining Bp depends on the temperature of the atoms to be guided
and the maximal angular direction change of the guide.
As a consequence, a simple single-wire side guide can only be used with a vertical
bias field Bv which forces the guide to be formed in the wire plane. Thus, the cur-
rent carrying wire has to be mounted onto the chip substrate and be tall enough
to allow for a sufficient guide-surface separation with a sufficiently high potential
barrier so that losses and surface ‘shaving effects’ of hotter atoms are avoided.
Alternatively, trenches can be etched into the substrate at desired guiding paths
(Fig. 2.8b).
The situation for a two-wire guide with co-propagating currents is very similar.
As a horizontal bias field cannot be used to control the guide’s distance from
the surface, the guide is necessarily formed in the wire plane (Fig. 2.8c). Some
parameter tuning flexibility remains since the guide’s position between the wires
and the confinement can be varied by altering the ratio of the two currents.
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Figure 2.9: Omni-directional guide.
(left) Chip design: The wires are
shown as black lines, the white areas
are grounded parts of the chip surface.
The insert shows a microscope image
of a detail of the spiral shaped wire
guide. (right) Fluorescence of a mag-
netically trapped cloud and its reflec-
tion from the chip surface just before
the guide is loaded. The guiding wires
are visible through scattered imaging
light.
In contrast, the two-wire guide with counter-propagating currents is particularly
well suited for omnidirectional guiding because it is based on a vertical bias field
Bv (Fig. 2.8d). In this case, the guide can be formed at various distances h
from the surface, and the confinement can be controlled by tuning wire currents
and Bv (Sect. 2.4.3). We have thoroughly tested the feasibility of this guiding
configuration [133]. The results are summarized in the following section.
2.4.6 Demonstration experiment: the spiral guide
The first experimental realization of a curved wire guide was reported in [141].
In this experiment, atoms were deflected by small angles in a guide based on
co-propagating currents. Later, a ring shaped geometry of two co-propagating
currents was employed to guide atoms several times around a full circle [168]. The
straight version of the more flexible counter-propagating current configuration has
previously been used to guide a free falling atomic cloud [44].
In our experiment, we set out to demonstrate deterministic loading and actual
guiding of atoms confined in a bent two-wire guide with counter-propagating
currents. For this purpose, we designed a spiral shaped two-wire guide (Fig.
2.9). The two wires (width × height = 45 × 5µm2, center to center spacing
2d = 115µm) are connected at the inner end of the spiral. This automatically
leads to a counter-propagating current flow. The spiral shape was chosen in order
to demonstrate the full flexibility of the guide by incorporating more than two
full rotations with curve radii ranging from 200µm to 3mm along the 25mm long
guiding path. The U-shaped wires (cross section 200 × 5µm2) on either side of
the straight beginning of the guide are used to form three-dimensional traps [62].
The starting point of our atom chip experiments is a reflection MOT [166] that
contains a cloud of typically 108 cold 7Li atoms located a few millimeters above
the chip surface. Assisted by a U-shaped wire underneath the chip, the atoms are
brought closer to the surface and transferred to a purely magnetic trap [61, 37].
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Figure 2.10: Potential configurations during the transfer of atoms from a single-wire guide
with horizontal bias field (a) to a two-wire guide with vertical bias field (c). In each configu-
ration, an arrow points in the direction of the bias field and three squares represent the three
wires. The current flow is indicated by the symbols in the squares. A dot (cross) corresponds
to a current flow out of (into) the shown plane, a blank square corresponds to zero current. In
the intermediate stage (b), the currents run already exclusively through the two wires carrying
counter-propagating currents while the bias field has been rotated by 45◦ with respect to the
wire plane.
The wire traps for cooling and transfer use single wires and horizontal bias fields.
We load the atoms to the spiral shaped two-wire guide by ramping down the
current of the single wire after ramping up the counter-propagating currents
in the two parallel wires of the guide. During this first step, the bias field is
partially rotated so that the bending of the spiral wires still provides an endcap
of the potential, thus confining the atoms in three dimensions. As depicted
schematically in Fig. 2.10b, this intermediate configuration is reminiscent of the
simple side guide (Fig. 2.10a) with only a slight perturbation by the current in
the extra wire. In the final step, the rotation of the bias field is completed (Fig.
2.10c), and the atoms can expand freely along the spiral shaped path of the guide.
Fig. 2.11 shows a time sequence of the fluorescence signal of atoms in the guide.
The images are taken by exposing the atoms to a flash (100µs) of near resonant
laser light. In order to avoid any disturbing reflections, the light enters the
chamber from two directions parallel to the chip surface. Guiding of atoms was
possible over a wide range of parameters. By varying the bias field strength B
from 1G to 50G at a constant current of 1A through both (connected) wires, the
height of the potential tube above the surface was scanned from 450µm to 35µm.
The corresponding gradients ranged between 40G/cm and 8kG/cm for atoms
in the |F = 2,mF = 2〉 state. The parameter dependencies of gradients and
distances are published in [62, 28]. The images and density profiles in Fig. 2.11
show the atom cloud expanding according to its temperature4 and also moving as
a whole along the guide. This center of mass motion is induced by a longitudinal
4The clouds exhibit an anisotropic temperature profile (450µK in the transverse, 50µK in
the longitudinal direction) due to a transverse compression during the loading without
rethermalization.
26 Tools for matter wave manipulation near surfaces
Figure 2.11: Time sequence of atoms released from the reservoir trap into the spiral shaped
guide. (left) Fluorescence images. Atoms that have reached the end of the guide (center of
the spiral) are reflected from a potential barrier and propagate in the backward direction.
(right) One-dimensional density distributions along the path of the spiral, extracted from the
experimental data and Monte-Carlo (MC) simulations (solid and dashed curves, respectively).
In the inserts, the corresponding velocity distributions obtained by the same MC calculations
are depicted. In these plots, a clear signature of the reflection is visible, the part of the cloud
propagating backwards is clearly separated from that propagating in the forward direction.
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Figure 2.12: Lifetime graphs of three dimensional traps based on two counter-propagating
currents in combination with a vertical bias field. Two different loss mechanisms can be dis-
tinguished in the time domain: An initial overexponentially fast process plays a role during
the first ∼ 100ms; afterwards a slow exponential loss (time constant 1.6s, solid lines) stemming
from collisions with the background gas dominates. Both the rate and amount of the fast loss
depend on the depth of the trapping potential while the vacuum limited loss does not. The data
were taken for traps with depths of 1250, 950, 500µK (triangles, circles, squares, respectively).
The insert shows a comparison between the lifetime of a three dimensional trap (squares) and
the guide (triangles) of approximately equal potential depth of 500µK.
field gradient produced by the current in the two leads from the beginning of the
spiral wires to the connecting pads on the edge of the chip. By running a parallel
current through another wire on the chip, we could even enhance this ‘pushing’
effect.
For a quantitative understanding of the density profiles, we have performed
Monte-Carlo (MC) simulations of classical trajectories of particles in the guide.
The results are depicted in Fig. 2.11 and show good agreement with the experi-
ment. In particular, the reflections that occur when atoms reach the inner end of
the guide are reproduced well. The effect of the reflection becomes most appar-
ent in the plots of the velocity distributions extracted from the MC calculations
(inserts). The velocity classes for forward and backward motion in the guide are
clearly separated.
We have extensively investigated the lifetimes of the guided atom clouds and
samples that were confined in three dimensional traps that were also based on
vertical bias fields. The results are thoroughly discussed in [30] and [28]. A short
summary is given here as well.
In our single vacuum chamber apparatus, the rest gas pressure is typically of the
order of ∼ 10−9mbar, corresponding to background gas collision limited lifetimes
of ∼ 1s as was confirmed in a conventional Z-trap (Sect. 2.4.8).
Direct lifetime measurements in the guide were only carried out for guiding times
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of up to ∼ 200ms 5. Indirect lifetime measurements were performed in three di-
mensionally confining potentials based on counter-propagating currents through
two parallel wires. For this purpose we used the two U-shaped wires (Fig. 2.9)
where the confinement in the longitudinal direction is provided by the wire leads.
In these traps, the lifetime measured in the conventional Z-trap could be repro-
duced for the long trapping time regime (τ >300ms). For shorter times, the
shape of the potential leads to a faster additional loss of the hottest atoms on
a timescale of ∼ 100ms. This behavior was again confirmed by MC-calculations
and will not pose a problem for colder atom samples. The measured results
for different potential depths are depicted in Fig. 2.12. The comparison of the
data obtained for the guide and for the three-dimensional trap (insert) shows
complete agreement on the short timescale indicating the validity of the indirect
measurements also for longer times.
2.4.7 Guiding BECs around curves: time orbiting potentials
The experiments with the spiral shaped guide have shown that a two-wire guide
based on a vertical bias field allows a smooth transport of atoms along a curved
barrier free potential tube. In spite of the quadrupole shape of the potential, Ma-
jorana spin flips (Sect. 4.1.2) did not play a role in the demonstration experiments
with comparably hot thermal atoms. Eventually however, most experiments will
rely on much colder and Bose-condensed atoms.
For bent guides the removal of the field zero at the potential minimum is not as
straightforward as for a single-direction guide. An added Ioffe-field could not be
constant anymore but it would rather have to be varied. A spatially homogeneous
but time dependent field could be used if the extension of an atomic cloud along
the guide is small. In this case, the Ioffe-field direction could be matched to the
cloud’s position.
A locally varying but static inhomogenous field configuration avoids involved tim-
ing sequences and more complex situations such as the guiding of two separated
samples in the same guide at the same time are realizable. An implementation on
a chip, however, is non-trivial since a field component along the guide can only
be produced by a current flowing perpendicular to it, i.e. perpendicular to the
guiding wires. This would either require multi-layer fabrication and a number
of crossed wires or an adaptation of the transport mechanism demonstrated in
[166]. This configuration is essentially a single layer approximation of a guide
being crossed by periodically spaced perpendicular wires introducing local Ioffe-
fields. The use of current sheets rather than thin wires would provide a smoother
variation of the field that could possibly allow a static situation where the Ioffe-
field magnitude is constant along the guide but the direction follows that of the
5Ohmic heating in the long guiding wires did not allow longer guiding times without risking
damage to the wires.
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Figure 2.13: (top) Time sequence over one oscillation period of a time orbiting guiding poten-
tial. Darker shading corresponds to lower potential. (bottom) Each of the counter-propagating
currents (solid and dashed curves) in two parallel wires is sinusoidally modulated around the
steady current I0 (dashed-dotted line). A relative phase difference of ∆φ = pi/2 results in a
quadrupole field zero circling around the minimum of the static situation (white arrows). With
a proper choice of the modulation frequency, cold atoms are trapped in a time averaged po-
tential. While the position of the potential minimum remains unchanged with respect to the
static case, the atoms never encounter a magnetic field zero and thus do not undergo Majorana
spin flips.
guide. Constraints regarding bending radii are likely to be unavoidable in this
type of solution to the problem.
In [133] we have suggested a more flexible solution that appears to be simpler to
implement experimentally. This solution is based on a periodical variation of the
currents in the guiding wires themselves. A sinusoidal modulation of the currents
according to
I(t) = I0 +
√
2Imod sin(ωmodt+ φ) (2.11)
in the two guiding wires with a relative phase difference of ∆φ = pi/2 leads to a
(nearly) circular motion of the quadrupole minimum of the guide (Fig. 2.13). As
long as the modulation frequency ωmod is slow with respect to the Larmor fre-
quency ωLarmor but fast with respect to the atomic oscillation frequency ωtrap, the
atoms can be described as moving in a time averaged (orbiting) potential (TOP).
Such TOP have successfully been used for the production of Bose-Einstein con-
densates [156]. The integrals for obtaining the average potential can generally
only be solved numerically. In an ideal quadrupole field approximation the aver-
age field is given by elliptic functions whose Taylor expansion yields a parabolic
leading term. Thus, the trap can be viewed as harmonic, and the definition of
a trap frequency ωtrap/2pi is meaningful. If the height h of the guide over the
wire plane is equal to the half distance d between the wires, the characteristic
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frequencies of the trap simplify to
ωLarmor = 2pi
B
mF
Imod
I0
=
4pi
mF
Imodd (2.12)
and
ωtrap =
1
2
√
1
2M
B3
I0Imod
=
√
1
M
I0√
Imodd
. (2.13)
The radius of the circle of vanishing field (‘circle of death’) may be expressed
in units of d or in units of the harmonic oscillator ground state size a0 =√
1/2piMωtrap:
r0 = d
Imod
I0
= a0
√
mF
2
ωLarmor
ωtrap
(2.14)
Thus, fulfilling the condition ωLarmor  ωmod  ωtrap, i.e. ωLarmor/ωtrap  1, will
automatically ensure that the radius of the circle of death is much larger than
the extension of a guided cloud in the ground state of the guide. For strongly
interacting BEC clouds, the enlarged ground state may put a constraint on a
minimal r0 which would in turn automatically secure the above condition on the
frequencies.
The depth of the TOP is given by the average fields at r0 and at the center of
the guide.
Udepth = BTOP(r0)−BTOP(0) =
(
4
pi
− 1
)
Imod
I0
B ≈ 0.27Imod
I0
B (2.15)
The potential tuning range is large, a few example configurations and the resulting
guide parameters are listed in table 2.1.
These parameters are calculated according to the above formulae. The deviations
from the approximations used grow as the ratio Imod/I0 is increased, and as h/d
deviates from unity. This can be observed in numerical potential calculations.
The results of such calculations in the h = d case are plotted for two different
current modulation ratios (Fig. 2.14), Fig. 2.15 shows the corrections for the circle
of death.
2.4.8 Trapping geometries
So far, only two-dimensionally confining, i.e. guiding, potentials have been
treated. In this simple situation, the general properties of wire traps could be
studied. Many experiments, however, are only possible if atoms are confined in
all three spatial dimensions.
It has been mentioned that a bias field component B‖ can be used to remove
zeroes of the magnetic field at the trap minima. If B‖ is inhomogeneous along a
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d B I0 Imod ωLarmor ωtrap r0 Udepth
µm G mA mA 2pi×MHz 2pi×kHz µm kB × µK
1 40 20 3 4.2 150 0.15 110
1 40 20 5 7 110 0.25 180
1 40 20 8 11 90 0.4 290
10 20 100 4 0.6 20 0.4 15
10 20 100 10 1.4 13 1 37
10 20 100 40 5.6 6.4 4 150
50 20 500 10 0.3 5.7 1 7
50 20 500 50 1.4 2.5 5 37
50 20 500 200 5.6 1.3 20 150
Table 2.1: Realistic parameters for TOP two wire guides on atom chips. The resulting poten-
tial characteristics are calculated for 87Rb atoms in the |F = 2,mF = 2〉 state.
Figure 2.14: Numerical calculation of the TOP for the d = h case for Imod/I0 = 15% (red)
and 30% (green). The potentials are plotted versus the position perpendicular to the wires with
respect to the guide’s minimum (left) and as a function of height over the wire plane (right).
The length units are given in half wire separations d, the energy scale is given in units of the
bias field B. Inside the circle of death, the potentials are depicted as thick solid lines, outside
as dashed lines. For comparison, the harmonic approximation (equations 2.13 and 2.15)(dotted
lines) and the static potential (black lines) are shown.
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Figure 2.15: Deviations from the radius of the circle of death in a TOP guide according
to equation 2.14 (solid line) from the values of vanishing fields obtained in a full calculation.
The dashed lines show the maximal and minimal distances of the field zero from the (average)
potential minimum as functions of the current modulation Imod/I0. In the insert all positions of
vanishing field are plotted (dashed lines) for the two cases Imod/I0 = 15% (red) and Imod/I0 =
30% (green). For comparison, the circles with the radius r0 taken from equation 2.14 are
shown (solid lines). The wire positions on the chip surface (black line) are marked as black
solid circles, the length scales are given in units of the half wire separation d. The guiding
potential minimum (both for the static and the TOP case) is marked as a black cross.
guiding potential, it can also be used to provide the desired confinement in the
longitudinal direction. Such a situation of a locally varying field in the thus far
unused direction can be achieved by passing currents through additional wires or
simply by bending the wire(s) providing the guiding potential.
There is an unlimited number of possible three-dimensional wire traps, and the
exact trap parameters have to be calculated case by case. Typically, it is suf-
ficient to use a ‘stick model’, i.e. to approximate the fields by adding the fields
of infinitesimally thin straight current carrying wires of finite length (see Sect.
2.4.10 for validity considerations and corrections). In cylindrical coordinates, the
field of a single wire piece of length L derived from Biot-Savart’s law is given by:
B(r) = eφ
I
ρ
[
z+√
ρ2 + z2+
+
z−√
ρ2 + z2−
]
. (2.16)
The wire extends from −L/2 to L/2 on the z-axis, the relative coordinates are
defined as z± = L/2± z. In the limit of L→∞, the expression for an infinitely
long wire is recovered (B(r) = eφ
2I
ρ
). The resulting multi-wire expressions are of-
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Figure 2.16: Basic configurations of three-
dimensional traps. (left) Two parallel wires
crossing a side guide wire (‘H’-shape) can be
used to introduce potential ‘endcaps’ by intro-
ducing inhomogeneous longitudinal field com-
ponents. Depending on the relative direction
of these two additional currents, a quadrupole
(top) or a Ioffe-Pritchard (bottom) type trap is
obtained. (right) These two trapping potentials
are approximated by the commonly used sin-
gle layer ‘U’- or ‘Z’-structures (top and bottom,
respectively).
ten complex, and care has to be taken in the design because an added wire never
only produces a single field component (for example the desired inhomogeneous
B‖ to provide ‘endcaps’ for a guiding potential). Since the various field contribu-
tions have to be added vectorially before the modulus is computed to derive the
potential, the unintended additional field components may significantly alter the
trapping potentials.
In general, magnetic traps may be categorized into quadrupole type traps with
vanishing field at the trap minimum and Ioffe-Pritchard (IP) type traps without
field zeroes. If a two-dimensional guiding potential is closed by an inhomogeneous
B‖, the type of the resulting three-dimensional trap depends on whether or not
B‖ changes its orientation (sign) within the trapping region.
One way of turning a side guide into a three-dimensional trap is to cross the
guiding wire with two orthogonal ‘endcap’ wires (‘H’-structure, Fig. 2.16). Co-
propagating currents in the endcap wires result in an IP-trap as B‖ rises near
the endcap wires and drops in the center between them, but never changes its
orientation. On the other hand, counter-propagating currents lead to the same
effect regarding the field modulus near the wires but with reversed field orienta-
tion. Thus, the contributions cancel due to symmetry in the center between the
endcap wires, and a quadrupole trap is formed.
The details of this prototype wire trap and the dependence of the trapping pa-
rameters on geometry, currents, and bias fields have been discussed elsewhere
[173]. For practical reasons, it is often preferable to use approximations of the
H-trap in the experiments. A ‘U’- and a ‘Z’-shaped wire in combination with
a homogeneous bias field have become well established standard tools and are
briefly introduced in the following paragraphs.
U-trap: A quadrupole wire trap
Bending a straight wire to a U-shape closely resembles the above discussed H-trap
with counter-propagating currents (Fig. 2.16). The contributions of the two bent
leads to B‖ cancel in the center between them where the quadrupole field zero
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is found. The transverse confinement is that of a regular side guide formed by
the central wire piece of the U. The leads also produce vertical field components
that add constructively in the center of U, and effectively rotate the bias field.
Consequently, the side guide potential is rotated about the central wire of the
U which can in turn be compensated by introducing an opposing vertical field
component to Bb. This compensation improves the trap properties, in particular
the trap depth is enhanced. The specific parameters of the U-wire field are widely
tunable by adjusting current, bias field, and geometry of the wire. In particular,
the ratio of transverse and longitudinal gradients is controlled by the length L of
the central wire and the distance of the trap from the wire h. A more detailed
analysis has been performed many times, results may be found, for example, in
[195].
The most important application of fields produced by U-shaped wires is to form
the quadrupole field for collecting and cooling the atoms in the MOT. Originally,
we used a simple silver wire (∅ = 1mm) bent to a U-shape and mounted directly
underneath the chip in our 7Li setup. Even though currents of up to 25A were
tolerated by this wire and the trapping volume was accordingly large, the region
of validity of the quadrupole field approximation near the field zero was too small
to load a sufficiently large number of atoms directly into the U-MOT. Instead,
the accumulation of many atoms was assisted by a pair of massive coils (∼ 2000A
windings each). A large cloud of atoms could then be transferred to the U-MOT
which was directly transformed to a U-magnetic trap by extinguishing the MOT-
light (see appendix A). Here, it is essential that the axis of the U-quadrupole
field coincides with that of the coils and that necessary for a reflection MOT, i.e.
an axis that is inclined by 45◦ with respect to the mirror (chip) surface.
For our 87Rb setup we improved the U-structure to resemble the ideal quadrupole
field over a larger volume, thus facilitating the initial collection of atoms in the
MOT. In fact, we were able to discard the quadrupole coils altogether (Sect.
3.1.1) [197].
Z-trap: A wire based Ioffe-Pritchard trap
The most widely used wire trap of the Ioffe-Pritchard type is the Z-trap. Bending
a side guide wire to a Z-shape approximates the H-trap with co-propagating
currents in the endcap wires (Fig. 2.16). In this case, the contributions of the leads
to the vertical field Bv cancel in the trap minimum that is hence found directly
above the wire (if Bb itself is oriented parallel to the wire plane). However, Bv
is non-zero at all off-center longitudinal positions and changes orientation at the
minimum position. This effect leads to a rotation of trapped clouds about an
axis through the minimum, normal to the wire (chip) plane. Consequently the
natural coordinate system of the Z-trap is rotated with respect to the natural
wire coordinate system. Typically, all trap parameters are expressed in terms of
the coordinates given by the trap eigenaxes.
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Figure 2.17: In situ fluorescence image of a
cloud of thermal 7Li atoms trapped in an elon-
gated Z-trap based on a wire with a cross section
as small as 1×1µm2 [195]. This wire tolerated a
current density of > 1.5×107A/cm2, and atoms
could be trapped down to distances of 6µm from
the wire (chip) surface.
As for the U-trap, the Z-trap is similar to the side guide regarding transverse con-
finement. The longitudinal confinement is tuned mainly by choosing the length
of the central wire L and the distance of the trap from the wire plane h. In par-
ticular, the shape of the potential along the longitudinal trap axis is gradually
transformed from harmonic to box-like as the wire plane is approached (as the
ratio h/L is decreased). Since the B‖-component of the wire field does not change
its orientation along the trap, a homogeneous component B‖ may be added or
subtracted to adjust the field at the trap minimum (trap bottom) and hence the
transverse trap frequency and extension of the harmonic part of the potential.
Thorough studies of the Z-trap, both theoretically and experimentally, have been
performed [78, 174].
The manipulation of (comparably hot) thermal 7Li atoms was insensitive to Ma-
jorana spin flip (Sect. 4.1.2) losses in regions of small or vanishing fields. Here,
the use of a Z-trap was intended to demonstrate and characterize [78, 80] the
potentials (Fig. 2.17). For the evaporative cooling and manipulation of ultracold
and BEC 87Rb atoms, however, it is crucial to avoid too small fields throughout
the trap in order to suppress large loss rates due to Majorana spin flips (Sect.
4.1.2). We have employed mostly Z-traps and sometimes closely related more
complex geometries to produce our samples at T ∼ 1 − 10µK and BECs in the
experiments presented in chapter 3.
X-trap
Even though it has not directly been used in the experiments in the framework
of this thesis, a third basic configuration should be mentioned here: a simple
intersection of currents (X-shaped cross) at a right angle in combination with
an appropriate bias field Bb. Again, one of the wires forms a side guide which
is modulated by a longitudinal field. Here, this field is produced by the second
wire. Atoms are trapped if the longitudinal component B‖ of Bb is large enough
to overcompensate this field since the resulting total field will be minimal at the
closest approach to the wire intersection. The difference between the homoge-
neous and inhomogeneous contributions to B‖ will determine the field strength
at the trap minimum.
This simple configuration may be scaled to a two-dimensional array of traps
formed by a grid of wires. A prerequisite for such a configuration is a double
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layer fabrication technology. A single-layer approximation has been used to dy-
namically vary the currents in a number of wires arranged orthogonally near a
side guide wire. A controlled transport of a cloud of thermal atoms [83] and BEC
[82] using proper timing of these currents has been demonstrated.
Note that the Z-trap is equivalent to an X-trap for sufficiently large d > L since
the field of the two Z-leads closely resembles that of a single wire in the middle
between the leads (cf. Sect. 2.4.3).
2.4.9 Splitting geometries
One of the basic tools in optics is a beam splitter. Beam splitters also play an
important role in integrated matter wave optics. They are necessary to distribute
atomic clouds, for example to fill the individual sites of an array of traps. If a
coherent splitting of matter waves is possible, however, many new and more inter-
esting possibilities arise: Interferometers can be built and used for a great variety
of applications ranging from high precision acceleration sensors to fundamental
investigations of decoherence mechanisms near surfaces. Coherent beam splitters
also allow to envision experiments studying inter-atomic quantum correlations
(entanglement).
While the coherence of the splitting remains to be proven in future experiments,
a number of wire-based splitting geometries has been developed and tested in
the laboratory. Here, a summary of different approaches and some experimental
examples are given. First, beam splitters in the time domain are described, i.e.
splitting inside a trap via change of an external parameter (typically the bias
field). The following part of this section is then devoted to spatial beam splitters
which split the atoms (clouds of atoms) as they move along a guiding potential.
Interferometers are discussed in chapter 4, Sect. 4.4.
Time dependent beam splitters
A rather simple configuration, the split Z-trap, exploits the inhomogeneity of B‖
in a Z-trap. It has been mentioned above that an external bias field component
B‖ can be used to tune the field strength at the trap minimum. In particular,
the component B‖,wire of the wire field can be compensated at the minimum
by subtracting a homogeneous field with a longitudinal component B‖,hom. For
BEC experiments, it is necessary to choose B‖,wire > B‖,hom in order to avoid
spin flip losses at the field zero in the trap. However, thermal atoms tolerate
field zeroes for a certain time (depending on cloud size and temperature and
specific trap geometry). Choosing B‖,wire < B‖,hom, i.e. overcompensating the
wire contribution to B‖ leads to a formation of two quadrupole minima in the
trap, i.e. a double well potential. A beam splitter can now simply be implemented
by ramping B‖,hom up. The potential shape and the corresponding behavior of
an atomic cloud are depicted in Fig. 2.18.
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Figure 2.18: A thermal atom cloud confined in a Z-trap can be split by overcompensating
B‖,wire with a stronger B‖,hom. (left) Typical equipotential surfaces for the combined (top) and
split (bottom) case. (right) Demonstration experiment with thermal 87Rb atoms. The in situ
absorption images (appendix B.5) are taken from the direction parallel to the wire plane and
perpendicular to the center wire of the (copper wire) Z-trap (Sect. 3.1.2).
A slightly more complex geometry allows to avoid the appearance of field zeroes
in the split Z-trap scheme. The additional inhomogeneity of B‖ needed to trans-
form a single well into a double well potential can be introduced by an extra
wire crossing the side guide wire (central part of a Z-wire or H-structure [83]).
Ramping up the current in this wire will gradually raise a barrier in the original
trap. This crossed wire beam splitter scheme can be generalized to a chain of X-
traps where individual traps or barriers (depending on wire currents and external
contributions to B‖) can be tuned by adjusting the individual currents.
Another type of beam splitter utilizes the above described geometry of two wires
with co-propagating currents (Sect. 2.4.3). Splitting can be realized simply by
varying the horizontal component B⊥ of the bias field around B|,crit. In order
to truly merge the minima and split them into two indistinguishable ones, ex-
treme care has to be taken to zero the vertical bias field component Bv. Fig.
2.19 illustrates how the critical point of merged minima (hexapole minimum) is
missed for different small Bv. This problem may be circumvented if the bias
field is produced locally by additional wires. These extra wires can be accurately
positioned and the currents can be driven in a common mode configuration to
secure Bv = 0.
We have demonstrated splitting and recombination of a cloud of 7Li atoms in an
experiment with a trap based on two U-shaped wires (Fig. 2.20) [195, 62]. The
leads of the U-wires confine the atoms in the longitudinal direction in much the
same way as for a single U-wire (Sect. 3.1.1).
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Figure 2.19: Imperfections of horizontal split-
ting. The path of the upper (lower) mini-
mum are shown as blue (red) trajectories as the
bias field Bb is increased. Only if the verti-
cal component Bv of Bb vanishes, the two min-
ima truly merge (solid lines) for |Bb| = B⊥,crit
and separate horizontally along indistinguish-
able paths (magenta) at larger fields. The dot-
ted (dashed) trajectories are plotted for a resid-
ual Bv = 0.02B⊥,crit (Bv = 5× 10−3B⊥).
Figure 2.20: (left) Two U-shaped wires with co-propagating currents in the central wires
together with a horizontal bias field form a single trap that is gradually transformed to a
double well potential as the bias field strength is increased. (right) Fluorescence images of a
cloud of 7Li atoms that is split into two as the bias field is increased (from left to right). The
wires used in this experiments have a cross section of 200×1.1µm2, the central wires are 1.6mm
long and their distance is 360µm (center-center). At a current of 2A flowing through each of
the wires, B⊥ was scanned from 4 to 44G (B⊥,crit = 22.4G) to obtain the results shown here.
The process could also be reversed, thus simulating an interferometer sequence.
Guided matter wave beam splitters
An alternative to time dependent beam splitters are spatial beam splitters that
split propagating matter waves in analogy to beam splitters known from optics.
The simplest version of a guided matter wave beam splitter, a Y-shaped wire
that splits an incoming atomic cloud into two, has been tested earlier in this
group [37, 120]. The Y-configuration has been studied theoretically in quantum
electronics [152, 193]. Similar wave guides have been used experimentally in
photon and electron interferometers [31].
The design of split wire guides with a single or multiple spatial input ports and
two or more output ports may be based on the above considerations concerning
multi-wire guides (Sect. 2.4.4). In general, N wires in combination with a bias
field will form N guiding minima. This implies that in any configuration with
merging wires, a channel will end at the merging point. Such a loss channel exists
in the simple case of a single wire that is split into two in a Y-shape (Fig. 2.21A).
In the experiments with comparably hot 7Li atoms, losses through this small
2.4 Magnetic fields 39
Figure 2.21: Y-beam splitter configurations for guided matter waves. The contour plots
show different wire geometries and typical equipotential surfaces. A: The simple configura-
tion of splitting a side guide wire into two has been tested experimentally [37]. The stronger
confinement in the two output guides and the appearance of a loss channel to the surface are
disadvantages of this configuration. B: The loss channel can be removed by using a two wire
input guide (parallel currents), thus avoiding wire mergers that cause loss channels. C: A ver-
tical bias field four wire (alternating anti-parallel currents) beam splitter is a truly symmetric
beam splitter, even if a longitudinal bias field component B‖ is introduced.
channel were unimportant. For colder atoms these loss channels pose a problem,
and wire junctions should hence be avoided. Fig. 2.21B shows an improved
configuration in which two parallel wires are bent off to form a Y-like structure
without wire junctions. Depending on the bias field strength B⊥, two vertically
separated incoming guides merge near the forking point and split horizontally. If
B⊥ = Bcrit, a single (unstable) hexapole guide is split horizontally.
In the two presented beam splitters the confinement differs between the input
and the output guides because the (effective) current in the input guide wire(s)
is twice as high as in each of the output guide wires. This may lead to reflections
from the splitting region. More importantly, the horizontal bias field breaks the
symmetry of the splitting as soon as a component B‖ is introduced to avoid
Majorana spin flips (Sect. 4.1.2). For this reason, we have chosen to use beam
splitters based on vertical bias fields Bv. The minimal number of wires in this
case is four since two wires are needed for each output arm of the beam splitter.
Fig. 2.21C illustrates the geometry and the potential, an experimental test with
87Rb atoms in an interferometer configuration is presented in chapter 4 (Sect.
4.4). The parameter set chosen for this plot (and for the experiments) is far from
the special case of a single hexapole minimum in the input guide because any
instabilities in the bias field would lead to an uncontrolled splitting and hence ill-
defined evolution of propagating matter waves. However, the additional, unused
input guide may give rise to disturbing reflections and unwanted propagation
from the original input guide into the extra channel.
This behavior is a consequence of general wire guide properties: The position, i.e.
the type of splitting (horizontal or vertical), of the N guiding minima of N wires
depends on the bias field strength relative to certain critical values. The effect of
bias field changes in parallel wire configurations has been discussed above (Sect.
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Figure 2.22: Multi-wire configurations can
replace all external bias fields. This has the ad-
vantage that the trap parameters can be tuned
by designing the appropriate robust geometry.
In the example shown here, a six wire beam
splitter is formed by equal currents in alternat-
ing directions. The geometry ensures that the
input guide is in a stable hexapole configura-
tion.
2.4.3). Equivalently, the wire distance(s) d can be varied spatially along the
direction of atom propagation. The number of spatial input channels of this kind
of beam splitter is equal to the number of output channels unless the bias field
exactly equals a critical field. In such a case two or more input channels merge
to a higher order potential minimum. Stabilizing this special situation requires
accurate control over the bias field (see above). The usage of ‘on board’ bias fields
, i.e. bias fields that are produced locally by additional wires greatly facilitates
the fulfillment of this requirement. The extra wires can be connected in series
with the guiding wire(s) and thus carry equal currents. If the wire separations are
chosen appropriately, the critical condition is met for an arbitrary wire current.
An example beam splitter is shown in Fig. 2.22. The quantum behavior of generic
Y-beam splitters is discussed in Sect. 4.4.
A different possible beam splitter geometry relies on the tunnelling effect: Two
separate wires are arranged to form an X, where both wires are bent at the
position of the crossing in such a way that they do not touch (Fig. 2.23). An
added horizontal bias field B⊥ forms two side guides that are separated by a
barrier that can be adjusted to be low enough to raise the tunnelling probability
considerably at the point of closest approach. If the distance between the wires
becomes so small that B⊥ = B⊥,crit, the barrier vanishes completely, resulting
in a configuration that is equivalent to a combination of two Y-beam splitters
[142]. The choice of the parameters in the wire geometry, the wire current and
the bias field govern the tunnelling probability and thereby the splitting ratio in
this type of beam splitter. The relative phase shift between the two split partial
waves in a tunnelling beam splitter allows to combine two beam splitters to form
a Mach-Zehnder interferometer. Another property of the X-beam splitter is that
the potential shape in the inputs and outputs stays virtually the same all over
the splitting region as opposed to the Y-beam splitter. A detailed analysis of the
tunnelling X-beam splitter can be found in [4].
2.4.10 Rectangular wires
To conclude this section on magnetic tools for micro-manipulation of atoms, the
realistic situation of a finite wire size is discussed. Deviations from the fields
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Figure 2.23: X-beam splitter based on tun-
nelling. The barrier between the two side guides
at the point of closest approach of the guiding
wires (black lines) is small enough to allow tun-
nelling. Equipotential surfaces at small energies
(green) are separated while the two guiding po-
tentials merge at higher energies (blue).
calculated for infinitesimally thin structures start to play a significant role as
soon as the distance from the structure is on the order of the structure size or
smaller.
All wires fabricated on our atom chips have rectangular cross sections. The field
of a current flowing homogeneously through an infinitely long wire with a width
W and a height H (j = I/HW = const.) can be calculated analytically. The
components of the field (x-axis in the W -direction, y-axis along the H-direction,
origin in the wire center) are given by
Bx(x, y,W,H) = j
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By(x, y,W,H) = −Bx(−y, x,H,W ).
(2.17)
The abbreviations used are x± = x ± W/2 and y± = y ± H/2. For locations
above the wire center (x = 0), the field is oriented perpendicular to the current
flow and parallel to the surface. The field strength is maximal on the wire surface
(h = y −H/2 = 0):
Bmax(W,H) = j
[
4H arctan
(
W
2H
)
+W ln
(
1 +
4H2
W 2
)]
(2.18)
If H  h and x = 0, Eq. 2.17 reduces to the expression for an infinitesimally flat
broad wire (j = I/W )
Bx(W,h) = 4j arctan
(
W
2h
)
;By = 0. (2.19)
If in addition W  h, this reduces to B(h) = 2I/h, and the original field of a
infinitesimally thin wire is recovered. The field on the surface of a flat (H = 0)
but broad wire is Bmax(W ) = 2pij. Fig. 2.24 illustrates the field scaling near a
rectangular wire and compares it to the flat wire approximation which accurately
describes the fields near wires with aspect ratios W/H > 1.
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Figure 2.24: (left) Field strength as a function of height over the wire center for wires
with different width to height aspect ratios. The solid lines represent the values calculated
according to Eq. 2.17 and end at the wire surface. The dotted lines represent the flat wire
approximation (Eq. 2.19). All wires are normalized to equal cross sections, thus the fields are
equally normalized to current and current density. For comparison, the field of a infinitesimally
thin wire carrying the same current is given (black dashed line). (right) Corresponding field
gradients. In this plot the wire cross sections are shown to scale (dashed lines).
The field gradient of a broad and thick wire and thus the potential gradient at
the trap minimum in a side guide configuration as a function of height over the
wire surface (x = 0) is given by:
∂B
∂r
(h,W,H) = 4j
[
arctan
(
W
2h
)
− arctan
(
W
2h+ 2H
)]
(2.20)
which reduces to
∂B
∂r
(h,W ) = 8j
(
W
W 2 + 4h2
)
(2.21)
in the limit of H → 0 (Fig. 2.24). These expressions are maximal for h→ 0, i.e.
on the wire surface:
∂B
∂r
∣∣∣∣
max
= 8j arctan
(
W
H
)
H→0−→ 8j
W
(2.22)
In a realistic situation, however, it is impossible to form traps with these gradients
since the barrier to the wire will be too small due to attractive surface interactions
(Sect. 4.3) if h is smaller than some h0. The magnitude of h0 and the resulting
limits for trap gradients and frequencies are discussed in Sect. 4.2.
It some cases it is desirable to form traps at off-center locations (x 6= 0). This
can be realized by rotating the bias field so that a vertical field component Bv is
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Figure 2.25: Numerical calculations of (planar) current densities in different geometries.
The current density magnitudes (false colors) are normalized to the value at each of the central
wires. The directions are indicated as stream lines. (left) The current flowing through a straight
wire ‘spreads out’ at a wire junction. (center) The behavior at a wire crossing is similar. (right)
The current flow through a Z-shaped wire can deviate significantly from a simple ‘stick model’
approximation in which thin wires are assumed to replace the real wires at their respective
centers. The geometry shown is the one used underneath the atom chip for BEC production
(Sect. 3.1.2).
introduced. In chapter 3 (Sect. 3.2.6) the technique of scanning Bv is applied to
probe the surface of a wire at different transverse positions.
For three-dimensional wire geometries, effects arising from inhomogeneous cur-
rent densities j have to be taken into account. Fig. 2.25 shows examples of
numerical calculations of j near wire bends and junctions. In many cases, a mod-
ified stick model accounting for the j profile by introducing effective lengths and
angles is sufficient to approximate the fields of such structures. For a Z-trap, for
instance, the effective length that needs to be assumed for the central wire (Fig.
2.25) is shorter than the real center to center length.
2.5 Electric fields
The interaction between a neutral atom and an electric field is determined by the
electric polarizability α of the atom. In general, α is a tensor. For the simple
atoms used in our experiment, i.e. atoms with only one unpaired electron in an
s-state, the electric polarizability is a scalar and the interaction can be written
as
Uel(r) = −d.E = −1
2
αE2(r). (2.23)
Eq. 2.23 shows that atoms in the ground state are drawn towards higher elec-
tric fields since the interaction of the induced dipole d with the field is always
attractive. As a consequence, the minimum of a purely electrostatic trapping
potential will be located at a (local) maximum of E. According to the Earnshaw
theorem, however, such a maximum cannot exist in free space. Any trap utilizing
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electric fields therefore has to compensate for the attraction of the trapped atoms
towards the charged objects creating the electric fields.
Stabilizing such a trap is possible either by adding (static) repulsive potentials,
e.g. by introducing inhomogeneous magnetic fields or light fields, or by dynam-
ically changing the electric fields (the ‘Kapitza’ wire, [85, 177]). The repulsion
of a centrifugal barrier felt by atoms orbiting around a charged wire cannot be
used since no stable orbits exist is such a potential. This motion of atoms near
an attractive 1/r2 singularity has been studied both theoretically [47] and exper-
imentally [48].
Instead, it has been suggested to form a barrier by mounting charged structures
onto magnetic or optical atom mirrors [172, 96]. Alternatively, blue detuned light
propagating through an optical fiber could be used to provide an exponentially
decaying repulsive potential in combination with an attractive electric potential
invoked by charging the fiber electrostaticly. We have discussed these and other
scenarios of combining the electric interaction with an appropriate repulsive po-
tential to confine atoms in [62].
The integration of electric fields as means of atom manipulation provides an addi-
tional degree of freedom and enhances the degree of control over matter waves on
atom chips. In addition to the higher flexibility in the design of confining poten-
tials (Sects. 2.5.2, 2.5.3), the fact that the magnetic quantum number mF of the
atom affects only the interaction with magnetic fields, and not the electrostatic
interaction allows state conditional operation in combined magneto-electric po-
tentials (Sect. 2.5.4). Another application of electric fields is to modify a mainly
magnetic potential. This can, for example, be used to imprint a controlled phase
difference between the two arms of an otherwise symmetric guided matter wave
interferometer (Sect. 4.4) or to locally slightly lower the trapping potential in
an elongated trap in order to form a ‘dimple’ that promotes the transition to
Bose-Einstein condensation (Sect. 5.1).
The first experimental demonstration of a trapping potential based on electro-
static fields was an opto-electric trap where the confinement in the direction of
free propagation in an two-dimensionally confining optical dipole trap was pro-
vided by the electrostatic field of a charged ring electrode [125]. This experiment
was performed on a macroscopic scale, but the concept could in principle be
transferred to microtraps on atom chips. This would have all the above advan-
tages, except for the state dependent operations since both the electrostatic and
the light interaction do not depend on mF .
In our experiments with thermal 7Li atoms, we have used electrostatic fields to
form a novel type of combined magneto-electric trap where the confinement in two
dimensions is magnetic while the movement in the third dimension is controlled
by electric fields [119]. These experiments that were performed on atom chips are
described in this section. First, the demonstration of the traps is presented (Sect.
2.5.1), followed by examples of first applications (Sects. 2.5.2, 2.5.3). The chapter
ends with an account on first hints of observation of state selective operation and
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an outline of possible trapping geometries for a clear future demonstration of
principle (Sect. 2.5.4).
2.5.1 Modulated wire guides: combined magneto-electric
traps
Figure 2.26: Chip design: A magnetic side guide is modulated by applying voltages to the
set of six electrodes (dark gray in center plot). Equipotential surfaces (Epot = 475µK) are
shown for 7Li atoms in the |F = 2,mF = 2〉 ground state for the side guide (top) and a string
of six combined magneto-electric traps (bottom). The parameters chosen for these numerical
calculations were Iwire,y = 1A, Bbias,x = 40G, and Velec = +475V.
A combination of the electric and magnetic interactions allows to realize stable
trapping configurations on atom chips. In our experiments, we produce electric
fields by charging a set of electrodes distributed along a current carrying wire
(Fig. 2.26) forming a side guide (Sect. 2.4.2). Charging the electrodes results in
an inhomogeneous electric field that is modulated in strength along the guide.
Such a modulation can lead to a full three-dimensional confinement given by the
potential
Umag+el = µBgFmFB − α
2
E2. (2.24)
Fig. 2.26 shows our design and typical equipotential surfaces of the magnetic side
guide and a string of combined traps that is formed when a moderate voltage is
applied to the six electrodes along the guiding wire. We have performed extensive
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numerical calculations regarding the parameter ranges needed to form combined
magneto-electric traps with this geometry. The details of the calculations and
their results are given in [112]. We found that a few hundred volts are needed
in order to form potential wells that are deep enough to trap thermal 7Li atoms
of T ∼ 100µK at a height of 50µm above the chip surface. If the voltage is too
low, the modulation of the guiding potential becomes weaker, if it is too high,
the attractive electric interaction lowers the magnetic barrier to the chip, and the
atoms can propagate onto the surface. However, the voltage range where traps
are formed is large, and trap depths of up to 500µK are possible. In this case, the
barrier to the attractive potential near the electrodes is large enough to inhibit
tunnelling to the surface completely.
The two atom chips we have used in our experiments are based on silicon and
sapphire substrates with a thickness of 600µm covered with a ∼ 4.5µm tall gold
layer. Both types of substrates tolerated voltage differences of a few hundred
volts over spatial separations of 10µm. The Si substrate, however, exhibited a
slow degradation at Velec > 300V which was not encountered on the sapphire
substrate at all tested voltages, i.e. up to 400V. The distance of the charged
structures to grounded parts of the chip was 10–50µm.
In our experiment, we accumulate typically 108 7Li atoms in a reflection MOT
[30]. With the intermediate support of a U-shaped silver wire mounted di-
rectly underneath the chip, atoms in the weak field seeking states (|F,mF 〉 =
|2, 2〉;|2, 1〉;|1,−1〉) are loaded into a Z-shaped wire trap on the chip. The loading
procedure is described in [61, 37].
Fluorescence images are taken by exposing the atoms to a light pulse of 100µs
duration from two counter-propagating light beams that enter the vacuum cham-
ber parallel to the chip surface. This configuration suppresses all artifacts on
the images stemming from features on the chip surface. Even if electric fields
are present at the time of the imaging light pulse, the resonance shift due to the
differential Stark effect is much smaller than the line width of the atomic transi-
tion (at a typical field of 106V/m, ∆νStark = 450kHz  Γ/2pi = 5.8MHz [199]).
Therefore, the modulation of the fluorescence signal can only be attributed to an
actual modulation in the atomic density.
After loading, the atoms hover 50–100µm above the chip surface in an elongated
trap of approximately 1mm in length. In the next step, the trapping potential
is opened on one side by switching the current so that it now runs along an L-
shaped path. If no voltage is applied to the electrodes along the central piece of
the Z-shaped wire, all atoms are lost within approximately 50ms after they are
released to the guide (Fig. 2.27 left). If, however, at the time of the opening of
the guide the voltage on the electrodes is switched on non-adiabatically (within
5µs)6 to 250–350V, a sizeable fraction of the cloud, i.e. those (sufficiently cold)
6An adiabatic switching would not allow to trap the atoms because a conservative potential
cannot introduce the necessary energy dissipation.
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Figure 2.27: Time series of fluorescence signals in experiments demonstrating the trapping
of thermal 7Li atoms in combined magneto-electric traps: (left) At t = 0, a cloud of atoms
is released from a magnetic Z-trap into an open L-shaped guide where the guiding wire is
broadened at the open end on the right hand side, guiding the atoms towards the chip surface
where they are lost. (right) If a voltage is applied to the electrodes along the guide, atoms remain
in six individual trap sites. The smaller populations in the leftmost traps can be attributed to
the magnetic field gradient stemming from the current flow in the lead of the L-shaped wire.
(top right) The actual chip design used in these experiments with the different current carrying
and charged structures. The parameters used in this case were Iwire = 1.6A, B⊥ = 44G, and
Velec = +300V.
atoms that are located above the electrodes where the potential minima appear,
remains trapped (Fig. 2.27 right). A comparison of the two experiments described
above clearly shows the trapping effect of the electric field introduced by the high
voltage. All six electrodes could be switched separately so that an arbitrary subset
of traps could be operated (Fig. 2.28). The lifetime of the trapped clouds was
consistent with lifetimes measured in purely magnetic traps. A detailed analysis
can be found in [28]. In our experiments with 7Li atoms, the lifetimes were limited
by background gas collisions to 1s; with better vacuum, lifetimes > 30s have been
obtained in our new 87Rb apparatus (chapter 3). Losses induced by Majorana
transitions do not play a role here, due to the relatively high temperatures of
the atoms. For colder atoms, they can be avoided by adding a small longitudinal
magnetic bias field component.
The experimental results agree quantitatively with the numerical predictions pre-
sented above regarding size and position of the traps, while the exact voltages
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Figure 2.28: Within a string of six electrodes, an ar-
bitrary subset of traps can be operated (almost) inde-
pendently (the longitudinal confinement in one trap is
slightly higher if the neighboring trap is operated than if
it is not). (top) False color fluorescence image of all six
traps in operation (indicated by ‘+’-signs). (bottom) A
subset of four traps (‘0’s indicate grounded electrodes).
leading to a maximal number of trapped atoms differ by up to 50%. We attribute
this deviation to the fact that the calculations were idealized, i.e. the dielectric
properties of the involved materials were neglected and only the central region of
the chip was taken into account. The anticipated behavior of weaker modulation
in the atom density for lower electric fields was observed as well as the loss of
atoms to the chip surface at voltages that were too high (Sect. 2.5.4).
2.5.2 Controlled transport
In order to demonstrate some of the new capabilities of the atom chip introduced
by the integration of electric fields, we carried out further experiments. In one
experiment we showed the controlled transfer of an atom cloud along a magnetic
guide by means of electric fields (see [166] for a purely magnetic transfer).
The geometry of the chip structures necessary for this ‘motor’ experiment and
the timing sequence is illustrated in Fig. 2.29. A single trap was initially loaded
by repeating the above described procedure, but only switching on the voltage on
one of the electrodes. After a short trapping time, a voltage of reversed polarity
was ramped up on a neighboring electrode on the opposite side of the guiding
wire while the voltage on the first electrode was ramped down to zero. At the
intermediate stage where the voltages on both electrodes are on, the electric field
strength along the guide is maximal in the middle between the two electrode
centers. The different polarity is essential for a smooth, barrier-free transfer of
the cloud. To maintain a nearly constant trap depth throughout the transfer,
the voltage ramps were run in two steps: During the first 7.5ms the voltage
on the first electrode was ramped from +280V to +200V, while the voltage on
the second electrode was ramped from 0 to −200V. Within the following 7.5ms,
the first voltage was ramped down to 0, while the second voltage was ramped
up completely to −280V. This process was subsequently replicated between the
second electrode and a third electrode, again located on the opposite side of the
guiding wire. After the complete sequence of 30ms duration, the whole atomic
cloud had been transported over a distance of 400µm. Adiabaticity conditions
limit the speed of the transport. When colder atoms, ideally BEC are used, the
traps can be made much smaller, and trap frequencies of up to 1MHz are possible.
This will allow an adiabatic transport on a time scale (µs) that is much faster than
predicted coherence times [90] (Sect. 4.1). The measured loss of atoms during
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Figure 2.29: (left) An atom cloud confined in a single combined magneto-electric trap (Iwire =
1.5A, B⊥ = 30G, and Velec = 280V) is smoothly transported along the magnetic side guide.
(center) Longitudinal profile of the atom distribution as the cloud is transferred over a distance
of 400µm during 30ms. The voltage on the different electrodes at the different phases of the
transfer are depicted schematically. (right) The timing of the voltage ramps was chosen to allow
a smooth transfer from one trapping site to another while maintaining a nearly constant trap
depth of 50–60µK.
the transfer is equal to that observed in a static trap which proves that losses
induced by the transfer process are negligible with respect to the trap lifetime.
As wire cross sections, resistances, and atom-surface distances become smaller in
more recent (chapters 3 and 4) and future experiments (chapter 5), the voltage
drop along current carrying wires becomes important. While too high voltages are
able to reduce or even remove the repulsive magnetic barrier to the surface, such
effects can also be used constructively. In [62] we have outlined a scheme to use
the remaining free parameter when driving a current through a wire, namely the
overall electric potential, to form another type of ‘motor’ based on electrostatic
fields. Here, the transport relies on a gradual tuning of the wire voltages so that
an atom cloud always follows the position of maximal electric field along the
magnetic guide.
2.5.3 An electric beamsplitter
In a second experiment we observed a dynamic splitting and recombination of
an atom cloud into two separate clouds. Again, the experiment was initiated by
loading a single trap. While the voltage on the first electrode is ramped down
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Figure 2.30: Dynamic splitting of an atom cloud. A single trap is gradually (within 15ms)
turned into a double well potential by ramping the voltage on one electrode down while two
neighboring electrodes are slowly charged. (top) Fluorescence images of the atoms during
different stages of the experiment. The inserts schematically show the polarities and voltages
(darker shading corresponds to higher voltage) during the different phases of the experiment.
(center) The density profile clearly shows the gradual splitting of a single cloud into two.
(bottom) The corresponding potentials along the axis of free motion in the magnetic guide.
to 0, voltages of equal magnitude but different polarity (−200V) are gradually
(within 15ms) ramped up on the two neighboring electrodes on the opposite side
of the guiding wire in a fashion similar to the one used for the ‘motor’. The results
of this experiment and the calculated potentials during the different stages of the
experiment are shown in Fig. 2.30. For the recombination of the two clouds, the
process is reversed. In these experiments, again no additional loss with respect
to the lifetimes in the static traps could be detected.
2.5.4 State dependent operation
Electric fields can be used for state-selective operations. This is based on the fact
that the magnetic part of the combined magneto-electric potential (Eq. 2.24) de-
pends on the magnetic quantum number mF while the electric part does not. In
[184] it has been shown that a two-qubit phase gate based on controlled collisions
can be realized by storing two atoms in the two minima of a double well potential
in which the separating barrier can be conditionally removed for one qubit state
but not for the other. If the qubit is encoded in atomic hyperfine states with
different mF , a combination of electric and magnetic potentials will allow such a
configuration: The central barrier in a magnetic double well potential is of dif-
ferent height for the different mF , and can therefore be removed state-selectively
by an electric field since the electric potential does not depend on mF (Eq. 2.24).
In the following, the first indications of state dependent operation in our ex-
periments are discussed, and future demonstration experiments in double well
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Figure 2.31: The effect of the electrode voltages in combined electro- magnetic traps differs
for atoms in states with different mF . (left) Number of trapped atoms versus applied electrode
voltage for different mF . The trapping potential used is that described in Sect. 2.5.1 with
Iwire = 1A and B⊥ = 25G. The lines are spline interpolations shown to guide the eye. (right)
Relative deviations from equal atom numbers for both voltages as a function of applied voltage.
The magnetically less bound state (mF = −1) appears to be slightly favored at smaller voltages
(positive deviation), while the mF = 2 state dominates at larger voltages (negative deviation).
potentials are outlined.
State selective trapping
In our 7Li setup hyperfine states with different magnetic quantum numbers mF
were prepared by optionally switching the laser on the repumping transition (F =
1 → 2) off 100µs before the MOT-phase of the experimental cycle is ended
by extinguishing also the light on the cooling transition (F = 2 → 3). As a
cooling cycle under the assumption of light intensities much larger than saturation
intensity lasts only ∼ 50ns, a non-resonant transition to the F ′ = 2 state followed
by a decay into the dark F = 1 state is likely to occur during these 100µs. Since
the only trapped state of the F = 1 manifold is the mF = −1 magnetic substate,
this procedure ensures a pure mF = −1 sample in the magnetic traps. On the
other hand, if the repumping light is switched simultaneously with the cooling
light, a mixed sample of atoms in |F = 2,mF = 2〉, |F = 2,mF = 1〉, and
|F = 1,mF = −1〉 states will be transferred to the magnetic trapping potentials.
In this case, lossy binary collisions probably remove the atoms quickly from the
trap, unless they are in the |F = 2,mF = 2〉 state [40, 62]. Even though we
have not verified a pure |F = 2,mF = 2〉 population experimentally, it appears
to be safe to assume that at least a significant fraction of atoms should be in this
magnetically more strongly confined state.
In order to investigate the state dependent behavior in our combined magneto-
electric traps, we have performed electrode voltage dependent atom number mea-
surements for both above described state preparations. The results are depicted
in Fig. 2.31. At large voltages, clearly more atoms in the mF = 2 state are
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trapped than in the same experiments with an mF = −1 sample. This can be
explained by the fact that atoms are lost at high voltages due to a compensation
of the magnetic barrier to the chip surface by the electric potential. Since the
magnetic barrier for the mF = 2 state is twice as high as for the mF = −1 state,
this effect becomes important already at lower voltages for the magnetically less
bound state. The slight preference for the mF = −1 state at low voltages, on
the other hand, can possibly be attributed to the higher compression and hence
larger temperature of the magnetically strongly confined mF = 2 state.
The details and exact behavior of different mF states in combined magneto-
electric potentials remain to be investigated in future experiments. We are cur-
rently preparing such experiments with much colder 87Rb atoms which will be
optically pumped into the desired states.
Double well potentials and controlled collisions
A more compelling demonstration of state conditional operation of a combined
magneto-electric potential would not be based on state selective losses. Rather,
a potential design should aim at merging the two wells of a double-well potential
for one magnetic state but not for the other along the lines of the quantum gate
proposal suggested in [184]. Here, two example configurations are sketched that
should be fairly simple to implement experimentally on an atom chip.
In the first scheme, the magnetic double well potential is formed by overcom-
pensating the bias field B⊥ in a Z-trap (Sect. 2.4.9). The height of the barrier
between the two wells is given by the amount of overcompensation scaled with
a factor gFmF . Electrodes on the side of the wire can now be used to remove
this barrier state-selectively. Numerical calculations show that a careful choice of
voltages on the electrodes on the chip used in the above described experiments
leads to a situation of the desired kind. A double well potential with a barrier
sufficient to maintain a ∼ 50µK barrier between the two wells for mF = 2 state
atoms turns into a single well potential for atoms in the mF = −1 state. In
our experiments, the atoms were not cold enough to actually observe this effect.
This limitation does not play a role in our 87Rb apparatus, and a simulation of a
controlled collisions experiments should be possible by observing merging clouds
in one case (mF = −1) and clouds that remain split (mF = 2) in the other. Care
has to be taken regarding losses due to Majorana spin flips if the atoms are too
cold.
The second scheme is based on a double well potential above two wires carry-
ing co-propagating currents (Sect. 2.4.3). A third wire in the center between
the two current-carrying wires can be charged and thus conditionally remove the
barrier between the two guiding minima whose strength again depends on mF .
This scheme should easily be extendable to three-dimensionally confining geome-
tries. An advantage over the first scheme is that zeroes in the magnetic trapping
potentials are avoidable.
3 Surface disorder potentials
Various methods of manipulating cold atoms near structured surfaces in well
controlled potentials have been presented in chapter 2. The basic concepts and
parameter scaling was experimentally verified with thermal 7Li atoms. The fea-
sibility of a variety of different micro-atomoptical techniques and tools could
already be demonstrated, but the limitations of experiments with thermal atoms
at comparably large distances from the surfaces are apparent: If the advantages
of the high tailoring resolution of steep potentials created by microstructures are
to be exploited to an extent that allows accurate control at the quantum level,
approaching the surface to single micron distances is inevitable. This was already
discussed in chapter 2 (introduction and Sect. 2.2) where the basic scaling laws
were given. The main consequence is that the spatial resolution of the potentials
is not limited by the fabrication but rather by the distance between atoms and
surface.
A full control over the atoms also implies that the quantum state inside the trap
is known and addressable. This is virtually impossible for relatively hot thermal
atoms as hundreds or even thousands of trap levels are populated statistically
(according to the Boltzmann distribution). Bose-Einstein condensates (BEC),
in contrast, occupy a single trap state, namely the ground state of the trap. In
some cases, it is also interesting to work with thermal atoms at temperatures just
above the critical condensation temperature TC , so that already several states are
involved but complicated many-body effects can be neglected.
The experiments presented in this chapter were performed in order to explore the
possibilities of trapping and manipulating Bose-condensed and ultracold thermal
atoms in micropotentials close to the surface. As the cooling of atoms to BEC
is known to be straightforward for rubidium atoms in conventional setups, we
chose to use the 87Rb isotope of this element in our experiments. Even though
the condensation of 7Li atoms is possible [24, 175], the experimental requirements
are more severe than for 87Rb, especially because of the lower s-wave scattering
length and its negative sign. The consequence of the attractive interactions is a
maximal possible atom number in a BEC. To date, 87Rb is the only element that
has been condensed in a microtrap1. Therefore it seemed worthwhile to construct
a new apparatus. As part of this thesis work, this apparatus was designed,
built and operated. The various parts of the basic setup have been presented
1In one atom chip experiment, sodium BECs created elsewhere could be loaded to a microtrap
[77].
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comprehensively in the diploma theses [15, 67, 86, 25]. A short summary of the
main features is given in appendix B.
This chapter is divided into two sections: The first section (Sect. 3.1) gives an
account of the experimental procedure of loading atoms close to the chip surface
and cooling them to BEC or to temperatures just above TC . Emphasis lies on
the special features of our approach, i.e. those elements that are different from
standard BEC experiments.
The second part of the chapter deals with disorder potentials very close to the
surface of (imperfect) microwires. The effects of such potentials have been one
of the major concerns over the past two years in the growing field of atom chip
research. Several groups have reported irregular potentials to start to have a
dominant effect at surface distances as high as ∼ 50µm [63, 123, 107, 60]. These
effects were already believed to severely limit the possible applications of the
whole atom chip concept. We could now show that our different chip fabrication
technique (Sect. 2.2) strongly reduces unintended potentials [117]. In Sect. 3.2,
the results of our experiments with thermal atoms and BECs close and very close
to surfaces of different wires are given and compared to the data measured in
other groups. In the course, it turns out that BECs are an extremely sensitive
tool to measure local magnetic fields to a precision that is difficult to reach by
other methods (Sect. 3.2.6).
3.1 Atom cooling and BEC production near surfaces
In this section, the steps of the experimental procedure we use to prepare ultracold
atomic ensembles near surfaces are introduced. A more detailed documentation
will be given in [98]. The setup consists of a laser system supplying light beams
of the various frequencies needed throughout the experiment [67, 86], a vacuum
chamber [86] that contains the atom chip assembly [15], numerous coils for exter-
nal magnetic field adjustment, a detection system, and an experimental control
unit [25]. Since these components and their properties have already been covered
in the cited diploma theses, it suffices to give a short wrap-up in the appendix
(appendix B). Certain properties of the setup that are directly important for the
actual experiments presented in this chapter are discussed in the main text. An
example is the special imaging technique to detect atoms close to the (reflecting)
surface (h < 100µm) [6] which we have used to calibrate the height above the
surface h (Sect. 3.2.3).
3.1.1 Integrated U-MOT
A magneto-optical trap (MOT), whose operation principle is part of standard
textbooks by now [140], forms the starting point of every experimental cycle.
Experiments near surfaces suffer from the difficulty that material objects partly
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obstruct the optical access to the experimental region. This means that either
the cold atom cloud has to be formed in situ or at a different location and then
be transported to its final position.
We have significantly simplified this process by customizing an intermediate size
copper wire structure that is mounted directly underneath the atom chip [197].
In the following, our scheme is outlined and the experimental implementation as
well as the obtained parameters are discussed.
Wire geometries and quadrupole fields
A MOT requires laser light forces from all directions. Consequently, placing
a MOT close to a surface implies that either the surface and the laser beam
diameters have to be small enough relative to the height of the MOT above
the surface or that the surface is transparent or reflecting. The problem of a
material object (partially) obstructing the access of the six beams used in a
conventional MOT has also been circumvented by producing the MOT [151] or
even a condensate [122] elsewhere and transfer it to the chip by means of dynamic
magnetic fields [151] or optical tweezers [122]. The alternative is to directly load
a mirror MOT [124, 159, 166, 61] only millimeters away from a reflecting surface
that acts as a mirror. In this configuration, at least one of the MOT beams is
reflected off the mirror. In the simple version used in many atom chip experiments
[166, 61, 107], two of the regular six MOT beams are replaced by reflections of
two beams impinging upon the mirror (the chip) at an angle of 45 degrees. To
ensure the correct quadrupole field orientation with respect to the helicities of
the light beam pairs, the quadrupole field axis has to coincide with one of the 45
degree light beams. Up to now, this had to be considered a drawback since the
coils usually employed to provide the field are bulky, dissipate a large amount
of power, and deteriorate the optical access to the MOT itself and to the region
where the experiments are carried out. As experimental setups are likely to grow
more complex in the future, including quadrupole coils in the setup will present a
major obstacle. Apparatus involving cryostats aiming at a significant reduction
of thermal current noise in conducting surfaces [90] are just one example.
A way of approximating a quadrupole field is to use a current carrying wire that
is bent in a U-shape together with a homogenous bias field parallel to the wire
plane and perpendicular to the central bar of the U (Sect. 2.4.8). Fig. 3.1b shows
the field configuration obtained in comparison to a field created by external coils
in the common anti-Helmholtz configuration (Fig. 3.1a). But a MOT based on a
simple U-shaped wire cannot be used for an efficient collection of a large number
of atoms (for example from the background Rb-vapor). This is caused by the
fact that the U-wire field is only a true quadrupole field near the field center
(point of vanishing field). Further out there is a a non-vanishing angle between
the quadrupole axes and the field lines (Fig. 3.1d). This angle increases at larger
distances from the field zero, i.e. the MOT center, and eventually the direction of
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Figure 3.1: Vector plots of different
field configurations. The black (green
and red) lines indicate the axes of
the approximated (ideal) quadrupole
fields. (a) ideal quadrupole field, (b)
regular U-wire quadrupole field with
untilted bias field, (c) optimized U-
wire quadrupole field. The wire cross
sections are shown at the bottom of
(b) and (c). (d) Angular deviations
from the ideal quadrupole axes are
plotted as a function of the distance
from the MOT center along the two
45 degree light beam paths (green and
red lines in (b) and (c)). The param-
eters chosen in these examples were
I = 55A, B‖ = 14.5G (12.8G) and
B⊥ = 0G (3.0G).
the field vectors is even reversed. As the operation principle of a MOT relies on
the correct orientation of the fields with respect to the polarization of the laser
light in each beam, the effective capture region of the trap and thus the loading
rate and the maximum number of atoms in the MOT are limited. Consequently,
the U-MOT has to be loaded from a regular quadrupole coil MOT in order to
collect a large number of atoms. This simple type of U-MOT is typically used as
an intermediate experimental stage because it can be aligned to surface patterns
by construction and it allows a simple compression of the atomic cloud as it is
lowered towards the surface by increasing the homogenous bias field.
However, by altering the geometry of the U-shaped wire, a much better approx-
imation of a quadrupole field can be obtained: The bent field lines in the case of
a simple U-wire can be attributed to the fact that a thin wire produces a field
whose field lines are circles. Consequently, the simplest way to overcome this is
to fan out the current flow through the central part of the U by replacing the
thin wire by a broadened plate. Inclining the bias field with respect to the plane
formed by the outer leads of the U improves the field configuration further. If the
plate is inclined and if the shape of the current flow through the plate is adjusted
properly, the resulting field will approximate an ideal quadrupole field even more
closely.
We chose to set the last two possibilities aside in our experiment, mainly because
they lead to only marginal improvement compared to the wide U, and they are
more difficult to implement. Fig. 3.1c shows the field vectors of the quadrupole
field obtained with a modified planar U-shaped wire. The various parameters
(geometry, wire current, and bias field) were optimized numerically to achieve
typical field gradients (10–20G/cm) of a MOT at a height of 6–8mm above the
the wire center (4–6mm above the chip surface) while maintaining small angular
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deviations of the field from an ideal quadrupole field throughout the maximal
capture region given by a typical light beam diameter of 2cm. A comparison of
the field configurations of the U-wire quadrupole field with the ideal field shows no
significant differences in the planes not shown in Fig. 3.1. Only the field gradients
deviate from those obtained in a conventional quadrupole configuration: In the
direction parallel to the central bar of the U-shaped wires, the gradients are weak
while those in the transverse directions are of approximately equal magnitude.
The gradient ratios for the regular (optimized) U-wire are ∼ 1 : 4 : 5 (∼ 1 : 3 : 4),
for the ideal quadrupole field 1 : 1 : 2. Gradient ratios, however, are not critical
for a MOT operation. In fact, this can even be an advantage because the aspect
ratio of the MOT cloud is better matched to the magnetic microtraps. With
our configuration, it turns out that moderate wire currents of 50–70A at small
(calculated) power consumptions (< 1W) and small bias fields of 7–13G are
sufficient to create a near to ideal quadrupole field at a variable height above
the chip surface. To produce homogenous fields of this strength, currents of
a few amps in Helmholtz-coils outside the vacuum chamber are sufficient. We
are currently developing a second generation structure in which these coils are
completely replaced by an integrated current sheet. The residual angles of the
field vectors are small enough to lie within the tolerance of a MOT, as was tested
by rotating the light polarizations in an external MOT experiment2. The MOT
remained unimpaired for elliptical polarizations corresponding to deviations of
the field line direction of up to 40 degrees from the ideal situation.
Implementation and experimental characterization
In our experimental implementation we use a U-wire structure that has been
machined out of a single copper piece. This copper structure is incorporated
in a MACOR ceramics block holding an atom chip. Between chip and central
part of the U, a small space was left to allow the placement of another copper
structure that contains several Z-shaped wires forming magnetic traps for BEC
production (Fig. 3.2b, Sect. 3.1.2). In order to keep ohmic heat dissipation as
low as possible while allowing currents of up to 100A, a wire cross section of at
least 7mm2 is maintained all over the U-wire structure. The 3mm × 3mm leads
are thicker than the plate (thickness × width × length = 0.7mm × 10mm ×
18mm) to ensure a homogenous current density in the plate (Fig. 3.2c). Isolated
by a thin (100µm) Kapton foil, a 1mm thick additional structure for purely
magnetic trapping is positioned on top of the plate (Sect. 3.1.2). The geometry
of this structure resembles an H with two extra leads connected to the central
bar. The U- and the H-shaped structures were designed in such a way that their
surfaces lie in a common plane so that an atom chip can be mounted directly
on top of both structures. The copper structures are connected to high current
2For this purpose we tested both a conventional six-beam MOT (student’s lab course setup)
and the other 87Rb mirror MOT setup in our group [173, 109].
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Figure 3.2: (a) Photograph of the wire structures fitted into a MACOR ceramics holder. (b)
Results of a numerical calculation of the current density distribution in the U-wire. Dark red
(blue) shades correspond to high (low) current densities. The thick connecting leads ensure a
homogenous fanning out of the current through the central plate as it is needed to improve the
quadrupole field for the MOT.
Figure 3.3: The number of atoms
is plotted versus the tilting angle be-
tween the bias field and the plane of
the broad U-shaped wire. For these
measurements the U-current was 55A,
the bias field strength 13G. Inserts:
Corresponding vector field plots for
three different angles (0 deg, 13 deg,
26 deg). The maximum number of
atoms is trapped at a bias field angle
of 13 degrees where the shape of the
field is closest to an ideal quadrupole
field. Note that this optimal trap po-
sition is not centered above the wire.
vacuum feedthroughs by simple screw contacts, the chip wires are attached to
pin connectors by a bonding technique [15].
The complete assembly with the current connections, the wire structures for the
MOT and magnetic traps, and the atom chip (Fig. B.2 in appendix B.2) is built
into a ultra-high vacuum (UHV) chamber that was constructed to allow good
optical access to the experimental region directly above the surface of the chip
(see appendix B).
As a source for rubidium atoms we use three dispensers that are connected in
parallel. A high pumping speed in combination with a pulsed operation mode of
the dispensers facilitates sufficient loading rates of the MOT of typically 3× 107
atoms/s while the rubidium background vapor is quickly reduced in the purely
magnetic trapping phase of the experiment. A careful adjustment of the dispenser
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currents during the MOT loading phase of the experiment can significantly de-
crease the cycle time; we have been able to reduce the repetition rate of the
experiment from more than 70s to 40s solely by optimizing the dispenser cur-
rents [98].
Typically, we operate the MOT at a U-wire current of 60A and a bias field of
13G, i.e. at magnetic field gradients of 5G/cm (20G/cm) along the axis of weakest
(strongest) confinement. In order to confirm the effect of the improved quadrupole
field on the MOT, we have compared a MOT formed by a thin U-shaped wire
with the broad wire U-MOT. The change in geometry yielded an improvement
factor of 10 in atom number in the MOT in our experiment. Inclining the bias
field further enhances this number by a factor of 2–3. Fig. 3.3 shows the measured
atom number in the MOT as a function of the angle between the bias field and
the plane of the modified U-shaped wire. The corresponding quadrupole fields for
specific angles are shown. The dependence of the number of atoms on the quality
of the approximation of a true wide range quadrupole field is clearly visible: The
MOT contained the highest number of atoms (3×108) for the optimal quadrupole
field that is obtained at a 13 degrees inclination of the bias field. To compare
the results of the U-MOT, we carried out test experiments with a conventional 6-
beam MOT before introducing the atom chip assembly in the apparatus. Neither
the loading rates nor the maximum number of trapped atoms exceeded those
measured with the U-MOT under similar UHV conditions.
3.1.2 Magnetic Cu-Z wire trap
Though very efficient, optical cooling techniques are limited to ultimately reach-
able temperatures that do not allow to reach the BEC phase transition directly.
This fact and the limits of the various refined optical cooling methods are exten-
sively discussed in the literature [140]. The solution to this problem is to transfer
optically cooled cold atoms to conservative trapping potentials and to further
cool the clouds after the (dissipative) resonant light has been switched off.
As our actual experiments are based on potentials mainly produced by magnetic
fields, we chose to use a magnetic trap for the cooling beyond the limits of optical
cooling. The trap is based on a copper Z-wire (Sect. 2.4.8) that is part of the
H-shaped structure integrated in the same chip holder as the U-wire used for the
MOT (Fig. 3.2).
Trap loading and characterization
In contrast to other atom chip experiments (for example [166]), our copper Z-
trap allows us to not directly load the chip potentials from the MOT. Though
possible, a direct loading means that only comparably small numbers of atoms can
be cooled to BEC because the chip potentials trap a limited phase space volume.
This is a consequence of the scaling given in Sect. 2.4.2, namely that larger
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Figure 3.4: Effect of relative displacement
of the center of mass of the atom cloud and
the magnetic potential it is loaded to. The
(quickly damped) oscillatory motion is an ef-
fect of poor mode matching. The different data
sets correspond to different displacements of the
cloud along the longitudinal trap axis. The solid
lines are fitted damped oscillations, consistently
yielding frequencies of ν = 31(1)Hz, in agree-
ment with the calculated longitudinal trap fre-
quency.
currents in the wire forming the trap allow deeper traps with larger (trapped
phase space) volume. Even though we cannot form a trap arbitrarily close to the
chip surface, the advantage of the larger currents (60A vs. ≈ 2A in chip wires)
dominates.
In order to load a maximal number of atoms to a magnetic trap of a given trap
volume, the phase space density before loading should be large. For this reason,
we compress the MOT during the final 100ms of near resonant (Doppler) cooling
(at the cost of a temperature increase), then turn off the MOT-quadrupole field
and again cool the cloud by molasses cooling to 20-50µK. The atom densities at
this stage3 are above 1010cm−3 at typical atom numbers of 2× 108.
After polarizing the cloud by optical pumping to the |F = 2,mF = 2〉 state, more
than 108 atoms can be transferred to the magnetic trap. In the configuration
used, the current runs through the innermost possible Z-shaped path where the
length of the central bar of the Z is 4mm. This trap is operated with a current
of 60A through the wire and a bias field of initially 41G. The bias field is rotated
within the plane parallel to the Z-wire by approximately 42 degrees in order to
compensate the strong longitudinal field of the two leads of the Z-wire so that only
a small Ioffe-field B‖ remains at the trap minimum position. The strength of the
bias field was chosen so that the finite barrier to the chip surface (1.2mm below the
wire center in the direction of gravity) and the barrier against the gravitational
potential (equivalent to 15G/cm field gradient for 87Rb) are approximately equal.
Optimal loading (highest atom number at a maximal phase space density) of
this trap requires that the molasses cooled cloud is centered with respect to the
magnetic potential prior to ramping up the trapping fields (mode matching).
This is done by adjusting the appropriate field components already during the
MOT compression stage. Fig. 3.4 shows examples of a signature of non-perfect
mode matching: Once the trapping potential is ramped up, the trapped cloud
starts to oscillate at the trapping frequency. In this case, a displacement along
3Densities of the order of 1011cm−3 are the highest experimentally achieved when additional
(more sophisticated) techniques are used [110].
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Figure 3.5: Lifetime measurements
in the copper Z-trap. An over-
exponential loss dominates during the
first 10s after loading the trap. This
effect can be attributed to evaporation
effects as indicated by a coinciding
drop of temperature (350µK...150µK,
not shown). After 25s only the expo-
nential loss (fitted by the solid line)
due to background collisions plays a
role. For comparison, the insert shows
a lifetime measurement performed in
the same trap with colder atoms (T =
25µK), showing a purely exponential
decay of atom number (τ = 45s).
the longitudinal trap axis was induced, so that the slow oscillation frequency of
ν = ω/2pi ∼ 30Hz could easily be resolved.
Even in the case of optimal mode matching, the cloud is severely heated in the
trap; the observed temperatures exceeded those measured during the molasses
phase by almost an order of magnitude. Yet, the corresponding phase space
density is roughly constant (nps = λ
3
dBn ∼ 10−7) which indicates that the trap-
ping potential is ramped up (almost) adiabatically. The heating effect can be
explained by comparing the trap shape to the density profiles of the cold clouds
before loading. Both an analytic model calculation and Monte Carlo simulations
confirm the observations (details will be given in [81]). As the mismatch of trap
shape and atom density profile is most severe in the transverse direction, choos-
ing a Z-configuration with a longer central wire (the H-structure offers various
possibilities between 4mm and 10mm) hardly improves the situation. We are
currently developing an alternative copper structure to be mounted underneath
a next generation atom chip (Sect. 5.3) in which a transverse broadening of the
current distribution in the central Z-bar will lead to a transversely broadened
large volume trap.
In order to enhance the trap lifetimes to time scales longer than the time needed
for the entire experimental sequence, the dispensers are turned off already during
the MOT phase and care is taken that the vacuum is pumped to low pressure
before the cooling light is extinguished (Sect. 3.1.1). This keeps background gas
collision loss rates low. Fig. 3.5 shows typical results of lifetime measurements
in the trap. During the first ∼ 10s, an over-exponential loss dominates that
coincides with a drop of temperature. The effect here is the trap is initially
completely filled in the sense that all atoms moving at sufficiently low kinetic
energies are trapped but the trapped ensemble is not in thermal equilibrium.
Inter-atomic collision events then lead to a thermalization of the cloud, expelling
a fraction of hot atoms (evaporation). After the thermalization time (25s), the
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temperature stays constant, and an exponential decay of the atom number at the
vacuum limited rate of τ = 1/γ > 30s is restored.
Forced evaporative cooling: BEC formation
To date, the only method that has been used to further cool thermal cold atomic
clouds trapped in conservative potentials to BEC is evaporative cooling. This
simple technique [136] was developed during the years preceding the breakthrough
of the first experimental demonstration of Bose-Einstein condensation [1, 42, 24].
The mechanism of evaporation has already been sketched above. By a selective
removal of the hottest atoms of an ensemble, the remainder of the cloud is cooled
after rethermalization. The procedure works most efficiently, if the condition
of expulsion from the trap is isotropic, unlike the above case where the barrier
heights are direction dependent. A necessary condition for efficient cooling is also
that thermalization happens fast enough, i.e. elastic collision rates are sufficiently
high. The collision rate depends on density, thus an adiabatic compression (no
loss of phase space density) of the trapping potential allows an effective and fast
application of evaporative cooling.
We compress our trap by increasing the bias field to 60G while forced evapo-
rative cooling through a linear radio frequency sweep over typically 5-10s is ap-
plied. The radio frequency isotropically induces spin flip transitions to untrapped
states for atoms moving with a sufficiently large kinetic energy to reach locations
of magnetic fields at the strength necessary for resonant transitions. The trap
frequencies are ω⊥ = 2pi × 150Hz (ω⊥ = 2pi × 1.5kHz) and ω‖ = 2pi × 35Hz
(ω‖ = 2pi × 50Hz) for the uncompressed (compressed) trap along the transverse
and longitudinal4 axes, respectively. The highest reasonable compression is lim-
ited by counter-productive inelastic collisions (mostly three-body molecular re-
combination processes) that scale strongly with density (Sect. 4.1.1). In our trap
the compression is limited by the finite barrier at the chip surface (see above),
that can be partially enhanced by passing an auxiliary current through one of
the chip wires. During the compression, the transverse trap gradient is increased
from 190G/cm to 450G/cm.
After the evaporative cooling, a Bose-Einstein condensate of approximately 105
atoms forms at a distance of 400µm from the chip surface. Fig. 3.6 illustrates the
increase of phase space density during a typical cooling sweep. As soon as even
at the unavoidable loss of atoms, the atom density rises, the so called runaway
regime of evaporative cooling is reached, and the phase space density increases
rapidly as the cooling becomes increasingly efficient. The phase transition to
BEC occurs when the phase space density reaches a value on the order of unity.
4The longitudinal frequency is naturally higher than it would be if a Z-geometry with a longer
central wire had been chosen; higher elastic collision rates thus justify the use of the smallest
possible Z.
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Figure 3.6: Phase space density increase over more than 7 orders of magnitude during a 10s
cooling sweep to BEC in the Cu-Z-trap. The inserts show absorption images (10ms time-of-
flight) at equal scales (except magnified BEC in first insert from the right). In this example,
the trap contained initially ∼ 4 × 107 atoms at ∼ 360µK. The final BEC contains ∼ 3 × 104
atoms. The trap changes from essentially linear (∂B/∂r = 400G/cm) for hot atoms to harmonic
(ω⊥ = 2pi × 440Hz, ω‖ = 2pi × 40Hz) for cold atoms.
For our chip experiments, it has turned out that aborting the cooling at temper-
atures above the critical condensation temperature TC before the transfer of the
cloud to the chip potentials is preferable (Sect. 3.1.3).
3.1.3 Ultracold thermal clouds and BEC in chip potentials
To perform experiments in the immediate vicinity of the surface, we load atoms
to various potentials created by wires of different sizes mounted on the atom chip
(layout see appendix C). This section summarizes the procedures we use to load
these traps with cold thermal and BEC atoms, a detailed account will be given
in [98].
Transfer of pre-cooled thermal atoms
Cold atoms (T ∼ 1−10µK), even BECs, can be transferred directly from the Cu-
Z-trap (Sect. 3.1.2) to potentials created by currents in chip wires. In (almost)
all our experiments we have used one of two basic wire configurations (Fig. 3.7)
as intermediate or final trap. Exceptions and other potentials employed in the
further course of the experiments are specifically mentioned where appropriate.
One of the two basic configurations is based on a broad Z-wire with a cross section
of 3.1×100µm2 and a center to center length of the central wire of 2mm (‘100µm-
trap’). The other configuration is comprised of two different wires, namely an
L-shaped and a U-shaped wire that are arranged in such a way that an elongated
Ioffe-type trap very similar to a Z-trap (Sect 2.4.8) is formed (‘10µm-trap’).
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Figure 3.7: The two basic chip traps: The broad (100µm wide) wire (blue) forms a Z-trap, a
combination of thin (10µm) wires (red) a similar Ioffe-type trap. Either one of the two parallel
thin wires could be used to form a side guide potential, the lead on the right provides one
potential endcap in the longitudinal direction, the additional U-shaped wire (bottom left) the
other. The parallel current flow (indicated by arrows) in the innermost two leads ensures the
Ioffe-configuration without field zero at the trap minimum. The dark gray regions are parts
of other wires that are used to form potentials in subsequent stages of various experiments,
the light gray areas are grounded parts of the chip’s reflecting gold layer. The gold has been
removed from the black lines so that the wires are electrically isolated.
Figure 3.8: Time-of-flight (12ms) images of
atomic clouds released from the chip trap di-
rectly after the transfer from the Cu Z-trap in
the presence of a field gradient (Stern-Gerlach
experiment). The fraction of atoms having un-
dergone non-adiabatic transitions to a different
spin state (mF = 2 → mF = 1) is plotted as
a function of transfer speed. The shown ab-
sorption images and density profiles with dou-
ble Gaussian fits correspond to transfer times of
100, 400, and 700ms, respectively. Using trans-
fer times of 1s safely avoids any unwanted tran-
sitions.
Initially, the 100µm-trap was always loaded from the copper-Z trap and the atoms
were subsequently transferred to the 10µm-trap if desired. In the course of our
experiments it has turned out that the simpler procedure of directly loading the
10µm-trap exhibits no apparent disadvantage.
Regarding the current and bias field ramps and their timing during the transfer
process, the principles established in the preceding experiments with 7Li atoms
could in general be adopted. As for the pre-cooled atoms (T < 10µK) all poten-
tials are sufficiently deep, it is usually possible to transfer clouds without losses
in atom number. In order to also minimize losses in phase space density, extreme
care has to be taken to ensure adiabaticity at all times during the transfer pro-
cess. This is illustrated in Fig. 3.8: In this experiment, the atoms were released
from the chip trap immediately after the transfer by switching off the homoge-
neous bias field of the trap. The wire current was left on so that the atoms fall
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Figure 3.9: Absorption images taken in situ (left) and after 5ms time-of-flight (center) during
the transfer from Cu-Z-trap to the chip. The in situ images are magnified and the transverse
direction is scaled up by a factor of 4 with respect to the longitudinal direction. (right) Trans-
verse trap frequencies ω⊥ (blue line) during the transfer and corresponding temperatures (red
circles). The adiabatic cooling and heating due to slight changes in ω⊥ are clearly visible.
During the transfer, the atoms are moved towards the chip surface and, due to a ∼ 200µm
misalignment between Cu and chip wire, to the right.
in an inhomogeneous magnetic field under the influence of gravity. Like in the
Stern-Gerlach experiment [181], atoms in different spin states experience differ-
ent accelerations and are thus detected at different locations after a time-of-flight
period. The experiment was performed for various transfer speeds; too fast po-
tential changes clearly lead to a projection of a fraction of the polarized sample
onto other spin states.
In practice, it turns out that moderate losses in phase space density of up to
an order of magnitude caused by a slight non-adiabaticity of the transfer are
acceptable as the evaporative cooling in the highly compressible chip traps is very
efficient. In fact, we are routinely able to produce BECs in both chip traps that
contain as many atoms (up to 105) as the BECs formed directly in the copper-
Z-trap. This is possible even though a rather simple straightforward transfer
procedure is used:
First, a parameter set for the target trap is chosen so that the final transverse
trap frequency roughly matches that of the initial trap. The ramps are always
designed in a way that the current in the chip wire is fully on before the strong
current in the copper wire is ramped down. This avoids that the trap minimum is
located too close (or even below) the chip surface at any time during the transfer.
The adjustment of the bias field components B‖ and B⊥ turns out to be quite
uncritical with one exception: Care has to be taken that the field at the trap
minimum is never so low that Majorana spin flip losses (see Sect. 4.1.2) become
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Figure 3.10: Time-of-flight sequence (2ms...22ms, 2ms steps, from left to right) of a BEC
released from a chip trap, falling under the influence of gravity. The change in aspect ratio
between the extensions in the horizontal and vertical directions, respectively, is characteristic of
an expanding BEC. In this example, a current of 2A was driven through the 100µm-Z-wire, the
bias fields were B⊥ = 25G, B‖,ext = 1G which leads to ω⊥ = 2pi× 1.6kHz and ω‖ = 2pi× 23Hz.
The number of atoms in the almost pure condensates was ∼ 105.
important; ideally, trap bottom and trap frequencies are held as constant as
possible throughout the procedure, but moderate deviations have turned out to
be tolerable. A typical transfer sequence from the copper-Z-trap to a chip trap
is shown in Fig. 3.9.
Second cooling stage: Chip BEC
The above described transfer procedures can also be applied to BECs. This
has been experimentally verified for the 10µm-trap. But as even small residual
non-adiabaticity of the process causes loss in phase space density, the transfer
is fragile and the conversion of a fraction of a pure condensate into a thermal
background is virtually unavoidable. Furthermore, the duration of the transfer
(typically a few 100ms) effectively has to be subtracted from the condensate’s
lifetime (typically ∼ 1s).
The transfer of a cold thermal cloud is much more robust and the application of
a second radio frequency (RF)-sweep of a duration of 1-2s to reach TC in situ is
unproblematic as the measured lifetimes in the chip traps exceed 10s. The RF
can be swept so rapidly because the (transverse) trapping frequencies in the chip
traps are tuned to comparably high values of 2pi × 1 − 2kHz by increasing the
bias field B⊥. Even higher values would lead to lossy three-body collision events
(Sect. 4.1.1). Fig. 3.10 shows a time-of-flight sequence of a BEC released from
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the 100µm-trap where it was formed.
It has turned out that the cooling process is quite insensitive with respect to the
temperature of a thermal cloud during the preceding transfer. If the starting
frequency of the second RF-sweep5 is adapted appropriately, clouds of different
temperatures between ∼ 1µK and ∼ 10µK can be condensed equally well.
3.2 Fragmentation
Shortly after the first BECs had been produced in wire based microtraps [151, 82],
the availability of ultracold atoms near current carrying wires lead to the obser-
vation of surprisingly large unintended potential modulations [63]. Whenever an
atom cloud, either just above TC or as BEC, was brought close to the surface
(h ≈ 100µm), the cloud started to fragment along the longitudinal trap direction.
This fragmentation is attributed to irregular current flow in the wire producing
the trapping fields.
In the following, an overview of the various experimental findings and their inter-
pretations is given (Sect. 3.2.1). Different models of the origin of the irregularities
are compared (Sect. 3.2.2). All the early experiments were carried out near wires
fabricated by the wet-chemical technique of electroplating which results in rel-
atively rough wire surfaces and edges. In contrast, our chip fabrication process
is purely lithographic, and results in significantly smoother structures (see Sect.
2.2). Consequently, our own measurements of disorder potentials near current
carrying wires show a strong reduction of disturbing potentials. In fact, cold
thermal atoms (T > TC) are not sensitive enough to show a detectable reac-
tion to potentials stemming from wire imperfections (Sect. 3.2.4). Only if BECs
are brought close to the wires (h < 20µm), small residual disorder is observed
(Sect. 3.2.5). It turns out, that BECs near surfaces are such a sensitive tool that
the precision of spatially resolved probing of magnetic field variations is at least
comparable to conventional methods if not better (Sect. 3.2.6).
3.2.1 Previous experiments
A number of different groups have measured fragmentation effects near current
carrying wires. Here, a summary of the published results is given6.
Tu¨bingen experiment
The first observed fragmentation effects occurred near a standard copper wire
(∅ = 90µm) and electroplated copper microwires [63]. The analysis of the
5For safety, the RF is kept at a value of 20MHz which does not affect the atoms during the
transfer.
6The Stanford group (V. Vuletic´, now MIT) and the JILA group (E. Cornell) have also
reported to have observed fragmentation effects.
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data [114] showed a periodically structured potential roughness (main period
∼ 200µm with substructures of higher frequency at closer distances) whose am-
plitude roughly scaled as 1/h2 with distance form the surface (rather than from
the wire center) h. The magnitude of the additional disorder field relative to the
trapping field amounted to ∆B/B ≈ 3 × 10−4 at h ≈ 100µm. The effect was
observed both for cold thermal clouds and BECs at surface distances ranging
from 50µm to 150µm. Its origin could be attributed to the wire currents as a
reversed current lead to an inversion of the potentials. The same is true for an
inversion of an externally applied homogeneous field B‖, so that longitudinal field
components are necessarily responsible for the disorder potentials.
MIT experiment
Almost simultaneously, a similar effect was reported [122] for sodium BECs that
were brought close to current carrying copper conductors (h = 150...55µm). The
typical spacing between the fragmented lumps was 100 − 150µm without a rec-
ognizable periodicity. As in all other experiments the local structure of the frag-
mentation was completely stable in time, so that any experimental fluctuations
and drifts cannot be the origin of the additional potentials.
Later, the atomic clouds in traps of nominally identical parameters were compared
[123]: A cloud trapped in an optical dipole potential exhibited a homogenous
density profile while a magnetically trapped cloud fragmented. This was a clear
proof of a magnetic origin of the effect since both traps were separated by an equal
distance from a wire, with the only difference that the wire carried a current in
one case but not in the other.
Sussex experiment
In this experiment, the fragmentation of cold clouds (T ∼ 1 − 5µK) near a
macroscopic copper wire (∅ = 500µm) with outer aluminum and ceramics coat-
ings has been measured [107]. The Gaussian spatial distribution of atoms inside
the trap as expected for a perfectly homogenous current flow was observed only
if the atoms were separated by more than 100µm from the wire surface. Below
that distance, fragmentation effects become increasingly important. The mod-
ulation strength of the disorder potential at the lowest measured h = 27µm
amounted to ∼ 4µK, corresponding to a fraction of irregular fields of the order
of ∆B/B ∼ 10−3. Even at these values of h that are still high if compared
to the target value for true quantum control experiments on atom chips (1µm
or less), the potential roughness is much higher than tolerable for a controlled
manipulation of ultracold, preferably BEC atoms.
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Figure 3.11: Different models for
the origin of currents deviating from
a straight path. (left) Inhomogeneous
conductivity of the bulk material leads
to locally bent current paths. (left)
Corrugated wire edges (and homoge-
neous conductivity of the bulk) lead
to strong deviations of the current flow
near the wire borders and to a damped
influence near the center.
Orsay experiment
A rigorous analysis of disorder potentials measurements has been performed
very recently [60]. In these experiments, carried out near electroplated gold
microwires, a similar behavior as over the other metals has been found. This
makes a material specific origin of the potential roughness unlikely. Measured
with thermal atom clouds of varying temperature (T = 0.4− 2.2µK), the disor-
der potentials are observed for h < 100µm and increase with reduced distance
(measured down to h = 33µm). A spectral analysis shows no pronounced fre-
quencies, so that periodicities can be ruled out. The amplitude of the potentials
is slightly lower than in previous experiments (∆B/B ≈ 6× 10−4).
For the first time, the origin of the disturbing potentials was not left to specu-
lations in this case. Rather, the very wire above which the fragmentation had
been measured was removed from the apparatus and carefully characterized by
means of a scanning electron microscope (see images in Fig. 2.2 in Sect. 2.2).
Assuming a model of disorder fields arising from a current flow that is slightly
altered by wire edge roughness [190], the experimental data could be accurately
reproduced in a numerical calculation based on the measured waviness of the
wire’s boundaries.
3.2.2 Edge versus bulk effects
The above described experiments give strong indication that the observed anoma-
lous potentials can be reduced to an irregular current flow in the wire producing
the trapping potentials. Moreover, the disorder has to be attributed to a magnetic
field modulation in the direction parallel to the path of regular current flow, i.e. to
orthogonal (planar) components of the current density. The origin of the current
flow deviations is not yet fully understood but is likely to stem from fabrication
imperfections rather than from specific fundamental material properties.
There are two main effects that can cause non-straight current flow in a straight
wire (Fig. 3.11): The first is due to local conductivity fluctuations in the (bulk)
metal the wire is made of, the second is roughness of the wire edges.
In [190] results of analytical calculations according to the second model are given.
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The assumptions made are small deviations of the wire boundaries from the ideal
position, homogeneous material conductivity, and negligible height fluctuations
of the wire whose contribution is much smaller than that of width variations. For
surface distances h > W/2 the relevant integrals simplify and the (root mean
square) disorder potential scales as
∆B(h, F0) ∝ I
h
(
F0
h3
)1/2
. (3.1)
F0 is the wire boundary fluctuation correlation function, here assumed to be a
constant (white noise). At a constant current, ∆B ∝ h−5/2 drops off quickly
with distance from the wire, whereas the disorder field in units of the trapping
field scales only as ∆B/B ∝ h−3/2 under the assumption of a side guide potential
(Sect. 2.4.2).
The frequency spectrum of the disorder potential in this model is peaked at non-
zero wave vectors k even under the assumption of white noise correlations in
the wire roughness. The peak position varies with surface distance and is given
by k = 1.3/h. The reason is that high frequency fluctuations are damped more
quickly with distance than slow ones; long wave length fluctuations are suppressed
because uniform shifts to not contribute to the disorder potential.
This scaling behavior is only valid as long as h > W/2. For a closer approach of
the wire center, the disorder potentials should increase not as strongly since the
distance to wire edges, assumed as source of the disorder in this model, decreases
less rapidly. In the calculations [190], this effect enters in a geometry factor that
can only be calculated numerically.
This model could quantitatively explain the observations reported in [60]. In our
case, however, we have strong indication that this is not the case and conductivity
fluctuations in the bulk material have to be considered as well (Sects. 3.2.5 and
3.2.6). We have hence embarked on more detailed studies of the edge, bulk and
surface studies of our lithographically fabricated wires. We will use such data to
develop a refined model which considers both wire edge and bulk conductivity
fluctuations.
3.2.3 Height calibration
For all measurements of quantities that depend on (scale with) the distance from
the surface h, it is necessary to know h as accurately as possible. Therefore, our
method of calibrating h is discussed here, before the experiments investigating
disorder potentials in wire traps created by lithographically fabricated wires are
described.
For wire potentials, the parameters controlling h are the wire current I and the
bias field B⊥ (in the single wire case, Sect. 2.4.2).
In our experiments, we have typically varied I rather than B⊥ to scan h for two
reasons: The scaling laws presented in Sect. 2.4.2 imply that the trap frequency
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Figure 3.12: Principle of absorption imaging
via a reflecting surface. A single atom cloud ab-
sorbs two parts of the illuminating light beam,
one before the reflection and one after. The dis-
tance between the detected direct and reflected
images is 2h (times the imaging magnification).
The angle between light beam and chip surface
is exaggerated in this schematic drawing. In the
experiments we have worked with angles of the
order of 20mrad (≈ 1deg).
ω⊥ is increased as the surface is approached in any case, but more strongly if B⊥
is increased than if I is reduced. For the measurements of disorder potentials as
a function of height (Sects. 3.2.4 and 3.2.5) as well as the lifetime measurements
presented in Sect. 4.3 it was advantageous to limit the variation in ω⊥. Otherwise,
ω⊥ dependent effects, such as three-body recombination processes, potentially
mask h-dependent effects.
The other reason is of a more technical nature: The wire current is directly
measurable to a high precision by simple means while the bias fields applied by
external coils are not. The known currents through the coils and the distance
between two coils of a pair together with previously performed calibration mea-
surements [86, 25] only give a rough estimate. Also stray fields in the laboratory
are not exactly known (even though they are roughly compensated when opti-
mizing the molasses cooling phase). If B⊥ is fixed and I is varied, an accurate
calibration of h is still possible. In the following, our method is described and
some examples are given.
Imaging near reflecting surfaces
If h is sufficiently large, that is larger than the imaging resolution (see appendix
B), h can directly be measured: If the axis of a horizontal (close to parallel to the
chip surface) absorption imaging is slightly inclined with respect to the surface,
both atom cloud and its reflection from the gold layer become visible. Fig. 3.12
illustrates this mechanism.
The inclination of the imaging beam results in a standing wave type interference
pattern at the atom plane. In addition, Fresnel diffraction from the sharp mirror
(chip) edge modifies the intensity profile. For certain h this effect leads to van-
ishing absorption signals because the light level is too low in dark fringes. This
is not problematic as a slight rotation of the imaging axis results in a shift of
the interference pattern so that the formerly dark regions become bright and vice
versa. At the imaging plane (the CCD plane), the beam that is reflected before
the absorption and that reflected after the absorption interfere again.
We use a numerical wave propagation taking into account all effects of Fresnel
diffraction and standing wave interference as well as the specific properties of
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Figure 3.13: (left) Experimentally observed in situ transverse absorption profiles of BECs
during a current (height) scan. Every column corresponds to a different current, the profiles
are obtained by an integration over the longitudinal direction (parallel to the surface). The
location of the chip surface is in the center of the image for every column. (right) Numerically
determined profiles with atomic density and atom position h as only free fitting parameters.
The good agreement to the experiment allows to use the fitted values of h as height measure.
The higher resolution in the calculated image can be attributed to limited resolution of the
imaging.
the imaging lenses to calibrate the exact illumination beam inclination angle α.
Once α is known, the measured density profiles can be compared to numerical
wave propagation simulations that are calculated for an absorber (atom cloud)
positioned at varying h. Fig. 3.13 shows an example of transverse absorption
profiles obtained during a scan of h (by scanning I). The experimental data is
compared to the simulation where only the atomic density (atom number) and
h are left as fitting parameters. The values of h derived from the fit together
with the known values of I and the wire width W can now be used to calibrate
the bias field B⊥. Currently, we are preparing a publication on the details of the
specialties of imaging near surfaces by the technique of inclining the illumination
beam [6].
Fitting the bias field
Even though h cannot be measured directly if it is comparable to or smaller
than the imaging resolution, the calibration of B| allows to infer h even for small
atom–surface separations using Eq. 2.19. To enhance the accuracy of the fitting
procedure and the extrapolation to small h derived form it, we include a number
of corrections. These corrections account for specific details of the wire geometry
used to form the trap. Fig. 3.14 illustrates an example of the fitting procedure
and the effect of the corrections. In this case, the trap was the 100µm Z-trap
described above (Sect. 3.1.3). If the heights are fitted to a simple broad wire side
guide model (Eq. 2.19), systematic errors are clearly visible in the residuals plot
(Fig. 3.14 left). The corrections applied to arrive at a more accurate fit (Fig. 3.14
right) include the finite length of the central wire (Eq. 2.16; changes h by up to
∼ 1.5% for the largest measured h) and field contributions from the leads that
connect the Z-shaped wire to the contact pads on the chip edge. The essentially
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Figure 3.14: Examples of bias field calibration scans. A constant bias field is fitted to the
atom–surface distances measured as a function of wire current. (left) Simple fit based on a
broad infinitely long wire. The residuals (bottom) clearly show a systematic deviation of the
data from the model. (right) Improved model accounting for the specific geometry of the 100µm
Z-trap used in this example (see text).
vertical currents in the wires connecting the chip to the vacuum feedthrough
have also been considered, but it turns out that their contribution is negligible.
The values we find for B⊥ always agree with the estimates obtained from coil
geometry, spacing and currents. A detailed account of the height calibration
methods and results will be given in [81].
3.2.4 Thermal atoms near surfaces
In order to characterize the disorder potentials near lithographically fabricated
wires, we have moved both cold thermal atom clouds and BECs (Sect. 3.2.5)
trapped in the 100µm-trap (connections T–H, see appendix C) and the 10µm
trap (connections X–G and A–B for the endcap, see also Sect. 3.1.3) towards
the surface by gradually reducing the wire current I. This was preferred over an
increase of B⊥ for reasons mentioned in Sect. 3.2.3.
In contrast to the previous experiments (Sect. 3.2.1), we observe homogeneous
longitudinal absorption profiles of the trapped thermal atoms, with no detectable
dependence on the surface distance h (Fig. 3.15). In both traps no indication of
abnormal potentials was found. In order to derive an upper bound for any dis-
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Figure 3.15: Clouds of cold atoms near a lithographically fabricated wire (100µm-Z in this
example). (top) At large surface distances (h = 100µm), two images are visible due to the
reflection from the surface (Sect. 3.2.3). (bottom) Even for cold thermal atoms (T < 2µK) at
h = 1µm, the density is homogeneous throughout the trap. This cloud is elongated relative to
the distant cloud (top) due to the reduced longitudinal confinement in traps near the surface.
The fluctuations of the absorbtion signal on the right hand end of the cloud stem from bonding
wires obstructing the imaging light rather than from atomic density modulations.
order potentials, we assume a relative atomic density profile following the Boltz-
mann distribution n ∼ exp(−V/kT ). Where possible, we measure the tempera-
ture T of the clouds by the regular time-of-flight technique. At low atom numbers
this method cannot be used because the densities of the expanding clouds become
too small too quickly to yield reliable fitting results. In these cases, T is deter-
mined by the cloud’s extension inside the calculated trapping potential. This
method was compared with the conventional method in traps with sufficiently
high atom numbers at various temperatures. The results agreed very well in all
cases, so that we conclude that the in situ method is valid. As an additional
check, we have calibrated our measured temperatures with the calculated value
for TC and the observed onset of condensation in some cases and found again
good agreement.
From the measured temperatures and longitudinal density profile the potential
profile is derived. After subtraction of the trapping potential calculated from the
wire geometry, any additional potentials should become directly visible. In our
case, we find a flat zero line with a residual random experimental noise. The
root mean square of this noise can be considered as measure of the detection
sensitivity.
At the closest approach of h = 1µm from the surface of the 10µm wire, where
the disorder potentials are expected assume the largest values, a cloud at T =
1.7µK remains unfragmented within our detection resolution. From the measured
residual rms-noise of less than 200nK, we derive the fraction of longitudinal field
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Figure 3.16: In situ absorption im-
ages of BECs near the surface of the
current carrying 100µm-Z-wire. (top)
Even a BEC remains essentially un-
fragmented at a distance of 15µm from
the wire. (bottom) For close distances
(h < 5µm), fragmentation becomes
clearly visible. The detection sensi-
tivity of a BEC is given solely by its
chemical potential.
components ∆B to vary by less than ∆B/B < 3× 10−4 in units of the trapping
field produced by the wire B. By construction, the wire field equals the external
bias field at the trap location B = B⊥ = 10G. For the 100µm wire we find similar
numbers.
Our upper bound for ∆B/B is significantly smaller than the magnitude of the
disorder potentials observed near electroplated wires (Sect. 3.2.1). If the predicted
and experimentally confirmed scaling with h is considered, the fact that our upper
limit is valid for h = 1µm while the fragmentation was measured at h ∼ 30µm
implies a reduction of the disorder potentials by roughly two orders of magnitude
at least.
3.2.5 BEC near surfaces
We use Bose-condensed clouds as more sensitive probes of potential roughness.
Fig. 3.16 shows an example of the measured absorption profiles for two surface
distances h. As the surface is approached, the trapping potential becomes flatter
and the clouds extend over a longer stretch of the wire. For both investigated
wires (10µm and 100µmwidth), the BEC starts to fragment roughly at h < 20µm.
In the Thomas-Fermi approximation, the condensate density is given by the dif-
ference of the (global) chemical potential µ and the external potential V . In our
case this approximation is only valid in the longitudinal direction of the trap since
the transverse single particle ground state energy far exceeds µ throughout the
height scan. For this type of one-dimensional condensates, the transverse cloud
extension is given by the transverse single particle ground state size. We obtain
µ from the overall atom number N derived from the absorption profile (cali-
brated with ballistic expansion images in some cases), the (global) longitudinal
density profile and the calculated transverse ground state sizes. After conversion
to the potential and substraction of the trapping potential we obtain the disorder
potential profiles.
We have measured the h dependent absorption profiles for BECs near both wires.
For these scans, a series of images was taken at each h for statistics. The results
for the narrow wire (W = 10µm) are depicted over a surface distance range from
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Figure 3.17: Disorder potential profiles for various heights over the narrow (10µm wide) wire
surface. For comparison with previously published data, the units are given in µK/A and not in
the universal ∆B/B. (left) False color image of the disorder potential as a function of position
along the wire and height above the wire center. (right) Longitudinal profiles of the disorder
potential for selected h (given in µm in the legend). Each curve has been shifted by 10µk/A,
the dotted lines represent the respective zero potential level.
2− 15µm in Fig. 3.17. In this calculation a constant atom number was assumed
for all h, even though the integrated absorption signal dropped for low h. This
happens due to decreased imaging light intensity near the surface and leads to
noisy signals for h < 2.5µm.
Like in the previous experiments (Sect. 3.2.1), the fragmentation potentials are
both stable in time and position. We have verified this also by altering the longi-
tudinal confinement (changed current in the endcap U-wire A–B), thus probing
a longitudinally shifted part of the wire. The gradual damping of the disorder
potentials as the distance from the wire grows is observed as expected.
For a detailed understanding we have analyzed the spectral properties of the mea-
sured disorder potentials (Fig. 3.18). The spectrum shows that high frequency
components are only relevant for small h and drop off more quickly with h as the
larger scale (small k) variations. This behavior corresponds to the prediction by
[190]. Fig. 3.18 also shows that the magnitude of the root mean square (rms) dis-
order potential strength drops off with increasing h. We find good agreement to
a power law behavior where the best fit yields ∆B/Brms ∝ h−1.2 which is close to
the predicted ∆B/Brms ∝ h−3/2. An extrapolation7 to the heights where disorder
potentials were previously observed (h ∼ 30µm) shows a ∼ 100-fold reduction of
the influence of wire imperfections for our purely lithographic fabrication process.
We do not clearly observe the expected levelling off, i.e. less rapid scaling with
h for h < W . This hints at an effect that cannot exclusively be explained by
wire edge roughness, but is rather (at least partially) due to bulk conductivity
fluctuations. Because the data taken near the narrow wire might not be fully
7A direct measurement is not possible since the fragmentation is too small to be detectible.
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Figure 3.18: (left) Power spectral density of the observed fragmentation potentials as a
function of surface distance h (scaled to I = 1A). The high frequency components are damped
more quickly when h is increased than the slow ones. (right) Integrated (rms) disorder potential
strength as a function of h in the universal units ∆B/B. The scaling according to the best fit
to a power law (black line), yields an exponent (−1.2) close to the predicted −3/2 [190] (red
line).
Figure 3.19: Longitudinal absorption profiles
for equidistant heights between 15µm and 3µm
(top to bottom) over the center of the 100µm
wide wire. Even though h W is fulfilled and
hence the distance to the wire edges is almost
constant, the disorder potential roughness in-
creases. This points to a significant influence of
a bulk effect.
conclusive in this respect, we compared the results with those obtained for the
broad (100µm wide wire). Fig. 3.19 shows longitudinal density profiles measured
for a surface distance range for h ≤ 15µm, i.e. far below the wire width. In this
regime, neither the (transverse) trapping parameters nor the global longitudinal
density vary significantly. Hence the absorption density profile is a direct measure
of the disorder potential. The observed strong increase of the modulations near
the wire even at a virtually constant distance from the wire edges when the
(central) wire bulk is approached clearly speaks against a pure edge effect in
our case. The applicability of the model outlined in [190] to our case is also
discouraged by the fact that we see no qualitatively different behavior of the
disorder potentials near the wire edge from that observed over the wire center as
was confirmed in a separate measurement.
Currently we are finalizing our analysis on the measured data; the complete anal-
ysis results will be summarized in [117] and further publications. At this stage, we
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can already conclude that the fabrication process significantly affects the disorder
potentials near current carrying conductors and that lithographically fabricated
wires have clear advantages over electroplated conductors (several orders of mag-
nitude).
3.2.6 BEC as ultra-sensitive magnetic surface microscope
The high sensitivity of a BEC to extremely small potential variations make it an
attractive tool to locally probe slight magnetic field variations. Such microscopic
measurements require to approach the surfaces to be investigated to distances
on the order of the target spatial resolution. In our experiments we have shown
that surface distances of a few microns or less are experimentally accessible (Sects.
3.2.4, 3.2.5, and 4.3). For h < 1µm, attractive surface potentials start to dominate
[131, 138] (Sect. 4.3). The other factor limiting the spatial resolution is the
optical imaging. The diffraction limit of our imaging system (appendix B.5) is
∼ 3µm. A 1µm resolution is reachable if appropriate optics with smaller working
distances are used. This is currently impossible without changing the vacuum
setup. One may speculate to enhance the spatial resolution even further by
analyzing interference patterns that arise from optically unresolved BEC density
modulations during time-of-flight expansion when the condensate is released from
the trap.
The resolution of this microscopy technique regarding the detectable magnetic
field variations is only limited by the chemical potential µ of the BEC. In our
experimental situation (ω⊥ ∼ 2pi × 3kHz, ω‖  ω⊥, N = 103 − 104 atoms at
n1d = 10 − 100µm−1), µ can be as small as kB × 100nK at h ∼ 1µm from
a 100µm wide wire which corresponds to a magnetic field difference of ∆Bµ ≈
1.5mG. Field variations of about a tenth of ∆Bµ are still produce sufficiently large
density modulations to be detected; hence relative magnetic field inhomogeneities
of ∆B/B ∼ 10−5 are resolved. Near broader current sheets BECs with even
smaller µ can be held in a less compressed trap, so that the detection limit
is further reduced. Translated to current densities, the current sensitivity is
sufficient to resolve angular deviations of the current flow of < 10−2mrad which
corresponds to a current path that differs from the nominal path by a single
micron over a length of 10cm.
We have tested this microscopy method by scanning the surface of the broad
100µm wide wire. This is possible by approaching the surface through a wire
current reduction as described above (Sect. 3.2.4). Different off-center transverse
final positions of the BEC are reached by rotating the bias field during the surface
approach. The mapping of the vertical (normal to the chip) bias field component
Bv to transverse position is given by Eq. 2.17. In addition to the calculation,
we confirm each position of the scan by a direct observation with the vertical
imaging (Fig. 3.20, see also appendix B.5). Care has to be taken in adjusting
the total bias field strength if the surface distance h is to be kept constant for all
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Figure 3.20: The transverse posi-
tion of an atomic cloud above a broad
wire (100µm-Z in this case) can be di-
rectly determined by vertical absorp-
tion imaging. (top) The direct image
reveals the features on the chip, the
atom cloud is just visible in the cen-
ter of the central broad wire. The
random structures on the mirror sur-
face are speckle patterns. (bottom)
Processed absorption picture (divided
by reference image without atoms):
The atoms are clearly visible and the
speckle patterns are reduced.
transverse positions. Close to the wire edge, corrections to a constant bias field
become particularly important. If h is not constant during the scan, the known
scaling behavior of the various frequency components of the disorder potentials
(Sect. 3.2.2) can still be used to correctly reconstruct the potential.
Fig. 3.21 gives an example of a scan over the central wire of the 100µm-Z (connec-
tions T–H, see appendix C). The images show a reconstructed potential measured
at a height of h ≈ 3µm from the wire surface. The fact that the potential is struc-
tured over the whole measured range in a similar way points at a true bulk effect
that cannot exclusively be explained by a model along the lines of [190]. Wire
edge roughness and homogenous conductivity of the wire would rather result in
a strongly structured edge region and a decay of the features towards the wire
center. The specific properties of the random surface potentials can potentially
be exploited, if certain microscopic atom-optical tools are found ‘by accident’.
For instance, splitting geometries as they are visible in the example image are
discussed in Sect. 4.4.4.
Currently we are developing tomography methods to reconstruct local current
densities from the measured potential structure. The experimental data contains
only information about the changing modulus of the magnetic field that is essen-
tially given by the longitudinal field component B‖. Hence a unique mapping to
a current density vector field is not possible and the tomography will have to rely
on certain model assumptions. The model will be based on a detailed (conven-
tional) microscopic analysis of the wires and their surfaces and more extensive
data sets obtained with BECs near various wires at various h.
The combination of good spatial and ultra-high relative magnetic resolution has
the potential to make this type of BEC microscopy a useful tool for precision
measurements of conductor or magnetic material quality. Even very small local
impurities are detectable to an accuracy difficult or even impossible to achieve
by alternative methods. Applications could reach as far as the quality control
of semiconductor materials where local dopant concentrations could be precisely
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Figure 3.21: Example of a
potential reconstructed from
a transverse BEC scan of a
wire surface at h = 3µm.
Red false color shades cor-
respond to potential wells,
blue shades to barriers. The
size of the shown scanned
area is 30 × 250µm2. (top)
Image to scale. (bottom)
The same image with ex-
aggerated transverse (up-
down) direction. Note that
there are locations where
single potentials are appar-
ently split into double wells.
Such random features are
potentially usable for inter-
ferometry (Sect. 4.4.4.)
measured. Existing methods either have the disadvantage of low ∆B/B reso-
lution (magnetic force microscopes) or of low spatial resolution (high precision
magnetometers).
4 Noisy potentials
When ultracold atoms are brought close to the structures that are used to ma-
nipulate them, a number of potentially problematic issues needs to be addressed.
The role of fabrication imperfections and the resulting disorder potentials are cov-
ered in chapter 3. In addition to these static disturbing fields, various coupling
mechanisms between the (hot) manipulating structures and the cold atoms have
been investigated theoretically [92, 93, 91, 90] and experimentally [107, 84, 131].
We have reviewed and extended the theoretical research and adapted it to the
experimental situation [62, 90]. In this chapter, the results are summarized (Sect.
4.1), an overview of the experimental confirmation found in other groups is given
(Sect. 4.1.4), and the status of our own experiments that are currently being
performed is reported (Sects. 4.3 and 4.4). At this stage, it is possible to combine
the results regarding achievable trapping parameters discussed in chapter 2 with
the loss, heating and decoherence rates encountered near surfaces. Scaling laws
taking the known effects into account are discussed in Sect. 4.2.
Neutral atoms are chosen as physical system for the atom chip experiments mainly
due to their intrinsicly small coupling to the environment and the resulting small
decoherence rates and small influences of other disturbing mechanisms hinder-
ing the ability of a controlled quantum evolution. Still, any remote coupling
mechanism between hot surface and cold atom will lead to an energy exchange
due to the extreme temperature difference. In fact, the temperature gradients in
our experiments where Bose-condensed atoms at a temperature of the order of
T ∼ 100nK are separated from a T ∼ 300K surface by a micron or less, i.e. a
temperature difference of 15 orders of magnitude or more per meter, are probably
the largest ever created in a laboratory. Even if no energy is exchanged, distur-
bances of the phase evolution of matter waves can be induced by a coupling to
the surface, leading to decoherence.
4.1 Rate equations
There are three main destructive mechanisms disturbing the matter wave evolu-
tion on atom chips that have to be controlled:
• Trap losses: It is crucial that we are able to keep the atoms inside the trap
for a time that exceeds that of the respective experiment being attempted.
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• Heating: Transfer of energy to our quantum system may result in exci-
tations of motional degrees of freedom (e.g. trap vibrational levels), and
consequently in multi-mode propagation which would render the evolution
of the system ill-defined. In extreme cases, heating also results in trap losses
if the thermal energy gained is high enough to allow the atoms to leave the
(shallow) trapping potentials.
• Decoherence or (irreversible) dephasing as it is sometimes referred to also
originates from coupling to the environment. While heating requires the
transfer of energy, decoherence is more delicate in nature [180]. Never-
theless, the effect is just as harmful because superpositions with a definite
phase relation between different quantum states are destroyed.
Quantum optics with neutral atoms has the advantage that the behavior of the
atoms regarding these processes is favorable over other systems in free space. The
proximity of the surface, however, changes this to some extent. In the following,
the various loss, heating and decoherence rates due to different mechanisms are
elaborated upon. It turns out that most effects, especially those not related
to surface induced processes, are controllable by simple means (Sects. 4.1.1 and
4.1.2). The dominant remaining mechanisms stem from thermal current noise in
metallic surfaces that couples to the spin of the atom via oscillating magnetic
fields (Sect. 4.1.3).
4.1.1 Negligible effects
A number of harmful processes may play a role under certain circumstances but
are unimportant if the experimental conditions and parameters are set correctly.
Some of these effects are mentioned here and their respective relevance is dis-
cussed.
Finite trap depth
If a trapping potential is compressed without increase of trap depth or in general
altered in a way that the trapped phase space volume is reduced, care has to
be taken regarding (classical) spilling of atoms over the potential barrier. This
loss mechanism concerns the hottest atoms, and can thus be used as a technique
for (low dimensional) evaporative cooling [132]. In most of our experiments with
ultracold thermal atoms (T < 5µK) and BECs, the traps are typically much
deeper than needed to avoid spilling effects. At very close distances to the surface,
however, the barrier to attractive van der Waals potentials can become so small
that this is not true anymore (Sect. 4.3). In such a case, if the barrier is small
and narrow, tunnelling to the surface potential may also play a significant role.
In [160, 172] it has been estimated that tunnelling effects are negligibly small
down to surface distances of ∼ 1µm.
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Trap loading and transfer
During an experimental cycle, typically many changes of the confining potential
take place. The small chip traps are loaded in a sometimes complex procedure
containing whole series of different steps in order to smoothly transfer a cloud to
the actual experimental site (Sect. 3.1). Whenever the atoms experience a change
of potential, the ensemble temperature is altered. In this context, a compression
of a trap leads to heating and a relaxation to cooling. These processes are not
harmful as long as the potential changes happen adiabatically, i.e. slowly on
the timescale given by the slowest trap eigenfrequency. In this case every atom
maintains its quantum (vibrational) state, and neither decoherence nor heating
in the sense of destruction of the controlled quantum evolution take place. If the
potentials are changed too fast, uncontrolled excitations to higher vibrational
levels or even transitions to other internal atomic hyperfine states can take place
(see example in Sect. 3.1.3).
Collisional losses
Collisions of trapped atoms both with background gas atoms in the vacuum
chamber and with other trapped atoms can cause loss and heating processes.
Background gas collisions are completely avoided for all practical purposes if
the pressure inside the vacuum chamber is sufficiently reduced. We have ob-
served background gas limited trap lifetimes of > 30s, i.e. times that are long
compared to any timescale of the experiments. This corresponds to pressures of
≤ 10−11mbar in our chamber [9].
Cold collisions between trapped atoms is a field of research in itself [191] that
cannot be thoroughly covered in the framework of this thesis. In summary, there
are spin exchange collisions, i.e. total mF (but not F ) conserving binary inelas-
tic collisions, spin relaxation collisions (inelastic binary collisions without total
mF conservation) and three-body recombination processes. The spin exchange
collisions are forbidden for polarized samples as used in our 87Rb experiments
(|F = 2,mF = 2〉). They are even not important for spin mixtures of this isotope
due to an accidentally small difference between the singlet and triplet s-wave
scattering lengths. This fact has for example been exploited in experiments with
mixed hyperfine species condensates [143, 108, 113] and spinor condensates [170].
Spin relaxation is also forbidden to first order and can only happen if the nuclear
spin is flipped. The corresponding rates are accordingly small [32, 108, 185, 191].
While the binary processes result in loss rates proportional to the density (n),
losses due to three-body recombination scale with n2. This implies that even
though the cross sections for three-body collisions are much lower than for binary
collisions, three-body processes dominate at high densities. The mechanism here
is the formation of a molecular dimer assisted by a third atomic collision partner
that is needed in order to assure energy and momentum conservation [191]. We
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have not yet observed this type of process as the main loss mechanism for ultracold
thermal and BEC samples1. However, it is likely that three-body processes play
in important role for these atoms in confined traps near the surface.
Stray light
All magnetic and electrostatic potentials on atom chips are so shallow that the
energy of only a few resonant or near resonant photons absorbed by a trapped
atom is sufficient to cause significant heating and even to remove the atom from
the trap. As near resonant laser light of an intensity in excess of the saturation
intensity is used in the experimental cycle to cool the atoms before they are
loaded to the chip traps, extreme care has to be taken to extinguish all cooling
light completely during the magnetic trapping.
In our experiments, the reduction of the resonant light level by a factor of ∼ 10−6
by means of a double pass AOM (appendix B) in addition to a mechanical shutter
was not enough to reach magnetic trap lifetimes τ of more than 10s. Only after
the vacuum chamber was entirely separated by completely opaque material from
the laser and acousto-optic frequency preparation setup of the apparatus, τ > 30s
was reached.
Blackbody radiation
Turning to effects specific for the surface proximity, the cold atom-hot surface
coupling could be induced by blackbody radiation. However, it turns out that
the blackbody radiation is completely negligible with respect to the magnetic
near field radiation (Sect. 4.1.3). This is due to the fact that the wavelengths
corresponding to the relevant coupling frequencies are much larger than typical
atom-surface separations (d  c/ω)2 [90]. Only at large frequencies with corre-
sponding wavelengths smaller than the trap-surface distance (λ < d) the Planck
spectrum becomes dominant. At and above these frequencies (typically THz),
possible transitions are rare and the rates negligibly low for room temperature
substrates.
4.1.2 Majorana spin flips
In chapter 2, several ways of removing magnetic field zeroes in various trapping
potentials are presented. Here, the reason why this is necessary is given.
If the atomic magnetic moment is not able to follow the change in the direction
of the magnetic field, the spin flips and a weak field seeking atom can be turned
1The experimental signature of three-(or multi-)body losses is an over-exponential decay of
the trap population.
2Deviating from the convention in chapter 2, the distance of the trapped atoms to the surface
is denoted as d throughout this chapter in order to avoid confusion with Planck’s constant
h.
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Figure 4.1: (left) Lifetimes (solid lines) limited by Majorana spin flips (Landau-Zener transi-
tions) are plotted as a function of B‖ for various gradients (100G/cm, 1kG/cm, 10kG/cm, and
100kG/cm; shown as red, green, blue and magenta curves from left to right, respectively). The
corresponding trap frequencies (ν = ω/2pi) are depicted for comparison (dashed lines). (right)
The maximally achievable trap frequencies depend on the field gradient at the trap minimum.
The scaling is shown for two different target lifetimes.
into a strong field seeker which is not trapped [134, 70]. This occurs when the
adiabatic approximation (ωLar  ωtrap) does not hold. ωLar = µB/~ is the Larmor
frequency at which the atomic magnetic moment precesses about the direction of
the external magnetic field. Majorana flips thus happen at or near zeros of the
magnetic field.
For a magnetic field configuration with a zero, losses can be reduced if the atoms
circle around it. The loss rate is then inversely proportional to the angular
momentum because the latter determines the overlap with the minimum region
[19, 95, 129].
In Ioffe-Pritchard traps with nonzero field minimum3 B‖, there is a finite residual
loss rate that has been calculated by [183]. For a model atom with spin 1/2 in
the vibrational ground state, one gets
γMaj =
piωtrap
2
√
e
e−ωLar/ωtrap (4.1)
where µ‖ is the component of the magnetic moment parallel to the trapping field.
Note the exponential suppression for a sufficiently large plugging field B‖, typical
of nonadiabatic (Landau-Zener) transitions.
Fig. 4.1 shows some examples calculated according to Eq. 4.1. Even for high
gradients and corresponding high trap frequencies (also shown in Fig. 4.1), a
3In a time-orbiting potential (Sect. 2.4.7), the average field at the minimum of the average
potential BTOP(0) is equivalent to B‖.
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value for B‖ on the order of 1G is sufficient to suppress Majorana spin flips
completely on typical experimental time scales. However, if B‖ drops below the
respective safe values, the lifetime drops very rapidly. This limits the achievable
trap frequencies to a value given by the respective maximal gradients (Sect. 4.2).
Eq. 4.1 is strictly valid only for the ground state, excited states have longer
lifetimes. This means that the rates given are an upper bound for thermal atoms
which are virtually unaffected for ensemble temperatures of > 10µK.
4.1.3 Current fluctuations in conducting surfaces
When all the effects discussed in Sects. 4.1.1 and 4.1.2 are controlled and the
corresponding loss rates are low, the dominant contribution to the atom-surface
coupling arises from magnetic field fluctuations. This has been thoroughly dis-
cussed in the literature [189, 66, 92, 93, 94, 89, 91, 90], so that here the focus can
be put on the consequences for the experiments.
Fluctuating fields couple to the magnetic moment of a trapped atom and can
change both its center-of-mass motion (scattering) and its magnetic quantum
number mF (spin flips). Rate equations for these processes can be derived from
Fermi’s Golden Rule [90]:
Γi→f =
1
~2
∑
α,β=x,y,z
〈mi|µα|mf〉〈mf |µβ|mi〉SαβB (ωif). (4.2)
The initial and final states are denoted as |mi〉 and |mf〉, respectively, and the
transition frequency between them as ωif . The states can either be different spin
states (losses) or different vibrational states (heating). The relevant quantity
responsible for the coupling strength is the magnetic field fluctuation (noise)
power spectrum
SαβB (ω) = 2
∫ +∞
−∞
dτ eiωτ 〈Bα(t+ τ)Bβ(t)〉 , (4.3)
at the appropriate frequency ω. 〈. . .〉 is a time average (experiment) or an en-
semble average (theory). In the following, different sources of this spectrum are
discussed and the corresponding rate equations are given.
Thermal noise
Inside a conducting surface at finite temperature, there are fluctuating thermal
currents (Johnson or Nyquist noise [106, 147]). These currents induce fluctuating
magnetic fields that can couple to nearby atoms in the vacuum. Close to the
surface, the fields have substantial non-propagating components that exceed the
blackbody spectrum dramatically by many orders of magnitude at low frequen-
cies. This near-field spectrum is comparably flat (white noise) in the relevant
4.1 Rate equations 87
spectral regions, so that the rates are mainly dependent on the atom-surface
distance d and on the matrix elements of the respective transitions (Eq. 4.2).
Explicit calculations based on the thermal noise spectrum above a flat conductor
surface (half space bulk) result in a loss rate given by a fairly complex expression
[Eqs. (16), (17), (18), (22), and (35) in [92]] which simplifies in the limits of large
and small surface distances [d  δ(ωLar) or d  δ(ωLar)]. The distance setting
the scale is the skin depth
δ(ωLar) =
√
2ρ
µ0ωLar
, (4.4)
i.e. the frequency dependent depth of penetration of electromagnetic radiation
into a conductor, or rather the depth out of which radiation emerges from a con-
ductor, in our case. The relevant frequency is the spin flip transition frequency
ωLar (Larmor frequency), ρ is the resistivity of the conductor material. At typ-
ical experimental Larmor frequencies, the resulting skin depths are so large (for
example δ = 75µm for ωLar = 2pi × 1MHz and room temperature gold4) that the
interesting distances of single microns and below lie practically always in the low
distance limit. Only for cooled substrates (lower ρ) and high ωLar, a suppres-
sion of losses by reduction of δ below d can be hoped for. For example, in the
extreme case of T = 4K and ωLar = 2pi × 100MHz, δ is reduced by two orders
of magnitude to 750nm. But a strong increase of ωLar means sacrificing large
trapping frequencies and therefore counteracts the drive for strong confinement
and localization. The lifetime scaling for surface distances near the skin depth
has also been studied experimentally [107, 84] (Sect. 4.1.4), and the theoretical
prediction [92] was verified. In particular, the loss rate for d < δ(ωLar) does not
depend on ωLar and is simply given by
Γloss(d) =
µ20µ
2
Bg
2
FkBT
8pi~2ρ
|〈mi|Sˆz|mf〉|2 1
d
≈ 23µm/s 1
d
, (4.5)
where Sˆz is the spin operator perpendicular to the (quantization) axis of the
trapping field (assumed to point parallel to the surface). The numerical ap-
proximation is given for an alkali atom |F = 2,mF = 2〉 → |2, 1〉 transition
(|〈mi|Sˆ|mf〉|2 = 1) above a gold surface at room temperature.
Eq. 4.5 implies that lifetimes very close to the surface (d ∼ 1µm) are limited
by near field noise in the conductor to τ ∼ 10 − 100ms. Cooling the chip does
not enhance the lifetimes since ρ is roughly proportional to the temperature T
and the two effects cancel. Choosing a higher resistivity material, though, does
help; in that case, cooling can help to reduce ρ and T simultaneously to allow for
the same current densities that were tolerable for the high conductivity material
(Sect. 2.3).
4Note the error by a factor of
√
2pi in Eq. (23) in [62].
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Another remedy for short lifetimes is not to change resistivity but resistance of
the current carrying structures by altering the geometry. If the amount of used
metal is cut to the minimal amount necessary to drive the needed currents, the
loss rates can be significantly reduced. In [91] it has been shown that the term
1/d in Eq. 4.5 needs to be replaced by the trace of a tensor that depends on the
specific conductor geometry (see appendix of [91]). For a thin conducting layer
(thickness H  δ(ωLar)), for example, a closed expression is obtained and the
replacement
1
d
→ H
d(d+H)
(4.6)
needs to be made. For surface distances much smaller than the layer thickness
(d  H), the bulk behavior is recovered, but for larger distances (d  H), a
stronger loss rate scaling of ∼ H/d2 takes over. This implies a tenfold enhance-
ment of the lifetime at a distance of 1µm over a 100nm thin metal layer relative
to the bulk value. As further improvement is possible if the two-dimensionally
large layer is replaced by a wire (scaling Γ ∼ R2/d3, R is the wire radius), the use
of tolerably small amounts of metal should allow reasonable experimental time
scales of the order of seconds even at a surface distance as small as a micron.
The thus far discussed spin flip rates depend on the coupling of oscillating fields to
the atom at the Larmor frequency. These losses correspond to atomic transitions
with a change in the magnetic quantum number mF . In principle transitions
with higher energy exchange, for example F changing microwave transitions (the
hyperfine splitting in 87Rb between the F = 1 and F = 2 ground states is
∆hfs = h × 6.8GHz), can also be driven, but the rates are substantially lower
than for the spin flip rates [92]5.
More important are transitions at typically much lower frequencies, namely tran-
sitions to excited vibrational levels of the trapping potential (heating). In a
harmonic oscillator model (which is approximating the realistic trapping poten-
tials very well if the atoms are sufficiently cold), heating can occur as a result
of a fluctuating trap. These fluctuations can either change the trap frequency
(parametric heating) or the trap position [66, 188]. For sufficiently small surface
distances (d ωLar), the heating rate (in temperature units) is given by [93]
T˙atoms =
µ20g
2
Fµ
2
BTsurf
16piMρ
|〈mi|Sˆz|mf〉|2 1
d3
. (4.7)
This expression has been calculated for traps above planar surfaces of (half plane)
bulk conductors and is further reduced for geometries with a smaller amount of
metal. But even for the bulk, the phonon absorption rates derived from Eq. 4.7
are smaller than 1s−1 for d ≥ 1µm for trap compressions of ω = 2pi×100kHz and
5Losses observed close to the surface of fairly high ρ titanium have been attributed to mi-
crowave transitions [84].
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drop rapidly with increasing heights. The trap frequency does not appear in Eq.
4.7 and enters only through the phonon energy ~ω; this means that in compressed
traps transitions are suppressed due to the large vibrational energy level spacing.
Parametric heating rates are much smaller and only play a role in presence of
(relatively strong) technical noise (see below). In conclusion, the influence of loss
rates is more severe than that of heating rates, at least for distances on the order
of microns and above.
Technical noise
Fluctuating magnetic fields arise not only from thermal electric properties of
conducting materials as discussed above. The electric currents generating the
trapping fields are also subject to fluctuations that drive spin flips and vibrational
excitations. The impact of technical noise can be reduced using active and passive
electronic filtering, “quiet” drivers, by correlating the currents for the wire and
the bias field etc. This works down to the most fundamental level where the noise
due to the discrete value of the electron charge comes into play (‘shot noise’). For
a current I in free space, shot noise has a frequency-independent spectrum given
by
SNI = eI ≈ 0.16 nA2/Hz I
A
, (4.8)
where e is the charge quantum. Note that currents in a solid wire can have
fluctuations below the shot noise limit because the Coulomb interaction correlates
the electrons.
If the wire current in a side guide has a noise spectrum SI(ω), the spin flip induced
loss rate is given by
Γloss(d) =
g2Fµ
2
Bµ
2
0
h2
|〈mi|Sˆz|mf〉|2 SI(ωLar) 1
d2
. (4.9)
This corresponds to a lifetime of τ ∼ 100s for shot noise limited current noise
(I = 10mA) and a surface distance of d = 1µm. As the shot noise level scales
with the current I (Eq. 4.8), τ grows only linearly with d if d is tuned by adjusting
I at a constant bias field B⊥ in a side guide potential (Sect. 2.4.2) and if SI is
always at the shot noise level or a constant multiple thereof. Usually this is not
the case because typical power supplies produce currents with a constant noise
level SI that does not depend on I. In this case or if d is tuned by varying B⊥
instead of I, τ grows quadratically with d.
The experimental data available to date indicate that the used current supplies
have a quality sufficient to suppress technical noise induced losses to a level below
the level of thermally driven spin flips. Our preliminary data (Sect. 4.3) seems to
validate this statement also for our setup down to surface distances of d ∼ 4µm.
Reducing the losses due to thermal current fluctuations by reducing the amount
of metal used (see above) will enforce the requirement for extremely low noise
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current sources since the rate given in Eq. 4.9 is independent of the type or
amount of material used. For this reason, custom designed ultra-quiet battery
driven current drivers have been designed and fabricated in our group [109] and
the development of high quality feedback loops is underway.
Eq. 4.7 shows that vibrational excitations (heating) due to thermal current fluc-
tuations take place at relatively low rates, even close to the surface. For such
processes, technical noise is dominant since a typical spectrum has a 1/f shape,
and the relevant frequencies are the trap eigenfrequencies ω that lie in the Hz-
kHz range (additional peaks at those frequencies in the noise spectra are not
uncommon [25]). Noise at the Larmor frequency (typically MHz) is usually much
weaker, so that spin flips are less likely to be driven than vibrational excitations.
In a harmonic oscillator model [169, 66] based on the parameters of a side guide
potential (Sect. 2.4.2), a transition rate of
Γ0→1 =
µ20Mω
3
4pi2B2⊥
SI(ω) (4.10)
can be derived [62]. Multiplying with ~ω/kB yields the experimentally measurable
quantity T˙ . Our measured data (Sect. 4.3) of T˙ ∼ 300nK/s exceeds the rates
predicted by Eq. 4.7 by far and thus has to be attributed to technical noise, either
coming from our current drivers or from ambient electromagnetic noise radiated
from external sources such as radio transmitters. The data is very similar to that
observed in other experiments, for example in [63, 82].
A substantial reduction of the rates given by Eq. 4.10 can be expected if the
noise in all wires and coils producing the fields can be correlated (for instance
by running all currents in a single serial circuit). This leads to a suppression of
center of mass fluctuations inside the trap. The remaining fluctuations translate
into fluctuating trap frequencies and can now only cause parametric heating for
noise at a frequency twice as high as ω. The corresponding rate has been cal-
culated in [169, 66, 62] and leads to negligible heating rates of approximately
3× 10−7s−1SI(2ω) for ω = 2pi × 100kHz and I = 100mA.
Decoherence
Finally, not only loss and heating rates are induced by technical and thermal
current fluctuations in the conducting surfaces, but also the coherence of the
quantum evolution of matter waves is affected. Uncontrolled transitions to dif-
ferent internal atomic or external trap states naturally imply loss of coherence,
too. But in addition to these energy changing processes (amplitude noise), field
fluctuations can randomize the relative phases in quantum superposition states
even without energy transfer (phase noise) [180].
The appropriate mathematical treatment makes use of a density matrix formal-
ism where the diagonal elements contain the state populations whose evolution
has been discussed above (spin flips and heating). The off-diagonal elements,
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sometimes called coherences, describe the quantum correlations of superpostion
states and are only measurable as contrast in an interference pattern (Sect. 4.4).
The gradual transition from a quantum superposition to a statistical mixture is
the decoherence process that is equivalent to a decay of the off-diagonal density
matrix elements.
Regarding trapped magnetically polarized atoms, magnetic fields fluctuating in
the direction perpendicular to the polarization axis (the trapping field direction)
affect the diagonal density matrix elements and lead to losses and heating while
fluctuations along the axis cause pure phase noise. It turns out that the near field
noise induced by thermal currents is essentially isotropic so that the decoherence
rates for internal and motional state superpositions are of the order of the spin
flip (loss) and heating rates (see above), respectively, and exhibit the same scaling
behavior [90]. For the internal state coherences, the relevant part of the noise
spectrum is now the low frequency limit (DC to 1/t where t is the time the wave
function is in the superposition state). This is less important for the thermal
noise that is essentially white, but can be critical for technical noise with a typical
1/f -scaling (frequency f) and resonance peaks at multiples of the AC-power line
frequency.
There are situations in which the decoherence rate can be substantially re-
duced: Superpositions of internal states with a vanishing differential magnetic
moment are insensitive to magnetic field noise because both spin states are
equally affected. It was shown in a recent experiment that coherence times
in excess of 1s can be reached for superpositions of the |F = 2,mF = 1〉 and
|F = 1,mF = −1〉 of cold thermal 87Rb atoms [187]. The atoms were trapped at
a ‘magic’ field of ∼ 3.2G (at the trap minimum) where the magnetic moments of
the two states are exactly equal and the residual quadratic Zeeman effect is only
∆ν = 431Hz/G2 ∆B. The experiment was performed at a surface distance of
only 6µm where the loss rates are on the same order as the measured coherence
time.
Spatial coherence is an issue when a wavefunction is delocalized over a distance
s. When s is comparable to or smaller than the noise correlation length lc, the
exponential decay of the off-diagonal density matrix elements is slowed down by
a factor of 1− C(s; 0). C(s; 0) is the low-frequency limit of the noise correlation
function [91, 90]. For a splitting greater than the correlation length, s  lc,
the correlation function C(s; 0) is zero and the superposition decays into a sta-
tistical mixture on a time scale given by 1/γ, comparable to the spin lifetime.
Superpositions with smaller splitting s decay more slowly, with a rate scaling like
[1− C(s; 0)]γ ≈ (s/lc)2γ  γ. (4.11)
This behaviour was also found in a decoherence model based on a master equation
in Fokker-Planck form [201]. For thermal noise we have shown that lc is on the
on the order of the distance d from the fluctuating currents in the conducting
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surface in analogy to the electric near field treated in [89]. In a simple shot noise
model where the electrons are assumed to move independently and ballistically,
we have found the same to be true for technical noise in a current carrying wire
[90].
The status of our experimental efforts regarding the various aspects of coherence
and decoherence processes are presented in Sect. 4.4.
4.1.4 Experimental confirmation of predicted loss rates
Over the last two years, the theoretically predicted loss rates of atoms trapped
near surfaces have been confirmed in a number of experimental situations. The
first published data on lifetime dependence on surface distance [82, 63] already
indicated that the lifetimes are reduced as the surface is approached more closely.
In the following, a survey of the relevant experiments that have since quantita-
tively verified the theory is given.
Tu¨bingen experiment
The lifetimes reported in [63] dropped by more than two orders of magnitude
with a close to linear scaling from 100s (d ≈ 2mm) to less than 1s (d ≈ 20µm)
as the surface of a microstructure or a macroscopic copper wire is approached.
Effects like worse vacuum near the surface or too small potential barriers could
be excluded as well as three-body recombination, but relatively strong technical
noise might have played a role.
MIT experiment
In the experiments published in [123], such a strong lifetime dependence on the
surface distance d was not observed, at least not down to d ≥ 70µm. In order to
detect possible effects of technical noise, an optical dipole trap was brought to the
same distance from the conductor producing the magnetic trap for comparison.
In this case, no different behavior was found, but spin flip transition rates to
magnetically untrapped states were directly detected by applying a Stern-Gerlach
type technique after releasing trapped clouds from the optical trap. The measured
time dependent rates agree well with the scaling predicted for technical current
noise. These rates were too small (γ < 0.05s−1 at d > 100µm) to be detected as
loss rates from the traps whose vacuum limited lifetimes were of the same order
(1/γ ≈ 20s).
Sussex experiment
Thermal noise as source of reduced lifetimes near surfaces could be identified in
another set of experiments which were performed close to a aluminum coated
copper wire [107]. This wire was large enough to be essentially treated as bulk
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metal. It was not only possible to distinguish thermal noise from technical noise
by the scaling of the lifetime as a function of d, but also to distinguish two
different skin depths (60µm and 110µm). The data that was measured for surface
distances ranging between d ≈ 25µm and d ≈ 80µm agrees fairly well with the
theory prediction for a flat surface half space bulk. Surprisingly, the experimental
data shows longer lifetimes than theoretically expected (for example τ ≈ 2.5s at
d ≈ 25µm). Recently, an improved calculation taking the cylindrical wire shape
into account reversed this behavior [167].
JILA experiment
In two experiments performed more recently, clearly thermally induced losses
were observed by approaching the surfaces of solids that do not carry currents
themselves and thus cannot contribute to fluctuating magnetic fields via technical
current noise. In the first experiment [84], cold thermal atoms and BECs trapped
in a macroscopic magnetic trap were brought close to different large (bulk) solids
of varying material. After subtracting the vacuum (background gas collisions)
limited loss rates (≈ 0.01s−1), the conductivity dependence of the lifetimes was
observed. Down to d < 10µm, the lifetime near silicon remained nearly unaffected
(> 300s) while the lifetime near titanium and copper exhibited the predicted scal-
ing and magnitude (for example, τ ≈ 1s at d ≈ 10µm for copper). No difference
between condensates and thermal clouds was detected, the skin depth dependence
could again be verified. At d ≤ 10µm, anomalously short lifetimes were measured
which probably have to be attributed to additional short range surface potentials.
In a later experiment near the same surfaces (d ≤ 10µm), effects of electric fields
induced by adsorbed rubidium atoms were observed through resonance frequency
shifts of narrow BEC excitation lines [138].
Stanford experiment
A thin metal film (thickness ≈ 2µm) rather than bulk material was approached
with condensed and thermal atoms of varying temperatures in the second exper-
iment [131]. After correction for vacuum limited loss rates, the theory is also
confirmed in this environment for both a metallic and a dielectric surface. For
d ≤ 3µm, a cloud temperature T dependent rapid decrease of lifetimes, particu-
larly above the dielectric surface (Si3N4), was measured. The lifetimes at larger
d were temperature independent. The observations are consistent with a surface-
induced one-dimensional evaporation. Measurements of the T and d dependent
fraction of atoms remaining after a fixed evaporation time were consistent with
the assumption of a short-range surface potential of the Casimir-Polder type
[34, 182].
Table 4.1 summarizes the various experiments, the investigated height ranges and
the results obtained.
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group d (µm) τ (s) material noise
tech./therm.
Munich [82] 100 1.3 Au wire + tech.(?)
[187] 5–20 1.6–11 Ag layer
Tu¨bingen [63] 20–300 0.7–100 Cu wire tech.(?)
MIT [123] 70–500 25 Cu wire –
100–500 20–300 (opt. trap) tech.
Sussex [107] 25–90 2.5–50 Cu/Al bulk (cylindr.) therm.
JILA [84] 10–200 1–300 Si,Ti,Cu bulk therm. (I=0)
Stanford [131] 1.5–11 0.1–1 (2.5) Cu layer (Si3N4) therm. (I=0)
Table 4.1: Summary of experimentally measured lifetimes near various surfaces. The source
of the magnetic field fluctuations responsible for the expulsion of atoms from the trap via spin
flips is given as reported in the respective publication. The MIT lifetime data is inferred from a
directly measured spin flip rate, the JILA data is corrected for vacuum limited lifetimes. In the
Sussex and JILA experiments, the predicted dependence of loss rates on the Larmor frequency
(skin depth) was confirmed.
4.2 Wire size scaling
The theoretical considerations and their experimental confirmation discussed
above have shown that surface distances down to 1µm can realistically be used
for atom chip experiments. Even for the worst case assumption of a half space
bulk of metal, lifetimes of the order of ∼ 100ms are expected (confirmed by our
preliminary data presented in Sect. 4.3) at this distance. For d ≤ 1µm, additional
effects related to short range surface potentials play a role (Sect. 4.3) and might
hamper the surface approach. These effects include residual disorder potentials
due to fabrication imperfections (Sects. 3.2 and 2.2), attractive Casimir-Polder
potentials (Sect. 4.1.4 [131]) and inhomogeneous electric fields due to surface
adsorbed alkali atoms [138].
Under the assumption of a minimal tolerable surface distance d0 ∼ 1µm, the
results from chapter 2 regarding thermal behavior (Eq. 2.5 in Sect. 2.3) and
achievable trap gradients (Eq. 2.20 in Sect. 2.4.10) of realistic rectangular cross
section wires can be combined to estimate the limitations on atom chip traps.
The resulting scaling of the maximal trap gradient for a given wire (height H,
width W ) in side guide configuration (Sect. 2.4.2) is
∂B
∂r
(H,W, d0) ∝ 1√
H
[
arctan
(
W
2d0
)
− arctan
(
W
2d0 + 2H
)]
. (4.12)
For a given d0, the optimal wire geometry regarding the strongest possible confine-
ment can now be calculated. A numerical solution of the transcendent equations
4.2 Wire size scaling 95
Figure 4.2: (left) Dependence of the maximally achievable trap frequency on the wire geom-
etry. The width and height of the wire are given in units of the (minimal) surface distance d0.
The contour lines correspond to suboptimal wire geometries that allow to reach trap frequencies
of 99%, 90%, 75%, 50%, and 25% of the maximal frequency that can be achieved for an optimal
geometry (red dot). (right) Dependence of the maximal trap frequency on d0 for an optimal
wire geometry for each d0 (green) and for a fixed wire geometry that is optimized for d0 = 1µm
(red). The distances are given in units of d0 (red dashed line).
yields
Hopt ' 2.55d0.
Wopt = 2d0
√
1 + H
d0
' 3.77d0 (4.13)
Assuming a realistic value of k = 2.5× 107W/Km2 for the thermal conductance
from wire to substrate and a safe η ≈ 1.5 in Eq. 2.5 leads to a maximally achiev-
able gradient of (
∂B
∂r
)
max
(d0) ≈ 300 G
µm
× 1√
d0/µm
. (4.14)
The corresponding maximal trapping frequencies ωmax are derivable from Eq. 4.1
(Sect. 4.1.2). Fig. 4.2 shows the scaling of ωmax both as a function of d0 and of
the wire sizes for a Majorana spin flip limited lifetime of 1s. For d0 = 1µm, ωmax
exceeds 2pi×1MHz (87Rb) and even for d0 = 10µm, ω > 500kHz is possible. These
numbers can be enhanced if material conditions are improved and higher current
densities are possible as discussed in Sect. 2.3. These results are in agreement
with the (differently derived) estimates made in [165].
The use of exactly the optimal wire geometry might turn out to be unfavorable
since the influence of thermal noise will be close to that of the bulk (Sect. 4.1.3)
and the relatively wide wires prevent small wire to wire spacing. As small devi-
ations from the optimal geometry are not critical (Fig. 4.2), both issues should
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Figure 4.3: Lifetime measurements close to the surface of a current carrying wire. (left)
For sufficiently large d (here d = 4.3(6)µm), the decay of atom number is purely exponential.
The red line shows a fit with a time constant of τ = 286(12)ms. (right) For small distances
(here d = 3.0(6)µm) an initial over-exponential decay, probably due to ‘spilling’ into attractive
surface potentials, plays a role.
not be problematic.
4.3 Lifetimes and heating rates: first experiments
Recently, we have started to measure lifetimes and heating rates as a function
of distance from the surface also in our laboratory. In contrast to the previous
experiments, the low influence of disorder potentials when the surface of a cur-
rent carrying wire is approached enables us to accurately investigate the small d
regime. Unlike in the experiment presented in [131], the wire producing the trap
itself can be approached. This allows to investigate the influence of technical
noise in addition to thermal noise. For reference, the influence of thermal noise
can still be measured independently when a trap far from the current carrying
wire but close to a grounded part of the gold surface is loaded. Such a trap can be
formed by rotating the bias field used in a side guide potential to point (almost)
perpendicular to the surface.
4.3.1 Lifetimes
Fig. 4.3 shows typical results of our lifetime measurements obtained during a
scan of d by varying the current I in the 100µm-trap. The trap and the loading
procedure are described in Sect. 3.1.3. So far, we have worked only with thermal
atoms at temperatures around 5µK and not with BECs in order to avoid the
influence of specific condensate effects that could lead to a more rapid depletion
of the trap. The lifetimes are measured at each current by measuring the atom
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Figure 4.4: Lifetimes measured as a function of distance d from the surface of a 100µm wide
and 3.1µm tall wire. The different colors indicate data belonging to different measurement se-
ries. The four points representing to the shortest d correspond to (initially) over-exponentially
fast decays that can probably be attributed to attractive surface potentials. The solid lines
are calculated rates assuming only thermal current noise and a background gas collision lim-
ited lifetime of 30s. The calculations were done for bulk (black), layer(red), and wire (blue)
geometries. The behavior near the skin depth (δ = 75µm, ωLar = 2pi × 1MHz) is included.
number as a function of hold time in the trap. As the lifetimes vary over many
orders of magnitude, the measured time span has to be adapted for every value
of d. We have taken care to observe the atom number decay over at least a full
decade. The values of d corresponding to the respective currents are determined
according to the procedure described in Sect. 3.2.3.
At sufficiently large d > 3µm, we observe purely exponential decays (Fig. 4.3)
that point at a loss mechanism that does neither depend on atom number nor
density nor temperature. For d < 3µm, this behavior changes and an initially
over-exponential decay takes over. This effect is likely to be induced by an evap-
oration towards the surface or rather a spilling into attractive short range sur-
face potentials. Such potentials (Casimir-Polder potentials [34, 131]) have been
reported to play a significant role for d < 3µm. The reason for the initially
over-exponential decay is that the hottest atoms are more likely to overcome the
small barrier than cold atoms, so that the decay probability is not homogeneous
throughout the atom cloud anymore. Unfortunately, the signal to noise ratios in
our initial measurements were not large enough to measure the exponential decay
that should take over after the hottest atoms have been removed from the trap.
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The complete lifetime data set we have measured so far is illustrated in Fig. 4.4.
The rapid decay of lifetimes for d < 3µm is likely to be caused by short range
surface potentials (see above). In order to roughly estimate the decay timescales
involved, an exponential decay model has been fitted to the atom number decay
in spite of the clear deviation of the observation from the model. For comparison,
the theoretical predictions of lifetimes limited by thermal current noise have been
included in the plot. The different lines correspond to a half space bulk, a layer,
and a wire model6. The effect of the Larmor frequency for d > δ(ωLar) and the
vacuum limited lifetime have been included.
Even though there is no perfect congruence of data and ab initio calculation (no
fitting parameters), the data agrees fairly well with the theory. The fact that
the measured lifetimes are longer than expected according to the bulk model
indicates that an effect of the layer/wire geometry indeed influences the lifetimes
positively. The influence of the highly doped, i.e. conductive silicon substrate is
neglected in our model and could be responsible for the tendency of the measured
lifetimes to be shorter than predicted by the layer model.
Currently, we are acquiring larger data sets of lifetimes near wires of different
geometry and near non-current carrying metal surfaces for comparison. We have
now implemented an imaging system with higher magnification which allows a
more accurate calibration of d so that short range surface potentials can be stud-
ied in detail.
4.3.2 Heating
We have also started to investigate heating effects in traps near surfaces. Compre-
hensive data sets are not yet available, but there are first indications of technical
noise induced rates. Fig. 4.5 shows a series of temperature measurements that
were obtained by a time-of-flight technique in traps at two different surface dis-
tances (d = 103(1)µm and d = 142(2)µm). The linear temperature rise observed
over a duration of 1.5s (3s) implies a constant heating rate in both cases. The two
measured rates differ according to the expectation of a stronger influence of tech-
nical noise at higher transverse trap frequencies (2pi×1.2kHz versus 2pi×0.9kHz;
see Eq. 4.10).
Future measurements will allow a more quantitative data analysis and theory
verification. The source for measurable heating is expected to be virtually ex-
clusively of technical nature (Sect. 4.1.3). A comparison of heating rates near
current carrying conductors and metal layers at I = 0 should therefore yield
significant differences.
As soon as heating effects turn out to limit the experiments, noise correlation
techniques as discussed in Sect. 4.1.3 can be implemented to overcome this prob-
6In the wire model, the geometry of a rectangular wire is accounted for by the replacement
d→ d(d+H)(d+W )/HW .
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Figure 4.5: Measured heating rates
at two different surface distances d =
103(1)µm and d = 142(2)µm with lin-
ear fits (blue and red lines, respec-
tively). The linear behavior points
at constant rates of 530(25)nK/s and
320(24)nK/s, respectively. This dif-
ference is predicted for technical noise
induced heating in traps with different
frequencies.
lem.
4.4 Interferometers
Matter wave interferometry is a large field by itself, thoroughly covered for ex-
ample in [20]. Atom interferometers have been used for fundamental studies
of decoherence mechanisms [38] and interference experiments with molecules of
growing size and complexity are undertaken in order to probe the quantum-
classical boundary [7]. On the other hand, matter wave interferometers have
very practical applications and can be used in precision metrology and as highly
sensitive acceleration and rotation sensors [126, 155].
Miniaturized interferometers integrated on atom chips have the advantage of the
robustness of the fabrication. This facilitates fundamental experiments and in
particular practical applications which are naturally much simpler to be based on
microchips than on meter-long atom beam apparatus. Furthermore, experiments
in more complex situations can be performed and thus more complex phenom-
ena can be studied. For example, coherence properties in complicated networks
may be investigated. By coupling microtraps (atomic quantum dots) to one of
the interferometer arms, similar to mesoscopic electron experiments [31], sub-
tle interaction terms such as 1/r second-order dipole interactions [149] may be
measured.
In the context of the noisy potentials discussed in this chapter, interferometers
are planned to be used to study coherence and decoherence effects in the atom
chip environment close to conducting (metallic) surfaces. While the first goal is
certainly to prove the possibility of coherent manipulation on an atom chip by es-
tablishing an interference pattern, the influence of thermal currents in the surface
can be studied in detail by observing the visibility (contrast) of the fringes as a
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Figure 4.6: Guided matter wave in-
terferometer: (a) Two Y-beam split-
ters are joined together to form the
interferometer. (b) Transverse eigen-
functions of the guiding potentials
at different locations along the first
beam splitter. When the two outgoing
guides are separated far enough, i.e.
no tunnelling between left and right
occurs, the symmetric and the anti-
symmetric states become degenerate.
(c) Energy eigenvalues for the lowest
transverse modes as they evolve along
the interferometer.
function of various experimental parameters. These parameters include the sur-
face distance d, substrate type and temperature T , spatial spread of the atomic
wave function (delocalization) and additional perturbations that can be intro-
duced in a controlled way. Depending on the type of superposition, i.e. internal
hyperfine state superpositions or external vibrational state superpositions, the
expected decoherence rates are comparable to spin flip rates or heating rates,
respectively (Sect. 4.1.3). While spin flip and heating processes coincide with a
transfer of energy, the more subtle effects of phase noise without energy exchange
only affect the coherence properties. These effects are exclusively measurable in
interference experiments.
The following discussion is focussed on an interferometer designed to probe the
coherence of motional (vibrational) states of a guiding potential. First, the con-
cept of a guided matter wave interferometer based on Y-shaped beam splitters
(Sect. 2.4.9) is outlined. An implementation on an atom chip and the results
of experimental tests of the potentials are presented in Sect. 4.4.2. The section
concludes with an overview of implementations of other types of interferometers
(Sect. 4.4.4).
4.4.1 Guided matter wave interferometer
In [52], the realization of an interferometer potential based on micro-structured
optical dipole potentials has been reported. This configuration has also been
investigated theoretically, and the observation of interference patterns even in a
multi-mode operation (i.e. with thermal ensembles as inputs) is predicted under
certain constraints [115]. In our case, we aim at an implementation of an inter-
ferometer for guided atoms based on magnetic potentials. As proposed in [3], two
Y-beam splitters can be joined back to back (Fig. 4.6a) for this purpose. The
first Y acts as splitter and the second as recombiner.
Concerning the quantum behavior of an (ideal symmetric) Y-beam splitter, co-
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Figure 4.7: Basic properties of a wave packet propagating through a guided matter wave in-
terferometer for |0〉 and |1〉 incoming transverse modes calculated by solving the time-dependent
Schro¨dinger equation in two dimensions (x,z,t) for realistic guiding potentials, where z is the
longitudinal propagation axis. The probability density of the wave function just before enter-
ing, right after exiting the interferometer, and after a rephasing time t are shown for phase
shifts of 2pi, 5pi/2, and 3pi. One clearly sees the separation of the two outgoing packets due to
the energy conservation in the guide, e.g. for n = 0 the first excited outgoing state is slower
than the ground state. The slight misalignment between |0〉 and |1〉 stems from the different
propagation velocities inside the interferometer.
herent splitting for all transverse modes should be achieved due to the definite
parity of the system [37]. This was confirmed by a numerical 2-dimensional wave
packet propagation for the lowest 35 modes. The 50/50 splitting independent
of the transverse mode is an important advantage over four way beam splitter
designs relying on tunnelling such as the X-beam splitter described in Sect. 2.4.9.
For the X-beam splitter, the splitting ratios for incoming wave packets are very
different for different transverse modes, since the tunnelling probability depends
strongly on the energy of the particle. Even for a single mode, the splitting am-
plitudes, determined by the barrier width and height, are extremely sensitive to
experimental noise.
The eigenenergies of the lowest transverse modes along an interferometer based
on two Y-beam splitters in 2-dimensional geometry7 are depicted in Fig. 4.6c.
From the transverse mode structure one can see that there are many disjunct
interferometers in Fock space. Each of them has two transverse input modes (|2n〉
7In two-dimensional confinement the out of plane transverse dimension is either subject to
a much stronger confinement or can be separated out. For experimental realizations see
[65, 179, 97]
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and |2n+1〉, n being the energy quantum number of the harmonic oscillator) and
two output modes. In between the two Y-beam splitters, the waves propagate
in a superposition of |n〉l and |n〉r in the left and right arm, respectively. With
adiabaticity fulfilled, the disjunct interferometers are identical.
Considering any one of these interferometers, an incoming transverse state evolves
after the interferometer into a superposition of the same and the neighboring
transverse outgoing state (Fig. 4.6c), depending on the phase difference acquired
between |n〉l and |n〉r during the spatial separation of the wave function8. While
the propagation remains unchanged if the emerging transverse state is the same
as the incoming state, a transverse excitation or de-excitation translates into
an altered longitudinal propagation velocity (∆v ' ±ω⊥/k where ~k is the mo-
mentum of a wave packet moving through the interferometer and ω⊥/2pi is the
transverse trapping frequency), since transverse oscillation energy is transferred
to longitudinal kinetic energy, and vice versa.
As presented in Fig. 4.7, integrating over the transverse coordinate results in a
longitudinal interference pattern observable as an atomic density modulation. As
all interferometers are identical, an incoherent sum over the interference patterns
of all interferometers does not smear out the visibility of the fringes.
Imperfections of the idealized model
In the model outlined above, a number of idealizations have been made. In the
ideal situation, interference patterns with unity visibility are expected even for
an incoherent sum over many input momentum states (wave packets of thermal
atoms). An implementation of an interferometer cannot meet all of the require-
ments perfectly. In the following, the assumptions made in the model and the
implications for a realistic experiment are briefly discussed:
• The beam splitters should be truly symmetric. The scheme relies on the
pairwise degeneracy between symmetric and antisymmetric states inside
the interferometer where the wavefunctions are delocalized. An asymetric
splitting would result in localized states propagating through one or the
other arm of the interferometer. In this case which-path information be-
comes available and the interference contrast is reduced or destroyed. As a
Y-wire geometry provides a symmetric beam splitter only if the bias field
is perpendicular to the splitting plane (Sect. 2.4.9), we have chosen such a
design for our implementation (Sect. 4.4.2).
• The time scales for the eigenenergy changes in the rest frame of the
atom are important. On the one hand, adiabaticity with respect to the
8The relative phase shift ∆φ between the two spatial arms of the interferometer can be intro-
duced by a path length difference or by adjusting the potentials to be slightly different in
the two arms. In general, ∆φ is a function of the longitudinal momentum k.
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transverse energy level splitting ~ω⊥ needs to be fulfilled, i.e. the rate of
transverse guide displacement d
dt
dz (Fig. 4.6a) has to be sufficiently small
(Ekin[
d
dt
dz]2  ~ω⊥). On the other hand, Ekin has to be larger than any
residual splitting due to tunnel coupling or asymmetry of the pairwise de-
generate states inside the interferometer (Etun  Ekin). An analysis based
on the multi-wire guide treatment (Sect. 2.4.4 [67]) shows that d
dt
dz always
diverges near potential splitting points. This problem can be overcome if
the region of too fast splitting is small on the scale of the extension of the
atom’s wavefunction.
• The exactly equal behavior of the multiple interferometers in Fock space
relies on equal energy splitting between all input, split, and output modes.
This behavior is strictly true only if the potentials are perfectly harmonic.
Another condition is that the transverse oscillation frequency in the split
interferometer arms is twice as large as in the input and output guides
(ωsplit = 2ωcomb) so that the eigenenergies of the pairwise degenerate de-
localized states is always the mean of the two corresponding single well
eigenenergies. The unavoidable residual anharmonicities in realistic poten-
tials are likely to limit the number of input modes and thus the temperature
of the multi-mode sample.
• The model is based on a pointlike source of the wave packet. The finite size
of realistic traps used as source from which atoms are released to traverse the
interferometer leads to a smearing of the interference pattern. Numerical
calculations have shown that for a source of 100µm extension, high contrast
fringes should still be observable [3].
• The coherence length of the wave packet should be longer than the (effective)
path length difference between the two interferometer arms. The coherence
length is on the order of the thermal de-Broglie wavelength λ = h/p ∼ h/σp.
The relevant momentum spread σp is small in this scheme because the
sudden release of the wave packet from a pointlike source and the subsequent
time of flight detection ensure that the (spatially resolving) detector ‘sees’
only a narrow momentum class.
• Possibly the most severe deviation of the model from currently performed
experiments is the restriction to a single relevant transverse dimension in
the model. A realistic level scheme for two transverse dimensions is sig-
nificantly more complex than the one-dimensional scheme shown in Fig.
4.6. In particular, the influence of possible non-adiabatic transitions at
(avoided) level crossings remains to be investigated. Again, restricting the
number of input modes by using cold atomic samples just above the critical
temperature of condensation is expected to facilitate the observation of an
interference pattern. ‘Freezing out’ one of the two dimensions by applying a
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Figure 4.8: Design of a guided matter wave interferometer. This image is directly taken
from the design software (DW2000) that is used to operate the ebeam machine writing the
lithography masks. The interferometer potential is produced by four current-carrying wires
(blue), the red wires are used as electrostatic and/or magnetic phase shifters. The U-shaped
wire visible in the lower right hand corner of the image (hatched blue) is used to provide an
endcap for the reservoir trap from which the interferometer is loaded. The light gray areas are
part of the grounded reflecting gold layer, the dark gray wires are part of the loading region,
the black areas indicate regions from which the gold has been removed to define and isolate the
wires.
potential with much stronger confinement along that direction, for instance
by means of a one-dimensional optical lattice, is an experimental option.
4.4.2 Implementation and potential testing with thermal
atoms
In order to be able to perform interference experiments following the guided
matter wave proposal outlined above, we have designed the atom chip that has
been used in all experiments presented in this chapter and in chapter 3. The
design includes a loading region with a number Z- and U-shaped wires of different
sizes (10, 50, and 100µm width). The flexibility for the formation of a variety of
different Ioffe-Pritchard type traps (Sect. 2.4.8) is large and the longitudinal and
transverse confinement can be tuned independently to a certain extent. This is
accomplished by a set of additional U-shaped wires on the side of the main wires
responsible for the transverse confinement (see Sect. 3.1.3).
Various interferometer structures are accessible from the central trapping region
where the atoms are cooled to the desired temperature to be used in the actual
experiments (Sect. 3.1). One of the interferometer structures is a guided matter
wave interferometer, the other geometries are explained in Sect. 4.4.4.
The gold layer containing the wires was evaporated in two stages, and most
current carrying structures have a height of 1.3 + 1.8µm= 3.1µm. For details of
the chip see Sect. 3.1.3 and appendix C where the full design of the chip is shown.
The guided matter wave interferometer we have constructed according to the
considerations expressed above (Sects. 4.4.1 and 4.4.1) is described in all details
in [67]. The Y-shaped beam splitters are designed as four wire geometry without
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Figure 4.9: Potential of
the interferometer. The black
lines indicate the current paths,
the shown equipotential surfaces
have been calculated for kB ×
100µK (blue) and kB × 20µK
(green). A variation of the lon-
gitudinal field component B‖ of
∼ ±1G/A (in units of the wire
current) leads to the formation
of a barrier that prevents cold
atoms from traversing the inter-
ferometer (hence the closed green
equipotential surfaces). The pa-
rameters used in this calculation
were I = 0.4A, Bv = 8G, and
B‖ = 1G.
merging wires (Fig. 2.21, Sect. 2.4.9), so that loss channels to the chip’s sur-
face are avoided. The interferometer consists of two beam splitters, connected
back to back. Two wires approach the split guides near the connection points on
both sides of the interferometer. These wires can be charged to apply a tunable
momentum dependent phase shift ∆φ = k/2E
∫
Uel(z)dz via the electrostatic
interaction (Sect. 2.5). Alternatively, a current can be passed through one of the
wires and shift the relative phase by ∆φ = k/2E
∫
Umag(z)dz via the magneto-
static interaction (Sect. 2.4). The wire layout is depicted in Fig. 4.8.
A thorough discussion of the interferometer potential can be found in [67]. The
main properties can be understood on the basis of the general behavior of multi-
wire (in this case four) guides (Sect. 2.4.4). In the vertical bias field configuration
there are always two potential minima above the chip surface that can either
be aligned horizontally or vertically, depending on the strength of the vertical
bias field component Bv with respect to a critical bias field determined by the
(changing) wire separations. The beam splitters are the points where the wire
separations change in such a way that a constant Bv becomes overcritical and
the vertical splitting is changed to a horizontal splitting9.
Introducing a longitudinal bias field component B‖,ext avoids field zeroes in the
magnetic guides without destroying the symmetry of the beam splitters. It does,
however, change the symmetry between the two splitters: Around the splitting re-
gions where different non-parallel wires produce the fields, there are non-vanishing
varying contributions to B‖,wire from the wires (Fig. 4.9). Together with an exter-
nal homogeneous B‖ this leads to a potential barrier near one beam splitter and
a trap near the other, depending on the sign of B‖,ext. The height of the barrier
9The input and output guides are strictly speaking double guides, but the separation is large
enough that the lower guide with its strong compression is practically inaccessible.
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Figure 4.10: (left) Inhomogeneities of the longitudinal field B‖ lead to a potential barrier
inside the interferometer (red curve) that can be overcome by a ‘pushing’ field induced by a
current Ipush through an additional Cu wire mounted underneath the chip (green curve). The
graphs show the remaining (longitudinal) field at the (split) potential minimum along the path
of the interferometer (z = 0 marks the position of the first beam splitter, negative numbers
correspond to the input guide). (right) The trap frequency varies over the interferometer and
reaches a value approximately twice as large as in the input guide at the position of maxi-
mal separation inside the interferometer (z = 500µm). This behavior (red curve) is altered in
the presence of a pushing field (green curve) which slightly changes the compression inhomo-
geneously. The parameters used for these calculations were I = 0.4A, Bv = 8G (13G), and
B‖ = 1G (0.1G) in the case of Ipush = 0A (20A).
only depends on the wire current and the (fixed) splitting angle α, not on B‖,ext.
In our case (α ≈ 50mrad), the value is approximately 1G per Ampere current
through each of the wires. In the experiments we used currents of 400mA, hence
only atoms with a kinetic energy corresponding to a temperature T ≥ 27µK could
pass through the interferometer (see closed equipotential surface for kB × 20µK
in Fig. 4.9).
A solution to this problem of cold atoms being prevented from traversing the
interferometer is to apply a an inhomogeneous additional longitudinal field. In
our setup, the simplest way to create such a field was to drive a current through
one of the copper wires contained in the structure mounted directly underneath
the chip in order to assist the loading procedure (Sect. 3.1). We used a straight
wire that runs perpendicular to the propagation direction of the interferometer.
This ‘pushing wire’ is located 6mm from the interferometer (first beam splitter)
in the longitudinal direction and 1.2mm below the chip plane. The pushing effect
is illustrated in Fig. 4.10 where the field at the potential minimum is plotted as
a function of location along the propagation direction.
Results of a test of the potentials with thermal 87Rb atoms (T ≈ 20µK) are pre-
sented in Fig. 4.11. The experimental procedure was equal to that described in
Sect. 3.1. Cold atoms were transferred from the 100µm-wire Z-trap to the upper
minimum of the four wire guide representing the interferometer input guide (Fig.
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Figure 4.11: Thermal 87Rb atoms (T ≈ 20µK) propagating through an guided matter wave
interferometer potential. (left) Time sequence of absorption images taken from a direction close
to orthogonal to the chip surface. (top right) Absorption image taken from a direction (close
to) parallel (horizontal) to the chip surface while most atoms are inside the interferometer.
Two images are visible due to reflection from the chip surface. The distance to the surface
is slightly lower for the split guide than for the recombined potential. The optical access is
partly obstructed by bonding wires in the splitting region of the interferometer (orange box).
(bottom right) Fluorescence image of an atomic cloud propagating through the interferometer.
The imaging light is the same as for the horizontal absorption image, the fluorescence light is
collected from the direction perpendicular to the chip surface. (center right) Enlarged detail of
one of the images shown on the right. The direction of propagation in all images is from left
to right.
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4.8). This potential is closed on the far side (seen from the interferometer) by
the wires connecting the four guiding wires and on the near side by an addi-
tional current through one of the U-shaped wires on the side of the guiding wires
(connections A and B in the full chip design shown in appendix C). The atoms
were subsequently released to the interferometer by ramping down the current
in the U-wire within 10ms, after a current of 30A through the pushing wire10
was ramped up. This current was subsequently increased to 45A (within 5ms)
so that in fact the complete bias field Bv was provided by the copper wire. Time
0ms in the data plots marks the time when all ramps are completed. The last
image, taken 25ms after the release process had been completed, shows that a
small fraction of atoms, probably those (cold) atoms that were closest to the
interferometer before the cloud was released, remains trapped at the potential
barrier inside the interferometer. This effect could be overcome if slightly larger
pushing currents were used. An observation of an interference pattern was not
expected in these experiments, mainly because the source of the atoms was not
(close to) pointlike, but rather a cloud that extended over 2mm in an elongated
trap (Fig. 4.11, upper left image). A longitudinally more localized source trap
can either be obtained by an appropriate combination of the U-wires on the side
of the input guiding wires (see appendix C) as described in [67] or by adding a
longitudinally strongly confining dimple by means of electric fields (Sect. 5.1).
The general considerations regarding multi-wire geometries imply that the geom-
etry of the wires already determines at which guide distances from the surface
the condition of ωsplit = 2ωcomb on the trap frequency (Sect. 4.4.1) is fulfilled.
In our case these fixed but experimentally accessible distances are 45µm for the
input/output guides and 32µm for the split guides. This fact may limit the ex-
perimental flexibility, for example for a surface distance dependent decoherence
measurement. A deviation from the correct compression (ω) ratio for varying
heights, however, is likely to slightly smear out an interference pattern rather
than destroying it completely. It should thus be possible to account for such
effects in a height scan.
In the numerically calculated potential, the trap frequencies inside the interfer-
ometer are non-constant and ωsplit = 2ωcomb is only reached at the position of
maximal separation (Fig. 4.10). As a current through the pushing wire not only
produces a longitudinal but also a vertical field component Bv,push, the potential
is altered in addition to the pushing ‘slope’: While an adjustment of the external
bias field Bv can compensate for the homogenous part, the inhomogeneous part of
Bv,push results in a varying height of the guides and thus in varying compression.
10As this wire is connected to the copper Z-wire used for the initial evaporative cooling (Sect.
3.1.2), a relay was used as a switch.
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4.4.3 BEC in a guided matter wave interferometer
The treatment of the guided matter wave interferometer presented above (Sect.
4.4.1) and in [3] has assumed single particle wavefunctions. Under certain con-
straints, a multi-mode interference pattern should be observable in this situation.
At first sight, the situation should simplify if a BEC were used as a single mode
input state. In this case, the detection of an interference pattern does not depend
on the exact overlap of multiple patterns. Hence the condition ωsplit = 2ωcomb
does not need to be fulfilled. There are principally two ways to measure the inter-
ference effect: The first is to strongly confine the BEC longitudinally before it is
released to the interferometer. This leads to a large momentum spread ∆k that
is equivalent to a wide range of phase shifts imprinted on the propagated conden-
sate. This phase shift translates to a longitudinal density modulation along the
lines of the scheme proposed by [3]. The other method is to use a BEC with a
small ∆k and tune the imprinted phase shift ∆φ from experiment to experiment,
and record the condensate’s position after a defined time of flight.
Regarding the potential design for a BEC interferometer, it is even more crucial to
minimize all barriers that have to be smaller than the chemical potential µ of the
condensate. Here, changes in the transverse trapping frequency or even changes
in the gravitational potential have to be considered. Initial experiments show
that even though a BEC is more sensitive to changes in the trapping potentials,
it can be accelerated in gradient fields (Sect. 5.1).
The behavior of a BEC in the interferometer will depend on its many-body prop-
erties, and the single particle treatment is not valid in all cases. The dynamic
splitting of an interacting quantum gas is non-trivial [139]. Similar to the well
known Mott-insulator transition [71], the different energy scales need to be com-
pared in order to assess the possibility of a coherent splitting. The relevant
energies are the kinetic energy of matter wave propagation, the tunnel-coupling
energy, and the on site interaction energy. In a situation of dominating on site
interaction the split number state (Mott insulator) is the ground state of the
system and coherence is lost.
Currently, the behavior of interacting Bose-gases in guided matter wave interfer-
ometers are being investigated [144], and one of the results is that for a relative
phase shift of ∆φ = pi between the two parts of a split condensate, an adiabatic
formation of a dark soliton excitation is predicted. This soliton is instable and
can only be created for an (almost) exact pi phase shift.
As the influence of any many-body effect scales with the interaction strength,
it could well be possible to perform experiments along the lines of [3] with suf-
ficiently dilute weakly interacting BECs. Tuning the interaction by tuning the
atom density would then allow to study additional interaction effects in detail.
Extensions of the theory presented in Sect. 4.1.3 to the coherence of condensates
are currently being developed [90, 88].
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4.4.4 Other geometries
There is a wide variety of alternative interferometer configurations that can be
envisioned on an atom chip. In the following, a summary of some possibilities is
given.
Sagnac interferometers
In addtion to the above described Mach-Zehnder type interferometers, guided
matter wave interferometers based of ring shaped Sagnac-type geometries are of
special interest. Sagnac interferometers are particularly well suited as rotation
sensors as the degeneracy of clockwise and counter-clockwise propagating modes
is lifted for non-vanishing angular momenta. Matter wave implementations can
in principle reach much higher sensitivity than currently commercially available
fiber optical devices. Investigations concerning the influence of (unavoidable)
residual disorder potentials stemming from fabrication imperfections (Sect. 3.2)
on the experimentally achievable sensitivity are currently underway.
Dynamic bias field interferometer
Regarding interferometers in the time domain, i.e. interferometers based on time
dependent beam splitters (Sect. 2.4.9), several schemes have been suggested in
the literature.
In [97] it has been proposed to use a splitting geometry based on two wires with
co-propagating currents as explained in Sect. 2.4.3 to form an interferometer.
This scheme operates under the assumption of non-interacting atoms originally
populating the trap ground state (non-interacting BEC). Starting from a popu-
lation in the hexapole minimum, a differential phase shift ∆φ is imprinted after
horizontally splitting the atomic cloud by increasing B⊥. ∆φ controls the rela-
tive population of the degenerate symmetric and antisymmetric states in the split
potential. The two minima are subsequently recombined and split vertically by
reducing B⊥ to below the critical value B⊥,crit. Now the compression of the two
minima differs, so that the eigenstates are now the localized states. This implies
that the antisymmetric first excited state evolves into the state localized in the
lower minimum with the higher ω. The symmetric ground state will in contrast
be localized in the upper minimum with the lower ω. The splitting ratio into
the two minima will hence depend on ∆φ which allows to detect an interference
pattern by measuring the population in one or both of the minima as a function
of ∆φ.
We have designed and fabricated an interferometer based on this concept on
the chip that also contains the guided matter wave interferometer (Sect. 4.4.1).
Fig. 4.12 shows our design: The two 300µm long wires with equal cross section
(1.3 × 2µm2) are connected in parallel to a broader wire configured as a Z in
order to provide longitudinal confinement. The wire separation (center to center
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Figure 4.12: Layout for an implementation of a dynamic bias field interferometer. This image
shows a design that is fabricated on a chip. The interferometer concept is based on two parallel
(2µm wide) wires carrying co-propagating currents. In this design, the two wires constitute the
central wire of a Z-wire, so that atoms are confined also along the longitudinal direction. The
current carrying wires are colored in blue, the grounded metal patches in light gray, and the
gaps defining the wires in black. Phase shifts can be imprinted by passing currents through
neighboring wires (hatched red) or by applying charges to them.
Figure 4.13: A Z-trap potential can be split
and recombined by adjusting the current flow-
ing through the central wire crossing the Z (dark
blue). The current carrying wires are depicted
in blue, the gaps from which the metal has been
removed in black, the grounded parts of the gold
surface in light gray. The wire shown in red is
an electrode that can be used as phase shifter.
Some auxiliary wires are not directly used in the
scheme (dark gray).
4µm) was chosen to be small enough to maintain reasonable trapping frequencies
in the separated wells at sufficiently large tunnelling rates. This is necessary in
order to allow an operation speed of the interferometer sequence that should be
fast with respect to any decoherence processes.
Split Z-trap double well
Another possibility of an implementation of an interferometer is based on a
crossed wire beam splitter (Sect. 2.4.9). An interference pattern is predicted
for a population of the ground state of the original trap under the assumption of
negligible many body interaction effects [83]. The constraints of adiabatic poten-
tial changes that are necessary in order to avoid an uncontrolled evolution into
excited vibrational trap levels, have been studied in [83]. The result is again that
smaller structures are favorable.
We have also constructed a crossed wire interferometer (Fig. 4.13). As in this
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Figure 4.14: Multi-mode in-
terferometer sequence for a split
Z-trap geometry. By applying
an asymmetry to the double well
potential where appropriate, the
whole procedure is determinis-
tic and does not rely on accu-
rate timing. In the shown case,
a localized state (red) is split
and turned into the antisymmet-
ric state inside the interferometer
by applying a relative phase shift
of ∆φ = pi. The population is
hence found in the other well at
the end of the sequence (see text).
case fast longitudinal trap frequencies are desirable, we chose the basic trap to
be a 10µm-Z-trap with a small central wire length (center to center 40µm). This
Z is crossed in its center by a thinner (5µm) wire whose current can be tuned to
tune the barrier height in the double well potential. An electrically chargeable
lead near one of the wells is intended to be used as a phase shifter.
The detection of the interference effect in this configuration (not explicitly ad-
dressed in [83]), requires a high imaging resolution on the order of the trap ground
state size as the first excited state needs to be distinguished from the ground state
by detecting the node plane.
An alternative scheme based on adiabatic passages has been proposed [5], and we
are currently verifying its feasibility in our design. In this scheme (Fig. 4.14), the
phase shifting chargeable lead is used to introduce a differential potential depth
of the two split wells where necessary. The interferometer sequence operates as
follows: a) One of the two wells in the split potential is loaded with atoms in the
(localized) symmetric ground state of this well. b) The potential in the populated
well is lowered, so that the wavefunction evolves adiabatically (and thus deter-
ministically) into the ground state of the combined potential when the barrier
is lowered. c) The potential barrier is ramped down and the chargeable lead is
discharged. d) The potential is split into a symmetric double well. The wavefunc-
tion now evolves deterministically into the delocalized symmetric ground state of
the double well. e) At a sufficiently high barrier, the symmetric and antisymmet-
ric ground states become degenerate, and introducing a differential phase ∆φ by
charging the lead (now used as phase shifter) will determine the coefficients of a
coherent superposition of both states. f) The potential is recombined and steps
b) and c) are repeated in reverse order. g) The relative population of the two
wells depends on the imprinted phase shift ∆φ and can be detected.
While the experimentally relevant energy and time scales still need to be deter-
mined, this scheme has a number of obvious advantages: If certain adiabaticity
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criteria are fulfilled, the whole sequence is completely deterministic and does not
rely on an exact timing of the various processes. The scheme is based only on
arguments of symmetric and antisymmetric states and is hence readily extend-
able to multi-mode operation as has been confirmed in numerical wavepacket
propagations [5]. This means that thermal clouds could be used and many-body
interaction effects do not have to be considered. The constraints on the imaging
are significantly relieved as the detection of the interference pattern is possible as
long as the two wells of the split potential can be spatially resolved. In the split
Z-trap geometry, flexible parameter tuning is possible. In contrast to the guided
matter wave interferometer, decoherence times can simply be measured by vary-
ing the hold time of the delocalized wavefunction and the surface distance can
be changed without significantly altering the relevant longitudinal confinement.
Finally, the transverse confinement of the potential can be made so strong that
a one-dimensional treatment is fully justified.
Splitting in disorder potentials
It has been mentioned above that it is desirable to construct splitting potentials
in which the confinement (trap frequency) in the separated wells of the double
well potential is high even when the spatial separation is small and the tunnelling
rates are high. This implies small structure sizes which are sometimes risky to
fabricate because small structures limit the flexibility in the experiments regard-
ing large volume traps and atom-surface distances. One solution to this problem
is to build hybrid chips, containing both large wires to form deep trapping po-
tentials comparably far away from the wires and small scale structures for the
high resolution potential tailoring. We are currently developing such chips (Sect.
5.3).
In the meantime, the small scale disorder potentials invoked by fabrication imper-
fections discussed in Sect. 3.2 could be used constructively. As these potentials
have random character, we will use our ability to scan the full surface of a (broad)
wire (Sect. 3.2.6) to find a location where an atom cloud can gradually be split
by slightly changing the trap parameters, for instance the bias field direction.

5 Outlook: controlled single and
multi-particle quantum states
This thesis work was focussed on developing the tools for microscopic matter
wave control (chapter 2) and to explore the possibilities of approaching the sur-
face of atom chips. Various new methods and trapping geometries have been
developed and tested, in particular electrostatic fields are now an integral part of
the manipulation repertoire [119]. At atom–surface distances of a few microns it
has turned out that issues of imperfect fabrication (chapter 3) and fundamental
thermal current noise in conductors (chapter 4) become important. If the struc-
tures used to form the manipulation potentials are smooth, disorder potentials
can be kept low, even down to ∼ 1µm. The current densities in surface mounted
wires can be high enough to allow a reduction of the used metal to a level where
thermal current noise limited lifetimes > 1s are possible at single micron sur-
face distances. Our experiments have already shown that with currently used
lithographically fabricated wires, wire imperfections are reduced to a tolerable
degree. The influence of current noise has been studied theoretically and the pre-
dictions made are experimentally confirmed. So far, the experimental tests are
not complete but indications of a positive influence of a thin metal layer versus
bulk material have been observed. This supports the extrapolation to possible
second long lifetimes down to a micron surface distance.
In conclusion, the work presented in this thesis shows that micro-manipulation of
neutral atoms near surfaces of atom chips is feasible for surface distances down
to ∼ 1µm and experiment times of the order of seconds are possible. At shorter
distances, a set of additional problems related to short range surface potentials
has to be attacked. This regime remains to be investigated in future theoretical
and experimental studies.
The short to mid term plans and current developments of the experiments have
been mentioned throughout the text. The purpose of this final chapter is to
outline the future directions the experimental efforts are heading to. It will not
be possible to pursue all possible paths in parallel, and certain priority decisions
will have to be made to some extent. Some experiments are or will be carried
out in other setups. The chapter is divided into three sections: The first section
is concerned with correlated many-body systems in various confining geometries,
the second section then deals with single and few particle control, before the
more technical third section comments on the development of microtraps for
experiments pursuing these directions.
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5.1 Entering the one-dimensional regime
The freedom in tailoring potentials is much larger on atom chips than in any
conventional macroscopic trapping arrangement. This is highlighted in chapter 2
where a variety of tools and their experimental tests are discussed. In particular,
it is possible to form elongated traps with a tunable aspect ratio between trans-
verse and longitudinal trap frequencies (ω⊥/ω‖). This opens new possibilities
for studying the transition between regular three-dimensional (3D) and (quasi)
one-dimensional (1D) confinement. The intermediate and fully 1D regimes are in-
teresting because the role and effective strength of the inter-particle interactions
change or are changeable in a controlled way. In analogy to condensed mat-
ter systems, highly correlated systems beyond mean-field theory can be studied,
especially in low-dimensional strongly confining systems (quantum wires).
The most striking example for a profoundly altered role of the interactions in low
dimensions is probably the so called Tonks-Girardeau regime [186, 68] that was
very recently observed experimentally [153]. Counter-intuitively, the condition
for this limit of strong interactions in 1D confinement is reached for low densities.
In this case, impenetrable bosons are described by a symmetric fermionic wave
function, and thus behave like fermions in many respects. While this and other
effects have started to be experimentally accessible in optical lattice systems,
atom chips provide the unique possibility of addressing individual traps with
largely tunable parameters. In addition, the presence of small and tunable (via
the surface distance) random potential roughness will allow to study the influence
of disorder, both in static and dynamic transport situations.
In the following, some recent observations we have made in quasi-1D confining
potentials are presented. The results are not yet analyzed and much deeper
experimental and theoretical understanding is desirable. This section is meant
to show that indeed characteristic signatures of the dimensionality change from
3D to 1D are visible.
Elongated traps with high aspect ratios
There are various energy and length scales involved in the classification of confined
gases into different categories of low-dimensionality. The different regimes have
been thoroughly discussed in the literature [150, 157]. In this section only certain
limits are mentioned and compared to current experimental parameters.
Effects of 1D confinement are observable in degenerate quantum gases as soon
as the condition ω‖  ω⊥ is fulfilled. A consequence is that the gas below
the critical temperature TC is not phase coherent over its whole extension (quasi
condensate). Fluctuating phases and resulting random interference patterns have
been studied both theoretically [158] and experimentally [49]. Only below a lower
Tφ, full coherence is established and no more interference fringes appear in the
expanding condensate.
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Figure 5.1: BEC expanded from a highly anisotropic trap (aspect ratio ∼ 1000). The time
sequence shows the expanding (quasi) condensate in situ (left) and after 2...14ms time-of-flight
expansion (1ms steps, from left to right). Distinct dark lines rather than sinusoidal fringe
patterns are visible after a certain expansion time.
Fig. 5.1 shows a time sequence of atoms released from a highly anisotropic trap
(aspect ratio ω⊥/ω‖ ≈ 1000) formed near a 10µm wide wire. The dark fringes
observed in our experiment can possibly be attributed to phase fluctuations like
those observed in [49]. However, there seems to be a qualitative difference in the
shape: Unlike the expectation for random fringes, the cloud exhibits a homoge-
neous profile over large regions interrupted only by distinct relatively sharp dark
lines. One may speculate that this effect can be explained by the formation of
solitons similar to those predicted for BECs in guided matter wave interferometers
(Sect.4.4.3).
Beyond extreme trap aspect ratios, the next limit on the way to a true 1D regime
is given by the transverse ground state energy ~ω⊥. When ~ω⊥ becomes larger
than the chemical potential µ of the quantum gas, the Thomas-Fermi approxima-
tion is no longer valid in the transverse direction and the gas is in the transverse
single particle ground state. In our elongated traps, especially very close to the
surface (Sect. 3.2.5) this condition is well fulfilled. In fact, even the more se-
vere limit of kBTC ∼ ~ω⊥ is already reached. For confinement beyond this limit,
transverse excitations do not play a role anymore, and the atomic motion in that
direction is completely ‘frozen’ to the single particle zero point oscillations.
Electrostatic dimple trap
It has already been mentioned that the flexibility of atom chip based microchips
in principle allows to study the crossover regimes both between 3D and lower
dimensional geometries and between different 1D regimes. To illustrate such
possibilities we have modified an elongated 1D confining potential by means of
electrostatic fields.
The potential is realized by forming the 10µm-wire trap described in Sect. 3.1.3
far from the wire (∼ 80µm) but close to the chip surface (∼ 10µm). This is
possible by rotating the bias field to point almost vertical to the chip surface.
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Figure 5.2: BEC formation by superimposing an electrostatically formed attractive potential
(‘dimple’) onto a 1D magnetic trap. The time sequence shown starts with a thermal cloud in
the original trap (Vdimple = 0). After the dimple is switched on (Vdimple = 3.5V ), atoms start
to accumulate near the electrode and a condensate is eventually formed, purely by means of the
electrostatic potential. The signature of the BEC in the time-of-flight images (expansion time
10ms) is clearly visible as the enhanced density of thermal atoms in the dimple is much less
pronounced and not detectable for thermal atoms. This was verified in a separate experiment.
The trap is placed directly above an auxiliary wire (part of the U-shaped wire
D–E, see appendix C) running perpendicular to the magnetic trap wire. If this
wire is charged electrostatically, a small ‘dimple’ potential on top of the elongated
magnetic trapping potential forms near the trap center.
In a first demonstration experiment (Fig. 5.2), we have loaded the elongated
trap and cooled a cloud of ∼ 105 atoms to a temperature just above the critical
temperature of 1D quantum degeneracy. The thermal character of the cloud is
verified by a time-of-flight expansion. We then remove the cooling radio frequency
and charge the auxiliary wire with a small voltage of 3.5V. At this stage, the
dimple forms and atoms start to accumulate in this part of the potential. They
form a condensate after ∼ 100ms when the density has reached a critical value.
This relatively long time can heuristically be understood if the cloud’s extension in
the elongated trap (∼ 700µm) and the mean thermal velocity at 1µK (∼ 1cm/s)
are considered. The details of this trap configuration and related experiments
will be discussed in [81].
The confinement inside the dimple is nearly isotropic while the trap outside has
1D geometry. This configuration should thus be well suited to study the 3D-1D
crossover both statically and dynamically. It is likely that the 3D confinement
in the dimple can be made strong enough to fulfill the condition ~ω  kBT in
all three dimensions so that all atoms of a condensate would be found in the
3D single particle ground state. The transition from this regime to an interac-
tion dominated regime can then be investigated by varying the trap parameters
(voltage, current, bias field) accordingly.
From a trap to a (quasi)guide
One of the key issues in mesoscopic electronics is the investigation and under-
standing of transport mechanisms [101]. The atom chip offers a wide range of
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Figure 5.3: Time sequence (70ms) of a BEC released from a trap to a guide. The center row
contains eight absorption images taken from a direction almost orthogonal to the chip surface.
The expansion and movement of the cloud (and its reflection) along the guide (time step 10ms)
is clearly visible. The additional images (top and bottom) are examples of time-of-flight (10ms)
images of the expanding cloud (horizontal imaging). The 1D density profiles show that a pure
condensate gradually turns into a thermal cloud during the transport (Gaussian fits to the
thermal fraction plotted as red lines).
possibilities to study similar processes for bosonic and fermionic systems with
varying and controllable interactions. Furthermore, external influences such as
random disorder or periodic potentials of different strengths as well as controlled
coupling to specifically designed perturbations can be explored. Experiments of
this kind have the potential to sharpen the understanding of electronic systems
where typically the various environmental influences are hardly separable. On
the other hand, differences between electronic and atomic and between bosonic
and fermionic systems will be highlighted.
Here, an example of a very first experiment we have conducted in this direction
is given. Fig. 5.3 shows a time sequence of atoms released from a trap to a
guide. The trap is formed by an L-shaped 10µm wide wire (connections X–
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G, see appendix C) in combination with a U-shaped wire (connections A–B)
providing an endcap (Sect. 3.1.3). In the source trap, almost all atoms are in
the (3D) Bose-condensed phase. After the longitudinal barrier provided by the
U-shaped wires is removed, the atoms start to move along the guide, pushed by a
longitudinal field gradient provided by the lead of the L (connection G). During
the transport, the thermal fraction of the cloud grows. More interestingly, the
condensate is elongated and indications of abnormal density fluctuations similar
to those observed previously after the release of condensates from traps with
large aspect ratios (Fig. 5.1) are visible. After a transport time of ∼ 70ms, the
atoms reach a barrier formed by a small bent in the guide where the movement is
stopped, the cloud is longitudinally compressed, and all atoms become thermal.
This test experiment was performed at a surface distance of ∼ 70µm where disor-
der potentials definitely have no influence. Repeating similar experiments closer
to the surface in the presence of a tunable random potential roughness (by gradu-
ally adjusting the surface distance h) could provide a convenient environment for
the investigation of a large variety of transport phenomena, for example Anderson
localization effects [2].
5.2 Single atoms and qubits
The versatility and high resolution of atom chip potentials allows to specifically
manipulate very small ensembles and even single atoms. This could eventually
facilitate studies of the transition from systems that are best described microscop-
ically to many-body systems that exhibit macroscopic behavior. There are two
approaches: On the one hand, one can start with macroscopic quantum systems
of the type discussed in the previous section and gradually gain more control over
the various components involved (top down approach). On the other hand, an
accurate control over individual particles can be the starting point from which
the complexity of the system is gradually increased by adding more and more
subsystems (bottom up approach).
The bottom up approach is the motivation for attempts at gaining full quantum
control over individual atoms. This type of control is also referred to as the abil-
ity of performing quantum information processing (QIP). Building up complex
networks of qubits encoded in atoms is nothing else than the bottom up approach
discussed here. Typically, but not necessarily, quantum information is encoded
in two-level systems (qubits) in analogy to the binary bits in classical quantum
information processing. We have given a survey and assessment of the possibili-
ties of QIP with neutral atoms on atom chips in [118]. An overview of the large
field of QIP cannot be given here, nor can the atom chip approach be compared
to other implementations in the framework of this thesis. This section is thus
restricted to a few basic comments concerning our experimental efforts.
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Single atom detection
Single atom manipulation requires the ability to address and detect single atoms.
The simple absorption and fluorescence techniques we use to detect whole en-
sembles of atoms are not suitable since the interaction of a single photon with a
single atom is not strong enough to be directly detected.
A way of circumventing this problem is to let the atom interact with multiple
photons. Unlike in ion experiments [145], neutral atoms are removed from the
trapping potentials after the scattering of only a few photons. Multiple photon
interaction is still possible if cavities are used. In [100] it has been shown that
fairly low quality cavities are sufficient to reach a reasonable signal to noise ratio
in the altered photon transmission signal even for a single atom passing through
the resonator.
Experiments with atoms being magnetically guided through a macroscopic cav-
ity are currently being performed in a separate apparatus and first results have
been obtained. To date, ensembles of the order of ∼ 100 have been detected, a
reduction of this number is expected soon [79]. Concurrently a microscopic fiber
cavity and its mounting onto an atom chip are being developed. The status here
is that all technical requirements are fulfilled so that an experimental test with
atoms is possible in the near future [198].
Tunnelling
We are currently conceptualizing a tunnelling experiment as a first experiment
of controlling a quantum state on the atom chip. In the lingo of QIP, the qubit
is encoded in the localized states in a double well potential. An oscillation of
the detection probability of an atom in one or the other well is a Rabi oscillation
or single qubit rotation. By controlling the timing of the tunnel interaction,
the atom can be put into any desired superposition state (single qubit gate).
The tunnelling experiment is analogous to Josephson oscillations known from
superconductor physics [12].
In a single particle picture, the tunnelling rate is given by the energy difference
between the delocalized symmetric and antisymmetric eigenstates of the double
well potential. Experimentally accessible (sufficiently slow) oscillation times and
simultaneously maintaining a single well separation larger than the extension of
the localized states are only possible if the structures forming the double well
potentials are sufficiently small. Therefore we plan to use the smallest available
structure on our chip (appendix C), namely a pair of 2µm wide wires with a
center to center spacing of 4µm (Fig. 4.12).
For a (1D) BEC, the interactions have to be considered and the single atom
picture is only valid as long as the on site interaction energy is small on a scale
given by the tunnel coupling. The feasibility of a tunnelling experiment with
BECs containing small atom numbers has been verified very recently in an optical
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lattice experiment [148]. Our geometry should allow to work in the kBT  ~ω⊥
regime where transverse excitations and spilling of thermal atoms between the
wells can be excluded. Approximating the single atom case with a BEC is not
only a valid substitution but also opens up the possibility to explore the transition
between the interacting and non-interacting case in detail.
Qubit gates
There are numerous proposals for the implementation of neutral atom quantum
gates (summaries can be found in [62, 171, 118]) on atom chips. The main two
categories of possible qubits are internal state qubits where the two levels are
atomic hyperfine states and external state qubits relying on motional states of
the trapping potential.
Controlled internal qubit manipulation was recently achieved on an atom chip
[187]. In this experiment, the two levels were chosen in such a way that their dif-
ferential energy dependence on magnetic field fluctuations was minimized (‘clock
states’). This lead to extremely long coherence times of > 1s (Sect. 4.1.3). A sin-
gle qubit gate based on motional states is likely to be realized soon in a tunnelling
experiment of the type described above.
It has been shown that a universal quantum computer can be built using one
and two qubit gates [146]. Building a two qubit gate is more difficult than the
single qubit operation. The reason is that a two qubit gate requires an operation
on one atom conditioned on the state of the other. This in turn is only possible
if the two atoms interact in one way or another. The existing proposals include
photon mediated interaction [164], dipole-dipole interaction of atoms in highly
excited Rydberg states [26, 27] and controlled atom-atom collisions [102, 33].
A possibility of implementing internal state conditional controlled collisions is
provided by electrostatic fields as outlined in Sect. 2.5.4. We are currently devel-
oping concepts for a simulation of a collisional two qubit gate along the lines of
the proposal [184].
5.3 Next generation atom chips
The results of this thesis and related work give rise to a confidence that the micron
vicinity of structured surfaces is accessible to new experiments in the directions
outlined above. Consequently, we have started to develop a new generation of
atom chips based on the newly gained understanding of surface effects. In the
following, the design principles are outlined and examples of fabrication tests are
shown.
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Figure 5.4: Hybrid fabrication. The
images are taken with an optical phase
contrast microscope. The fine wires
are only 30nm high and 1µm wide.
The broad wires cross this layer, but
are separated by a 60nm thin SiN iso-
lation layer. In the top layer the wires
have a cross section of 10×2.7µm2 and
100× 2.7µm2.
Hybrid structures for loading and manipulation
Our new chips will be based on hybrid designs combining both tall and wide wire
structures to form deep large volume traps (see Sect. 2.4.2 for relevant scaling
laws) and thin and flat microwires for the detailed manipulation on the quantum
level (Fig. 5.4). The idea is to be able to keep large numbers of atoms trapped in
a reservoir trap with moderate confinement comparably far (> 50µm) from large
wires creating the potential. The confinement can still be strong enough to guar-
anty the elastic collision rates necessary for a fast and efficient BEC production.
The loading of the reservoir trap will also be improved by a redesigned copper
structure underneath the chip. This structure is conceived to feature a more
efficient heat sink by use of high tech ceramics materials and a copper cooling
block in direct contact with the substrate. The central bar of the Z-wire forming
the initial magnetic trap will be broadened to enhance the trapping volume and to
improve the mode matching (Sect. 3.1.2). Additional independent transverse wire
bars at several locations will allow a flexible tuning of longitudinal confinement
and ‘pushing’ gradients. An intermediate prototype of the new development has
already been fabricated and will be described in detail in [81].
Thin wires and small trapping geometries
Single micron wide and ∼ 100nm tall current carrying wires and chargeable
electrodes will be used to form the highly structured potentials desired for the
actual mesoscopic and single quantum experiments. These potentials will be
easily loaded with ultracold atoms and BECs from the reservoir trap even if
they are shallow. This allows to use very small wires carrying small currents so
that both thermal current noise induced loss, heating and decoherence rates and
disorder potentials scaling with the wire current are suppressed. Yet, the scaling
laws outlined in Sects. 2.4.2 and 4.2 allow strong confinement and localization of
individual trapping sites at small inter-trap distances.
Fig. 5.5 shows a detail of a recently fabricated grid of 1µm and 3µm wide and
30nm tall wires on a silicon wafer. Such structures can also be crossed with and
without an intermediate isolation layer. As such multi-layer technology needs to
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Figure 5.5: Optical phase
constrast image of a grid of
wires with 1µm and 3µm
width and varied inter-wire
spacing. For adhesion a
30A˚ thick Ti layer was used.
The wires are widened at a
distance from the planned
experimental region in order
to keep total resistances rea-
sonably low.
be developed for the implementation of the hybrid designs mentioned above, the
increase in complexity of the fabrication process is small if also several crossed
thin layers are used.
Other current developments of the atom chip fabrication technology include the
integration of fiber cavities for optical detection and manipulation of few and
single atoms. This will be discussed elsewhere [198].
A 7Li apparatus
The experiments exploring the tools that can be implemented with atom chips
(chapter 2) have been performed with cold 7Li atoms. The basic apparatus
was the one originally described in [45] that was used for first experiments of
guiding atoms near free standing straight, split [35], and bent [78] wires. Later
we performed our first atom chip experiments with this setup [116, 61] before
we moved it from Innsbruck to Heidelberg. Throughout the last three years of
operation, we have applied several modifications in order to improve and facilitate
the various procedures and to adapt them to the respective experiments. The
whole apparatus in its final state with an emphasis on the changes made have
recently been described in a PhD thesis [28]. Here, only a few comments on
the main experimental components are given, highlighting the differences to Rb
setups.
The laser system is not based on simple (and comparably cheap) diode lasers but
on a solid state laser pumped dye laser that emits 0.5–1W of red light at the Li-
D line at λ = 671nm. Both finestructure and hyperfinestructure splitting of the
light 7Li are much smaller than for the heavier 87Rb and necessitates much larger
intensities on the repumping transition. This light is provided by an electro-optic
modulator (EOM) driven at a frequency of 812MHz. The relative intensity of the
repumper side band relative to the carrier (cooling) frequency was tuned to up
to 30% in the experiments.
Chemical properties differ between Li and Rb (for example stronger tendency
for adsorption of Li) and make spectroscopy and the source of atoms in the ex-
perimental vacuum chamber technically more challenging for Li [45, 35, 28]. By
replacing the original simple oven by a more complex one, we could improve
the vacuum background pressure by more than an order of magnitude to below
10−10mbar. This oven features a motor driven switchable atom beam stop, a
differential pumping stage and a vacuum valve that facilitates atom chip replace-
ments [195].
The atom chip holder and the vacuum chamber are similar to those of the 87Rb
second generation experiment (appendix B) where a few improvements have been
made. The quadrupole field for the Li-MOT was not yet exclusively produced
by a U-wire configuration, so that a pair of bulky water cooled coils driven at
∼ 2000 Ampere windings (mass of ∼ 5kg each) were needed.
The experimental control system was based on LabView programmed National
Instruments analog and digital control cards integrated in a standard PC. The
atoms were detected by their fluorescence imaged with a high quantum efficiency
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(85%) 16bit 1340× 400pixel (20× 20µm2) spectroscopy CCD camera.
B 87Rb apparatus
In the framework of this thesis, a new cold 87Rb atom BEC apparatus was de-
signed and constructed. All experiments presented in chapters 3 and 4 were
performed using this setup. The details of its various components have been de-
scribed in a number of diploma theses [15, 67, 86, 25], and the basic experimental
procedures will be discussed in [98, 81]. Here, only the main characteristics are
sketched. In general, the goal was to build a compact setup and to maintain
a level of complexity that is as low as possible in order to facilitate a stable
operation of the apparatus.
B.1 Laser system
Cold atom experiments rely on laser cooling techniques [140] that require deter-
ministic driving of hyperfine transitions and hence narrow band frequency light
sources stabilized to atomic lines with an accuracy much higher than the natural
transition line widths [116].
In our setup, we use a commercial diode laser system consisting of a grating
stabilized master laser and a tapered amplifier chip1 that provides up to 500mW
of laser light at the Rb D2-line (F = 2→ F = 3) at λ = 780nm. The master laser
is frequency stabilized by a frequency modulation (FM) lock technique described
in [67]. As a second frequency source, we use a self-built master [86] – slave [81]
diode laser combination with a peak power output of ∼ 100mW. This system
is locked onto the repumping transition (F = 1 → 2) by a standard lock in
technique [86]. The basic laser system and the spectroscopy setups used to define
the appropriate frequencies are housed in a mechanically (vibrations), electrically,
and optically well isolated wooden box.
Outside this box in another optically isolated region on the same laser table, a
frequency preparation stage is mounted. A number of acousto-optical modulators
(AOM) are driven at various radio frequencies to provide, switch and tune the
optical frequencies used in the experiments. These frequencies are adjusted to
near the F = 2→ 3 transition (variable red detuning for cooling), the F = 2→ 2
transition (optical pumping), and the F = 2 → 3 transition (variable tuning
around resonance for imaging). A schematic drawing of the optical setup and the
various beam paths is shown in Fig. B.1 that was adapted from [25], where more
technical details may be found.
1Toptica, TA100 system.
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Figure B.1: Schematic overview of the optical beam path in the experiment. The necessary
frequency shifts are introduced by AOMs in double pass configuration for tunable shifts (cooling,
imaging) or single pass configuration for a fixed shift (optical pumping). The imaging and
optical pumping light is transmitted to the vacuum chamber through optical fibers, the cooling
and repumping light is widened through telescopes, split up and then (mirror) steered to the
chamber directly.
B.2 Vacuum system
To date, experiments with dilute gas BECs can only be performed in ultra-high
vaccum (UHV) environments. This is due to the fact that collisions of cold atoms
with hot background gas particles have to be avoided to a certain extent, so that
loss and heating processes do not dominate during the experimental period (Sect.
4.1.1).
Our UHV chamber (Fig. B.2, details in [86]) was constructed to allow good optical
access to the experimental region directly above the surface of the chip. This was
realized by including optical quality quartz windows in an octogonally shaped
stainless steel body. The distance from the outer surfaces to the experimental
region is 4cm and 10cm for the directions perpendicular and parallel to the chip
surface, respectively. As a source for rubidium atoms we use three dispensers that
are connected in parallel. A high pumping speed in combination with a pulsed
operation mode of the dispensers facilitates sufficient loading rates of the MOT of
typically 3×107 atoms/s while the rubidium background vapor is quickly reduced
in the purely magnetic trapping phase of the experiment. The vacuum system
reaches a base pressure of below 7× 10−12mbar and is pumped by a combination
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Figure B.2: (left) Atom chip assembly: The U-wire structure for the MOT (Sect. 3.1.1) and
an additional structure containing Z-shaped wires in several sizes (Sect. 3.1.2) are connected
to high-current vacuum feedthroughs. The atom chip is mounted directly on top of these wire
structures. (center) Schematic drawing of the vacuum chamber. The actual ‘science’ chamber
consists only of a small octogonal steel body (small rectangle at the bottom of the picture)
containing the atom chip. The rest of the chamber serves mainly vacuum diagnostics and
allows fast and efficient pumping. (right) Photograph of a clear view of the chamber before
(top, side view) and after (bottom, bottom view) optics and coils were mounted.
of a Ti sublimation pump and a 300l/s ion pump.
B.3 Atom chip assembly
The central part of the experimental setup is the atom chip and the surrounding
assembly. With the exception of small homogeneous external bias fields, all trap-
ping fields in our experiments are provided by the chip itself or by the copper
structures mounted directly underneath. This necessitates independent electrical
access to as many as 33 different contact points inside the vacuum chamber; eight
of these connections need high current tolerances of 50–100A (the others only up
to ∼ 2A).
The resulting complex construction of various UHV-compatible ceramics and
metal holders, copper connectors, special alloy pins, isolating Kapton foils etc.
consists of several hundred custom made pieces and is described in detail in [15].
A photograph is shown in Fig. B.2.
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B.4 Experimental control
The different steps of the experimental procedure that is cyclicly repeated at
a rate of 90 experiments/hour (40s cycle time) require a sequence of accurate
controlling signals with precise timing. For this purpose, we use a modular stand-
alone control system based on its own fast processor2. The system is driven by
a custom-programmed MatLab environment. To drive all current sources, light
manipulating elements and diagnostic components, a total of 16 analog (16bit)
and 32 digital output channels are/can be independently operated. In addition
analog input signals can be read in from eight different channels. The system
is modular so that additional processor modules and input/output cards can be
integrated if necessary. The channel update frequency can be flexibly adapted to
the experimental demand and complexity; at this time, all output channels are
updated at a rate of 80kHz, the input channels are scanned at 100Hz, as they are
used as monitor of slow experimental drifts.
The system and its programming, characteristics and performance is described
in all details in [25].
B.5 Atom detection
Finally, the most important measurement device in all our experiments is the
imaging system. Almost all information about the behavior of the cold atoms is
derived from sequences of charged coupled devices (CCD) that allow to recon-
struct atomic distributions.
The interaction of atoms with light of a frequency around a transition line can
be exploited in various ways to gain information on the density profile of an
atomic cloud. There are two main categories of imaging techniques that can be
distinguished by the importance of the real or imaginary part of the complex
refraction index n(ω) of the atoms. If the light is relatively far detuned from
the atomic transition, the real part dominates and the atom–light interaction is
dispersive so that little or no energy is transferred. This allows non-destructive
atom detection by measuring the acquired phase shift of the light (phase contrast
imaging).
The other category is comprised of techniques relying on the dissipative near
resonant atom–light interaction where the imaginary part of n(ω) is dominant.
This means that the atoms absorb photons which can be detected directly by
comparing a light beam profile passing through the ensemble with the profile of
an equal reference beam imaged when the atoms are absent (absorption imaging).
For our 87Rb experiments, we have mainly used absorption imaging, unless stated
otherwise. An alternative (used in the 7Li experiments) is fluorescence imaging
where the re-emitted photons after the absorption are collected in a fractional
2ADwin-Pro system
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solid angle. The different properties of the various imaging techniques and the
formulae for the derivation of atom densities from the detected light signals are
discussed throughout the literature, for example in [59]. We extract not only
information on density profiles and absolute atom numbers from CCD-images,
but also temperatures: When all trapping potentials are turned off at a specific
moment, the atomic momentum distribution is mapped to a spatial density dis-
tribution after a time-of-flight (TOF) period of ballistic expansion. For accurate
temperature measurements we take many images after varying TOF duration.
For most purposes, though, it suffices to take a single image after an appropriate
TOF of typically 5ms for hotter atoms and 10–15ms for cold thermal or BEC
clouds.
In our 87Rb setup we have installed absorbtion imaging optics along two axes:
The first is oriented parallel to the chip surface and perpendicular to the main
guiding axis of the chip (top–bottom in Fig. C.1). This horizontal imaging allows
to observe the longitudinal density profile of atoms trapped in the elongated chip
traps and of atoms expanding along the various guides. In addition, the distance
from the chip surface can be directly measured to a certain extent (see details in
Sect. 3.2.3).
The second imaging axis is close to the chip surface normal (the tilt is ∼ 5 deg).
This vertical imaging relies on the reflection off the chip’s gold surface and is
hence sensitive to residual surface roughness and light scattering, diffraction and
missing reflected light from the gaps defining the wires. The resulting image
quality is good if the atoms are localized far from wire edges, for example above
the center of a broad wire and decreases as wire edges are approached. We
are mainly using the vertical imaging to determine the position of an atom cloud
relative to the chip layout, rather than for quantitative analysis. For that matter,
the horizontal imaging turned out be better suited (and sufficient).
The imaging system will be discussed more thoroughly in [196]; some technical
information is given here: The horizontal imaging is set up in a way that allows to
switch between magnifying (∼ 1.7-fold, currently being changed to ∼ 3.5fold) and
demagnifying (∼ 3fold) imaging. The switching is done by means of a removable
mirror in the imaging path that steers the beam through the demagnifying optics
to a simple half inch 8-bit CCD (Pulnix TM6AS) with low quantum efficiency
for overview pictures. When the mirror is removed the magnified image (optical
resolution ∼ 3µm) is detected with a large CCD (1024 × 1024 pixels of 13 ×
13µm2 size). The chip is a back-illuminated CCD (Roper Scientific MicroMAX
1024BFT) with a quantum efficiency of 70% at 780nm and can be driven in
frame transfer mode so that the absorption frame and the reference frame can be
acquired with a small time delay, limited only by the time it takes for the atoms
to leave the imaging region. A 16-bit pixel depth guarantees a large dynamic
range.
The vertical imaging camera is a spectroscopy camera with 1340×400 20×20µm2
16-bit deep pixels with a quantum efficiency of 85% (Roper Scientific NTE/CCD-
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1340/400). Currently, the image is magnified by a factor of ∼ 5, so that the pixel
limited resolution is ∼ 4µm, optically 3µm are possible with the lens used.
C Chip design
The design of the atom chip used for all experiments presented in chapters 3 and
4 is shown in Fig. C.1. The letters are used for labelling the various wires and
correspond to the labels used on the connecting interface in the laboratory.
Two lithography masks have been machined according to this design, one with
exactly the structure depicted in Fig. C.1, and one with 2µm narrower wires.
This made it possible to fabricate the chip with two connected gold layers with
an alignment tolerance of ±1µm. The reason of the layer duplication was twofold:
Firstly, a greater total thickness of the gold film could be reached so that the max-
imally sustained currents are large. Secondly (more importantly), this technique
allows to combine structures of very different widths on a single chip without
fabrication difficulties arising from extreme (‘tower’-like) aspect ratios even if the
general layer thickness is large. The advantage of the double layer is that only
the wide structures are duplicated while narrow wires are only part of the thin-
ner bottom layer (1.3µm versus 1.8µm for the top layer). In the following, the
structures and their purpose are briefly discussed and references to the relevant
sections of this thesis are given for some cases. Details of the relevant parts of
the design with higher image resolution are illustrated throughout the text in the
respective sections.
The main source traps serving as a cold atom reservoir are based on the 100µm-Z
(T–H) and the 50µm-Z (U–H). These large volume Ioffe-type traps (Sect. 2.4.8)
can be directly loaded from the Cu-Z trap (Sect. 3.1.3). Many of the experiments
are directly performed in these traps or other potentials are loaded from here.
Four (mostly parallel) 10µm wide wires in the center of the chip (connections
X,Y,Z and G) form a four wire guide that is split and recombined in the guided
matter wave interferometer discussed in Sect. 4.4 (bottom of Fig. C.1). A lon-
gitudinal confinement turning a guide formed by these wires or a subset thereof
into a trap can be provided by (a combination of) the 20µm wide U-shaped wires
on the right hand side of the chip (connections A, B, C, D, E, F). One of the wires
(E–F) is shaped in a periodically meandering way so that a periodic longitudinal
extra potential can be imprinted onto a guiding potential.
The 10µm-Z (S–J) has a substructure in its center that is again Z-shaped. The
central part of this inner Z consists of two 2µm wires (only in the 1.3µm tall
bottom layer; all other wires have the double layer height of (1.3 + 1.8)µm=
3.1µm) with a center to center spacing of 4µm (not resolved in Fig. C.1). This
structure is meant to form a small scale time-dependent interferometer (Sect.
4.4.4).
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Figure C.1: Design of the atom chip used for the experiments with 87Rb. Only the central
region (3.1 × 3.9mm2) is shown, all wires are broadened towards the 2.2mm wide connecting
pads (outside the field of view). The gold wires are colored blue, the gray areas correspond to
grounded parts of the gold mirror and the black lines indicate the gaps from which the gold
has been removed in order to define (electrically isolate) the wires.
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Finally, the interconnected system of 10µm wires in the upper left part of the
image (connections K, M, N, P, R, S) represents a Z-trap double well interferom-
eter (Sect. 4.4.4) and wires intended to be used for its loading. The barrier in
the double well can be introduced and tuned with the 5µm wire Q–L.
Of course, the arrangement of wires on this chip can not only be used for the
intended experiments outlined above. Rather, a multitude of potential configura-
tions on very different spatial scales can be achieved, and hence many interesting
new experiments become feasible. The microscopic magnetic scanning of a con-
ductor surface (wire T–H) with a BEC (Sect. 3.2.6) is just one example of such
an originally unplanned experiment.
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