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RESONANCES FOR THE LAPLACIAN
ON RIEMANNIAN SYMMETRIC SPACES:
THE CASE OF SL(3,R)/SO(3)
J. HILGERT, A. PASQUALE, AND T. PRZEBINDA
Abstract. We show that the resolvent of the Laplacian on SL(3,R)/SO(3) can be lifted to
a meromorphic function on a Riemann surface which is a branched covering of C. The poles
of this function are called the resonances of the Laplacian. We determine all resonances
and show that the corresponding residue operators are given by convolution with spherical
functions parameterized by the resonances. The ranges of these operators are infinite dimen-
sional irreducible SL(3,R)-representations. We determine their Langlands parameters and
wave front sets. Also, we show that precisely one of these representations is unitarizable.
Alternatively, they are given by the differential equations which determine the image of the
Poisson transform associated with the resonance.
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Introduction
The notion of resonance was introduced in quantum mechanics to study metastable states
of a system, that is long-lived states from which the system deviates only with sufficiently
strong disturbances. Mathematically, resonances replace discrete eigenvalues of linear oper-
ators on non-compact domains and appear as poles of the meromorphic continuation of their
resolvents.
The mathematical study of resonances initiated for Schro¨dinger operators on Rn. Later,
it was extended to more geometric situations, such as the Laplacian on hyperbolic and
asymptotically hyperbolic manifolds, symmetric or locally symmetric spaces, and Damek-
Ricci spaces. In a typical situation, one works on a complete Riemannian manifold X, for
which the positive Laplacian ∆ is an essentially self-adjoint operator on the Hilbert space
L2(X) of square integrable functions on X. Suppose that ∆ has a continuous spectrum
[ρ2X,+∞), with ρ2X ≥ 0. The resolvent R(z) = (∆X − ρ2X − z2)−1 of the shifted Laplacian
(or Helmholtz operator) ∆ − ρ2X is then a holomorphic function of z on the upper (and
on the lower) complex halfplane, with values in the space of bounded linear operators on
L2(X). Let the resolvent act, not on the entire L2(X), but on a dense subspace of L2(X),
for instance the space C∞c (X) of compactly supported smooth functions on X or on some
suitable weighted L2 space. Then the map z 7→ R(z) might admit a meromorphic extension
across R to a larger domain in C or to a cover of such a domain. The poles, if they exist,
are the resonances of ∆ − ρ2X. Sometimes also the name scattering poles is used, but the
two concepts are not completely synonymous (see e.g. [3]). The basic questions concern
the existence of the meromorphic extension of the resolvent, the distribution and counting
properties of the resonances, the rank and interpretation of the residue operators associated
with the resonances.
Let G be a connected noncompact real semisimple Lie group with finite center and let
K be a maximal compact subgroup of G. Then the homogeneous space X = G/K is a
Riemannian symmetric space of the noncompact type. It is a complete Riemannian manifold
with respect to its canonical G-invariant Riemannian structure. The positive Laplacian is
the opposite of the Laplace-Beltrami operator. An important example of such spaces are the
real hyperbolic spaces Hn = SO0(n, 1)/SO(n). The resonances of the positive Laplacian on
Hn have been studied by Guillope´ and Zworski, [4]; see also [24]. They proved that there are
no resonances for n even; for n odd, there are resonances (which are explicitely determined)
and the corresponding residue operators have finite rank.
The study of the analytic extension of the resolvent of the Laplacian for general Rie-
mannian symmetric spaces of the noncompact type X = G/K was started by Mazzeo and
Vasy, [12]. The motivations were of different nature. First of all, these spaces form a nat-
ural class of complete Riemannian manifolds for which the geometric properties are well
understood. Moreover, the analytic properties of their Laplace-Beltrami operator play an
important role in representation theory and number theory. Furthermore, the radial com-
ponent of the Laplace-Beltrami operator on a maximal flat subspace is a many-body type
Hamiltonian, with the walls of Weyl chambers of the maximal flat corresponding to the col-
lision planes. This suggested that many-body methods of geometric scattering theory could
have been appropriate to this setting. More precisely, the analysis carried out in [12] com-
bines microlocal techniques and an adaptation of the scattering method of complex scaling of
Aguilar-Balslev-Combes, see e.g. [8]. A different point of view, using the Helgason-Fourier
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analysis, was employed by A. Strohmaier, [21], and by Hilgert and Pasquale, [7]. A fur-
ther approach, using asymptotics of solutions the Laplacian on Damek-Ricci spaces, was
employed by Miatello and Will in [15].
For a general Riemannian symmetric space of the noncompact type X = G/K, Mazzeo
and Vasy [12] and Strohmaier [21] independently proved that the resolvent z 7→ R(z2) of
the shifted Laplacian ∆X− ρ2X admits a holomorphic extension across R. The domain of the
extension depends on the parity of the real rank of the symmetric space X (i.e. the dimension
of the maximal flat subspace of X). This dependence on the parity of the dimension parallels
the case of the Laplacian on Rn (see e.g. [14, §1,6]).
Despite the many articles studying resonances on complete Riemannian manifolds, detailed
information on the existence and nature of the resonances for the Laplacian on X is so far
available only in the so-called even multiplicity and real rank one cases. The even multiplicity
case corresponds to the situation in which the Lie algebra of G has a unique class of Cartan
subalgebras. This happens for instance when G possesses a complex structure. In the even
multiplicity case, the resolvent has an entire extension to a suitable covering of the complex
plane, see [21, Theorem 3.3]. So there are no resonances in this case. The general rank-
one case was considered, with different approaches, in [15] and [7]: unless the symmetric
space has even multiplicities (in which case there are no resonances), the map z 7→ R(z2)
admits a meromorphic extension to C with simple poles along the negative imaginary axis.
The poles are at the points ζk = |α|λk, k ∈ N, where |α| is a constant depending on the
normalization of the Riemannian measure and the λk’s range among the spectral parameters
of the spherical functions ϕλk on X which are matrix coefficients of finite dimensional spherical
representations of G. The resolvent residue operator at ζk is a constant multiple of the
convolution operator by ϕλk and its image is the space of the corresponding finite dimensional
spherical representation. In particular, the rank of the residue operators is finite. See [7,
Theorem 3.8].
In [11] and [13], Mazzeo and Vasy considered the specific case of X = SL(3,R)/SO(3), to
exemplify their microlocal and complex-scaling methods of analytic extension of the resolvent
of the positive Laplacian. The space SL(3,R)/SO(3) is a symmetric space of real rank-
two which can be realized as the space of symmetric 3-by-3 positive definite matrices with
determinant 1. Restricted to a maximal flat, its Laplace-Beltrami operator is a Calogero-
Moser-Sutherland 3-body Hamiltonian of type II associated with the root system A2, see
e.g. [17, (3.1.14) and (3.8.3)]. The analysis of [11] and [13] left nevertheless open the basic
questions on the existence and nature of resonances and resolvent residue operators.
In this paper we provide complete answers to these questions. In a first step one no-
tices that for fixed f ∈ C∞c (X) and y ∈ X the resolvent function z 7→ (R(z)f)(y) extends
holomorphically to C \ ((−∞, 0] ∪ i(−∞,−1
2
ρX]
)
. The cut (−∞, 0] leads to a logarithmic
Riemann surface covering C \ (i(−∞,−1
2
ρX] ∪ {0} ∪ i[12ρX,+∞)
)
to which z 7→ (R(z)f)(y)
can be lifted holomorphically (see Corollary 4). This narrows down the location of the res-
onances to the negative imaginary axis. Our main result, Theorem 20, then says that for
each N ∈ N there is an open neighborhood of i(0, N + 1) together with a branched cover
M(γN ) to which z 7→ (R(z)f)(y) can be lifted meromorphically. Poles can occur only above
the points −i(N + 1
2
), and they are of order at most one. For special f and y the lift may
be holomorphic at some of these points. Obviously this is the case for f = 0. The residues
of the lifted functions may be calculated and they are given as convolution of f with the
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spherical function whose spectral parameter is the resonance. Unlike the rank one case, the
residue resolvent operators are not of finite rank (see Proposition 21). On the other hand,
as in the rank one case the range of each of the residue operator is a G-representation which
can be identified explicitly. More precisely, it is the unique irreducible subquotient of a (non-
unitary) principal series whose Langlands parameter can be read off from the resonance (see
Proposition 23). Since the unitary dual of SL(3,R) is known, we are able to detect the
unique resonance for which the corresponding representation is unitarizable. Unfortunately
the spherical unitary dual of some other real rank two semisimple groups was not classified
yet. Thus in these cases the question of unitarizibility of the residue representations will be
more difficult. We are not aware of any place in the literature where the authors actually
prove that any residue operators have infinite rank. Typically one uses analytic Fredholm
theory to show that these operators are of finite rank. The Fredholm theory is not applicable
in the case we consider. Instead we use Langlands classification to show that the rank is
infinite.
Alternatively, the range of the residue operator at some resonance is given by the differ-
ential equations which determine the image of the Poisson transform associated with this
resonance (see Remark 6).
In order to compute the residues, initially we tried to reduce the problem from rank two
to the rank one, considered in [7], by pursuing a double rank-one integration and deforming
the real line to an unbounded cycle in the complex plane. However this method leads to
technical difficulties. Instead we decided to use polar coordinates, deforming a circle to an
ellipse, see section 3.2, and get directly to the result. Since the Laplacian has rotational
symmetry this is a natural approach, which was used in the Euclidean case to show that
there are no residues on X = R2 despite the fact that there is a simple pole at zero for
X = R, see [14]. These computations lead quickly to a local meromorphic extensions of the
resolvent, see section 3.3. We glue them together in order to get an explicit global extension.
This is a non-trivial process, described in sections 3.4 and 3.5.
Notation. We shall use the standard notation Z, N, R, R+, C and C× for the integers, the
nonnegative integers, the reals, the positive reals, the complex numbers and the non-zero
complex numbers, respectively. We also set R− = −R+. If X is a manifold, then C∞(X) and
C∞c (X) respectively denote the space of smooth functions and the space of smooth compactly
supported functions on X.
1. Preliminaries
1.1. Structure of X = SL(3,R)/SO(3). Let G = SL(3,R) be the Lie group of 3-by-3
real matrices of determinant 1. The Lie algebra g = sl(3,R) of G consists of the 3-by-3
matrices with real coefficients and trace equal to 0. The ±1-eigenspace decomposition of g
with respect to the Cartan involution θ(x) = −xt, where ·t denote transposition, yields the
Cartan decomposition g = k⊕ p. Here k = so(3) is the Lie algebra of skew-symmetric 3-by-3
matrices and p is the vector subspace of symmetric matrices in g.
We consider X = G/K as a symmetric space endowed with the G-invariant Riemannian
metric associated with the Cartan-Killing form of g. It can be realized as the space X˜ of the
3-by-3 symmetric positive definite matrices with determinant 1. Indeed, G acts transitively
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on X˜, the element g ∈ G acting as the isometry x 7→ gxgt of X˜, and K is the isotropy
subgroup of the identity matrix.
Choose
a = {diag(a1, a2, a3); aj ∈ R,
3∑
j=1
aj = 0}
as a maximal abelian subalgebra in p. For j = 1, 2, 3 define εj ∈ a∗ by
εj(diag(a1, a2, a3)) = aj .
Then the set Σ of (restricted) roots of (g, a) is
Σ = {αi,j = εi − εj : 1 ≤ i 6= j ≤ 3} . (1)
It is a root system of type A2. All root multiplicities mα are equal to 1. Take Σ
+ = {αi,j :
1 ≤ i < j ≤ 3} as a set of positive roots. The corresponding system of simple roots is
Π = {α1,2, α2,3}. The element ρ = 12
∑
α∈Σ+ mαα ∈ a∗ is equal to
ρ = α1,2 + α2,3 = α1,3 .
We denote by a+ the positive Weyl chamber associated with Σ+ and by a∗+ the elements in
the real dual space a∗ of a which are positive on a+. The Weyl group W of Σ is S3 acting as
the group of permutations of the three elements ε1, ε2, ε3.
In the following, we denote by the same symbol 〈·, ·〉 the restriction of the Cartan-Killing
form of g to a × a, the dual inner product on a∗ and their C-bilinear extensions to the
complexifications aC and a
∗
C, respectively. Explicitly, 〈·, ·〉 is given by 〈εi, εj〉 = 6δi,j for all
i, j = 1, 2, 3. Hence, 〈α, α〉 = 12 for every α ∈ Σ. Moreover, 〈α1,2, α2,3〉 = −6.
In later sections of this paper we will find it convenient to identify a∗ with C by choosing
a suitable basis. To distinguish the resulting complex structure in a∗ from the natural
complex structure of a∗C, we shall indicate the complex units in a
∗ ≡ C and a∗C by i and i,
respectively. So a∗ ≡ C = R+ iR, whereas a∗C = a∗+ ia∗. For r, s ∈ R and λ, ν ∈ a∗ we have
(r + is)(λ+ iν) = (rλ− sν) + i(rν + sλ) ∈ a∗C.
1.2. Spherical representations. In the following, we denote by ϕλ Harish-Chandra’s spher-
ical function of spectral parameter λ ∈ a∗C; see e.g. [2, Chapter 3] or [5, Chapter IV]. The
group GC = SL(3,C) is the simply connected complexification of G. Its Lie algebra contains
aC, which is formed by the 3-by-3 complex diagonal matrices with 0 trace. We consider the
finite dimensional holomorphic representations piµ of GC with highest weight µ relative to
aC, with dominance defined by Σ
+. Let µ be the restriction to a of such a weight. Then
µ ∈ a∗. Recall that piµ is said to be spherical, if there exists a non-zero vector vµ in the rep-
resentation space of piµ which is K-fixed, i.e. so that piµ(k)vµ = vµ for all k ∈ K. According
to the Cartan-Helgason’s theorem, piµ is spherical if and only if µα ∈ N for all α ∈ Σ+. In
this case, the vector vµ is unique up to constant multiples.
Thus µ ∈ a∗C is the highest restricted weight of a finite-dimensional spherical representation
of G if and only if there exists n1, n2 ∈ Z+ so that µ = n1w1,2 + n2w2,3. Here w1,2, w2,3 ∈ a∗
are the fundamental restricted weights, which are defined by the conditions
〈wi,j, αk,l〉
〈αk,l, αk,l〉 = δ(i,k),(j,l)
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for (i, j), (k, l) ∈ {(1, 2), (2, 3)}. Hence
w1,2 =
2
3
(2α1,2 + α2,3) and w2,3 =
2
3
(α1,2 + 2α2,3) . (2)
Observe that if λ ∈ a∗C is written as
λ = λ1,2w1,2 + λ2,3w2,3 , (3)
then λi,j = λαi,j , where for α ∈ Σ the numbers λα are defined by (8). For instance, for λ = ρ,
we have ρ = 1
2
(w1,2 + w2,3) as ρ1,2 = ρ2,3 =
1
2
.
Let Y = U/K be the simply connected Riemannian symmetric space of compact type
which is dual to X = G/K. Then U = SU(3). Let piµ be the finite-dimensional spherical
representation of GC of highest restricted weight µ, and let vµ be a K-fixed vector in the
space of piµ having norm one in the inner product (·, ·) making the restriction of piµ to U
unitary. Then the matrix coefficient g 7→ (piµ(g)vµ, vµ) is a KC-bi-invariant holomorphic
function of g ∈ GC. Considered as a function on Y, it is the spherical function on Y of
spectral parameter µ. Considered as a function on X, it agrees with the spherical function
ϕµ+ρ.
1.3. Eigenspace representations. Let D(X) be the commutative algebra of G-invariant
differential operators on X and S(aC)
W the commutative algebra of W-invariant polynomial
functions on a∗C. The Harish-Chandra isomorphism is a surjective isomorphism γ : D(X) →
S(aC)
W such that γ(∆)(λ) = 〈ρ, ρ〉 − 〈λ, λ〉. See e.g. [5, Ch. II, Theorems 4.3 and 5.18, and
p. 299].
Let λ ∈ a∗C. The joint eigenspace Eλ(X) for the algebra D(X) is
Eλ(X) = {f ∈ C∞(X) : Df = γ(D)(λ)f for all D ∈ D(X)} . (4)
See [6, Ch. II, §2, no. 3 and Ch. III, §6]. The group G acts on Eλ(X) by the left regular
representation:
[Tλ(g)f ](x) = f(g
−1x) (g ∈ G, x ∈ X). (5)
Notice that Eλ(X) = Ewλ(X) (and hence Tλ = Twλ) for all w ∈ W. The subspace of K-fixed
elements in Eλ(X) is 1-dimensional and spanned by Harish-Chandra’s spherical function ϕλ.
The closed subspace E(λ)(X) generated by the translates Tλ(g)ϕλ of ϕλ, with g ∈ G, is the
unique closed irreducible subspace of Eλ(X). The restriction of Tλ to E(λ)(X) is quasisimple
and admissible. See e.g. [5, Ch. IV, Theorem 4.5]. Furthermore, the representation Tλ is
irreducible if and only if 1/ΓX(λ) 6= 0 where ΓX is the Gamma function attached to X, as in
[6, Ch. III, §7, Theorem 6.2]. For X = SL(3,R)/SO(3) we have
ΓX(λ) =
∏
α∈Σ
Γ
(
3
4
+ λα
2
)
Γ
(
1
4
+ λα
2
)
=
∏
α∈Σ+
2pi2
cos(piλα)
. (6)
Thus Tλ is reducible if and only if there is α ∈ Σ so that iλα ∈ i
(
Z + 1
2
)
. In the present
case, this is equivalent to λ being a singularity of the Plancherel density [cHC(iλ)cHC(−iλ)]−1.
Here cHC(λ) denotes Harish-Chandra’s c-function; see e.g. [2, Theorem 4.7.5]. For SL(3,R),
the Plancherel density is a meromorphic function on a∗C, given by
[cHC(iλ)cHC(−iλ)]−1 = c0
∏
α∈Σ+
λα th(piλα) (7)
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where c0 is a normalizing constant and for λ ∈ a∗C and α ∈ Σ we have set
λα =
〈λ,α〉
〈α,α〉 . (8)
The space Eλ,G(X) of G-finite elements in Eλ(X) is a (possibly zero) invariant subspace of
Eλ(X). Recall that it consists of all functions f ∈ Eλ(X) such that the vector space spanned
by the left translates Tλ(g)f of f , with g ∈ G, is finite dimensional.
The following proposition holds for arbitrary Riemannian symmetric spaces of the non-
compact type X = G/K, where G is a noncompact connected semisimple Lie group with
finite center and K a maximal compact subgroup of G. It characterizes the Eλ,G(X), when
non-zero, as finite-dimensional spherical representations of G.
Proposition 1. Eλ,G(X) 6= {0} if and only if there is w ∈W so that
−(wλ)α − ρα ∈ Z+ for all α ∈ Σ+ . (9)
In this case, Eλ,G(X) is finite dimensional and irreducible under G. It is the finite-dimensional
spherical representation of highest restricted weight −wλ−ρ. All finite dimensional spherical
representations of G arise in this fashion.
Proof. This is [6, Ch. II, Proposition 4.16]. 
Remark 1. Notice that (9) implies that λ ∈ a∗. Recall that a finite-dimensional representa-
tion pi is spherical if and only if its contregradient pˇi is spherical. Moreover, if pi has highest
restricted weight −wλ− ρ, then pˇi has highest restricted weight −w0(−wλ− ρ) = w0wλ− ρ,
where w0 denotes the longest Weyl group element. See e.g. [6, Corollary 4.13 and Theorem
4.12]. Thus Eλ,G 6= {0} if and only if E−w0λ,G 6= {0}, which is equivalent to the existence of
w ∈ W so that (wλ)α − ρα ∈ N for all α ∈ Σ+. For a dominant λ ∈ a∗, this condition is
therefore equivalent to λα − ρα ∈ N for all α ∈ Σ+. In turn, for G = SL(3,R), the latter
condition is equivalent to λα ∈ N+ 12 for α ∈ {α1,2, α2,3} when λ ∈ a∗ is dominant.
1.4. The resolvent of the Laplacian. Let ∆ be the nonnegative Laplacian on X for the
G-invariant Riemannian structure associated with the Cartan-Killing form of g = sl(3,R).
Then ∆ is an essentially self-adjoint G-invariant differential operator on L2(X) and the
spectrum of ∆ is the half-line [ρ2X,+∞) where ρ2X = 〈ρ, ρ〉 = 12. The resolvent R∆(u) =
(∆− u)−1 is therefore a holomorphic function of u ∈ C \ [ρ2X,+∞). It is actually convenient
to consider the change of variable z2 = u− ρ2X, and reduce the study of R∆ to that of
R(z) = (∆− ρ2X − z2)−1 = R∆(ρ2X + z2). (10)
Here we are choosing the single-valued holomorphic branch of the square root function on
C \ [0,+∞) mapping −1 to i. (Later the notation √· will be reserved to a different choice
of holomorphic branch; see (46).) Hence R is a holomorphic function of z ∈ C+, where
C+ := {w ∈ C : Imw > 0} is the upper half-space, with values in the space of bounded
linear operators on L2(X).
An explicit formula for R(z) can be obtained by means of the Plancherel Theorem for the
Helgason-Fourier transform; see e.g. [7, Section 1.4]. It follows, in particular, that for every
z ∈ C+ and f ∈ C∞c (X), the distribution R(z)f is in fact a C∞ function on X, given by the
formula
[R(z)f ](y) =
1
|W|
∫
a∗
1
〈λ, λ〉 − z2 (f × ϕiλ)(y)
dλ
cHC(iλ)cHC(−iλ) , y ∈ X . (11)
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The symbol × in (11) denotes the convolution on X. Recall that for sufficiently regular
functions f1, f2 : X→ C, the convolution f1×f2 is the function on X defined by (f1×f2)◦pi =
(f1 ◦ pi) ∗ (f2 ◦ pi). Here pi : G → X = G/K is the natural projection and ∗ denotes the
convolution product of functions on G.
The convolution (f ×ϕiλ)(y) can be described in terms of the Helgason-Fourier transform
of f . In fact, for f ∈ C∞c (X), λ ∈ a∗C and y = g · o ∈ X, we have by [6, Ch. III, Lemma 1.2
and proof of Theorem 1.3] that
(f × ϕλ)(y) =
∫
B
Ff(λ, b) eλ,b(y) db (12)
is the spherical Fourier transform of the K-invariant function fy ∈ C∞c (X) given by
fy(g1) =
∫
K
f(gkg1 · o) dk .
It follows by the Paley-Wiener Theorem that for every fixed y ∈ X the function (f ×ϕiλ)(y)
is a Weyl-group-invariant entire function of λ ∈ a∗C and there exists a constant R ≥ 0
(depending on y and on the size of the support of f) so that for each N ∈ N
sup
λ∈a∗C
e−R|Imλ|(1 + |λ|)N |(f × ϕiλ)(y)| <∞ . (13)
2. An initial holomorphic extension of the resolvent
We keep the notation introduced in the previous section. Recall in particular that the
bottom of the spectrum of the Laplacian is ρ2X = 〈ρ, ρ〉 = 〈α, α〉 for all α ∈ Σ. In the
following we denote by ρX the positive square root of ρ
2
X.
Let {e1, e2} be the standard basis in R2. We identify a∗ with R2 by
α1,2 = e1 and α2,3 = −12e1 +
√
3
2
e2 . (14)
In this way the inner product 〈·, ·〉 is ρ2X-times the usual Euclidean inner product on R2. One
deduces from (2) that
w1,2 = e1 +
√
3
3
e2 and w2,3 = 2
√
3
3
e2 . (15)
The above identification yields for
λ = λ1,2w1,2 + λ2,3w2,3 = x1e1 + x2e2 = x1 + ix2 ∈ a∗ ≡ R2 ≡ C (16)
the relations:
λ1,2 = x1 ,
λ2,3 = −12x1 +
√
3
2
x2 , (17)
λ1,3 = λ1,2 + λ2,3 =
1
2
x1 +
√
3
2
x2 .
Set
ξ = ei
pi
3 . (18)
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In the above coordinates, one can rewrite (7) as
[cHC(iλ)cHC(−iλ)]−1 = c0 x1 th(pix1)(x1 12 + x2
√
3
2
) th(pi(x1
1
2
+ x2
√
3
2
))
×(−x1 12 + x2
√
3
2
) th(pi(−x1 12 + x2
√
3
2
))
= c0
∏
u∈{1,ξ,ξ2}
Re(λu) th
(
piRe(λu)
)
. (19)
Let S1 = {w ∈ C; |w| = 1} be the unit circle and let σ denote the rotation-invariant
probability measure on S1:∫
S1
f(w) dσ(w) =
1
2pi
∫ 2pi
0
f(eiθ) dθ =
1
2pi
∫
S1
f(w)
dw
iw
.
Introduce polar coordinates in a∗ ≡ R2: for λ as in (16), set
λ = λ(r, w) = rw where
{
r2 = x21 + x
2
2 ,
w = λ|λ| ∈ S1 .
(20)
Hence 〈λ(r, w), λ(r, w)〉 = ρ2Xr2. Moreover, (11) becomes
[R(z)f ](y) =
1
|W|
∫ ∞
0
1
ρ2Xr
2 − z2 F (f, r, y)r dr (21)
where
F (f, y, r) =
∫
S1
(f × ϕiλ(r,w))(y) dσ(w)
cHC(iλ(r, w))cHC(−iλ(r, w))
=
1
2pi
∫
S1
(f × ϕiλ(r,w))(y) 1
cHC(iλ(r, w))cHC(−iλ(r, w))
dw
iw
. (22)
In the following, we will omit the dependence on f ∈ C∞c (X) and y ∈ X from the notation,
and write F (r) instead of F (f, r, y), and R(z) instead of [R(z)f ](y).
Set
c(z) =
z + z−1
2
(z ∈ C×) , (23)
s(z) =
z − z−1
2
(z ∈ C×) . (24)
If z ∈ S1, then c(z) = Re z and s(z) = i Im z. Hence (19) gives for r > 0 and w ∈ S1:
[cHC(iλ(r, w))cHC(−iλ(r, w))]−1 = c0
∏
u∈{1,ξ,ξ2}
Re(ruw) th
(
piRe(ruw)
)
= c0r
3
∏
u∈{1,ξ,ξ2}
c(uw) th
(
pirc(uw)
)
. (25)
We extend the function (r, w) ∈ [0,+∞)× S1 → λ(r, w) = rw ∈ a∗ = R2 by C linearity in
r to a map from C× S1 to a∗C by setting
λ(z, w) = λ(x,w) + iλ(y, w) (z = x+ iy ∈ C, w ∈ S1) , (26)
where λ(x,w) = xw = x|x|λ(|x|, w) for (x,w) ∈ (−∞, 0)× S1.
Proposition 2. Let f ∈ C∞c (X) and y ∈ X be fixed.
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(a) The function F (z), defined by (22) for z = r > 0, extends to an even holomorphic
function of z ∈ C \ i((−∞,−1
2
]∪ [1
2
,∞)). Moreover, F (z)/z6 is bounded near z = 0.
(b) Fix x0 > 0 and y0 > 0. Let
Q = {z ∈ C; Re z > x0, y0 > Im z ≥ 0}
U = Q ∪ {z ∈ C; Im z < 0}
Then there is a holomorphic function H : U → C such that
R(ρXz) = H(z) +
pii
|W |ρ2X
F (z) (z ∈ Q). (27)
In particular, the function R(z) = [R(z)f ](y) extends holomorphically from C+ to
C \ ((−∞, 0] ∪ i(−∞,−1
2
ρX]
)
.
Proof. According to (25), the integrand in the definition (22) of F is
1
2piiw
(f × ϕiλ(z,w))(y)z3
∏
u∈{1,ξ,ξ2}
c(uw) th
(
pizc(uw)
)
, (28)
which is a meromorphic function of z ∈ C. Since th(piv) is holomorphic on v ∈ C \ i(Z+ 1
2
)
and |c(w)| ≤ 1 for all w ∈ S1, the function F extends to a holomorphic function of z ∈
C \ i((−∞,−1
2
] ∪ [1
2
,+∞)). The change of variable given by the antipodal map w 7→ −w
of S1 shows that F is even. The last part of (a) follows from (28) and the Dominated
Convergence Theorem.
Since,
2r
r2 − z2 =
1
r − z +
1
r + z
,
we have
2|W |ρ2XR(ρXz) = 2
∫ ∞
0
F (r)
r2 − z2 r dr
=
∫ ∞
0
F (r)
r − z dr +
∫ ∞
0
F (r)
r + z
dr. (29)
The functions
C \ [0,+∞) 3 z 7→
∫ ∞
0
F (r)
r − z dr ∈ C (30)
C \ (−∞, 0] 3 z 7→
∫ ∞
0
F (r)
r + z
dr ∈ C (31)
are holomorphic.
Let z0 = x0 + iy0. Fix in the first quadrant a curve γ+ that starts at 0, goes to the right
and up above z0 and then becomes parallel to the positive real line and goes to infinity. We
suppose that Q is interior to the region bounded by γ+ and the positive real line.
Let M,m be fixed positive numbers. Notice that, by (13), the function (f × ϕiλ(z,w))(y)
is rapidly decreasing in the strip {z ∈ C; | Im z| ≤ M}. Moreover th(piv) is bounded in the
domain {v ∈ C; |v| ≤ 1/3} ∪ {v ∈ C; Re v ≥ m}. Let z ∈ Q. Then, by Cauchy’s theorem,∫ ∞
0
F (r)
r − z dr =
∫
γ+
F (ζ)
ζ − z dζ + 2piiF (z) . (32)
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The term ∫
γ+
F (ζ)
ζ − z dζ
has a holomorphic extension to the forth and third quadrant through the positive reals and
the negative imaginary numbers. Moreover,∫ ∞
0
F (r)
r2 − z2 r dr =
1
2
(∫ ∞
0
F (r)
r + z
dr +
∫
γ+
F (ζ)
ζ − z dζ
)
+ piiF (z).

Remark 2. Write the elements of S1 as w = eiθ. So c(w) = cos θ. Since
cos θ th(pii
2
cos θ) = −pi cos θ sin(
pi
2
cos θ)
cos(pi
2
cos θ)
and since for θ near 0 the above expression is approximately equal to
−pi 1pi
2
(1− cos θ) = −
2
(1− cos θ) ≈ −
4
θ2
,
the function (28) is not absolutely integrable if z = i
2
. Therefore it is not clear if F extends
from the right or left half plane to a continuous function on any set containing parts of the
imaginary axis larger than (− i
2
, i
2
).
The extension of R(z) across (−∞, 0] can be deduced from the results of Mazzeo and Vasy
[12] and of Strohmaier [21]. They require an additional change of variables.
Let log denote the holomorphic branch of the logarithm defined on C\]−∞, 0] by log 1 = 0.
Set τ = log z. It gives a biholomorphism between C+ and the strip S0,pi := {τ ∈ C : 0 <
Im τ < pi}. Let f ∈ C∞c (X) and y ∈ X be fixed. Define
[Rlog(τ)f ](y) = [R(ρXe
τ )f ](y) =
1
|W |
∫
a∗
1
〈λ, λ〉 − ρ2Xe2τ
(f×ϕiλ)(y) dλ
cHC(iλ)cHC(−iλ) . (33)
Polar coordinates in a∗ give now
[Rlog(τ)f ](y) =
1
ρ2X|W|
∫ +∞
−∞
1
e2t − e2τ F (e
t)e2t dt , (34)
where F (r) = F (f, y, r) is as in (22). The evenness of the function F becomes ipi-periodicity
of the function F (et).
As for the functions F and R, we will omit the dependence of f and y in the notation and
write Rlog(τ) instead of [Rlog(τ)f ](y).
Proposition 3. Let f ∈ C∞c (X) and y ∈ X be fixed. The function Rlog(τ) = [Rlog(τ)f ](y)
extends holomorphically from S0,pi to the open set
Ulog = C \
⋃
n∈Z\{0}
(
ipi
(
n+ 1
2
)
+ [log(1
2
),+∞)
)
and satisfies the identity:
Rlog(τ + ipi) = Rlog(τ) +
ipi
ρ2X|W|
F (eτ ) (τ ∈ Ulog) . (35)
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Consequently,
[R(ρXze
ipi)f ](y) = [R(ρXz)f ](y) +
ipi
ρ2X|W|
F (z)
(z ∈ C \ (i(−∞,−1
2
] ∪ i[1
2
,+∞) ∪ (−∞, 0])) . (36)
Proof. This is [21, Proposition 4.3] with f(x) = F (x)x for x ∈ [0,+∞); see also [12, Theorem
1.3]. 
Since F (0) = 0, we obtain the following corollary.
Corollary 4. Let f ∈ C∞c (X) and y ∈ X be fixed. Then the function R(z) = [R(z)f ](y)
satisfies
R(ze2ipi) = R(z) +
2ipi
ρ2X|W|
F (ρ−1X z)
(z ∈ C \ ((−∞, 0] ∪ i(−∞,−1
2
ρX] ∪ i[12ρX,+∞)
)
) . (37)
and extends holomorphically from C \ ((−∞, 0] ∪ i(−∞,−1
2
ρX]
)
to a logarithmic Riemann
surface branched along (−∞, 0], with the preimages of i((−∞,−1
2
ρX]∪ [12ρX,+∞)
)
removed.
Proposition 2 and Corollary 4 show that all possible resonances of the resolvent R(z) of
the Laplacian of X are located along the half-line i(−∞,−1
2
ρX]. Because of (27), the study
of R(z) along i(−∞,−1
2
ρX] is reduced to that of F (z) along i(−∞,−12 ]. This will be done
in the following section.
3. Meromorphic extension
In this section we complete the meromorphic extension of the resolvent of the Laplacian.
We first need a different expression for the function F from (22).
Recall that, for fixed f ∈ C∞c (X) and y ∈ X,
F (z) = F (f, y, z) =
1
2pi
∫
S1
(f × ϕiλ(z,w))(y)z3
∏
u∈{1,ξ,ξ2}
c(uw) th
(
pizc(uw)
) dw
iw
,
where ξ = eipi/3 and c(z) is as in (23). Observe that
F (z) =
1
2pi
∫
S1
(
f × ϕiλ(z,w) + ϕ−iλ(z,w)
2
)
(y)z3
∏
u∈{1,ξ,ξ2}
c(uw) th
(
pizc(uw)
) dw
iw
,
where now
(
f × ϕiλ(z,w)+ϕ−iλ(z,w)
2
)
(y) is an even function of z and w.
Let
φz,u(w) =
zc(uw)
iw
th(pizc(uw)) (zc(uw) /∈ i(Z+ 1
2
), z ∈ C, w ∈ C×), (38)
ψz(w) =
1
2pi
(
f × ϕiλ(z,w)+ϕ−iλ(z,w)
2
)
(y)(iw)2 (z ∈ C, w ∈ C×). (39)
Hence
F (z) =
∫
S1
ψw(z)
∏
u∈{1,ξ,ξ2}
φz,u(w) dw . (40)
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Note that
φz,u(w) = φ±z,±u(w) and ψz(w) = ψ−z(w). (41)
Since λ 7→ ϕiλ + ϕ−iλ is Weyl group invariant and even, it is also invariant under rotations
by multiples of pi/3. It follows that for u = eiθ with θ ∈ {± pi
3
,±2pi
3
}
we have
ψz(uw) = ψz(w)u
2 . (42)
Moreover
φz,u(−w) = −φz,u(w) and ψz(−w) = ψz(w). (43)
3.1. Analytic properties of the function c(z). To proceed further, we need to recall
some known analytic properties of the functions c(z) and s(z). Recall that for z ∈ C× these
functions are defined by
c(z) =
z + z−1
2
and s(z) =
z − z−1
2
.
For r > 0 and a, b ∈ R \ {0} let
Dr = {z ∈ C; |z| < r} ,
Ea,b = {ξ + iη ∈ C;
(
ξ
a
)2
+
(η
b
)2
< 1} .
Their boundaries ∂Dr and ∂Ea,b are respectively the circle of radius r and the ellipse of
semi-axes |a|, |b|, both centered at 0. In particular, ∂D1 = S1. Furthermore, Dr is the closed
disc of center 0 and radius r.
Observe that c : D1 \ {0} → C \ [−1, 1] is a biholomorphic function. We denote by c−1 its
inverse. More precisely, for 0 < r < 1, it restricts to a biholomorphic function
c : D1 \Dr → Ec(r),s(r) \ [−1, 1] . (44)
Also,
c : ∂Dr → ∂Ec(r),s(r). (45)
is a bijection. In particular,
ReiΘc(∂Dr) = Re
iΘ∂Ec(r),s(r)
is the ellipse ∂Ec(r),s(r) rotated by Θ and dilated by R.
Let
√· denote the single-valued holomorphic branch of the square root function defined
on C \ (−∞, 0] by √
ReiΘ =
√
Re
iΘ
2 (R > 0, −pi < Θ < pi). (46)
A straightforward computation shows that
√
x+ iy =
√√
x2 + y2 + x
2
+ i sign(y)
√√
x2 + y2 − x
2
(x+ iy ∈ C \ R−). (47)
Lemma 5. The function
√
z + 1
√
z − 1 originally defined on C \ (−∞, 1] extends to a holo-
morphic function on C \ [−1, 1]. Also, √(−z) + 1√(−z)− 1 = −√z + 1√z − 1.
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Proof. For z = x+ iy with y 6= 0, write
A = (x+ 1)2 + y2 , a = x+ 1 ,
B = (x− 1)2 + y2 , b = x− 1 .
Then
2
√
z + 1
√
z − 1 =
(√
A+ a+ i sign(y)
√
A− a
)(√
B + b+ i sign(y)
√
B − b
)
=
(√
A+ a
√
B + b−√A− a√B − b
)
+i sign(y)
(√
A+ a
√
B − b+√A− a√B + b
)
.
Hence,
lim
y→0±
2
√
z + 1
√
z − 1 =
(√
|a|+ a
√
|b|+ b−
√
|a| − a
√
|b| − b
)
± i
(√
|a|+ a
√
|b| − b+
√
|a| − a
√
|b|+ b
)
.
If x+ 1 < 0, then b < a < 0. So
lim
y→0±
√
z + 1
√
z − 1 = −
√
|a||b| = −
√
x2 − 1 (48)
is real. Thus
√
z + 1
√
z − 1 extends holomorphically across (−∞,−1) by Schwarz’s reflection
principle.
Checking the last formula is straightforward. 
Lemma 6. For z ∈ C \ [−1, 1], the following formulas hold:
(z −√z + 1√z − 1)(z +√z + 1√z − 1) = 1,
c−1(z) = z −√z + 1√z − 1,
s ◦ c−1(z) = −√z + 1√z − 1.
Also
√
x+ i0 + 1
√
x+ i0− 1 = i
√
1− x2 (−1 < x < 1),√
x− i0 + 1√x− i0− 1 = −i
√
1− x2 (−1 < x < 1),
c−1(x± i0) = x∓ i
√
1− x2 (−1 < x < 1).
In particular, the “upper part” of the interval [−1, 1] is mapped via c−1 onto the lower half
of the unit circle and the “lower part” of the interval [−1, 1] is mapped onto the upper half
of the unit circle. Furthermore
s ◦ c−1 : ∂Ec(r),s(r) → ∂Es(r),s(r),
s ◦ c−1 : Ec(r),s(r) \ [−1, 1]→ Es(r),c(r) \ i[−1, 1],
are bijections.
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Proof. The first equation is obvious. The two sides of the second equation are holomorphic
and equal for z > 1, hence equal in the whole domain of definition. Also,
s ◦ c−1(z) = z −
√
z + 1
√
z − 1− (z −√z + 1√z − 1)−1
2
=
z −√z + 1√z − 1− (z +√z + 1√z − 1)
2
= −√z + 1√z − 1 (0 < r < 1).
The two limits are easy to compute. The last statement follows from the fact that
s : ∂Dr → ∂Es(r),c(r)
and
s : D1 \Dr → Es(r),c(r) \ i[−1, 1]
are bijections. 
Lemma 7. Let |ζ| = |ζ0| = 1. Then(
ζc−1(ζ0R+ \ [−1, 1])
) ∩ (c−1(ζ0R+ \ [−1, 1])) 6= ∅ if and only if ζ = 1. (49)
Also (
ζc−1(ζ0R \ [−1, 1])
) ∩ (c−1(ζ0R \ [−1, 1])) 6= ∅ if and only if ζ = ±1. (50)
Proof. Recall that c−1 is a bijection of C \ [−1, 1] onto D1 \ {0}. If the intersection (49) is
not empty then there is 0 < r < 1 and z with |z| = r such that the two points z and ζz
are mapped by c to a point on the ray ζ0R+. But the image of the circle ∂Dr is the ellipse
∂Ec(r),s(r), which has only one point of intersection with the ray. So c(z) = c(ζz). Hence
z = ζz, which means that ζ = 1. This verifies (49).
Since c(−z) = −c(z) a similar argument proves (50). 
3.2. Deformation of S1 and residues. We keep the notation introduced above.
Lemma 8. Suppose z ∈ C \ i((−∞,−1
2
] ∪ [1
2
,∞)) and 0 < r < 1 are such that
i(Z+ 1
2
) ∩ z∂Ec(r),s(r) = ∅. (51)
Then
F (z) = Fr(z) + 2piiGr(z) , (52)
where
Fr(z) =
∫
∂Dr
ψz(w)
∏
u∈{1,ξ,ξ2}
φz,u(w) dw, (53)
Gr(z) =
∑′
w0
ψz(w0) Res
w=w0
∏
u′∈{1,ξ,ξ2}
φz,u′(w) , (54)
where
∑′
w0
denotes the sum over the w0’s for which there is a u ∈ {1, ξ, ξ2} so that
zc(uw0) ∈ i(Z+ 12) ∩ z(Ec(r),s(r) \ [−1, 1]) .
For a fixed r, both Fr and Gr are holomorphic on the open subset of C\ i((−∞,−12 ]∪ [12 ,∞))
where the condition (51) holds. Furthermore, Fr extends to a holomorphic function on the
open subset of C where the condition (51) holds. Also, Fr(0) = Gr(0) = 0.
15
Proof. Observe that, by (44), the condition that w0 ∈ D1 \ Dr and there is u ∈ {1, ξ, ξ2}
so that zc(uw0) ∈ i(Z + 12) is equivalent to that there is u ∈ {1, ξ, ξ2} for which zc(uw0) ∈
i(Z+ 1
2
)∩z(Ec(r),s(r)\[−1, 1]). Formula (52) follows then from (40) and the Residue Theorem.
Since φz,u(w) and ψz(w) are holomorphic functions of the two variables z and w, we see
from (45) that Fr is a holomorphic function of z in the region where (51) holds. Also F is
holomorphic on C \ i((−∞,−1
2
] ∪ [1
2
,∞)), hence Gr is also holomorphic there.
Since φ0,u = 0 we obtain that Fr(0) = Gr(0) = 0. 
We now derive an explicit formula for the function Gr in (54).
Lemma 9. Let z and r be as in (51). Fix u ∈ {1, ξ, ξ2}. Let n0 ∈ Z be such that i(n0 + 12) ∈
z(Ec(r),s(r) \ [−1, 1]) and let w0 ∈ D1 \Dr be such that zc(uw0) = i(n0 + 12). Then z 6= 0,
w0 =
1
u
c−1
( i
z
(
n0 +
1
2
))
(55)
and
Res
w=w0
∏
u′∈{1,ξ,ξ2}
φz,u′(w) =
( ∏
u′ 6=u
φz,u′(w0)
)
·
i
z
(n0 +
1
2
)
ipi(s ◦ c−1)( i
z
(n0 +
1
2
))
. (56)
Conversely, suppose that n0 ∈ Z is so that i(n0 + 12) ∈ z(Ec(r),s(r) \ [−1, 1]), and define w0 by
(56). Then w0 ∈ D1 \Dr and zc(uw0) = i(n0 + 12).
Proof. Since 0 /∈ i(Z+ 1
2
), we see that z 6= 0. If u′ 6= u, then Lemma 7 shows that the set of
the singularities of the function φz,u′ within the punctured open unit disc D1 \ {0} is disjoint
from the set of the singularities of the function φz,u. Therefore
Res
w=w0
∏
u′
φz,u′(w) =
( ∏
u′ 6=u
φz,u′(w0)
)
· Res
w=w0
φz,u(w).
Furthermore,
Res
w=w0
φz,u(w) =
zc(uw0)
iw0
sh(pizc(uw0))
1
d
dw
ch(piwc(uz))|w=w0
=
zc(uw0)
iw0
sh(pizc(uw0))
1
sh(pizc(uw0))pizus(uw0)(uw0)−1
=
zc(uw0)
ipis(uw0)
=
i
z
(n0 +
1
2
)
ipi(s ◦ c−1)( i
z
(n0 +
1
2
))
.
The last statement follows immediately from (44). 
Lemma 10. For all z ∈ C and w ∈ C× we have∑
u∈{1,ξ,ξ2}
ψz
(
1
u
w
)( ∏
u′ 6=u
φz,u′
(
1
u
w
))
= −3ψz(w)φz,1(ξw)φz,1(ξ2w) . (57)
Proof. Notice first that
φz,u′
(
1
u
w
)
=
zc
(
u′
u
w
)
i 1
u
w
th
(
pizc
(
u′
u
w
))
= u′
zc
(
u′
u
w
)
iu
′
u
w
th
(
pizc
(
u′
u
w
))
= u′φz,1
(
u′
u
w
)
.
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By (42), we have
ψz
(
1
u
w
)
= ψz(w)
1
u2
.
Hence ∑
u
ψz
(
1
u
w
)( ∏
u′ 6=u
φz,u′
(
1
u
w
))
=
∑
u
ψz(w)
1
u2
( ∏
u′ 6=u
u′φz,1
(
u′
u
w
))
=
∑
u
ψz(w)
( ∏
u′ 6=u
u′
u
φz,1
(
u′
u
w
))
. (58)
Since
−u′
u
φz,1
(− u′
u
w
)
= u
′
u
φz,1
(
u′
u
w
)
,
we may assume that in the above product, for each fixed u,
u′
u
= ±1
2
+ i
√
3
2
∈ {ξ, ξ2} .
Then ∏
u′ 6=u
u′
u
φz,1
(
u′
u
w
)
= ξφz,1(ξw)ξ
2φz,1(ξ
2w) .
Since ξ3 = −1, we conclude that (58) is equal to the right-hand side of (57). 
Corollary 11. Under the assumptions of Lemma 8,
Gr(z) =
∑
n∈Sr,z
G(n)(z), (59)
where
Sr,z = {n ∈ Z; i
(
n+ 1
2
) ∈ z(Ec(r),s(r) \ [−1, 1])} (60)
and
G(n)(z) = −3ψz
(
c−1( i
z
(n+ 1
2
)
)
φz,1
(
ξc−1( i
z
(n+ 1
2
)
)
φz,1
(
ξ2c−1( i
z
(n+ 1
2
)
)
×
i
z
(n+ 1
2
)
ipi(s ◦ c−1)( i
z
(n+ 1
2
))
. (61)
The function (61) is holomorphic and even on C \ iR. It satisfies
G(n)(z) = G(−n−1)(z). (62)
Moreover, n ∈ Sr,−z if and only if −n− 1 ∈ Sr,z.
Proof. The equality (59) is immediate from Lemmas 9 and 10. If z ∈ C\ iR, then i
z
(n+ 1
2
) ∈
C \ iR. Hence G(n)(z) is holomorphic on C \ iR. It is even, because of (41) and (43) and
since c−1(−w) = −c−1(w) for w ∈ C \ [−1, 1]. The equality G(n)(−z) = G(−n−1)(z) follows
from Lemmas 5 and 6 together with (41) and (43). This proves (62) as G(n)(z) is even. 
Corollary 12. Let W ⊆ C be a connected open set and let 0 < r < 1 be such that
i(Z+ 1
2
) ∩W∂Ec(r),s(r) = ∅. (63)
Then the set Sr := Sr,z defined in (60) does not depend on z ∈ W \ iR and
Gr(z) =
∑
n∈Sr
G(n)(z) (z ∈ W \ iR). (64)
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Also,
n ∈ Sr if and only if − n− 1 ∈ Sr. (65)
Proof. The condition (63) implies that for any fixed n ∈ Z the set {z ∈ W : i(n + 1
2
) ∈
zEc(r),s(r)} is open and closed in W . Since W is connected, this set is either ∅ or W . Hence
i(Z+ 1
2
) ∩ zEc(r),s(r) = i(Z+ 12) ∩WEc(r),s(r) (z ∈ W ). (66)
Notice that if z ∈ C \ iR, then
i(Z+ 1
2
) ∩ zEc(r),s(r) = i(Z+ 12) ∩
(
z(Ec(r),s(r) \ [−1, 1])
)
.
Hence, for each z ∈ W \ iR
Sr,z = i(Z+ 12) ∩WEc(r),s(r). (67)
Therefore (64) follow from Corollary 11.
Since our ellipses are invariant under the multiplication by −1, the formula (65) follows
from (60). 
Lemma 13. For any iv ∈ iR there is a connected neighborhood W ⊆ C of iv and 0 < r < 1
such that the condition (63) holds.
Proof. Choose 0 < r < 1 so that
i(Z+ 1
2
) ∩ iv∂Ec(r),s(r) = ∅.
Then enlarge iv to W . 
Lemma 13 shows that for any point iv ∈ iR there is a neighborhood W of that point and
a radius 0 < r < 1 so that condition (63) is satisfied. Lemma 8 and Corollary 12 show that
F (z) = Fr(z) + 2pii
∑
n∈Sr
G(n)(z) (z ∈ W \ iR), (68)
where Fr extends to a holomorphic function on W . Let N ≥ 0 be the largest element in Sr.
Then (60) and (65) show that Sr = {−N − 1,−N, ..., N − 1, N}. Moreover, G(n) = G(−n−1)
by (62). Hence, (68) may be rewritten as
F (z) = Fr(z) + 2pii
N∑
n=−N−1
G(n)(z)
= Fr(z) + 4pii
N∑
n=0
G(n)(z) (z ∈ W \ iR) . (69)
Notice that, since c(r) > 1, if iv = i(m+ 1
2
) with m ∈ N, then m ∈ Sr for all 0 < r < 1.
Remark 3. By Lemma 8, for a fixed 0 < r < 1, the function Fr(z) is holomorphic on the
set of z ∈ C for which (51) holds. The intersection of this set with iR consists of the points
iv for which vc(r) /∈ Z+ 1
2
. The function Fr(z) will be therefore holomorphic in an open set
containing i(Z+ 1
2
) provided 0 < r < 1 is chosen so that (Z+ 1
2
) ∩ c(r)(Z+ 1
2
) 6= ∅.
The functions G(n)(z) are defined and even on C \ iR. In the following section we fix
n ∈ Z and determine a 2-sheeted Riemann surface Mn covering C \ {0} and branched at
z = ±i(n+ 1
2
). Then we prove that G(n)(z) extends as a meromorphic function to Mn, with
simple poles at the branching points above z = ±i(n+ 1
2
).
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3.3. Meromorphic extension of the functions G(n)(z). The derivative of the map
C2 3 (w, ζ) 7→ ζ2 − w2 + 1 ∈ C
is equal to (−2w, 2ζ). This is zero if and only if w = ζ = 0. Hence the map
(C2 \ {0, 0}) 3 (w, ζ) 7→ ζ2 − w2 + 1 ∈ C
is a submersion. Therefore the preimage of zero
M = {(w, ζ); ζ2 = w2 − 1} ⊆ C2 (70)
is a complex submanifold. The fibers of the surjective holomorphic map
pi : M 3 (w, ζ) 7→ w ∈ C (71)
consist of two points (w, ζ) and (w,−ζ), if and only if w 6= ±1. If w = ±1, then the fibers
consist of one point (w, 0).
Let S ⊆ C and let S˜ ⊆ M be the preimage of S in M under the map pi given by (71).
We say that a function f˜ : S˜ → C is a lift of a f : S → C if there is a holomorphic section
σ : S→ S˜ of the restriction of pi to S˜ so that
f˜(w, ζ) = f(w) ((w, ζ) ∈ σ(S)) .
We see from Lemma 6 that
(s ◦ c−1)˜ : M 3 (w, ζ) 7→ −ζ ∈ C (72)
is a lift of
s ◦ c−1 : C \ [−1, 1] 3 w 7→ −√w + 1√w − 1 ∈ C
and
(c−1)˜ : M 3 (w, ζ) 7→ w − ζ ∈ C (73)
is a lift of
c−1 : C \ [−1, 1] 3 w 7→ w −√w + 1√w − 1 ∈ C .
Both maps (72) and (73) are holomorphic.
Let
M(1,0) = {(w, ζ); ζ2 = w2 − 1, Rew > 0},
M(−1,0) = {(w, ζ); ζ2 = w2 − 1, Rew < 0}.
Then M(1,0) is an open neighborhood of (1, 0) ∈ M and M(−1,0) is an open neighborhood of
(−1, 0) ∈ M. Furthermore the following maps are local charts:
M(1,0) 3 (w, ζ) 7→ ζ ∈ C \ i
(
(−∞,−1] ∪ [1,+∞)), w = √ζ2 + 1,
M(−1,0) 3 (w, ζ) 7→ ζ ∈ C \ i
(
(−∞,−1] ∪ [1,+∞)), w = −√ζ2 + 1.
Lemma 14. Fix n ∈ Z and let
Mn =
{
(z, ζ) ∈ C× × (C \ {±i}); ζ2 =
( i
z
(
n+
1
2
))2 − 1}.
The fibers of the map
pin : Mn 3 (z, ζ) 7→ z ∈ C× (74)
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are {(z, ζ), (z,−ζ)}. In particular
Mn \
{± (i(n+ 1
2
)
, 0)
}
3 (z, ζ) 7→ z ∈ C× \ {± i(n+ 1
2
)}
is a double cover.
Let Mn,0 = {(z, ζ) ∈ Mn; z /∈ iR}. The function G(n), (61), lifts to a holomorphic function
G˜(n) : Mn,0 → C and then extends to a meromorphic function G˜(n) : Mn → C by the formula
G˜(n)(z, ζ) = −3ψz
(
i
z
(n+ 1
2
)− ζ)φz,1(ξ( iz (n+ 12)− ζ))φz,1(ξ2( iz (n+ 12)− ζ)) (75)
·
i
z
(n+ 1
2
)
−ipiζ .
The function G˜(n) is holomorphic on the set Mn \ {(i(n+ 12), 0), (−i(n+ 12), 0)}. It satisfies
G˜(n)(−z,−ζ) = G˜(n)(z, ζ) ((z, ζ) ∈ Mn). (76)
The following sets are open neighborhoods of (i(n+ 1
2
), 0) and (−i(n+ 1
2
), 0), respectively:
Ui(n+ 1
2
) = {(z, ζ) ∈ Mn; (n+ 12) Im z > 0},
U−i(n+ 1
2
) = {(z, ζ) ∈ Mn; (n+ 12) Im z < 0}.
Furthermore the following maps are local charts:
κ+ : Ui(n+ 1
2
) 3 (z, ζ) 7→ ζ ∈ C \ i
(
(−∞,−1] ∪ [1,+∞)), z = i(n+ 12)√
ζ2 + 1
, (77)
κ− : U−i(n+ 1
2
) 3 (z, ζ) 7→ ζ ∈ C \ i
(
(−∞,−1] ∪ [1,+∞)), z = − i(n+ 12)√
ζ2 + 1
.
The points (±i(n + 1
2
), 0) are simple poles of G˜(n). The local expressions for G˜(n) in terms
of the charts (77) are
G˜(n) ◦ κ−1+ (ζ) = 3ψ i(n+ 12 )√
ζ2+1
(
√
ζ2 + 1− ζ) (78)
× φ i(n+ 12 )√
ζ2+1
,1
(
ξ(
√
ζ2 + 1− ζ))φ i(n+ 12 )√
ζ2+1
,1
(
ξ2(
√
ζ2 + 1− ζ))√ζ2 + 1
ipiζ
and
G˜(n) ◦ κ−1− (ζ) = −3ψ i(n+ 12 )√
ζ2+1
(
√
ζ2 + 1 + ζ) (79)
× φ i(n+ 12 )√
ζ2+1
,1
(
ξ(
√
ζ2 + 1 + ζ)
)
φ i(n+ 12 )√
ζ2+1
,1
(
ξ2(
√
ζ2 + 1 + ζ)
) √ζ2 + 1
ipiζ
.
Furthermore,
2pii Res
ζ=0
G˜(n) ◦ κ−1+ (ζ) =
3
2pi
(
n+
1
2
)2
ψ
i(n+
1
2
)
(1) (80)
and
2pii Res
ζ=0
G˜(n) ◦ κ−1− (ζ) = −
3
2pi
(
n+
1
2
)2
ψ
i(n+
1
2
)
(1) . (81)
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Proof. We replace w by i
z
(n + 1
2
) in the discussion preceding the lemma. This explains the
structure of the covering (74). Formula (75) follows from that discussion and (61). The
function (75) might be singular at some point (z, ζ) with ζ 6= 0 if and only if
φz,1
(
ξ
(
i
z
(n+ 1
2
)− ζ))φz,1(ξ2( iz (n+ 12)− ζ)) (82)
is singular at (z, ζ), ζ 6= 0. Fix k ∈ {1, 2} and suppose one term
φz,1
(
ξk
(
i
z
(n+ 1
2
)− ζ)) (83)
is singular at (z, ζ), ζ 6= 0. Then
zc(ξk( i
z
(n+ 1
2
)− ζ)) ∈ i(Z+ 1
2
),
which means
c(ξk( i
z
(n+ 1
2
)− ζ)) ∈ i
z
(Z+ 1
2
). (84)
Assume first that
z /∈ i(−∞,− ∣∣n+ 1
2
∣∣] ∪ i[∣∣n+ 1
2
∣∣ ,∞) (85)
or equivalently
i
z
(
n+ 1
2
)
/∈ [−1, 1]. (86)
Then c−1
(
i
z
(
n+ 1
2
))
is in the open unit disc D1 with the zero removed. It follows that
ξkc−1
(
i
z
(
n+ 1
2
)) ∈ D1 \ {0} = c−1(C \ [−1, 1]) . (87)
Because of (86), Lemma 6 implies that
i
z
(n+ 1
2
)− ζ = c−1( i
z
(n+ 1
2
)) or i
z
(n+ 1
2
)− ζ = (c−1( i
z
(n+ 1
2
)))−1. (88)
In the first case, (84) and (87) yield
ξkc−1
(
i
z
(
n+ 1
2
)) ∈ c−1 ( i
z
(
Z+ 1
2
) \ [−1, 1]) .
Since ξk 6= ±1, Lemma 7 shows that this is impossible. In the second case,
c(ξk( i
z
(n+ 1
2
)− ζ)) = c(ξk(c−1( i
z
(n+ 1
2
)))−1) = c((ξ−kc−1( i
z
(n+ 1
2
)))−1)
= c(ξ−kc−1( i
z
(n+ 1
2
))).
Hence, (84) and (87) yield
ξ−kc−1( i
z
(n+ 1
2
)) ∈ c−1 ( i
z
(Z+ 1
2
) \ [−1, 1]) .
Since ξ−k 6= ±1, Lemma 7 shows that this is impossible.
Assume from now on that
z ∈ i(−∞,− ∣∣n+ 1
2
∣∣] ∪ i[∣∣n+ 1
2
∣∣ ,∞) (89)
or equivalently that
i
z
(
n+ 1
2
) ∈ [−1, 1]. (90)
Let us find all the points (z, ζ), ζ 6= 0, where the term
φz,1
(
ξk( i
z
(n+ 1
2
)− ζ)) (91)
is singular. These are the points where (84) holds.
For an integer m let xm =
i
z
(
m+ 1
2
)
. Then there is a unique  = ±1 such that
i
z
(n+ 1
2
) = xn and ζ = −i
√
1− x2n.
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Hence (84) is equivalent to the statement that there is m ∈ Z such that
c(ξk(xn + i
√
1− x2n)) = xm. (92)
By (90), the left-hand side of this equation is equal to cosine of some real angle. Hence,
xm ∈ [−1, 1]. (93)
Notice that ξk = δ 1
2
+ i
√
3
2
, where δ = 1 if k = 1 and δ = −1 if k = 2. Therefore (92) is
equivalent to
δ 1
2
xn − 
√
3
2
√
1− x2n = xm , (94)
which implies
x2n − δxnxm + x2m =
3
4
. (95)
Let x = i
z
. Then (95) is equivalent to
x2 =
3/4(
n+ 1
2
)2 − δ (n+ 1
2
) (
m+ 1
2
)
+
(
m+ 1
2
)2
Hence,
1− x2n =
((
m+ 1
2
)− δ 1
2
(
n+ 1
2
))2(
n+ 1
2
)2 − δ (n+ 1
2
) (
m+ 1
2
)
+
(
m+ 1
2
)2 .
The numerator of this fraction cannot be zero. Hence x2n < 1. Thus (90) is actually equivalent
to
i
z
(
n+ 1
2
) ∈ (−1, 1). (96)
Write (94) as
x
(
δ 1
2
(
n+ 1
2
)− (m+ 1
2
))
= 
√
3
2
√
1− x2n.
This is equivalent to
z = −i 2√
3
(
2
(
m+
1
2
)
− δ
(
n+
1
2
)) √(n+ 1
2
)2 − δ (n+ 1
2
) (
m+ 1
2
)
+
(
m+ 1
2
)2

∣∣2 (m+ 1
2
)− δ (n+ 1
2
)∣∣
ζ = i
1
2
∣∣2 (m+ 1
2
)− δ (n+ 1
2
)∣∣√(
n+ 1
2
)2 − δ (n+ 1
2
) (
m+ 1
2
)
+
(
m+ 1
2
)2 . (97)
It is easy to check that the z given by (97) satisfies the following inequalities:
|z| > ∣∣n+ 1
2
∣∣ and |z| > ∣∣m+ 1
2
∣∣ . (98)
Hence, (93) actually reads xm ∈ (−1, 1). Thus given any integer m there are two points
(z, ζ), (−z,−ζ) ∈ Mn (corresponding to  = ±1) such that (92) holds. This completes our
task of finding all the possible singularities of the function (91).
We now prove that all these possible singularities are in fact removable.
Suppose (z, ζ) satisfies (97). Set
w = i
z
(n+ 1
2
)− ζ . (99)
According to (97), there is an integer m so that
zζ = − 1√
3
(
2(m+ 1
2
)− δ(n+ 1
2
)
)
. (100)
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where δ = 1 if ξw is a pole of φz,1 and δ = −1 if ξ2w is a pole of φz,1. Choose k ∈ {1, 2} so
that ξkw is a pole of φz,1. Then ξ
k = δ 1
2
+ i
√
3
2
and ξ3−k = −δ 1
2
+ i
√
3
2
. Hence, by (92),
zc(ξkw) = i(m+ 1
2
) . (101)
Notice that
zw = i(n+ 1
2
)− zζ
= i(n+ 1
2
) + 1√
3
(2(m+ 1
2
)− δ(n+ 1
2
))
= 2√
3
[(
i
√
3
2
− δ
2
)
(n+ 1
2
) + (m+ 1
2
)
]
= 2√
3
(ξ3−k(n+ 1
2
) + (m+ 1
2
)) .
Using the relation s(α) + c(α) = α, we compute
zs(ξkw) = zξkw − zc(ξkw)
= 2√
3
ξk(ξ3−k(n+ 1
2
) + (m+ 1
2
))− i(m+ 1
2
)
= 2√
3
(
1
2
δ(m+ 1
2
)− (n+ 1
2
)
)
, (102)
because ξ3 = −1 and 2√
3
ξk − i = 2√
3
(
1
2
δ +
√
3
2
i
)− i = 1√
3
δ .
We now prove that zc(ξ3−kw) ∈ iZ. Recall that for all α, β ∈ C× we have
c(αβ) = c(α)c(β) + s(α)s(β) ,
s(αβ) = s(α)c(β) + c(α)s(β) .
Notice also that
c(ξ3−2k) = 1
2
and s(ξ3−2k) = iδ
√
3
2
.
Using (101) and (102), we obtain
zc(ξ3−kw) = zc(ξ3−2kξkw)
= zc(ξ3−2k)c(ξkw) + zs(ξ3−2k)s(ξkw)
= i1
2
(m+ 1
2
) + iδ
(
1
2
δ(m+ 1
2
)− (n+ 1
2
)
)
= i(m+ 1
2
)− iδ(n+ 1
2
) ∈ iZ .
Thus φz,1(ξ
3−kw) = φz,1
(
ξ3−k( i
z
(n + 1
2
) − ζ)) = 0 and the function G˜(n) extends to be
holomorphic near (z, ζ) ∈ Mn.
The symmetry property (76) as well as the local expressions of G˜(n) in terms of the charts
are immediate from (75) and the parity properties of ψz and φz,1 in (41) and (43).
The first residue at ζ = 0 is equal to
Res
ζ=0
G˜(n) ◦ κ−1+ (ζ) = 3ψi(n+ 1
2
)(1)φi(n+ 1
2
),1(ξ)φi(n+ 1
2
),1(ξ
2)
1
ipi
= − 3
4ipi
(
n+
1
2
)2
ψi(n+ 1
2
)(1) th
2
(ipi
2
(
n+
1
2
))
,
which proves the result as th
(
pii
2
(n + 1
2
)
)
= (−1)ni. One computes the second residue
similarly, using (41). 
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−i(n + 12 )
bi
ζ+n (−iv)
ζ−n (−iv)
R
iR
ζn
− p
la
ne
0
−iv ∈ −iR
Figure 1. The branched curve v ∈ R+ → ±ζ+n (−iv)
Recall that the residues may depend on the choice of the chart. However the type of the
singularity does not.
Remark 4. Let n ∈ N be fixed. By Lemma 5,
σ+n : C \ i
(
(−∞,−(n+ 1
2
)] ∪ [n+ 1
2
,+∞)) 3 z 7→ (z, ζ+n (z)) ∈ Mn , (103)
where
ζ+n (z) =
√
i
z
(n+ 1
2
) + 1
√
i
z
(n+ 1
2
)− 1 , (104)
is a holomorphic section of the projection map (74) so that
G˜(n) ◦ σ+n = G(n) . (105)
This in particular implies that G(n) is holomorphic on C \ i
(
(−∞,−(n+ 1
2
)] ∪ [n+ 1
2
,+∞))
and that (105) extends to this domain by analyticity. The image of σ+n is usually refereed to
as the physical sheet (or principal sheet) of Mn. The image in Mn of the map
σ−n : C \ i
(
(−∞,−(n+ 1
2
)] ∪ [(n+ 1
2
),+∞)
)
3 z 7→ (z, ζ−n (z)) ∈ Mn
is the nonphysical sheet. In the above equation, we have set
ζ−n (z) = −ζ+n (z) . (106)
For v ∈ R+ let ζ±n (−iv) = ζ±n (−iv + 0). Then, by Lemma 6,
ζ+n (−iv) =

√(n+1/2
v
)2 − 1 if 0 < v ≤ n+ 1
2
,
i
√
1− (n+1/2
v
)2
if v > n+ 1
2
,
(107)
is the physical lift of −iR+ in Mn. The lift of −iR+ in Mn is the branched curve R+ 3 v 7→
ζ±n (−iv). It is represented in Figure 1.
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3.4. Meromorphic extension of F . According to (69), locally, in a neighborhood W of
each point −iv ∈ −iR+, the function F can be written as
F (z) = Fr(z) + 4pii
N∑
n=0
G(n)(z) (z ∈ W \ iR) , (108)
where 0 < r < 1 and N depend v, and Fr is holomorphic in W .
In this subsection we determine a meromorphic extension of F above −iR+ by “putting
together” the meromorphic extensions of the functions G(n)(z) determined in Lemma 14. To
do this, we need more precise information on the parameters r and N occurring in (108).
Lemma 15. Fix N ∈ N. Suppose 0 < r < 1 is chosen so that c(r) < 1 + 1
2N+3
. Then for
every 0 < v < N + 3
2
there is an open neighborhood Wv of −iv so that
Sr,z ∩ N = {n ∈ N;−i(n+ 12) ∈ WvEc(r),s(r)} = {0, 1, . . . , Nv} (z ∈ Wv \ iR) ,
where Nv ≤ bvc. Here bvc denotes the largest integer less than or equal to v.
Furthermore, if bvc+ 1
2
≤ v then Nv = bvc. If v < bvc+ 12 and we choose 0 < r = rv < 1
so that it satisfies the additional condition c(rv) <
bvc+ 1
2
v
, then Nv = bvc − 1.
Proof. The ellipse Ec(r),s(r) being invariant under sign change, we can work with iv instead
of −iv.
Let iu ∈ iR+. Then iu ∈ ivEc(r),s(r) if and only if u < c(r)v. This shows that i[u,+∞) ∩
ivEc(r),s(r) = ∅ if iu /∈ ivEc(r),s(r). Moreover, since c(r) > 1, we have that i[0, v] ⊆ ivEc(r),s(r).
In particular,
i
(bvc+ 1
2
) ∈ ivEc(r),s(r) (109)
if bvc+ 1
2
≤ v. Notice also that iu /∈ ivEc(r),s(r) if and only if u > c(r)v.
Suppose c(r) < 1 + 1
2N+3
and let 0 < v < N + 3
2
. Then 1 + 1
2v
≥ 1 + 1
2N+3
> c(r). So
(bvc+ 1) + 1
2
> v + 1
2
> vc(r), i.e.
i
(
(bvc+ 1) + 1
2
) /∈ ivEc(r),s(r) . (110)
The relations (109) and (110) still hold when we replace ivEc(r),s(r) with zEc(r),s(r) with z
in a sufficiently small neighborhood W of iv. We also take W small enough so that Sr,z is
independent of z ∈ W \ iR; see Corollary 12 and Lemma 13. The extension of (110) obtained
in this way shows that Nv ≤ bvc. Thus Nv = bvc if bvc+ 12 ≤ v.
If v < bvc + 1
2
, then we can choose 0 < r = rv < 1 so that it also satisfies the condition
c(rv) <
bvc+ 1
2
v
. So vc(rv) < bvc+ 12 yields Nv < bvc. Thus Nv = bvc − 1 in this case. 
Corollary 16. Let N ∈ N and m ∈ {0, 1, . . . , N}. Let v ∈ [m+ 1
2
,m+ 3
2
)
. Then there is an
open neighborhood Wv centered at −iv and 0 < rv < 1 so that
F (z) = Frv(z) + 4pii
m∑
n=0
G(n)(z) (z ∈ Wv \ iR) , (111)
where Frv is holomorphic in Wv and G(n) is the function defined in (61).
Proof. This is immediate from Lemma 15. Indeed, for v ∈ [m+ 1
2
,m+1
)
=
[bvc+ 1
2
, bvc+1)
we have Nv = bvc = m, whereas for v ∈
[
m + 1,m + 3
2
)
=
[bvc, bvc + 1
2
)
we have Nv =
bvc − 1 = (m+ 1)− 1 = m. 
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In the following we suppose that we have fixed the Wv as in Corollary 16. Moreover, by
possibly further shrinking them, we may also assume that every Wv is an open disk centered
at −iv and that
Wv ∩ iR ⊆ −i
(
m+ 1
2
,m+ 3
2
)
if v ∈ (m+ 1
2
,m+ 3
2
)
, (112)
Wv ∩ iR ⊆ −i(m,m+ 1) if v = m+ 12 . (113)
Corollary 17. Let m ∈ {0, 1, . . . , N} and v ∈ [m + 1
2
,m + 3
2
)
. Suppose that Wv ∩Wv′ 6= ∅
for some v′ ∈ [1
2
, N + 3
2
)
.
If v ∈ (m+ 1
2
,m+ 3
2
)
, then v′ ∈ [m+ 1
2
,m+ 3
2
)
. Moreover,
Frv′ (z) = Frv(z) (z ∈ Wv ∩Wv′).
If v = m+ 1
2
, then v′ ∈ (m− 1
2
,m+ 3
2
)
. Moreover, if v′ ∈ [m+ 1
2
,m+ 3
2
)
, then
Frv′ (z) = Frv(z) (z ∈ Wv ∩Wv′);
if v′ ∈ (m− 1
2
,m+ 1
2
)
, then
Frv′ (z) = Frv(z) + 4piiG(m)(z) (z ∈ Wv ∩Wv′).
Proof. Observe first that Wv∩Wv′ is connected. If v ∈
(
m+ 1
2
,m+ 3
2
)
and Wv∩Wv′ 6= ∅, then
v′ ∈ [m+ 1
2
,m+ 3
2
)
by (112). Moreover, (111) gives Frv′ (z) = Frv(z) for z ∈ (Wv ∩Wv′)\ iR.
This equality extends to Wv ∩Wv′ by analyticity.
Suppose now v = m + 1
2
. The assumption (113) ensures that if Wv ∩ Wv′ 6= ∅ then
v′ ∈ (m− 1
2
,m+ 3
2
)
. When v′ ∈ [m+ 1
2
,m+ 3
2
)
, the equality of the functions Fr follows as
above. If v′ ∈ [m− 1
2
,m+ 1
2
)
, then
F (z) = Frv′ (z) + 4pii
m−1∑
n=0
G(n)(z) (z ∈ Wv′ \ iR) .
Therefore Frv′ (z) = Frv(z) + 4pii G(m)(z) for z ∈ (Wv ∩ Wv′) \ iR. By (112), we have
Wv′ ∩ iR ⊂ −i
(
m− 1
2
,m + 1
2
)
. So G(m) is holomorphic on Wv ∩Wv′ (see Remark 4). Since
Wv ∩Wv′ is connected, the previous equality holds for all z ∈ Wv ∩Wv′ . 
For every integer 0 ≤ m ≤ N we define
W(m) =
⋃
v∈[m+ 1
2
,m+ 3
2
)
Wv (114)
F(m)(z) = Frv(z) (v ∈
[
m+ 1
2
,m+ 3
2
)
, z ∈ Wv) . (115)
Then W(m) is an open neighborhood of −i
[
m+ 1
2
,m+ 3
2
)
so that W(m)∩ iR ⊆ −i
(
m,m+ 3
2
)
.
Moreover, setting
W ′(m) =
⋃
v∈(m+ 1
2
,m+ 3
2
)
Wv , (116)
we have W ′(m) ∩ iR = −i
(
m + 1
2
,m + 3
2
)
. By Corollary 17, F(m) is a holomorphic extension
of Frv to W(m) for every v ∈
[
m+ 1
2
,m+ 3
2
)
.
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It is convenient to introduce similar notation for a neighborhood of (0, 1
2
). We therefore
choose for every v ∈ (0, 1
2
) and open ball Wv centered at −iv so that Wv ∩ iR ⊆ (0, 12) and
define:
W(−1) = W ′(−1) =
⋃
v∈(0, 1
2
)
Wv (117)
F(−1)(z) = F (z) (z ∈ W(−1)) . (118)
Observe that W(−1) ∩ iR = −i(0, 12). Moreover, for every m ∈ {−1, 0, . . . , N − 1} the
intersection W(m) ∩W(m+1) = W(m) ∩Wm+ 3
2
is a nonempty open connected set.
Corollary 18. For every integer m ≥ −1 we have
F (z) = F(m)(z) + 4pii
m∑
n=0
G(n)(z) (z ∈ W(m) \ iR) , (119)
where F(m) is holomorphic in W(m), the G(n) are as in (61), and empty sums are defined to
be equal to 0. Consequently, for every integer m ≥ −1,
F(m)(z) = F(m+1)(z) + 4pii G(m+1)(z) (z ∈ W(m) ∩W(m+1) = W(m) ∩Wm+ 3
2
) . (120)
Proof. This is an immediate consequence of Corollary 16 and (114)–(118). 
The meromorphic continuation of F across −i[1
2
,+∞) will be done per stages, on Riemann
surfaces constructed from the Mn’s. Recall that Mn denotes the Riemann surface to which
G(n) lifts as a meromorphic function. For an integer N ≥ 0, let
M(N) =
{
(z, ζ) ∈ C× × CN+1; ζ = (ζ0, ζ1, . . . , ζN); (z, ζn) ∈ Mn, 0 ≤ n ≤ N
}
. (121)
Then M(N) is a Riemann surface, and the map
pi(N) : M(N) 3 (z, ζ) 7→ z ∈ C× (122)
is a holomorphic 2N+1-to-1 cover, except when z ∈ {±i(n + 1
2
); n ∈ N , 0 ≤ n ≤ N}. (This
may be seen by checking, as in (70), that if a1, a2, . . . , ak are non-zero complex numbers
whose squares are mutually distinct, then
{(w, ζ1, ζ2, . . . , ζk); ζ2j = a2jw2 − 1, 1 ≤ j ≤ k} ⊆ Ck+1 (123)
is a one-dimensional complex submanifold with all the required properties.).
The ζ-coordinates ζn (0 ≤ n ≤ N) of the points of the fiber of −iv ∈ −iR+ in M(N) are
uniquely determined by the condition that (−iv, ζn) ∈ Mn. This means that
ζ2n =
(
n+ 1
2
v
)2
− 1 (0 ≤ n ≤ N) . (124)
If v /∈ {m + 1
2
;m ∈ N , 0 ≤ m ≤ N}, we get exactly 2N+1 points, corresponding to the two
sign choices for each ζn. Hence the fiber of −iv ∈ −iR+ \ {−i
(
m+ 1
2
)
;m ∈ N , 0 ≤ m ≤ N}
consists of the points (− iv, ζ±0 (−iv), . . . , ζ±N(−iv)) (125)
where ζ±n (−iv) is as in (107). If v = m+ 12 for some m ∈ {0, . . . , N}, then the ζm-coordinate
of the points of the fiber of −i(m + 1
2
) is zero, whereas (124) has precisely two solutions,
equal to ±ζ+n
( − i(m + 1
2
)
)
, for each n ∈ {0, . . . , N} which is different from m. Hence the
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Figure 2. Schema of the fibre above −iR+ in M(N)
fiber of −i(m+ 1
2
) contains exactly 2N points. These points have a real coordinate ζn when
N ≥ n > m, a purely imaginary coordinate ζn when 0 ≤ n < m, and ζm = 0. They are the
branching points of M(N). A schematic picture of the coordinates of the points of the fiber
above −iR+ is drawn in Figure 2.
We want to construct a meromorphic lift of F along the branched curve
γN : v ∈
(
0, N + 3
2
) 7→ (−iv,±ζ+0 (−iv), . . . ,±ζ+N(−iv)) ∈ M(N) , (126)
which is the lift of −i(0, N + 3
2
)
in M(N). More precisely, let W(m) be the open set in C
defined in (114) and (117). Then we meromorphically lift F to the open neighborhood
M(γN ) = pi
−1
(N)
( N⋃
m=−1
W(m)
)
(127)
of γN in M(N).
Notice that by (113) the radius Rm of the open disk Wm+ 1
2
satisfies Rm < 1/2. Moreover,
using also (112), we have for m ∈ {0, 1, . . . , N − 1}
W(m) ∩W(m+1) = W(m) ∩Wm+ 3
2
= (W(m) \Wm+ 1
2
) ∩W
m+
3
2
,
W(m) ∩W(m+1) ∩ iR = −i
]
m+ 3
2
−Rm+1,m+ 32
[
.
Hence, for m ∈ {−1, 0, . . . , N},
W(m) ∩W(m+1) ∩ i
(
Z+ 1
2
)
= ∅ (128)
and the branching point −i(m+ 3
2
)
is a boundary point of W(m) ∩W(m+1).
For every ε = (ε0, . . . , εN) ∈ {±1}N+1 we define a section
σε : C \ i
((−∞,−1
2
] ∪ [1
2
,+∞))→ M(N)
of pi(N) by setting
σε(z) = (z, ε0ζ
+
0 (z), . . . , εNζ
+
N(z)) . (129)
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This is well defined as ζ+n (z) is well defined at z ∈ C \ i
((−∞,−(n+ 1
2
)
)] ∪ [n+ 1
2
,+∞))
for all n ∈ {0, 1, . . . , N}.
Because of (128), by possibly shrinking the open disks Wv, we can also assume that
pi−1(N)(W
′
(m)) is the disjoint union of 2
N+1 homeomorphic copies of W ′(m). In particular, each
of these copies is a connected set. We denote by Um,ε the copy containing σε(W
′
(m) \ iR).
Similarly, by possibly shrinking the open disks W
m+
1
2
, we can furthermore assume that
their preimage pi−1(N)
(
W
m+
1
2
)
in M(N) is the disjoint union of 2
N homeomorphic copies of
pi−1m (Wm+ 1
2
). They can be parameterized by the elements
(ε0, . . . , εm−1, εm+1, . . . , εN) (εn ∈ {±1}, 0 ≤ n ≤ N, n 6= m) . (130)
We denote by ε(m∨) the element (130) obtained from ε ∈ {±1}N+1 by removing its m-th
component. This means that ε(m∨) = ε′(m∨) if and only if ε and ε′ are equal but for
their m-th component, which can be ±1. Modulo this identification, we can indicate the
connected components of pi−1(N)
(
W
m+
1
2
)
as Uε(m∨) with ε ∈ {±1}N+1. To unify notation, we
define Uε(m∨) = ∅ for m = −1.
Observe that
{
Uε(m∨) ∪ Um,ε; ε ∈ {±1}N+1,m ∈ Z ,−1 ≤ m ≤ N
}
is a covering of M(γN )
consisting of open connected sets.
Theorem 19. For m ∈ {−1, 0, . . . , N}, ε ∈ {±1}N+1 and (z, ζ) ∈ Uε(m∨) ∪ Um,ε define
F˜ (z, ζ) = F(m)(z) + 4pii
m∑
n=0
G˜(n)(z, ζn) + 4pii
∑
m<n≤N
with εn = −1
[
G˜(n)(z, ζn)− G˜(n)(z,−ζn)
]
, (131)
where the first sum is equal to 0 if m = −1 and the second sum is 0 if εn = 1 for all n > m.
Then F˜ is a meromorphic lift of F to the open neighborhood M(γN ) of the branched curve
γN lifting −i
(
0, N + 3
2
)
in M(N). The singularities of F˜ on M(γN ) are simple poles at the
points
(− i(m+ 1
2
)
, ζ
) ∈ M(N) with m ∈ {0, 1, . . . , N}.
Proof. To simplify the notation, we write the coordinates of the points of M(N) above some
fixed z ∈ C as ζ±n instead of ζ±n (z).
Let F˜(m,ε)(z, ζ) denote the right-hand side of (131). Since for every m ∈ {−1, 0, . . . , N−1}
the function F˜(m,ε)(z, ζ) is meromorphic on Uε(m∨) ∪ Um,ε, then F˜ (z, ζ) will be meromorphic
on M(γN ) provided F˜(m,ε)(z, ζ) = F˜(m′,ε′)(z, ζ) on all nonempty intersections (Uε(m∨)∪Um,ε)∩
(Uε′((m′)∨) ∪ Um′,ε′) with m,m′ ∈ {−1, 0, . . . , N}, ε, ε′ ∈ {±1}N+1 and (m, ε) 6= (m′, ε′).
If (m, ε) 6= (m′, ε′), then Um,ε ∩ Um′,ε′ = ∅. Hence
(Uε(m∨)∪Um,ε)∩(Uε′((m′)∨)∪Um′,ε′) =
(
Uε(m∨)∩Uε′((m′)∨)
)∪(Uε(m∨)∩Um′,ε′)∪(Uε′((m′)∨)∩Um,ε) .
Since different Uε(m∨)’s are disjoint, Uε(m∨) ∩ Uε′((m′∨) 6= ∅ means that Uε(m∨) = Uε′((m′)∨).
Since (m, ε) 6= (m′, ε′), this means that m = m′, εn = ε′n for all n ∈ {0, 1, . . . , N} with n 6= m
and εm = −ε′m. The definition of F˜(m,ε)(z, ζ) on the right-hand side of (131) depends on ε
only for the εn’s with n > m = m
′. Therefore, in this case we have F˜(m,ε)(z, ζ) = F˜(m′,ε′)(z, ζ)
for (z, ζ) ∈ Uε(m∨) = Uε′((m′)∨).
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Suppose now that Uε′((m′)∨) ∩ Um,ε 6= ∅. If m = m′, this means that ε(m∨) = ε′((m′)∨).
We are therefore in the situation just considered, in which F˜(m,ε)(z, ζ) = F˜(m′,ε′)(z, ζ) for
(z, ζ) ∈ Uε(m∨) = Uε′((m′)∨). If m 6= m′, then two cases may occur:
(1) m′ = m+ 1 and ε′((m′)∨) = ε′((m+ 1)∨) = ε((m+ 1)∨).
(2) m′ = m− 1 and ε′((m′)∨) = ε′((m− 1)∨) = ε((m− 1)∨).
In Case (1) we need to check that F˜(m,ε)(z, ζ) = F˜(m+1,ε)(z, ζ) for (z, ζ) ∈ Um,ε ∩ Uε((m+1)∨).
Since Um,ε ∩Uε((m+1)∨) is connected (as homeomorphic to W(m) ∩Wm+ 3
2
), it suffices to check
this equality on its subset σε
(
(W(m)∩Wm+ 3
2
)\iR). On this subset, we have ζm+1 = εm+1ζ+m+1.
Hence, by (105),
G˜(m+1)(z, εm+1ζm+1) = G˜(m+1)(z, ζ
+
m+1) = G(m+1)(z)
(
(z, ζ) ∈ σε
(
(W(m) ∩Wm+ 3
2
) \ iR) .
Recall that, by (120),
F(m)(z) = F(m+1)(z) + 4piiG(m+1)(z) (z ∈ W(m) ∩Wm+ 3
2
).
These equalities will be subsequently used in the computations below.
We now need to distinguish two further cases inside Case (1):
(1.a) εn = 1 for all n > m,
(1.b) there exists n > m such that εn = −1.
In Case (1.a), we have εm+1 = 1. In Case (1.b), we also have to distinguish whether
εm+1 = 1 or εm+1 = −1. In Case (1.a) or in Case (1.b) with εm+1 = 1, for (z, ζ) ∈
σε
(
(W(m) ∩Wm+ 3
2
) \ iR) (and with empty sums equal to 0), we have:
F˜(m,ε)(z, ζ) = F(m)(z) + 4pii
m∑
n=0
G˜(n)(z, ζn) + 4pii
∑
m+1<n≤N
with εn = −1
[
G˜(n)(z, ζn)− G˜(n)(z,−ζn)
]
= F(m+1)(z) + 4piiG(m+1)(z) + 4pii
m∑
n=0
G˜(n)(z, ζn)
+4pii
∑
m+1<n≤N
with εn = −1
[
G˜(n)(z, ζn)− G˜(n)(z,−ζn)
]
= F(m+1)(z) + 4pii
m+1∑
n=0
G˜(n)(z, ζn) + 4pii
∑
m+1<n≤N
with εn = −1
[
G˜(n)(z, ζn)− G˜(n)(z,−ζn)
]
= F˜(m+1,ε)(z, ζ) .
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In Case (1.b) with εm+1 = −1, then for (z, ζ) ∈ σε
(
(W(m) ∩Wm+ 3
2
) \ iR) (and with empty
sums equal to 0), we have:
F˜(m,ε)(z, ζ) = F(m)(z) + 4pii
m∑
n=0
G˜(n)(z, ζn) + 4pii
[
G˜(m+1)(z, ζm+1)− G˜(m+1)(z,−ζm+1)
]
+4pii
∑
m+1<n≤N
with εn = −1
[
G˜(n)(z, ζn)− G˜(n)(z,−ζn)
]
= F(m+1)(z) + 4piiG(m+1)(z) + 4pii
m∑
n=0
G˜(n)(z, ζn)
+4pii
[
G˜(m+1)(z, ζm+1)− G˜(m+1)(z,−ζm+1)
]
+4pii
∑
m+1<n≤N
with εn = −1
[
G˜(n)(z, ζn)− G˜(n)(z,−ζn)
]
= F(m+1)(z) + 4pii
m+1∑
n=0
G˜(n)(z, ζn) + 4pii
∑
m+1<n≤N
with εn = −1
[
G˜(n)(z, ζn)− G˜(n)(z,−ζn)
]
= F˜(m+1,ε)(z, ζ) .
This concludes Case (1).
For Case (2), we need to check that F˜(m−1,ε)(z, ζ) = F˜(m,ε)(z, ζ) for (z, ζ) ∈ Um,ε∩Uε((m−1)∨).
As in Case (1), since Um,ε ∩ Uε((m−1)∨) is connected (as homeomorphic to W(m) ∩Wm+ 1
2
),
it suffices to check this equality on σε
(
(W(m) ∩Wm+ 1
2
) \ iR), where ζm = εmζ+m. The proof
parallels that of Case (1), by considering if εn = 1 for all n > m − 1 (Case (2.a)) or if
there exists n > m− 1 such that εn = −1 (Case (2.b)). In Case (2.b), one moreover has to
distnguish whether εm = 1 or εm = −1. The details are omitted.
This concludes the proof that F˜ (z, ζ) is a meromorphic function on M(γN ). Its singularities
on W(m) are those of G˜(m)(z, ζm), i.e. simple poles at the branching points above z =
−i(m+ 1
2
), with m ∈ {0, 1, . . . , N}.
The fact that F˜ (z, ζ) is a lift of F is an immediate consequence of (105), Corollary 18 and
the definition of F˜(m,ε)(z, ζ) for ε = (1, . . . , 1). 
3.5. Meromorphic extension of the resolvent. Let C− = {z ∈ C; Im z < 0} be the
lower half plane. In this subsection we meromorphically extend the resolvent z 7→ [R(z)f ](y)
(where f ∈ C∞c (X) and y ∈ X are arbitrarily fixed) from C−\i(−∞,−12ρX] across the half-line
i(−∞,−1
2
ρX]. As before, we shall omit the dependence on f and y from the notation and
write R(z) instead of [R(z)f ](y). This simplification of notation will be employed wherever
it is appropriate.
Recall from Proposition 2 that on C− (and indeed on a larger domain) we can write
R(z) = H(ρ−1X z) +
pii
|W |ρ2X
F (ρ−1X z) (z ∈ C−), (132)
where H is a holomorphic function. The required meromorphic extension will be therefore
deduced from that of F in Section 3.4.
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For any fixed integer N ≥ 0 consider the Riemann surface above
C−N =
{
z ∈ C−; Im z > −(N + 3
2
)ρX
}
defined by
M(X,N) =
{
(z, ζ); z ∈ C−N , ζ = (ζ0, ζ1, . . . , ζN) ∈ CN+1,
ζ2n =
(
i
z
(
n+ 1
2
))2 − 1
ρ2X
, 0 ≤ n ≤ N
}
.
Hence (z, ζ) ∈ M(X,N) if and only if (ρ−1X z, ρXζ) ∈ M(N). Then the curve
v ∈ (0, N + 3
2
) 7→ −iρXv ∈ iR
on the negative imaginary axis lifts to the curve γX,N on the Riemann surface M(X,N) given
by
γX,N(v) = (−iρXv, ρ−1X ζ±0 (−iv), . . . , ρ−1X ζ±N(−iv)) (0 < v < N + 32) , (133)
where ζ+n (−iv) = −ζ−n (−iv) is as in (107).
From each object constructed for M(N) we obtain a corresponding object for M(X,N) by
replacing (z, ζ) with (ρ−1X z, ρXζ). It will be denoted by adding “X” to the symbol used
in Section 3.4 for the corresponding object in M(N). For instance, for ε ∈ {±1}N+1 and
n ∈ {−1, 0, 1, . . . , N}, the sets UX,n,ε and UX,ε(n∨) consist of the (z, ζ) ∈ M(X,N) so that the
points (ρ−1X z, ρXζ) belong to Un,ε and Uε(n∨), respectively. Similarly,
M(γX,N ) = {(z, ζ) ∈ M(X,N); (ρ−1X z, ρXζ) ∈ M(γN )} .
Also, for n ∈ {−1, 0, 1, . . . , N},
W(X,n) = ρ
−1
X W(n) , W
′
(X,n) = ρ
−1
X W
′
(n) , WX,n+ 1
2
= ρ−1X Wn+ 12 .
Hence W(X,n) = WX,n+ 1
2
∪W ′(X,n) is an open neighborhood in C−N of the interval −iρX
[
n +
1
2
, n+ 3
2
)
if n 6= −1, and of −i(0, ρX
2
)
if n = −1.
Let pi(X,N) : M(X,N) → C−N denote the projection pi(X,N)((z, ζ)) = z. The Riemann surface
M(X,N) admits branching points at the 2
N points above z(n) = −i(n + 1
2
)
ρX, where n ∈
{0, 1, . . . , N}. The open disk WX,n+ 1
2
is centered at z(n). Set
En = {ε ∈ {±1}N+1; εn = 1} . (134)
Then the sets UX,ε(n∨) with ε ∈ En are pairwise disjoint and form an open cover of pi−1(X,N)
(
WX,n+ 1
2
)
.
For ε ∈ En, we denote by (z(n), ζ(n,ε)) the point of the fiber pi−1(X,N)(z(n)) which belongs to
UX,ε(n∨). Moreover, the map
κn,ε : UX,ε(n∨) 3 (z, ζ)→ ζn ∈ C \ i
((−∞,−ρ−1X ] ∪ [ρ−1X ,+∞)), z = − iρX(n+ 12)√
ρ2Xζ
2
n + 1
(135)
is a local chart around (z(n), ζ(n,ε)).
Observe also that, as in (127),
M(γX,N ) = pi
−1
(X,N)
( N⋃
n=−1
W(X,n)
)
(136)
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is an open neighborhood of the curve γX,N in M(X,N). Moreover, for every n ∈ {−1, 0, . . . , N},
we have
pi−1(X,N)(W(X,n)) =
⋃
ε∈{±1}N+1
(UX,n,ε ∪ UX,ε(n∨)) .
The resolvent R can be lifted along the curve γX,N to a meromorphic function on M(γX,N ).
The meromorphically lifted function admits singularities at the (N+1)×2N branching points
(z(n), ζ(n,ε)) with (n, ε) ∈ {0, 1, . . . , N} × En. They are simple poles. The precise situation is
given by the following theorem. Recall the notation ξ = eipi/3 and the functions ψz and φz,u
from (38) and (39).
Theorem 20. Let f ∈ C∞c (X) and y ∈ X be fixed. Let N ∈ N and let γX,N be the curve in
M(X,N) given by (133). Then the resolvent R(z) = [R(z)f ](y) lifts as a meromorphic function
to the neighborhood M(γX,N ) of the curve γX,N in M(X,N). We denote the lifted meromorphic
function by R˜(N)(z, ζ) =
[
R˜(N)(z, ζ)f
]
(y).
The singularities of R˜(N) are simple poles at the points (z
(n), ζ(n,ε)) ∈ M(X,N) with z(n) =
−i(n+ 1
2
)ρX and (n, ε) ∈ {0, 1, . . . , N} × En. Explicitly, for (n, ε) ∈ {0, 1, . . . , N} × En,
R˜(N)(z, ζ) = H˜(N,n,ε)(z, ζ) + C G˜(X,n)(z, ζ) ((z, ζ) ∈ UX,n,ε ∪ UX,ε(n∨)) , (137)
where H˜(N,n,ε) is holomorphic,
C =
12pi2
ρ2X|W |
=
pi2
|W |
is a constant (independent of N , n and ε), and
G˜(X,n)(z, ζ) = ψzρ−1X
(
ρX
(
i
z
(n+ 1
2
)− ζn
))
φzρ−1X ,1
(
ξρX
(
i
z
(n+ 1
2
)− ζn
))
(138)
·φzρ−1X ,1
(
ξ2ρX
(
i
z
(n+ 1
2
)− ζn
)) i
z
(n+ 1
2
)
−ipiζn
is independent of N and ε (but dependent on f and y, which are omitted from the notation).
The function G˜(X,n) has a simple pole at (z
(n), ζ(n,ε)) for all ε ∈ En.
The local expression for G˜(X,n) in terms of the chart (135) is:
(G˜(X,n) ◦ κ−1n,ε)(ζn) = ψ i(n+ 12 )√
ρ2
X
ζ2n+1
(√
ρ2Xζ
2
n + 1 + ρXζn
)
· φ i(n+ 12 )√
ρ2
X
ζ2n+1
,1
(
ξ
(√
ρ2Xζ
2
n + 1 + ρXζn
))
· φ i(n+ 12 )√
ρ2
X
ζ2n+1
,1
(
ξ2
(√
ρ2Xζ
2
n + 1 + ρXζn
)) · √ρ2Xζ2n + 1
ipiρXζn
. (139)
Furthermore,
Res
ζn=0
[
(R˜(n) ◦ κ−1n,ε)(ζn)f ](y) = −
1
4|W |
(
n+
1
2
)2(
f × ϕ(n+ 1
2
)ρ
)
(y) , (140)
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where ϕ(n+ 1
2
)ρ is the spherical function on X of spectral parameter (n +
1
2
)ρ, see (??). In
particular, Res
ζn=0
[
(R˜(n) ◦ κ−1n,ε)(ζn)f ](y) is independent of ε.
Proof. According to Corollary 4 and Proposition 2, it suffices to meromorphically extend the
function F given by (22), as done in the Section 3.4. The lift R˜(N) of the resolvent to M(γX,N )
as well as the expression of G˜(X,n) are then obtained from Theorem 19, with (z, ζ) replaced by
(ρ−1X z, ρXζ). In fact, the function H˜(N,n,ε)(z, ζ) in (137) is the sum of the holomorphic function
H(ρ−1X z) from Proposition 2 together with
pii
|W |ρ2X
times the sum of all terms in the definition
of F˜ (ρ−1X z, ρXζ) on UX,ε(n∨) ∪ UX,n,ε , as on the right-hand side of (131) with n instead of m,
except for 4pii G˜(n)(ρ
−1
X z, ρXζ). Thus H˜(N,n,ε) is holomorphic on UX,ε(n∨) ∪ UX,n,ε . Finally,
G˜(X,n)(z, ζ) = −13 G˜(n)(ρ−1X z, ρXζn) . (141)
Notice that for (z, ζ) in the neighborhood UX,ε(n∨) of (z
(n), ζ(n,ε)) we have
i
ρX
z
(
n+ 1
2
)
= −
√
ρ2Xζ
2
n + 1 .
The expression (139) for G˜(X,n) in the chart (UX,ε(n∨), κn,ε) comes then from (141) together
with the parity properties (41) and (43) of the functions ψz and φz,1, as for (79).
To compute the residue (140), we have, by (137),
Res
ζn=0
(R˜(N) ◦ κ−1n,ε)(ζn) = C Res
ζn=0
(G˜(X,n) ◦ κ−1n,ε)(ζn) . (142)
By (81) and (141),
Res
ζn=0
(G˜(X,n) ◦ κ−1n,ε)(ζn) =
1
2pi
(
n+
1
2
)2
ψ
i(n+
1
2
)
(1) . (143)
Moreover, (39) yields
ψ
i(n+
1
2
)
(1) =
1
2pi
(
f ×
ϕiλ(i(n+ 1
2
),1) + ϕ−iλ(i(n+ 1
2
),1)
2
)
(y) .
By definition, see (26), we have λ(i(n+ 1
2
), 1) = iλ(n+ 1
2
, 1). Furthermore, by (20) and (14),
λ(n+ 1
2
, 1) = (n+ 1
2
)e1 = (n+
1
2
)α1,2 .
Recall that the spherical functions ϕλ are Weyl group invariant in the spectral parameter
λ ∈ a∗C. Recall also that the Weyl group W permutes all roots, and more precisely it acts on
αi,j by permuting the indices i, j ∈ {1, 2, 3}. Since ρ = α1,3 is a root, we conclude that
ϕ±iλ(i(n+ 1
2
),1) = ϕ±i2λ((n+ 1
2
),1) = ϕ∓(n+ 1
2
)α1,2
= ϕ(n+ 1
2
)ρ .
Therefore
ψ
i(n+
1
2
)
(1) = − 1
2pi
(
f × ϕ(n+ 1
2
)ρ
)
(y) . (144)
The residue (140) follows then from (142), (143) and (144). 
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4. The residue operators
Theorem 20 gives the meromorphic lift of the resolvent of the (shifted) positive Laplace-
Beltrami operator ∆ − 〈ρ, ρ〉 of X to the Riemann surface M(X,N) covering C−N = {z ∈ C− :
Im z > −(N + 3
2
)ρX}, where N be any fixed nonnegative integer. For fixed f ∈ C∞c (X)
and y ∈ X, the lifted resolvent R˜(N) admits simple poles at the branching points of M(X,N),
that is at the points (z(n), ζ(n,ε)) with (n, ε) ∈ {0, 1, . . . , N} × {±1}N+1. The singular part
of the function (z, ζ) → [R˜(N)(z, ζ)f ](y) at (z(n), ζ(n,ε)) is a constant multiple the function
G˜(X,n)(z, ζ) defined in (141). It is independent of the choice of N ≥ n and of the singular
point (z(n), ζ(n,ε)) in the fiber above z(n) = −iρX(n+ 12) in M(X,N). In terms of the canonical
chart (UX,ε(n∨), κn,ε) around (z
(n), ζ(n,ε)), the residue of R˜(N)(z, ζ) at (z
(n), ζ(n,ε)), computed
in (140), is a smooth function of y ∈ X depending linearly on f ∈ C∞c (X). We use the value
of this residue to define a residue operator at z(n) = −iρX(n+ 12). More precisely, we define
the residue operator
Resn R˜ : C
∞
c (X)→ C∞(X) (145)
by
Resn R˜f =
(
n+
1
2
)2(
f × ϕ(n+ 1
2
)ρ
)
(f ∈ C∞c (X)) . (146)
In this section we study the range of the linear operator Resn R˜ from a representation
theoretic point of view.
4.1. Residue operators and eigenspace representations. Let λ ∈ a∗C. We consider the
convolution operator
Rλ : C∞c (X)→ C∞(X) (147)
defined by
Rλ(f) = f × ϕλ (f ∈ C∞c (X)) , (148)
where, as before, ϕλ denotes Harish-Chandra’s spherical function of spectral parameter λ.
We keep the notation on eigenspace representations introduced in Section 1.3.
The next proposition holds for arbitrary Riemannian symmetric spaces of the noncompact
type X = G/K, where G is a noncompact connected semisimple Lie group with finite center
and K a maximal compact subgroup of G. It characterizes the closure of Rλ(C∞c (X)) inside
the eigenspace representation space Eλ(X) and gives a necessary and sufficient condition for
Rλ(C∞c (X)) to be finite dimensional.
Proposition 21. The space Rλ(C∞c (X)) = {f × ϕλ : f ∈ C∞c (X)} is a non-zero Tλ-invariant
subspace of Eλ(X). Its closure is the unique closed irreducible subspace E(λ)(X) of Eλ(X), which
is generated by the translates of the spherical function ϕλ. The space Rλ(C∞c (X)) is finite
dimensional if and only if Eλ,G(X) 6= {0} is the finite dimensional spherical representation
of highest restricted weight −wλ− ρ (for some w ∈ W, the Weyl group). In the latter case,
Rλ(C∞c (X)) = Eλ,G(X).
Proof. Observe first that Rλ(C∞c (X)) 6= {0} as ϕλ is nonzero and continuous.
For all D ∈ D(X) we have D(f × ϕλ) = f × Dϕλ = γ(D)(λ)(f × ϕλ). See [5, Ch. II,
Theorem 5.5]. So Rλ(C∞c (X)) ⊆ Eλ(X).
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Let g ∈ G, and let F τ(g) denote the left translate by g of the function F : X→ C. Hence,
if o = eK is the base point of G/K, then F τ(g)(h · o) = F (g−1h · o) for all h ∈ G. We have
Tλ(g)(f × ϕλ) = (f × ϕλ)τ(g) = f τ(g) × ϕλ .
As f τ(g) ∈ C∞c (X), the subspace Rλ(C∞c (X)) of Eλ(X) is Tλ-invariant.
By definition, for f ∈ C∞c (X),
(f × ϕλ)(x) =
∫
G
f(g · o)ϕλ(g−1 · x) dg =
∫
G
f(g · o)ϕτ(g)λ (x) dg (x ∈ X)
belongs to E(λ)(X), the closure of the subspace of Eλ(X) spanned by the left translates of ϕλ.
So Rλ(C∞c (X)) ⊆ E(λ)(X) is non-zero, closed and Tλ-invariant. Since E(λ)(X) is irreducible
(see e.g. [5, Ch. IV, Theorem 4.5]), they must agree.
If Rλ(C∞c (X)) is finite dimensional, then its nonzero elements are G-finite, so Eλ,G(X) 6=
{0}. By Proposition 1 we conclude that wλ − ρ is the restricted highest weight of a finite-
dimensional spherical representation for some w ∈ W. Moreover Rλ(C∞c (X)) = Eλ,G(X) by
irreducibility.
Conversely, suppose Eλ,G(X) 6= {0} is the finite dimensional spherical representation of
highest restricted weight wλ − ρ for some w ∈ W. Then Rλ(C∞c (X)) = Eλ,G(X) by [7,
Theorem 3.2]. In particular Rλ(C∞c (X)) is finite dimensional. 
Corollary 22. For all n ∈ N the eigenspace representation T(n+ 1
2
)ρ of G = SL(3,R) on
E(n+ 1
2
)ρ(X) is reducible. The closure of the image Resn R˜(C
∞
c (X)) of the residue operator
is the infinite dimensional irreducible subspace E((n+ 1
2
)ρ)(X) of E(n+ 1
2
)ρ(X) spanned by the
translates of the spherical function ϕ(n+ 1
2
)ρ. In particular, the residue operator Resn R˜ has
infinite rank for all n ∈ N.
Proof. Since ρ = α1,3, we have for all n ∈ N that
(n+ 1
2
)ρ1,3 = n+
1
2
∈ Z+ 1
2
.
(Recall from Section 1.2 that ρi,j = ραi,j .) Thus T(n+ 1
2
)ρ is reducible by (6).
Because of Proposition 21, it remains to prove that Resn R˜(C
∞
c (X)) is infinite dimensional.
For this, it is enough to check that for every Weyl group element w there is a root α ∈ Σ+ so
that −(n+ 1
2
)(wρ)α /∈ N+ 12 . In turn, by Remark 1, it suffices to check that (n+ 12)ρi,j /∈ Z
when n ∈ N and (i, j) = (1, 2) or (i, j) = (2, 3). This is immediate, since ρ1,2 = ρ2,3 = 12 . 
Remark 5. As before, let B = K/M. The Poisson transform of h ∈ C(B) is the function
Pλh : G/K→ C defined by
(Pλh)(y) =
∫
B
h(b)eλ,b(y) db (y ∈ G/K) ,
see e.g. [6, Ch. II, §3, no. 4, and §5, no. 4]. According to (12), the range of the residue
operator Resn R˜ is the image under the Poisson tranform of the elements of the Paley-Wiener
space H(a∗C × B)W, see Section ??, evaluated at λ = (n + 12)ρ and considered as a function
of b ∈ B.
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4.2. Residue operators and Langlands’ classification. In this section we give a de-
scription of the SL(3,R)-action on the range of the residue operator in terms of Langlands’
classification. We will identify all infinitesimally equivalent representations of the group
G = SL(3,R).
Recall the Iwasawa decomposition G = KAN,
x = κ(x)a(x)n(x) (x ∈ G),
from Section 1.1. Let P = MAN ⊆ G be the minimal parabolic subgroup consisting of
matrices with zeros below the diagonal. For a fixed λ ∈ a∗C the spherical non-unitary principal
series representation, IndGP (1 ⊗ eλ), is a representation of G defined on the Hilbert space
HΠ ⊆ L2(K) consisting of the right M-invariant functions, with the group action given by
[Π(g)v](k) = a(g−1k)−λ−ρv(κ(g−1k)) (g ∈ G, k ∈ K).
This representation has precisely one irreducible subquotient, pi(1⊗ (λ))(1), which contains
a trivial K-type, see [22, Def. 4.4.6]. If Reλ is negative, then pi(1⊗ (λ))(1) is a subrepresen-
tation of IndGP (1⊗ eλ).
Also, recall that the group G has only three nilpotent orbits in g (see e.g. [1]). They are
indexed by the partitions of 3: the maximal orbit O1,1,1, the minimal orbit O2,1 and the zero
orbit O13 = {0}.
Proposition 23. As a representation of G, the range of the residue operator Resn R˜ is in-
finitesimally equivalent to pi(1⊗ (n+ 1
2
))(1). This is a proper infinite dimensional subrepre-
sentation of the non-unitary principal series. This representation is unitarizable if and only
if n = 0. The wave front set of each of these representations, see [18] for the definition, is
equal to O2,1 ∪ O13.
The proof of Proposition 23 is based on some well know facts. Since their proofs are short
we include them in our argument.
Let (Π,HΠ) be an admissible representation of G realized on a Hilbert spaceHΠ with inner
product (·, ·)Π. The hermitian dual (Πh,HhΠ) is defined by HhΠ = HΠ and Πh(x) = Π(x−1)∗,
x ∈ G.
Lemma 24. Abusing the notation in an obvious way we have(
IndGP (1⊗ eλ)
)h
= IndGP (1⊗ e−λ).
Proof. In the argument below we’ll find the following “change of variables” formula useful∫
K
a(gk)−2ρf(κ(gk)) dk =
∫
K
f(k) dk (g ∈ G). (149)
It may be found for instance in [10, (7.4)]. Let (·, ·) denote the L2 inner product on K. For
u, v ∈ HΠ and g ∈ G we have
(Πh(g)u, v) = (u,Π(g−1)v) =
∫
K
u(k)a(gk)−λ−ρv(κ(gk)) dk (150)
=
∫
K
a(gk)−2ρ
(
u(k)a(gk)−λ+ρv(κ(gk))
)
dk.
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Let l = κ(gk). Then gk = κ(gk)a(gk)n(gk). So,
k = g−1la(gk)n(gk)
= κ(g−1l)a(g−1l)n(g−1l)a(gk)n(gk)
= κ(g−1l)a(g−1l)a(gk)n′.
Hence
k = κ(g−1l) and a(g−1l)a(gk) = 1.
Let ψg(l) = k. (This is the inverse of the map k → κ(gk).) The above formulas show that
ψg(l) = κ(g
−1l) and a(gψg(l)) = a(g−1l)−1.
Since the function
f(l) = u(ψg(l))a(gψg(l))
−λ+ρv(l)
is right M-invariant, formula (149) implies that (150) is equal to∫
K
u(κ(g−1l))a(g−1l)λ−ρv(l) dl.
Thus
[Πh(g)u](l) = a(g−1l)λ−ρu(κ(g−1l)).
Since this is the action of the induced representation IndGP (1⊗ e−λ), we are done. 
Next we show that the range of the residue operator Resn R˜ is infinitesimally equivalent
to pi(1⊗ λ)(1), where λ = (n+ 1
2
)ρ.
If 1K denotes the constant function equal to 1 on K, then the Harish-Chandra spherical
function ϕλ (considered as a K-bi-invariant function on G) is given by
ϕλ(x) = (Π(x)1K, 1K) (x ∈ G),
where (Π,HΠ) stands for the induced representation IndGP (1⊗ λ). As our λ is real, we have
ϕλ(x) = (1K,Π(x)1K) (x ∈ G).
Since the convolution of two functions is given by
(f ∗ g)(x) =
∫
G
f(y)g(y−1x) dy (x ∈ G, f ∈ Cc(G), g ∈ C(G)),
we see that
(f ∗ ϕλ)(x) =
∫
G
f(y)(1K,Π(y
−1x)1K) dy = (Πh(f)1K,Π(x)1K). (151)
Here Πh denotes the lift of (Πh,HhΠ) to L1(G). The map
C∞c (G) 3 f 7→ Πh(f)1K ∈ HhΠ (152)
intertwines the left regular representation on C∞c (G) with Π
h. By definition, the range of
this map is generated by the action of L1(G) on the vector 1K. Hence it is generated by
the action of the group on the vector 1K. But the representation (Π
h,HhΠ) is infinitesimally
equivalent to IndGP (1⊗(−λ)). As−λ is negative, the induced representation contains a unique
irreducible subrepresentation, pi(1⊗ (−λ))(1), containing the trivial K-type, [22, Proposition
4.2.12]. Hence the range of (152) coincides with pi(1⊗ (−λ))(1).
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Furthermore we have the map
HhΠ 3 u 7→ (u,Π(·)1K) ∈ C(G). (153)
Since the map
C∞c (G) 3 f 7→ f ∗ ϕλ ∈ C∞(G) (154)
is the composition of (153) and (152), we see that the range of (154) coincides with pi(1 ⊗
(−ν))(1). Since replacing C∞c (G) by C∞c (G/K) does not change the range, the range of
(154) is equal to the range of the residue operator. Since pi(1 ⊗ (−λ))(1) is isomorphic to
pi(1⊗ λ)(1), the first part of the proposition follows.
Next we study some properties of the representation pi(1⊗ λ)(1). The infinitesimal char-
acter of pi(1⊗λ)(1) is equal to the infinitesimal character of the induced representation, and
therefore is represented by λ, see [22, Lemma 4.1.8]. In particular this infinitesimal character
is not of the form “a highest weight plus ρ”. Therefore pi(1⊗ λ)(1) is infinitely dimensional.
For each positive root α we have an embedding
φα : GL(2,R)→ G
defined by
φα1,2
(
g1,1 g1,2
g2,1 g2.2
)
=
 g1,1 g1,2 0g2,1 g2.2 0
0 0 (g1,1g2.2 − g1,2g2,1)−1

φα2,3
(
g1,1 g1,2
g2,1 g2.2
)
=
 (g1,1g2.2 − g1,2g2,1)−1 0 00 g1,1 g1,2
0 g2,1 g2.2

φα1,3
(
g1,1 g1,2
g2,1 g2.2
)
=
 g1,1 0 g1,20 (g1,1g2.2 − g1,2g2,1)−1 0
g2,1 0 g2.2

Then φα(GL(2,R)) is the centralizer of the kernel of eα : A → C in G, and is denoted by
MαAα in [22, Notation 4.2.21]. As before, let λ = (n+ 1
2
)ρ. We see from [22, Theorem 4.2.25]
that the induced representation IndGP (1⊗ eλ) is reducible if and only if there is α such that
the induced representation Ind
φα(GL(2,R))
P∩φα(GL(2,R))(1⊗ eλ) is reducible. Set
Hα1,2 =
 1 0 00 −1 0
0 0 0
 , Hα1,3 =
 1 0 00 0 0
0 0 −1
 , Hα2,3 =
 0 0 00 1 0
0 0 −1
 .
If α ∈ {α1,2, α1,3, α2,3} the reducibility condition for Indφα(GL(2,R))P∩φα(GL(2,R))(1⊗ eλ) reads that
λ(Hα) = 2d+ 1 (for some d = 1, 2, 3, ...).
But ρ = α1,3, so
ρ(Hα1,2) = 1 , ρ(Hα1,3) = 2 , ρ(Hα2,3) = 1.
Therefore IndGP (1⊗ eλ) is reducible if and only if
n+ 1
2
is an odd positive integer
or 2(n+ 1
2
) is an odd positive integer
or n+ 1
2
is an odd positive integer.
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Thus IndGP (1⊗eλ) is reducible. According to [20] the unitary dual of G consists of the trivial
representation, complementary series and unitarily induced representations. Our representa-
tion pi(1⊗ 1
2
ρ)(1) is at the end of a complementary series, hence it is unitarizable. However,
for n = 1, 2, 3, . . . , pi(1 ⊗ (n + 1
2
ρ))(1) is not in any complementary series. Hence it is not
unitarizable.
Let Q ⊆ G be the group generated by P and φα1,3(GL(2,R)). Then Q is a maximal
parabolic subgroup with the Levi factor equal to φα1,3(GL(2,R)). The restriction of the
character eλ to the center of φα1,3(GL(2,R)) is trivial. Therefore the induction by stages,
[22, Proposition 4.1.18], shows that
IndGP (1⊗ eλ) = IndGQ(Ind
φα1,3 (GL(2,R))
φα1,3 (GL(2,R))∩P(1⊗ e
λ))⊗ e0). (155)
The representation Ind
φα1,3 (GL(2,R))
φα1,3 (GL(2,R))∩P(1 ⊗ e
λ) has the unique Langlands quotient Fλ, which
happens to be finite dimensional. Hence our Langlands quotient pi(1⊗ 1
2
ρ)(1) is a subquotient
of
IndGQ(Fλ ⊗ e0). (156)
In particular the wave front set of pi(1⊗ 1
2
ρ)(1) is contained in the wave front set of IndGQ(Fλ⊗
e0), which is equal to the closure of the nilpotent orbit induced from the zero orbit on the Lie
algebra of φα1,3(GL(2,R)), i.e. to the closure of O2,1. This completes the proof of Proposition
23.
Remark 6. By (150), the image of the map (153) is the function
G 3 g 7→ (u,Π(g)1K) =
∫
K
u(k)a(g−1k)−λ−ρ dk .
Consider right M-invariant functions on K as functions on B = K/M and right K-invariant
functions on G as functions on G/K. Then HhΠ = L2(B) and the range of (153) is C∞(G/K).
Since a(g−1k)−λ−ρ = eλ,kM(gK), the map (153) is the Poisson transform Pλ, see Remark 5.
For generic λ, the Poisson transform maps the hyperfunction vectors of spherical non-
unitary principal series representation IndGP (1 ⊗ eλ) onto Eλ(X). But Corollary 22 says the
resonances (n+ 1
2
)ρ are not generic in this sense. In this case, according to [16, Thm. 2.4], the
image of the Poisson transform consists of those elements u ∈ E(n+ 1
2
)ρ(X) which satisfy the
following additional differential equations: sym(h)u = 0, where h is a K-harmonic polynomial
on p∗C, viewed as an element of the symmetric algebra S(pC) of pC and sym: S(pC)→ U(pC)
is the usual symmetrization map.
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