We present a new determination of the UV galaxy luminosity function (LF) at redshift z 7 and z 8, and a first estimate at z 9. An accurate determination of the form and evolution of the galaxy LF during this era is of key importance for improving our knowledge of the earliest phases of galaxy evolution and the process of cosmic reionization. Our analysis exploits to the full the new, deepest WFC3/IR imaging from our Hubble Space Telescope (HST) Ultra Deep Field 2012 (UDF12) campaign, with dynamic range provided by including a new and consistent analysis of all appropriate, shallower/wider-area HST survey data. Our new measurement of the evolving LF at z 7 − 8 is based on a final catalogue of 600 galaxies, and involves a step-wise maximum likelihood determination based on the photometric-redshift probability distribution for each object; this approach makes full use of the 11-band imaging now available in the Hubble Ultra Deep Field (HUDF), including the new UDF12 F140W data, and the latest Spitzer IRAC imaging. The final result is a determination of the z 7 LF extending down to UV absolute magnitudes M 1500 = −16.75 (AB mag), and the z 8 LF down to M 1500 = −17.00. −0.23 at z 8. These results strengthen previous suggestions that the evolution at z > 7 appears more akin to 'density evolution' than the apparent 'luminosity evolution' seen at z 5 − 7. We also provide the first meaningful information on the LF at z 9, explore alternative extrapolations to higher redshifts, and consider the implications for the early evolution of UV luminosity density. Finally, we provide catalogues (including derived z phot , M 1500 and photometry) for the 100 most robust z 6.5 − 11.9 galaxies in the HUDF used in this analysis. We briefly discuss our results in the context of earlier work and the results derived from an independent analysis of the UDF12 data based on colour-colour selection (Schenker et al. 2013) .
the Universe (e.g. Robertson et al. 2010; Finkelstein et al. 2012; Kuhlen & Faucher-Giguére 2012) , and, if so, providing more detailed information on how reionization proceeded (as compared to the integrated constraints on 'instantaneous' reionization provided by current measurements of microwave background polarizationzreion 10.6 ± 1.2; Komatsu et al. 2011) .
Because galaxies at z 7 are so faint, it is hard to gain detailed physical information on the properties of individual objects, and indeed only a handful of spectroscopic redshifts have been established on the basis of Lyman-α emission at z 7 (the current record holder is at z = 7.213; Ono et al. 2012 1 ). Attention has thus (sensibly) focussed on population statistics, helped by the fact that significant samples of photometrically-selected galaxies can now be assembled at these redshifts due to the presence of a strong Lyman-break at λrest 1216Å in their spectral energy distributions (SEDs). This is caused by near-complete absorption by neutral hydrogen gas along the line-of-sight at z > 6.5 (Fan et al. 2006; Mortlock et al. 2011) , making 'Lyman-break' galaxy (LBG) selection in principle straightforward at these redshifts, given adequate data.
The first and most important population measurement which is usually attempted once a significant sample of galaxies is available at a given redshift is a determination of the luminosity function (LF); i.e. the comoving number density of galaxies as a function of luminosity (≡ absolute magnitude). Prior to the 2009 installation of WFC3/IR the availability of deep z850 and i775 imaging from the Advanced Camera for Surveys (ACS) on HST enabled the UV (λrest 1500Å) LF to be established for faint galaxies out to z 6 by Bouwens et al. (2007) . In a complementary effort based on the new availability of degree-scale red/infrared imaging from ground-based telescopes, the bright end of the UV LF was also measured out to z 6 by McLure et al. (2009) , who demonstrated that a combined analysis yielded a consistent result. Both of these studies exploited the available photometry to establish the presence/location of the afore-mentioned Lyman-break, but whereas Bouwens et al. (2007) continued with the simple and wellestablished two-colour selection technique, McLure et al. (2009) used SED fitting with evolutonary synthesis models (e.g. Bruzual & Charlot 2003) to derive photometric redshifts based on all of the available multi-band photometry.
These two alternative approaches to galaxy selection have now both been exploited to explore the form of the LF at higher redshifts. Specifically, with the new first-epoch deep WFC3/IR data provided by the UDF09 program (GO 11563, PI: Illingworth), Oesch et al. (2010a) and McLure et al. (2010) produced alternative (but again consistent) determinations of the z 7 galaxy UV LF. The SED fitting approach was also exploited by Finkelstein et al. (2010) , while colour-colour selection has since been re-applied by Bouwens et al. (2011a) at z 7 and z 8, to the final UDF09 dataset. Colour-colour selection has also recently been applied in attempts to constrain the brighter end of the LF at z 8 by Bradley et al. (2012) and Oesch et al. (2012b) , to the BoRG 2 and CAN-DELS (Grogin et al. 2011) 3 datsets respectively. Meanwhile, SED fitting has been applied to the UDF09 and CANDELS GOODSSouth data by Finkelstein et al. (2012) in order to derive a new estimate of the evolving UV luminosity density, and by Bowler et al. (2012) in the search for brighter z 7 galaxies in the early UltraVISTA data (McCracken et al. 2012) 4 . It is important to note that, given only three-filter data (i.e. two-wavebands above a putative Lyman-break and one below) colour-colour selection and SED fitting are essentially equivalent. However, as the number of useful wavebands expands, it is clear that SED fitting makes more complete and consistent use of the available data. This has, to some extent, been recognized by the adoption of additional criteria to colour-colour selection, in an attempt to 'factor-in' the extra information provided through other filters (e.g. the rejection of objects which which show more that one > 1.5-σ detection in bluer bands and the computation of a separate χ 2 optical by Bouwens et al. 2011a ). However, SED fitting clearly deals with all detections and non-detections in a more straightforward and consistent manner, and has the additional benefit of providing actual redshift estimates with confidence intervals (and indeed can provide a redshift probability distribution for each object, albeit this depends somewhat on adopted priors; McLure et al. 2011) . Finally, SED fitting also more clearly exposes the nature of potential interlopers (such as dusty red galaxies, post-starburst objects with strong Balmer breaks, and dwarf stars in our own galaxy) and provides clearer information on what data needs to be improved to eliminate them (e.g. Dunlop 2012 ). Nevertheless, SED fitting and colour-colour selection both fundamentally rely on the Lyman-break and, whatever the selection technique, careful simulation work is required to quantify selection bias, completeness and contamination in any determination of the evolving galaxy LF in the young universe.
In an attempt to make further progress, and in particular to extend the study of galaxies both to higher redshifts (z > 8) and lower luminosities (at z 7 − 8) we have recently completed a new programme of even deeper near-infrared imaging in the Hubble Ultra Deep Field (HUDF; Beckwith et al. 2006 ) with WFC3/IR on HST. This new imaging campaign was completed in September 2012 (GO 12498, PI: Ellis, hereafter UDF12) and when combined with the existing UDF09 data provides the deepest ever near-infrared images of the sky. The data have now been reduced and released to the public (Koekemoer et al. 2013 ) through the team website 5 . Key elements of our observing strategy were the delivery of extremely deep Y105 data to more robustly identify galaxies at z 8 and higher redshifts, and the addition of imaging through a new filter previously unexploited in the HUDF, J140, both to enable reliable galaxy discovery to be pushed beyond z 8.5 (with two filters long-ward of the Lyman break), and to enable more accurate SEDs to be determined for galaxies at z 7 and z 8. The final UDF12+UDF09 combined dataset reaches the planned 5-σ detection limits of Y105 = 30.0, J125 = 29.5, J140 = 29.5, H160 = 29.5 (in apertures of diameter 0.40 , 0.44 , 0.47 , 0.50 respectively, sampling 70% of point-source flux density in each waveband). The results of our search for galaxies at z > 8.5 have already been reported by Ellis et al. (2013) , while the new deep multi-band data have now also been exploited by Dunlop et al. (2013) in a new determination of the UV spectral slopes of galaxies at z 7 − 9 (with consequent implications for their stellar populations). Most recently, a new determination of galaxy sizes based on the UDF12 dataset has been completed by Ono et al. (2013) .
In this paper we focus on utilising the UDF12 dataset, along with the ever-growing shallower WFC3/IR imaging over wider areas, to undertake a new determination of the galaxy UV LF at z 7 and z 8. Crucially the new ultra-deep imaging in the HUDF improves our ability to probe the faint end of the LF, better sampling the population of numerous faint galaxies (M1500 > −18) which likely dominate the UV luminosity density and hence drive reionization. A key goal, therefore, is to better establish the faint-end slope, α, on which extrapolations to even fainter (as yet unobservable) luminosities have to be based. However, simply increasing the depth of the deepest field does not yield significantly better estimates of α unless the degeneracies between the Schechter function parameters (M * , φ * , and α) can be minimized (e.g. Bouwens et al. 2011a; Dunlop 2012) . This requires maximising the usable dynamic range in UV luminosity, to properly constrain the shape of the LF. Thus, to best determine the z 7 and z 8 LF, we have analysed the new HUDF12 data in combination with the progressively shallower WFC3/IR survey data provided by the UDF09 parallel fields, the Early Release Science (ERS) data in GOODSSouth, the CANDELS data in the remainder of GOODS-South and the UDS field, and all of the parallel BoRG data obtained by Sept 2012. In each of these fields, (including the HUDF) we have also utilised the associated HST ACS imaging, Spitzer IRAC data (deconfused with the WFC3/IR H160 imaging), and ground-based near-infrared/optical data where appropriate.
Given that the selection functions and associated simulations are different, and to facilitate comparison with other work, our team has also undertaken a parallel, and completely independent determination of the LF at z 7 and z 8 based on 'traditional' dropout colour-colour selection. The results from this are presented in Schenker et al. (2013) but are also summarised in this present paper for ease of comparison with the SED-fitting technique results derived here.
The remainder of this paper is structured as follows. In Section 2 we give full details of the datasets utilised in this new study, and explain how we selected galaxy catalogues before refining the samples to contain only plausible high-redshift galaxy candidates. We also describe the simulations undertaken to establish completeness and contamination corrections in each of the individual survey fields, simulations which are crucial for a robust determination of the LF from such a complex multi-field dataset. Next, in Section 3, we describe how we chose to determine the LF, adopting as our primary technique the non-parametric step-wise maximum likelihood method (SWML), but also applying parametric maximum likelihood fitting to explore Schechter-function representations of the LF. We then present the results of our analysis in Section 4, providing our best measurements of the LF at z 7, z 8 and z 9, and briefly exploring the implied evolution of the LF with redshift. Here we also compare our results with the independent UDF12 analysis of Schenker et al. (2013) , and discuss our derived LF parameters (with associated improved confidence intervals) in the context of the the results deduced by Bouwens et al. (2011a) , Bradley et al. (2012) and Oesch et al. (2012b) prior to UDF12. In Section 5 we proceed to explore the implications of our results for the evolution of the LF out to even higher redshifts, and derive the implied evolution of UV luminosity density as a function of redshift (a key measurement for tracking the likely progess of reionization). Finally, we present a summary of our conclusions in Section 6. Throughout the paper we will refer to the following HST ACS+WFC3/IR filters: F435W, F600LP, F606W, F775W,  F814W, F850LP, F098M, F105W, F125W, F140W & F160W as B435, V600, V606, i775, i814, z850, Y098, Y105, J125, J140 & H160 respectively. All magnitudes are quoted in the AB system (Oke 1974; Oke & Gunn 1983 ) and all cosmological calculations assume Ω0 = 0.3, ΩΛ = 0.7 and H0 = 70 kms −1 Mpc −1 .
DATA
In this section we provide a summary of the basic properties of the datasets which we have utilised in this study to measure the highredshift galaxy luminosity function. In addition, we also provide details of the methods adopted to derive accurate image depth information, object photometry and reliable catalogues of high-redshift galaxy candidates.
Survey fields
The datasets analysed in this paper form a 'wedding-cake' structure ranging from the ultra-deep UDF12 observations covering an area of only 4.5 arcmin 2 to wider-area WFC3/IR survey data covering several hundred arcmin 2 . Below we provide the basic observational details of each dataset in turn.
The UDF12
The dataset which plays the pivotal role in constraining the faintend of the galaxy luminosity function at z ≥ 7 and provides the primary motivation for this paper is the new UDF12 WFC3/IR multi-band imaging of the Hubble Ultra Deep Field (GO-12498, P.I. Ellis). The UDF12 observing campaign acquired 128 orbits of WFC3/IR integration time targeting the HUDF, all of which were obtained between 4th August and 16th September 2012
6 . As discussed in the introduction, the primary motivation for the UDF12 observing campaign was to improve our knowledge of number densities and spectral properties of the ultra-faint galaxy population at z = 7 − 8 and to provide the first robust census of the z ≥ 8.5 galaxy population.
In order to achieve these aims the bulk of the UDF12 orbits were invested in quadrupling the HUDF integration time in the crucial Y105 filter and providing ultra-deep imaging in the J140 filter, which had not been employed in previous HUDF imaging campaigns. The 128 orbits awarded to UDF12 were allocated as follows: 72 orbits in the Y105 filter, 30 orbits in the J140 filter and 26 orbits in H160. In combination with the data provided by the previous UDF09 observing campaign (GO-11563, P.I. Illingworth), the total orbit allocation of dedicated WFC3/IR data in the HUDF now stands at: 96 orbits in Y105, 34 orbits in J125, 30 orbits in J140 and 79 orbits in H160. The depths of the available data in the HUDF (and the other survey fields analysed in this study) are provided in Table 1 . It should be noted that the depths quoted in Table 1 have been corrected to total magnitudes assuming a point-source and that the raw aperture depths are 0.2−0.4 magnitudes deeper, depending on the adopted aperture (see Section 2.3).
The HUDF09 parallel fields
To increase our ability to constrain the faint-end of the high-redshift luminosity function we have also utilised the WFC3/IR imaging Table 1 . The basic observational properties of the different WFC3/IR survey fields analysed in this work. Column 1 lists the adopted field name, columns 2 & 3 list the coordinates of the centre of the field and column 4 lists the survey area in arcmin 2 . Columns 5-14 list the global average 5σ depths, which have been corrected to total magnitudes assuming a point source (a typical correction of 0.2 magnitudes for ACS and 0.4 magnitudes for WFC3/IR; see Section 2.3 for a discussion of the apertures adopted in each filter). It should be noted that the depths within a given field can vary significantly (e.g. CANDELS GS DEEP and BoRG). There are no coordinates listed for BoRG simply because it consists of a large number of widely-separated pointings. available in the two parallel fields of the HUDF09 imaging campaign, hereafter HUDF09-1 and HUDF09-2. Although substantially shallower than the data available in the HUDF itself, the HUDF09 parallel fields consist of 33 and 48 WFC3/IR orbits respectively (spread between the Y105, J125 & H160 filters) and provide crucial leverage for constraining the z ≥ 7 galaxy luminosity function 1.5 magnitudes brighter than the ultimate depth achieved by UDF12. For the purposes of this analysis we have utilised our own reduction of the HUDF09 WFC3/IR imaging in both parallel fields (drizzled onto a 30mas pixel scale) and have also used our own reduction of the ACS imaging covering HUDF09-2 originally obtained as part of the HUDF05 campaign (GO-10632, P.I. Stiavelli). For the HUDF and HUDF09-1 we have made use of the publicly-available reductions of the original HUDF ACS imaging (Beckwith et al. 2006 ) and the HUDF05 ACS imaging respectively. Finally, we have also made use of the new ultra-deep i814 ACS imaging (128 orbits) obtained as parallel observations during the UDF12 campaign which provides a 60% overlap with HUDF09-2.
GOODS-S
In addition to the HUDF and parallel fields, we have made extensive use of the publicly-available WFC3/IR imaging of the Great Observatories Origins Deep Survey South (GOODS-S) field provided by the Cosmic Assembly Near-Infrared Deep Extragalactic Legacy Survey (CANDELS, Grogin et al. 2011; Koekemoer et al. 2011) . The CANDELS WFC3/IR data in GOODS-S covers a total of 24 WFC3/IR pointings which are divided into DEEP and WIDE sub-regions. The DEEP sub-region consists of 15 WFC3/IR pointings each consisting of 3 orbits of Y105 imaging and 5 orbits in both J125 and H160. The WIDE sub-region consists of 9 WFC3/IR pointings each consisting of a single orbit of integration in the Y105, J125 and H160 filters. In addition to the CANDELS imaging we have also analysed the ERS data in GOODS-S which consists of 10 WFC3/IR pointings, each of which were observed for 2 orbits in the Y098, J125 and H160 filters (Windhorst et al. 2011) .
The optical data we have employed in GOODS-S is the publicly-available v2.0 reduction of the original GOOD-S ACS imaging in the B435, V606, i775 & z850 filters (Giavalisco et al. 2004 ). The total area of the overlapping WFC3/IR+ACS coverage we have analysed in GOODS-S is 138 arcmin 2 (excluding the HUDF and parallel fields). A summary of the available filters and depths is provided in Table 1 .
The UKIDSS Ultra Deep Survey Field
In order to significantly increase the total areal coverage of our dataset, crucial for constraining the bright end of the z ≥ 7 galaxy luminosity function, we have also analysed the publicly-available CANDELS WFC3/IR+ACS imaging in the UKIDSS Ultra Deep Survey (UDS; Lawrence et al. 2007 ). The full CANDELS dataset in the UDS consists of 44 WFC3/IR pointings, each featuring 4/3 of an orbit of H160 imaging and 2/3 of an orbit in J125. Along with the primary WFC3/IR observations, the CANDELS campaign in the UDS also obtained ACS parallels with each pixel typically receiving three orbits of integration in i814 and one orbit in V606. However, due to the focal plane separation of the WFC3/IR and ACS cameras, only 32/44 of the WFC3/IR pointings are fully covered by the parallel ACS imaging. It is from these 32 WFC3/IR pointings, covering a total area of 150 arcmin 2 , that we have selected our sample of high-redshift candidates in the UDS.
In addition to the primary HST imaging data, in refining our high-redshift sample in the UDS we have also made extensive use of a variety of ground-based datasets. Amongst these the three most important are new ultra-deep z −band imaging obtained with Suprime-Cam on Subaru which reaches a depth of z = 26.5 (5σ; 1.8 diameter apertures), new ultra-deep VLT+HAWK-I Y −band observations of the UDS CANDELS region obtained as part of the HUGS programme (P.I. A. Fontana) which reach a depth of Y = 26.5 (5σ; 1.25 diameter apertures) and the latest DR10 release of the UDS K−band imaging which reaches a depth of K = 25.1 (5σ; 1.8 diameter apertures). Moreover, in order to clean the sample of low-redshift interlopers, we have utilised a stack of the BV Ri Subaru imaging of the UDS described in Furusawa et al. (2008) , which reaches a depth of ≥ 29 (2σ; 1.8 diameter apertures). Finally, in order to further refine our photometric redshift solutions we have exploited narrow-band (NB921, λC = 9210Å) imaging of the UDS (Sobral et al. 2011 ) which reaches a depth of z921 = 26.0 (5σ; 1.8 diameter apertures).
BoRG
In order to increase our ability to constrain the bright-end of the z = 8 luminosity function we have performed our own reduction and analysis (Bowler et al. 2013, in preparation) of the data taken by the Brightest of the Reionizing Galaxies survey (BoRG; Trenti et al. 2011 Trenti et al. , 2012 . BoRG is a HST pure-parallel programme, consisting of imaging in four filters from WFC3, designed to detect z ∼ 8 Lyman-break galaxies as Y098 drop-outs. Details of the BoRG ob-servation strategy can be found in Trenti et. al. (2011) , however briefly, pure-parallel observations were obtained at multiple sightlines in the Y098, J125, H160 filters from WFC3/IR and one or both of V606 and V600 with WFC3/UVIS. The exposure times are chosen to allow the detection of Y098 drop-out galaxies at z ∼ 8 based on a large Y098 − J125 colour and relatively flat rest-frame spectral slope inferred from the J125 − H160 colour.
At the time of writing the complete BoRG dataset consists of 69 independent fields with a variety of different exposure times. However, to homogenize the dataset somewhat, we have restricted our analysis to the 41 BoRG fields with 5σ detection limits in the range J125 ≥ 27.2 − 27.9 (0.44 diameter aperture), and which lie at high galactic latitude. The calibrated FLT files were obtained from the HST archive and background subtracted before being combined with ASTRODRIZZLE (Gonzaga et al. 2012) . The final pixel size was set to 80mas to match the BoRG09 public reductions, using a large pix frac (pix frac=0.9 for multiple exposures and pix frac = 1.0 for single exposures) to account for the lack of dithering in the observations where the primary was often spectroscopic.
Based on these 41 fields (total area 180 arcmin 2 ) an initial candidate list was constructed using the colour-cuts employed by Bradley et al. (2012) , but based on our own photometry and depth analysis (see below). As with all the other survey fields analysed here, these candidates were then analysed with our photometric redshift code before being included in the luminosity function analysis. To mitigate the increased photometric redshift uncertainties introduced by the small number of available filters, in our final analysis of the z = 8 luminosity function we include only those candidates selected from BoRG brighter than M1500 ≤ −20.5.
Catalogue production
Given that the primary focus of this paper is the evolution of the galaxy luminosity function at z ≥ 6.5, by which point the Lymanbreak has been redshifted to an observed wavelength λ obs ≥ 0.9µm, high-redshift galaxy candidate selection was performed exclusively in the near-IR using the WFC3/IR imaging available in each field.
In order to provide a master catalogue which was as complete as possible, objects were initially selected using each individual near-IR image and from every possible wavelength-contiguous stack of near-IR images. For example, based on the UDF12 data, four object catalogues were generated with SEXTRACTOR v2.8.6 (Bertin & Arnouts 1996) using the individual Y105, J125, J140 and H160 images for object detection and a futher six catalogues were generated using the following near-IR stacks as the detection image: Y105 + J125 + J140 + H160, Y105 + J125 + J140, Y105 + J125, J125 + J140, J125 + J140 + H160 & J140 + H160.
From this initial set of 10 object catalogues, a master catalogue was constructed containing every unique object which was detected at ≥ 5σ significance in any of the detection images. For those objects which were present in multiple catalogues, the positional information and photometry based on the highest signal-tonoise detection was propagated to the master catalogue. Although this specific example is within the context of the UDF12 dataset in the HUDF, the general selection process was identical in each field, notwithstanding differences enforced by the number of available filters. Figure 1 . Examples of our photometric redshift analysis for three objects in the HUDF at redshifts z = 6.9, z = 8.1 and z = 8.8 (top to bottom). In each plot the blue curve shows the best-fitting high-redshift solution, while the orange curve shows the best-fitting alternative low-redshift solution. In each case the inset shows the photometric redshift probability density function, p(z), which is incorporated into our luminosity-function analysis. The upper limits at 3.6µm and 4.5µm have been derived via our own deconfusion analysis of the ultra-deep IRAC imaging obtained by Labbé et al. (2012) , using the technique described in McLure et al. (2011) . All upper limits are 1σ.
Photometry
When selecting samples of high-redshift galaxies, the choice of photometric apertures is inevitably a balance between optimizing depth and ensuring that it is possible to derive well-defined and stable aperture corrections. The photometry adopted in this study is all based on circular apertures, where the choice of aperture in each band is tuned to enclose ≥ 70% of the flux of the filter-specific point-spread function (PSF). For those fields with data drizzled onto a 0.03 /pix grid, the photometry is based on 0.3 diameter apertures in the optical ACS bands and 0.40 , 0.44 , 0.47 and 0.50 diameter apertures in the Y105, J125, J140 and H160 bands. For those datasets where the data is drizzled onto a 0.06 /pix grid, we have adopted 0.40 diameter apertures in the optical ACS and Y098/Y105 WFC3/IR bands, together with 0.44 and 0.50 diameter apertures in the J125 and H160 bands. For the purposes of the subsequent photometric redshift analysis (see below), the measured photometry in z850 and the WFC3/IR filters was corrected to the same enclosed flux level as the B435, V606, i775 & i814 photometry (typically 82% − 84%) using the curve of growth of the observed PSFs in each band/field.
Depth analysis
A crucial element of reliable high-redshift candidate selection is the derivation of accurate information regarding the photometric depth of each available image. This information is clearly vital for the reliable exclusion of low-redshift contaminants, but is also required in order to provide the robust flux measurement errors necessary for accurate photometric redshift results.
For each survey field in turn, accurate maps of which pixels contained significant object flux were constructed by stacking SEXTRACTOR segmentation maps for each available filter. Before stacking, the individual segmentation maps were dilated in order to better capture the extended wings of bright low-redshift objects. Based on these image maps, a large number of photometric apertures (typically 10-200 thousand) were located amongst the fraction of each image that had been determined to be dominated by 'sky'. A robust estimator was then used to measure the sigma of the distribution of the fluxes measured within these sky apertures and thereby determine the empirical depth of the image for a given aperture diameter. This aperture-to-aperture r.m.s. depth measurement is a robust method of determining the actual significance of any aperture flux measurement and captures the true noise properties of a given image, which are typically underestimated by a simple measurement of the pixel r.m.s. due to small-scale noise correlations introduced by the reduction procedure (Koekemoer et al. 2013) . Once the true depth of each image was determined in this fashion, the corresponding weight maps were scaled to match the empirical depth measurement. By including the scaled weight maps in the dual-mode catalogue production process, it was thereby possible to provide accurate, position dependent, flux measurement errors for each source.
High-redshift galaxy selection
In order to study the z ≥ 7 luminosity function it is necessary to derive reliable catalogues of z ≥ 6.5 galaxy candidates. Consequently, the master object catalogues for each survey field were initially cleaned of low-redshift contaminants by insisting that each object remained undetected at the 2σ level in each filter short-ward of the z850 waveband. In addition, to exclude the small number of objects with 1.5 − 2σ detections in multiple blue optical filters, each high-redshift candidate was also required to be undetected at the 2σ level in an inverse-variance weighted stack of all filters short-ward of z850.
Photometric redshift analysis
After the initial exclusion of low-redshift contaminants, the master catalogues for each field were processed using our photometric redshift code. For a full description of the photometric redshift code Figure 2 . The photometric redshift distribution of the full sample of highredshift galaxy candidates (robust+insecure) derived from our analysis of the eight survey fields listed in Table 1 . The full sample consists of N = 576 high-redshift candidates selected from a total area of 477 arcmin 2 . the reader is referred to McLure et al. (2011), but we provide a brief outline here for completeness. The photometry for each galaxy is fitted with a range of galaxy templates, either empirical spectra or evolving synthetic galaxy-evolution models, with the best-fitting galaxy parameters determined via χ 2 -minimization. To ensure a proper treatment of the photometric uncertainties, the model fitting is performed in flux-wavelength space, rather than magnitudewavelength space, and negative fluxes are included.
The code fits a wide range of reddening, based on the Calzetti et al. (2000) dust attenuation law, and accounts for IGM absorption according to the Madau (1995) prescription. If necessary, the code can also fit each high-redshift candidate including additional Lyα emission within a plausible range of rest-frame equivalent widths (chosen to be EW0 ≤ 240Å; Charlot & Fall 1993) . The bestfitting photometric redshifts and redshift probability density functions adopted here are based on Bruzual & Charlot (2003) stellar population models with metallicities of 0.2Z or Z , although the exact choice of stellar population model has little impact on the derived p(z) in most cases. Three examples of the results of our photometric-redshift analysis are shown in Fig. 1 ; the three objects illustrated have derived redshifts of z 6.9, z 8.1 and z 8.8 (see Table A1 ).
Based on the photometric-redshift results, objects were excluded if it was impossible to obtain a statistically acceptable solution at z ≥ 6.5 (typically χ 2 best ≥ 20), or if the photometric redshift probability density function indicated a very low probability that the object is at z ≥ 6.5 (i.e. z=∞ z=6.5 p(z)dz ≤ 0.05). At this point, the catalogues were visually expected in order to remove spurious contaminants such as artefacts, diffraction spikes and over-deblended low-z objects. Following this final cleaning step, and following the procedure of McLure et al. (2011) , each object was classified as robust or insecure depending on whether or not the best-fitting low-redshift solution could be ruled out at the 2σ confidence level. The objects classified as robust constitute our most reliable high-redshift galaxy sample and are presented in the Appendix for comparison with the results of other similar studies and potential spectrocopic follow-up observations. However, it should be noted that all high-redshift candidates which survived the full selection process, whether robust or insecure, were included in the luminosity function analysis (see below).
Dwarf star exclusion
As has been widely discussed in the literature (e.g. Dunlop 2012; Bowler et al. 2012) , ultra-cool galactic dwarf stars (M, L, & T dwarfs) are a potential source of low-redshift contamination of the bright-end of the galaxy luminosity function at z > 6. Within the context of the current study, the most serious source of concern is potential contamination of the z = 7 galaxy luminosity function by T-dwarf stars. To deal with this problem the photometry of all bright z 7 LBG candidates was analysed using a library of empirical optical-to-near-IR dwarf star spectra spanning the spectral range M0 to T9, taken from the SpeX archive 7 . All bright candidates which returned a high-quality fit with a dwarf star template and had a measured WFC3/IR half-light radius which was consistent with being spatially unresolved were removed from the final sample.
Final galaxy sample
The final high-redshift galaxy sample utilised in this analysis comprises a total of N = 576 galaxy candidates (robust+insecure) selected from a total survey area of 477 arcmin 2 . The photometric redshift distribution of this sample is shown in Fig. 2 . The individual redshift probability distributions, p(z), of all these galaxies were used in the LF determination. In Tables A1 and A2 in the Appendix we provide a catalogue of the 100 most robust z 6.5 − 12.0 galaxies uncovered within the HUDF itself (i.e. from the UDF12 data), with positions, photometry, photometric redshifts (including uncertainties), total absolute magnitudes (M1500) and cross-referencing to previous studies as appropriate. The corresponding information for the robust objects in the other seven survey fields analysed here is provided in the Tables A3-A9 .
We note that the advance at faint magnitudes offered by the UDF12 dataset is clear, because 50 of the 100 robust z > 6.5 HUDF galaxies tabulated in Table A1 have not been reported in any previous study. Of these additional 50, colour-colour selection (as described by Schenker et al. 2013 ) finds 23 sources. The remaining 27 galaxy candidates are only revealed by our photometric redshift analysis which exploits all of the 4-band WFC3/IR imaging. Note that, for simplicity, we have decided to report only H160 magnitudes in Table A1 , and so some robust objects may appear to be surprisingly faint in H160 because they are better detected in the shorter-wavelength WFC3/IR filters.
Simulations
The final result of the object selection process is a catalogue of candidate high-redshift galaxies, each with an associated photometric redshift probability density function. However, in order to accurately derived the galaxy luminosity function it is then necessary to employ detailed simulations to map between the derived and intrinsic properties of each candidate.
Following the methodology of McLure et al. (2009) , we adopt a parametric model of the evolving high-redshift galaxy luminosity function in order to generate a realistic synthetic population of high-redshift galaxies. The model adopted here is a Schechter function with the three parameters (φ , M U V , α) evolving linearly with redshift, changing from (9.8 × 10 −4 Mpc −3 , −20.7, −1.65) at z = 4.5 to (2.3 × 10 −4 Mpc −3 , −20.1, −2.1) at z = 9.0. Although simple, this parameterization successfully reproduces the observed evolution of the UV-selected galaxy luminosity function within the redshift interval 5 < z < 8 (e.g. McLure et al. 2009 McLure et al. , 2010 Bouwens et al. 2007 Bouwens et al. , 2011 Bradley et al. 2012) .
For each survey field, the evolving luminosity function model is used to populate an input apparent magnitude -redshift grid (m1500 − z, where m1500 is the apparent magnitude at 1500Å), which is divided into cells of width δz = 0.05 and δm1500 = 0.1. For each simulated object, synthetic photometry is generated using Bruzual & Charlot (2003) galaxy templates with a range of reddening designed to produce a population of objects whose distribution of UV slopes is centred on β = −2 with a small dispersion (c.f. Dunlop et al. 2012 Dunlop et al. , 2013 Rogers, McLure & Dunlop 2013 ). The synthetic galaxies were then injected into the real data, using the empirical measurement of the WFC3/IR and ACS PSF appropriate for each individual filter. It should be noted that simulations were also conducted in which the synthetic galaxies were modelled as spatially resolved, with half-light radii drawn from the distribution measured for z = 7 − 8 LBGs by Oesch et al. (2010b) . However, these simulations were not adopted because they were found to provide results virtually identical to the injection of PSFs and in the regime where the simulation results are most crucial for the luminosity function determination (i.e. M1500 ≥ −19) several studies indicate that the UV-selected galaxy population is virtually unresolved at the resolution of WFC3/IR (i.e. Oesch et al. 2010b; Grazian et al. 2012; Ono et al. 2013) .
The simulated galaxy population was then selected and processed through our photometric redshift analysis in an identical fashion to the real sample of high-redshift galaxy candidates. The resulting p(z) distribution for each synthetic galaxy was then used to populate an output m1500 − z grid. Under the assumption that the simulation provides a reasonable description of the actual high-redshift galaxy population, the ratio of the output and input m1500 − z grids provides a mapping between the observed and intrinsic properties of the high-redshift galaxy population, which automatically accounts for selection efficiency, photometric redshift errors and flux boosting.
LUMINOSITY FUNCTION ESTIMATION
For each survey field, the p(z) distributions for each high-redshift galaxy candidate were used to populate an observed m1500 − z plane, which was then corrected using the results of the corresponding simulation to provide our best estimate of the distribution of the observed high-redshift population on the intrinsic m1500 − z plane. After aperture correcting the object magnitudes to total, it is this information that is then used to estimate the galaxy luminosity function using two different techniques.
The primary method is an implementation of the nonparametric step-wise maximum-likelihood (SWML) method of Efstathiou, Ellis & Peterson (1988) . It is the results of this method which provide our basic determination of φ(M1500, z), without relying on the assumption that the luminosity function obeys a particular functional form. However, in order to compare with previ- Figure 3 . The left-hand panel shows our new determination of the UV-selected galaxy luminosity function at redshift z = 7. The data-points have been derived using a combination of our photometric redshift analysis and an implementation of the step-wise maximum likelihood (SWML) method of Efstathiou, Ellis & Peterson (1988) ; see text for details. The thick solid red line shows the best-fitting Schechter function derived using the parameteric STY maximum-likelihood technique applied simultaneously to the first seven survey fields listed in Table 1 . For comparison, we also show a straight-forward χ 2 −fit to the binned SWML data (thick black line). The right-hand plot shows the same information for our new determination of the z = 8 luminosity function. To derive the z = 8 luminosity function we have also incorporated the information derived from our own reduction and analysis of the BoRG dataset. Table 2 . The results of our SWML determination of the z = 7 and z = 8 galaxy luminosity functions. Columns 1 and 3 list the luminosity function bins adopted at z = 7 and z = 8 respectively (all bins are 0.5 magnitudes wide). Columns 2 and 4 list the individual values of φ k and their corresponding uncertainties. ous results and to study the redshift evolution of the galaxy luminosity function, it is also desirable to derive parametric fits to the galaxy luminosity function. Therefore, in order to derive Schechterfunction fits to the galaxy luminosity function we have also implemented a version of the parametric maximum-likelihood technique of Sandage, Tammann & Yahil (1979) ; hereafter STY. When defining the likelihood, both techniques rely on the assumption that, at a given redshift, the probability of observing a galaxy of a given luminosity can be defined as follows:
where L lim is the limiting luminosity of the survey. Ideally this should be implemented in the situation where each galaxy has a unique spectroscopic redshift and luminosity. In the absence of this information, our implementation does the next best thing and adopts the normalized probability density function for each highredshift candidate, with the absolute UV magnitude (M1500), calculated using a top-hat filter at 1500Å in the rest-frame of the bestfitting SED template, re-calculated at each step within the p(z). The overall best-fit is determined by maximizing the following likelihood:
where the outer product symbol indicates that the maximum likelihood is calculated over j separate survey fields, each with its own limiting luminosity. One of the key strengths of both techniques is that they take no account of the absolute number density of objects and should therefore be relatively insensitive to the effects of cosmic structure. However, as a result, it is necessary to determine the overall normalization of the resulting galaxy luminosity-function estimates independently. In each case, we have derived the luminosity function normalization by requiring that the maximum-likelihood luminosity function estimates reproduce the cumulative number counts of observed galaxies within the appropriate redshift and absolutemagnitude intervals.
THE GALAXY LUMINOSITY FUNCTION RESULTS
In Fig. 3 we show our new determinations of the UV-selected galaxy luminosity functions at z = 7 and z = 8. In each panel the data-points have been derived using the SWML technique, and include error estimates which have been derived via boot-strap resampling of the underlying high-redshift galaxy sample. In Table 2 we provide the individual, step-by-step, SWML determinations of the z = 7 and z = 8 luminosity functions and their corresponding uncertainties.
In each panel of Fig. 3 the thick red line shows our best-fitting Figure 4 . The confidence intervals for the faint-end slope (α) and characteristic absolute magnitude (M 1500 ) derived from our STY maximumlikelihood fits to the galaxy luminosity function at z = 7 (top) and z = 8 (bottom). In each plot the 1σ and 2σ confidence intervals are illustrated by the dark and light-blue shaded areas respectively. It should be noted that the confidence intervals plotted are based on likelihood ratios and correspond to ∆χ 2 = 1 & 4 from the best overall fit (shown by the filled circle in each case). These specific confidence intervals have been chosen in order that the corresponding one parameter uncertainties can be calculated by projecting the contours onto the relevant axis.
Schechter function as derived via our implementation of the STY maximum-likelihood technique, which is constrained via a simultaneous fit to all relevant survey fields (as listed in Table 1 ). The confidence intervals on the derived faint-end slope and characteristic magnitude from our STY fits at z = 7 and z = 8 are shown in Fig. 4 and the best-fitting Schechter-function parameters are listed in Table 3 .
As can be seen from the results presented in Fig. 3 , the additional dynamic range in luminosity provided by combining the new UDF12 dataset with the wider area GOODS-S, CANDELS-UDS and BoRG datasets has allowed an accurate determination of the z = 7 and z = 8 luminosity functions spanning a factor ≥ 50 in UV luminosity. In particular, the new UDF12 dataset has allowed us to constrain the form of the luminosity function as faint as L ≤ 0.1L for the first time. As can be seen from the results presented in Table 3 , our new analysis has confirmed that the luminosity function remains extremely steep at M1500 ≥ −18 at both z = 7 and z = 8, being consistent with α = −2.0 in both cases. Moreover, our new analysis confirms and strengthens previous results which suggested that there is little evolution in M 1500 between z = 7 and z = 8. In the next section we briefly compare our results with other relevant results in the literature, before proceeding to consider the evolution of the luminosity function from z 6 to z 10 and its implications for cosmic reionization.
Comparison with previous results
Although an exhaustive comparison with previous high-redshift luminosity function work in the literature is beyond the scope of this paper, it is instructive to compare the results derived here with those of other recent studies. Consequently, we will concentrate on a comparison between our new results and those of other recent HST studies which have attempted to fit all three Schechter-function parameters and their corresponding uncertainties. The details of the Schechter-function fits derived by the various different studies are provided in Table 3 . Given that it also includes the new UDF12 data, it is obviously of interest to compare our results to those of the companion drop-out analysis of the z = 7 and z = 8 luminosity functions performed by our team (Schenker et al. 2013) . It can be seen from Table 3 that at z = 7 our results are in good agreement, with the extra luminosity leverage provided by UDF12 leading both studies to conclude that the faint-end slope is α = −1.9, with a small uncertainty. The overall uncertainties on the Schechter-function parameters derived in this work are slightly tighter than in Schenker et al. (2013) , which is expected given that we have analysed a larger survey area. At z = 8 our results are again consistent with those published in Schenker et al. (2013) , particularly in term of the faintend slope, although the value of M 1500 derived by Schenker et al. is somewhat brighter than found here.
Before the start of the UDF12 imaging campaign, the most comprehensive study of the z = 7 and z = 8 luminosity functions was performed by Bouwens et al. (2011a) , who combined a dropout analysis of the WFC3/IR imaging in the HUDF09 and ERS (total area 53 arcmin 2 ) with constraints provided by various widerarea datasets. It can be seen from Table 3 that, in terms of derived luminosity function parameters, there is actually very good agreement between the new results derived here and those of Bouwens et al. (2011a) . At some level this may be slightly fortuitous, given that the agreement between the Schechter function parameters is better than that between our respective binned SWML results and, as noted by Bouwens et al. (2011a) , the small area of their study meant that their z = 8 faint-end slope could have been as shallow as α = −1.67 ± 0.40 depending on the inclusion/exclusion of two bright candidates in HUDF09-2. However, irrespective of this, it is clear that the fundamental advantage of our new analysis is the ability to better constrain the faint-end slope at both redshifts, using the deeper UDF12 imaging.
Much of the recent work in the literature has been focused on trying to improve our knowledge of the z = 8 luminosity function. Table 3 that, in terms of derived luminosityfunction parameters, there is very good agreement between the new results derived here and those of Oesch et al. (2012b) and Bradley et al. (2012) , with all studies seemingly converging on a steep faintend slope of α −2.0 and M 1500 −20.1.
Overall, the comparison between derived luminosity function parameters shown in Table 3 is therefore highly encouraging, especially given the different datasets, reductions and analysis techniques adopted by the various different studies. However, due to the fact that the current study (together with Schenker et al. 2013 ) exploits the deeper imaging provided by UDF12 and, uniquely, incorporates WFC3/IR imaging covering a wider area than all previous studies (including GOODS-S, CANDELS-UDS and BoRG) we are confident that the luminosity-function determination provided here is the most accurate currently available at these redshifts.
The evolution of the luminosity function
Several previous studies have concluded that the evolution of the galaxy luminosity function over the redshift range 5 < z < 7 can be well described as pure luminosity evolution (e.g. Bouwens et al. 2007; McLure et al. 2009; Bouwens et al. 2011a) . It is clearly of some interest to investigate whether or not the evolution of the luminosity function from z = 7 − 8 remains consistent with this apparently simple picture.
Some insight into this question can be gained by examining the confidence intervals on the faint-end slope and characteristic Figure 5 . An illustration that pure luminosity evolution can provide an acceptable fit to the observed evolution of the galaxy luminosity function over the redshift interval 6 < z < 8. The blue and red data-points show the SWML determination of the galaxy luminosity function at z = 7 and z = 8 from this work, while the green data-points show the determination of the z = 6 luminosity function from McLure et al. (2009) . The corresponding curves show the results of fitting the binned LF data with Schechter functions where the faint-end slope and overall normalization have been held constant at representative values (α = −1.9 and φ = 0.00085 Mpc −3 respectively) but the characteristic magnitude (M 1500 ) has been allowed to float. In this scenario M 1500 evolves by 0.3 magnitudes per ∆z = 1 interval, changing from M 1500 −20.3 at z = 6 to M 1500 −19.7 at z = 8. It can be seen that this simple parameterization is capable of satisfactorily reproducing the observed data. magnitude at z = 7 and z = 8 shown in Fig. 4 . It can immediately be seen from Fig. 4 that our new analysis provides little evidence for a significant change in M 1500 or α over the redshift inteval z = 7−8 and in fact, the best-fitting Schechter-function parameters (see Table 3 ) suggest that the dominate change is a factor of 2.5 drop in φ between z = 7 and z = 8. We note here that Bouwens et al. (2011a) also commented that some of the z = 7 − 8 evolution may be explained by a change in φ , but concluded that the uncertainties were too large to be confident. Although our improved determinations of the z = 7 and z = 8 luminosity functions strengthen the suggestion that φ is changing within the redshift range 7 < z < 8, the results presented in Fig. 5 indicate that the available data are still insufficient to rule out pure luminosity evolution.
Given that pure luminosity evolution provides such a good description of the luminosity function evolution over the redshift interval 4 < z < 7 (Bouwens et al 2011a), in Fig. 5 we explore whether a simple luminosity evolution parameterization can continue to provide an adequate description of the observed evolution at z ≥ 6. To investigate this issue we simply fit Schechter functions to the binned SWML luminosity-function data at z = 6, 7 & 8, allowing M 1500 to float as a free parameter, but keeping φ and α fixed at representative values (α = −1.9 and φ = 0.00085 Mpc −3 respectively). In this simplied scenario we find that M 1500 evolves by 0.3 magnitudes per ∆z = 1 interval, changing from M 1500 −20.3 at z = 6 to M 1500 −19.7 at z = 8. It is imme- Table 4 . The results of our SWML determination of two luminosity bins on the z = 9 galaxy luminosity function. Column 1 lists the adopted luminosity function bins (both are 0.5 magnitudes wide) and column 2 lists the individual values of φ k and their corresponding uncertainties.
−18.00 0.0016±0.0007 −17.50 0.0021±0.0009 diately clear from Fig. 5 that, within the constraints of the current data, it is still perfectly possible to reproduce the observed luminosity function data in the redshift interval 6 < z < 8 with pure luminosity evolution alone.
The galaxy luminosity function at z = 9
In addition to the quadrupling of the available Y105 imaging in the HUDF, the key advantage provided by the new UDF12 dataset is the addition of ultra-deep imaging in the previously unexploited J140 filter. The availability of the new J140 imaging provides the first real opportunity to constrain the faint end of the z 9 luminosity function, simply because, in the redshift interval 8.5 < z < 9.5, the J140 and H160 imaging still provide two filters long-ward of the redshifted Lyman break. Although there is significant overlap ( 2/3) between the J140 and H160 filters, the availability of two images with different noise properties is invaluable for ruling out spurious sources and avoiding the notorious problems associated with single-band detections long-ward of the Lyman break.
In Fig. 6 we show our SWML determination of the z = 9 galaxy luminosity function, which is derived entirely from the data available in the HUDF itself. For comparison, we also show in Fig.  6 our SWML determination of the z = 8 luminosity function, which is identical that shown in Fig. 3 . Although it is clearly not sensible to draw strong conclusions from two low signal-to-noise luminosity-function bins, the z = 9 data-points shown in Fig. 6 (and listed in Table 4 ) immediately suggest that there is no dramatic fall in the volume density of M1500 −18 galaxies between z = 8 and z = 9. The solid and dashed lines in Fig. 6 show the result of Schechter function fits to the two z = 9 data-points under the assumption that the evolution from z = 8 to z = 9 is either purely luminosity evolution (solid line) or purely density evolution (dashed line). In both cases it is assumed that the luminosity function faint-end slope remains unchanged at α = −2.02.
It can clearly be seen from Fig. 6 that it is impossible to say anything meaningful about the form of any evolution of the galaxy luminosity function between z = 8 and z = 9. However, the two alternative Schechter-function fits do demonstrate that, provided the faint-end slope does not change substantially between z = 8 and z = 9, irrespective of the form of the evolution the resulting integrated UV luminosity density is likely to be very similar.
EVOLVING LUMINOSITY DENSITY AND COSMIC STAR-FORMATION HISTORY
Given our improved knowledge of the evolving galaxy luminosity function, it is clearly of interest to briefly explore the implications for the evolution of the observed UV luminosity density, which has a direct impact on determining whether the observed high-redshift Figure 6 . The large purple data-points show our SWML estimate of the z 9 luminosity function derived from the UDF12 dataset. For context, in grey we also show our estimate of the z = 8 luminosity function. The solid and dashed lines show fits to the z = 9 data-points under the assumption that the luminosity function evolves from z = 8 to z = 9 via pure luminosity (solid) or pure density (dashed) evolution respectively (both assume the faint-end slope remains fixed at the z = 8 value). Although it is currently impossible to differentiate between them, it is clear that both scenarios would lead to very similar integrated UV luminosity densities (see text for a discussion).
galaxy population can reionize the Universe. For a thorough review of the constraints which could be placed on reionization pre-UDF12, the reader is referred to Robertson et al. (2010) and Finkelstein et al. (2012) .
In Fig. 7 we provide a new calculation of the evolution of the observed UV luminosity density based on the McLure et al. (2009) determination of the z = 6 luminosity function and the new luminosity function determinations derived in this work at z = 7 − 9. In all cases the datapoints show the results of integrating the appropriate luminosity function down to an absolute magnitude of M1500 = −17.7, in order to allow straightforward comparison with previous work. In both panels the right-hand axis shows how the UV luminosity density converts into a star-formation rate density under the assumption of a Salpeter IMF and the conversion between UV luminosity and star-formation rate prescribed by Madau, Pozzetti & Dickinson (1998) . In the top panel we show the evolution in UV luminosity density as a function of redshift, whereas in the bottom panel we show the evolution as a function of look-back time. The upper and lower datapoints at z = 10 show how the UV luminosity density changes if the luminosity function evolution from z = 8 − 9 continues to z = 10 as either pure luminosity (lower) or pure density evolution (upper) respectively. No dust corrections have been applied to any of the datapoints.
It can be seen from Fig. 7 that our data indicate that there is an order of magnitude increase in the observed UV luminosity density over the 450 Myr period between z = 10 and z = 6. Moreover, from the bottom panel of Fig. 7 it can be seen that the increase in UV density is very close to linear with cosmic time between z = 8 and z = 6. However, our new information at z 9 from Figure 7 . The evolution of the observed UV luminosity density as a function of redshift (top) and look-back time (bottom). The data-points at 6 < z < 9 show the results of integrating the galaxy luminosity function to an absolute magnitude limit of M 1500 = −17.7, where the luminosity function parameters are taken from McLure et al. (2009) at z = 6 and from this work for z = 7 − 9. The upper and lower data-points at z = 10 are derived by assuming that the evolution of the luminosity function from z = 8 − 9 continues as either pure luminosity (lower) or pure density (upper) evolution respectively. The dashed line shown in the bottom panel is a linear fit to the evolution of the UV luminosity density between z = 6 and z = 8. In the bottom panel the two pink data-points are the recent UV luminosity estimates from Coe et al. (2013) , while the red data-point is the estimate from Bouwens et al. (2013) . In each panel the right-hand axis shows how UV luminosity density converts to star-formation density assuming a Salpeter IMF and the UV-to-SFR conversion of Madua, Pozzetti & Dickinson (1998) .
the UDF12 dataset provides some evidence that the fall-off in UV density at z ≥ 8 is steeper than a linear trend with cosmic time, particularly if the galaxy luminosity function continues to evolve primary via luminosity evolution. We note that in this regard our results are consistent with Oesch et al. (2012a) and the recent results based on the CLASH clusters campaign published by Coe et al. (2013) and Bouwens et al. (2013) , which are plotted in the bottom panel of Fig. 7 . A full discussion of the implications of these results within the context of cosmic reionization can be found in Robertson et al. (2013) .
CONCLUSIONS
By combining the extreme near-IR depth provided by the UDF12 campaign with extensive wider area WFC3/IR imaging data, it has been possible to study the high-redshift galaxy luminosity function using galaxy samples selected from a total area of 480 arcmin 2 , which span a factor of ≥ 50 in luminosity and a factor of 1000 in number density. Based on this unique dataset it has been possible to determine the most accurate measurement to date of the z = 7 and z = 8 galaxy luminosity functions and the first meaningful constraints on the galaxy luminosity function at z 9. The principal results and conclusions of our study can be summarised as follows: (i) The extra depth provided by the UDF12 dataset has allowed us to demonstrate that the faint-end slope of the galaxy luminosity function at z = 7 and z = 8 remains extremely steep, down to M1500 = −16.75 and M1500 = −17.00 respectively. Based on fitting Schechter functions, our formal constraints on the faint-end slope are α = −1.90 +0.14 −0.15 at z = 7 and α = −2.02
(ii) The results of our Schechter function fits strengthen previous suggestions that the form of the evolution of the luminosity function between z = 7 and z = 8 is more akin to density evolution, rather than the apparent luminosity evolution observed at redshifts z = 5 − 7.
(iii) However, even with the extra leverage provided by the UDF12 dataset, we conclude that it is not possible to differentiate between luminosity and density evolution between z = 7 and z = 8. In fact, we demonstrate that it is perfectly possible to provide an adequate description of the observed luminosity function data between z = 6 and z = 8 under the assumption of pure luminosity evolution alone.
(iv) The unique nature of the UDF12 dataset has allowed us to place the first meaningful constraints on the faint end of the galaxy luminosity function at z = 9. Taken at face value, these initial results suggest that, at least at M1500 −18, there is not a dramatic fall-off in the volume density of faint galaxies between z = 8 and z = 9.
(v) Based on our determinations of the galaxy luminosity function within the redshift interval 6 < z < 9, we briefly explore the evolution of the observed UV luminosity density. Our results indicate that there is an order of magnitude increase in the UV luminosity density over the redshift range 6 < z < 10 and that between z = 8 and z = 6 the UV luminosity density increases linearly with cosmic time. However, our new results at z 9, together with recent results from the literature, suggest that the fall-off in UV luminosity density at z ≥ 8 is steeper than would be expected for a linear trend with cosmic time. 
APPENDIX A: ROBUST HIGH-REDSHIFT CANDIDATES
In Table A1 we provide the coordinates, photometric redshifts and absolute UV magnitudes (M1500) for our N=100 robust z ≥ 6.5 galaxy candidates in the HUDF field. In Table A2 we provide the z850, Y105, J125, J140 and H160 photometry for the same sample.
In Tables A3-A9 we provide the coordinates, photometry, photometric redshifts and absolute UV magnitudes (M1500) for our robust z ≥ 6.5 galaxy candidates in the HUDF09-1, HUDF09-2, ERS, CANDELS GS-DEEP, CANDELS GS-WIDE, CANDELS UDS and BoRG fields. In all cases we quote a minimum photometric error of ±0.1 magnitudes, even for those objects which are detected at ≥ 10σ significance. Table A1 . Candidate z ≥ 6.5 galaxies in the HUDF. Column one lists the candidate names and columns two and three list the coordinates. Columns four and five list the best-fitting photometric redshift and the corresponding 1σ uncertainty. Column six lists the total absolute UV magnitude, measured using a top-hat filter at 1500Å in the rest-frame of the best-fitting galaxy SED template. Column seven lists the total apparent H 160 magnitude (corrected to total assuming a point source). Column eight gives references to previous discoveries of objects: (1) , 3, 4, 5, 6, 8, 9, 27.4 2, 3, 4, 5, 9, 11, Table A2 . Optical and near-infrared photometry for the candidate z ≥ 6.5 galaxies in the HUDF. In each case the quoted photometry has been corrected to total assuming a point source. Detections which are less significant than 2σ are listed as the appropriate 2σ limit. Table A3 . Candidate z ≥ 6.5 galaxies in HUDF09-1. Column one lists the candidate names and columns two and three list the coordinates. Columns four and five list the best-fitting photometric redshift and the corresponding 1σ uncertainty. Column six lists the total absolute UV magnitude, measured using a top-hat filter at 1500Å in the rest-frame of the best-fitting galaxy SED template. Columns 7-10 list the apparent magnitudes in the z 850 , Y 105 , J 125 & H 160 bands, which have been corrected to total magnitudes assuming a point source. Detections which are less significant than 2σ are listed as the appropriate 2σ limit (all candidates are detected at less than 2σ significance in the V 606 and i 775 filters). Column eleven gives references to previous discoveries of objects:
(1) Bouwens et al. (2011a) , (2) Table A4 . Candidate z ≥ 6.5 galaxies in HUDF09-2. Column one lists the candidate names and columns two and three list the coordinates. Columns four and five list the best-fitting photometric redshift and the corresponding 1σ uncertainty. Column six lists the total absolute UV magnitude, measured using a top-hat filter at 1500Å in the rest-frame of the best-fitting galaxy SED template. Columns 7-10 list the apparent magnitudes in the z 850 , Y 105 , J 125 & H 160 bands, which have been corrected to total magnitudes assuming a point source. Detections which are less significant than 2σ are listed as the appropriate 2σ limit (all candidates are detected at less than 2σ significance in the V 606 and i 775 filters). Column eleven gives references to previous discoveries of objects:
(1) Bouwens et al. (2011a) , (2) Table A6 . Candidate z ≥ 6.5 galaxies in CANDELS GS-DEEP. Column one lists the candidate names and columns two and three list the coordinates. Columns four and five list the best-fitting photometric redshift and the corresponding 1σ uncertainty. Column six lists the total absolute UV magnitude, measured using a top-hat filter at 1500Å in the rest-frame of the best-fitting galaxy SED template. Columns 7-10 list the apparent magnitudes in the z 850 , Y 105 , J 125 & H 160 bands, which have been corrected to total magnitudes assuming a point source. Detections which are less significant than 2σ are listed as the appropriate 2σ limit (all candidates are detected at less than 2σ significance in the B 435 , V 606 and i 775 filters). Those objects which have significantly deeper z 850 limits lie within the footprint of the original HUDF ACS imaging. Column eleven gives references to previous discoveries of objects: (1) Oesch et al. (2012) , (2) Yan et al. (2012) , (3) Grazian et al. (2012) , (4) Lorenzoni et al. (2013) .
