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1.1 Problemstellung und Ziele der Arbeit
Das Problem der Aufteilung eines geographischen Gebietes in kleinere Einheiten mit
Hilfe von Methoden des Operations Research (OR) zu behandeln, hat eine Tradition,
die mehrere Jahrzehnte zuruckreicht. Sie ist motiviert durch Aufgaben wie
 Wahlkreiseinteilung,
 Verkaufsgebietsgestaltung,
 Abgrenzung der raumlichen Zustandigkeit von Serviceeinrichtungen,
die sich in der Praxis regelmaig stellen und die in der Regel eine groe Anzahl
moglicher Losungen zulassen. Die daraus resultierende Komplexitat des Entschei-
dungsproblems macht Rechnerunterstutzung wunschenswert, und es existieren |
nicht uberraschend | viele Vorschlage in der OR{Literatur fur geeignete Modelle
und Verfahren. Die vorliegende Arbeit knupft hier an und hat im Kern das Ziel, auf-
zuzeigen, da sich aus dem Studium sog. gleichmaiger Baumzerlegungen Verfahren
fur die Gebietsaufteilung gewinnen lassen, die unter Gesichtspunkten wie Machtigkeit
und EÆzienz leistungsfahiger als herkommliche Methoden sind.
Dabei wird das Thema auf breiter Basis behandelt; im einzelnen sind unsere Ziele
die folgenden:
1. Darstellung des Anwendungskontexts. Die unterschiedlichen Anwendungssitua-
tionen, in denen ein Gebietsaufteilungsproblem mit Hilfe von OR{Methoden
behandelt werden kann, sollen besprochen werden. Gemeinsamkeiten und Un-
terschiede dieser Anwendungen sollen deutlich werden.
2. Unabhangigkeit von einer speziellen Anwendung. Durch Konzentration auf die
Gemeinsamkeiten der Anwendungsbereiche sollen Modelle untersucht werden,
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die anwendungsubergreifend einsetzbar sind. Wir geben damit hochaggregier-
ten Modellen, die wenige wesentliche Aspekte enthalten, den Vorzug.
Wahlkreiseinteilung und Verkaufsgebietsgestaltung haben eng verwand-
te Eigenschaften. Grob gesagt, geht es darum, Bezirke zu bilden, die
"
vernunftige\ geographische Eigenschaften haben und die daruberhinaus
"
fair\, also gleich gro, sind. Ob
"
Groe\ sich dabei auf die Bevolkerungs-
zahl oder auf ein Ma wie Umsatzpotential oder Arbeitslast bezieht, spielt
aus Sicht eines OR{Modells in der Regel keine Rolle. Die OR{Literatur zu
Problemen der Gebietsaufteilung enthalt viele Beispiele des Austauschs
von Modellen zwischen verschiedenen Anwendungsbereichen. So wurde
das bekannte GEOLINE{Modell von Hess et al. [50] ursprunglich fur
die Wahlkreiseinteilung entworfen, dann fur Verkaufsgebiete ubernommen
(Hess und Samuels [51]) und erweitert (Fleischmann und Paraschis [35]),
und schlielich in den vergangenen Jahren wieder (mit Erganzungen) fur
die Wahlkreiseinteilung benutzt (George et al. [42], Hojati [52]).
3. Analyse bekannter Modelle zur Gebietsaufteilung. Die Eigenschaften von Mo-
dellen und Verfahren des Operations Research werden haug vor allem an Hand
praktischer Beispiele demonstriert. Dies trit auch fur das Problem der Gebiets-
aufteilung zu. Daneben ist jedoch das tiefere Verstandnis solcher Verfahren ein
anzustrebendes Ziel. In dieser Arbeit soll dazu beigetragen werden, fokussiert
auf sog. location{allocation Modelle fur die Gebietsaufteilung.
Nahezu alle Arbeiten im OR zur Gebietsaufteilung gehen von einer end-
lichen Menge an kleinsten Gebietseinheiten (KGE) aus, und gruppieren
diese zu Bezirken. Location{allocation bedeutet, zunachst fur jeden zu
bildenden Bezirk ein Zentrum festzulegen (location) und dann simultan
diesen Zentren die KGE zuzuordnen (allocation). Im allgemeinen soll die
Zuordnung zu einem nahegelegenen Zentrum erfolgen, gleichzeitig aber
sollen balancierte, d.h. moglichst gleichgroe, Bezirke gebildet werden. Ne-
ben location{allocation Modellen wurden andere vorgeschlagen (siehe 3.2),
die in dieser Arbeit nur eine untergeordnete Rolle spielen.
4. Entwicklung neuer Verfahren zur Gebietsaufteilung, basierend auf der Zerle-
gung baumformiger Graphen. Schwerpunkt unserer Arbeit ist die Entwicklung
von Algorithmen, mit denen sich Losungen fur die untersuchten Modelle be-
rechnen lassen. Dafur arbeiten wir mit einem heuristischen Ansatz, der unseres
Wissens bisher nur von Maravalle und Simeone [66] im Rahmen der Gebietsauf-
teilung benutzt wurde. Er besteht in der Losung von Zerlegungsproblemen fur
baumformige Graphen. Bedingt durch die Baumstruktur sind diese Probleme
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aus algorithmischer Sicht haug
"
gutartig\. Unser Ziel ist es, dieses Kapital zu
nutzen.
Die aus Anwendungssicht wichtige Forderung nach geographisch zusam-
menhangenden Bezirken erfordert zur modellmaigen Erfassung den Be-
zug auf einen geeigneten Nachbarschaftsgraphen der KGE. In location{
allocation Modellen mu dann mit diesem Graph gearbeitet werden, was
ihre Losung in der Regel zu einem NP{schweren Problem macht. Hier
kann die Einschrankung auf einen baumformigen Graphen zu einem poly-
nomial losbaren Problem fuhren.
5. Eingehendes Studium der gleichmaigen Baumzerlegung. Die Untersuchung des
Problems der gleichmaigen Baumzerlegung soll nicht ausschlielich im Hin-
blick auf die Nutzbarmachung in Algorithmen fur Gebietsaufteilungsmodelle
geschehen. Der Verfasser ist der Ansicht, da die gleichmaige Baumzerlegung
ein eigenstandig zu sehendes, interessantes Forschungsgebiet ist, und mochte
auch dazu einen Beitrag leisten.
Gleichmaige Baumzerlegung wird in unserer Arbeit als die Partition eines
eckengewichteten baumformigen Graphen in Teilbaume moglichst gleichen
Gewichts verstanden. Fur dieses Problem lassen sich verschiedene Modelle
angeben (vgl. Tab. 4.1, S. 73); es hat neben der Gebietsaufteilung viele
andere Anwendungen, vor allem in der Informatik.
6. Implementierung bekannter und neuer Algorithmen in einem Softwaresystem.
Die entwickelten Verfahren sollen getestet und mit herkommlichen Verfahren
verglichen werden. Dazu wurde das Softwaresystem GAMOR programmiert,
das eine ganze Reihe solcher Verfahren zur Verfugung stellt.
"
GAMOR\ ist Akronym von
"
Gebiete aufteilen mit Operations Research{
Methoden\. Das implementierte System umfat neben den Algorithmen
eine einfache Schnittstelle zur Problemspezikation und grasche Ausga-
bemoglichkeiten.
1.2 Aufbau der Arbeit
Unsere Arbeit ist in drei Teile gegliedert. Teil I behandelt Anwendungen und grund-
legende Modellbildungen des OR fur die Gebietsaufteilung. Ferner wird das Software-
system GAMOR vorgestellt. Teil II untersucht das Problem gleichmaiger Baumzer-
legung; vorwiegend aus algorithmischer Sicht. Teil III fuhrt das Material der ersten
beiden Teile gedanklich zusammen. Modelle fur die Gebietsaufteilung, hauptsachlich
6 Einleitung
vom location{allocation Typ, werden analysiert und neue Verfahren, basierend auf
gleichmaiger Baumzerlegung, werden vorgeschlagen.
Teil II (Kapitel 4 { 6)
Gleichmaige Baum-
zerlegung




















Teil I (Kapitel 1 { 3)
OR{Modelle fur Probleme
der Gebietsaufteilung
Ubersicht von Teil I:
Kapitel 2 stellt Anwendungen der Gebietsaufteilung dar. Dabei werden solche An-
wendungen berucksichtigt, die tatsachlich in der OR{Literatur untersucht wor-
den sind. Die meiste Aufmerksamkeit hat die Einteilung von Wahlkreisen und
die Gestaltung von Verkaufsgebieten gefunden. Insbesondere fur Wahlkreise
stellen wir auch die bundesdeutsche Situation dar, da es unseres Wissens kei-
ne entsprechende Arbeit aus dem Operations Research gibt. Schwerpunkt des
Kapitels ist es, wesentliche Kriterien, die eine anwendungsubergreifende Bedeu-
tung haben, herauszuarbeiten.
Kapitel 3 behandelt grundlegende Modelle fur die Gebietsaufteilung und demon-
striert beispielhaft die Verwendung von GAMOR zur Berechnung von Losun-
gen solcher Modelle. Grundlegende Modelle beschranken sich auf die in Kapitel
2 als wesentlich erkannten Kriterien und erreichen dadurch eine hohe Allge-
meinheit. Wir skizzieren die verschiedenen Modell{Typen, die in der Literatur
zu nden sind; im weiteren Verlauf der Arbeit (Teil III) werden Modelle vom
location{allocation Typ untersucht.
Ubersicht von Teil II:
Kapitel 4 fuhrt in die Problemstellung der gleichmaigen Baumzerlegung ein. Zu-
nachst wird Baumzerlegung in allgemeiner Form untersucht, der Schwerpunkt
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liegt auf geeigneten Algorithmen. Danach wird auf Modelle fur das Ziel der
gleichmaigen Zerlegung eingegangen, die meisten davon sind bereits in der
Literatur zu nden. Ein Schwerpunkt ist die Diskussion von Fragen der Pro-
blemkomplexitat, da ihr aus algorithmischer Sicht eine wichtige Bedeutung zu-
kommt.
Kapitel 5 entwickelt Algorithmen mit polynomialemAufwand fur Baumzerlegungs-
probleme, in denen die maximale Abweichung von einem Zielwert fur das Ge-
wicht der Teilbaume minimiert werden soll. Unseres Wissens war es bisher
nicht bekannt, da diese Problemstellungen polynomial losbar sind. Aus An-
wendungssicht ist die maximale Abweichung jedoch ein wichtiger Parameter.
Kapitel 6 prasentiert ein Branch&Bound{Verfahren fur eines der in Kapitel 5 be-
handelten Probleme, da der polynomiale Algorithmus zu dessen Losung eine
Laufzeitabschatzung von hohem Grad aufweist. Das Branch&Bound{Verfahren
wird durch Testrechnungen als sehr eÆzient erwiesen. Dies macht es insbeson-
dere praktikabel fur die Verwendung in Algorithmen fur die Gebietsaufteilung.
Ubersicht von Teil III:
Kapitel 7 untersucht ein klassisches Zuordnungsmodell fur Gebietsaufteilungspro-
bleme, deren Topologie durch Punkte der Ebene charakterisiert ist. Fur dieses
Modell haben sich zwei Losungswege etabliert. Der erste ist das Losen der
linearen Relaxation (ein Transportmodell) mit anschlieendem Runden. Wir
verwenden gleichmaige Baumzerlegung, um dieses Runden in einem optima-
len Sinn durchzufuhren. Der zweite, gemeinhin als besser eingeschatzte Weg,
ist die Verwendung einer Heuristik vom Lagrangen Typ. Wir arbeiten heraus,
da diese, mehr auf Erfahrung beruhende Einschatzung einer tiefergehenden
Analyse nicht standhalt.
Kapitel 8 behandelt Modelle mit Netzwerk{Topologie. In ihnen kann die Forderung
nach geographisch zusammenhangenden Bezirken abgebildet werden. Jedoch
resultiert dies im allgemeinen in schwierigen Optimierungsproblemen. Mit Hilfe
von gleichmaiger Baumzerlegung lat sich jedoch ein eÆzienter Algorithmus
zur heuristischen Behandlung des Problems konstruieren.
Kapitel 9 beschaftigt sich mit der Berechnung von Zentren fur die Bezirke in Ge-
bietsaufteilungen. Dies ist der location Schritt in location{allocation Verfahren.
Schwerpunkt des Kapitels ist die Verbesserung einer von Hojati [52] vorgeschla-





Die Untersuchung von Modellen fur die Gebietsaufteilung im Operations Research ist
durch einen Kreis ganz unterschiedlicher Anwendungen motiviert. Sie sollen in diesem
Kapitel diskutiert werden. Dabei dienen folgende Uberlegungen als Leitlinien:
1. Zunachst ist festzustellen, da die uberwiegende Zahl der Arbeiten, die Gebiets-
aufteilung zum Gegenstand haben, jeweils auf einen der Anwendungsbereiche
fokussieren. Selten ndet man eine Diskussion des
"
Gebietsaufteilungsproblems
an sich\. Die Tendenz im Operations Research, da Modellbildungen aus ih-
rem Anwendungskontext gelost und als grundlegende Modelle etabliert und
erforscht werden, ist im Bereich der Gebietsaufteilung bisher nur wenig zu be-
obachten.
2. Auf der anderen Seite erweist es sich, da die jeweiligen Entscheidungssituatio-
nen typische gemeinsame Eigenschaften aufweisen, trotz der ganz unterschied-
lichen Anwendungen. Folglich sind die entwickelten OR{Modelle ahnlich, zum
Teil sogar direkt von einer Anwendung auf die andere ubertragbar.
3. In dieser Arbeit wird bei der Untersuchung der Entscheidungssituation
"
Ge-
bietsaufteilung\ von einem konkreten Anwendungsbereich abstrahiert. In Anbe-
tracht von Punkt zwei erscheint dies prinzipiell gerechtfertigt.1 Auf der anderen
Seite sollen und konnen die Anwendungen nicht ignoriert werden. Im wesentli-
chen mu sich ihre Darstellung aber auf das beschranken, was sich in den Ar-
beiten mit OR{Hintergrund niedergeschlagen hat. So kann die Darstellung des
Themas Wahlkreisgestaltung nicht mit der Kompetenz des Verfassungsrechtlers
1Fur eine detaillierte Begrundung siehe Seite 33.
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erfolgen, ebensowenig wie die Planung von Verkaufsgebieten vom Standpunkt
des Marketing{Experten aus referiert werden kann.
Aus diesen Uberlegungen ergeben sich drei Ziele fur das vorliegende Kapitel:
1. Die Anwendungen der Gebietsaufteilung sollen so ausfuhrlich besprochen wer-
den, da ein
"
plastischer\ Eindruck vom Problemkontext unserer Arbeit ent-
steht. Dem vor allem an der Praxis interessierten Leser soll es dadurch moglich
sein, das Thema der Arbeit zu uberblicken.
2. Die anwendungsubergreifende Perspektive unserer Arbeit soll begrundet wer-
den, indem deutlich gemacht wird, da die fur die jeweiligen Anwendungen
essentiellen Kriterien dieselben, oder zumindest einander ahnlich sind.
3. Durch Literatur{Uberblicke soll ein Einstieg zu den jeweiligen Anwendungsbe-
reichen gegeben werden.
2.1 Wahlkreiseinteilung
Die Bildung von Wahlkreisen ist ein in vielen Demokratien verwendetes Mittel fur die
direkte Wahl der Abgeordneten. Die Festlegung der Wahlkreiseinteilung ist dabei in
der Regel dem Gesetzgeber vorbehalten, da sie ein zentrales Moment der Demokratie
darstellt. Die Dauerhaftigkeit einer vorgenommenen Einteilung ist jedoch begrenzt.
Veranderungen der Abgeordnetenzahl oder Veranderungen in der Bevolkerungsver-
teilung machen eine Anpassung der Wahlkreisgrenzen oder eine vollstandige Neu-
abgrenzung notwendig. Das Problem der Einteilung des Wahlgebietes in Wahlkreise
tritt somit regelmaig auf.
Seit etwa 1960 werden Vorschlage fur rechnergestutzte Verfahren zur Wahlkreis-
abgrenzung gemacht. Neben der Uberzeugung, da sich die gesetzlich vorgegebenen
Anforderungen an die Wahlkreiseinteilung gut in einer mathematischen Modellbil-
dung einfangen lassen, durften vor allem zwei Motive dafur ausschlaggebend sein:
1. In den Vereinigten Staaten, aus denen ein groer Teil der Vorschlage stammt,
gibt es immer wieder harte politische Auseinandersetzungen uber Wahlkreisein-
teilungen, die in juristische Verfahren bis hinauf zum Supreme Court munden.
Im Raum steht dabei das Problem des sogenannten gerrymandering,2 womit im
2Der Begri entstand aus Zusammenziehung des Namens von Elbridge Gerry (1744-1814), sei-
nerzeit Gouverneur von Massachussetts, mit dem Wort
"
salamander\. Um seine Wiederwahl zu
sichern, setzte Gerry eine Wahlkreiseinteilung durch, die einen salamanderformigen Wahlkreis ent-
hielt. Dieser Wahlkreis umfate die
"
Hochburgen\ von Gerrys Anhangern (di Cortona et al. [29,
S. 141]).
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weitesten Sinne der Versuch bezeichnet wird, durch geeignete Wahlkreisgrenzen
den Wahlausgang zu beeinussen.3 Durch die Verwendung
"
neutraler\ Verfah-
ren, die keine demographischen Daten einbeziehen, soll gerrymandering verhin-
dert werden. Ein Rechenverfahren, das ohne Bezug auf solche Daten ablauft,
konnte die Rolle eines uber jeden Verdachts der Parteinahme erhabenen Schlich-
ters einnehmen.
2. Die Wahlkreisgestaltung mu bevolkerungsstatistische Daten einbeziehen. Da
diese heute in elektronischer Form vorliegen, ist es naheliegend, fur das Wahl-
kreisproblem Rechner einzusetzen. Insbesondere wenn das Datenmaterial sehr
umfangreich ist, wird die Handhabung der Aufgabe dadurch vereinfacht. In
naturlicher Weise stellt sich damit die Frage nach entscheidungsunterstutzen-
den Verfahren.
Im nachsten Abschnitt gehen wir auf Lander ein, fur die Vorschlage zur Wahlkrei-
seinteilung mit Operations Research Verfahren in der Literatur zu nden sind. Fur
Deutschland ist dem Autor keine solche Arbeit bekannt, wir gehen aber der Fra-
ge nach, ob die Modelle auch auf die deutsche Situation anwendbar waren. Einen
Uberblick zu rechtlichen Fragen der Wahlkreisgestaltung in einer Vielzahl westlicher
Demokratien gibt ein Gutachten des Max{Planck{Instituts fur auslandisches oent-
liches Recht und Volkerrecht [39].
2.1.1 Vorschlage zurWahlkreiseinteilung mit OR{Methoden
Eine Zusammenstellung und umfassende Verarbeitung der OR{Literatur zum Wahl-
kreisproblem bis 1996 bietet Teil III der Monographie
"
Evaluation and Optimization
of Electoral Systems\ von di Cortona et al. [29]. Darin wird das Problem lander-
ubergreifend studiert; das ist moglich, denn die sich aus gesetzlichen und juristischen
Vorgaben ergebenden Kriterien sind in den unterschiedlichen Demokratien ahnlich.4
Ziel der folgenden Darstellung ist es, solche Kriterien fur verschiedene Demokratien
beispielhaft aufzuzeigen, und damit die Anwendungsseite starker zu betonen, als dies
bei di Cortona et al. [29] der Fall ist.
3Unterschieden werden: 1. partisan gerrymander, 2. bipartisan gerrymander und 3. racial gerry-
mander (siehe Mehrotra et al. [71]). Das erste ist Manipulation der Wahlkreisgrenzen zum Nutzen
einer Partei, die zweite Variante ist die abgesprochene Aufteilung des Wahlgebiets mit dem Ziel, die
Amtsinhaber zu schutzen, das dritte die Schwachung oder Starkung des Gewichts von Minderheiten.
4Es ist anzumerken, da nicht in allen Demokratien das Wahlkreisproblem auftritt; zum Beispiel
haben Israel und die Niederlande ein reines Verhaltniswahlrecht und deshalb keine Wahlkreiseintei-
lung.
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2.1.1.1 Vereinigte Staaten
Die amerikanische Verfassung enthielt ursprunglich zwar Vorgaben, wie die Anzahl
der Kongre{Abgeordneten auf die Mitgliedsstaaten zu verteilen sei, jedoch nicht
daruber, wie die Wahl der Abgeordneten in den Bundesstaaten stattnden sollte.
Zum Teil verwendeten die Bundesstaaten Wahlkreise, die je einen Abgeordneten
wahlten (single{member districts), zum Teil wurden alle Abgeordneten von allen
Burgern gewahlt, wobei jeder eine der Anzahl der Abgeordneten entsprechende Stim-
menzahl hatte (multi{member districts) (Mehrotra et al. [71]). Durchgesetzt hat sich
jedoch die erste Vorgehensweise. In moderner Zeit werden im Zehnjahres{Rhythmus
die Bevolkerungsstatistiken neu erhoben. Unter Berucksichtigung dieser Daten wird
gegebenenfalls die Anzahl der Abgeordneten der einzelnen Bundesstaaten neu fest-
gelegt, was nachfolgend eine Neueinteilung der Wahlkreise notig macht.
Zum Teil sind die Vorgaben, die bei einer solchen Einteilung zu berucksichtigen
sind, gesetzlich festgelegt,5 zum Teil beruhen sie auf Grundsatzurteilen des Supre-
me Court. Folgende Kriterien werden in der Literatur genannt (siehe zum Beispiel
Altman [5]):
1. Das one person one vote Prinzip fordert, da alle Stimmen gleiches Gewicht
haben. Erreicht wird dies durch Wahlkreise mit gleicher Bevolkerungszahl. Die
Auslegung des Prinzips ist infolge eines Urteils aus den sechziger Jahren heute
sehr streng, die Abweichung von der mittleren Groe betragt in den meisten
Bundesstaaten weniger als ein Prozent.




Beachten traditioneller Grenzen\ fordert eine Ubereinstimmung vonWahl-
kreisgrenzen mit solchen von Gemeinden und Bezirken (counties).
4. Vor allem durch die Problematik des gerrymandering ist die Forderung nach
Kompaktheit (compactness) der Wahlkreise motiviert. Wahrend die Idee dieses
Kriteriums, da die Form von Wahlkreisen rund und geschlossen, anstatt lang
und dunn oder maanderformig sein soll, einleuchtend erscheint, ist die Umset-
zung der Forderung Gegenstand intensiver Diskussion. Bis heute gibt es keine
Ubereinstimmung in der Frage, was Kompaktheit genau bedeutet, und wie sie
5Da die Kriterien nicht in der Verfassung verankert sind, wurden entsprechende Gesetze immer
wieder vom Kongre verabschiedet. Es ist jedoch umstritten, ob der Kongre dazu berechtigt ist,
beziehungsweise, ob er die Anwendung der Gesetze erzwingen darf (Altman [5]).
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gemessen werden kann.6
Aufbauend auf diesen Kriterien wurde eine Vielzahl von Operations Research Verfah-
ren zur Wahlkreiseinteilung vorgeschlagen. Die Modelle haben aufgrund des dritten
Kriteriums eine diskrete Struktur, das heit, es werden geographische Einheiten wie
counties, oder auch kleinere Einheiten mit statistischer Bedeutung, zu Wahlkreisen
zusammengefat. Dabei werden hinsichtlich der Anzahl an Wahlberechtigten gleich-
groe Bezirke gebildet, die sowohl die Zusammenhangsforderung beachten, als auch
eine geeignet operationalisierte Kompaktheit aufweisen (siehe Tabelle 2.1 auf Seite
16).
2.1.1.2 Kanada
Das kanadische Wahlrecht sieht zunachst eine Aufteilung der Anzahl der Sitze im
Parlament (House of Commons) auf die Provinzen vor und nachfolgend die Bildung
einer entsprechenden Anzahl an Wahlkreisen in den Provinzen. Alle zehn Jahre ist
basierend auf den jeweils aktuellen Zensusdaten die Wahlkreiseinteilung zu uber-
prufen.
Fur den Wahlkreis{Zuschnitt sind folgende Kriterien mageblich (o.V. [39]):
1. Wahlrechtsgleichheit soll durch gleiche Bevolkerungszahlen in den Wahlkreisen
gewahrleistet werden. Es ist das Ziel moglichst gleichgroer Wahlkreise an-
zustreben. Eine Abweichung von maximal 25 Prozent vom Mittel, in Ausnah-
mefallen 50 Prozent, ist zulassig, wenn dies zur Erfullung der unter 2. genannten
Forderungen notig ist.
2. Die Wahlkreiseinteilung mu beachten: communities of interest, communities
of identity, historical patterns und eine handhabbare geographische Groe der
Wahlkreise.
Vorschlage aus der OR{Literatur zur Wahlkreiseinteilung in Kanada nden sich
in Bourjolly et al. [18] und Hojati [52]. Sie beziehen sich nicht auf die Einteilung der
Wahlkreise einer gesamten Provinz, sondern auf regional begrenzte Problemstellun-
gen. Wahrend Bourjolly et al. [18] neben dem Kriterium der Bevolkerungsgleichheit
und einem Kompakheitsma auch eine Modellierung fur Interessengleichheit in die
Methode einbeziehen, entspricht das Modell von Hojati [52] weitgehend den OR{
Modellen fur die Wahlkreiseinteilung in den Vereinigten Staaten.
6Horn und Hampton [53], Niemi et al. [80] und Young [113] diskutieren eine Vielzahl von Kom-
paktheitsmaen.
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2.1.1.3 Neuseeland
Das Neuseelandische Recht fur die Wahl des Parlaments wurde in Folge eines Re-
ferendums im Jahr 1993 von einem Mehrheitswahlsystem angelsachsischer Pragung
in ein gemischtes Verhaltniswahlsystem nach deutschem Vorbild umgewandelt. In-
folgedessen wurde die Anzahl der Wahlkreise um etwa ein Drittel auf ungefahr 60
verringert, was einen vollstandigen Neuzuschnitt notig machte.
Die folgenden Kriterien werden beim Wahlkreiszuschnitt beachtet (George et al.
[42]):
1. Bevolkerungsgleichheit in allen Wahlkreisen; Abweichungen bis zu funf Prozent
sind zulassig, um weiteren Forderungen zu genugen.
2. Keine Uberschneidung mit naturlichen Barrieren wie Flulaufen oder Gebirgs-
zugen.
3. Beachtung gewachsener Verkehrs{ und Kommunikationsrouten.
4. Beachtung von communities of interest.
5. Moglichst geringe Veranderung zuvor bestehender Wahlkreisgrenzen.
Daruber mussen die Kriterien des geographischen Zusammenhangs und der Kom-
paktheit berucksichtigt werden, sie ergeben sich jedoch nur implizit aus dem Electoral
Act of New Zealand.
Anpassungen der Wahlkreisgrenzen an die aktuelle Bevolkerungsentwicklung mus-
sen alle funf Jahre vorgenommen werden. Somit tritt das Problem der Wahlkreisein-
teilung regelmaig auf. Seine Komplexitat ist bedingt durch die Tatsache, da die
Wahlkreise auf Basis von sehr kleinen statistischen Raumeinheiten (sog. meshblocks)
gebildet werden, die jeweils hochstens 200 Einwohner umfassen. In Neuseeland sind
ungefahr 35,000 solcher meshblocks deniert.
Aufgrund des Problemumfangs wird eine erste Wahlkreiskarte mit Unterstutzung
von OR{Methoden erstellt. Ausgehend davon wird durch einen manuellen Planungs-
proze und Diskussion innerhalb der Wahlkreiskommission die Wahlkreiseinteilung
schlielich festgelegt (George et al. [42]).
2.1.1.4 Italien
In Italien werden 75 Prozent der 630 Parlamentsabgeordneten in Einmannwahlkrei-
sen direkt gewahlt, die restlichen 25 Prozent nach dem Verhaltniswahlrecht. Wegen
des Prinzips des gleichen Wertes der Stimmen mu die Wahlkreiskarte regelmaig
hinsichtlich der Bevolkerungsentwicklung uberpruft werden (o.V. [39, S. 655]).
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In Ricca und Simeone [92] werden alternative Wahlkreiseinteilungen fur verschie-
dene Regionen Italiens hinsichtlich der Kriterien Bevolkerungsgleichheit, Kompakt-
heit und Ubereinstimmung mit Verwaltungsgrenzen bewertet. Dabei werden nur geo-
graphisch zusammenhangende Wahlkreise gebildet.
2.1.1.5 Wales
Die Bildung von Wahlkreisen in Wales fur Wahlen auf europaischer Ebene wird von
Nygreen [81] studiert. Das (recht einfach strukturierte) Entscheidungsproblem be-
steht darin, die 38 bestehenden nationalen Parlamentswahlkreise zu vier Europa{
Wahlkreisen zusammenzufassen; diese mussen geographisch zusammenhangend sein
und der Zielsetzung gleicher Bevolkerungszahl soweit wie moglich entsprechen.
Um die Bildung von
"
bananenformigen\ Wahlkreisen zu vermeiden, berucksichtigt
die Studie zusatzlich ein einfaches Kompaktheitskriterium.
2.1.1.6 Uberblick ausgewahlter OR{Studien
Eine Auswahl der Vorschlage, das Wahlkreisproblem mit Hilfe von Operations Re-
search Verfahren zu losen, ist in Tabelle 2.1 aufgefuhrt. Angegeben ist, welche Krite-
rien in der jeweiligen Studie einbezogen wurden. Das Kriterium
"
traditionelle Gren-
zen\ umfat die Beachtung von bestehenden Verwaltungsgrenzen und / oder geo-
graphischen Barrieren. Kompaktheit ist in den USA politisch motiviertes Kriterium
(Verhindern von gerrymandering), in anderen Landern hat es eher praktische Be-





demographische Daten\ wird die Berucksichtigung von Informationen uber
die Bevolkerungsstruktur, z.B. hinsichtlich Rassenzugehorigkeit oder sozialer Schicht,
zusammengefat.
2.1.2 Wahlkreiseinteilung in Deutschland
Im folgenden werden die Rahmenbedingungen und das Vorgehen bei der Wahlkrei-
seinteilung fur die Wahl des Deutschen Bundestages dargestellt. Da dem Autor keine
OR{Studie bekannt ist, die auf die deutsche Situation Bezug nimmt, soll ein Vergleich
mit den zuvor geschilderten Verhaltnissen in anderen Landern klaren, inwieweit die
dafur entwickelten OR{Ansatze ubertragbar sind.7
7Dieser Abschnitt beruht auf einer Studienarbeit, die im Sommer 2000 am Lehrstuhl fur Anwen-
dungen des Operations Research, Universitat Karlsruhe, durchgefuhrt wurde.























































































































































































































































































































































































































































2.1.2.1 Regelung durch das Bundeswahlgesetz
Im deutschen Wahlsystem, das eine Mehrheits{ und eine Verhaltniswahlkomponente
hat, wird die Halfte der Bundestagsabgeordneten direkt gewahlt. Dazu ist Deutsch-
land in 299 Wahlkreise eingeteilt, diese Einteilung wird durch das Wahlkreisneuein-
teilungsgesetz von 1998 [43] festgelegt.8
Die Kriterien fur die Wahlkreiseinteilung ergeben sich aus dem Bundeswahlgesetz.
Sie sind dort wie folgt festgelegt (x3 Abs. 1 BWG, zitiert nach [20, 21]):
1. Die Landergrenzen sind einzuhalten.
2. Die Zahl der Wahlkreise in den einzelnen Landern mu deren Bevolkerungsan-
teil soweit wie moglich entsprechen.
3. Die Bevolkerungszahl eines Wahlkreises soll von der durchschnittlichen Bevolke-
rungszahl der Wahlkreise nicht um mehr als 15 vom Hundert nach oben oder
unten abweichen; betragt die Abweichung mehr als 25 vom Hundert, ist eine
Neuabgrenzung vorzunehmen.
4. Der Wahlkreis soll ein zusammenhangendes Gebiet bilden.
5. Die Grenzen der Gemeinden, Kreise und kreisfreien Stadte sollen nach Moglich-
keit eingehalten werden.







soll nach Moglichkeit\). Aufgrund der ersten beiden Bestim-
mungen ist die Wahlkreiseinteilung in jedem Bundesland gesondert vorzunehmen,
zuvor mu aufgrund der Bevolkerungszahlen die Anzahl der Wahlkreise jedes Bundes-
landes festgelegt werden. Die zulassigen Grenzen fur die Abweichung von der exakten
Bevolkerungsgleichheit sind explizit angegeben. Dabei gibt es einen Toleranzbereich
zwischen 15 und 25 Prozent, der zur Berucksichtigung der anderen Kriterien genutzt
werden kann, soweit diese als vorrangig angesehen werden.
2.1.2.2 Anderungen der Wahlkreiseinteilung
Aufgrund von regionalen Veranderungen in den Bevolkerungszahlen ist es notwendig,
die bestehende Wahlkreiseinteilung regelmaig zu uberprufen. Diese Aufgabe hat in
Deutschland die vom Bundesprasidenten ernannte standige Wahlkreiskommission. Sie
erstattet in jeder Legislaturperiode einen Bericht, gema x3, Abs. 5, Satz 3 BWG:
8Die vollstandige Neueinteilung 1998 wurde notig, weil die Anzahl der Abgeordneten ab der
15. Wahlperiode (Beginn voraussichtlich 2002) auf 598 festgelegt ist, wahrend sie gegenwartig 656
betragt (jeweils ohne Uberhangmandate) und es folglich bis zur Bundestagswahl von 1998 insgesamt
328 Wahlkreise gab.
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"
Die Wahlkreiskommission hat die Aufgabe, uber Anderungen der Bevol-
kerungszahlen im Wahlgebiet zu berichten und darzulegen, ob und welche
Anderungen der Wahlkreiseinteilung sie im Hinblick darauf fur erforder-
lich halt. Sie kann in ihrem Bericht auch aus anderen Grunden Ande-
rungsvorschlage machen.\
Anderungen der Wahlkreiseinteilung mussen per Gesetz vom Bundestag beschlos-
sen werden. Ausgangspunkt ist dabei der Bericht der Wahlkreiskommission. Bis Mitte
der neunziger Jahre war die Neigung des Gesetzgebers, den Anderungsvorschlagen zu
folgen, eher gering. Seit der Bundestagswahl von 1994, bei der in erheblichem Um-
fang Uberhangmandate anelen, und aufgrund des Umstandes, da dies durch groe
Ungleichgewichte in der Bevolkerungszahl der Wahlkreise mitbedingt war, wird dem
Problem der Wahlkreiseinteilung eine erhohte Aufmerksamkeit zuteil. So wird die
erst seit 1998 bestehende Einteilung in 299 Wahlkreise schon in der laufenden Legis-
laturperiode Anderungen erfahren; davon sind moglicherweise mehr als 50 Wahlkreise
betroen (FAZ vom 10.11.2000 [36]).
Aus den Berichten der Wahlkreiskommission [109, 110] lat sich die Tendenz er-
schlieen, die Auswirkungen der notigen Anderungen auf die Wahlkreiseinteilung so
gering wie moglich zu halten. Selbst bei Hinzukommen oder Wegfall eines Wahlkreises
in einem Bundesland, wird angestrebt, mit Anderungen in einem regional begrenzten
Gebiet auszukommen. Die plausible Vorstellung, da bei Veranderung der Anzahl an
Wahlkreisen eine vollstandige Neueinteilung im betroenen Bundesland vorgeschla-
gen wurde, trit nicht zu. Ein Grund hierfur kann zum Beispiel darin gesehen werden,
da ein personliches Verhaltnis von Wahlkreis{Abgeordneten zu
"
ihrer\ Bevolkerung
besteht, das moglichst nicht zerrissen werden soll. Nach Schreiber [95, S. 110]
"
sind
Stabilitat und Kontinuitat der Wahlkreiseinteilung Voraussetzungen fur die Eekti-
vitat der politischen Arbeit der Parteien und ihrer Funktionstrager\.
2.1.2.3 Ubertragbarkeit der OR{Studien aus anderen Landern
Die durch das Bundeswahlgesetz denierten Kriterien, die bei der Wahlkreiseintei-
lung zu beachten sind, entsprechen denen in Demokratien, fur die Operations Re-
search Modelle zum Wahlkreisproblem vorgeschlagen worden sind. Deshalb ist die
Ubertragbarkeit solcher Modelle grundsatzlich positiv einzuschatzen.
Auf der anderen Seite ist hervorzuheben, da viele der OR{Verfahren dazu ent-
worfen sind, eine Wahlkreiseinteilung
"
von Null ausgehend\ zu berechnen. Dies steht
im Konikt mit der Praxis in Deutschland, notwendige Anderungen durch moglichst
geringe Modikationen der Wahlkreiskarte zu realisieren. Daher erscheint es fur die
deutsche Situation angebracht, vor allem solche Verfahren in Betracht zu ziehen,
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welche zur Modikation einer existierenden Einteilung dienen. Insbesondere die in di
Cortona et al. [29] ausfuhrlich diskutierten, auf lokaler Suche basierenden Ansatze,
waren hierbei in Betracht zu ziehen. Die in Teil III entwickelten Verfahren folgen
jedoch der Mehrzahl der OR{Studien und berechnen Gebietsaufteilungen vollstandig
neu.
2.2 Verkaufsgebiete und Betreuungsgebiete fur
Vertreter
Die Planungsaufgabe der Einteilung von Verkaufsgebieten tritt in allen Unterneh-
men auf, die mit einem Verkaufs{Auendienst operieren und den einzelnen Auen-
dienstmitarbeitern Kunden(-regionen) exklusiv zuordnen. Skiera [103, Kap. 1.1] stellt
heraus, da es sich um eine (hinsichtlich Kosten und Umsatz) bedeutsame und re-
gelmaig auftretende Planungsaufgabe handelt. Andererseits ist die im allgemeinen
unuberschaubare Vielzahl der moglichen Losungen ein starkes Hindernis bei der rein
manuellen Bearbeitung des Problems. Deshalb wurden im Operations Research etli-
che Modelle und Verfahren vorgeschlagen, um Entscheidungsunterstutzung zu leisten.
Einige haben sich etabliert und durften auch in der Praxis zum Einsatz kommen.
Die Fragestellung tritt jedoch nicht nur im Zusammenhang mit Verkaufstatig-
keit auf. Auch die Betreuung von Kunden, organisatorischen Untereinheiten oder
technischen Einrichtungen wird haug durch Mitarbeiter geleistet, die in einem ex-
klusiv zugeordneten geographischen Gebiet tatig sind. Die OR{Literatur behandelt
ebenfalls das Problem der Einteilung solcher Betreuungsgebiete. Da oft vergleichbare
Kriterien angelegt werden wie bei der Einteilung von Verkaufsgebieten, behandeln
wir die Anwendungsbereiche gemeinsam. Entscheidend ist fur uns der Aspekt, da es
sich um Gebiete handelt, die von einem
"
Vertreter\ (im weitesten Sinn) betreut wer-
den, wobei dies mit vor{Ort{Tatigkeit, also dem Bereisen seines Gebietes verbunden
ist.
2.2.1 Kriterien fur die Einteilung von Verkaufs- und Vertre-
tergebieten.
Die wesentlichen, in der Literatur zur Einteilung von Verkaufs{ und Vertreterge-
bieten genannten Aspekte untergliedern wir im folgenden in organisationsbezogene,
geographische und tatigkeitsbezogene Kriterien.
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2.2.1.1 Organisationsbezogene Kriterien
Anzahl der Gebiete. Haug werden Vertretergebiete fur eine gegebene Mitarbei-
terzahl geplant. Dann ist eine feste Anzahl an Gebieten zu erstellen; viele Modelle der
Literatur berucksichtigen diesen Aspekt. Jedoch wird auch oft auf die Interdependenz
der Planungsaufgaben
"
Groe der Verkaufsmannschaft\ und
"
Gebietsaufteilung\ hin-
gewiesen. Folglich sind auch Modelle vorgeschlagen worden, die von einer variablen
Anzahl an Gebieten ausgehen.
Kleinste geographische Einheiten. Vertretergebiete werden in der Regel nicht
auf der Basis einzelner (Kunden-)Adressen eingeteilt. Vielmehr werden zunachst klei-
ne geographische Einheiten (KGE) gebildet und dann durch Zusammenfassung der
KGE zu Gebieten eine Einteilung erzielt. Die dadurch gegebene organisatorische Ver-
einfachung hat zwei Aspekte.
1. Die Komplexitat des Problems wird verringert, wenn es auf der Basis von KGE
gelost wird. Auerdem wird dadurch eine diskrete Struktur aufgepragt, die in
entscheidungsunterstutzenden Verfahren ausgenutzt werden kann.
2. Daten auf der Basis von KGE sind oft einfacher zu gewinnen, als auf der Basis
von Einzeladressen. Dies betrit zum Beispiel Entfernungen oder Umsatzpo-
tentiale.
Der Aspekt der Datenbeschaung hat entscheidende Bedeutung, insbesondere beim
Einsatz von OR{Verfahren. Durch die Wahl der KGE wird der Aufwand der Datenbe-
schaung stark beeinut. Skiera [103] diskutiert fur die Verkaufsgebietseinteilung in
Deutschland die Vor- und Nachteile von Postleiteinheiten9 und politischen Gemein-
den oder Kreisen als Basis fur die Denition der KGE. Er kommt zum Ergebnis,
"
die
Einteilung auf der Basis von Postleiteinheiten [. . . ] langfristig als vorteilhafter ein-
zustufen\ (Skiera [103, S. 15]). Ahnliche Uberlegungen durften fur Vertretergebiete
anderer Art gelten.
Exklusive Zuordnung. Die Forderung, jede KGE einem Gebiet exklusiv zuzuord-
nen, ist ebenfalls aus organisatorischen Uberlegungen motiviert.
1. Es wird Transparenz uber Zustandigkeiten erzielt.
9Mit Postleiteinheiten bezeichnet werden die 95 Postleitregionen (zwei fuhrende Stellen der Post-
leitzahl), die 718 Postleitbereiche (drei fuhrende Stellen) und die 8279 Postleitzahlengebiete (gesam-
te Postleitzahl) (siehe Skiera [103, S. 13]).
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2. Konkurrenzeekte innerhalb der Verkaufsmannschaft werden vermieden, wenn
nur ein Auendienstmitarbeiter fur die Kunden einer KGE zustandig ist. Au-
erdem werden so langfristige Kundenbeziehungen ermoglicht.
3. Auf der Basis von KGE anfallende Daten konnen direkt einemMitarbeiter zuge-
ordnet werden. Dies ist zum Beispiel bei der Leistungsbeurteilung von Nutzen.
Zusammenfassung. Das Problem der Einteilung von Verkaufs{ und Vertreterge-
bieten hat aufgrund von organisatorischen Uberlegungen eine einfache Struktur: Eine
endliche Menge von KGE ist in Teilmengen (die jeweils einem Gebiet entsprechen)
aufzuteilen, jede KGE mu in genau einer Teilmenge enthalten sein. Diese kom-
binatorische Struktur macht das Problem gut fur den Einsatz von OR{Verfahren
zuganglich.
2.2.1.2 Geographische Kriterien
Kriterien, die die Geographie moglicher Vertretergebiete betreen, sind vor allem
dadurch motiviert, da die Vertreter vor Ort tatig sind und ihr Gebiet bereisen. Es
resultieren folgende Anforderungen (Zoltners und Sinha [115, S. 1242]):
1. Die Gebiete sollen geographisch zusammenhangend sein.
2. Geographische Gegebenheiten mussen berucksichtigt werden, zum Beispiel Hin-
dernisse wie Flulaufe oder Gebirgsrucken.
3. Vertraglichkeit mit dem Verlauf von Fernstraen soll gegeben sein.10
Vertreterstandorte. Da die Mitarbeiter ihr Gebiet bereisen, werden sie ihren
Standort zweckmaigerweise innerhalb des Gebiets haben. Soll eine neue Einteilung
vorgenommen werden, ist zu klaren, ob bisherige Standorte beizubehalten sind, oder
neue Standorte simultan geplant werden sollen. Die Erreichbarkeit des Betreuungs-
gebietes kann im Grunde genommen nicht ohne Bezug auf den Standort bewertet
werden. Die OR{Modelle zur Einteilung von Vertretergebieten beziehen deshalb in
aller Regel Standorte ein, entweder feststehend oder als Planungsgroe.
10Damit ist wohl gemeint, da die Anzahl der Schnittpunkte der Gebietsgrenzen mit einer solchen
Strae klein sein soll und da innerhalb eines Gebietes verlaufende Fernstraen sich nach Moglichkeit
auch dort kreuzen.
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Entfernungen, Reisezeiten und Kompaktheit. Wahrend es vor einigen Jah-
ren noch ublich war, Entfernungen zwischen KGE mittels einer einfachen Formel aus
Koordinaten abzuleiten, und daher auch diskutiert wurde, welches Distanzma aus
Anwendungssicht angemessen ist (Cloonan [25]), kann heute davon ausgegangen wer-
den, da detaillierte Informationen uber Reisezeiten in elektronischer Form verfugbar
sind. Damit lat sich ein realistisches Ma verwenden, wenn Gebiete einzuteilen sind,
die bereist werden mussen.
In dieser Hinsicht sind die Modelle der Literatur jedoch zumeist universell ver-
wendbar. Sie beziehen in der Regel Groen div ein, welche die Entfernung oder auch
Reisezeit von Standort i zu KGE v angeben. Es ist der Wahl des Anwenders uber-
lassen, wie er diese Werte bestimmt.
Der Wunsch nach gut zu bereisenden Gebieten wird durch das Kriterium der
Kompaktheit zum Ausdruck gebracht. Im Zusammenhang mit Vertretergebieten wird
der Begri in der Regel so verstanden, da die Reisezeit innerhalb jedes Gebietes klein
sein soll. Typischerweise ist ein Ma der Form
P
v
div zu minimieren, summiert wird
dabei uber die KGE des i{ten Gebietes.
2.2.1.3 Tatigkeitsbezogene Kriterien
Balancierung. Die geographischen Anforderungen an Vertretergebiete beziehen
sich vor allem auf das Bereisen. Letzteres ist jedoch nur Mittel zum Zweck, die ei-
gentliche Tatigkeit der Mitarbeiter stellt Verkaufen, Beratung, Wartung o.a. dar.
Im Hinblick auf diese Aufgaben ist in vielen Fallen das Kriterium der Balancierung
wesentlich. Es bezeichnet keine Eigenschaft eines einzelnen Gebietes, sondern be-
zieht sich auf den Wunsch nach einer Gleichartigkeit der Gebiete hinsichtlich der
auszuubenden Tatigkeit. Die Motivation dafur ist das Ziel einer Gleichbehandlung
der Mitarbeiter. So sollen Verkaufsgebiete ein ahnliches Umsatzpotential aufweisen,
damit alle Verkaufer gleiche Chancen haben. Genauso soll die Arbeitsbelastung, zum
Beispiel gemessen als Anzahl erforderlicher Besuche, gleichmaig auf die Gebiete
verteilt sein. Dieses Kriterium wird auch bei nicht verkaufs{bezogenen Tatigkeiten
angewendet.
Abstrahiert man von der konkreten Fragestellung, so ist unter Balancierung die
gleichmaige Verteilung eines oder mehrerer Aktivitatsmae uber die Gebiete zu
verstehen. Typischerweise wird dieses Ma aus KGE{bezogenen Werten aggregiert,
in der Regel durch Addition. Bezeichnet man es als
"
Groe\ der Gebiete, entspricht
der Balancierung die Schaung moglichst gleichgroer Gebiete.
Maximierung des Deckungsbeitrages. Im Zusammenhang mit Verkaufsgebie-
ten hat die bisher in Theorie und Praxis vorherrschende Erstellung balancierter
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Gebietseinteilungen immer wieder Kritik erfahren, verstarkt in jungerer Zeit (Zolt-
ners und Sinha [115, S. 1253], Skiera [104]). So fuhrt Skiera [104, S. 724] aus, da
"
Gleichartigkeit an sich kein Ziel darstellen kann\ und die
"
oensichtlich okono-
misch sinnvollere Vorgehensweise\ die Maximierung des Deckungsbeitrages ist. Die
Umsetzung dieses Programms fuhrt zu Optimierungsmodellen, die sich deutlich von
denen mit Balance{Bedingung unterscheiden (siehe Drexl und Haase [31], Skiera
und Albers [105] und Wartenberg [112] fur solche Modelle).11 Die vorliegende Ar-
beit fokussiert auf Balance{orientierte Modelle. Auch wenn fur Verkaufsgebiete das
Kriterium der Balancierung in Frage zu stellen ist, wird es fur nicht verkaufsbe-
zogene Tatigkeiten seine Bedeutung behalten. Daruberhinaus ist zu fragen, inwie-
weit die Deckungsbeitrags{maximierende Verkaufsgebietseinteilung die traditionelle
Vorgehensweise ersetzen wird. Das Kriterium der Balancierung kann daher fur die
Gestaltung von Vertretergebieten nach wie vor als wesentlich eingeschatzt werden.
2.2.2 OR{Literatur zu Verkaufs{ und Vertretergebieten
Ein Uberblick der Literatur soll die vorangegangene Darstellung der Kriterien bei der
Einteilung von Verkaufs{ und Vertretergebieten erganzen. Tabelle 2.3 wurde nicht
mit dem Ziel einer vollstandigen Auistung aller Studien erstellt, vielmehr fanden
die nach Einschatzung des Autors wichtigen Arbeiten Aufnahme in die Ubersicht.
Einen alteren Uberblick ahnlichen Aufbaus geben Howick und Pidd [54]. Daruber
hinaus stellt Wartenberg [112, Tab. 3.3] synoptisch fur die meisten der Studien das
jeweils benutzte Optimierungsmodell dar.
Unser Ziel ist es, hervorzuheben, welche Berucksichtigung die Kriterien des vor-
angegangenen Abschnittes in den Arbeiten nden. Tabelle 2.2 stellt die Kriterien





bedeutet, da das jeweilige Kriterium in der Studie berucksichtigt /nicht beruck-
sichtigt ist. Beim Kriterium der Balance wird zusatzlich durch
"
mult\ das simultane
Balancieren mehrerer Aktivitatsmae angezeigt.
Die Spalte
"
Bemerkungen\ in Tabelle 2.3 enthalt Hinweise auf einen gangigen
Namen des Modells und ggf. auf das Kapitel in dieser Arbeit, in welchem das Modell
naher beschrieben und untersucht wird.
11Die wesentliche Zutat solcher Modelle ist die Denition einer geeigneten, ublicherweise nichtli-
nearen, Response{Funktion, mit der der Umsatz in Abhangigkeit von Besuchszeit, Erreichbarkeit,
Marketingmanahmen usw. auf Basis der KGE geschatzt wird. Die Summe dieser Funktion uber
alle KGE bildet die zu maximierende Zielfunktion des Modells.
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Art Kriterium Auspragungen in Tabelle 2.3
organisations- Anzahl der Gebiete x / variabel
bezogen Exklusive Zuordnung der KGE + / -
geographisch Kompaktheit + / -
geograph. Zusammenhang + / -
Standorte x / variabel
tatigkeits- Balance mult / + / -
bezogen Deckungsbeitrag / Umsatz + / -
Tabelle 2.2: Kriterien bei der Einteilung von Vertretergebieten
2.3 Andere Anwendungen
Die meisten Anwendungen von OR{Studien zum Thema Gebietsaufteilung stam-
men aus den Bereichen Wahlkreiseinteilung und Verkaufsgebietgestaltung. Jedoch
sind auch Arbeiten mit anderen Anwendungen zu nden. Diese werden im folgenden
besprochen.
2.3.1 Einzugsgebiete von sozial{sanitaren Einrichtungen und
Schulen
2.3.1.1 Sozial{sanitare Bezirke
Bei der Bildung sozial{sanitarer Verwaltungsbezirke werden territoriale Einheiten
(z.B. Gemeinden) zu Bezirken zusammengefat, um einen denierten Zusammenhang
zwischen den vorhandenen medizinischen Versorgungseinrichtungen (Krankenhauser,
Zahnkliniken) und der Bevolkerung zu schaen. Dabei nennt die Literatur (siehe
Tabelle 2.4 auf Seite 32) vor allem folgende Kriterien:
1. Die Bevolkerungszahl jedes Bezirks mu innerhalb vorgegebener Schranken lie-
gen.
2. Die Kapazitat der Einrichtungen mu in jedem Bezirk zur medizinischen Ver-
sorgung der Bevolkerung ausreichen.
3. Jeder Bezirk soll sich uber ein geographisch zusammenhangendes Gebiet er-
strecken.
4. Die Erreichbarkeit der Einrichtungen fur die Bevolkerung soll moglichst gut
sein.
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Die angelegten Kriterien sind denen bei Wahlkreis{ und Verkaufsgebietseintei-
lung zu vergleichen. Kompaktheit als Ma fur gute Erreichbarkeit und Balance der
Bezirksgroe sind neben geographischem Zusammenhang die wesentlichen Zielset-
zungen.
2.3.1.2 Schulbezirke
Durch die Festlegung von Einzugsbereichen von Schulen wird eine Zuordnung von
Wohngebieten zu Schulen geschaen. Dadurch wird neben vereinfachter Verwaltung
erreicht, da Schuler aus einer Wohnnachbarschaft in der Regel auch dieselbe Schu-
le besuchen. Daneben ist im Rahmen von Entwicklungsprogrammen die simultane
Planung von Schulstandorten und {kapazitaten mit den Einzugsbereichen zu leisten.
Schulbezirke teilen also eine gegebene Region in kleinere Einheiten auf. Daher ist bei
der Planung solcher Einzugsbereiche ein Gebietsaufteilungsproblem zu losen, wobei
folgende Kriterien mageblich sind (zu Literatur siehe Tabelle 2.4, Seite 32):
1. Die maximale oder durchschnittliche Entfernung bzw. Wegzeit der Schuler zu
ihrer Schule soll moglichst klein sein.
2. Kapazitatsschranken sind zu beachten, um eine gleichmaige Auslastung der
Schulen zu erreichen.
3. Das Rassengleichgewicht soll gewahrt werden. Diese Zielsetzung wird in Studien
aus den Vereinigten Staaten genannt.
4. Geographische Gegebenheiten, wie Zugehorigkeit zum gleichen Verwaltungsbe-
zirk oder andererseits Trennung durch Flulaufe sind zu berucksichtigen.
Auch hier sind die angelegten Kriterien den bisher diskutierten ahnlich.
2.3.2 Zustandigkeitsbezirke von Serviceeinrichtungen
Ein Teil der Serviceeinrichtungen des oentlichen Bereichs erbringen ihren Dienst
nicht an einem festen Ort, sondern vielmehr verteilt uber eine geographische Region.
Ahituv und Berman [3] bezeichnen dies als distributed service networks. Beispiele
dafur sind Straenraumung im Winter, Abfall{Entsorgung oder das Rettungswesen.
Da solche Dienste in der Regel mit einer Flotte von Fahrzeugen (im folgenden
Server genannt) operieren, kann es, je nach Arbeitsweise des Dienstes, erforderlich
sein, die Region in Zustandigkeitsbezirke fur die Server aufzuteilen. Jeder Server ist
dann in einem abgegrenzten Gebiet fur die Erbringung des Dienstes zustandig.
Fur alle drei genannten Beispiele gibt es Arbeiten aus dem Operations Research,
die sich mit der Gebietsaufteilung fur solche Server beschaftigen. Im folgenden wird
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auf die dabei angelegten Kriterien eingegangen. Grundsatzlich ist zu sagen, da alle
Arbeiten die starke Interdependenz der Gebietsaufteilung mit anderen Entscheidun-
gen betonen, so zum Beispiel der Standort{ oder Tourenplanung.
2.3.2.1 Straenraumung im Winter
Zunachst wird man im Zusammenhang mit der Straenraumung im Winter ein Pro-
blem der Tourenplanung sehen. Dies betrit jedoch vor allem die operative Ebene.
Van Oudheusden et al. [83] betonen daneben das (ubergeordnete) Problem der Bil-
dung von Zustandigkeitsbezirken (districting). Der wesentliche Gesichtspunkt ist,
da diese Bezirke unabhangig von einander operieren: in jedem ist mindestens ein
Fahrzeug{Depot angesiedelt und die Routenplanung erfolgt ausschlielich auf Bezirk-
sebene.
Innerhalb der Bezirke sind verschiedene Aufgaben zu erfullen, zum Beispiel vor-
beugendes Streuen und Streuen bei bereits bestehender Eisglatte; sie erfordern un-
terschiedliche Salzmengen und daher unterschiedliche Touren. Deshalb kann sich die
Einteilung der Bezirke nicht ausschlielich an den Touren orientieren. Van Oudheus-
den et al. [83] fuhren folgende Kriterien an:
1. Die Bezirke sollen balanciert (hinsichtlich Gesamtstraenlange) und kompakt
sein.
2. Die Bezirke sollen die Planung guter Touren erlauben.
3. Die Bezirke sollen robust sein, das heit, die verschiedenen auszufuhrenden
Aufgaben gleichermaen unterstutzen.
4. Die Uberlappung benachbarter Bezirke soll moglichst gering sein.
Bei der Planung von Bezirken von politischen Gemeinden als Flacheneinheiten aus-
zugehen, wird dem Problem nicht gerecht. Vielmehr sollte die Zusammenfassung von
elementaren Zyklen (elemental cycles) des Straennetzes12 zu Bezirken vorgenommen
werden. Uberlappung von Bezirken ndet dann nur auf Straenabschnitten statt,
an denen zwei Bezirke aneinandergrenzen. Die Planung guter Touren wird moglich,
da die Straenabschnitte jedes Bezirkes weitgehend am Stuck durchfahren werden
konnen (eulerscher Graph).
12Es handelt sich hier um einen graphentheoretischen Begri, der von einem (eingebetteten)
ebenen eulerschen Graphen ausgeht. Die Flachen dieses Graphen konnen schachbrettartig eingeteilt
werden; die elementaren Zyklen sind dann die begrenzenden Kanten der Flachen derjenigen Farbe,
zu welchen nicht die auere Flache gehort.
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Wird nur der Proze der Zusammenfassung der elementaren Zyklen zu Bezir-
ken betrachtet, sind die angelegten Kriterien weitgehend in Ubereinstimmung mit
denen in anderen Anwendungen: Kompaktheit, Balance und geographischer Zusam-
menhang. Hinzu kommt, da in die Bewertung der Bezirkseinteilung eine einfache
Abschatzung der benotigten Anzahl an Streufahrzeugen einiet (Muyldermans et
al. [78]).
2.3.2.2 Abfall{Entsorgung
Nach Hana et al. [47] ist bei der Planung der stadtischen Mullentsorgung zunachst
die Bildung von Sektoren (sectors) vorzunehmen, in einem zweiten Schritt wird die
Fahrtroute der Mullwagen innerhalb der Sektoren festgelegt. Im Hinblick auf die
Kosten ist es vorteilhaft, Sektoren mit moglichst balancierten Routen zu bilden; das
sind solche mit moglichst ausgewogenem Arbeitsaufwand bei der Entsorgung.
Drei Ziele werden daher betrachtet (Hana et al. [47]):
1. Der maximale zeitliche Aufwand aller Sektoren soll moglichst klein sein.
2. Der zeitliche Aufwand in jedem Sektor soll einem Zielwert moglichst nahe kom-
men.
3. Die Anzahl der Zusammenhangskomponenten jedes Sektors soll moglichst klein
sein. Damit wird angestrebt, da ein Sektor wahrend des Einsammelns der
Abfalle moglichst am Stuck durchfahren werden kann, beziehungsweise nur sel-
ten verlassen werden mu.
Ein Sektor wird durch eine Menge von Straenzugen gebildet, in denen an ei-
nem festen Wochentag der Abfall entsorgt wird. Es ist durchaus moglich, da ein
Straenzug zu mehreren Sektoren gehort, also mehrfach in einer Woche angefahren
wird. Hierdurch ist ein Unterschied zu anderen Anwendungen der Gebietsaufteilung
gegeben: Die Sektoren insgesamt bilden keine Partition der Menge der Straenzuge,
sondern uberdecken diese; im allgemeinen mehrfach. Wird jedoch ein fester Wochen-
tag betrachtet, kann jeder Straenzug nur zu einem Sektor gehoren.
Das Problem der Sektorbildung bei der Abfallentsorgung hat also Parallelen zu
anderen Gebietsaufteilungsproblemen, es werden Einheiten zu Sektoren zusammen-
gefat und Kriterien der Balance und des geographischen Zusammenhangs sind we-
sentlich. Andererseits unterscheidet sich seine Struktur von Problemen mit echtem
Aufteilungscharakter (das heit Bildung einer Partition) und damit auch von den in
der vorliegenden Arbeit untersuchten Modellen.
2.3 Andere Anwendungen 29
2.3.2.3 Server des Rettungswesens
Auch im Zusammenhang mit Diensten des Rettungswesens wird der Begri des
districting gebraucht (Swersey [107, Kap. 7]). Hier bezeichnet er die Bildung von
Gebieten (sog. primary response areas; Baker et al. [7]), in welchen organisatorisch zu-
sammengefate mobile Einheiten im Rettungswesen auf eintretende Unfalle, Brande
usw. reagieren. Durch Gebietsaufteilung wird eine primare Zustandigkeit der Server
fur die Ereignisse festgelegt.
Wesentliche Kenngroen im Rettungswesen sind zum Beispiel die durchschnitt-
liche bzw. die maximale erwartete Antwortzeit auf eintretende Ereignisse oder die
Wahrscheinlichkeit, da beim Eingang einer Meldung kein Server verfugbar ist. Ein
wichtiges Kriterium ist auch die gleichmaige Verteilung der Arbeitslast (workload)
auf die Server.
Die Planung von primary response areas dient (neben anderen Zielen) dazu, die
erwartete Antwortzeit zu minimieren und die Arbeitslast gleichmaig aufzuteilen
(Baker et al. [7]). Dies kann als Kompaktheits{ und Balance{Zielsetzung interpretiert
werden. Gegenuber den bisher vorgestellten Anwendungden der Gebietsaufteilung ist
jedoch zu sagen, da geographische Eigenschaften der Gebiete weniger berucksichtigt
werden, und da auf der anderen Seite die Modelle fur das Rettungswesen in der Regel
stochastisch sind.13 Deshalb ist ein deutlicher Unterschied zu den Modellen unserer
Arbeit gegeben.
2.3.3 Clusterbildung fur regional bezogene Daten
Ziel der Clusteranalyse ist die Zusammenfassung von Daten zu Klassen, die moglichst
ahnliche Daten enthalten, und die untereinander moglichst verschieden sind. Wenn
die Daten einen regionalen Bezug haben, zum Beispiel geographische Daten sind,
und der
"
Ort\ eines Datums Berucksichtigung ndet, kann die Clusteranalyse als
Problem der Gebietsaufteilung im weiteren Sinne aufgefat werden.
Tatsachlich sind der Literatur zur Clusteranalyse Begrie wie regional clustering
(Maravalle und Simeone [66]) oder contiguity{constrained clustering (Gordon [45],
Murtagh [75], Murtagh [76]) zu nden, denen die Vorstellung der Clusterbildung von
Daten mit Bezug auf einen (geographischen) Ort oder auf eine Nachbarschaftstruk-
tur zugrundeliegt. Jedoch handelt es sich haug nicht um die Bildung geographischer
Gebiete im engeren Sinne, der Ort eines Datums kann einfach ein Punkt in einem
13So wird das Eintreten von Ereignissen in kleinen Flacheneinheiten oft als Poisson{Proze mo-
delliert und die Verfugbarkeit der Server uber ein Warteschlangen{Modell erfat (siehe zum Beispiel
Filippi und Romanin{Jacur [34]).
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Dieser Unterschied zu den zuvor beschriebenen Anwendungen konnte jedoch au-
er acht gelassen werden, sobald man sich auf die Modellebene begibt. Wesentlicher
erscheint die Abgrenzung auf Basis der Ziel{Kriterien.
1. Die Zusammenfassung ahnlicher Daten zu Clustern ist dem Ziel kompakter
Bezirke dann vergleichbar, wenn in die Messung der Ahnlichkeit ein Wert fur
die raumliche Entfernung eingeht.14
2. Die Nebenbedingung, zusammenhangende Bezirke zu bilden, entspricht derje-
nigen fur Cluster beim contiguity{constrained Clustering.
3. Das Balance{Ziel der Bildung gleichgroer Bezirke fordert auere Ahnlichkeit
der Bezirke, dagegen sollen Cluster aus Daten gebildet werden, die homogen
sind; es wird somit innere Ahnlichkeit angestrebt.
Vor allem aufgrund des letzten Unterschiedes fallt das Clustern von raumlichen Daten
nicht unter die in dieser Arbeit untersuchten (Modelle fur) Gebietsaufteilungsproble-
me. Auch wenn, wie in Maravalle und Simeone [66], die Cluster aus geographischen
Gebietseinheiten gebildet werden, und somit Gebieten entsprechen, ist mit der inne-
ren Ahnlichkeit eine grundsatzlich andere Zielsetzung gegeben.15
2.3.4 Uberblick ausgewahlter Studien
In Tabelle 2.4 ist eine Auswahl aus der OR{Literatur zu den in den vorangehenden
Abschnitten vorgestellten Anwendungen der Gebietsaufteilung aufgefuhrt.
Aufgrund des breiten Anwendungsspektrums gibt es keinen einheitlichen Kriteri-
enkatalog in diesen Arbeiten. Dennoch lassen sich in vielen Fallen Kriterien identi-
zieren, die aus unserer Sicht zu den Grundkriterien der Gebietsaufteilung gehoren.
1. Die Menge der kleinsten Gebietseinheiten ist in Bezirke aufzuteilen (Partition).
2. Ein Ma fur die Ausdehnung oder die geographische Geschlossenheit eines Be-
zirkes oder fur die Nahe der Einheiten eines Bezirkes untereinander geht ein.
(Kompaktheit)
14 Uberlicherweise wird ein solches Ma beim Clustern regional{bezogener Daten berucksichtigt,
neben einem Ma der Ahnlichkeit der
"
eigentlichen\ Datenvektoren (siehe Murtagh [76]).
15Interessant ist jedoch, da der in den Teilen II und III dieser Arbeit verfolgte Ansatz, Verfahren
fur die Gebietsaufteilung auf der Basis von Baumzerlegungsalgorithmen zu entwickeln, von Maraval-
le und Simeone [66] zuerst fur das regional clustering benutzt wurde. Somit ist trotz Unterschieden
in den Zielsetzungen eine verfahrensmaige Verwandtschaft zur Clusterbildung gegeben.
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3. Geographischer Zusammenhang der Bezirke wird gefordert.
4. Die Groe der Bezirke hinsichtlich eines anwendungsspezischen Aktivitatsma-
es wird bewertet oder unterliegt Bedingungen. Im weitesten Sinne bezeichnen
wir dies als Balance, haug handelt es sich dabei auch um Kapazitatsrestrik-
tionen.16
Tabelle 2.4 gibt wieder, inwieweit die in den Studien verwendeten Kriterien fur die
Gebietsaufteilung diese Grundkriterien umfassen.17 Damit wird das Verhaltnis der
Studien zur Sichtweise des Gebietsaufteilungsproblems in der vorliegenden Arbeit
deutlich, da wir uns an einfachen Modellen fur die Grundkriterien orientieren. Dies
wird im folgenden Kapitel entwickelt.
16Die Kapazitat kann fur verschiedene Serviceeinrichtungen unterschiedlich sein, dadurch ist die
Bildung verschieden groer Bezirke moglich. Trotzdem auch Kapazitatsrestriktionen unter dem
Stichwort
"




relax\ bedeutet, da ein Boolesches Kriterium in abgeschwachter Form beachtet
wird.



































































































































































































































































































































































































































































































































































Die Untersuchung des Problems der Gebietsaufteilung fokussiert in der vorliegen-
den Arbeit auf grundlegende Modellbildungen, also solche, die wenige wesentliche
Aspekte des Aufteilen eines geographischen Gebietes in kleinere Einheiten einbezie-
hen. Nicht jede Situation, vor die sich der Praktiker gestellt sieht, wird sich mit
solchen Modellen abbilden lassen. Eine Vielzahl zusatzlicher Bedingungen konnen in
der jeweils vorliegenden Entscheidungssituation gegeben sein, die in den diskutier-
ten Modellbildungen nicht berucksichtigt sind. Dennoch lassen mehrere Grunde die
Untersuchung solcher hochaggregierten Modelle lohnenswert erscheinen.
1. Die in den Modellen eingefangenen Aspekte konnen eine ausreichend gute Ap-
proximation der realen Situation sein. Dies wird belegt durch viele Arbeiten,
in denen mit solchen Modellen Entscheidungsunterstutzung fur reale Probleme
geleistet worden ist.1
2. Die Modelle konnen zum Erzeugen einer Anfangslosung eingesetzt werden, die
von Hand, oder mit Hilfe speziell angepater Verfahren, verbessert wird; dabei
ieen die zunachst unberucksichtigten Aspekte der Planungssituation ein.
3. Die Allgemeinheit der Modelle sichert ein breites Anwendungsspektrum. Es wur-
de im vorangehenden Kapitel dargestellt. So unterschiedliche Problemstellun-
gen wie Wahlkreisgestaltung oder das Festlegen von Gebieten fur Kundenbe-
treuer lassen sich mit demselben OR{Modell erfassen.2
1In der Praxis ubernommen wurden zum Beispiel Wahlkreise, die nach dem in George et al. [42]
vorgestellten Modell berechnet wurden, oder Verkaufsgebiete gema dem Modell in Fleischmann
und Paraschis [35]. Auf letzteres gehen wir in 7.2.6 ein.
2So wurde das GEOLINE{Modell ursprunglich fur Wahlkreiseinteilung entworfen (Hess et al.
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4. Die Grundmodelle konnen als Prototypen fur die Entwicklung reichhaltigerer
Modelle, die zusatzliche Aspekte der Praxissituation einbeziehen, verwendet
werden. In aller Regel werden sich die Variablen und Beziehungen des Grund-
modells auch im verfeinerten Modell wiedernden.
5. Die Analyse der Modelle erhellt die zugrundeliegende Entscheidungssituation
"
Gebietsaufteilung\. Dies kann dem Entscheider wertvolle Informationen uber
das zu losende Problem geben.3
Im folgenden wird auf Voraussetzungen und
"
Bausteine\ der im dritten Teil der
Arbeit untersuchten Modelle fur die Gebietsaufteilung eingegangen. Aufgrund der
Beschrankung auf wesentliche Aspekte sprechen wir von Grundmodellen. Sie integrie-
ren solche Kriterien, fur die in Kapitel 2 eine anwendungsubergreifende Bedeutung
erkennbar wurde.
Anschlieend wird in Abschnitt 3.3 dargestellt, wie sich Probleme der Gebietsauf-
teilung im Softwaresystem GAMOR reprasentieren und Losungen dafur berechnen
lassen. In GAMOR sind Verfahren, die auf den Grundmodellen basieren, implemen-
tiert. Dies umfat sowohl etablierte Algorithmen aus der Literatur, als auch die im
Verlauf der Teile II und III dieser Arbeit entwickelten Verfahren.
3.1 Annahmen in den Grundmodellen
3.1.1 Generelle Voraussetzungen
Kleinste Gebietseinheiten (KGE). Wir gehen davon aus, da das aufzuteilende
Gebiet als eine Menge V kleinster Gebietseinheiten (KGE) gegeben ist, und da durch
Zusammenfassen dieser KGE das Gebiet in Bezirke aufgeteilt wird. Obwohl die KGE
achenhafte Gebilde sind, werden sie zumeist als punktformig lokalisiert angenom-
men. (Diese topologischen Voraussetzungen diskutieren wir im nachsten Abschnitt.)
Zentren. Jeder Bezirk ist durch einen geographischen Ort, sein Zentrum, charak-
terisiert. Die Modelle des Kapitels 7 setzen gegebene Zentren voraus; Verfahren zur
Bestimmung von Zentren(-orten), zum Beispiel im Fall bekannter Bezirke, sind Ge-
genstand von Kapitel 9. Wir bezeichnen die Menge der Zentren mit I.
[50]), dann fur Verkaufsgebiete ubernommen (Hess und Samuels [51]) und erweitert (Fleischmann
und Paraschis [35]), und schlielich in den vergangenen Jahren wieder (mit Erganzungen) fur die
Wahlkreiseinteilung benutzt (George et al. [42], Hojati [52]).
3Hier sei als Beispiel auf Satz 7.13 vorgegrien, der eine a priori Aussage macht uber die maximale
Verletzung der exakten Gleichheit der Bezirksgroen; letztere ist in der Regel nicht realisierbar.
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Anzahl Bezirke. Alle im weiteren Verlauf diskutierten Modelle gehen von ei-
ner vorgegebenen Anzahl zu bildender Bezirke aus. Wir bezeichnen diese Anzahl
durchgangig mit p. Die Menge der Zentren ist haug I = f1; : : : ; pg.
Eindeutige Zuordnung der KGE. Jede KGE soll genau einem Bezirk zugewie-
sen werden. Dazu werden Bezirke Bi, i 2 I, gebildet, die eine Partition der Menge V
darstellen, also




Balancierung. Die zu bildenden Bezirke sollen hinsichtlich eines Groen{Attribu-
tes moglichst gleich gro sein. Dieses Attribut wird additiv aggregiert aus entspre-
chenden Attributen der KGE. Wir gehen also davon aus, da zu jeder KGE v 2 V












bezeichnen wir die mittlere Groe der Bezirke. Im Idealfall sollte jeder Bezirk eine
Groe von  haben. Diese Zielsetzung bezeichnen wir als Balance{Bedingung. Sie
lat sich in der Regel nicht gleichzeitig mit der eindeutigen Zuordnung aller KGE
erreichen. Deshalb streben die Modelle danach, ein moglichst hohes Ma an Balance
der Bezirksgroen zu erzielen.
Zusammenhang. Jeder Bezirk soll aus einer geographisch zusammenhangenden
Landache bestehen. Ein Modell, das diese Forderung explizit berucksichtigt, benotigt
Informationen daruber, welche KGE benachbart sind. Wird das Benachbartsein mit-
tels eines Graphen4 G = (V;E), dessen Ecken die KGE sind, beschrieben, so mu das
Modell diesen Graphen einbeziehen. In den einfacheren Modellen des Kapitels 7 ist
dies nicht realisiert. Zusammenhangende Bezirke konnen deswegen nicht zugesichert
werden, oft werden sie jedoch indirekt als Folge von Kompaktheit erreicht. Modelle,
die den Graphen G explizit berucksichtigen, werden in Kapitel 8 vorgestellt.
4Zu graphentheoretischen Begrien in dieser Arbeit siehe S. 229.
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Kompaktheit. Die Zielsetzung einer kompakten Gebietsaufteilung wird model-
liert, indem die Minimierung eines distanzbasierten Maes angestrebt wird. Ist div











leben\ in der Ebene, beziehen Orte und Entfernungen
ein und haben deshalb eine topologische Komponente. Im Hinblick auf die Modell-
bildungen ist es dabei sinnvoll, zwei verschiedene Grundstrukturen zu unterscheiden:
Ebene Modelle und Netzwerk{Modelle.5
Im ersten Fall werden KGE und Zentren als Punkte der Ebene betrachtet und
die Entfernung zwischen ihnen mittels Entfernungsmessung in der Ebene bestimmt.
Hierfur kommt zum Beispiel die euklidische Distanz in Betracht.
In Netzwerk{Modellen entsprechen die KGE den Ecken eines Graphen, dessen
Kanten positive Werte als Langen zugeordnet sind. In der Regel ist der Graph in die
Ebene eingebettet und Kanten verlaufen zwischen benachbarten KGE. Die Entfer-
nung zwischen zwei KGE wird gemessen als Lange des kurzesten Weges im Graphen,
der diese KGE verbindet. Jedes Zentrum ist ebenfalls mit einer Ecke des Graphen
assoziiert und entspricht somit dem Ort einer KGE. Dadurch wird es moglich, Ent-
fernungen zwischen Zentren und KGE zu bestimmen.
Aus Sicht des Praktikers mag der semantische Unterschied zwischen diesen bei-
den topologischen
"
settings\ nicht sehr bedeutsam sein. Auf die Modelleigenschaften
wirkt er sich aber deutlich aus. Dies wird bereits deutlich, wenn man sich vor Augen
fuhrt, da der Graph zur Entfernungsmessung in Netzwerk{Modellen mit dem Nach-
barschaftsgraph der KGE ubereinstimmt (siehe den Stichpunkt
"
Zusammenhang\ in
3.1.1). Deshalb untersuchen wir ebene Modelle und Netzwerk{Modelle in gesonderten
Kapiteln (siehe Tabelle 3.1).
5Im (viel umfangreicheren) Forschungsgebiet der Standortplanung mit OR{Methoden wird in
der Regel dieselbe Unterscheidung zwischen ebenen Modellen und Netzwerk{Modellen vorgenom-
men (siehe z.B. Domschke und Drexl [30]); dies vor allem, weil sich jeweils ganz unterschiedliche
Strukturen ergeben und auch unterschiedliche Verfahren erforderlich sind.
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kurzeste Wege im Graphen
Zusammenhang nicht berucksichtigt Teil des Modells
Tabelle 3.1: Topologische Modelleigenschaften
3.2 Modell{Typen
Die Modellbildungen im OR fur Probleme der Gebietsaufteilung sind uberwiegend
Optimierungsmodelle. Dabei lassen sich im wesentlichen drei Typen identizieren:
location{allocation Ansatze, set{partitioning Ansatze und heuristische Verfahren, die
keine Methoden der mathematischen Programmierung einbeziehen. Alle drei Typen
werden im folgenden kurz charakterisiert und jeweils Starken und Schwachen be-
nannt. Die in Teil III behandelten Modelle sind uberwiegend dem location{allocation
Typ zuzuordnen.
3.2.1 Location{allocation Modelle
Location{allocation Modelle orientieren sich an einer Sicht des Gebietsaufteilungs-
problems, die verbal folgendermaen wiedergegeben werden kann:
Bestimme p Zentren(orte) und ordne diesen kleinste Gebietseinheiten ein-
deutig zu, so da zusammenhangende Bezirke mit einem moglichst hohen
Ma an Kompaktheit und Balance erzielt werden.
Das Problem der Festlegung von Zentren und das Zuordnen von KGE zu diesen
Zentren sind zwei Schritte zur Bestimmung einer Gebietsaufteilung. Diese Schrit-
te konnen nacheinander, ggf. wiederholt, durchlaufen werden, oder auch in einem
Modell zusammengfat sein (siehe Kapitel 9).
Unter Umstanden ist jedoch das Festlegen von Zentren nicht erforderlich, zum
Beispiel wenn diese den Heimatorten von Vertretern entsprechen und ein Umziehen
nicht in Frage kommt. Dann ist es vor allem der Zuordnungsschritt, der modellmaig
erfat werden mu.
Der wesentliche Vorteil des location{allocation Ansatzes ist die Moglichkeit, auch
sehr groe Probleme mit vielen KGE zu behandeln. Dies zeigen zum Beispiel George
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et al. [42], die Wahlkreise fur Neuseeland auf der Basis von 35000 KGE erstellen. Sie
fuhren das Zuordnungsproblem im Kern auf das Losen eines Netzwerku{Problems
zuruck, fur welches die genannte Groenordnung leicht zu beherrschen ist.
Unter den in Abschnitt 3.1 aufgefuhrten Voraussetzungen lat sich das Problem
der Gebietsaufteilung gut mit dem location{allocation Ansatz erfassen. Es sind auch
Erweiterungen denkbar, wie zum Beispiel das Balancieren mehrerer Attribute (Zolt-
ners und Sinha [115]).




:1 KGE v wird Zentrum i zugeordnet,0 sonst
zu erhalten, mussen die einbezogenen Groen sich auf lineare Terme in diesen Va-
riablen abbilden lassen. Dies schrankt zum Beispiel die Verwendung von Kompakt-
heitsmaen ein.6
Trotz seiner eingeschrankten Flexibilitat bauen viele Arbeiten, die Gebietsauftei-
lungsprobleme mit Optimierungsmethoden losen, auf dem location{allocationAnsatz
auf (zum Beispiel Fleischmann und Paraschis [35], Hess et al. [50], Hess und Samu-
els [51], Hojati [52], Marlin [68], Ronen [93], Zoltners und Sinha [115]). Auch unter
den einschrankenden Annahmen des Abschnitts 3.1 lassen sich somit realitatsnahe
Modelle formulieren.
3.2.2 Set{partitioning Modelle
Die set{partitioning Modellen zugrundeliegende Sicht der Gebietsaufteilung lautet:
Generiere (viele) Kandidaten{Bezirke als Teilmengen der KGE und be-
stimme eine
"
gute\ Partition der Gesamtmenge der KGE in solche Teil-
mengen.
Wiederum sind zwei Verfahrensschritte zu erkennen, zunachst das Erzeugen von Be-
zirken (d.h. KGE{Teilmengen), die als Kandidaten fur eine gute Gebietsaufteilung in
Frage kommen, und dann das Losen eines set{partitioning Problems aufbauend auf
diesen Teilmengen. Beide Schritte konnen nacheinander ausgefuhrt werden (Garnkel
und Nemhauser [41], Nygreen [81]) oder simultan (Mehrotra et al. [71]).
Der Vorteil des set{partitioning Ansatzes ist seine groere Flexibilitat gegenuber
den location{allocation Modellen. Durch Realisierung eines geeigneten Generators
6So sind Mae, die Durchmesser oder Umfang der Bezirke berucksichtigen, nicht durch lineare
Terme in den xiv auszudrucken.
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fur die Kandidatenbezirke lassen sich vielfaltige Anforderungen an gute Bezirke ab-
bilden.7
Auf der anderen Seite sind mit set{partitioning Modellen aufgrund der stark
anwachsenden kombinatorischen Komplexitat nur kleine Problemstellungen losbar.
Die in der Literatur gelosten Beispiele haben samtlich weniger als 100 KGE. Trotz-
dem kann die Anzahl der Kandidatenbezirke schon sehr gro sein, und somit ein
rechnerisch aufwendiges set{partitioning Problem zu losen sein.8 Hierin ist ein ent-
scheidender Nachteil des Ansatzes zu sehen.
3.2.3 Heuristische Verfahren
Mit heuristischen Verfahren sind an dieser Stelle Methoden gemeint, die nicht auf
dem Losen von mathematischen Programmen beruhen. In Anlehnung an Ricca und
Simeone [92] fuhren wir die wichtigsten Ideen auf:
 Beim Eat{up Ansatz wird ein Bezirk nach dem anderen, ausgehend von jeweils
einer KGE am Rand des (noch) aufzuteilenden Gebietes, durch sukzessives
Hinzufugen benachbarter KGE gebildet. Ein Bezirk ist fertig, wenn er eine
ausreichende Groe hat. (Ein Beispiel einer solchen Heuristik ist in Mehrotra
et al. [71] zu nden.)
 Beim Zusammenfassen von Teilbezirken wird zunachst jede KGE als ein Teilbe-
zirk aufgefat. Dann werden in jedem Schritt benachbarte Teilbezirke vereinigt
(wenn dadurch kein zu groer Teilbezirk entsteht); das Verfahren bricht ab,
wenn die gewunschte Anzahl an Bezirken gebildet ist. (Als Beispiel sei Deckro
[28] genannt.)
 Multi{kernel growth ist mit dem location{allocationAnsatz verwandt. Zunachst
werden einige KGE als
"
Samen\ ausgewahlt; danach wird um jeden Samen ein
Bezirk gebildet, indem KGE nach wachsender Entfernung hinzugefugt werden,
bis der Bezirk die angestrebte Groe hat.
 Verfahren der lokalen Suche verandern eine Gebietsaufteilung durch Austausch
von einzelnen KGE zwischen benachbarten Bezirken. Dabei wird eine Verbesse-
rung der Aufteilung hinsichtlich der einbezogenen Zielsetzung(en) angestrebt.
7Zum Beispiel wird von Garnkel und Nemhauser [41] ein Kompaktheitsma verwendet, das den
quadrierten Durchmesser von Bezirken einbezieht.
8In Mehrotra et al. [71] werden fur ein Problem mit 51 KGE und sechs Bezirken insgesamt 802
Kandidaten{Bezirke erzeugt, das heit, es wird bereits ein set{partitioning Problem mittlerer Groe
gelost.
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Gangige Erweiterungen der lokalen Suche wie Simulated Annealing oder Tabu{
Suche kommen auch hier in Betracht (di Cortona et al. [29, S. 179]).
Wesentlicher Vorteil heuristischer Ansatze ist ihre groe Flexibilitat hinsichtlich der
Integration und Berucksichtigung anwendungsspezischer Kriterien. Auerdem ist
ihre Implementierung in einer Programmiersprache in der Regel recht einfach aus-
zufuhren. Ein Ruckgri auf einen guten Solver fur lineare Programme ist im Ge-
gensatz zu den Verfahren, die auf mathematischer Programmierung beruhen, nicht
notig.
Auf der anderen Seite lat sich das Verhalten solcher Heuristiken zumeist schlecht
analysieren. Wie
"
gut\ die erzeugte Gebietsaufteilung sein wird, lat sich a priori
kaum feststellen. Qualitatsaussagen a posteriori werden in der Regel durch Erzeugen
und Vergleichen vieler Losungen gewonnen. Folglich konnen nur relative Qualitaten
gemessen werden.
3.2.4 In dieser Arbeit untersuchte Modelle
In Teil III dieser Arbeit werden Modelle untersucht, die konzeptionell auf dem location-
allocation Ansatz beruhen. Folgende Uberlegungen begrunden diese Entscheidung.
1. Alle in Abschnitt 3.1 dargestellten Modell{Aspekte lassen sich abbilden.
2. Groe Probleme, denen sehr viele KGE zugrundeliegen, lassen sich mit dem
location{allocation Ansatz handhaben.
3. Die Modelle sind aufgrund ihrer Struktur (mathematisches Programm) einer
Analyse gut zuganglich.
4. Die vorzustellenden Verfahren sind ein Anwendungsfall der Methoden gleich-
maiger Baumzerlegung, die in Teil II entwickelt werden.
3.3 GAMOR: Ein System zur Berechnung von Ge-
bietsaufteilungen
Um die in Teil III darzustellenden Verfahren zur Berechnung von Gebietsaufteilun-
gen testen zu konnen, wurde das Softwaresystem GAMOR9 entwickelt. Neben der
Implementierung der Algorithmen umfat es einfache Dateiformate zur Spezikation
von Gebietsaufteilungsproblemen; zusatzlich zur Ausgabe des Ergebnisprotokolls in
9GAMOR ist Akronym fur
"
Gebiete aufteilen mit Operations Research{Methoden\.
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Textform ist eine graphische Ausgabe zur Visualisierung der berechneten Aufteilung
moglich.
Bezogen auf Ein{ und Ausgabemoglichkeiten wurde damit bei weitem nicht der
Funktionsumfang kommerziell verfugbarer Softwaresysteme zur Bearbeitung regional
bezogener Daten realisiert. Diese Geographischen Informationssysteme 10 bieten ne-
ben den sehr weit entwickelten Moglichkeiten zur Darstellung geographischer Daten
in Form von thematischen Karten zum Teil auch Funktionen zur Berechnung von
Gebietsaufteilungen. Hier durften jedoch einfache Heuristiken vorherrschend sein. In
GAMOR dagegen liegt der Schwerpunkt auf der Methodenseite.
3.3.1 Realisierung von GAMOR
Bei der Realisierung von GAMOR waren die folgenden Zielsetzungen wesentlich.
1. Das System soll einen einfachen Zugri auf die implementierten Algorithmen
erlauben. Insbesondere soll es moglich sein, auch viele Probleme in Folge ohne
manuelle Eingrie zu berechnen; dies ist zum Test von Verfahren in der Regel
erforderlich.
2. Das System soll sehr einfach um neue Algorithmen erweitert werden konnen.
Dies ist notwendig, da die Entwicklung von Verfahren und ihre Implementie-
rung Hand in Hand gehen. Insbesondere soll es moglich sein, Verfahren aus
bestehenden Teilen nach dem Baukastenprinzip zusammensetzen zu konnen.
Aus diesen Anforderungen resultierten die folgenden Entscheidungen.
1. Die Steuerung von GAMOR erfolgt uber Kommandoparameter und Parame-
terdateien. Dadurch steht unter dem Betriebssystem UNIX ohne Implementie-
rungsaufwand eine Kontrollsprache in Form von Shellskripten oder auch der
Sprache Perl (Wall et al. [111]) zur Verfugung. Die Realisierung einer Fen-
sterumgebung als Benutzerschnittstelle wurde demgegenuber fur entbehrlich
gehalten.
2. Die Implementierung wurde in der objektorientierten Sprache Eiel (Meyer
[73]) vorgenommen. Durch die durchdachten Konzepte dieser Sprache wird eine
sichere Wiederverwendung fertiger Softwareteile in sehr vorteilhafter Weise un-
terstutzt. Vor allem in spateren Phasen der Arbeit an GAMOR konnte davon
protiert werden; die Implementierung von OR{Verfahren nach dem Bauka-
stenprinzip und in kurzester Zeit war durchaus moglich.
10Eine Marktubersicht und Beurteilung der um das Jahr 1996 in Deutschland verfugbaren Systeme
gibt Wartenberg [112].











Abbildung 3.1: Kleinste Gebietseinheiten des Tafelbeispiels und ihr Nachbarschafts-
graph
3.3.2 Ein Beispiel fur die Verwendung von GAMOR
Im folgenden wird anhand eines
"
Tafelbeispiels\ die Verwendung von GAMOR de-
monstriert. Dazu wird erlautert, wie das gegebene Problem sich darstellen lat, und
wie sich ganz verschiedene Gebietsaufteilungen ergeben konnen, abhangig davon,
welcher Algorithmus ausgewahlt wird.
3.3.2.1 Denition der Problemstellung
Abbildung 3.1 zeigt das aufzuteilende
"
Gebiet\. Die 16 KGE sind Dreiecke oder Qua-
drate. In GAMOR ist der Umri der KGE in Form von Polygonzugen denierbar.
Desweiteren kann zu jeder KGE eine Nummer, ein Name und die Lage eines Zen-
trums,11 das zum Beispiel zur Entfernungsmessung benutzt wird, angegeben werden.
Fur unser Beispiel wurde folgende Datei verwendet.
ANZAHL = 16
f NUMMER = 1 NAME = "A-Dorf"
f (3000,1000) (4000,1000) (4000,2000) (3000,2000) g g
f NUMMER = 2 NAME = "B-Dorf"
f (4000,1000) (5000,2000) (4000,2000) g g
f NUMMER = 3 NAME = "C-Dorf"
11Zentren von KGE haben mit den Bezirkszentren (siehe 3.1.1) nur indirekt zu tun. Das Zentrum
einer KGE ist der Ort, an welchem sie punktformig lokalisiert angenommen wird.
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f (3000,2000) (3000,3000) (2000,3000) g g
f NUMMER = 4
f (3000,2000) (4000,2000) (4000,3000) (3000,3000) g g
f NUMMER = 5
f (4000,2000) (5000,2000) (5000,3000) (4000,3000) g g
f NUMMER = 6
f (2000,3000) (2000,4000) (1000,4000) g g
f NUMMER = 7
f (2000,3000) (3000,3000) (3000,4000) (2000,4000) g g
f NUMMER = 8
f (3000,3000) (4000,3000) (4000,4000) (3000,4000) g g
f NUMMER = 9
f (1000,4000) (2000,4000) (2000,5000) (1000,5000) g g
f NUMMER = 10 ZENTRUM = (2250,4500)
f (2000,4000) (3000,4000) (3000,5000) (2000,5000) g g
f NUMMER = 11
f (3000,4000) (4000,4000) (4000,5000) (3000,5000) g g
f NUMMER = 12
f (4000,4000) (5000,4000) (5000,5000) (4000,5000) g g
f NUMMER = 13
f (2000,5000) (3000,5000) (3000,6000) (2000,6000) g g
f NUMMER = 14
f (3000,5000) (4000,5000) (4000,6000) (3000,6000) g g
f NUMMER = 15
f (2000,6000) (3000,6000) (3000,7000) (2000,7000) g g
f NUMMER = 16
f (3000,6000) (4000,6000) (3000,7000) g g
Das Format ist weitgehend selbsterklarend. Wird fur eine KGE kein Zentrum vorge-
geben, so wird von GAMOR der Schwerpunkt der durch den Polygonzug umschlos-
senen Flache als Zentrum angenommen.12 Das
"
Koordinatensystem\ in GAMOR ist
vereinbarungsgema ein 10000 10000 Quadrat.
In Abbildung 3.1 wird rechts der Nachbarschaftsgraph der KGE gezeigt; die ge-
brochenen Strecken entsprechen den Kanten und verbinden die Zentren der KGE.
Dieser Graph wird in einer eigenen Datei deniert, sie hat folgende Gestalt.
ECKENZAHL=16 11 12 ; 1000 10 13 ; 1000
KANTENZAHL=21 11 14 ; 1000 13 14 ; 1000
1 2 ; 849.837 14 16 ; 849.837 13 15 ; 1000
1 4 ; 1000 3 4 ; 849.837 15 16 ; 849.837
2 5 ; 849.837 3 7 ; 849.837 6 7 ; 849.837
4 5 ; 1000 7 8 ; 1000 6 9 ; 849.837
4 8 ; 1000 7 10 ; 1000 9 10 ; 1000
8 11 ; 1000 10 11 ; 1000
Zu jeder Kante ist ihre Lange angegeben. Diese kann, anders als hier, von der eukli-
dischen Entfernung der Zentren abweichen. So konnen zum Beispiel Straendistan-
12Siehe 7.1.1 fur eine Formel zur Schwerpunktberechnung.
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zen oder Fahrtzeiten in mit GAMOR berechneten Gebietsaufteilungen berucksichtigt
werden.
Die Denition des Nachbarschaftsgraphen in einer separaten Datei ist sinnvoll,
da durchaus mehrere, unterschiedlich bewertete, Graphen zu einer Datei mit KGE{
Daten gehoren konnen.
In einer dritten Datei wird nun das eigentliche Gebietsaufteilungsproblem de-
niert.
KARTENDATEI = "beispiel"
ADJAZENZ NUMMER = 1
ANZAHL BEZIRKE = 5
ELEMFLATTRIBUTE = f 201; 102; 103; 201; 202; 103; 201; 202;
203; 201; 200; 201; 200; 202; 203; 100 g
Die ersten beiden Zeilen dienen der Auswahl von KGE{Daten und des ersten der zu-
gehorigen Nachbarschaftsgraphen. Danach wird die Anzahl der zu bildenden Bezirke
angegeben. In den letzten beiden Zeilen werden die zu den KGE gehorenden Groen-
attribute deniert.13 Sie sind hier so gewahlt, da sie, bis auf eine kleine Storung,
proportional zur Flache der KGE sind.
Die Problemstellung unseres Tafelbeispiels lautet damit:
Teile das Gebiet aus Abbildung 3.1 in funf Bezirke auf, die moglichst
gleiche Flache haben und moglichst kompakt sind.
3.3.2.2 Berechnungsbeispiele mit GAMOR
(Die folgenden Berechnungsbeispiele dienen nur der Demonstration von GAMOR; es
soll nicht der Versuch gemacht werden, die Ideen der in Teil III entwickelten und
dargestellten Algorithmen zu erlautern.)
In einem ersten Versuch rufen wir GAMOR auf:
gamor -p tafelbsp -v1 -n5 -d2
Der Kommandoparameter -v wahlt das Verfahren; hier das mit der Nummer Eins.
Es ist das klassische GEOLINE{Verfahren von Hess und Samuels [51] (siehe 9.2.1).
Der Parameter -n legt die maximale Anzahl der Iterationen fest. Der Parameter -d2
legt fest, da Entfernungen uber kurzeste Wege im Nachbarschaftsgraphen gemessen
werden sollen.14
13In GAMOR werden die KGE als Elementarachen bezeichnet. Diese Benennung verwendet
Hanssmann [48]. Wie das Beispiel zeigt, lat sie sich nicht schon abkurzen und wird deswegen in
dieser Arbeit nicht verwendet.
14Dies ist im GEOLINE{Modell ursprunglich nicht vorgesehen (es werden quadriert{euklidische
Distanzen verwendet); jedoch ist es eine naheliegende Modikation.





























Abbildung 3.2: Gebietsaufteilungen berechnet mit dem GEOLINE{Verfahren und
mit dem Verfahren von Zoltners und Sinha [115].
Die berechnete Gebietsaufteilung ist im linken Teil der Abbildung 3.2 zu sehen.
Die gebildeten Bezirke sind B1 = f1; 4; 5g; B2 = f3; 6; 7; 9g; B3 = f8; 11; 12g; B4 =
f2; 13; 14g und B5 = f10; 15; 16g: Die hell unterlegten Zahlen geben die prozentuale
Abweichung von der mittleren Bezirksgroe an. Das Maximum betragt absolut 10.8%.
Unbefriedigend ist, da zwei Bezirke (B4 und B5) nicht zusammenhangend sind.
Daher machen wir einen zweiten Versuch. Nun verwenden wir Verfahren Nummer
Zwei, es wurde von Zoltners und Sinha [115] vorgeschlagen (siehe 7.3). Das Ergebnis
des Aufrufs
gamor -p tafelbsp -v2 -n5 -d2
ist im rechten Teil von Abbildung 3.2 dargestellt. Es wurden die Bezirke B1 =
f1; 2; 4; 5g; B2 = f3; 6; 7; 9g; B3 = f8; 10; 11; 12g; B4 = f13; 14; 16g und B5 = f15g
berechnet. Nun sind die Bezirke zusammenhangend, (dies ist eine Folge des Ver-
fahrens, vgl. Satz 8.1 auf S. 192), jedoch von sehr ungleicher Groe. Die maximale
Abweichung betragt absolut ungefahr 64% (Bezirk B5).
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Ein dritter Versuch mit dem auf gleichmaiger
Baumzerlegung beruhenden Verfahren nach
Algorithmus 8.2 (S. 203) bringt ein weiteres
Ergebnis. Die Gebietsaufteilung wird berech-
net mit
gamor -p tafelbsp -v7 -m5 -d2
(Der Parameter -m legt eine Maximalzahl
an Iterationen fest.) Diese Losung verein-
bart den Vorteil zusammenhangender Bezir-
ke mit einer maigen Abweichung der Be-
zirksgroen vom Mittel. Die Bezirke sind
B1 = f1; 2; 4; 5g; B2 = f3; 6; 7; 9g; B3 =




















Nachdem in Teil I das Problem der Gebietsaufteilung aus Anwendungssicht darge-
stellt und Aspekte grundlegender Modellbildungen diskutiert wurden, wird in den
folgenden Kapiteln mit der Untersuchung der gleichmaigen Baumzerlegung die Ba-
sis fur neue Algorithmen zur Gebietsaufteilung geschaen.
Dabei ist die Untersuchung breit angelegt. Manche Ergebnisse gehen uber das in
spateren Kapiteln benotigte hinaus. Der Autor ist jedoch der Uberzeugung, da sich
dieser
"
Umweg\ lohnt; aus zwei Grunden:
1. Das Problem der gleichmaigen Baumzerlegung ist in der Literatur haug un-
tersucht worden, und dies vollig losgelost vom Kontext der Gebietsaufteilung.
Es existiert somit das Baumzerlegungsproblem als eigenstandige Fragestellung,
und zu diesem Forschungsfeld soll in Teil II beigetragen werden. Er ist so an-
gelegt, da die bisher aufgeworfenen Fragen nur noch den Hintergrund des
Gedankengangs bilden, man kann die Kapitel 4 bis 6 auch fur sich allein lesen.
2. Je nach personlicher Interessenlage wird der Leser die Untersuchungen zum
Problem der gleichmaigen Baumzerlegung als eher
"
theoretisch\ empnden,
und schnell wieder zur Gebietsaufteilung zuruck kommen wollen. Hierzu ist
zu sagen, da mit der spateren Anwendung der Baumzerlegungsverfahren in
Teil III das Ziel verfolgt wird, dem Thema
"
gleichmaige Baumzerlegung\ ein
Anwendungsfeld hinzuzufugen, das bisher wenig wahrgenommen wurde. Dazu
ist es aber notig, zunachst die Fragestellung der gleichmaigen Baumzerlegung
in einer gewissen Grundlichkeit aufgearbeitet zu haben.
In diesem Kapitel wird die Thematik grundlegend angegangen. Zunachst werden
das allgemeine Baumzerlegungsproblem und geeignete Losungsverfahren diskutiert.
In 4.2 werden Modelle fur das gleichmaige Zerlegen von Baumen vorgestellt, viele
davon sind zuvor in der Literatur untersucht worden. Abschnitt 4.3 erweitert be-
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kannte Ergebnisse zur aus algorithmischer Sicht wichtigen Komplexitatsfrage. Die
Satze in 4.4 haben erganzenden Charakter, hier geht es um Verallgemeinerungen des
Baumzerlegungsproblems auf die Partitionierung von nicht zyklenfreien Graphen.
4.1 Das allgemeine Baumzerlegungsproblem
Zunachst ist es erforderlich, Begrie und Notation einzufuhren, die mit Baumen im
Zusammenhang stehen.
4.1.1 Bezeichnungen
Baume sind Graphen1 mit einer speziellen Struktur: Ist V die Eckenmenge und E
die Kantenmenge, so ist der Graph G = (V;E) ein Baum genau dann, wenn G
zusammenhangend ist und jEj = jV j   1 gilt. Eine aquivalente Denition fur Baume
fordert: G ist zusammenhangend und zyklenfrei. Dies impliziert zum Beispiel, da es
in einem Baum mit jV j  2 stets mindestens zwei Ecken vom Grad eins gibt, wir
bezeichnen solche Ecken als Endecken. Fur den Grad einer Ecke v schreiben wir im
folgenden grad(v).
4.1.1.1 Notation
Sei T = (V;E) ein Baum. Ein Teilbaum T 0 von T ist ein nichtleerer zusammenhangen-
der Subgraph von T , also selbst wieder ein Baum. Wir schreiben hierfur T 0 / T . Ein
Teilbaum T 0 ist eindeutig durch seine Eckenmenge V (T 0) 6= ; bestimmt. Haug
schreiben wir kurz v 2 T 0 anstelle von v 2 V (T 0). Ist V 0 Eckenmenge eines Teilbau-
mes von T , so schreiben wir oft T (V 0) fur diesen, von V 0 induzierten, Teilbaum.
Pfade. Der (eindeutig bestimmte) Pfad P [u; v] von u nach v in einem Baum T
ist die kurzeste Eckenfolge (u = u1; u2; : : : ; uk = v) so da ui und ui + 1 in T
adjazent sind, i = 1; : : : ; k   1.2 Wir betrachten auch den oenen Pfad P (u; v) :=
P [u; v] fu; vg und die sinngema denierten Pfade P [u; v) und P (u; v]. Man beachte,
da P (u; v), P [u; v) und P (u; v] leer sein konnen.
Wurzelbaume. EinWurzelbaum ist ein Baum, in dem eine Ecke v0 2 V alsWurzel
ausgezeichnet ist. Somit kann man durch Festlegung einer Wurzel einen jeden Baum
zum Wurzelbaum machen. Wurzelbaume haben die fur Algorithmen wichtige Eigen-
schaft, da auf der Eckenmenge eine Ordnung besteht. Sie hangt von der Wurzel v0
1Zu graphentheoretischen Begrien in dieser Arbeit siehe S. 229.
2Kantenrichtungen spielen hierbei keine Rolle.
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ab und ist wie folgt deniert:
v v0 u () v 2 P [u; v0]:
Die Wurzel v0 ist das minimale Element bezuglich dieser Ordnung, die maximalen
Elemente werden als Blatter bezeichnet. Ein Wurzelbaum hat also stets mindestens
ein Blatt.
Da man sich Wurzelbaume ublicherweise als an der Wurzel
"
aufgehangt\ vorstellt,
bedeutet v v0 u anschaulich, da v "
uber\ u im Baum liegt. Der Vorganger prev0(v)
von v 6= v0 ist die Ecke direkt uber v, d.h. das erste Element von P (v; v0].
Der in v wurzelnde Teilbaum T v0
v
ist durch die Eckenmenge fu 2 V : v v0 ug
charakterisiert. Die Ecken u 2 T v0
v
  fvg heien Nachfolger von v. Fur die direkten
Nachfolger von v verwenden wir die Bezeichnung Sohne, dies sind die Ecken in Sv0v :=
fu 2 V : v = pre
v0
(u)g. Die Blatter sind also die Ecken ohne Sohne.
Die bezuglich v0 kleinste Ecke v in einem Teilbaum T
0 von T ist eindeutig
bestimmt, wir schreiben v = minv0 V (T
0) und sprechen von v als der Wurzel von
T









  V (T 0):
Hat in einem textlichen Zusammenhang unserer Arbeit ein Baum eine feste Wur-
zel, so verzichten wir bei den auf sie bezugnehmenden Groen auf ihre Nennung, d.h.
wir schreiben v  u, pre(v), Tv, Sv und S(T 0).
In einem Wurzelbaum besteht eine eineindeutige Beziehung zwischen den Kanten
und den von der Wurzel verschiedenen Ecken. Dabei korrespondiert zu jeder solchen
Ecke diejenige Kante, die sie mit ihrem Vorganger verbindet. Ist also v 2 V   fv0g,
so bezeichnen wir mit e(v) die zu v gehorende Kante.3
Kontraktion, Quotienten. Eine in Algorithmen auf Graphen haug benotigte
Operation ist die Kontraktion von Kanten. Fur einen Wurzelbaum T bedeutet die
Kontraktion von e(v), da
 v und e(v) aus T entfernt werden,4
3Man beachte, da wir keinen Bezug auf eine mogliche Kantenrichtung nehmen. Insbesondere
fordern wir nicht, da Kantenrichtung und die Ordnung  in einem Wurzelbaum in Beziehung
zueinander stehen.
4Gewohnlich wird die Kontraktion einer Kante eines Graphen so deniert, da diese Kante
und ihre inzidenten Ecken entfernt und durch eine neue Ecke ersetzt werden. In unserer Deni-
tion ubernimmt pre(v) die Rolle der neuen Ecke. Der algorithmische Vorteil ist, da keine neuen
"
Eckennamen\ berucksichtigt werden mussen.
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 die Kanten zwischen v und seinen Sohnen nun mit pre(v) inzidieren. (Folglich
sind Ecken aus Sv nun Element von Spre(v).)
Der aus der Kontraktion von e = e(v) hervorgehende Wurzelbaum heitQuotient von
T nach e, wir bezeichnen ihn mit T=e oder auch (da e durch v eindeutig bestimmt ist)
mit T=v. Haug werden mehrere Kanten kontrahiert. Ist also V 0  V   fv0g, so ist
T=V
0 der Wurzelbaum, der aus T durch Kontraktion aller Kanten aus fe(v) : v 2 V 0g
hervorgeht. (Die Reihenfolge hat dabei keinen Einu auf das Ergebnis.) Insbesondere
ist auf diese Weise das Resultat T=P [u; v) der Kontraktion eines Pfades P [u; v) mit
u  v deniert. Die triviale Quotientenbildung T=; hat das Ergebnis T .
4.1.1.2 Einige Klassen von Baumen
Fur Baume mit einem speziellen Aufbau werden besondere Bezeichnungen verwendet.
In unserer Arbeit sind die folgenden Baum{Klassen von Interesse.
Ketten: Alle Ecken haben einen Grad von hochstens zwei.
Eine Kette: u u u u u
Sterne: (Hochstens) eine Ecke hat einen Grad groer als eins.












Raupen\: Der Baum enthalt eine Kette und jede Kante inzidiert mit
(mindestens) einer Ecke dieser Kette.















Spinnen: (Hochstens) eine Ecke hat einen Grad groer als zwei.
l-Spinnen, l  1: Eine Spinne mit
"
Beinen\ der Lange l. Genauer:
grad(v) > 2 und grad(u) = 1 =) jP (v; u]j = l:
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d{Baume: Alle Ecken haben haben den Grad d oder den Grad eins. Zusatzlich gibt
es eine
"
zentrale\ Ecke v, so da jP [v; u]j = const fur alle Ecken u mit Grad
eins.

























4.1.2 Problemstellung der Baumzerlegung
Es sei ein Baum T = (V;E) und eine Menge T von Teilbaumen von T gegeben. Die
Elemente von T bezeichnen wir als zulassige Teilbaume. Eine (Baum{)Zerlegung von
T ist eine Menge  = fT 01; : : : ; T
0
s




eine Partition der Eckenmenge V bilden:
V = V (T 01) [    [ V (T
0
s
) V (T 0
i
) \ V (T 0
j
) = ; fur 1  i < j  s:
Wir bezeichnen mit P(T; T ) die Menge aller solcher Zerlegungen.
Das Optimierungsziel bei der Baumzerlegung ist es, eine
"
gunstigste\ Zerlegung
zu bestimmen, in folgendem Sinne: Jeder Teilbaum T 0 2 T sei mit
"
Kosten\ cT 0
bewertet. Die Kosten der Zerlegung  = fT 01; : : : ; T
0
s








Die Aufgabe lautet nun: Bestimme  2 P(T; T ) mit c kleinstmoglich.
Bei den Kosten cT 0 wird man zunachst an reelle Werte denken. Im Hinblick auf
die Anwendungen im Teil III mussen wir hier jedoch verallgemeinern. Wir setzen
lediglich voraus, da die Kosten einem geordneten Monoid entstammen. Dies ist wie
folgt deniert:
Denition 4.1
Das Tripel (M;+;) ist ein geordnetes Monoid, falls gilt:
i. M ist nichtleere Menge,
ii. '+' ist assoziative und kommutative Verknupfung auf M ,
iii. '' ist eine lineare Ordnung5 auf M , und
5Andere Bezeichnungen: totale Ordnung oder vollstandige Ordnung. Sie ist charakterisiert durch
die Axiome (gultig fur alle m1;m2;m3 2 M): Reexivitat (m1  m1), Antisymmetrie (m1 
m2 ^m2  m1 ) m1 = m2), Transitivitat (m1  m2 ^m2  m3 ) m1  m3) und Vergleichbarkeit
(m1  m2 _m2  m1).
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iv. fur alle m1; m2; m3 2M mit m1  m2 gilt m1 +m3  m2 +m3.
Damit konnen wir die im Baumzerlegungsproblem notigen Operationen durchfuhren:
Berechnung der Kosten einer Partition als Summe der Kosten ihrer Teilbaume und
Vergleich von zwei Partitionen hinsichtlich ihrer Kosten.
Bemerkung 4.2 (Komplexitat der Monoid{Operationen)
Aus algorithmischer Sicht ist wichtig, welcher Rechenaufwand mit den Operationen
Addition zweier Elemente und Vergleich zweier Elemente bezuglich der Ordnung in
einemMonoidM verbunden ist. Die uns interessierenden Monoide (siehe 7.2.5) haben
die Eigenschaft, da diese Operationen mit konstantem Aufwand O(1) durchfuhrbar
sind.
Daruberhinaus ist der Aufwand fur die Berechnung der Funktion c : T !M wich-
tig. Fur die von uns betrachteten Monoide ist er typischerweise linear in der Eckenzahl
des Urbild{Teilbaumes. Mit anderen Worten: Die Komplexitat der Berechnung von
cT
0, T 0 2 T , ist O(jV (T 0)j).
Die folgende Denition fat die Ausfuhrungen zusammen.
Denition 4.3 (Allgemeines Baumzerlegungsproblem (BZP))
Gegeben seien
 ein Baum T = (V;E),
 eine Menge T von Teilbaumen von T ,
 ein geordnetes Monoid (M;+;),
 eine Bewertungsfunktion c : T !M .
Problem: Entscheide, ob P(T; T ) 6= ; ist, und bestimme in diesem Fall eine Zerle-
gung  = fT 01; : : : ; T
0
s







Haug tritt das allgemeine Baumzerlegungsproblem mit einer Beschrankung der
Anzahl von Teilbaumen in der gesuchten Partition auf. Es wird gefordert, da jj = p
ist, mit einem p 2 f1; : : : ; jV jg. Wir bezeichnen die Menge aller solcher Zerlegungen
mit Pp(T; T ).
Denition 4.4 (Allgemeines p{Baumzerlegungsproblem (p{BZP))
Gegeben sei eine Instanz des allgemeinen Baumzerlegungsproblems und zusatzlich
ein p 2 f1; : : : ; jV jg.
Problem: Entscheide, ob Pp(T; T ) 6= ; ist, und bestimme in diesem Fall eine Zerle-
gung  = fT 01; : : : ; T
0
p







Die Denitionen 4.3 und 4.4 sind in dieser Form bisher wohl nicht in der Literatur
zu nden. Jedoch wurden ahnliche Probleme untersucht; zum Beispiel das Packen
4.1 Das allgemeine Baumzerlegungsproblem 55
von Teilbaumen (Aghezzaf et al. [1], Barany et al. [9]; siehe auch Magnanti und
Wolsey [65, Kap. 7]), oder das allgemeine Baumzerlegungsproblem mit reellwertiger
Kostenfunktion c (Shaw [99]; vgl. 4.1.4).
4.1.3 Losung mit dynamischer Programmierung
4.1.3.1 Losung des allgemeinen BZP
Zur Losung des allgemeinen Baumzerlegungsproblems bietet sich die Methode der dy-
namischen Programmierung an6. Sie ist ein gerne gewahlter Ansatz fur Optimierungs-
probleme, denen eine Baumstruktur zugrundeliegt.7 Ihre Idee ist, die Optimallosung
fur das betrachtete Problem aus den Losungen von Teilproblemen zusammenzuset-
zen. Voraussetzung ist demnach, da das sogenannte Optimalitatsprinzip gilt: Es gibt
Optimallosungen des Gesamtproblems, die aus Optimallosungen von Teilproblemen
aufgebaut sind. Da dies fur unser allgemeines Baumzerlegungsproblem der Fall ist,
werden wir im folgenden sehen.
Die Teilprobleme des allgemeinen BZP bestehen in der Aufgabe, Teilbaume von
T optimal zu zerlegen. Hierbei mussen nicht alle Teilbaume betrachtet werden. Ande-
rerseits ist es notig, die zu untersuchenden Teilbaume in eine Bearbeitungsreihenfolge
zu bringen. Beides wird erreicht, indem durch Auszeichnung einer (beliebigen) Ecke
v0 2 V als Wurzel der Baum T zu einem Wurzelbaum gemacht wird. Die dadurch
denierten Teilbaume T v0v , v 2 V , werden nach abnehmender Ordnung v0 der Ecken
v bearbeitet, mit anderen Worten, von den Blattern zur Wurzel.
Zur genauen Darstellung der Vorgehensweise fuhren wir einige Bezeichnungen ein.
Wir gehen dabei von einer festgelegten Wurzel v0 in T aus und beziehen uns nicht
mehr explizit auf sie. Es sei
Tv := fT
0 2 T : v 2 T 0 und v  u fur alle u 2 T 0g (4.1)
die Menge der zulassigen Teilbaume, die in v wurzeln. Die Tv, v 2 V , bilden also eine





Dies ist die Menge der zulassigen Teilbaume von Tv. Oenbar gilt T v0 = T .
Das Teilproblem fur den Teilbaum Tv lautet nun:
Entscheide, ob P(Tv; Tv) nicht leer ist und bestimme in diesem Fall eine
gunstigste Zerlegung von Tv.
6Eine ausfuhrliche Darstellung der dynamischen Programmierung gibt Ibaraki [55, Kap. 6,7]
7Aghezzaf und Wolsey [2] und Barany et al. [9] losen dem allgemeinen BZP ahnliche Problem-
stellungen mit dynamischer Programmierung.
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Um die erste Moglichkeit, da es keine Zerlegung von Tv in zulassige Teilbaume
gibt, in einer kompakten Formulierung der dynamischen Programmierung beruck-
sichtigen zu konnen, erweitern wir das Monoid M um ein Symbol1 mit den Eigen-
schaften
i. m 6=1 fur alle m 2M ,
ii. m <1 fur alle m 2M , und
iii. m+1 =1 fur alle m 2 M [ f1g.
Die optimalen Kosten zu einem Teilproblem sind damit gegeben durch
C(v) :=
8<
:1 falls P(Tv; Tv) = ;;minfc :  2 P(Tv; Tv)g sonst: (4.2)
Das allgemeine Baumzerlegungsproblem (fur T ) besteht in der Berechnung von C(v0)
und, falls C(v0) <1, in der Bestimmung eines entsprechenden  2 P(T; T ).
Dazu werden die C(v) in der folgenden Weise im Baum aufsteigend berechnet:
Proposition 4.5 (Rekursion fur das allgemeine BZP)
Es sei v 2 V und fur alle u 2 Tv, u 6= v sei C(u) bereits berechnet. Dann gilt die
Rekursionsgleichung
C(v) = minfcT 0 +
X
u2S(T 0)
C(u) : T 0 2 Tvg: (4.3)
Beweis. Die Aussage folgt aus den Eigenschaften des Monoids M , insbesondere iv.,
in Denition 4.1. 
Proposition 4.5 bringt das Optimalitatsprinzip zum Ausdruck: Eine optimale Zerle-
gung von T ist aus optimalen Zerlegungen von Teilbaumen von T zusammengesetzt.
Es ergibt sich unmittelbar das folgende Verfahren zur Berechnung einer optimalen
Zerlegung .
Algorithmus 4.1 Losung des allgemeinen Baumzerlegungsproblems
Input: allgemeines BZP gema Denition 4.3
Output: optimale Zerlegung  oder
"
keine zulassige Zerlegung\
1: procedure Rechne vorwarts begin
2: for all v 2 V von den Blattern zur Wurzel do
3: Berechne C(v) gema (4.3)
4: if C(v) <1 then T (v) sei minimierend in (4.3) end if
5: end for
6: end
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7: procedure Rechne ruckwarts begin
8: if C(v0) <1 then
9: 0 := fT (v0)g;  := ;
10: while 0 6= ; do
11: Wahle T 0 2 0
12:  :=  [ fT 0g; 0 := 0   fT 0g [ fT (v) : v 2 S(T 0)g
13: end while







Bemerkung 4.6 (Komplexitat des allgemeinen Baumzerlegungsproblems)
Der Aufwand zur Losung des allgemeinen BZP besteht darin, jV j{mal das Optimie-
rungsproblem (4.3) zu losen. Dessen Eigenschaften sind somit ausschlaggebend fur
die Komplexitat eines Baumzerlegungsproblems. Ist zum Beispiel jT j polynomial in
der Groe der Problembeschreibung, so ist das allgemeine BZP polynomial losbar.
Dies ist insbesondere der Fall, wenn T explizit in der Problembeschreibung gegeben
ist.
Ein anderer interessanter Fall polynomialer Losbarkeit sind Ketten, wie die nach-
ste Proposition zeigt. Dagegen ist das allgemeine BZP fur Sterne NP{schwer. (Pro-
position 4.8)
Proposition 4.7 (Polynomialitat des allgemeinen BZP fur Ketten)
Es gelte Bemerkung 4.2 uber die Komplexitat der Operationen bezuglich des Monoids
M . Ferner sei fur jeden Teilbaum T 0 von T mit Aufwand O(jV (T 0)j) die Zugehorigkeit
zu T entscheidbar. Dann ist der Aufwand zur Losung des allgemeinen BZP fur Ketten
O(jV j3).
Beweis. Wir konnen annehmen, da eine Ecke vom Grad eins als Wurzel ausge-
zeichnet ist. Dann ist jTvj  jV (Tv)j  jV j fur alle v 2 V , daher sind in (4.3)




u2S(T 0) C(u) mit Aufwand O(jV (T
0)j) berechnet werden. 
Proposition 4.8 (Allgemeines BZP fur Sterne)
Das allgemeine BZP ist fur die Baumklasse der Sterne NP{schwer.
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Beweis. Wir geben eine Transformation des (NP{schweren) Rucksackproblems 8 auf
ein BZP mit sternformigem Baum T .








wi  b; I  f1; : : : ; ngg
gegeben. Sei T ein Stern mit n + 1 Ecken 0; 1; : : : ; n, wobei 0 die zentrale Ecke sei.
Setze w0 := 0 und




Fur T 0 2 T gibt es die beiden Moglichkeiten T 0 = (fig; ;) fur ein i 2 f1; : : : ; ng oder
0 2 T 0. Das Monoid M seien die reellen Zahlen R mit der gewohnlichen Addition









ci 0 2 T
0
:
Sei T 0 der Teilbaum in einer optimalen Zerlegung von T , der die Ecke 0 enthalt. Es
ist einfach zu sehen, da die Indizes der zu 0 adjazenten Ecken in T 0 eine optimale
Losung des Rucksackproblems bilden. 
4.1.3.2 Losung des allgemeinen p{BZP
Wir wenden uns nun der Losung des p{Baumzerlegungsproblems zu. Hierbei ist die
Vorgehensweise analog zu den bisherigen Ausfuhrungen. Jedoch vergroert die zusatz-
liche Bedingung, da nur Zerlegungen von T in p Teilbaume zulassig sind, den Umfang
der zu betrachtenden Teilprobleme. Sei
qv := minfp; jV (Tv)jg
fur v 2 V ; fur 1  q  qv denieren wir
C(v; q) :=
8<
:1 falls Pq(Tv; Tv) = ;;minfc :  2 Pq(Tv; Tv)g sonst:
Dies ist der optimale Losungswert fur das Zerlegen von Tv in q Teilbaume.
8Rucksackprobleme gehoren zu den bekanntesten Problemen der Kombinatorischen Optimie-
rung. Eine umfassende Darstellung bringt die Monographie von Martello und Toth [70]. Die neuesten
Entwicklungen lassen sich zum Beispiel aus Martello et al. [69] entnehmen.
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Proposition 4.9 (Rekursion fur das allgemeine p{BZP)
Sei v 2 V und fur u 2 Tv, u 6= v und q
0 2 f1; : : : ; qug sei C(u; q
0) bereits berechnet.
Dann ist











= q   1; 1  q0
u
 qug: (4.4)
Bei der Losung des Optimierungsproblems (4.4) sind nun nicht mehr nur die
T
0 2 Tv zu betrachten, sondern es ist zusatzlich eine optimale "
Aufteilung\ der
Teilbaum{Anzahl q   1 auf die unterhalb von T 0 wurzelnden Teilbaume zu nden.
Algorithmus 4.2 Losung des allgemeinen p{Baumzerlegungsproblems
Input: allgemeines p{BZP gema Denition 4.4
Output: optimale Zerlegung  oder
"
keine zulassige Zerlegung\
1: procedure Rechne vorwarts begin
2: for all v 2 V von den Blattern zur Wurzel do
3: for all q 2 f1; : : : ; qvg do
4: Berechne C(v; q) gema (4.4)
5: if C(v; q) <1 then
6: T (v; q) und fq
u





11: procedure Rechne ruckwarts begin
12: if C(v0; p) <1 then
13: 0 := f(T (v0; p); p)g;  := ;
14: while 0 6= ; do
15: Wahle (T 0; q0) 2 0
16:  :=  [ fT 0g
17: v0 := min V (T
0); 0 := 0   f(T 0; q0)g [ fT (u; q
u
(v0; q0)) : u 2 S(T 0)g
18: end while







Beim Ruckwartsrechnen werden in der Hilfsmenge 0 gegenuber Algorithmus 4.1
nun Paare (T 0; q0) festgehalten, wobei T 0 ein Teilbaum in der optimalen Partition 
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ist und q0 die Anzahl Teilbaume, in die Tv0 zerlegt werden mu (v
0 die Wurzel von
T
0).
Bemerkung 4.10 (Komplexitat des allgemeinen p{BZP)
Auch fur das allgemeine p{Baumzerlegungsproblem gilt: Ist jT j polynomial in der
Problembeschreibung, so ist das p{BZP polynomial. Dies erfordert allerdings, da
zu jedem T 0 im Optimierungsproblem (4.4) die optimalen q0
u
, u 2 S(T 0), uber eine
weitere dynamische Programmierung berechnet werden. Wir skizzieren dies kurz:
Optimale q0
u
bei festem T 0 in (4.4): Sei T 0 2 Tv fest in (4.4). Sei S(T 0) =








qi = q   1; 1  qi  qi
zu losen. Dazu denieren wir








; 1  qi  qig
fur 1  l  k und l  q0  q  1  (k  l). Gesucht ist somit ~C(k; q  1). Es lat sich
mittels der Rekursionsformel
~C(l; q0) = minfC(ul; q
00) + ~C(l   1; q0   q00) : q00 durchlauft alle relevanten Werteg
berechnen. Sie ist verankert in
~C(1; q0) = C(u1; q
0); 1  q0  q   1  (k   1):
Die optimalen qi werden durch Ruckwartsrechnung bestimmt.
Der Aufwand fur die Berechnung von ~C(k; q   1) ist O(qk) = O(pjV j). Somit
lat sich (4.4) polynomial losen, wenn jTvj polynomial ist. Im Fall von Ketten ist
jS(T 0)j  1,9 deshalb ist (4.4) besonders einfach losbar:
Proposition 4.11 (Polynomialitat des allgemeinen p{BZP fur Ketten)
Unter den Voraussetzungen wie in Proposition 4.7 ist der Aufwand zur Losung all-
gemeinen p{BZP fur Ketten O(pjV j3).
Beweis. Der Aufwand zur Losung von (4.4) ist O(jV (Tv)j2), fur jeden Teilbaum T 0 2
Tv mu cT 0 berechnet werden und jS(T 0)j  1. Ferner mu (4.4) O(pjV j){mal gelost
werden. 
9Wir konnen o.B.d.A. annehmen, da eine Endecke als Wurzel gewahlt ist.
4.1 Das allgemeine Baumzerlegungsproblem 61
Bemerkung 4.12 (Allgemeines p{BZP fur Sterne)
Ist ein spezielles BZP NP{schwer, so gilt dies auch fur das zugehorige p{BZP, in
welchem die zulassigen Zerlegungen auf solche mit p Teilbaumen beschrankt sind.
Somit folgt aus Proposition 4.8 unmittelbar, da das allgemeine p{BZP fur Sterne
NP{schwer ist.
4.1.4 Losung mit Spaltenerzeugung
Die Entwicklung von Algorithmen fur kombinatorische Optimierungsprobleme, die
auf der Formulierung eines solchen Problems als (gemischt{ganzzahliges) lineares
Programm beruhen, hat sich als auerordentlich erfolgreicher Ansatz erwiesen. Da-
her ist es naheliegend, auch fur das allgemeine Baumzerlegungsproblem diese Vor-
gehensweise zu untersuchen. Die im folgenden dargestellten Uberlegungen beziehen
sich zum groen Teil auf die Arbeit von Shaw [99], und ahnliche Darstellungen in
Shaw [100] und Cho und Shaw [23]. Implizit ist dieses Material bereits in den umfas-
senderen Arbeiten von Barany et al. [9] und Aghezzaf et al. [1] enthalten (siehe auch
Magnanti und Wolsey [65, Kap. 7]).
4.1.4.1 BZP als lineares Programm und Spaltenerzeugung
Zunachst ist die Voraussetzung zu machen, da das Monoid M in Denition 4.3 die
Menge der reellen Zahlen R ist, ausgestattet mit der ublichen Addition und Ordnung.
Fur jeden Teilbaum T 0 2 T sei a(T 0) 2 f0; 1gn, n = jV j, der Inzidenzvektor von V (T 0)
in V , also
a(T 0)v =
8<
:1 v 2 V (T
0);
0 sonst;
fur v 2 V .
Mit Hilfe der 0{1{Matrix A = (a(T 0) : T 0 2 T ), deren Spalten durch die a(T 0)







xT 0 unter Ax = 1; x 2 f0; 1g
jT j
: (4.5)
Die zulassigen Zerlegungen von T sind eindeutig durch die zulassigen Losungen x
dieses Modells charakterisiert.
Die Matrix A ist eine sogenannte Knoten{Teilbaum{Inzidenzmatrix, also eine Ma-
trix, deren Spalten Ecken{Inzidenzvektoren von Teilbaumen eines (festen) Baumes
sind. Set{partitioning (und set{packing) Probleme mit einer solchen Matrix haben
10Siehe zum Beispiel Nemhauser und Wolsey [79, S. 6] fur eine Einfuhrung grundlegender kom-
binatorischer Optimierungsprobleme
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die hier wesentliche Eigenschaft, da sie durch ihre lineare Relaxation vollstandig
beschrieben sind.
Satz 4.13 ([65, Th. 7.1])
Ist A eine Knoten{Teilbaum{Inzidenzmatrix, so sind alle Extremalpunkte des Poly-
eders PA = fx 2 Rt : Ax  1; x  0g ganzzahlig. (t = jT j ist die Anzahl der Spalten
von A.)
Die Aussage ubertragt sich unmittelbar auf die Seite fx 2 Rt : Ax = 1; x  0g von








xT 0 unter Ax = 1; x  0 (4.6)
lost das allgemeine BZP.
Es stellt sich nun die Frage, ob diese theoretisch interessante und ansprechende Aus-
sage algorithmisch ausgenutzt werden kann. Zunachst ist klar, da eine naive Losung
von (4.6) zum Beispiel mit dem Simplex{Verfahren nicht in Frage kommt, denn dieses
lineare Programm hat im allgemeinen sehr viele Spalten. Typischerweise ist fur ein
BZP die Menge T der zulassigen Teilbaume nicht explizit gegeben, sondern durch
gewisse Bedingungen charakterisiert. Dann ist ein exponentielles Anwachsen von jT j
in der Groe der Problembeschreibung der Normalfall.
Es ist eine ubliche Vorgehensweise, lineare Programme mit sehr vielen, implizit
beschriebenen Spalten, uber ein Spaltenerzeugungsverfahren zu losen. Der Gedanke
dabei ist, da nur wenige der Spalten zu einer optimalen Basis gehoren und da es
dann genugt, ein eingeschranktes lineares Programm mit diesen Spalten zu losen.
Wir stellen die Vorgehensweise am Beispiel des linearen Programms (4.6) dar.
Das Verfahren der Spaltenerzeugung. Sei A0 eine Matrix, deren Spalten eine
(i. allg. kleine) Teilmenge der Spalten von A sind und T 0 die diesen Spalten entspre-






xT 0 unter A
0
x = 1; x  0 (4.7)
zum Master Problem (MP) (4.6) gelost. Seien v, v 2 V , optimale Dualvariablen zu





a(T 0)vv  0 fur alle T
0 2 T   T 0
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gilt. Diese Bedingung bedeutet, da die reduzierten Kosten aller in RMP unberuck-
sichtigten Spalten nichtnegativ sind. Um sie zu verizieren, wird das Subproblem
(SP)





0 2 T g (4.8)
gelost. Ist   0, so ist MP gelost, andernfalls wird der Inzidenzvektor des in SP
optimalen Teilbaumes den Spalten von A0 hinzugefugt und dann RMP reoptimiert.
Die Vorgehensweise, das BZP mit Hilfe von (4.6) und Spaltenerzeugung zu losen,
erscheint attraktiv. Denn das Problem, eine optimale Baumzerlegung zu nden,
ist damit im wesentlichen zuruckgefuhrt auf mehrfaches Losen von (4.8), die Be-
stimmung eines optimalen Teilbaumes; hinzu kommen Iterationen des Simplex{
Verfahrens, die unproblematisch sind.
Konsequent umgesetzt wird diese Idee von D. X. Shaw. Er verfeinert das dar-
gestellte Spaltenerzeugungsverfahren, indem er die spezielle Struktur der Matrix A
fur das BZP ausnutzt, und entwickelt ein sog. limited column generation Verfahren.
Dieses Verfahren wird in mehreren Publikationen dargestellt (Cho und Shaw [23],
Shaw, [99], Shaw, [100]) und dabei algorithmisch fur die Losung spezieller BZPe zum
Einsatz gebracht. Deshalb soll hier naher darauf eingegangen werden.
Es sei jedoch vorweggenommen, was die Erkenntnis daraus sein wird: Limited
column generation nach Shaw ist nichts anderes als die Dynamische Programmierung
gema Algorithmus 4.1. Diese Tatsache, die aus einem einfachen Zusammenhang
zwischen den C(v) in Algorithmus 4.1 und den Dualvariablen v in RMP folgt, geht
zum Beispiel aus Magnanti und Wolsey [65, Seite 578, Bemerkung (ii)] hervor.
Warum Shaw seinen Lesern den naheliegenden Algorithmus 4.1 vorenthalt und
sie den
"
Umweg\ uber (4.6) und das limited column generation Verfahren fuhrt,
bleibt unklar. Die Aquivalenz der Verfahren an sich ist ein interessanter Punkt, der
Erwahnung verdient. Shaw vermittelt jedoch den Eindruck, mit limited column ge-
neration sei algorithmisch eine Neuentwicklung erfolgt.11 Dies ist nicht der Fall.
4.1.4.2 Limited Column Generation nach Shaw
Wir folgen der Darstellung in Shaw [100]. Zunachst wird die Matrix A0 als Einheits-
matrix initialisiert. Es wird somit die Voraussetzung gemacht, da fur alle v 2 V die
Teilbaume (fvg; ;) zulassig sind. (Dies kann ggf. durch Festlegung von sehr hohen
Kosten fur diese Teilbaume erreicht werden.) Die optimalen Dualvariablen in RMP
11Zum Beispiel in Cho und Shaw [23, S. 318]: Our computational experiments indicate that the
Limited Column Generation is a very eÆcient approach for these models. Man beachte auch den
Titel der Arbeit Shaw [100].
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sind dann durch v = c(fvg; ;) gegeben. Ferner wird der Baum T durch Auszeichnung
einer Wurzel geordnet.
Shaws Uberlegung ist es, in den Iterationen des Spaltenerzeugungsverfahrens beim
Losen des Subproblems (4.8) nicht alle Spalten zu den Teilbaumen in T zu betrachten,









0 2 Tvg: (4.9)
(Tv ist in (4.1) deniert, man beachte Tv 6= ;.) Dies bezeichnet Shaw als die locally
most violated (LMV) reduzierten Kosten. Sie werden fur alle Ecken v 2 V von den
Blattern zur Wurzel berechnet, wobei jeweils die Matrix A0 aktualisiert und RMP
neu gelost wird. Dabei andert sich nur der Wert der einen Dualvariable v,




Es ist also nicht notig, zur Optimierung von RMP ein explizites Simplex{Verfahren
heranzuziehen.
Algorithmus 4.3 Limited column generation, [100, S. 373]
1: A0 := I
2: v := c(fvg; ;), v 2 V
3: for all v 2 V von den Blattern zur Wurzel in T do
4: 
v








6: ersetze die zu (fvg; ;) gehorende Spalte von A0 durch den Inzidenzvektor
eines optimalen Teilbaumes in der Berechnung von 
v
.





Satz 4.15 ([100, Th. 1])
Algorithmus 4.3 lost das lineare Programm (4.6).
Der Beweis ist recht einfach durch vollstandige Induktion zu fuhren. Fur uns von
Interesse ist die bereits angekundigte Aquivalenz der Algorithmen 4.1 und 4.3, die
sich aus dem folgenden Satz ergibt.
Satz 4.16
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Die Berechnung der LMV reduzierten Kosten (4.9) ist aquivalent zur Rekursionsglei-
chung (4.3) der dynamischen Programmierung.
Beweis. Ist v ein Blatt, so ist Tv = f(fvg; ;)g und damit v = 0. Somit gilt v =
c(fvg; ;) am Ende der Iteration zu v in Algorithmus 4.3. Andererseits ist oensichtlich
C(v) = c(fvg; ;).
Sei v kein Blatt und (4.11) gelte fur alle v0  v. Algorithmus 4.3 stehe am Beginn
der Iteration zu v. Dann ist fur T 0 2 Tv
X
v02T 0
















































C(u) : T 0 2 Tvg;
was bis auf die Konstante  v das Optimierungsproblem (4.3) ist. Dies zeigt die
zweite Behauptung des Satzes. Es ist also 
v
=  v + C(v): Oenbar ist v  C(v)
(man beachte (fvg; ;) 2 Tv in (4.3)) und damit v  0.
Ist 
v
negativ, so erhalten wir (4.11) durch Einsetzen von 
v
in die Aktualisie-
rungsvorschrift (4.10), die in Zeile 7 von Algorithmus 4.3 ausgefuhrt wird.
v := v + 

v




Andernfalls wird v nicht verandert und ist






4.1.4.3 p{BZP als 0{1{Programm
Wir stellen die Frage, ob sich die Uberlegung, BZP als lineares Programm mit Spal-
tenerzeugung zu losen, auch auf das allgemeine p{BZP ubertragen lat. Wie in Ab-
schnitt 4.1.4.1 machen wir die Voraussetzung, da das Monoid M in Denition 4.4
durch R gegeben ist. Mit der Matrix A erhalten wir die folgende Formulierung von






xT 0 unter Ax = 1; 1x = p; x 2 f0; 1g
jT j
: (4.12)
Wegen der Zusatzbedingung gilt hier jedoch kein Korollar 4.14 entsprechender Satz.
Vielmehr hat der Polyeder
PA;p = fx 2 R
t : Ax = 1; 1x = p; x  0g
im allgemeinen nichtganzzahlige Extremalpunkte.
Beispiel 4.1




1 1 1 0 0
1 1 0 1 0
1 0 0 0 1
1
CA
ist eine Knoten{Teilbaum{Inzidenzmatrix fur T . Der Polyeder fAx = 1; x  0g hat
nur die ganzzahligen Extremalpunkte (man beachte Satz 4.13)
(1; 0; 0; 0; 0); (0; 1; 0; 0; 1) und (0; 0; 1; 1; 1):
Dagegen hat PA;2 die Extremalpunkte

















xT 0 unter Ax = 1; 1x = p; x  0 (4.13)
im allgemeinen nur eine untere Schranke fur den optimalen Wert von (4.12) liefert.
Fur die Berechnung einer optimalen Losung von (4.12) kann ein Verzweigungsverfah-
ren (Branch&Bound) eingesetzt werden. In der Regel wird es notig sein, dabei die zu
den Knoten des Suchbaumes gehorenden linearen Relaxationen der Form (4.13) nicht
explizit, sondern implizit mit Spaltenerzeugung zu losen. Diese Technik ist unter dem
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Namen Branch&Price bekannt, siehe zum Beispiel Barnhart et al. [10]. Als Beson-
derheit sei erwahnt, da ein Verzweigen uber die beiden Aste xT 0 = 0 und xT 0 = 1 fur
eine Variable xT 0 mit gebrochenem Wert in der Optimallosung von (4.13) ungeeignet
ist und andere Verzweigungsschemata herangezogen werden mussen.12
4.2 Modelle fur gleichmaige Baumzerlegung
Nachdem wir das Baumzerlegungsproblem in einer allgemeinen Form eingefuhrt und
untersucht haben, wenden wir uns der gleichmaigen Baumzerlegung zu. Dabei han-
delt es sich um spezielle Baumzerlegungsprobleme, die sich fast durchgangig als Pro-
bleme vom Typ BZP oder p{BZP herausstellen werden.
Die Idee der gleichmaigen Baumzerlegung ist einfach. Der Baum T ist mit nicht-
negativen Eckengewichten versehen; Teilbaume erhalten ein Gewicht, das als Summe
der Gewichte ihrer Ecken deniert ist. T soll so zerlegt werden, da alle Teilbaume
moglichst gleichschwer sind.
Wir gehen von einem eckengewichteten Baum T = (V;E; w) aus. Die Abbildung
w : V ! R0 ordnet jeder Ecke v 2 V ein nichtnegatives Gewicht wv zu. In additiver






zuschreiben. Es sollen Zerlegungen  = fT 01; : : : ; T
0
s
g bestimmt werden, fur welche die
Gewichte wT 01; : : : ; wT
0
s
moglichst gleich gro sind.
Die Quantizierung des Terms
"
moglichst gleich gro\ kann auf ganz unterschied-
liche Weise vorgenommen werden. Die uns wesentlich erscheinenden Modellbildungen
sollen im folgenden vorgestellt werden (siehe 4.2.2). Viele davon sind auch in der Li-
teratur zu nden.
4.2.1 Ein Klassikationsschema fur Baumzerlegungsproble-
me
Um zu einer ubersichtlichen und einheitlichen Benennung der Modelle zu kommen,
fuhren wir ein Klassikationsschema ein. Es ist an die von Problemen der Ablaufpla-
12Die Bedingung xT 0 = 0 im Spaltenerzeugungs{Subproblem (4.8) zu berucksichtigen, heit,
den Teilbaum T 0 unter den moglichen Losungen von (4.8) auszuschlieen. Ware gerade er die
Optimallosung, mute die nachstbeste Losung bestimmt werden. Dadurch wird die Struktur des
Problems (4.8) zerstort. (Das Berechnen der k{besten Losung eines Optimierungsproblems ist im
allgemeinen deutlich schwieriger, als die Bestimmung der Optimallosung.)
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nung13 bekannte Notation angelehnt. Das Schema besteht aus vier Positionen in der
Form
Position 1 / Position 2 / Position 3 / Position 4
deren Bedeutung im folgenden ausgefuhrt wird.
Position 1 ist der Typ des zu zerlegenden Graphen. Im wesentlichen behandeln wir
das Zerlegen von Baumen, doch lassen sich die Modelle zumeist auch fur das Zerlegen
eines zusammenhangenden Graphen in zusammenhangende Subgraphen formulieren.
Beispiele fur Eintrage sind
T Ein Baum ist in Teilbaume zu zerlegen.
G Ein zusammenhangender Graph ist in zusammenhangende volle Subgraphen14
zu zerlegen.
P Ein zusammenhangender planarer Graph ist zu zerlegen wie bei G.
Position 2 sind gegebenenfalls Restriktionen, die die Menge T der zulassigen
Teilbaume charakterisieren. Beispiele fur Eintrage sind
L Das Gewicht aller Teilbaume (bzw. Subgraphen) in der Zerlegung ist nach unten
beschrankt.
U Wie L, Beschrankung nach oben.
Zent Eine Teilmenge Z  V ist als Zentren ausgezeichnet. Jeder Teilbaum (bzw.
Subgraph) mu genau ein Zentrum enthalten.15
2-Zent Wie Zent, jedoch bilden die Menge Z der Zentren und die restlichen Ecken
V   Z eine 2{Farbung des Baumes (bzw. Graphen); alle Kanten verlaufen
zwischen Z und V   Z.
Ist in der Problemstellung keine Beschrankung an die Menge der zulassigen Teilbaume
vorhanden, kennzeichnen wir dies durch einen
"
\ in Position 2.
Position 3 sind gegebenenfalls Restriktionen, welche die zulassigen Zerlegungen
beschreiben. Der Eintrag p bedeutet, da nur Zerlegungen mit p (nichtleeren) Teil-




13Fur Scheduling{Probleme siehe zum Beispiel Blazewicz et al. [16] und Pinedo [89].
14Ein voller Subgraph ist durch eine Teilmenge der Ecken und alle zwischen diesen Ecken verlau-
fenden Kanten deniert.
15Diese und die folgende Restriktion ist durch die Anwendungen in der Gebietsaufteilung moti-
viert.
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Position 4 ist die Zielsetzung des Modells, das heit, die Angabe der Zielfunktion.
Beispiele fur Eintrage sind
minimax Das Gewicht des schwersten Teilbaumes (bzw. Subgraphen) in der Zer-
legung ist zu minimieren.
maximin Das Gewicht des leichtesten Teilbaumes (bzw. Subgraphen) ist zu maxi-
mieren.
 Die Dierenz zwischen dem Gewicht des schwersten und dem des leichtesten
Teilbaumes ist zu minimieren.
k:k Sei  ein vorgegebener Wert, den die Gewichte der Teilbaume (bzw. Sub-
graphen) in der Zerlegung moglichst gut approximieren sollen. Dazu denie-
ren wir zu einer Zerlegung  = fT 01; : : : ; T
0
s
g den Vektor Æ(; ) := (wT 01  
; : : : ; wT
0
s
  ). Seine Komponenten sind die Dierenzen zwischen tatsachli-
chem und gewunschtem Gewicht der Teilbaume. Zielsetzung ist nun, eine Zer-
legung zu nden, welche fur gegebenes 1    1 die {Norm von Æ minimiert.
Dabei ist die {Norm eines Vektors x = (x1; : : : ; xs) wie ublich deniert durch








1   <1;
maxi=1:::s jxij  =1:
Fur  = 1 ergibt sich zum Beispiel die Minimierung der totalen (absoluten)
Abweichung der Teilbaum{Gewichte von , fur  = 1 die Minimierung der
maximalen Abweichung von .
max jj Die Anzahl der Teilbaume in der Zerlegung ist zu maximieren.
min jj Die Anzahl der Teilbaume ist zu minimieren.
9 Es handelt sich um ein Entscheidungsproblem, das heit, es ist gefragt, ob eine
Zerlegung mit den durch Position 2 und 3 spezizierten Eigenschaften existiert.
Bezug auf mehrere Problemstellungen. Nimmt eine Aussage auf mehrere Pro-
blemstellungen Bezug, kann dies naturlich dadurch geschehen, da sie alle in der
soeben eingefuhrten Notation aufgezahlt werden. Doch kann dies umstandlich sein,
wenn es sich um viele Probleme handelt. Deshalb lassen wir die Moglichkeit zu, an
den Positionen 1 bis 4 Alternativen anzugeben, die in Klammern [: : :] gesetzt sind.
So ist zum Beispiel [P; T ]=  =[; p]=9 gleichbedeutend mit der Aufzahlung der vier
(trivialen) Entscheidungsprobleme P=  =  =9, P=  =p=9, T=  =  =9 und T=  =p=9.
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4.2.2 Probleme der gleichmaigen Baumzerlegung
Die folgende Darstellung von Problemen der gleichmaigen Baumzerlegung dient
einem dreifachen Ziel.
1. Eine kurze verbale Beschreibung soll die jeweilige Fragestellung verdeutlichen.
2. Es soll gezeigt werden, da die Probleme bis auf wenige Ausnahmen allgemeine
Baumzerlegungsprobleme im Sinne von Abschnitt 4.1 sind.
3. Wir geben Hinweise, ob und wo das jeweilige Problem in der Literatur auf-
taucht.
Eine Ubersicht der Problemstellungen gibt Tabelle 4.1 auf Seite 73.
Als Bemerkung zum zweiten Punkt sei gesagt, da die auftretenden Monoide
(vgl. Denition 4.1) (ausschlielich) M = (R;+;) und M = (R;max;) sind. Das
erste ist die Menge der reellen Zahlen, versehen mit ihrer gewohnlichen Addition und
Ordnung. Das zweite Monoid ist die Menge der reellen Zahlen, wobei das Ergebnis der
(Monoid{)Addition zweier Zahlen als ihr Maximum in R deniert ist; die Ordnung
ist die gewohnliche Ordnung in R.
Maximin/Minimax{Probleme. Der Baum T = (V;E; w) soll so in p Teilbaume
zerlegt werden, da das Gewicht des leichtesten Teilbaumes maximiert bzw. das
Gewicht des schwersten Teilbaumes minimiert wird. In unserer Klassikation sind
dies die Probleme T=  =p=maximin und T=  =p=minimax. Es sind allgemeine p{
Baumzerlegungsprobleme (siehe Denition 4.4): Setze T = fT 0 : T 0 / Tg, M =
(R;max;) und cT 0 =  wT bzw. cT 0 = +wT . Problem T= =p=maximin wird unter-
sucht in Frederickson [38] und in Perl und Schach [87]. T==p=minimax ist Gegenstand
von Becker et al. [13] und von Perl und Vishkin [88] und wird in Frederickson [38]
erwahnt.
Minimierung der Abweichung von Zielgewichten. Das erste Problem die-
ser Art ist T=  =  =k:k, das heit, die Minimierung der {Norm des Vektors Æ =
(wT 01   ; : : : ; wT
0
s
  ) der Abweichungen der Teilbaumgewichte von einem Ziel-
wert . Es handelt sich um ein allgemeines Baumzerlegungsproblem (siehe Denition
4.3). Hierzu setzen wir T = fT 0 : T 0 / Tg und im Fall  < 1 M = (R;+;),
cT
0 = jwT 0   j. (Damit wird die {te Potenz der Norm minimiert, was aquivalent
ist zur Minimierung der Norm selbst.) Im Fall  = 1 ist M = (R;max;) und
cT
0 = jwT 0 j die erforderliche Denition. Wahrend Problem T= = =k:k in der Li-
teratur unseres Wissens keine Erwahnung ndet, gibt es einige Arbeiten, die sich mit
seiner p{BZP Variante T=  =p=k:k befassen. Hierbei wird  = wT=p angenommen,
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es soll also die {Norm der Abweichungen vom mittleren Gewicht der p Teilbaume
minimiert werden. Messe [72] befat sich mit T==p=k:k1 fur die Baumklasse der Ket-
ten. De Simone et al. [102] erweitern dies auf Sterne, Ketten, Raupen und 2{Spinnen.
Das Problem T=  =p=k:k1 fur Ketten behandeln Liverani et al. [63].
Aus Anwendungssicht interessant ist ferner T=Zent=  =k:k. Ist Z  V die Menge
der Zentren, so ist T = fT 0 : T 0 / T; jV (T 0)\Zj = 1g zu denieren, um das Problem
in die Form eines BZP zu bringen. Weiter kann nun angenommen werden, da fur
jedes Zentrum z 2 Z ein spezisches Zielgewicht z vorgegeben ist. Das heit, es ist
die {Norm von Æ = (wT 0
z




zu minimieren. Daraus ergibt sich unmittelbar die Wahl von cT 0, T 0 2 T . Problem
T=Zent=  =k:k ist bislang nicht untersucht worden.
Minimierung der Spannweite. In Problem T=  =p= ist das Ziel, den Baum
T so in p Teilbaume zu zerlegen, da die Dierenz zwischen grotem und klein-
stem Teilbaumgewicht minimiert wird. Im Gegensatz zu den anderen in diesem Ab-
schnitt prasentierten Problemen, ist dies kein allgemeines Baumzerlegungsproblem.
Der Grund ist, da sich die Zielfunktion nicht als
"
Summe\ der Teilbaumgewichte
in einem Monoid darstellen lat. Lucertini et al. [64] behandeln T=  =p= fur die
Baumklasse der Ketten.
Probleme mit gewichtsbeschrankten Teilbaumen. Sind in einem Problem der
gleichmaigen Baumzerlegung Schranken fur die Gewichte der Teilbaume vorgegeben,
so erhalt man haug anstelle von Optimierungsproblemen Entscheidungsprobleme.
So ist bei T=L=p=9 die Frage, ob es eine Zerlegung des Baumes in p Teilbaume gibt,
die alle ein vorgegebenes Mindestgewicht haben. Es ist also ein p{BZP mit der Menge
zulassiger Teilbaume T = fT 0 : T 0 / T; wT 0  Lg. Ist die Anzahl der Teilbaume nicht
vorgegeben, so ist es interessant, sie zu maximieren. Dies ist Problem T=L==max jj,
das ein BZP ist, wie die Wahl M = (R;+;) und cT 0 =  1 zeigt. T=L=  =max jj
ist einfach zu losen; zum Beispiel wird in Perl und Schach [87] auf dieses Problem
eingegangen.
In einer Variante mit Zentren konnen individuelle Schranken Lz vorgegeben wer-
den. In Problem T=Zent; Lz==9 ist also die Frage, ob es eine Zerlegung von T gibt, in
welcher jeder Teilbaum genau ein Zentrum z enthalt und ein Gewicht von mindestens
Lz hat. Fur das BZP denieren wir T = fT
0 : T 0/ T; wT 0  Lz mit fzg = V (T
0)\Zg,
Analog zu den Problemen mit unteren Gewichtsschranken sind die Probleme
T=U=p=9, T=U=  =min jj und T=Zent; Uz=  =9 deniert, in denen die Teilbaume ein
vorgegebenes Gewicht nicht uberschreiten durfen. Die Referenz zu T=U=  =min jj
ist Kundu und Misra [61].
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Ein groer Teil von Kapitel 5 betrit die Losung von Problemen, in welchen
untere und obere Gewichtschranken vorgegeben sind. Das einfachste Problem ist
T=L; U=  =9: Gibt es eine Zerlegung von T , in welcher alle Teilbaume ein Gewicht
zwischen oberer und unterer Schranke haben? Dies ist ein BZP wie die Festlegung
T = fT 0 : T 0 / T; L  wT 0  Ug zeigt. Das Problem ndet sich unseres Wissens
nicht in der Literatur. Die p-BZP Variante der Fragestellung, T=L; U=p=9, wird in
Lucertini et al. [64] fur den Fall von Ketten untersucht. Weiter lat sich auch eine
Variante unter der Berucksichtigung von Zentren denieren, dies ist das Problem
T=Zent; Lz; Uz=  =9, in welchem die Schranken vom jeweiligen Zentrum abhangen
konnen.
4.3 Komplexitat von Problemen der gleichmai-
gen Baumzerlegung
Im folgenden bringen wir Ergebnisse zur Komplexitat der Probleme der gleichmai-
gen Baumzerlegung. Es wird sich dabei herausstellen, da die Grenze zwischen po-
lynomial losbaren und NP{schweren (und damit wahrscheinlich nicht polynomial
losbaren) Problemen quer durch die Problemstellungen aus Tabelle 4.1 hindurch
verlauft. Probleme, in denen ein vorgegebenes Teilbaumgewicht bestmoglich zu ap-
proximieren ist, sind, auer im Fall der Maximumnorm,NP{schwer. (Dieser Ausnah-
mefall wird in Kapitel 5 eingehend untersucht.) Die meisten anderen Probleme sind
bekanntermaen polynomial losbar. Eine Zusammenfassung aller Ergebnisse bietet
Tabelle 4.2 auf Seite 80.
4.3.1 NP{schwere Probleme
Das bisher einzige Nachweis eines NP{schweren Problems der gleichmaigen Baum-
zerlegung stammt von De Simone et al. [102]. Die Autoren zeigen, da T=  =p=k:k1
fur die Klasse der 2{Spinnen NP{schwer ist. Dazu wird eine Transformation des
Referenzproblems PARTITION (Garey und Johnson [40, S. 223]) verwendet.
Im folgenden verallgemeinern wir dieses Resultat, indem wir die Konstruktion
etwas abwandeln, und zeigen so fur eine Reihe weiterer Probleme der gleichmaigen
Baumzerlegung, da sie auf 2{Spinnen NP{schwer sind. Auf der anderen Seite stellt
sich heraus, da alle diese Probleme fur 1{Spinnen, also Sterne, polynomial sind. Dies
ist mit anderen Polynomialitats{Resultaten Gegenstand des nachsten Abschnitts.
Satz 4.17
Fur jedes 1   <1 sind die Probleme T===k:k, T==p=k:k und T=2{Zent==k:k


































































































































































































































































































































































































































































































































































































fur die Baum{Klasse der 2{Spinnen NP{schwer.
Beweis. Wir fuhren den Beweis durch Transformation von PARTITION auf die im
Satz genannten Problemstellungen. Eine Instanz von PARTITION ist gegeben durch
n positive Zahlen w1; : : : ; wn; es ist zu entscheiden, ob eine Teilmenge I  N :=
f1; : : : ; ng existiert, fur die wI =
P
i2I






Zu einer solche Instanz denieren wir eine 2{Spinne T mit Eckengewichten wie
folgt. Ecke 0 sei
"
im Zentrum\ und dazu adjazent seien die Ecken 1,. . . ,n. Adajzent
zu i 2 N sei jeweils die Endecke i0. Wir setzen w0 := 1, Ecke i bekommt Gewicht wi,
und fur i0 setzen wir wi0 := wN=2 + 1  wi=2.
Das Gewicht von T ist somit wT = 1+wN+(n 1)wN=2+n = (n+1)(1+wN=2).
Fur Problem T= =p=k:k setzen wir p := n+1, daraus ergibt sich  = 1+wN=2. Fur
Problem T= = =k:k wahlen wir  gerade mit diesem Wert. Fur Problem T=2{Zent= 
=k:k setzen wir Z := f0g [ fi0 : i 2 Ng und z = , z 2 Z.
Nun zeigen wir zweierlei; aus beidem zusammen folgt die Behauptung der Pro-
position.
1. Wenn die Antwort fur das PARTITION{Problem positiv ist, dann gibt es eine







2. Gibt es eine Zerlegung  von T mit c = (
P
i2N
jwi=2j)1=, so gibt es ein
I  N mit wI = wN=2.
Zu 1.: Sei I  N mit wI = wN=2. Wir denieren Teilbaume T 00; T
0










0g i 2 I;
fi; i0g i 2 N   I;
fur i 2 N:
Es folgt wT 00 = 1+wN=2 =  und wT
0
i
= wi=2, i 2 N . Daraus ergibt sich fur  =
fT 00; T
0
1; : : : ; T
0
n
g der Wert c = (
P
i2N
jwi=2j)1=. Wegen jj = p und der Tatsache,
da jT 0
i
\ Zj = 1 fur i = 0; 1; : : : ; n, ist  fur alle drei Baumzerlegungsprobleme
zulassig.
Zu 2.: Sei umgekehrt  eine Zerlegung mit c = (
P
i2N
jwi=2j)1=. Sei T 00 2 
der Teilbaum, der die Ecke 0 enthalt. Setze N0 := fi 2 N : i
0 2 T 00g. Wir werden
zeigen, da N0 = ; ist. Dann folgt, da es Teilbaume T 0i mit i
0 2 T 0
i
fur i 2 N in der
Zerlegung  gibt und da fur diese wT 0i =  wi=2 ist. Hieraus ergibt sich
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also wT 00 =  und damit ist I = fi 2 N : i 2 T
0
0g Losung des PARTITION{Problems.
Angenommen, N0 6= ;. Dann ist wT 00  1 + wN0=2 + jN0j, somit
jwT 00   j
 





















zum Widerspruch zur Voraussetzung uber c. 
Die nachste Komplexitatsresultat betrit die Zerlegung mit Gewichtsschranken
auf Baumen mit Zentren.
Proposition 4.18
Problem T=2{Zent; Lz; Uz=  =9 ist NP{vollstandig fur die Klasse der 2{Spinnen.
Beweis. Das Problem ist oenbar in NP. Um NP{Vollstandigkeit zu zeigen, trans-
formieren wir wiederum das PARTITION{Problem. Eine Instanz sei gegeben durch
w1; : : : ; wn > 0. Die Ecken der 2{Spinne seien wie im Beweis von Proposition 4.17
numeriert. Wir setzen w0 = 0 und wi0 = 0 fur alle i
0. Ferner sei wi das Gewicht der
Ecke i, i 2 N . Sei Z = f0g [ fi0 : i 2 Ng. Setze L0 = U0 = wN=2, Li0 = 0 und
Ui0 = wi.
Es ist nun sehr leicht zu sehen, da eine Losung des PARTITION{Problems genau
dann existiert, wenn das spezizierte Baumzerlegungsproblem vom Typ
T=2{Zent; Lz; Uz=  =9 eine zulassige Zerlegung besitzt. 
Bemerkung 4.19
Der Grund fur die Aussage von Proposition 4.18 ist die Moglichkeit, die Schranken
Lz; Uz fur alle Zentren unabhangig voneinander zu wahlen. Im nachsten Kapitel wer-
den wir zeigen, da das Problem T=Zent; Uz   Lz = const=  =9 polynomial losbar
ist.
4.3.2 Polynomial losbare Probleme
Nun wenden wir uns Aussagen uber die Polynomialitat von Problemen der gleichmai-
gen Baumzerlegung zu. Dabei steht zunachst die Aussage der polynomialen Losbar-
keit im Vordergrund. Ein weiterer Schritt ist in einer solchen Situation die Suche
nach moglichst eÆzienten polynomialen Algorithmen. Hierfur verweisen wir auf die
entsprechende Literatur.
Da das allgemeine Baumzerlegungsproblem fur Sterne nicht polynomial ist, ha-
ben wir in Proposition 4.8 festgestellt. Daher soll zunachst gezeigt werden, da dies
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fur die speziellen Probleme der gleichmaigen Baumzerlegung anders ist. Dies betrit
insbesondere die im letzten Abschnitt auf 2{Spinnen als NP{schwer erwiesenen Pro-
blemstellungen. Die Probleme T=Zent= =k:k und T=Zent; Lz; Uz= =9 sind fur Sterne
trivial losbar, weil dabei die Zentrenbedingung die moglichen Zerlegungen determi-
niert.16 Fur die anderen beiden Probleme verallgemeinert das folgende Ergebnis ein
Resultat in De Simone et al. [102], betreend Problem T=  =p=k:k1 auf Sternen.
Satz 4.20
Sei T = (V;E; w  0) ein eckengewichteter Stern mit zentraler Ecke 0 und dazu ad-
jazenten Ecken 1; 2; : : : ; n, wobei oBdA w1  w2      wn gelte. In einer Zerlegung
von T sei T 00 der Teilbaum, der die Ecke 0 enthalt. Dann gibt es optimale Zerlegungen
fur die Probleme T= = =k:k bzw. T= =p=k:k, 1    1, mit V (T 00) = f0; 1; : : : ; kg
wobei k  0 bzw. k = n  p+ 1 ist.
Beweis. Der Beweis beruht auf einem Vertauschungsargument. Sei zunachst 1   <
1. Wir stutzen uns auf die Konvexitat der Funktion R 3 x 7! jxj.
Es gilt oenbar: Ist ' : R ! R konvex und A;B; 2 R mit A  B und   0,
so ist
'(A)  '(A )  '(B)  '(B  ):
Sei nun  eine optimale Zerlegung und I := V (T 00)   f0g. Gibt es ein i 2 I
und ein i0 2 f1; : : : ; ng   I mit wi > wi0 , so sei 0 die Zerlegung, in welcher i0 zu T 00
hinzugefugt wird und i einen eigenen Teilbaum bildet. Wir zeigen c0  c. Setze
dazu A := w0+wI   , B := wi   und  := wi wi0 . Dann ist A  B und  > 0.
Wir erhalten fur ' : x 7! jxj
(c)   (c0) = jw0 + wI   j
 + jwi   wi + wi0   j

 jw0 + wI   wi + wi0   j
   jwi   j

= '(A) + '(B  )  '(A )  '(B)
 0:
Im Fall  = 1 folgt c  c0 aus der Tatsache, da fur A;B; 2 R mit A  B
und   0 oenbar gilt
maxfjAj; jB  jg  maxfjBj; jA jg:

16Ist die zentrale Ecke des Sterns Zentrum, gibt es nur eine zulassige Zerlegung, andernfalls gibt
es jZj zulassige Zerlegungen. Siehe auch Korollar 4.22.
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Korollar 4.21
Der Losungsaufwand fur T=  =  =k:k bzw. T=  =p=k:k (1    1) auf Sternen ist
O(n logn) bzw. O(n), wobei n = jV j   1 die Anzahl der Endecken ist.
Beweis. Fur Problem T=  =  =k:k dominiert das Sortieren der Endecken nach ihrem
Gewicht den Aufwand, und fur T=  =p=k:k ist das (n   p + 1){kleinste Element in
der Menge der Gewichte zu bestimmen. 
Korollar 4.22
Sei T ein Stern wie in Satz 4.20 und Z  V eine Menge von Zentren, 0 =2 Z. In einer
optimalen Losung von T=Zent=  =k:k enthalt T 00 dasjenige Zentrum z 2 Z, fur das
wz   z minimal ist.
Beweis.Da T 00 genau ein Zentrum enthalt, liefert das Vertauschungsargument aus dem
Beweis von Satz 4.20 die Behauptung, wenn wir A := w0 + wI   z, B := wz   z
und  := (wz   z)  (wz0   z0) setzen. 
Die Polynomialitat der Probleme T= = =k:k, T= =p=k:k und T=Zent= =k:k fur
Ketten folgt aus den Propositionen 4.7 und 4.11. Wir zeigen nun, da aus Korollar
4.21 die Polynomialitat dieser Probleme fur Raupen abgeleitet werden kann. Fur
T=  =p=k:k1 ist dieses Resultat in De Simone et al. [102] zu nden. Wir ubernehmen
die dortige Beweisidee.
Proposition 4.23
Fur 1    1 sind die Probleme T=  =  =k:k, T=  =p=k:k und T=Zent=  =k:k fur
Raupen polynomial.
Beweis. Eine Raupe T = (V;E) besteht aus einem Pfad P = fv0; v1; : : : ; vsg und
dazu adjazenten Endecken. Die Idee ist nun, alle Teilbaume, die aus einem festen
Abschnitt P 0 von P und einer beliebigen Teilmenge der dazu adjazenten Endecken
bestehen, simultan zu betrachten. Hierzu wird (gedanklich) P 0 zu einer einzelnen
Ecke zusammengezogen, unter Addition der Eckengewichte in P 0. Dann entspricht
das Optimieren uber alle diese Teilbaume einem Zerlegungsproblem auf einem Baum
mit Stern{Struktur.
Zur formalen Darstellung dieser Idee wahlen wir v0 als Wurzel von T , so da v0 
v1      vs gilt. Wir behandeln zunachst Problem T=  =  =k:k, und untersuchen,
wie es mit Algorithmus 4.1 auf Seite 56 gelost werden kann. Ist v 2 V   P , so ist v
ein Blatt und die Berechnung von C(v) ist trivial. Um fur ein v 2 P den Wert C(v)
zu bestimmen, haben wir in (4.3) uber alle T 0 2 Tv zu optimieren. Diese Menge teilen
wir folgendermaen auf: Sei fur u 2 P , u  v
Tv;u := fT
















C(u0) : T 0 2 Tv;ugg:
Die innere Minimierung besteht gerade darin, in optimaler Weise eine Teilmenge der
zu P 0 = fu0 : v  u0  ug adjazenten Blatter
"
abzuschneiden\. Wie bereits erlautert,
kann diese Aufgabe mit Satz 4.20 gelost werden.
Analog ergibt sich die Polynomialitat von T=  =p=k:k indem in (4.4) fur Tv
obige Aufteilung verwendet wird. Und auch fur T=Zent=  =k:k wird mit dieser Idee
Polynomialitat bewiesen, wobei auf Korollar 4.22 zuruckzugreifen ist. 
Um zu einer brauchbaren Aufwandsabschatzung fur die Probleme in Propositi-
on 4.23 zu kommen, mu eine detailliertere Analyse der auszufuhrenden Operationen
vorgenommen werden, als dies der gegebene Beweis zulat. Aus Platzgrunden verzich-
ten wir jedoch darauf. Ein groer Teil der Arbeit von De Simone et al. [102] besteht
in der Entwicklung eines polynomialen Algorithmus mit guter Laufzeitabschatzung
fur T=  =p=k:k1 auf Raupen.
Nun bringen wir einige andere Resultate uber Polynomialitat von Problemen aus
Tabelle 4.1.
Satz 4.24
Die Probleme T=L= =max jj und T=U= =min jj sind mit linearem Aufwand losbar
(fur beliebige Baume).
Der Beweis fur T=L= =max jj ist sehr einfach; man ndet ihn zum Beispiel bei Perl
und Schach [87]. Fur T=U=  =min jj sei auf Kundu und Misra [61] verwiesen.
Korollar 4.25
Die Probleme T=[L; U ]=p=9 sind mit linearem Aufwand losbar.
Beweis. Lose T=L==max jj bzw. T=U==min jj und vergleiche pmit dem optimalen
Zielfunktionswert. 
Korollar 4.26
Die Probleme T=  =p=maximin und T=  =p=minimax sind polynomial losbar.
Beweis. Fur T=  =p=maximin: Bestimme den optimalen Zielfunktionswert durch
Binarsuche uber L im Intervall [0; wT ] und jeweiligem Losen von T=L=p=9.
Eine analoge Vorgehensweise lost T=  =p=minimax mit Hilfe von T=U=p=9. 
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Der Aufwand fur das Losen von T==p=maximin beziehungsweise T==p=minimax
ist damit O(jV jj logwT j). In der Literatur sind verschiedene Algorithmen mit streng
polynomialem Aufwand (also ohne Abhangigkeit von j logwT j) fur diese Probleme
zu nden. So losen Perl und Schach [87] T=  =p=maximin mit der sogenannten
shifting Methode in O(p2 rd(T ) + pn). (Hierbei ist rd(T ) der Radius des Baumes,
also die halbe Lange des langsten Pfades von T .) Von Frederickson [38] wird der
Nachweis gefuhrt, da sich T=  =p=maximin sogar in O(n) losen lat, dabei werden
fortgeschrittene Datenstrukturen eingesetzt und der Algorithmus ist sehr kompli-
ziert. Fur T=  =p=minimax entwickeln Becker et al. [13] einen shifting Algorithmus
mit Laufzeit O(p3 rd(T ) + pn); verbessert wird dies von Perl und Vishkin [88] auf
O(rd(T )p(p+ log d) + n) (d ist der maximale Eckengrad in T ). Auch fur dieses Pro-
blem halt Frederickson [38] einen Algorithmus mit linearer Laufzeit fur realisierbar.
Die nun folgenden Resultate waren unseres Wissens bisher nicht bekannt und
gehoren zu den wesentlichen Ergebnissen unserer Arbeit. Wir beweisen sie in Kapitel
5.
Satz 4.27
Die Probleme T=L; U=  =9, T=L; U=p=9 und T=Zent; Uz   Lz = const=  =9 sind
polynomial losbar.
Durch Binarsuche ergibt sich daraus die Polynomialitat von Problemstellungen zur
Minimierung der maximalen Abweichung vom Zielgewicht der Teilbaume:
Satz 4.28
Die Probleme T= = =k:k1, T= =p=k:k1 und T=Zent= =k:k1 sind polynomial losbar.
Die Problemstellungen des Satzes 4.28 sind im Hinblick auf die Anwendungen
in der Gebietsaufteilung besonders interessant, denn die maximale Abweichung der
Bezirksgroen von ihrem Mittel ist ein wichtiges Ma. Dieser Umstand unterstreicht
die Bedeutsamkeit der hierfur erzielten Polynomialitats{Resultate, die den Fall  =
1 von der bei  <1 gegebenen Situation (siehe Satz 4.17) unterscheiden.
4.4 Komplexitat verwandter Problemstellungen
Die Theoreme des vorangehenden Abschnitts betreen Modelle fur das gleichmaige
Zerlegen eines Baumes in Teilbaume. Eine Verallgemeinerung davon sind die ent-
sprechenden Fragestellungen fur das Zerlegen eines zusammenhangenden Graphen
in zusammenhangende Subgraphen. Wir fuhren wir an dieser Stelle zur Erganzung
Komplexitatsresultate fur solche Zerlegungsprobleme an. Es zeigt sich, da alle Pro-
bleme NP{schwer werden, wenn von Baumen zu Graphen mit Zyklen ubergegangen
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Problem Komplexitat, Referenz
allg. Baume 2{Spinnen Sterne Ketten Raupen
T=  =p=maximin O(n) bzw. O(p2 rd(T ) + pn)
[38] bzw. [87]
T=  =p=minimax O(n) bzw. O(rd(T )p(p+ log d) + n)
[38] bzw. [88]
T=  =  =k:k (NP{schwer) NP{schwer O(n logn) polynomial polynomial
1   <1 Satz 4.17 Kor. 4.21 Prop. 4.7 Prop. 4.23
T=  =p=k:k1 (NP{schwer) NP{schwer O(n) O(np) O(n
2
p)
[102] [102] [102] [102]
T=  =p=k:k (NP{schwer) NP{schwer O(n) polynomial polynomial
1   <1 Satz 4.17 Kor. 4.21 Prop. 4.11 Prop. 4.23
T=(2{)Zent=  =k:k (NP{schwer) NP{schwer trivial polynomial polynomial
1   <1 Satz 4.17 Kor. 4.22 Prop. 4.7 Prop. 4.23
T=  =  =k:k1 O(n
5 logwT ) O(n logn)
Satz 5.23 Kor. 4.21
T=  =p=k:k1 O(p
3
n
4 logwT ) O(n) O(np log p)
Satz 5.24 Kor. 4.21 [63]
T=Zent=  =k:k1 O(p
2
n
4 logwT ) trivial
Satz 5.26 Kor. 4.22
T=  =p= O(n2p logn)
[64]
T=L=  =max jj bzw. O(n)
T=U=  =min jj [87] bzw. [61]
T=[L;U ]=p=9 O(n)
Satz 4.25
T=L;U=  =9 O(n4), falls L  n(U   L); O(n5) sonst O(n)
Satz 5.19 [64]
T=L;U=p=9 O(p3n4), falls L  p(U   L); O(pn4) sonst O(n)
Satz 5.20 [64]
T=Zent; O(p2n4)
Uz   Lz = const=  =9 Satz 5.22
T=2{Zent; Lz; Uz=  =9 (NP{schwer) NP{schwer
Prop. 4.18
Tabelle 4.2: Komplexitat von Problemen der gleichmaigen Baumzerlegung.
4.4 Komplexitat verwandter Problemstellungen 81
wird. Zum Teil lat sich auch nachweisen, da die Probleme NP{schwer im strengen
Sinn sind, das heit, auch bei
"
kleinen\ Eckengewichten noch NP{schwer bleiben.
Die Konsequenz daraus ist, da Modelle fur die Gebietsaufteilung, die auf dem
Zerlegen des Nachbarschaftsgraphen der KGE in zusammenhangende Subgraphen
basieren, im allgemeinen nicht eÆzient gelost werden konnen. Sich auf das Zerlegen
eines geeignet gewahlten Gerustes dieses Graphen zuruckzuziehen, wie dies zum Bei-
spiel in Abschnitt 8.3 vorgenommen wird, erscheint daher als sinnvoller heuristischer
Weg.
Die Verallgemeinerung der gleichmaigenBaumzerlegung auf zusammenhangende
Graphen wird in oensichtlicher Weise vorgenommen.
Gegeben sei ein zusammenhangender Graph G = (V;E), dessen Ecken mit Ge-




menhangende Subgraphen ist gegeben, wenn die V (Gi) eine Partition der Menge
V bilden und alle G0
i







wv. Alle Modelle des Abschnitts 4.2.2 zur Messung der Gleichmaig-
keit (bezuglich der Subgraphengewichte) einer Zerlegung (siehe Tabelle 4.1) lassen
sich unmittelbar von Baumen auf die allgemeinere Situation zusammenhangender
Graphen ubertragen.
Im folgenden wird auf verschiedene Klassen von Graphen Bezug genommen. Pla-
nare Graphen sind dadurch charakterisiert, da sie sich ohne Uberschneidungen von
Kanten in der Ebene
"
zeichnen\ lassen. Bipartite (oder paare) Graphen haben nur
Zyklen gerader Lange, eine aquivalente Charakterisierung solcher Graphen ist durch
die Moglichkeit einer 2{Farbung gegeben. Gittergraphen sind Graphen deren Ecken-
menge die Form V = f(i; j) : 1  i  k; 1  j  lg mit k; l  1 hat, wobei
die Kanten waagrecht und senkrecht benachbarte Ecken verbinden, das heit es ist
E = f((i1; j1); (i2; j2)) : ji1   i2j + jj1   j2j = 1g. Gittergraphen sind planar und
bipartit.
In der Notation unseres Klassikationsschemas (siehe Abschnitt 4.2.1) werden
planare Graphen mit P , bipartite Graphen mit B und Gittergraphen mit Grid be-
zeichnet.
Beispiel 4.2
Problem P=  =p=maximin ist die Aufgabe, einen planaren Graphen so in p zusam-
menhangende Subgraphen zu zerlegen, da das Gewicht des schwersten Subgraphen
minimiert wird.
Bei Problem Grid=  =p=minimax ist ein Gittergraph in p zusammenhangende
Subgraphen zu zerlegen und dabei das Gewicht des leichtesten Subgraphen zu maxi-
mieren. Dabei wird nicht verlangt, da die Subgraphen selbst Gittergraphen sind.
Das Entscheidungsproblem, ob ein bipartiter Graph in zusammenhangende Sub-
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graphen mit Gewicht zwischen den Schranken L und U zerlegt werden kann, ist mit
B=L; U=  =9 bezeichnet.
Proposition 4.29
Alle in Tabelle 4.1 aufgefuhrten Problemstellungen sind fur Gittergraphen mit k = 3
NP{schwer.
Beweis. Von Becker et al. [12] wird die Aussage fur Grid=  =p=minimax bewiesen.
Dazu wird eine Transformation des Problems PARTITION verwendet. Wir zeigen,
da diese Transformation fur alle Modelle in Tabelle 4.1 die Zugehorigkeit zur Kom-
plexitatsklasse NP{schwer liefert.
Sei w1; : : : ; wn eine Instanz von PARTITION (vgl. Beweis von Satz 4.17). Seien
V = f(i; j) : 1  i  3; 1  j  ng die Ecken eines Gittergraphen mit drei Reihen.
Wir weisen den Ecken Gewichte wie folgt zu:








Dann sind die beiden Mengen
V
0




1 = f(2; j) : j =2 Jg [ f(3; j) : j = 1; : : : ; ng
Eckenmengen zusammenhangender Subgraphen mit Gewicht W=2. Gibt es anderer-
seits solche Subgraphen, dann ist die Antwort fur vorliegende Instanz von PAR-
TITION positiv.
Man uberzeugt sich nun leicht, da sich durch Losen jeder beliebigen Problem-
stellung in Tabelle 4.1 (mit Grid= : : : anstelle T= : : :) entscheiden lat, ob zwei zu-
sammenhangende Subgraphen mit Gewicht W=2 existieren. Dabei ist jeweils eine
geeignete Instanz zu denieren. Zum Beispiel setzt man in Grid=  =p=k:k p = 2 und
 = W=2. Fur Grid=Zent=  =k:k wahlt man eine Ecke aus der ersten Reihe und
eine aus der dritten als Zentren. In Problemen mit Schranken setzt man jeweils L
und / oder U gleich W=2. 
Aus Proposition 4.29 folgt, da gleichmaige Zerlegung in zusammenhangende
Subgraphen auch fur planare und fur bipartite Graphen NP{schwer ist. Daruber-
hinaus lat sich fur die meisten der Problemstellungen aus Tabelle 4.1 leicht zeigen,
da sie im Fall bipartiter Graphen sogar NP{schwer im strengen Sinne sind. Dies
beruht auf einem Komplexitatsresultat fur folgendes Problem.
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Denition 4.30 (Zerlegung in zwei zusammenhangende Subgraphen (2ZS))
Gegeben sei ein zusammenhangender bipartiter Graph G = (V;E) und eine Schranke
U  jV j=2.
Problem: Entscheide, ob es eine Zerlegung von V in zwei Mengen V1 und V2 gibt, mit
jVij  U , i = 1; 2, wobei die von V1 und V2 erzeugten Subgraphen zusammenhangend
sind.
Satz 4.31
Das Entscheidungsproblem 2ZS ist NP{vollstandig.
Dieses Ergebnis ndet sich in der kontinuierlich fortgesetzten Liste der NP{
vollstandigen Probleme (Johnson [56]). Es bildet die Grundlage fur die nachste Pro-
position.
Proposition 4.32
Folgende Problemstellungen sind NP{schwer im strengen Sinn:
B=  =p=maximin B=  =p=k:k B=[L; U ]=p=9 B=L; U=p=9
B=  =p=minimax B=Zent=  =k:k B=L=  =max jj B=U=  =min jj
B=  =p= B=Zent; [Lz; Uz]=  =9 B=Zent; Lz; Uz=  =9
Beweis. Eine Transformation von 2ZS auf jede der Problemstellungen ist sehr einfach,
da 2ZS bereits ein Problem der gleichmaigen Graphenzerlegung ist.
Ist pTeil der Probleminstanz, so setze man p = 2. Ist eine obere Schranke beteiligt,
so wahle man sie gleich der Schranke U in 2ZS. Eine untere Schranke setze man zu
L := W   U . Als Zielgewicht wahle man  := jV j=2.
Die angefuhrten Probleme mit Zentren haben dieselbe Komplexitat wie 2ZS, da
man durch sukzessive Wahl aller Eckenpaare als Zentren jede Instanz von 2ZS auf
das Losen einer polynomialen Anzahl Instanzen des Zentrenproblems zuruckfuhren
kann.
Fur B=  =p= ist genau dann der optimale Zielfunktionswert kleiner oder gleich





In diesem Kapitel entwickeln wir mehrere Hauptergebnisse des Teils II unserer Arbeit.
Sie betreen die polynomiale Losbarkeit von gleichmaigen Baumzerlegungsproble-
men, in denen untere und obere Gewichtsschranken fur die Teilbaume vorgegeben
sind, und die verwandten Probleme der Minimierung der maximalen Abweichung
von vorgegebenen Zielgewichten.1
Als Schlussel wird sich das Losen einer abgeschwachten Version des SUBSET
SUM Problems herausstellen. Unter gewissen Voraussetzungen kann dies mit poly-
nomialem Aufwand geschehen, basiert auf der Tatsache, da Rucksack{Probleme
mit polynomial beschrankten KoeÆzienten in der Nebenbedingung polynomial losbar
sind. Da diese Eigenschaft auch fur Rucksackprobleme mit baumformigen sogenann-
ten Prazedenzbedingungen besteht, konnen wir auch ein abgeschwachtes SUBSET
SUM Problem mit Baumstruktur polynomial losen, wenn geeignete Voraussetzungen
erfullt sind. In unseren Verfahren fur die gleichmaige Baumzerlegung bei zweiseitiger
Gewichtsbeschrankung ist dies der Fall. So gewinnen wir Algorithmen mit polyno-
mialem Aufwand.
5.1 Vorbereitungen
In diesem Abschnitt leiten wir die grundlegenden Resultate her, auf denen die poly-
nomialen Algorithmen zur gleichmaigen Baumzerlegung aufgebaut sind.
1Vgl. hierzu die Satze 4.27 und 4.28.
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5.1.1 Das Problem WEAK SUBSET SUM (WSS)
5.1.1.1 Denition von WSS
SUBSET SUM ist ein bekanntes NP{vollstandiges Problem (Garey und Johnson
[40, S. 223]). Es ist wie folgt deniert.
Denition 5.1 (SUBSET SUM Problem)
Gegeben sind n Zahlen w1; : : : ; wn 2 Z  f0g und ein B 2 Z.





Die Optimierungsvariante von SUBSET SUM lautet: Maximiere wI unter der
Nebenbedingung wI  U . Fur sie und fur die Entscheidungsvariante gilt die folgende
Aussage:
Satz 5.2 (Komplexitat von SUBSET SUM)
Der Aufwand zur Losung von SUBSET SUM ist O(n
P
i
jwij). Fur den Fall, da alle
wi positiv sind, reduziert sich dies auf O(nmaxiwi).
Der ersten Aussage des Satzes liegt der wohlbekannte Algorithmus mit dynamischer
Programmierung nach Bellman [14] zugrunde. Das zweite Ergebnis ist neuen Datums
(Pisinger [90]) und beruht auf einer anders angelegten dynamischen Programmierung.
Beide Verfahren losen SUBSET SUM mit pseudopolynomialem Aufwand.
Wir fuhren nun eine Abschwachung von SUBSET SUM ein.
Denition 5.3 (WEAK SUBSET SUM Problem (WSS))
Gegeben sind n Zahlen w1; : : : ; wn 2 Z  f0g und Schranken L; U 2 Z, mit L  U .
Problem: Entscheide, ob es eine Menge ; 6= I  f1; : : : ; ng gibt mit
L  wI  U: (5.1)
5.1.1.2 Ein Verfahren zur Losung von WSS
WSS kann oenbar durch die Optimierungsvariante von SUBSET SUM gelost wer-
den. Deshalb gilt Satz 5.2 sinngema auch fur WSS. Jedoch machen die dahinter
stehenden Algorithmen keinen Gebrauch von der Groe der Lucke U   L.
Im Falle positiver wi und U > L kann WSS mit einem Approximationsver-
fahren fur (die Optimierungsvariante von) SUBSET SUM von Kellerer et al. [59,
Th. 7,8] gelost werden. Der Aufwand dafur ist O(minfn="; n + 1="2 log(1=")g), mit
" = (U   L)=U . Dieser Algorithmus ist fur unsere Zwecke allerdings nicht geeignet,
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da wir spater das WSS mit baumformigen Prazedenzbedingungen losen werden; eine
Verallgemeinerung des Verfahrens auf diesen Fall ist nicht in direkter Weise moglich.
Deshalb entwickeln wir im folgenden ein anderes, einfacheres Verfahren fur WSS.
Es kann in 5.1.3 leicht auf den Fall mit Zusatzbedingungen angepat werden. Fur den
Spezialfall von WSS mit positiven wi erreicht es jedoch nicht die Laufzeitabschatzung
des Verfahrens von Kellerer et al. [59].
Die Voraussetzung fur unser Verfahren ist U   L > 0. Es mu also ein
"
echtes\
WSS, das kein SUBSET SUM Problem ist, vorliegen. Das Verfahren basiert darauf,
die wi durch Division mit Rest in wi = bi+ ci zu zerlegen. Dabei sind bi 2 Z und
0  jcij <  mit sign(bi) = sign(ci) = sign(wi) eindeutig bestimmt. Der Divisor
 wird so klein gewahlt, da fur je zwei Teilmengen I1; I2  f1; : : : ; ng stets gilt
jcI1   cI2j  U   L. Zum Beispiel ist  = (U   L)=n hinreichend klein.
Es sei B+ :=
P
i




min(bi; 0). Fur B 2 fB
 
; : : : ; B
+g







bi = B; I  f1; : : : ; ngg (5.2)
und










bi = B erfullbar, so konnen, weil 0  c(B)   c(B) 
U   L ist, nur drei Falle eintreten:
1. c(B) +B > U
2. c(B) +B < L
3. fc(B) +B; c(B) +Bg \ [L; U ] 6= ;
Im dritten Fall lost die zu c(B) beziehungsweise zu c(B) gehorende Teilmenge I
das WSS, in den anderen beiden Fallen gibt es keine solche Losung, die gleichzeitig
bI = B erfullt.
Unser Verfahren fur WSS besteht nun darin, fur alle B 2 fB ; : : : ; B+g die
Rucksackprobleme (5.2) und (5.3) zu losen, und jeweils zu prufen, welcher der drei
Falle vorliegt. Eine Instanz von WSS ist oenbar genau dann zulassig, wenn fur
mindestens ein B der dritte Fall eintritt.
Zum Losen der Rucksackprobleme verwenden wir in bekannter Weise dynamische
Programmierung. Sei zum Beispiel fur (5.2)






bi = B; I  f1; : : : ; jgg:
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(C(j; B) = +1, falls kein zulassiges I existiert.) Die C(j; B) werden fur 1  j  n
und B 2 fB ; : : : ; B+g rekursiv berechnet durch
C(1; B) =
8<
:c1 B = b1;+1 B 6= b1;






:minfcj + C(j   1; B   bj); C(j   1; B)g B 2 fB
  + b+
j






Am Ende ist mit c(B) = C(n;B) das Rucksackproblem (5.2) fur alle B gelost. Analog
werden die c(B) berechnet.
Der Rechenaufwand zur Losung des WSS ist somit O(n(B+   B )). Da jbij 
jwij= = njwij=(U   L) ist, erhalten wir die erste Aussage des folgenden Satzes.
Satz 5.4 (Komplexitat von WSS)
Der Aufwand zur Losung von WSS ist O(n2
P
i
jwij=(U  L)). Fur den Fall, da alle
wi positiv sind, ist der Aufwand O(n
2
U=(U   L)).
Beweis. Die zweite Aussage nutzt die Tatsache aus, da fur nichtnegative bi und ci
die Rucksackprobleme (5.2) und (5.3) nur fur B 2 f0; : : : ; bU=cg gelost werden
mussen. (Fur groere B ist stets c(B) +B > U .) 
Beim Vergleich der Satze 5.2 und 5.4 zeigt sich, da unser Verfahren fur WSS
im Vorteil gegenuber einer Losung mittels SUBSET SUM ist, sobald U   L > n
beziehungsweise, bei positiven wi, U L > n2 ist.2 Unter geeigneten Voraussetzungen
uber die Groe der Lucke U  L hat unser Verfahren streng polynomialen Aufwand:
Korollar 5.5
Ist p 2 f1; : : : ; ng und maxi jwij  p(U   L), so lost unser Verfahren WSS mit
Aufwand O(pn3). Sind alle wi positiv und ist L  p(U   L), so ist der Aufwand
O(pn2).
Beweis. Beide Aussagen folgen direkt aus Satz 5.4, man beachte
P
i
jwij  nmaxi jwij
und U=(U   L) = 1 + L=(U   L). 
Die Aussagen von Korollar 5.5 3 sind der Schlussel fur unsere polynomialen Algo-
rithmen zur Baumzerlegung mit zweiseitigen Gewichtsschranken. In den nachsten Ab-
2Letzteres beruht auf dem Umstand, da WSS fur positive wi und maxi wi  U=n trivial ist.
3Sie widersprechen nicht der Tatsache, da wir das Losen von WSS mit Hilfe von Rucksackpro-
blemen vornehmen. Das Rucksackproblem ist zwar NP{schwer, aber die Instanzen, die unter den
Voraussetzungen der Korollars gelost werden mussen, haben die Eigenschaft, Nebenbedingungsko-
eÆzienten polynomialer Groe aufzuweisen und sind somit polynomial losbar.
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schnitten werden wir zeigen, da sie bestehen bleiben, wenn wir demWSS baumformi-
ge Prazendenzbedingungen hinzufugen.
5.1.1.3 WSS mit mehreren Bedingungen.
Der Umstand, da WSS bei nicht zu kleiner Luckengroe U L polynomial losbar ist,
ist nicht mehr gewahrleistet, wenn mehrere Bedingungen der Form (5.1) gleichzeitig
zu beachten sind.
Eine Instanz sei gegeben durch k Paare von Schranken Lj; Uj und kn Zahlen
wji (j = 1; : : : ; k, i = 1; : : : ; n). Das Problem, zu entscheiden, ob es eine Menge I 
f1; : : : ; ng gibt, mit Lj 
P
i2I
wji  Uj fur alle j, ist NP{vollstandig, falls k  2 ist.
Denn diese Fragestellung umfat die Entscheidungsvariante des Rucksackproblems,
auch wenn die Lucken Uj   Lj beliebig gro gewahlt werden.
Einen Spezialfall mit k = 2, den wir spater benotigen, bringt der folgende Satz.




 nichtnegative Zahlen w11; w12; : : : ; w1n 2 Z0, hochstens m  n davon positiv,
 Schranken 0  L < U und
 ganze Zahlen w21; w22; : : : ; w2n 2 Z.
Es sei W  =
P
n




i=1max(w2i; 0). Die Frage, ob eine
Menge I  f1; : : : ; ng existiert, fur die
L  w1I =
X
i2I















Beweis. Wir zerlegen die wi1 durch Division mit Rest, wie oben die wi, in wi1 =
bi+ ci. (bi 2 Z0, 0  ci < .) Dabei wahlen wir  = (U  L)=m. Da hochstens m
der ci positiv sind, ist jcI1   cI2j  U   L fur alle I1; I2  f1; : : : ; ng. Die gegebene
Problemstellung kann deshalb durch das Losen der Rucksackprobleme mit doppelter
Nebenbedingung
c(B;W ) = min fcI : bI = B;w2I =W; I  f1; : : : ; ngg
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und
c(B;W ) = max fcI : bI = B;w2I = W; I  f1; : : : ; ngg
fur alle B 2 f0; : : : ; bU=cg und W 2 fW ; : : : ;W+g entschieden werden.
Diese Rucksackprobleme werden mit dynamischer Programmierung mit einem
Aufwand von O(nbU=c(W+  W )) gelost. (Man betrachte Zwischenlosungen der
Form C(j; B;W ) und eine Rekursion analog (5.4).) 
Noch spezieller als Satz 5.6 ist das folgende Ergebnis. Darin sind die w2i Null oder
Eins, die w1i durfen auch negativ sein. Der Losungsaufwand hat dieselbe Komplexitat




 ganze Zahlen w11; w12; : : : ; w1n 2 Z
 Schranken L < U und
 Zahlen w21; w22; : : : ; w2n 2 f0; 1g.
Die Frage, ob eine Menge I  f1; : : : ; ng existiert, fur die
L  w1I =
X
i2I














Beweis. Wie im Beweis von Satz 5.6 werden die w1i zerlegt in w1i = bi+ ci (bi 2 Z,
0  jcij < , sign(ci) = sign(w1i)), hier mit dem Divisor  = (U   L)=n. Es sind
die angefuhrten Rucksackprobleme c(B;W ) und c(B;W ) zu losen, hier jedoch fur








Aufwand hierfur ist O(n(B+ B )), die durch die zweite Nebenbedingung w2I =W
hinzugefugte Komplexitat ist lediglich ein konstanter Faktor. 
5.1.2 Rucksackprobleme mit Prazedenzbedingungen
Die Herleitung von Satz 5.4 zeigt, da das Losen des WSS im wesentlichen auf Ruck-
sackprobleme zuruckgefuhrt wird. Als nachsten Schritt zur Untersuchung des WSS
mit Baumstruktur stellen wir in diesem Abschnitt Material uber das Rucksackpro-
blem mit Prazedenzbedingungen zusammen.
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5.1.2.1 Denitionen
Denition 5.8 (Rucksackproblem mit Prazedenzbedingungen)
Gegeben sind n Gegenstande 1; 2; : : : ; n und eine Ordnung  auf N = f1; : : : ; ng.
Gegenstand i hat das
"
Gewicht\ bi 2 Z (siehe Bemerkung 5.9) und die Kosten ci 2 Z.
Ferner ist B 2 Z die Kapazitat des Rucksacks.
Problem: Bestimme I  N , I 6= ;, das
P
i2I
ci minimiert und die BedingungenX
i2I
bi = B und i 2 I; j  i =) j 2 I
erfullt.
Bemerkung 5.9
Unsere Denition des Rucksackproblems mit Prazedenzbedingungen unterscheidet
sich von der Literatur (Boyd [19], Leensel et al. [62], Park und Park [85], Samphaiboon
und Yamada [94]) darin, da wir auch bi < 0 zulassen und fordern, da der Rucksack
mit Gleichheit gefullt wird. Insofern ist die Interpretation der bi als Gewichte und von
B als Kapazitat nicht ganz treend. Wir verwenden jedoch der Einfachheit halber
die ubliche Terminologie.
Das Rucksackproblem mit Prazedenzbedingung ist NP{schwer im strengen Sinn
(Garey und Johnson [40, S. 247]). Fur uns interessant ist der spezielle Fall, in dem die
Ordnung  eine baumformige Struktur hat. Dann ist das Problem, wie das gewohn-
liche Rucksackproblem, in pseudopolynomialer Zeit losbar. Dieses Resultat wird von
Garey und Johnson [40, S. 248] erwahnt.
Denition 5.10 (Baum{Rucksackproblem (TKP))
Gegeben ist die Menge V = f1; : : : ; ng als Ecken eines Wurzelbaumes T = (V;E).
Die entsprechende Ordnung auf V (siehe 4.1.1.1) sei mit  bezeichnet. Zu v 2 V
sind bv 2 Z Gewicht und cv 2 Z Kosten von v. Weiter ist die Kapazitat B gegeben.
Problem: Lose das Rucksackproblem (im Sinn der Denition 5.8) mit den Ge-
genstanden v 2 V und den durch  gegebenen Prazedenzbedingungen.
Das TKP4 ist also die Aufgabe, einen die Wurzel enthaltenden (nichtleeren) Teil-
baum von T mit Gewicht B zu nden, der minimale Kosten hat.
5.1.2.2 Algorithmen fur TKP
Fur das TKP sind verschiedene pseudopolynomiale Algorithmen vorgeschlagen wor-
den. Sie basieren alle auf dynamischer Programmierung, unterscheiden sich jedoch
darin, wie der Baum traversiert wird. Der ubliche bottom{up Ansatz5 fuhrt zu einem
4Die englische Bezeichnung tree knapsack problem wurde von Johnson und Niemi [57] eingefuhrt.
5Wir haben ihn in Abschnitt 4.1.3 zur Losung des allgemeinen Baumzerlegungsproblems ver-
wendet.
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Aufwand von O(n B2), B =
P
n
v=1 jbvj. Johnson und Niemi [57] losen das TKP mit




Da wir auf die Losung des WEAK SUBSET SUM Problems mit Baum{Prazedenz
abzielen und ausnutzen wollen, da die bv polynomial sein konnen, ist fur unsere
Zwecke am besten geeignet der depth{rst Ansatz von Cho und Shaw [22]. Er fuhrt
zu einem Aufwand von O(n B), dies entspricht dem Aufwand fur das gewohnliche
Rucksackproblem. Aufgrund unserer abweichenden Denition des TKP (Bemerkung
5.9) andern wir das Verfahren von Cho und Shaw [22] leicht ab.
Die folgende Darstellung ist auf das Wesentliche beschrankt und unterscheidet sich
(durch die Verwendung rekursiver Prozeduren) deutlich von der bei Cho und Shaw
[22]. (Dort ndet der Leser ein ausfuhrliches Rechenbeispiel, das gegebenenfalls zur
Einsicht in das Verfahren beitragen kann.)
Notation. Im folgenden setzen wir fur das TKP voraus, da die Numerierung
der Gegenstande eine Traversierung des Baumes in Tiefensuche induziert. Somit ist
v = 1 die Wurzel und fur jedes v 2 V gilt, da die Gegenstande u  v die Num-
mern v + 1; : : : ; v + l haben. Den Gegenstand maxfu : u  vg = v + l bezeichnen
wir mit last(v) (auch wenn v ein Blatt ist). Es ist der letzte Gegenstand bei der
Tiefensuche{Traversierung von Tv.
6 Daraus folgt: Sind die Sohne Sv = fu1; : : : ; ukg
von v nach wachsender Numerierung sortiert, so ist V (Tv) = fv; v + 1; : : : ; v +
lg = fv; u1; : : : ; last(u1); : : : ; : : : ; uk; : : : ; last(uk)g und last(uk) = last(v). Ferner ist
last(1) = n.
Losung des TKP. Die dynamische Programmierung berechnet im
"
Vorwarts\{
Teil (Algorithmus 5.1) Zwischenergebnisse C(v; u; b), die den optimalen Zielfunkti-
onswert fur das Teil{TKP mit durch f1; : : : ; ug gegebenen Gegenstanden und Kapa-
zitat b angeben, unter der Bedingung, da v in der Losung enthalten ist. Dabei ist









Um eine kompakte Darstellung des Verfahrens zu ermoglichen, fugen wir einen
Dummy{Gegenstand 0 hinzu mit 0 = pre(1) und b0 = c0 = 0. Die Prozedur
TKP vorwarts initialisiert und startet die Berechnung der C(v; u; b). Am Ende ist
mit C(1; n; B) der optimale Zielfunktionswert des TKP ermittelt.
Die Prozedur vorwarts berechnet fur ihr Argument v mit Sohnen u1 < u2 <    <
uk sukzessive die Werte C(v; v; b), C(v; last(u1); b); : : : ; C(v; last(uk); b). Wahrend
C(v; v; b) in den Zeilen 7 und 8 initialisiert wird, geschieht die Berechnung von
6Wir erinnern an die in 4.1.1.1 eingefuhrte Notation.
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Algorithmus 5.1 Rechne vorwarts TKP
1: procedure TKP vorwarts begin
2: C(0; 0; b) := +1, b 2 fB ; : : : ; B+g   f0g
3: C(0; 0; 0) := 0
4: vorwarts(1)
5: end
6: procedure vorwarts(v) begin /* berechnet C(v; last(v); b) fur alle b */




8: C(v; v; b) := +1, sonst.
9: for all u 2 Sv do /* aufsteigend sortiert */
10: vorwarts(u)
11: C(v; last(u); b) := minfC(v; u  1; b); C(u; last(u); b)g, b 2 fB ; : : : ; B+g
12: end for
13: end
C(v; last(ui); b) in Zeile 11. Dabei sind zwei Falle moglich: Entweder enthalt die opti-
male Teillosung nicht den Gegenstand ui, dann sind nur Gegenstande aus
f1; : : : ; last(ui 1) = u  1g in der Teillosung, oder aber ui ist Element der optimalen
Teillosung, dann ist deren Wert bereits beim rekursiven Aufruf von vorwarts(ui) in
Zeile 10 berechnet worden. (Fur i = 1 gilt der erste Fall sinngema wegen u1 1 = v.)
Es ist leicht zu sehen, da die Aufrufe von vorwarts beim Ablauf von Algorithmus
5.1 gerade in der Reihenfolge der Ecken{Numerierung erfolgen. Diese entspricht einer
Tiefensuche{Traversierung des Prazedenzen{Baumes und erklart so die Bezeichnung
als depth rst Ansatz bei Cho und Shaw [22].
Ruckwartsrechnung. Da die Ruckwartsrechnung fur die dynamische Program-
mierung zur Losung des TKP nicht ganz oensichtlich ist, geben wir den entspre-
chenden Algorithmus an. Er setzt voraus, da in den Variablen x(v; u; b) festgehalten
wird, welcher Term in Zeile 11 von vorwarts das Minimum ergibt. Genauer setzen
wir x(v; u; b) = 0, falls das Minimum durch C(v; u  1; b) gegeben ist (u ist nicht in
der optimalen Teillosung), und x(v; u; b) = 1 im anderen Fall (C(u; last(u); b) ist das
Minimum).
Algorithmus 5.2 berechnet die Menge V 0 der Gegenstande in der optimalen Los-
ung, falls das TKP uberhaupt eine Losung besitzt. Die globale Variable b enthalt
das Gewicht des noch zu konstruierenden Teils des Losungsteilbaumes. Wesentlich
ist, da die Sohne der Ecke v in der Prozedur ruckwarts nun in der Reihenfolge
absteigender Nummerierung bearbeitet werden (Zeile 10).
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Algorithmus 5.2 Rechne ruckwarts TKP
1: procedure TKP ruckwarts begin
2: if C(1; n; B) = +1 then
3: STOP /* TKP unlosbar */
4: else
5: V 0 := ;; b := B; ruckwarts(1)
6: end if
7: end
8: procedure ruckwarts(v) begin
9: V 0 := V 0 [ fvg
10: for all u 2 Sv do /* absteigend sortiert */




15: b := b  bv
16: end





+   B . Es ist leicht zu sehen, da die folgende Aufwandsabschatzung gilt:
Proposition 5.11
Die Vorwartsrechnung mit Algorithmus 5.1 hat Zeit- und Speicheraufwand O(n B);
der Zeitaufwand fur die Ruckwartsrechnung mit Algorithmus 5.2 ist O(n). Somit sind
Zeit- und Speicheraufwand zur Losung des TKP O(n B).
Bemerkung 5.12
Die Vorwartsrechnung ermittelt den optimalen Zielfunktionswert des TKP nicht nur
fur die Kapazitat B, sondern fur alle Kapazitaten b 2 fB ; : : : ; B+g. (Fur ande-
re
"
rechte Seiten\ ist das TKP auf jeden Fall unlosbar.) Da fur jedes solche b die
Ruckwartsrechnung in linearer Zeit durchgefuhrt werden kann, lassen sich die opti-
malen Losungen des TKP fur alle
"
interessanten\ Kapazitaten mit derselben Zeit-
komplexitatO(n B) ermitteln, wie die Bestimmung der einen Losung mit rechter Seite
B.
5.1.3 Das Problem TREE WEAK SUBSET SUM (TWSS)
Wir fuhren nun das Konzept der baumformigen Prazedenzbedingungen und das
WEAK SUBSET SUM Problem aus 5.1.1 zusammen. Das dadurch gegebene Problem
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TWSS ist der Schlussel zur Losung von Baumzerlegungsproblemen mit zweiseitiger
Gewichtsbeschrankung. Problem TWSS wurde unseres Wissens in der Literatur noch
nicht betrachtet.
5.1.3.1 Denition von TWSS
Denition 5.13 (TREE WEAK SUBSET SUM Problem (TWSS))
Gegeben ist ein gewichteter Wurzelbaum T = (V;E; w) mit Wurzel v0 2 V und
Eckengewichten wv 2 Z und ferner Schranken L; U 2 Z mit L  U .
Problem: Entscheide, ob es einen Teilbaum T 0 / T gibt, der die Wurzel enthalt und
L  wT 0  U erfullt.
Bemerkung 5.14
Fur das WSS (Denition 5.3) haben wir die triviale Voraussetzung wv 6= 0 gemacht.
In einem TWSS konnen dagegen Ecken mit Gewicht 0 auftreten. Weiter ist festzu-
stellen, da das Gewicht der Wurzel v0 irrelevant fur die Problemstellung ist, denn v0
mu auf jeden Fall Element der Losung sein. Somit kann das Gewicht der Wurzel um
einen beliebigen Wert verandert werden, wenn gleichzeitig L und U um denselben
Wert abgeandert werden.
5.1.3.2 Losung von TWSS
TWSS kann mittels TKP gelost werden, indem fur alle rechten Seiten











die Zulassigkeit von TKP mit Gewichten wv gepruft wird; dabei ist die Wahl der Ziel-




(Man andere wv0 auf 0 ab.)
Dies ist jedoch ungunstig, sobald U   L > n ist, denn dann liefert der folgende
Satz eine bessere Abschatzung. Er entspricht Satz 5.4 fur das WSS.
Satz 5.15




n = jV j. Fur den Fall, da alle wv nichtnegativ sind (v 6= v0), ist der Aufwand
O(n2U=(U   L)).
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Beweis. Die Vorgehensweise ist identisch mit derjenigen in der Herleitung von Satz
5.4. Dort werden die Groen c(B) und c(B) durch das Losen von Rucksackproblemen
mit Aufwand O(n(B+   B )) bestimmt. Hier sind nun analog TKPs zu losen, da-
zu wird das Verfahren aus dem vorangehenden Abschnitt verwendet, das denselben
Rechenaufwand hat (siehe Bemerkung 5.12). Wie ausgefuhrt, ist das Gewicht wv0
irrelevant. Daher wird es in der Aussage des Satzes nicht berucksichtigt. 
Zusammenfassend geben wir das Verfahren zur Losung von TWSS im Fall U L >
jV j in Pseudo{Code Darstellung an. Der Fall U  L  jV j wird, wie oben ausgefuhrt,
als TKP mit den Verfahren aus dem letzten Abschnitt behandelt.
Algorithmus 5.3 Losung des TWSS fur U   L > jV j
Input: T = (V;E; w), v0, L; U gema Denition 5.13
Output:
"
unzulassig\ oder T 0 / T mit v0 2 T 0 und L  wT 0  U .
1:  := (U   L)=jV j
2: bv0 = cv0 = 0; L := L  wv0 ; U := U   wv0
3: fur alle v 6= v0 berechne bv 2 Z; cv mit
bv+ cv = wv; 0  jcvj < ; sign(bv) = sign(cv) = sign(wv)
4: if wv  0 fur alle v 6= v0 then











9: for all B 2 fB ; : : : ; B+g do
10: c(B) := minfcT 0 : T 0 / T; v0 2 T 0; bT 0 = Bg
11: c(B) := maxfcT 0 : T 0 / T; v0 2 T 0; bT 0 = Bg
12: end for
13: for all B 2 fB ; : : : ; B+g do
14: if L  c(B) +B  U then
15: gib zu c(B) gehorendes T 0 aus; STOP
16: end if
17: if L  c(B) +B  U then






Der wesentliche Teil des Verfahrens steckt in den Zeilen 9 bis 12 und wird mittels
Algorithmus 5.1 in O(jV j(B+ B )) Schritten ausgefuhrt. (Fur die Berechnung von
5.1 Vorbereitungen 97
c ist dort in Zeile 11 das min durch ein max zu ersetzen.) Im Fall der Losbarkeit
erfolgt die Konstruktion des auszugebenden Teilbaumes T 0 (Zeilen 15, 18) durch
Ruckwartsrechnung gema Algorithmus 5.2.
TWSS mit zwei Bedingungen. Die bisherigen Ausfuhrungen haben gezeigt, da
das Losen von TWSS vollig analog zum Losen von WSS ist. Daher ist unmittelbar
klar, da auch die Satze 5.6 und 5.7 direkt ubertragen werden konnen. Wir benotigen
dies in den nachsten Abschnitten.
Satz 5.16
Gegeben seien ein Wurzelbaum T = (V;E; w1; w2) mit zweifachen Eckengewichten
w1v 2 Z0 und w2v 2 Z. Hochstens m  jV j der w1v seien positiv. Weiter seien








Die Frage, ob ein Teilbaum T 0 / T existiert, der die Wurzel enthalt und fur den
L  w1T
0  U und w2T
0 =W












Gegeben seien ein Wurzelbaum T = (V;E; w1; w2) mit Wurzel v0 und zweifachen
Eckengewichten w1v 2 Z und w2v 2 f0; 1g. Weiter seien L < U zwei Schranken.
Die Frage, ob ein Teilbaum T 0 / T existiert, der die Wurzel enthalt und fur den
L  w1T
0  U und w2T
0 =W









Hier ist die Groe von w1v0 unerheblich, da eine Veranderung dieses Wertes bei gleich-
zeitiger Veranderung von L und U um denselben Betrag ein aquivalentes Problem
ergibt.
98 Polynomiale Verfahren
5.2 Losung von T=L; U=  =9
In diesem und den folgenden Abschnitten werden polynomiale Losungsverfahren fur
Probleme der gleichmaigen Baumzerlegung, bei denen die zulassigen Teilbaume
durch untere und obere Gewichtsschranken charakterisiert sind, entwickelt. Das Kern-
problem ist dabei die Losung von Instanzen von TWSS mit polynomialem Aufwand.
Wir beginnen in diesem Abschnitt mit der Problemstellung T=L; U=  =9 (vgl. 4.2.2).
5.2.1 Voruberlegungen
In einer Instanz von T=L; U=  =9 sind ein eckengewichteter Baum T = (V;E; w),
w : V ! Z0 und Schranken U; L 2 Z0 mit U  L gegeben. Zu entscheiden ist,
ob eine Zerlegung von T in zulassige Teilbaume existiert. Ein Teilbaum T 0 / T ist
zulassig, wenn sein Gewicht zwischen L und U liegt.
Die Grundstruktur unseres Verfahrens entspricht Algorithmus 4.1 zur Losung des
allgemeinen Baumzerlegungsproblems. Dazu wahlen wir eine beliebige Ecke in T als
Wurzel aus. Da eine Zerlegung von T in zulassige Teilbaume gesucht ist, denieren
wir die Kosten solcher Teilbaume als cT 0 := 0, somit ist
C(v) =
8<
:0 Tv kann in zulassige Teilbaume zerlegt werden,1 sonst.
Ziel ist nun die Berechnung von C(v) gema Gleichung (4.3), wenn alle C(u) fur
u  v bekannt sind.
Beobachtung 1. Genau dann istC(v) = 0, wenn es einen in v wurzelnden zulassigen
Teilbaum T 0 von T (v) gibt, fur den C(u) = 0 fur alle u 2 S(T 0) gilt.
Daraus folgt, da Ecken u 2 Tv mit C(u) = 1 aus Tv "
herausdividiert\ werden
konnen, wir also die Betrachtung auf den Baum
~Tv := Tv=fu  v : C(u) =1g
beschranken konnen.7 Dabei ist folgende Regel beachten:
Wird eine Ecke u herausdividiert, so wird ihr Gewicht wu zum Gewicht
ihres Vorgangers addiert, das heit wpre(u) := wpre(u) + wu.
Im folgenden bezeichnen wir einen zulassigen Teilbaum T 0 / ~Tv, der in v wurzelt,
als Losungsteilbaum. Auerdem ist fur eine Ecke u 2 ~Tv ~Su die Menge ihrer Sohne in
~Tv und ~Tu der Teilbaum von ~Tv, der u und alle Nachfolger enthalt.
7Quotientenbildung wird in 4.1.1.1 eingefuhrt.
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In unserem Verfahren werden die beiden Falle L  n(U   L) und L > n(U  
L), n = jV j, unterschiedlich behandelt. Der Grund ist, da die Problemstellung in
den beiden Fallen unterschiedliche Eigenschaften hat, die algorithmisch ausgenutzt
werden.
5.2.2 Losung im Fall L  n(U   L)
Die Frage, ob ein Losungsteilbaum existiert, wird durch das Losen eines TWSS auf ~Tv
entschieden. Da alle wv fur Ecken in diesem Baum nach Voraussetzung nichtnegativ
sind, konnen wir zur Aufwandsabschatzung die zweite Aussage in Satz 5.15 heranzie-
hen. Wir erhalten eine Komplexitat von O(j ~Tvj2U=(U  L)) = O(n2(1+L=(U  L))).
Da wir uns im Fall L  n(U  L) benden, ergibt dies einen Aufwand von O(n3) zur
Bestimmung von C(v).
5.2.3 Losung im Fall L > n(U   L)
Wie in 5.2.2 ist unser Ziel, die Bestimmung von C(v) auf das Losen eines TWSS Pro-
blems zuruckzufuhren. Jedoch kann nicht mit einer unmittelbaren Anwendung von
Satz 5.15 eine polynomiale Laufzeit garantiert werden. Wegen L > n(U  L) hilft die
zweite Aussage des Satzes nicht weiter. Auch die Summe der wu, u 2 ~Tv kann zu gro
sein, um uber die erste Aussage von Satz 5.15 eine polynomiale Laufzeitabschatzung
zu erhalten. Deswegen analysieren wir im folgenden die Problemeigenschaften im Fall
L > n(U   L) genauer. Dabei wird sich herausstellen, da durch eine Modikation
des Problems Satz 5.17 anwendbar wird. Damit erhalten wir dann die gewunschte
Abschatzung.
Fur u 2 ~Tv, u 6= v, gibt es nach Voraussetzung eine Zerlegung von ~Tu in zulassige
Teilbaume, wir bezeichnen mit qu deren Anzahl. Da wir notwendige Bedingungen fur
die Zerlegbarkeit von ~Tv ableiten wollen, gehen wir davon aus, da auch ~Tv in eine
Anzahl von qv zulassigen Teilbaumen zerlegbar sei.
Beobachtung 2. Fur alle Ecken u 2 ~Tv ist qu eindeutig bestimmt.
Beweis. Angenommen, ~Tu ist sowohl in q
0 als auch in q00 > q0 zulassige Teilbaume
zerlegbar. Dann ist q00L  w ~Tu  q0U . Daraus folgt (q00   q0)L  q0(U   L) und
daraus L  q0(U L). Nun ist q0  n, denn jeder Teilbaum mu mindestens eine Ecke
enthalten. Somit erhalten wir einen Widerspruch zur Voraussetzung L > n(U   L).

Wir setzen nun





Damit erhalten wir eine Abschatzung des Gewichts von wu.
Hilfssatz 5.18
Fur u 2 ~Tv gilt
q(u)L  n(U   L)  wu  q(u)L+ n(U   L): (5.5)
Beweis. Da fur ~Tu eine zulassige Zerlegung in qu Teilbaume existiert, ist quL  w ~Tu 




qu0L  wu +
X
u02 ~Su
w ~Tu0  quU: (5.6)
Auch fur alle u0 2 ~Su existiert eine zulassige Zerlegung von ~Tu0 in qu0 Teilbaume; wir












qu0(U   L)  wu  q(u)L+ qu(U   L):
Da jeder Teilbaum in den Zerlegungen von ~Tu und ~Tu0 mindestens eine Ecke enthalt,
ist sowohl qu  n als auch
P
u02 ~Su
qu0  n und wir gewinnen die behauptete Ab-
schatzung (5.5). 
Eine erste Konsequenz aus Hilfssatz 5.18 ist q(u)  0, weil sonst wegen der
Voraussetzung L > n(U  L) die rechte Seite in (5.5) negativ ware, ein Widerspruch
zu wu  0. Wir benotigen nun eine weitere Formel.




Beweis. Da qv eindeutig bestimmt ist (Beobachtung 2), mu qv = 1 +
P
u2 ~S(T 0) qu
sein. Dies ergibt durch
"
Aufblahen\ die Behauptung. 
Sei u 2 ~Tv. Da ~Tu in zulassige Teilbaume zerlegbar ist, gilt Beobachtung 3
sinngema auch fur den in u wurzelnden Teilbaum in einer solchen Zerlegung. Mit
q(u)  0 folgt daraus q(u) 2 f0; 1g:
Beobachtung 4. Fur alle u 2 ~Tv gilt q(u) 2 f0; 1g.
Wir denieren nun zu jeder Ecke u 2 ~Tv, u 6= v zwei Gewichte durch w1u :=
wu  q(u)L und w2u := q(u). Ferner setzen wir w1v := wv und w2v := 0. Falls ein
Losungsteilbaum T 0 existiert, tritt wegen der Eindeutigkeit von qv und Beobachtung
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3 einer von zwei Fallen ein: Entweder ist q(v) = 0, dann ist w2T
0 = 1 und L  L 
w1T
0  U   L oder es ist q(v) = 1, dann ist w2T 0 = 0 und L  w1T 0  U . Daher
kann die Entscheidung, ob es einen Losungsteilbaum gibt, auf die Beantwortung
folgender Fragen zuruckgefuhrt werden:
 Gibt es T 0 / ~Tv mit v 2 T 0, 0  w1T 0  U   L und w2T 0 = 1?
 Gibt es T 0 / ~Tv mit v 2 T 0, L  w1T 0  U und w2T 0 = 0?
Beides sind TWSS Probleme mit einer zusatzlichen Bedingung, wobei die Voraus-
setzungen von Satz 5.17 erfullt sind.8 Nach Hilfssatz 5.18 gilt fur u 6= v jw1uj 
n(U   L) und somit
P
u2 ~Tv;u6=v
jw1uj  njV ( ~Tv)j(U   L). Aus Satz 5.17 erhalten wir
eine Aufwandsabschatzung von O(njV ( ~Tv)j
3) = O(n4) fur die Entscheidung, ob es
einen solchen Losungsteilbaum gibt. Damit ist jedoch C(v) bestimmt.
5.2.4 Zusammenfassende Darstellung des Verfahrens
Zusammenfassend geben wir das Verfahren fur T=L; U= =9 in Pseudo{Code Dar-
stellung an (Algorithmus 5.4). In jeder Iteration der Hauptschleife (Zeilen 2-29) wird
ein Losungsteilbaum zur aktuellen Ecke v gesucht. In Zeile 5 ist ein TWSS Problem
zu losen, hierfur wird Algorithmus 5.3 verwendet, der Aufwand ist O(n3). In den
Zeilen 14 und 16 sind TWSS Probleme mit einer Zusatz{Bedingung zu losen, der
Aufwand ist nach Satz 5.17 O(n4), wie oben gezeigt. In Zeile 21 wird ein gefundener
Losungsteilbaum zu einem Teilbaum von T expandiert, indem die in ~T ausdividierten
Ecken wieder eingefugt werden.
Algorithmus 5.4 endet mit der Ausgabe
"
unzulassig\, oder es konnen durch Ruck-
wartsrechnung von der Wurzel zu den Blattern (siehe Algorithmus 4.1) unter den
T
(v), v 2 ~T , Teilbaume von T bestimmt werden, die eine zulassige Zerlegung bilden.
Wir fassen das Ergebnis von Abschnitt 5.2 zusammen.
Satz 5.19
Der Aufwand zur Losung des Problems T=L; U=  =9 mit Algorithmus 5.4 ist im Fall
L  n(U   L) O(n4) und im Fall L > n(U   L) O(n5), n = jV j.
5.3 Losung von T=L; U=p=9
In der Problemstellung T=L; U=p=9 sind ein eckengewichteter Baum T = (V;E; w),
w : V ! Z0, Schranken L; U 2 Z mit U  L  0 und ein p 2 f1; : : : ; jV jg gegeben;
gefragt ist, ob eine Zerlegung von T in p zulassige Teilbaume, d.h. solche mit Gewicht
zwischen L und U , existiert.
8Wegen der Eindeutigkeit von qv kann nur eines der beiden Probleme losbar sein.
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Algorithmus 5.4 Rechne vorwarts T=L; U=  =9
Input: T = (V;E; w! Z0), v0, L; U 2 Z0, L  U
Output:
"
unzulassig\ oder ~T und zulassige Teilbaume T (v) / T , v 2 ~T
1: ~T := T ; C(v) :=1, v 2 V
2: for all v 2 V von den Blattern zur Wurzel in T do
3: T 0 := ;
4: if L  n(U   L) then
5: if TWSS fur ~Tv; v; L; U zulassig then
6: T 0 sei Losung
7: end if
8: else /* L > n(U   L) */
9: qu := Anzahl Teilbaume in zulassiger Zerlegung von ~Tu, u 2 ~Tv, u 6= v
10: q(u) := qu  
P
u02 ~Su
qu0, u 2 ~Tv, u 6= v
11: w1u := wu  q(u)L, u 2 ~Tv, u 6= v
12: w2u := q(u), u 2 ~Tv, u 6= v
13: w1v := wv; w2v := 0
14: if 9T 0 / ~Tv mit v 2 T 0, 0  w1T 0  U   L, w2T 0 = 1 then
15: T 0 sei Losung
16: else if 9T 0 / ~Tv mit v 2 T 0, L  w1T 0  U , w2T 0 = 0 then
17: T 0 sei Losung
18: end if
19: end if
20: if T 0 6= ; then
21: C(v) := 0; T (v) := expandiere(T 0)
22: else
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Im Gegensatz zur Problemstellung des letzten Abschnittes ist T=L; U=p=9 ein p{
BZP, wir greifen deshalb fur unser Losungsverfahren auf die Rekursion (4.4) zuruck.
Dazu wird eine beliebige Ecke v0 in V als Wurzel ausgewahlt und die Kosten zulassiger
Teilbaume T 0 werden auf cT 0 := 0 gesetzt. Es ist fur v 2 V und 1  q  p
C(v; q) =
8<
:0 Tv kann in q zulassige Teilbaume zerlegt werden;1 sonst:
Zu berechnen sei C(v; q), bereits bestimmt seien die C(u; q0) fur alle u 2 Tv, u 6= v
und 1  q0  p. Wir setzen Qu := fq
0 : C(u; q0) = 0g. Ecken u mit Qu = ; sind
nicht Kandidaten fur Wurzeln von Teilbaumen in zulassigen Zerlegungen und konnen
daher aus Tv herausdividiert werden:
~Tv := Tv=fu 2 Tv : Qu = ;g:
Das Gewicht dieser Ecken wird dabei zum Gewicht des jeweiligen Vorgangers addiert.
Gesucht ist ein Losungsteilbaum T 0 / ~Tv zu v und q, also ein Baum mit v 2 T 0,
L  wT 0  U , fur den es zu allen u 2 ~S(T 0) ein qu 2 Qu gibt mit
P
u2 ~S(T 0) qu = q 1.
Wie im vorangehenden Abschnitt unterscheiden wir fur das Losungsverfahren zwei
Falle. Der Fall L > p(U L), den wir zuerst betrachten, wird vollig analog behandelt,
wie der Fall L > n(U   L) fur das T=L; U=  =9 Problem. Dagegen sind fur den Fall
L  p(U   L) zusatzliche Uberlegungen notig.
5.3.1 Losung im Fall L > p(U   L)
Zunachst stellen wir fest, da jQuj = 1 ist fur alle u 2 ~Tv, u 6= v und da jQvj  1 ist.
Der Beweis hierfur ist analog zu dem der Beobachtung 2 in 5.2.3. Da uns interessiert,
welche Eigenschaften im Fall der Zerlegbarkeit von ~Tv gegeben sind, nehmen wir
jQvj = 1 an. Somit sind fur alle u 2 ~Tv eindeutig bestimmte qu (Qu = fqug) gegeben.
Es sei




wobei ~Su die Sohne von u in ~Tv sind.
Der Beweis von Hilfssatz 5.18 lat sich ebenfalls ubertragen und ergibt hier, da
fur alle u in ~Tv gilt
q(u)L  p(U   L)  wu  q(u)L+ p(U   L): (5.7)
Wie in Abschnitt 5.2.3 schlieen wir, da q(u) 2 f0; 1g ist. Ferner gilt fur jeden
Losungsteilbaum T 0 die Gleichung
P
u2T 0




qu oder qv = 1 +
P
u2 ~Sv
qu ist, so da nur fur einen dieser beiden Werte von
q = qv uberhaupt C(v; q) = 0 sein kann. Die Iteration uber q kann in der Berechnung
von C(v; q) entfallen.
Wiederum wird die Existenz eines Losungsteilbaumes mit Satz 5.17 gepruft. Wir
setzen wie oben w1u := wu q(u)L und w2u := q(u) fur u 2 ~Tv, u 6= v und weiter
w1v := wv, w2v := 0. Folgende Fragen sind nun zu beantworten:
 Gibt es T 0 / ~Tv mit v 2 T 0, 0  w1T 0  U   L und w2T 0 = 1?
 Gibt es T 0 / ~Tv mit v 2 T 0, L  w1T 0  U und w2T 0 = 0?




und C(v; q) = 1 fur alle anderen q. Entsprechendes gilt bei der zweiten Frage fur




Der Aufwand fur die Beantwortung der beiden Fragen ist O(pn3), n = jV j. Dies
ergibt sich aus Satz 5.17 und (5.7), da diese Ungleichung jw1uj  p(U L) impliziert.
5.3.2 Losung im Fall L  p(U   L)
Im Gegensatz zum Fall L > p(U   L) kann hier durchaus jQuj > 1 fur u 2 ~Tv
vorkommen. Um C(v; q) = 0 festzustellen, mussen daher neben einem Teilbaum
T
0
/ ~Tv, v 2 T
0 mit L  wT 0  U auch Zahlen qu 2 Qu fur u 2 ~S(T
0) bestimmt
werden, deren Summe q   1 ergibt. Dadurch wird das TWSS Problem fur T 0 mit
einem Auswahlproblem gekoppelt. Durch eine geeignete Konstruktion lat sich dieses
zusammengesetzte Entscheidungsproblem jedoch auf ein TWSS auf einem
"
groen\
Wurzelbaum _T mit zweifachen Eckengewichten abbilden. Im folgenden geben wir
diese Konstruktion an und weisen dann mit Hilfe von Satz 5.16 einen polynomialen
Aufwand fur die Bestimmung von C(v; q) nach.
Der zu konstruierende Baum _T = ( _V ; _E) entspricht in seiner Struktur ~Tv, wobei
jede Ecke u 2 ~Tv, u 6= v durch eine Kette von jQuj Ecken ersetzt ist (siehe Abbildung
5.1). Genauer sei
_V := fvg [ f _ul : u 2 ~Tv; u 6= v; l 2 f1; : : : ; jQujgg: (5.8)
Die Kantenmenge _E und die Orientierung auf _T werden festgelegt, indem wir fur
jede Ecke in _V den Vorganger angeben: v ist die Wurzel von _T und fur _ul setzen wir
pre( _ul) =
8<































Abbildung 5.1: Konstruktion von _T am Beispiel der Ecke u
Jeder Ecke in _V werden zwei Gewichte zugewiesen. Das Gewicht w1 ist bestimmt
durch
w1(v) = wv und w1( _ul) =
8<
:0 1  l < jQuj;wu l = jQuj: (5.10)
Weiter ist








:ql+1   ql 1  l < k = jQuj; qk +Pu02 ~Su minQu0 l = k: (5.12)
Beobachtung 1. Die Losungsteilbaume zu v; q von ~Tv entsprechen eineindeutig
den Teilbaumen _T 0 / _T mit v 2 _T 0, L  w1 _T 0  U und w2 _T 0 = q.
Beweis. Die Aussage folgt direkt aus der Konstruktion von _T . Der einem Losungs-
teilbaum T 0 entsprechende Teilbaum _T 0 enthalt genau die folgenden Ecken:
 die Ecke v
 _ul, 1  l  jQuj, fur jedes u 2 T 0, u 6= v
 _u1; : : : ; _ul 1 fur jedes u 2 ~S(T 0), wobei das l{kleinste Element von Qu als qu
ausgewahlt ist.9
9Man beachte, da im Fall l = 1 hier keine Ecken zu _T 0 hinzukommen.
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Es ist leicht nachzuprufen, da w1 _T
0 = wT 0 und w2 _T
0 = 1 +
P
u2 ~S(T 0) qu = q gilt. 
Das nachste Ergebnis zielt auf die Anwendung von Satz 5.16.
Beobachtung 2. Es ist j _V j  pjV j. Hochstens jV j der w1( _u), _u 2 _V , sind positiv,
alle anderen sind Null. Ferner ist
P
_u2 _V jw2( _u)j = O(pjV j).
Beweis. Die ersten beiden Aussagen folgen unmittelbar aus der Konstruktion von _T .
Die dritte Abschatzung erhalt man wie folgt. Zunachst ist fur u 2 ~Tv mit k = jQuj
kX
l=1
jw2( _ul)j  qk   q1 + j ~Sujp  (j ~Suj+ 1)p;
daraus folgt X
_u2 _V










 2jV jp = O(pjV j):

Aus Satz 5.16 erhalten wir nun, da fur alle 1  q  p mit Aufwand
O(pjV j (jV jU=(U   L)) pjV j)
entschieden werden kann, ob ein Losungsteilbaum zu v und q existiert. Da nach
Voraussetzung U=(U   L) = 1 + L=(U   L)  1 + p ist, ergibt dies einen Aufwand
von
O(p3n3); n = jV j:
5.3.3 Zusammenfassende Darstellung des Verfahrens
Eine Pseudo{Code Darstellung des Verfahrens fur T=L; U=p=9 ist Algorithmus
5.5. Seine Grundstruktur entspricht der Vorwartsrechnung in Algorithmus 4.2.
In jeder Iteration der Hauptschleife (Zeilen 2 bis 36) wird fur eine feste Ecke
v das Vorhandensein von Losungsteilbaumen zu allen q 2 f1; : : : ; pg gepruft. Dies
geschieht in den Zeilen 5 (Fall L  p(U   L) bzw. 19 und 22 (Fall L > p(U   L)).
Dazu werden jeweils TWSS Probleme mit zusatzlicher Nebenbedingung gema den
Satzen 5.16 bzw. 5.17 gelost.
Der Operator expandiere (Zeilen 9, 27) fugt Ecken, die aus ~T herausdividiert
wurden, in T 0 ein und liefert somit einen Teilbaum von T . Die Formel in Zeile 10 zur
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Algorithmus 5.5 Rechne vorwarts T=L; U=p=9
Input: T = (V;E; w! Z0), v0, p 2 f1; : : : ; jV jg, L; U 2 Z0, L  U
Output:
"
unzulassig\ oder: ~T und Qv 6= ; fur v 2 ~T mit p 2 Qv0 ; weiter T
(v; q)/T
fur v 2 ~T , q 2 Qv; schlielich qu(v; q) fur v 2 ~T , q 2 Qv, u 2 S(T
(v; q))
1: ~T := T ; C(v; q) :=1, v 2 V , 1  q  p; Qv := ;, v 2 V
2: for all v 2 V von den Blattern zur Wurzel in T do
3: if L  p(U   L) then
4: ausgehend von ~Tv konstruiere _T ( _V ; _E), w1, w2 gema (5.8) bis (5.12)
5: for all q 2 f1; : : : ; pg mit: 9 _T 0 / _T mit v 2 _T 0, L  w1 _T 0  U , w2 _T 0 = q do
6: C(v; q) := 0; Qv := Qv [ fqg
7: V 0 := fvg [ fu 2 ~Tv : _ul 2 _T 0 fur l = jQujg
8: T 0 := Teilbaum von ~Tv mit der Eckenmenge V
0
9: T (v; q) := expandiere(T 0)
10: q
u
(v; q) := minQu +
P
_ul2 _T
0 w2( _ul), u 2 ~S(T 0)
11: end for
12: else /* L > p(U   L) */
13: for all u 2 ~Tv, u 6= v aufsteigend in ~Tv do
14: qu :2 Qu /* es gilt jQuj = 1 */




16: w1u := wu  q(u)L; w2u := q(u)
17: end for
18: w1v := wv; w2v := 0
19: if 9T 0 / ~Tv mit v 2 T 0, 0  w1T 0  U   L, w2T 0 = 1 then




qu; Qv := fqvg
22: else if 9T 0 / ~Tv mit v 2 T 0, L  w1T 0  U , w2T 0 = 0 then
23: T 0 sei Losung
24: qv := 1 +
P
u2 ~Sv
qu; Qv := fqvg
25: end if
26: if Qv 6= ; then
27: C(v; qv) := 0; T




(v; qv) := qu, u 2 ~S(T 0)
29: end if
30: end if




33: else if Qv = ; then






(v; q) ist durch die Konstruktion von _T begrundet (siehe Abbildung
5.1): Fur jede Ecke u 2 ~S(T 0) ist nach Wahl von V 0 (Zeile 7) die (eventuell leere)
Kette mit den Ecken _u1; : : : ; _ul in _T
0 enthalten, wobei 0  l < k = jQuj gilt. Somit
hat die Summe in Zeile 10 den Wert
q1 + (q2   q1) +   + (ql+1   ql) = ql+1;










w2( _u) = q
gilt, indem die linke Seite geeignet
"
aufgeblaht\ wird.
Algorithmus 5.5 endet mit der Ausgabe
"
unzulassig\ oder es kann unter den
berechneten T (v; q) und q
u
(v; q) durch Ruckwartsrechnung gema Algorithmus 4.2
eine zulassige Zerlegung von T in p Teilbaume bestimmt werden.
Das Ergebnis dieses Abschnitts fat der folgende Satz zusammen:
Satz 5.20
Der Aufwand zur Losung des Problems T=L; U=p=9 mit Algorithmus 5.5 ist O(p3n4)
im Fall L  p(U   L) und O(pn4) im Fall L > p(U   L), n = jV j.
5.4 Losung von T=Zent; Uz   Lz = const=  =9
Eine Instanz des Problems T=Zent; Uz Lz = const= =9 ist folgendermaen deniert
(vgl. 4.2.2): Gegeben ist ein eckengewichteter Baum T = (V;E; w), w : V ! Z0,
eine Menge Zentren Z  V und Schranken Lz; Uz 2 Z0, wobei Uz   Lz  0 nicht
von z abhangt. Ein Teilbaum T 0 / T ist zulassig, wenn er genau ein Zentrum z 2 Z
enthalt und sein Gewicht zwischen den zu diesem Zentrum gehorenden Schranken Lz
und Uz liegt. Es ist zu entscheiden, ob eine Zerlegung von T in zulassige Teilbaume
existiert.
Um Algorithmus 4.1 als Grundstruktur unseres Verfahrens verwenden zu konnen,




:0 Tv kann in zulassige Teilbaume zerlegt werden,1 sonst.
Ziel ist nun die Berechnung von C(v) gema Gleichung (4.3), wenn alle C(u) fur
u  v bekannt sind. Ecken u mit C(u) =1 werden aus Tv herausdividiert,
~Tv := Tv=fu  v : C(u) =1g
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da sie nicht als Wurzeln von Teilbaumen in zulassigen Zerlegungen in Frage kommen.
Dabei wird nach folgender Regel verfahren:
Beim Herausdividieren einer Ecke u wird ihr Gewicht dem Gewicht ih-
res Vorgangers pre(u) hinzuaddiert. Ferner wird pre(u) Zentrum, wenn u
Zentrum ist.
Die Moglichkeit, da pre(u) selbst bereits Zentrum sein kann, fuhrt zur folgenden
Uberlegung:
Beobachtung 1. Wird bei der Berechnung von ~Tv eine Kante kontrahiert, fur die
beide Enden Zentren sind, so ist C(v) =1.
Wir gehen daher im folgenden davon aus, da der in Beobachtung 1 genannte Fall
nicht eingetreten ist.
Beobachtung 2. Alle Blatter von ~Tv sind Zentren.
Beweis. Ist u Blatt und nicht in Z, so enthalt Tu kein Zentrum. Folglich ist C(u) =1
und u nicht in ~Tv enthalten. 
5.4.1 Der Fall v 2 Z
Zuerst betrachten wir den Fall, da bei der Bestimmung von C(v) die Ecke v ein
Zentrum ist. Dann ist ein in v wurzelnder Teilbaum T 0 von ~Tv gesucht, der kein
weiteres Zentrum enthalt. Wir bezeichnen daher die Ecken aus R := fu 2 ~Tv :
P [u; v) \ Z = ;g als relevante Ecken. (Man beachte, da auch v 2 R ist.)
Beobachtung 3. Sei v 2 Z. Ist T 0 / ~Tv zulassig und v 2 T 0, so enthalt T 0 nur
relevante Ecken.
Mit T (R) bezeichnen wir den Teilbaum von ~Tv, dessen Eckenmenge R ist.
Beobachtung 4. Sei v 2 Z. Es ist C(v) = 0 genau dann, wenn es einen in v
wurzelnden Teilbaum T 0 von T (R) gibt mit Lv  wT 0  Uv.
Aus Beobachtung 4 folgt, da wir zur Bestimmung von C(v) ein TWSS zu losen
haben. Das nachste Ergebnis ist eine Abschatzung der Groe der darin auftretenden
Eckengewichte.
Hilfssatz 5.21
Ist u 2 R, u 6= v, so ist wu  (Uv   Lv)jZj.
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Beweis. Fur u0 2 ~Tv sei mit Zu0 := Z\V ( ~Tu0) die Menge der Zentren in ~Tu0 bezeichnet.






(Wegen Beobachtung 2 sind die Mengen auf der rechten Seite nicht leer.) Weiter






Linke und rechte Seite dieser Ungleichung konnen wir
"



























Nun hangt in unserer Problemstellung Uz Lz nicht von z ab, und ist somit gleich
Uv   Lv. Wir erhalten die Behauptung wu  jZj(Uv   Lv): 




wu=(U   L)  jRjjZj, ergibt sich mit Satz 5.15 ein Aufwand
O(jRj2jRjjZj) = O(jRj3jZj) zur Bestimmung von C(v).
5.4.2 Der Fall v 62 Z
Die Vorgehensweise im Fall v =2 Z wird auf die bisherige Untersuchung zuruckgefuhrt.
Nach Beobachtung 1 ist ein zulassiger Teilbaum T 0 von ~Tv gesucht, der in v wurzelt.
T
0 mu genau ein Zentrum enthalten, und es kommen hierfur nur solche Zentren
z 2 ~Tv in Frage, fur die P [z; v] kein weiteres Zentrum enthalt. Setzen wir daher
Z
0 := fz  v : z 2 Z; P (z; v] \ Z = ;g;
so mu T 0 genau einen der Pfade P [z; v], z 2 Z 0, enthalten.
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Das Problem der Bestimmung von C(v) lat sich also losen, indem wir fur jedes
z 2 Z 0 den Baum ~Tv=P [z; v), in dem nun v 2 Z ist, mit den oben hergeleiteten
Methoden untersuchen. Wird fur einen dieser Baume ein zulassiger, in v wurzelnder
Teilbaum gefunden, so ist C(v) = 0, andernfalls C(v) =1.
5.4.3 Zusammenfassende Darstellung des Verfahrens
Wir stellen das Verfahren in Pseudo{Code dar (Algorithmus 5.6). Da verschiedene
Baume eine Rolle spielen (T , ~T , _T ), kennzeichnen wir fur Pfade und Zentren{Mengen
durch Akzente, auf welchen Baum sie sich beziehen ( ~P [u; v], _Z, usw.). Im Verlauf des
Algorithmus werden Kontraktionen ausgefuhrt, die den Baum verandern, deshalb
wird mit einer Kopie ~T gearbeitet (Zeile 1). Die Bedingung in Zeile 3 pruft, ob es
unterhalb von v Zentren gibt, nur dann kann C(v) = 0 sein. In den Zeilen 4 bis
8 werden die moglichen Zentren fur den gesuchten zulassigen Teilbaum bestimmt.
Durch Ruckfuhrung auf das TWSS wird in den Zeilen 9 bis 18 entschieden, ob es
einen zulassigen Teilbaum gibt, der in v wurzelt. Sobald ein solcher gefunden ist
(Zeile 14), wird C(v) = 0 gesetzt und der Teilbaum festgehalten (Zeile 15), wobei die
vorgenommenen Kontraktionen ruckgangig gemacht werden (Operator expandiere),
um einen Teilbaum von T zu erhalten. In den Zeilen 21 bis 29 wird gepruft, ob
Unzulassigkeit bereits erkennbar ist, andernfalls wird, wenn C(v) = 1 ist, in Zeile
30 die Ecke v aus dem Baum herausdividiert.
Nach Abschlu von Algorithmus 5.6 kann mittels trivialer Ruckwartsrechnung wie
sie in Algorithmus 4.1 angefuhrt wird, eine zulassige Zerlegung von T als Teilmenge
von fT (v) : v 2 ~Tg bestimmt werden.
Da der Aufwand zur Losung eines TWSS in Zeile 14 wie oben bemerkt O(jZjjRj3)
ist, und Zeile 14 innerhalb zwei verschachtelten
"
for all\ Schleifen steht, erhalten wir
folgende Abschatzung fur den Gesamtaufwand:
Satz 5.22
Der Aufwand zur Losung des Problems T=Zent; Uz Lz = const==9mit Algorithmus
5.6 ist O(p2n4), n = jV j, p = jZj.
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Die Minimierung der maximalen Abweichung der Teilbaumgewichte von einem vorge-
gebenen Zielwert  kann unmittelbar auf die Verfahren der vorangehenden Abschnitte
zuruckgefuhrt werden. Es sei zum Beispiel eine Instanz des Problems T=  =  =k:k1
vorgelegt, also ein eckengewichteter Baum T = (V;E; w! Z0) und . Der optima-
le Zielfunktionswert  wird durch Binarsuche bestimmt: Ist fur ein  das Problem
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Algorithmus 5.6 Rechne vorwarts T=Zent; Uz   Lz = const=  =9
Input: T = (V;E; w! Z0), v0, Z, Lz; Uz 2 Z0, Uz   Lz unabhangig von z 2 Z
Output:
"
unzulassig\ oder ~T und zulassige Teilbaume T (v) / T , v 2 ~T
1: ~T := T ; ~Z := Z; C(v) :=1, v 2 V
2: for all v 2 V von den Blattern zur Wurzel in T do
3: if V ( ~Tv) \ ~Z 6= ; then
4: if v 2 ~Z then
5: Z 0 := fvg
6: else
7: Z 0 := fz 2 ~Z : z  v; ~P (z; v] \ ~Z = ;g
8: end if
9: for all z 2 Z 0 do
10: if C(v) =1 then
11: _T := ~T= ~P [z; v); _Z := ~Z [ fvg /* _T = ~T , falls z = v */
12: R := fu 2 V ( _T ) : u  v; _P [u; v) \ _Z = ;g
13: T (R) := Teilbaum von _T mit Eckenmenge R
14: if 9T 0 / T (R), v 2 T 0, Lz  wT 0  Uz then





20: if C(v) =1 then




23: else if v 2 ~Z then





27: ~Z := ~Z [ fpre(v)g
28: end if
29: end if
30: ~T := ~T=v
31: end if
32: end for
5.5 Losung von k:k1{Problemen 113
T=L; U=  =9 mit L :=   , U := +  losbar, so ist   , andernfalls gilt  > .
Da wir 0    wT voraussetzen konnen (andernfalls ist die vorliegende Instanz
von T=  =  =k:k1 trivial), kann der Suchbereich fur 
 zunachst auf das Intervall
[0; wT ] beschrankt werden. Wird fur  jeweils die Mitte des verbliebenen Intervalls
gewahlt, halbiert sich mit jedem getesteten Problem T=L; U=  =9 die Lange dieses
Intervalls und  ist nach O(logwT ) solcher Tests bestimmt. Somit folgt aus Satz
5.19 unmittelbar
Satz 5.23
Der Aufwand zur Losung von T=  =  =k:k1 ist O(n
5 logwT ), n = jV j.
Analog ergibt sich fur das Problem T==p=k:k1 eine polynomiale Komplexitat aus
Satz 5.20. Auch hier kommt ein Faktor logwT hinzu, denn wieder konnen wir anneh-
men, da 0    wT ist. (Fur alle   0 hat T=  =p=k:k1 dieselbe Optimallosung,
genauso fur alle   wT .)
Satz 5.24
Der Aufwand zur Losung von T=  =p=k:k1 ist O(p
3
n
4 logwT ), n = jV j.
Zuletzt wird Problem T=Zent=  =k:k1 durch die folgenden Uberlegungen auf das
Losen von O(logwT ) Instanzen vom Typ T=Zent; Uz Lz = const==9 zuruckgefuhrt.
Fur jedes Zentrum z ist ein Zielgewicht z fur den z enthaltenden Teilbaum gegeben.
Die maximale Abweichung des Gewichts der Teilbaume von ihrem Zielgewicht ist
zu minimieren. Sei  dieses Minimum. Wie oben erhalten wir  durch Binarsuche:
Setze fur   0 Lz := z    und Uz := z + . Dadurch wird eine Instanz von
T=Zent; Uz   Lz = const=  =9 deniert. Ist sie unzulassig, so mu  >  sein,
andernfalls ist   . Der folgende Hilfssatz zeigt, da die Suche nach  a priori
auf ein Intervall beschrankt werden kann, dessen Lange hochstens wT betragt. Dabei
wird berucksichtigt, da auch negative Zielgewichte fur die Teilbaume, oder solche,
die groer sind als wT , vorgegeben sein konnen.10
Hilfssatz 5.25
Es seien 1 := 0, 2 := maxf z : z  0g und 3 := maxfz   wT : z  wTg.
(Dabei ist max ; = 0.) Dann gilt fur  die Ungleichung
maxf1; 2; 3g  
  wT +maxf1; 2; 3g: (5.15)
Beweis. Zuerst zeigen wir die linke Ungleichung in (5.15).   1 ist trivial.   2
gilt, weil jeder Teilbaum nichtnegatives Gewicht hat (Voraussetzung w  0). Weiter
folgt   3 aus der Tatsache, da wT 0  wT gilt fur jeden Teilbaum T 0.
10Ob die Wahl solcher Zielgewichte sinnvoll ist, ist hier nicht zu diskutieren, jedenfalls soll sie
nicht per Denition (des Problems T=Zent=  =k:k1) ausgeschlossen werden.
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Die rechte Ungleichung in (5.15) ergibt sich wie folgt. Jeder Teilbaum T 0, fur
dessen Zentrum z gilt z  0, hat jwT 0   zj  wT   z. Genauso erfullt jeder
Teilbaum mit Zentrum z, fur das z  wT gilt, jwT 0   zj  z. Alle anderen
Teilbaume (0  z  wT ) haben jwT
0   zj  wT . Somit lat sich 
, die maximale
Abweichung (im Optimum), abschatzen durch

  max fmaxfwT   z : z  0g; maxfz : z  wT   zg; wTg
= max fwT + 2; wT + 3; wT + 1g

Aus dem Hilfssatz und Satz 5.22 erhalten wir nun eine Abschatzung fur den
Aufwand zur Losung eines T=Zent=  =k:k1 Problems.
Satz 5.26




In diesem Kapitel wird ein Branch&Bound{Verfahren fur das Baumzerlegungspro-
blem T=  =p=k:k1 vorgestellt. Nach Satz 5.24 ist dieses Problem mit polynomialem
Aufwand losbar, aufbauend auf Algorithmus 5.5. Da auf der anderen Seite die Lauf-
zeit eines Branch&Bound{Verfahrens schlecht a priori analysiert werden kann, ist
die Frage nach der Motivation fur dessen Entwicklung und Darstellung aufzuwerfen.
Folgende Grunde sprechen dafur:
1. Das Branch&Bound{Verfahren wurde entwickelt, als die polynomiale Losbar-
keit von Problem T=  =p=k:k1 noch nicht bekannt war.
2. Die Laufzeitabschatzung in Satz 5.24 ist von hohem Grad. Daher ist nicht
sicher, ob sich das dahintersteckende Verfahren (dynamische Programmierung)
in der Praxis als eÆzienter erweist, als das Branch&Bound{Verfahren. Fur
letzteres zeigen Tests, da es auch groe Probleme eÆzient losen kann (siehe
6.2).
3. Das Branch&Bound{Verfahren ist Teil von GAMOR und wird insbesondere in
8.3 zur Berechnung von Gebietsaufteilungen verwendet.
6.1 Darstellung des Verfahrens
Die prinzipielle Architektur von Branch&Bound{Verfahren wird als bekannt vor-
ausgesetzt.1 Unser Verfahren fur T=  =p=k:k1 folgt diesem Aufbau. Wir beschrei-
ben zunachst den Suchbaum und stellen dann die Berechnung unterer und oberer
1Es sei zum Beispiel auf Ibaraki [55] verwiesen, als eine der vielen Darstellungen in der Literatur.
115
116 Ein Branch&Bound{Verfahren fur T=  =p=k:k1
Schranken dar. Hierauf folgt die Beschreibung von Reduktionskriterien, welche die
Verkleinerung des Suchbaumes zum Ziel haben.
Eine Prasentation des Verfahrens unter Berucksichtigung aller Details ware an
dieser Stelle zu umfangreich. Wir verweisen dafur auf Schroder [96]. Dort ist auch
eine Diskussion einiger Design{Entscheidungen zu nden, die hier nicht wiederholt
wird. Vielmehr bringen wir das Verfahren in der Zusammensetzung, die sich in um-
fangreichen Testrechnungen am eÆzientesten erwiesen hat.
Voraussetzungen. Unser Branch&Bound{Verfahren zur Losung von T= =p=k:k1
macht zwei Voraussetzungen an die Probleminstanzen, die eine leichte Einschrankung
gegenuber der Denition dieses Problems in 4.2 darstellen.
 Die Eckengewichte wv, v 2 V , des zu zerlegenden Baumes T = (V;E) mussen
ganzzahlig und positiv sein.
 Das Zielgewicht  mu das mittlere Gewicht der Teilbaume sein, das heit
 = wT=p.
Hinsichtlich des Einsatzes des Verfahrens in Algorithmen fur die Gebietsaufteilung
sind diese Einschrankungen nicht wesentlich. Denn dabei entsprechen die Eckenge-
wichte den (stets positiven) Groenattributen der KGE, welche (ggf. nach Skalie-
rung) auf ganzzahlige Werte gerundet werden konnen. Ferner ist die Minimierung
der Abweichung von der mittleren Groe der Bezirke das in der Praxis normalerwei-
se angestrebte Ziel.
Fur die Darstellung des Branch&Bound{Verfahrens ist es zweckmaig, fur den
Baum T eine Wurzel v0 2 V zu wahlen, und T als Wurzelbaum aufzufassen. Die
Wahl der Wurzel ist beliebig und wird fur das ganze Verfahren beibehalten. Wir
erinnern an die in 4.1.1.1 eingefuhrte Notation, insbesondere an die durch die Wurzel
gestiftete Ordnung  auf den Ecken.
Weiter ist es von Vorteil, Zerlegungen von T durch Eckenteilmengen zu beschrei-
ben, welche die Wurzel enthalten. Ist  = fT 01; : : : ; T
0
s
g eine Zerlegung von T , so sind
die Wurzeln der Teilbaume durch vi = min V (T
0
i
), i = 1; : : : ; s gegeben, dabei mu
fur genau ein i gelten vi = v0. Ist andererseits V
0  V eine Teilmenge der Ecken, die
v0 enthalt, so wird dadurch in eindeutiger Weise eine Zerlegung (V
0) von T deniert:
In dieser Zerlegung sind die Ecken in V 0 die Wurzeln der Teilbaume, das heit, (V 0)
wird gebildet, indem die Kanten e(v), v 2 V 0   fv0g, aus T entfernt werden. Jede
p{elementige Teilmenge V 0, die die Wurzel enthalt, deniert eine zulassige Zerlegung
fur das Problem T=  =p=k:k1. Ihr Zielfunktionswert ist
c(V 0) = maxfjwT 0
i
  j : i = 1; : : : ; pg:
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6.1.1 Der Suchbaum
6.1.1.1 Aufbau des Suchbaumes
Knoten des Suchbaumes. Im Suchbaum des Branch&Bound{Verfahrens wird
das Problem, unter allen zulassigen Zerlegungen von T die beste zu nden, in Teilpro-
bleme zerlegt. Diese sind den Knoten zugeordnet und es wird jeweils eine Teilmenge
der Zerlegungen untersucht und bewertet.
Eine solche Teilmenge der Zerlegungen ist durch zwei (disjunkte) Teilmengen der
Ecken charakterisiert, auf folgende Weise: V 1  V mit v0 2 V 1 enthalt Ecken, die
zwingend als Wurzel eines Teilbaumes vorgeschrieben sind. V 0  V mit V 0 \V 1 = ;
enthalt Ecken, die als Wurzel eines Teilbaumes verboten sind. Die Teilmenge der
Zerlegungen ist damit gegeben durch
f(V 0) : V 0  V 1; V 0 \ V 0 = ;g:
In jedem Knoten des Suchbaumes wird ein Teilproblem untersucht. Ein Knoten








Pp(T; ') := f(V
0) : V 0  V 1; V 0 \ V 0 = ;; jV 0j = pg
die Menge der zulassigen Zerlegungen unter den im Knoten ' untersuchten.
Struktur des Suchbaumes. Der Knoten '0 = (fv0g; ;) bildet die Wurzel des
Suchbaumes. Oenbar ist Pp(T; '0) die Menge aller Zerlegungen von T in p Teilbaume,
und damit die Menge aller zulassigen Zerlegungen fur das Problem T=  =p=k:k1.
Ein Knoten ist ein Blatt des Suchbaumes, wenn Pp(T; ') einelementig ist. Dies
ist genau dann der Fall, wenn jV 1j = p oder jV 0j = jV j   p ist. Die entsprechende
(zulassige) Zerlegung ist gegeben durch (V 1) beziehungsweise (V   V 0).
Ist ein Knoten kein Blatt, so ist die Menge
V
f = V f (') = V   (V 0 [ V 1)
der freien Ecken jedenfalls nicht leer. Um die Nachfolgerknoten von ' zu bilden, wird
eine Ecke v 2 V f ausgewahlt; die Nachfolgerknoten sind dann
'
0 = (V 0 [ fvg; V 1) und '00 = (V 0; V 1 [ fvg):
Die Bildung der Nachfolgerknoten wird als Verzweigen des Knotens ' bezeichnet.
Es ist klar, da Pp(T; ') durch Pp(T; '
0) und Pp(T; '
00) in zwei disjunkte Teilmengen
aufgeteilt wird.
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Die Struktur des Suchbaumes ist nicht statisch festgelegt, sondern ergibt sich
dynamisch. Zum Beispiel entscheidet die Auswahlregel fur die Ecke v 2 V f beim
Verzweigen, welches die Nachfolgerknoten von ' sind.
6.1.1.2 Das Ausloten und das Reduzieren von Knoten
Ziel des Branch&Bound{Verfahrens ist die Bestimmung einer Zerlegung  2 Pp(T; '0),
die c minimiert. Dazu wird dieses Problem durch Verzweigen in Teilprobleme auf-
teilt. Andererseits ist fur die EÆzienz entscheidend, den untersuchten Teil des Such-
baumes moglichst klein zu halten. Hierzu wird das Ausloten und das Reduzieren von
Knoten eingesetzt.
Beide Techniken basieren auf der Kenntnis einer (moglichst guten) zulassigen
Zerlegung . Dies ist die beste bisher durch das Verfahren bestimmte Losung.
Ausloten. Zum Ausloten eines Knotens ' wird gewohnlich eine untere Schranke
lb berechnet, also ein Wert, der
lb  min cP(T; ')
erfullt. ' ist ausgelotet, wenn lb  c gilt. Ein ausgeloteter Knoten mu nicht
verzweigt werden.
In unserem Branch&Bound{Verfahren ist es jedoch geschickter, lb nicht explizit
zu berechnen. Fur die verwendete untere Schranke (siehe 6.1.4) ware dies ungleich
aufwendiger, als den Test
"
Ist lb  ?\
mit  = c auszufuhren. Bei positiver Antwort auf diesen Test ist der Knoten
ausgelotet.




  min c (Pp(')  Pp('
0))
gilt. Die Mengen V 0 und/oder V 1 werden somit vergroert; zu beachten ist, da die
dadurch von der weiteren Untersuchung ausgeschlossenen Zerlegungen nicht besser
sind als .
In unserem Verfahren werden zwei Kriterien zum Reduzieren verwendet, eines
erlaubt das Hinzufugen einer freien Ecke zu V 0, das andere zu V 1. Sie konnen auch
mehrfach hintereinander angewendet werden (siehe 6.1.3).
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6.1.1.3 Heuristische obere Schranke
Ausloten und Reduzieren sind umso wirksamer, je besser die Zerlegung  ist. Neben
diesen Operationen ist es daher wichtig, moglichst schnell gute Zerlegungen zu nden.
Erreicht der Suchvorgang ein Blatt des Suchbaumes, ist dadurch eine zulassige
Zerlegung  von T bestimmt. Falls diese besser ist als , wird die Aktualisierung

 :=  vorgenommen.
Verlat man sich allein auf diesen Mechanismus zur Gewinnung zulassiger Losun-
gen, ist es nahezu zwingend, den Suchbaum per Tiefensuche zu traversieren. Unser
Verfahren sollte nicht auf diese eine Strategie festgelegt sein, deshalb wurde eine Heu-
ristik zur Berechnung einer zulassigen Zerlegung , ausgehend von einem Knoten ',
eingebaut (siehe 6.1.5). Dabei wird  so bestimmt, da  2 Pp(T; ') gilt.
6.1.1.4 Untersuchung eines Knotens
Die folgende Prozedur untersuche knoten zeigt, wie die skizzierten Bausteine des
Branch&Bound{Verfahrens zusammenspielen. In den folgenden Abschnitten werden
sie detailliert besprochen.
Algorithmus 6.1 Untersuchen eines Knotens im Suchbaum
1: procedure untersuche knoten(') begin
2: if ' ist Blatt then
3: aktualisiere ggf. ;
4: else
5: reduziere ' soweit wie moglich
6: if ' ist Blatt then
7: aktualisiere ggf. ;
8: else if ' kann nicht ausgelotet werden then
9: berechne heuristisch  2 Pp(T; ')





Zu Zeile 6 ist anzumerken, da ein Knoten durch Reduzieren zu einem Blatt
werden kann. In Zeile 8 ist zu testen, ob die untere Schranke fur ' groer oder gleich
c
 ist. Ist das Resultat negativ, so kann ' nicht ausgelotet werden; die Bedingung
in Zeile 8 ist dann erfullt.
Ist es notig, ' zu verzweigen, werden die beiden Nachfolgerknoten zunachst ei-
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ner Liste der zu untersuchenden Knoten hinzugefugt. Aus dieser Liste wird dann
in geeigneter Weise der nachste Knoten fur untersuche knoten ausgewahlt. Details
hierzu sind in Schroder [96] zu nden.
6.1.2 Einige Denitionen
Zur Darstellung der Verfahrensbestandteile Reduzieren, Ausloten und heuristische
obere Schranke werden einige Denitionen und Bezeichnungen benotigt.
Der Wald F '. Zu einem Knoten ' = (V 0; V 1) des Suchbaumes gehort in naturli-
cher Weise ein Wald F ', der aus dem Baum T folgendermaen gewonnen wird:
 Zunachst werden alle Kanten e(v), v 2 V 1   fv0g, aus T entfernt, dadurch
werden jV 1j Baume gebildet.
 Aus diesen Baumen werden die Elemente von V 0 herausdividiert, wobei das
Gewicht zusammenfallender Ecken addiert wird.
Der Wald F ' spiegelt somit die im Knoten ' vorliegenden Entscheidungen des
Branch&Bound{Verfahrens wieder. Zu jeder Ecke v 2 V 1 gibt es eine Komponente
in F ', deren Wurzel v ist. Wir bezeichnen diese Komponente mit T '
v
.
Ist v 2 V f eine freie Ecke, so gehort sie zu einer Komponente von F '. Den in v
wurzelnden Teilbaum innerhalb dieser Komponente bezeichnen wir ebenfalls mit T '
v
.
Damit sind fur v 2 V 1 [V f die (Teil{)Baume T 'v deniert; die Anzahl der Ecken




1j+ jV f j: (6.1)
Die Anzahl zu entfernender Kanten. Fur jede Zerlegung aus Pp(T; ') gibt es
eine ihr entsprechende Zerlegung von F '; sie wird gebildet, indem einige Komponen-
ten weiter aufgeteilt werden. Insgesamt sind
s
 := p  jV 1j
Kanten aus F ' zu entfernen, um einen Wald zu erhalten, der einer zulassigen Zer-
legung von T entspricht. Sei nun fur v 2 V 1 sv (beziehungsweise sv) die maximale
(minimale) Anzahl an Kanten die hierbei aus T '
v
entfernt werden kann (mu).
Beobachtung 1. Es gilt
sv = minfs

; nv   1g und sv = max f0; s
   jV f j+ (nv   1)g:
2Hier ist es nicht notig, einen oberen Index ' zu schreiben, da im folgenden stets auf einen festen
Knoten ' Bezug genommen wird.
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Beweis. Die linke Formel ist oensichtlich. Fur die rechte Gleichung beachte man die
Tatsache, da in den Baumen T 'u , u 2 V
1   fvg, maximal
P
u2V 1 fvg
nu   1 Kanten
entfernt werden konnen, zusammen mit (6.1). 
Die Imbalance. Die Imbalance ist ein Ma, mit welchem die Auswirkung des
Hinzufugens einer freien Ecke zu V 1 auf den Zielfunktionswert abgeschatzt wird.
Sei T '
v
, v 2 V 1, eine Komponente von F ' und u 2 T '
v
, u 6= v. Es bestehe die
Absicht, aus T '
v
insgesamt s Kanten zu entfernen. Falls die Kante e(u) darunter ist,
betragt die maximale Abweichung vom mittleren Gewicht  mindestens
imb(u; s) = min

max
 wT 'u + 1   
 ;




Die Variable  ist die Anzahl der Kanten, die aus T '
u
entfernt wird, sie wird opti-
miert unter der Annahme, da die beiden aus dem Entfernen von e(u) resultierenden
Teilbaume in Komponenten genau gleichen Gewichtes unterteilt werden konnen. Da-
bei mu  zwischen  und  liegen, wobei
 = min fs  1; nu   1g und  = max f0; s  1  (nv   nu   1)g
= max f0; s  nv + nug
gelten.
Den Wert imb(u; s) bezeichnen wir als Imbalance von u bezuglich s. Das folgende
Ergebnis zeigt, da die Minimierung uber  nicht explizit ausgefuhrt werden mu.
Die Imbalance kann daher mit konstantem Zeitaufwand berechnet werden.
Satz 6.1









 falls  < ;
 falls  > ;
bc oder de sonst:
Der Beweis des Satzes ist in Schroder [96] zu nden.
6.1.3 Kriterien fur das Reduzieren
In unserem Branch&Bound{Verfahren werden zwei Reduktionskriterien benutzt.
Mit dem ersten Kriterium kann gegebenenfalls V 0 erweitert werden. Es sei ' =
(V 0; V 1) der aktuelle Knoten und  die bisher beste zulassige Zerlegung. Sei weiter
v 2 V 1 mit sv  1 und u 2 T 'v , u 6= v. Falls die Ungleichung
c
  minfimb(u; s) : maxf1; s
v
g  s  svg (6.3)
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erfullt ist, kann die Kante e(u) in einer besseren Zerlegung als  nicht entfernt sein.
Denn sonst muten in einer solchen Zerlegung aus T 'v s Kanten (fur ein s zwischen
maxf1; s
v
g und sv) entfernt sein, und die maximale Abweichung von  betruge damit
mindestens imb(u; s). Es kann also V 0 := V 0 [ fug gesetzt werden.
Das zweite Kriterium dient der Vergroerung von V 1. Ist u 2 V f und
c
 wu + wpre(u)    (im Baum T
'
v
, v 2 V 1, der u enthalt) (6.4)
so mu die Kante e(u) in jeder besseren Zerlegung als  entfernt sein. Denn sonst
enthielte die Zerlegung einen Teilbaum mit einem Gewicht von mindestens  + c;
die Menge V 1 kann daher um u erweitert werden.
In (6.4) beachte man, da die Eckengewichte aufgrund des Herausdividierens von
V
0 in F ' im allgemeinen groer sind, als in T . Das Kriterium zieht also die im Knoten
' getroenen Entscheidungen in Betracht.
Ablauf des Reduzierens. In jedem Knoten werden die freien Ecken im allgemei-
nen mehrfach durchlaufen, um Reduktionen aufgrund von (6.3) und (6.4) zu versu-
chen. Denn durch das Anwenden eines Kriteriums auf eine Ecke wird moglicherweise
erreicht, da danach auch eine andere Ecke (6.3) oder (6.4) erfullt (was zuvor nicht
der Fall war). Genauer kann das Vergroern von V 0 die Gultigkeit von (6.3) oder
(6.4) fur andere Ecken nach sich ziehen. Das Erweitern von V 1 kann dagegen nur
(6.3) fur andere Ecken gultig werden lassen.
In unserem Branch&Bound{Verfahren wird zunachst (6.3) solange angewendet,
wie dies moglich ist. Darauf wird (6.4) fur alle (noch) freien Ecken gepruft. Ergeben
sich dabei Erfolge, so wird zu (6.3) zuruckgekehrt. Das Reduzieren endet, wenn fur
keine freie Ecke mehr (6.3) oder (6.4) erfullt ist.
Aufwand fur das Reduzieren. In unserer Implementierung ist der Aufwand fur
das Reduzieren eines Knotens O(jV j2p). (Siehe Schroder [96] fur eine Analyse.)
6.1.4 Das Ausloten: Test einer unteren Schranke
Nach dem Reduzieren des aktuellen Knotens wird versucht, ihn mit Hilfe einer unte-
ren Schranke auszuloten. Wir verwenden eine Schranke, die auf der Verwandtschaft
der Probleme T==p=maximin und T==p=minimax mit dem zu losenden T==p=k:k1
Problem basiert. (Hierbei mu  = wT=p gelten, was durch unsere Voraussetzungen
(siehe Seite 116) gewahrleistet ist.)
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6.1.4.1 Ausloten des Wurzelknotens
Ist L der optimale Zielfunktionswert von T=  =p=maximin fur T und c derjenige
von T=  =p=k:k1, so gilt
L
    c;
denn die optimale Zerlegung fur T=  =p=k:k1 ist auch fur T=  =p=maximin zulassig
und hat fur dieses Problem den Zielfunktionswert   c.
Genauso erfullt der optimale Zielfunktionswert U von T=  =p=minimax die Be-
ziehung
U
  + c:
Aus beiden Ungleichungen folgt
c
  max fU   ;   Lg =: lb:
Der rechte Term deniert unsere untere Schranke im Fall des Wurzelknotens '0.
Wesentlich ist nun die Beobachtung, da die Berechnung von lb recht aufwendig
ist, denn dazu mussen die Probleme T=  =p=maximin und T=  =p=minimax gelost
werden (vgl. die Erorterung nach Korollar 4.26 auf Seite 78). Andererseits kann der
Test
Ist lb  ? (6.5)
fur  2 R in linearer Zeit ausgefuhrt werden, gestutzt auf das Losen der Probleme
T=[L; U ]=p=9 (siehe Korollar 4.25). Zum Ausloten wird jedoch nur dieser Test mit
 = c (fur die bisher beste Zerlegung ) benotigt.
In dieser einfachen Form ist die Idee allerdings nur im Wurzelknoten '0 anwend-
bar. Tiefer im Suchbaum besitzt der Wald F ' im allgemeinen mehrere Komponenten
und es ist a priori nicht klar, wie die Anzahl s der noch zu bildenden Teilbaume
auf diese Komponenten aufgeteilt werden soll. Daher ist zunachst unbekannt, wie die
Anzahl der Teilbaume zu wahlen ist, wenn fur eine Komponente T 'v die Probleme
vom Typ T=[L; U ]=p=9 gelost werden. Fur das Ausloten vom Wurzelknoten verschie-
dener Knoten ist somit eine verfeinerte Betrachtung notig. Aus ihr ergibt sich dann
auch die genaue Vorgehensweise beim Ausloten des Wurzelknotens.
6.1.4.2 Ausloten beliebiger Knoten
Sei ' = (V 0; V 1) der aktuelle Knoten des Suchbaumes und v 2 V 1. Eine partielle




=q=k:k1, also die Zerlegung der Komponente T 'v von F
' in q Teilbaume mit dem Ziel
die maximale Abweichung von  zu minimieren. (Hierbei ist  = wT=p das
"
globale\
mittlere Gewicht.) Fur alle q 2 f1; : : : ; nvg ist dieses Problem zulassig.
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Ist nun fur alle v 2 V 1 und alle jeweils zulassigen q eine partielle untere Schranke
bekannt, so lat sich daraus eine untere Schranke lb fur alle Zerlegungen aus Pp(T; ')
gewinnen:
lb = min fmax
v2V 1
lbv(qv) : sv  qv   1  sv fur alle v 2 V
1 undX
v2V 1
(qv   1) = s
g (6.6)
Darin wird uber alle Tupel (qv)v2V 1 minimiert, die eine mogliche Aufteilung der noch
abzuschneidenden s Teilbaume auf die Komponenten von F ' charakterisieren. Fur
das minimierende Tupel ist die maximale partielle Schranke eine untere Schranke fur
den Knoten '. (Fur einen Beweis siehe Schroder [96, Proposition 2.3].)
Eine enumerierende Berechnung von (6.6) ware unvertretbar aufwendig. Deshalb
mu die partielle Schranke so deniert werden, da (6.6) eÆzient berechnet werden
kann. Aus der in 6.1.4.1 dargestellten Idee lat sich eine solche Schranke gewinnen.
Fur v 2 V 1 und q 2 f1; : : : ; nvg sei Uv (q) der optimale Zielfunktionswert des
Problems T '
v
=  =q=maximin und L
v
(q) der von T '
v
=  =q=minimax. Die Denition
unserer partiellen unteren Schranke lautet
lbv(q) = max fU

v
(q)  ;   L
v
(q)g: (6.7)
Sie stimmt mit der oben eingefuhrten unteren Schranke fur den Wurzelknoten '0
uberein. Nun bezeichne fur  2 R0
Qv() = fq : 1  q  nv; lbv(q) < g:
Wie oben erlautert, ist unsere Absicht die Verwendung von  = c. Die Grundlage
fur die eÆziente Ausfuhrung des Tests (6.5) ist das folgende Ergebnis.
Satz 6.2
Fur v 2 V 1 und  2 R0 ist Qv() ein (moglicherweise leeres) Intervall ganzer
Zahlen.





() = Qv()\fsv +1; : : : ; sv+1g, v 2 V
1. Fur die Schranke lb gema (6.6)
und (6.7) gilt: Es ist lb   genau dann, wenn eine der Bedingungen
i. Q0
v






()  1) > s,






()  1) < s
wahr ist.
Beweis. Die Bedingung lb   ist aquivalent zur Aussage
Es gibt kein Tupel (qv)v2V 1 mit sv  qv   1  sv fur alle v undX
v2V 1
(qv   1) = s
 und max
v2V 1
lbv(qv) <  (6.8)
und damit auch zu
Es gibt kein Tupel (qv)v2V 1 mit qv 2 Q
0
v
() fur alle v und
X
v2V 1





() (moglicherweise leere) Intervalle ganzer Zahlen sind, ist (6.9) aqui-
valent zu i. bis iii. 
Die Uberprufung der Bedingungen i. bis iii. (und damit das Ausloten von ') ist tri-
vial, wenn die Intervalle Qv() berechnet sind. Letzteres kann nun auf das Losen der
Probleme T '
v
=L=  =max jj und T '
v
=U=  =min jj mit geeignet gewahlter Gewichts-
schranke L beziehungsweise U zuruckgefuhrt werden.




(q) < +  und L
v
(q) >    (6.10)











(q)  d+   1e und L
v
(q)  b   + 1c (6.11)
Ist die linke Bedingung fur ein q erfullt, dann gilt dies oenbar auch fur alle q0 2
fq+1; : : : ; nvg. Das minimale solche q ndet man durch Losen von T 'v =U=  =min jj
mit U = d+   1e. Es sei mit q
U
bezeichnet.
Genauso ndet man das maximale q, fur das die rechte Bedingung in (6.11) gilt,










; : : : ; nvg:

Aufgrund von Satz 4.24 kann somit Qv() mit Aufwand O(jV (T 'v )j) bestimmt
werden. Damit erhalten wir das zentrale Ergebnis uber das Ausloten in unserem
Branch&Bound{Verfahren.
Korollar 6.4
Der Test, ob ein Knoten ' des Suchbaumes basierend auf der Schranke lb gema
(6.6) und (6.7) ausgelotet werden kann, ist mit Aufwand O(jV j) durchfuhrbar.
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Algorithmus 6.2 Berechnung einer Zerlegung von T , ausgehend von F '
Input: Wald F ' zum aktuellen Knoten ' = (V 0; V 1) und sv, v 2 V 1.
Output: V 0 mit (V 0) 2 Pp(T; ')
1: F 0 := F '; V 0 := V 1; s0
v
:= sv fur v 2 V 1
2: while jV 0j < p do
3: wahle v 2 V 0 mit s0v > 0
4: wahle u 2 T 0v so, da imb
0(u; s0
v
) minimal ist; dabei sei  minimierend in (6.12)







     1
7: V 0 := V 0 [ fug
8: end while
6.1.5 Heuristik zur Berechnung einer oberen Schranke
Sei ' = (V 0; V 1) der aktuelle Knoten. Wenn er nicht ausgelotet werden kann, wird
eine Heuristik zur Berechnung einer Zerlegung  2 Pp(T; ') eingesetzt. Sie beruht auf
der Idee, zunachst V 0 = V 1 zu setzen, und dann s freie Ecken mit kleiner Imbalance
zu V 0 hinzuzufugen. Fur die Zerlegung  = (V 0) gilt dann  2 Pp(T; ').
Dabei werden aus der Komponente T '
v
, v 2 V 1, insgesamt sv Ecken gewahlt, mit
s
v




. Die sv werden zuvor so bestimmt, da sie einer
Losung von (6.6) entsprechen, wobei jedoch eine anders denierte partielle untere
Schranke zugrunde gelegt wird.3
Es sei u 2 V f und T '
v
die Komponente von F ', die u enthalt. Eine kleine Im-
balance imb(u; sv) von u ist ein Indiz dafur, da es gunstig ist, die Kante e(u) zu
entfernen, wenn T '
v
in sv + 1 Teilbaume zerlegt wird; dadurch ist unsere Heuristik
motiviert.
Im Lauf der Heuristik (Algorithmus 6.2) werden aus F ' Kanten entfernt. Der
resultierende Wald wird mit F 0 bezeichnet. Er umfat zu jedem v 2 V 0 eine in v
wurzelnde Komponente T 0
v
. Fur die weiteren Ecken u 2 F 0 ist T 0u der Teilbaum, der
von u und allen seinen Nachfolgern in F 0 gebildet wird. Weiter wird durch s0
v
die
Anzahl der noch aus T 0
v
zu entfernenden Kanten angegeben, v 2 V 0. Die Imbalance
wird nach der Formel
imb0(u; s) = min

max












berechnet. Man beachte, da im Unterschied zu (6.2) in der Heuristik mit dem
"
lo-
kalen\ mittleren Gewicht wT 0
v
=s+1 gearbeitet wird; dies hat sich in Testrechnungen
3Fur die Details verweisen wir auf Schroder [96]. Die zugrundegelegte partielle Schranke wurde
im vorangehenden Abschnitt aus Platzgrunden nicht diskutiert.
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als vorteilhafter erwiesen (siehe Schroder [96, Abschnitt 4.2]).
Wie der folgende Satz zeigt, mu die Frage nach einer Gute{Garantie fur die
Heuristik negativ beantwortet werden. Die zugrundeliegenden Instanzen von T= 
=p=k:k1 sind jedoch sehr speziell. Geht man von den Rechenergebnissen des nachsten
Abschnitts aus, ist erkennbar, da Algorithmus 6.2 im allgemeinen eine gute Losung
liefert.
Satz 6.5
Fur k  2 gibt es einen eckengewichteten Baum T k und pk 2 Z>0 mit folgenden
Eigenschaften:
 Algorithmus 6.2 berechnet (im Wurzelkonten '0 des Suchbaumes) eine Zerle-
gung mit Zielfunktionswert k   1.
 Der optimale Zielfunktionswert der Instanz T k=  =pk=k:k1 betragt Eins.
Beweis. Wie folgende Abbildung zeigt, konstruieren wir T k als Spinne mit einem
langen Bein, bestehend aus k(k   1) Ecken, und k   1 Beinen der Lange k + 1.
u u u u u  | {z }



















... (k   1){mal
Das Gewicht aller Ecken der Beine ist Eins; der zentralen Ecke weisen wir ein Gewicht
von k+1 zu. Damit ist wT k = 2k2. Nun setzen wir pk := 2k; dies ergibt ein mittleres
Gewicht  = wT k=pk = k.
Man uberzeugt sich leicht, da Algorithmus 6.2 (unabhangig von der gewahlten
Wurzel von T k) zunachst 2k  2 Teilbaume vom Gewicht  abschneidet: k  1 davon
werden durch die jeweils aueren k Ecken der kurzen Beine gebildet; weitere k   1
entstehen durch Zerlegen des langen Beines. Der verbleibende Stern vom Gewicht 2k
mu nun noch in zwei Teilbaume zerlegt werden. Dies ist nur moglich, indem eine
Endecke abgeschnitten wird und fur sich einen der beiden Teilbaume bildet. Damit
betragt die maximale Abweichung der Teilbaumgewichte vom Mittel k   1.
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Optimal dagegen ist es, das lange Bein in k Abschnitte der Lange k 1 zu zerlegen
und die kurzen Beine direkt an der zentralen Ecke abzuschneiden. So entstehen k +
(k   1) + 1 = pk Teilbaume mit Gewicht k   1 oder k + 1. 
6.2 Rechenergebnisse
Die in Schroder [96] prasentierten Rechenergebnisse fur unser Branch&Bound{Ver-
fahren dienten vor allem dem Ziel, die bestmogliche Konguration des Verfahrens zu
nden; sie sollen hier nicht noch einmal aufgefuhrt werden. Ziel dieses Abschnitts ist
vielmehr die Uberprufung der Frage, ob der Algorithmus eÆzient genug ist, um in
Verfahren fur die Gebietsaufteilung zum Einsatz zu kommen, insbesondere bei groen
Problemen.
Die Rechenergebnisse dieses Abschnitts basieren daher auf der Anwendung des
Branch&Bound{Verfahrens auf groe, zufallig generierte Baume mit Eigenschaften,
die durch die Absicht der Anwendung in Teil III motiviert sind.
6.2.1 Testprobleme
6.2.1.1 Zufallige Baume
Die zufallige Erzeugung von Baumen orientiert sich an folgenden Uberlegungen.
1. Es sollen mittlere und groe Probleme gerechnet werden. Daher ist eine Ecken-
zahl zwischen 100 und 1000 sinnvoll.
2. Mit Blick auf die Anwendung wird davon ausgegangen, da die Baume Geruste
von ebenen Graphen sind. Es ist somit zu erwarten, da die Eckengrade klein
sind.
Der einfache Algorithmus 6.3 zur Generierung zufalliger Baume orientiert sich an
diesen Uberlegungen.
In der aueren Iteration (Zeilen 3 bis 12) wird zur Ecke v die Anzahl s ihrer Sohne
zufallig bestimmt. Dabei wird folgende Wahrscheinlichkeitsverteilung verwendet:
s 0 1 2 3 4
P 0.4 0.2 0.25 0.1 0.05
Tabelle 6.1: Wahrscheinlichkeit fur Anzahl der Sohne
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Algorithmus 6.3 Erzeugen eines zufalligen Baumes mit kleinen Eckengraden.
Input: Eckenzahl n
Output: T = (V;E) mit jV j = n
1: V := f1; : : : ; ng
2: v := 1; u := 1
3: while u < n do
4: wahle zufallig s 2 f0; : : : ; 4g mit Wahrscheinlichkeit gema Tabelle 6.1
5: if v = u und s = 0 then s := 1 end if
6: if s+ u > n then s := n  u end if
7: while s > 0 do
8: u := u+ 1 ; s := s  1
9: E := E [ f(v; u)g
10: end while
11: v := v + 1
12: end while
In der inneren Schleife (Zeilen 7 bis 10) werden die Kanten zwischen der Ecke v
und ihren Sohnen erzeugt. Die Zeilen 5 und 6 dienen lediglich dem Abfangen von
Randfallen.
6.2.1.2 Zufallige Eckengewichte
Zufallige Eckengewichte wurden mit zwei verschiedenen Verteilungen generiert.
1. Gleichverteilte ganzzahlige Gewichte aus f50; : : : ; 1000g.
2. Logarithmisch{normalverteilte Gewichte. Dazu wurden mit der Methode nach
Teichroew (Knuth [60, S. 112]) N(0; 1){verteilte Zufallszahlen x1; : : : ; xn gezo-
gen und diese wurden mittels
wv := bexp(xv + 9)c
auf (angenahert) LOG(9; 1){verteilte Gewichte transformiert.
Mit dem Modell der zweiten Variante wurde versucht, Probleme zu simulieren,
in denen die Eckengewichte den Bevolkerungszahlen in kleinsten Gebietseinheiten
(KGE) entsprechen. Dies ist zum Beispiel fur den Anwendungsbereich der Wahl-
kreisgestaltung eine plausible Annahme. Dem Modell liegt die Idee zugrunde, da
Bevolkerungszahlen aus (exponentiellen) Abnahme{ oder Zunahme{Prozessen her-
vorgehen, wobei die Anderungsrate einer Normalverteilung genugt.4
4Inwiefern dieses Modell realitatsnah ist, kann hier nicht weiter untersucht werden. Letztlich
mute das seitens der Bevolkerungsgeographie entschieden werden. Die in Bar [8, S. 46] abgebil-
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6.2.1.3 Menge der Testinstanzen
Erzeugung der gewichteten Baume. Zunachst wurde mit Algorithmus 6.3 je
ein Baum mit jV j 2 f100; 250; 500; 1000; 1500g generiert. Zu jedem dieser Baume
wurden zehnmal sowohl gleichverteilte, als auch logarithmisch{normalverteilte Ge-
wichte erzeugt. Damit standen zu jeder Eckenzahl und jedem Gewichte{Typ zehn
eckengewichtete Baume zur Verfugung.
Wahl der Teilbaumzahl p. Zunachst war die Idee, fur jeden eckengewichteten
Baum zehn verschiedene Instanzen von T=  =p=k:k1 zu losen, mit Werten von p, die
gleichmaig im Intervall f1; : : : ; jV jg verteilt sind. Fur die Baume mit gleichverteilten
Eckengewichten wurde dies auch so durchgefuhrt.
Im Fall logarithmisch{normalverteilter Gewichte ist es jedoch nicht sinnvoll, p
deutlich groer als jV j=10 zu wahlen. Denn sonst ist in der Regel das Gewicht einiger
Ecken deutlich groer als das mittlere Gewicht  der Teilbaume; somit ist jede Losung
optimal, die einen Teilbaum enthalt, welcher nur aus der Ecke maximalen Gewichtes
besteht. Daher sind Instanzen mit groem p (relativ zu jV j) sehr einfach losbar.
Fur logarithmisch{normalverteilte Gewichte wurden daher Instanzen mit funf ver-
schiedenen Werten p gelost, die sich aus
p = bjV ji=90c mit i 2 f3; 5; 7; 9; 11g
ergeben.
6.2.2 Testergebnisse
Die Testergebnisse konnen den Tabellen 6.2 und 6.3 entnommen werden. Jede Zeile
enthalt die aggregierten Ergebnisse fur zehn Instanzen, in denen derselbe Baum der
Groe jV j = n in p Teilbaume zerlegt wurde; mit jeweils anderen Eckengewichten.
Angegeben ist die Groe des Suchbaumes (Anzahl der Knoten), gemittelt uber
zehn Instanzen, sowie die minimale und die maximale Groe fur diese Instanzen.
Ferner ist die die minimale, die mittlere und die maximale Rechenzeit angegeben.
Die Einheit sind CPU{Sekunden auf einem PC mit Pentium{Prozessor und 500MHz
Taktfrequenz. Die letzte Spalte ist fur beide Tabellen unterschiedlich und wird unten
erlautert.
dete Lorenzkurve der Bevolkerungsverteilung in Deutschland zeigt jedoch deutlich das Prinzip der
Konzentration, das heit, viele kleine und wenige sehr groe Gemeinden. Ahnlich verhalten sich die
logarithmisch{normalverteilten Zufallszahlen.
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Knoten Suchbaum CPU{Sekunden tavg=(~pn
2)
n p min avg max min avg max 106
100 5 1 2.4 9 0.08 0.09 0.10 1.760
100 15 1 3.6 9 0.08 0.11 0.16 0.713
100 25 1 2.4 7 0.08 0.10 0.15 0.416
100 35 1 6.3 13 0.07 0.21 0.42 0.594
100 45 1 7.0 25 0.10 0.23 0.45 0.516
100 55 2 9.1 21 0.13 0.42 0.77 0.927
100 65 1 3.7 7 0.10 0.17 0.34 0.489
100 75 2 6.5 13 0.11 0.20 0.38 0.808
100 85 3 7.7 15 0.12 0.18 0.25 1.200
100 95 1 1.8 4 0.06 0.08 0.11 1.700
250 12 1 7.1 22 0.49 0.53 0.69 0.712
250 37 1 9.1 25 0.49 0.74 1.09 0.320
250 62 1 7.2 20 0.48 0.96 2.30 0.247
250 87 6 16.2 28 1.04 2.51 5.76 0.462
250 112 7 17.3 47 1.12 2.96 5.72 0.423
250 137 3 17.5 35 1.18 4.08 9.28 0.578
250 162 4 9.3 12 1.02 2.29 5.65 0.416
250 187 8 18.2 41 1.14 2.12 4.11 0.538
250 212 2 22.6 69 0.63 1.46 3.33 0.614
250 237 1 5.4 12 0.35 0.52 0.74 0.641
500 25 1 15.4 64 2.11 2.48 3.39 0.396
500 75 4 10.3 17 2.29 3.15 4.30 0.168
500 125 2 7.0 13 1.92 3.13 4.95 0.100
500 175 5 24.1 65 2.53 18.94 47.90 0.433
500 225 7 25.9 73 11.10 23.18 59.61 0.412
500 275 9 34.0 123 10.70 30.27 48.94 0.538
500 325 2 16.4 29 4.33 22.89 44.66 0.523
500 375 10 21.3 43 4.42 10.88 20.43 0.348
500 425 11 16.9 25 3.31 5.05 6.76 0.269
500 475 1 12.9 46 1.51 2.88 6.03 0.460
1000 50 1 16.1 35 10.89 13.07 16.22 0.261
1000 150 12 21.6 56 13.74 21.71 35.39 0.145
1000 250 4 12.6 36 10.34 37.92 160.58 0.152
1000 350 30 59.8 96 72.08 168.73 302.45 0.482
1000 450 25 62.0 122 43.64 333.82 606.30 0.742
1000 550 18 34.3 57 72.64 314.14 633.68 0.698
1000 650 7 18.5 43 29.08 104.38 225.51 0.298
1000 750 17 31.9 46 27.18 48.20 75.09 0.193
1000 850 21 31.8 48 23.62 34.88 47.86 0.233
1000 950 3 10.7 22 11.26 14.34 20.16 0.287
Tabelle 6.2: Testergebnisse fur gleichverteilte Eckengewichte
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Knoten Suchbaum CPU{Sekunden tavg=n
2
n p min avg max min avg max 105
100 3 1 1.0 1 0.08 0.08 0.09 0.820
100 5 1 3.5 13 0.08 0.09 0.12 0.910
100 7 1 3.1 7 0.09 0.10 0.12 0.980
100 10 1 4.1 11 0.08 0.11 0.14 1.080
100 12 1 5.8 17 0.08 0.12 0.17 1.170
250 8 1 2.9 7 0.48 0.49 0.52 0.790
250 13 1 4.4 15 0.48 0.51 0.57 0.819
250 19 1 15.0 43 0.48 0.65 0.85 1.037
250 25 1 4.7 17 0.15 0.55 0.74 0.875
250 30 1 4.1 16 0.07 0.45 0.83 0.722
500 16 1 10.5 29 2.14 2.26 2.43 0.902
500 27 1 14.4 55 2.07 2.42 3.34 0.969
500 38 1 10.6 53 2.11 2.48 4.30 0.990
500 50 1 4.7 16 1.42 2.15 2.98 0.862
500 61 1 2.9 11 0.27 1.66 3.41 0.662
1000 33 1 18.6 52 8.84 10.11 13.03 1.011
1000 55 7 20.1 45 9.87 12.74 18.44 1.274
1000 77 1 7.6 28 8.29 9.58 12.09 0.958
1000 100 1 8.9 54 2.72 8.67 15.82 0.867
1000 122 1 4.1 20 0.64 7.61 31.75 0.761
1500 50 5 19.1 64 20.67 23.69 28.01 1.053
1500 83 1 13.1 34 19.00 27.29 48.16 1.213
1500 116 1 8.7 29 18.47 24.23 37.30 1.077
1500 150 1 7.4 31 11.92 22.03 47.99 0.979
1500 183 1 2.4 9 1.56 11.64 43.07 0.517
Tabelle 6.3: Testergebnisse fur logarithmisch{normalverteilte Eckengewichte
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6.2.2.1 Gleichverteilte Eckengewichte
Wie aus Tabelle 6.2 hervorgeht, nimmt die Suchbaumgroe nur sehr moderat mit der
Problemgroe zu. Der grote Suchbaum aller gelosten 400 Instanzen hat 123 Knoten,
dies zeigt, da die Komponenten des vorgestellten Branch&Bound{Verfahrens sehr
wirksam sind.5
Weiter ist zu erkennen, da die Rechenzeit sowohl von der Eckenzahl n als auch
von p abhangt. Insbesondere fur Instanzen, in denen p um n=2 liegt, steigt sie stark an.
Lat man diese einmal auer acht, konnen alle Probleme in Rechenzeiten unter einer
Minute gelost werden. Damit erscheint das Verfahren geeignet, um in Algorithmen
fur die Gebietsaufteilung auch bei groen Problemen zum Einsatz zu kommen.
In der letzten Spalte von Tabelle 6.2 wird versucht, eine empirische Aufwands-
abschatzung des Branch&Bound{Verfahrens fur die gelosten Instanzen vorzunehmen.
Numerisch wird die Hypothese gepruft, da der Aufwand nicht starker wachst als
O(~pn2), wobei ~p = minfp; n   pg ist. Dazu wird die mittlere Rechenzeit der zehn
Instanzen jeder Spalte durch ~pn2 dividiert und in einen Bereich um Eins normiert.
Die Tatsache, da die Werte der letzten Spalte mit zunehmender Problemgroe ten-
denziell abnehmen, lat die Hypothese gerechtfertigt erscheinen.6
Dieses Ergebnis ist insbesondere bedeutsam fur die am Eingang des Kapitels
aufgeworfene Frage nach dem Sinn eines Suchbaum{Verfahrens fur ein als polynomial
erwiesenes Problem. Die Komplexitat in Satz (5.23) ist O(p3n4 logwT ) und damit
um Groenordnungen schlechter als der empirische Aufwand des Branch&Bound{
Verfahrens. Ferner ist die Abhangigkeit von der Groe der Gewichte ein Nachteil der
dynamischen Programmierung gegenuber dem Branch&Bound. Beim gegenwartigen
Stand ist letzteres Verfahren fur den praktischen Einsatz zur Losung von T==p=k:k1
Problemen wohl vorzuziehen; in GAMOR ist dem Rechnung getragen.
6.2.2.2 Logarithmisch{normalverteilte Eckengewichte
Tabelle 6.3 zeigt, da auch im Falle logarithmisch{normalverteilter Eckengewichte
das Branch&Bound{Verfahren eÆzient das T=  =p=k:k1 Problem lost. Selbst bei
Baumen mit 1500 Ecken liegt die mittlere Rechenzeit unter einer halben Minute. Die
generierten Suchbaume sind klein, maximal (bei 250 Instanzen) waren 64 Knoten
notig, um die optimale Losung zu nden und ihre Optimalitat nachzuweisen.
5Dabei kann auf keinen der Bestandteile Reduzieren, Ausloten und obere Schranke Heuristik
verzichtet werden, wie in Schroder [96] demonstriert wurde.
6Nicht dargestellt ist der Umstand, da sich fur den Nenner ~pn1:5 zunehmende Quotienten erge-
ben. Das empirische Wachstum des Rechenaufwandes wird daher einem Exponenten zwischen 1.5
und 2 folgen.
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Da bei fester Eckenzahl mit zunehmendem p die Probleme eher einfacher zu losen
sind (vgl. die Diskussion in 6.2.1.3), wurde in der letzten Spalte von Tabelle 6.3 (im
Unterschied zu Tabelle 6.2) die Hypothese gepruft, da das empirische Wachstum
der mittleren Rechenzeit O(n2) ist. Die Werte zeigen, da diese Annahme plausibel








Modelle und Verfahren fur ebene
Probleme
Im dritten Teil unserer Arbeit werden bekannte Modelle und Verfahren fur die Ge-
bietsaufteilung analysiert und neue entwickelt. Ein Schwerpunkt stellt dabei die An-
wendung von gleichmaiger Baumzerlegung in solchen Verfahren dar. Auf diese Weise
werden die Gedankenstrange der Teile I und II, die bisher weitgehend nebeneinander
liefen, zusammengefuhrt.
Wie in 3.1.2 ausgefuhrt wurde, ist es sinnvoll, eine Unterscheidung von ebenen Mo-
dellen (in denen KGE und Zentren Punkten der Ebene entsprechen) und Netzwerk{
Modellen (KGE und Zentren sind Ecken eines Graphen) vorzunehmen. In diesem
Kapitel werden Modelle vom ersten Typ behandelt; Netzwerk{Modelle sind Gegen-
stand von Kapitel 8.
Am Anfang steht ein bereits 1965 von Hess et al. [50] vorgeschlagenes Modell fur
die Zuordnung von KGE zu Zentren, das im Laufe der Jahre immer wieder verwendet
und weiterentwickelt wurde. Da es sich um ein lineares Programm mit sehr vielen
binaren Entscheidungsvariablen handelt, hat es sich durchgesetzt, eine lineare Re-
laxation zu losen und durch Runden zu einer ganzzahligen Losung zu kommen. Wir
zeigen in 7.2.4 und 7.2.5, da mit gleichmaiger Baumzerlegung das Rundungspro-
blem im optimalen Sinn gelost werden kann. Daraus ergibt sich auch eine einfache
Abschatzung fur die maximale Abweichung der Bezirksgroen vom Mittel, die beim
Runden in Kauf genommen werden mu (Satz 7.13).
Berechnungsbeispiele. An verschiedenen Stellen werden in diesem und den fol-
genden Kapiteln Rechenverfahren durch Berechnungsbeispiele mit GAMOR veran-
schaulicht. Dabei werden reale Karten (Frankreich, Deutschland) zugrundegelegt; ein
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Erzeugen
"
zufalliger Karten\ wurde nicht fur sinnvoll gehalten.1
In diesen Beispielen sind die Groenattribute fur die KGE proportional zu ih-
rer Flache festgelegt. Ware die Bevolkerungsverteilung vollig homogen, wurden so
Bezirke mit (nahezu) Bevolkerungsgleichheit generiert. Doch ist nicht die (unzutref-
fende) Homogenitats{Annahme fur uns entscheidend. Motivation fur die Festlegung
der KGE{Groenattribute proportional zur Flache ist vielmehr die Tatsache, da
sich auf diese Weise die Balance der Bezirksgroen optisch wiedergeben lat; durch
die Bildung von Bezirken nahezu gleicher Flache.
Den Berechnungsbeispielen liegen somit keine Datensatze aus der Praxis zugrun-
de. Es wird jedoch deutlich, da die Berechnung von Gebietsaufteilungen, die auf
solchen Daten beruhen, mit GAMOR ohne weiteres moglich ist.
Zufallig erzeugte Testprobleme. Fur einige Untersuchungen war die Bereitstel-
lung einer ausreichend groen Anzahl von (zufalligen) Testproblemen erforderlich.
Instanzen solcher Testprobleme wurden folgendermaen erzeugt: Die KGE{Orte wur-
den zufallig gleichverteilt als Punkte im Quadrat bestimmt. Die Groenattribute wv
der KGE wurden, wie in 6.2.1.2 beschrieben, auf zwei Arten zufallig gezogen: gleich-
verteilt beziehungsweise logarithmisch{normalverteilt. Als Nachbarschaftsgraph der
KGE wurde der sog. Gabriel{Graph der KGE{Orte gewahlt; in diesem Graph sind
zwei Orte adjazent, falls der Kreis, dessen Durchmesser die Verbindungsstrecke dieser
Orte ist, keine weiteren Orte enthalt (siehe z.B. Gordon [45, S. 19] fur Eigenschaften
des Gabriel{Graphen).
7.1 Ein klassisches Zuordnungsmodell fur die Ge-
bietsaufteilung
7.1.1 KGE und Zentren als Punkte der Ebene
Zunachst machen wir einige Voruberlegungen, die mit der Reprasentation von KGE
und Zentren als Punkte der Ebene einhergehen.
Sei V die Menge der KGE. Jede KGE v 2 V wird in einem Punkt mit den
Koordinaten
(ostv; nordv) 2 R
2
lokalisiert angenommen. Dies kann zum Beispiel die Lage der bedeutendsten Kom-
mune in der KGE sein.
1Es ware auch zu fragen, was ein geeignetes Modell solcher Karten sein konnte. Was sind we-
sentliche Kenngroen einer Karte von KGE{Umridaten? Was ware eine angemessene Wahrschein-
lichkeitsverteilung fur diese Groen?
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Wenn jedoch keine Information uber die geographische Struktur innerhalb der
KGE vorliegt, kann ihr in folgender Weise ein punktformiger Ort zugeschrieben wer-






























) 2 R2 l = 1; : : : ; s
bekannt sein.2 Eine plausible Wahl fur den Ort von v ist der Schwerpunkt der von






























































berechnet. Die Moglichkeit einer solchen Schwerpunktberechnung ist in GAMOR
realisiert, da hier KGE durch ihre Grenzlinie beschrieben sind (vgl. 3.3.2).
Die Zentren I = f1; : : : ; pg der (zu bildenden) Bezirke sind wie die KGE durch
Punkte, mit Koordinaten
(Osti; Nordi) 2 R
2
; i 2 I;
charakterisiert.
Ausgehend von den Punkten lassen sich nun Entfernungen div zwischen Zentren
und KGE berechnen. Hierfur gibt es verschiedene Vorschlage in der Literatur. Wir
besprechen kurz die wichtigsten.









Dies entspricht der Luftlinienentfernung und stellt eine plausible Art der Entfer-
nungsmessung dar (Cloonan [25]).
2Ein Polygonzug ist jordansch, wenn sich die Verbindungsstrecken der Punkte des Polygonzugs
nicht schneiden. (Auer in den gemeinsamen Endpunkten benachbarter Strecken.)
140 Modelle und Verfahren fur ebene Probleme
Quadrierte euklidische Distanzen. Hierbei ist die Formel zur Berechnung der
Distanz
div = (Osti   ostv)
2 + (Nordi   nordv)
2
:
Diese Art der Entfernungsmessung erscheint zunachst merkwurdig, da sie kaum als
tatsachliche Entfernung interpretiert werden kann. Dennoch wird sie von vielen Au-
toren verwendet (Fleischmann und Paraschis [35], George et al. [42], Hess et al. [50],
Hess und Samuels [51], Hojati [52], Marlin [68]). Nach Einschatzung des Verfassers
gibt es dafur zwei Grunde.
1. In location{allocationModellen ist der location Schritt besonders einfach umzu-
setzen, wenn mit quadriert euklidischen Distanzen gearbeitet wird (vgl. 9.1.1.1).
Diese Begrundung wird in der Literatur haug zugunsten dieser Art der Di-
stanzmessung vorgebracht.
2. Ebenso wichtig erscheint aber eine Beobachtung, die in 7.3.2 herausgearbei-
tet wird, und die auch im allocation Schritt fur die Verwendung von quadriert
euklidischen Distanzen spricht. In diesem Fall namlich wird die Ebene in Ge-
biete aufgeteilt, die konvexen Polygonen entsprechen und damit eine Tendenz
zur Bildung von Bezirken, die der intuitiven Vorstellung von kompakter Form
entsprechen, geschaen.
7.1.2 Das Zuordnungsmodell nach Hess et al.
Bereits 1965 wurde von Hess et al. [50] ein lineares Programm vom Typ der Zuord-
nungsmodelle zur Gewinnung kompakter und balancierter Bezirke aus einer Menge
von KGE vorgeschlagen.
Die Zuordnung von KGE zu Zentren wird mit Hilfe der Variablen
xiv =
8<
:1 KGE v wird Zentrum i zugeordnet,0 sonst
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wvxiv  (1 + ) (i 2 I) (7.1c)
xiv 2 f0; 1g (v 2 V; i 2 I) (7.1d)
Jede KGE mu genau einem Zentrum zugeordnet werden, dies wird durch die Ne-
benbedingungen (7.1b) abgesichert.
Da wv die Groe der KGE v ist (hinsichtlich des anwendungsspezischen Attri-




Das Ziel balancierter Bezirksgroen wird mit den Nebenbedingungen (7.1c) model-
liert. Jeder Bezirk mu eine Groe haben, die innerhalb einer maximal erlaubten





Die Zielfunktion (7.1a) mit die totale gewichtete Entfernung der KGE von den
Zentren. Ihre Minimierung strebt danach, jede KGE einem moglichst nahegelegenen
Zentrum zuzuordnen. Dadurch werden kompakte Bezirke gebildet, zumindest unter
der Voraussetzung, da die Zentren
"
sinnvoll\ im aufzuteilenden Gebiet verteilt sind.
Die Verwendung des 0{1{Programms ZP in praktischen Situationen wird durch
die in aller Regel groe Anzahl an Binarvariablen allerdings eingeschrankt. Bei einem
Problem mit 500 KGE, die in 50 Bezirke zusammenzufassen sind, hat ZP bereits
25000 Binarvariablen; eine auch fur moderne Solver erhebliche Groenordnung.5
3Fur die Bezeichnungen der auftretenden Groen erinnern wir an 3.1.
4Das von Hess et al. [50, S. 1004] formulierte Modell ist umfangreicher als das hier dargestellte;
es umfat noch Variablen zur Bestimmung der Lage der Zentren. Da wir diesen Aspekt gesondert
in Kapitel 9 behandeln, beschranken wir uns hier auf den Zuordnungsteil des Modells.
5In GAMOR besteht die Moglichkeit, das Modell ZP (7.1) dem sehr leistungsfahigen Solver
CPLEX, gegenwartig in der Version 6.6, zur Bearbeitung zu ubergeben. Nach Erfahrungen des Au-
tors ist es durchaus moglich, damit Probleme von der im Text angesprochenen Groe in vertretbarer
Zeit auf einem PC zu losen.
Andererseits kommt es ebenfalls vor, da CPLEX auch bei kleinen Problemen (z.B. 100 KGE)
scheitert. Entweder wird keine zulassige Losung gefunden, oder auch nach sehr langer Rechenzeit
ist die Lucke zwischen unterer und oberer Schranke noch sehr gro; schlielich pat der aufgebaute
Suchbaum nicht mehr in den Speicher des Rechners. Dies tritt zum Beispiel bei ungunstiger Lage
der Zentren oder bei (zu) klein gewahlter Toleranz  auf.
Problematisch aus Praxissicht ist somit, da das Losen von ZP mit einem Standard{Solver wie
CPLEX kein robustes Verfahren darstellt. Die im weiteren Verlauf des Kapitels entwickelten Ver-
fahren zur heuristischen Losung von ZP haben diesen Nachteil nicht.
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Hinzu kommt, da eine maximal zulassige Abweichung  vom Groenmittel vor-
gegeben werden mu. Dies kann schwierig sein, wenn sich ein solcher Wert nicht in
naturlicher Weise aus der Anwendungssituation ergibt. Dann mu eine willkurliche
Festsetzung von  vorgenommen werden. Ideal waren perfekt balancierte Bezirke,
die alle genau die Groe  haben, doch ist dieses aufgrund der diskreten Natur des
Zuordnungsproblems in der Regel nicht moglich. Auch bei Vorgabe eines zu kleinen
 kann ZP unlosbar sein; dabei ist a priori nicht klar, wo die Grenze liegt.
Aus diesen Grunden werden in der Literatur Modelle vorgeschlagen, die als Re-
laxationen von ZP betrachtet werden konnen:
1. Eine haug gewahlte Moglichkeit, zuerst bei Hess et al. [50] zu nden, ist
die Relaxation der Ganzzahligkeitsbedingung (7.1d), gleichzeitig kann  = 0
gesetzt werden. Das resultierende lineare Programm ist ein eÆzient losbares
Transportproblem. Es erzeugt perfekt balancierte, kompakte Bezirke, wobei
allerdings einige KGE nicht eindeutig einem Bezirk zugeordnet sind. Mit Run-
dungsverfahren wird dies nachtraglich sicher gestellt. Diese Vorgehensweise ist
Gegenstand von Abschnitt 7.2.
2. Eine anderer Weg, vorgeschlagen von Zoltners und Sinha [115], ist die Relaxati-
on der Balance{Bedingungen (7.1c), indem sie mit Lagrange{Multiplikatoren in
die Zielfunktion gebracht werden. Das resultierende 0{1{Programm ist trivial
zu losen und hat kompakte Bezirke als Ergebnis. Durch ein geeignetes iteratives
Anpassen der Multiplikatoren, wobei viele Gebietsaufteilungen erzeugt werden,
wird eine Aufteilung mit balancierten Bezirken bestimmt. Diesen Zugang zur
heuristischen Losung von ZP analysieren wir in 7.3.
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7.2 KGE{Zentren{Zuordnung mittels Transport-
modell und Splitauosung
7.2.1 Das Transportmodell
Wir gehen aus vom ganzzahligen Programm ZP (7.1), setzen  = 0, und relaxieren








xiv = 1 (v 2 V ) (7.2b)
X
v2V
wvxiv =  (i 2 I) (7.2c)
xiv  0 (v 2 V; i 2 I) (7.2d)
fur die Zuordnung von KGE zu Zentren. Das Modell TP hat die Struktur des wohlbe-
kannten Transportproblems. Zu seiner Losung existieren eÆziente Verfahren, Klassi-
ker des Operations Research.6
Diese Eigenschaft von TP macht es moglich, auch sehr groe Gebietsaufteilungs-
probleme damit anzugehen. Zum Beispiel losen Fleischmann und Paraschis [35] ein
Problem mit 1400 KGE und 168 Zentren, bei George et al. [42] werden sogar uber
35000 KGE zugeordnet; in beiden Studien wird TP bzw. ein sehr nahe verwandtes
Modell eingesetzt.
Jedoch ist das Ergebnis von TP (siehe Abbildung 7.1) im allgemeinen keine zu-
friedenstellende Losung des Gebietsaufteilungsproblems, denn nicht alle Variablen
werden im Optimum ganzzahlig sein. Folglich gibt es KGE, die mehreren Zentren
(anteilig) zugeordnet sind. Dies ist Anla zu folgender
Denition 7.1
Eine KGE v 2 V , fur die in der optimalen Losung von TP mehrere Variablen xiv,
i 2 I, positive Werte haben, heit Split.
Aufgrund von Bedingung (7.2b) ist ein Split zwar vollstandig zugeordnet, aber eben
nicht eindeutig. Zum Beispiel ist er zu 40% einem Zentrum i und zu 60% einem
Zentrum i0 zugeordnet. Wir bezeichnen die Menge der Splits im folgenden mit V S.
Um zu einer Gebietsaufteilung ohne Splits zu kommen, mu ein Verfahren auf
die optimale Losung von TP angewendet werden, das jeden Split eindeutig einem
Zentrum zuordnet. Dabei kommen (nur) solche Zentren in Betracht, denen bereits
6Als neuere Quelle sei zum Beispiel Dantzig und Thapa [27] genannt.
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Abbildung 7.1: Losung von TP (7.2). Die eingezeichneten Verbindungslinien entspre-
chen nichtganzzahligen Variablen. Splits (vgl. Def. 7.1) sind wei dargestellt.
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ein Teil des jeweiligen Splits zugeordnet ist. Auf diese Weise wird die durch das
Losen von TP gewonnene Information einbezogen. Algebraisch gesprochen, werden
die nichtganzzahligen Variablen in der Optimallosung von TP auf ganzzahlige Werte
gerundet.
7.2.2 Splitauosung und Splitadjazenz
Den Proze der eindeutigen Zuordnung der Splits, der sich an das Optimieren von
TP anschliet, nennen wir Splitauosung. Er wird in diesem und den folgenden Ab-
schnitten eingehend studiert. Hier stellen wir die Frage, welche Gegebenheiten bei
der Splitauosung zu berucksichtigen sind.
Zunachst interessiert, wieviele Splits uberhaupt vorkommen konnen. Das folgende,
in der Literatur oft angefuhrte Ergebnis zeigt, da es stets weniger Splits als Bezirke
gibt.
Proposition 7.2
In einer optimalen Basislosung von TP ist die Anzahl an Splits hochstens p  1.
Zur Voraussetzung der Proposition ist folgendes zu sagen: Wenn die optimale Losung
von TP eindeutig ist, entspricht sie einer Ecke des durch die Nebenbedingungen (7.2b)
bis (7.2d) beschriebenen Polyeders im RjV jjIj und ist somit Basislosung. Die ublichen
Verfahren zur Losung von TP, wie zum Beispiel der Simplex{Algorithmus, liefern
jedoch auch im Falle eines mehrdeutigen Optimums eine Basislosung.
Eine Basislosung ist dadurch charakterisiert, da die Spalten der Nebenbedin-
gungsmatrix des linearen Programms TP zu Variablen mit positivem Wert linear
unabhangig sind. Dies hat die folgende, wohlbekannte Interpretation: Der Subgraph
des bipartiten Graphen
G = (I [ V; I  V ); (7.3)
dessen Kanten den Variablen mit positivem Wert (in einer Basislosung von TP) ent-
sprechen, enthalt keinen Zyklus.7 Um Proposition 7.2 zu beweisen, betrachten wir
denjenigen Subgraphen von G, dessen Kanten den gebrochenen Variablen entspre-
chen.
Denition 7.3
Gegeben sei eine optimale Basislosung (xiv) von TP. Der bipartite Graph T
S =
(US; ES) mit US = I [ V S und
E
S = f(i; v) : 0 < xiv < 1g
heit Splitadjazenz.
7Andernfalls konnte man die Spalten der Nebenbedingungsmatrix von TP, die den Zykluskanten
entsprechen, durch Summierung mit alternierenden Vorzeichen zum Nullvektor kombinieren.
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Abbildung 7.2: Splitadjazenz zum Beispiel aus Abbildung 7.1.
In Abbildung 7.2 wird diese Denition veranschaulicht.
Beweis von Proposition 7.2. Jede Kante von T S inzidiert mit genau einem Split
und jeder Split hat mindestens einen Grad von zwei in T S. Daraus folgt jESj  2jV Sj.
Da T S zyklenfrei ist, gilt jESj  jIj+ jV Sj   1. Somit ist jV Sj  jIj   1 = p  1. 
Proposition 7.2 ist somit eine triviale Konsequenz aus der Struktur des linea-
ren Programms TP. Ihr Nutzen wird deutlich, wenn die Splitauosung durch einen
menschlichen Entscheider
"
von Hand\ vorgenommen wird. Es ist gesichert, da in
der Regel nur ein kleiner Teil der KGE betroen ist, die Aufgabe also uberschaubar
ist.
Auf der anderen Seite wurden fur die Splitauosung Heuristiken vorgeschlagen,
die sich auf dem Rechner ausfuhren lassen.
7.2.3 Eine einfache Heuristik zur Splitauosung
In der Losung von TP ist die Groe jedes Bezirks exakt gleich der mittleren Groe ,
wenn die zugeordneten Anteile der Splits in der Bezirksgroe berucksichtigt werden.
Deshalb ist eine unausweichliche Konsequenz jedes Verfahrens zur Splitauosung,
da Abweichungen von der mittleren Groe in Kauf genommen werden mussen.
Auf der anderen Seite ist es aufgrund der Balance{Bedingung wunschenswert, da
diese Abweichungen klein sind. Die folgende Idee einer Heuristik zur Splitauosung
liegt daher auf der Hand:
Ordne jeden Split demjenigen Zentrum zu, zu welchem in der optimalen
Losung von TP der grote Anteil dieses Splits gehort.
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0:3
0:2
xiv = 0:5 1:0
Abbildung 7.3: Heuristik AssignMAX zur Splitauosung.
Abbildung 7.3 veranschaulicht diese Heuristik; in Pseudo{Code Darstellung lautet
sie wie folgt.
Algorithmus 7.1 Heuristik AssignMAX zur Splitauosung
Input: optimale Basislosung (xiv) von TP
1: for all v 2 V S do
2: i :2 argmaxfxiv : i 2 Ig
3: ordne KGE v Zentrum i zu
4: end for
Der Vorschlag, Splitauosung mittels AssignMAX vorzunehmen, wurde bereits
1971 von Hess und Samuels [51] gemacht. Auch in der kurzlich erschienenen Arbeit
von George et al. [42] kommt diese Heuristik zum Einsatz.
Naheliegend ist die Frage, inwieweit mit AssignMAX das Ziel erreicht wird, die
Abweichung der Bezirksgroen vom Mittel  klein zu halten. Im folgenden Beispiel
7.1 resultiert die Anwendung von AssignMAX in einer groeren Abweichung, als der
minimal moglichen. Daruberhinaus zeigt das Beispiel, da der Quotient zwischen
diesen Abweichungen beliebig gro werden kann. Somit gilt der
Satz 7.4
Die Heuristik AssignMAX hat keine endliche Garantie fur das Ziel der Minimierung
der maximalen Abweichung der Bezirksgroen von ihrem Mittel .
Beispiel 7.1
Der Input von AssignMAX ist eine optimale Basislosung des linearen Programms
TP. Wir konstruieren direkt diese Losung, ein dazu
"
passendes\ Programm TP lat
sich leicht angeben.
Eine Basislosung von TP ist charakterisiert durch die Spezikation
 einer Splitadjazenz T S = (I [ V S; ES),
 der Groe wv, v 2 V
S, der Splits, und
 der Groe Wi, i 2 I, der Bezirke ohne ihre jeweiligen Anteile an den Splits.
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und die Variablen xiv, (i; v) 2 ES, haben eindeutig bestimmte Werte aufgrund der
Zyklenfreiheit von T S.
In unserem Beispiel wahlen wir fur T S die Struktur eines d{Baumes (siehe 4.1.1.2).
Dabei ist d  4 beliebig. Die Eckenmenge sei gegeben durch
V
S := f1; : : : ; dg;
I := f0; 11; : : : ; 1d 1; : : : ; : : : ; d1; : : : ; dd 1g;
die Kantenmenge durch
E
S := f(v; 0) : v 2 V Sg [ f(v; vj) : v 2 V S; j = 1; : : : ; d  1g:
(Fur d = 4 ist so der auf Seite 53 rechts gezeigte d{Baum gegeben.) Die Groe von
KGE und Bezirken setzen wir zu
wv := d+ 1; v 2 V
S
; W0 := 1; Wvj := 2d; v
j 2 I   f0g:
Daraus ergibt sich eine mittlere Groe von  = 2d+1. Die Bezirke zu den Endecken
v








Da v zu d  1 solcher Endecken adjazent ist, gilt fur die verbleibende Kante (0; v)







AssignMAX ordnet daher jeden Split v 2 V S dem Zentrum 0 zu. Der zugehorige
Bezirk hat danach die Groe 1+d(d+1), die Abweichung vom Mittel ist
j1 + d(d+ 1)  (2d+ 1)j = d2   d:
Ordnet man dagegen alle Splits einem von 0 verschiedenen (adjazenten) Zentrum
zu (einer Endecke also), erhalt man einerseits Bezirke der Groe 3d+1 und anderer-
seits solche der Groen 2d bzw. 1. Damit ist die maximale Abweichung vom Mittel
gleich
max fj3d+ 1  (2d+ 1)j; j2d  (2d+ 1)j; j1  (2d+ 1)jg = max fd; 1; 2dg = 2d:
Fur d  4 ist dies kleiner, als die durch AssignMAX produzierte maximale Abwei-
chung. Ferner kann der Quotient (d2   d)=2d beliebig gro werden. 
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Die Beispiel 7.1 zugrundeliegende Optimalbasis von TP ist recht artiziell und
ahnliches wird kaum aus einem praktischen Gebietsaufteilungsproblem resultieren.
Insbesondere ist das starke Anwachsen der Eckengrade in T S in der Praxis nicht
zu erwarten. Somit zeigt das Beispiel eher die theoretischen Grenzen der Heuristik
AssignMAX auf. Bei kleinen Eckengraden ergibt sich aus dem folgenden Satz gege-
benenfalls eine nutzliche Abschatzung der maximalen Abweichung von , die aus der
Anwendung von AssignMAX resultiert.
Satz 7.5 (worst case fur AssignMAX)
Sei ÆV = max fgrad(v) : v 2 V
Sg, ÆI = max fgrad(i) : i 2 Ig (Grade bezogen auf
T
S) und w = max fwv : v 2 V Sg. Dann ist die mit AssignMAX erzielte maximale
Abweichung der Bezirksgroen von  nicht groer als (1  1=ÆV )ÆI w:












AssignMAX ordne einen Split v 2 V S dem Zentrum i zu. Dann ist
xiv = max fxi0v : i
0 2 I; xi0v > 0g:
Die Anzahl der positiven xi0v, i
0 2 I, ist gleich grad(v) in T S. Damit gilt xiv 
1= grad(v). Durch das Zuordnen von v zu i kommt somit hochstens wv(1 1= grad(v))
zur Bezirksgroe von i hinzu. Daher ubersteigt die maximale Bezirksgroe  um nicht
mehr als (1  1=ÆV )ÆI w:
Auf der anderen Seite ist xiv auf jeden Fall nicht groer als 1=2, wenn der Split v
dem Zentrum i nicht zugeordnet wird. Somit ist die minimale Bezirksgroe hochstens
(1=2)ÆI w kleiner als . Diese Abweichung ist nicht groer als (1 1=ÆV )ÆI w, da ÆV  2.

Bemerkung 7.6
Fur das Beispiel 7.1 ergibt die Abschatzung in Satz 7.5 eine obere Schranke von
(1  1=d)d(d+1) = d2  1. Die tatsachlich von AssignMAX produzierte Abweichung
ist gleich d2 d. Dies zeigt, da das Beispiel (nahezu) einen worst case fur AssignMAX
darstellt.
7.2.4 Optimale Splitauosung durch Baumzerlegung
Die Heuristik AssignMAX des letzten Abschnitts ist ein Verfahren zum Auosen der
aus der Losung von TP resultierenden Splits. Sie dient dem Ziel, die (unvermeidbaren)
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Abweichungen der Bezirksgroen von ihrem Mittelwert klein zu halten. Das von
AssignMAX verwendete Kriterium stellt jedoch nur eine lokale Betrachtungsweise
des Splitauosungsproblems dar.
Um zum Ziel einer optimalen Splitauosung zu kommen, ist es notig, sich vor
Augen zu halten, da die Entscheidung, welchem adjazenten Bezirk ein bestimmter
Split zugeordnet wird, durchaus Einu darauf hat, in welcher Weise andere Splits
aufgelost werden sollten. Es ist daher notwendig, diese gegenseitigen Abhangigkeiten
in Betracht zu ziehen.
In 7.2.2 wurde mit der Splitadjazenz bereits die hierfur wesentliche Struktur de-
niert. Splits und adjazente Zentrum bilden zusammen einen bipartiten, zyklenfreien
Graphen (siehe Denition 7.3). Unser Ziel ist es nun, Verfahren zur optimalen Split-
auosung anzugeben, die auf der Struktur der Splitadjazenz beruhen. Dabei wird das
in Teil II entwickelte Material zur gleichmaigen Baumzerlegung angewendet.
Die grundlegende Idee ist einfach. Jede Moglichkeit, die Splits (in einer beliebigen
Weise) aufzulosen, entspricht eineindeutig einer Baumzerlegung der Splitadjazenz in
Teilbaume, die jeweils genau ein Zentrum enthalten. Dabei gehen wir davon aus, da
die Splitadjazenz baumformig ist, da also neben der Zyklenfreiheit auch Zusammen-
hang gegeben ist. (Durch Einfugen geeigneter Kanten kann diese Voraussetzung stets
gesichert werden.) Das Gewicht der Teilbaume in der Zerlegung entspricht der Groe
der Bezirke nach der Splitauosung. Die Zielsetzung, moglichst gleichgroe Bezirke
zu erzielen, entspricht der Zielsetzung der gleichmaigen Baumzerlegung im Sinne
von Abschnitt 4.2.
Die optimale Losung eines solchen Baumzerlegungsproblems berucksichtigt im-
plizit alle Moglichkeiten der Zerlegung des Baumes. Daraus folgt: Wird Splitauosung
vorgenommen, indem die Splitadjazenz in einer optimalen Weise
"
gleichmaig\ zer-
legt wird, so werden dabei implizit alle Moglichkeiten der Splitauosung beruck-
sichtigt. Dies rechtfertigt die Sprechweise von einer optimalen Splitauosung. Unter
allen denkbaren Moglichkeiten, die Splits aufzulosen, wird diejenige gewahlt, welche
die grote Gleichmaigkeit der Bezirksgroen nach sich zieht. Hierbei ist jedoch klar,
da noch nicht prazisiert ist, was
"
grote Gleichmaigkeit\ bedeutet | ebenso wie
in 4.2 verschiedene Modelle der gleichmaigen Baumzerlegung eingefuhrt wurden.
7.2.4.1 Gleichmaige Baumzerlegung der Splitadjazenz
Wir gehen im folgenden davon aus, da die Splitadjazenz T S = (US; ES) (siehe
Denition 7.3) ein Baum ist.8 In diesem sind durch US = I [ V S zwei verschiedene
8Der Fall, da TS nicht zusammenhangend ist, kann durchaus eintreten. (Er ist genau dann
gegeben, wenn die optimale Basislosung von TP degeneriert ist.) Jedoch stellt dies kein ernsthaftes
Problem dar, denn es gibt zwei einfache Moglichkeiten, damit umzugehen. Die erste Moglichkeit ist,
7.2 Transportmodell und Splitauosung 151
"
Typen\ von Ecken gegeben, die den Zentren beziehungsweise den Splits entsprechen
(vgl. Abb. 7.2). Wir betrachten Zerlegungen von T S in Teilbaume, die jeweils genau
ein Zentrum enthalten und bezeichnen solche Zerlegungen als zulassig. Ist  = fT 0i /
T
S : i 2 Ig eine zulassige Zerlegung, so enthalt Teilbaum T 0i gerade das Zentrum
i 2 I. Auerdem enthalt T 0i eine (eventuell leere) Teilmenge der dazu adjazenten
Splits. Auf diese Weise ist jeder Split genau einem (adjazenten) Zentrum zugeordnet,
mit anderen Worten ist durch  das Resultat einer Splitauosung gegeben.
Andererseits ist klar, da umgekehrt jedes solche Resultat durch eine geeignete
Zerlegung  charakterisiert werden kann. Wir halten daher fest:
Proposition 7.7 (Splitauosung durch Baumzerlegung)
Jedes Resultat einer Splitauosung entspricht eineindeutig einer zulassigen Zerlegung
von T S.
Aus einer Splitauosung resultiert die Groe der entstehenden Bezirke. Der durch




wv + Groe aller zugeordneten Splits.
Der erste Summand hangt nicht von der Splitauosung ab, es ist die Groe aller
KGE, die bereits durch Losen von TP dem Zentrum i eindeutig zugeordnet wurden.







Wv := wv (7.5)
das Gewicht der Split{Ecken v 2 V S (was lediglich einer einheitlichen Notation
mit grogeschriebenem W dient). Dadurch haben wir T S zu einem eckengewichteten
Baum gemacht und es ist nun klar, da der folgende Zusammenhang besteht:
Proposition 7.8
Das Gewicht jedes Teilbaumes in einer zulassigen Zerlegung  von T S ist die Groe
des ihm entsprechenden Bezirkes nach der durch  reprasentierten Splitauosung.
auf jede Zusammenhangskomponente (dies sind Baume) getrennt ein Verfahren der gleichmaigen
Baumzerlegung anzuwenden, die zweite ist das Einfugen von Kanten (i; v) des Graphen (7.3) in
den Wald TS, fur die xiv = 0 gilt. Hierbei werden gerade soviele Kanten eingefugt, da ein Baum
entsteht, wobei Kanten mit kleinem Wert divwv zu bevorzugen sind. (Zum Beispiel kann man die
den Basisvariablen mit Wert 0 entsprechenden Kanten wahlen.)
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Das Ziel balancierter Bezirke bedeutet daher, da eine zulassige Zerlegung von T S
zu bestimmen ist, in welcher die Gewichte WT 0
i
, i 2 I, dem mittleren Gewicht
 moglichst nahe kommen.9 Daher konnen wir auf die Modelle zur gleichmaigen
Baumzerlegung aus Teil II zuruckgreifen. Die folgende Tabelle gibt die wesentlichen
Zusammenhange wieder.
Zielsetzung fur optimale Splitauosung. Erzie-
le gleichmaige Bezirksgroen durch Minimierung
der. . .
Modell fur die gleichmai-
ge Baumzerlegung der Split-
adjazenz (siehe 4.2.2)
totalen Abweichung (von der mittleren Groe) T=2{Zent=  =k:k1
Standardabweichung T=2{Zent=  =k:k2
maximalen Abweichung (von der mittleren Groe) T=2{Zent=  =k:k1
Tabelle 7.1: Optimale Splitauosung durch gleichmaige Baumzerlegung
Auch andere Zielsetzungen sind denkbar, doch sind die wesentlichen hier auf-
gefuhrt. Insbesondere der Minimierung der maximalen Abweichung kommt fur die
Praxis groe Bedeutung zu.
7.2.4.2 Komplexitat optimaler Splitauosung
Aufgrund des in Tabelle 7.1 dargestellten Zusammenhangs lassen sich nun in Teil II
entwickelte Ergebnisse direkt ubertragen. Dies betrit insbesondere Komplexitatsre-
sultate aus 4.3.
Korollar 7.9 (Komplexitat der optimalen Splitauosung)
Optimale Splitauosung zur Minimierung der totalen Abweichung der Bezirksgroen
von ihrem Mittel ist NP{schwer. Dasselbe gilt fur die Minimierung der Varianz der
Bezirksgroen.
Das Korollar folgt im wesentlichen aus Satz 4.17. Dabei ist jedoch zu beachten, da
nicht einfach die Aussage ubertragen werden kann. Der Grund ist, da nicht alle
Instanzen von T=2{Zent=  =k:k der gleichmaigen Zerlegung einer Splitadjazenz (in
der die Eckengewichte nicht beliebig gewahlt werden konnen), entsprechen. Jedoch
uberzeugt man sich leicht, da die in der Transformation zum Beweis von Satz 4.17
verwendete Probleminstanz Eckengewichte aufweist, die eine Interpretation als Spli-
tadjazenz erlauben.
9Man beachte die leicht ersichtliche Beziehung  =
P
v2V wv=p = WT
S
=p, p = jI j, das heit,
die mittlere Bezirksgroe stimmt mit dem mittleren Gewicht uberein.
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Korollar 7.10 (Komplexitat der optimalen Splitauosung)
Splitauosung zur Minimierung der maximalen Abweichung der Bezirksgroen von
ihrem Mittel ist ein polynomial losbares Problem.
Dieses Ergebnis folgt direkt aus Satz 4.28. Er wird durch die Verfahren aus Kapitel
5 bewiesen, wobei an dieser Stelle vor allem Algorithmus 5.6 bedeutsam ist, denn er
behandelt Baume mit Zentren. Seine Komplexitat ist O(p2n4) (Satz 5.22), sie geht
direkt in die Aussage von Satz 5.26 ein, der den Losungsaufwand fur T=Zent=  =k:k
durch O(p2n4 logwT ) abschatzt. Hierbei ist n die Anzahl aller Ecken und p die Anzahl
der Zentren.
Die Splitadjazenz T S hat hochstens n = 2p   1 Ecken und p Zentren, somit
resultiert eine Komplexitat von O(p6 logwV ) der optimalen Splitauosung zur Mini-
mierung der maximalen Abweichung.
Zunachst ist die Garantie der Polynomialitat ein wichtiges Resultat, aber die
Abschatzung durch ein Polynom sechster Ordnung kann fur praktische Fragestellun-
gen nicht befriedigen. Doch ist hier Spielraum zur Verbesserung gegeben, denn dieses
fur ein gleichmaiges Baumzerlegungsproblem mit Zentren hergeleitete Ergebnis lat
zwei Eigenschaften der Splitadjazenz auer acht.
1. Die Zentren sind in der Splitadjazenz nicht beliebig angeordnet. Durch die
Tatsache, da T S Subgraph eines bipartiten Graphen ist, wechseln sich Ecken
vom Zentren{ und vom Split{Typ in T S gewissermaen ab.
2. Die Eckengrade in der Splitadjazenz sind in praktischen Problemstellungen
klein, sie werden kaum funf oder sechs ubersteigen.
Im folgenden Abschnitt verfeinern wir daher die Ideen aus Teil II, um zu praktikablen
Verfahren fur die optimale Splitauosung zu kommen.
7.2.5 Praktikable Verfahren zur optimalen Splitauosung
Unser Ziel ist die Entwicklung von Verfahren, die die soeben angefuhrten Eigen-
schaften der Splitadjazenz ausnutzen. Einige Vorbemerkungen mogen diesen langeren
Abschnitt motivieren.
1. Es werden Ideen des Teils II zur gleichmaigen Baumzerlegung auf die spezielle
Struktur des Splitadjazenz angepat. Dies bedingt einen etwas breiten Forma-
lismus und gibt dem folgenden einen technischen Charakter. Auf der Ideenebene
kommt jedoch nichts Neues hinzu.
2. Das Ergebnis wird ein sehr allgemeines Verfahren (Algorithmus 7.2) zur op-
timalen Splitauosung sein, das sich fur die in Tabelle 7.1 aufgefuhrten Ziele
154 Modelle und Verfahren fur ebene Probleme
einsetzen lat; sich daruber hinaus jedoch auch fur mehrkriterielle Fragestel-
lungen eignet (siehe 7.2.5.4). In praktischen Fallen hat dieses Verfahren lineare
Laufzeit (Bemerkung 7.12).
3. Wir erhalten eine schone Abschatzung fur die maximale Abweichung der Be-
zirksgroen vom Mittel bei Verwendung des Verfahrens (Satz 7.13).
4. Speziell fur die Minimierung der maximalen Abweichung, einem wichtigen Ziel
in der Praxis, lat sich durch Anwendung der Ideen aus 5.4 eine polynomiale
Laufzeit beweisen; dies mit besserer Abschatzung als der nach Korollar 7.10
angegebenen (siehe 7.2.5.6).
7.2.5.1 Vorbemerkungen
Die Struktur der Splitadjazenz T S = (US ; ES) (siehe Denition 7.3) ist baumformig;
jede Ecke ist entweder Split oder Zentrum. Jede Kante verbindet einen Split mit
einem Zentrum, und alle Endecken sind Zentren. Diese Eigenschaften von T S geben
Anla, den Algorithmus 4.1 fur das allgemeine Baumzerlegungsproblem zu spezialisie-
ren. Dabei wird vorausgesetzt, da die zulassigen Teilbaume dadurch charakterisiert
sind, da sie genau eine Zentren{Ecke enthalten. Es ist also mit den Bezeichnungen
von 4.1.2
T = fT 0 = (U 0; E 0) / T S : jU 0 \ Ij = 1g:
Algorithmus 4.1 setzt voraus, da eine Ecke als Wurzel des zu zerlegenden Baumes
ausgezeichnet ist. Im Fall von T S wahlen wir eine Ecke v0 2 I als Wurzel, dies ist
jedoch nur eine technische Vereinbarung.
Wir machen nun wie in 4.1.2 die Voraussetzung, da die zulassigen Teilbaume
mit
"
Kosten\ aus einem geordneten Monoid M (Denition 4.1) bewertet sind,
c : T !M:
Damit abstrahieren wir zunachst von der Zielsetzung einer gleichmaigen Baumzerle-
gung der Splitadjazenz, wie sie im vorangehenden Abschnitt herausgearbeitet wurde.
Der Nutzen wird sich spater erweisen.
Die Kosten einer zulassigen Zerlegung  = fT 0i : i





(Addition in M), zu bestimmen ist eine Zerlegung minimaler Kosten. Wie
in 4.1.3 wird dies durch dynamische Programmierung
"
von den Blattern zur Wurzel\
realisiert, hier berucksichtigen wir jedoch die spezielle Struktur von T S.
Notation. Zu einer Ecke u 2 US sei Tu der Teilbaum von T
S, der in u wurzelt. Da
wir in den Rekursionsgleichungen vier Falle zu unterscheiden haben, schreiben wir
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fur die Zwischenoptima hier nicht C(u) wie in (4.2), sondern verwenden die folgende
Notation (siehe Abbildung 7.4):
Fur eine Zentrum{Ecke u 2 I seien die Kosten einer optimalen Zerlegung von Tu
mit (u) bezeichnet, fur eine Split{Ecke u 2 V S dagegen mit (u). Sei u 2 I. Die
Kosten einer optimalen Zerlegung des Teilbaumes, der aus Tu und dem Vorganger
pre(u) besteht, bezeichnen wir mit 0(u). Ist dagegen u 2 V S, so bezeichnen wir mit

0(u) die Kosten einer optimalen Zerlegung des Waldes, der aus Tu durch Entfernen
der Ecke u resultiert.
Da ein zulassiger Teilbaum T 0 = (U 0; E 0) von T S durch seine Ecken bestimmt ist,
verwenden wir ferner die Notation c(U 0) fur cT 0.
7.2.5.2 Rekursionsgleichungen fur die optimale Zerlegung von T S
Unser Ziel ist die Entwicklung von Rekursionsgleichungen fur ; 0 und ;  0. Alle
Blatter von T S sind Zentren{Ecken. Ist u ein solches Blatt, so ist oenbar
(u) = c(fug) und 0(u) = c(fu; pre(u)g): (7.6)
Ist dagegen u 2 I kein Blatt, so setzen sich die Eckenmengen aller zulassigen, u
umfassenden, Teilbaume zusammen aus u, einer Teilmenge der Sohne von u und
gegebenenfalls der Ecke pre(u). Ist ein Sohn u0 2 Su in einem solchen Teilbaum nicht
enthalten, so ist der in u0 wurzelnde Baum Tu0 optimal zu zerlegen, durch (u
0) sind
die entsprechenden Kosten gegeben. Ist u0 jedoch im Teilbaum enthalten, so ist der
Wald Tu0   fu0g zu zerlegen, mit optimalen Kosten  0(u0). Die Rekursionsgleichung
fur (u) lautet also
(u) = min
S0Su









Die Gleichung fur 0(u) ist nahezu dieselbe, jedoch werden per Denition die Teil-













Die Zwischenoptima (u) und 0(u) fur eine Ecke u 2 I werden also berechnet aus
den Zwischenoptima (u0) und  0(u0) fur alle Sohne von u.
Genauso berechnen sich die ;  0 aus den ; 0. Sei dazu u 2 V S. In einer opti-
malen Zerlegung von Tu mu u genau einer Zentrum{Ecke u
0 2 Su zugeordnet sein.
Fur alle anderen Sohne u00 ist Tu00 optimal zu zerlegen, die Kosten hierfur sind (u
00).
Weiter ist Tu0 [ fpre(u






































Abbildung 7.4: Bezeichnungen fur Zwischenoptima in der dynamischen Programmierung fur die Zerlegung von T S.










Fur die Gleichung zur Berechnung von  0(u) beachte man, da u darin keinem seiner






Die Gleichungen (7.6) bis (7.10) erlauben die Berechnung der Zwischenoptima in T S
von den Blattern aufsteigend, bis schlielich mit (v0) die Kosten einer optimalen
Zerlegung  von T S bestimmt sind. Durch Ruckwartsrechnung wird dann  selbst
ermittelt. Algorithmus 7.2 fat das Verfahren zusammen. Es ist eine Anpassung des
einfachen Algorithmus 4.1 zur Baumzerlegung an die spezielle Struktur der Splitad-
jazenz.
Algorithmus 7.2 Zerlegung von T S mit minimalen Kosten
Input: Splitadjazenz T S = (US ; ES) = (V S [ I; ES)
Output: Zerlegung  mit Kosten c
1: wahle Wurzel v0 2 I
2: for all u 2 US von den Blattern zur Wurzel do
3: if u 2 I then
4: if u ist Blatt then
5: Berechne (u); 0(u) gema (7.6)
6: else if u = v0 then
7: Berechne (u) gema (7.7)
8: else
9: Berechne (u) gema (7.7)
10: Berechne 0(u) gema (7.8)
11: end if
12: else /* u 2 V S */
13: Berechne (u) gema (7.9)
14: Berechne  0(u) gema (7.10)
15: end if
16: end for
17: c := (v0)
18: Bestimme  durch Ruckwartsrechnung
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7.2.5.3 Aufwand der optimalen Zerlegung von T S
Mit Algorithmus 7.2 lat sich eine optimale Zerlegung  der Splitadjazenz in ei-
nem sehr allgemeinen Sinn bestimmen. Unten werden wir Beispiele fur interessante
Monoide und Kostenfunktionen c geben. Doch zunachst schatzen wir den Aufwand
zur Bestimmung von  ab. Die maximalen Grade ÆI und ÆV seien wie in Satz 7.5
deniert.
Proposition 7.11
Der Aufwand zur Berechnung einer kostenminimalen Zerlegung der Splitadjazenz ist
O(ÆI2
ÆI jIj+ ÆV jV Sj).
Beweis. Der erste Summand schatzt den Aufwand fur (7.7) und (7.8) ab. Dabei
wird angenommen, da der Aufwand zur Berechnung der Funktion c proportional
zur Eckenzahl des Teilbaumes ist,10 und das Minimum durch Enumeration uber alle
Teilmengen S 0  Su bestimmt wird. Wegen jSuj  ÆI   1 und dem Umstand, da
sowohl  und 0 zu berechnen sind, ergibt sich ein Exponent von ÆI .
Der zweite Summand entspricht dem Aufwand zur Berechnung von (7.9) und
(7.10). 
Bemerkung 7.12
Ein Aufwand zur Berechnung einer optimalen Zerlegung von T S mit einem expo-
nentiellen Term erscheint zunachst wenig nutzlich. Wir erinnern jedoch daran, da
in praktischen Problemstellungen die Splitadjazenz kleine Grade aufweist. Nehmen
wir eine feste obere Schranke fur den Maximalgrad an | zum Beispiel funf oder
sechs | so ergibt sich in Proposition 7.11 ein linearer Aufwand zur Bestimmung der
optimalen Zerlegung.
Auch die Heuristik AssignMAX (Algorithmus 7.1) hat einen linearen Aufwand.
Ihr Ziel ist eine balancierte Groe der Bezirke nach der Splitauosung. Mit Algorith-
mus 7.2 halten wir nun ein viel machtigeres Werkzeug in der Hand, um balancierte
Bezirke zu bestimmen, ebenfalls bei linearem Aufwand (in praktischen Fallen).
7.2.5.4 Balancierte Bezirke mit optimaler Zerlegung von T S
Durch geeignete Wahl des Monoids M und der Kostenfunktion c lassen sich mit
Algorithmus 7.2 die in Tabelle 7.1 aufgefuhrten Operationalisierungen des Ziels ba-
lancierter Bezirksgroen im optimalen Sinn losen. Dazu wird jeweils das Baumzerle-
gungsproblem in der rechten Spalte optimal gelost.
10Fur den Aufwand der Operationen im Monoid M siehe Bemerkung 4.2.
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Fur die Minimierung der totalen Abweichung der Bezirksgroen von der mittleren
Groe  wahlen wir M = (R;+;) und
c(U 0) = j
X
u2U 0
Wu   j (U
0  US) (7.11)
(Die Eckengewichte Wu werden in (7.4) und (7.5) deniert.)
Analog ist die Vorgehensweise zur Minimierung der Standardabweichung der Be-
zirksgroen. Wir wahlen M = (R;+;) und




2 (U 0  US) (7.12)
(Genauer wird so die Varianz minimiert, dies ist jedoch aquivalent zur Minimierung
der Standardabweichung aufgrund der Monotonie der Quadratwurzelfunktion.)
Zur Minimierung der maximalen Abweichung von  ist M = (R;max;) und
c wie in (7.11) zu wahlen. Dadurch erhalten wir einen praktikablen Algorithmus
zur Minimierung der maximalen Abweichung. Er ist, wie oben ausgefuhrt, jedoch
nur bei beschranktem Maximalgrad ÆI polynomial. Nach Korollar 7.10 ist anderer-
seits das Problem generell polynomial losbar. In 7.2.5.6 werden wir zeigen, da eine
polynomiale Implementierung von Algorithmus 7.2 im Fall M = (R;max;) und
Kosten c gema (7.11) auch bei unbeschranktem Maximalgrad moglich ist. Dies wird
eine Bestatigung von Korollar 7.10 liefern, jedoch mit einer verbesserten Aufwands-
abschatzung.
Zuvor jedoch soll die Machtigkeit von Algorithmus 7.2 zur optimalen Splitauf-
losung, die aus seiner Allgemeinheit herruhrt, anhand eines weiteren Beispiels seiner
Anwendung demonstriert werden. Es wird durch folgende Uberlegung motiviert.
Die Minimierung der maximalen Abweichung der Bezirksgroen vom Mittel 
hat aus Praxissicht groe Bedeutung. Es wird dabei jedoch nur der kleinste oder
der grote Bezirk in der Zielfunktion berucksichtigt. Deshalb ist denkbar, da selbst
nach einer optimalen Splitauosung unter diesem Kriterium eine verbesserte Balance
moglich bleibt, indem Splits, die zu Bezirken mit einer naher am Mittelwert liegenden
Groe gehoren, anders zugeordnet werden, ohne da dabei die maximale Abweichung
vergroert wird. Oder anders formuliert: Das Problem T=2{Zent=  =k:k1 hat fur T S
in der Regel keine eindeutige Optimallosung.11
Aus diesem Grunde ist es sinnvoll, unter allen Optimallosungen von T=2{Zent= 
=k:k1 eine auszuwahlen, die ein weiteres Zielkriterium, zum Beispiel die Minimierung
der totalen Abweichung, optimiert. Damit wird der Praxisforderung nach moglichst
11Die kleinstmogliche maximale Abweichung wird im allgemeinen aus einer
"
lokalen\ Gegebenheit
herruhren (zum Beispiel einem sehr groen Split), fur andere Bereiche der Splitadjazenz sind dann
verschiedene Splitauosungen moglich, die durch das Zielkriterium nicht bewertet werden.
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kleiner maximaler Abweichung Rechnung getragen, zusatzlich jedoch wird der Spiel-
raum ausgenutzt, der sich aus diesem Kriterium ergibt.
Im Kern ist die Idee also, ein Problem mit mehreren, nach Prioritat geordneten
Zielkriterien, zu losen. Mit Algorithmus 7.2 ist dies ohne weiteres moglich | lediglich
M und c sind geeignet zu denieren. Wir zeigen dies am diskutierten Beispiel, wobei
die allgemeine Idee leicht zu sehen ist.
Optimale Splitauosung bei zwei Zielkriterien. Wir denieren
M = (R  R;;lex);
dies ist die Menge R2 mit lexikographischer Ordnung




2) () m1 < m
0
1 oder (m1 = m
0















Man uberzeugt sich leicht, da dies ein geordnetes Monoid im Sinne der Denition











gesetzt. Dann berechnet Algorithmus 7.2 unter allen Splitauosungen, die die maxi-
male Abweichung der Bezirksgroen vom Mittel  minimieren, diejenige mit gering-
ster totaler Abweichung.
Eine weitere nutzliche Denition von c berucksichtigt ein Kompaktheitsma als
nachgeordnetes Optimierungsziel. Die Eckenmenge U 0 eines zulassigen Teilbaumes
besteht aus einer Zentrum{Ecke u 2 I und dazu adjazenten Split{Ecken U 00, das






im Kompaktheitsma des Modells ZP (7.1a) { (7.1d). Wird also










gesetzt, so bestimmt Algorithmus 7.2 unter allen Splitauosungen mit kleinster maxi-
maler Abweichung der Bezirksgroen von , diejenige, die zur am meisten kompakten
Gebietsaufteilung fuhrt.
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7.2.5.5 Worst{case Abschatzung der maximalen Abweichung
In Satz 7.5 wurde die mit der Heuristik AssignMAX erzielbare maximale Abweichung
der Bezirksgroen von  im schlechtesten Fall abgeschatzt. Wir zeigen nun, wie sich
dies durch optimale Splitauosung mit Algorithmus 7.2 verbessern lat.
Satz 7.13
Sei w = max fwv : v 2 V Sg. Die durch Splitauosung mit Algorithmus 7.2 (mit
M = (R;max;) und c gema (7.11) gewahlt) erzielte maximale Abweichung der
Bezirksgroen von  ist nicht groer als w.
Beweis. Sei M = (R;max;) und c gema (7.11) deniert. Dann gehen die Rekursi-
onsgleichungen (7.6) bis (7.10) uber in
(u) = jWu   j und 
0(u) = jWu +Wpre(u)   j (7.13)
falls u 2 I Blatt ist, und fur alle anderen u 2 I in (es sei max 0(S 0) := maxf 0(u00) :
u








Wu0   j; max 












Wu0   j; max




und fur u 2 V S erhalten wir
(u) = min
u02Su
max f0(u0); max(Su   fu
0g)g (7.16)

0(u) = max(Su) (7.17)
Wir zeigen die Behauptung des Satzes, indem durch Induktion von den Blattern zur
Wurzel in T S bewiesen wird, da fur alle Ecken u 2 US (u); 0(u)  w beziehungs-
weise (u);  0(u)  w gilt.
Fur ein Blatt u 2 I gilt Wu   und Wu + Wpre(u)  , denn es ist Wu +
Wpre(u)xu pre(u) =  aufgrund von (7.2c), (7.4) und (7.5). Somit sind (u) und 
0(u)
nicht groer als Wpre(u)  w. Dies verankert die Induktion.
Fur  und  0 ist der Induktionsschritt aufgrund der Gleichungen (7.16) und (7.17)
trivial.
Es verbleibt daher, den Induktionsschritt fur (7.14) und (7.15) durchzufuhren.
Der mittlere und rechte Term in den Maximum{Ausdrucken dieser Gleichungen ist
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aufgrund der Induktionsvoraussetzung nicht groer als w, unabhangig von der Menge
S
0. Sei u 2 I kein Blatt. Aus (7.2c) folgt ahnlich wie oben




Nun ist Wpre(u)  w und Wu0  w fur u
0 2 S 0 nach Denition von w. Es gibt also
eine Menge S 0  Su mit
  w  Wu +
X
u02S0
Wu0  + w:
Dies zeigt, da auch der erste Term in den geschweiften Klammern in (7.14) durch
w abgeschatzt werden kann. Somit ist (u)  w.
Analog ist 0(u)  w, weil eine Menge S 00 mit
  w  Wu +Wpre(u) +
X
u02S00
Wu0  + w
existiert. 
7.2.5.6 Minimierung der maximalen Abweichung mit polynomialem Auf-
wand
Um zu einer polynomialen Implementierung von Algorithmus 7.2 im Fall des Pro-
blems T=2{Zent=  =k:k1 zu kommen, ist es ausreichend, die Optimierungsprobleme
(7.7) und (7.8) in polynomialer Zeit zu losen. Wir zeigen, wie dies auf Satz 5.4
(Komplexitat des WEAK SUBSET SUM Problem) zuruckgefuhrt werden kann. Da-
bei beschranken wir uns auf die Bestimmung von (u) nach (7.7), fur (7.8) ist die
Vorgehensweise genau dieselbe.
Wie im Beweis von Satz 7.13 gezeigt, nimmt (7.7) im Fall der Problemstellung








Wu0   j; max




an. Dieses Minimierungsproblem wird in eine Folge von Entscheidungsproblem um-
gewandelt, indem der optimale Zielwert (u) durch Binarsuche bestimmt wird. Sei
dazu





Wu0   j; max
0(S 0); max(Su   S
0)
)
(S 0  Su)
(7.19)
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wobei wir hier und in folgendem ein festes u 2 I betrachten, das kein Blatt von T S




Satz 7.13 liefert zunachst die Information (u) 2 [0; w]. Durch Losen des folgenden
Entscheidungsproblems konnen wir dieses Intervall halbieren. Sei H := w=2.
Existiert S 0  Su mit h(S
0)  H? (7.20)
Im Fall einer positiven Antwort ist (u) 2 [0; w=2], andernfalls ist (u) 2 ( w=2; w].
Die Suche wird fortgesetzt, indem H als Mitte des verbleibenden Intervalls gesetzt
und (7.20) erneut gelost wird. Gehen wir von ganzzahligen Groenattributen wv der
KGE aus, so sind die moglichen Werte von (u) diskret, wobei zwischen zwei Ganz-
zahlen hochstens zwei dieser Werte liegen. (Man beachte, da  trotz ganzzahliger wv
nicht ganzzahlig sein mu.) Mit O(log w) Tests der Form (7.20) kann somit das In-
tervall fur (u) so verkleinert werden, da es nur noch einen moglichen Wert enthalt.
Damit ist schlielich (u) bestimmt.
Wir wenden uns der Frage zu, wie das Entscheidungsproblem (7.20) gelost wird.
Dazu sei H ein fester Wert. Drei einfache Beobachtungen, die sich unmittelbar aus
(7.19) ergeben, dienen als Reduktionskriterien.
Beobachtung 1. Gibt es ein u0 2 Su mit (u
0) > H und  0(u0) > H, so ist die
Antwort in (7.20) negativ.
Beobachtung 2. Ist u0 2 Su mit (u0) > H und  0(u0)  H, so ist u 2 S 0 in jeder
Losung von (7.20).
Beobachtung 3. Ist u0 2 Su mit (u0)  H und  0(u0) > H, so ist u =2 S 0 in jeder
Losung von (7.20).
Sei nun
R = R(H) := fu0 2 Su : (u
0)  H und  0(u0)  Hg
die Menge der relevanten Sohne von u (bezuglich H). Sei weiter
W (H) :=Wu +
X
(Wu0 : u
0 2 Su; 
0(u0)  H < (u)):
Aufgrund unserer Beobachtungen und (7.19) ist Problem (7.20) aquivalent zu






  j  H? (7.21)
Die Zuruckfuhrung dieser Frage auf das WEAK SUBSET SUM Problem ist nun
oensichtlich. Wir setzen L :=  W (H) H und U :=  W (H) +H. Damit ist
(7.21) aquivalent zu
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Durch Abschatzen von Wu0, u
0 2 R, weisen wir nach, da dies polynomial ist.
Hilfssatz 7.14
Fur u0 2 R(H) ist Wu0 < 2pH (p = jIj).
(Der Beweis folgt unten.) Aufgrund von Hilfssatz 7.14 ist der Aufwand fur (7.22)
O(pjR(H)j3). Das Minimum (u) lat sich daher in O(pjSuj3 log w) Rechenschritten
bestimmen. Wir erhalten den folgenden Satz, der Proposition 7.11 im hier vorlie-
genden Fall verbessert; die exponentielle Abschatzung wird durch eine polynomiale
ersetzt.
Satz 7.15
Der Aufwand zur Berechnung einer Zerlegung der Splitadjazenz, die die maximale
Abweichung der Bezirksgroen vom Mittel  minimiert, ist O(Æ3I jIj
2 log w + ÆV jV Sj)
( w = maxfwv : v 2 V Sg).
Hilfssatz 7.14 entspricht genau dem Hilfssatz 5.21 in 5.4. Die Argumentation des
dortigen Beweises kann unverandert ubernommen werden und mu lediglich formal
an die hier vorliegende Situation angepat werden. Wir bringen den Beweis dennoch,
um keine Lucke entstehen zu lassen.
Beweis von Hilfssatz 7.14. Sei u0 2 R = R(H). Das Gewicht des Teilbaumes Tu0 ist
WTu0, ferner bezeichnen wir mit pu0 = jI \ Tu0j die Anzahl der Zentrum{Ecken in
Tu0. Aus (u
0)  H folgt WTu0  pu0( + H). Auerdem impliziert 
0(u0)  H fur
alle u00 2 Su0 die Abschatzung WTu00  pu00( H). Die Beziehungen
WTu0 = Wu0 +
X
u002Su0









Wegen pu0 < p folgt daraus die Behauptung. 
7.2.6 Partielle Splitauosung bei beschrankter Abweichung
In den Abschnitten 7.2.4 und 7.2.5 wurde gezeigt, wie optimale Splitauosung mit
Hilfe von dynamischer Programmierung, basierend auf der Splitadjazenz, umgesetzt
werden kann. Insbesondere die Minimierung der maximalen Abweichung der Bezirks-
groen vom Mittelwert  wurde eingehend diskutiert.
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In der Praxis sind jedoch Situationen gegeben, in denen eine bestimmte Abwei-
chung vom Mittelwert nicht uberschritten werden darf. Wenn diese kleiner ist, als die
aus einer optimalen Splitauosung resultierende Abweichung, ist es nicht moglich, mit
der bisher vorgestellten Vorgehensweise | Losung des linearen Programms TP (7.2)
und vollstandige Splitauosung | zu einer zulassigen Gebietsaufteilung zu gelangen.
Als Ausweg in einer solchen Situation wird von Fleischmann und Paraschis [35]
die Abschwachung von Zulassigkeit in einer anderen Richtung vorgeschlagen. Wenn
darauf verzichtet wird, alle Splits aufzulosen, kann im allgemeinen eine kleinere ma-
ximale Abweichung erzielt werden, denn in der Losung von TP sind die Bezirksgroen
perfekt balanciert; die maximale Abweichung betragt Null.
Fleischmann und Paraschis [35] haben daher Heuristiken entwickelt, die moglichst
viele Splits auosen und die verbleibenden so auf adjazente Zentren verteilen, da Be-
zirke entstehen, deren Groe die erlaubte Abweichung vom Mittel nicht uberschreitet.
Es sind somit Verfahren zur partiellen Splitauosung bei beschrankter Abweichung.
Das Ergebnis eines solchen Verfahrens ist eine Gebietsaufteilung mit einigen KGE,
die anteilig mehreren (benachbarten) Gebieten zugeordnet sind. Durch (manuelle)
Nachbearbeitung konnen diese KGE unterteilt und dadurch klare Gebietsabgrenzun-
gen hergestellt werden.
Aus folgenden Grunden gehen wir in diesem Abschnitt auf Heuristiken zur parti-
ellen Splitauosung ein.
1. In diesem Zusammenhang wurde zuerst die Struktur der Splitadjazenz fur das
Losen von Gebietsaufteilungsproblemen ausgenutzt. Darin kann die Wurzel fur
unsere Verfahren zur optimalen Splitauosung gesehen werden.
2. Heuristiken zur partiellen Splitauosung konnen in Praxissituationen hilfreich
sein, wenn eine zulassige Abweichung vom Mittel der Bezirksgroen nicht uber-
schritten werden darf.
3. Fleischmann und Paraschis [35] geben zunachst eine einfache Heuristik an, die
wir hier sukzessive Toleranzvergroerung nennen. Sie wird dann jedoch als nicht
wirksam genug verworfen, und die Autoren entwickeln die deutlich komplexere
local assignment Heuristik. (Letztere werden wir aus Platzgrunden nicht dar-
stellen.)
Unseres Erachtens benutzen Fleischmann und Paraschis bei der sukzessiven
Toleranzvergroerung eine ungeeignete Zielfunktion und erhalten deswegen eine
unbefriedigende Wirksamkeit. Wir schlagen daher eine andere Zielfunktion vor.
Rechentests zeigen, da damit die sukzessive Toleranzvergroerung genauso
erfolgreich im Auosen von Splits ist, wie die local assignment Heuristik.
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7.2.6.1 Sukzessive Toleranzervergroerung
Wir geben zunachst die Heuristik sukzessiver Toleranzvergroerung nach Fleisch-
mann und Paraschis [35, S. 526] an. Auf eine verbale Beschreibung folgt die formale
Darstellung.
Zunachst wird das lineare Programm TP (7.2) (S. 143) gelost. Aufgrund der
Nebenbedingung (7.2c) betragt die erlaubte Toleranz Null. Nun werden alle ganz-
zahligen Variablen in der Losung von TP xiert und das Problem mit einer Toleranz

0
> 0 fur die restlichen Variablen erneut gelost. Somit werden die Nebenbedingungen
(7.2c) ersetzt durch
(1   0) 
X
v2V
wvxiv  (1 + 
0) (i 2 I) (7.23)
Sind in der Losung bezuglich dieser relaxierten Bedingungen weitere Variablen ganz-
zahlig, so werden auch diese xiert. Daraufhin wird die Toleranz weiter vergroert
und das Problem mit den verbliebenen Variablen erneut gelost.
Iterativ wird so versucht, moglichst viele Variablen auf ganzzahlige Werte zu
xieren. Abgebrochen wird, wenn  0 mit der maximal zulassigen Toleranz  uberein-
stimmt. Die Erhohung von  0 geschieht jedesmal um einen festen Betrag =s, wobei
s die vorgegebene Anzahl der Iterationen ist.
Mit dem schrittweisen Erhohen der Toleranz verbindet sich die Erwartung, im
allgemeinen mehr Variablen xieren zu konnen, als wenn sofort  0 =  gesetzt wurde.
Testrechnungen zeigen, da dies tatsachlich meistens der Fall ist.
Das Fixieren aller Variablen xiv, i 2 I, zu einer KGE v bedeutet, da v eindeutig
zugewiesen ist. Daher ist das Ziel der Heuristik, moglichst viele der Splits in der
Losung von TP aufzulosen, ohne die zulassige Toleranz  zu uberschreiten.
Das von Fleischmann und Paraschis berichtete Problem der mangelnden Wirk-
samkeit dieser Heuristik liegt unseres Erachtens in der Zielfunktion (7.2a). Sie ent-
spricht nicht der eigentlichen Absicht. Wenn durch Vergroern von  0 die Nebenbe-
dingungen gelockert werden, tendiert die Zielfunktion (7.2a) dazu, fur jeden Split v
die Variable xiv fur das nachstgelegene Zentrum i in der Splitadjazenz zu erhohen.
Heuristisch sinnvoller ist es jedoch, die Variable zu demjenigen Zentrum zu er-
hohen, das bereits den groten Anteil an der KGE v hat. Eine Zielfunktion die dieser
Absicht entspricht, lat sich leicht angeben. Mit ihr fuhrt sukzessive Toleranzver-
groerung zu Ergebnissen, die denen der local assignment Heuristik vergleichbar sind
(siehe 7.2.6.3). Da letztere deutlich komplizierter ist, praferiert der Verfasser die suk-
zessive Toleranzvergroerung als Heuristik zur partiellen Splitauosung.
Formale Darstellung. Die Heuristik der sukzessiven Toleranzerhohung ist Algo-
rithmus 7.3. In jeder Iteration dieses Verfahrens wird ein lineares Programm gelost,
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mit jeweils veranderten KoeÆzienten. Es hat die folgende Gestalt.







xiv = 1 (v 2 V ) (7.24b)
(1   0) 
X
v2V
wvxiv  (1 + 
0) (i 2 I) (7.24c)
liv  xiv  uiv (v 2 V; i 2 I) (7.24d)
Variablenxierungen werden in Algorithmus 7.3 durch das Gleichsetzen von unterer
und oberer Schranke vorgenommen. In der ersten Iteration ist  0 = 0. Aufgrund der
Initialisierung von , l und u stimmt das geloste LP(0; ; l; u) mit TP (7.2) uberein.
In dessen Losung haben die meisten Variablen ganzzahlige Werte und werden xiert.
Mit einer um  vergroerten Toleranz wird die nachste Iteration ausgefuhrt.
Algorithmus 7.3 Sukzessive Toleranzerhohung zur Splitauosung
Input: Anzahl Iterationen s > 0, maximale Toleranz 
Output: Losung (xiv) /* Zuordnung von KGE zu Zentren */
1: iv := divwv fur alle i; v
2: liv := 0 und uiv := 1 fur alle i; v
3:  0 := 0;  := =s
4: while  0   do
5: (xiv) sei Optimallosung von LP(
0
; ; l; u) (7.24)
6: for all i 2 I, v 2 V do /* xiere ganzzahlige Variablen */
7: if xiv = 0 then uiv := 0 end if
8: if xiv = 1 then liv := 1 end if
9: end for
10: Aktualisiere ggf. Zielfunktion (iv) /* siehe Text */
11:  0 :=  0 +
12: end while
Ab der zweiten Iteration ist das Ziel die Auosung moglichst vieler Splits der Op-
timallosung von TP. In der Version von Fleischmann und Paraschis [35] der Heuristik
wird, wie oben ausgefuhrt, die Zielfunktion dabei nicht verandert. Damit entfallt das
Aktualisieren in Zeile 10. Unser Ziel ist jedoch, die Splitauosung gunstig zu beein-
ussen, indem die Zielfunktion geeignet gewahlt wird.
Naheliegend ist es, die Vergroerung des Wertes von Variablen knapp uber Null
teuer zu machen, dagegen die Vergroerung von Variablen nahe an Eins billig. Wir
verwenden deshalb das Ergebnis der k{ten Iteration um die ZielkoeÆzienten fur die
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(k + 1){te Iteration festzulegen. Dazu setzen wir in Zeile 10
iv := 1=xiv (7.25)
fur alle nichtganzzahligen Variablen xiv. (Da die anderen Variablen durch die Schran-
ken xiert sind, ist die Groe ihres ZielkoeÆzients ohne Bedeutung.) Mit dieser Ziel-
funktion ist der Wert der Losung der k{ten Iteration gerade die Anzahl der gebroche-
nen Variablen. Da in der (k+1){ten Iteration die Nebenbedingungen (7.24c) weniger
strikt ist, wird die neue Losung einen kleineren Wert haben, dazu mussen in der
Tendenz Variablen mit Wert nahe an Eins vergroert und solche mit Wert nahe an
Null verkleinert werden.
Um zu uberprufen, wie sich die vorgeschlagene Modikation der Zielfunktion auf
die Anzahl an verbleibenden Splits auswirkt, wurde eine groe Zahl an Testproble-
men mit beiden Varianten der Heuristik gerechnet. Daruber berichten wir in 7.2.6.3.
Jedoch kann bereits aufgrund folgender Uberlegung erwartet werden, da mit der
modizierten Zielfunktion im allgemeinen mehr Splits aufgelost werden konnen.
Man nehme an, da mit s = 1 nur eine Iteration zur Splitauosung in Algorithmus
7.3 gemacht wird. Wie gro mu  gewahlt werden, damit alle Splits aufgelost werden
konnen?
Die ursprungliche Zielfunktion ordnet einen Split dem nachstgelegenen Zentrum
zu. Dies wird im allgemeinen eine groere maximale Abweichung von  ergeben, als
wenn jeder Split wie in der Heuristik AssignMAX (Algorithmus 7.1) zugeordnet wird.
Letzteres wird durch die gema (7.25) modizierte Zielfunktion erreicht. Damit nun
alle Splits in nur einer Iteration aufgelost werden konnen, mu  mindestens so gro
sein, wie diese maximale Abweichung. Fur die modizierte Zielfunktion konnen daher
im allgemeinen bei kleinerem  in einer Iteration alle Splits aufgelost werden.
Aus diesem Grund ist zu erwarten, da die Anzahl der verbleibenden Splits bei
einer Zielfunktion gema (7.25) geringer ist.
7.2.6.2 Die local assignment / deassignment Heuristiken
Wie oben erwahnt, wird die local assignment Heuristik von Fleischmann und Pa-
raschis [35] aus Platzgrunden hier nicht dargestellt. Ihre Idee ist jedoch einfach zu
erklaren.
Ihr Ziel ist die Fixierung moglichst vieler Variablen von LP( 0; ; l; u) (7.24) auf
ganzzahlige Werte, ohne da das verbleibende Problem unzulassig wird. Zunachst
wird das Problem (wie in Algorithmus 7.3) mit  0 = 0, l = 0 und u = 1 gelost, dies
ist das Transportproblem TP (7.2). Die Variablen mit ganzzahligem Wert werden
xiert (durch Setzen der Schranken liv bzw. uiv). Dann wird 
0 =  gesetzt, wodurch
sich der zulassige Bereich von (7.24) vergroert. Dieser Spielraum wird nun von der
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local assignment Heuristik benutzt, um nichtganzzahlige Variablen xiv auf Eins zu
xieren, und damit Splits vollstandig einem Bezirken zuzuordnen.
Fleischmann und Paraschis zeigen, da es moglich ist, aufgrund
"
lokaler\ Kriterien
zu entscheiden, ob eine solche Fixierung das lineare Programm LP(; ; l; u) zulassig
belat (daher der Name der Heuristik). Diese Kriterien nutzen ganz entscheidend die
Baum{Struktur der Splitadjazenz aus.
Eine ganz ahnliche Vorgehensweise setzt Hojati [52] zur partiellen Splitauosung
ein. Es liegt nahe, sie in Analogie zu Fleischmann und Paraschis [35] als local de-
assignment Heuristik zu bezeichnen, denn Hojati xiert Variablen auf Null. Um zu
prufen, ob LP(; ; l; u) dabei zulassig bleibt, verwendet Hojati einen LP Solver: Es
wird probehalber fur eine Variable die Schranke uiv = 0 gesetzt, mit dem Solver
Zulassigkeit gepruft, und im negativen Fall uiv auf Eins zuruckgesetzt. Dann wird
mit der nachsten Variabeln in gleicher Weise verfahren.
Der Ruckgri auf einen LP Solver erscheint dabei zwar bequem, ist aber ande-
rerseits unnotig; es lassen sich ohne weiteres zur local assignment Heuristik analoge
Kriterieren angeben, wann die Fixierung einer Variablen auf Null das lineare Pro-
gramm LP(; ; l; u) zulassig belat. (In GAMOR ist die local deassignment Heuristik
durch Einbeziehung solcher Kriterien implementiert.)
Als Motivation fur seine Heuristik nennt Hojati [52] das unbefriedignede Ver-
halten der local assignment Heuristik auf den von ihm untersuchten Problemdaten.
Grundsatzlich sind die beiden Heuristiken jedoch als aquivalent anzusehen, denn ob
man durch assignment oder durch deassignment mehr Splits auost, hangt letztlich
nur von der Reihenfolge ab, in welcher die Variablen xiert werden. Die folgenden
Rechentests sollten daher auch prufen, ob die local deassignment im Mittel mehr
Splits auost.
7.2.6.3 Rechenergebnisse
Die folgenden sechs Verfahrensvarianten zur partiellen Splitauosung wurden auf
etwa eintausend zufallig erzeugte Gebietsaufteilungsprobleme angewendet.12
A local assignment Heuristik (Fleischmann und Paraschis [35])
B local deassignment Heuristik (Hojati [52])
C sukz. Toleranzerhohung, iv = divwv, s = 5 (Fleischmann u. Paraschis [35])
D sukz. Toleranzerhohung, iv = 1=xiv, s = 1
E sukz. Toleranzerhohung, iv = 1=xiv, s = 5
F sukz. Toleranzerhohung, iv = 1=xiv, s = 25
12Zur Erzeugung dieser Testprobleme siehe S. 138.
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Untenstehende Tabelle zeigt die aufsummierte Anzahl der verbliebnen Splits fur je-
weils eine Teilmenge dieser Probleme und eines der Verfahren A bis F. Zusammenge-
fat wurden dabei Probleme mit gleicher Anzahl n an KGE. Die Anzahl p der Bezirke
wurde variiert, auf jede Kombination von n und p entelen zehn oder zwanzig Pro-
blemstellungen. Jedes dieser Einzelprobleme wurde mit vier verschiedenen Werten
von  gelost.13 So ergeben sich zum Beispiel fur n = 50 insgesamt 3 20 4 = 240
Probleme.
Anzahl verbliebener Splits
n p #Prob A B C D E F
50 5,7,10 240 995 1000 1194 1020 1007 1008
100 10,13,20 240 1750 1748 2187 1784 1738 1722
250 17,25,33,49 320 4404 4484 5720 4565 4392 4354
500 25,33,49,64 160 2880 2940 3900 3026 2883 2871
1000 49,64,100 120 3283 3294 4525 3442 3259 3206
1080 13312 13466 17526 13837 13279 13161
Aus den Ergebnissen lassen sich folgende Schlusse ziehen.
1. Sukzessive Toleranzerhohung ist bei Verwendung der Zielfunktion iv = divwv
in LP(; ; l; u) zur Auosung von Splits deutlich weniger wirksam als die local
assignment Heuristik (Spalten A und C). Dies wurde bereits von Fleischmann
und Paraschis [35] beobachtet.
2. Sukzessive Toleranzerhohung mit der von uns vorgeschlagenen Zielfunktion
(7.25) ist schon bei moderater Anzahl an Iterationen in Algorithmus 7.3 im
Durchschnitt besser als die local assignment Heuristik (Spalten A und E). Nur
eine Iteration durchzufuhren, ist unzureichend (Spalte D); sehr viele Iterationen
bewirken noch eine gewisse Verbesserung (Spalte F).
3. Die local assignment Heuristik schneidet im Durchschnitt besser ab, als die
local deassignment Heuristik (Spalten A und B). Dies steht im Gegensatz zur
Feststellung von Hojati [52], der allerdings nur einen Problemdatensatz be-
trachtet.14
13Die Wahl von  orientierte sich dabei an der aus optimaler Splitauosung resultierenden ma-
ximalen Abweichung vom Mittel . Der Wert von  betrug jeweils 5%,10%,20% und 40% dieser
Abweichung.
14Hojati [52] gibt Problemdaten und Ergebnisse vollstandig an. Daher war es moglich, die Berech-
nungen mit GAMOR nachzuvollziehen. Wir erhielten mit der local deassignment Heuristik sechs
und mit der local assignment Heuristik funf verbleibende Splits. Auch wenn das Ergebnis von der
Reihenfolge abhangt, in der die Variablen xiert werden, ist die Aussage von Hojati, mit der local as-
signment Heuristik hatte keiner der zehn Splits aufglost werden konnen, nicht ganz nachvollziehbar.
Mit der local deassignment Heuristik verbleiben bei Hojati ebenfalls sechs Splits.
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7.3 KGE{Zentren{Zuordnung mittels Lagrange{
Relaxation und Subgradienten{Verfahren
Im vorangehenden Abschnitt 7.2 haben wir dargestellt, wie durch Losen des Trans-
portproblems (7.2) und nachfolgender Splitauosung eine Zuordnung der KGE zu
den Zentren berechnet werden kann. Diese Vorgehensweise kann als primales Ver-
fahren interpretiert werden. Im folgenden gehen wir auf ein duales Verfahren ein,
das von Zoltners und Sinha [115] fur die Losung von Gebietsaufteilungsproblemen
vorgeschlagen wurde.
Zunachst stellen wir das Verfahren vor. Danach geben wir eine anschauliche In-
terpretation dafur und schlielich arbeiten wir die Beziehungen zur Vorgehensweise
in Abschnitt 7.2 heraus. Dabei wird deutlich werden, da letztere als methodisch
uberlegen angesehen werden mu.15
7.3.1 Das Verfahren von Zoltners und Sinha
Das von Zoltners und Sinha [115] vorgeschlagene Verfahren kann als Lagrange{
Heuristik angesehen werden. Ausgehend von einer Lagrange{Relaxation16 des Zu-
ordnungsmodells (7.1) wird mit dem Subgradienten{Verfahren der Lagrange{Dual
approximativ gelost. Dabei ist man aber in erster Linie nicht am Wert der La-
grangefunktion oder an den Lagrange{Multiplikatoren sondern an den Losungen
der Lagrange{Subprobleme interessiert. Dies sind | in gewissem Sinne | prima-
le Losungen, die KGE{Zentren{Zuordnungen charakterisieren. Unter den im Verlauf
der Iterationen des Subgradienten{Verfahrens berechneten dieser Losungen wahlt
man schlielich die beste hinsichtlich der vorgegebenen Zielsetzung, die in diesem
Fall in der Balance der entsprechenden Gebietsaufteilung gegeben ist.
Es ist also festzuhalten, da im Unterschied zur gangigen Verwendung von La-
grange{Relaxation und Subgradienten{Verfahren in der ganzzahligen Programmie-
rung, hier das Ziel nicht in der Berechnung einer unteren Schranke fur den optimalen
Zielfunktionswert eines gemischtganzzahligen linearen Programms besteht.
Ausgangspunkt des Verfahrens ist das ganzzahlige Programm (7.1) mit  = 0,
15Diese Tatsache ist etwas uberraschend, denn Zoltners und Sinha [115] zielten mit ihrem Ansatz
auf eine Verbesserung der von Hess und Samuels [51] entwickelten Methode
"
Transportproblem und
Splitauosung\. Es wird deutlich, da durch die optimale Splitauosung mittels Baumzerlegung das
eigentliche Kernproblem gelost wird.
16Anwendungsorientiere Darstellungen der Verwendung von Lagrange{Relaxation in der ganz-
zahligen Programmierung ndet man zum Beispiel in Ahuja et al. [4] und in Reeves [91]. Eine
tiefergehende Einfuhrung geben Parker und Rardin [86].









xiv = 1 (v 2 V ) (7.26b)
X
v2V
wvxiv =  (i 2 I) (7.26c)
xiv 2 f0; 1g (v 2 V; i 2 I) (7.26d)
Dieses Programm ist in der Regel unzulassig. Nun werden die Balance{Bedingungen
(7.26c) relaxiert und mit den Lagrange{Multiplikatoren i, i 2 I, in die Zielfunktion











xiv = 1 (v 2 V ) (7.27b)
xiv 2 f0; 1g (v 2 V; i 2 I) (7.27c)










Das heit, zu v 2 V wird fur ein i, das div i minimiert, xiv = 1 gesetzt; alle anderen
xjv sind Null.
Beobachtung 1. Es ist der Fall denkbar, da das minimierende Zentrum i zu einer
KGE v nicht eindeutig ist. Wie soll eine solche Mehrdeutigkeit aufgelost werden?
Diese Frage wird von Zoltners und Sinha [115] nicht angesprochen. Sie scheint auf
den ersten Blick auch nebensachlich zu sein. Naheliegend ist es zum Beispiel, eine
zufallige Auswahl von i zu treen, wenn es mehrere den Term div   i minimierende
Zentren zu einer KGE gibt. Die aufgeworfene Frage wird jedoch in Abschnitt 7.3.3
als ein Kernproblem erkannt werden.
Zur approximativen Losung des Lagrange{Duals
(LD) C = max C() unter  2 Rp (7.28)
wird das Subgradienten{Verfahren verwendet. Hierzu geben Zoltners und Sinha [115]
keine Details an (z.B. zur Wahl der Schrittweite, Abbruchkriterien, etc.). Aus einer
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optimalen Losung (xiv) des Lagrange{Subproblems wird in jeder Iteration des Ver-





gebildet, und die Lagrange{Multiplikatoren werden gema
i := i + i (7.29)
aktualisiert. Dann wird das Lagrange{Subproblem erneut gelost. Die Schrittweite 
wird im Verlauf des Verfahrens zunehmend verkleinert und tendiert gegen Null.
Diskussion. Durch die Losung des Lagrange{Subproblems ist eine (von  abhangi-
ge) Zuordnung von KGE zu Zentren gegeben. Dabei wird jede KGE ihrem nachstgele-
genen Zentrum zugeordnet, wobei die modizierten Distanzen div i zugrundegelegt
werden. Anschaulich wird durch die Aktualisierungsvorschrift (7.29) der Multiplika-
tor fur Bezirke, die kleiner sind als , vergroert, fur zu groe Bezirke dagegen ver-
kleinert. Dadurch werden die modizierten Distanzen entsprechend verandert, so da
in der nachsten Iteration zum Beispiel das Zentrum eines vorher zu kleinen Bezirkes
"
attraktiver\ fur die KGE wird. Das Subgradienten{Verfahren tendiert somit dazu,
den Lagrange{MultiplikatorenWerte zu geben, die eine balancierte Gebietsaufteilung
als Losung des Lagrange{Subproblems hervorbringen.
Da in jeder Iteration eine KGE{Zentren{Zuordnung berechnet wird, kann nun
die beste hinsichtlich der gewahlten Balance{Messung (maximale Abweichung von
, totale Abweichung,. . . ) als Ergebnis des Verfahrens festgehalten werden.
Der Vorteil der Vorgehensweise nach Zoltners und Sinha [115] gegenuber der
Bestimmung einer Gebietsaufteilung mittels Transportproblem und Splitauosung,
scheint somit vor allem darin zu bestehen, da hier viele Gebietsaufteilungen berech-
net werden, unter denen dann die beste gewahlt werden kann, wahrend im zweiten
Fall nur eine Gebietsaufteilung bestimmt wird. Da die Tendenz des Subgradienten{
Verfahrens zu balancierten Bezirken geht, wird man erwarten, da so moglicherweise
eine besser balancierte Gebietsaufteilung bestimmt werden kann, als mit den Metho-
den des Abschnitts 7.2. Wir werden jedoch zeigen, da dies nur sehr selten vorkommen
kann (siehe 7.3.3).
7.3.2 Anschauliche Interpretation des Verfahrens
Um eine anschauliche Interpretation des Verfahrens von Zoltners und Sinha [115] zu
geben, erinnern wir daran, da in diesem Kapitel KGE und Zentren durch Punkte
der Ebene reprasentiert sind (siehe 7.1.1).







Abbildung 7.5: Einzugsbereiche fur drei Zentren bei euklidischen und quadriert{
euklidischen Distanzen.
Wie oben erlautert, wird eine KGE{Zentren{Zuordnung gebildet, indem jede
KGE dem (genauer: einem) nachstgelegenen Zentrum bezuglich der modizierten
Distanzen div   i zugeordnet wird. Betrachten wir dieses Vorgehen aus Sicht der
Zentren, so werden Zentrum i alle KGE zugeordnet, die innerhalb seines Einzugsbe-
reiches
E(i) = fx 2 R2 : di(x)  i  dj(x)  j 8j 6= ig (7.30)
liegen. Dabei ist di(x) die Entfernung von x nach (Osti; Nordi) bezuglich der zugrun-
degelegten Distanzmessung (siehe 7.1.1). KGE, die auf dem Rand von E(i) liegen (fur
die keine echte Ungleichung in (7.30) besteht), konnen auch einem anderen Zentrum
zugeordnet werden.
Es ist klar, da das Innere und die Rander der Einzugsbereiche aller Zentren eine
Partition der Ebene bilden. Sie kann als eine Gebietsaufteilung der Ebene interpre-
tiert werden (wobei Rander nicht eindeutig zugewiesen sind).
Man beachte nun, da diese Gebietsaufteilung nur durch die Lage der Zentren und
die Lagrange{Multiplikatoren i, i 2 I, bestimmt ist. Das Subgradienten{Verfahren
verandert die Multiplikatoren, und verschiebt so die Grenzen der Einzugsbereiche.
Dabei ist die Tendenz, die Ebene so aufzuteilen, da die Gesamtgroe der KGE in
allen Einzugsbereichen etwa gleich ist.
Wir mochten diese Betrachtung noch ein wenig vertiefen. Die geometrische Ge-
stalt einer solchen Gebietsaufteilung der Ebene wird wesentlich durch die Art der
Distanzmessung, die Denition von di(x) also, bestimmt (siehe Abbildung 7.5).
Haben zwei Zentren i und j angrenzende Einzugsbereiche, so ist die gemeinsame
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Grenze durch die Gleichung
di(x)  i = dj(x)  j (7.31)
gegeben. Fur die euklidische Distanz ist dies die Gleichung eines Hyperbelastes, denn
gerade die Punkte x gleicher (euklidischer) Entfernungsdierenz von (Osti; Nordi)
und (Ostj; Nordj) erfullen (7.31).
17 Die Grenzen der Einzugsbereiche bestehen daher
aus Abschnitten von Hyperbelasten.
Wird dagegen die quadrierte euklidische Distanz zugrundegelegt, so sind die sich
aus Gleichung 7.31 ergebenden Grenzen Geradenabschnitte, also Strecken. Die fol-
gende Eigenschaft der Aufteilung der Ebene bei dieser Art der Distanzmessung zeigt,
warum sie gerade sie attraktiv ist.
Proposition 7.16
Fur quadrierte euklidische Distanzen sind die Einzugsbereiche E(i) (eventuell entar-
tete) konvexe Polygone.
Beweis. E(i) ist die Menge aller Punkte x = (x1; x2), die das Ungleichungssystem
di(x)  i  dj(x)  j fur alle j 2 I   fig
erfullen. Fur quadrierte euklidische Distanzen di(x) und dj(x) fallen die Quadrate
von x1 und x2 heraus, so da wir lineare Ungleichungen in x1 und x2 erhalten. Die
dadurch denierte Teilmenge des R2 ist ein konvexes Polygon, das leer oder eine
Strecke sein kann. 
7.3.3 Beziehung zur Vorgehensweise in 7.2
Sowohl das Verfahren von Zoltners und Sinha [115] als auch die Vorgehensweise in
7.2 haben als Ausgangspunkt das ganzzahlige Programm ZP0 (7.26). Aufgrund von
(7.26c) hat es im allgemeinen keine zulassigen Losungen. Wahrend in 7.2 nun der
Weg beschritten wurde, die lineare Relaxation TP (7.2) zu losen und dann durch
Splitauosung (also Runden der gebrochenen Variablen) eine ganzzahlige Losung zu
bestimmen, die moglichst balanciert ist, losen Zoltners und Sinha [115] approximativ
den Lagrange{Dual LD (7.28), der sich durch Relaxation von (7.26c) ergibt. Unter
den Losungen der Lagrange{Subprobleme (diese sind ganzzahlig) wird dabei die am
besten balancierte gewahlt.
17Speziell fur i = j erhalten wir die Mittelsenkrechte der beiden Zentrenorte. Ist die Dierenz
zwischen i und j betraglich groer als die Entfernung der Zentrenorte, so ist der Hyperbelast
nicht deniert, andernfalls schneidet er die Verbindungsstrecke der Zentrenorte senkrecht.
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Damit haben beide Vorgehensweisen einen gemeinsamen Ausgangspunkt und ein
gemeinsames Ziel. Es stellt sich daher die Frage nach einem Vergleich. Wie wird
das Ziel moglichst balancierter Bezirke ohne gesplittete KGE besser erreicht? Im
folgenden soll gezeigt werden, da die Vorteile bei der Methode
"
TP mit optimaler
Splitauosung\ nach 7.2 liegen.
Die Basis des Vergleichs beider Verfahren ist der folgende Satz, der fur Leser, die
mit Lagrange{Relaxation vertraut sind, keine Uberraschung darstellt.
Satz 7.17
Die optimalen dualen Variablen (im Sinne der linearen Programmierung) 
i
, i 2 I,
zu Nebenbedingung (7.2c) in TP losen den Lagrange{Dual LD.
Beweis. Es sei X = f(xiv) 2 f0; 1gpn :
P
i
xiv = 1 fur alle vg. (Nach (7.27) wird
C() fur gegebene Multiplikatoren  = (i) durch Minimierung uber X berechnet.)
Aus einem zentralen Satz uber den Lagrange{Dual (siehe Nemhauser und Wolsey








wvxiv =  (i 2 I) (7.32b)
(xiv) 2 conv(X) (7.32c)
ist. Dies ist insbesondere fur endliches X (was hier gegeben ist) ein lineares Pro-
gramm, und dessen optimale duale Variablen zu (7.32b) losen LD.
Die konvexe Hulle conv(X) fur X ist hier einfach zu beschreiben, es ist18




xiv = 1 fur alle v; xiv  0g:
Damit ist (7.32) gerade das Programm TP (7.2) und es folgt die Behauptung. 
Satz 7.17 wirft die Frage auf, warum Zoltners und Sinha [115] den Lagrange{
Dual mit dem Subgradienten{Verfahren approximativ losen, wo doch das Transport{
Problem TP eÆzient gelost werden kann. Ware es nicht besser, direkt mit den op-
timalen Lagrange{Multiplikatoren zu arbeiten? Die folgende Beobachtung zeigt auf,
welche Problematik dabei besteht.
Beobachtung 2. Fur optimale duale Variablen i , i 2 I, zu Nebenbedingung (7.2c)





; i 2 I;
18Dies folgt zum Beispiel aus der totalen Unimodularitat der KoeÆzientenmatrix der X beschrei-
benden Gleichungen.
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fur alle Zentren i angenommen, die zu v in der Splitadjazenz benachbart sind. Ins-
besondere ist das minimierende i nicht eindeutig bestimmt.
Beweis. Die Behauptung folgt aus dem Satz vom komplementaren Schlupf. Zunachst
besteht die duale Nebenbedingung
i + wvv  div: (7.33)
(v seien die dualen Variablen zu den Nebenbedingungen (7.2b) von TP.) Daraus




Nun ist fur Basisvariablen xiv in der optimalen Losung von TP (dazu gehoren
alle Variablen mit Wert echt zwischen 0 und 1, denen die Kanten der Splitadjazenz
entsprechen) die Ungleichung (7.33) mit Gleichheit erfullt. Dies zeigt die Behauptung.

Beobachtung 2 macht deutlich, da das von Zoltners und Sinha [115] vernachlassig-
te Problem der Mehrdeutigkeit bei der Losung des Lagrange{Subproblems (siehe
Beobachtung 1 in 7.3.1) gerade dann zu Tage tritt, wenn dabei mit den optimalen
Lagrange{Multiplikatoren gearbeitet wird. Die an sich naheliegende Regel, Mehr-
deutigkeiten per Zufallsentscheidung aufzulosen, entspricht damit einer zufalligen
Splitauosung.
Anders formuliert heit das: Die Problematik, die auftretenden Mehrdeutigkeiten
im Lagrange{Subproblem bei optimalen Multiplikatoren zu behandeln, ist aquivalent
zur Problemstellung der Splitauosung, wie sie in Abschnitt 7.2.2 formuliert wurde.
Bei Verwendung von 
i
steht man somit vor der Frage der optimalen Splitauosung
in ihrer ganzen Komplexitat.
Das damit aufgeworfene Problem ist jedoch fur Zoltners und Sinha [115] tatsach-
lich vernachlassigbar, da sie nicht mit optimalen Lagrange{Multiplikatoren arbeiten.
Vielmehr werden diese durch das Subgradienten{Verfahren nur approximiert. Folg-
lich werden Mehrdeutigkeiten in aller Regel nicht auftreten, und es ist nicht notig,
sich Gedanken uber deren systematische Behandlung zu machen. Es kann davon aus-
gegangen werden, da in jeder Iteration die i eindeutig eine Gebietsaufteilung als
Losung des Lagrange{Subproblems determinieren.
Haben wir mit der eingehenden Untersuchung des Splitauosungsproblems in 7.2
also vollig Unnotiges geleistet? Ist der von Zoltners und Sinha [115] eingeschlagene
Weg der einfachere und elegantere?
Die Antwort darauf ergibt sich, wenn man das Verhalten des Subgradienten{
Verfahrens genauer in den Blick nimmt. Bis auf
"
Einschwingvorgange\ in den ersten
Iterationen schwanken die Multiplikatoren | darauf zielt das Verfahren! | nahe
um ihren optimalen Wert. Durch eine kleine Abweichung werden zwar die Mehrdeu-
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tigkeiten im Lagrange{Subproblem vermieden, andererseits wird die dabei erzeug-
te Gebietsaufteilung in aller Regel unter denen zu nden sein, die sich durch eine
Splitauosung aus der Losung von TP gewinnen lassen. Bezeichnen wir die Menge
der durch Splitauosung erreichbaren Gebietsaufteilungen mit GS, so lat sich die
Suche nach balancierten Gebietsaufteilungen per Subgradienten{Verfahren dahinge-
hend interpretieren, da (ganz uberwiegend) Gebietsaufteilungen aus GS erzeugt und
hinsichtlich des Balance{Ziels bewertet werden.
Optimale Splitauosung ist die Bestimmung der besten Gebietsaufteilung in GS
hinsichtlich dieses Ziels und wurde in 7.2 durch Baumzerlegung erreicht. Das Subgra-
dienten{Verfahren dagegen leistet vor allem ein Durchsuchen der Menge GS, in der
Honung, durch ausreichend lange Suche eine gut balancierte Gebietsaufteilung zu
nden.
Damit kann optimale Splitauosung als der direkte Weg zum Ziel angesehen wer-
den, wahrend die Vorgehensweise von Zoltners und Sinha [115] mehr einer etwas
unsystematischen Suche entspricht.
Betrachtet man dies unter EÆzienzgesichtspunkten, wird der Unterschied noch
deutlicher. Wahrend die optimale Splitauosung aufgrund der in Praxis{Problemen
kleinen Grade in der Splitadjazenz auch fur groe Probleme in Sekundenbruchteilen
vorgenommen werden kann, mussen fur das Subgradienten{Verfahren Dutzende bis
Hunderte Iterationen ausgefuhrt werden. Bei groen Problemen erfordert dies durch-
aus Rechenzeiten im Minutenbereich.19 Zwar wird dabei haug die Gebietsaufteilung
gefunden, die aus optimaler Splitauosung hervorgeht, doch hat man auch hierfur
keine Gewahr.
Bemerkung 7.18
Der Leser mag die voranstehenden Ausfuhrungen moglichweise etwas unprazise n-
den. Die stets auftauchende
"
im allgemeinen\{Einschrankung hat jedoch einen ein-
fachen Grund. Ein Satz mit der Aussage
Die Vorgehensweise
"
Transportproblem und Splitauosung\ nach 7.2 be-
stimmt nie eine schlechter balancierte Gebietsaufteilung, als sie durch das
Subgradienten{Verfahren erzielt werden kann.
ist nicht korrekt. Es sind durchaus Beispiele konstruierbar, in denen es auerhalb
der Menge GS eine besser balancierte Gebietsaufteilung gibt, als alle darin liegen-
den, und es lassen sich Lagrange{Multiplikatoren angeben, fur die diese Gebiets-
aufteilung Losung des Lagrange{Subproblems ist. Neben der Tatsache, da solche
Beispiele eben konstruiert sind, ist es aber vor allem nicht wahrscheinlich, da das
19Solche Rechenzeiten wurden beim Experimentieren mit diesen Verfahren in GAMOR gemessen.
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Subgradienten{Verfahren in einem solchen Fall gerade die
"
richtigen\ Multiplikato-
ren trit. In mehreren hundert gerechneten Testproblemen tauchte kein einziger Fall
auf, der eine Ausnahme zum angefuhrten
"
Satz\ darstellt.
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Kapitel 8
Modelle und Verfahren fur
Probleme auf Netzwerken
Wie in Kapitel 2 deutlich wurde, ist der geographische Zusammenhang der gebil-
deten Bezirke eine wesentliche Forderung in Problemen der Gebietsaufteilung. Ein
Bezirk, der aus mehreren, nicht zusammenhangenden, Teilen besteht ist | je nach
Anwendung | unerwunscht oder sogar unzulassig. Die Modelle und Verfahren des
vorangehenden Kapitels konnen den Zusammenhang der gebildeten Bezirke nicht
garantieren, da sie keine Information uber Nachbarschaft von KGE einbeziehen. In
diesem Kapitel werden Modelle vorgestellt, in denen die KGE Ecken eines Graphen
sind und die KGE jedes gebildeten Bezirks einen zusammenhangenden Subgraphen
induzieren.
8.1 Topologische Ausgangssituation
8.1.1 KGE als Ecken eines Graphen
Werden die KGE als Ecken eines ungerichteten Graphen G = (V;E) aufgefat, so
wird dadurch eine Relation, gegeben durch die Kantenmenge E, zwischen den KGE
zum Ausdruck gebracht. Die naheliegendste Interpretation einer solchen Relation ist
die Nachbar{Beziehung: Eine Kante e = (u; v) 2 E modelliert die Eigenschaft, da
die KGE u und v benachbart sind.1
Die Vorstellung von Nachbarschaft mu dabei zunachst abstrakt gesehen wer-
den. Zum Beispiel konnte sie zum Ausdruck bringen, da u und v als Flachen ein
Stuck gemeinsame Grenze haben. Jedoch kann eine solche, auf einem rein geographi-
1Wir verwenden die gerichtete Schreibweise fur Kanten als Ecken{Paar, fassen sie hier jedoch
als ungerichtet auf. Folglich wird nicht zwischen den Kanten (u; v) und (v; u) unterschieden.
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schen Kriterium beruhende Nachbarschaftsdenition fur eine Anwendungssituation
ungeeignet sein, in der das Bereisen der Bezirke im Vordergrund steht. Wenn die
gemeinsame Grenze zweier KGE ein Flulauf ohne Brucke ist, wird man von ihrer
Nachbarschaft wenig Nutzen haben. Benachbartsein sollte dann durch das Vorhan-
densein einer geeigneten Verkehrsverbindung zwischen den KGE deniert sein.
Diese Uberlegung zeigt, da der Graph G unter Berucksichtigung der zugrunde-
liegenden Anwendung gewonnen werden mu. Dies kann bei einer groen Menge an
KGE einen nicht unerheblichen Aufwand in der Datenaufbereitung bedeuten.2
In den meisten Fallen wird G zumindest im groben eine geographische Nachbar-
schaft der KGE widerspiegeln. Dies hat eine aus modelltheoretischer Sicht interes-
sante Eigenschaft zur Konsequenz: Der Graph G (wir bezeichnen ihn im folgenden
als Nachbarschaftsgraph) ist im allgemeinen planar. Deswegen ist die Annahme eines
dunnen Graphen G mit jEj = O(jV j) gerechtfertigt, mit einem kleinen Quotienten
aus Kantenzahl und Eckenzahl. Fur die Laufzeitabschatzung von Algorithmen kann
aus dieser Annahme oft ein Vorteil gezogen werden.
Zusatzlich kann davon ausgegangen werden, da eine Einbettung von G in die
Ebene bekannt ist. In 7.1.1 wurde der Ort einer KGE als Punkt in der Ebene R2
angenommen. Werden die Ecken des Nachbarschaftsgraphen nun durch diese Punk-
te und die Kanten (zwischen benachbarten KGE) durch ihre Verbindungsstrecken
reprasentiert, so erhalt man eine im allgemeinen uberkreuzungsfreie Einbettung des
Graphen in die Ebene.
Bezirkszentren. Auch in Modellen mit Netzwerk{Topologie spielen Zentren von
Bezirken eine wichtige Rolle. Im Gegensatz zu ebenen Modellen, in denen die Zent-
renorte nicht mit dem Ort von KGE ubereinstimmen mussen (siehe 7.1.1), ist es bei
Netzwerk{Modellen sinnvoll, die Zentren als Teilmenge der KGE zu beschreiben. Sie
sind dann durch eine p{elementige Teilmenge Z  V gegeben; jedes Zentrum i 2 Z
hat einen zugeordneten Bezirk B(i). Dabei wird man die Vorstellung haben, da
das Zentrum selbst Teil dieses Bezirkes ist (also i 2 B(i)), insbesondere, wenn das
Zentrum in der Anwendung zum Beispiel dem Wohnort eines Vertreters entspricht.
2Fur das auf Seite 205 gezeigte Beispiel der deutschen Kreise und kreisfreien Stadte mit 544 KGE
ware eine manuelle Erstellung von G zu aufwendig gewesen. Da fur die KGE aber Umridaten in
Form von Polygonzugen vorlagen, wurde durch einen geeigneten Algorithmus festgestellt, welche
KGE ein Stuck gemeinsamer Grenze besitzen und auf diese Weise ein Graph bestimmt, der nur
noch eine geringfugige manuelle Nachbearbeitung erforderte. Der Graph hat 1320 Kanten.
8.1 Topologische Ausgangssituation 183
8.1.2 Distanzmessung uber kurzeste Wege
Zur Bestimmung der Entfernung zweier KGE stehen zunachst die in 7.1.1 vorge-
stellten Distanzmae zur Verfugung, die von Koordinatenpaaren (ostv; nordv) fur die
KGE ausgehen. Da mit dem Graphen G nun jedoch mehr Information bereitsteht,
ist es sinnvoll, ein Distanzma einzubeziehen, das auf kurzesten Wegen in G basiert.
Wir bezeichnen es als KW{Distanz.
Grundlage dafur ist eine nichtnegative Bewertung der Kanten von G
d : E  ! R0 :
Sie kann zum Beispiel durch die euklidische Entfernung der Koordinaten benachbar-
ter KGE gewonnen werden, oder auch durch eine Abschatzung der Reisezeit zwischen
solchen KGE.
Ausgehend von d wird die Distanzmatrix
D = (Duv)
bestimmt, deren Eintrage fur Paare u; v von KGE die Lange des kurzesten Weges
zwischen u und v in G angeben.
Dabei ist allgemein ein (gerichteter) Weg in einem (gerichteten) Graphen G =
(V;E) eine Folge e1; : : : ; ek von Kanten ei = (ui; vi) 2 E, mit vi = ui+1 fur i =
1; : : : ; k   1, wobei u1; : : : ; uk paarweise verschieden sind.3 Ein Weg von u nach v ist
gegeben, wenn u1 = u und vk = v ist. Die Lange eines Weges ist
P
k
i=1 d(ei), und fur
einen kurzesten Weg von u nach v schreiben wir KW [u; v]. Wir setzen voraus, da d
die Dreiecksungleichung erfullt, das heit fur (u; v) 2 E ist KW [u; v] = (u; v).
Die Distanzmatrix D ist deniert durch
Duv =
X
(d(e) : e 2 KW [u; v]) :
Aufgrund der Dreiecksungleichung ist Duv = d(u; v) fur (u; v) 2 E. Wir konnen also
D als Fortsetzung von d auf alle Paare von Ecken ansehen.
Ist G wie in 8.1.1 ein ungerichteter Graph, so konnen in der Denition des Weges
die Kanten
"
in beiden Richtungen\ benutzt werden. Die Lange d einer Kante hangt
dabei nicht von der Richtung ab und die Matrix D ist folglich symmetrisch.
3Erklarung: Um kurzeste Wege sowohl im ungerichteten wie im gerichteten Fall einzufuhren,
wird hier
"
uberladene\ Notation verwendet. In gerichteten Graphen sollen kurzeste Wege gerichtet
sein. Der hier vornehmlich interessierende Nachbarschaftsgraph der KGE wird jedoch wie in 8.1.1
als ungerichtet aufgefat.
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Berechnung der Distanzmatrix. Zur Berechnung kurzester Wege gibt es promi-
nente Algorithmen,4 am bekanntesten durfte der Dijkstra{Algorithmus sein. Damit
werden die kurzesten Wege von einer festen Ecke zu allen anderen Ecken bestimmt,
mithin eine Zeile der Matrix D. In der Implementierung mit Binar{Heap ist der Auf-
wand dafur O(jEj log jV j). Zur Berechnung von D sind also O(jV jjEj log jV j) Schritte
notig.
Aufgrund der in 8.1.1 diskutierten Voraussetzung jEj = O(jV j) kann der Auf-
wand zur Berechnung von D mit O(jV j2 log jV j) angenommen werden. Im Fall eines
planaren Graphen G kann man mit spezialisierten Verfahren den logarithmischen
Faktor loswerden (Frederickson [37]). Jedoch ist der Dijkstra{Algorithmus einfach zu
implementieren und jV j wird wenige Tausend selten ubersteigen, so da der Einsatz
eines solchen Spezialverfahrens in der Praxis wohl nicht notig ist.
8.1.3 Modellierung der Zusammenhangsbedingung
Die entscheidende Motivation fur die Untersuchung von Gebietsaufteilungsmodellen
mit Netzwerk{Topologie ist die Forderung nach geographisch zusammenhangenden
Bezirken. Sie wird modelliert durch die Bedingung, da die KGE jedes Bezirks B  V
einen zusammenhangenden Subgraphen von G induzieren. Diese graphentheoretisch
elegante Formulierung ist bei der Umsetzung in Optimierungsmodellen jedoch ziem-
lich unhandlich. Im folgenden diskutieren wir einige Moglichkeiten dafur.
8.1.3.1 Schnittformulierung des Zusammenhangs
Eine gangige Umsetzung der Zusammenhangsbedingung basiert auf Schnitten im
Graphen. Fur den Fall der Modellierung zusammenhangender Bezirke, lat sie sich
folgendermaen realisieren. Ist U  V , U 6= ;, so mu eine zusammenhangende Teil-
menge B von V , die nicht ganz in U liegt, mindestens eine Ecke aus der Nachbarschaft
_N(U) enthalten. Dabei ist die Nachbarschaft deniert durch
_N(U) = fv 2 V   U : es gibt eine Kante (v; u) 2 E oder (u; v) 2 E mit u 2 Ug:
Hier wird also der Schnitt zwischen U und seinem Komplement zugrundegelegt.




:1 KGE v gehort zum i{ten Bezirk;0 sonst;
4Eine umfassende Darstellung ist zum Beispiel in Ahuja et al. [4] zu nden.





















Dabei gibt es fur jedes Paar aus einer Teilmenge U  V , U 6= ; und einem i 2 I =
f1; : : : ; pg eine Nebenbedingung. Die rechte Seite ist genau dann positiv, wenn der
i{te Bezirk alle Ecken aus U und insgesamt mehr als jU j Ecken enthalt. Dann aber
mu auch die linke Seite positiv (und ganzzahlig) sein. Oenbar reicht es aus, (8.1)
fur zusammenhangende U zu formulieren.5
Ein gravierender Nachteil dieser Zusammenhang{Modellierung ist die exponenti-
elle Anzahl an Nebenbedingungen, die sie erfordert. Nur in Verfahren, die mit einer
impliziten Problemformulierung arbeiten, lat sie sich einsetzen. Auerdem ist nicht
klar, wie gut die algorithmischen Eigenschaften dieser Nebenbedingungen sind, mit
anderen Worten, wie gut sie die zulassigen Losungen bei Relaxation der Ganzzahlig-
keitsbedingung fur die xiv charakterisieren.
8.1.3.2 Fluformulierung des Zusammenhangs
Eine andere gangige Modellierung von Zusammenhang, die das Problem der expo-
nentiellen Anzahl von Nebenbedingungen umgeht, basiert auf Mehrguter{Flussen.
Da wir den Ansatz nicht weiterverfolgen, beschranken wir uns auf eine Skizzierung.
Der Einfachheit halber gehen wir von einer gegebenen Menge Z  V , jZj = p, an
Zentren aus. Ein Bezirk B(i)  V mit Zentrum i 2 Z ist zusammenhangend, wenn
fur jede KGE v 2 B(i) in G ein Weg nach i existiert, der ganz in B(i) verlauft. Dieser
Weg wird nun durch den Flu eines Gutes von v nach i charakterisiert.
Der Flu ndet in einem Netzwerk ~G = (V; ~E) mit Eckenmenge V statt, in
welchem jedes Paar in G adjazenter Ecken durch zwei entgegengesetzt gerichtete
Kanten verbunden ist. Die Zugehorigkeit von v zu B(i) wird durch die Binarvariable
xiv beschrieben. Zusatzlich gibt es zu jeder Kante e von ~G eine (ebenfalls binare)
Fluvariable xe
iv
. Zwei Gruppen von Nebenbedingungen sind nun notig. Erstens die
















0 fur u 6= i; v;
+xiv fur u = v;
 xiv fur u = i:
5Drexl und Haase [31] verwenden eine einfachere Nebenbedingung als (8.1); sie machen dabei
jedoch die Voraussetzung, da jeder Bezirk sein Zentrum enthalt.
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Abbildung 8.1: Zusammenhangende Bezirke; zum Teil entsprechen sie nicht dem
Kompaktheitsziel.
und zweitens eine Bedingung, die dafur sorgt, da die Ecke u zu B(i) gehort, wenn







Gegenuber der Formulierung in 8.1.3.1 kommt dieses Modell mit einer polynomia-
len Anzahl von Nebenbedingungen aus. Jedoch ist die Variablenzahl von der Ordnung
(jEjjV jp), und die Anzahl an Nebenbedingungen ist (jV j2p). Auch fur Probleme
mit dunnem Graphen liegt damit eine etwa kubisch wachsende Anzahl Binarvaria-
blen und Nebenbedingungen vor, fur groe Probleme (jV j  1000) ist dies nicht
handhabbar.
8.1.3.3 Verstarkte Zusammenhangsformulierungen
Neben den algorithmischen Problemen, die die bisher vorgestellten Modellierungen
von Zusammenhang aufwerfen, ist auch die Frage zu stellen, ob sie den Erfordernissen
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der Praxis gerecht werden. Denn Zusammenhang der Bezirke allein reicht in der Re-
gel zur Charakterisierung guter Gebietsaufteilungen nicht aus. So sind in Abbildung
8.1 zwar alle Bezirke geographisch zusammenhangend, doch zum Beispiel ist rechts
im Bild ein maanderformiger Bezirk zu erkennen, der im Hinblick auf das Kompakt-
heitsziel vermutlich nicht akzeptabel ware. In der Praxis sind beide Kriterien wichtig,
Zusammenhang und Kompaktheit. Zusammenhang der Bezirke als Teilmengen der
Ecken von G im graphentheoretischen Sinn ist daher in aller Regel nicht ausreichend.
Mehrfach wurde deshalb in der Literatur vorgeschlagen, die Zusammenhangsfor-
derung zu verstarken (Mehrotra et al. [71], Zoltners und Sinha [115]). Wir stellen
diese Konzepte im folgenden vor.
KW{Zusammenhang. Hierbei wird von gegebenen Bezirkszentren Z  V , jZj =
p ausgegangen. Zu jedem i 2 Z wird ein Baum T (i) = (V;E(i)) deniert. E(i) ist




KW [v; i]: (8.2)
Da T (i) Baumstruktur hat, ist bei Eindeutigkeit der kurzesten Wege oensichtlich,
andernfalls konnen geeignete Wege gewahlt werden. Der Baum T (i) wird nun als
Wurzelbaum mit Wurzel i aufgefat.
Ein Bezirk B(i) zu i ist nur dann zulassig, wenn B(i) einen Teilbaum von T (i)
induziert, der i enthalt. Neben dem graphentheoretischen Zusammenhang ist hier ein
Kompaktheitsaspekt einbezogen, denn mit einer KGE v mussen auch alle KGE, die
auf dem kurzesten Weg KW [v; i] zum Zentrum i liegen, Teil des Bezirkes sein. Im
folgenden bezeichnen wir solche Bezirke als KW{zusammenhangend.
Der Vorteil dieser verstarkten Formulierung ist ein zweifacher. Erstens entspricht
sie mehr der Vorstellung guter Bezirke und zweitens, und das ist wesentlich, ist sie
sehr einfach zu modellieren. Dazu reichen die Nebenbedingungen
xiv  xi;prei(v) (i 2 Z; v 2 V   fig) (8.3)
aus, wobei pre
i
(v) den Vorganger von v in T (i) angibt.
Prazedenz{Zusammenhang. Auf der anderen Seite wurde das Konzept KW{
zusammenhangender Bezirke auch als zu einschrankend empfunden (Zoltners und
Sinha [115]). Eine Abschwachung, die immer noch starker als bloer Zusammen-
hang ist, wird erzielt, wenn an die Stelle des Wurzelbaumes T (i) eine Prazedenz mit
Eckenmenge V und Wurzel i tritt.6 Die Kantenmenge dieser Prazedenz wird aus einer
6Eine Prazedenz ist ein kreisfreier gerichteter Graph. Besitzt sie eine Wurzel, ist diese von allen
Ecken aus durch einen gerichteten Weg erreichbar.
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Teilmenge von E gebildet, indem deren Elementen eine Richtung
"
hin zur Wurzel\
aufgepragt wird. Im Unterschied zum Wurzelbaum ist die Vorgangerbeziehung in




xiu (i 2 Z; v 2 V   fig) (8.4)
wobei Prei(v) die Menge der (direkten) Vorganger von v in der zur Wurzel i gehoren-
den Prazedenz bezeichnet. Mit v mu also mindestens ein Vorganger von v zum
Bezirk B(i) gehoren.
Eine solche Prazedenz verwenden Mehrotra et al. [71]. In ihrem Modell sind alle
Kanten von G mit Eins bewertet (d(e) = 1 fur alle e 2 E). Aus (8.2) ergibt sich
daher kein Baum (da die kurzesten Wege vielfach nicht eindeutig sind), sondern,
durch Aufpragen der Richtung hin zu i auf die Kanten, eine Prazedenz. Mehrotra et
al. verwenden in ihrem Modell die Nebenbedingungen (8.4).
Gerust{Zusammenhang. Die Konzepte von KW{ und Prazedenz{Zusammen-
hang sind bezuglich gegebenen Zentren Z  V deniert. Wenn solche Zentren nicht
ohne weiteres verfugbar sind, ist es nutzlich, eine Zusammenhangsformulierung zu
haben, die ohne sie auskommt, andererseits aber algorithmisch einfacher zu hand-
haben ist, als die Formulierungen von 8.1.3.1 und 8.1.3.2. Die Idee hierzu ist recht
naheliegend und ermoglicht | im Rahmen unserer Arbeit besonders interessant |
die Anwendung gleichmaiger Baumzerlegung. Dieselbe Idee wird von Maravalle und
Simeone [66] im Kontext des regional clustering (siehe 2.3.3) verwendet.
Man wahle im Graphen G in geeigneter Weise ein Gerust T = (V;E 0), mit
E
0  E. Ein Bezirk, dessen zugehorige KGE einen Teilbaum von T induzieren, ist
T{zusammenhangend. Unmittelbar einsichtig ist, da er einem zusammenhangenden
Subgraphen von G entspricht. Andererseits sind nicht alle zusammenhangenden Sub-
graphen auch T{zusammenhangend.
Daraus lassen sich nun zwei wesentliche Vorteile ziehen. Erstens kann durch die
Wahl von T die Gestalt zulassiger Bezirke beeinut werden, so da Gebietsauftei-
lungen wie in Abbildung 8.1 vermieden werden. Zweitens konnen nun Verfahren der
Baumzerlegung angewendet werden, um ausgehend von T eine Gebietsaufteilung zu
bestimmen. Da das Zerlegen eines Baumes in Teilbaume algorithmisch viel besser
zu handhaben ist, als das Zerlegen eines zusammenhangenden Graphen in zusam-
menhangende Subgraphen (siehe 4.3 und 4.4), eronen sich Perspektiven, auch sehr
groe Gebietsaufteilungsprobleme zu losen, in denen die Zusammenhangsforderung
nicht vernachlassigt werden darf.
Vorschlage fur die Auswahl eines Gerustes T machen wir in 8.3.2. Zuvor unter-
suchen wir die Auswirkung der Einbeziehung von KW{Distanzen in die Modelle von
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Kapitel 7.
8.2 Diskussion der Ubertragbarkeit von Verfahren
fur ebene Probleme
Die in 7.2 und 7.3 vorgestellten Modelle und Verfahren machen nicht explizit die Vor-
aussetzung, da die einbezogenen Distanzen div aus einem ebenen Modell abgeleitet
werden. Deshalb erscheint es naheliegend, diese Verfahren auch einzusetzen, wenn
mit einem Distanzma gearbeitet wird, das aus kurzesten Wegen gewonnen wird
(siehe 8.1.2). Bei genauerem Hinsehen zeigt sich jedoch, da die Art der Distanzmes-
sung das Verhalten der Verfahren stark beeinussen kann. Dies wird im folgenden
diskutiert.
8.2.1 Transportmodell bei KW{Distanz
Das Modell TP (7.2) minimiert eine Zielfunktion, in welche die Entfernung div zwi-
schen Zentren i und KGE v eingeht. Durch die Wahl von Zentren Z  V und
Berechnung der Distanzmatrix D des Graphen G ist es moglich, durch Setzen von
div := Div (8.5)
diese Entfernung als KW{Distanz zu messen.
Durch Losen von TP kann dann eine Gebietsaufteilung berechnet werden. Zu-
nachst wird man vielleicht vermuten, da das Ergebnis sich nur wenig von demjenigen
unterscheidet, das man bei quadriert{euklidischen Distanzen erhalten wurde.
Beispiel 8.1
Die Abbildungen 8.2 und 8.3 zeigen, da diese Vermutung unzutreend ist. Die ex-
trem ungunstige Lage der Zentren in diesem Beispiel wurde gewahlt, um den Unter-
schied deutlich herauszubringen. Fur quadriert{euklidische Distanzen ist die Losung
von TP eine Gebietsaufteilung, in welcher die Bezirke eine einigermaen akzeptable
Gestalt haben. Bei Verwendung von KW{Distanzen hingegen bestehen die gebilde-
ten Bezirke aus verstreut durcheinander liegenden Bruchstucken, so da von einer
Gebietsaufteilung eigentlich nicht gesprochen werden kann.
Neben dem Eindruck, da man aufgrund von Beispiel 8.1 das Modell TP nicht
mit auf KW{Distanz basierender Zielfunktion losen sollte, stellt sich die Frage nach
der Ursache fur das aufgezeigte Phanomen. Letztere ist in den additiven Beziehungen
zwischen den ZielkoeÆzienten Div zu suchen, die sich aus ihrer Gewinnung als Lange
kurzester Wege ergibt. Sie bewirken, da das duale Programm zu TP in hohem
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Abbildung 8.2: Losung von TP fur ein Problem mit ungunstigen Zentren bei
quadriert{euklidischen Distanzen. (Weie KGE sind gesplittet.)
Abbildung 8.3: Losung des Problems von Abb. 8.2, jedoch KW{Distanzen. Die
"
Be-
zirke\ bestehen aus verstreut liegenden Bruchstucken.
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Abbildung 8.4: Losung mit Subgradienten{Verfahren fur ein Problem mit ungunsti-
gen Zentren bei quadriert{euklidischen Distanzen.
Mae degeneriert ist. Fur TP bedeutet dies, da es im allgemeinen viele optimale
Basislosungen gibt. Wird dieses Transportproblem mit einem Standard{Loser wie
CPLEX optimiert, so besteht kein Einu auf die Auswahl der zuruckgegebenen
Losung.
Aus diesem ergibt sich aber auch ein Hinweis, wie man dem Problem zu Leibe
rucken kann. Duale Degeneriertheit bedeutet eine starke Abhangigkeit zwischen den
Spalten des primalen Problems. TP hat zuviele Variablen, wenn mit KW{Distanzen
gearbeitet wird. In Abschnitt 8.3 wird mit einem Min{Kosten{Fluproblem, das in
der Regel viel weniger Variablen hat, diese Schwierigkeit behoben.
8.2.2 Lagrange{Relaxation bei KW{Distanz
In 7.3 wurde die Berechnung einer Gebietsaufteilung uber das Subgradienten{Ver-
fahren basierend auf Lagrange{Relaxation vorgestellt. Der Verwendung von KW{
Distanzen in der Zielfunktion (7.26a) beziehungsweise (7.27a) gema (8.5) steht
zunachst nichts im Wege. Doch wie im Fall des Transportmodells kann diese Ent-
scheidung starke Auswirkungen auf die Gestalt der Losung haben.
Beispiel 8.2
Die Abbildungen 8.4 und 8.5 zeigen die Losungen fur Beispiel 8.1, die vom Sub-
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Abbildung 8.5: Losung des Problems von Abb. 8.4, jedoch KW{Distanzen. Die KGE
sind im wesentlichen auf drei Bezirke verteilt. Es sind nur acht Zentren zu sehen, da
zwei Bezirke leer sind.
gradienten{Verfahren geliefert werden; sowohl fur quadriert{euklidische als auch fur
KW{Distanzen. Die erste Gebietsaufteilung (Abb. 8.4) enthalt einen unzusammen-
hangenden Bezirk. Da hier der Nachbarschaftsgraph G in die Berechnung nicht ein-
ging, ist dies nicht weiter uberraschend. Die Notwendigkeit von Modellen, die G
einbeziehen, wird jedoch erneut deutlich.
Die auf der Basis von KW{Distanz berechnete Gebietsaufteilung (Abb. 8.5) ist
wie die in Abbildung 8.3 unbrauchbar. Drei der zehn zu bildenden Bezirke enthalten
nahezu alle KGE und zwei Bezirke sind leer.
Die Ursache fur das in Beispiel 8.2 beobachtete Verhalten wird in folgendem Satz
deutlich.
Satz 8.1
Es werde das Lagrange{Subproblem (7.27)mit KW{Distanz gema (8.5) gelost. Falls
fur alle KGE v 2 V das minimierende Zentrum i 2 Z eindeutig bestimmt ist, sind
die gebildeten Bezirke leer oder KW{zusammenhangend.
Beweis. Die KGE v 2 V sei dem Zentrum i zugeordnet. Sei u die auf v folgende Ecke
in KW [v; i]. Es genugt zu zeigen, da auch u dem Zentrum i zugeordnet wird.
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Nach Voraussetzung ist
Div   i < Djv   j fur j 6= i.
Ferner ist Div = Diu + d(u; v) und Djv  Dju + d(u; v). Daraus folgt
Diu + d(u; v)  i < Dju + d(u; v)  j fur j 6= i,
und dies zeigt die Behauptung. 
Satz 8.1 geht auf Zoltners und Sinha [115] zuruck. Dort wird er ohne die Eindeu-
tigkeitsvoraussetzung
"
bewiesen\, diese ist jedoch unverzichtbar. Andernfalls mu
durch eine geeignete Vorgehensweise bei der Auosung von Mehrdeutigkeiten fur
den Zusammenhang der gebildeten Bezirke gesorgt werden.
Die extreme Lage der Zentren in Beispiel 8.2 erlaubt nicht die Bildung von
"
vernunftigen\ KW{zusammenhangenden Bezirken; dies erklart die Gebietsauftei-
lung in Abbildung 8.5. Wenn mit KW{Distanz gearbeitet wird, kann nur bei einer
angemessenen Lage der Zentren mit dem Subgradienten{Verfahren eine brauchbare
Gebietsaufteilung erzeugt werden. Dann ist auch Satz 8.1 nutzlich, da er den Zusam-
menhang der gebildeten Bezirke gewahrleistet. Da das Subgradienten{Verfahren die
optimalen Lagrange{Multiplikatoren nur approximativ berechnet, ist die Eindeutig-
keitsvoraussetzung des Satzes 8.1 im allgemeinen erfullt.
8.2.3 Zusammenfassung
In den vorangehenden Abschnitten wurde das Verhalten der Verfahren aus 7.2 und
7.3 bei Zugrundelegung von Netzwerk{Topologie diskutiert. Diese Verfahren setzen
Zentren voraus, die in diesem Fall durch eine p{elementige Teilmenge der KGE gege-
ben sind. Die in die Zielfunktion eingehenden Distanzen div werden als KW{Distanz
realisiert.
Wenn die Lage der Zentren nicht so ist, da die Bezirke
"
um sie herum\ gebildet
werden konnen, stellen sich die Verfahren als unbrauchbar heraus.
Um Gebietsaufteilungsprobleme mit Netzwerk{Topologie zu bearbeiten, sind des-
halb Methoden notig, die entweder unabhangig von (der Lage von) Zentren sind, oder
die Bestimmung guter Zentren ermoglichen. Der ersten Moglichkeit wird im folgenden
Abschnitt nachgegangen, die zweite ist Gegenstand von Kapitel 9.
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8.3 Gebietsaufteilung durch gleichmaige Baum-
zerlegung
Modelle fur die Gebietsaufteilung, in denen die Zerlegung des Graphen G in zusam-
menhangende Subgraphen in voller Allgemeinheit formuliert ist, sind algorithmisch
problematisch (siehe 8.1.3). Deshalb wird hier der in 8.1.3.3 eingefuhrte Begri des
T{Zusammenhangs zugrundegelegt, um Verfahren fur die Gebietsaufteilung zu ge-
winnen, in denen der Zusammenhang der gebildeten Bezirke gewahrleistet ist.
8.3.1 Gerust{zusammenhangende balancierte Bezirke
Es sei T = (V;E 0) ein Gerust von G. (Wie T gewahlt werden kann, ist Gegenstand
des nachsten Abschnitts.) Jede Baumzerlegung  = fT 01; : : : ; T
0
p
g von T induziert
eine Gebietsaufteilung, in welcher die den Ecken eines Teilbaumes T 0
i
entsprechen-
den KGE jeweils einen Bezirk bilden, also Bi = V (T
0
i
). Jeder dieser Bezirke ist
T{zusammenhangend. Somit lassen sich uber Baumzerlegung von T Gebietsauftei-
lungen gewinnen, in denen alle Bezirke zusammenhangend sind. Damit wird ein aus
Anwendungssicht wesentliches Kriterium erfullt.
Um zusatzlich das Ziel einer balancierten Groe der Bezirke zu erreichen, ist eine
gleichmaige Baumzerlegung von T vorzunehmen. Die Eckengewichte wv, v 2 V ,
sind dabei die Groenattribute der KGE.
Wird zum Beispiel das Problem T=  =p=k:k1 gelost, so ist das Ergebnis eine Ge-
bietsaufteilung, die die maximale Abweichung von der mittleren Groe  minimiert;
dies unter allen Aufteilungen in T{zusammenhangende Bezirke.
In Teil II wurden Verfahren entwickelt, mit denen sich die maximale Abweichung
von  auch fur die Zerlegung groer Baume mit vertretbarem Aufwand (im Sinne des
Optimums) minimieren lat. Damit konnen nun groe Gebietsaufteilungsprobleme
(jV j  500) mit Zusammenhangsforderung eÆzient bearbeitet werden.
Die Zielsetzung der Minimierung der totalen Abweichung von  oder der Vari-
anz der Bezirkgroen hingegen fuhrt auf NP{vollstandige Baumzerlegungsproble-
me fur T (siehe Satz 4.17). Da wir hierfur keine Algorithmen entwickelt haben,
konnen wir in dieser Arbeit solche Balance{Modelle in nicht mit dem Konzept des
T{Zusammenhangs kombinieren.7
Bezirkszentren. Die Berucksichtigung von Bezirkszentren Z  V , jZj = p, ist bei
diesem Zugang ohne weiteres moglich. Ist zu jedem Zentrum ein Bezirk zu bilden,
7In 7.2.5 wurden derartige Balance{Modelle bei ebenen Problemen behandelt.
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der dieses Zentrum enthalt, so wird dies durch Losen des Problems T=Zent=  =k:k1
erreicht. Nach Satz 5.26 ist das mit polynomialem Aufwand moglich.
8.3.2 Auswahl des Gerustes
Durch gleichmaige Baumzerlegung eines Gerustes T des Graphen G werden zwei
wichtige Ziele der Gebietsaufteilung berucksichtigt, Balance und Zusammenhang.
In der Regel kann auf die Kompaktheit der Bezirke aber nicht verzichtet werden
(siehe Abbildung 8.1). Die Idee ist daher, die Freiheit bei der Auswahl von T zu
nutzen, um Distanzinformation zu berucksichtigen. Damit soll erreicht werden, da
die gleichmaige Zerlegung von T Bezirke generiert, die Kompaktheitsanforderungen
genugen.
8.3.2.1 Verwendung des Minimalgerustes
Eine naheliegende Idee zur Auswahl des Gerustes T ist die Verwendung des (genauer:
eines) Minimalgerustes, des mit der Kantenbewertung d ausgestatteten Graphen G
(siehe 8.1.2).8 Mit den bekannten Algorithmen von Kruskal oder Prim lat sich das
Minimalgerust eÆzient berechnen. Unter der Voraussetzung, da G ein dunner Graph
mit jEj = O(jV j) ist, betragt der Aufwand dafur O(jV j log jV j) (Ahuja et al. [4, Seite
534]).
Beispiel 8.3
Abbildung 8.6 zeigt zwei Gebietsaufteilungen, die durch gleichmaige Baumzerlegung
des Minimalgerustes gewonnen sind. Wahrend sich fur p = 4 eine Aufteilung ergibt,
in der die Bezirke einigermaen kompakt und gut balanciert sind (maximale Abwei-
chung 1.61%), ist in der Losung fur p = 6 ein sehr deformierter Bezirk enthalten und
die maximale Abweichung ist mit etwa 22% unbefriedigend.
Beispiel 8.3 macht deutlich, da das Minimalgerust im allgemeinen nicht geeignet
ist, wenn durch gleichmaige Baumzerlegung eine Gebietsaufteilung bestimmt werden
soll, die neben Balance und Zusammenhang der Bezirke auch dem Kompaktheitsziel
gerecht wird.
8.3.2.2 Verwendung der Optimalbasis eines Fluproblems
Eine Erklarung fur Beispiel 8.3 ist die Tatsache, da das Minimalgerust keine Infor-
mation uber die Zahl der zu bildenden Bezirke enthalt. Ferner kann nicht erwartet
8Ein Minimalgerust T = (V;E0) hat unter allen Gerusten von G eine minimale Summe
P
e2E0 d(e) der Kantenbewertungen.
Ublich ist auch die Bezeichnung minimaler spannender Baum.











Abbildung 8.6: Gebietsaufteilungen durch Losen von T=  =p=k:k1 mit p = 4 bezie-
hungsweise p = 6 fur das Minimalgerust des Nachbarschaftgraphen G.
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werden kann, da ein einzelnes Gerust fur jedes p zu einer brauchbaren Aufteilung
fuhrt.
Zur Gewinnung eines Gerustes, das sowohl Distanzaspekte als auch die Anzahl
der zu bildenden Bezirke einbezieht, schlagen wir deswegen die Verwendung der Opti-
malbasis eines geeigneten Minimalkosten{Fluproblems vor. Die eÆziente Losbarkeit
solcher Probleme und die Tatsache, da ihre Basen (im Sinn der linearen Program-
mierung) Wald{Struktur haben, machen diesen Ansatz geeignet.
Bei der Denition des Fluproblems gehen wir von einer p{elementigen Teilmenge
K der Ecken von G aus. Die Elemente von K bilden die Senken des Problems. Sie
konnen auch als
"
Stutzpunkte\ fur die Berechnung des Gerustes angesehen werden.9
Das Netzwerk ~G. Sei ~G = (V; ~E) das (bereits in 8.1.3.2 eingefuhrte) Netzwerk, in
dem jedes Paar in G adjazenter Ecken u und v durch zwei entgegengesetzt gerichtete
Kanten verbunden ist. Die (Einheits{)Flukosten fur diese beiden Kanten sind gleich
und entsprechen der durch die Kantenbewertung d von G gegebenen Distanz von u
und v. Wir schreiben daher d(u; v) fur die Flukosten auf der Kante (u; v) in ~G.













:wv v 2 V  Kwv    v 2 K (8.6b)
yuv  0 (u; v) 2 ~E (8.6c)
Jede KGE v 2 V   K ist eine Quelle und bringt einen Flu der Starke wv hervor;
in jede Senke v 2 K iet ein Flu von wv   . Der Flu in die Senken kann als
Netto{Zuu angesehen werden, der sich aus einem Brutto{Zuu von  abzuglich
wv ergibt.
Das folgende Ergebnis ist wohlbekannt und liefert ein Gerust T fur die gleichmai-
ge Baumzerlegung.
Proposition 8.2
Ist ~G zusammenhangend, so ist das lineare Programm MF losbar, und die den Ba-
sisvariablen (einer jeden Basis) entsprechenden Kanten bilden ein Gerust von ~G.
9Die Senken sind ein den Bezirkszentren ahnliches Konzept. Wir treen dennoch eine begriiche
Unterscheidung, da die Senken keine unmittelbare Bedeutung fur die zu bildenden Bezirke haben;
sie dienen lediglich der Berechnung des Gerustes.





Abbildung 8.7: Gebietsaufteilung durch Losen von T=  =p=k:k1 wobei T aus der
Optimalbasis von MF mit zufalligen Senken gewonnen wurde.
Ist die Optimalbasis von MF nicht degeneriert, so bilden die Kanten mit positivem
Flu in der Optimallosung ein Gerust von ~G. Andernfalls mu die Basisinformation
aus dem verwendeten LP{Loser gewonnen werden.
Aus dem zur Optimalbasis von MF gehorenden Gerust von ~G wird nun direkt ein
Gerust T = (V;E 0) von G gewonnen. Dabei sind u und v genau dann adjazent in T ,
wenn zwischen ihnen eine Basiskante verlauft.
Es ist klar, da die Wahl der Senken entscheidenden Einu auf die Gestalt von T
und damit auf die durch Baumzerlegung gewonnene Gebietsaufteilung hat. Bei einer
zufalligen Auswahl der Menge K zum Beispiel ist nicht zu erwarten, da kompakte
Bezirke erzielt werden.
Beispiel 8.4
Abbildung 8.7 zeigt eine Gebietsaufteilung, die durch gleichmaige Baumzerlegung
des aus der Optimalbasis von MF gebildeten Gerustes T errechnet wurde. Dabei wur-
den die vier Senken zufallig gewahlt. Auch hier treten wie in Beispiel 8.3 deformierte
Bezirke auf.
Andererseits ist die gute Balance (maximale Abweichung 4.52%) erwartungs-
gema, denn in die Senken von MF tritt ein Brutto{Flu von  ein; hieraus resultiert
im allgemeinen eine gute Zerlegbarkeit von T in Teilbaume mit einem Gewicht von
ungefahr .
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Beispiel 8.4 macht die Notwendigkeit eines geeigneten Verfahrens zur Bestimmung
der Senken deutlich. Ein solches Verfahren wird im folgenden Abschnitt entwickelt.
Darauf aufbauend konnen dann durch Losen von MF und Baumzerlegung Gebietsauf-
teilungen berechnet werden, in denen auch die Kompaktheit der Bezirke befriedigt.
8.3.3 Berechnung von Senken fur das Fluproblem MF
Fur die Berechnung der Senken fur das Fluproblem MF (8.6) schlagen wir vor, von
einem Gerust ~T von ~G (zum Beispiel dem Minimalgerust) auszugehen und K optimal
(im Sinne der Zielfunktion von MF) zu wahlen, unter der Voraussetzung, da nur auf
den Kanten von ~T ein Flu stattnden darf. (Die Richtung der Kanten wird dabei
nicht berucksichtigt.) Das FluproblemMF wird damit in gewissem Sinne umgekehrt,
indem zurerst ein Gerust (also eine Basis) gewahlt wird, und dann optimale Senken
dazu bestimmt werden. Wird anschlieend MF mit diesen Senken gelost, erhalt man
als Optimalbasis ein im allgemeinen von ~T verschiedenes Gerust.
Somit ergibt sich in naturlicher Weise ein alternierendes Verfahren zur Bestim-
mung der Senken. Da der Zielfunktionswert von MF sich von Schritt zu Schritt
hochstens verkleinern kann, konvergiert er gegen ein (lokales) Minimum, das bei ei-
ner (bis auf pathologische Ausnahmen) eindeutig bestimmten Menge K angenommen
wird. Erfahrungsgema sind nur wenige Iterationen auszufuhren, bis diese Menge K
gefunden ist.
Der algorithmische Vorteil der Bestimmung von optimalen Senken zu einem Ge-
rust ~T von ~G liegt in der eÆzienten Losbarkeit dieses Problems, bedingt durch die
Baumstruktur. Wir nutzen also auch an dieser Stelle die Tatsache, da Optimierungs-
probleme auf Graphen oft polynomial losbar sind, wenn der Graph baumformig ist.
Wie werden optimale Senken zu einem Gerust bestimmt? Wir entwickeln im fol-
genden zwei Verfahren. Das erste ist eine Heuristik mit linearer Laufzeit. Gelingt es,
mit ihr eine zulassige Menge an Senken zu bestimmen, ist diese auch optimal. Fur
den Fall des Scheiterns der Heuristik losen wir das Problem mit dynamischer Pro-
grammierung, der Aufwand dafur ist O(p2jV j). Erfahrungsgema ist die Heuristik
jedoch in der Mehrzahl der Falle erfolgreich.
8.3.3.1 Eine Rundungsheuristik zur Bestimmung optimaler Senken
Es sei ~T = (V; ~E 0) ein Gerust von ~G, mit den Eckengewichten wv, v 2 V . Wir wahlen
eine beliebige Ecke v0 2 V als Wurzel und fassen ~T als Wurzelbaum auf. Es sei an
die in 4.1.1.1 eingefuhrte Notation erinnert.
Fur v 2 V sei die Variable sv die Anzahl der Senken in ~Tv. Zunachst ist sv0 = p
vorgegeben. Da in jede Senke ein Brutto{Flu von  hineiniet, ist fur v 6= v0 der
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Algorithmus 8.1 Rundungsheuristik fur optimale Senken bezuglich ~T
1: sv0 := p
2: for all v 2 V   fv0g do
3: sv := bw ~Tv=+ 0:5c
4: end for
5: if sv, v 2 V , erfullen (8.8) then









Flu auf der Kante zwischen v und pre(v) betragsmaig gleich
jw ~Tv   svj:




d(v; pre(v))jw ~Tv   svj: (8.7)




su 2 f0; 1g (v 2 V ) (8.8a)
sv 2 Z0 (v 2 V   fv0g) (8.8b)
sv0 = p (8.8c)
einzuhalten. (Die erste Bedingung sichert, da jede Ecke hochstens einmal Senke sein
kann.)
Zur Motivation der Heuristik dividieren wir die Zielfunktion (8.7) durch . Ohne
Berucksichtigung der Nebenbedingungen ist dann klar, da der optimale Wert fur sv
sich durch Runden von w ~Tv= ergibt, weil dies den Term jw ~Tv=  svj minimiert.
Die Heuristik (Algorithmus 8.1) besteht deshalb einfach darin, sv fur v 2 V  fv0g
in dieser Weise zu berechnen, und dann zu prufen, ob die Nebenbedingungen (8.8)
erfullt sind. Dies betrit vor allem (8.8a); wenn diese Bedingung fur die sv besteht,
so ist die Menge K der optimalen Senken durch diejenigen Ecken gegeben, fur die
die linke Seite in (8.8a) den Wert eins hat. Es ist klar, da dies genau p Ecken sind,
wenn (8.8) erfullt ist.
Falls die durch Runden berechneten sv die Nebenbedingungen verletzen, scheitert
die Heuristik. Das folgende Beispiel zeigt, da dies vorkommen kann.
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Beispiel 8.5
Bei diesen beiden Baumen sei die hochste Ecke Wurzel, die Gewichte wv und die








































Fur den linken Baum berechnet die Heuristik sv = 0 fur die Blatter und sv = 2
fur die zentrale Ecke. Damit ist fur diese Ecke (8.8a) verletzt.
Beim rechten Baum ist fur die Blatter sv = 1 und fur die zentrale Ecke sv = 4,
daher erhalt man in (8.8a) sogar einen negativen Wert.
Das folgende Ergebnis ist oensichtlich.
Proposition 8.3
Der Aufwand von Algorithmus 8.1 ist O(jV j).
8.3.3.2 Berechnung optimaler Senken mit dynamischer Programmierung
Fur den Fall des Scheiterns der Rundungsheuristik aus Algorithmus 8.1 wird das
durch (8.7) und (8.8) gegebene Optimierungsproblem mit dynamischer Programmie-
rung gelost. Wie in 8.3.3.1 wahlen wir eine beliebige Wurzel v0 2 V fur ~T .
Sei dazu C(v; s) der optimale Zielfunktionswert fur den Teil{
"
Baum\, der aus
~Tv und der Kante (v; pre(v)) besteht,
10 wenn dieser s Senken enthalt. Gesucht ist
C(v0; p).
Um Rekursionsgleichungen fur C(v; s) zu entwickeln, ist die Denition eines wei-
teren Zwischenziels notig. Ist ~S = fu1; : : : ; ukvg die Menge der Sohne von v, so sei
~C(v; i; s) der optimale Zielfunktionswert fur den Teilbaum, der aus v, den Kanten
(u1; v); : : : ; (ui; v) und den ~Tu1 ; : : : ;
~Tui gebildet wird, wenn dieser Teilbaum s Senken
enthalt. (Fur i = 0 besteht der Teilbaum nur aus der Ecke v.)
Die Rekursionsgleichungen fur die Vorwartsrechnung von den Blattern zur Wurzel
10Ist v die Wurzel, so kann gedanklich eine solche Kante hinzugefugt werden.
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lauten wie folgt:
~C(v; 0; s) =
8<
:0 s 2 f0; 1g;1 sonst; (8.9)
~C(v; i; s) = min fC(ui; s
0) + ~C(v; i  1; s  s0) : 0  s0  sg
fur 1  i  kv, v kein Blatt, (8.10)
und
C(v; s) = ~C(v; kv; s) +
8<
:d(v; pre(v))jw




Der Aufwand fur die Vorwartsrechnung zur Bestimmung optimaler Senken fur ~T ist
O(p2jV j).
Beweis. Der Aufwand wird dominiert durch die Berechnung von O(2jV jp) Zwischen-
zielen der Form ~C(v; i; s) in (8.10). 
Die optimalen sv werden dann durch Ruckwartsrechnung ermittelt. Darin werden
die Sohne von v in umgekehrter Reihenfolge ukv ; : : : ; u1 betrachtet und jeweils sui
aus dem (wahrend der Vorwartsrechnung festgehaltenen) in (8.10) minimierenden
s
0 bestimmt. Der Aufwand fur die Ruckwartsrechnung ist O(jV j). Damit gilt das
folgende Ergebnis.
Satz 8.5
Mit dynamischer Programmierung gema (8.9) bis (8.11) konnen optimale Senken
fur ~T mit Aufwand O(p2jV j) bestimmt werden.
8.3.4 Zusammenfassende Darstellung und Beispiele
8.3.4.1 Zusammenfassung
Zusammengefat ist unsere Vorgehensweise zur Bestimmung einer Gebietsaufteilung
in T{zusammenhangende, balancierte und kompakte Bezirke in Algorithmus 8.2.
8.3.4.2 Praktische Umsetzung
Die praktische Umsetzung von Algorithmus 8.2 in GAMOR wurde folgendermaen
vorgenommen. In Zeile 2 wird eine Implementierung des Verfahrens von Prim be-
nutzt. Problem MF (Zeile 10) wird mit dem Solver CPLEX gelost. In Zeile 13 wird
das Branch&Bound Verfahren aus Kapitel 6 benutzt.
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Algorithmus 8.2 Berechnung einer Gebietsaufteilung bei Netzwerktopologie
Input: gewichteter Graph G = (V;E; w; d) und p 2 f1; : : : ; jV jg
Output: Bezirke B1; : : : ; Bp  V , zusammenhangend in G, die eine Partition von
V bilden
1: Bilde Netzwerk ~G ausgehend von G (siehe Seite 197)
2: Berechne Minimalgerust ~T von ~G
3: weiter := True; K := ;
4: while weiter do
5: Wende Rundungsheuristik (Algorithmus 8.1) zur Berechnung einer Senken{
Menge K auf ~T an
6: if Heuristik gescheitert then
7: berechne K mit dynamischer Programmierung (siehe 8.3.3.2)
8: end if
9: if K unverandert then weiter := False end if
10: Lose Minimalkosten{Fluproblem MF (8.6) auf ~G; ~T sei Optimalbasis
11: end while
12: T = (V;E 0; w) sei Gerust von G, das ~T entspricht
13: Lose Baumzerlegungsproblem T=  =p=k:k1 fur T
14: Bi := Eckenmenge des i{ten Teilbaumes in der Zerlegung, i 2 I
8.3.4.3 Beispiele
Beispiel 8.6
Abbildung 8.8 zeigt zwei Gebietsaufteilungen, die mit Algorithmus 8.2 berechnet
wurden. Ein Vergleich mit Abbildung 8.6 macht deutlich, da hier das zur Baum-
zerlegung verwendete Gerust sehr viel besser das Ziel balancierter und kompakter
Bezirke unterstutzt. Algorithmus 8.2 erscheint geeignet fur das Design praxistaugli-
cher Gebietsaufteilungen.
Hierbei ist vor allem der Gesichtspunkt der EÆzienz hervorzuheben. Die Gesamt-
rechenzeit betrug fur jede der Aufteilungen in Abbildung 8.8 etwa 0.15 Sekunden.
Die While{Schleife in den Zeilen 4 bis 11 wurde jeweils dreimal durchlaufen. Nur fur
p = 6 war dabei (in der ersten Iteration) der Ruckgri auf dynamische Programmie-
rung zur Bestimmung der Senken erforderlich. Das Problem T=  =p=k:k1 konnte in
beiden Fallen im Wurzelknoten des Suchbaumes gelost werden, die Rechenzeit dafur
betrug ungefahr 0.8 Sekunden.
Beispiel 8.7
Um die EÆzienz von Algorithmus 8.2 fur groe Probleme zu testen, wurde eine
Gebietsaufteilung mit 25 Bezirken auf der Basis von 544 KGE (die deutschen Kreise











Abbildung 8.8: Gebietsaufteilungen mit p = 4 beziehungsweise p = 6, berechnet mit
Algorithmus 8.2

























Abbildung 8.9: Gebietsaufteilung mit jV j = 544 und p = 25 berechnet mit Algorith-
mus 8.2
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und kreisfreien Stadte) berechnet (Abb. 8.9).
Die Gesamtrechenzeit dafur betrug etwa funf Sekunden, wovon 4.3 Sekunden auf
das Branch&Bound in Zeile 13 entelen. Es muten 23 Knoten des Suchbaumes
abgearbeitet werden, bis die optimale Baumzerlegung bestimmt war. Die While{
Schleife in den Zeilen 4 bis 11 mute funf mal durchlaufen werden, wobei im ersten
Durchlauf dynamische Programmierung zur Bestimmung der Senken notig war.
Aus Beispiel 8.7 kann der Schlu gezogen werden, da mit Algorithmus 8.2 auch
Gebietsaufteilungen mit vielen KGE bei Netzwerk{Topologie und Zusammenhangs-
bedingung sehr eÆzient berechnet werden konnen.
8.3.5 Vorteile gegenuber herkommlichen Verfahren
Der in GAMOR realisierte Algorithmus 8.2 aus 8.3.4 verbindet verschiedene Eigen-
schaften in einer Weise, die ihn gegenuber herkommlichen Verfahren vorteilhaft er-
scheinen lat.
1. Es werden keine im voraus gegebenen Bezirkszentren benotigt.
2. Es werden stets zusammenhangende Bezirke erzeugt.
3. Das Verfahren ist sehr eÆzient (siehe Beispiel 8.7).
Auch das Verfahren von Zoltners und Sinha [115] bildet in aller Regel zusammen-
hangende Bezirke, wenn es mit KW{Distanzen benutzt wird (Satz 8.1).11 Jedoch ist
der Algorithmus bei diesem Distanz{Typ auf gut gewahlte Bezirkszentren angewiesen
(Beispiel 8.2). Auerdem benotigt das Subgradienten{Verfahren eine deutlich langere
Rechenzeit, als Algorithmus 8.2.12 Selbst wenn gute Bezirkszentren bekannt sind, ist
daher die hier entwickelte Vorgehensweise im Vorteil gegenuber dem Verfahren von
Zoltners und Sinha [115].
Die Berechnung einer Gebietsaufteilung durch Losen des Transportproblems und
anschlieende Splitauosung (siehe 7.2) erzeugt sehr haug unzusammenhangende
Bezirke, auch wenn durch Verwendung von KW{Distanzen der Nachbarschaftsgraph
der KGE indirekt einbezogen, und von gut verteilten Bezirkszentren ausgegangen
wird.13 Daher ist dieser Ansatz im Falle einer strikten Zusammenhangsforderung
nicht geeignet.
11Unter einigen hundert zufallig erzeugten Testproblemen wurde nur in einem Fall eine Gebiets-
aufteilung mit unzusammenhangenden Bezirken berechnet.
12Fur die erwahnte Menge an Testproblemen war die Rechenzeit des Subgradientenverfahrens
(bei guten gegebenen Bezirkszentren!) in GAMOR im Durchschnitt drei bis vier mal langer, als die
von Algorithmus 8.2.





Ein Teil der Modelle fur die Gebietsaufteilung in den Kapiteln 7 und 8 geht von a prio-
ri gegebenen Zentren der Gebiete aus. Aus den Beispielen in 8.2 wird erkennbar, da
die Wahl der Zentren entscheidenden Einu auf die berechnete Gebietsaufteilung
hat. Deshalb sind Verfahren notwendig, mit denen sich geeignete Zentren bestimmen
lassen.
Auch aus Anwendungssicht ist dies bedeutsam. Da die Kompaktheit der Gebiets-
aufteilung unter Bezugnahme auf Zentren gemessen wird (siehe zum Beispiel (7.1a),
S. 141), empfehlen sich die Zentrenorte als Standorte von Vertretern oder Orga-
nisationseinheiten, denen die Betreuung der Gebiete unterliegt; insbesondere beim
Bereisen der Gebiete ist dies der Fall. Die Bestimmung gunstiger Zentren entspricht
somit der Planung geeigneter Vertreterstandorte.
Methodisch gehoren die im folgenden vorgestellten Verfahren zur Disziplin der
Standortplanung im Operations Research. Dieses sehr umfangreiche Forschungsfeld
konnen wir jedoch nur streifen. Verschiedentlich verweisen wir deshalb auf wei-
terfuhrende Literatur.
Das Kaptiel ist wie folgt gegliedert. In Abschnitt 9.1 wird dargestellt, wie zu gege-
benen Bezirken optimale Zentren bestimmt werden konnen. Dies wird in 9.2 benutzt,
um alternierend Zentren und Gebietsaufteilungen zu berechnen, und so schlielich zu
einem (lokalen) Optimum zu kommen. Jedoch ist dieses location allocation Prinzip
sensibel gegenuber der Wahl der Startzentren. Deshalb wurde von Hojati [52] eine
Lagrange{Heuristik zur Bestimmung (global) optimaler Zentren vorgeschlagen; wir
gehen darauf in 9.3 ein. Da die Heuristik nach Erfahrung des Autors aber nicht zufrie-
denstellend arbeitet, schlagen wir Erweiterungen vor. Rechentests zeigen, da damit
ein wirkungsvolles Verfahren zur Bestimmung guter Zentren gegeben ist.
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9.1 Optimale Zentren bei gegebener Gebietsauf-
teilung
Beim location{allocation Prinzip werden alternierend Gebietsaufteilungen und Zen-
tren bestimmt. Daher stellen wir zunachst die Frage, wie sich fur eine gegebene
Gebietsaufteilung optimale Bezirkszentren berechnen lassen. Sie fuhrt direkt auf das
Median{Problem der Standortplanung, das (angepat an unseren Kontext) folgen-
dermaen deniert ist.
Denition 9.1 (Median einer Menge von KGE)
Seien
 B  V eine Teilmenge der KGE,
 Wv  0, v 2 B, Gewichte der KGE,
 Z eine Menge zulassiger Zentren,
 d : Z  V  ! R0 .
Ein z 2 Z, das X
v2B
Wvd(z; v) (9.1)
minimiert, heit Median von B.
Die Funktion d dient zur Messung der Distanz zwischen KGE und moglichen Zentren.
Die Gewichte der KGE werden zum Beispiel durchWv := wv festgelegt. Fur die Wahl
von Z und d sind im Kontext unserer Arbeit folgende Moglichkeiten von Interesse.
1. In Modellen mit ebener Topologie ist Z = R2 und d ist die euklidische oder die
quadriert{euklidische Distanz (vgl. S. 139).
2. In Modellen mit Netzwerk{Topologie ist Z = B und d ist zum Beispiel die
KW{Distanz (vgl. 8.1.2).
Der Median z eines Bezirks B ist der gunstigste Standort fur die Betreuung dieses
Bezirks, wenn der Aufwand durch die Funktion (9.1) gemessen wird. Indem fur jeden
Bezirk einer Gebietsaufteilung ein Median als Zentrum festgelegt wird, bestimmt
man eine Menge Z optimaler Zentren.
Die Berechnung des Medians wird durch Verfahren aus der Standortplanung
ermoglicht. Fur die unter 1. und 2. aufgefuhrten Beispiele fur Z und d fuhren wir im
folgenden geeignete Verfahren an.
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9.1.1 Berechnung des Medians bei ebenen Problemen
In ebenen Problemen der Standortplanung ist jeder Punkt der Ebene R2 als Standort
zulassig.1 Eine Zusammenstellung von Verfahren zur ebenen Standortplanung gibt
Hamacher [46]. Hier benotigen wir nur die einfachsten.
9.1.1.1 Quadriert{euklidische Distanzen
Wie in 7.1.1 seien (ostv; nordv) 2 R2 , v 2 V die Orte der KGE. Ferner sei (Ostz; Nordz)
das zu bestimmende Zentrum. Fur
d(z; v) = (Ostz   ostv)
2 + (Nordz   nordv)
2














Zum Beweis wird die Funktion (9.1) nach (Ostz; Nordz) dierenziert.
Der Aufwand zur Berechnung der optimalen Zentren bei gegebener Gebietsauf-




jBij) = O(jV j).
9.1.1.2 Euklidische Distanzen
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gegeben,2 so lat sich der Median nicht durch eine geschlossene Formel berechnen.
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1Haug wird auch nur eine Teilmenge Z der Ebene zugrundegelegt, zum Beispiel wenn es ver-
botene Bereiche fur den Median gibt.
2In diesem Fall wird der Median auch als Steiner{Weber Standort bezeichnet.
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gegeben ist, liefert jedoch im allgemeinen eine Folge von Punkten, die gegen den
Median konvergiert. Dazu darf dieser allerdings nicht mit dem Ort (ostv; nordv) ei-
ner KGE ubereinstimmen. Ein Kriterium zur Uberprufung dieses Falls und weitere
Informationen zum Weiszfeld{Algorithmus ndet man in Hamacher [46, Abschnitt
2.1.5].
9.1.2 Berechnung des Medians bei Netzwerk{Topologie
In Modellen mit Netzwerk{Topologie ist es sinnvoll, als Zentren nur die Knoten
des Netzwerkes zuzulassen (vgl. S. 182). Daruberhinaus sollte das Zentrum eines
Bezirkes in diesem enthalten sein. Die Berechnung des Medians ist somit trivial, da
die Funktion (9.1) uber die endliche Menge Z = B minimiert wird.
Der Aufwand zur Bestimmung des Medians ist in diesem Fall O(jBj2), unter der
Voraussetzung, da die Distanz d(z; v) in konstanter Zeit berechnet werden kann.
Werden KW{Distanzen d(z; v) = Dzv zugrundegelegt und ist die Distanzmatrix D
(siehe S. 183) bekannt, so ist diese Voraussetzung erfullt.
Zur Bestimmung der Mediane aller Bezirke, also der Menge optimaler Zentren,




2) = O(jV j2).
9.2 Bestimmung von Zentren mit dem location{
allocation Prinzip
9.2.1 Das GEOLINE{Modell
Das location{allocation Prinzip ist die alternierende Bestimmung von Zentren und
die Zuordnung von KGE zu diesen Zentren. Begonnen wird mit der Festlegung einer
ersten Zentrenmenge Z0, den Startzentren. Diesen werden die KGE zugeordnet, zum
Beispiel durch Losen des Transportproblems TP (7.2). Dadurch wird eine Gebietsauf-
teilung deniert (die Splits enthalten kann). Fur die Bezirke dieser Gebietsaufteilung
werden Mediane, d.h. optimale Zentren, mit den Methoden des vorangehenden Ab-
schnitts bestimmt. Die so erhaltene Zentrenmenge Z1 erlaubt das erneute Berechnen
einer Gebietsaufteilung. In dieser Weise wird zwischen den Schritten location und
allocation abgewechselt, bis ein Abbruchkriterium erfullt ist.
Dieses Prinzip wurde von Hess et al. [50] fur die Gebietsaufteilung zunachst im
Zusammenhang der Einteilung von Wahlkreisen eingefuhrt, und etablierte sich dann
als GEOLINE{Modell fur die Verkaufsgebietsgestaltung (Hess und Samuels [51]).
Spater verwendeten es in modizierter Form zum Beispiel auch Fleischmann und
Paraschis [35].
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Algorithmus 9.1 GEOLINE Verfahren (location{allocation)
1: Wahle Startzentren Z0.
2: k := 0
3: repeat
4: k := k + 1
5: Berechne Distanzen div, i 2 Zk 1, v 2 V .
6: (xiv) sei optimale Losung von TP (7.2).
7: Runde gegebenenfalls (xiv) auf ganzzahlige Werte.
8: Zk sei Menge der Mediane (mit Wv = wvxiv in (9.2))
fur die Bezirke.
9: until Zk = Zk 1 oder k =max iteration
Das GEOLINE{Verfahren in der Form von Hess und Samuels [51] arbeitet mit
quadriert{euklidischen Distanzen (Zeile 5) und Splitauosung mittels AssignMAX
(Zeile 7; siehe 7.2.3). Fleischmann und Paraschis [35] fuhren das Runden nur in
der letzten Iteration durch und verwenden dabei die in 7.2.6 vorgestellte partielle
Splitauosung.
Algorithmus 9.1 abstrahiert von solchen Festlegungen. Alternative Distanz{Mo-
delle (euklidisch, kurzeste Wege) oder Rundungsverfahren (optimale Splitauosung
unter verschiedenen Kriterien) lassen sich integrieren, indem die Zeilen 5 und 8 be-
ziehungsweise 7 entsprechend ausgefuhrt werden. In GAMOR ist das GEOLINE{
Verfahren in dieser modularen Form integriert, das gewunschte Distanzmodell und
das Rundungsverfahren lassen sich uber Kommandoparameter auswahlen.
9.2.2 Konvergenz des location{allocation Prinzips
In praktischen Fallen konvergiert Algorithmus 9.1 recht schnell, es gilt Zk = Zk 1
zumeist fur ein k  10. Hess und Samuels [51] merken jedoch an, da Konvergenz
nicht gesichert ist, wenn (xiv) in jeder Iteration gerundet wird | es kann vorkommen,
da der Algorithmus Zentrenmengen zyklisch durchlauft. Deshalb ist es sinnvoll, eine
Maximalzahl max iteration an Iterationen vorzugeben (Zeile 9).
Wird auf das Runden in Zeile 7 verzichtet, so lat sich Konvergenz einfach nach-
weisen. Wesentliche Faktoren sind dabei, da die Anzahl der Basislosungen von TP
endlich ist und da die Zielfunktion
P
i;v
divwvxiv von Iteration zu Iteration abnimmt.
Um ein zyklisches Verhalten auszuschlieen, sind neben dem Verzicht auf das Runden
zwei Voraussetzungen notig.
1. Die Basen von TP werden (zum Beispiel lexikographisch) geordnet, im Falle
einer Mehrdeutigkeit der optimalen Basislosung wird in Zeile 6 von Algorithmus
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9.1 die bezuglich dieser Ordnung kleinste gewahlt.
2. Fur den Fall einer nichteindeutigen optimalen Zentrenmenge in Zeile 8 wird
ebenfalls nach einer festen Regel Zk ausgewahlt.
Unter Beachtung dieser Voraussetzungen bestimmen sich Optimallosungen von TP
und Zentrenmengen Zk gegenseitig in eindeutiger Weise. Zusammen mit dem Ab-
nehmen der Zielfunktion von Iteration zu Iteration schliet dies ein Kreisen aus.
Konvergenz, also Terminierung mit Zk = Zk 1 in Algorithmus 9.1, ergibt sich dann
aus dem Endlichkeits{Argument.
9.2.3 Abhangigkeit von den Startzentren
Die durch das location{allocation Prinzip schlielich bestimmte Zentrenmenge ist
von den Startzentren Z0 abhangig und wird in der Regel kein globales Optimum
darstellen. Hess und Samuels [51] empfehlen daher ein mehrmaliges Durchlaufen mit
jeweils unterschiedlichen Startzentren. Jedoch stellt die Wahl der Startzentren ein
gewisses Problem dar.
Die Bestimmung moglichst guter Zentren und die simultane Berechnung einer
Gutegarantie dafur ist Gegenstand des nachsten Abschnitts. Die Menge Z der zulassi-
gen Zentren ist darin durch die Menge der KGE gegeben. Durch diese Einschrankung
gegenuber ebenen Modellen lat sich die Fragestellung in Gestalt eines warehouse lo-
cation Problems formulieren.
9.3 Eine Lagrange{Heuristik zur Bestimmung op-
timaler Zentren
Hojati [52] bestimmt die Zentren der Bezirke mit einer Lagrange{Heuristik, die auf
einer Formulierung des Problems als kapazitiertes warehouse location Problem ba-
siert. Die Heuristik ist eine vereinfachte Version der von Beasley [11] vorgestellten
Vorgehensweise zur Losung verschiedener grundlegender Standortprobleme.
In der von Hojati dargestellten Form ist das Verfahren nach Erfahrungen des Au-
tors jedoch nicht besonders erfolgreich in der Berechnung von guten Bezirkszentren.
Daher schlagen wir im folgenden Modikationen vor, die zu besseren Ergebnissen
fuhren. Sie seien kurz skizziert, bevor wir eine detaillierte Darstellung bringen.
1. Hojati [52] dualisiert in Anlehnung an Beasley [11] Nachfrage{ und Kapazitats{
Nebenbedingungen. Wir dualisieren dagegen nur die Nachfrage{Bedingungen.
Das Lagrange{Subproblem ist trotzdem trivial losbar, und es ist nur die halbe
Anzahl Lagrange{Multiplikatoren im Subgradienten{Verfahren zu optimieren.
9.3 Eine Lagrange{Heuristik zur Bestimmung optimaler Zentren 213
2. Hojati verwendet eine sehr einfache primale Heuristik, in der nur die besten
gefundenen Lagrange{Multiplikatoren berucksichtigt werden. Dies ist im allge-
meinen ungenugend. Wir schlagen vor, Algorithmus 9.1 als primale Heuristik
zu verwenden. Dies ist recht aufwendig, da viele Transportprobleme gelost wer-
den mussen. Es konnen jedoch sehr gute Losungen damit bestimmt werden;
dies rechtfertigt unserer Ansicht nach den Aufwand .
9.3.1 Optimale Zentren: Ein kapazitiertes warehouse locati-
on Problem
9.3.1.1 Formulierung des Modells
Hojati [52] formuliert das Problem optimaler Zentren in folgender Weise als kapazi-








xiv = 1 (v 2 V ) (9.3b)
X
v2V
wvxiv = zi (i 2 V ) (9.3c)
X
i2V
zi = p (9.3d)
0  xiv  1 (i; v 2 V ) (9.3e)
zi 2 f0; 1g (i 2 V ) (9.3f)
Es kann als Erweiterung von TP (7.2) aufgefat werden, wobei hier die binaren
Variablen zi die Entscheidung modellieren, ob KGE i 2 V ein Zentrum ist (zi = 1)
oder nicht (zi = 0). WLP ist somit ein gemischtganzzahliges Programm.Man beachte,
da hier der Index i nicht aus der Menge I = f1; : : : ; pg stammt, sondern uber alle
KGE variiert. Die Menge Z moglicher Zentren stimmt also mit der Menge V der
KGE uberein.
Gegenuber der ublichen Denition des warehouse location Problems3 ist anzu-
merken, da hier die Standortvariablen zi nicht in der Zielfunktion auftauchen, das
Modell also keine Fixkosten einbezieht. Dient die Suche nach guten Bezirkszentren
tatsachlich einer Standortentscheidung fur die Betreuung der Bezirke, konnen mit
der Standorteinrichtung und -unterhaltung verbundene Fixkosten jedoch problemlos
in das Modell integriert werden.
3Siehe zum Beispiel Domschke und Drexl [30, S. 53].
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Auerdem kommt gegenuber der ublichen Denition die Nebenbedingung (9.3d)
hinzu; sie legt fest, da gerade soviele Zentren zu bestimmen sind, wie die Gebietsauf-
teilung Bezirke enthalten soll. (9.3d) ist in der Formulierung von WLP entbehrlich;
bei der vorzunehmenden Lagrange{Relaxation ist diese Bedingung jedoch von Nut-
zen.
9.3.1.2 Losungsverfahren fur WLP
Das Programm WLP unter Ruckgri auf einen Solver fur gemischtganzzahlige Pro-
gramme wie CPLEX zu losen, ist nur fur kleine Probleminstanzen moglich. Ob-
wohl dieser Loser durch Schnittebenen die lineare Relaxation von WLP erheblich
verscharft, treten schon bei Instanzen mit jV j = 100 KGE und p = 20 Schwierigkei-
ten auf, WLP optimal zu losen. Dies wurde bei entsprechenden Experimenten mit
GAMOR beobachtet. Probleme der Groe jV j = 50 bereiten CPLEX (in der Versi-
on 6.6 des Losers) dagegen keine Schwierigkeiten. Da wir an Verfahren fur groere
Probleme interessiert sind, bieten sich Heuristiken an.
Lagrange{Heuristiken haben den Vorteil, da man neben einer Losung des Pro-
blems eine Gutegarantie fur diese Losung erhalt. Im Zusammenhang mit dem ka-
pazitierten warehouse location Problem werden solche Heuristiken als besonders er-
folgreich empfohlen.4 Deshalb gehen wir im folgenden auch diesen Weg, der fur die
Bestimmung von Zentren in der Gebietsaufteilung bereits von Hojati [52] beschritten
wurde. Die Unterschiede unseres Ansatzes sind oben (S. 212) erwahnt.
9.3.2 Eine Lagrange{Heuristik zur Losung von WLP
9.3.2.1 Lagrange{Relaxation von WLP
Hojati [52] dualisiert die Nachfrage{Nebenbedingungen (9.3b) und die Kapazitats{
Nebenbedingungen (9.3c), um zu einer Lagrange{Relaxation von WLP zu kommen.
Hier dagegen werden nur die Nachfrage{Bedingungen dualisiert. Nach Cornuejols
et al. [26, Th. 1] stimmen die erzielbaren unteren Schranken (das Optimum des
jeweiligen Lagrange{Duals) fur beide Vorgehensweisen uberein.
Im zweiten Fall mussen jedoch nur die halbe Anzahl Lagrange{Multiplikatoren op-
timiert werden, was ein besseres Konvergenzverhalten des Subgradienten{Verfahrens
erwarten lat. Die Losung des Lagrange{Subproblems ist in beiden Fallen trivial
durch Sortierung auszufuhren.
4Cornuejols et al. [26, S. 283] schreiben in Bezug auf das kapazitierte WLP:
"
We recommend the
use of Lagrangian heuristics rather than the usual greedy or interchange{type heuristics.\
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0  xiv  1 (v 2 V )
gelost (im wesentlichen durch Sortieren nach zunehmendem Quotienten (divwv  








zi = p (9.5b)
zi 2 f0; 1g (i 2 V ) (9.5c)
Aufgrund seiner simplen Nebenbedingung wird es gelost, indem die zi zu den p
groten ZielfunktionskoeÆzienten i() zu Eins und die verbleibenden zu Null ge-
setzt werden. Um (9.3c) zu erfullen, wird zum Schlu xiv = 0 gesetzt, wenn zi = 0
ist (fur alle i; v 2 V ).
9.3.2.2 Darstellung der Heuristik
Unsere Heuristik fur WLP (Algorithmus 9.2) kombiniert das Subgradienten{Verfah-
ren zur Berechnung einer unteren Schranke mit dem location{allocation Prinzip zur
Gewinnung moglichst guter zulassiger Losungen von WLP. Dabei werden die Start-
zentren in Algorithmus 9.1 in jeder Iteration entsprechend der optimalen Losung
des Lagrange{Subproblems gewahlt. Auf diese Weise geht duale Information in die
primale Heuristik ein.
Algorithmus 9.2 Lagrange{Heuristik fur WLP
1: v := 0, v 2 V ; best lb :=  1; best ub := +1;  := 1:0
2: repeat
3: Berechne Optimallosung von (9.4) wie in 9.3.2.1 beschrieben:
(zi)i2V und (xiv)i;v2V mit Zielfunktionswert C()
216 Verfahren zur Zentrenbestimmung (simultane Standortplanung)
4: best lb := maxfC(); best lbg
5: Z0 := fi 2 V : zi = 1g
6: Fuhre Algorithmus 9.1 mit Startzentren Z0 aus (ohne Runden in Zeile 7); dies
liefert eine zulassige Losung von WLP mit Zielfunktionswert ub.
7: best ub := minfub; best ubg
8: Berechne Subgradient: v := 1 
P
i
xiv, v 2 V
9: Aktualisiere Lagrange{Multiplikatoren:






) v, v 2 V
10: Aktualisiere  /* siehe Text */
11: until Abbruchkriterium erfullt
9.3.2.3 Anmerkungen zur Implementierung
Wahl der Schrittweite. Der Parameter  bestimmt die Schrittweite, mit der die
Lagrange{Multiplikatoren in Richtung des Subgradienten verandert werden (Zeile
9). Es ist gangige Praxis,  im Laufe des Subgradienten{Verfahrens in geometrischer
Weise zu verkleinern, also
 := r;
wobei r 2 (0; 1) fest gewahlt ist. Diese Verkleinerung wird immer dann vorgenommen
(Zeile 10), wenn seit der letzten Verkleinerung in N aufeinanderfolgenden Iterationen
keine Verbesserung von best lb erreicht wurde. Hojati [52] verwendet r = 0:5 und
N = 30. In unserer Implementierung konnen die Parameter r und N frei gewahlt
werden.
In Reeves [91, S. 270] wird empfohlen, den Schrittweiten{Parameter mit  = 2 zu
initialisieren. Fur unsere Heuristik haben wir die Erfahrung gemacht, da dies ein zu
groer Wert ist, empirisch ist die Initialisierung mit dem Wert 1.0 besser (Zeile 1).5
Abbruchkriterien. In folgenden Situationen wird Algorithmus 9.2 beendet.
1. Die relative Abweichung (best ub  best lb)=best ub ist kleiner als eine vorgege-
bene Toleranz, zum Beispiel 0.005.
Damit hat man ein Optimalitatszertikat fur die beste in Zeile 6 bestimmte
Losung von WLP in der Hand. Aufgrund einer haug gegebenen Dualitatslucke
(positive Abweichung zwischen optimalem Zielfunktionswert von WLP und op-
timalem Wert des Lagrange{Duals) wird dieses Kriterium allerdings selten er-
reicht.
5Mit einem Startwert  = 2 wurde beobachtet, da die Lagrange{Funktion C() in den ersten
Iterationen stark abnimmt; erst nachdem  kleinere Werte angenommen hat, tritt das gewunschte
Anwachsen der Lagrange{Funktion ein.
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des Subgradienten ist (nahe bei) Null. In diesem
Fall sind die Lagrange{Multiplikatoren optimal.
3. Der Schrittweiten{Parameter  fallt unter einen kleinen Wert, zum Beispiel
0.001.
Dies ist das haugste Abbruchkriterium. Es ist sinnvoll, da bei sehr kleinem
 nur noch marginale Veranderungen der Multiplikatoren und der Lagrange{
Funktion C() stattnden.
Reduktionskriterien. Aufgrund dualer Information ist es haug moglich, Reduk-
tionen vorzunehmen, also Variablen zu xieren. Fur WLP ist dies vor allem fur die
ganzzahligen Variablen zi interessant. Wir haben ein Kriterium implementiert, das
es erlaubt, zi auf Null zu xieren.
Ist fur ein i 2 V in der optimalen Losung des Rucksackproblems (9.5) zi = 0 und
gilt
C() + i()  i0()  best ub
fur ein i0, das unter allen j mit zj = 1 den Wert j() maximiert, so kann zi auf
Null xiert werden. Der Grund ist, da die linke Seite der Ungleichung eine untere
Schranke fur den optimalen Zielfunktionswert ist, wenn zi = 1 gilt.
Das Fixieren von zi = 0 verkleinert das Lagrange{Subproblem (i() mu nicht
mehr berechnet werden) und vereinfacht die primale Heuristik (i mu nicht mehr als
mogliches Zentrum berucksichtigt werden).
Losen von Transportproblemen. Im Verlauf von Algorithmus 9.2 sind in Zeile
6 viele Transport{Probleme zu losen. Dies kann bei groen Problemen sehr zeitauf-
wendig sein. Mit zwei Manahmen haben wir versucht, den Aufwand zu begrenzen.
1. Der Parameter max iteration in Algorithmus 9.1 wird nicht zu gro gewahlt,
zum Beispiel mit dem Wert 10.
2. Jede Zentren{Menge, fur die das Transportproblem gelost wurde, wird in einer
Hash{Tabelle festgehalten. Algorithmus 9.1 wird abgebrochen, wenn ein Zk ge-
neriert wird, das in der Tabelle gespeichert ist. Weitere Iterationen wurden nur
bereits vorgenommene Berechnungen wiederholen und sind damit uberussig.
Auf diese Weise wird erreicht, da kein Transportproblem mehrfach gelost wird.
9.3.3 Rechenergebnisse
Die Anwendung der Lagrange{Heuristik 9.2 auf eine groere Zahl von Testproblemen
soll Informationen uber den durchschnittlichen Rechenzeitaufwand und die Qualitat
218 Verfahren zur Zentrenbestimmung (simultane Standortplanung)
der berechneten Bezirkszentren (im Sinne der Zielfunktion von WLP) liefern. Letz-
teres ist durch Vergleich von best ub und best lb am Ende der Heuristik moglich.
Eine groe Abweichung zwischen diesen Werten kann durch ein unbefriedigen-
des Verhalten der primalen Heuristik verursacht sein, oder auch durch eine groe
Dualitatslucke fur die gewahlte Lagrange{Relaxation von WLP. (Wir machen die
Annahme, da das Subgradienten{Verfahren den Lagrange{Dual annahernd optimal
lost.) Da in vielen Fallen tatsachlich eine groe Abweichung gegeben ist, haben wir
fur kleine Probleme (jV j  100) die Optimallosung von WLP mit dem Solver CPLEX
berechnet. Die Ergebnisse zeigen, da die primale Heuristik sehr gute Losungen lie-
fert, und tatsachlich in vielen Fallen eine groe Dualitatslucke vorliegt.
9.3.3.1 Ergebnisse der Lagrange{Heuristik
Tabelle 9.1 zeigt die Ergebnisse von Algorithmus 9.2.6 Die ersten beiden Spalten
enthalten die Dimension der Probleme; n = jV j ist die Anzahl der KGE und p die
Anzahl der Bezirke. Fur jede dieser Groenklassen wurden mehrere Probleme gerech-
net, ihre Anzahl steht in der vierten Spalte. Dabei wurde jedes der Probleme zweimal
behandelt. Im ersten Durchlauf wurde die Entfernungsmessung zwischen den Orten
der KGE durch quadriert{euklidische Distanz vorgenommen, im zweiten Fall durch
KW{Distanz. Die Zeilen von Tabelle 9.1 gehoren somit paarweise zusammen, die
jedem Zeilenpaar zugrundeliegenden Testprobleme unterscheiden sich nur durch die
KoeÆzienten div in der Zielfunktion (9.3a). Die dritte Spalte der Tabelle kennzeichnet
das jeweilige Distanzmodell.
Die Qualitat der erzielten Losungen ist in den Spalten funf und sechs aufgefuhrt.
Fur jedes Testproblem wurde die relative Abweichung der am Ende erzielten besten
unteren Schranke best lb von der besten gefundenen Losung (mit Zielfunktionswert
best ub) ermittelt. Der Durchschnitt und das Maximum der prozentualen Abweichung
uber alle Testprobleme einer Zeile sind angegeben. Spalte
"
#opt\ gibt die Anzahl
der Probleme an, fur welche die relative Abweichung unter 0.5% lag; dies wurde als
Optimalitatszertikat angesehen.
Die letzten beiden Spalten der Tabelle geben die Rechenzeit fur obere Schranke
(Algorithmus 9.1) und untere Schranke (Subgradienten{Verfahren) in Algorithmus
9.2 gemittelt uber die Testprobleme jeder Zeile an. Die Eintrage sind CPU{Sekunden
auf einem PC mit 800 MHz Pentium{Prozessor.
Aus den Werten in Tabelle 9.1 lassen sich folgende Schlusse ziehen.
1. Nur in wenigen Fallen gelingt es der Heuristik, die Optimalitat der besten
bestimmten Zentrenmenge zu garantieren. In der Regel betragt die relative
6Es wurde mit r = 0:5 und N = 20 gerechnet. Zur Erzeugung der Testprobleme siehe S. 138.
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(ub  lb)=ub
n p d Anz. avg% max% #opt tub tlb
50 5 qe 20 4.55 19.61 4 1.24 3.38
50 5 kw 20 2.98 8.60 5 1.20 3.20
50 7 qe 20 7.15 17.75 3.10 4.89
50 7 kw 20 4.26 14.29 2 2.40 4.13
50 10 qe 20 11.80 24.32 4.01 4.69
50 10 kw 20 6.52 12.00 3.59 4.73
100 10 qe 20 5.06 13.05 52.33 21.68
100 10 kw 20 2.73 6.24 1 39.70 20.81
100 13 qe 20 8.95 19.30 66.98 22.28
100 13 kw 20 4.16 10.30 52.98 23.59
100 20 qe 20 13.68 28.07 72.62 19.77
100 20 kw 20 6.65 14.41 65.90 21.18
250 17 qe 10 4.25 6.47 1011.03 154.27
250 17 kw 10 2.27 3.84 850.76 149.25
250 25 qe 10 5.57 10.13 1014.33 167.01
250 25 kw 10 3.39 9.24 875.16 150.75
250 33 qe 10 11.78 20.48 804.56 123.93
250 33 kw 10 4.98 9.46 876.82 140.16
250 49 qe 10 16.51 37.96 663.69 103.45
250 49 kw 10 10.10 20.45 763.49 132.15
500 25 qe 2 4.74 5.34 6669.99 645.30
500 25 kw 2 2.25 2.60 4722.77 611.40
500 33 qe 2 7.98 10.02 5474.15 525.62
500 33 kw 2 3.08 3.66 5532.46 636.30
500 49 qe 2 9.63 10.90 5080.45 471.23
500 49 kw 2 5.48 7.21 3546.48 635.58
500 64 qe 2 11.46 12.16 5875.23 552.58
500 64 kw 2 5.13 5.27 5088.85 562.99
Tabelle 9.1: Rechenergebnisse fur Algorithmus 9.2
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Abweichung der Schranken mehrere Prozent, sogar Abweichungen uber 20 Pro-
zent kommen haug vor. Wie oben ausgefuhrt, kann daraus kein Schlu uber
die Qualitat der besten gefundenen Losung gezogen werden. Jedoch ist der
Informationswert einer
"
Gutegarantie\ von uber 20% eher gering.
2. Die Abweichungen nehmen mit abnehmendem Quotienten n=p zu. Je weniger
KGE im Durchschnitt auf einen Bezirk entfallen, desto mehr nimmt die durch
die Heuristik gelieferte Information ab.
3. Bei KW{Distanzen ist die Luckengroe regelmaig kleiner als bei quadriert{
euklidischen Distanzen. Dabei ist in etwa ein Faktor von zwei fur die Zeilenpaare
in Tabelle 9.1 zu beobachten.7
4. Die Rechenzeit wachst mit zunehmender Problemgroe stark an; vor allem be-
trit dies den Aufwand fur die obere Schranke. Der Parameter max iteration
in Algorithmus 9.1 wurde auf 10 gesetzt. Somit wurden sehr viele Transport-
probleme gelost, was den hohen Rechenzeitbedarf erklart.
9.3.3.2 Qualitat der Schranken
Tabelle 9.2 vergleicht fur Probleme mit n = 50 und n = 100 die von Algorithmus 9.2
bestimmten Schranken mit dem optimalen Zielfunktionswert der jeweiligen Proble-
me, der mit dem Solver CPLEX (Version 6.6) bestimmt wurde. Alle Probleme der
Dimension n = 50 konnten problemlos in Rechenzeiten von unter funf Minuten opti-
mal gelost werden (vorletzte und letzte Spalte). Fur n = 100 konnte nur ein Teil der
Probleme gelost werden, da der maximal zur Verfugung gestellte Speicher von 200
MByte fur den Branch&Bound{Suchbaum in einigen Fallen nicht ausreichte. Spalte
vier gibt die Anzahl der von CPLEX optimal gelosten Probleme an (von jeweils 20).
Die funfte Spalte enthalt die Anzahl der Probleme, bei denen die von Algorith-
mus 9.2 gefundene beste Losung optimal war. Die durchschnittliche und maximale
prozentuale Abweichung der oberen und unteren Schranke vom optimalen Zielfunkti-
onswert ist in den folgenden Spalten angegeben. Die Rechenzeiten fur die Schranken
entsprechen denen in Tabelle 9.1.
Die Daten lassen folgende Schlufolgerungen zu:
1. Die obere Schranke liefert in den meisten Fallen die Optimallosung. Fur alle
(von CPLEX optimal gelosten) Probleme liefert sie eine Losung, die weniger
als ein Prozent vom Optimum abweicht.
7Dieser multipliaktive Zusammenhang lat sich wohl dadurch erklaren, da die Zielfunktions-
koeÆzienten in (9.3a) bei quadriert{euklidischen Distanzen ungefahr dem Quadrat derjenigen bei
KW{Distanzen gleichkommen.

















































































































































































































































































































































































































































































































































































































222 Verfahren zur Zentrenbestimmung (simultane Standortplanung)
2. Die beste untere Schranke weicht regelmaig um einige Prozent vom Optimum
ab, manchmal uber 20%. Unter der Voraussetzung, da das Subgradienten{
Verfahren den Lagrange{Dual annahernd optimal lost, lat dies auf eine im
allgemeinen groe Dualitatslucke schlieen. Die groen Abweichungen zwischen
den Schranken in Tabelle 9.1 lassen sich somit wohl durch diese Lucke erklaren.
3. Die Schwierigkeit des Problems WLP zeigt sich an dem groen Zeit- und Spei-
cheraufwand, den CPLEX schon bei 100 KGE benotigt. Unter den Problemen
mit n = 100 und p = 20 konnten bei quadriert{euklidischer Distanzmessung
nur 25 Prozent optimal gelost werden.8
9.3.3.3 Iterationenzahl bei Berechnung der oberen Schranke
Der Aufwand zur Berechnung der oberen Schranke in Algorithmus 9.2 wachst nach
Tabelle 9.1 mit zunehmender Problemgroe stark an. Die gewahlte Einstellung von
max iteration=10 fur die primale Heuristik 9.1 konnte zu gro sein. Versuche mit
einem kleineren Wert sollten prufen, ob auch dadurch Rechenzeit eingespart werden
kann. Tabelle 9.3 stellt die Ergebnisse dar.
Fur jeden der Werte max iteration=1,2,5 sind Spalten entsprechend denjenigen
aus Tabelle 9.2, welche die obere Schranke betreen, aufgefuhrt. Es ergeben sich die
folgenden Beobachtungen.
1. Wird lediglich eine Iteration von Algorithmus 9.1 durchgefuhrt, so erhalt man
eine nur mangelhafte Heuristik zur Losung von WLP. Die aus der Losung des
Lagrange{Subproblems resultierende Zentrenmenge Z0 (Zeile 5 von Algorith-
mus 9.2) stellt in der Regel keine gute Losung von WLP dar. Der Zielfunk-
tionswert der besten im Verlauf von Algorithmus 9.2 bestimmten solchen Zen-
trenmenge kann mehr als 50 Prozent uber der Optimallosung liegen.9
2. Werden dagegen zwei Iterationen durchgefuhrt, fuhrt dies zwar zu einer un-
gefahren Verdoppelung der Rechenzeit, doch die Abweichung von der Opti-
mallosung liegt nun unter funf Prozent; im Durchschnitt unter einem Prozent.
8Versuche, auch ein Problem mit n = 250 mit CPLEX zu losen, waren auf ganzer Linie erfolglos.
Nach mehreren Stunden Rechenzeit war die Speichergrenze von 200 MByte erreicht, die Lucke
zwischen oberer und unterer Schranke des Branch&Bound lag trotzdem noch bei 18 Prozent. Zum
Vergleich: Dasselbe Problem wurde von der Lagrange{Heuristik in weniger als zehn Prozent der
Rechenzeit gelost; mit einer Abweichung der Schranken von 0.76%.
9Auf Seite 213 wurde ausgefuhrt, da die von Hojati [52] verwendete Heuristik ungenugend ist;
hier wird der Grund ersichtlich. Hojatis Heuristik wahlt als Losung von WLP die Zentrenmenge Z0
zu den Lagrange{Multiplikatoren, die die beste untere Schranke ergeben. Obwohl in den Spalten zu
max iteration=1 in Tabelle 9.3 die Lagrange{Multiplikatoren aller Iterationen Berucksichtigung
nden, sind die Ergebnisse unbefriedigend.



















































































































































































































































































































































































































































































































































































































































































224 Verfahren zur Zentrenbestimmung (simultane Standortplanung)
3. Bei funf Iterationen betragt die maximale Abweichung vom Optimum weni-
ger als ein Prozent, bei einer nochmaligen Verdoppelung des Aufwandes. Die
Ergebnisse fur funf Iterationen unterscheiden sich sowohl hinsichtlich Qualitat
der Losung als auch Rechenzeit nur wenig von denen in Tabelle 9.2, wo mit
maximal zehn Iterationen gerechnet wurde. Dies zeigt einen Konvergenzeekt.
Durch die auf Seite 217 beschriebene Technik wird ein wiederholtes Losen glei-
cher Transportprobleme vermieden und die primale Heuristik kann oft nach




Hauptziel der vorliegenden Arbeit war die Untersuchung von OR{Modellen zur Auf-
teilung geographischer Gebiete; vor allem ging es dabei um die Entwicklung von
Algorithmen, die auf gleichmaiger Baumzerlegung basieren. Motivation dieses An-
satzes ist die Tatsache, da Optimierungsprobleme auf Baumen in der Regel einfacher
zu losen sind, als solche auf Graphen mit Zyklen. Im folgenden fassen wir die wesent-
lichen Beitrage der Arbeit zusammen.
1. Zunachst wurde in Kapitel 2 die Anwendungsseite umfassend dargestellt. Fur
den Praktiker, der sich vor ein Gebietsaufteilungsproblem gestellt sieht, er-
gibt sich daraus eine Referenz, in die er sein Problem einordnen kann. Es wird
deutlich, welche (anwendungsubergreifenden) Kriterien bei Gebietsaufteilungs-
problemen im allgemeinen relevant sind.
2. Gleichmaige Baumzerlegungen wurden in Teil II untersucht. Es wurde ein
Klassikationsschema fur Optimierungsprobleme diesen Typs eingefuhrt (Ab-
schnitt 4.2). Damit wird die Literatur zum Thema in einen einheitlichen Rah-
men gebracht. Ferner wurden Komplexitatsergebnisse diskutiert und erganzt
(Abschnitt 4.3). Eigenentwicklungen wurden fur Probleme mit Zielfunktion
vom Typ k  k1 (Minimierung der maximalen Abweichung vom mittleren Ge-
wicht der Teilbaume) geleistet:
 Es wurde (unseres Wissens zum ersten Mal) nachgewiesen, da die Pro-
bleme T=  =  =k:k1, T=  =p=k:k1 und T=Zent=  =k:k1 polynomial losbar
sind (Kapitel 5).
 Da die dafur entwickelten polynomialen Algorithmen eine hohe Laufzeit{
Komplexitat haben, wurde fur das aus Anwendungssicht besonders in-
teressante Problem T=  =p=k:k1 ein eÆzientes Branch&Bound{Verfahren
vorgestellt (Kapitel 6).
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3. Durch Anwendung gleichmaiger Baumzerlegung wurden in Teil III neue Ver-
fahren fur location{allocation Modelle der Gebietsaufteilung erarbeitet.
 Das Runden einer durch das Transportproblem generierten Losung auf
ganzzahlige Werte (die sog. Splitauosung) kann mit gleichmaiger Baum-
zerlegung in einem optimalen Sinn unter vielfaltigen Zielsetzungen vorge-
nommen werden; dies in der Regel sehr eÆzient. (Abschnitte 7.2.4 und
7.2.5)
 Die Bestimmung von Bezirken, die der Zusammenhangsforderung genugen,
kann durch gleichmaige Baumzerlegung auch fur groe Probleme (uber
500 KGE) mit Rechenzeiten im Sekundenbereich realisiert werden. Ein we-
sentlicher Vorteil gegenuber dem Subgradienten{Verfahren von Zoltners
und Sinha [115] ist, da dabei keine Bezirkszentren vorgegeben werden
mussen. (Abschnitt 8.3)
4. Die Bestimmung von Bezirkszentren / Vertreterstandorten (der location Schritt)
wurde in Kapitel 9 behandelt. Beitrag unserer Arbeit ist dabei die Weiter-
entwicklung der von Hojati [52] vorgeschlagenen Lagrange{Heuristik zu einem
Verfahren, das sehr gute Losungen liefert (empirisch nicht schlechter als ein
Prozent vom Optimum).
Fragestellungen fur weitere Forschung
Im folgenden zeigen wir Aspekte auf, wie zukunftige Forschung die Ergebnisse der
vorliegenden Arbeit weiterfuhren kann.
Erweiterung auf Modelle mit mehreren Aktivitatsmaen. Gebietsaufteilun-
gen mittels Anwendung gleichmaiger Baumzerlegung in location{allocation Model-
len zu berechnen, ist der Grundgedanke unserer Arbeit. Jedoch kann diese Idee allge-
meiner verstanden werden, als es ihre konkrete Ausgestaltung in den Kapiteln 7 und
8 nahelegt. Darin wurden Baume als Basisstruktur von Transport{ oder Netzwerk-
uproblem gewonnen. Diese Moglichkeit geht verloren, wenn allgemeinere Modelle
zur Zuordnung von KGE zu Zentren zum Einsatz kommen.
Besonders ware hierbei an Modelle zu denken, die mehr als ein Groenattribut
der KGE einbeziehen.10 Um dennoch Nutzen aus der kombinatorisch einfachen Struk-
tur von Baumzerlegungen zu ziehen, waren Heuristiken zu entwickeln, die aus der
Basisinformation allgemeinerer Modelle einen Baum (oder Baume) extrahieren. Wie
10Solche Modelle sind insbesondere fur die Einteilung von Verkaufsgebieten von Bedeutung, wenn
mehr als ein Aktivitatsma balanciert werden mu (Zoltners und Sinha [115]).
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in 7.2.5.4 beispielhaft gezeigt wurde, kann das Zerlegen eines Baumes (in diesem
Fall der Splitadjazenz) auch bezuglich mehrerer Kriterien unter Umstanden eÆzient
durchzufuhren sein.
Verbesserte polynomiale Algorithmen zur gleichmaigen Baumzerlegung.
Die in Kapitel 5 entwickelten Algorithmen fur gleichmaige Baumzerlegung unter
k  k1{Zielsetzung haben eine polynomiale Laufzeit, jedoch sind die Abschatzungen
von hohem Grad. Hier ware zu fragen, ob sich durch eine Verfeinerung der Analyse ein
niedrigerer Grad beweisen lat, oder es waren Algorithmen mit besserem Laufzeit-
verhalten zu entwickeln. Ein weiterer
"
Schonheitsfehler\ unserer Algorithmen ist die
Abhangigkeit ihrer Laufzeit von der Groe der Eckengewichte. Willkommen waren
Verfahren, die im strengen Sinn polynomial sind.11
Zentrenbestimmung unter Einbeziehung von KW{Zusammenhang. Das
in Kapitel 9 von Hojati [52] ubernommene Modell WLP (9.3) kann um das Konzept
des KW{Zusammenhangs erweitert werden, indem Ungleichungen der Form
xiv  xi;prei(v)
(vgl. 8.1.3.3) hinzugefugt werden. Die in 9.3.2.1 vorgenommene Lagrange{Relaxation
fuhrt dann immer noch zu einem einfachen Subproblem, das mit dynamischer Pro-
grammierung gelost werden kann. Mit einer geeigneten primalen Heuristik konnte
darauf aufbauend eine Lagrange{Heuristik fur die Bestimmung guter Bezirkszentren
konstruiert werden, welche die Zusammenhangsforderung fur die Bezirke einbezieht.
11Versuche, die streng polynomiale sog. shifting Methode vom Spezialfall kettenformiger Baume
(der in Liverani et al. [63] behandelt ist) auf den allgemeinen Fall des Problems T=  =p=k:k1 zu
ubertragen, waren bisher nicht erfolgreich. (Dies wurde dem Verfasser auch von den Autoren der
zitierten Arbeit mitgeteilt.)
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Glossar graphentheoretischer
Begrie
In der vorliegenden Arbeit wird nur von Grundbegrien aus der Graphentheorie
Gebrauch gemacht; wir setzen voraus, da der Leser damit vertraut ist.12 Da die
Graphentheorie jedoch keine einheitliche und allgemein verwendete Benennung ihrer
Konzepte hervorgebracht hat, soll die folgende Liste helfen, im Zweifelsfall zu klaren,
was die in unserer Arbeit benutzten Begrie bedeuten.
Die Anordnung der Aufstellung folgt dem Alphabet. Gegebenenfalls verweisen
wir auf Stellen im Text, die eine Denition oder ausfuhrlichere Erlauterung bieten.
adjazent sind zwei!Ecken, wenn sie mit einer gemeinsamen!Kante!inzidieren.
Baum Ein!zusammenhangender Graph G = (V;E) mit jEj = jV j 1. Siehe S. 50.
Baumzerlegung Siehe S. 53.
bewerteter Graph !Ecken und / oder !Kanten sind reelle Werte zugeordnet,
sie werden als Gewichte bzw. Langen bezeichnet. Oft sind sie auf nichtnegative
oder positive Werte beschrankt.
bipartiter Graph Die Eckenmenge V von G = (V;E) lat sich aufteilen in zwei
Teilmengen V 0; V 00, die beide einen !Subgraphen mit leerer Kantenmenge
!induzieren. Mit anderen Worten: jede !Kante in G !inzidiert mit einer
!Ecke aus V 0 und mit einer aus V 00.
Blatt In einem !Wurzelbaum eine !Ecke ohne !Sohne.
d{Baum Ein spezieller Typ von !Baum, siehe S. 4.1.1.2.
12Lehrbucher zur Graphentheorie sind (unter vielen anderen) Berge [15], Jungnickel [58] oder
Volkmann [108]. Darin wird weitaus mehr Material behandelt, als in unserer Arbeit eine Rolle
spielt.
229
230 Glossar graphentheoretischer Begrie
dunner Graph Ein!Graph aus einer Familie von Graphen, fur welche die Kanten-
zahl nicht starker anwachst als die Eckenzahl, d.h. jEj = O(jV j). Zum Beispiel
bilden die !planaren Graphen eine solche Familie.
ebener Graph Synonym zu !planarer Graph.
Ecke Element der Eckenmenge V eines !Graphen G = (V;E).
Einbettung, eingebetteter Graph Ein !Graph, dessen !Ecken durch Punkte
und dessen !Kanten durch diese Punkte verbindende Jordankurven in der
Ebene reprasentiert sind.
Von Interesse sind vor allem uberkreuzungsfreie Einbettungen, das heit: (i) die
Jordankurven verschiedener Kanten schneiden sich nicht in Punkten, die keine
Ecke reprasentieren und (ii) die Jordankurve keiner Kante enthalt den Punkt
zu einer mit dieser Kante nicht !inzidenten Ecke.
Endecke eines !Baumes ist jede !Ecke vom !Grad 1 in diesem Baum.
eulerscher Graph Ein !Graph, in welchem alle !Ecken einen geraden !Grad
haben.
gerichteter Graph Ein!Graph, in dem die Kantenrichtung ausdrucklich beachtet
wird.
gerichteter Weg Ein !Weg, in welchem jeweils Anfang und Ende benachbarter
Kanten mit einer gemeinsamen Ecke inzidieren.
Gittergraph Ein spezieller Typ von !Graph, siehe 4.4.
Grad einer !Ecke ist die Anzahl der mit ihr !inzidenten !Kanten.
Graph Deniert durch Eckenmenge V 6= ; und Kantenmenge E. Fur unsere Zwecke
ist es auchreichend, E als Teilmenge von V V  f(v; v) : v 2 V g zu denieren.
V und E sind endlich. (Wir betrachten nur einfache endliche Graphen.)
Per Denition sind die!Kanten gerichtet, die Richtung spielt jedoch oft keine
Rolle und wird dann
"
vergessen\ (!gerichteter Graph,!ungerichteter Graph).
induzierter Subgraph Eine nichtleere Teilmenge V 0 der Eckenmenge des !Gra-
phen G = (V;E) induziert den !Subgraph G0 = (V 0; E 0) mit E 0 = f(u; v) 2
E : u; v 2 V 0g.
inzident sind eine !Ecke v und eine !Kante e, wenn v Anfang oder Ende von e
ist.
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Kante Element der Kantenmenge eines!Graphen. Die Kante (u; v) hat den Anfang
u und das Ende v. In !ungerichteten Graphen wird die Richtung einer Kante
vergessen; folglich bezeichnet hier (u; v) und (v; u) dieselbe Kante.
Kette Ein spezieller Typ von !Baum, siehe S. 4.1.1.2.
Kontraktion einer !Kante ist das Entfernen der Kante aus dem Graphen bei
gleichzeitiger Identikation der mit ihr !inzidenten !Ecken. Wir verwenden
Kontraktion nur in !Wurzelbaumen (siehe 4.1.1.1).
In einem mit Eckengewichten !bewerteten Graph werden beim Kontrahieren
die Gewichte zusammenfallender Ecken addiert.
Kreis Ein !gerichteter Weg, der !Zyklus ist.
Nachbarschaftsgraph (In dieser Arbeit) ein!Graph, der das Benachbartsein klein-
ster Gebietseinheiten (KGE) beschreibt. Siehe 8.1.1.
Nachfolger einer !Ecke v in einem !Wurzelbaum sind alle Ecken, die bezuglich
der Ordnung groer sind. Anschaulich sind es die Ecken
"
unterhalb\ von v,
ohne v selbst. Siehe 4.1.1.1.
Netzwerk Synonym zu!gerichteter Graph. Die Bezeichnung wird verwendet, wenn
auf den Kanten des Graphen ein Flu
"
stattndet\.
Pfad Folge paarweise verschiedener!Ecken, wobei benachbarte adjazent sind. (Wir
verwenden den Begri nur fur Baume, hier sind Pfade eindeutig durch die
Angabe der ersten und der letzten Ecke bestimmt. Siehe 4.1.1.1.)
planarer Graph Ein!Graph, der sich uberkreuzungsfrei in die Ebene!einbetten
lat.
Prazedenz Ein !gerichteter Graph ohne !Kreise.
Quotient Ein !Graph, der durch !Kontraktion einer oder mehrerer !Kanten
eines Graphen gebildet wird. Siehe 4.1.1.1.
Raupe Ein spezieller Typ von !Baum, siehe S. 4.1.1.2.
Sohn In einem !Wurzelbaum ein !Nachfolger einer Ecke v, der zu v !adjazent
ist. Siehe 4.1.1.1.
Spinne Ein spezieller Typ von !Baum, siehe S. 4.1.1.2.
Stern Ein spezieller Typ von !Baum, siehe S. 4.1.1.2.
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Subgraph des !Graphen G = (V;E) ist jeder Graph G0 = (V 0; E 0) mit V 0  V
und E 0  E.
Teilbaum Ein !zusammenhangender !Subgraph eines !Baumes. Siehe 4.1.1.1.
ungerichteter Graph Ein !Graph, in welchem die Richtung der !Kanten aus-
drucklich vergessen wird. (Damit einher geht die Identikation der Kanten (u; v)
und (v; u).)
Vorganger
In einem !Wurzelbaum ist der Vorganger einer von der !Wurzel verschiede-
nen !Ecke diejenige Ecke, unter deren !Sohnen v ist. Siehe 4.1.1.1.
In einer!Prazedenz sind die Vorganger einer Ecke v alle Ecken, die Ende einer
Kante mit Anfang v sind.
Wald Ein !Graph, der aus einem !Baum durch Entfernen von !Kanten hervor-
geht.
Weg Eine Folge von !Kanten, wobei benachbarte mit einer gemeinsamen !Ecke
!inzidieren und nicht benachbarte Kanten nicht mit einer gemeinsamen Ecke
inzidieren. Erlaubt ist jedoch, da die erste und die letzte Kante mit einer ge-
meinsamen Ecke inzidieren (!Zyklus), mit dieser darf dann aber keine andere
Kante des Weges inzidieren.
Siehe auch !gerichteter Weg.
Wurzel
In einem !Wurzelbaum eine besonders ausgezeichnete !Ecke.
In einer!Prazedenz eine Ecke, welche von allen anderen Ecken aus durch einen
!gerichteten Weg erreichbar ist. (Eine Prazedenz kann hochstens eine Wurzel
besitzen.)
Wurzelbaum Ein !Baum, in welchem eine !Ecke als Wurzel ausgezeichnet ist.
Dies stiftet eine Ordnung auf den Ecken, in der die Wurzel das minimale Ele-
ment ist. Siehe 4.1.1.1.
wurzeln Ein !Teilbaum eines !Wurzelbaumes, der von einer !Ecke v und allen
ihren !Nachfolgern !induziert wird, wurzelt in v. Siehe 4.1.1.1.
zusammenhangender Graph Ein !Graph, in welchem zu jedem Paar von !
Ecken ein!Weg existiert, dessen erste!Kante mit der einen Ecke und dessen
letzte Kante mit der anderen Ecke !inzidiert.
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Zyklus Ein !Weg, dessen erste und letzte Kante mit einer gemeinsamen !Ecke
!inzidieren. Hat der Weg nur zwei Kanten, mussen diese in zwei gemeinsamen
Ecken inzidieren.
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