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Abstract
In this paper, we characterize the graphs with inﬁnite cyclic edge connectivity. Then we design an efﬁcient algorithm to determine
whether a graph has ﬁnite cyclic edge connectivity or inﬁnite cyclic edge connectivity.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction and terminology
In this paper, we only consider undirected, connected and ﬁnite graphs, and we consider simple graphs unless we
indicate the graph to have multiple edges particularly.
Let G be a connected graph. We denote the set of vertices of G by V (G) and the set of edges of G by E(G) and
(G) = |V (G)|. A cyclic edge cutset is an edge cutset whose deletion disconnects the graph such that two of the
components contain a cycle, respectively. The cyclic edge connectivity c(G) is the minimum cardinality of all the
cyclic edge cutsets of G. If no cyclic edge cutset exists, we say c(G) = ∞, otherwise c(G) = ∞.
An edge cutset S can be written as (T , V (G)\T ) for some T ⊆ V (G) which means that S contains all edges from T
to V (G)\T in G. A cycle of length m is called an m-cycle. The length of a shortest cycle in G is called the girth of G,
denoted by g(G). Let C be a cycle of G. We give C a clockwise orientation. Let u and v be two vertices on C. Then
C[u, v] denote the segment of C from u to v in the orientation and C[v, u] denote the segment of C from v to u in the
orientation. Let P and Q be two paths of G, then we use P + Q to denote P ∪ Q. A path of r vertices is denoted by
Pr . The disjoint union of m copies of a graph G is denoted by mG. An induced subgraph T is called a star if T is a
complete bipartite graph K1,r (r3). The vertex of degree r in K1,r is called the center of star. Let T be a star K1,r
(r3), we draw the planar embedding of T on the plane, then draw a cycle containing all leaves of T and maintain
planarity, the resulting graph H is called a wheel. The center of K1,r is also called the center of the wheel. Two cycles
C1 and C2 are said to be independent if V (C1)∩ V (C2)= ∅. We notice an obvious fact that c(G) = ∞ if and only if
G has two independent cycles. We use (G) to denote the minimum degree of the vertices of G. Let v be a vertex of
degree 2 in a graph G and assume that vx, vy ∈ E(G). When we say that we suppress v in G, it means that we use
(G − v) + xy to replace G.
For any terminology and notation not deﬁned in this paper, the reader is referred to [2].
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The concept of cyclic edge connectivity was introduced by Tait [11] in the proof of the Four Colour Theorem.
Plummer [9] studied the cyclic edge connectivity of planar graphs. In [3,4], Holton et al. showed the relation between
cyclic edge connectivity and n-extendable graphs. In a paper of Peroche [8], several sorts of connectivity, including
cyclic edge connectivity, and their relation are studied. In [1,6,10], we also ﬁnd some other research results on cyclic
edge connectivity. For the advances of research in connectivity and edge connectivity, the reader is referred to [7].
It is a long standing unsolved problem whether to determine the cyclic edge connectivity of a graph is a P -problem,
even the case for regular graphs is unknown until now. In [5], Lou and Wang gave the ﬁrst polynomial time algorithm
to determine the cyclic edge connectivity of k-regular graphs. In this paper, we characterize the general graphs with
inﬁnite cyclic edge connectivity, which itself has theoretical interests, thenwe design an efﬁcient algorithm to determine
whether a graph has ﬁnite cyclic edge connectivity or inﬁnite cyclic edge connectivity. The time complexity of this
algorithm is bounded by O(|V ||E|).
2. Characterization of graphs with inﬁnite cyclic edge connectivity
In this section, we give several lemmas and theorems which characterize the graphs with inﬁnite cyclic edge con-
nectivity. Using these lemmas and theorems, we can determine whether a graph has ﬁnite cyclic edge connectivity or
inﬁnite cyclic edge connectivity.
Lemma 1. Let G be a connected graph and let v be a vertex of degree 1 in G. Then c(G − v) = c(G).
Proof. Let u be the vertex adjacent to v in G. Since uv does not appear in any minimum cyclic edge cutset, c(G −
v) = c(G). 
By repeated application of Lemma 1, one obtains the following result.
Lemma 2. Let G be a simple connected graph, e=uv ∈ E(G) a cut edge, and let the component of G− e connecting
the vertex v be a tree T . Then c(G) = c (G − T ).
Let us call the tree T of Lemma 2 a pendant tree. Hence, deleting a pendant tree from a graph G does not alter the
cyclic edge connectivity of G.
Let G be a simple connected graph, and let G′ be obtained from G by deleting all pendant trees. We call the graph
G′ the reduced form of the graph G. Repeated application of Lemma 2 yields the following result.
Lemma 3. Let G be a simple connected graph and G′ its reduced form. Then c(G) = c (G′).
From now on we consider only graphs in their reduced form.
Lemma 4. Let G be a connected graph, let z be a vertex of degree 2 in G and let xz, yz ∈ E(G). Let G′ the graph
obtained from G by suppressing z. Then c (G′) = c(G) unless G has a triangle C = zxyz.
Proof. Let G be a connected graph and z be a vertex of degree 2 in G. Let xz, yz ∈ E(G).
Then xz and yz cannot appear in a minimum cyclic edge cutset S at the same time. Suppose that they do. Then z
is contained in one component D1 in G − S and x and y are contained in other components different from D1. Then
S\{xz, yz} is also a cyclic edge cutset of size smaller than S, contradicting the fact that S is a minimum cyclic edge
cutset.
Suppose one of xz and yz appears in a minimum cyclic edge cutset S and G does not contain the triangle C = zxyz.
Then S′ = (S\{xz}) ∪ {xy} or S′ = (S\{yz}) ∪ {xy} is also a minimum cyclic edge cutset in G′.
Suppose none of xz and yz appear in a minimum cyclic edge cutset S, but G − S has a component D containing a
cycle C′ which contains xz and yz and G does not have the triangle C = zxyz. Then S is still a minimum cyclic edge
cutset in G′ such that G′ − S has a component D′ which contains a cycle C′′ = (C′ − {xz, yz}) + xy.
Hence c (G′) = c(G) if G does not have the triangle C = zxyz. 
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Lemma 5. Let G be a connected graph, let z be a vertex of degree 2 in G. Suppose xz, yz ∈ E(G) and zxyz is a
triangle in G. Then c(G) = ∞ if and only if
(1) d(x) = d(y) = d(z) = 2; or
(2) d(y) = 2, d(x)3 and G − x has no cycle; or
(3) d(x)3 and d(y)3, G− {x, y, z} is a forest and each cycle containing x and each cycle containing y intersect.
Proof. Let G be a connected graph and z be a vertex of degree 2 in G. Suppose xz, yz ∈ E(G) and zxyz is a triangle
in G. We prove the sufﬁciency ﬁrst.
If d(x) = d(y) = d(z) = 2, then G = zxyz is a triangle. So c(G) = ∞.
If d(y)=2, d(x)3 andG−x has no cycle, then all cycles inG intersect at x, andG does not have two independent
cycles, hence c(G) = ∞.
If d(x)3 and d(y)3 and G − {x, y, z} is a forest, then every cycle in G contains x or y. Suppose G has two
independent cycles C1 and C2. Then C1 and C2 must contain x and y, respectively. However, by hypothesis (3), such
two cycles C1 and C2 intersect, a contradiction. Hence G does not have two independent cycles. Then c(G) = ∞.
Now we prove the necessity.
Suppose c(G) = ∞. If d(x) = d(y) = d(z) = 2, then statement (1) in the theorem holds.
If d(y)=2, d(x)3, butG−x has a cycleC, thenG has two independent cyclesC andC′=zxyz. Then c(G) = ∞,
which is a contradiction. So statement (2) of the theorem holds.
If d(y)3 and d(x)3, then G− {x, y, z} is a forest. Otherwise G− {x, y, z} has a cycle C, then C and C′ = zxyz
are two independent cycles in G. So c(G) = ∞, a contradiction. Now every cycle in G contains x or y or both.
Suppose there is a cycle C containing x which is independent to another cycle C′ containing y. Then c(G) = ∞,
which is a contradiction. Hence each cycle containing x and each cycle containing y intersect. So statement (3) in the
theorem holds. 
Theorem 6. Let G be a simple connected graph in the reduced form and let z be a vertex of degree 2 in G. Suppose
xz, yz ∈ E(G) and C = zxyz is a triangle in G, and suppose d(x)3 and d(y)3. Then c(G) = ∞ if and only if
G − V (C) is a forest F , and, suppressing all vertices w in F that dG(w) = 2 until each tree in F remains the vertices
of degree at least 3 in G or remains a single vertex (of degree 2) in G, we have a forest F ′ = T1 ∪ T2 ∪ · · · ∪ Tm, where
each Ti is a tree (i = 1, 2, . . . , m) as above, satisfying the following statements:
(1) If one leaf u of a tree in F ′ is adjacent to x or y, say x, by multiple edges, then neither of the following statements
(1.1) and (1.2) holds:
(1.1) There is another vertex v = u such that v is adjacent to y by multiple edges; or
(1.2) y is adjacent to two vertices v and w such that v = u,w = u and v,w ∈ V (Ti) for some 1 im;
(2) If none of the leaves of F ′ is adjacent to x or y by multiple edges, then exactly one of the following statements
holds:
(2.1) Every tree in F ′ is a singleton of degree 2; or
(2.2) If one tree T has at least two leaves, then any other tree in F ′ is a singleton of degree 2 and exactly one of
the following statements holds:
(2.2.1) T is a star K1,r (r3); or
(2.2.2) T is a path P with |V (P )|4 and all inner vertices on P are adjacent to only x (or y); or
(2.2.3) T is a path P with 2 |V (P )|3.
Proof. Let G be a simple connected graph in the reduced form and let z be a vertex of degree 2 in G. Suppose
xz, yz ∈ E(G) and C = zxyz is a triangle in G, and suppose d(x)3 and d(y)3.
We prove the sufﬁciency ﬁrst. Suppose G−V (C) is a forest F , and, suppressing all vertices w in F that dG(w)= 2
until each tree in F remains the vertices of degree at least 3 in G or remains a single vertex (of degree 2) in G, then we
have a forest F ′ = T1 ∪ T2 ∪ · · · ∪ Tm, where each Ti is a tree as above (i = 1, 2, . . . , m), satisfying statements (1) and
(2) in the theorem. Now we study two cases:
Case 1: Suppose one leaf u of F ′ is adjacent to x by multiple edges.
First, we notice that any two multiple edges between u and x correspond to a cycle C1 in G.
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Suppose c(G) = ∞. By Lemma 5, there are two independent cycles C2 containing x and C3 containing y in G.
Suppose there is at least one cycle C3 in G containing y which does not intersect C1. Then, in F ′, C3 corresponds
to either two multiple edges between v and y (v = u) or a cycle containing vyw such that v = u,w = u and
v,w ∈ V (Ti) for some 1 im. Then we have a contradiction to the hypothesis that statements (2.1) and (2.2) do not
happen.
Now suppose that all cycles C3 containing y in G intersects C1. Then all leaves incident with multiple edges in F ′
send multiple edges to x, but not to y. We can take these leaves as u and repeat the above argument. So C3 intersects
all these leaves. Since C3 is a cycle, it cannot intersect more than two such leaves. So there are at most two leaves u
and u′ in F ′ which send multiple edges to x and u and u′ belong to the same tree T . Other leaves w are adjacent to
both x and y since d(w) = 2 if w is a singleton tree in F ′ or d(w)3 otherwise. Now we prove a claim.
Claim 1. There is not a tree T1 except T in F ′ with at least two leaves.
Proof. Suppose there is such a tree T1 with at least two leaves v and v′ such that T1 = T . Then both v and v′ are
adjacent to x and y by the above argument. Then themultiple edges between u and x correspond to a cycleC1 containing
x in G, vyv′ and the path P in T1 from v to v′ correspond to another independent cycle C3 containing y in G, this
contradicts the hypothesis that C3 intersects C1. Then we complete the proof of Claim 1. 
So all trees in F ′ except T are singletons and they are adjacent to both x and y. Now we prove Claim 2.
Claim 2. T is a path from u to u′ and all inner vertices of T are adjacent to x and not to y.
Proof. If u′ sends multiple edges to x, then C3 intersects both u and u′, so u′ is adjacent to y. If u′ does not send
multiple edges to x, since dG (u′)3, then u′ is adjacent to both x and y. In all cases, u′ is adjacent to y.
Suppose T has another leaf u′′ besides u and u′. By the argument before, u′′ is adjacent to both x and y. Then G has
a cycle C1 corresponding to two multiple edges between u and x and another independent cycle C3 containing u′′yu′
and the path in T from u′′ to u′. This contradicts the hypothesis that C3 intersects C1.
So T is a path from u to u′. If there is an inner vertex u′′ of T to be adjacent to y, then G has two independent
cycles C1 corresponding to two multiple edges between x and u and C3 containing u′′yu′ and the path P from u′′ to
u′ in T , which is a contradiction. Then all inner vertices of T are adjacent to only x. Hence we complete the proof of
Claim 2. 
By Claims 1 and 2, we have now the exceptional case that other trees except T are singletons to be adjacent to both
x and y, T is a path such that all inner vertices of T are adjacent only to x, the two leaves u and u′ of T are adjacent to
y by single edge and u′x ∈ E(G). It is obvious to see that each cycle containing x intersects each cycle containing y
in this case. By Lemma 5, c(G) = ∞, which contradicts the hypothesis that c(G) = ∞.
Case 2: Suppose none of the leaves of F ′ is adjacent to x or y by multiple edges.
If statement (2.1) in the theorem holds, since each singleton is adjacent to both x and y, each cycle containing x
intersects each cycle containing y in G, by Lemma 5, c(G) = ∞. Now suppose statement (2.2) in the theorem holds.
Then each cycle containing a singleton tree must contain both x and y, hence it intersects any other cycle. Suppose
statement (2.2.1) in the theorem holds. Then any cycle containing vertices of T must contain either the center of the star
K1,r =T or both x and y. Hence it intersects any other cycle. Now suppose T is a path P and all inner vertices on P are
adjacent to x as in statement (2.2.2) in the theorem. Then any cycle containing y must contain both ends ofP , and hence
it intersects any cycle containing x. If statement (2.2.3) in the theorem holds, T is a path P and 2 |V (P )|3, it is
easy to verify that each cycle containing x intersects each cycle containing y. In all cases above, each cycle containing
x intersects each cycle containing y. By Lemma 5, c(G) = ∞. Hence we complete the proof of sufﬁciency.
Now we prove the necessity. Suppose c(G)=∞. By Lemma 5, G−V (C) is a forest F . Suppose that, suppressing
all vertices w in F that dG(w) = 2 until each tree in F remains vertices of degree at least 3 or remains a single vertex
(of degree 2), we have a forest F ′ = T1 ∪ T2 ∪ · · · ∪ Tm, where each Ti is a tree as above.
Case 1: Suppose one leaf u of F ′ is adjacent to x or y, say x, by multiple edges.
Suppose, to the contrary, that statement (1.1) or (1.2) in the theorem holds. If statement (1.1) holds, then twomultiple
edges between x and u and two multiple edges between v and y correspond to two independent cycles in G, hence
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c(G) = ∞, contradicting the hypothesis that c(G)= ∞. If statement (1.2) holds, the two multiple edges between x
and u correspond to a cycle in G, and vyw and the path in Ti from v to w correspond to another independent cycle in
G, hence c(G) = ∞, a contradiction.
Case 2: Suppose none of the leaves of F ′ is adjacent to x or y by multiple edges.
Case (2.1): Suppose every tree in F ′ is a singleton of degree 2.
Then we have the exceptional case (2.1) in the theorem.
Case (2.2): Suppose one tree T in F ′ has at least two leaves u and u′.
Let P be the path in T from u to u′. Since T remains vertices of degree at least 3, u and u′ are adjacent to both x
and y.
Claim 3. All trees except T are singletons.
Proof. Suppose not. Assume T1 is another tree with at least two leaves v and v′ such that T1 = T . Let Q be the path
in T1 from v to v′. Since T1 remains vertices of degree at least 3, v and v′ are adjacent to both x and y. Then G has
two independent cycles corresponding to C1 = uxu′ + P and C2 = vyv′ + Q, hence c(G) = ∞, a contradiction. We
complete the proof of Claim 3. 
Suppose T contains two independent paths P from u to u′ and Q from v to v′ such that u, u′, v, v′ are different
leaves of T . By the same proof as that of Claim 3, we have c(G) = ∞, a contradiction.
So T consists of pathsPi from y to xi, i=1, 2, . . . , r (r2). First, suppose r3. Suppose that one ofPi has a vertex
of degree 2 in G. Without loss of generality, assume that P3 contains a vertex w of degree 2 such that wx3 ∈ E(T ).
Since T remains vertices of degree at least 3 in F ′, x1, x2 and x3 are adjacent to both x and y, respectively. Also w
is adjacent to x or y in G, say y. Then G has two independent cycles corresponding to C1 = x1xx2 + P1 + P2 and
C2 = x3ywx3, hence c(G) = ∞, a contradiction. Now the only possibility for T in G is that T is a star K1,r (r3),
we have the exceptional case (2.2.1) in the theorem.
Now suppose that r = 2. Then T is a path P from u to v, where u and v are the leaves of T in F ′. Since T remains
vertices of degree at least 3 in F ′, u and v are adjacent to both x and y.
Suppose |V (P )|4 and suppose there are two vertices u′ and v′ on P such that u′x, v′y ∈ E(G). Without loss of
generality, assume that u, u′, v′, v appear on P in turn. Let P ′ be the path from u to u′ on P and Q′ be the path from v′
to v on P . Then G has two independent cycles corresponding to C1 = uxu′ +P ′ and C2 = vyv′ +Q′, so c(G) = ∞,
a contradiction. Hence all inner vertices are adjacent to only one of x and y, say x. Then we have the exceptional case
(2.2.2) in the theorem.
Suppose 2 |V (P )|3, then we have the exceptional case (2.2.3) in the theorem.
So we complete the proof of necessity, and the whole proof of this theorem is ﬁnished. 
Theorem 7. Let G be a connected graph with (G)3 and g(G)5. Then c(G) = ∞ if and only if (G)2g(G).
Proof. We prove the necessity ﬁrst. Suppose c(G) = ∞. Then there is a cyclic edge cutset S ⊆ E(G) such that
G − S has at least two components D1 and D2 such that D1 and D2 contain cycles C1 and C2, respectively. So
(G)(D1) + (D2)(C1) + (C2)2g(G).
Now we prove the sufﬁciency. Suppose that 2g and g5. Let C = x1x2 · · · xgx1 be a shortest cycle in G with
g5. Suppose c(G) = ∞. Then D = G − V (C) is a forest, otherwise S = (C,D) is a cyclic edge cutset of ﬁnite
size. But g5, so, for any two vertices xi and xj on C, 1 i < jg, xi and xj cannot be adjacent to the same vertex
in D, otherwise there will be a cycle of length less than g in G, which goes through the shorter segment of C[xi, xj ]
and C[xj , xi] and xiwxj , where w ∈ V (D) and xiw, xjw ∈ E(G), then we have a contradiction.
So there are at most |V (D)| edges from C to D. Then, by the fact that 3 and D is a forest, we have 3(D) −
2((D) − 1)∑v∈V (D)dG(v) − 2((D) − 1) |V (D)| = (D). Then we have 20, which is a contradiction. Hence
c(G) = ∞. The proof is complete. 
Theorem 8. Let G be a connected graph with (G)3 and g(G)=4. Let C =wxyzw be a 4-cycle. Then c(G) = ∞
if and only if (G)2g(G) unless G − V (C) is a star K1,r (r3).
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Proof. Let G be a connected graph with (G)3 and g(G) = 4. Let C = wxyzw be a 4-cycle in G.
We prove the sufﬁciency ﬁrst. Suppose c(G) = ∞ or G−V (C) is a star K1,r (r3). If c(G) = ∞, then there is
a cyclic edge cutset S such that G−S has two components D1 and D2 containing cycles C1 and C2, respectively. Then
(G)(D1)+ (D2)(C1)+ (C2)2g(G). If G−V (C) is a star K1,r (r3), then (G)(C)+ (K1,r )= 4+
(1 + r)4 + 4 = 2g(G).
Now we prove the necessity. Suppose 2g = 8. Suppose G − V (C) has a cycle C′. Then G has two independent
cycles C and C′, so c(G) = ∞. Now we suppose that G − V (C) is a forest. Then we study two cases.
Case 1: Suppose G − V (C) is a tree T .
Case (1.1): T has at least four leaves.
Case (1.1.1): T contains two independent paths P from x1 to x2 and Q from x3 to x4, where x1, x2, x3, x4 are
different leaves of T .
In this case, since x1, x2, x3, x4 are of degree 1 in T and (G)3, each of x1, x2, x3 and x4 is adjacent to at least
two vertices of C. By the fact that g = 4 and symmetry, we divide this case into the following subcases:
Case (1.1.1.1): x1w, x1y, x2w, x2y, x3w, x3y, x4w, x4y ∈ E(G).
Then G has two independent cycles C1 = x1wx2 + P and C2 = x3yx4 + Q, hence c(G) = ∞.
Case (1.1.1.2): x1w, x1y, x2w, x2y, x3w, x3y ∈ E(G) and x4x, x4z ∈ E(G).
Then G has two independent cycles C1 = x1wx2 + P and C2 = x3yzx4 + Q, hence c(G) = ∞.
Case (1.1.1.3): x1w, x1y, x2w, x2y ∈ E(G) and x3x, x3z, x4x, x4z ∈ E(G).
Then G has two independent cycles C1 = x1wx2 + P and C2 = x3zx4 + Q, hence c(G) = ∞.
Case (1.1.1.4): x1w, x1y, x3w, x3y ∈ E(G) and x2x, x2z, x4x, x4z ∈ E(G).
Then G has two independent cycles C1 = x1wxx2 + P and C2 = x3yzx4 + Q, hence c(G) = ∞.
Now suppose Case (1.1.1) does not happen, then we have the following case (1.1.2)
Case (1.1.2): T consists of paths Qi from y to xi, i = 1, 2, . . . , r, r4 and x1, x2, . . . , xr are all leaves of T .
If all Qi contain no vertex of degree 2, then G − V (C) is K1,r (r4) and we have the exceptional case in the
theorem.
Suppose one of Qi (i =1, 2, . . . , r) has a vertex of degree 2.Without loss of generality, assume that Q3 has an inner
vertex u of degree 2 such that ux3 ∈ E(G). In this case, since x1, x2, x3 are of degree 1 in T and (G)3, each of x1,
x2, x3 is adjacent to at least two vertices of C and u is adjacent to at least one vertex of C. By the fact that g = 4 and
symmetry, we divide this case into the following subcases:
Case (1.1.2.1): x1w, x1y, x2w, x2y, x3w, x3y ∈ E(G) and ux ∈ E(G).
Then G has two independent cycles C1 = x1yx2 + Q1 + Q2 and C2 = x3wxux3, hence c(G) = ∞.
Case (1.1.2.2): x1w, x1y, x2w, x2y, uw ∈ E(G) and x3x, x3z ∈ E(G).
Then G has two independent cycles C1 = x1yx2 + Q1 + Q2 and C2 = x3xwux3, hence c(G) = ∞.
Case (1.1.2.3): x1w, x1y, x3w, x3y ∈ E(G) and x2x, x2z, ux ∈ E(G).
Then G has two independent cycles C1 = x1yzx2 + Q1 + Q2 and C2 = x3wxux3, hence c(G) = ∞.
Case (1.2): T has exactly three leaves x1, x2, x3.
In this case, T consists of paths Qi from y to xi (i = 1, 2, 3). If every Qi does not contain any vertex of degree 2,
then G−V (C) is K1,3, and we have the exceptional case in the theorem. Now we suppose that one of Qi (i = 1, 2, 3)
contains a vertex of degree 2. Without loss of generality, assume that Q3 has an inner vertex u of degree 2 such that
ux3 ∈ E(G). By the same argument as Case (1.1.2), we can prove that c(G) = ∞.
Case (1.3): T has exactly two leaves two leaves x1 and x2.
Since (G)2g=8, (T )4. So we have two inner vertices y1 and y2 of degree 2 in T such that x1y1, x2y2 ∈ E(G)
and y1 = y2. Let P be the path in T from y1 to y2. Since (G)3, each of x1 and x2 sends at least two edges to C
and each of y1 and y2 sends at least one edge to C. By the fact that g = 4 and symmetry, we divide this case into the
following subcases:
Case (1.3.1): x1w, x1y, x2w, x2y ∈ E(G) and y1x, y2x ∈ E(G).
Then G has two independent cycles C1 = y1xy2 + P and C2 = x1wzyx1, hence c(G) = ∞.
Case (1.3.2): x1w, x1y, x2w, x2y ∈ E(G) and y1x, y2z ∈ E(G).
Then G has two independent cycles C1 = x1wxy1x1 and C2 = x2yzy2x2, hence c(G) = ∞.
Case (1.3.3): x1w, x1y, x2x, x2z ∈ E(G) and y1x, y2w ∈ E(G).
Then G has two independent cycles C1 = x1yxy1x1 and C2 = x2zwy2x2, hence c(G) = ∞.
Case 2: Suppose G − V (C) is a forest of at least two components.
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Since (G)3 and g(G)= 4,G− V (C) does not have any singleton component. Suppose not, and v is a singleton
in G − V (C). Then v is adjacent to at least three vertices on C, then we have a triangle, contradicting the fact that
g = 4.
So every tree in G − V (C) has at least two vertices. Let T1 and T2 be two trees in G − V (C). Then there are two
independent paths P in T1 from x1 to x2 and Q in T2 from x3 to x4, where x1 and x2 are two leaves of T1 and x3 and
x4 are two leaves of T2. By the same argument as in Case (1.1.1), we have c(G) = ∞.
By the above argument, in all cases, we have either c(G) = ∞ or G − V (C) is K1,r (r3). Then the necessity is
proved. Hence we complete the proof of Theorem 6. 
Theorem 9. Let G be a connected graph with (G)3 and g(G) = 3. Let C = xyzx be a triangle in G. Then
c(G) = ∞ if and only if (1) G − V (C) is a star K1,r (r3); or (2) G − V (C) is a path Pr (r = 2, 3); or (3)
G − V (C) is mK1 (m1); or (4) G is a wheel; (such that, when G − V (C) is a K1,r (r2), it does not happen that
wx,wy ∈ E(G) and, uz, vz ∈ E(G) or tz, vz ∈ E(G), where w, v, t are leaves of K1,r and, u is the center of K1,r
and w = v = t).
Proof. Let G be a connected graph with (G)3 and g(G) = 3. Let C = xyzx be a triangle in G. We prove the
sufﬁciency ﬁrst. Suppose statement (1) in the theorem holds. Then G− V (C) is a star K1,r (r3). Suppose c(G) =
∞, then G has two independent cycles C1 and C2. Since K1,r is a tree, both C1 and C2 contain at least a vertex of
C. But K1,r is a star, there cannot be two independent cycles each of which contains exactly one vertex on C. By
symmetry, the only possibility is that C1 contains two vertices x and y on C, and C2 contains exactly one vertex z
on C. Since C1 and C2 are independent, C1 = wxyw, where w is a leaf of K1,r , and C2 = uzvu or C2 = tzvut ,
where u is the center of K1,r and t and v are leaves of K1,r such that t = v = w. By the hypothesis of this theorem,
the above case does not happen, hence there are not two independent cycles in G, contradicting the assumption that
c(G) = ∞.
Suppose statement (2) in the theorem holds. Then G−V (C) is a path Pr (r =2, 3). If r =2, then (G)=5< 2g=6,
so c(G) = ∞. If r = 3, by the same argument as statement (1), we have c(G) = ∞.
Suppose statement (3) in the theorem holds. Then G − V (C) is mK1 (m1). Since any cycle must contain at least
two vertices on C, G does not have two independent cycles. Hence c(G) = ∞.
Suppose statement (4) in the theorem holds. Then G is a wheel. It is obvious that G does not have two independent
cycles. So c(G) = ∞. Hence we complete the proof of the sufﬁciency.
Now we prove the necessity. Suppose c(G) = ∞. First, we prove that G − V (C) is a forest. Suppose not. Then
G − V (C) has a cycle C1, and G has two independent cycles C and C1. So c(G) = ∞, a contradiction.
Now G − V (C) is a forest F = T1 ∪ T2 ∪ · · · ∪ Tm, where each Ti is a tree (i = 1, 2, . . . , m). Now we discuss two
cases:
Case 1: m2.
By symmetry, we divide this case into the following subcases.
Case (1.1): Every Ti is a singleton (i = 1, 2, . . . , m).
Then we have the exceptional case (3) in the theorem.
Case (1.2): T1 has at least two leaves x1 and x2 and T2 is a singleton.
Let T2 be a vertex y1. Since (G)3, x1 and x2 are both adjacent to at least two vertices on C. Then one vertex,
say x, is adjacent to both x1 and x2. Also y1y, y1z ∈ E(G) since (G)3. Then we have two independent cycles
C1=x1xx2+P , whereP is the path from x1 to x2 in T1, andC2=y1yzy1, contradicting the hypothesis that c(G)=∞.
Case (1.3): T1 has at least two leaves x1 and x2 and T2 has at least two leaves y1 and y2.
Let P be the path from x1 to x2 in T1 and Q be the path from y1 to y2 in T2. Since (G)3, both x1 and x2 are
adjacent to at least two vertices on C, so at least one vertex on C is adjacent to both x1 and x2. By the same reason, at
least one vertex on C is adjacent to both y1 and y2. By symmetry, we have two subcases to discuss.
Case (1.3.1): xx1, xx2 ∈ E(G) and yy1, yy2 ∈ E(G).
Then G has two independent cycles C1 = x1xx2 + P and C2 = y1yy2 + Q, hence c(G) = ∞, a contradiction.
Case (1.3.2): x1x, x2x, y1x, y2x ∈ E(G).
Now suppose Case (1.3.1) does not happen. Then x1y, x2z ∈ E(G) and y1y, y2z ∈ E(G). Then G has two
independent cycles C1 = x1xx2 + P and C2 = y1yzy2 + Q, hence c(G) = ∞, a contradiction.
Now we have the following case.
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Case 2: m = 1, i.e. G − V (C) is a tree T .
Case (2.1): Suppose there are two independent paths P from x1 to x2 and Q from y1 to y2 in T , where x1, x2, y1,
y2 are leaves of T and x1 = x2 = y1 = y2.
Then, by the same argument as in Case (1.3), we have c(G) = ∞, a contradiction.
Now suppose Case (2.1) does not happen, then we have the following case.
Case (2.2): T consists of paths Qi from y to xi (i = 1, 2, . . . , r), where xi (i = 1, 2, . . . , r) are all leaves of T .
Case (2.2.1): r3.
Case (2.2.1.1): One of Qi (i = 1, 2, . . . , r) has an inner vertex of degree 2.
Without loss of generality, assume Q3 has an inner vertex y3 of degree 2 such that x3y3 ∈ E(G). Since (G)3,
each xi (i = 1, 2, 3) sends at least two edges to C and y3 sends at least one edge to C. By symmetry, we divide this
case into the following subcases:
Case (2.2.1.1.1): x1x, x1y, x2x, x2y, x3x, x3y ∈ E(G) and y3x ∈ E(G).
Then G has two independent cycles C1 = x1yx2 +Q2 +Q1 and C2 = x3xy3x3, hence c(G) = ∞, a contradiction.
Case (2.2.1.1.2): x1x, x1y, x2x, x2y, x3x, x3y ∈ E(G) and y3z ∈ E(G).
Then G has two independent cycles C1 =x1yx2 +Q2 +Q1 andC2 =x3xzy3x3, hence c(G) = ∞, a contradiction.
Case (2.2.1.1.3): x1x, x1y, x2x, x2y ∈ E(G) and x3y, x3z ∈ E(G).
Then no matter which vertex y3 is adjacent, G has two independent cycles C1 =x1xx2 +Q2 +Q1 and C2 =x3yzx3,
hence c(G) = ∞, a contradiction.
Case (2.2.1.1.4): x1x, x1y, x3x, x3y ∈ E(G) and x2y, x2z ∈ E(G).
Then G has two independent cycles C1 = x1xx3 + Q1 + Q3 and C2 = x2yzx2, hence c(G) = ∞, a contradiction.
Case (2.2.1.1.5): x1x, x1y ∈ E(G), x2y, x2z ∈ E(G) and x3x, x3z ∈ E(G).
Then G has two independent cycles C1 = x3xzx3 and C2 = x1yx2 + Q2 + Q1, hence c(G) = ∞, a contradiction.
Case (2.2.1.2): T is a star K1,r (r3).
By the proof for the sufﬁciency, G has two independent cycles C1 and C2 if and only if C1 =wxyw and C2 = uzvu
or C2 = tzvut , where u is the center of K1,r , w, t, v are leaves of K1,r and w = t = v. But c(G)= ∞. So it does not
happen that wx,wy ∈ E(G), and uz, vz ∈ E(G) or tz, vz ∈ E(G).
Case (2.2.2): r = 2.
Then T is a path P , and we have the following subcases to discuss.
Case (2.2.2.1): |V (P )|4.
Then P has two inner vertices y1 and y2 of degree 2 such that x1y1, x2y2 ∈ E(G), where x1 and x2 are the leaves
of T .
Since (G)3, both x1 and x2 send at least two edges to C, both y1 and y2 send at least one edge toC. By symmetry,
we divide this case into the following subcases:
Case (2.2.2.1.1): x1x, x1y, x2x, x2y ∈ E(G) and y1x, y2x ∈ E(G).
Since (G)3, z is adjacent to at least one vertex on P .
If zx1 ∈ E(G), thenGhas two independent cyclesC1=x1zyx1 andC2=x2xy2x2, hence c(G) = ∞, a contradiction.
If zy1 ∈ E(G), then G has two independent cycles C1 = x2xy2x2 and C2 = x1yzy1x1, hence c(G) = ∞, a
contradiction.
If zy3 ∈ E(G) such that y3 ∈ V (P )\{x1, y1}, let Q be the segment of P from y3 to x2. Then G has two independent
cycles C1 = x1xy1x1 and C2 = x2yzy3 + Q, hence c(G) = ∞, a contradiction.
Case (2.2.2.1.2): x1x, x1y, x2x, x2y ∈ E(G) and not both y1x and y2x ∈ E(G).
Nomatter towhich vertex in {x, y, z}y1 and y2 are adjacent,G always has two independent cycles, hence c(G) = ∞,
a contradiction.
Case (2.2.2.1.3): x1x, x1y ∈ E(G) and x2y, x2z ∈ E(G).
Suppose Cases (2.2.2.1.1) and (2.2.2.1.2) do not happen. So x1 is adjacent to only x and y on C and x2 is adjacent
to only y and z on C.
If one vertex y3 on the segment of P from y1 to y2 is adjacent to x or z, say x, let the segment of P from x1
to y3 be Q. Then G has two independent cycles C1 = x1xy3 + Q and C2 = x2yzx2, hence c(G) = ∞, a contra-
diction.
So all vertices on the segment of P from y1 to y2 are adjacent to only y on C. Then G is a wheel and y is the center
of the wheel. We have the exceptional case (4) in the theorem.
Case (2.2.2.2): |V (P )| = 3.
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Let P =wuv. By symmetry, it is not difﬁcult to verify that G has two independent cycles if and only if w is adjacent
to two vertices on C, say x and y, and u and v are adjacent to the other vertex on C, say z. But c(G) = ∞. Hence it
does not happen that wx,wy ∈ E(G) and uz, vz ∈ E(G) as in the theorem.
Case (2.2.2.3): |V (P )|2.
Then we have the exceptional cases (2) or (3) in the theorem.
In all cases above, we have either c(G) = ∞ or the exceptional cases in the theorem. When c(G) = ∞, we have
a contradiction to the hypothesis that c(G) = ∞, so those cases do not happen. Then the only possibilities are the
exceptional cases in the theorem. Hence we complete the proof of Theorem 9. 
3. An efﬁcient algorithm to determine inﬁnite cyclic edge connectivity
In this section, we design an efﬁcient algorithm to determine whether a graph has ﬁnite cyclic edge connectivity or
inﬁnite cyclic edge connectivity based on the lemmas and the theorems in last section.
Algorithm 1. 1. If (G) = 1, then we repeatedly delete a vertex v of degree 1 from G until G does not contain any
vertex of degree 1. If G becomes a single vertex, then c(G) = ∞ and the algorithm stops; Otherwise (G)2 and
we do Step 2;
2. If (G) = 2, then we repeatedly ﬁnd a vertex z of degree 2 such that zx, zy ∈ E(G), if zxyz is not a triangle in G,
then we use (G − z) + xy to replace G until either C = zxyz is a triangle or (G)3.
If C = zxyz is a triangle, we do Steps (2.1), (2.2) and (2.3); If (G)3, we do Step 3.
(2.1) If d(x) = d(y) = d(z) = 2, then c(G) = ∞, the algorithm stops;
(2.2) If exactly one vertex onC, say x, has degree at least 3, then we testG−x; IfG−x is a forest, then c(G)=∞,
otherwise c(G) = ∞; the algorithm stops;
(2.3) If d(x)3 and d(y)3, then we consider G − {x, y, z}; If G − {x, y, z} is not a forest, then c(G) = ∞, the
algorithm stops; Otherwise G − {x, y, z} is a forest F and we do the following:
First, suppressing all vertices w in F that dG(w) = 2 until each tree in F remains the vertices of degree at least 3
or remains a single vertex (of degree 2), we have a forest F ′ = T1 ∪ T2 ∪ · · · ∪ Tm, where each Ti is a tree as above
(i = 1, 2, . . . , m);
(2.3.1) Find all leaves u in F ′ such that u is adjacent to x or y, say x, by multiple edges;
For each such leaf u, we do the following:
If y is adjacent to a vertex v(v = u) in F ′ by multiple edges or y is adjacent to two vertices v and w such that v and
w are in the same tree in F ′ and v = u and w = u, then c(G) = ∞, the algorithm stops;
If for all such leaves u, the above cases do not happen, then c(G) = ∞, the algorithm stops;
(2.3.2) If no leaf of F ′ is adjacent to x or y by multiple edges, we do the following:
(2.3.2.1) If every tree in F ′ is a singleton, then c(G) = ∞, the algorithm stops; or
(2.3.2.2) If one tree T has at least two leaves and any other tree is a singleton, then
(2.3.2.2.1) If T is a star K1,r (r3), then c(G) = ∞, the algorithm stops; or
(2.3.2.2.2) If T is a path P with |V (P )|4 and all inner vertices on P are adjacent to only x (or y), then c(G)=∞,
the algorithm stops; or
(2.3.2.2.3) If T is a path P with 2 |V (P )|3, then c(G) = ∞, the algorithm stops;
(2.3.2.3) Otherwise c(G) = ∞, the algorithm terminates;
3. If (G)3, we do the following steps:
we use breadth ﬁrst search strategy to ﬁnd a shortest cycle C and to determine g(G).
If (G)< 2g(G), then c(G) = ∞, the algorithm stops, else we do the following:
(3.1) If g(G)5, then c(G) = ∞, the algorithm stops;
(3.2) If g(G) = 4 and C = wxyzw is a 4-cycle, then we test G − V (C). If G − V (C) is a star K1,r (r3), then
c(G) = ∞; otherwise c(G) = ∞; the algorithm stops;
(3.3) If g(G) = 3 and C = xyzx is a triangle in G, we do the following:
(3.3.1) If G − V (C) is a K1,r (r2) such that it does not happen that wx,wy ∈ E(G) and, uz, vz ∈ E(G) or
tz, vz ∈ E(G), where w, v, t are leaves of K1,r , u is the center of K1,r and w = v = t , then c(G)=∞, the algorithm
stops; or
(3.3.2) If every tree in G − V (C) is a singleton, then c(G) = ∞, the algorithm stops; or
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(3.3.3) If G is a wheel, then c(G) = ∞, the algorithm terminates;
(3.3.4) Otherwise c(G) = ∞, the algorithm terminates.
SinceAlgorithm 1 is obtained immediately from Lemmas 1–5 and Theorems 6–9, we can easily prove the following
theorem on the correctness of Since Algorithm 1, which is an immediate corollary of Lemmas 1–5 and Theorems 6–9.
Theorem 10. Algorithm 1 correctly determines whether the cyclic edge connectivity of a graph G is ﬁnite or inﬁnite.
Now we analyse the time complexity of Algorithm 1. In Step 1, it takes O(|V |) time to delete vertices of degree 1
repeatedly.
In Step 2, it takes O(|V |) time to suppress vertices of degree 2 until we ﬁnd a triangle C = zxyz or (G)3. Step
(2.1) only takes O(1) time. Step (2.2) takes O(|V |) time to verify that G − x is a forest. In Step (2.3), it takes O(|V |)
time to test whetherG−V (C) is a forest or not. Then it takes O(|V |) time to suppress all verticesw in F that dG(w)=2
until each tree in F remains the vertices of degree at least 3 or remains a single vertex (of degree 2). Step (2.3.1) takes
O(|V |) time to ﬁnd the leaves u. Then there is a loop for each such leaf u. By a small trick as following, we can verify
the statements inside the loop in O(|V |) time. We can label the vertices of each component of G − {x, y, z} a number,
different components are labelled different numbers. Then we can check whether y is adjacent to a vertex v (v = u)
by multiple edges or y is adjacent to two vertices v and w with the same numbers such that v = u and w = u. The loop
repeats at most O(|V |) times. So the total time of Step (2.3.1) is O(|V |2). In Step (2.3.2), it takes O(|V |) time for Step
(2.3.2.1). In Step (2.3.2.2), it takes O(|V |) time to verify the statements of Steps (2.3.2.2.1), (2.3.2.2.2) and (2.3.2.2.3).
Step (2.3.2.3) is executed only when the statements in Steps (2.3.2.1) and (2.3.2.2) fails. It takes O(1) time. So Step
(2.3.2) takes O(|V |) time. Hence Step 2 takes O(|V |2) time.
Now we consider Step 3. It takes O(|V ||E|) time to ﬁnd a shortest cycle C and to determine the girth g(G) by the
breadth ﬁrst search strategy. Step (3.1) takes only O(1) time. Step (3.2) takes O(|V |) time to verify that G − V (C) is
a star K1,r (r3). In Step (3.3), by a small trick as following, we can verify the statement of Step (3.3.1) in O(|V |)
time. We ﬁnd all leaves w of K1,r ﬁrst such that w is adjacent to at least two vertices of C. For each such leaf w, if w
is adjacent to two vertices of C, say x and y, then we check whether z is adjacent to two vertices u and v or t and v
such that v and t are leaves of K1,r , u is the center of K1,r and w = v = t . The loop for each w repeats at most O(|V |)
times. To check whether z is adjacent to u and v or t and v as above needs only O(1) time. So Step (3.3.1) only needs
O(|V |) time. Step (3.3.2) takes O(|V |) time to verify that all trees in G − V (C) are singletons. It takes O(|V |) time in
Step (3.3.3) to verify that G is a wheel. Step (3.3.4) is executed only when the statements in Steps (3.3.1), (3.3.2) and
(3.3.3) fail, so it takes O(1) time. So Step 3 totally takes O(|V ||E|) time.
Hence the whole algorithm takes O(|V ||E|) time.
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