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ABSTRACT 
 
Neural Correlates of Embodiment in Action Verb Meaning:  




The purpose of the present study is to test whether symbol grounding for action verbs 
occurs in entrenched native verb forms, and whether they transfer to novel verb forms that are 
acquired as explicit translations of existing verbs. The entrenched and novel verbs were referred 
to here as L1 verbs and L2 verbs respectively, and were used as analogs of meanings in first and 
second language learning. Symbolic grounding was investigated by observing behavioral data in 
lexical decision tasks, and scalp electrophysiological signals using 128-channel EEG data.  
The present study used different kinds of action verbs (e.g., verbs of foot movement, such 
as kick or jump, and verbs of hand movement, such as swipe or grab) and abstract verbs, such as 
learn or plan. Previous researchers have provided empirical evidence showing that when action 
verbs are accessed in reading, there is concomitant activation of primary motor and/or 
somatosensory cortex. The established relationships of action verbs in L1 and their sensorimotor 
groundings as a reference were used to determine successful transfer of groundings of L1 words 
to L2 words. By observing the responses to the L2 words that are acquired through symbolic 
manipulation without perceptual or bodily experiences and examining, it can be determined if 
they produce similar neural activations as in those found in L1 words, and we can test whether 
the symbol-grounding-transfer occurs in part or in whole, given this minimal learning context. 
The behavioral measure was a lexical decision task where the participants respond to 
meaningful words (foot-related verbs or hand-related verbs) with two kinds of response 
modalities (button press with a finger or foot pedal press with a foot). Although either facilitation 
(foot verb to foot movement and hand verb to hand movement) or interference (Foot verb to 
hand movement and hand verb to foot movement) effect of action verbs was expected, the results 
showed that the participants consistently responded faster to the L1 English verbs than to the L2 
verbs and responded faster with finger-pressing button box than foot-pressing pedal. However, at 
the slowest response times condition, the condition of foot-pedal pressing to L2 words, the 
facilitation effect of Foot related verbs was observed. The response times of foot pedal pressing 
to L2 Foot-related verbs were significantly faster than both L2 Hand-related verbs (p=.003) and 
abstract verbs (p=.005) at the paired t-test. This result is consistent with the research hypothesis 
and provides partial evidence supporting the assumption that the Foot-related action verbs have 
close link with sensorimotor cortex associated with foot movement and reading those verbs will 
facilitate corresponding body movement. 
The three kinds of EEG data analysis methods were used in the current study: Event 
Related Potential (ERP) component analysis, EEG topographic analysis, and EEG source 
localization with low resolution brain electromagnetic tomography (LORETA). The ERP 
components were used to examine the effect of language (L1 vs. L2) and lexicality (Word vs. 
Non-word) in terms of amplitudes and temporal points of ERP components. The EEG 
topographic analysis and EEG source localization with LORETA are methods for spatiotemporal 
analysis, which provide information on intracranial neural activations that are sources of scalp 
electric signals. 
When ERP components of the montaged electrodes placed on the central area of the scalp 
(vertex and neighboring 14 electrodes) were examined, the P3 component for L1 (at around 
390~400ms) reached its peak earlier that that of L2 (495~505ms). Topographic analysis results 
that compared topographic maps created by different verb groups provided evidence that 
different configurations of the neuronal activations were created by the verb groups representing 
body movements of different body parts. In addition, by means of the source localization 
analysis with the LORETA, the differential neural activations at sensorimotor cortex were 
observed when the brain activations elicited by L1 Foot related and Hand related verbs were 
compared. At both temporal windows, early (126~134ms) and late (318~322ms), the regions of 
the sensorimotor cortex associated with Hand movement were activated significantly more by 
the Hand related verbs than Foot related verbs. In order to test Harnad’s symbol grounding 
transfer hypothesis, the neural activations at the sensorimotor cortex elicited by L2 Foot verbs 
and the L2 Hand verbs were examined in comparison with those of the abstract verbs. Significant 
larger activations were elicited by both of the action verbs over the abstract verbs. To summarize, 
the current study provided the neurophysiological evidence on the symbol grounding at L1 word 
and the symbol grounding transfer at L2 words by exhibiting links between the regions of 
sensorimotor cortex and L1 and L2 action verbs in terms of differential neural activations elicited 
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I. Introduction  
 
1. Theoretical approaches to word meaning 
Although understanding a written or spoken word seems easy enough, in reality, it is not as 
easy to explain the related processes that occur inside the brain. How people understand a 
word is one of the questions frequently raised by researchers in cognitive science (e.g., 
Connel & Lynott, 2012; Crepaldi, Berlingeri, Paulesu, & Luzzatti, 2011; Vigliocco, 
Vinson, Druks, Barber, & Cappa, 2011). This question is still unanswered despite 
extensive studies in fields pertaining to human cognition such as psychology, linguistics, 
neuroscience, and computer science (Pulvermüller, 2012; Glenberg & Kaschak, 2002) 
where often competing theories developed to explain word comprehension have been 
proposed (McClelland, Botvinick, Noelle, Plaut, Rogers, Seidenberg, & Smith, 2010; 
Griffiths, Chater, Kemp, Perforts, & Tenenbaum, 2010; Barsalou, 2010; Pulvermüller, 
1999). For example, the symbol manipulation approach conceives of human cognition as 
consisting of abstract symbol manipulation, and symbol systems such as language, are 
composed of abstract, amodal, and arbitrary symbols (see Barsalou, 2008 and Harnad, 
1990, for detailed discussion). According to this perspective, symbols lose perceptual and 
contextual information because the symbols are paired with abstract concepts as their 
meaning though perceptual experience is part of word learning. On the other hand, some 
connectionist approaches support the role of perceptual systems in grounding word 
 2 
comprehension. According to this version of connectionism, the meaning of a word is not a 
collection of amodal abstract features of the word’s referent, but the neural recordings of 
perceptual and bodily states and situations are stored as neural activations and connections 
to symbolic structures (Beer, 2000; Schöner, 2008).  
 
Harnad’s hybrid approach 
Harnad (1990) suggested a hybrid theory to combine both the symbol manipulation and 
grounded connectionist models. Specifically, the hybrid theory posits that human cognition 
is a symbolic manipulation system that stores sensorimotor information attached to words, 
and processes those words using multi-modal systems within the brain. Harnad (1990), 
who identified the Symbol Grounding Problem1 of the traditional symbol manipulation 
approach, suggested a hybrid theory called symbol grounding, symbol grounding transfer, 
or symbolic theft. He proposed that some words are grounded in connectionist-style neural 
networks by means of direct sensorimotor interaction with the environment and play a role 
in the elementary symbols that constitute the meaning of other words. The multimodal or 
modal-specific embodiment of words has been supported by a large body of behavioral and 
                                                     
1 Harnad (1990) introduced the Symbol Grounding Problem, which he illustrated with a 
modified version of Searle’s (1980) Chinese-room argument. In this example, Harnad asks 
us to imagine that we have no knowledge of Chinese and that we have to learn Chinese as 
a second language. If our only source of information is a Chinese–Chinese dictionary, we 
will experience an endless regression from one meaningless symbol or symbol-string to 
another. No matter how many words or structural relationships among the arbitrary 
abstract symbols we find from the Chinese-Chinese dictionary, we would never be able to 
understand the meaning of any of the words. If a word is not grounded in its specific 
referent and is only defined with a string of words or examples provided in sentence form, 
the meaning of the word will not be clear. Harnad (1990) named this problem as the 
Symbol Grounding Problem. 
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neurological evidence (e.g., Ansorge, Kiefer, Khalid, Grassi, & Konig, 2010; Chao & 
Martin, 1999; Glenberg & Kaschak, 2002; Sato, Mengarelli, Riggio, Gallese, & Buccino, 
2008; Wiggs, Weisberg, & Martin, 1999). In addition, using neuroimaging, Pulvermüller 
and his colleagues examined how the brain processes action verbs with the support of 
neural activations in the motor cortex (e.g., Hauk & Pulvermüller, 2004; Pulvermüller, 
Härle, & Hummel, 2001).  
In addition to direct grounding of elementary symbols via perceptual systems, 
Harnad (1990) suggested a top-down mechanism for symbol grounding. This is because 
direct grounding does not adequately explain how new word meanings are learned via their 
propositional-symbolic content. He claimed that some words are grounded through symbol 
grounding transfer, a process by which new concepts borrow sensorimotor groundings 
from previously grounded symbols. An example of this mechanism is given by Harnad 
(1990), in the situation where one might explain the meaning of the word zebra to 
someone who has never seen one (Harnad, 1990). If the person understands the words 
horse and stripes through direct grounding in perceptual systems, then he or she can 
understand zebra by describing a zebra as a horse with white and black stripes on its body 
(zebra = horse + stripes) –even if this is not a strictly correct biological description of a 
zebra. Harnad (1990) argued that the concept of a zebra, in this case, would be built on the 
groundings borrowed from previously grounded words, horse and stripes. Scholars have 
tested the hypothesis of symbol grounding transfer mostly by focusing on the relatively 
specific objective: to develop a cognitive robot system by simulating the neural network 
model (e.g., Cangelosi & Harnad, 2000; Cangelosi & Parisi, 2002). In particular, Riga et al. 
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(2004) simulated a neural network to model symbol grounding transfer, and Cangelosi et al. 
(2006) tested whether a robot’s neural network controller permitted autonomous transfer of 
directly grounded actions (e.g., six basic actions involving “lower right shoulder” or 
“lower left shoulder”) to new, higher order, composite actions (e.g., lower right shoulder + 
lower left shoulder = place). The results of both studies confirmed the symbol-grounding-
transfer hypothesis. Despite the findings from these computer models, very little 
behavioral and neurological evidence has been acquired from human subjects to test this 
theory.  
 
2. Neural substrates of word meaning 
 
2.1. Classic language regions 
Language is one of the first functions to have been ascribed specific locations within the 
human brain. Since the late 19th century, it has been broadly accepted that the left inferior 
prefrontal cortex and left superior temporal cortex are mainly involved in language 
processing. The former region of the brain which is roughly equivalent to Brodmann’s area 
BA 44 and BA 45 is known as Broca’s area.  Paul Broca (1861), a French surgeon, 
observed and reported that two patients with injury in this region had lost the ability to 
speak (Dronkers, Plaisant, Iba-Zizen & Cabanis, 2007). Such deficit is general referred to 
as Broca’s aphasia (Hoff, 2005). The other historically defined language region of the 
brain is the left superior temporal area, which is roughly equivalent to BA 22, named 
Wernicke’s area. Karl Wernicke, a German neurologist, identified a form of aphasia that 
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was caused by injury to this region in his monograph published in 1874 (Bogen & Bogen, 
1976) and was named as Wernicke’s aphasia. Those who suffer Wernicke’s aphasia have 
no difficulty in producing speech, but their speech makes little or no sense.  
 Since Broca’s area and Wernicke’s area were identified in 18th century, a number 
of brain legion studies and aphasia studies confirmed that these two regions in the cortex 
are processing language. The recent neuroimaging studies using noninvasive imaging 
technology with high spatial resolution, such as fMRI or PET, have consistently reported 
that differential neural activations in these brain areas are observed during language related 
tasks (e.g., Price, Crinion, & MacSweeney, 2011; Dronkers et al., 2007; Binder et al., 
1997).  In Bedny and Caramazza’s (2011) review of neuroimaging studies of brain regions 
that reflect word comprehension, they investigated whether word comprehension occurs in 
modality-specific systems corresponding to word meaning or in the modality-independent 
system of the brain. The researchers concluded that the brain areas such as left temporo-
parietal, and prefrontal cortex, which are roughly equivalent to Wernicke’s area and 
Broca’s area, are amodal brain regions, and that words were understood in these modality-
independent language cortices (Bedny & Caramazza, 2011). However, while it is well 
agreed that these traditional language areas play a crucial role in language processing, 
more recent neuroimaging studies have observed multiple cortical regions to be involved 
in word comprehension and suggests that word-meaning representation can access 
modality-specific regions such as those associated with motor and somatosensory systems 
(Pulvermüller & Fadiga, 2010).   
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2.2. Distributed cortical representation of word 
The advent of noninvasive functional imaging methods such as fMRI has enabled 
researchers to examine the brain regions in relation with language processing with high 
spatial resolution. The growing body of neuroimaging evidence has suggested that, in 
addition to the classical language cortex, there are multiple brain areas involved in 
language processing. In particular, different categories of words that are distinctive in 
terms of conceptual features (such as visual, acoustic, action-related, or emotional) were 
found to generate distinct neural activations in the cortical cell assemblies distributed over 
sensory, emotional, and motor regions (Kiefer & Pulvermuller, 2012). Chao, Haxby, and 
Martin (1999) observed different neural substrates representing words for animals and 
artifacts and Moore and Price (1999) found that different neural assemblies are activated 
by the words for natural objects and human-made objects. Martin and his colleagues 
examined cortical representations of color words and action words (Martin, Haxby, 
Lalonde, Wiggs, & Ungerleider, 1995). These researchers used positron emission 
tomography (PET) and observed that generation of color words created larger neuronal 
activation at ventral temporal lobe, just anterior to the visual areas involved in color 
perception.   Similarly, generation of action words activated a region of temporal gyrus, 
just anterior to the area of motion perception. Binder and Desai (2011) reviewed 14 
imaging studies that examined neural correlates of emotional content words or phrases and 
summarized that the temporal pole and ventromedial prefrontal cortex played a central role 
in processing the words representing emotional valence. In addition, there have been a 
large amount of neuroimaging studies examining neural substrates of noun versus verb 
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processing (see Vogliocco, Vinson, Druks, Barber, & Cappa, 2011 for an extensive 
review2). Out of 29 imaging studies in Vogliocco et al.(2011)’s review, the majority of the 
studies used tasks recruiting different semantic knowledge (word generation, semantic 
judgment, passive listening, or picture naming) which suggested multiple brain areas are 
differentially involved in verbs and nouns.  However, two studies (e.g., Fujimaki, 
Miyauchi, Putz, Sasaki, Takino, & Sakai, 1999; Vigliocco, Warren, Siri, Arciuli, Scott, & 
Wise, 2006) found no difference between the two groups words. For example, Saccuman, 
Cappa, Bates, Arevalo, Della Rosa, Danna, & Perani (2006) investigated distinctive neural 
correlates of noun and verb processing and observed significantly more neural activations 
for nouns than verbs at the cuneus, posterior cingulate cortex, and caudate nucleus as well 
as more neural activations for verbs than nouns at inferior parietal lobule, cerebellum, and 
fusiform gyrus.   
 Action verbs are one of most often used test item types in experiments and have 
been frequently used to investigate both distributed neural correlates of language 
processing and functional links between different brain areas and language systems.  This 
is because relatively specific and clear neuroanatomical regions on the cortex relevant to 
functions can be identified (Bedny & Caramazza, 2011). In addition, sub-regions of the 
motor cortex can be divided into the areas associated with motor control of different body 
parts (such as foot-movement or hand-movement) and the action verbs representing 
movement of corresponding body parts.  Furthermore, it has been hypothesized that such 
                                                     
2 Many of the studies reviewed at Vigliocco et al.(2011) did not control for the semantic 
difference of the word groups and the noun vs. verbs contrast can be interpreted as objects 
vs. action contrast. 
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verbs have links with the sub-regions in motor cortex. For example, Pulvermüller and his 
colleagues have done extensive research into the functional links between different action 
verbs and their neural correlates using multiple imaging methods (e.g., Pulvermuller et al., 
2001; 2005; Hauk et al., 2004).   
Pulvermüller, Harle, and Hummel (2001) examined neurophysiological responses 
elicited by three groups of action verbs representing movements of different body parts 
such as foot, hand, and head/face-related action verbs. When they compared EEG 
amplitudes3 at the electrodes placed close to motor areas associated with the three body 
parts’ movement (i.e., Cz for foot area, C3 and C4 for hand area, and C5 and C6 for 
head/face area), they observed that the largest occurrences of in-going current were elicited 
by foot-related verbs at Cz (or vertex), whereas face-related verbs produced strongest 
current at the electrode placed over the left Sylvian fissure. Significant differences in 
topographies of brain activations created by verb types were also observed in the study. 
Hauk and Pulvermüller (2004) and Hauk, Johnsrude, and Pulvermüller (2004) replicated 
the previous study with EEG source localization methods and fMRI, respectively. Though 
Hauk and Pulvermüller (2004) had clearer results using the advanced EEG source 
localization method called the linear beam-former technique, Hauk et al. (2004) examined 
neural activations at the motor strip of cortex with fMRI, which provided better spatial 
resolution on the brain structure and neural activations. They observed neural activations in 
sensorimotor areas of the brain when the different groups of action verbs were presented. 
                                                     
3 The researchers calculated and used the neurophysiological activations of intracranial 
cortical regions of the electrodes through current source density transformation instead of 
ERP amplitudes in order to make spatial inference with the EEG data that are incapable of 
providing spatial information of EEG source.  
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The researchers proposed that these observations were evidence of multimodal cognitive 
processing of the brain, explaining that the brain needs the motor cortex to be activated, in 
addition to the language cortex, to recognize meaning for an action verb. In addition, 
Pulvermüller and his colleagues (Pulvermüller, Hauk, Nikulin, & Ilmoniemi, 2005) tested 
the functional links between motor cortex and language systems once again with 
transcranial magnetic stimulation (TMS). The researchers measured response time to 
words representing hand movement or foot movement while TMS was applied to hand or 
leg areas in the left/right hemisphere. They observed a facilitation effect of TMS on lexical 
decision tasks.  Reaction times were faster on hand related action verbs when TMS was 
applied to  hand-related motor cortex in the left hemisphere  Conversely. reaction times on 
foot-related action verbs were shorter when TMS was applied to left motor cortex 
associated with foot representations. The functional links between motor cortex and 
language systems were observed at TMS study as well, but the links looked limited to left 
hemisphere of the brain (Pulvermüller et al., 2005).   
 
3. Purpose of the present study  
 
The purpose of the present study is to test whether symbol grounding for action verbs 
occurs in entrenched native verb forms, and whether they transfer to novel verb forms that 
are acquired as explicit translations of existing verbs. In accessing lexical action verb 
forms in reading, is there activation of non-linguistic areas of cortex that are linked to the 
meanings of the verbs?  Specifically, does access to verbs referring to limb movements 
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(e.g., throw, kick) activate areas of cortex associated with sensorimotor cortex for those 
body regions?  If such symbol grounding occurs in entrenched native language verbs, do 
those effects also occur in symbols that are newly acquired translations of the meanings of 
the native verbs? The entrenched and novel verbs were referred to here as L1 verbs and L2 
verbs respectively, and were used as analogs of meanings in first and second language 
learning.  Symbolic grounding was investigated by observing behavioral data in lexical 
decision tasks, and scalp electrophysiological signals using 128-channel EEG data.  
Behavioral and electrophysiological evidence for sensorimotor groundings of L1 
verbs have been found in previous studies (e.g., Hauk et al., 2004; Pulvermüller et al., 
2005; 2001) and so I predicted that similar grounding effects should be replicated here.  In 
addition to attempting this replication, I am also analyzing the data collected using more 
complex techniques that employ both temporal and spatial analysis of the timing and 
location of activations associated with accessing lexical symbols for action versus abstract 
verbs.  
Once it is established whether L1 (English) verbs show grounding effects (i.e., 
neural activity within the sensorimotor cortical structures), I then turn my attention to the 
question of whether such effects show transfer to recently learned translations to nonce 
forms, referred to here as “L2 verbs.” In this way, I am examining whether transfer occurs 
in a particular low context situation for learning words in a second language. Second 
language learning sometimes occurs through direct experience in embedded social 
situations, which provide relevant information as a basis for sensorimotor grounding. 
However, L2 word meanings can also be learned from dictionaries or flash cards in typical 
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classroom situations.  The latter is the situation that is mimicked in the design of this study. 
This kind of learning of L2 words fits the situation where the meanings of new symbols are 
learned through unembedded situations, stipulating only the equivalence in meaning 
between the L1 and L2 symbols. The question of interest in this experiment is whether 
simple translation is sufficient to generalize the grounding of meanings within motor and 
somatosensory cortex from L1 to L2. 
The present study used different kinds of action verbs (e.g., verbs of foot 
movement, such as kick or jump, and verbs of hand movement, such as swipe or grab) and 
abstract verbs, such as learn or plan. Previous researchers have provided empirical 
evidence showing that when action verbs are accessed in reading, there is concomitant 
activation of primary motor and/or somatosensory cortex (e.g., Kemmerer & Gonzalez-
Castillo, 2008; Pulvermüller, 1999). The established relationships of action verbs in L1 and 
their sensorimotor groundings as a reference are planned to be used to determine 
successful transfer of groundings of L1 words to L2 words. By observing the responses to 
the L2 words that are acquired through symbolic manipulation without perceptual or 
bodily experiences and examining, it can be determined if they produce similar neural 
activations as in those found in L1 words, and we can test whether the symbol-grounding-









A total of 18 native English speakers (5 male) took a part in the current study4. They were 
all adults between 18~40 years old and recruited in the community of Teachers College, 
Columbia University or Columbia College, Columbia University. They were 
predominantly right-handed individuals who passed the handedness questionnaire 
(Oldfield, 1971). The participants were cognitive and absent of neurological deficits with 
normal or corrected-to-normal vision. In order to control the effect of the participants’ 
knowledge of both languages other than English and working memory span on learning 
new words, a questionnaire for the secondary language knowledge (refer to Appendix C) 
and working memory span test were administered before the start of the experiment. The 
working memory span was measured with a visually reversed digit span test (Lezak, 
Howieson, & Loring, 2004; Woods et al., 2011). All the participants’ working memory 
spans were between 4~7 digits long, and there was no significant effect of working 
memory span observed on L2 learning among the participants. Although most of the 
                                                     
4 The behavioral data from 7 participants were excluded from the analysis because the first 
7 subjects had incomplete behavioral task due to technical problem. The results of 
behavioral data analysis were drawn from the remaining 11 participants’ responses to the 
behavioral task. And, the neurophysiological data for the analysis were comprised of EEG 
measures from 13 participants. The EEG data from 5 participants were excluded from the 
analysis due to much artifacts (4 participants) and unsatisfying L2 learning (1 participant).   
 13 
participants (17 in all) had experience with more than one second language in addition to 
English, there was no peculiar effect of the second language knowledge on L2 learning. 
This was because the L2 words were pseudo words were randomly selected out of 90 non-
words.  
The experiment of the current study was administered in accordance with the 
guidelines and restrictions of the Institutional Review Board for the Protection of Human 
Subjects at Teachers College, Columbia University. Before starting the experiment, the 
participants were informed of the procedure, benefits, and potential risks of the experiment 
and their rights as participants. Only the participants who agreed to participate in the 
experiment and signed the informed-consent form proceeded to the experiment. 
 
2. Research design and general procedure of the experiment 
 
2.1. Research design 
The proposed study implemented a within-subjects design, where the same subject took all 
comparison conditions of the experiment; verb types (hand related, foot related, and 
abstract non-action) and languages (L1 and L2). All the participants first learned the L2 
words and went through a series of behavioral and neurophysiological measures. The 
dependent variables of the study included RTs and accuracy rates at the behavioral 





2.2. General procedure 
The current research is composed of two 60-minute sessions (see the upper panel of Figure 
II-1 for a temporal display the components comprising the experiment). The two sessions 
were held 1 day apart. On the first day, the participants went through two 25-minute L2 
word learning and two recall quizzes at the end of each L2 word learning session. On the 
following day the participants had another L2 word-learning session before receiving a 
behavioral measure and a neurophysiological measure. The L2 word learning included a 
motor response task and a semantic-relation judgment task with EEG recordings, 
respectively. Another recall quiz was administered between the third L2 learning session 
and the motor-response task to confirm how well the L2 words were acquired during the 
experiment.  
All the participants were asked to learn 30 new L2 words (10 foot-related verbs, 10 
hand-related verbs, and 10 non-action verbs) throughout the three L2 learning sessions. 
The learning sessions were separated by intervening short and long breaks in an effort to 
enhance memory consolidation (e.g., Tambini, Ketz, & Davach, 2010). The third learning 
session was presented 1 day after the first two learning sessions to allow for sleep-
dependent memory consolidation (Stickgold & Walker, 2007; Stickgold, 2005; Vertes, 
2004).  
All the sessions took place at an experiment room of the Language and Cognition 
laboratory at Teachers College, Columbia University, except the semantic-decision task 
(i.g., L2 learning, recall quizzes, and motor response task). All material and measures, 
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including the L2 training materials and quizzes, the motor response task, and the semantic-
relation judgment task, were presented through a desktop computer. The EEG recorded 
scalp electric signals of the participants during the semantic-relation judgment task, which 




Figure II- 1. Procedures of 2-day sessions of the experiment and components of L2 word 
learning. 
 
The participants were moved to the EEG chamber after going through a 10-minute 
preparation procedure for EEG experiments including measuring head size and marking 
the vertex on the scalp as a reference point. The EEG net was placed on the participant’s 
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head and connected to the amplifier of the EEG system. After adjusting the electrodes’ 
locations on the scalp and impedance check, the participants stayed in the room alone and 
interacted with the stimuli, which were presented on a monitor located in front of them. 
The experimenters monitored the participants’ behavior from the control room, located on 




3.1. Stimuli: English words, proto words (or pseudo L2 words), and pseudo words 
The study used 30 English words, 30 pseudo L2 words, and 30 non-words (see [Table III-
1] for the composition and numbers of word categories). The English words consisted of 
three kinds of verbs, with 10 verbs of each type: foot-related action verbs, such as kick and 
run; hand-related action verbs, such as touch and throw; and non-action verbs, such as love 
and need. The verb groups were selected from the CELEX database (Baayan, Piepenbrock, 
& van Rijn, 1993), matching for major linguistic features, such as the number of letters and 
syllables and normative lexical frequencies (occurrences per million words). All English 
words consisted of 1 to 2 syllables and 3 to 7 letters. The characteristics of words such as 
the number of letters and syllables and the normative lexical frequencies (occurrences per 
million words) were not significantly different across the three word groups. The average 
frequencies of foot-related verbs, hand-related verbs, and abstract words were 152.4 (SD = 
181.1), 156 (SD = 172.7), and 148.7 (SD = 93.8) respectively. A one-way analysis of 
variance confirmed that the groups were not significantly different, F(2, 27) =.0056, p>0.1. 
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The number of letters of foot-related verbs, hand-related verbs, and abstract words were 
4.4 (SD = 1.08), 4.6 (SD = 0.52), and 4.6 (SD = 1.08) respectively. A one-way analysis of 
variance confirmed that the groups were not significantly different, F(2, 27) =.16, p>0.1. 
The 90 pseudo words were generated by the computer software Wuggy (Brysbaert, 
2010), a program which allows researchers to find pseudo words that match original 
English words in terms of number of syllables and letters and frequency of syllabic 
elements. Of the 90 pseudo words, 30 pseudo words were randomly selected and used as 
proto words. Among those 30 selected pseudo words, 10 verbs were assigned randomly to 
each of the three verbs groups. This procedure of random selection assignment of the 
pseudo words provided each participant different list of pairs of English word – pseudo 
word and enabled to control the chances that some of pseudo words may remind the 
participants certain existing English words due to similarities of letter or pronunciation. 
The participants considered these words as L2 words. They familiarized themselves and 
acquired the meaning of the words through L2 word learning sessions. The remaining 60 
pseudo words were provided as pseudo word control stimuli for the two kinds of tasks. The 
whole list of L1 English words, and an exemplary list of English words, corresponding 
proto words, and pseudo words are provided in Appendix A. The list of the whole pseudo-
words is provided at Appendix B. 
 
3.2. L2 words learning material 
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Three versions of L2 learning programs were developed and used at the three L2-learning 
sessions. At the first L2 learning session, the participants learned the first half of the 30 
new words, and the remaining 15 new words were learned at the second L2 learning 
session. The third L2 word-learning session was held on the second day before the 
behavioral and neurophysiological data-collection session. The participants had a chance to 
review all 30 words they learned at the first and the second L2 learning sessions on the first 
day.  
 
Table II-1. Types and amounts of words used in the experiments 
Pseudo words 
Categories English words (L1 words) Proto words 
(L2 words) Non-words 
Foot related action 
verbs 
10 
(stand, run, walk, step, jump, 
kick, leap, march, stumble, trot) 
10 N/A 
Hand related action 
verbs 
10 
(hold, write, catch, throw, touch, 





(learn, love, need, cost, plan, 
fail, hope, define, correct, lack) 
10 N/A 
Control stimuli 
(Non-words) N/A N/A 60 
 
 
In summation, the participants learned 30 L2 words by being repeatedly exposed to 
the pairs consisting of an L2 word and a corresponding L1 word (“L2 word = L1 word”).” 
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No perceptual information or experience relevant to the L2 words was provided during the 
learning session. Each L2 word was matched to one L1 word in an amodal and symbolic 
way so that participants had to borrow the semantic groundings from the L1 word to 
discern its meaning. However, the mere pairing an L2 word with an L1 word is not a 
sufficient or efficient way to provide a congruent and finite meaning of the L1 word for all 
the subjects because each L1 word represents multiple meanings. Therefore, the L1 words 
were presented and defined in exemplary sentences that provided more specific meanings 
of the L1 words. Each L1 verbs were presented in three different sentences that articulate 
and deliver a consistent meaning of the L1 word to the corresponding L2 word. A total of 
30 sentences (see Appendix B) were created and presented to match with an L2 word to be 
learned at the L2 learning session.  
The L2 training program was composed of four components with different kinds of 
learning activities (see lower panel of [Figure II-1] for the components and duration of L2 
learning program). In the first component, the participants had a chance to memorize 30 
pairs of L2 words and their L1 translations. They saw the first half of the pairs during this 
component and the second half during the second component, and all 30 pairs of L2 and 
L1 words were given during the third component, on the second day. The meanings of the 
L2 words were provided by matching the L1 word that were presented in a sentence. The 
participants learned the meaning of L2 words by reading a sentence in a short time 
period—three sentences for each pair of L1 and L2 words were repeated three times each 
over a total of 6 minutes to enhance memory. Although the participants might not be able 
to memorize all L2 words perfectly during the first component, they had the chance to 
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enhance and correct their memory through the following question-and-answer activities 
based on their current memory on the L2 words.  
The second component was composed of yes–no questions, where participants 
were asked to decide if an L2 word is correctly matched with an L1 word along with a 
sentence. The participants were asked to answer these questions based on their memory 
from the first component, and were given the correct answer as feedback if their answer 
was incorrect. These questions were provided to help the participants learn the words one 
by one, as they recollect their memory from the first component. The second component 
took about 6 minutes to complete and was followed by the third component, which 
consisted of multiple-choice questions. In the third component, the participants were asked 
to choose one L1 word from three choices describing a given L2 word. After 5 minutes of 
multiple-choice questions, the participants continued to the fourth component, in which 
they were asked to type matching words when a L1 word or a L2 word were given on the 
screen. Correct answers were provided whenever a wrong answer was given on 
Components 3 and 4 as well. The participants had a short recall quiz (or a recall test) at the 
end of each L2 learning session. 
To ensure an equivalent and controlled learning experience, all the participants 
learned L2 words by interacting with a computer-assisted L2 word-learning program. The 
computerized training program was developed and administered using a behavioral 
experimental stimuli generator, E-Prime 2.0 by Psychology Software Tools (Schneider, 





4.1. Recall quizzes 
A short paper-and-pencil recall quiz was administered to check the progress of L2 learning 
at the end of each 25-minute L2 training session. The quiz consisted of a list of L2 words, 
and the participants wrote in an appropriate L1 word next to each L2 word. The results of 
these quizzes provided information regarding how well the L2 words were memorized and 
whether there were learning differences among L2 word groups.  
 
4.2. Behavioral measure with lexical decision task  
The participants completed a behavioral task, a lexical decision task, after completing a L2 
learning session on the second day. This task was implemented to investigate facilitation 
and interference effects of the preceding action verbs on hand and foot responses. During 
the task the participants were asked to respond to target lexical stimuli with different 
modes of response, either by pressing a button with their index finger or by stepping on a 
pedal with their foot. A combination of response modes (Hand Press vs. Foot press) and 
word types (Proto words vs. Real words) creates four blocks (i.e., Hand-Real, Hand-Proto, 
Foot-Real, and Foot-Proto blocks). The two blocks of different word types were nested 
within response modes and the proto words block were presented first in the order of 
blocks of different response modes, which were counterbalanced between participants. 
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Table II-2 Conditions and Structure of Behavioral Task 
Blocks* Words Categories # of words repetition Trials Response Conditions** 
Hand 10 3 30 HH-Facilitation 
Foot 10 3 30 FH-Interference Proto 
Abst 10 3 30 AH-Control 
Block PH 
Pseudo Pseudo 30 3 90 
Hand Press 
PH-Control 
Hand 10 3 30 HP-Interence 
Foot 10 3 30 FP-Facilitation Proto 
Abst 10 3 30 AP-Control 
Block PF 
Pseudo Pseudo 30 3 90 
Foot Press 
PP-Control 
Hand 10 3 30 HH-Facilitation 
Foot 10 3 30 FH-Interference Real 
Abst 10 3 30 AH-Control 
Block RH 
Pseudo Pseudo 30 3 90 
Hand Press 
PH-Control 
Hand 10 3 30 HP-Interence 
Foot 10 3 30 FP-Facilitation Real 
Abst 10 3 30 AP-Control 
Block RF 
Pseudo Pseudo 30 3 90 
Foot Press 
PP-Control 
Sum   720   
   
Blocks*: PH- Proto word & Hand Press; PF- Proto word & Foot Press; RH- Real word & 
Hand Press; RF- Real word & Foot Press;  
Conditions**: HH (Hand verbs-Hand press),  FH-Interference (Foot words-Hand Press), 
AH (Abstract verbs-Hand Press), PH (Pseudo words-Hand Press), HP (Hand verbs-Pedal 




 Each trial was composed of a fixation mark, “+”, and a target word. The fixations 
were presented in the middle of the screen for a duration of 800 ms with a randomly 
changing inter-stimulus interval (ISI) ranging from 400 to 600 ms. The target words were 
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presented for 100 ms in a random order with an SOA varying between 800-1200 ms. The 
participants were instructed to press a key with their index finger or step on a foot pedal as 
a word appears (proto words and real words). Each block began with instructions and 
practice trials to get participants accustomed with the response mode of the block (finger or 
foot). The participants were instructed to use their right index finger to press a button on a 
serial response box or to use their right foot to step on foot pedal as soon and accurately as 
possible upon seeing a word and not to respond to pseudo words. 
The task consisted of 720 main trials: 2 response modes × 4 word groups (Hand, 
Foot, Abstract, and Pseudo) × 2 languages (Real/L1 and Proto/L2) (refer to Table 2 for the 
details). Prior to the main trials, the participants had a practice block of 10 trials and after 
the end of the main task, the response speed of the hand or foot were measured by 
calculating the average reaction time on individual participants. The behavioral lexical 
decision task took about 20 minutes to complete. The task were generated and 
administered with E-Prime 2.0. The button-response box and the foot pedal (manufactured 
by Psychology Software Tools, Sharpsberg, PA) were used as input devices during the 
task.  
 
4.3. Neurophysiological measure with lexical decision task 
The lexical decision task, similar to the behavioral measure, was implemented as the 
second measure of the proposed study. The participants’ neurophysiological responses to 
different groups of real English verbs, learned proto verbs, and the EEG signals to pseudo 
words were collected. In this task the participants were shown a word after a fixation mark, 
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“+” and had to decide whether the presented word was an English word, a learned proto 
word, or a pseudo word with no meaning. The participants were prompted to respond to a 
word by pressing a key as quickly and accurately as possible. This measure was composed 
of two blocks. In the first block, one word from three groups of 30 proto words and 10 
pseudo word strings were presented, and in the second block, one word from three groups 
of 30 English verbs and another 10 pseudo word strings were shown as the stimuli. The 10 
words of different word groups were repeated three times.  
 
Table II-3 Trials in the Lexical Decision Task for EEG Recording 
Blocks Words Categories # of words Repetition Trials Response 
Hand 10 3 30 
Foot 10 3 30 Proto 
Abstract 10 3 30 
Block1 
Pseudo Pseudo 20 3 60 
Hand 10 3 30 
Foot 10 3 30 Real 
Abstract 10 3 30 
Block2 
Pseudo Pseudo 20 3 60 
Key Press 
Sum   300  
 
 
The task consisted of 300 main trials: 4 word groups (Hand, Foot, Abstract, and 
Pseudo) × 2 languages (Real/L1 and Proto/L2) (refer to the Table 3 for the details).  The 
basic procedure of the task for the electrophysiological measure is similar to that of 
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behavioral measure except only hand responses were measured. Each trial was composed 
of fixation (“+” mark) and a target word. The fixation was presented in the middle of the 
screen for a duration of 800 ms with a randomly changing inter-stimulus interval (ISI) 
ranging from 400 to 600 ms. The target words were presented for 100 ms in a random 
order with an SOA varying between 800-1200 ms. The participants were instructed to 
press a key with their right or left index finger to a word (proto words and real words). The 
responding hand was counterbalanced across participants. The tasks were generated and 
presented by E-Prime 2.0. 
 
5. Apparatus  
 
5.1. Monitor and input device 
Visual stimuli and tasks were presented on a 17-inch, color VGA monitor with a refresh 
rate of 60 Hz. The participants sat at a distance of about 60 to 80 cm from the screen in a 
quiet room. The responses to the stimuli presented on the monitor were registered via a 
serial computer keyboard, a serial response box (SR Box, provided by Psychology 
Software Tools), and a foot pedal attached to the SR Box. The SR Box and the foot pedal 
were used for the motor-response task, whereas a numeric keypad on a serial keyboard was 





5.2. EEG equipment 
Scalp voltages were measured with a 128-channel HydroCell Geodesic Sensor Net 
connected to a high-input impedance amplifier (HCGSN; Electrical Geodesics, Eugene, 
OR) in a shielded sound-attenuating chamber. Amplified analog voltages were stored 
digitally for off-line analysis. The signals were recorded on a 0.1–100 Hz bandpass filter, 
and were sampled and digitized at 250 Hz using Net Station EEG data-acquisition software 
and an EGI amplifier. Electrode impedance was maintained below 50 kΩ, and all 
electrodes were referenced at the vertex (Cz) during recording.  
 
5.3. EEG data collection procedure and preprocessing 
 
5.3.1. EEG data-acquisition procedure  
The EEG data were collected in a sound-attenuated chamber using the EGI EEG systems 
with an amplifier, 128-channel HCGSN, and Net Station software. Before moving to the 
EEG chamber, the head circumference of each participant were measured to select the 
proper net size, and the vertex of the participant were marked. A 128-channel HCGSN 
were placed on the participant’s head using the vertex as a referencing position in the EEG 
chamber and the HCGSN is connected to the EGI amplifier. The researcher checked to 
ensure that the electrodes had good contact with the scalp (which was ascertained by 
measuring the impedance between the scalp and sensors). Before the participants started 
the semantic-decision task on the computer monitor, they were asked to minimize any kind 
of body movement, including eye blinking during the experimental session, and they were 
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asked whether their posture was comfortable. Once the researcher left the chamber, the 
participants proceeded to the experiment per the instructions.  
 
5.3.2. EEG data preprocessing  
The EEG data was preprocessed using the functions embedded on the Net Station software 
developed by EGI Inc. A 40 Hz low-pass filter was applied to the continuous EEG 
recordings before the segmentation of 800 ms-long epochs. The epochs started from 100 
ms before the onset of stimuli, and the recordings from the 100 ms interval preceding the 
stimulus onset were used as a baseline. The artifact-rejection procedure was composed of 
two steps: automatic and visual inspection. First, the automatic artifact-rejection procedure 
marks bad channels by applying a max–min criterion of > 100 µV and rejects the bad 
segments with more than 20% bad channels. Instead of applying the automatic artifact-
rejection procedure on the whole period of the epoch, it was applied the waveforms 
between -100~510 ms because the participants’ response times were very fast (mean RTs 
were 402 ~ 480ms at L1 conditions and 455~529 ms at L2 conditions). Because the 
participants completed the task very quickly before 500 ms most of the case and had much 
eye blinks after 500 ms, the waveforms with eye-blink artifact after 500 ms were included 
for data analysis though the waveforms with eye-blinks before 500 ms were excluded. 
The secondary visual inspection for each artifact was applied to the remaining segments, 
and the segments with significantly irregular amplitude changes within a segment were 
excluded from them. The rejected bad channels were recovered through an interpolation 
method based on the data of surrounding channels. After the segmentation and artifacts-
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detection procedure, the EEG data were re-referenced to an average reference to eliminate 
the biases caused by a single reference site. The average-reference recordings provide 
better interpretability for topographic comparisons and allowed the comparison of 
waveforms in the literature using different reference methods (Picton et al., 2000). 
 
6. Data analyses 
 
6.1. Behavioral data 
 
6.1.1. Recall test score  
All the participants took a recall test after completing the third L2 word practice. The 
scores were used to evaluate how much of the L2 words they learned and memorized. In 
addition, the scores of the three word groups were compared because different mastery of 
word learning among the word groups may cause unexpected variances in research results. 
 
6.1.2. Behavioral lexical decision task 
Accuracy and the response times were measured and analyzed from the behavioral lexical 
decision task. The combination of the modes of response and the types of words created 
three conditions: facilitation, interference, and control as shown Table II-4. 
 
6.1.2.1. Accuracy at the motor response task  
The accuracy rate signifies how many correct or incorrect responses the participants 
committed. If the participants pressed a button on the SR Box with their finger when they 
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see a foot-related verb or if they stepped on the pedal when they saw a hand-related verb, 
they were counted as incorrect responses. Accuracy rates were compared for the conditions 
(facilitation, interference, and control) to inspect the interaction (facilitating or interfering) 
of the sensorimotor groundings of action verbs and body movements.  
 
Table II-4 Three conditions and six combinations of motor response task 
Condition Combination occurs when 
  
• Pressing a button with a fingers matched with the preceding 
hand-related verbs or 
Facilitation 
• Stepping on a pedal with the foot is matched with foot-related 
verbs 
  
• Pressing a button with a finger is matched with the preceding 
foot-related verbs or 
Interference 
• Stepping on a pedal with the foot is matched with hand-related 
verbs 
  
• Pressing a button with a finger is matched with the preceding 
non-action verbs or 
Control 




6.1.2.2. Response time on the motor-response task 
The second measure of the motor response task was RTs, which measured how fast the 
participants responded to the target words. The RT results were expected to provide 
behavioral evidence that the verbs associated with different body parts activate parts of the 
motor area engaged in the movement of the corresponding body parts and facilitate or 
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inhibit motor responses of the corresponding body part. The mean RT of the three 
conditions were analyzed through an analysis of variance (ANOVA), and a Greenhouse-
Geisser epsilon were applied to adjust the statistical results because the data were collected 
with a within-subjects design.  
 
6.2. EEG data  
The procedures for EEG data collection and analyses followed the guidelines and the 
recommendations of Picton et al. (2000), Luck (2005), and Handy (2005). The three kinds 
of EEG data analysis methods were used in the current study: Event Related Potential 
(ERP) component analysis, EEG topographic analysis, and EEG source localization with 
LORETA (Low resolution brain electromagnetic tomography). The ERP components were 
used to examine the effect of language (L1 vs. L2) and lexicality (Word vs. Non-word) in 
terms of amplitudes and temporal points of ERP components. The EEG topographic 
analysis and EEG source localization with LORETA are methods for spatiotemporal 
analysis, which provide information on intracranial neural activations that are sources of 
scalp electric signals. In particular, a global map dissimilarity measure (GMD) for 
topographic analysis was used to examine whether neural-configuration changes occur 
between word categories. Additionally, an EEG source-localization technique with 





6.2.1. Spatiotemporal analysis of EEG data 
Compared to fMRI or PET scans, which have high spatial resolution, EEGs have been 
considered to have poor spatial resolution, although EEGs have the advantage of better 
temporal resolution. And some researchers (e.g., Luck, 2005) are skeptical about EEG 
source localization because of an issue called the inverse problem, which refers to the 
infinite numbers of different cortical source configurations that produce specific scalp-
voltage topography. On the contrary, Michel and Murray (2012) asserted that EEG is 
highly underestimated, and that the traditional way of conducting an EEG analysis ignores 
the spatial aspects of the signal because “EEG can provide reliable information about the 
neuronal activity in the brain and the temporal dynamics of this activity in the millisecond 
range” through proper sampling and correct analyses of the electric field. Therefore, 
different cortical source localization methods have been proposed and have improved the 
spatial resolution of scalp EEG (Yao & Dewald, 2005; Luck, 2005). The EEG source 
localization methods are basically the EEG data analysis tools to calculate the estimates of 
the electric neural activities in the brain by deconvolving the scalp EEG recordings, and 
the spatial resolution has been improved from centimeter scale on the scalp to millimeter 
scale on the cortex (Yao & Dewald, 2005; Slotnick, 2005).  
The current study used two spatiotemporal analysis methods of EEG data to 
investigate the links of action verbs and their neural correlates: (a) the topographic analysis 
with a GMD measure (e.g., Brunet, Murray, & Michel, 2011; Murray, Brunet, & Michel, 
2008; Lehmann & Skrandies, 1980) and (b) a source localization analysis with LORETA 
(Murray et al., 2008; Pascual-Marqui et al., 1999). The GMD is a measure to compare two 
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scalp electric topographies and reflects differences or changes in topography of scalp 
potentials.  And the two different topographies from two conditions can be interpreted as 
the evidence that the two kinds of stimuli in the separate conditions activated different 
configuration of the neuronal sources. To obtain more direct spatial information regarding 
neural correlates of different action verbs, the LORETA was used as an EEG source 
localization method. The LORETA method was able to locate temporal points when the 
verb groups create significantly different neural activation at regions of the sensorimotor 
cortex.  
 
6.2.1.1. Topographic analysis: Global map dissimilarity measure (GMD) 
EEG topographies refer to the potential isocontour maps on the scalp. A traditional 
analysis of ERP waveforms focuses on changes in amplitudes of the potentials at certain 
electrode positions and interprets those changes as a result of engagement of a particular 
cognitive function at the temporal points. In contrast, EEG topographies indicate 
differences or changes in the spatial configurations of intracranial current sources 
(McCarthy & Wood, 1985), and a topographic analysis of an EEG allows researcher to 
explore whether the tasks from different conditions and activate different functional links 
in the studied brain areas (Khateb et al., 1999). The topographic analysis provides 
spatiotemporal information of the EEG signals by exploring the moments when different 
neuronal populations become activated in the brain.  
There are two significant advantages of a topographic EEG analysis. Although it 
provides a direct interpretation on the spatial properties of scalp EEG data and is 
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considered to be a precursor to source localization, a topographic analysis does not suffer 
from the inverse problem that all other source-localization methods encounter. The other 
advantage is that a topographic analysis of the scalp’s electrical field is completely 
reference independent. Unlike the methods that analyze the EEG or ERP waveforms, for 
which shapes change depending on selection of the reference electrode for EEG recording, 
analysis methods on EEG topographies are not affected by differences in referencing 
methods (Brunet et al., 2011; Murray et al., 2008).  
The proposed study will basically follow the procedure of topographic ERP 
analyses that was suggested by Murray et al. (2008) and Brunet et al. (2011). Additionally, 
GMD was used as a measure to assess the magnitude of topographic differences of scalp-
potential maps. Lehmann and Skrandies (1980) first introduced the GMD, and Brunet et al. 




where  is the voltage at map  at the electrode ,  is the voltage of map  at the 
electrode ,  is the average voltage of the all electrodes of map ,  is the average 
voltage of the all electrodes of map , and  is the total number of electrodes.  
 
The GMD is an index of configuration differences between two electric fields. As 
shown in the definition above, the GMD is the square root of the mean of the squared 
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differences between the potentials measured, normalized at each electrode. The value of a 
GMD varies from 0 (for the two equivalent maps) to 2 (for the two maps with same 
topography but reversed polarity; Brunet et al., 2011).  
Although the GMD provides a single number of parameters to indicate the degree 
of configuration differences between the two topographies, the statistical analysis of a 
GMD is not so straightforward. Because the GMD produces only one measure by 
comparing the topographies of two conditions, means and standard errors of the different 
conditions or their populations cannot be calculated. Therefore, scholars (e.g., Brunet et al., 
2011; Murray et al., 2008; Khateb et al, 1999) have suggested using nonparametrics tests 
that are based on Monte-Carlo bootstrapping methods. All the procedures for the 
topographic analysis of EEG maps, including a nonparametric statistical analysis and 
GMD calculations, were implemented with CARTOOL software 
(BrainMapping.unige.ch/cartool), a free academic software package for conducting 
spatiotemporal analyses of multichannel EEGs. The proposed study will follow Brunet et 
al.’s (2011) guidelines for the topographic analysis.   
 
6.2.1.2. LORETA: EEG source localization   
The current study used LORETA, one of the EEG source localization methods. Unlike the 
dipolar models that locates small number of dipoles as current sources in the brain5 
(Michel et al., 2004), the LORETA assumes the neural sources of the scalp electric field 
are distributed in the gray matter of the brain and estimates the 3-D distribution of neuronal 
                                                     
5 The dipolar source localization methods have a problem to determine the exact number of 
dipole sources a priori (Michel et al., 2004). 
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activities in the whole brain at each EEG sampling point (Brunet et al., 2011). LORETA 
uses the Laplacian Weighted Minimum Norm as a basic algorithm for estimation and adds 
neuroanatomical and electrodynamical constraints of the brain to enhance accuracy of the 
estimation model (Pascual-Marqui et al, 1999; 2002). The first constraint taken by 
LORETA is a neuroanatomical finding that most of the electric signals detected at the 
scalp EEG are generated by the pyramidal neurons at gray matter of the brain. Based on 
this constraint, the solution points are placed on the approximate space of gray matter of 
the standard brain, which determines their location and distances between themselves and 
from the scalp electrodes. The second constraint of the LORETA is a finding drawn from 
the electrodynamics of the brain and provides the characteristic algorithm for LORETA. 
Specifically, the neuronal sources of the scalp electric field are synchronized in terms of 
orientation and strength between neighboring neurons. The assumption of maximum 
synchronization between neighboring neuronal population of the LORETA help to 
calculate more stable and robust inverse solutions which are less affected by noisy signals. 
However, it may cause over-smoothed solutions and result in a rather blurred localization 
(Michel et al., 2004). Since Pascual-Marqui and his colleagues introduced the LORETA in 
1994, the localization accuracy of the LORETA was validated through many empirical 
studies by comparing LORETA localization with fMRI results (e.g., Seeck et al., 1998), 
PET studies (e.g., Pizzagalli, Pascual-Marqui, Nitschke, Oakes, Larson, Abercrombie, 
Schaefer,  Koger,Benca, & Davidson, 2001), and other EEG localization methods. 
The whole procedure required for the source localization analysis for the current 
study was processed on a platform software for EEG data analysis, CARTOOL. The 
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CARTOOL is developed and distributed by the Brunett and his colleagues in the 
Functional Brain Mapping Lab of the University of Geneva, Swiss (Brunett et al., 2011). 
The LORETA algorithm imbedded in the CARTOOL estimates electric activities at 4985 
solution points (or voxels) distributed on cortical gray matter and hippocampi. The SMAC 
(Spherical Model with Anatomical Constraints) head model and 3-shell (scalp, skull, and 
brain) model were used to calculate the inverse solutions. These inverse solutions were 
stored as matrices and the results of statistical analysis were displayed on the MNI 
(Montreal Neuroscience Institute) standard template brain MRI. The CARTOOL provided 
a statistical tool of paired sample t-tests of the inverse solutions from two conditions. The 
results of t-test were marked with colors at the solution points where p-values is less than 
0.05 (p<0.05). 
 
6.2.1.3. Regions of Interest for LORETA 
The regions of interest (ROI) in the current study were sensorimotor cortex or pre- and 
post-central cortices of the brain. In particular, the regions of the sensorimotor cortex 
associated with foot movement or hand movement were expected to show differential 
neural activations to Foot-related and Hand–related action verbs (Hauk et al, 2004; 
Pulvermüller et al, 2001).  
 
6.2.2. ERPs components of interest 
Averages of ERPs were calculated for each individual participant, electrode, and word 
category. Time windows for analyses were determined and selected based on the 
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prominent peaks identified in the grand mean ERP, collapsed across all conditions. The 
mean amplitude for each time window were used as a dependent variable because this 
measurement has several advantages over peak amplitude, such as a narrower 
measurement window and lower sensitivity to high-frequency noise and different numbers 
of trials (Luck, 2005). The 14 electrodes located on central area of the scalp (Cz and 
neighboring 13 electrodes) were selected for creating ERP waveforms. Among the ERP 
components, the proposed study examined the N1, P2, and P3 component.  
The visual N1 wave is the first major ERP component with negative polarity and 
reaches its peak between 100 ms and 200 ms after stimulus onset. This component is 
known to reflect spatial attention and discriminative processing (Luck, 2005). Given the 
increasing number of neuroimaging studies that have observed that single words are 
processed within 200 ms of stimulus onset (e.g., Amsel, 2011; Shtyrov, 2011), the N1 
wave was expected to reveal characteristics of early cognitive processing of word meaning. 
Shtyrov, Nikulin, and Pulvermüller (2010) found that, as early as 90 to 140 ms, the brain 
responds to known words, newly learned pseudowords, and novel pseudowords differently. 
Hauk, Coutout, Holden, and Chen (2012) observed the earliest ERP differences for lexical-
decision and semantic-decision tasks occurred between 150 and 200 ms, whereas the peak 
of the overall signal strength reached 300 to 400 ms, the ERP component, P2 that peaks 
around 200 ms after stimulus on-set and P3 that reaches its peak between 250~500 ms after 
stimulus onset. In particular, the P3 component known to reflect stimulus categorization at 
oddball paradigm was expected to differentiate language effect (L1 word vs. L2 word) and 






1. Achievements of L2 learning 
The participants in the current study had three 20-minute-long L2 word learning sessions 
and three short quizzes at the end of each session. They were expected to memorize over 
90% of the words before they started experimental measurements. Most of the participants 
in the experiment reached over 90% of learning achievement (except one participant who 
was excluded from the analysis due to low score at quizzes) by the end of the third learning 
session, with an average score above 98 %. The specific results of all the quizzes are 
presented at Table III-1. 
 
Table III-1 Scores in percentage of the quizzes at L2 learning sessions  
Learning 
sessions Session 1 (15 words) Session 2 (15 words) Session 3 (30 words) 
Quiz types L2L1* L1L2** L2L1 L1L2 L2L1 L2L1 
Scores (%) 92.3 87.2 94.9 92.3 98.1 98.6 
* At the Quiz type L2L1, participants are given a list of L2 words and asked to write 
corresponding English words. ** At the Quiz type L1L2, participants are given a list of 






2. Results of the behavioral measure 
The current study used a lexical decision task to have the subject decide whether the 
stimulus presented on the screen was a meaningful word (either English word or L2 word). 
This served as  a behavioral measure. Accuracy rates and mean response times within a 
condition for each subject were calculated and analyzed.   
 
2.1. Accuracy 
Most of the participants scored between 28 and 30 in the 12 conditions and one participant 
score 26 out of 30 trials at one condition (L1-Pedal-Foot verbs). The mean accuracies in 
percentage for the 12 conditions are illustrated at Figure III-1. The mean accuracies of the 
different conditions were all very high above 98% and there were no significant 




Figure III-1 Mean accuracies for the 12 different conditions 
 
The rate of false positive was also examined because the type of the task is a Go/No-go 
task, where the participants respond to only one type of the stimuli. It is necessary to verify 
whether the high accuracy rates were due to high false negative answers or due to high 
sensitivity to the stimuli. The d’ (d prime) was calculated with hit rate and false positive 
rate of the task as an index of participants’ sensitivity to the stimuli. The overall hit rate 
and the overall false alarm rate were 0.991 and 0.015 respectively and d’ was 4.563, 
meaning that the distribution of the two are quite significantly distinct. Participants 




Table III-2 Statistics of Accuracy and RTs for behavioral measure from the different 
conditions 
Accuracy (%) RT (ms) 
Language Input Types Word groups Mean S.D. Mean S.D. S.E. 
Foot-related 99.7 1.0 410.406 44.474 13.409 
Hand-related 100 0 415.568 45.761 13.797 Button 
Abstract-related 99.09 2.2 402.370 41.199 12.422 
Foot-related 97.58 4.2 480.870 50.050 15.091 
Hand-related 99.09 1.6 479.843 59.118 17.825 
English 
Pedal 
Abstract-related 98.48 1.7 478.238 56.465 17.025 
Foot-related 98.67 1.7 455.808 54.482 16.427 
Hand-related 99 2.2 459.586 46.959 14.159 Button 
Abstract-related 99.33 1.4 456.605 50.746 15.300 
Foot-related 99.67 1.1 515.336 54.565 16.452 
Hand-related 99.67 1.1 525.332 55.175 16.636 
L2 
Pedal 
Abstract-related 99.67 1.1 529.506 55.102 16.614 
 
 
2.2. Response times (RTs) 
 
2.2.1. Interaction effects of three factors: Language, response modality, and verb groups   
A multivariate analysis of variance with repeated measures was applied to the response 
times from the behavioral measure of the lexical decision task under twelve different 
conditions. The analysis was generated in combination with three main factors; language 
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(L1 or L2), response modality (button press or foot pedal) and verbs groups (foot-related, 
hand-related or abstract non-action verbs). Table III-2 presents the mean RTs, standard 
deviations, and standard errors from the twelve conditions. There was no three way 
(language × input types × verb groups) or two-way (language × input types, input types × 
verb groups, or verb groups × language) interaction effects among the three factors. 
However, the main effect of language and input types were observed to be significant, 
F=24.502, p=.001 and F=37.295, p<.001 respectively. The mean RTs to English (L1) 
words (Mean=444.549, S.E.=13.730) were significantly faster than the mean RTs to L2 
words (Mean=490.362, S.E.=13.605). In addition, the participants consistently responded 
faster with the button pressing using a finger (Mean=433.391, S.E.=13.268) than with a 
foot pedal (Mean=501.521, S.E.=14.730). The figure III-2 illustrates comparisons of mean 
RTs and standard errors from three verbs grouped along with the language factor and input 




Figure III-2 Mean response times and standard errors to three kinds of verbs at different 
conditions of language and response modality 
 
2.2.2. Results of the planned comparisons between two verb groups 
Paired t-tests were applied to the twelve pairs of mean RTs from the different verbs groups 
clustered within the four conditions, which had been generated by the combinations of 
language and response modality. In the condition of L2 and foot pedal, the mean RTs to 
foot-related verbs were significantly faster than both to hand-related verbs and to abstract 
verbs, t=-3.986, p=.003 and t=-3.589, p=.005, respectively. The mean RTs to hand-related 
verbs were faster than for the abstract verbs but the difference was not statistically 
significant, t=-1.463, p>.05. The specific results of the twelve paired sample t-tests 
comparing the mean RTs of the different verbs groups are summarized in Table III-3. 
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Table III-3 Results of paired sample t-tests comparing mean RTs of two conditions 
95% Confidence 
Interval of the 





Mean Lower Upper 
t d.f. 
Sig.      
(2-
tailed) 
L2BtFoot - L2BtHand -3.778 29.092 8.772 -23.323 15.766 -0.431 10 0.676 
L2BtFoot - L2BtAbst -0.797 25.552 7.704 -17.963 16.370 -0.103 10 0.92 
L2BtHand - L2BtAbst 2.982 19.475 5.872 -10.101 16.065 0.508 10 0.623 
L2PdFoot - L2PdHand -9.996 8.318 2.508 -15.584 -4.408 -3.986 10 0.003 
L2PdFoot - L2PdAbst -14.170 13.094 3.948 -22.967 -5.374 -3.589 10 0.005 
L2PdHand - L2PdAbst -4.174 9.465 2.854 -10.533 2.184 -1.463 10 0.174 
L1BtFoot - L1BtHand -5.162 8.972 2.705 -11.190 0.865 -1.908 10 0.085 
L1BtFoot - L1BtAbst 8.036 16.919 5.101 -3.331 19.402 1.575 10 0.146 
L1BtHand - L1BtAbst 13.198 22.488 6.781 -1.910 28.306 1.946 10 0.08 
L1PdFoot - L1PdHand 1.027 15.853 4.780 -9.623 11.677 0.215 10 0.834 
L1PdFoot - L1PdAbst 2.631 31.868 9.609 -18.778 24.040 0.274 10 0.79 
L1PdHand - L1PdAbst 1.605 24.176 7.289 -14.637 17.846 0.22 10 0.83 
 
 
3. Results of electrophysiological measures  
 
3.1. Analysis on ERP components 
ERP components observed at the montaged electrodes on the central area of the scalp (Cz 
and neighboring 14 electrodes) were examined. The ERP waveforms were derived from 8 
word conditions and are illustrated in Figure III-3. The N1, P2, N2, and P3 components 
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were observed and multivariate ANOVA with repeated measures was applied to examine 
the effect of languages (L1 vs. L2) and lexicality (words vs. non-words) on ERP 
components. The brain activations to the stimuli from different conditions were similar 
during early stage of the processing. However, there was an interesting result observed 
when the peak time of P3 for L1 and L2 were compared. Referring to the Figure III-3, we 




Figure III-3 ERP waveforms of four word conditions (Blue solid line for L1 words, Red 
solid line for L2 words, Blue dashed line for L1non-words, and Red dashed line for L2 
non-words condition). The two time windows for P3 components of L1 and L2 were 
marked with yellow box. The epochs that have the eye-blinks artifacts after 510 ms were 





3.2. Results of source localization analysis 
 
3.2.1. Topographic Analysis 
 
3.2.1.1. Differential neural activation observed in terms of different scalp electric fields  
Two topographic maps of scalp electric fields that were produced during Foot and Hand 
related verb readings were compared. TANOVA was used to determine whether the two 
topographic maps are significantly different. Figure III-4 provides an example of the 
TANOVA results from the comparison between the topographic maps of L1 Foot related 
verbs and Hand related verbs. Two topographic maps of each sampling point were 
compared with t-test. The p-values were calculated at each sampling point and presented in 
terms of “1-p”.  A significance level of p=.05 was used as a threshold to test for differences 
in the two topographic maps of L1 Foot verbs and Hand verbs.  Significant differences in 
the topographic maps at 162~170 ms after onset of stimulus were observed. The results of 
the topographic analysis for other two pairs of L1 verb groups were summarized at the 




Figure III-4 TANOVA results from the comparison of topographic maps of L1 foot vs. 
hand verbs (The y-axis is "1 - p" scores and x-axis is time after on set of stimuli in 
milliseconds.). 
  
Topographic analysis was also applied to the L2 verb groups to examine whether 
the verbs that acquired their meanings through direct translation (i.e. without providing 
perceptual experience) produced differential neural activation and created different 
topographic maps of scalp electric fields. The two topographic maps of scalp electric fields 
at each sampling point generated by the L2 Foot related verb and the L2 Hand related 
verbs were compared with TANOVA. The results are illustrated at the Figure III-5. When 
p=.05 was applied as a threshold to test whether the two topographic maps of L2 Foot 
verbs and Hand verbs, I observed significant difference in the topographic maps at two 
temporal windows; the earlier one at between 110~126 and the later one at between 
470~494 ms after onset of stimulus. The TANOVA results for the L2 Foot verbs and L2 
Hand verbs provide evidence that different configurations of the neuronal activations were 
created by the two groups verbs in which new meanings were acquired through direct 
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translation and without perceptual experience. In addition, the results of the topographic 
analysis on other two pairs of L2 verb groups are summarized in Table III-4.  
 
 
Figure III-5 TANOVA results from the comparison of L2 Foot verbs vs. Hand verbs (The 
y-axis is "1 - p" scores and x-axis is time after onset of stimuli in milliseconds.). The 
temporal points with p<.05 are marked with red circles. 
  
3.2.1.2. Temporal guidelines for the LORETA analysis  
The results of topographic analysis provide crucial information regarding temporal points 
and guide where LORETA analysis should be applied to examine the regions of the brain 
activated by the stimuli. Out of the 21 time windows from the TANOVA results (refer to 
Table III-4), 9 time windows were selected because differential neural activations at ROIs 
were observed. The time window between 42~66 ms was excluded because it is too early 
for perceptual processing and opposite activation patterns were observed here (i.e. more 
activations for abstract verbs at the ROIs). In addition, the time frame of 470~486 ms was 
also excluded because this time frame is later than mean RTs for L2 at the behavioral task. 
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The remaining time windows from the TANOVA results were 126~134 ms (L2), 162~166 
ms (L1), 162~170 ms (L1), 310~322 (L1), 314~326 ms (L1), and 342~378 ms (L2). 
 
Table III-4 Summary of topographic analysis and the results of LORETA analysis for pre- 
and post-central gyrus 
Language Comparisons Time windows (ms) The ROIs with differential neural activations at LORETA 
Foot vs. Hand 162~170       Right Postcentral Gyrus 
162~166 Right Postcentral Gyrus 
314~326* Left Precentral Gyrus  Left Postcentral Gyrus 
402~434  
Foot vs. Abstract 
434~466  
310~322* Left/Right Precentral Gyrus Right Postcentral Gyrus 
370~386 Right Postcentral gyrus (Hand) 
L1 
Hand vs. Abstract 
446~454  
110~126  




342~378* Right Precentral Gyrus 
390~410  
414~470  
Foot vs. Abstract 
474~498  
42~66** Left and Right Postcentral Gyrus 
126~134* Left Precentral Gyrus 
L2 
Hand vs. Abstract 
470~486 Left Precentral Gyrus Left Postcentral Gyrus, 
* These time windows were used as criteria to decide temporal points for the LORETA 
analysis. ** The result of TANOVA is larger than threshold but the neural activation 




The time window of 126~134 ms was selected for the LORETA analysis for early 
processing because significantly differential neural activations were observed in this period 
for all the ROIs in all the contrasting conditions. The time windows for L1 late processing, 
was selected as 318~322 ms because the differential neural activations at the ROIs at all 
the three L1 verb contrasts were consistently observed during this period. The time 
window for L2 late processing is 342~364 ms, a part of the 342~378 ms taken from the 
contrast of L2 Foot vs. Abstract verbs. When this time window was applied to all three L2 
verb contrasts, differential neural activations were consistently observed at the 
sensorimotor cortex of the brain. In summation, the selected time windows for the 
LORETA analysis are 126~134 ms for early process at both L1 and L2, 318~322 ms for 
L1 late processing and 342~364 ms for L2 late processing. The rules to select the time 
windows were discussed in detail later at Chapter V.  
 
3.2.2. LORETA results  
 
3.2.2.1. Differential neural activation at ROIs by L1 Foot verbs and Hand verbs  
As guided by the temporal information from the results of TANOVA for L1 Foot related 
verbs vs. Hand related verbs, the neural activations at cortical region caused by the two 
verb groups were estimated by the LORETA and the amplitudes of the brain activities of 
the ROIs at time frame between 126~134 ms after on set were compared. In The Figure 
III-6, regions where the Foot related verbs elicited significantly larger neural activations 
are marked in red and regions where Hand related verbs elicited significantly larger neural 
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activations are shown in purple on the MNI standard brain and brain slices. The Foot 
related verbs activated larger neural activation at the central and dorsal region of 
postcentral gyrus in right hemisphere that is associated with Foot movement. And the 
regions of the sensorimotor cortex (Left post-central gyrus) associated with hand 
movement were observed to be activated more by the Hand related verbs than Foot related 
verbs at this time frame.  
 
 
Figure III-6 LORETA results of the comparisons of the neuronal activations (p<.05) 
elicited by L1 Foot related verbs vs. Hand related verbs at the time windows of 126~134ms 
after stimulus onset. The areas at the post-central gyrus marked with purple circle are the 
cortical region where more brain activations by Hand related verbs and associated with 
hand movement. 
 
The differential involvement of the regions of the somatomotor cortex by the two action 
verb groups associated with Foot movement and Hand movement were observed at the 
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LORETA results on the later time frames between 318~322 ms. The neuronal activations 
at the region in the sensorimotor cortex associated with foot movement were significantly 
larger for the Foot related verb reading while the region of the sensorimotor cortex 
associated with Hand verbs was activated significantly more by Hand verb reading. The 
regions with significantly different brain activations are marked with red circles (indicating 
larger activation by Foot verbs) and purple circles (indicating larger activation by Hand 
verbs) in Figure III-7.  
 
 
Figure III-7 LORETA results from the comparisons of the neuronal activations (p<.05) by 
L1 Foot vs. Hand verbs at 318~322 ms after stimulus onset. The areas at the precentral 
gyrus marked with red circle are the cortical regions where more brain activations by Hand 





3.2.2.2. Differential neural activation at ROIs by L2 Foot verbs and Hand verbs  
 
3.2.2.2.1. LORETA results: L2 Foot related verbs vs. L2 Hand related verbs 
The LORETA analysis was applied to compare the neuronal activations at the 
sensorimotor areas elicited by the two L2 action verb groups. The two temporal windows 
for the LORETA were 126~134 ms and 342~364 ms after stimulus onset. There were no 
differential neural activations between the two groups of action verbs observed at the 
sensorimotor cortex (see the dorsal and lateral regions of the brain slides on the second row 
in the Figure III-8; the regions in the orange square). 
 
 
Figure III-8 LORETA results of the comparisons of the neuronal activations (p<.05) 
elicited by L2 Foot related verbs vs. Hand related verbs at the time windows of 126~134 
ms after stimulus onset. The dorsal and lateral regions of the brain slides on the second row 
(refer to the regions in the orange square) are representing approximate locations of the 





3.2.2.2.2. LORETA results: L2 Action (Foot or Hand related) verbs vs. Abstract non-
action verbs 
An additional analyses comparing the L2 Foot related action verbs with L2 non-action 
abstract verbs and comparing the L2 Hand related action verbs with L2 non-action abstract 
verbs were executed to explore the reason why no significant differential neuronal 
activations in the sensorimotor cortex were found in the comparison of L2 Foot and Hand 
related action verbs. As illustrated in the Figure III-9, the brain regions in the sensorimotor 
cortex were activated by two kinds of action verbs (both of Foot related and Hand related 
verbs) significantly more than by the non-action abstract verbs. The regions activated by 
the two action verbs appear to overlap each other at both temporal points and this may be 
the reason that there was no differential activation at the sensorimotor cortex when the 




Figure III-9 LORETA results from the comparisons of L2 Action verbs (Foot related and 
Hand related) vs. Abstract NonAction verbs at 126~134 ms (Blue circles) and 342~364 ms 
(Green circles). The regions with significantly different neuronal activations (p<.05) were 
marked red on the brain slices representing pre- and post-central gyrus (three columns in 
the middle). The first two rows are presenting the results from the comparisons between 
Foot related action verbs and non-action abstract verbs while the remaining two rows are 
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1. Summary and conclusion 
 
1.1. Symbol grounding and symbol grounding transfer: L1 and L2 action verbs 
The current study examined the behavioral evidence and neural correlates of symbol 
grounding for action verbs in entrenched native verbs forms and tested whether the 
somatosensory groundings of the symbols transfer to novel verb forms that are acquired as 
explicit translations of the existing verbs. Two types of English action verbs (Foot-related 
and Hand-related verbs) and abstract Non-action English verbs (L1) were used at stimuli 
for native verbs forms. Subjects acquired the meaning of the randomly selected novel verb 
forms (L2) from non-words groups through direct matching with English verbs.  
The reason why the Foot related action verbs and Hand related action verbs were 
chosen as probing stimuli is because the links between the words and the brain regions 
relevant to their meaning have been well examined and circumscribed by previous studies 
(Bedny and Caramazza, 2011; Pulvermüller et al., 1999). Pulvermüller and his colleagues 
(e.g., Pulvermüller et al., 2001; Hauk & Pulvermüller, 2004; Hauk et al., 2011) used 
different categories of action verbs referring to feet, hand, or face movement to examine 
word’s embodied groundings. The findings from the previous studies on the links between 
L1 verbs and the regions associated with different body parts in sensorimotor cortex were 
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used as a reference to examine the phenomenon of symbol grounding transfer at the 
situation of L2 word learning. 
 
1.2. L2 learning sessions 
The participants of the study acquired the meaning of the novel verbs forms through 
computerized L2 learning material.  For each new L2 verb, three English sentences were 
provided to model the meaning and context of the corresponding of L1 English verb.  
Perceptual experiences were not provided during the learning activities since one of the 
goals of the current study is to examine whether neurophysiological groundings of the 
elementary symbols transfer to the new L2 verbs, a concept which Cangelosi et al. (2002) 
refers to as a “borrow[ing]” of the perceptual groundings from L1 verbs (Cangelosi et al., 
2002). Breaks of short and long (Davachi, 2006) duration were included during learning 
sessions to enhance memory consolidation. The learning sessions took place over two days 
in order to include sleeping time (Stickgold and Walker, 2007) between memory tasks (i.e. 
two learning session on day one were followed by a third learning session on day two).  
Four kinds of short activities were administered and immediate feedback was provided for 
learners’ incorrect answer (Dihoff, Brosvic, and Epstein, 2003).  These design details were 
implemented in the L2 learning material to increase participants’ engagement and memory 
during L2 learning.  Each L2 learning session involved memorizing 30 new (L2) words 
and their corresponding (L1) meanings. Participants successfully memorized almost all the 
30 words with only three 20 minutes learning sessions. On average, participants scored 
with over 98% accuracy when administered three recall tests asking them to write the 
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corresponding English L1 word given L2 word and asking them to write the corresponding 
L2 word, given the English L1 word.  The high rate of L2 word memory demonstrated 
successful L2 learning of the participants and proved that the participants were well 
prepared for the examination of behavioral and neurophysiological responses to L2 words 
meaning.  
 
1.3. The behavioral facilitation and interference effect 
Glenberg et al. (2007) and Sato et al. (2008) found that facilitation or interference effects 
exist for action verbs that are associated with the movement of specific body parts. The 
current study observed the responses produced by foot and hand to Foot-related action 
verbs and Hand-related action verbs by recording accuracy and response times during a 
lexical decision task. It was expected that reading an action verb would activate the neural 
regions associated with the body parts associated with the verb. It was also expected the 
verbs would facilitate the responses with a response modality that is congruent with the 
verbs in terms of associated brain regions in sensorimotor cortex  (e.g., pressing foot pedal 
for a foot verb) and that interference would occur in response times of word identification 
tasks that required responses with the response modality that is congruent with the verbs in 
terms of associated brain regions in sensorimotor cortex (e.g., pressing a finger button for a 
foot verb).  
The results of multivariate ANOVA with repeated measure on accuracy failed to 
provide clear and confirming evidence on this research hypothesis. There were no 
significant differences between the accuracies from all conditions. The accuracy was very 
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high in all conditions over 96~100%. One of the most commonly used signal detection 
theory measures of sensitivity, d’ (d prime), was calculated to examine participants’ 
sensitivity to the stimuli (Stanislaw & Todorov, 1999). It was possible for a participant to 
receive a high score by inattentively pressing a button for all the stimuli because the 
current study used a Go/No-Go type task (or Yes/No type; i.e. response to a word or no-
response to non-word). However, when the measure of signal detection theory, d’ was 
calculated using hit and false alarm rates of the conditions, it turned out that d’ for overall 
trials was quite large (4.563) and the participants were able to discriminate the stimuli at a 
reliable level. 
Facilitation and interference effect of action verbs on the behavior response was 
expected at the response times (RTs) of different conditions as well. However, the results 
of multivariate ANOVA with repeated measure on the RTs to the different verbs groups 
did not provided any interaction effect between language (L1 and L2), response modality 
(finger button press and foot pedal press) and verb groups (Foot related, Hand related, and 
Abstract verbs). There were significant effects of two main factors (language and response 
modality). The participants consistently responded faster to the L1 English verbs than to 
the L2 verbs and responded faster with finger-pressing button box than foot-pressing pedal, 
but the verbs groups did not make significant differences in response times. The mean RTs 
at the condition of L1 and button press was fastest and the mean RTs at the condition of L2 
and foot-pedal was slowest.  
One interesting result was observed at the slowest RT condition, the condition of 
foot-pedal pressing to L2 words. When the RTs to the three verbs groups (Foot-related 
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action verbs, Hand-related action verbs, and Abstract non-action verbs), the facilitation 
effect of Foot related verbs was observed. The RTs of foot pedal pressing to L2 Foot-
related verbs were significantly faster than both L2 Hand-related verbs (p=.003) and 
abstract verbs (p=.005) at the paired t-test. This result is consistent with the research 
hypothesis and provides partial evidence supporting the assumption that the Foot-related 
action verbs have close link with sensorimotor cortex associated with foot movement and 
reading those verbs will facilitate corresponding body movement. This result is congruent 
with the previous studies. Meister et al. (2003) and Oliveri et al., (2004) observed faster 
lexical decisions on the different action verbs related with arm or foot movement when the 
participants had neural stimulation by TMS on their motor cortex. In addition, Ansorge et 
al. (2010) also observed faster body response when they had congruent spatial words as 
subliminary primes. Based on the previous studies supporting the links between meaning 
of word and motor response, it was expected that reading action verbs would affect 
response times of body movement. 
 
1.4. Neural activations at sensorimotor cortex: Neurophysiological evidence of the link 
between language and body 
The research questions of this study are (1) whether there is neural activation of non-
linguistic areas of the cortex (sensorimotor cortex) that are linked to the meanings of the 
action verbs, and (2) whether the neural symbol grounding in entrenched native language 
verbs also occur in the symbols that are newly acquired translations of the meanings of the 
native verbs. The answers to the first research question have been provided theoretically 
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(e.g., Barsalou, 1999; 2010, Harnad, 1999, Pulvermüller, 1999) and empirically (e.g., Hauk 
and Pulvermüller, 2011; Hauk, Johnsrude, and Pulvermüller, 2004).  In particular, 
Pulvermüller et al. (2001) observed electrophysiological responses to Foot and Hand 
related verbs using 60-channel EEG system and found differential brain activations to the 
Head, Arm, and Leg-related verbs by means of current source density method (CSD 
method). The CSD is one of EEG data analysis method that sharpens the distributions of 
scalp electric fields and estimates the electric sources of cortical surface (Tenke & Kayer, 
2012; Slotnick, 2005; Kayser, Tenke, Gil, & Bruder, 2010). The current study used a more 
sophisticated source localization method (LORETA) to estimate neural activations in the 
gray matter and hippocampus (Pascual-Marqui et al., 1999; 2002). LORETA estimated 
neural activations on 3D-grid of 4985 solution points aligned on gray matter of the brain 
and the results were superimposed on the MNI standard brain obtained from CARTOO 
software (Brunet et al., 2004). In addition, the current study used the source localization 
with LORETA, to locate the regions of the sensorimotor cortex of which significantly 
large neural activations were stimulated by the two kinds of L2 action verbs (Foot-related 
L2 action verb and Hand-related L2 action verbs) to test Harnad (1990)’s hypothesis of 
symbol grounding transfer.  
Before looking at the brain regions that presented differential neural activations 
with different verb groups, it is important to decide which focal temporal points process 
cognitive functions associated with regions of interest in the brain. The current study used 
the result of Topographic analysis with TANOVA to select candidate time windows 
because TANOVA locates temporal points when two electrophysiological fields are 
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significantly distinct from each other (Santis et al., 2007; Brunet et al., 2011). However, as 
shown in Table III-4 of the TANOVA results, the time windows drawn from multiple 
comparisons are inconsistent across the different comparison conditions. Furthermore, they 
also reflect the differential configuration of intracranial neural activations cause in the 
regions of the brain other than the sensorimotor cortex. Therefore, it was necessary to 
decide the criteria for selection of time windows from the features of EEG waveforms 
measured at word processing and the results of ERP component analysis of the current 
study.  
 The previous studies with EEG on the word processing provided important 
guidelines for selecting temporal points for source localization analysis.  
1) All the three kinds of action verbs create temporally similar processing 
stages at their ERP waveforms, ex. N1, P2, P3, and N400 (Hauk et al., 
2008) 
2) The visually presented words are processed as early as around 110~200 
ms (e.g., MacGregor et al., 2012; Michel, Seeck, and Murray, 2004; 
Pulvermüller et al., 2001) 
3) The second (or late) lexical processing is observed at the latency of P3 
component (300~400 ms) when lexical decision tasks were given 
(Pulvermüller et al., 2001) 
In addition, the results of ERP component analysis on the L1 and L2 of the current 
study also provided important features of the L1 and L2 word processing. The ERP 
waveforms comparing neural activations suggested temporal discrepancies between second 
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processing phases of L1 and L2 words.  The P3 peak for the L1 was evoked earlier than 
that of L2 words. However, the early processing phases that were represented as P2 for 
both L1 and L2 occurred at similar temporal points. Based on the features suggested by the 
previous ERP studies and the ERP waveforms for L1 and L2 words of the current study, 
two criteria for the selection of the time windows were withdrawn:  
 
A. To look for two temporal points, an early window at the latency between 
100~200 ms and a late window at the latency between 300~400 ms.  
B. The window for late processing for L1 will be faster than time window for L2  
 
The criteria A and B were applied to the time windows listed at the TANOVA 
results and selected the three time windows: an early time window (126~134ms) for both 
L1 and L2 and a late time window for L1 verbs (318~322ms) and for L2 verbs 
(342~364ms). At these three time windows, the differential neural activations at 
sensorimotror cortex were observed at all verb groups.  
 
1.5. Neural correlates of the meaning of the L1 Foot related verbs and Hand related 
verbs 
The differential neural activations at sensorimotor cortex were observed when the brain 
activations elicited by L1 Foot related and Hand related verbs were compared. At both 
temporal windows, early (126~134ms) and late (318~322ms), the regions of the 
sensorimotor cortex associated with Hand movement were activated significantly more by 
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the Hand related verbs than Foot related verbs. And the Foot related verbs activated the 
regions of sensorimotor cortex associated with Foot movement at the late time window, 
but not at the early time window. Basically the results of EEG source localization analysis 
are consistent with the previous studies on the relationship between action verbs and neural 
activations at the sensorimotor cortex of the brain (e.g., fMRI studies of Hauk and 
Pulvermüller, 2011; Hauk et al., 2004, and EEG studies of Pulvermüller et al., 2001, and 
Hauk and Pulvermüller, 2004). The current study confirmed the first mechanism for word 
learning at Harnad (1990)’s hypothesis by means of EEG source localization method.    
 
1.6. Neural correlates of the meaning of the L2 Foot related verbs and Hand related 
verbs 
In order to test Harnad (1990)’s symbol grounding transfer hypothesis, the neural 
activations at the sensorimotor cortex elicited by L2 Foot verbs and the L2 Hand verbs 
were examined. If the symbol transfer occurred through the L2 learning session, the 
differential neural activations at the ROIs by the L2 Foot verbs and L2 Hand verbs were to 
be observed as shown at the analysis for the L1 verb groups. However, there were no 
differential activations at both processing phases of early and late (here, 342~364ms) were 
observed at the sensorimotor cortex at the L2 verbs conditions. But, when the neural 
activations by two action verbs were compared with those of the abstract verbs separately, 
there were significant larger activations elicited by both of the action verbs over the 
abstract verbs. This results means that the L2 action verbs have acquired links to 
sensorimotor cortex as the neural groundings of their meaning. The research question 
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regarding to the symbol grounding transfer, or the second mechanism of word learning 
Harnad (1990) suggested, was answered by the neural activations at the regions of 
sensorimotor cortex that were produced by the new L2 verbs. The results of differential 
brain activations created by L2 verbs can be interpreted as the evidence confirming the 
Harnad’s second hypothesis that the new L2 verbs that have acquired meaning through 
mere symbolic translation that do not have any perceptual experience created the same 
links to sensorimotor cortex as their semantic groundings.    
 However, the neural links to L2 verbs do not look the same as those to L1 verbs. 
The location of neural correlates of L2 words and their activation latency were different 
from those of the L1 action verbs. While the L1 verbs activated distinct regions for 
different action verbs, the two L2 action verbs activated similar regions in the sensorimotor 
cortex. This spatial similarity of the neural correlates of the L2 action verbs resulted in no 
differential neural activations at the contrast between Foot related verbs and Hand related 
verbs. And the other feature of L2 verbs distinctive to L1 verbs is the temporally delayed 
activation at the sensorimotor cortex. This temporal discrepancy is consistent with slower 
RTs to L2 words that were observed at the behavioral measure of the current study. The 
differences in the neural and behavioral features between L1 and L2 processing can be 
interpreted as that the meaning of L2 verbs are dependent on the mediation of L1 
translation (Abutalebi, 2008; Kroll and Stewart, 1994). The L2 verbs acquired through the 
symbolic method without perceptual experience failed to create the same neural 
groundings as L1 though accuracy on the memory task was close to perfect scores.  
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By the way, according to Green (2003)’s convergence hypothesis, the differences 
in the behavioral and neural properties of L1 and L2 processing may disappear as 
proficiency on L2 increases. And, Bowden, Steinhauer, Sanz, and Ullman (2013) observed 
native-like brain processing at the university foreign language learners and suggested that 
immersion experience helps to enhance proficiency and create native-like brain processing. 
The results of Bowden et al. (2013) are consistent with embodied cognition theorists’ 
assertion that human cognition is grounded on somatosensory perceptual systems.  
 
2. Discussion on the issues regarding to EEG source localization  
 
2.1. Benefits of the Source Localization 
The brain is a dynamic system that continuously communicates among the neurons or 
neural circuits in its distributed parts, and keeps changing and generating a variety of 
cognitive and behavioral functions. Many techniques and instruments that enable us to 
examine the structures, functions, and mechanism of the brain, have been developed and 
used for the purpose of research and medical practice. One of the most famous and popular 
brain-imaging tool in cognitive neuroscience is functional MRI (fMRI). The fMRI is 
known to provide excellent spatial resolution and presents the neural activations associated 
with cognitive process such as word reading (e.g., Davis, Betta, Macdonal, and Gaskell, 
2009; Takashima, Bakker, van Hell, Janzen, & McQueen, 2014) and decision making (e.g., 
Costumero, Barros-Loscertales, Bustamante, Ventura-Campos, Fuentes, Rosell-Negre, & 
Avla, 2013; Jarcho, Benson, Plate, Guyer, Defloff, Pine, Leibenluft, & Ermst, 2012) on the 
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MRI brain images. However, the fMRI has an important limitation in that it has very 
limited temporal resolution. In other words, though the brain functions very fast and 
dynamically, the fMRI can produce only static data that were collected by a unit of a 
functional trial. Therefore, the researchers who are interested in the temporal aspects of 
cognitive processes of the brain have been using EEG or MEG (e.g., Hauk et al, 2008; 
Hultén, Karvonen, Laine, & Salmelin, 2014; MacGregor et al., 2012) as a tool of brain 
imaging. The tools measuring electromagnetic signals of the brain enables the research to 
observe the changes in the brain within milliseconds of temporal resolution in terms of 
neural oscillations or ERP components (e.g., LaRocque, Lewis-Peacock, Drysdale, 
Oberauer, & Postle, 2013; Ojima, Nakata, & Kakigi, 2005; Rossi, Gugler, Friederici, & 
Hahne, 2006). The researchers who want to investigate dynamic neural connectivity 
between different parts of the brain make use of time frequency based coherence analysis 
of EEG or MEG data measured during the events of interest. Although the method of 
analyzing oscillatory coherence in the parts of the brain is a good source for temporal and 
special information for brain function, the spatial information is limited to the location of 
the electrodes. Since researchers need methods that provide more direct spatial information 
regarding neural activation, in addition to high temporal resolution, a variety of EEG 
source localization methods have been suggested and utilized (Michel et al., 2004). In spite 
of its fundamental issues on inverse problems, researchers developed and refined source 
localization techniques to substantiate results from fMRI studies and neurophysiological 
studies.   
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The current study used LORETA, one of the source localization models that are 
most commonly used to examine the neural correlates of the L1 action verbs and L2 action 
verbs. In spite of several limitations of the methods that will be discussed later, the 
LORETA in the current study provided very promising spatial localization results that are 
consistent with previous studies. The regions that are known to be associated with Foot or 
Hand movement by the Pfenfield’s Homunculus (Scott, 1993) and the fMRI study (Hauk 
et al., 2004), and expected to have differential neural activations caused by the Foot related 
verbs and Hand related verbs (Hauk et al., 2004; Pulvermuller et al., 1999; 2001) were 
correctly located by the LORETA. In addition, Hauk and Pulvermüller (2011) examined 
the lateralization of the motor cortex activation to Hand related action verbs with fMRI 
imaging and found that the region of motor cortex in the left hemisphere associated with 
Hand movement was activated significantly more at the right-handed participants’ 
responses to the hand related action verbs. A similar localization effect was observed at the 
current study where all the participants were right handed (refer to Figure III-4 at Chapter 
III).  
In addition to the relatively accurate spatial information, the EEG source 
localization provides temporal information regarding cognitive processes. Hauk et al. 
(2004)’s fMRI study of action verbs provided specific locations of their neural correlates, 
but was limited in temporal neural activation. However, the source localization results of 
the current study provided temporal information, suggesting that differential neural 
activations at sensorimotor cortex associated with meaning of the action verbs occurred at 
the very early stage of the processing (126~134 ms) as well as later stages of processing 
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(318~322 ms for L1 and 342~364 ms for L2). Especially, the temporal discrepancy of the 
later stage in processing between L1 and L2 provides promising evidence explaining 
different response times of L1 and L2 in the behavioral task and different phases of P3 
peaks for L1 and L2. In summation, the EEG source localization can provide the 
researchers the temporal and spatial information about word processing in an effort to 
investigate the dynamic relationships or interactions among the multiple regions of the 
brain.  
 
2.2. Limitations of the source localization method in the current study 
The source localization method utilized has a fundamental inverse problem6 in that an 
infinite number of solutions can be possible due to the larger number of inverse solution 
points for each sensor (Park, Kwon, Youn, Pae, Kim, & Ha, 2002). To overcome and 
hopefully solve the inverse problem, source localization uses the constraints and 
assumptions acquired from the findings of relevant research fields such the neuroanatomy 
or electrodynamics (Pascual-Marqui et al., 2002). The LORETA is a distributed source 
model that assumes that the cortical electric signals are a summation of the electric signals 
of the dipoles at fixed and distributed locations. It is also assumed that neighboring dipoles 
are synchronized with each other since neurophysiological constraints of neural activities 
among neighboring neurons are correlated in which the sum of the electrical signals among 
clustered neurons, in synchrony, can be measured by scalp sensors (Pascual-Marqui et al., 
1999). This assumption of maximum synchronization accommodates neural constraints 
                                                     
6 “ The measurements do not contain enough information about the generators.” (Pascual-
Marqui  et al., 1999). 
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and provides quite robust solutions with smooth spatial distributions. However, there is a 
possibility that over-smoothed solutions cannot properly locate neural activations of the 
regions are functionally distinct and anatomically close. The concern on over-smoothing in 
LORETA is also applicable to the current study because the regions of interest associated 
with Foot movement and Hand movement are located next to each other. 
Another issue to consider regarding EEG source localization is the selection of the 
time window for the analysis. Since the LORETA calculates neural activities of solution 
points at each EEG sampling point, researchers may lose their way in the tremendous 
amount of data at each sampling point. Without clear and justifiable rules for time window 
selections, researchers may mistakenly pick time points that fit the expectation of the 
researchers. Therefore, I determined the rules ad hoc and applied them to specific time 
window selections based on the features of the research design, as well as characteristics of 
the stimuli used in the current study, and applied them to the all the conditions consistently. 
The specific rules are described in the previous pages. However, there are multiple ways of 
selecting temporal points using a LORETA analysis (e.g., Saletu, Anderer, & Saletu-
Zyhlarz, 2010; Michel et al.(a), 2004). The simplest is to use the topographic analysis 
(TANOVA), which indicates when the scalp electric fields contrasts, created by the two 
conditions, become significantly different. Although the results of a TANOVA provide 
meaningful information of the changes of neural activation caused by the condition, it does 
not always reflect the neural changes in the brain regions relevant to the research questions.  
Instead, Khateb et al. (1999) divided the whole period of processing into several temporal 
segments based on changes of global field power and compared the mean amplitudes at 
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each solution points. Michel and his colleagues (Brunet et al., 2011; Michel et al.(a), 2004) 
also recommended to divide the process into several segments based on the ‘microstates’ 
which are similarly index in Khateb et al.(1999)’s dissimilarities of global field power. On 
the other hand, Hyde and Spelke (2012) selected time windows for examination of the 
source localization results based on the ERP components. It is important to have clear 
understanding regarding the neural regions of interest for analysis, as well as the 
characteristics of EEG waves caused by the stimuli, in order to properly select time periods 
of interest for source analysis. 
 In addition, there was a limitation that all the regions with significant differential 
neural activations were not properly interpreted. Instead, the current study focused on the 
regions of interest because due to two reasons. The first reason is that the ROIs of the 
study were selected a priori, based on the results of previous studies, to test the research 
hypotheses. The second reason is that knowledge on the dynamic functional connectivity 
of the brain regions is still very limited. Though relatively precise brain maps of human 
cognition are already close to completion, most of the findings on the functions of brain 
regions have been collected based on the assumption that the functions of the brain remain 
constant during a period of data collection or a task (Hichinson et al., 2013; Friston, 2011). 
However, neural activations at each functional region of the brain, and the functional 
connections between the regions, keep changing during processing a cognitive task such as 
reading a word (Bassett & Bullmore, 2009). There have been trials to examine dynamic 
changes of brain connectivity using time frequency analysis of EEG data (e.g., Pachou et 
al., 2008; Weiss & Mueller, 2003), but the EEG coherence analysis is not able to locate the 
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brain regions with satisfying spatial resolution. Therefore, there is not sufficient knowledge 
on the brain regions with temporal variations to interpret the brain regions other than ROIs.  
 
3. Educational implication and future study plan 
 
According to the results of L2 learning session, a non-perceptual symbolic learning method 
can achieve quite satisfying learning effects. Though the participants had a only about 60 
minutes to practice, they were able to memorize almost all the 30 new words. In addition, 
they acquired the links between the new words and the neural regions associated with 
meaning of the words. However, with a more precise investigation, there were differences 
between behavioral and neuronal responses to L1 verbs and L2 verbs. The L1 verbs, of 
which meaning was acquired through perceptual experience and grounded on 
somatosensory cortex, presented faster behavioral and neurological responses to the stimuli 
and well aligned neuronal regions associated with meaning. On the contrary, despite the 
high level of mastery of L2 verbs, the behavioral and neurological response times to L2 
words were slower, and the brain regions did not look secured. These reasons of 
differences in the L1 and L2 processing found in the current study can be examined for a 
future study. I plan to develop a new L2 learning material providing somatosensory 
perceptual experience associated with meaning of the L2 words and measure the 
behavioral and neuronal responses to the new L2 words.  
Although some recent studies (e.g., Bowden et al, 2013; Takashima et al, 2014) 
have also reported the differential behavioral and neural responses to L1 and L2, they only 
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projected that these differences between the two languages might be caused by differences 
in learning environment or experience. On the other hand, in the educational field, there 
were already educational practices emphasizing importance of somatosensory experience 
in second language learning or other subjects of school (Black, 2010). These practice and 
research are supported theoretically by recent theories, which emphasize the perceptual 
aspect of cognition, such as embodied cognition and grounded cognition, have already 
begun to contribute to the field of education (e.g., Atkinson, 2010; Glenberg, Gutierrez, 
Levin, Japuntich, & Kaschak, 2004; Glenberg, Willford, Gibson, Goldberg & Zhu, 2012) 
and provide behavioral evidence representing the effect of perceptual experience on 
learning. I expect that the result of the current study can provided evidence explaining how 
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Appendix A. List of English words and an exemplary list of words  
L1 Word Categories Words Freq. 
Pseudo L2 
Word Non-Word 
stand 467 kuna gago 
run 441 tolt snan 
walk 309 nara carrile 
step 103 vahn ssats 
jump 67 pums waba 
kick 42 anez roosh 
leap 31 grang pabril 
march 30 brop milak 
stumble 20 caft nals 
Foot related 
verbs 
trot 14 flovan selda 
hold 464 klis nanar 
write 464 iben elgrah 
catch 193 tias naco 
throw 159 pels grict 
touch 110 borit prib 
knock 54 slas eveap 
fold 38 gleck mibo 
grab 33 hodid valea 
grasp 25 lotan sdes 
Hand related 
verbs 
toss 20 melsh sahnn 
learn 308 scrada deskel 
love 238 naze tedick 
need 233 knil drott 
cost 181 mest safgat 
plan 168 perdao koll 
fail 145 kedd rupp 
hope 80 oims kens 
define 55 ecil koon 









Appendix B. List of whole 90 pseudo words 
gago fassle elgrah 
drott melsh ipsty 
vron ticser obang 
pels faroi viss 
pachil snan etup 
deskel perdao selda 
nanar verot brop 
klis rupp mest 
lotan ecil bletan 
iwan pabril eveap 
sdes arrel poht 
tedick vahn mibo 
flovan enada rarus 
nara borit kens 
kuna tias safgat 
milak valea prib 
lida aun knil 
amett koon gleck 
teapt caft waba 
anez koll nalp 
shrom nals naze 
scrada sahnn naco 
grang carrile cood 
grict piro slas 
susle olan fegsan 
ader oims kedd 
narp desle ssats 
pums tolt daap 
urs roosh zult 





Appendix C. List of sentences used for L2 word learning 
Categories Words Sentences 
Your mom may STAND at the bus stop. 
STAND by me. stand 
I will STAND next to you at the ceremony. 
RUN to the mountain and hide yourself. 
It feels so good to RUN in the early morning. run 
My doctor told me to RUN two miles every day. 
People holding pickets WALK around the site. 
The soldiers WALK through the welcoming citizens. walk 
How long did you WALK last night? 
The king allowed me to STEP up closer to him. 
STEP off the stage as soon as you finish your speech. step 
If you STEP out now, you'll never return home. 
Can you JUMP and touch the ceiling? 
Let's JUMP high to the sky. jump 
My baby likes to JUMP into his mom's arms. 
I learned five ways to KICK a soccer ball. 
I saw you KICK the door open. kick 
The attacker tried to KICK him in the stomach. 
The small boy couldn't LEAP the brook. 
Sometimes runners fail to LEAP over the hurdles. leap 
He tried to LEAP into the boat. 
The football team will MARCH in its home city. 
The black citizens planned to MARCH to Washington. march 
The troops will MARCH at dawn. 
Be careful not to STUMBLE. 
I saw you STUMBLE over to the table last night. stumble 
Many runners STUMBLE during the hurdle races. 
I saw the boy TROT along beside his mother. 




Often the dogs would TROT in the meeting. 
HOLD my hand tightly. 
This is how to HOLD the racket. hold 
Please HOLD my umbrella for a second? 
Can you WRITE your name in Chinese. 
I don't have anything to WRITE. write 
Children learn to read and WRITE at school. 
My baby nephew tried to CATCH me by the arm. 
He brought a glove to CATCH a home run ball. catch 
My friend can CATCH a fly with his bare hand. 
Do not THROW any kind of food to the birds. 
Don't THROW your trash on the ground. throw 




touch Please do not TOUCH the art works in the museum. 
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Slowly bend forward and try to TOUCH your toes.  
She loves to TOUCH the soft silk. 
I heard someone KNOCK on the front door. 
Mom asked me to KNOK a nail into the wall. knock 
KNOCK three times and wait. 
The first step is to FOLD the paper in half. 
We should FOLD all the cards before guests arrive. fold 
It is easy to FOLD moving boxes. 
GRAB your bag and run to your home quickly. 
The baby tried to GRAB a candy. grab 
If you GRAB my arm too hard, I cannot move. 
The marines tried to GRASP the end of the rope. 
He can barely GRASP a pencil. grasp 
Can you GRASP his son firmly by the shoulders. 
She asked me to TOSS a ball high in the air. 
They agreed to TOSS a coin to decide what to do. 
 
toss 
All I did for this dinner is TOSS a salad. 
Babies can LEARN from every moment. 
Jane goes downtown to LEARN to dance. learn 
I will LEARN French this Summer in Paris. 
LOVE your neighbor as yourself. 
Children LOVE video games. love 
I LOVE my country so much. 
I NEED your help with math homework. 
Do you NEED to use my car today? need 
If you NEED my advice, visit me to my office. 
It will COST a lot to live in New York City. 
How much did it COST? cost 
All these reforms will COST money. 
We should start to PLAN the wedding. 
I did not PLAN to stop by the department store today. plan 
They PLAN to rent an apartment rather than a townhouse. 
Many diets FAIL because they are boring. 
The song can't FAIL to be a hit. fail 
You will FAIL your driving test if you don't practice. 
I HOPE that your business trip will be successful. 
We HOPE that we can meet again soon. hope 
I HOPE to stay with you more. 
How exactly do you DEFINE peace? 
The court must DEFINE the limits of its authority. define 
How does your dictionary DEFINE this word? 
How did you CORRECT the errors of this formula? 
It is boring to CORRECT grammar errors in the sentences. correct 
Do not CORRECT your child in public. 
You LACK common sense. 





You seem to LACK the courage to tell the truth. 
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Appendix D. Questionnaire on knowledge of languages other than English 
 
Do you speak any language other than English? Yes / No 
 
Language 1: (                                                                ) 
 
Questions Ratings 
Beginner         Intermediate    Fluent as English How well do you speak in the language? 
1      2      3      4      5      6      7      8      9 
Years How long did you learn the language? 1      2      3      4      5      6      7      8      9/more 
Seldom                                            Every Day How often do you speak in the language? 
1      2      3      4      5      6      7      8      9 
When was the last time you use the language?  
 
 
Language 2: (                                                                ) 
 
Questions Ratings 
Beginner         Intermediate    Fluent as English How well do you speak in the language? 
1      2      3      4      5      6      7      8      9 
Years How long did you learn the language? 1      2      3      4      5      6      7      8      9/more 
Seldom                                            Every Day How often do you speak in the language? 
1      2      3      4      5      6      7      8      9 
When was the last time you use the language?  
 
 
Language 3: (                                                                ) 
 
Questions Ratings 
Beginner         Intermediate    Fluent as 
English How well do you speak in the language? 
1      2      3      4      5      6      7      8      9 
Years How long did you learn the language? 1      2      3      4      5      6      7      8      9/more 
Seldom                                        Every Day How often do you speak in the language? 1      2      3      4      5      6      7      8      9 
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