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1. Introduction
An object that cannot be brought into congruence with its mirror image by translation and rotation is (for obvious
reasons) called handed, or chiral (from the greek word χει˙ meaning hand). Chirality is a property that is very often en-
countered in the organic and biological nature. Until the 1960s, electromagnetic researchers focused on vacuum, or metals,
or dielectric media. Sporadic attention to general electromagnetic media emerged rather slowly and was limited to a the-
oretical level only, until the mid 1980s. Since then, though, the scenery has dramatically altered, at ﬁrst mainly due to
the technological signiﬁcance of chiral materials at microwave frequencies, and more recently due to the vast progress in
theoretical and experimental research in complex media electromagnetics. Apart the huge number of publications on chiral
media electromagnetics in the applied physics and engineering literature (see, e.g., [22,28], and the references therein), a
rigorous mathematical analysis of problems concerning the propagation and scattering of time-harmonic (i.e. in the frequency
domain, meaning that we consider ﬁelds of the form U (t, x) = U (x)e−iωt , ω > 0 being the angular frequency) electromag-
netic ﬁelds in chiral media is being developed since the mid 1990s. A representative (but by no means exhaustive) very
short list of related work would include [2,23,29,32]; for a longer list, one can consult the references in these papers. The
study of chiral media in the time domain is less extended as far as a rigorous mathematical analysis is concerned.
The mathematical modeling of general linear homogeneous causal media with time invariant response characteristics
(such media are usually called bianisotropic) is done through the modiﬁcation of the constitutive relations for the well-
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∂D
∂t
− curl H = − Je,
∂B
∂t
+ curl E = − Jm
⎫⎪⎬⎪⎭ (1)
where E is the electric ﬁeld, H is the magnetic ﬁeld, D is the electric displacement, B is the magnetic induction and Je , Jm
are the densities of the electric and magnetic current, respectively.
Maxwell’s equations must be endowed with a set of constitutive relations; these model the dynamics of the charged
constituents of materials. Under the assumption of linear response to the applied ﬁelds, causality, invariance under time
translation, and continuity, the general form1 of constitutive relations is given by [20]
1

0
D(x, t) = ε˜ · E(x, t) +
√
μ0

0
ξ˜ · H(x, t) + (χ˜ee  E)(x, t) +
√
μ0

0
(χ˜em  H)(x, t),
1√

0μ0
B(x, t) = ζ˜ · E(x, t) +
√
μ0

0
μ˜ · H(x, t) + (χ˜me  E)(x, t) +
√
μ0

0
(χ˜mm  H)(x, t)
⎫⎪⎪⎬⎪⎪⎭ (2)
where 
0, μ0 are the electric permittivity and magnetic permeability of vacuum, respectively, and the temporal convolution
is, as usual, deﬁned as
θ  U =
t∫
0
θ(t − τ , x)U (τ , x)dτ .
Dispersion is modeled by the time-dependent dyadic-valued susceptibility kernels χ˜ee , χ˜em , χ˜me and χ˜mm , which vanish
for t < 0 due to causality2, and, furthermore, are assumed to be bounded, suﬃciently smooth and absolutely integrable
for t > 0; these kernels have the dimensions of frequency. The instantaneous response (optical response) of the material is
modeled by the dimensionless dyadics ε˜, ξ˜ , ζ˜ and μ˜.
For simplicity we assume ε˜, ξ˜ , ζ˜ and μ˜ to be constant, and χ˜ee , χ˜em , χ˜me and χ˜mm to be independent of the spatial
coordinate x, i.e. that the material is homogeneous.
Linear materials are classiﬁed according to the symmetry properties of ε˜, ξ˜ , ζ˜ , μ˜ and χ˜ee , χ˜em , χ˜me , χ˜mm . For such a
classiﬁcation see, e.g., [20].
Since all realistic models have losses, the following constraints must hold for passive media
ε˜ = ε˜T , μ˜ = μ˜T , ξ˜ = ζ˜ T , (3)
where the superscript T denotes transposition. Moreover, the following 6-dimensional dyadics[
ε˜ ξ˜
ζ˜ μ˜
]
,
[
χ˜ee(0+) χ˜em(0+)
χ˜me(0+) χ˜mm(0+)
]
,
must be positive semi-deﬁnite.
Supplementary constraints can be found in [15,19].
A medium is reciprocal if and only if (see [15,19]) the constitutive relations satisfy (3) along with the additional con-
straints
χ˜ee = χ˜ Tee, χ˜mm = χ˜ Tmm, χ˜em = −χ˜ Tme.
Let us denote by I3, O 3 the 3× 3 unit and zero matrices, respectively. A material is called chiral if
ε˜ ∼ I3, μ˜ ∼ I3, ξ˜ = ζ˜ = O 3,
and furthermore
χ˜ee ∼ ce I3, χ˜mm ∼ σmI3, χ˜em ∼ cm I3, χ˜me ∼ σe I3,
where ce , cm , σe , σm are real-valued scalar functions (of t), additionally satisfying
cm = −σe := α.
1 More general linear constitutive laws have been introduced in [37], for the so called hemihedral anisotropic media.
2 Here, the term “causal” is meant in its standard mathematical sense. Some authors in the applied physics community, restrict the term “causal” to
physically acceptable relations in which additional restrictions are taken into account. Such authors, based on microscopic considerations, argue that ξ˜ and
ζ˜ should vanish in (2).
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D = εE + ce  E + α  H,
B = μH − α  E + σm  H
}
(4)
which clearly cover the particular case ε = 
0, μ = μ0 which, according to some authors, corresponds to physically accept-
able chiral media. We shall refer to Maxwell’s system (1), under the constitutive relations (4), as the nonlocal system for
chiral media. The case where α = 0 corresponds to non-chiral media. A time-domain analysis of the nonlocal system can be
found in [27,36]. Related work can be found in [5,6,14,15,17–22,37].
In recent research, differential equations with convolution terms arising in continuum mechanics (e.g., in viscoelasticity)
are approximated with local in time differential equations. This framework of approximation is called the “singular limit
approximation” and its rigorous validation has stirred the interest of the applied analysis community (see, e.g., [9,10]; for
related ideas in electromagnetics see [31]). In this line of work, a convolution kernel θ is replaced by a family of kernels
θλ(s, x) = 1λ θ( sλ , x) which tends, in the distributional sense, to δ(0)φ(x) as λ → 0, where δ(0) is the Dirac delta function
at 0 and φ is a suﬃciently smooth function of x, therefore, leading to local in time differential equations in this “singular”
limit. In this viewpoint, a possible local approximation scheme to the nonlocal constitutive relations for chiral media is the
formal analogue, in the time domain, of the (frequency domain) Drude–Born–Fedorov (DBF) constitutive laws which leads
to the constitutive relations
D = ε(E + β curl E), B = μ(H + β curl H), (5)
where ε > 0 is the electric permittivity, μ > 0 is the magnetic permeability and β = 0 is the chirality measure. The DBF
constitutive laws are “universally” used to model chiral media in the frequency domain (see [22,23,28], as well as in the
majority of publications treating mathematical problems for chiral media when the involved ﬁelds have harmonic time
dependence). The singular limit (local in time) constitutive relations (5) have been used in, e.g., [3,4,8,11,12,14,16,17,35].
To stress the formal similarity of (5) with the Drude–Born–Fedorov frequency domain constitutive relations we use in the
sequel the terminology “DBF like model.”
It is the aim of this paper (i) to clarify the functional background where mathematical well-posedness results for the
corresponding Cauchy problems for Maxwell’s equations, under the nonlocal constitutive relations and the analogue, in the
time domain, of the (frequency domain) Drude–Born–Fedorov (DBF) constitutive laws, can be established and (ii) using this
background to provide an a priori estimate for the validity of the approximation where the nonlocal constitutive relations
are replaced by the Drude–Born–Fedorov (DBF) like ones in the time domain. Given that we prove the well-posedness of
Maxwell’s equations for both the nonlocal and the local constitutive relations, in the cases where these a priori estimates
guarantee that the difference, between the solution of the full non-local model and of the approximate DBF like model, is
small, in an appropriate sense, then one may use the simpler local in time approximate model.
The paper is organized as follows: in Section 2 we give a formal motivation for the analogue, in the time domain, of
the (frequency domain) Drude–Born–Fedorov (DBF) constitutive laws using the Laplace transform. In Section 3 we list the
functional spaces and operators needed in this paper. In Section 4 we establish the well-posedness of the nonlocal problem
both in the L2 setting and in the divergence free setting. In Section 5 we examine the same question for the model with
the Drude–Born–Fedorov (DBF) like constitutive laws. In Section 6 we establish a priori estimates of the difference, between
the solution of the full non-local model and of the approximate DBF like model. Finally, in Section 7 we make a series of
comments concerning limitations on the validity of the DBF like model as an approximation to the nonlocal one in the time
domain.
2. A formal motivation for the singular limit (DBF like approximation in the time domain)
Let us take the Laplace transform of Maxwell’s equations. This yields
sDˆ − E(0+)= curl Hˆ + Jˆ e, sBˆ − H(0+)= − curl Eˆ + Jˆm
where by L( f (t)) = fˆ (s) we denote the Laplace transform of f (t).
We now take the Laplace transform of D and B , and using the properties of convolutions with respect to the Laplace
transform we obtain
Dˆ = ε Eˆ + cˆe Eˆ + αˆ Hˆ, Bˆ = μHˆ − αˆ Eˆ + σˆmHˆ .
For simplicity and without loss of generality we assume that the source terms Je and Jm are equal to 0.
For the particular type of media we wish to study, we consider the following scaling for the constitutive laws
Dˆ = ε Eˆ + cˆe Eˆ + γ αˆ Hˆ,
Bˆ = μHˆ − γ αˆ Eˆ + σˆmHˆ
}
(6)
where γ is a small parameter. The above scaling reﬂects the fact that effects due to chirality are weaker than those due to
dispersion.
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Eˆ = Eˆ(0) + γ Eˆ(1) + O (γ 2), Hˆ = Hˆ(0) + γ Hˆ(1) + O (γ 2).
Substituting this expansion into the Maxwell’s equations we get that the zeroth order ﬁelds satisfy
sε Eˆ(0) + scˆe Eˆ(0) − E(0)
(
0+
)= curl Hˆ(0), sμHˆ(0) + sσˆmHˆ(0) − H(0)(0+)= − curl Eˆ(0)
which, since ε and μ are positive and assuming that the functions cˆe and σˆm are invertible, gives
Eˆ(0) = s−1(ε + cˆe)−1 curl Hˆ(0) + s−1(ε + cˆe)−1E(0)
(
0+
)
,
Hˆ(0) = s−1(μ + σˆm)−1 curl Eˆ(0) + s−1(μ + σˆm)−1H(0)
(
0+
)
.
We now use this expression to obtain an approximation of the constitutive relations of simpler form. Substituting into (6),
we get
Dˆ  ε Eˆ + cˆe Eˆ + γ αˆ
(
s−1(μ + σˆm)−1 curl Eˆ(0) + s−1(μ+ σˆm)−1H(0)
(
0+
))
,
Bˆ  μHˆ + σˆmHˆ − γ αˆ
(
s−1(ε + cˆe)−1 curl Hˆ(0) + s−1(ε + cˆe)−1E(0)
(
0+
))
.
Taking the inverse Laplace transform we obtain
D = εE + ce  E + γ Cm  curl E, B = μH + σm  H + γ Ce  curl H
where
Cm(t) =
t∫
0
L−1(αˆ(μ+ σˆm)−1)(τ )dτ , Ce(t) = t∫
0
L−1(−αˆ(μ + cˆe)−1)(τ )dτ .
If we now assume that the kernel functions ce , σm , Ce , Cm are localized functions of time (resembling delta functions acting
at t0) then the above constitutive law can be approximated by the local in time law
D = (ε + c˜e)E + γ C˜m curl E, B = (μ + σ˜m)H + γ C˜e curl H
where now c˜e , σ˜m , C˜m , C˜e are constants which correspond to the functions ce , σm , Cm , Ce estimated at t = t0. The above
approximation is exact only for the case where the typical kernel function ψ(t) = δ(t− t0). However, if ψ is a steep function
of the form ψ( tρ ) where ρ 	 1 then a local approximation is still possible since up to second order in ρ we have
t∫
0
ψ
(
t − τ
ρ
)
u(τ )dτ =
t
ρ∫
0
ψ(r)u(t − ρr)dr 
( tρ∫
0
ρψ(r)dr
)
u(t) − ρ
( tρ∫
0
ρrψ(r)dr
)
du(t)
dt
. (7)
Clearly we have used the Taylor expansion of u and we have assumed that the integrals are of order 1 in ρ .
In view of the above it is clear that a local in time approximation of the nonlocal in time constitutive laws (4), may take
a form similar to that proposed by Drude–Born–Fedorov in the frequency domain, (5), upon a suitable deﬁnition of ε, μ
and β .
It is thus of interest to consider the following question
Do there exist kernel functions ce, σm,α such that the solutions of Maxwell’s equations (1) complemented with the DBF like
constitutive relations (5) exactly match the solutions of Maxwell’s equations (1) complemented with the nonlocal constitutive
relations (4)?
Two plausible answers to this question can be stated as follows:
(i) Taking the Laplace transform of (1) and (5) we arrive at
Dˆ = ε Eˆ − βεsBˆ, Bˆ = μHˆ + βμsDˆ,
whereby
Dˆ = (1+ β2s2εμ)−1εE − βsε(1+ β2s2με)−1μH,
Bˆ = βs(1+ β2s2με)−1μεE + (1+ β2s2με)−1μH .
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Dˆ = (ε + cˆe)Eˆ + αˆ Hˆ, Bˆ = (μ+ σˆm)Hˆ − αˆ Eˆ.
Equating coeﬃcients of Eˆ and Hˆ we obtain
cˆe =
((
1+ β2s2εμ)−1 − 1)ε, σˆm = (βs(1+ β2s2με)−1 − 1)μ, αˆ = −βεμ(1+ β2s2με)−1s.
So we are in a position to explicitly invert the corresponding Laplace transforms and obtain
ce(t) = −εδ(t) + 1
β
√
ε
μ
sin
(
t√
εμβ
)
,
σm(t) = −μδ(t) − 1
β
cos
(
t√
εμβ
)
,
α(t) = 1
β
cos
(
t√
εμβ
)
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(8)
where δ(t) is the Dirac delta function.
We note that for |β| → 0 the kernels can be represented as linear expressions of delta functions and their derivatives,
thus giving zeroth order corrections in the constitutive relations; such corrections correspond to non-negligible effects
of chirality. On the other hand, for |β| 
 1 the convolution integrals in the constitutive relations give corrections of
order 1|β| ; such corrections correspond to negligible effects of chirality.
(ii) Neglecting the external sources and taking Laplace transforms of Maxwell’s equations, we solve for Dˆ as a function of
Eˆ and curl Eˆ to obtain
Dˆ = (ε + cˆe)Eˆ + αˆ
2
μ + σˆm Eˆ −
αˆ
s(μ+ σˆm) curl Eˆ
and similarly for Bˆ ,
Bˆ = (μ+ σˆm)Hˆ + αˆ
2
ε + cˆe Hˆ −
αˆ
s(ε + cˆe) curl Hˆ .
Now suppose that ce(t) = 0 and σm(t) = 0. Assuming that α(t) is small in some sense, so that terms proportional to αˆ2
can be neglected we obtain the approximate constitutive laws
Dˆ = ε{Eˆ + A curl Eˆ}, Bˆ = μ{Hˆ + A curl Hˆ}
where
A(s) = − αˆ(s)
μεs
.
Comparison with the DBF like approximation gives agreement if we can put A(s) = β , a constant. This implies that α(t)
is proportional to δ′(t).
As observed above, for particular choice of kernels, the nonlocal constitutive laws in the time domain, can be exactly
matched by local ones that are a time domain analogue of the Drude–Born–Fedorov constitutive laws in the frequency
domain. Only because of this analogy, and being fully aware that the original DBF constitutive laws are valid only in the
frequency domain, we will hereafter use the term DBF like approximation for the relations (5) in the time domain.
The two above formal derivations, provide an incentive to investigate more rigorously the connection between nonlocal
in time and local in time approximations, in the sense of the singular limit method (see, e.g., [9,10]).
Let us also note that A. Morro [30] has proposed a nonlocal version of the DBF like relations in the time domain, of the
form D = θ1  E + θ2  curl E , B = θ3  H + θ4  curl H , where θ j , j = 1, . . . ,4, are convolution kernels. In the singular limit of
steep kernels, these constitutive relations become DBF like.
Let us emphasize that the DBF like local approximation we use, should be understood as a convenient mathematical
approximation (in the sense of a singular limit), which is formally implied by the analysis of this section and whose validity
is to be rigorously established in Sections 5 and 6, and NOT as a physical law.
3. Spaces and operators
Let Ω be a bounded and simply connected domain of R3 with suﬃciently smooth boundary ∂Ω . By n we denote the
unit outward normal vector to ∂Ω .
We shall make use of the following function spaces: let L2(Ω) be the usual space of square integrable functions in Ω .
Let us recall the “standard” function spaces employed in electromagnetics [7]
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H0(curl;Ω) =
{
U ∈ H(curl;Ω): U × n = 0 in ∂Ω},
H(div;Ω) = {U ∈ L2(Ω)3: divU ∈ L2(Ω)},
H0(div;Ω) =
{
U ∈ H(div;Ω): U · n = 0 in ∂Ω},
H(div0;Ω) = {U ∈ L2(Ω)3: divU = 0}.
Further, let
X := L2(Ω)3 × L2(Ω)3.
This is a Hilbert space when equipped with the inner product (the overbar denotes complex conjugation)((
φ1
ψ1
)
,
(
φ2
ψ2
))
X
=
∫
Ω
(εφ1 · φ2 + μψ1 · ψ2 )dx.
Note that H(curl;Ω) and H0(curl;Ω) are dense subspaces of X.
Now deﬁne the spaces
Xcurl := H0(curl;Ω) × H(curl;Ω), W := H(div0;Ω) ∩ H0(div;Ω),
Wcurl := {U ∈W : curlU ∈W}, H :=W×W
and
Hcurl :=Wcurl ×Wcurl.
Note that Wcurl is a dense subspace of W.
Finally, for a linear operator N : X ⊃ D(N) → Y (X , Y being normed spaces) we set
HN :=
(
D(N),‖ · ‖N
)
,
where ‖ · ‖N is the graph-norm of N .3
For the reader’s convenience, we now collect the main operators that we shall use in the sequel. Here we just give their
forms, while their domains are various function spaces, speciﬁed accordingly in the text whenever these operators appear.
So, we deﬁne
A =
(
ε I3 O 3
O 3 μI3
)
, K =
(
ce I3 α I3
−α I3 σmI3
)
,
M =
(
O 3 curl
− curl O 3
)
, Q =
(
curl O 3
O 3 curl
)
,
M = A−1M =
(
O 3
1
ε curl
− 1μ curl O 3
)
, K = −A−1 dK
dt
=
(− 1ε dcedt I3 − 1μ dαdt I3
1
ε
dα
dt I3 − 1μ dσmdt I3
)
,
and
L = I6 + βQ =
(
I3 + β curl O 3
O 3 I3 + β curl
)
.
Recall that M is called the Maxwell operator, while A is usually called the optical response matrix and K the susceptibility
matrix.
4. The nonlocal problem
In this section we follow [27,36], for the formulation of the nonlocal problem in order to get a Cauchy problem for an
integrodifferential equation of Volterra type [13]. We assume that Maxwell’s equations (1) hold in Ω , for t > 0.
3 Recall that the graph of the operator N is G(N) = {(x, y): x ∈ D(N): y = Nx}, and the graph-norm is deﬁned as ‖(x, y)‖N = ‖x‖X + ‖y‖Y .
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Maxwell’s equations (1), supplemented with the initial data
E(0, x) = E0(x), H(0, x) = H0(x),
and the boundary condition of a perfect conductor
E × n = 0 on ∂Ω,
under the complete constitutive relations lead to the following initial–boundary value problem for E , H :
∂
∂t
(εE + ce  E + α  H) − curl H = − Je in Ω, t > 0,
∂
∂t
(μH − α  E + σm  H) + curl E = − Jm in Ω, t > 0,
E × n = 0 on ∂Ω, t > 0,
E(·,0) = E0, H(·,0) = H0 in Ω.
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(9)
Using the so-called six vector notation,
E =
(
E
H
)
, E0 =
(
E0
H0
)
, F =
( − Je
− Jm
)
,
system (9) takes the form of a Cauchy problem for a pseudoparabolic equation in X:
d
dt
(AE + K E ) = ME + F ,
E (0) = E0.
⎫⎬⎭ (10)
In what follows by W 1,p([0, T ]), p ∈ [1,∞], we denote the usual Sobolev spaces of real valued functions.
Assumption 4.1. We assume that:
(1) ε and μ are positive constants,
(2) ce, σm,α ∈ W 1,∞([0, T ]) with ce(0) = σm(0) = α(0) = 0,
(3) M : D(M) = Xcurl → X,
(4) F ∈ L1([0, T ];X).
4.2. The divergence-free case
We now consider the appropriate formulation for the determination of the suitable functional background for the com-
parison of the nonlocal problem with the DBF like model. We need the following:
Assumption 4.2. We assume that:
(i) Je · n = Jm · n = 0 on ∂Ω × {t > 0},
(ii) E0 · n = H0 · n = 0 on ∂Ω .
Maxwell’s equations (1), under the nonlocal constitutive relations lead to the following initial–boundary value problem
for E , H :
∂
∂t
(εE + ce  E + α  H) − curl H = − Je in Ω, t > 0,
∂
∂t
(μH − α  E + σm  H) + curl E = − Jm in Ω, t > 0,
div E = 0 in Ω, t  0,
div H = 0 in Ω, t  0,
E · n = H · n = curl E · n = curl H · n = 0 on ∂Ω, t > 0,
E(·,0) = E0, H(·,0) = H0 in Ω.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(11)
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along with the perfect conductor boundary condition we also have H × n = 0 on ∂Ω . Working as in [25] one can easily
show that under Assumption 4.2 the boundary conditions of vanishing normal components of the ﬁelds are equivalent to
the boundary conditions of vanishing tangential components of the ﬁelds. The same property holds also for the tangential
components of the curl of electric and the magnetic ﬁelds, in view of Maxwell’s equations (1).
Using the six vector notation, system (11) takes, too, the form of a Cauchy problem for a pseudoparabolic equation in H:
d
dt
(AE + K E ) = ME + F ,
E (x,0) = E0.
⎫⎬⎭ (12)
Assumption 4.4. We assume that:
(1) ε and μ are positive constants,
(2) ce, σm,α ∈ W 1,∞([0, T ]) with ce(0) = σm(0) = α(0) = 0,
(3) M : D(M) = Hcurl → H,
(4) F ∈ L1([0, T ];H).
4.3. Well posedness of the models
We will treat hereafter both cases with the same notation, studying them as abstract Cauchy problems. In this subsection
H will be used as a generic notation for either X or H, depending on whether we consider problem (9) or (11); both these
problems take the form of a Cauchy problem for an integrodifferential equation of Volterra type in H:
d
dt
E =ME +K E +F ,
E (0) = E0
⎫⎬⎭ (13)
where F = A−1F . Clearly D(M ), as well, is either Xcurl or Hcurl depending on whether we work for the L2-case or the
divergence-free case, respectively, and HM is then deﬁned accordingly.
It has been proved for both the L2-case (see [24]) and the divergence-free case (see [25]) that the operator iM is self-
adjoint. This means that the densely deﬁned operator M is skewadjoint, and, therefore, by Stone’s theorem, M generates
a unitary group (T (t))t∈R on H.
Lemma 4.5. Assumption 4.4 yields
(i) The operator M : D(M ) → H is the inﬁnitesimal generator of a C0-group of unitary operators T (t), t ∈ R, in H, i.e.
‖T (t)‖L(H) = 1, for every t ∈ [0, T ].
(ii) {K (t)}t0 is a family of bounded operators in H, which satisﬁes
sup
t∈[0,T ]
∥∥K (t)∥∥L(H)  CK, for some CK > 0.
(iii) F ∈ L1([0, T ];H).
(iv) E0 ∈H.
The proof of (i), (iii) and (iv) is straightforward while in (ii) the uniform boundedness principle is needed.
We will give now the deﬁnitions of mild, weak, strong and classical solutions of (13).
Deﬁnition 4.6. A function E ∈ C([0, T ];H) is called a mild solution of (13), if for all t ∈ [0, T ] we have
E (t) =T (t)E0 +
t∫
0
T (t − s)
s∫
0
K (s − r)E (r)dr ds +
t∫
0
T (t − s)F (s)ds.
Deﬁnition 4.7. A function E ∈ C([0, T ];H) is called a weak solution of (13) if:
(1) The function 〈E (t), φ〉 is absolutely continuous on [0, T ], for every φ ∈ D(M ).
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d
dt
〈
E (t), φ
〉= −〈E (t),Mφ〉+ 〈 t∫
0
K (t − s)E (s)ds, φ
〉
+ 〈F (t), φ〉,
a.e. on [0, T ].
(3) E (0) = E0.
Deﬁnition 4.8. An H-valued function E is called a strong solution of (13) if:
(1) E (t) ∈ D(M ), a.e. on [0, T ].
(2)
∫ T
0 [‖ME (s)‖H + ‖
∫ s
0K (s − r)E (r)dr‖H]ds < ∞.
(3) E (t) satisﬁes the equation of (13) a.e. on [0, T ].
Deﬁnition 4.9. An H-valued function E is called a classical solution of (13) if:
(1) E (t) ∈ D(M ), t ∈ [0, T ].
(2) ME (t) and
∫ t
0 K (t − s)E (s)ds are continuous in [0, T ].
(3) E (t) satisﬁes the equation of (13) for all t ∈ [0, T ].
Remark 4.10. Since M is closed and densely deﬁned, one can easily prove that a mild solution is a weak solution and
conversely.
Based on [33] (pp. 107–109) and [27], we can easily obtain the following remarks.
Remark 4.11. E (t) is a strong solution of (13) iff E (t) is differentiable a.e. on [0, T ] with ddtE (t) ∈ L1([0, T ];H) and satisﬁes
the equation of (13) a.e. on [0, T ].
Remark 4.12. E (t) is a classical solution of (13) iff E (t) is continuously differentiable on [0, T ] and satisﬁes the equation of
(13) for all t ∈ [0, T ].
By a ﬁxed point theorem technique we have, [27], the following results for the weak and strong well-posedness of (13):
Theorem 4.13. Under Assumption 4.4, problem (13) is weakly well posed.
Assumption 4.14. Suppose that
(1) K (t)y ∈ D(M ) for every y ∈ D(M ), a.e. on [0, T ] and there is a constant CMK > 0 such that ‖MK (t)y‖H 
CMK‖y‖HM , t ∈ [0, T ].
(2) F (t) ∈ D(M ) a.e. on [0, T ] and MF ∈ L1([0, T ];H).
(3) E0 ∈ D(M ).
Theorem 4.15. Under Assumption 4.14, problem (13) is strongly well posed.
Introducing the norm
‖E ‖b = sup
t∈[0,T ]
e−bt
∥∥E (t)∥∥
HM
for some b > 0, which is clearly equivalent to the usual norm of C([0, T ];HM ), and applying a ﬁxed point theorem we can
obtain:
Theorem 4.16. Assume that Assumption 4.14 holds for every t ∈ [0, T ] and further that:
(i) The family of operators {K (t)}t0 is continuous on [0, T ].
(ii) F is continuous on [0, T ].
Then problem (13) is classically well posed.
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Assumption 4.17. For any y ∈HM ,
(i) the map t −→K (t)y belongs to W 1,1([0, T ];H),
(ii) ‖ ddtK (t)y‖H  η(t)‖y‖HM , η ∈ L1([0, T ];R),
and
(iii) E0 ∈ D(M ),
(iv) F ∈ C([0, T ];H) ∩ L1([0, T ];HM ), or F ∈ W 1,1([0, T ];H).
Theorem 4.18. Under Assumption 4.17, problem (13) has a unique classical solution.
Remark 4.19. We note that the unique classical solution is b-exponentially bounded, i.e. there is a C > 0 such that
‖E ‖C([0,T ];HM )  CebT .
As we can see in Theorem 3 of [27], this estimate holds for b > TΛ, where
Λ = CK + CMK. (14)
Remark 4.20. All the results in this section remain true, with appropriate assumptions and minor modiﬁcations, in the case
where ξ˜ , ζ˜ = O 3 and cm + σ
 = 0.
5. The singular limit (DBF like) model
We will study now the well-posedness of the DBF like model in the time domain, using the same assumptions made for
the nonlocal problem.
5.1. The L2-case
Maxwell’s equations (1) under the DBF like constitutive relations, supplemented with the initial data E(0, x) = E0(x),
H(0, x) = H0(x), and the boundary condition of a perfect conductor, lead to the following Cauchy problem for a pseu-
doparabolic (Sobolev type) equation in the Hilbert space H:
d
dt
(LE ) =ME +F ,
E (0) = E0
⎫⎬⎭ (15)
with
D(L) = D(M ) = Xcurl.
Since the operators curl : H0(curl;Ω) → L2(Ω)3 and curl : H(curl;Ω) → L2(Ω)3 have spectrum σ(curl) = C (see [34]), the
operator L : D(L) → H does not have a bounded inverse. Thus,
Proposition 5.1. The Cauchy problem (15) is degenerate in H.
5.2. The divergence-free case
In [25], where a stochastic DBF like model is considered, it is shown that the initial–boundary value problem for E, H ,
with the same initial–boundary conditions as in problem (11), in a bounded and simply connected domain Ω ⊆ R3 with
smooth boundary ∂Ω , can be written in the form of a Cauchy problem for a pseudoparabolic equation in the Hilbert
space H:
d
dt
(LE ) =ME +F ,
E (x,0) = E0
⎫⎬⎭ (16)
with
D(L) = D(M ) = Hcurl.
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Proposition 5.2. Consider the dense subspace Wcurl of W. We deﬁne the operator curl : Wcurl → W. Then, curl is closed and self-
adjoint. Furthermore, curl is invertible and its inverse curl−1 : W → Wcurl is compact. The spectrum σ(curl) consists only of point
spectrum σp(curl) ⊂ R, and the set of the corresponding eigenfunctions gives an orthogonal complete basis of the space W.
Working along similar lines with [25,26,33], we can prove now the following theorem:
Theorem 5.3. Suppose that β = − 1
λ
, for λ ∈ σρ(curl), where we consider that curl :Wcurl →W and that E0 ∈ D(L). Then we have
(1) IfF ∈ L1([0, T ];H), then (16) is strongly well posed in HM .
(2) IfF ∈ C([0, T ];H), then (16) is classically well posed in HM .
Proof. If β = − 1
λ
, for λ ∈ σρ(curl), then the operator L : D(L) = D(M ) → H is invertible and the operator L−1 : H→ D(M )
is bounded. So, problem (16) can be written as:
d
dt
(E ) = L−1ME + L−1F ,
E (x,0) = E0
⎫⎬⎭ (17)
which is a standard Cauchy problem in the Hilbert space HM . It has been proved in [25] that the operator L−1M : HM →
HM is bounded, hence by [33], it is the inﬁnitesimal generator of a uniformly continuous semigroup of operators S (t),
t  0, in HM . The unique strong solution (since F ∈ L1([0, T ];H)) is given by
E (t) =S (t)E0 +
t∫
0
S (t − s)L−1F (s)ds, t ∈ [0, T ].
This is a classical solution whenever F ∈ C([0, T ];H).
We will prove now that the bounded operator L−1M : HM → HM is skewadjoint, therefore the family S (t) is a group
of unitary operators, hence∥∥S (t)∥∥L(HM ) = 1, t ∈ R.
We recall that the operators L : D(L) = D(M ) = Wcurl × Wcurl → H and L−1 :H → D(L) are selfadjoint and that
M : D(M ) → H is skewadjoint.
For every u, v ∈ HM , we have:〈
L−1Mu, v
〉
HM
= 〈L−1Mu, v〉H + 〈M L−1Mu,M v〉H = 〈u,−M L−1v〉H + 〈M L−1Mu,M v〉H. (18)
By the closedness of the operator curl :Wcurl →W, one can prove that the operators curl, (I + β curl)−1 commute on Wcurl.
Hence, we have that M L−1 = L−1M on D(M ). We also observe that, since L is onto H, there are u˜, v˜ ∈ D(L) = D(M ),
such that Lu˜ =Mu implies that u˜ = L−1Mu, and Lv˜ =M v implies that v˜ = L−1M v.
Using the above observations in (18) we obtain:〈
L−1Mu, v
〉
HM
= 〈u,−L−1M v〉H + 〈M u˜, Lv˜〉H. (19)
For the second term of the right-hand side of (19), we have
〈M u˜, Lv˜〉H = 〈M u˜, v˜〉H + β〈M u˜, Q v˜〉H.
Since 〈M u˜, Q v˜〉H = 〈Q u˜,−M v˜〉H , we can easily check that
〈M u˜, v˜〉H + β〈M u˜, Q v˜〉H = 〈u˜,−M v˜〉H + β〈Q u˜,−M v˜〉H = 〈Lu˜,−M v˜〉H =
〈
Mu,−M L−1M v〉H.
Using this in (19) we ﬁnally obtain that L−1M : HM → HM is skew-hermitian. Since L−1M is deﬁned on the whole
space HM , it is skewadjoint. 
Remark 5.4. As we can see in [25], the convergence of the solution of the DBF like model to the solution of the achiral
problem, as the chirality measure β tends to zero, cannot be addressed (the operator L−1 does not exist). Nevertheless,
since the solvability of the nonlocal problem is studied in the same function spaces that the solvability and well-posedness
of the DBF like model has been established, one can try now to ﬁnd the difference between the solutions of the two above
problems. Let us note that in the frequency domain the aforementioned continuity property (as β tends to 0) is known to
be true [1].
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We have seen that the nonlocal problem (13), under appropriate conditions, has a unique classical solution, which be-
longs to the space C([0, T ];HM ), and for t ∈ [0, T ] has the form
E1(t) =T (t)E0 +
t∫
0
T (t − s)
s∫
0
K (s − r)E1(r)dr ds +
t∫
0
T (t − s)F (s)ds,
where T (t), t ∈ R, is the C0-group of unitary operators in H, generated by the operator M : D(M ) → H.
The DBF like model (problem (17)), under appropriate conditions, has also a unique classical solution, which belongs to
the space C([0, T ];HM ), and has the form
E2(t) =S (t)E0 +
t∫
0
S (t − s)L−1F (s)ds, t ∈ [0, T ],
where S (t), t ∈ R, is the uniformly continuous group of unitary operators in HM , generated by the bounded operator
L−1M : HM → HM .
Since both these solutions, under suﬃcient conditions, stated in the following theorem, belong to the space
C([0, T ];HM ) we can try to estimate the difference E = E2 − E1, using the norm of C([0, T ];HM ). In particular, we
will estimate the C([0, T ];H)-norm of E, using the C([0, T ];HM )-norm for the solutions E1, E2.
Theorem 6.1. Suppose that EITHER
(i) Assumption 4.14 with the additional hypothesis thatF ∈ C([0, T ];HM )
OR
(ii) Assumption 4.17 holds.
Then, we have the following estimate for the C([0, T ];H)-norm of the difference E of the solutions of the nonlocal problem (E1)
and the DBF like problem (E2), respectively:
‖E‖C([0,T ];H)  T
( |β|
|β| − λ0 + TΛe
T 2Λ
)
‖E0‖HM + T
(
T |β|λ0
|β| − λ0 + |β| + T
2ΛeT
2Λ
)
‖F‖C([0,T ];HM ), (20)
for |β| > λ0 where
λ0 :=max
i∈N
{|λi |, λi ∈ σ (curl−1)}.
Proof. By Gronwall’s inequality and (14) we obtain for E1 that
‖E1‖C([0,T ];HM ) 
(‖E0‖HM + T‖F‖C([0,T ];HM ))eT 2Λ.
For every y ∈ HM , t ∈ [0, T ], we have∥∥T (t)y∥∥2HM = ∥∥T (t)y∥∥2H + ∥∥MT (t)y∥∥2H = ∥∥T (t)y∥∥2H + ∥∥T (t)M y∥∥2H  ‖y‖2H + ‖M y‖2H,
hence ∥∥T (t)∥∥L(HM )  1, t ∈ [0, T ].
Further,∥∥L−1 y∥∥2HM = ∥∥L−1 y∥∥2H + ∥∥M L−1 y∥∥2H = ∥∥L−1 y∥∥2H + ∥∥L−1M y∥∥2H  ∥∥L−1∥∥2L(H)‖y‖2HM ,
and hence∥∥L−1∥∥L(HM )  ∥∥L−1∥∥L(H).
Since
L = I6 + βQ =
(
β I6 + Q −1
)
Q
we have
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where
Q −1 =
(
curl−1 O 3
O 3 curl
−1
)
.
Therefore we have,∥∥L−1∥∥L(H)  ∥∥Q −1∥∥L(H)∥∥(β I6 + Q −1)−1∥∥L(H).
Note that∥∥Q −1∥∥L(H)  ∥∥curl−1∥∥L(W)
and recall that the operator curl−1 :W→W is selfadjoint and compact. Hence,∥∥curl−1∥∥L(W) = λ0.
Furthermore, since the operators ±Q −1 : H→ H are bounded, ±Q −1 are the inﬁnitesimal generators of a uniformly contin-
uous group of operators U (t), t ∈ R, in H, with
U (t) =
{
etQ
−1
, t  0,
e−tQ −1 , t  0,
and ∥∥U (t)∥∥L(H)  e|t|‖Q −1‖L(H) , t ∈ R.
By [33] (Theorem 6.3, p. 23), the resolvent set ρ(±Q −1) contains the rays (−∞,−‖Q −1‖L(H))∪ (‖Q −1‖L(H),∞), therefore
the rays (−∞,−λ0) ∪ (λ0,∞), and for |β| > λ0 we have∥∥(β I + Q −1)−1∥∥L(H)  1|β| − λ0 .
Finally, we ﬁnd that∥∥L−1∥∥L(H)  λ0|β| − λ0 , for |β| > λ0.
The error E satisﬁes the following Cauchy problem in H,
d
dt
E=ME− β d
dt
Q E2 + d
dt
(
A−1K E1
)
,
E (x,0) = 0.
⎫⎬⎭ (21)
The unique classical solution of (21), whose existence is guaranteed by the chosen functional environment, is given for
t ∈ [0, T ], by
E(t) =
t∫
0
T (t − s)
s∫
0
K (s − r)E1(r)dr ds − β
t∫
0
T (t − s) d
ds
Q E2(s)ds,
where T (t), t ∈ R, is the C0-group of unitary operators in H, generated by the operator M : D(M ) → H.
For the term β
∫ t
0 T (t − s) dds Q E2(s)ds, we have that∥∥∥∥∥β
t∫
0
T (t − s) d
ds
Q E2(s)ds
∥∥∥∥∥
H
 |β|T sup
t∈[0,T ]
∥∥∥∥ ddt Q E2
∥∥∥∥
H
.
To estimate the quantity supt∈[0,T ] ‖ ddt Q E2‖H , we ﬁrst observe that
d
dt
Q E2 = Q L−1ME2 + Q L−1F
and since L−1 = Q −1(β I + Q −1)−1, we conclude that
d
Q E2 =
(
β I + Q −1)−1ME2 + (β I + Q −1)−1F .dt
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sup
t∈[0,T ]
∥∥∥∥ ddt Q E2
∥∥∥∥
H
 1|β| − λ0
(‖E2‖C([0,T ];HM ) + ‖F‖C([0,T ];H)).
Finally, estimating ‖E2‖C([0,T ];HM ) in terms of ‖E0‖HM , ‖F‖C([0,T ];HM ) , we ﬁnd that for |β| > λ0 we have
sup
t∈[0,T ]
∥∥∥∥ ddt Q E2
∥∥∥∥
H
 1|β| − λ0
[
‖E0‖HM +
(
Tλ0
|β| − λ0 + 1
)
‖F‖C([0,T ];HM )
]
.
This concludes the proof. 
7. Concluding remarks
(1) synopsis: The general constitutive relations that model dispersion effects for linear chiral media are nonlocal in time.
Nevertheless, local in time approximations (and in particular the Drude–Born–Fedorov model) of the constitutive rela-
tions are often used. The main scope of this work is to study the accuracy of such an approximation, by estimating the
size of the difference of the ﬁelds as predicted by both models. The natural functional settings for the two models prove
to be different, and therefore the quest for a common functional background is essential for any attempt of comparison.
We establish that this background is the space of continuous functions deﬁned on [0, T ] taking values in the space of
pairs of square integrable ﬁelds (L2(Ω)) with vanishing divergence in L2(Ω) and zero Dirichlet data for their normal
components on the boundary ∂Ω of Ω , endowed with the graph norm. Using the integro-differential equation which
the error of the approximation satisﬁes, and detailed estimates of the semigroup of the Maxwell operator, we ﬁnally
obtain an a priori estimate for this error, which depends on the size of the time interval [0, T ], on the properties of the
domain Ω through the maximum eigenvalue of the inverse curl operator λ0, on the spatial properties of the initial data
and the source terms and of course on the chirality measure β of the approximating (local in time) DBF like constitutive
relation. Let us point out that our estimate holds either under assumptions on the time dependence, or, alternatively,
on the space dependence of the susceptibility matrix and the source terms.
(2) “best” approximation: Easy calculations show that the upper bound in estimate (20) of Theorem 6.1 is minimized for
β = β0 := (1+
√
T )λ0. (22)
β0 is the value of the chirality measure corresponding to the DBF like model that is the best approximation to the
nonlocal problem.
(3) limitations of the dbf like model, (i): Since by physical considerations β must be a small number, (22) shows that the
DBF like model is not a good approximation to the nonlocal model for large times. Moreover, since λ0 depends on the
geometry and the measure of Ω , the DBF like model may also be not a good approximation to the nonlocal model for
particular types of Ω .
(4) limitations of the dbf like model, (ii): Note that the equation for the evolution of the error of the DBF like approxi-
mation (21) involves as the non-homogeneous term the time derivatives of the solutions of the nonlocal (exact) model
E1 and the DBF like (approximate) model E2. That implies that the error is small for slowly varying ﬁelds, while the
error can be large for fast varying ﬁelds. This remark is in accordance with Eq. (7) for the local approximation of the
convolution integrals, which is strictly valid for steep convolution kernels and slowly varying ﬁelds. In the special case
of harmonic time dependence of the ﬁelds (i.e. when one works in the frequency domain) the assumption of slowly
varying ﬁelds is equivalent to the assumption of the angular frequency ω being suﬃciently small. Of course through
the Maxwell’s equations (1), the temporal dependence of the ﬁelds is related to the spatial dependence of the ﬁelds, an
idea underlying our error estimates.
(5) an analogy with the frequency domain: Note that the right-hand side of (20) in Theorem 6.1 depends on the spatial
properties of the initial data E0(x), H0(x) and the given source terms Je(x), Jm(x). This is in accordance to what
happens in the frequency domain, where the DBF model is used provided that (see, e.g., [22])
ω
√
εμ|β| 	 1,
where ω > 0 is the angular frequency of the electromagnetic ﬁelds; by the time harmonic Maxwell’s equations,
√
εμ is
a measure of the scales over which the ﬁelds vary spatially. This spatial dependence in the time domain is quantiﬁed by
the norm ‖ · ‖HM .
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