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0 Introduction
0. Introduction
During the last 130 years, the theory of moment problems in mathematics has been
formed, developed and become from major importance nowadays. This highly com-
plex, interdisciplinary branch of mathematics not only combines probability theory
and matrix theory, but also the theory of measure and integration. Additionally, a
considerable influence of the theory of moment problems on complex analysis, the
theory of orthogonal polynomials, and spectral theory of linear operators in Hilbert
spaces as well as approximation theory can be mentioned. Therefore, caused by
its complexity, this topic of mathematics is characterized by a great interconnection
among different fields of mathematics as well as within the theory of moment problems
itself and not only includes Stieltjes-type problems, but also those of Hamburger-type
and Hausdorff-type. The present thesis focuses on a special matricial power moment
problem of Stieltjes-type.
We first give a historical overview of the history of development of moment prob-
lems. It should be noted that this has already been presented in several works. For
example, a detailed overview up to the year 2001 can be found in the PhD thesis of
A. E. Choque Rivero [36]. In [54], the historical process up to the year 2009 is also
described in detail. A comprehensive account up to the present can also be found in
the habilitation thesis of C. Mädler [104]. Many interesting historical aspects can be
found in the PhD theses of B. Jeschke [87] and T. Makarevich [106] as well.
The origin for the investigation of scalar moment problems can be seen in the discus-
sion of limit theorems of probability theory by the St. Petersburg school around P.
L. eby²ev and, among others, his student A. A. Markov. A systematic treatment
of extremal problems for integrals as well as questions on the approximation theory
in connection with the method of continued fractions determined this first phase of
the development of the theory of moment problems. Due to a lack of exchange, a
separate flow of ideas to the remarks around P. L. eby²ev developed outside the
Russian-speaking area. First of all, the fundamental monographs [133, 134] by T. J.
Stieltjes are to be named, whose statement of a problem can also be regarded as the
origin for the present thesis. T. J. Stieltjes investigated a scalar moment problem on
the right semi-axis [0,∞) by application of the convergence of continued fractions.
In [134], the term 'moment problem' was introduced for the first time. Further, T. J.
Stieltjes recognized the important relationship between moment problems and Hermi-
tian forms, such that the solvability of large classes of moment problems is character-
ized by certain non-negative Hermitian matrices formed by the given data. Another
high influence on the first phase of historical development can be assigned to both
the papers [7880] of H. L. Hamburger as well as the paper [110] of R. Nevanlinna.
Instead of the right semi-axis, both examined a moment problem on the real axis.
While H. L. Hamburger maintained the use of the method of continued fractions, R.
Nevanlinna was the first to apply complex analysis. Furthermore, important scientific
works to be mentioned in the context of the early history of moment problems include
papers, exemplarily, by C. Carathéodory [31,32], F. Hausdorff [81], E. Hellinger [82],
G. Herglotz [84], G. Pick [114, 115], K. A. Posse [116], M. Riesz [119121], and O.
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Toeplitz [138]. For a historical overview, we refer the reader to the paper [92] by T. H.
Kjeldsen. This work does not only describes the early history of moment problems,
but also gives a detailed overview on the work of T. J. Stieltjes. It was only past 1930
that the flow of ideas initiated by P. L. eby²ev and A. A. Markov was combined
with the function-theoretical and geometrical-functional-analytical approach originat-
ing outside Russia by the work [12] by N. I. Akhiezer and M. G. Kren. Based on the
combination of these theoretical and analytical works, interesting applications within
approximation theory and mathematical statistics could be made (see S. Karlin/ W.
J. Studden [88] and M. G. Kren/ A. A. Nudelman [100]). In addition, M. G. Kren
dealt with operator versions [9597,99], which was later taken up by V. M. Adamyan,
I. M. Tkachenko, and M. Urrea and extended by modern considerations (see [710]).
For an overview on this part of the work of M. G. Kren, see the articles [111,112] by
A. A. Nudelman. Moreover, M. G. Kren [98] was the first who deals with a truncated
version of a power moment problem.
It should be noted that the classical papers mentioned above primarily investigated
scalar versions of moment problem. The fundamental papers of V. M. Adamyan/ D.
Z. Arov/ M. G. Kren [15] finally led to the transition from scalar moment prob-
lems to the matrix case by dealing with matrix and operator versions of classical
interpolation and moment problems. Since then, a variety of different approaches to
matricial moment problems emerged. A list of important approaches can be found,
for example, in [36], whereby books created within the last 30 years on the subject
of moment problems with different approaches are the following: D. Alpay [14], D.
Alpay/ A. Dijksna/ J. Rovnyak/ H. S. V. de Snoo [15], D. Z. Arov/ H. Dym [18,19],
M. Bakonyi/ T. Constantinescu [20], M. Bakonyi/ H. J. Woerdeman [21], J. A. Ball/
I. Gohberg/ L. Rodman [22], T. Constantinescu [40], V. K. Dubovoj/ B. Fritzsche/
B. Kirstein [44], H. Dym [45], C. Foias/ A. E. Frazho [57], C. Foias/ A. E. Frazho/ I.
Gohberg/ M. A. Kaashoek [58], I. Gohberg/ S. Goldberg/ M. A. Kaashoek [75, 76],
J. W. Helton/ J. A. Ball/ C. R. Johnson/ J. N. Palmer [83], V. E. Katsnelson [91],
M. Rosenblum/ J. Rovnyak [123], L. A. Sakhnovich [125].
The approach to the moment problem developed by V. P. Potapov through his method
of fundamental matrix inequalities, which is based on his J-theory, is from major im-
portance for this thesis. The essence of the method of fundamental matrix inequalities
is given by the transformation of the considered matricial problem into an equivalent
system of matricial inequalities in the sense of Löwner semi-ordering. Among others,
the papers [2630, 38, 39, 47, 55, 90, 91, 93, 94] are devoted to this special approach
to power moment problems, whereby a further development and unification of the
method of fundamental matrix inequalities of V. P. Potapov by L. A. Sakhnovich
can be found in [25, 86, 125]. Here, L. A. Sakhnovich used his calculus of opera-
tor identities. The beginning of the considerations of the truncated Stieltjes-type
moment problem that will be mainly focused on in this thesis goes back to the pa-
pers [4648, 55] of Yu. M. Dyukarev and V. E. Katsnelson. At the end of the 20st
century and with the onset of the 21st century, G. N. Chen and Y. J. Hu [33,35,85], V.
M. Adamyan and I. M. Tkachenko [8,9] as well as S. M. Zagorodnyuk [140] considered
the general situation of non-degenerate and degenerate cases of moment problems.
In addition, Yu. M. Dyukarev examined various aspects of the matricial moment
problem of Stieltjes-type. We would like to refer to the papers [4952].
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Recent developments in the treatment of various matricial versions of moment prob-
lems have been decisively influenced by the work of B. Fritzsche, B. Kirstein, and C.
Mädler. They based their approach to moment problems on their work in the field of
Schur analysis and developed a matricial generalization of the classical algorithm of I.
Schur (see [130,131]) to solve the matricial Schur and Caratheodory problems as well
as matricial moment problems (see, e.g. [44, 6567, 104]). Through intensive contact
with mathematicians of the former Soviet Union, in particular V. K. Dubovoj , Yu.
M. Dyukarev, and V. E. Katsnelson, they were offered the access to moment problems
via the method of fundamental matrix inequalities due to V. P. Potapov. This allowed
a comparison of the method of fundamental matrix inequalities and the Schur-type
approach by B. Fritzsche and B. Kirstein. For almost 30 years, the research group of
B. Fritzsche and B. Kirstein has dealt with solvability and descriptions of the set of all
solutions of various versions of matricial interpolation and power moment problems,
resulting in a large number of papers, monographs, and theses. The present thesis
within the field of matricial power moment problems is written under the supervision
of B. Fritzsche and belongs, therefore, to the sphere of activity of B. Fritzsche and B.
Kirstein.
This thesis is motivated by two different approaches to the matricial Stieltjes-type
moment problem: On the one hand, through the access of the method of funda-
mental matrix inequalities of V. P. Potapov and, on the other hand, through the
Schur-analytic approach of B. Fritzsche and B. Kirstein. Both approaches are con-
sidered distinctly. We first focus our attention on the application of the method of
fundamental matrix inequalities. This part of the present thesis is in a way a con-
tinuation of the dissertation of T. Makarevich [106] and the paper [69], respectively.
In [106], the general case of the matricial Stieltjes moment problem was treated on
the interval [α,∞), where α is an arbitrarily given real number, for an even number
of given data. The special nature of possible degeneracy as well as a modification of
a method derived by V. K. Dubovoj for the treatment of the degenerated matricial
Schur problem were discussed. The method developed by V. K. Dubovoj was already
applied by V. A. Bolotnikov (see [27]) to the moment problem on the right half-axis.
In addition to extending the interval from [0,∞) to [α,∞) with arbitrary real num-
ber α, T. Makarevich continued and edited the work of V. A. Bolotnikov. Similar to
V. A. Bolotnikov's approach, T. Makarevich used V. P. Potapov's method of funda-
mental matrix inequalities as well as special vector spaces, called Dubovoj subspaces.
We pick up the procedure presented in [106] and [69], respectively, and extend it by
the case of an odd number of prescribed moments. Here, the difficulty is caused by
different sizes of the matrix polynomial in question. Moreover, it should be pointed
out that a first approach to the mathematical treatment of the moment problem for
the right half-axis [0,∞) was already discussed in the paper [27, Chapter 6] of V. A.
Bolotnikov. However, a detailed description of the solution set of the problem was
not made there and will be presented in this thesis. It should be noted that in the
PhD thesis [87] of B. Jeschke the approach of T. Makarevich in [106] with additional
use of certain matrix polynomials has been adopted in order to obtain a parametriza-
tion of solution sets of various moment problems of Stieltjes-type. However, only the
non-degenerate case was treated in [87].
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We deal with a Schur-analytic approach to the Stieltjes-type matricial power moment
problem in the general case. Our aim is to get a description of the considered problem
through the interplay of two interrelated versions of Schur-type algorithms, namely
an algebraic and a function-theoretic one. The concept presented here is based on
the papers [66, 67]. The algebraic part includes those finite sequences that admit a
solution to the moment problem. Based on the concept of the reciprocal sequence,
these are later gradually shortened by one element in each step, preserving special
properties of a certain sequence. Within the function-theoretical part all the holo-
morphic matrix-valued functions, which are essential for the moment problem, will be
included. Based on these functions, the Stieltjes transforms will be built and classified
later. The synthesis of both parts becomes possible by a matricial generalization of
the classical theorem of Hamburger-Nevanlinna (see, e.g [67]). In 2017, B. Fritzsche
et al. [70] already published this strategy to describe the special truncated matricial
moment problem of Stieltjes-type. It should be mentioned at this point that in the
habilitation thesis of C. Mädler [104] some Schur-type algorithms are used to perform
the parametrization of solution sets of various moment problems. All three types of
matricial sessions of classical moment problems are treated in detail there.
In the first section, we formulate several types of moment problems and give neces-
sary and sufficient criterions of their solvability. Furthermore, we introduce essential
structures and classes of sequences of p× q matrices that will play a key role for our
approach.
In Section 2, we will consider some special classes of holomorphic matrix-valued
functions. Especially, we are interested in particular subclasses of matricial Schur
functions and essential results in this context. Based on the matrix version of a
theorem due to R. Nevanlinna [110], we give several integral transformations of non-
negative Hermitian q × q measures. Thus, we are able to reformulate the consid-
ered Stieltjes-type moment problem (M[[α,∞); (sj)mj=0,≤]) for non-negative hermi-
tian measures in terms of an equivalent interpolation problem (S[[α,∞); (sj)mj=0,≤])
for special classes of holomorphic matrix-valued functions. (A detailed formulation of
the Stieltjes-type problemM[[α,∞); (sj)mj=0,≤] is given in Section 1, whereas Problem
S[[α,∞); (sj)mj=0,≤] is explained in Section 2.)
Section 3 represents the first main part of the thesis. Here, we will deal with a
parametrization of the solution set of Problem S[[α,∞); (sj)2nj=0,≤], using a certain
systems of fundamental matrix inequalities of Potapov-type. Therefore, we will start
the chapter considering systems of fundamental matrix inequalities that are adapted
to the problem and whose solution set coincides with the solution set of Problem
S[[α,∞); (sj)2nj=0,≤]. We then will have a closer look at some block Hankel matrix
identities. In Subsection 3.3, we will consider particular finite-dimensional vector
spaces, so-called Dubovoj subspaces. We will use these subspaces to generate special
generalized inverses. In Subsection 3.4, we will examine special matrix polynomi-
als and associated J˜q-forms, where J˜q represents the relevant signature matrix of
the system. Subsection 3.5 includes considerations on special pairs of meromorphic
matrix-valued functions, so-called Stieltjes pairs. These take over the role of the
free parameters in the representation of the solution set of the truncated matricial
Stieltjes-type moment problem. The parametrization of the solution set of Problem
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S[[α,∞); (sj)2nj=0,≤] takes place in Subsection 3.7. We will discuss the non-degenerate
case as well as the degenerate one. We will distinguish between the degenerate, but
not completely degenerate case and the completely degenerate case. Concerning the
completely degenerate case, we will see that there is a unique solution.
Within the second main part of this thesis, stated in Section 4, we will
present a parametrization of the solution set of the interpolation problem
S[[α,∞); (sj)mj=0,≤] which is equivalent to the matricial Stieltjes-type problem Prob-
lem M[[α,∞); (sj)mj=0,≤] and where m is an arbitrarily given positive integer. This
approach is based on a one-step Schur-type algorithm that includes an algebraic part
and a function-theoretic part, introduced in [66,67]. To avoid repetitions, we will par-
tially refer to the results of Section 3. In Subsection 4.1, we begin with some results
on right α-Stieltjes parametrization of finite or infinite sequences of complex p× q
matrices stated in [53] and [62]. In the following Subsection 4.2, we give a detailed
proof of an extended version of a result, stated in [53, Theorem 5.2], which enabled us
to restrict our investigations to a particular subclass of sequences of prescribed matrix
moments. Then, we will consider the first α-Schur transform of any sequences (sj)
κ
j=0
from Cq×q, introduced in [66, Definition 7.1]. This transformation provides the alge-
braic part of our Schur-type algorithm, which reduces a given sequence by one element.
In Subsection 4.4, we will introduce special 2q × 2q matrix polynomials that provide
the elementary factors for describing the function-theoretic version of our Schur-type
algorithm. The function-theoretic part is the basic tool of our approach to describe
the solution set of Problem S[[α,∞); (sj)mj=0,≤] and will be introduced in Subsec-
tion 4.5. In this subsection, we will present two central results of this approach: On
the one hand is Lemma 4.36, which indicates that the so-called [α,∞)-Schur-Stieltjes
transform F [+,α,σ([α,∞))] works well with functions F belonging to S0,q,[α,∞)[(sj)mj=0 ,≤],
and, on the other hand, we have Lemma 4.37, which describes the behavior of the
so-called inverse (α, s0)-Schur-Stieltjes transform F [−,α,s0] for functions F belonging
to a special class of holomorphic matrix-valued functions. By combining the algebraic
and the function-theoretic part, the algorithm presented in Subsection 4.6 delivers a
first parametrization of the solution set S0,q,[α,∞)[(sj)mj=0,≤], where parameters still
depend on the given data. In Subsection 4.7, we transform this parametrization in
such a way that the parameters are indeed free, i.e., independent of the given data.
Furthermore, we treat both the non-degenerate as well as the degenerate cases as
described in Section 3.
In the appendix, we will state special results concerning matrix theory, integration the-
ory of non-negative Hermitian measures, linear fractional transformations and mero-
morphic matrix-valued functions. The statements presented here are mostly known
and are given for the convenience of the reader.
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1. Formulation of matricial power moment
problems and some notations
In view of formulating the problems, we are going to consider, first we state some
notations. Let C, R, Z, N0, and N be the set of all complex numbers, the set of all
real numbers, the set of all integers, the set of all non-negative integers, and the set
of all positive integers, respectively. Further, for all α, β ∈ R∪ {−∞,∞}, let Zα,β be
the set of all integers k for which α ≤ k ≤ β holds true. Moreover, let C0 := C∪{∞}.
Throughout this thesis, let p, q ∈ N. If X is a non-empty set, then X p×q represents
the set of all p× q matrices each entry of which belongs to X , and X p is abbreviating
X p×1. The notation Cq×qH is used to denote the set of all Hermitian complex q × q
matrices. Moreover, we write Cq×q≥ and C
q×q
> to designate the set of all non-negative
Hermitian complex q × q matrices and the set of all positive Hermitian complex q × q
matrices, respectively. Let δj,k be the Kronecker delta, i.e., δj,k := 1 in case j = k
and δj,k := 0 in case j 6= k.
If (Ω,A) is a measurable space, then each countably additive mapping defined on
A with values in Cq×q≥ is called a non-negative Hermitian q × q measure on (Ω,A)
(see also Appendix C). If (Ω,A) is a measurable space, then let 1A : Ω → C be the
indicator function of the subset A of Ω. If µ = (µjk)
q
j,k=1 is a non-negative Hermitian
q × q measure on a measurable space (Ω,A), then we use L1(Ω,A, µ;C) to denote the
set of all Borel-measurable functions f : Ω→ C for which ∫
Ω
|f | dµ˜jk <∞ holds true
for every choice of j and k in Z1,q, where µ˜jk is the variation of the complex measure
µjk. If f ∈ L1(Ω,A, µ;C), then
∫
A
fdµ :=
(∫
A
fdµjk
)q
j,k=1
for each A ∈ A, and we also
write
∫
A
f(w)µ(dw) for this integral. Let BR (resp. BC) be the σ-algebra of all Borel
subsets of R (resp. C). For all Ω ∈ BR\{∅}, let BΩ be the σ-algebra of all Borel
subsets of Ω and letMq≥(Ω) be the set of all non-negative Hermitian q × q measures
on (Ω,BΩ). For all κ ∈ N0 ∪ {∞}, let Mq≥,κ(Ω) be the set of all σ ∈ Mq≥(Ω) such
that, for all j ∈ Z0,κ, the function fj : Ω → C defined by fj(t) := tj belongs to
L1(Ω,BΩ, σ;C). If κ ∈ N0 ∪ {∞} and if σ belongs toMq≥,κ(Ω), then the integral
s
(σ)
j :=
∫
Ω
tjσ(dt) (1.1)
is well defined for each j ∈ Z0,κ. Obviously,
Mq≥,∞(Ω) ⊆Mq≥,l(Ω) ⊆Mq≥,k(Ω) ⊆Mq≥,0(Ω) =Mq≥(Ω)
for every choice of non-negative integers k and l with k ≤ l. If Ω is a bounded set
belonging to BR\{∅}, then Mq≥,∞(Ω) = Mq≥(Ω) (see, e.g. [113, Lemma 5.3] for a
detailed proof).
We will consider particular cases of the following two types of matricial power moment
problems:
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M[Ω; (sj)
m
j=0,≤]: Let Ω ∈ BR\{∅}, let m ∈ N0, and let (sj)mj=0 be a sequence of com-
plex q × q matrices. Parametrize the setMq≥[Ω; (sj)mj=0,≤] of all σ ∈Mq≥,m(Ω)
for which the matrix sm − s(σ)m is non-negative Hermitian and, in case m ≥ 1,
for which moreover s(σ)j = sj is fulfilled for all j ∈ Z0,m−1.
M[Ω; (sj)
κ
j=0,=]: Let Ω ∈ BR\{∅}, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a se-
quence of complex q × q matrices. Parametrize the set Mq≥[Ω; (sj)κj=0,=] of
all σ ∈Mq≥,κ(Ω) for which s(σ)j = sj is fulfilled for all j ∈ Z0,κ.
Observe that, for every choice Ω ∈ BR\{∅}, all integers l and m with 0 ≤ l < m, and
every sequence (sj)
m
j=0 of complex q × q matrices, we have
Mq≥[Ω; (sj)mj=0 ,=] ⊆Mq≥[Ω; (sj)mj=0 ,≤] ⊆Mq≥[Ω; (sj)lj=0,=]
and
Mq≥[Ω; (sj)mj=0 ,≤] = {σ ∈Mq≥[Ω; (sj)m−1j=0 ,=] ∩Mq≥,m(Ω) : sm − s(σ)m ∈ Cq×q≥ }.
In [98, Chapter 1], M. G. Kren was the first who studied problems of the form
M[Ω; (sj)
m
j=0,≤], i.e., truncated power moment problems with a condition that the
highest prescribed moment is restricted via an inequality. This was done by trans-
ferring the method of eby²ev systems to half-infinite intervals. Examining scalar
moment problems on bounded closed intervals opened up the access to scalar mo-
ment problems on the closed half-axis. This was explained in detail in the mono-
graph [100, Chapter 5].
In addition to the given sequence of matrix moments, the choice of the domain Ω ∈
BR\{∅} of integration is important for the investigation of Problems M[Ω; (sj)mj=0,≤]
and M[Ω; (sj)κj=0,=]. By different assumptions concerning Ω, three different variants
are distinguished classically, whereby the designation was made after the mathemati-
cians, who first dealt with these in the scalar case q = 1 and, in particular, with
questions of solvability. Thus, in case Ω = R, we speak of the Hamburger-type mo-
ment problem (named after H. L. Hamburger [7880]). Moreover, we call the case
Ω = [α,∞) with some α ∈ R (classic: α = 0) the Stieltjes-type moment problem
(named after T. J. Stieltjes [134]). If Ω is a closed bounded subinterval of R, i.e.,
Ω = [a, b] with a, b ∈ R such that a < b is satisfied (classic: a = 0 and b = 1), then it
is called the Hausdorff-type moment problem (named after F. Hausdorff [81]).
In the present thesis we will study the case q ∈ N. Nevertheless, we refer to the
monographs [11] and [100] for a detailed overview of results in the scalar case q = 1.
Furthermore, we point out that in [16] certain necessary and sufficient conditions
of solvability for truncated moment problems of Hamburger-type, Stieltjes-type, and
Hausdorff-type can be found. Since an operator-theoretical approach was chosen
there, we will not go into these characterizations any further.
In the following, we mainly turn our attention to a matricial Stieltjes-type moment
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problem, i.e., we will consider the case Ω = [α,∞), where α is an arbitrarily given
real number.
The moment problem M[[α,∞); (sj)mj=0,=], where m is an arbitrarily given non-
negative integer, is discussed in [66] and [67], where a parametrization of the set
Mq≥[[α,∞); (sj)mj=0,=] is stated.
The parametrization of the solution set Mq≥[[α,∞); (sj)mj=0,≤] of Problem
M[[α,∞); (sj)mj=0,≤] will be the main goal of this work. We examine two different
approaches.
In the case that m is an odd positive integer with some n ∈ N0, a description of the
set Mq≥[[α,∞); (sj)mj=0,≤] can already be found in [106] and [69], respectively. The
approach chosen there is based on solving the corresponding system of V. P. Potapov's
fundamental matrix inequalities (see [69]). We extend this strategy by obtaining a
description of the setMq≥[[α,∞); (sj)mj=0,≤], where m = 2n with an arbitrarily given
n ∈ N0 (see Section 3). As already mentioned, in case of an arbitrary non-negative
integer m, a parametrization of the setMq≥[[α,∞); (sj)mj=0,=] is presented in [66,67].
We will modify the Schur-type algorithm used there and obtain a way to parametrize
the set Mq≥[[α,∞); (sj)mj=0,≤], where m is an arbitrarily given non-negative integer
(see Section 4).
To recall the criterions of solvability as well as for our further considerations, we
introduce certain sets of sequences of complex q × q matrices, which are determined
by properties of particular block Hankel matrices built of them. If n ∈ N0 and if
(sj)
2n
j=0 is a sequence of complex q × q matrices, then (sj)2nj=0 is called Hankel non-
negative definite (respectively, Hankel positive definite) if the block Hankel matrix
Hn :=
[
sj+k
]n
j,k=0
(1.2)
is non-negative Hermitian (respectively, positive Hermitian). For all n ∈ N0, we will
writeH≥q,2n (respectively, H>q,2n for the set of all sequences (sj)2nj=0 of complex q × q ma-
trices which are Hankel non-negative definite (respectively, Hankel positive definite).
If n ∈ N and if (sj)2nj=0 ∈ H≥q,2n (respectively, (sj)2nj=0 ∈ H>q,2n), then, for each m ∈ Z0,n,
the sequence (sj)2mj=0 obviously belongs to H≥q,2m (respectively, H>q,2m). Thus, let H≥q,∞
(respectively, H>q,∞) be the set of all sequences (sj)∞j=0 of complex q × q matrices such
that, for all n ∈ N0, the sequence (sj)2nj=0 belongs to H≥q,2n (respectively, H>q,2n).
We now formulate a solvability criterion for Problem M[R; (sj)2nj=0,≤]:
Theorem 1.1. Let n ∈ N0 and let (sj)2nj=0 be a sequence of complex q × q matrices.
ThenMq≥[R; (sj)2nj=0 ,≤] 6= ∅ if and only if (sj)2nj=0 ∈ H≥q,2n.
There are different proofs of Theorem 1.1, namely in [33, Theorem 3.2], [124, Satz
9.20], and [54, Theorem 4.16] (see also [103, Theorem 4.1.17]). The proof given in [33]
is based on a Schur-type algorithm as well as a matricial version of a Theorem due to
H. L. Hamburger and R. Nevanlinna (see [94]). The proof shown in [124] uses V. P.
Potapov's fundamental matrix inequality and a matricial version of the Theorem of
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Helly-Prohorov (see, e.g. [59] or [44, Lemma 2.2.1]). Furthermore, in the proof shown
in [54], a special solution of Problem M[R; (sj)2nj=0,≤] is presented by construction
of a molecular measure. (By a molecular measure we mean a measure, which is
concentrated on a finite subset of the real axis.) Moreover, a compilation of different
proofs of Theorem 1.1 can be found in [129]. A parametrization of the solution set
Mq≥[R; (sj)2nj=0 ,≤] was given in [94, Theorem H] for the non-degenerate case, i.e., if
the matrix Hn given in (1.2) is positive Hermitian. In the general case of a non-
negative Hermitian matrix Hn, parametrizations of Mq≥[R; (sj)2nj=0 ,≤] can be found
in [28, Theorem 4.6], [33, Theorem 4.5], and [137, Chapter 1].
For all n ∈ N0, let H≥,eq,2n be the set of all sequences (sj)2nj=0 of complex q × q matrices
for which there exist complex q × q matrices s2n+1 and s2n+2 such that (sj)2(n+1)j=0
belongs to H≥q,2(n+1). Furthermore, for all n ∈ N0, we will use H≥,eq,2n+1 to denote the
set of all sequences (sj)2n+1j=0 of complex q × q matrices for which there exists a complex
q × q matrix s2n+2 such that (sj)2(n+1)j=0 belongs to H≥q,2(n+1). For each m ∈ N0, the
elements of the set H≥,eq,m are called Hankel non-negative definite extendable sequences.
For technical reasons, let H≥,eq,∞ := H≥q,∞.
Observe that H≥,eq,0 = H≥q,0 and, for each n ∈ N ∪ {∞}, furthermore, H≥,eq,2n ⊆ H≥q,2n
and H≥,eq,2n 6= H≥q,2n. (For example, for each n ∈ N, the sequence (sj)2nj=0 given by
sj := δj,2nIq for each j ∈ Z0,2n belongs to H≥q,2n\H≥,eq,2n (see [128, Beispiel 4.2]).
The solvability of Problem M[R; (sj)κj=0,=] now can be characterized as follows:
Theorem 1.2. Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence of complex q × q
matrices. ThenMq≥[R; (sj)κj=0 ,=] is non-empty if and only if (sj)κj=0 ∈ H≥,eq,κ .
A proof of Theorem 1.2 can be found in [54, Theorem 4.17] (see also [103, Theorem
4.1.18]). This proof modifies an idea presented in [28, Lemma 2.10], where κ, is an
odd non-negative integer. In case of an odd non-negative integer κ a proof is also
given in [33, Theorem 3.1]. For the case κ < ∞, we again draw the attention of
the reader to the compilation of several proofs of Theorem 1.2 in [129]. Moreover, if
κ =∞, a proof is given in [61, Theorem 6.6].
In case κ = 2n with a non-negative integer n, a parametrization of the so-
lution set of Mq≥[R; (sj)κj=0 ,=] was worked out by H. Dym in [45]. This was
done by using the theory of Hilbert spaces with reproducing kernel for given se-
quences (sj)
2n
j=0 ∈ H>q,2n. By applying a Schur-type algorithm, in [33, Theorem 4] a
parametrization ofMq≥[R; (sj)2nj=0,=] was obtained for given sequences (sj)2nj=0 belong-
ingH≥,eq,2n. Alternatively, a description of this set was presented in [6, Theorem 4] using
operator-theoretical methods. In case κ = 2n + 1 with some non-negative integer, a
parametrization of the solution set ofM1≥[R; (sj)2n+1j=0 ,=], i.e., in the scalar case, was
found quite recently in [41, Section 3]. The matricial case Mq≥[R; (sj)2n+1j=0 ,=] with
arbitrarily given positive integer q could be described by using a two-step Schur-type
algorithm in [65]. In case κ = ∞, a parametrization was previously only possible
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due to the assumption of additional conditions (cf. [34, 94]). Therefore it will not be
discussed in detail here.
In order to discuss the matricial Stieltjes moment problem M[[α,∞); (sj)mj=0,≤], it
seems to be useful to introduce further sets of sequences of matrices, which depend
on the given real number α.
Let κ ∈ N0 ∪{∞} and let (sj)κj=0 be a sequence of complex p× q matrices. Then, for
all n ∈ N0 with 2n+ 1 ≤ κ, we also introduce the block Hankel matrix
Kn := [sj+k+1]
n
j,k=0. (1.3)
If κ ≥ 1, then, for all α ∈ C, let the sequence (sα.j)κ−1j=0 be given by
sα.j := −αsj + sj+1 for all j ∈ Z0,κ−1. (1.4)
The sequence (sα.j)κ−1j=0 is called the sequence generated from (sj)
κ
j=0 by right-sided
α-shifting. (An analogous left-sided version is discussed in [62, Definition 2.1].)
Let α ∈ R. We now introduce further classes of finite or infinite sequences of complex
q × q matrices, which are characterized by the sequences (sj)κj=0 and (sα.j)κ−1j=0 . Let
K≥q,0,α := H≥q,0, and, for all n ∈ N, let K≥q,2n,α be the set of all sequences (sj)2nj=0 of
complex q × q matrices for which the block Hankel matrices Hn and −αHn−1 +Kn−1
both are non-negative Hermitian, i. e., let
K≥q,2n,α :=
{
(sj)
2n
j=0 ∈ H≥q,2n
∣∣∣(sα.j)2(n−1)j=0 ∈ H≥q,2(n−1)}. (1.5)
Furthermore, for all n ∈ N0, let K≥q,2n+1,α be the set of all sequences (sj)2n+1j=0 of complex
q × q matrices for which the block Hankel matrices Hn and −αHn+Kn both are non-
negative Hermitian, i. e., K≥q,2n+1,α is the set of all sequences (sj)2n+1j=0 from Cq×q such
that {(sj)2nj=0, (sα.j)2nj=0} ⊆ H≥q,2n. Hence, the sets K≥q,2n,α and K≥q,2n+1,α are determined
by two conditions. The condition (sj)2nj=0 ∈ H≥q,2n ensures that a particular Hamburger
moment problem associated with the sequence (sj)2nj=0 is solvable (see Theorem 1.1).
The second condition (sα.j)
2(n−1)
j=0 ∈ H≥q,2(n−1) (respectively, (sα.j)2nj=0 ∈ H≥q,2n) controls
that the original sequences (sj)2nj=0 and (sj)
2n+1
j=0 are well adapted to the interval [α,∞).
Using the sets introduced above, we recall a solvability criterion for the Problem
M[[α,∞); (sj)mj=0,≤]:
Theorem 1.3 ( [53, Theorem 1.4]). Let α ∈ R, let m ∈ N0, and let (sj)mj=0 be a
sequence of complex q × q matrices. Then Mq≥[[α,∞); (sj)mj=0,≤] 6= ∅ if and only
if (sj)mj=0 ∈ K≥q,m,α.
In order to formulate a necessary and sufficient condition for the solvability of Problem
M[[α,∞); (sj)κj=0,=], we introduce further classes of sequences of complex matrices.
Let m ∈ N0. Then let K≥,eq,m,α be the set of all sequences (sj)mj=0 of complex q × q ma-
trices for which there exists a complex q × q matrix sm+1 such that (sj)m+1j=0 belongs
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to K≥q,m+1,α. Obviously, K≥,eq,0,α = K≥q,0,α. For all n ∈ N, we have
K≥,eq,2n,α =
{
(sj)
2n
j=0 ∈ H≥q,2n
∣∣∣(sα.j)2n−1j=0 ∈ H≥,eq,2n−1} (1.6)
and, for all n ∈ N0, furthermore
K≥,eq,2n+1,α =
{
(sj)
2n+1
j=0 ∈ H≥,eq,2n+1
∣∣∣(sα.j)2nj=0 ∈ H≥q,2n}. (1.7)
A sequence (sj)mj=0 of complex q × q matrices is called α-Stieltjes non-negative defi-
nite (resp. α-Stieltjes non-negative definite extendable) if it belongs to K≥q,m,α (resp.
K≥,eq,m,α).
Remark 1.4. Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K≥q,m,α (resp. K≥,eq,m,α). Then
it is easy to see that (sj)lj=0 ∈ K≥q,l,α (resp. K≥,eq,l,α) for all l ∈ Z0,m.
If α ∈ R, then, in view of Remark 1.4, let K≥q,∞,α be the set of all sequences (sj)∞j=0
of complex q × q matrices such that (sj)mj=0 ∈ K≥q,m,α holds true for all m ∈ N0.
Furthermore, let
K≥,eq,∞,α := K≥q,∞,α.
Remark 1.5. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ K≥q,κ,α. Then
(sj)
m
j=0 ∈ K≥,eq,κ,α for all m ∈ Z0,κ−1.
Remark 1.6. Let α ∈ R and κ ∈ N0 ∪ {∞}. Then Remark 1.5 shows that
K≥,eq,κ,α ⊆ K≥q,κ,α. If κ ∈ N, then it can be easily checked that K≥,eq,κ,α 6= K≥q,κ,α holds
true (see also Theorem 4.4 below).
We now formulate a solvability criterion for Problem M[[α,∞); (sj)κj=0,=]:
Theorem 1.7 ( [53, Theorem 1.3], [62, Theorem 1.6]). Let α ∈ R, let κ ∈
N0 ∪ {∞} and let (sj)κj=0 be a sequence of complex q × q matrices. Then
Mq≥[[α,∞); (sj)κj=0,=] 6= ∅ if and only if (sj)κj=0 belongs to K≥,eq,κ,α.
In the case that κ is a non-negative integer, a proof of Theorem 1.7 is given in [53,
Theorem 1.3, Sections 1 and 4]. For κ = ∞, one can use an idea stated in [11].
Indeed, using
Mq≥[[α,∞); (sj)∞j=0,=] =
∞⋂
m=0
Mq≥[[α,∞); (sj)mj=0,=]
and a matricial version of the Helly-Prohorov theorem (see, e.g. [59, Satz 9]), a proof
of Theorem 1.7 can be easily obtained (see also [62, Theorem 1.6]).
It should be noted that the q × q block matrix sequences, characterizing the solvability
of the moment problems in Theorem 1.3 and Theorem 1.7, are inverstigated in detail
by Yu. M. Dyukarev, B. Fritzsche, B. Kirstein, and C. Mädler ( [53,62,64]).
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Remark 1.8 ( [70, Corollary 1.9]). Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let
σ ∈Mq≥,κ([α,∞)). Then Theorem 1.7 shows that (s(σ)j )κj=0 belongs to K≥,eq,κ,α.
The following result is essential for the parametrization of the solution set
Mq≥[[α,∞); (sj)mj=0,≤] of Problem M[[α,∞); (sj)mj=0,≤]:
Theorem 1.9 ( [53, Theorem 5.2]). Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K≥q,m,α.
Then there is a unique sequence (s˜j)mj=0 ∈ K≥,eq,m,α such that
Mq≥[[α,∞); (s˜j)mj=0,≤] =Mq≥[[α,∞); (sj)mj=0,≤]. (1.8)
In the special case of α = 0, the existence of such a sequence (s˜j)mj=0 was formu-
lated by V. A. Bolotnikov in [27, Lemma 2.7 and Lemma 6.3]. It should be noted,
however, that the construction there does not meet the requirements. (This was
demonstrated in [53, Example 5.1].) Using Theorem 1.9, in [27], V. A. Bolotnikov
provides a parametrization of the solution set of Problem M[[α,∞); (sj)mj=0,≤] for the
particular case α = 0. It should be mentioned that, in the case α = 0, a proof of
Theorem 1.9 was provided in the handwritten manuscript [136] by H. C. Thiele. The
proof given in [53, Theorem 5.2] is constructive, where s˜m is explicitly constructed
and depends on α. For our approach to the finite matricial Stieltjes-type power mo-
ment problem, in Section 4 we will have a closer look to some aspects of the proof of
Theorem 1.9 (see Theorem 4.5 below). Moreover, in [60] it has been shown that the
α-Stieltjes non-negative definite extendable sequence which is equivalent to a given
sequence belonging to K≥q,m,α can be embedded in a general matrix theoretical object.
Let us introduce some further notation, which is useful for our considerations. We
will write Iq to denote the identity matrix in Cq×q, whereas 0p×q is the null matrix
belonging to Cp×q. If the size of the indentity matrix or the null matrix is obvious,
then we will also omit the indices. For each A ∈ Cp×q, we denote by AT the transposed
matrix to A and by A∗ the adjoint matrix to A. If A and B are complex q × q matrices,
then we will write A ≤ B or B ≥ A to indicate that A and B are Hermitian matrices
such that the matrix B−A is non-negative Hermitian. For each A ∈ Cp×q, let N (A)
be the null space of A, let R(A) be the column space of A, and let rank A be the
rank of A. For each A ∈ Cq×q, we will use <A and =A to denote the real part of A
and the imaginary part of A, respectively: <A := 1
2
(A+ A∗) and =A := 1
2i
(A− A∗).
Furthermore, for each A ∈ Cp×q, let ‖A‖F be the Frobenius norm of A and let ‖A‖S
be the operator norm of A. For each x ∈ Cq, we write ‖x‖E for the Euclidean norm of
x. A complex p× q matrix A is said to be contractive if ‖A‖S ≤ 1. If A ∈ Cq×q, then
det A denotes the determinant of A and trA stands for the trace of A. If A ∈ Cq×q
is regular, i.e., if det A 6= 0, then let A−1 be the inverse of A and, moreover, let
A−∗ := (A−1)∗. For each complex p× q matrix A, let
A{1} := {X ∈ Cq×p : AXA = A}. (1.9)
Obviously, for each A ∈ Cp×q, the Moore-Penrose inverse A+ of A belongs to A{1}.
Remark 1.10. Let Ω ∈ BR\{∅}, let κ ∈ N0 ∪ {∞}, and let σ ∈ Mq≥,κ(Ω). In view
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of (1.1) and Remark C.22, one easily can check that (s(σ)j )
∗ = s(σ)j holds true for all
j ∈ Z0,κ.
If n ∈ N, if (pj)nj=1 is a sequence of positive integers, and if xj ∈ Cpj×q for each
j ∈ Z1,n, then let
col(xj)
n
j=1 :=
[
x1
x2
.
.
.
xn
]
.
If n ∈ N, if (qk)nk=1 is a sequence of positive integers, and if yk ∈ Cp×qk for each
k ∈ Z1,n, then let
row(yk)
n
k=1 :=
[
y1, y2, ..., yn
]
.
If n ∈ N, if (pj)nj=1 and (qj)nj=1 are sequences of positive integers, and if Aj ∈ Cpj×qj
for every choice of j ∈ Z1,n, then let
diag (A1, A2, . . . , An) :=

A1 0p1×q2 0p1×q3 . . . 0p1×qn
0p2×q1 A2 0p2×q3 . . . 0p2×qn
0p3×q1 0p3×q2 A3 . . . 0p3×qn
... . . .
...
0pn×q1 0pn×q2 0pn×q3 . . . An
 .
We also use the notation diag (Aj)
n
j=1 instead of diag (A1, A2, . . . , An). For each
n ∈ N and each A ∈ Cp×q, we will write In ⊗ A for diag (A)nj=1 as well.
For each x, y ∈ Cq, by 〈x, y〉E we denote the (left-hand side) Euclidean inner product
of x and y, i.e., we have 〈x, y〉E := y∗x. If M is a non-empty subset of Cq, then
let M⊥ be the set of all vectors in Cq which are orthogonal to M (with respect to
the Euclidean inner product 〈., .〉E), i.e., M⊥ is the set of all x ∈ Cq which fulfill
〈x, y〉E = 0 for all y ∈ M. If U and W are subspaces of Cq, then we will use U +W
to denote the sum of U and W . In the special case that U ∩W = {0q×1}, then the
sum U +W of the subspaces U andW is a direct one and we write U uW to indicate
that the sum of U and W is a direct sum. If U and W are orthogonal subspaces of
Cq, i.e., if U and W are subspaces of Cq such that 〈u,w〉E = 0 for every choice of u
in U and w inW , then U +W is called the orthogonal sum of U andW and we write
U ⊕W to indicate that the sum of U and W is an orthogonal one. It is well known
that every orthogonal sum of two subspaces of Cq is a direct one.
If X , Y , and Z are non-empty sets with Z ⊆ X and if f : X → Y is a mapping, then
RstrZ f marks the restriction of f onto Z. If G is a non-empty open subset of C, then
we will call a subset D of G a discrete subset of G if D does not have an accumulation
point in G. If f is a meromorphic function defined on a non-empty open subset of
the complex plane, then we use Hf to denote the set of all points w at which f is
holomorphic, the notation Pf to indicate the set of all poles of f , and we set
Nf := {w ∈ Hf : f(w) = 0}.
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If G is a non-empty subset of C and if f : G → Cp×q is a matrix-valued function,
then let G∨ := {z ∈ C : z ∈ G} and let f ∗ : G → Cq×p as well as f∨ : G∨ → Cq×p
be defined by f ∗(z) := [f(z)]∗ for all z ∈ G and by f∨(z) := f ∗(z) for all z ∈ G∨,
respectively. If f : G → Cq×q is a q × q matrix-valued function such that the function
det f : G → C defined by [det f ] (z) := det [f(z)] does not vanish identically, then
f−1 : Ndet f → Cq×q is defined by f−1(z) := [f(z)]−1 and f−∗ : Ndet f → Cq×q
is defined by f−∗(z) :=
(
[f(z)]−1
)∗
. Furthermore, we denote by Iq : G → Cq×q
and Oq : G → Cq×q the matrix-valued functions with constant value Iq and 0q×q,
respectively. In case, that the domain G is explicit, we only use its value Iq and 0q×q,
respectively, instead of the constant matrix-valued function Iq and Oq, respectively.
Let
Π+ := {z ∈ C : =z ∈ (0,∞)} and Π− := {z ∈ C : =z ∈ (−∞, 0)},
and, for all α ∈ R, let Cα,− := {z ∈ C : <z ∈ (−∞, α)}.
At the end of this section, we introduce two classes of finite sequences of complex
q × q matrices, which prove to be right sided α-Stieltjes non-negative definite extend-
able. Therefore, we need some special notations, which will be used throughout both
approaches to the Stieltjes moment problem we are going to present.
Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence of complex p× q matrices. For all
l,m ∈ N0 with l ≤ m ≤ κ, let
y<s>l,m := col(sj)
m
j=l and z
<s>
l,m := [sl, sl+1, . . . , sm]. (1.10)
Furthermore, for all m,n, and r ∈ N0 such that m+ n+ r ≤ κ, let
H<s>m,n;r := [sj+k+r]j=0,...,m
k=0,...,n
. (1.11)
Let H<s>m,n := H
<s>
m,n;0 for all m,n ∈ N0 such that m + n ≤ κ. If m,n ∈ N0 with
m + n + 1 ≤ κ, then let K<s>m,n := H<s>m,n;1. If m,n ∈ N0 are such that m + n + 2 ≤ κ,
let G<s>m,n := H
<s>
m,n;2. Moreover, let
H<s>n := H
<s>
n,n for all n ∈ N0 with 2n ≤ κ, (1.12)
i.e., H<s>n = [sj+k]
n
j,k=0 . Let
K<s>n := K
<s>
n,n for all n ∈ N0 with 2n+ 1 ≤ κ, (1.13)
i.e., K<s>n = [sj+k+1]
n
j,k=0 . Let
G<s>n := G
<s>
n,n for all n ∈ N0 with 2n+ 2 ≤ κ, (1.14)
i.e., G<s>n = [sj+k+2]
n
j,k=0. Let
L<s>0 := s0, L
<s>
n := s2n − z<s>n,2n−1(H<s>n−1 )+y<s>n,2n−1, (1.15)
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and
L<s>n := G<s>n−1 − y<s>1,n s+0 z<s>1,n (1.16)
for all n ∈ N with 2n ≤ κ. Let
Θ<s>0 := 0p×q and Θ
<s>
n := z
<s>
n,2n−1(H
<s>
n−1 )
+y<s>n,2n−1 (1.17)
for all n ∈ N with 2n − 1 ≤ κ. In situations when it is clear which sequence (sj)κj=0
of complex matrices is meant, we will write yl,m, zl,m, Hm,n,r, Hn, Kn, Gn, Ln, Ln,
and Θn instead of y<s>l,m , z
<s>
l,m , H
<s>
m,n,r, H
<s>
n , K
<s>
n , G
<s>
n , L
<s>
n , L<s>n , and Θ<s>n ,
respectively. Hence, we see that our definitions of (1.2) and (1.12) are identical. The
definitions (1.3) and (1.13) correspond as well.
Suppose κ ≥ 1. We consider an arbitrary α ∈ C and let κ ≥ 1. Then the sequence
(vj)
κ−1
j=0 given by vj := sα.j and (1.4) for all j ∈ Z0,κ−1 plays a key role in our further
considerations. We define Θα.n := Θ<v>n for all n ∈ N0 with 2n ≤ κ,
Hα.n := H
<v>
n and Lα.n := L
<v>
n for all n ∈ N0 with 2n+ 1 ≤ κ, (1.18)
Kα.n := K
<v>
n for all n ∈ N0 with 2n+ 2 ≤ κ,
and
yα.l,m := y
<v>
l,m and zα.l,m := z
<v>
l,m for all l,m ∈ N0 with l ≤ m ≤ κ− 1.
In view of (1.2), (1.3), (1.4), and (1.18), then Hα.n = −αHn +Kn for all n ∈ N0 with
2n+ 1 ≤ κ.
In [62], one can find characterizations of the membership of sequences of complex
q × q matrices to the class K≥q,κ,α and to several of its subclasses, respectively. For
our further considerations, we introduce some of these subclasses (see also Theorem
4.4 below).
For each α ∈ R and each κ ∈ N0 ∪ {∞}, Remark 1.6 shows that K≥,eq,κ,α is a subclass
of K≥q,κ,α. We also turn our attention to further subclasses of K≥q,κ,α: Let α ∈ R. Let
K>q,0,α := H>q,0 and, for all n ∈ N, let K>q,2n,α be the set of all sequences (sj)2nj=0 of
complex q × q matrices for which the block Hankel matrices Hn and −αHn−1 +Kn−1
are positive Hermitian, i.e,
K>q,2n,α := {(sj)2nj=0 ∈ H>q,2n : (sα.j)2(n−1)j=0 ∈ H>q,2(n−1)}.
Furthermore, for each n ∈ N0, let K>q,2n+1,α be the set of all sequences (sj)2n+1j=0 of
complex q × q matrices for which the block Hankel matrices Hn and −αHn +Kn are
positive Hermitian, i.e., K>q,2n+1,α describes the set of all sequences (sj)2n+1j=0 from Cq×q
such that {(sj)2nj=0 , (sα.j)2nj=0} ⊆ H>q,2n. Moreover, let K>q,∞,α be the set of all sequences
(sj)
∞
j=0 of complex q × q matrices such that (sj)mj=0 ∈ K>q,m,α for all m ∈ N0.
Proposition 1.11 ( [62, Proposition 2.20]). Let α ∈ R and let m ∈ N0. Then
K>q,m,α ⊆ K≥,eq,m,α.
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For all n ∈ N0, let
H≥,cdq,2n := {(sj)2nj=0 ∈ H≥q,2n : L<s>n = 0q×q},
where L<s>n is given by (1.15). The elements of the set H≥,cdq,2n are called Hankel
completely degenerate. For every choice of α ∈ R and n ∈ N0, let
K≥,cdq,2n,α := K≥q,2n,α ∩H≥,cdq,2n and K≥,cdq,2n+1,α := {(sj)2n+1j=0 ∈ K≥q,2n+1,α : (sα.j)2nj=0 ∈ H≥,cdq,2n}.
If α ∈ R, if (sj)∞j=0 ∈ K≥q,∞,α and if m ∈ N0, then (sj)∞j=0 is called [α,∞)-Stieltjes
completely degenerate of order m if (sj)mj=0 ∈ K≥,cdq,m,α. A sequence (sj)∞j=0 belonging to
K≥q,∞,α is called [α,∞)-Stieltjes completely degenerate if there exists an m ∈ N0 such
that (sj)∞j=0 is [α,∞)-Stieltjes completely degenerate of order m.
Proposition 1.12 ( [62, Proposition 5.9]). Let α ∈ R and let m ∈ N0. Then
K≥,cdq,m,α ⊆ K≥,eq,m,α.
At the end of this section, we add a technical result:
Lemma 1.13 ( [62, Lemma 2.9]). Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈
K≥q,κ,α. Then:
(a) sj ∈ Cq×qH for all j ∈ Z0,κ and sα.j ∈ Cq×qH for all j ∈ Z0,κ−1.
(b) s2k ∈ Cq×q≥ for all k ∈ N0 with 2k ≤ κ and sα.2k ∈ Cq×q≥ for all k ∈ N0 with
2k + 1 ≤ κ.
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2. Some classes of holomorphic matrix-valued
functions
The class Rq(Π+) of all q × q Herglotz-Nevanlinna functions in the upper half-plane
Π+ consists of all matrix-valued functions F : Π+ → Cq×q which are holomorphic in
Π+ and which satify =[F (Π+)] ⊆ Cq×q≥ . From the following example we in particular
see that Rq(Π+) 6= ∅:
Example 2.1. Let A ∈ Cq×qH . Then F : Π+ → Cq×q defined by F (z) := A belongs to
Rq(Π+).
Detailed observations about matrix-valued Herglotz-Nevanlinna functions can be
found in [63, 74]. In particular, the functions belonging to Rq(Π+) admit a well-
known integral representation. Before we formulate this famous result due to R.
Nevanlinna, we observe that, for every choice of ν ∈ Mq≥(R) and z ∈ C\R, one can
easily see that fz : R→ C given by fz(t) := 1+tzt−z belongs to L1(R,BR, ν;C).
Theorem 2.2 (R. Nevanlinna). (a) For each F ∈ Rq(Π+), there exist unique ma-
trices A ∈ Cq×qH and B ∈ Cq×q≥ and a unique non-negative Hermitian measure
ν ∈Mq≥(R) such that
F (z) = A+Bz +
∫
R
1 + tz
t− z ν(dt) for each z ∈ Π+. (2.1)
(b) If A ∈ Cq×qH , if B ∈ Cq×q≥ , and if ν ∈ Mq≥(R), then F : Π+ → Cq×q defined by
(2.1) belongs to Rq(Π+).
A detailed proof of Theorem 2.2 can be found, e.g., in [135, Satz 7.11] and [135, Satz
7.13].
For each F ∈ Rq(Π+), the unique tripel (A,B, ν) ∈ Cq×qH ×Cq×q≥ ×Mq≥(R) for which
the representation (2.1) holds true is called the Nevanlinna parametrization of F and
we also write (AF , BF , νF ) for (A,B, ν). In particular, νF is said to be the Nevanlinna
measure of F . If F belongs to R1(Π+), then µ : BR → [0,∞] defined by
µ(B) :=
∫
B
(1 + t2)νF (dt) for all B ∈ BR (2.2)
describes a measure, which is called the spectral measure of F . By R′q(Π+) we denote
the set of all F ∈ Rq(Π+) for which g : R → R defined by g(t) := 1 + t2 belongs
to L1(R,BR, νF ;R). Obviously, R′q(Π+) = {F ∈ Rq(Π+) : νF ∈ M≥,2(R)}. In par-
ticular, F : Π+ → Cq×q given by F (z) := 0q×q belongs to R′q(Π+). If F belongs to
R′q(Π+), then µ : BR → Cq×q≥ given by (2.2) is a well-defined non-negative Hermitian
q × q measure belonging to Mq≥(R), which is said to be the matricial spectral mea-
sure of F . Obviously, considering functions belonging to the subclass R′1(Π+), the
notations 'spectral measure' and 'matricial spectral measure' coincide.
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For our considerations, the class R0,q(Π+) of all F ∈ Rq(Π+) for which
sup
y∈[1,∞)
y ‖F (iy)‖S <∞ (2.3)
holds true, plays an essential role. We again in particular see that F : Π+ → Cq×q
defined by F (z) := 0q×q belongs to R0,q(Π+). The class R0,q(Π+) is a subclass of
R′q(Π+) (see, e.g. [63, Lemma 6.1]). Furthermore, the functions belonging toR0,q(Π+)
admit a particular integral representation. Before we formulate this result, let us
observe that, for every choice of µ ∈ Mq≥(R) and z ∈ C\R, one can easily see that
the function hz : R → C given by hz(t) := 1t−z describes a bounded and continuous
function which, in particular, belongs to L1(R,BR, µ;C).
Theorem 2.3. (a) For each F ∈ R0,q(Π+), there is a unique µ ∈ Mq≥(R) such
that
F (z) =
∫
R
1
t− zµ(dt) for each z ∈ Π+, (2.4)
namely, the matricial spectral measure of F , and
µ(R) = lim
y→∞
(y=[F (iy)]) = −i lim
y→∞
[yF (iy)] = i lim
y→∞
[yF ∗(iy)].
(b) If F : Π+ → Cq×q is a matrix-valued function for which there exists a non-
negative Hermitian measure µ ∈ Mq≥(R) such that (2.4) holds true, then F
belongs to R0,q(Π+).
A proof of Theorem 2.3 is given, e.g., in [38, Theorem 8.7]. If F ∈ R0,q(Π+), then the
unique µ ∈Mq≥(R) for which (2.4) holds true is also called the R-Stieltjes measure of
F . If a non-negative Hermitian q × q measure µ ∈ Mq≥(R) is given, then F : Π+ →
Cq×q defined by (2.4) is said to be the R-Stieltjes transform of µ.
Lemma 2.4. Let M ∈ Cq×q and let F : Π+ → Cq×q be a matrix-valued function
which is holomorphic in Π+ and which satisfies the inequality[
M F (z)
F ∗(z) F (z)−F
∗(z)
z−z
]
≥ 0
for each z ∈ Π+. Then F belongs to R0,q(Π+) and supy∈(0,∞) y ‖F (iy)‖S ≤ ‖M‖S
holds true. Furthermore, the R-Stieltjes measure µ of F fulfills µ(R) ≤M .
A proof of Lemma 2.4 is given, e.g., in [38, Lemma 8.9].
In view of the Stieltjes moment problem, a further class of matrix-valued functions
plays a key role:
Definition 2.5. Let α ∈ R and let F : C\[α,∞) → Cq×q. Then F is called a
[α,∞)-Stieltjes function of order q if F satisfies the following three conditions:
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(I) F is holomorphic in C\[α,∞).
(II) For all w ∈ Π+, the matrix =F (w) is non-negative Hermitian.
(III) For all w ∈ (−∞, α), the matrix F (w) is non-negative Hermitian.
We denote by Sq,[α,∞) the set of all [α,∞)-Stieltjes functions of order q.
If A ∈ Cq×q≥ , then in particular F : C\[α,∞) → Cq×q defined by F (z) := A belongs
to Sq,[α,∞).
Proposition 2.6 ( [68, Proposition 4.4]. Let α ∈ R and let F : C\[α,∞)→ Cq×q be
a matrix-valued function. Then F belongs to Sq,[α,∞) if and only if the following four
conditions are fulfilled:
(I) F is holomorphic in C\[α,∞).
(II) For each z ∈ Π+, the matrix =F (z) is non-negative Hermitian.
(III) For each z ∈ Π−, the matrix −=F (z) is non-negative Hermitian.
(IV) For each z ∈ Cα,−, the matrix <F (z) is non-negative Hermitian.
In [68, Theorems 3.1 and 3.6, Proposition 2.16], integral representations of functions
belonging to Sq,[α,∞) are proven. We present one of these integral representation.
Therefore, we observe that, for all µ ∈Mq≥([α,∞)) and each z ∈ C\[α,∞), the func-
tion gα,z : [α,∞)→ C defined by gα,z(t) := 1+t−αt−z belongs to L1([α,∞),B[α,∞), µ;K).
Theorem 2.7 ( [68, Theorem 3.6]). Let α ∈ R and let F : C\[α,∞)→ Cq×q. Then:
(a) If F ∈ Sq,[α,∞), then there are a unique γ ∈ Cq×q≥ and a unique non-negative
Hermitian measure µ ∈Mq≥([α,∞)) such that
F (z) = γ +
∫
[α,∞)
1 + t− α
t− z µ(dt) (2.5)
holds true for each z ∈ C\[α,∞).
(b) If there are a matrix γ ∈ Cq×q≥ and a non-negative Hermitian measure
µ ∈Mq≥([α,∞)) such that F can be represented via (2.5) for each z ∈ C\[α,∞),
then F belongs to the class Sq,[α,∞).
Observe that in the special case that q = 1 and α = 0 are fulfilled one can find this
result already in [100, Appendix].
Remark 2.8 ( [68, Remark 3.7]). In the following, if α ∈ R and a matrix-valued
function F ∈ Sq,[α,∞) are given, then we also write (γF , µF ) for the unique pair
(γ, µ) ∈ Cq×q≥ ×Mq≥([α,∞)) for which (2.5) is fulfilled for each z ∈ C\[α,∞).
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Moreover, several further characterizations of the class Sq,[α,∞) are given in [68, Sec-
tions 3 and 4].
Lemma 2.9 ( [68, Lemma 4.2]). Let α ∈ R and let F ∈ Sq,[α,∞). Then
F : C\[α,∞) → Cq×q given by F(z) := (z − α)F (z) is holomorphic and fulfills
1
=z= [F(z)] ∈ Cq×q≥ for all z ∈ C\R as well as [F(x)]∗ = F(x) for all x ∈ (−∞, α).
In the following considerations, we associate with a function F ∈ Sq,[α,∞) often the
unique ordered pair (γF , µF ) given via Remark 2.8.
Proposition 2.10 ( [68, Proposition 3.15]). Let α ∈ R and let F ∈ Sq,[α,∞). For all
z ∈ C\[α,∞), then
R(F (z)) = R(γF ) +R(µF ([α,∞))), N (F (z)) = N (γF ) ∩N (µF ([α,∞))),
and R([F (z)]∗) = R(F (z)).
To consider interrelations between the null space (respectively, column space) of a
function F ∈ Sq,[α,∞) and the null space (respectively, column space) of a given
matrix A ∈ Cp×q, we introduce the following subclass of Sq,[α,∞).
Notation 2.11 ( [70, Notation 4.8]). Let α ∈ R and let A ∈ Cq×p. We denote
by Sq,[α,∞)[A] the set of all F ∈ Sq,[α,∞) which satisfy R(F (z)) ⊆ R(A) for all z ∈
C\[α,∞).
Observe that the fact that a matrix-valued function F ∈ Sq,[α,∞) belongs to the sub-
class Sq,[α,∞)[A] if the class Sq,[α,∞) can be characterized by several conditions (see,
e.g. [68, Lemma 3.18]). In particular, we are led to the following useful characteriza-
tion of the elements of the class Sq,[α,∞)[A].
Lemma 2.12 ( [70, Lemma 4.9]). Let α ∈ R, let F ∈ Sq,[α,∞), and let A ∈ Cq×p.
Then F ∈ Sq,[α,∞)[A] if and only if R(γF ) +R(µF ([α,∞))) ⊆ R(A).
Furthermore, we recognized in [67] that a detailed analysis of the behavior on the
positive imaginary axis of the concrete functions of F ∈ Sq,[α,∞) under study is very
useful. For this reason, we turn now our attention to some subclasses of Sq,[α,∞),
which are described in terms of their growth on the positive imaginary axis. For each
α ∈ R, first we consider the set
Sq,[α,∞) :=
{
F ∈ Sq,[α,∞) : lim
y→∞
‖F (iy)‖S = 0
}
and we observe that Sq,[α,∞) = {F ∈ Sq,[α,∞) : γF = 0} (see [68, Corollary 3.14]).
In [67, Section 4], we considered a particular subclass of the class Sq,[α,∞). We have
seen in Proposition 2.10 that, for an arbitrary function F ∈ Sq,[α,∞), the null space
of F (z) is independent from the concrete choice of z ∈ C\[α,∞). For the case that
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F belongs to Sq,[α,∞), a complete description of this constant null space was given
in [67, Proposition 3.7]. Against to this background, we single out now a special
subclass of Sq,[α,∞), which is characterized by the interrelation of this constant null
space to the null space of prescribed matrix A ∈ Cp×q. More precisely, in view of
Remark 2.8, for all A ∈ Cp×q, let
Sq,[α,∞)[A] :=
{
F ∈ Sq,[α,∞) : N (A) ⊆ N (µF ([α,∞)))
}
.
In [67], the role of the matrix A was taken by a matrix which is generated from the
sequence of the given data of the moment problem via Schur-type algorithm. In [67,
Remark 4.4], some characterizations of the set Sq,[α,∞)[A] are proved. Furthermore,
note that [67, Proposition 4.7] contains essential information on the structure of the
set Sq,[α,∞)[A], where A ∈ Cp×q is arbitrarily given. In our considerations, the case
A ∈ Cq×qH is of particular interest.
Remark 2.13 ( [70, Remark 4.10]). Let α ∈ R and let A ∈ Cq×qH . Then [67, Remark
4.4] yields Sq,[α,∞)[A] = {F ∈ Sq,[α,∞)[A] : R(µF ([α,∞))) ⊆ R(A)}. Furthermore,
Sq,[α,∞)[A] = Sq,[α,∞) ∩ Sq,[α,∞)[A].
For each α ∈ R, let S0,q,[α,∞) be the class of all F ∈ Sq,[α,∞) which satisfy (2.3).
For example, the function F : C\[α,∞) → Cq×q given by F (z) := 0q×q belongs
to S0,q,[α,∞). The functions belonging to S0,q,[α,∞) admit a particular integral rep-
resentation. Before we state this representation, let us observe that, for every
choice of α ∈ R and z ∈ C\[α,∞), the function hα,z : [α,∞) → C given by
hα,z(t) :=
1
t−z describes a bounded and continuous function which, in particular,
belongs to L1([α,∞),B[α,∞), σ;C) for all σ ∈Mq≥([α,∞)).
Theorem 2.14 ( [68, Theorem 5.1]). Let α ∈ R.
(a) If S ∈ S0,q,[α,∞), then there is a unique σ ∈Mq≥([α,∞)) such that
S(z) =
∫
[α,∞)
1
t− zσ(dt) for each z ∈ C\[α,∞). (2.6)
(b) If σ ∈ Mq≥([α,∞)) is such that S : C\[α,∞) → Cq×q can be represented via
(2.6), then S belongs to S0,q,[α,∞).
If F ∈ S0,q,[α,∞) is given, then the unique σ ∈Mq≥([α,∞)) which fulfills the representa-
tion (2.6) of F is called the [α,∞)-Stieltjes measure of F . If σ ∈Mq≥([α,∞)) is given,
then F : C\[α,∞) → Cq×q defined by (2.6) is said to be the [α,∞)-Stieltjes trans-
form of σ. In view of Theorem 2.14, the moment problems M[[α,∞); (sj)mj=0,≤] and
M[[α,∞); (sj)κj=0,=] admit reformulations in the language of [α,∞)-Stieltjes trans-
forms:
S[[α,∞); (sj)mj=0,≤]: Let α ∈ R, let m ∈ N0, and let (sj)mj=0 be a sequence of complex
q × q matrices. Parametrize the set S0,q,[α,∞)[(sj)mj=0 ,≤] of all F ∈ S0,q,[α,∞) the
[α,∞)-Stieltjes measure of which belongs toMq≥[[α,∞); (sj)mj=0 ,≤].
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S[[α,∞); (sj)κj=0,=]: Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a se-
quence of complex q × q matrices. Parametrize the set S0,q,[α,∞)[(sj)κj=0 ,=]
of all F ∈ S0,q,[α,∞) the [α,∞)-Stieltjes measure of which belongs to
Mq≥[[α,∞); (sj)κj=0 ,=].
Remark 2.15 ( [70, Theorem 6.4]). Let α ∈ R, let m ∈ N0, and let (sj)mj=0 be
a sequence of complex q × q matrices. In view of Theorems 2.14 and 1.3, the set
S0,q,[α,∞)[(sj)mj=0 ,≤] is non-empty if and only if the sequence (sj)mj=0 belongs to K≥q,m,α.
Remark 2.16 ( [70, Theorem 5.2]). Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0
be a sequence of complex q × q matrices. In view of Theorems 2.14 and 1.7, the set
S0,q,[α,∞)[(sj)mj=0 ,=] is non-empty if and only if the sequence (sj)mj=0 belongs to K≥,eq,m,α.
Remark 2.17. Let α ∈ R and let F ∈ S0,q,[α,∞). Then F := RstrΠ+ F belongs
to R0,q(Π+), the matricial spectral measure µ of F fulfills µ((−∞, α)) = 0, and
σ := RstrB[α,∞) µ is exactly the [α,∞)-Stieltjes measure of F (see [106, Bemerkung
1.56, Lemma 1.57]).
We state some results essential to discuss the so-called degenerate case.
Proposition 2.18 ( [68, Proposition 5.3]). Let α ∈ R and let F ∈ S0,q,[α,∞).
Then the [α,∞)-Stieltjes measure σ of F fulfills σ([α,∞)) = −i limy→∞ yF (iy) and
furthermore, for each z ∈ C\[α,∞), the equations R(F (z)) = R(σ([α,∞))) and
N (F (z)) = N (σ([α,∞))) hold true.
We now turn our attention to a further (well-studied) class of matrix-valued func-
tions. If G is a region of C, i.e., a non-empty open connected subset of C, then a
matrix-valued function S : G → Cp×q is called p× q Schur function in G if S is both
holomorphic and contractive in G. The set of all p× q Schur functions in a region G
of C will be denoted by Sp×q(G). For example, if A is a contractive complex p × q
matrix, then S : G → Cp×q defined by S(z) := A belongs to Sp×q(G).
Remark 2.19. Let G be a region of C, let S1 ∈ Sp×q(G), and let S2 ∈ Sq×r(G). Then
it is easy to see that S1S2 ∈ Sp×r(G).
Remark 2.20. Let G be a region of C and let S ∈ Sp×q(G). Then G∨ := {z ∈ C :
z ∈ G} is a region of C and S∨ : G∨ → Cq×p given by S∨(z) := [S(z)]∗ belongs to
Sq×p(G∨).
Lemma 2.21 ( [69, Lemma 3.9]). Let G be a region of C and let S ∈ Sp×q(G). Then:
(a) If U ∈ Cp×q fulfills U∗U = Iq, then N (U + S(w)) = N (U + S(z)) for every
choice of w and z in G.
(b) If V ∈ Cp×q fulfills V V ∗ = Ip, then R(V + S(w)) = R(V + S(z)) for every
choice of w and z in G.
In addition to [69, Lemma 3.9], a detailed proof of Lemma 2.21 can also be found
in [129, Satz 4.17].
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3. A Potapov-type approach to the Stieltjes
moment problem
3.1. The system of Potapov's fundamental matrix inequalities
In this subsection, we consider the system of Potapov's fundamental matrix inequal-
ities corresponding to the Stieltjes moment problem M[[α,∞); (sj)mj=0,≤]. Due to
Theorem 2.14, the solution set of these inequalities coincides with the solution set of
Problem S[[α,∞); (sj)mj=0,≤].
We start with a remark and some further notations.
Remark 3.1. Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence of complex q × q
matrices. If n ∈ N0 is such that 2n ≤ κ, then Hn ∈ C(n+1)q×(n+1)qH if and only
if {sj : j ∈ Z0,2n} ⊆ Cq×qH . Furthermore, if κ ≥ 1, if α ∈ R, and if n ∈ N with
2n− 1 ≤ κ, then Hα.n−1 ∈ Cnq×nqH if and only if {sj : j ∈ Z0,2n−1} ⊆ Cq×qH .
Due to technical reasons, let s−1 := 0p×q. For all n ∈ N0 with n ≤ κ+ 1, let
un := col(−sj−1)nj=0 and wn := [−s−1, ...,−sn−1] . (3.1)
Obviously, we have u0 = 0p×q, w0 = 0p×q, and, for all n ∈ N0 with n ≤ κ + 1,
moreover un = −y−1,n−1 and wn = −z−1,n−1. We set u0 := 0p×q, w0 := 0p×q, and, for
each n ∈ N0 with 2n ≤ κ, furthermore
un :=
[−yn+1,2n
0p×q
]
and wn :=
[−zn+1,2n, 0p×q] .
For each n ∈ N0, let
Tq,n := [δj,k+1Iq]
n
j,k=0 , vq,n := col(δj,0Iq)
n
j=0, and vq,n := col(δn−j,0Iq)
n
j=0. (3.2)
If n ≥ 1, we then set
Vq,n := (δj,kIq)j=0,...,n
k=0,...,n−1
and Vq,n := (δj,k+1Iq)j=0,...,n
k=0,...,n−1
, (3.3)
where δj,k denotes the Kronecker delta. Obviously,
Tq,0 = 0q×q, vq,0 = Iq, vq,0 = Iq, (3.4)
and, for each n ∈ N, furthermore
Tq,n =
[
0q×nq 0q×q
Inq 0nq×q
]
, vq,n =
[
Iq
0nq×q
]
, vq,n =
[
0nq×q
Iq
]
, (3.5)
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Vq,n =
[
Inq
0q×nq
]
, and Vq,n =
[
0q×nq
Inq
]
. (3.6)
We easily see that T ∗q,n = (δj+1,kIq)
n
j,k=0 holds true for each n ∈ N0.
Remark 3.2. For each n ∈ N, it is readily checked that
V ∗q,nvq,n = vq,n−1, Vq,nvq,n−1 = vq,n,
Tq,n T
∗
q,n = diag (0q×q, Inq) , T
∗
q,n Tq,n = diag (Inq, 0q×q) ,
T ∗q,nVq,n = Vq,n, Tq,nVq,n = Vq,n,
Vq,nV
∗
q,nT
∗
q,n = T
∗
q,n, Vq,nV
∗
q,n = Tq,n,
V ∗q,nVq,n = Inq, V
∗
q,n = V
∗
q,nTq,n
T ∗q,nVq,n = Vq,nT
∗
q,n−1, V
∗
q,nTq,n =
[
Tq,n−1, 0nq×q
]
,
and T ∗q,nVq,n −Vq,nT ∗q,n−1 = vq,nv∗q,n−1 hold true (see also [109, Folgerung 2.9]).
We now establish a well-known statement concerning the resolvent of the block shift
operator Tq,n:
Remark 3.3. For each n ∈ N0, the inequalities det (I(n+1)q − zTq,n) = 1 6= 0 and
det (I(n+1)q − zT ∗q,n) = 1 6= 0 are valid. Hence, for each n ∈ N0, the matrix-valued
functions RTq,n(z) : C→ C(n+1)q×(n+1)q and RT ∗q,n(z) : C→ C(n+1)q×(n+1)q given by
RTq,n(z) := (I(n+1)q − zTq,n)−1 and RT ∗q,n(t) := (I(n+1)q − zT ∗q,n)−1, (3.7)
respectively, are well-defined matrix polynomials of degree n, which, for each z ∈ C,
can be represented via
RTq,n(z) =
n∑
j=0
zjT jq,n, and RT ∗q,n(z) =
n∑
j=0
zj(T ∗q,n)
j,
respectively. Furthermore, for each z ∈ C, the matrix polynomials RTq,n(z) and
RT ∗q,n(z) admit the block representations
RTq,n(z) =

z0Iq 0q×q . . . 0q×q
z1Iq z
0Iq . . . 0q×q
...
... . . .
...
znIq z
n−1Iq . . . z0Iq
 and RT ∗q,n(z) =

z0Iq z
1Iq . . . z
nIq
0q×q z0Iq . . . zn−1Iq
...
... . . .
...
0q×q 0q×q . . . z0Iq
 .
(3.8)
In particular, RT ∗q,n(z) = [RTq,n(z)]
∗ holds true for all z ∈ C.
For each n ∈ N0, let the matrix-valued functions Eq,n : C → C(n+1)q×q and
E˜q,n : C→ C(n+1)q×q be defined by
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Eq,n(t) :=

z0Iq
zIq
...
znIq
 and E˜q,n(t) :=

znIq
zn−1Iq
...
z0Iq
 . (3.9)
In view of (3.8), (3.4), (3.5), and (3.9), for each n ∈ N0 and each z ∈ C, we infer
RTq,n(z)vq,n = Eq,n(z) and v
∗
q,nRT ∗q,n(z) = E
∗
q,n(z).
Furthermore, for each n ∈ N and each z ∈ C, we also get
RTq,n(z) =
[
Iq 0q×nq
zEq,n−1(z) RTq,n−1(z)
]
, RT ∗q,n(z) =
[
Iq zE
∗
q,n−1(z)
0nq×q RT ∗q,n−1(z)
]
,
RTq,n(z) =
[
RTq,n−1(z) 0q×nq
zE˜∗q,n−1(z) Iq
]
, and RT ∗q,n(z) =
[
RT ∗q,n−1(z) zE˜q,n−1(z)
0q×nq Iq
]
. (3.10)
Remark 3.4. For every choices of n ∈ N0 and ζ ∈ C, we have v∗q,n
[
RTq,n (ζ)
]−1
= v∗q,n.
Lemma 3.5. For each n ∈ N and each ζ ∈ C, the equations
V ∗q,nRTq,n (ζ) = RTq,n−1 (ζ)V
∗
q,n and RT ∗q,n (ζ)Vq,n = Vq,nRT ∗q,n−1 (ζ)
hold true.
Proof. Let n ∈ N and let ζ ∈ C. Because of (3.6) and (3.10), we infer
V ∗q,nRTq,n (ζ) =
[
Inq, 0nq×q
] [RTq,n−1(ζ) 0q×nq
zE˜∗q,n−1(ζ) Iq
]
=
[
RTq,n−1(ζ), 0q×nq
]
= RTq,n−1(ζ)
[
Inq, 0nq×q
]
= RTq,n−1 (ζ)V
∗
q,n.
Hence, RT ∗q,n (ζ)Vq,n =
[
V ∗q,nRTq,n
(
ζ
)]∗
=
[
RTq,n−1
(
ζ
)
V ∗q,n
]∗
= Vq,nRT ∗q,n−1 (ζ) .
Lemma 3.6. For each n ∈ N and each ζ ∈ C, the equations
V ∗q,n
[
RTq,n (z)
]−1
=
[
RTq,n−1(z)
]−1
V ∗q,n and
[
RTq,n (z)
]−∗
Vq,n = Vq,n
[
RTq,n−1(z)
]−∗
hold true.
Proof. Let n ∈ N and let ζ ∈ C. Because of (3.7), Remark 3.2, and (3.7) again, we
get
V ∗q,n
[
RTq,n (z)
]−1
= V ∗q,n
(
I(n+1)q − zTq,n
)
= V ∗q,n − zV ∗q,nTq,n
= V ∗q,n − zTq,n−1V ∗q,n = (Inq − zTq,n−1)V ∗q,n =
[
RTq,n−1(z)
]−1
V ∗q,n.
Thus, [
RTq,n (z)
]−∗
Vq,n = Vq,n
[
RTq,n−1(z)
]−∗
.
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Remark 3.7. Let n ∈ N and let ζ ∈ C. Regarding Remark 3.2, we get
V ∗q,nTq,n = Tq,n−1V
∗
q,n and V
∗
q,nVq,n = Inq. Thus, Lemma 3.5 implies
V ∗q,nTq,nRTq,n (ζ)Vq,n = Tq,n−1V
∗
q,nRTq,n (ζ)Vq,n = Tq,n−1RTq,n−1 (ζ)V
∗
q,nVq,n
= Tq,n−1RTq,n−1 (ζ) .
We now state some more or less known identities for the matrix-valued functions
defined in (3.7).
Remark 3.8 ( [69, Remark B.8]). Let n ∈ N0 and let w, z ∈ C. Then one can easily
see that the equations
RTq,n (z)
(
I(n+1)q − wTq,n
)
=
(
I(n+1)q − wTq,n
)
RTq,n (z) ,
RT ∗q,n (z)
(
I(n+1)q − wT ∗q,n
)
=
(
I(n+1)q − wT ∗q,n
)
RT ∗q,n (z) ,
RTq,n (z)−RTq,n (w) = (z − w)RTq,n (w)Tq,nRTq,n (z) ,
RT ∗q,n (z)−RT ∗q,n (w) = (z − w)RT ∗q,n (z)T ∗q,nRT ∗q,n (w) ,[
RTq,n (w)
]−1 − [RTq,n (z)]−1 = (z − w)Tq,n,
RTq,n (z) + (w − z)RTq,n (z)Tq,nRTq,n (w) = RTq,n (w) ,
zRTq,n (z) + (w − z)RTq,n (z)RTq,n (w) = wRTq,n (w) ,
(z − w) [RT ∗q,n (w)]∗ Tq,nRTq,n (z) = RTq,n (z)− [RT ∗q,n (w)]∗ ,
(z − w)Tq,nRTq,n (z) = RTq,n (z)
[
RTq,n (w)
]−1 − I(n+1)q,
(z − w)T ∗q,nRT ∗q,n (z) =
[
RT ∗q,n (w)
]−1
RT ∗q,n (z)− I(n+1)q,
and
(z − w)RTq,n (z)Tq,n = RTq,n (z)
[
RTq,n (w)
]−1 − I(n+1)q
hold true. Furthermore, for each l ∈ N0, it is readily checked that
T lq,nRTq,n (z) = RTq,n (z)T
l
q,n,
(
T ∗q,n
)l
RT ∗q,n (z) = RT ∗q,n (z)
(
T ∗q,n
)l
,
RTq,n (z)T
l
q,nRTq,n (w) = RTq,n (w)T
l
q,nRTq,n (z) ,
and
RT ∗q,n (z)
(
T ∗q,n
)l
RT ∗q,n (w) = RT ∗q,n (w)
(
T ∗q,n
)l
RT ∗q,n (z) .
Notation 3.9. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a sequence of
complex q × q matrices. Further, let G be a subset of C with G\R 6= ∅ and let
f : G → Cq×q be a matrix-valued function. Then, for each n ∈ N0 with 2n ≤ κ,
let P [f ]2n : G \ R→ C(n+2)q×(n+2)q be defined by
P
[f ]
2n (z) :=
[
Hn RTq,n(z)[vq,nf(z)− un](
RTq,n(z)[vq,nf(z)− un]
)∗ f(z)−f∗(z)
z−z¯
]
. (3.11)
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If κ ≥ 1, then, for each n ∈ N with 2n− 1 ≤ κ, let P [f ]2n−1 : G \ R→ C(n+1)q×(n+1)q be
given by
P
[f ]
2n−1(z) :=
RTq,n−1 (z) [vq,n−1(z − α)f(z)
Hα.n−1 −(−αun−1 − y0,n−1)][
RTq,n−1 (z) [vq,n−1(z − α)f(z)
−(−αun−1 − y0,n−1)]
]∗ (z−α)f(z)−[(z−α)f(z)]∗
z−z¯
 .
(3.12)
Furthermore, let P [f ]−1 : G \ R→ Cq×q be defined by
P
[f ]
−1(z) :=
(z − α)f(z)− [(z − α)f(z)]∗
z − z¯ . (3.13)
In the case G = C, the functions given in (3.11) and (3.12) are called Potapov's fun-
damental matrix-valued functions connected to the Stieltjes moment problem (gen-
erated by f). If the matrices (3.12) and (3.13) are both non-negative Hermitian for
all z ∈ C\R, then one says that f fulfills Potapov's fundamental matrix inequalities
(connected to the Stieltjes moment problem).
Remark 3.10. Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence from Cq×q. Further-
more, let G be a subset of C with G\R 6= ∅, let f : G → Cq×q be a matrix-valued
function, and let z ∈ G\R. In view of Remark A.14, then one can easily see that the
following statements hold true:
(a) Let n ∈ N0 with 2n ≤ κ. Then the matrix P [f ]2n (z) is non-negative Hermitian if
and only if the following three conditions are fulfilled:
(i) (sj)
2n
j=0 ∈ H≥q,2n.
(ii) R (RTq,n (z) [vq,nf(z)− un]) ⊆ R(Hn).
(iii) The matrix
Σ
[f ]
2n(z) :=
f(z)− f ∗(z)
z − z¯
− (RTq,n (z) [vq,nf(z)− un])∗H+n (RTq,n (z) [vq,nf(z)− un])
(3.14)
is non-negative Hermitian.
If P [f ]2n (z) ∈ C(n+2)q×(n+2)q≥ , then, for each matrix H(1)n which belongs to the set
Hn{1} given by (1.9), we get
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Σ
[f ]
2n(z) =
f(z)− f ∗(z)
z − z¯
− (RTq,n (z) [vq,nf(z)− un])∗H(1)n (RTq,n (z) [vq,nf(z)− un]) .
(b) Let α ∈ R, let κ ≥ 1, and let n ∈ N with 2n − 1 ≤ κ. Then the matrix
P
[f ]
2n−1(z) is non-negative Hermitian if and only if the following three conditions
are fulfilled:
(iv) (sα.j)
2(n−1)
j=0 ∈ H≥q,n−1.
(v) R (RTq,n−1 (z) [vq,n−1(z − α)f(z)− (−αun−1 − y0,n−1)]) ⊆ R (Hα.n−1).
(vi) For each z ∈ G\R, the matrix
Σ
[f ]
2n−1(z) :=
(z − α)f(z)− [(z − α)f(z)]∗
z − z¯
− (RTq,n−1 (z) [vq,n−1(z − α)f(z)− (−αun−1 − y0,n−1)])∗
·H+α.n−1
(
RTq,n−1 (z) [vq,n−1(z − α)f(z)− (−αun−1 − y0,n−1)]
)
(3.15)
is non-negative Hermitian.
If P [f ]2n−1(z) ∈ C(n+1)q×(n+1)q≥ , then, for each H(1)α.n−1 ∈ Hα.n−1{1}, we have
Σ
[f ]
2n−1(z) =
(z − α)f(z)− [(z − α)f(z)]∗
z − z¯
− (RTq,n−1 (z) [vq,n−1(z − α)f(z)− (−αun−1 − y0,n−1)])∗
·H(1)α.n−1
(
RTq,n−1 (z) [vq,n−1(z − α)f(z)− (−αun−1 − y0,n−1)]
)
.
Proposition 3.11 ( [69, Proposition 4.11]). Let α ∈ R, let m ∈ N0, and let (sj)mj=0
be a sequence of complex q × q matrices such that Mq≥[[α,∞); (sj)mj=0 ≤] 6= ∅. Let
σ ∈ Mq≥[[α,∞); (sj)mj=0 ≤] and let S be the [α,∞)-Stieltjes transform of σ. For each
j ∈ Z0,m, let s(σ)j be given by (1.1). Then
P
[S]
2n (z) =
∫
[α,∞)
[
Eq,n(t)
1
t−zIq
]
σ(dt)
[
Eq,n(t)
1
t−zIq
]∗
+
[
vq,n
0q×q
](
s2n − s(σ)2n
)[vq,n
0q×q
]∗
for each n ∈ N0 with 2n ≤ m and for all z ∈ C\R, where Eq,n : C → C(n+1)q×q is
given by (3.9). Furthermore,
P
[S]
2n+1(z) =
∫
[α,∞)
(√
t− α
[
Eq,n(t)
1
t−zIq
])
σ(dt)
(√
t− α
[
Eq,n(t)
1
t−zIq
])∗
+
[
vq,n
0q×q
](
s2n+1 − s(σ)2n+1
)[vq,n
0q×q
]∗
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for each n ∈ N0 with 2n+ 1 ≤ m and for all z ∈ C\R. In particular, for every choice
of k ∈ Z0,m and z ∈ C\R, the matrix P [S]k (z) is non-negative Hermitian.
Theorem 3.12 ( [69, Theorem 6.5]). Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (sj)κj=0 be
a sequence of complex q × q matrices, and let m ∈ Z0,κ. Further, let D be a discrete
subset of Π+ and let F : Π+\D → Cq×q be a holomorphic matrix-valued function such
that P [F ]m (z) ≥ 0 and P [F ]m−1(z) ≥ 0 for each z ∈ Π+\D. Then there exists a unique
function S ∈ S0,q,[α,∞) such that RstrΠ+\D S = F . Moreover, P [S]k (z) ≥ 0 holds true
for each k ∈ Z−1,m and for each z ∈ C\R.
We now state that particular theorem being basic for the approach to the Stieltjes
moment problem described in Section 2.
Theorem 3.13. Let α ∈ R, let κ ∈ N0∪{∞}, and let (sj)κj=0 be a sequence of complex
q × q matrices. Let D be a discrete subset of Π+ and let S : C\[α,∞) → Cq×q be a
holomorphic matrix-valued function. Then:
(a) Let n ∈ N0 be such that 2n ≤ κ. Then the following statements are equivalent:
(i) S ∈ S0,q,[α,∞)[(sj)2nj=0 ,≤].
(ii) P [S]2n−1(z) ∈ C(n+1)q×(n+1)q≥ and P [S]2n (z) ∈ C(n+2)q×(n+2)q≥ for all z ∈ Π+ \ D.
(b) Assume κ ≥ 1 and let n ∈ N0 with 2n + 1 ≤ κ. Then the following statements
are equivalent:
(iii) S ∈ S0,q,[α,∞)[(sj)2n+1j=0 ,≤].
(iv)
{
P
[S]
2n (z), P
[S]
2n+1(z)
}
⊆ C(n+2)q×(n+2)q≥ for all z ∈ Π+ \ D.
A detailed proof of Theorem 3.13 can be found in [69, Theorem 6.18] as well as
in [127, Theorem 5.17].
Theorem 3.13 already indicates that the block Hankel matrices requiered for the
even moment problem of Stieltjes type we are considering here do not have the same
dimensions. This also applies to the associated generalized inverses, which we will
study in Section 3.3. To enable a coupling of these matrices, we will use special non-
square matrices. This technical procedure we will present in the following sections
was also used in [27, Chapter 6] in the case α = 0.
3.2. Some identities for complex block Hankel matrices
In this subsection, we give some useful identities for block Hankel matrices. We begin
with some block representations.
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Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence of complex p× q matrices. For each
m,n ∈ N, and r ∈ N0 such that m + n + r ≤ κ is valid, the block Hankel matrix
Hm,n;r := H
<s>
m,n;r given by (1.11) admits the block representations
Hm,n;r =
[
Hm−1,n−1;r yn+r,m+n+r−1
zm+r,m+n+r−1 sm+n+r
]
, Hm,n;r =
[
sr zr+1,n+r
yr+1,m+r Hm−1,n−1;r+2
]
,
(3.16)
and
Hm,n;r =
[
yr,m+r−1 Hm−1,n−1;r+1
sm+r zm+r+1,m+n+r
]
, Hm,n;r =
[
zr,n+r−1 sn+r
Hm−1,n−1;r+1 yn+r+1,m+n+r
]
.
In particular, for each n ∈ N with 2n ≤ κ, we have
Hn =
[
Hn−1 yn,2n−1
zn,2n−1 s2n
]
, Hn =
[
s0 z1,n
y1,n Gn−1
]
, (3.17)
Hn =
[
y0,n−1 Kn−1
sn zn+1,2n
]
, and Hn =
[
z0,n−1 sn
Kn−1 yn+1,2n
]
. (3.18)
For each n ∈ N with 2n+ 1 ≤ κ, the matrix Kn can be represented via
Kn =
[
Kn−1 yn+1,2n
zn+1,2n s2n+1
]
, Kn =
[
y1,n Gn−1
sn+1 zn+2,2n+1
]
, and Kn =
[
z1,n sn+1
Gn−1 yn+2,2n+1
]
.
We now state the well-known Ljapunov identities for block Hankel matrices, where
we continue to use the notation presented in Section 3.1.
Remark 3.14. Let κ ∈ N ∪ {∞} and let (sj)κj=0 be a sequence of complex p× q
matrices. Then it is readily checked that the following well-known statements hold
true:
(a) For each n ∈ N0 with 2n ≤ κ, then HnT ∗q,n − Tp,nHn = unv∗q,n − vp,nwn
and HnT ∗q,n − Tp,nHn = unv∗q,n − vp,nwn. In particular, if p = q and if
s∗j = sj for each j ∈ Z0,κ, then HnT ∗q,n − Tq,nHn = unv∗q,n − vq,nu∗n and
HnT
∗
q,n − Tq,nHn = unv∗q,n − vq,nu∗n for each n ∈ N0 with 2n ≤ κ.
(b) Let α ∈ R. Then, for each n ∈ N0 with 2n + 1 ≤ κ, we
have Hα.nT ∗q,n − Tp,nHα.n = (−αun − y0,n)v∗q,n − vp,n(−αwn − z0,n) and
Hα.nTq,n − T ∗p,nHα.n = (−αun − yn+2,2n+2)v∗q,n − vp,n(−αwn − zn+2,2n+2).
In particular, if p = q and if s∗j = sj for each j ∈ Z0,κ,
then Hα.nT ∗q,n − Tq,nHα.n = (−αun − y0,n)v∗q,n − vq,n(−αun − y0,n)∗ and
Hα.nTq,n − T ∗q,nHα.n = (−αun − yn+2,2n+2)v∗q,n − vq,n(−αun − yn+2,2n+2)∗ for
each n ∈ N0 with 2n+ 1 ≤ κ.
Remark 3.15. Let κ ∈ N ∪ {∞} and let (sj)κj=0 be a sequence of complex q × q
matrices. In view of (3.17) and (3.18), one can easily check that
Hnvq,n = y0,n, v
∗
p,nHn = z0,n, and − Tq,nHnvq,n = un (3.19)
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are valid for each n ∈ N0 with 2n ≤ κ. Furthermore, for each n ∈ N with 2n ≤ κ, the
equations
z0,nVq,n = z0,n−1, v∗q,nHnVq,n = z0,n−1, V
∗
q,ny0,n = y0,n−1, and V
∗
q,nHnvq,n = y0,n−1
hold true.
Lemma 3.16. Let κ ∈ N ∪ {∞} with κ ≥ 2 and let (sj)κj=0 be a sequence of com-
plex p× q matrices. If m,n ∈ N and r ∈ N0 are such that m + n + r ≤ κ, then
Tq,mHm,n;rVq,n = Vq,mHm−1,n−1;r. In particular, Tq,nHnVq,n = Vq,nHn−1 for all n ∈ N
with 2n ≤ κ and Tq,nKnVq,n = Vq,nKn−1 for all n ∈ N with 2n+ 1 ≤ κ.
Proof. Taking into account (3.5), (3.16), and (3.6), for each m ∈ N and each r ∈ N0,
then
Tq,mHm,n;rVq,n =
[
0q×mq 0q×q
Imq 0mq×q
] [
Hm−1,n−1;r yn+r,m+n+r−1
zm+r,m+n+r−1 sm+n+r
] [
Inq
0q×nq
]
=
[
0q×nq 0q×q
Hm−1,n−1;r yn+r,m+n+r−1
] [
Inq
0q×nq
]
=
[
0q×nq
Hm−1,n−1;r
]
=
[
0q×mq
Imq
]
Hm−1,n−1,r = Vq,mHm−1,n−1;r.
Remark 3.17. Let κ ∈ N∪{∞} with κ ≥ 2 and let (sj)κj=0 be a sequence of complex
p× q matrices. For each n ∈ N with 2n ≤ κ, then one easily gets
vp,nv
∗
p,nHnVq,n = HnVp,n −Vp,nKn−1,
since (3.5), (3.18), and (3.6) imply
(I(n+1)p − vp,nv∗p,n)HnVq,n =
[
0p×p 0p×np
0np×p Inp
] [
z0,n−1 sn
Kn−1 yn+1,2n
] [
Inq
0q×nq
]
= Vp,nKn−1.
Remark 3.18. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 be a sequence of
complex p× q matrices. For each n ∈ N0 with 2n + 1 ≤ κ, it is readily checked that
vp,nv
∗
p,n = [RTp,n(α)]
−1Hn − Tp,nHα.n holds true (see, e.g. [129, Lemma 5.17]).
Remark 3.19. Let α ∈ R, let κ ∈ N0∪{∞}, and let (sj)κj=0 be a sequence of complex
p× q matrices. For all n ∈ N0 such that 2n ≤ κ, from (1.2), (1.10), (3.1), (3.5), and
(3.7), one can easily check that
[RTp,n(α)]
−1Hnvq,n = αun + y0,n and v∗p,nHn[RTq,n(α)]
−1 = αwn + z0,n.
Lemma 3.20. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 be a sequence
of complex p× q matrices. For each n ∈ N with 2n ≤ κ, then
vp,nv
∗
p,nHnVq,n = [RTp,n(α)]
−1HnVq,n −Vp,nHα.n−1. (3.20)
Proof. Let n ∈ N such that 2n ≤ κ. From Hα.n−1 = −αHn−1 +Kn−1 and (3.6) we get
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Vp,nHα.n−1 = −αVp,nHn−1 + Vp,nKn−1. Furthermore, (3.7) and Lemma 3.16 deliver
[RTp,n(α)]
−1HnVq,n = (I(n+1)p − αTp,n)HnVq,n = HnVq,n − αVp,nHn−1.
Hence, we obtain
[RTp,n(α)]
−1HnVq,n −Vq,nHα.n−1 = HnVq,n −Vp,nKn−1.
Thus, Remark 3.17 implies (3.20).
Remark 3.21 ( [69, Remark 7.1]). Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence
of Hermitian complex q × q matrices. In view of Remarks 3.14, 3.15, and 3.18, it is
readily checked that
HnT
∗
q,nRT ∗q,n (z)− [RT ∗q,n (w)]∗Tq,nHn + [RT ∗q,n (w)]∗(vq,nu∗n − unv∗q,n)RT ∗q,n (z)
= (z − w)[RT ∗q,n (w)]∗Tq,nHnT ∗q,nRT ∗q,n (z) ,
[RT ∗q,n (w)]
−∗HnT ∗q,n − Tq,nHn[RT ∗q,n (z)]−1 + (w − z)Tq,nHnT ∗q,n
= vq,nv
∗
q,nHnT
∗
q,n − Tq,nHnvq,nv∗q,n,
and[
RTq,n (z)
]−1
HnT
∗
q,n − Tq,nHn
[
RTq,n (z)
]−∗
= vq,nv
∗
q,nHnT
∗
q,n − Tq,nHnvq,nv∗q,n (3.21)
are fulfilled for every choice of n ∈ N0 with 2n ≤ κ and w, z ∈ C. Furthermore,
Hα.nT
∗
q,nRT ∗q,n (z)−
[
RT ∗q,n (z)
]∗
Tq,nHα.n
+
[
RT ∗q,n (w)
]∗ [
vq,n(−αun − y0,n)∗ − (−αun − y0,n)v∗q,n
]
RT ∗q,n (z)
= (z − w) [RT ∗q,n (w)]∗ Tq,nHα.nT ∗q,nRT ∗q,n (z)
holds true for each α ∈ R, each n ∈ N0 with 2n+ 1 ≤ κ, for each w ∈ C, and for each
z ∈ C.
Remark 3.22 ( [69, Remark 7.2]). Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 be
a sequence of Hermitian complex q × q matrices. In view of Remarks 3.14 and 3.18,
then[
RTq,n (z)
]−1
Hα.nT
∗
q,n−Tq,nHα.n
[
RTq,n (z)
]−∗
= vq,nv
∗
q,nHn
[
RTq,n (α)
]−∗ − [RTq,n (α)]−1Hnvq,nv∗q,n
is valid for each n ∈ N0 with 2n + 1 ≤ κ and for each z ∈ C. Furthermore, Remark
3.15 yields[
RTq,n (z)
]−1
Hnvq,n =
[
RTq,n (α)
]−1
y0,n,
[
RTq,n (α)
]−1
Hnvq,n = αun + y0,n
and
z0,n
[
RTq,n (α)
]−∗
= v∗q,nHn
[
RTq,n (α)
]−∗
, αwn + z0,n = v
∗
q,nHn
[
RTq,n (α)
]−∗
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for each n ∈ N0 with 2n ≤ κ.
Remark 3.23 ( [54, Remark 2.1]). Let α ∈ R, let κ ∈ N∪ {∞}, and let (sj)2nj=0 be a
sequence of complex q × q matrices. In view of (3.17) and Remark A.14, one can easily
see that (sj)2nj=0 belongs toH≥q,2n if and if only the four conditions (sj)2(n−1)j=0 ∈ H≥q,2(n−1),
R(yn,2n−1) ⊆ R(Hn−1), s∗2n−1 = s2n−1, and Ln ∈ Cq×q≥ hold true. Furthermore, if
(sj)
2(n−1)
j=0 belongs to H≥q,2(n−1), then rank Hn =
∑n
j=0 Lj (see [44, Lemma 1.1.7]).
Remark 3.24. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥q,κ,α. By virtue
of Remark 3.1, one can easily check that s∗k = sk for each k ∈ Z0,κ and s∗α.k = sα.k
for each k ∈ Z0,κ−1. Furthermore, for each n ∈ N0 with 2n ≤ κ, from Remark 3.23
one can see that the matrices s2n, Hn, and Ln are non-negative Hermitian and, for
each n ∈ N0 with 2n + 1 ≤ κ, we notice that the matrices sα.2n, Hα.n, and Lα.n are
non-negative Hermitian as well.
Remark 3.25 ( [69, Remark 7.5]). Let α ∈ R and let κ ∈ N0 ∪ {∞}. Accord-
ing to the definition of the set K≥,eq,κ,α and [53, Lemma 4.7], one can easily see that
K≥,eq,κ,α ⊆ K≥q,κ,α ∩H≥,eq,κ . In particular, if (sj)κj=0 belongs to K≥,eq,κ,α, then, in view of
Remark 1.4, for each m ∈ Z0,κ, the sequence (sj)mj=0 belongs to K≥,eq,m,α ∩ H≥,eq,m. Fur-
thermore, if (sj)
κ
j=0 ∈ K≥,eq,κ,α, then (1.6) and [53, Lemma 4.11] show that, for each
m ∈ Z0,κ−1, the sequence (sα.j)mj=0 belongs to H≥,eq,m.
Remark 3.26 ( [69, Remark 7.6]). Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let
(sj)
κ
j=0 ∈ K≥,eq,κ,α. For each m ∈ Z0,κ, Remark 1.4 shows that (sj)mj=0 ∈ K≥,eq,m,α. In
view of Remark 3.24, Remark 3.25, [53, Lemma 4.15 and Lemma 4.16], and Remark
A.2, then
N (L0) ⊆ N (Lα.0) ⊆ N (L1) ⊆ ... ⊆ N (Ln) ⊆ N (Lα.n)
and
R(L0) ⊇ R(Lα.0) ⊇ R(L1) ⊇ ... ⊇ R(Ln) ⊇ R(Lα.n)
are valid for each n ∈ N0 with 2n+ 1 ≤ κ and
N (L0) ⊆ N (Lα.0) ⊆ N (L1) ⊆ ... ⊆ N (Lα.n−1) ⊆ N (Ln)
and
R(L0) ⊇ R(Lα.0) ⊇ R(L1) ⊇ ... ⊇ R(Lα.n−1) ⊇ R(Ln)
hold true for each n ∈ N with 2n ≤ κ.
3.3. Dubovoj spaces
In [43] V. K. Dubovoj studied particular invariant subspaces to discuss the matricial
Schur problem. Keeping this in mind, we call a subspace D of Cp a Dubovoj subspace
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corresponding to a given pair [H,T ] of complex p× p matrices if T ∗(D) ⊆ D and
N (H) u D = Cp both are fulfilled. We are going to consider Dubovoj subspaces in
connection to non-negative Hermitian block Hankel matrices.
Notation 3.27. Let κ ∈ N ∪ {∞} and let (sj)κj=0 be a sequence of complex p× q
matrices. For each n ∈ N0 with 2n ≤ κ, let Dn := R (diag (L0, L1, ..., Ln)). Fur-
thermore, if α ∈ R and if κ ≥ 1, then, for every choice of α ∈ R and n ∈ N0 with
2n+ 1 ≤ κ, let Dα.n := R (diag (Lα.0, Lα.1, ..., Lα.n)).
Lemma 3.28 ( [69, Lemma 8.3]). Let κ ∈ N ∪ {∞} and (sj)κj=0 ∈ H≥,eq,κ . For each
n ∈ N with 2n ≤ κ then T ∗q,n(Dn) ⊆ Dn, V∗q,n(Dn) ⊆ Dn−1, and V ∗q,n(Dn) ⊆ Dn−1.
If n ∈ N0 and if (sj)2nj=0 ∈ H≥,eq,2n, then the existence of a Dubovoj subspace corre-
sponding to [Hn, Tq,n] was proven in [28, Lemma 3.2], [49], and [137, Satz 1.24]. If
the sequence (sj)2nj=0 belongs to H≥q,2n\H≥,eq,2n the existence of such a subspace is not
assured. For instance, H.C. Thiele [137, Abschnitt 1.4] showed that (sj)2j=0 given by
s0 := 0, s1 := 0, and s2 := 1 describes a sequence belonging to H≥1,2 for which there
does not exist a Dubovoj subspace corresponding to [H1, T1,1]. In case that n ∈ N0
and (sj)2nj=0 ∈ H≥,eq,2n are assumed, one gets an explicit construction of a Dubovoj space
for [Hn, Tq,n]:
Proposition 3.29 ( [69, Proposition 8.4]). Let κ ∈ N0 ∪{∞} and let (sj)κj=0 ∈ H≥,eq,κ .
For each n ∈ N0 with 2n ≤ κ, then Dn given by Notation 3.27 describes
a Dubovoj subspace for [Hn, Tq,n], according to which dim Dn = rank Hn and
dim Dn =
∑n
j=0 rank Lj in particular hold true.
For each n ∈ N0 and for each (sj)2nj=0 ∈ H≥,eq,2n, the set Dn defined in Notation 3.27
is called the canonical Dubovoj subspace corresponding to [Hn, Tq,n]. Furthermore,
for each (sj)2n+1j=0 ∈ H≥,eq,2n+1, the set Dα.n defined in Notation 3.27 is said to be the
canonical Dubovoj subspace corresponding to [Hα.n, Tq,n].
Remark 3.30 ( [69, Remark 8.5]). Let κ ∈ N0 ∪ {∞}, let (sj)κj=0 ∈ H≥,eq,κ , and let
n ∈ N0 be such that 2n ≤ κ. LetDn be the canonical Dubovoj subspace corresponding
to [Hn, Tq,n]. In view of Proposition 3.29, one can easily see that dim Dn ≥ 1 if and
only if s0 6= 0q×q. Furthermore, it is readily checked that dim Dn < (q + 1)n if and
only if det Hn = 0.
Remark 3.31 ( [69, Remark 8.6]). Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let
(sj)
κ
j=0 ∈ K≥,eq,κ,α. Then from Remark 3.25 and Proposition 3.29 one can see then
that the following statements hold true:
(a) For each n ∈ N0 with 2n ≤ κ, the subspace Dn of C(n+1)q is a Dubovoj subspace
corresponding to [Hn, Tq,n].
(b) If κ ≥ 1, then for each n ∈ N0 with 2n + 1 ≤ κ, the subspace Dα.n of C(n+1)q is
a Dubovoj subspace corresponding to [Hα.n, Tq,n].
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Let α ∈ R, let κ ∈ N∪{∞}, and let (sj)κj=0 ∈ H≥,eq,κ . For each n ∈ N0 with 2n+1 ≤ κ,
then the pair [Dn,Dα.n] is called the canonical α-Dubovoj subspace pair corresponding
to (sj)2n+1j=0 . If κ ≥ 1, then for each n ∈ N with 2n ≤ κ, the pair [Dn,Dα.n−1] is said
to be the canonical α-Dubovoj subspace pair corresponding to (sj)2nj=0.
Proposition 3.32 ( [69, Proposition 8.7]). Let α ∈ R, let κ ∈ N ∪ {∞}, and let
(sj)
κ
j=0 ∈ K≥,eq,κ,α. Then (sj)κj=0 ∈ H≥,eq,κ and the following statements hold true:
(a) Let [Dn,Dα.n] be the canonical α-Dubovoj subspace pair corresponding to
(sj)
2n+1
j=0 . For each n ∈ N0 with 2n+ 1 ≤ κ, then T ∗q,n(Dn) ⊆ Dα.n ⊆ Dn,
N (Hn)uDn = C(n+1)q, and N (Hα.n)uDα.n = C(n+1)q.
(b) If n ∈ N with 2n ≤ κ, then the canonical α-Dubovoj subspace pair [Dn,Dα.n−1]
corresponding to (sj)2nj=0 fulfills
V∗q,n(Dn) ⊆ Dα.n−1, Vq,n(Dα.n−1) ⊆ Dn, (3.22)
N (Hn)uDn = C(n+1)q, and N (Hα.n−1)uDα.n−1 = Cnq. (3.23)
In view of Remark 3.25, a detailed proof of Proposition 3.32 is also given in [106, Satz
4.8].
We now turn our attention to a class of particular generalized inverses of a complex
matrix.
Remark 3.33 ( [69, Remark 8.8]). If A ∈ Cp×q and if U and V are subspaces of Cq
and Cp, respectively, such that N (A)uU = Cq and R(A)uV = Cp are fulfilled, then
there is a unique X ∈ Cq×p such that the four equations
AXA = A, XAX = X, R(X) = U , and N (X) = V
hold true (see, e.g. [23, Theorem 12 (c)]), and we will use A(1,2)U ,V to denote this matrix
X. In particular, if A is a Hermitian complex q × q-matrix and if U is a subspace of
Cq with N (A)uU = Cq, then one can easily check that R(A)uU⊥ = Cq and we will
also write A−U for A
(1,2)
U ,U⊥ . (In Appendix A, we turn our attention to the Hermitian
case, in which special equations hold true.)
Notation 3.34. (a) Let κ ∈ N0∪{∞} and let (sj)κj=0 ∈ H≥,eq,κ . For each n ∈ N0 such
that 2n ≤ κ, let H−n := H(1,2)Dn,D⊥n , where Dn is the canonical Dubovoj subspace
corresponding to [Hn, Tq,n].
(b) Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0 with
2n+ 1 ≤ κ, let H−α.n := H(1,2)Dα.n,D⊥α.n.
Observe that, in view of Remark 3.25, the matrix H−n is well defined if α ∈ R,
κ ∈ N ∪ {∞}, (sj)∞j=0 ∈ K≥,eq,κ,α, and n ∈ N0 with 2n+ 1 ≤ κ are given.
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Remark 3.35. Let s0 ∈ Cq×q≥ . According to Notation 3.27, (1.15), and Remark
A.2, then D0 = R(L0) = R(s0) and D⊥0 = R(s0)⊥ = N (s∗0). Since H0H+0 H0 = H0
and H+0 H0H
+
0 = H
+
0 obviously hold true and, because of Remark A.7, the equa-
tions R(H+0 ) = R(H∗0 ) = R(s∗0) = R(s0) = D0 and N (H+0 ) = N (s+0 ) = N (s∗0) = D⊥0
are valid as well, we get H(1,2)D0,D⊥0
= H+0 and, consequently, H
−
0 = H
+
0 . In particular,
H−0 = H
−
D0 = H
(1,2)
D0,D⊥0
= H+0 = s
+
0 .
We now prove useful identities concerning the generalized inverses introduced in No-
tation 3.34. The following first statement modifies [106, Lemma 4.12].
Lemma 3.36 ( [69, Lemma 8.10], [106, Lemma 4.12]). Let α ∈ R, let κ ∈ N0 ∪{∞},
and let (sj)κj=0 ∈ K≥,eq,κ,α. Then:
(a) For each n ∈ N with 2n ≤ κ, the matrix H−n is non-negative Hermitian and
fulfills
(H−n )
∗ = H−n , HnH
−
nHn = Hn, and H
−
nHnH
−
n = H
−
n , (3.24)
(b) If κ ≥ 2, then, for each n ∈ N with 2n−1 ≤ κ, the matrix Hα.n−1 is non-negative
Hermitian and fulfills the equations (H−α.n−1)
∗ = H−α.n−1,
Hα.n−1H−α.n−1Hα.n−1 = Hα.n−1, and H
−
α.n−1Hα.n−1H
−
α.n−1 = H
−
α.n−1.
Remark 3.37 ( [69, Remark 8.11], [106, Bemerkung 4.14]). Let α ∈ R, let
κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. From K≥,eq,κ,α ⊆ K≥q,κ,α, Remark 3.24, Remark
A.8, and Lemma 3.36 one can see then that the following statements hold true:
(a) For each n ∈ N0 with 2n ≤ κ, the equations H∗n = Hn, H+nHn = HnH+n ,(
I(n+1)q −H+nHn
)
Hn = 0(n+1)q×(n+1)q,(
I(n+1)q −HnH−n
) (
I(n+1)q −H+nHn
)
=
(
I(n+1)q −HnH−n
)
, (3.25)
and (
I(n+1)q −HnH−n
) (
I(n+1)q −HnH+n
)
=
(
I(n+1)q −HnH−n
)
are valid.
(b) If κ ≥ 2, then, for each n ∈ N with 2n− 1 ≤ κ, the equations H∗α.n−1 = Hα.n−1,
H+α.n−1Hα.n−1 = Hα.n−1H
+
α.n−1,(
Inq −H+α.n−1Hα.n−1
)
Hα.n−1 = 0nq×nq, (3.26)(
Inq −Hα.n−1H−α.n−1
) (
Inq −H+α.n−1Hα.n−1
)
=
(
Inq −Hα.n−1H−α.n−1
)
,
(3.27)
and
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(
Inq −Hα.n−1H−α.n−1
) (
Inq −Hα.n−1H+α.n−1
)
=
(
Inq −Hα.n−1H−α.n−1
)
hold true.
In the following, we will have a closer look at identities where block Hankel matrices
and generalized inverses, each with different dimensions, are coupled. As already
mentioned, we will resort to a technique presented in [27, Chapter 6] with the use of
special non-square matrices. Here, Lemma A.22 turns out to be essential.
Lemma 3.38. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ and for each l ∈ N, then
H−n T
l
q,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
= 0(n+1)q×nq. (3.28)
Proof. Let n ∈ N be such that 2n ≤ κ. Since (sj)κj=0 belongs to K≥,eq,κ,α, from
Remark 1.4, (1.6), and (1.7) we know that the matrices Hn and Hα.n−1 are non-
negative Hermitian and, consequently, Hermitian as well. Notation 3.27 and Lemma
3.28 show that Dn is a subspace of C(n+1)q with T ∗q,n(Dn) ⊆ Dn and that Dα.n−1
is a subspace of Cnq. According to Proposition 3.32 (b), both equations in (3.23)
and V∗q,n(Dn) ⊆ Dα.n−1 hold true. Remark 3.2 yields Tq,nVq,n = Vq,n. We now
apply Lemma A.22 using A = Hn, B = Hα.n−1, U = Dn, V = Dα.n−1, T = Tq,n,
V = Vq,n, and V = Vq,n. Since Remark 3.33 and Notation 3.34 provide A−U = H
−
n
and B−V = Hα.n−1, from Lemma A.22 we then get (3.28) for all l ∈ N.
We now present an analogous result to [69, Lemma 8.13].
Lemma 3.39. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ, for each l ∈ N and for each ζ ∈ C, then
H−n RTq,n(ζ)T
l
q,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
= 0(n+1)q×nq.
Proof. Let n ∈ N with 2n ≤ κ and let ζ ∈ C. From Remark 3.3 and Lemma 3.38, for
each l ∈ N, we infer
H−n RTq,n(ζ)T
l
q,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
= H−n
(
n∑
j=0
ζjT jq,n
)
T lq,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
=
n∑
j=0
ζjH−n T
j+l
q,n Vq,n
(
Inq −Hα.n−1H−α.n−1
)
=
n∑
j=0
ζj0(n+1)q×nq = 0(n+1)q×nq.
Lemma 3.40. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ, each l ∈ N, and each ζ ∈ C, then
H−n RTq,n(ζ)T
l
q,n
(
I(n+1)q − Vq,nHα.n−1H−α.n−1V ∗q,n
)
= 0(n+1)q×(n+1)q.
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Proof. Let n ∈ N with 2n ≤ κ. Obviously, (3.6) shows that I(n+1)q = Vq,nV ∗q,n +
diag (0nq×nq, Iq). From (3.5) we get Tq,n · diag (0nq×nq, Iq) = 0(n+1)q×(n+1)q. Conse-
quently, for each ζ ∈ C and for each l ∈ N, Lemma 3.39 yields
H−n RTq,n(ζ)T
l
q,n
(
I(n+1)q − Vq,nHα.n−1H−α.n−1V ∗q,n
)
= H−n RTq,n(ζ)T
l
q,n
(
Vq,nV
∗
q,n + diag (0nq×nq, Iq)− Vq,nHα.n−1H−α.n−1V ∗q,n
)
= H−n RTq,n(ζ)T
l
q,n
(
Vq,nV
∗
q,n − Vq,nHα.n−1H−α.n−1V ∗q,n
)
+H−n RTq,n(ζ)T
l
q,n · diag (0nq×nq, Iq)
= H−n RTq,n(ζ)T
l
q,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
V ∗q,n + 0(n+1)q×(n+1)q
= 0(n+1)q×nq · V ∗q,n = 0(n+1)q×(n+1)q.
We now modify a statement of [69, Lemma 8.10].
Lemma 3.41. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ it holds that
H−nHnVq,nH
−
α.n−1 = Vq,nH
−
α.n−1 and H
−
α.n−1V
∗
q,n = H
−
α.n−1V
∗
q,nHnH
−
n .
Proof. Let n ∈ N with 2n ≤ κ. Because of (sj)κj=0 ∈ K≥,eq,κ,α, Remark 1.4, (1.6),
and (1.7), the matrices Hn and Hα.n−1 are both Hermitian. According to Notation
3.27 and Proposition 3.32, we see that Dn is a subspace of C(n+1)q and that Dα.n−1
is a subspace of Cnq such that (3.22) and (3.23) hold true. Thus, Lemma A.15
and Notation 3.34 provide R(H−α.n−1) = Dα.n−1. Since Lemma A.20 shows that
N (I(n+1)q −H−nHn) = Dn, from the second inclusion in (3.22) we then infer
Vq,nR(H−α.n−1) = Vq,n (Dα.n−1) ⊆ Dn = N (I(n+1)q −H−nHn).
Hence, for each x ∈ Cnq, we obtain
Vq,nH
−
α.n−1x−H−nHnVq,nH−α.n−1x =
(
I(n+1)q −H−nHn
)
Vq,nH
−
α.n−1x = 0(n+1)q×1.
Thus, H−nHnVq,nH
−
α.n−1 = Vq,nH
−
α.n−1. Using Lemma 3.36 additionally, we then get
H−α.n−1V
∗
q,n =
(
H−α.n−1
)∗
V ∗q,n =
(
Vq,nH
−
α.n−1
)∗
=
(
H−nHnVq,nH
−
α.n−1
)∗
=
(
H−α.n−1
)∗
V ∗q,nH
∗
n(H
−
n )
∗ = H−α.n−1V
∗
q,nHnH
−
n .
Lemma 3.42. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ, then
H−n RTq,n(α)
(
vq,nv
∗
q,nHnVq,nH
−
α.n−1V
∗
q,n + Tq,n
)
= Vq,nH
−
α.n−1V
∗
q,n. (3.29)
Proof. We modify the proof of [106, Lemma 4.18]. Let n ∈ N such that 2n ≤ κ. In
view of Lemma 3.20, Remark 3.2, Lemma 3.41, and Lemma 3.40, (3.29) is checked by
H−n RTq,n(α)
(
vq,nv
∗
q,nHnVq,nH
−
α.n−1V
∗
q,n + Tq,n
)
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= H−n RTq,n(α)
[([
RTq,n(α)
]−1
HnVq,n −Vq,nHα.n−1
)
H−α.n−1V
∗
q,n + Tq,n
]
= H−n RTq,n(α)
([
RTq,n(α)
]−1
HnVq,nH
−
α.n−1V
∗
q,n −Vq,nHα.n−1H−α.n−1V ∗q,n + Tq,n
)
= H−n RTq,n(α)
([
RTq,n(α)
]−1
HnVq,nH
−
α.n−1V
∗
q,n − Tq,nVq,nHα.n−1H−α.n−1V ∗q,n + Tq,n
)
= H−n RTq,n(α)
[
RTq,n(α)
]−1
HnVq,nH
−
α.n−1V
∗
q,n
+H−n RTq,n(α)
[
Tq,n − Tq,nVq,nHα.n−1H−α.n−1V ∗q,n
]
= H−nHnVq,nH
−
α.n−1V
∗
q,n +H
−
n RTq,n(α)Tq,n
(
I(n+1)q − Vq,nHα.n−1H−α.n−1V ∗q,n
)
= Vq,nH
−
α.n−1V
∗
q,n + 0(n+1)q×(n+1)q = Vq,nH
−
α.n−1V
∗
q,n.
Lemma 3.43. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ, then
Vq,nH
−
α.n−1V
∗
q,n
(
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n (α)H−n
)
= T ∗q,nRT ∗q,n (α)H
−
n . (3.30)
Proof. We modify the proof of [69, Lemma 8.15]. Let n ∈ N such that 2n ≤ κ.
Obviously, Lemma 3.42 yields(
I(n+1)q −H−n RTq,n (α) vq,nv∗q,nHn
)
Vq,nH
−
α.n−1V
∗
q,n = H
−
n RTq,n (α)Tq,n. (3.31)
Keeping in mind K≥,eq,κ,α ⊆ K≥q,κ,α and Remark 3.24, we get H∗n = Hn and
H∗α.n−1 = Hα.n−1. This, together with [RTq,n(α)]
∗ = [RTq,n(α¯)]
∗ = RT ∗q,n(α), (3.24),
and (3.31), delivers (3.30).
3.4. J˜q-forms of particular matrix polynomials
In this subsection, our particular interest is focused to representations of J˜q-forms,
where
J˜q :=
[
0 −iIq
iIq 0
]
. (3.32)
Obviously, J˜q is a 2q × 2q signature matrix, i.e., J˜∗q = J˜q and J˜2q = I2q hold true.
Remark 3.44 (see, e.g. [69, Remark 9.1]). Let J˜q be given by (3.32). For all complex
q × q matrices A and B, then[
A
B
]∗
(−J˜q)
[
A
B
]
= i (B∗A− A∗B) = 2=(B∗A).
In particular,
[
A
Iq
]∗
(−J˜q)
[
A
Iq
]
= 2=(A) for all A ∈ Cq×q.
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Note that we will also consider the q × q signature matrix Jq given by
Jq :=
[
0q×q −Iq
−Iq 0q×q
]
. (3.33)
Remark 3.45 (see, e.g., [102, Bemerkung 3.1.3]). For every choice of A,B ∈ Cq×q,
the equation [
A
B
]∗
(−Jq)
[
A
B
]
= 2<(B∗A)
holds true.
Remark 3.46. Suppose q ≥ 2. Let r ∈ Z1,q−1, let A ∈ Cr×r, and let B ∈ Cr×r. In
view of Remark 3.44, it is readily checked that[
diag
(
A, 0(q−r)×(q−r)
)
diag (B, Iq−r)
]∗ (
−J˜q
)[diag (A, 0(q−r)×(q−r))
diag (B, Iq−r)
]
= diag
([
A
B
]∗ (
−J˜q
)[A
B
]
, 0(q−r)×(q−r)
)
.
Remark 3.47 (see, e.g. [38, Remark 6.6]). Let A ∈ Cq×qH . Then the matrices
B :=
[
Iq 0q×q
A Iq
]
and C :=
[
Iq A
0q×q Iq
]
fulfill B∗J˜qB = J˜q, BJ˜qB∗ = J˜q, C∗J˜qC = J˜q, and CJ˜qC∗ = J˜q.
Remark 3.48 ( [69, Remark 9.3]). For each n ∈ N0 and for each A ∈ C(n+1)q×(n+1)q,
we get [
I(n+1)q, A
]
(I2 ⊗ vq,n) J˜q = i
[
A, −I(n+1)q
]
(I2 ⊗ vq,n) ,[
A, −I(n+1)q
]
(I2 ⊗ vq,n) J˜q = −i
[
I(n+1)q, A
]
(I2 ⊗ vq,n) ,
J˜q (I2 ⊗ vq,n)∗
[
I(n+1)q, A
]∗
= −i (I2 ⊗ vq,n)∗
[
A, −I(n+1)q
]∗
,
J˜q (I2 ⊗ vq,n)∗
[
A, −I(n+1)q
]∗
= i (I2 ⊗ vq,n)∗
[
I(n+1)q, A
]∗
,[
I(n+1)q, A
]
(I2 ⊗ vq,n) J˜q (I2 ⊗ vq,n)∗
[
I(n+1)q, A
]∗
= i
(
Avq,nv
∗
q,n − vq,nv∗q,nA∗
)
,[
A, −I(n+1)q
]
(I2 ⊗ vq,n) J˜q (I2 ⊗ vq,n)∗
[
A, −I(n+1)q
]∗
= i
(
Avq,nv
∗
q,n − vq,nv∗q,nA∗
)
,
(3.34)
and[
I(n+1)q, A
]
(I2 ⊗ vq,n) (I2 ⊗ vq,n)∗
[
A, −I(n+1)q
]∗
= − (Avq,nv∗q,n − vq,nv∗q,nA∗) .
(3.35)
Similar to [106] and [69], respectively, we now modify Bolotnikov's [27] approach.
Bolotnikov considered the particular case α = 0. We start with a remark analogue
to [106, Lemma 8.10].
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Remark 3.49. Let α ∈ R, let κ ∈ N∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ, the matrices
Cn,α :=
[
Iq v
∗
q,nHnVq,nH
−
α.n−1V
∗
q,nHnvq,n
0q×q Iq
]
(3.36)
and
C˜n,α :=
[
Iq 0q×q
−v∗q,nRT ∗q,n (α)H−n RTq,n (α) vq,n Iq
]
(3.37)
fulfill Cn,αJ˜qC∗n,α = J˜q, C
∗
n,αJ˜qCn,α = J˜q, C˜n,αJ˜qC˜
∗
n,α = J˜q, and C˜
∗
n,αJ˜qC˜n,α = J˜q.
Proof. Let n ∈ N such that 2n ≤ κ. Lemma 3.36 shows that (3.24) holds true. Be-
cause of K≥,eq,κ,α ⊆ K≥q,κ,α and Remark 3.24, we obtain H∗n = Hn and H∗α.n−1 = Hα.n−1.
Consequently,
(
v∗q,nHnVq,nH
−
α.n−1V
∗
q,nHnvq,n
)∗
= v∗q,nHnVq,nH
−
α.n−1V
∗
q,nHnvq,n. Re-
mark 3.47 delivers Cn,αJ˜qC∗n,α = J˜q and C
∗
n,αJ˜qCn,α = J˜q. Analogous to the proof
in [106, Lemma 8.10], from K≥,eq,κ,α ⊆ K≥q,κ,α, Remark 3.3, (3.24), and α ∈ R we con-
clude (−v∗q,nRT ∗q,n (α)H−n RTq,n (α) vq,n)∗ = −v∗q,nRT ∗q,n (α)H−n RTq,n (α) vq,n.
Hence, Remark 3.47 implies C˜n,αJ˜qC˜∗n,α = J˜q and C˜
∗
n,αJ˜qC˜n,α = J˜q.
Lemma 3.50. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ, then[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
=
[
I(n+1)q,
(
vq,nv
∗
q,nHnVq,nH
−
α.n−1V
∗
q,n + Tq,n
)
Hn
]
(I2 ⊗ vq,n)
and[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n) C˜n,α
=
[
RTq,n (α)
]−1 [(
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n (α)H−n
)
RTq,n (α) , Hn
]
(I2 ⊗ vq,n) ,
with Cn,α and C˜n,α being defined by (3.36) and (3.37).
Proof. We modify the proof of [106, Lemma 8.11]. Let n ∈ N be such that 2n ≤ κ.
Because of (3.36), we get[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
=
[
vq,n, Tq,nHnvq,n
] [ Iq v∗q,nHnVq,nH−α.n−1V ∗q,nHnvq,n
0q×q Iq
]
=
[
vq,n, vq,nv
∗
q,nHnVq,nH
−
α.n−1V
∗
q,nHnvq,n + Tq,nHnvq,n
]
=
[
I(n+1)q,
(
vq,nv
∗
q,nHnVq,nH
−
α.n−1V
∗
q,n + Tq,n
)
Hn
]
(I2 ⊗ vq,n) .
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Moreover, from (3.37) we infer[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n) C˜n,α
=
[
vq,n,
[
RTq,n (α)
]−1
Hnvq,n
] [ Iq 0q×q
−v∗q,nRT ∗q,n (α)H−n RTq,n (α) vq,n Iq
]
=
[
vq,n −
[
RTq,n (α)
]−1
Hnvq,nv
∗
q,nRT ∗q,n (α)H
−
n RTq,n (α) vq,n,
[
RTq,n (α)
]−1
Hnvq,n
]
=
[
RTq,n (α)
]−1 [(
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n (α)H−n
)
RTq,n (α) , Hn
]
(I2 ⊗ vq,n) .
We now give a result being analogue to [106, Lemma 8.12].
Lemma 3.51. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ, then
H−n RTq,n (α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
=
[
H−n RTq,n (α) , Vq,nH
−
α.n−1V
∗
q,nHn
]
(I2 ⊗ vq,n) ,
with Cn,α being given by (3.36).
Proof. Combining Lemma 3.50 and Lemma 3.42, for each n ∈ N with 2n ≤ κ, we get
H−n RTq,n (α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
= H−n RTq,n (α)
[
I(n+1)q,
(
vq,nv
∗
q,nHnVq,nH
−
α.n−1V
∗
q,n + Tq,n
)
Hn
]
(I2 ⊗ vq,n)
=
[
H−n RTq,n (α) , H
−
n RTq,n (α)
(
vq,nv
∗
q,nHnVq,nH
−
α.n−1V
∗
q,n + Tq,n
)
Hn
]
(I2 ⊗ vq,n)
=
[
H−n RTq,n (α) , Vq,nH
−
α.n−1V
∗
q,nHn
]
(I2 ⊗ vq,n) .
Analogous to [69, Remark 9.4], we now consider a particular matrix-valued function.
Remark 3.52. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ H≥,eq,κ . For
each n ∈ N with 2n ≤ κ, let Wn,α : C→ C2q×2q be defined by
Wn,α (ζ) := I2q + (ζ − α)(I2 ⊗ vq,n)∗
[
Tq,nHn, −I(n+1)q
]∗
·RT ∗q,n(ζ)H−n RTq,n(α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n). (3.38)
Then Remark 3.3 shows thatWn,α is a 2q×2q matrix polynomial of degree not greater
than n+ 1 and that, for each ζ ∈ C, it admits the block representation
Wn,α (ζ) =

Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n
·RTq,n(α)vq,n ·RTq,n(α)Tq,nHnvq,n
−(ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n
RTq,n(α)Tq,nHnvq,n
 .
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We now modify [69, Remark 9.6].
Remark 3.53. Let α ∈ R, let κ ∈ N∪{∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N
with 2n ≤ κ, Remark 3.3 shows that W˜n,α : C→ C2q×2q defined by
W˜n,α (ζ) := I2q + (ζ − α) (I2 ⊗ vq,n)∗
[[
RTq,n (α)
]−1
Hn, −I(n+1)q
]∗
RT ∗q,n (ζ)
· Vq,nH−α.n−1V ∗q,nRTq,n (α)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n) (3.39)
is a 2q× 2q matrix polynomial of degree of at most n+ 1, where, for each ζ ∈ C, the
matrix W˜n,α (ζ) admits the block representation
W˜n,α (ζ) =

Iq + (ζ − α)v∗q,nHn
[
RT ∗q,n (α)
]−1
(ζ − α)v∗q,nHn
[
RT ∗q,n (α)
]−1
·RT ∗q,n (ζ)Vq,nH−α.n−1V ∗q,n ·RT ∗q,n (ζ)Vq,nH−α.n−1V ∗q,n
·RTq,n (α) vq,n ·Hnvq,n
−(ζ − α)v∗q,nRT ∗q,n (ζ) Iq − (ζ − α)v∗q,nRT ∗q,n (ζ)
·Vq,nH−α.n−1V ∗q,nRTq,n (α) vq,n ·Vq,nH−α.n−1V ∗q,nHnvq,n
 .
Remark 3.54 ( [69, Remark 9.11]). Let α ∈ R and let n ∈ N. According
to Remark 3.3, the matrix-valued functions Ωq,n,α : C → C2(n+1)q×2(n+1)q and
Ω˜q,n,α : C→ C2(n+1)q×2(n+1)q given by
Ωq,n,α(ζ) :=
[
(ζ − α)T ∗q,n
[
RT ∗q,n (α)
]−1
−(ζ − α)I(n+1)q −(ζ − α)I(n+1)q
] (
I2 ⊗RT ∗q,n (ζ)
)
(3.40)
and
Ω˜q,n,α(ζ) :=
[
(ζ − α)T ∗q,n (ζ − α)
[
RT ∗q,n (α)
]−1
−I(n+1)q −(ζ − α)I(n+1)q
] (
I2 ⊗RT ∗q,n (ζ)
)
(3.41)
both are matrix polynomials of degree n+ 1.
Lemma 3.55. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let
n ∈ N be such that 2n ≤ κ. In view of (3.40) and (3.41), let Ξn,α(ζ) : C → C2q×2q
and Ξ˜n,α(ζ) : C→ C2q×2q be given by
Ξn,α (ζ) :=I2q + (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
) · Ωq,n,α
· diag (H−n , Vq,nH−α.n−1V ∗q,n) · diag (RTq,n (α) , Hn) · (I2 ⊗ vq,n) (3.42)
and
Ξ˜n,α (ζ) :=I2q + (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
) · Ω˜q,n,α
· diag (H−n , Vq,nH−α.n−1V ∗q,n) · diag (RTq,n (α) , Hn) · (I2 ⊗ vq,n) . (3.43)
Then Ξn,α and Ξ˜n,α are matrix polynomials of degree not greater than n+ 1 and, for
each ζ ∈ C, the representations
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Ξn,α (ζ) = Wn,α (ζ)Cn,α and Ξ˜n,α (ζ) = W˜n,α (ζ) C˜n,α, (3.44)
hold true, where Wn,α : C→ C2q×2q and W˜n,α : C→ C2q×2q are defined by (3.38) and
(3.39), and with Cn,α and C˜n,α being given by (3.36) and (3.37), respectively. If
Ξn,α =
(
Ξ(j,k)n,α
)2
j,k=1
and Ξ˜n,α =
(
Ξ˜(j,k)n,α
)2
j,k=1
(3.45)
mark the q × q block representations of Ξn,α and Ξ˜n,α, respectively, for each ζ ∈ C,
then
Ξ(1,1)n,α (ζ) = Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n (ζ)H−n RTq,n (α) vq,n, (3.46)
Ξ(1,2)n,α (ζ) = v
∗
q,nHn
[
RT ∗q,n (α)
]−1
RT ∗q,n (ζ)Vq,nH
−
α.n−1V
∗
q,nHnvq,n, (3.47)
Ξ(2,1)n,α (ζ) = −(ζ − α)v∗q,nRT ∗q,n (ζ)H−n RTq,n (α) vq,n, (3.48)
Ξ(2,2)n,α (ζ) = Iq − (ζ − α)v∗q,nRT ∗q,n (ζ)Vq,nH−α.n−1V ∗q,nHnvq,n, (3.49)
Ξ˜(1,1)n,α (ζ) = Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n (ζ)H−n RTq,n (α) vq,n, (3.50)
Ξ˜(1,2)n,α (ζ) = (ζ − α)v∗q,nHn
[
RT ∗q,n (α)
]−1
RT ∗q,n (ζ)Vq,nH
−
α.n−1V
∗
q,nHnvq,n, (3.51)
Ξ˜(2,1)n,α (ζ) = −v∗q,nRT ∗q,n (ζ)H−n RTq,n (α) vq,n, (3.52)
and
Ξ˜(2,2)n,α (ζ) = Iq − (ζ − α)v∗q,nRT ∗q,n (ζ)Vq,nH−α.n−1V ∗q,nHnvq,n. (3.53)
Proof. We modify the proof of [69, Lemma 9.12]. From Remark 3.54, (3.42), and
(3.43) we see that Ξn,α and Ξ˜n,α are matrix polynomials of degree of at most n + 1.
Let ζ ∈ C. Remark 3.24 yields H∗n = Hn and H∗α.n−1 = Hα.n−1. Using (3.42) and
(3.40), it is readily checked that (3.46), (3.47), (3.48), and (3.49) hold true for each
ζ ∈ C. From (3.43), (3.41), and (3.45) we analogously see that (3.50), (3.51), (3.52),
and (3.53) are fulfilled. Let
Φn,α =
(
Φ(j,k)n,α
)2
j,k=1
and Φ˜n,α =
(
Φ˜(j,k)n,α
)2
j,k=1
(3.54)
be the q × q block representations of
Φn,α := Wn,αCn,α and Φ˜n,α := W˜n,αC˜n,α, (3.55)
respectively. By virtue of Remark 3.52, (3.36), and (3.46), then
Φ(1,1)n,α (ζ) = Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n = Ξ(1,1)n,α (ζ) (3.56)
follows, whereas Remark 3.52, (3.36), and (3.48) show that
Φ(2,1)n,α (ζ) = −(ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,n = Ξ(2,1)n,α (ζ) . (3.57)
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From (3.54), Remark 3.52, (3.36), Lemma 3.42, Remark 3.8, and (3.47), we conclude
Φ(1,2)n,α (ζ)
=
(
Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n (ζ)H−n RTq,n (α) vq,n
)
v∗q,nHnVq,nH
−
α.n−1V
∗
q,nHnvq,n
+ (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n (ζ)H−n RTq,n (α)Tq,nHnvq,n
= v∗q,nHn
[
Vq,nH
−
α.n−1V
∗
q,n + (ζ − α)T ∗q,nRT ∗q,n (ζ)H−n RTq,n (α)
· (vq,nv∗q,nHnVq,nH−α.n−1V ∗q,n + Tq,n) ]Hnvq,n
= v∗q,nHn
[
Vq,nH
−
α.n−1V
∗
q,n + (ζ − α)T ∗q,nRT ∗q,n (ζ)Vq,nH−α.n−1V ∗q,n
]
Hnvq,n
= v∗q,nHn
[
I(n+1)q + (ζ − α)T ∗q,nRT ∗q,n (ζ)
]
Vq,nH
−
α.n−1V
∗
q,nHnvq,n
= v∗q,nHn
[
RT ∗q,n (α)
]−1
RT ∗q,n (ζ)Vq,nH
−
α.n−1V
∗
q,nHnvq,n = Ξ
(1,2)
n,α (ζ) (3.58)
and, additionally using (3.49) instead of (3.47), we get
Φ(2,2)n,α (ζ)
= −(ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)vq,nv∗q,nHnVq,nH−α.n−1V ∗q,nHnvq,n
+ Iq − (ζ − α)v∗q,nRT ∗q,n(ζ)H−n RTq,n(α)Tq,nHnvq,n
= Iq − (ζ − α)v∗q,nRT ∗q,n (ζ)H−n RTq,n (α)
(
vq,nv
∗
q,nHnVq,nH
−
α.n−1V
∗
q,n + Tq,n
)
Hnvq,n
= Iq − (ζ − α)v∗q,nRT ∗q,n (ζ)Vq,nH−α.n−1V ∗q,nHnvq,n = Ξ(2,2)n,α (ζ) . (3.59)
Taking into account (3.56), (3.57), (3.58), (3.59), (3.45), (3.55), and (3.54), we obtain
the first equation in (3.44). Because of (3.55), Remark 3.53, (3.37), Lemma 3.43,
Remark 3.8, (3.50), and (3.45), we infer
Φ˜(1,1)n,α (ζ)
= Iq + (ζ − α)v∗q,nHn
[
RT ∗q,n (α)
]−1
RT ∗q,n (ζ)Vq,nH
−
α.n−1V
∗
q,nRTq,n (α) vq,n
− (ζ − α)v∗q,nHn
[
RT ∗q,n (α)
]−1
RT ∗q,n (ζ)Vq,nH
−
α.n−1V
∗
q,nHnvq,nv
∗
q,nRT ∗q,n (α)H
−
n
·RTq,n (α) vq,n
= Iq + (ζ − α)v∗q,nHn
[
RT ∗q,n (α)
]−1
RT ∗q,n (ζ)Vq,nH
−
α.n−1V
∗
q,n
· [I(n+1)q −Hnvq,nv∗q,nRT ∗q,n (α)H−n ]RTq,n (α) vq,n
= Iq + (ζ − α)v∗q,nHn
[
RT ∗q,n (α)
]−1
RT ∗q,n (ζ)T
∗
q,nRT ∗q,n (α)H
−
n RTq,n (α) vq,n
= Iq + (ζ − α)v∗q,nHn
[
RT ∗q,n (α)
]−1
RT ∗q,n (α)T
∗
q,nRT ∗q,n (ζ)H
−
n RTq,n (α) vq,n
= Iq + (ζ − α)v∗q,nHnT ∗q,nRT ∗q,n (ζ)H−n RTq,n (α) vq,n = Ξ˜(1,1)n,α (ζ) (3.60)
and, using (3.51) instead of Lemma 3.43, Remark 3.8, and (3.50), we get
Φ˜(1,2)n,α (ζ) = (ζ − α)v∗q,nHn
[
RT ∗q,n (α)
]−1
RT ∗q,n (ζ)Vq,nH
−
α.n−1V
∗
q,nHnvq,n = Ξ˜
(1,2)
n,α (ζ) .
(3.61)
Furthermore, (3.55), Remark 3.53, (3.37), (3.45), Lemma 3.43, Remark 3.3, and (3.52)
provide
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Φ˜(2,1)n,α (ζ)
= −(ζ − α)v∗q,nRT ∗q,n (ζ)Vq,nH−α.n−1V ∗q,nRTq,n (α) vq,n
− (Iq − (ζ − α)v∗q,nRT ∗q,n (ζ)Vq,nH−α.n−1V ∗q,nHnvq,n) v∗q,nRT ∗q,n (α)H−n RTq,n (α) vq,n
= −v∗q,nRT ∗q,n (ζ)
[
(ζ − α)Vq,nH−α.n−1V ∗q,n
(
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n (α)H−n
)
+
[
RT ∗q,n (ζ)
]−1
RT ∗q,n (α)H
−
n
]
RTq,n (α) vq,n
= −v∗q,nRT ∗q,n (ζ)
[
(ζ − α)T ∗q,nRT ∗q,n (α)H−n +
[
RT ∗q,n (ζ)
]−1
RT ∗q,n (α)H
−
n
]
RTq,n (α) vq,n
= −v∗q,nRT ∗q,n (ζ)
[
(ζ − α)T ∗q,n +
[
RT ∗q,n (ζ)
]−1]
RT ∗q,n (α)H
−
n RTq,n (α) vq,n
= −v∗q,nRT ∗q,n (ζ)
[
(ζ − α)T ∗q,n + I(n+1)q − ζT ∗q,n
]
RT ∗q,n (α)H
−
n RTq,n (α) vq,n
= −v∗q,nRT ∗q,n (ζ)
(
I(n+1)q − αT ∗q,n
)
RT ∗q,n (α)H
−
n RTq,n (α) vq,n
= −v∗q,nRT ∗q,n (ζ)H−n RTq,n (α) vq,n = Ξ˜(2,1)n,α (ζ) (3.62)
and, in view of (3.53), moreover
Φ˜(2,2)n,α (ζ) = Iq − (ζ − α)v∗q,nRT ∗q,n (ζ)Vq,nH−α.n−1V ∗q,nHnvq,n = Ξ˜(2,2)n,α (ζ) . (3.63)
From (3.60), (3.62), (3.61), (3.63), (3.45), (3.55), and (3.54) the second equation in
(3.44) follows.
Remark 3.56. Let α ∈ R and let s0 ∈ Cq×q. Let Ξ0,α : C→ Cq×q be defined by
Ξ0,α(ζ) := I2q + (ζ − α)
[
0q×q,−Iq
]∗
s+0
[
0q×q, Iq
]
. (3.64)
Then Ξ0,α describes a 2q × 2q matrix polynomial of degree 1 and, for each ζ ∈ C, it
admits the q × q block representation
Ξ0,α(ζ) =
[
Iq 0q×q
−(ζ − α)s+0 Iq
]
(3.65)
and fulfills det Ξ0,α(ζ) = 1 6= 0. Further, we see easily that
Ξ−10,α(ζ) =
[
Iq 0q×q
(ζ − α)s+0 Iq
]
(3.66)
holds true for each ζ ∈ C as well.
In the following, we continue using notations (3.42), (3.43), and (3.64).
The next two statements in particular show the analogy between the approach
presented in this manuscript characterizing the set Mq≥[[α,∞); (sj)mj=0,≤] with
an even non-negative integer m and the approach for the description of the set
Mq≥[[α,∞); (sj)mj=0,≤] with m being an odd positive integer stated in [106] and [69].
Remark 3.57. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ H≥,eq,κ . Let
n ∈ N be such that 2n ≤ κ. Then Wn,α : C→ C2q×2q defined by (3.38) coincides with
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the matrix-valued function Un,α : C→ C2q×2q given by
Un,α(ζ) := I2q + (ζ − α)(I2 ⊗ vq,n)∗
[
Tq,nHn, −I(n+1)q
]∗
·RT ∗q,n(ζ)H−n RTq,n(α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n). (3.67)
The matrix-valued function Un,α considered in Remark 3.57 plays an important role
throughout the approach to the Stieltjes moment problemM[[α,∞); (sj)mj=0,≤], where
m is an odd positive integer, stated in [106] and [69]. The following matrix-valued
function U˜n−1,α presented in [106, Section 8] and [69, Section 9] plays an comparable
role as well:
Lemma 3.58. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let
n ∈ N be such that 2n ≤ κ. Further, let U˜n−1,α : C→ C2q×2q be defined by
U˜n−1,α(ζ) := I2q + (ζ − α)(I2 ⊗ vq,n−1)∗
[
[RTq,n(α)]
−1Hn−1, −Inq
]∗
RT ∗q,n−1(ζ)
·H−α.n−1RTq,n−1(α)
[
Inq, [RTq,n−1(α)]
−1Hn−1
]
(I2 ⊗ vq,n−1). (3.68)
Then W˜n,α = U˜n−1,α.
Proof. Because of (sj)
κ
j=0 ∈ K≥,eq,κ,α and Remark 3.24, we get
H∗m = Hm and y
∗
0,m = z0,m for each m ∈ Z0,n. (3.69)
Let ζ ∈ C. From Lemma 3.5 we get
RT ∗q,n (ζ)Vq,n = Vq,nRT ∗q,n−1 (ζ) and V
∗
q,nRTq,n (ζ) = RTq,n−1 (ζ)V
∗
q,n. (3.70)
Because of Remark 3.15, for each m ∈ Z0,n, we obtain[
I(m+1)q,
[
RTq,m (ζ)
]−1
Hm
]
(I2 ⊗ vq,m) =
[
vq,m,
[
RTq,m (ζ)
]−1
y0,m
]
(3.71)
and, in view of (3.69), consequently,
(I2 ⊗ vq,m)∗
[[
RTq,m (ζ)
]−1
Hm, −I(m+1)q
]∗
=
[
z0,m
[
RT ∗q,m
(
ζ
)]−1
−v∗q,m
]
. (3.72)
Moreover, (3.7), Remark 3.2, and Remark 3.15 show that
z0,n
[
RT ∗q,n (α)
]−1
Vq,n = z0,n
(
I(n+1)q − αT ∗q,n
)
Vq,n = z0,n
(
Vq,n − αT ∗q,nVq,n
)
= z0,n
(
Vq,n − αVq,nT ∗q,n−1
)
= z0,nVq,n
(
Inq − αT ∗q,n−1
)
= z0,n−1
(
Inq − αT ∗q,n−1
)
= z0,n−1
[
RT ∗q,n−1 (α)
]−1
(3.73)
holds true. Hence, because of (3.69), we also conclude
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V ∗q,n
[
RTq,n (α)
]−1
y0,n =
[
RTq,n−1 (α)
]−1
y0,n−1. (3.74)
Taking into account (3.72) with m = n, (3.73), Remark 3.2, and (3.72) using
m = n− 1, we get
(I2 ⊗ vq,n)∗
[[
RTq,n (α)
]−1
Hn, −I(n+1)q
]∗
Vq,n =
[
z0,n
[
RT ∗q,n (α)
]−1
Vq,n
−v∗q,nVq,n
]
=
[
z0,n−1
[
RT ∗q,n−1 (α)
]−1
−v∗q,n−1
]
= (I2 ⊗ vq,n−1)∗
[[
RTq,n−1 (α)
]−1
Hn−1, −Inq
]∗
. (3.75)
Analogously, from (3.71) with m = n, (3.74), Remark 3.2, and (3.71) using m = n−1,
we infer
V ∗q,n
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n) =
[
V ∗q,nvq,n, V
∗
q,n
[
RTq,n (α)
]−1
y0,n
]
=
[
vq,n−1,
[
RTq,n−1 (α)
]−1
y0,n−1
]
=
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1) .
(3.76)
Combining (3.39), (3.70), (3.75), (3.76), and (3.68), we conclude
W˜n,α (ζ)
= I2q + (ζ − α) (I2 ⊗ vq,n)∗
[[
RTq,n (α)
]−1
Hn, −I(n+1)q
]∗
·RT ∗q,n (ζ)Vq,nH−α.n−1V ∗q,nRTq,n (α)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n)
= I2q + (ζ − α) (I2 ⊗ vq,n)∗
[[
RTq,n (α)
]−1
Hn, −I(n+1)q
]∗
· Vq,nRT ∗q,n−1 (ζ)H−α.n−1RTq,n−1 (α)V ∗q,n
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n)
= I2q + (ζ − α) (I2 ⊗ vq,n−1)∗
[[
RTq,n−1 (α)
]−1
Hn−1, −Inq
]∗
·RT ∗q,n−1 (ζ)H−α.n−1RTq,n−1 (α)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1)
= U˜n−1,α(ζ).
Lemma 3.59. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let
n ∈ N be such that 2n ≤ κ. Then the functions Ξn,α : C → C2q×2q given by (3.42)
and Ξ˜n,α : C→ C2q×2q given by (3.43) fulfill, for each z ∈ C\{α}, the identity
Ξ˜n,α (ζ) = diag ((ζ − α)Iq, Iq) · Ξn,α (ζ) · diag
(
(ζ − α)−1Iq, Iq
)
.
Proof. We modify the proof of [69, Lemma 9.13]. Let n ∈ N with 2n ≤ κ. For each
ζ ∈ C\ {α}, we get
diag ((ζ − α)Iq, Iq) · I2q · diag
(
(ζ − α)−1Iq, Iq
)
= I2q, (3.77)
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diag ((ζ − α)Iq, Iq) · (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
)
= diag
(
(ζ − α)v∗q,nHn, v∗q,n
)
= (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
) · diag ((ζ − α)I(n+1)q, I(n+1)q) , (3.78)
diag
(
H−n , Vq,nH
−
α.n−1V
∗
q,n
) · diag (RTq,n (α) , Hn) · (I2 ⊗ vq,n) · diag ((ζ − α)−1Iq, Iq)
= diag
(
H−n RTq,n (α) vq,n[(ζ − α)−1Iq], Vq,nH−α.n−1V ∗q,nHnvq,nIq
)
= diag
(
(ζ − α)−1I(n+1)q, I(n+1)q
) · diag (H−n , Vq,nH−α.n−1V ∗q,n)
· diag (RTq,n (α) , Hn) · (I2 ⊗ vq,n), (3.79)
and, in view of (3.40) and (3.41), furthermore
diag
(
(ζ − α)I(n+1)q, I(n+1)q
) · Ωq,n,α (ζ) · diag ((ζ − α)−1I(n+1)q, I(n+1)q)
= diag
(
(ζ − α)I(n+1)q, I(n+1)q
) · [ (ζ − α)T ∗q,n [RT ∗q,n(α)]−1−(ζ − α)I(n+1)q −(ζ − α)I(n+1)q
]
· (I2 ⊗RT ∗q,n (ζ)) · diag
(
(ζ − α)−1I(n+1)q, I(n+1)q
)
=
[
(ζ − α)2T ∗q,n (ζ − α)
[
RT ∗q,n (α)
]−1
−(ζ − α)I(n+1)q −(ζ − α)I(n+1)q
]
· diag ((ζ − α)−1RT ∗q,n (ζ) , RT ∗q,n (ζ))
=
[
(ζ − α)T ∗q,nRT ∗q,n (ζ) (ζ − α)
[
RT ∗q,n (α)
]−1
RT ∗q,n (ζ)
−RT ∗q,n (ζ) −(ζ − α)RT ∗q,n (ζ)
]
=
[
(ζ − α)T ∗q,n (ζ − α)
[
RT ∗q,n (α)
]−1
−I(n+1)q −(ζ − α)I(n+1)q
]
(I2 ⊗RT ∗q,n (ζ)) = Ω˜q,n,α (ζ) . (3.80)
Thus, for each ζ ∈ C\{α}, from (3.42), (3.77), (3.78), (3.79), (3.80), and (3.43) we
conclude
diag ((ζ − α)Iq, Iq) · Ξn,α (ζ) · diag
(
(ζ − α)−1Iq, Iq
)
= diag ((ζ − α)Iq, Iq) · I2q · diag
(
(ζ − α)−1Iq, Iq
)
+ diag ((ζ − α)Iq, Iq) · (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
) · Ωq,n,α (ζ)
· diag (H−n , Vq,nH−α.n−1V ∗q,n) · diag (RTq,n (α) , Hn)
· (I2 ⊗ vq,n) · diag
(
(ζ − α)−1Iq, Iq
)
= I2q + (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
) · diag ((ζ − α)I(n+1)q, I(n+1)q)
· Ωq,n,α (ζ) · diag
(
(ζ − α)−1I(n+1)q, I(n+1)q
) · diag (H−n , Vq,nH−α.n−1V ∗q,n)
· diag (RTq,n (α) , Hn) · (I2 ⊗ vq,n)
= I2q + (I2 ⊗ vq,n)∗ · diag
(
Hn, I(n+1)q
) · Ω˜q,n,α (ζ) · diag (H−n , Vq,nH−α.n−1V ∗q,n)
· diag (RTq,n (α) , Hn) · (I2 ⊗ vq,n) = Ξ˜n,α (ζ) .
Lemma 3.60. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ and for every choices of z ∈ C und w ∈ C, then
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J˜q−Ξn,α(z)J˜qΞ∗n,α(w)
= −i(z − w)(I2 ⊗ vq,n)∗
[
Tq,nHn, −I(n+1)q
]∗
RT ∗q,n (z)H
−
n
[
RT ∗q,n (w)
]∗
· [Tq,nHn, −I(n+1)q] (I2 ⊗ vq,n)
and
J˜q−Ξ˜n,α(z)J˜qΞ˜∗n,α(w)
= −i(z − w)(I2 ⊗ vq,n−1)∗
[[
RTq,n−1 (α)
]−1
Hn−1, −Inq
]∗
RT ∗q,n−1 (z)H
−
α.n−1
·
[
RT ∗q,n−1 (w)
]∗ [[
RTq,n−1 (α)
]−1
Hn−1, −Inq
]∗
(I2 ⊗ vq,n−1).
Proof. We modify the proof of [69, Lemma 9.14]. Let n ∈ N be such that 2n ≤ κ
and let z, w ∈ C. Using the first equation in (3.44), Remark 3.49, Remark 3.57,
and [69, Lemma 9.5] (see also [106, Lemma 8.8]), we get
J˜q−Ξn,α(z)J˜qΞ∗n,α(w) = J˜q −Wn,α(z)Cn,αJ˜qC∗n,αW ∗n,α(w)
= J˜q −Wn,α(z)J˜qW ∗n,α(w) = J˜q − Un,α(z)J˜qU∗n,α(w)
= −i(z − w)(I2 ⊗ vq,n)∗
[
Tq,nHn, −I(n+1)q
]∗
RT ∗q,n (z)H
−
n
· [RT ∗q,n (w)]∗ [Tq,nHn, −I(n+1)q] (I2 ⊗ vq,n).
Analogously, from the second equation in (3.44), Remark 3.49, Lemma 3.58, and [69,
Lemma 9.7] (see also [106, Lemma 8.9]) we conclude
J˜q−Ξ˜n,α(z)J˜qΞ˜∗n,α(w) = J˜q − W˜n,α(z)C˜n,αJ˜qC˜∗n,αW˜ ∗n,α(w)
= J˜q − W˜n,α(z)J˜qW˜ ∗n,α(w) = J˜q − U˜n−1,α(z)J˜qU˜∗n−1,α(w)
= −i(z − w)(I2 ⊗ vq,n−1)∗
[[
RTq,n−1 (α)
]−1
Hn−1, −Inq
]∗
RT ∗q,n−1 (z)H
−
α.n−1
·
[
RT ∗q,n−1 (w)
]∗ [[
RTq,n−1 (α)
]−1
Hn−1, −Inq
]
(I2 ⊗ vq,n−1).
Lemma 3.61. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ and for each z ∈ C\R, then
1
2=z
(
J˜q − Ξn,α(z)J˜qΞ∗n,α(z)
)
≥ 02q×2q and 1
2=z
(
J˜q − Ξ˜n,α(z)J˜qΞ˜∗n,α(z)
)
≥ 02q×2q.
Proof. We modify the proof of [69, Lemma 9.15]. Let n ∈ N be such that 2n ≤ κ.
Obviously, −i(z − z) = 2=z for each z ∈ C. According to Lemma 3.36, we get
H−n ∈ C(n+1)q×(n+1)q≥ and H−α.n−1 ∈ Cnq×nq≥ . From Lemma 3.60, for each z ∈ C\R, we
then get
1
2=z
(
J˜q − Ξn,α(z)J˜qΞ∗n,α(z)
)
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=
1
2=z
[− i(z − z)(I2 ⊗ vq,n)∗ [Tq,nHn, −I(n+1)q]∗RT ∗q,n (z)
·H−n
[
RT ∗q,n (z)
]∗ [
Tq,nHn, −I(n+1)q
]
(I2 ⊗ vq,n)
]
=
([
RT ∗q,n (z)
]∗ [
Tq,nHn, −I(n+1)q
]
(I2 ⊗ vq,n)
)∗
·H−n
([
RT ∗q,n (z)
]∗ [
Tq,nHn, −I(n+1)q
]
(I2 ⊗ vq,n)
) ≥ 02q×2q
and
1
2=z
(
J˜q − Ξ˜n,α(z)J˜qΞ˜∗n,α(z)
)
=
1
2=z
(
− i(z − z)(I2 ⊗ vq,n−1)∗
[[
RTq,n−1 (α)
]−1
Hn−1, −Inq
]∗
RT ∗q,n−1 (z)
·H−α.n−1
[
RT ∗q,n−1 (z)
]∗ [[
RTq,n−1 (α)
]−1
Hn−1, −Inq
]
(I2 ⊗ vq,n−1)
)
=
([
RT ∗q,n−1 (z)
]∗ [[
RTq,n−1 (α)
]−1
Hn−1, −Inq
]
(I2 ⊗ vq,n−1)
)∗
·H−α.n−1
([
RT ∗q,n−1 (z)
]∗ [[
RTq,n−1 (α)
]−1
Hn−1, −Inq
]
(I2 ⊗ vq,n−1)
)
≥ 02q×2q.
We now obtain useful further equations that should be compared with [69, Lemma
9.16].
Lemma 3.62. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ the following statements hold true:
(a) For each x ∈ R,
J˜q − Ξn,α(x)J˜qΞ∗n,α(x) = 02q×2q and J˜q − Ξ˜n,α(x)J˜qΞ˜∗n,α(x) = 02q×2q.
(b) For all z ∈ C, the matrices Ξn,α(z) and Ξ˜n,α(z) both are non-singular and fulfill
Ξ−1n,α(z) = J˜qΞ
∗
n,α(z¯)J˜q and Ξ˜
−1
n,α(z) = J˜qΞ˜
∗
n,α(z¯)J˜q. (3.81)
(c) For every choice of z and w in C,
J˜q − Ξ−∗n,α(z)J˜qΞ−1n,α(w) = J˜q(J˜q − Ξn,α(z¯)J˜qΞ∗n,α(w))J˜q
and
J˜q − Ξ˜−∗n,α(z)J˜qΞ˜−1n,α(w) = J˜q(J˜q − Ξ˜n,α(z¯)J˜qΞ˜∗n,α(w))J˜q.
Proof. (a) Let x ∈ R. Then x − x¯ = 0. Thus, the application of Lemma 3.60 com-
pletes the proof of (a).
(b) From Lemma 3.55 we know that Ξn,α and Ξ˜n,α both are 2q × 2q matrix poly-
nomials and, especially, 2q × 2q matrix-valued functions, which are holomorphic
59
3 A Potapov-type approach to the Stieltjes moment problem
in C. Then Ξ∨n,α : C→ C2q×2q and Ξ˜∨n,α : C→ C2q×2q defined by Ξ∨n,α(ζ) := Ξ∗n,α(ζ¯)
and Ξ˜∨n,α(ζ) := Ξ˜
∗
n,α(ζ¯) also are matrix-valued functions being holomorphic in C (see,
e.g. [124, Lemma 3.2]). Thus, F := J˜q − Ξn,αJ˜qΞ∨n,α and F˜ := J˜q − Ξ˜n,αJ˜qΞ˜∨n,α are
holomorphic in C. For each x ∈ R, from x¯ = x and part (a) we see that
F (x) = J˜q − Ξ˜n,α(x)J˜qΞ∨n,α(x) = J˜q − Ξn,α(x)J˜qΞ∗n,α(x) = 02q×2q
and
F˜ (x) = J˜q − Ξ˜n,α(x)J˜qΞ˜∨n,α(x) = J˜q − Ξ˜n,α(x)J˜qΞ˜∗n,α(x) = 02q×2q.
The Identity Theorem for holomorphic functions then provides F (z) = 02q×2q and
F˜ (z) = 02q×2q for each z ∈ C. Consequently,
Ξn,α(z)J˜qΞ
∗
n,α(z¯) = Ξn,α(z)J˜qΞ
∨
n,α(z) = J˜q − F (z) = J˜q
and
Ξ˜n,α(z)J˜qΞ˜
∗
n,α(z¯) = Ξ˜n,α(z)J˜qΞ˜
∨
n,α(z) = J˜q − F˜ (z) = J˜q
for each z ∈ C. Thus,
Ξn,α(z)J˜qΞ
∗
n,α(z¯)J˜q = J˜
2
q = I2q and Ξ˜n,α(z)J˜qΞ˜
∗
n,α(z¯)J˜q = J˜
2
q = I2q
for each z ∈ C. Hence, for all z ∈ C, the matrices Ξn,α(z) and Ξ˜n,α(z) both are
non-singular and (3.81) is fulfilled.
(c) From part (b), J˜∗q = J˜q, and J˜
2
q = I2q, for every choice of z, w ∈ C, we infer
J˜q − Ξ−∗n,α(z)J˜qΞ−1n,α(w) = J˜q − (J˜qΞ∗n,α(z¯)J˜q)∗ · J˜q · J˜qΞ∗n,α(w)J˜q
= J˜q(J˜q − Ξn,α(z¯)J˜qΞ∗n,α(w))J˜q
and, analogously,
J˜q − Ξ˜−∗n,α(z)J˜qΞ˜−1n,α(w) = J˜q(J˜q − Ξ˜n,α(z¯)J˜qΞ˜∗n,α(w))J˜q.
Lemma 3.63. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ and every choice of z and w ∈ C, then
J˜q−Ξ−∗n,α(z)J˜qΞ−1n,α(w)
= −i(z − w) (I2 ⊗ vq,n)∗
[
I(n+1)q, Tq,nHn
]∗
RT ∗q,n (z)H
−
n RTq,n (w)
· [I(n+1)q, Tq,nHn] (I2 ⊗ vq,n)
and
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J˜q−Ξ˜−∗n,α(z)J˜qΞ˜−1n,α(w)
= −i(z¯ − w) (I2 ⊗ vq,n−1)∗
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]∗
RT ∗q,n−1 (z)H
−
α.n−1
·RTq,n−1 (w)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1) .
Proof. Our proof is a modification of [69, Lemma 9.17]. Let n ∈ N be such that
2n ≤ κ and let z, w ∈ C. Using parts (b) and (c) of Lemma 3.62, Lemma 3.60,
Remark 3.3, and Remark 3.48, we obtain
J˜q − Ξ−∗n,α(z)J˜qΞ−1n,α(w) = J˜q
(
J˜q − Ξn,α(z)J˜qΞ∗n,α(w)
)
J˜q
= J˜q
[
− i(z − w) (I2 ⊗ vq,n)∗
[
Tq,nHn, −I(n+1)q
]∗
·RT ∗q,n (z)H−n
[
RT ∗q,n (w)
]∗ [
Tq,nHn, −I(n+1)q
]
(I2 ⊗ vq,n)
]
J˜q
= −i(z − w) [i (I2 ⊗ vq,n)∗ [I(n+1)q, Tq,nHn]∗]
·RT ∗q,n (z)H−n RTq,n (w)
[
(−i) · [I(n+1)q, Tq,nHn] (I2 ⊗ vq,n)]
= −i(z − w) (I2 ⊗ vq,n)∗
[
I(n+1)q, Tq,nHn
]∗
·RT ∗q,n (z)H−n RTq,n (w)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
and, analogously,
J˜q − Ξ˜−∗n,α(z)J˜qΞ˜−1n,α(w) = −i(z − w) (I2 ⊗ vq,n−1)∗
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]∗
·RT ∗q,n−1 (z)H−α.n−1RTq,n−1 (w)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1) .
We now are able to prove a result similar to [69, Lemma 9.20].
Lemma 3.64. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ and for all z, w ∈ C, then
J˜q−Ξ∗n,α(w)J˜qΞn,α(z)
= i(w − z)C∗n,α (I2 ⊗ vq,n)∗
[
I(n+1)q, Tq,nHn
]∗ [
RTq,n (α)
]∗
·H−n
[
RT ∗q,n (w)
]∗ [
RTq,n (α)
]−1
Hn
[
RT ∗q,n (w)
]−1
RT ∗q,n (z)H
−
n
·RTq,n (α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α.
Proof. Taking into account Remark 3.49, Lemma 3.55, and Remark 3.57, we get
J˜q−Ξ∗n,α(w)J˜qΞn,α(z) = C∗n,αJ˜qCn,α − (Wn,α(w)Cn,α)∗ J˜qWn,α(z)Cn,α
= C∗n,α
(
J˜q −W ∗n,α(w)J˜qWn,α(z)
)
Cn,α = C
∗
n,α
(
J˜q − U∗n,α(w)J˜qUn,α(z)
)
Cn,α.
Hence, [69, Lemma 9.18] (see also [106, Lemma 8.21]) delivers the assertion.
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Let G be a non-empty open subset of C and let f = (fjk)j=1,...,p
k=1,...,q
be a p× q matrix-
valued function which is meromorphic in G. For every choice of j ∈ Z1,p and k ∈ Z1,q,
let Hfjk be the set of all points z ∈ G at which fjk is holomorphic and let Pfjk be the
set of all poles of fjk. Furthermore, let
Hf :=
p⋂
j=1
q⋂
k=1
Hfjk and let Pf :=
p⋃
j=1
q⋃
k=1
Pfjk .
Notation 3.65 ( [69, Notation 9.22]). Let α ∈ R. By W˜−J˜q ,α we denote the set of all
2q× 2q matrix-valued functions Ξ which are meromorphic in C\[α,∞) and for which
there exists a discrete subset D of C\[α,∞) such that the following three conditions
are fulfilled:
(i) Ξ is holomorphic in C \ ([α,∞) ∪ D).
(ii) Ξ(z)J˜qΞ∗(z) ≤ J˜q for each z ∈ Π+ \ D.
(iii) Ξ(x)J˜qΞ∗(x) = J˜q for each x ∈ (−∞, α) \ D.
Observe that continuity arguments show that conditions (ii) and (iii) in Notation 3.65
can be replaced equivalently by the following two conditions:
(ii') Ξ(z)J˜qΞ∗(z) ≤ J˜q for each z ∈ Π+ ∩HΞ.
(iii') Ξ(x)J˜qΞ∗(x) = J˜q for each x ∈ (−∞, α).
Similar to [69, Remark 9.23], we get the following:
Lemma 3.66. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ, then Ξ̂n,α := RstrC\[α,∞) Ξn,α and ̂˜Ξn,α := RstrC\[α,∞) Ξ˜n,α
are holomorphic in C\[α,∞) and belong to W˜−J˜q ,α.
Proof. Let n ∈ N be such that 2n ≤ κ. Furthermore, let Ξ ∈ {Ξ̂n,α, ̂˜Ξn,α}. Because of
Lemma 3.55, the matrix-valued function Ξ is a matrix polynomial. Hence, HΞ = C.
Obviously, 2=z ∈ (0,∞) holds true for each z ∈ Π+. Thus, Lemma 3.61 delivers
J˜q − Ξ(z)J˜qΞ∗(z) ≥ 02q×2q for each z ∈ Π+. Consequently, in view of part (a) of
Lemma 3.62 and Notation 3.65, we see that Ξ belongs to W˜−J˜q ,α.
Remark 3.67. Let α ∈ R and let Pα : C → C2q×2q be defined by
Pα(z) := diag ((z − α)Iq, Iq). Obviously, Pα is holomorphic in C and fulfills
det Pα(z) = (z − α)q for each z ∈ C. Then Remark E.18 shows, that P−1α is mero-
morphic in C, where HP−1α = C\{α}. Escpecially, P̂α := RstrC\[α,∞) Pα and P̂−1α both
are holomorphic in C\[α,∞).
Notation 3.68 ( [69, Notation 9.24]). Let α ∈ R and let P̂α be the matrix-valued
function defined by Remark 3.67. Then W−J˜q ,α describes the set of all Ξ ∈ W˜−J˜q ,α
for which Ξ˜ := P̂αΞP̂−1α belongs to W˜−J˜q ,α.
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Analogous to [69, Remark 9.25], we see the following:
Lemma 3.69. Let α ∈ R, let κ ∈ N0∪{∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
with 2n ≤ κ the function RstrC\[α,∞) Ξn,α is holomorphic in C\[α,∞) and belongs to
W−J˜q ,α.
Proof. First, we assume that n ∈ N is such that 2n ≤ κ. From Lemma 3.66 we see
that Ξ ∈ {Ξn,α, Ξ˜n,α} ⊆ W˜−J˜q ,α. Lemma 3.66 provides that Ξ̂n,α := RstrC\[α,∞) Ξn,α
belongs to W˜−J˜q ,α. Let
̂˜
Ξn,α := RstrC\[α,∞) Ξ˜n,α and let Pα and P̂α be defined by
Remark 3.67. Then Lemma 3.59 yields ̂˜Ξn,α = P̂n,αΞ̂n,αP̂−1n,α. Therefore, Ξ̂n,α belongs
toW−J˜q ,α. In the case n = 0, one easily can obtain that RstrC\[α,∞) Ξ0,α is holomorphic
in C\[α,∞) and belongs toW−J˜q ,α, using Remarks 3.56, A.8, 3.67, and 3.47. We omit
the details.
Lemma 3.70 ( [69, Lemma 9.26]). Let α ∈ R and let Ξ ∈ W−J˜q ,α. Then there
is a discrete subset D of C\[α,∞) such that Ξ is holomorphic in C\([α,∞) ∪ D)
and that det Ξ(z) 6= 0 holds true for each z ∈ C \ ([α,∞) ∪ D). Furthermore,
Ξ−1 is meromorphic in C \ [α,∞) with HΞ−1 ⊇ C\([α,∞) ∪ D) and the identity
Ξ−1(z) = J˜qΞ∗(z¯)J˜q holds true for each z ∈ C\([α,∞) ∪ D).
Remark 3.71 ( [106, Bemerkung 8.2]). Let κ ∈ N0∪{∞} and let (sj)κj=0 be a sequence
of complex q × q matrices. Furthermore, let G be a subset of C with G\R 6= ∅ and let
f : G → Cq×q be a matrix-valued function. For each z ∈ G\R and each n ∈ N0 with
2n ≤ κ, regarding Remarks 3.15 and 3.44 together with part (a) of Notation 3.34 and
Remark 3.10, one easily can see that the matrix-valued function Σ[f ]2n : G\R → Cq×q
given by (3.14) admits, for each z ∈ G\R, the representation
Σ
[f ]
2n(z) =
1
i(z − z¯)
[
f(z)
Iq
]∗ [
J˜q − i(z − z¯)(I2 ⊗ vq,n)∗
[
I(n+1)q, Tq,nHn
]∗
RT ∗q,n(z¯)
·H−n RTq,n(z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
] [f(z)
Iq
]
. (3.82)
Remark 3.72 ( [106, Bemerkung 8.3]). Let α ∈ R, let κ ∈ N0 ∪{∞}, and let (sj)κj=0
be a sequence of complex q × q matrices. For each n ∈ N with 2n − 1 ≤ κ, in view
of Remarks 3.19 and 3.44 together with part (b) of Notation 3.34 and Remark 3.10,
it is readily checked that the matrix-valued function Σ[f ]2n−1 : G\R → Cq×q given by
(3.15) admits, for each z ∈ G\R, the representation
Σ
[f ]
2n−1(z)
=
1
i(z − z¯)
[
(z − α)f(z)
Iq
]∗ [
J˜q − i(z − z¯)(I2 ⊗ vq,n−1)∗
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]∗
·RT ∗q,n−1(z¯)H−α.n−1RTq,n (z)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1)
] [(z − α)f(z)
Iq
]
.
(3.83)
Similar to the first equation in [69, Lemma 9.27], we obtain the following result:
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Lemma 3.73. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α.
Let G be a subset of C with G\R 6= ∅ and let f : G → Cq×q be a q × q matrix-valued
function. For each n ∈ N with 2n ≤ κ the function Σ[f ]2n : G\R→ Cq×q given by (3.14)
admits, for each z ∈ G\R, the representation
Σ
[f ]
2n(z) =
[
f(z)
Iq
]∗
Ξ−∗n,α(z)
(−J˜q
2=z
)
Ξ−1n,α(z)
[
f(z)
Iq
]
. (3.84)
Proof. From Remark 3.71 we obtain (3.82) for each z ∈ G \R. Furthermore, Lemma
3.63 yields
J˜q− i(z − z¯)(I2 ⊗ vq,n)∗
[
I(n+1)q, Tq,nHn
]∗
·RT ∗q,n(z¯)H−n RTq,n(z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n) = Ξ−∗n,α(z)J˜qΞ−1n,α(z)
for each z ∈ C. Consequently, for each z ∈ G \ R, the equations (3.82) and
i(z − z¯) = −2=z imply (3.84).
Analogous to [69, Lemma 9.27] once more, we obtain the following result:
Lemma 3.74. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α.
Let G be a subset of C with G\R 6= ∅ and let f : G → Cq×q be a q × q matrix-valued
function. For each n ∈ N with 2n− 1 ≤ κ the fuction Σ[f ]2n−1 : G\R → Cq×q given by
(3.15) admits for each z ∈ G\R the representation
Σ
[f ]
2n−1(z) =
[
(z − α)f(z)
Iq
]∗
Ξ˜−∗n,α(z)
(−J˜q
2=z
)
Ξ˜−1n,α(z)
[
(z − α)f(z)
Iq
]
.
Proof. Because of Remark 3.72, we get (3.83) for each z ∈ G \ R. Moreover, Lemma
3.63 shows that
J˜q− i(z − z¯)(I2 ⊗ vq,n−1)∗
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]∗
RT ∗q,n−1(z¯)H
−
α.n−1RTq,n (z)
·
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1) = Ξ˜−∗n,α(z)J˜qΞ˜−1n,α(z)
for each z ∈ C. Thus, for each z ∈ G \ R, from (3.83) and i(z − z¯) = −2=z we infer
Σ
[f ]
2n−1(z) =
1
i(z − z¯)
[
(z − α)f(z)
Iq
]∗
Ξ˜−∗n,α(z)J˜qΞ˜
−1
n,α(z)
[
(z − α)f(z)
Iq
]
=
[
(z − α)f(z)
Iq
]∗
Ξ˜−∗n,α(z)
(−J˜q
2=z
)
Ξ˜−1n,α(z)
[
(z − α)f(z)
Iq
]
.
Lemma 3.75. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ and, for all z ∈ C, then
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(
I(n+1)q −H+nHn
)
RTq,n (z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n) Ξn,α(z)
=
[
I(n+1)q + (z − α)
(
I(n+1)q −H+nHn
)
Tq,nRTq,n (z)
(
I(n+1)q −HnH−n
)]
· (I(n+1)q −H+nHn)RTq,n (α) [I(n+1)q, Tq,nHn] (I2 ⊗ vq,n)Cn,α. (3.85)
Proof. The proof of Lemma 3.75 is partially a modification of the proofs in [69, Lemma
9.28] and [106, Lemma 9.3], respectively. Let n ∈ N be such that 2n ≤ κ and let
z ∈ C. Taking into account K≥,eq,κ,α ⊆ K≥q,κ,α and Remark 3.24, we get H∗n = Hn.
Because of the first equation in (3.44), (3.38), and RT ∗q,n(z) =
[
RTq,n(z)
]∗, we obtain(
I(n+1)q −H+nHn
)
RTq,n (z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n) Ξn,α(z)
=
(
I(n+1)q −H+nHn
)
RTq,n (z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Wn,α(z)Cn,α
=
(
I(n+1)q −H+nHn
)
RTq,n (z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
·
[
I2q + (z − α)(I2 ⊗ vq,n)∗
[
Tq,nHn, −I(n+1)q
]∗
·RT ∗q,n(z)H−n RTq,n(α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
]
Cn,α
=
(
I(n+1)q −H+nHn
)
Φ(z)RTq,n(α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α (3.86)
where
Φ(z) := RTq,n (z)
[
RTq,n (α)
]−1
+ (z − α)RTq,n (z)
[
I(n+1)q, Tq,nHn
]
· (I2 ⊗ vq,n) (I2 ⊗ vq,n)∗
[
Tq,nHn, −I(n+1)q
]∗ [
RTq,n(z)
]∗
H−n . (3.87)
From equation (3.35) in Remark 3.48, H∗n = Hn, and equation (3.21) in Remark 3.21
we see that
RTq,n (z)
[
I(n+1)q, Tq,nHn
]
(Iq ⊗ vq,n) (Iq ⊗ vq,n)∗
[
Tq,nHn,−I(n+1)q
]∗ [
RTq,n (z)
]∗
= RTq,n (z)
(
vq,nv
∗
q,nHnT
∗
q,n − Tq,nHnvq,nv∗q,n
) [
RTq,n (z)
]∗
= RTq,n (z)
([
RTq,n (z)
]−1
HnT
∗
q,n − Tq,nHn
[
RTq,n (z)
]−∗) [
RTq,n (z)
]∗
= HnT
∗
q,n
[
RTq,n (z)
]∗ −RTq,n (z)Tq,nHn. (3.88)
Thus, (3.87) and (3.88) together with the identities
(z − α)Tq,nRTq,n (z) = RTq,n (z)
[
RTq,n (α)
]−1 − I(n+1)q
and RTq,n (z)Tq,n = Tq,nRTq,n (z), which are taken from Remark 3.8, deliver
Φ(z) = RTq,n (z)
[
RTq,n (α)
]−1
+ (z − α) (HnT ∗q,n [RTq,n (z)]∗ −RTq,n (z)Tq,nHn)H−n
= I(n+1)q + (z − α)Tq,nRTq,n (z) + (z − α)HnT ∗q,n
[
RTq,n (z)
]∗
H−n
− (z − α)RTq,n (z)Tq,nHnH−n
= I(n+1)q + (z − α)Tq,nRTq,n (z)
(
I(n+1)q −HnH−n
)
+ (z − α)HnT ∗q,n
[
RTq,n (z)
]∗
H−n . (3.89)
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Remark 3.37 provides
(
I(n+1)q −H+nHn
)
Hn = 0(n+1)q×(n+1)q and, consequently,(
I(n+1)q −H+nHn
)
HnT
∗
q,n
(
RTq,n (z)
)∗
H−n = 0(n+1)q×(n+1)q. (3.90)
From (3.89), (3.25), and (3.90) we infer(
I(n+1)q −H+nHn
)
Φ(z)RTq,n(α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
=
(
I(n+1)q −H+nHn
)
·
[
I(n+1)q + (z − α)Tq,nRTq,n (z)
(
I(n+1)q −HnH−n
)
+ (z − α)HnT ∗q,n
[
RTq,n (z)
]∗
H−n
]
·RTq,n(α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
=
[ (
I(n+1)q −H+nHn
)
+ (z − α) (I(n+1)q −H+nHn)Tq,nRTq,n (z) (I(n+1)q −HnH−n ) (I(n+1)q −H+nHn)
+ (z − α) (I(n+1)q −H+nHn)HnT ∗q,n [RTq,n (z)]∗H−n ]
·RTq,n(α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
=
[
I(n+1)q + (z − α)
(
I(n+1)q −H+nHn
)
Tq,nRTq,n (z)
(
I(n+1)q −HnH−n
) ]
· (I(n+1)q −H+nHn)RTq,n(α) [I(n+1)q, Tq,nHn] (I2 ⊗ vq,n)Cn,α. (3.91)
Combining (3.91) with (3.86), we conclude (3.85).
Lemma 3.76. Let α ∈ R and let κ ∈ N ∪ {∞} with κ ≥ 2. Let n ∈ N with 2n ≤ κ
and let ζ ∈ C. Then
V ∗q,nRTq,n (ζ)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n)
= RTq,n−1 (ζ)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1)
and
(I2 ⊗ vq,n)∗
[[
RTq,n (α)
]−1
Hn, −I(n+1)q
]∗
RT ∗q,n (ζ)Vq,n
= (I2 ⊗ vq,n−1)∗
[
[RTq,n−1(α)]
−1Hn−1, −Inq
]∗
RT ∗q,n−1(ζ).
Proof. Obviously, from Remark 3.15 yields
V ∗q,nHnvq,n = Hn−1vq,n−1. (3.92)
In view of Remark 3.3, Lemma 3.6, and (3.92), we obtain
V ∗q,n
[
RTq,n (α)
]−1
Hnvq,n =
[
RTq,n−1(α)
]−1
V ∗q,nHnvq,n =
[
RTq,n−1(α)
]−1
Hn−1vq,n−1.
(3.93)
Hence, taking into account Lemma 3.5, Remark 3.2, and (3.93), we infer
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V ∗q,nRTq,n (ζ)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n)
= RTq,n−1 (ζ)V
∗
q,n
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n)
= RTq,n−1 (ζ)
[
V ∗q,nvq,n, V
∗
q,n
[
RTq,n (α)
]−1
Hnvq,n
]
= RTq,n−1 (ζ)
[
vq,n−1,
[
RTq,n−1 (α)
]−1
Hn−1vq,n−1
]
= RTq,n−1 (ζ)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1) .
From Lemma 3.5 we get
RT ∗q,n (ζ)Vq,n = Vq,nRT ∗q,n−1(ζ) =
([
RT ∗q,n−1(ζ)
]∗
V ∗q,n
)∗
. (3.94)
Thus, using (3.94), (3.93), and Remark 3.2, we conclude
(I2 ⊗ vq,n)∗
[[
RTq,n (α)
]−1
Hn, −I(n+1)q
]∗
RT ∗q,n (ζ)Vq,n
= (I2 ⊗ vq,n)∗
[[
RTq,n (α)
]−1
Hn, −I(n+1)q
]∗ ([
RT ∗q,n−1(ζ)
]∗
V ∗q,n
)∗
=
([
RT ∗q,n−1(ζ)
]∗
V ∗q,n
[
[RTq,n (α)]
−1Hn, −I(n+1)q
]
(I2 ⊗ vq,n)
)∗
=
([
RT ∗q,n−1(ζ)
]∗ [
V ∗q,n[RTq,n (α)]
−1Hnvq,n, −V ∗q,nvq,n
])∗
=
([
RT ∗q,n−1(ζ)
]∗ [
[RTq,n−1 (α)]
−1Hn−1vq,n−1, −vq,n−1
])∗
=
([
RT ∗q,n−1(ζ)
]∗ [
[RTq,n−1 (α)]
−1Hn−1, −Inq
]
(I2 ⊗ vq,n−1)
)∗
= (I2 ⊗ vq,n−1)∗
[
[RTq,n−1 (α)]
−1Hn−1, −Inq
]∗
RT ∗q,n−1(ζ).
Lemma 3.77. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N with 2n ≤ κ and for all z ∈ C, then(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nRTq,n (z)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n) Ξ˜n,α (z)
=
[
Inq + (z − α)
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nTq,nRTq,n (z)Vq,n
(
Inq −Hα.n−1H−α.n−1
)]
· (Inq −H+α.n−1Hα.n−1)V ∗q,nRTq,n (α) [I(n+1)q, [RTq,n (α)]−1Hn] (I2 ⊗ vq,n) C˜n,α.
(3.95)
Proof. The proof partially corresponds to the proof of [69, Lemma 9.28]. Nevertheless,
we are going to prove Lemma 3.77 in detail. Let n ∈ N with 2n ≤ κ and let z ∈ C.
Lemma 3.76, the second equation in (3.44) in Lemma 3.55, (3.39), Lemma 3.76 again,
and RT ∗q,n−1(z) =
[
RTq,n−1(z¯)
]∗ deliver
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nRTq,n (z)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n) Ξ˜n,α (ζ)
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=
(
Inq −H+α.n−1Hα.n−1
)
RTq,n−1 (z)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1)
· W˜n,α (ζ) C˜n,α
=
(
Inq −H+α.n−1Hα.n−1
)
RTq,n−1 (z)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1)
·
{
I2q + (z − α) (I2 ⊗ vq,n)∗
[[
RTq,n (α)
]−1
Hn, −I(n+1)q
]∗
RT ∗q,n (z)Vq,n
·H−α.n−1V ∗q,nRTq,n (α)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n)
}
C˜n,α
=
(
Inq −H+α.n−1Hα.n−1
)
RTq,n−1 (z)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1)
·
{
I2q + (z − α) (I2 ⊗ vq,n−1)∗
[[
RTq,n−1 (α)
]−1
Hn−1, −Inq
]∗
RT ∗q,n−1 (z)H
−
α.n−1
·RTq,n−1 (α)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1)
}
C˜n,α
=
(
Inq −H+α.n−1Hα.n−1
)
Φ˜(z)RTq,n−1 (α)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
· (I2 ⊗ vq,n−1) C˜n,α, (3.96)
with
Φ˜(z) := RTq,n−1(z)
[
RTq,n−1(α)
]−1
+ (z − α)RTq,n−1(z)
[
Inq,
[
RTq,n−1(α)
]−1
Hn−1
]
· (I2 ⊗ vq,n−1)(I2 ⊗ vq,n−1)∗
[[
RTq,n−1(α)
]−1
Hn−1, −Inq
]∗
· [RTq,n−1(z¯)]∗H−α.n−1. (3.97)
In the following part of the proof, we conclude the results analogous to the proof
of [69, Lemma 9.28]. Because of Remark 3.48, H∗n−1 = Hn−1, and Remark 3.22, we
obtain
RTq,n−1(z)
[
Inq,
[
RTq,n−1(α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1)(I2 ⊗ vq,n−1)∗
·
[[
RTq,n−1(α)
]−1
Hn−1, −Inq
]∗ [
RTq,n−1(z¯)
]∗
= RTq,n−1(z)
(
vq,n−1v∗q,n−1Hn−1
[
RTq,n−1(α)
]−∗
− [RTq,n−1(α)]−1Hn−1v∗q,n−1vq,n−1) [RTq,n−1(z¯)]∗
= RTq,n−1(z)
([
RTq,n−1(z)
]−1
Hα.n−1T ∗q,n−1 − Tq,n−1Hα.n−1
[
RTq,n−1(z¯)
]−∗)
· [RTq,n−1(z¯)]∗
= Hα.n−1T ∗q,n−1
[
RTq,n−1(z¯)
]∗ −RTq,n−1(z)Tq,n−1Hα.n−1.
Hence, (3.97), Remark 3.8, and the identity RTq,n−1(z)Tq,n−1 = Tq,n−1RTq,n−1(z), im-
plies
Φ˜(z) = RTq,n−1(z)
[
RTq,n−1(α)
]−1
+ (z − α)(Hα.n−1T ∗q,n−1 [RTq,n−1(z¯)]∗ −RTq,n−1(z)Tq,n−1Hα.n−1)H−α.n−1
68
3 A Potapov-type approach to the Stieltjes moment problem
=
(
Inq + (z − α)Tq,n−1RTq,n−1(z)
)
+ (z − α)(Hα.n−1T ∗q,n−1 [RTq,n−1(z¯)]∗
−RTq,n−1(z)Tq,n−1Hα.n−1
)
H−α.n−1
= Inq + (z − α)Tq,n−1RTq,n−1(z) + (z − α)Hα.n−1T ∗q,n−1
[
RTq,n−1(z¯)
]∗
H−α.n−1
− (z − α)Tq,n−1RTq,n−1(z)Hα.n−1H−α.n−1
= Inq + (z − α)Tq,n−1RTq,n−1(z)
(
Inq −Hα.n−1H−α.n−1
)
+ (z − α)Hα.n−1T ∗q,n−1
[
RTq,n−1(z¯)
]∗
H−α.n−1. (3.98)
From Remark 3.37 we know that (3.26) is true. Using (3.98), (3.27), (3.26), Remark
3.7, and Lemma 3.76, we get(
Inq −H+α.n−1Hα.n−1
)
Φ˜(z)RTq,n−1 (α)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1) C˜n,α
=
(
Inq −H+α.n−1Hα.n−1
){
Inq + (z − α)Tq,n−1RTq,n−1(z)
(
Inq −Hα.n−1H−α.n−1
)
+ (z − α)Hα.n−1T ∗q,n−1
[
RTq,n−1(z¯)
]∗
H−α.n−1
}
·RTq,n−1 (α)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1) C˜n,α
=
{
Inq −H+α.n−1Hα.n−1 + (z − α)
(
Inq −H+α.n−1Hα.n−1
)
Tq,n−1RTq,n−1(z)
· (Inq −Hα.n−1H−α.n−1) (Inq −H+α.n−1Hα.n−1)
+ (z − α) (Inq −H+α.n−1Hα.n−1)Hα.n−1T ∗q,n−1 [RTq,n−1(z¯)]∗H−α.n−1}
·RTq,n−1 (α)
[
Inq,
[
RTq,n−1 (α)
]−1
Hn−1
]
(I2 ⊗ vq,n−1) C˜n,α
=
{
Inq + (z − α)
(
Inq −H+α.n−1Hα.n−1
)
Tq,n−1RTq,n−1(z)
(
Inq −Hα.n−1H−α.n−1
)}
· (Inq −H+α.n−1Hα.n−1)RTq,n−1 (α) [Inq, [RTq,n−1 (α)]−1Hn−1] (I2 ⊗ vq,n−1) C˜n,α
=
{
Inq + (z − α)
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nTq,nRTq,n (z)Vq,n
(
Inq −Hα.n−1H−α.n−1
)}
· (Inq −H+α.n−1Hα.n−1)V ∗q,nRTq,n (α) [I(n+1)q, [RTq,n (α)]−1Hn] (I2 ⊗ vq,n) C˜n,α.
In combination with (3.96), this implies (3.95).
Lemma 3.78. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N such that 2n ≤ κ, then(
I(n+1)q −H+nHn
)
RTq,n (α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
=
(
I(n+1)q −H+nHn
)
RTq,n (α)
[
I(n+1)q, Tq,n
(
I(n+1)q − Vq,nHα.n−1H−α.n−1V ∗q,n
)
Hn
]
· (I2 ⊗ vq,n) (3.99)
and
69
3 A Potapov-type approach to the Stieltjes moment problem
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nRTq,n (α)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n) C˜n,α
=
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,n
[(
I(n+1)q −HnH−n
)
RTq,n (α) , Hn
] · (I2 ⊗ vq,n) .
(3.100)
Proof. Our proof is a modification of the proof of [69, Lemma 9.29]. Let n ∈ N with
2n ≤ κ. Because of Lemma 3.20, Remark 3.2, and Remark 3.37, we have(
I(n+1)q −H+nHn
)
RTq,n (α)
[
vq,nv
∗
q,nHnVq,nH
−
α.n−1V
∗
q,n + Tq,n
]
=
(
I(n+1)q −H+nHn
)
RTq,n (α)
·
[([
RTq,n (α)
]−1
HnVq,n −Vq,nHα.n−1
)
H−α.n−1V
∗
q,n + Tq,n
]
=
(
I(n+1)q −H+nHn
)
HnVq,nH
−
α.n−1V
∗
q,n
− (I(n+1)q −H+nHn)RTq,n (α)Tq,nVq,nHα.n−1H−α.n−1V ∗q,n
+
(
I(n+1)q −H+nHn
)
RTq,n (α)Tq,n
=
(
I(n+1)q −H+nHn
)
RTq,n (α)Tq,n
(
I(n+1)q − Vq,nHα.n−1H−α.n−1V ∗q,n
)
. (3.101)
Applying Lemma 3.50 and (3.101), we conclude(
I(n+1)q −H+nHn
)
RTq,n (α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
=
(
I(n+1)q −H+nHn
)
RTq,n (α)
[
I(n+1)q,
[
vq,nv
∗
q,nHnVq,nH
−
α.n−1V
∗
q,n + Tq,n
]
Hn
]
· (I2 ⊗ vq,n)
=
[ (
I(n+1)q −H+nHn
)
RTq,n (α) ,(
I(n+1)q −H+nHn
)
RTq,n (α)
[
vq,nv
∗
q,nHnVq,nH
−
α.n−1V
∗
q,n + Tq,n
]
Hn
]
(I2 ⊗ vq,n)
=
[ (
I(n+1)q −H+nHn
)
RTq,n (α) ,(
I(n+1)q −H+nHn
)
RTq,n (α)Tq,n
(
I(n+1)q − Vq,nHα.n−1H−α.n−1V ∗q,n
)
Hn
]
(I2 ⊗ vq,n)
=
(
I(n+1)q −H+nHn
)
RTq,n (α)
[
I(n+1)q, Tq,n
(
I(n+1)q − Vq,nHα.n−1H−α.n−1V ∗q,n
)
Hn
]
· (I2 ⊗ vq,n) .
That means that (3.99) is fulfilled. Again, equation H∗n = Hn, Lemma 3.20, H
∗
α.n−1 =
Hα.n−1, Remark 3.37, and α = α deliver(
Inq −H+α.n−1Hα.n−1
)
V ∗q,n
(
I(n+1)q −Hnvq,nv∗q,nRT ∗q,n (α)H−n
)
RTq,n (α)
=
(
Inq −H+α.n−1Hα.n−1
) (
V ∗q,n − V ∗q,nHnvq,nv∗q,nRT ∗q,n (α)H−n
)
RTq,n (α)
=
(
Inq −H+α.n−1Hα.n−1
) [
V ∗q,n − (v∗q,nvq,nHnV ∗q,n)∗RT ∗q,n (α)H−n
]
RTq,n (α)
=
(
Inq −H+α.n−1Hα.n−1
)
·
[
V ∗q,n −
([
RTq,n (α)
]−1
HnVq,n −Vq,nHα.n−1
)∗
RT ∗q,n (α)H
−
n
]
RTq,n (α)
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=
(
Inq −H+α.n−1Hα.n−1
)
·
[
V ∗q,n −
(
V ∗q,nHn
[
RTq,n (α)
]−∗ −Hα.n−1V∗q,n)RT ∗q,n (α)H−n ]RTq,n (α)
=
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nRTq,n (α)
− (Inq −H+α.n−1Hα.n−1)V ∗q,nHn [RTq,n (α)]−∗RT ∗q,n (α)H−n RTq,n (α)
+
(
Inq −H+α.n−1Hα.n−1
)
Hα.n−1V∗q,nRT ∗q,n (α)H
−
n RTq,n (α)
=
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,n
(
I(n+1)q −HnH−n
)
RTq,n (α) . (3.102)
Moreover, Lemma 3.50 and (3.102) provide(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nRTq,n (α)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n) C˜n,α
=
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,n
· [(I(n+1)q −Hnvq,nv∗q,nRT ∗q,n (α)H−n )RTq,n (α) , Hn] · (I2 ⊗ vq,n)
=
[ (
Inq −H+α.n−1Hα.n−1
)
V ∗q,n
(
I(n+1)q −HnH−n
)
RTq,n (α) ,(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHn
]
(I2 ⊗ vq,n)
=
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,n
[(
I(n+1)q −HnH−n
)
RTq,n (α) , Hn
] · (I2 ⊗ vq,n) .
Thus, (3.100) holds true.
Lemma 3.79. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α.
Further, let n ∈ N be such that 2n ≤ κ and let the matrix-valued functions P˜n,α, Q˜n,α,
and S˜n,α be defined on C and given by
P˜n,α(z) := I(n+1)q + (z − α)
(
I(n+1)q −H+nHn
)
Tq,nRTq,n (z)
(
I(n+1)q −HnH−n
)
,
(3.103)
Q˜n,α(z) := Inq + (z − α)
(
Inq −H+α.n−1Hα.n−1
)
Tq,n−1RTq,n−1 (z)
· (Inq −Hα.n−1H−α.n−1) , (3.104)
and
S˜n,α(z) := Inq − (z − α)
(
Inq −H+α.n−1Hα.n−1
)
Tq,n−1RTq,n−1 (α)
· (Inq −Hα.n−1H−α.n−1) . (3.105)
For each z ∈ C, then
diag
(
P˜n,α(z), Q˜n,α(z)
)
·
[
I(n+1)q 0(n+1)q×nq
(z − α) (Inq −H+α.n−1Hα.n−1)V ∗q,n (I(n+1)q −HnH−n ) S˜n,α(z)
]
·
[
I(n+1)q
(
I(n+1)q −H+nHn
)
RTq,n (α)Tq,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
0nq×(n+1)q Inq
]
· diag ((I(n+1)q −H+nHn)RTq,n (α) vq,n, (Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,n)
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=

(
I(n+1)q −H+nHn
)
RTq,n (z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n) Ξn,α(z)(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nRTq,n (z)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n)
·Ξ˜n,α(z) diag ((z − α)Iq, Iq)
 .
(3.106)
Proof. Our proof is a modification of the proof of [69, Lemma 9.30]. Let z ∈ C.
Obviously, the matrix on the left-hand side of (3.106) coincides with
Rn,α(z) := diag
(
P˜n,α(z), Q˜n,α(z)
)[Ψ˜(1,1)n,α (z) Ψ˜(1,2)n,α (z)
Ψ˜
(2,1)
n,α (z) Ψ˜
(2,2)
n,α (z)
]
(I2 ⊗ vq,n) , (3.107)
where
Ψ˜(1,1)n,α (z) :=
(
I(n+1)q −H+nHn
)
RTq,n (α) , (3.108)
Ψ˜(1,2)n,α (z) :=
(
I(n+1)q −H+nHn
)
RTq,n (α)Tq,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
· (Inq −H+α.n−1Hα.n−1)V ∗q,nHn, (3.109)
Ψ˜(2,1)n,α (z) := (z − α)
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,n
(
I(n+1)q −HnH−n
)
· (I(n+1)q −H+nHn)RTq,n (α) , (3.110)
and
Ψ˜(2,2)n,α (z) := (z − α)
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,n
(
I(n+1)q −HnH−n
) (
I(n+1)q −H+nHn
)
·RTq,n (α)Tq,nVq,n
(
Inq −Hα.n−1H−α.n−1
) (
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHn
+ S˜n,α(z)
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHn. (3.111)
Because of (3.109) and Remark 3.37, we have
Ψ˜(1,2)n,α (z) =
(
I(n+1)q −H+nHn
)
RTq,n (α)Tq,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
V ∗q,nHn.
(3.112)
Furthermore, (3.110) and Remark 3.37 yield
Ψ˜(2,1)n,α (z) = (z − α)
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,n
(
I(n+1)q −HnH−n
)
RTq,n (α) . (3.113)
From Remark 3.37, Lemma 3.39, Remark 3.7, and (3.105) we conclude
(z − α) (Inq −H+α.n−1Hα.n−1)V ∗q,n (I(n+1)q −HnH−n ) (I(n+1)q −H+nHn)RTq,n (α)Tq,n
· Vq,n
(
Inq −Hα.n−1H−α.n−1
)
= (z − α) (Inq −H+α.n−1Hα.n−1)V ∗q,n (I(n+1)q −HnH−n )RTq,n (α)Tq,nVq,n
· (Inq −Hα.n−1H−α.n−1)
72
3 A Potapov-type approach to the Stieltjes moment problem
= (z − α) (Inq −H+α.n−1Hα.n−1)V ∗q,nRTq,n (α)Tq,nVq,n (Inq −Hα.n−1H−α.n−1)
− (z − α) (Inq −H+α.n−1Hα.n−1)V ∗q,nHnH−n RTq,n (α)Tq,nVq,n (Inq −Hα.n−1H−α.n−1)
= (z − α) (Inq −H+α.n−1Hα.n−1)V ∗q,nRTq,n (α)Tq,nVq,n (Inq −Hα.n−1H−α.n−1)
= (z − α) (Inq −H+α.n−1Hα.n−1)V ∗q,nTq,nRTq,n (α)Vq,n (Inq −Hα.n−1H−α.n−1)
= (z − α) (Inq −H+α.n−1Hα.n−1)Tq,n−1RTq,n−1 (α) (Inq −Hα.n−1H−α.n−1)
= Inq − S˜n,α(z). (3.114)
Combining (3.111) and (3.114), we obtain
Ψ˜(2,2)n,α (z) = (z − α)
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,n
(
I(n+1)q −HnH−n
) (
I(n+1)q −H+nHn
)
·RTq,n (α)Tq,nVq,n
(
Inq −Hα.n−1H−α.n−1
) (
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHn
+ S˜n,α(z)
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHn
=
(
Inq − S˜n,α(z)
) (
Inq −Hα.n−1H+α.n−1
)
V ∗q,nHn
+ S˜n,α(z)
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHn
=
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHn. (3.115)
From Remark 3.2 we infer Tq,n = Tq,nVq,nV ∗q,n and V
∗
q,nVq,n = Inq. Hence,
Tq,n
(
I(n+1)q − Vq,nHα.n−1H−α.n−1V ∗q,n
)
= Tq,nVq,nV
∗
q,n
(
I(n+1)q − Vq,nHα.n−1H−α.n−1V ∗q,n
)
= Tq,n
(
Vq,nV
∗
q,n − Vq,nV ∗q,nVq,nHα.n−1H−α.n−1V ∗q,n
)
= Tq,n
(
Vq,nV
∗
q,n − Vq,nHα.n−1H−α.n−1V ∗q,n
)
= Tq,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
V ∗q,n. (3.116)
By virtue of Remark 3.75, Lemma 3.78, (3.116), (3.103), (3.108), and (3.112), we get(
I(n+1)q −H+nHn
)
RTq,n (z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n) Ξn,α(z)
=
[
I(n+1)q + (z − α)
(
I(n+1)q −H+nHn
)
Tq,nRTq,n (z)
(
I(n+1)q −HnH−n
)]
· (I(n+1)q −H+nHn)RTq,n (α) [I(n+1)q, Tq,nHn] (I2 ⊗ vq,n)Cn,α
=
[
I(n+1)q + (z − α)
(
I(n+1)q −H+nHn
)
Tq,nRTq,n (z)
(
I(n+1)q −HnH−n
)]
· (I(n+1)q −H+nHn)RTq,n (α) [I(n+1)q, Tq,n (I(n+1)q − Vq,nHα.n−1H−α.n−1V ∗q,n)Hn]
· (I2 ⊗ vq,n)
=
[
I(n+1)q + (z − α)
(
I(n+1)q −H+nHn
)
Tq,nRTq,n (z)
(
I(n+1)q −HnH−n
)]
· (I(n+1)q −H+nHn)RTq,n (α) [I(n+1)q, Tq,nVq,n (Inq −Hα.n−1H−α.n−1)V ∗q,nHn]
· (I2 ⊗ vq,n)
= P˜n,α(z)
[
Ψ(1,1)n,α (z),Ψ
(1,2)
n,α (z)
]
(I2 ⊗ vq,n) . (3.117)
Similarly, Lemma 3.77, Remark 3.7, Lemma 3.78, (3.104), (3.113), and (3.115) provide
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(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nRTq,n (z)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n)
· Ξ˜n,α (z) · diag ((z − α)Iq, Iq)
=
[
Inq + (z − α)
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nTq,nRTq,n (z)Vq,n
(
Inq −Hα.n−1H−α.n−1
)]
· (Inq −H+α.n−1Hα.n−1)V ∗q,nRTq,n (α) [I(n+1)q, [RTq,n (α)]−1Hn] (I2 ⊗ vq,n)
· C˜n,α · diag ((z − α)Iq, Iq)
=
[
Inq + (z − α)
(
Inq −H+α.n−1Hα.n−1
)
Tq,n−1RTq,n−1 (z)
(
Inq −Hα.n−1H−α.n−1
)]
· (Inq −H+α.n−1Hα.n−1)V ∗q,n [(I(n+1)q −HnH−n )RTq,n (α) , Hn]
· (I2 ⊗ vq,n) · diag ((z − α)Iq, Iq)
=
[
Inq + (z − α)
(
Inq −H+α.n−1Hα.n−1
)
Tq,n−1RTq,n−1 (z)
(
Inq −Hα.n−1H−α.n−1
)]
· (Inq −H+α.n−1Hα.n−1)V ∗q,n [(z − α) (I(n+1)q −HnH−n )RTq,n (α) , Hn]
· (I2 ⊗ vq,n)
= Q˜n,α(z)
[
Ψ(2,1)n,α (z),Ψ
(2,2)
n,α (z)
]
(I2 ⊗ vq,n) . (3.118)
Since Rn,α(z) given by (3.107) coincides with the matrix on the left-hand side of
(3.106), equation (3.106) follows from (3.117) and (3.118).
Lemma 3.80. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. For
each n ∈ N such that 2n ≤ κ, then the following statements hold true:
(a) The set N
det P˜n,α
∪N
det Q˜n,α
∪N
det S˜n,α
is finite and, especially,
C\(N
det P˜n,α
∪N
det Q˜n,α
∪N
det S˜n,α
) 6= ∅.
(b) Let x, y ∈ Cq×q. Then the following statements are equivalent:
(i) For all z ∈ C\(N
det P˜n,α
∪N
det Q˜n,α
∪N
det S˜n,α
), the equations
(
I(n+1)q −H+nHn
)
RTq,n (z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n) Ξn,α (z)
[
x
y
]
= 0(n+1)q×q (3.119)
and(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nRTq,n (z)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n)
· Ξ˜n,α (z) · diag ((z − α)Iq, Iq) ·
[
x
y
]
= 0nq×q
(3.120)
hold true.
(ii) There exists a z ∈ C\(N
det P˜n,α
∪ N
det Q˜n,α
∪ N
det S˜n,α
) such that (3.119)
and (3.120) hold true.
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(iii) The equations(
I(n+1)q×q −H+nHn
)
RTq,n (α) vq,nx = 0(n+1)q×q (3.121)
and (
Inq×q −H+α.n−1Hα.n−1
)
V ∗q,nHnvq,ny = 0nq×q (3.122)
are fulfilled.
Proof. Our proof is a modification of the proof of [69, Lemma 9.31]. By virtue of
Remark 3.3, (3.103), (3.104), and (3.105), we see that P˜n,α, Q˜n,α, and S˜n,α all are
matrix polynomials with P˜n,α (α) = I(n+1)q, Q˜n,α (α) = Inq, and S˜n,α (α) = Inq. In
particular, det P˜n,α, det Q˜n,α, and det S˜n,α are polynomials not vanishing identically.
In view of the Fundamental Theorem of Algebra, the proof of (a) is complete. For
each z ∈ C, then Lemma 3.79 provides
(
I(n+1)q −H+nHn
)
RTq,n (z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n) Ξn,α(z)
[
x
y
]
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nRTq,n (z)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n)
·Ξ˜n,α(z) · diag ((z − α)Iq, Iq)
[
x
y
]

= diag
(
P˜n,α(z), Q˜n,α(z)
)
·
[
I(n+1)q 0(n+1)q×nq
(z − α) (Inq −H+α.n−1Hα.n−1)V ∗q,n (I(n+1)q −HnH−n ) S˜n,α(z)
]
·
[
I(n+1)q
(
I(n+1)q −H+nHn
)
RTq,n (α)Tq,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
0nq×(n+1)q Inq
]
·
[ (
I(n+1)q −H+nHn
)
RTq,n (α) vq,nx(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHnvq,ny
]
. (3.123)
(i) ⇒ (ii): This implication is trivial.
(ii) ⇒ (iii): According to (ii), there exits a
z ∈ C\(N
det P˜n,α
∪N
det Q˜n,α
∪N
det S˜n,α
)
such that (3.119) and (3.120) hold true. Obviously, det P˜n,α(z) 6= 0, det Q˜n,α(z) 6= 0,
and det S˜n,α(z) 6= 0. Hence,
det
[
diag
(
P˜n,α, Q˜n,α
)]
(z) = det P˜n,α(z) · det Q˜n,α(z) 6= 0 (3.124)
and
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det
[
I(n+1)q 0(n+1)q×nq
(z − α) (Inq −H+α.n−1Hα.n−1)V ∗q,n (I(n+1)q −HnH−n ) S˜n,α(z)
]
= det I(n+1)q · det S˜n,α(z) 6= 0. (3.125)
We easily see that
det
[
I(n+1)q
(
I(n+1)q −H+nHn
)
RTq,n (α)Tq,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
0nq×(n+1)q Inq
]
= 1 6= 0. (3.126)
Using (3.119), (3.120), and (3.123), we get[
0(n+1)q×q
0nq×q
]
= diag
(
P˜n,α(z), Q˜n,α(z)
)
·
[
I(n+1)q 0(n+1)q×nq
(z − α) (Inq −H+α.n−1Hα.n−1)V ∗q,n (I(n+1)q −HnH−n ) S˜n,α(z)
]
·
[
I(n+1)q
(
I(n+1)q −H+nHn
)
RTq,n (α)Tq,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
0nq×(n+1)q Inq
]
·
[ (
I(n+1)q −H+nHn
)
RTq,n (α) vq,nx(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHnvq,ny
]
. (3.127)
Because of (3.124), (3.125), and (3.126), the first three factors of the matrix product
on the right-hand side of equation (3.127) all are non-singular matrices. Thus, (3.127)
implies (3.121) and (3.122).
(iii) ⇒ (i): Taking into account (3.121), (3.122), and (3.123), we conclude that[
0(n+1)q×q
0nq×q
]
= diag
(
P˜n,α(z), Q˜n,α(z)
)
·
[
I(n+1)q 0(n+1)q×nq
(z − α) (Inq −H+α.n−1Hα.n−1)V ∗q,n (I(n+1)q −HnH−n ) S˜n,α(z)
]
·
[
I(n+1)q
(
I(n+1)q −H+nHn
)
RTq,n (α)Tq,nVq,n
(
Inq −Hα.n−1H−α.n−1
)
0nq×(n+1)q Inq
]
·
[ (
I(n+1)q −H+nHn
)
RTq,n (α) vq,nx(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHnvq,ny
]
=

(
I(n+1)q −H+nHn
)
RTq,n (z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n) Ξn,α(z)
[
x
y
]
(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nRTq,n (z)
[
I(n+1)q,
[
RTq,n (α)
]−1
Hn
]
(I2 ⊗ vq,n)
·Ξ˜n,α(z) · diag ((z − α)Iq, Iq) ·
[
x
y
]

and, consequently, that (3.119) and (3.120) hold true for each z ∈ C.
Let U be a subspace of Cq. Then there exists exactly one matrix PU ∈ Cq×q such that
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PUx ∈ U and x − PUx ∈ U⊥ are fulfilled for each x ∈ Cq. This matrix PU is called
the orthogonal projection matrix onto U . One can easily check that the matrix PU
coincides with the unique complex q × q matrix P which fulfills the three conditions
P 2 = P , P ∗ = P , and R(P ) = U .
Lemma 3.81. Let α ∈ R, let κ ∈ N∪{∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. For each n ∈ N0
such that 2n ≤ κ, the following statements hold true:
(a) The sets
Un,α :=
[N ((I(n+1)q −H+nHn)RTq,n (α) vq,n)]⊥ (3.128)
and
Wn,α :=
{[N ((Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,n)]⊥ , if n ≥ 1
{0q×1}, if n = 0.
(3.129)
are orthogonal subspaces of Cq with
dim Un,α = rank
[(
I(n+1)q −H+nHn
)
RTq,n (α) vq,n
]
and
dim Wn,α =
{
rank
[(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHnvq,n
]
, if n ≥ 1
0, if n = 0.
(b) Let A ∈ Cq×p. Then (I(n+1)q −H+nHn)RTq,n (α) vq,nA = 0(n+1)q×p if and only if
PUn,αA = 0q×p.
(c) Let A ∈ Cq×p. If n ≥ 1, then (Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,nA = 0nq×p if and
only if PWn,αA = 0q×p.
Proof. Our proof is a modification of the proof of [69, Lemma 9.32]. (The arguments
with respect to the set Un,α are exactly the same.)
(a) First we consider the case n ≥ 1. Because of Remark 3.24, we have H∗n = Hn and
H∗α.n−1 = Hα.n−1. In view of Remark A.8, then H
+
nHn = HnH
+
n holds true. Clearly,
(H+nHn)
∗
= H+nHn and
(
H+α.n−1Hα.n−1
)∗
= H+α.n−1Hα.n−1. Thus, (3.128), (3.129),
and Remark A.2 imply
Un,α = R
([(
I(n+1)q −H+nHn
)
RTq,n (α) vq,n
]∗) (3.130)
and
Wn,α = R
([(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHnvq,n
]∗)
= R [vq,nHnVq,n (Inq −H+α.n−1Hα.n−1)] . (3.131)
Obviously, Un,α andWn,α are subspaces of Cq. Furthermore, from (3.130) and (3.131),
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we infer
dim Un,α = dim R
([(
I(n+1)q −H+nHn
)
RTq,n (α) vq,n
]∗)
= rank
((
I(n+1)q −H+nHn
)
RTq,n (α) vq,n
)
and
dim Wn,α = dim R
([(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHnvq,n
]∗)
= rank
((
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHnvq,n
)
.
According to (3.130) and (3.131), let f ∈ Un,α and g ∈ Wn,α. Then there are vec-
tors x ∈ C(n+1)q and y ∈ Cnq such that f = [(I(n+1)q −H+nHn)RTq,n(α)vq,n]∗ x and
g = v∗q,nHnVq,n
(
Inq −H+α.n−1Hα.n−1
)
y. By virtue of Remark 3.37, the equations(
I(n+1)q −H+nHn
)
Hn = 0. and Hα.n−1
(
Inq −H+α.n−1Hα.n−1
)
= 0 hold true. Thus,
regarding Lemma 3.20, we obtain
〈g, f〉E = f ∗g
= x∗
(
I(n+1)q −H+nHn
)
RTq,n(α)vq,nv
∗
q,nHnVq,n
(
Inq −H+α.n−1Hα.n−1
)
y
= x∗
(
I(n+1)q −H+nHn
)
RTq,n(α)
([
RTq,n(α)
]−1
HnVq,n −Vq,nHα.n−1
)
· (Inq −H+α.n−1Hα.n−1) y
= x∗
(
I(n+1)q −H+nHn
)
HnVq,n
(
Inq −H+α.n−1Hα.n−1
)
y
− x∗ (I(n+1)q −H+nHn)RTq,n(α)Vq,nHα.n−1 (Inq −H+α.n−1Hα.n−1) y = 0,
i.e., the subspaces Un,α and Wn,α are orthogonal. Thus, (a) is verified in case n ≥ 1.
The case n = 0 can be proved similarly.
To prove parts (b) and (c), one can use the equations
N [(I(n+1)q −H+nHn)RTq,n (α) vq,n] = U⊥n,α = N (PUn,α) and, if n ≥ 1, further-
more N [(Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,n] = W⊥n,α = N (PWn,α). We omit the
details.
3.5. Nevanlinna and Stieltjes pairs of meromorphic
matrix-valued functions
In this subsection, a certain class of pairs of meromorphic matrix-valued functions will
be considered, which will be used to parametrize the matricial Stieltjes-type moment
problem M[[α,∞); (sj)mj=0,≤]. As we can see from [106] and [69], respectively, it will
be irrelevant whether the problem considers the even or the odd case. Therefore, in
this section, we modify results from [106, Chapter 8] and [69, Chapter 10]. Since
the approaches presented in this thesis are largely independent of each other, we
will repeat the definition of the Stieltjes pairs and some other results at this point.
However, first we are dealing with a well-known class of pairs of meromorphic matrix-
valued functions, which is used to parametrize certain Hamburger-type power moment
problems (see, e.g. [24, 105]).
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Definition 3.82. A pair
[
φ
ψ
]
of q × q matrix-valued functions φ and ψ meromorphic
in Π+ is called a q × q Nevanlinna pair in Π+ if there exists a discrete subset D of
Π+ such that the following three conditions are fulfilled:
(i) φ and ψ are holomorphic in Π+\D.
(ii) rank
[
φ(z)
ψ(z)
]
= q for all z ∈ Π+\D.
(iii)
[
φ(z)
ψ(z)
]∗
(−J˜q)
[
φ(z)
ψ(z)
]
≥ 0q×q for each w ∈ Π+\D.
The set of all q × q Nevanlinna pairs in Π+ will be denoted by P˜(q,q)−J˜q ,≥(Π+).
Note that q × q Nevanlinna pairs are used, e.g., in [137], [105], [24], [70], [106], and [87].
A proof of the well-known fact that, for each S ∈ Rq(Π+), the pair
[
S
Iq
]
belongs to
P˜(q,q)−J˜q ,≥(Π+) is stated, e.g., in [105, Lemma 1.10].
Remark 3.83. If
[
φ
ψ
]
∈ P˜(q,q)−J˜q ,≥(Π+), then it is well known and readily checked that,
for each q × q matrix-valued function g which is meromorphic in Π+ and for which
the function det g does not vanish identically, the pair
[
φg
ψg
]
belongs to P˜(q,q)−J˜q ,≥(Π+)
as well (see, e.g., [105, Lemma 1.11]). Two q × q Nevanlinna pairs
[
φ1
ψ1
]
and
[
φ2
ψ2
]
in Π+ are said to be equivalent if there are a q × q matrix-valued function g and a
discrete subset D of Π+ such that φ1, ψ1, φ2, ψ2, and g are holomorphic in Π+\D
and that det g(w) 6= 0 and
[
φ1(w)
ψ1(w)
]
=
[
φ2(w)
ψ2(w)
]
g(w) hold true for all w ∈ Π+\D
(see also [105, Definition 1.12]). It is readily checked that this causes an equivalence
relation on P˜(q,q)−J˜q ,≥(Π+). For each
[
φ
ψ
]
∈ P˜(q,q)−J˜q ,≥(Π+), let
〈[
φ
ψ
]〉
be the equivalence
class generated by
[
φ
ψ
]
.
Let us recall a well-known interrelation between the classes P˜(q,q)−J˜q ,≥(Π+) and Sq×q(Π+):
Lemma 3.84. (a) For each
[
φ
ψ
]
∈ P˜(q,q)−J˜q ,≥(Π+), the function det (ψ − iφ) does
not vanish identically and S := (ψ + iφ)(ψ − iφ)−1 belongs to the Schur class
Sq×q(Π+).
(b) For each S ∈ Sq×q(Π+), the pair
[
φ
ψ
]
given by φ := i(Iq − S) and ψ := Iq + S
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belongs to the class P˜(q,q)−J˜q ,≥(Π+), the functions φ and ψ are holomorphic in Π+,
and det (ψ(w)− iφ(w)) 6= 0 and S(w) = (ψ(w) + iφ(w))(ψ(w)− iφ(w))−1 hold
true for each w ∈ Π+.
(c) Two q × q Nevanlinna pairs
[
φ1
ψ1
]
and
[
φ2
ψ2
]
in Π+ are equivalent if and only if
(ψ1 + iφ1)(ψ1 − iφ1)−1 = (ψ2 + iφ2)(ψ2 − iφ2)−1.
A detailed proof of Lemma 3.84 can be found, e.g., in [137, Lemma 1.7].
In the following statement, an important invariance property of q × q Nevanlinna
pairs is formulated.
Proposition 3.85 ( [69, Proposition 10.4]). Let
[
φ
ψ
]
∈ P˜(q,q)−J˜q ,≥(Π+). Then there exists
a discrete subset D of Π+ such that φ and ψ are holomorphic in Π+\D and that, for
every w and z in Π+\D, the following four equations hold true:
R(φ(w)) = R(φ(z)), R(ψ(w)) = R(ψ(z)), (3.132)
ψ(w)N (φ(w)) = ψ(z)N (φ(z)), and φ(w)N (ψ(w)) = φ(z)N (ψ(z)). (3.133)
A detailed proof of Proposition 3.85 also can be found in [106, Satz 10.7].
Now let us turn our attention to the already mentioned class of pairs of meromorphic
matrix-valued functions, which will be used for parametrizing the Stieltjes moment
problem M[[α,∞); (sj)mj=0,≤].
Definition 3.86 ( [106, Definition 10.8]). Let α ∈ R. Let φ and ψ be q × q matrix-
valued functions meromorphic in C\[α,∞). Then
[
φ
ψ
]
is called a q × q α-Stieltjes pair
in C\[α,∞) if there exists a discrete subset D of C\[α,∞) such that the following
three conditions are fulfilled:
(i) φ and ψ are holomorphic in C\([α,∞) ∪ D).
(ii) For all z ∈ C\([α,∞) ∪ D),
rank
[
φ(z)
ψ(z)
]
= q. (3.134)
(iii) For each z ∈ C\(R ∪ D),[
φ(z)
ψ(z)
]∗(−J˜q
2=z
)[
φ(z)
ψ(z)
]
≥ 0q×q (3.135)
and
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[
(z − α)φ(z)
ψ(z)
]∗(−J˜q
2=z
)[
(z − α)φ(z)
ψ(z)
]
≥ 0q×q. (3.136)
The set of all q × q α-Stieltjes pairs in C\[α,∞) will be denoted by P(q,q)−J˜q ,≥ (C\[α,∞)).
Note that q × q α-Stieltjes pairs in C\[α,∞) also are used [69] and [70].
Remark 3.87. In view of Remark 3.44, condition (iii) of Defintion 3.86 is equivalent
to the following condition:
(i˜ii) For every choice of z ∈ C\(R ∪ D),
1
=z=[ψ
∗(z)φ(z)] ∈ Cq×q≥ and
1
=z=[(z − α)ψ
∗(z)φ(z)] ∈ Cq×q≥ .
Remark 3.88 ( [106, Bemerkung 10.9], [69, Remark 10.6]). Let α ∈ R and let[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)). Regarding Defintion 3.86 and Definition 3.82, then one
easily can see that
[
φ˜
ψ˜
]
given by φ˜ := RstrΠ+∩Hφ φ and ψ˜ := RstrΠ+∩Hψ ψ belongs to
P˜(q,q)−J˜q ,≥(Π+).
Remark 3.89 ( [106, Definition 10.11], [69, Remark 10.8]). Let α ∈ R, let[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)), and let g be a q × q matrix-valued function which is mero-
morphic in C\[α,∞) such that det g does not vanish identically. Then it is readily
checked that
[
φg
ψg
]
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)) as well (see also [106, Lemma 10.10]
and [139, Lemma 8.11]). Two q × q α-Stieltjes pairs
[
φ1
ψ1
]
and
[
φ2
ψ2
]
in C\[α,∞) are
said to be equivalent if there are a q × q matrix-valued function g being meromorphic
in C\[α,∞) and a discrete subset D of C\[α,∞) such that φ1, φ2, ψ1, ψ2 and g are
holomorphic in C\([α,∞) ∪ D) and that det g(z) 6= 0 and
[
φ2(z)
ψ2(z)
]
=
[
φ1(z)g(z)
ψ1(z)g(z)
]
hold true for each z ∈ C \ ([α,∞) ∪ D). One can easily see that this causes
an equivalence relation on P(q,q)−J˜q ,≥ (C\[α,∞)). For each
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)),
by
〈[
φ
ψ
]〉
we denote the equivalence class generated by
[
φ
ψ
]
. Furthermore, let〈
P(q,q)−J˜q ,≥ (C\[α,∞))
〉
:=
{〈[
φ
ψ
]〉
:
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞))
}
.
Example 3.90 ( [69, Example 10.10]). Let α ∈ R and let f : C\[α,∞)→ Cq×q be a
matrix-valued function belonging to Sq,[α,∞). Then
[
f
Iq
]
belongs to P(q,q)−J˜q ,≥ (C\[α,∞))
(see also [106, Lemma 10.16]). In particular, P(q,q)−J˜q ,≥ (C\[α,∞)) 6= ∅. Furthermore, if
f , g ∈ Sq,[α,∞) are such that the pairs
[
f
Iq
]
and
[
g
Iq
]
are equivalent, then f = g (see,
e.g. [70, Proposition 7.7]).
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Example 3.91 ( [70, Example 7.8]). Let α ∈ R. Then Example 3.90 shows that[
0q×q
Iq
]
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)).
Proposition 3.92 ( [70, Proposition 7.10]). Let α ∈ R, and let φ be a q × q matrix-
valued function such that
[
φ
Iq
]
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)). Then φ belongs to
Sq,[α,∞).
Example 3.90 and Proposition 3.92 show that the class P(q,q)−J˜q ,≥ (C\[α,∞)) can be
considered as projective extension of the class Sq,[α,∞).
Remark 3.93 ( [106, Bemerkung 10.13]). Let α ∈ R. For each j ∈ Z1,2, let
[
φj
ψj
]
∈
P(q,q)−J˜q ,≥ (C\[α,∞)) and, moreover, let φ˜j := RstrΠ+∩Hφj φj and ψ˜j := RstrΠ+∩Hψj ψj.
Taking into account Remark 3.88 and Remark 3.89, then
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
if and
only if
〈[
φ˜1
ψ˜1
]〉
=
〈[
φ˜2
ψ˜2
]〉
.
The following lemma states an interesting result on the equivalence classes of
P(q,q)−J˜q ,≥ (C\[α,∞)). (An analogous result also exists concerning the equivalence classes
of P˜(q,q)−J˜q ,≥(Π+) (see, e.g. [105, Lemma 1.11]).)
Lemma 3.94. Let α ∈ R and let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)). Then there is a matrix-
valued function g being holomorphic in C\[α,∞) such that φ˜ := gφ and ψ˜ := gψ are
q × q matrix-valued function holomorphic in C\[α,∞). In particular,
[
φ˜
ψ˜
]
belongs to
P(q,q)−J˜q ,≥ (C\[α,∞)) fulfilling
〈[
φ˜
ψ˜
]〉
=
〈[
φ
ψ
]〉
.
A proof of Lemma 3.94 can be found, e.g., in [106, Lemma 10.14].
We now extend the consideration made in Remark 3.89.
Lemma 3.95. Let α ∈ R and let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)). Then:
(a) The following statements are equivalent:
(i) There exists a q × q matrix-valued function h ∈ Sq,[α,∞) such that
[
h
Iq
]
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)) and that
[
h
Iq
]
and
[
φ
ψ
]
are equivalent.
(ii) det ψ is not the zero function in C\[α,∞).
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(b) Let (ii) be fulfilled. Then h := ψφ−1 belongs to the class Sq,[α,∞). Furthermore,[
h
Iq
]
is equivalent to
[
φ
ψ
]
.
A proof of Lemma 3.95 can be found, e.g., in [106, Lemma 10.18] (as detailed version
in [139, Lemma 8.19]).
The following result contains an essential property of q × q Stieltjes pairs.
Lemma 3.96 ( [70, Proposition 7.6]). Let α ∈ R and let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)).
Let D be a discrete subset of C\[α,∞) such that the conditions in Definition 3.86 are
satisfied. For each z ∈ Cα,−\D, then <[ψ∗(z)φ(z)] ∈ Cq×q≥ .
Using the signature matrix Jq given by (3.33), one can obtain some generalization of
Lemma 3.96.
Lemma 3.97. Let α ∈ R and let φ and ψ be q × q matrix-valued functions which
are meromorphic in C\[α,∞). Then
[
φ
ψ
]
belongs P(q,q)−J˜q ,≥ (C\[α,∞)) if and only if
there exists a discrete subset D of C\[α,∞) such that the conditions (i) and (ii) of
Definition 3.86 and, furthermore, the following two conditions hold true:
(iv) For each z ∈ C\(R ∪ D), inequality (3.135) is fulfilled.
(v) For all z ∈ Cα,−\D, [
φ(z)
ψ(z)
]∗
(−Jq)
[
φ(z)
ψ(z)
]
∈ Cq×q≥ .
A detailed proof of Lemma 3.97 can be found, e.g., in [87, Satz F.19].
Remark 3.98. From Remark 3.45 one easily can see that condition (v) of Lemma
3.97 can be formulated as follows:
(v˜) <[ψ∗(z)φ(z)] ∈ Cq×q≥ for each z ∈ Cα,−\D.
Remark 3.99. Let α ∈ R and let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)). In view of Remark E.1,
Definition 3.86, Remark 3.87, Lemma 3.97, and Remark 3.98, we see that there is a
discrete subset D of C\[α,∞) such that the conditions (i), (ii), (iii), (i˜ii), (iv), (v),
and (v˜) are fulfilled.
Lemma 3.100 ( [106, Satz 10.19], [69, Lemma 10.14]). Let α ∈ R. For
each
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)), the function det (ψ − iφ) does not vanish iden-
tically and F := (ψ + iφ)(ψ − iφ)−1 is meromorphic in C\[α,∞) and fulfills
RstrΠ+ F ∈ Sq×q(Π+). Furthermore, there exists a discrete subset D of C\[α,∞) such
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that φ, ψ, and (ψ − iφ)−1 are holomorphic in C\([α,∞) ∪ D), F is holomorphic in
Π+ ∪ [C\([α,∞) ∪ D)], and that
det (ψ(z)− iφ(z)) 6= 0
and
F (z) = (ψ(z) + iφ(z))(ψ(z)− iφ(z))−1
hold true for each z ∈ C\([α,∞) ∪ D). Furthermore, for each z ∈ C\([α,∞) ∪ D),
the matrix-valued functions φ and ψ admit the representations
φ(z) =
i
2
(Iq − F (z))(ψ(z)− iφ(z)) and ψ(z) = 1
2
(Iq + F (z))(ψ(z)− iφ(z)).
Proposition 3.101 ( [69, Proposition 10.15]). Let α ∈ R and let
[
φ
ψ
]
∈
P(q,q)−J˜q ,≥ (C\[α,∞)). Then there exists a discrete subset D of C\[α,∞) such that φ
and ψ are holomorphic in C\([α,∞)∪D) and that (3.132) and (3.133) hold true for
every choice of z and w in C\([α,∞) ∪ D).
Proposition 3.102 ( [106, Satz 10.21], [69, Proposition 10.16]). Let α ∈ R, let
Ξ ∈W−J˜q ,α, and let
Ξ = (Ξjk)
2
j,k=1
be the q × q block representation of Ξ. Then:
(a) The function det Ξ does not vanish identically and the matrix-valued function
Ξ−1 is meromorphic in C \ [α,∞).
(b) Let f be a q × q matrix-valued function meromorphic in C\[α,∞). Suppose that
there is a discrete subset D of C\[α,∞) such that f and Ξ are holomorphic in
C\([α,∞)∪D), that det Ξ(z) 6= 0 holds true for each z ∈ C \ ([α,∞)∪D), and
that [
f(z)
Iq
]∗
Ξ−∗(z)
(−J˜q
2=z
)
Ξ−1(z)
[
f(z)
Iq
]
≥ 0q×q (3.137)
and [
f(z)
Iq
]∗
Ξ−∗(z) (diag ((z − α)Iq, Iq))∗
(
−J˜q
2=z
)
· diag ((z − α)Iq, Iq) · Ξ−1(z)
[
f(z)
Iq
]
≥ 0q×q (3.138)
are fulfilled for each z ∈ C\(R∪D). For every such set D, then there exists a pair[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) such that φ and ψ are holomorphic in C\ ([α,∞)∪D)
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and that
det [Ξ21(z)φ(z) + Ξ22(z)ψ(z)] 6= 0 (3.139)
and
f(z) = [Ξ11(z)φ(z) + Ξ12(z)ψ(z)][Ξ21(z)φ(z) + Ξ22(z)ψ(z)]
−1 (3.140)
hold true for each z ∈ C \ ([α,∞) ∪ D).
(c) Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) be such that det (Ξ21φ + Ξ22ψ) does not vanish
identically. Then there exists a discrete subset D of C\[α,∞) such that the
matrix-valued functions Ξ, φ, and ψ are holomorphic in C\([α,∞)∪D) and that
det Ξ(z) 6= 0 and (3.139) hold true for each z ∈ C\([α,∞) ∪ D). Furthermore,
f := [Ξ11φ+ Ξ12ψ][Ξ21φ+ Ξ22ψ]
−1
is holomorphic in C\([α,∞)∪D), the inequalities (3.137) and (3.138) hold true
for each z ∈ C\(R ∪ D), and (3.140) is fulfilled for each z ∈ C\([α,∞) ∪ D).
(d) For each k ∈ Z1,2, let
[
φk
ψk
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) be such that det (Ξ21φk+Ξ22ψk)
does not vanish identically. Then
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
if and only if
[Ξ11φ1 + Ξ12ψ1][Ξ21φ1 + Ξ22ψ1]
−1 = [Ξ11φ2 + Ξ12ψ2][Ξ21φ2 + Ξ22ψ2]−1.
Lemma 3.103. Let α ∈ R, let κ ∈ N0 ∪ {∞} and let (sj)κj=0 ∈ K≥,eq,κ,α. Let φ and ψ
be q × q matrix-valued functions which are meromorphic in C \ [α,∞). Let n ∈ N0
be such that 2n ≤ κ and let Ξn,α : C→ C2q×2q be defined by (3.64) in the case n = 0
and (3.42) in the case n ≥ 1. Let Ξ̂n,α := RstrC\[α,∞) Ξn,α and let
Ξ̂n,α = (Ξ̂
(j,k)
n,α )
2
j,k=1 (3.141)
be the q × q block representation of Ξ̂n,α. Let
φ˜ := Ξ̂(1,1)n,α φ+ Ξ̂
(1,2)
n,α ψ and ψ˜ := Ξ̂
(2,1)
n,α φ+ Ξ̂
(2,2)
n,α ψ. (3.142)
Furthermore, let z ∈ (Hφ ∩Hψ) \ R be such that (3.135) and
(I(n+1)q −H+nHn)RTq,n(α)vq,nφ(z) = 0(n+1)q×q (3.143)
hold true. Then N (ψ˜(z)) ⊆ N (φ˜(z)). Moreover, if
rank
[
φ(z)
ψ(z)
]
= q, (3.144)
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then det ψ˜(z) 6= 0.
Proof. Our proof modifies the proofs in [106, Lemma 10.22] and [69, Lemma 10.17].
First we consider the case n ≥ 1. By virtue of K≥,eq,κ,α ⊆ K≥q,κ,α and Lemma 3.36, both
equations in (3.24) hold true. We consider an arbitrary y ∈ N (ψ˜(z)). Because of
Remark 3.44, we then get
y∗
[
φ˜(z)
ψ˜(z)
]∗
J˜q
[
φ˜(z)
ψ˜(z)
]
y = y∗
(
−2=
[
ψ˜∗(z)φ˜(z)
])
y = iy∗(ψ˜∗(z)φ˜(z)− φ˜∗(z)ψ˜(z))y
= i(0∗q×1 · φ˜(z)y − y∗φ˜∗(z) · 0q×1) = 0. (3.145)
Obviously, Ξn,α(z) = Ξ̂n,α(z). From (3.141) and (3.142) we infer
Ξ̂n,α(z)
[
φ(z)
ψ(z)
]
=
[
φ˜(z)
ψ˜(z)
]
. (3.146)
Using (3.146) and (3.145), we conclude
y∗
[
φ(z)
ψ(z)
]∗(
J˜q − Ξ∗n,α(z)J˜qΞn,α(z)
) [φ(z)
ψ(z)
]
y
= y∗
[
φ(z)
ψ(z)
]∗ (
J˜q − Ξ̂∗n,α(z)J˜qΞ̂n,α(z)
) [φ(z)
ψ(z)
]
y
= y∗
[
φ(z)
ψ(z)
]∗
J˜q
[
φ(z)
ψ(z)
]
y − y∗
[
φ(z)
ψ(z)
]∗
Ξ̂∗n,α(z)J˜qΞ̂n,α(z)
[
φ(z)
ψ(z)
]
y
= y∗
[
φ(z)
ψ(z)
]∗
J˜q
[
φ(z)
ψ(z)
]
y − y∗
[
φ˜(z)
ψ˜(z)
]∗
J˜q
[
φ˜(z)
ψ˜(z)
]
y
= −y∗
[
φ(z)
ψ(z)
]∗
(−J˜q)
[
φ(z)
ψ(z)
]
y. (3.147)
Because of Lemma 3.36, Remark 3.3, Lemma 3.64, (3.147), i(z¯ − z) = 2=z, and
(3.135), we obtain
0 ≤
∥∥∥√Hn[RT ∗q,n(α)]−1RT ∗q,n(z)H−n RTq,n(α) [I(n+1)q, Tq,nHn]
· (I2 ⊗ vq,n)Cn,α
[
φ(z)
ψ(z)
]
y
∥∥∥2
E
= y∗
[
φ(z)
ψ(z)
]∗
C∗n,α(I2 ⊗ vq,n)∗
[
I(n+1)q, Tq,nHn
]∗
[RTq,n(α)]
∗
· [H−n ]∗[RT ∗q,n(z)]∗[RT ∗q,n(α)]−∗
√
Hn
∗√
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n
·RTq,n(α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
[
φ(z)
ψ(z)
]
y
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=y∗
[
φ(z)
ψ(z)
]∗
C∗n,α(I2 ⊗ vq,n)∗
[
I(n+1)q, Tq,nHn
]∗
[RTq,n(α)]
∗
·H−n [RT ∗q,n(z)]∗[RTq,n(α)]−1Hn[RT ∗q,n(α)]−1RT ∗q,n(z)H−n
·RTq,n(α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
[
φ(z)
ψ(z)
]
y
= y∗
[
φ(z)
ψ(z)
]∗
1
i(z¯ − z)
(
J˜q − Ξ∗n,α(z)J˜qΞn,α(z)
) [φ(z)
ψ(z)
]
y
=− y∗
[
φ(z)
ψ(z)
]∗(−J˜q
2=z
)[
φ(z)
ψ(z)
]
y ≤ 0
and, consequently,√
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Cn,α
[
φ(z)
ψ(z)
]
y
= 0(n+1)q×1. (3.148)
Multiplying equation (3.148) from the left by
√
Hn and using Remark 3.51, we get
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)
[
H−n RTq,n(α), Vq,nH
−
α.n−1V
∗
q,nHn
]
(I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y
= 0(n+1)q×1
and, hence,[
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α), Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)Vq,nH
−
α.n−1V
∗
q,nHn
]
· (I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y = 0(n+1)q×1. (3.149)
Because of (3.146), Ξn,α(z) = Ξ̂n,α(z), Lemma 3.55, and v∗q,nRTq,n(α)vq,n = Iq, we
infer
φ˜(z)y = [Iq, 0q×q]
[
φ˜(z)y
ψ˜(z)y
]
= [Iq, 0q×q]
[
φ˜(z)
ψ˜(z)
]
y
= [Iq, 0q×q]Ξ̂n,α(z)
[
φ(z)
ψ(z)
]
y = [Iq, 0q×q]Ξn,α(z)
[
φ(z)
ψ(z)
]
y
=
[
Iq + (z − α)v∗q,nHnT ∗q,nRT ∗q,n(z)H−n RTq,n(α)vq,n,
v∗q,nHn[RT ∗q,n(α)]
−1RT ∗q,n(z)Vq,nH
−
α.n−1V
∗
q,nHnvq,n
] [φ(z)
ψ(z)
]
y
=
[
v∗q,nRTq,n(α)vq,n + (z − α)v∗q,nHnT ∗q,nRT ∗q,n(z)H−n RTq,n(α)vq,n,
v∗q,nHn[RT ∗q,n(α)]
−1RT ∗q,n(z)Vq,nH
−
α.n−1V
∗
q,nHnvq,n
] [φ(z)
ψ(z)
]
y
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= v∗q,n
[
RTq,n(α) + (z − α)HnT ∗q,nRT ∗q,n(z)H−n RTq,n(α),
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)Vq,nH
−
α.n−1V
∗
q,nHn
]
(I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y. (3.150)
From Remark 3.8 we see that
(z − α)T ∗q,nRT ∗q,n(z) = [RT ∗q,n(α)]−1RT ∗q,n(z)− I(n+1)q
holds true, which implies
(z − α)HnT ∗q,nRT ∗q,n(z)H−n RTq,n(α) = Hn
(
[RT ∗q,n(α)]
−1RT ∗q,n(z)− I(n+1)q
)
H−n RTq,n(α)
= Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α)−HnH−n RTq,n(α). (3.151)
Taking (3.150), (3.151), and (3.149) into account, we have
φ˜(z)y = v∗q,n
[
RTq,n(α) +Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α)−HnH−n RTq,n(α),
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)Vq,nH
−
α.n−1V
∗
q,nHn
]
(I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y
= v∗q,n
[
RTq,n(α)−HnH−n RTq,n(α), 0(n+1)q×(n+1)q
]
(I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y
+ v∗q,n
[
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)H
−
n RTq,n(α),
Hn[RT ∗q,n(α)]
−1RT ∗q,n(z)Vq,nH
−
α.n−1V
∗
q,nHn
]
(I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y
= v∗q,n
[
RTq,n(α)−HnH−n RTq,n(α), 0(n+1)q×(n+1)q
]
(I2 ⊗ vq,n)
[
φ(z)
ψ(z)
]
y. (3.152)
Then, using (3.152), Remark 3.37, and (3.143), we conclude
φ˜(z)y =
[
v∗q,nRTq,n(α)vq,n − v∗q,nHnH−n RTq,n(α)vq,n, 0q×q
] [φ(z)y
ψ(z)y
]
= v∗q,n
(
I(n+1)q −HnH−n
)
RTq,n(α)vq,nφ(z)y
= v∗q,n
(
I(n+1)q −HnH−n
) (
I(n+1)q −H+nHn
)
RTq,n(α)vq,nφ(z)y
= v∗q,n
(
I(n+1)q −HnH−n
) · 0(n+1)q×q · y = 0q×1
and, consequently, y ∈ N (φ˜(z)). Thus, N (ψ˜(z)) ⊆ N (φ˜(z)).
Now suppose (3.144). Once more we consider an arbitrary y ∈ N (ψ˜(z)). We then
already know that y ∈ N (φ˜(z)). In view of part (b) of Lemma 3.62, (3.146), and due
to the choice of y, we then get[
φ(z)
ψ(z)
]
y = [Ξn,α(z)]
−1Ξn,α(z)
[
φ(z)
ψ(z)
]
y = [Ξn,α(z)]
−1Ξ̂n,α(z)
[
φ(z)
ψ(z)
]
y
= [Ξn,α(z)]
−1
[
φ˜(z)
ψ˜(z)
]
y = [Ξn,α(z)]
−1
[
φ˜(z)y
ψ˜(z)y
]
= [Ξn,α(z)]
−1
[
0q×1
0q×1
]
= 02q×1.
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Because of (3.144), this implies y = 0q×1, and, hence, det ψ˜(z) 6= 0. In the case n ≥ 1,
the proof is complete. If n = 0, then the assertion analogously can be checked using
Remarks 3.56 and (A.8). We omit the details.
The following lemma is similar to [106, Lemma 10.23] and [69, Lemma 10.18], respec-
tively.
Lemma 3.104. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, let (sj)κj=0 ∈ K≥,eq,κ,α, and let[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)) be such that
(
I(n+1)q −H+nHn
)
RTq,n (α) vq,nφ = 0(n+1)q×q.
Let n ∈ N be such that 2n ≤ κ, let Ξn,α : C → C2q×2q be defined by (3.42), and
let (3.141) be the q × q block partition of Ξ̂n,α := RstrC\[α,∞) Ξn,α. Then there is a
discrete subset D of C\[α,∞) such that φ and ψ are holomorphic in C\ ([α,∞) ∪ D)
and that
det
(
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
)
6= 0 (3.153)
holds true for each z ∈ C\ (R ∪ D).
Proof. Because of Definition 3.86, there exists a discrete subset D of C\[α,∞) such
that φ and ψ are holomorphic in C\ ([α,∞) ∪ D) and that rank
[
φ(z)
ψ(z)
]
= q and
(3.135) are fulfilled for each z ∈ C\ (R ∪ D). Therefore, from Lemma 3.103, we get
(3.153) for each z in C\ (R ∪ D).
3.6. A particular subclass of Stieltjes pairs
In this subsection, we present a special class of pairs of meromorphic matrix-valued
functions in order to parametrize the solution set of Problem S[[α,∞); (sj)mj=0,≤] in
the case of an even integer m, generated still using the given data. In this way, we will
modify certain statements of [106, Chapter 10.3] and [69, Chapter 11], respectively.
We start with some notation corresponding to [69, Notation].
Notation 3.105. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 be a sequence of
complex q × q matrices. For each n ∈ N0 with 2n ≤ κ, let P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0]
be the set of all
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)) such that the following two conditions are
fulfilled:
(i) The equation
(I(n+1)q −H+nHn)RTq,n(α)vq,nφ = 0(n+1)q×q (3.154)
holds true.
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(ii) If n ≥ 1, then
(Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,nψ = 0nq×q. (3.155)
Remark 3.106. Let α ∈ R, let n ∈ N0, and let (sj)2nj=0 be a sequence of complex
q × q matrices. Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0] and let g be a q × q matrix-
valued function which is meromorphic in C\[α,∞) such that the function det g does
not vanish identically. In view of Remark 3.89, then it is readily checked that
[
φg
ψg
]
belongs to P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0] as well. We set〈
P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0]
〉
:=
{〈[
φ
ψ
]〉
:
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0]
}
.
Lemma 3.107. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, let (sj)κj=0 ∈ K≥,eq,κ,α, and
let n ∈ N be such that 2n ≤ κ. Let Ξn,α : C → C2q×2q be defined by (3.42), let
Ξ̂n,α := RstrC\[α,∞) Ξn,α, let (3.141) be the q × q block representation of Ξ̂n,α, and let
R̂Tq,n := RstrC\[α,∞) RTq,n .
Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C \ [α,∞)) be such that det (Ξ̂
(2,1)
n,α φ + Ξ̂
(2,2)
n,α ψ) does not vanish
identically and let
Ŝn,α :=
(
Ξ̂(1,1)n,α φ+ Ξ̂
(1,2)
n,α ψ
)(
Ξ̂(2,1)n,α φ+ Ξ̂
(2,2)
n,α ψ
)−1
. (3.156)
Let Ê : C\[α,∞)→ C given by Ê(z) := z. Then the following statements are equiva-
lent:
(a) The equations
(I(n+1)q −H+nHn)R̂Tq,n
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
[
Ŝn,α
Iq
]
= 0(n+1)q×q (3.157)
and
(Inq −H+α.n−1Hα.n−1)V ∗q,nR̂Tq,n
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
· (I2 ⊗ vq,n)
[
(Ê − α)Ŝn,α
Iq
]
= 0nq×q (3.158)
hold true.
(b)
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥[C \ [α,∞), (sj)
2n
j=0].
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Proof. Our proof modifies the proofs of [106, Lemma 10.25] and [69, Lemma 11.3]. It
is parted into twelve steps.
(I) Since det
(
Ξ̂
(2,1)
n,α φ+ Ξ̂
(2,2)
n,α ψ
)
does not vanish identically, there is a discrete subset
D of C \ [α,∞) such that the conditions (i), (ii), and (iii) of Definition 3.86 hold true
and that (3.153) is fulfilled for each z ∈ C\([α,∞) ∪ D).
(II) In view of (i), (3.156), and (3.153), the function Ŝn,α admits the representation
Ŝn,α(z) =
(
Ξ̂(1,1)n,α (z)φ(z) + Ξ̂
(1,2)
n,α (z)ψ(z)
)(
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
)−1
(3.159)
for each z ∈ C\([α,∞)∪D). Because of (i), (3.153), (3.141), and (3.159), we see that
Ξ̂n,α(z)
[
φ(z)
ψ(z)
](
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
)−1
=
[
Ξ̂
(1,1)
n,α (z) Ξ̂
(1,2)
n,α (z)
Ξ̂
(2,1)
n,α (z) Ξ̂
(2,2)
n,α (z)
][
φ(z)
ψ(z)
](
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
)−1
=
[Ξ̂(1,1)n,α (z)φ(z) + Ξ̂(1,2)n,α (z)ψ(z)] [Ξ̂(2,1)n,α (z)φ(z) + Ξ̂(2,2)n,α (z)ψ(z)]−1[
Ξ̂
(2,1)
n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
] [
Ξ̂
(2,1)
n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
]−1

=
[
Ŝn,α(z)
Iq
]
(3.160)
holds true for each z ∈ C\([α,∞) ∪ D). Let Ξ˜n,α : C → C2q×2q be given by (3.43).
Taking into account (3.153), Lemma 3.59, and (3.160), for each z ∈ C \ ([α,∞)∪D),
we have(
RstrC\[α,∞) Ξ˜n,α(z)
)[
(Ê(z)− α)φ(z)
ψ(z)
](
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
)−1
= RstrC\[α,∞)
(
diag ((z − α)Iq, Iq) · Ξn,α(z) · diag
(
(z − α)−1Iq, Iq
))
·
[
(Ê(z)− α)φ(z)
ψ(z)
](
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
)−1
= diag
(
(Ê(z)− α)Iq, Iq
)
· Ξ̂n,α(z) · diag
(
(z − α)−1Iq, Iq
)
·
[
(z − α)φ(z)
ψ(z)
](
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
)−1
= diag
(
(Ê(z)− α)Iq, Iq
)
· Ξ̂n,α(z)
[
φ(z)
ψ(z)
](
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
)−1
= diag
(
(Ê(z)− α)Iq, Iq
)
·
[
Ŝn,α(z)
Iq
]
=
[
(Ê(z)− α)Ŝn,α(z)
Iq
]
. (3.161)
(III) Since the functions Ê and R̂Tq,n are holomorphic in C\[α,∞), from Lemma E.15
we see that statement (a) is equivalent to the following statement:
(c) There exists a discrete subset D˜ of C\[α,∞) such that Ŝn,α is holomorphic in
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C \ ([α,∞) ∪ D˜) and that
(I(n+1)q −H+nHn)R̂Tq,n(z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
[
Ŝn,α(z)
Iq
]
= 0(n+1)q×q
(3.162)
and
(Inq −H+α.n−1Hα.n−1)V ∗q,nR̂Tq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
·
[
(Ê(z)− α)Ŝn,α(z)
Iq
]
= 0nq×q (3.163)
hold true for each z ∈ C \ ([α,∞) ∪ D˜).
(IV) In this step of the proof, we suppose (c). We are going to prove that the following
statement holds true:
(d) There is a discrete subset D̂ of C\[α,∞) such that φ and ψ are holomorphic in
C\([α,∞) ∪ D̂) and that
(I(n+1)q−H+nHn)R̂Tq,n(z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
· Ξ̂n,α(z)
[
φ(z)
ψ(z)
](
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
)−1
= 0(n+1)q×q (3.164)
and
(Inq −H+α.n−1Hα.n−1)V ∗q,nR̂Tq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
· (RstrC\[α,∞) Θ˜n,α(z))[(Ê(z)− α)φ(z)
ψ(z)
](
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
)−1
= 0nq×q (3.165)
are fulfilled for each z ∈ C\([α,∞) ∪ D̂).
In view of Remark E.1, we observe that D# := D∪D˜ is a discrete subset of C\[α,∞).
Since (3.162) and (3.163) are valid for each z ∈ C\([α,∞)∪D#) and since (II) shows
that (3.160) and (3.161) are fulfilled for each z ∈ C\([α,∞)∪D#), we get that (3.164)
and (3.165) hold true for each z ∈ C \ ([α,∞)∪D#). Setting D̂ = D#, statement (d)
is proved.
(V) In this step of the proof, we suppose (d). We are going to prove that (c)
holds true. Obviously, Remark E.1 shows that D := D ∪ D̂ is a discrete subset
of C\[α,∞). According to (I) and (II), we get (3.153), (3.160), and (3.161) for each
z ∈ C \ ([α,∞) ∪ D). Using these arguments and (3.164) as well as (3.165), we see
that (3.162) and (3.163) are fulfilled for each z ∈ C \ ([α,∞) ∪ D). Consequently,
statement (c) holds true, using D˜ = D.
(VI) We now verify that statement (d) implies the following statement:
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(e) There is a discrete subset D˜# of C\[α,∞) such that the functions φ and ψ are
holomorphic in C \ ([α,∞) ∪ D˜#) and that
(I(n+1)q−H+nHn)R̂Tq,n(z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)Ξ̂n,α(z)
[
φ(z)
ψ(z)
]
= 0(n+1)q×q
(3.166)
and
(Inq−H+α.n−1Hα.n−1)V ∗q,nR̂Tq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
·
(
RstrC\[α,∞) Ξ˜n,α(z)
)[
(Ê(z)− α)φ(z)
ψ(z)
]
= 0nq×q (3.167)
hold true for each z ∈ C\([α,∞) ∪ D˜#).
Let us assume that (d) is fulfilled. Because of (I) and Remark E.1, we know that
D˜ := D ∪ D̂ is a discrete subset of C\[α,∞). From (I) and (d) we see that (3.153),
(3.164), and (3.165) are valid for each z ∈ C\([α,∞)∪D˜), which implies (3.166) and
(3.167) for each z ∈ C([α,∞)∪ D˜). Consequently, (e) holds true, setting D˜# = D˜.
(VII) We now show that (e) implies (d). Let (e) be fulfilled. From Remark E.1 we see
that D̂# := D˜#∪D is a discrete subset of C\ [α,∞). Because of (I) and (e), we know
that (3.153), (3.166), and (3.167) are valid for each z belonging to C\([α,∞) ∪ D̂#).
Consequently, (3.164) and (3.165) hold true for each z ∈ C\([α,∞) ∪ D̂#). Hence,
(d) is fulfilled, taking D̂ = D̂#.
(VIII) Since R̂Tq,n marks the restriction of RTq,n onto C\[α,∞), we see that (e) is
equivalent to the following statement:
(f) There is a discrete subset D′ of C\[α,∞) such that φ and ψ are holomorphic in
C\([α,∞) ∪ D′) and that
(I(n+1)q−H+nHn)RTq,n(z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
· Ξn,α(z)
[
φ(z)
ψ(z)
]
= 0(n+1)q×q (3.168)
and
(Inq−H+α.n−1Hα.n−1)V ∗q,nRTq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
· Ξ˜n,α(z) · diag ((z − α)Iq, Iq)
[
φ(z)
ψ(z)
]
= 0nq×q (3.169)
hold true for each z ∈ C\([α,∞) ∪ D′).
(IX) Let P˜n,α, Q˜n,α, and S˜n,α be the matrix-valued functions defined on C by (3.103),
(3.104), and (3.105). According to part (a) of Lemma 3.80, we see that N := Ndet Pn,α
∪ Ndet Qn,α ∪ Ndet Sn,α is a finite and, in particular, discrete subset of C.
(X) By virtue of (IX), we know that N is a discrete subset of C. We now suppose (f).
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Because of Remark E.1, the set N ′ := N ∪ D′ describes a discrete subset of C, too.
From (f) and part (b) of Lemma 3.80 we see that following statement holds true:
(g) There is a discrete subset D′′ of C\[α,∞) such that φ and ψ are holomorphic
in C\([α,∞) ∪ D′′) and that
(I(n+1)q −H+nHn)RTq,n(α)vq,nφ(z) = 0(n+1)q×q (3.170)
and
(Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,nψ(z) = 0nq×q (3.171)
are fulfilled for each z ∈ C \ ([α,∞) ∪ D′′).
(XI) Conversely, we now suppose (g). We are going to prove (f). From (IX) we see
that N is a discrete subset of C. Hence, N˜ := N ∩ [C\[α,∞)] is a discrete subset
of C\[α,∞). From Remark E.1 we know that D′ := D′′ ∪ N˜ is a discrete subset of
C\ [α,∞). Because of (g), the functions φ and ψ are holomorphic in C\([α,∞)∪D′)
and (3.170) and (3.171) are valid for each z ∈ C\([α,∞) ∪ D′). Let us consider an
arbitrary z ∈ C\([α,∞)∪D′). From (3.170) and (3.171) we then get that x := φ(z)
and y := ψ(z) fulfill (3.121) and (3.122). Consequently, part (b) of Lemma 3.80 yields
that (3.119) and (3.120) hold true. Thus, we see that (3.168) and (3.169) are valid.
Hence, (f) is true, using D′ = D′.
(XII) Regarding Notation 3.105 and Remark E.14, statements (g) and (b) are equiv-
alent.
From (III)-(VIII) and (X)-(XII) we see that statements (a) and (b) are equivalent.
We are now able to prove a parametrization of the solution set of the matricial
Stieltjes-type problem S[[α,∞); (sj)2nj=0,≤], where, however, the set of parameters
still depends on the given data.
Proposition 3.108. Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let
n ∈ N0 be such that 2n ≤ κ. Let (3.141) be the q × q block representation of
Ξ̂n,α := RstrC\[α,∞) Ξn,α, where Ξn,α : C→ C2q×2q is given by (3.64) in the case n = 0
and by (3.42) if n ≥ 1. Then:
(a) For each
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥[C\ [α,∞), (sj)
2n
j=0], the function det (Ξ̂
(2,1)
n,α φ+Ξ̂
(2,2)
n,α ψ) is
meromorphic in C\[α,∞) and does not vanish identically and the matrix-valued
function
S :=
(
Ξ̂(1,1)n,α φ+ Ξ̂
(1,2)
n,α ψ
)(
Ξ̂(2,1)n,α φ+ Ξ̂
(2,2)
n,α ψ
)−1
(3.172)
belongs to the class S0,q,[α,∞)[(sj)2nj=0 ,≤].
(b) For each S ∈ S0,q,[α,∞)[(sj)2nj=0 ,≤], there exists a pair[
φ
ψ
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0] of q × q matrix-valued functions φ and ψ
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both being holomorphic in C \ [α,∞) such that
det
(
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
)
6= 0 (3.173)
and
S(z) =
[
Ξ̂(1,1)n,α (z)φ(z) + Ξ̂
(1,2)
n,α (z)ψ(z)
] [
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
]−1
(3.174)
hold true for each z ∈ C\[α,∞).
(c) Let
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0]. Then
(
Ξ̂(1,1)n,α φ1 + Ξ̂
(1,2)
n,α ψ1
)(
Ξ̂(2,1)n,α φ1 + Ξ̂
(2,2)
n,α ψ1
)−1
=
(
Ξ̂(1,1)n,α φ2 + Ξ̂
(1,2)
n,α ψ2
)(
Ξ̂(2,1)n,α φ2 + Ξ̂
(2,2)
n,α ψ2
)−1
(3.175)
if and only if
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
Proof. Our proof modifies the proofs of [106, Satz 10.26] and [69, Proposition 11.4].
First we consider the case n ≥ 1. Since (sj)κj=0 belongs to K≥,eq,κ,α, Remarks 3.25 and
3.24 give that s∗j = sj for each j ∈ Z0,κ and that
Hn ∈ C(n+1)q×(n+1)q≥ and Hα.n−1 ∈ Cnq×nq≥ . (3.176)
Remark 3.37 yields
H+nHn = HnH
+
n and H
+
α.n−1Hα.n−1 = Hα.n−1H
+
α.n−1. (3.177)
Lemma 3.69 provides Ξ̂n,α ∈ W−J˜q ,α. Let Ξ˜n,α : C → C2q×2q be defined by (3.43),
Lemma 3.55 shows that Ξn,α and Ξ˜n,α are holomorphic in C. From Lemma 3.62 we
get
det Ξn,α(z) 6= 0 and det Ξ˜n,α(z) 6= 0 for each z ∈ C (3.178)
and, in particuar, det Ξ̂n,α(z) 6= 0 for each z ∈ C\[α,∞).
(a) Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0]. According to Notation 3.105, equations
(3.154) and (3.155) are fulfilled. Using Lemma 3.104, we see that there is a dis-
crete subset D˜ of C\[α,∞) such that φ and ψ are holomorphic in C\([α,∞) ∪ D˜)
and that inequality (3.153) holds true for each z ∈ C\(R ∪ D˜). In particular,
det
(
Ξ̂
(2,1)
n,α φ+ Ξ̂
(2,2)
n,α ψ
)
does not vanish identically. Because of Ξ̂n,α ∈ W−J˜q ,α and
part (c) of Proposition 3.102, the following three statements are valid:
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(I) There is a discrete subset D of C\[α,∞) such that Ξ̂n,α, φ, and ψ are holomor-
phic in C\([α,∞) ∪ D).
(II) The matrix-valued function S given by (3.172) is holomorphic in C\([α,∞)∪D),
and inequality (3.153) as well the representation
S =
[
Ξ̂(1,1)n,α (z)φ(z) + Ξ̂
(1,2)
n,α (z)ψ(z)
] [
Ξ̂(2,1)n,α (z)φ(z) + Ξ̂
(2,2)
n,α (z)ψ(z)
]−1
of S are fulfilled for each z ∈ C \ ([α,∞) ∪ D).
(III) For each z ∈ C\(R ∪ D),[
S(z)
Iq
]∗
Ξ̂−∗n,α(z)
(
−J˜q
2=z
)
Ξ̂−1n,α(z)
[
S(z)
Iq
]
≥ 0q×q (3.179)
and [
S(z)
Iq
]∗
Ξ̂−∗n,α(z) (diag ((z − α)Iq, Iq))∗
(
−J˜q
2=z
)
· diag ((z − α)Iq, Iq) · Ξ̂−1n,α(z)
[
S(z)
Iq
]
≥ 0q×q. (3.180)
In view of (3.154) and (3.155), Lemma 3.107 provides (3.157) and (3.158), with
R̂Tq,n := RstrC\[α,∞) RTq,n and with Ê : C\[α,∞) → C given by Ê(z) := z. Using
(3.157) and (3.158), we obtain
R̂Tq,n
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
[
S
Iq
]
= H+nHnR̂Tq,n
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
[
S
Iq
]
and
V ∗q,nR̂Tq,n
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
[
(Ê − α)S
Iq
]
= H+α.n−1Hα.n−1V
∗
q,nR̂Tq,n
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
[
(Ê − α)Ŝn,α
Iq
]
.
Consequenty, from (3.177) and (II) we then conclude
R
(
R̂Tq,n(z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
[
S(z)
Iq
])
⊆ R(Hn) (3.181)
for each z ∈ C \ (R ∪ D). Obviously, Lemma 3.5 yields V ∗q,nR̂Tq,n(z) = R̂Tq,n−1(z)V ∗q,n
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for each z ∈ C\(R ∪ D). Therefore, Lemma 3.76, (3.177), and (II) show that
R
(
R̂Tq,n−1(z)
[
Inq, [RTq,n−1(α)]
−1Hn−1
]
(I2 ⊗ vq,n−1)
[
(z − α)S(z)
Iq
])
= R
(
V ∗q,nR̂Tq,n(z)
[
I(n+1)q, [RTq,n(α)]
−1Hn
]
(I2 ⊗ vq,n)
[
(z − α)S(z)
Iq
])
⊆ R(Hα.n−1) (3.182)
holds true for each z ∈ C\(R ∪D). For all z ∈ C\(R ∪D), from Remark 3.15 we get
R̂Tq,n(z)
[
I(n+1)q, Tq,nHn
]
(I2 ⊗ vq,n)
[
S(z)
Iq
]
= R̂Tq,n(z) [vq,n, Tq,nHnvq,n]
[
S(z)
Iq
]
= R̂Tq,n(z)(vq,nS(z)− un), (3.183)
[RTq,n−1(α)]
−1Hn−1vq,n−1 = (Inq − αTq,n−1)Hn−1vq,n−1
= Hn−1vq,n−1 − αTq,n−1Hn−1vq,n−1 = y0,n−1 + αun−1
and, hence,
R̂Tq,n−1(z)
[
Inq, [RTq,n−1(α)]
−1Hn−1
]
(I2 ⊗ vq,n−1)
[
(z − α)S(z)
Iq
]
= R̂Tq,n−1(z)
[
vq,n−1, [RTq,n−1(α)]
−1Hn−1vq,n−1
] [(z − α)S(z)
Iq
]
= R̂Tq,n−1(z)
(
vq,n−1(z − α)S(z) + [RTq,n−1(α)]−1Hn−1vq,n−1
)
= R̂Tq,n−1(z) [vq,n−1(z − α)S(z)− (−αun−1 − y0,n−1)] . (3.184)
For all z ∈ C\(R ∪ D), the equations (3.183) and (3.181) imply
R (RTq,n(z)(vq,nS(z)− un)) = R(R̂Tq,n(z)(vq,nS(z)− un)) ⊆ R(Hn) (3.185)
and, in view of (3.184) and (3.182), furthermore
R (RTq,n−1(z) [vq,n−1(z − α)S(z)− (−αun−1 − y0,n−1)])
= R
(
R̂Tq,n−1(z) [vq,n−1(z − α)S(z)− (−αun−1 − y0,n−1)]
)
⊆ R(Hα.n−1). (3.186)
Lemma 3.73 shows that, for each z ∈ C\(R ∪ D), the matrix Σ[S]2n (z) given by (3.14)
admits the representation
Σ
[S]
2n (z) =
[
S(z)
Iq
]∗
Ξ̂−∗n,α(z)
(
−J˜q
2=z
)
Ξ̂−1n,α(z)
[
S(z)
Iq
]
. (3.187)
In view of (3.178), for each z ∈ C\[α,∞), we infer
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(
diag ((z − α)Iq, Iq) · Ξn,α(z) · diag
(
(z − α)−1Iq, Iq
))−1
= diag ((z − α)Iq, Iq) · Ξ̂−1n,α(z) · diag
(
(z − α)−1Iq, Iq
)
. (3.188)
From Lemma 3.74 we see that, for each z ∈ C \ (R ∪ D), the matrix Σ[S]2n−1(z) given
by (3.15) with f = S can be represented by
Σ
[S]
2n−1(z) =
[
(z − α)S(z)
Iq
]∗
Ξ˜−∗n,α(z)
(
−J˜q
2=z
)
Ξ˜−1n,α(z)
[
(z − α)S(z)
Iq
]
. (3.189)
For each z ∈ C\[α,∞), the second inequality in (3.178), Lemma 3.59, and (3.188)
yield
Ξ˜−1n,α(z)
[
(z − α)S(z)
Iq
]
=
[
diag ((z − α)Iq, Iq) · Ξn,α(z) · diag
(
(z − α)−1Iq, Iq
)]−1 [(z − α)S(z)
Iq
]
= diag ((z − α)Iq, Iq) · Ξ̂−1n,α(z) · diag
(
(z − α)−1Iq, Iq
) [(z − α)S(z)
Iq
]
= diag ((z − α)Iq, Iq) · Ξ̂−1n,α(z)
[
S(z)
Iq
]
, (3.190)
which, because of (3.189), implies
Σ
[S]
2n−1(z) =
[
S(z)
Iq
]∗
Ξ̂−∗n,α(z) (diag ((z − α)Iq, Iq))∗
(
−J˜q
2=z
)
· diag ((z − α)Iq, Iq) · Ξ̂−1n,α(z)
[
S(z)
Iq
]
(3.191)
for each z ∈ C \ (R ∪ D). Taking into account (3.187), (3.179), (3.191), and (3.180),
it follows that
Σ
[S]
2n (z) ∈ Cq×q≥ and Σ[S]2n−1(z) ∈ Cq×q≥ (3.192)
hold true for each z ∈ C\(R ∪ D). Thus, for all z ∈ C\(R ∪ D), from (3.11), (3.12),
(3.176), (3.185), (3.186), (3.192), and Remark 3.10 we conclude that
P
[S]
2n (z) ∈ C(n+2)q×(n+2)q≥ and P [S]2n−1(z) ∈ C(n+1)q×(n+1)q≥ (3.193)
are fulfilled. Obviously, D˜ := D ∩ Π+ is a discrete subset of Π+, and (3.193) implies
P
[S]
2n (z) ∈ C(n+2)q×(n+2)q≥ and P [S]2n−1(z) ∈ C(n+1)q×(n+1)q≥ for each z ∈ Π+\D˜. Thus,
Theorem 3.13 provides S ∈ S0,q,[α,∞)[(sj)2nj=0 ,≤].
(b) We now consider an arbitrary S ∈ S0,q,[α,∞)[(sj)2nj=0 ,≤]. Then S is holomorphic
in C\[α,∞), and Theorem 2.14 and Proposition 3.11 yield
P
[S]
2n−1(z) ∈ C(n+1)q×(n+1)q≥ and P [S]2n (z) ∈ C(n+2)q×(n+2)q≥
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for each z ∈ C\R. Consequently, Remark 3.10 (, using G = C \ [α,∞) and f = S,)
shows that, for each z ∈ C\R, the following three statements hold true:
(i) R(RTq,n(z)[vq,nS(z)− un]) ⊆ R(Hn).
(ii) R (RTq,n−1(z)[vq,n−1(z − α)S(z)− (−αun−1 − y0,n−1)]) ⊆ R(Hα.n−1).
(iii) The matrices Σ[S]2n−1(z) and Σ
[S]
2n (z) are non-negative Hermitian.
For each z ∈ C\[α,∞), from (3.19) we get
RTq,n(z)(vq,nS(z)− un) = R̂Tq,n(z)[vq,n, −un]
[
S(z)
Iq
]
= R̂Tq,n(z)[vq,n, Tq,nHnvq,n]
[
S(z)
Iq
]
= R̂Tq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
S(z)
Iq
]
(3.194)
and, because of Remark 3.19, we furthermore obtain (3.184). Using (3.178), Lemma
3.73, Lemma 3.74 (with G = C \ R), and (iii), we see that (3.179) and[
(z − α)S(z)
Iq
]∗
Ξ˜−∗n,α(z)
(
−J˜q
2=z
)
Ξ˜−1n,α(z)
[
(z − α)S(z)
Iq
]
≥ 0q×q (3.195)
hold true for each z ∈ C\R. In view of (3.178) and Lemma 3.59, we get (3.190)
for each z ∈ C\R. Consequently, from (3.195) equation (3.180) follows for each
z ∈ C\R. Since S and Ξ̂n,α are holomorphic in C\[α,∞) and since Lemma 3.62
shows that det Ξ̂n,α(z) 6= 0 holds true for each z ∈ C\[α,∞), from Ξ̂n,α ∈ W−J˜q ,α,
(3.141), (3.179), (3.180), and part (b) of Proposition 3.102 (with D = ∅) we get
that there is a pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C \ [α,∞)) of q × q matrix-valued functions φ and
ψ both being holomorphic in C\[α,∞) such that (3.173) and (3.174) hold true for
each z ∈ C\[α,∞). Because of (3.194) and (i), we infer (3.181) for each z ∈ C\R.
Consequently, from (3.177) and Lemma A.12 it follows that
(I(n+1)q −H+nHn)R̂Tq,n(z)[I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
S(z)
Iq
]
= 0(n+1)q×q
is true for each z ∈ C\R. Hence, the Identity Theorem for holomorphic functions
yields
(I(n+1)q −H+nHn)R̂Tq,n [I(n+1)q, Tq,nHn](I2 ⊗ vq,n)
[
S
Iq
]
= 0(n+1)q×q. (3.196)
Because of (3.181) and (ii), we obtain
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R
(
R̂Tq,n−1(z)
[
Inq, [RTq,n−1(α)]
−1Hn−1
] · (I2 ⊗ vq,n−1) [(z − α)S(z)Iq
])
⊆ R(Hα.n−1)
for each z ∈ C\R. Thus, for each z ∈ C\R, Lemma A.12 and (3.177) imply
(Inq −H+α.n−1Hα.n−1)R̂Tq,n−1(z)[Inq, [RTq,n−1(α)]−1Hn−1](I2 ⊗ vq,n−1)
[
(z − α)S(z)
Iq
]
= 0nq×q. (3.197)
Let Ê : C\[α,∞) → C be defined by Ê(z) := z. Applying the Identity Theorem for
holomorphic functions once more, from (3.197) it follows that
(Inq −H+α.n−1Hα.n−1)R̂Tq,n−1 [Inq, [RTq,n−1(α)]−1Hn−1](I2 ⊗ vq,n−1)
[
(Ê − α)S
Iq
]
= 0nq×q. (3.198)
In view of (3.141), (3.173), (3.174), (3.196), and (3.198), we infer, due to Lemma
3.107, that
[
φ
ψ
]
belongs to P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0].
(c) In view of part (a), we know that, for each k ∈ Z1,2, the func-
tion det (Ξ̂(2,1)n,α φk + Ξ̂
(2,2)
n,α ψk) does not vanish identically in C\[α,∞) and that
Sk :=
(
Ξ̂
(1,1)
n,α φk + Ξ̂
(1,2)
n,α ψk
)(
Ξ̂
(2,1)
n,α φk + Ξ̂
(2,2)
n,α ψk
)−1
is a well-defined q × q matrix-
valued function being meromorphic in C\[α,∞). Because of Ξ̂n,α ∈ W−J˜q ,α, the
application of part (d) of Proposition 3.102 provides the asserted equivalence. In the
case n ≥ 1, the proof is complete.
We now turn our attention to the case n = 0. Remark 3.56 shows that the matrix-
valued function Ξ̂0,α is holomorphic in C\[α,∞) and that det Ξ̂0,α(z) 6= 0 holds true
for each z ∈ C\[α,∞). Lemma 3.69 yields
Ξ̂0,α ∈ W˜−J˜q ,α. (3.199)
Since s0 ∈ Cq×q≥ is true, Remark A.8 yields
(
s+0
)∗
= s+0 . Thus, Remark 3.56 shows
that [
Ξ̂0,α(z)
]∗
=
[
Iq (z − α)s+0
0q×q Iq
]
(3.200)
is valid for each z ∈ C\ ([α,∞) ∪ D). In view of (3.32), we have
diag ((z − α) Iq, Iq)∗ · J˜q · diag ((z − α) Iq, Iq)
=
[
0q×q −i(z − α)Iq
i(z − α)Iq 0q×q
]
(3.201)
for each z ∈ C. Consequently, (3.200) and (3.201) imply
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Ξ̂−∗0,α(z) [diag ((z − α)Iq, Iq)]∗ J˜q diag ((z − α)Iq, Iq) Ξ̂−10,α(z)
=
[
Iq (z − α)s+0
0q×q Iq
] [
0q×q −i(z − α)Iq
i(z − α)Iq 0q×q
] [
Iq 0q×q
(z − α)s+0 Iq
]
= [diag ((z − α)Iq, Iq)]∗ J˜q [diag ((z − α)Iq, Iq)] (3.202)
for each z ∈ C\[α,∞). From (3.66), (s+0 )∗ = s+0 , (3.32), and i(z − z) = 2=z, we get
Ξ̂−∗0,α(z)J˜qΞ̂
−1
0,α(z) =
[
Iq (z − α)s+0
0q×q Iq
] [
0q×q −iIq
iIq 0q×q
] [
Iq 0q×q
(z − α)s+0 Iq
]
=
[
i(z − z)s+0 −iIq
iIq 0q×q
]
= J˜q + diag
(
2=zs+0 , 0q×q
)
(3.203)
for all z ∈ C\[α,∞). Because of Remark 3.10, Remark 3.3, (3.4), (3.1), and (1.2), we
obtain
Σ
[S]
0 (z) =
S(z)− S∗(z)
z − z − S
∗(z)s+0 S(z) (3.204)
for each z ∈ C\R. We will use the q × q block representation (3.141) in the case
n = 0.
(a) Let
[
φ
ψ
]
∈ P(q,q)
J˜q ,≥
[
C\[α,∞), (sj)0j=0
]
. Definition 3.86 then shows that there is a
discrete subset D′ of C\[α,∞) such that φ and ψ are holomorphic in C\ ([α,∞) ∪ D′),
that (3.134) holds true for all z ∈ C\ ([α,∞) ∪ D′), and that the inequalities (3.135)
and (3.136) are fulfilled for all z ∈ C\ (R ∪ D′). From Notation 3.105 we know that
(3.154) is fulfilled in case n = 0. Consequently, Lemma E.5 yields the existence of a
discrete subset D′′ of C\[α,∞) such that φ and ψ are holomorphic in C\ ([α,∞) ∪ D′′)
and that (3.149) is true in the case n = 0 for each z ∈ C\ ([α,∞) ∪ D′′). According
to Remark E.1, we see that D˜ := D′ ∪ D′′ is a discrete subset of C\[α,∞) as well.
Obviously, φ and ψ are holomorphic in C\
(
[α,∞) ∪ D˜
)
and fulfill (3.134) for all
z ∈ C\
(
[α,∞) ∪ D˜
)
as well as (3.135) and (3.136) for all z ∈ C\
(
R ∪ D˜
)
. We now
consider an arbitrary z ∈ C\
(
R ∪ D˜
)
. Then z ∈ (Hφ ∪Hψ) \R and Lemma 3.104
provide
det
(
Ξ̂
(2,1)
0,α (z)φ(z) + Ξ̂
(2,2)
0,α (z)ψ(z)
)
6= 0. (3.205)
In particular, the matrix-valued function det
(
Ξ̂
(2,1)
0,α φ+ Ξ̂
(2,2)
0,α ψ
)
does not vanish iden-
tically. In view of (3.199), using part (c) of Proposition 3.102, we see that there
is a discrete subset D of C\[α,∞) such that all the functions Ξ̂0,α, φ, and ψ are
holomorphic in C\ ([α,∞) ∪ D), that det Ξ̂0,α(z) 6= 0 and (3.205) hold true for all
z ∈ C ([α,∞) ∪ D), that the matrix-valued function S given by
S :=
(
Ξ̂
(1,1)
0,α φ+ Ξ̂
(1,2)
0,α ψ
)(
Ξ̂
(2,1)
0,α φ+ Ξ̂
(2,2)
0,α ψ
)−1
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is holomorphic in C\ ([α,∞) ∪ D), that the inequalities[
S(z)
Iq
]∗
Ξ̂−∗0,α(z)
(
− J˜q
2=z
)
Ξ̂−10,α(z)
[
S(z)
Iq
]
≥ 0q×q (3.206)
and [
S(z)
Iq
]∗
Ξ̂−∗0,α(z) [diag ((z − α)Iq, Iq)]∗
(
− J˜q
2=z
)
· diag ((z − α)Iq, Iq) Ξ̂−10,α(z)
[
S(z)
Iq
]
≥ 0q×q (3.207)
hold true for n = 0 and for each z ∈ C\ (R ∪ D), and that
S(z) =
(
Ξ̂
(1,1)
0,α (z)φ(z) + Ξ̂
(1,2)
0,α (z)ψ(z)
)(
Ξ̂
(2,1)
0,α (z)φ(z) + Ξ̂
(2,2)
0,α (z)ψ(z)
)−1
(3.208)
is fulfilled for all z ∈ C\ ([α,∞) ∪ D). Using (3.202), Remark 3.44, and (3.13), we
conclude[
S(z)
Iq
]∗
Ξ̂−∗0,α(z) [diag ((z − α)Iq, Iq)]∗
(
− J˜q
2=z
)
diag ((z − α)Iq, Iq) Ξ̂−10,α(z)
[
S(z)
Iq
]
=
[
S(z)
Iq
]∗
[diag ((z − α)Iq, Iq)]∗
(
− J˜q
2=z
)
diag ((z − α)Iq, Iq)
[
S(z)
Iq
]
=
[
(z − α)S(z)
Iq
]∗(
− J˜q
2=z
)[
(z − α)S(z)
Iq
]
=
= [(z − α)S(z)]
=z
=
[(z − α)S(z)]− [(z − α)S(z)]∗
z − z = P
[S]
−1 (3.209)
for all z ∈ C (R ∪ D). Combining (3.209) and (3.207), we obtain
P
[S]
−1 (z) =
[
S(z)
Iq
]∗
Ξ̂−∗0,α(z) [diag ((z − α)Iq, Iq)]∗
(
− J˜q
2=z
)
· diag ((z − α)Iq, Iq) Ξ̂−10,α(z)
[
S(z)
Iq
]
≥ 0q×q
for all z ∈ C (R ∪ D). Taking into account (3.203), Remark 3.44, and (3.204), it
follows that[
S(z)
Iq
]∗
Ξ̂−∗0,α(z)
(
− J˜q
2=z
)
Ξ̂−10,α(z)
[
S(z)
Iq
]
=
[
S(z)
Iq
]∗(
− 1
2=z
[
J˜q + diag
(
2=z · s+0 , 0q×q
)])[S(z)
Iq
]
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=
[
S(z)
Iq
]∗(
− J˜q
2=z
)[
S(z)
Iq
]
−
[
S(z)
Iq
]∗
· diag (s+0 , 0q×q) · [S(z)Iq
]
=
S(z)− S∗(z)
z − z − S
∗(z)s+0 S(z) = Σ
[S]
0 (z) (3.210)
is valid for all z ∈ C (R ∪ D). Thus, (3.210) and (3.206) provide
Σ
[S]
0 (z) =
[
S(z)
Iq
]∗
Ξ̂−∗0,α(z)
(
− J˜q
2=z
)
Ξ̂−10,α(z)
[
S(z)
Iq
]
≥ 0q×q (3.211)
for each z ∈ C (R ∪ D). From (3.141), Remark 3.56, and (3.205), we get
det
(−(z − α)s+0 φ(z) + ψ(z)) 6= 0 for all z ∈ C\(R ∪ D). (3.212)
In view of (3.205), (3.212), (3.208), (3.141), and Remark 3.56, we conclude that
S(z) =
(
Ξ̂
(1,1)
0,α (z)φ(z) + Ξ̂
(1,2)
0,α (z)ψ(z)
)(
Ξ̂
(2,1)
0,α (z)φ(z) + Ξ̂
(2,2)
0,α (z)ψ(z)
)−1
= φ(z) · (−(z − α)s+0 φ(z) + ψ(z))−1 (3.213)
holds true for all z ∈ C\(R ∪ D). The assumption (sj)0j=0 ∈ K≥,eq,0,α shows that
(sj)
0
j=0 ∈ H≥q,0,α. (3.214)
Since (3.143) is valid for all z ∈ C\ ([α,∞) ∪ D′′) and, in particular, for n = 0 and
all z ∈ C\ (R ∪ D), we see that
RTq,0(z)vq,0φ(z) = H
+
0 H0RTq,0(z)vq,0φ(z) (3.215)
is true for each z ∈ C\ (R ∪ D). Since s0 is a Hermitian matrix, (1.2) and Remark
A.8 yield
H+0 H0 = s
+
0 s0 = s0s
+
0 = H0H
+
0 . (3.216)
Furthermore, Remark 3.3 and (3.4) show that
RTq,0(z)vq,0 = IqIq = Iq for all z ∈ C. (3.217)
Thus, from (3.215), (3.216), and (3.217), we get φ(z) = H0H+0 φ(z) and, in particular,
R(φ(z)) ⊆ R(H0) for all z ∈ C\(R ∪ D). Because of (3.213), this implies
R(S(z)) = R
(
φ(z) · (−(z − α)s+0 φ(z) + ψ(z))−1) ⊆ R(φ(z)) ⊆ R(H0) (3.218)
for all z ∈ C\ (R ∪ D). Taking into account (C\D) \R = C\ (R ∪ D), (3.214), (3.218),
(3.211), and part (a) of Remark 3.10, we obtain that
P
[S]
0 (z) ∈ C2q×2q≥ for all z ∈ C\(R ∪ D).
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By virtue of Π+\D ⊆ C\(R ∪ D) and Theorem 3.13, we conclude S ∈
S0,q,[α,∞)[(sj)0j=0,≤].
(b) We consider an arbitrary S ∈ S0,q,[α,∞)[(sj)0j=0,≤]. In particular, we then knows
that
S ∈ S0,q,[α,∞) and S ∈ Sq,[α,∞). (3.219)
According to Theorem 2.14 and Proposition 3.26, we get
P
[S]
0 (z) ∈ C2q×2q≥ for all z ∈ C\R. (3.220)
Because of (3.219) and Lemma 2.9, we conclude that
1
=z= [(z − α)S(z)] ∈ C
q×q
≥ for all z ∈ C\R,
which implies
(z − α)S(z)− [(z − α)S(z)]∗
z − z ∈ C
q×q
≥ for all z ∈ C\R. (3.221)
Comparing (3.221) with (3.13), we get
P
[S]
−1 (z) ∈ Cq×q≥ for all z ∈ C\R. (3.222)
Using Remark 3.10, Remark 3.3, (3.4), (3.1), and (1.2), for each z ∈ C\(R ∪ D), we
infer that (3.204) holds true. In view of (3.203), Remark 3.44, and (3.204), for all
z ∈ C\(R ∪ D), analogous to (3.210), we obtain[
S(z)
Iq
]∗
Ξ̂−∗0,α(z)
(
−J˜q
2=z
)
Ξ̂−10,α(z)
[
S(z)
Iq
]
= Σ
[S]
0 (z). (3.223)
By virtue of (3.220) and Remark 3.10, for each z ∈ C\R, the matrix on the right-hand
side of (3.223) is non-negative Hermitian. Thus, (3.223) implies[
S(z)
Iq
]∗
Ξ̂−∗0,α(z)
(
− J˜q
2=z
)
Ξ̂−10,α(z)
[
S(z)
Iq
]
∈ Cq×q≥ . (3.224)
Using (3.202), Remark 3.44, and (3.13), once more we see that (3.209) is fulfilled
for all z ∈ C\R. Because of (3.222) and (3.209), for all z ∈ C\R, the matrix on
the left-hand side of (3.209) is non-negative Hermitian. Consequently, additionally
taking (3.199) and (3.224) into account, applying part (b) of Proposition 3.102 with
D = ∅, we see that there is a pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) such that φ and ψ are
holomorphic in C\[α,∞) and that
det
(
Ξ
(2,1)
0,α (z)φ(z) + Ξ
(2,2)
0,α (z)ψ(z)
)
6= 0 (3.225)
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and
S(z) =
(
Ξ
(1,1)
0,α (z)φ(z) + Ξ
(1,2)
0,α (z)ψ(z)
)(
Ξ
(2,1)
0,α (z)φ(z) + Ξ
(2,2)
0,α (z)ψ(z)
)−1
(3.226)
are fulfilled for each C\[α,∞). By virtue of (3.220), from Remark 3.10 we see that
R (RTq,0(z) [vq,0S(z)− u0]) ⊆ R(H0) for all z ∈ C\R,
which, because of (3.1), implies
R (RTq,0(z)vq,0S(z)) ⊆ R(H0) for all z ∈ C\R.
Thus, Lemma A.12 yields
H0H
+
0
[
RTq,0(z)vq,0S(z)
]
= RTq,0(z)vq,0S(z) for all z ∈ C\R.
Consequently, since H0 ∈ Cq×q≥ and Remark A.9 show that H0H+0 = H+0 H0 is valid,
we obtain (
Iq −H+0 H0
)
RTq,0(z)vq,0S(z) = 0q×q (3.227)
for all z ∈ C\R. Thus, the Identity Theorem for holomorphic functions shows that
(3.227) is true for all z ∈ C\[α,∞). Comparing (3.141) and (3.65) in Remark 3.56,
from (3.225) and (3.226), we conclude that (3.213) holds true for all z ∈ C\[α,∞).
Because of (3.227) and (3.225), we infer
(
Iq −H+0 H0
)
RTq,0(z)vq,0φ(z) = 0q×q for each
z ∈ C\[α,∞). In particular, (3.154) holds true in the case n = 0. According to
Notation 3.105, we see that
[
φ
ψ
]
belongs to P(q,q)−J˜q ,≥
[
C\[α,∞), (sj)0j=0
]
.
(c) Part (c) can be proven in case n = 0 using the same arguments as in the case
n ≥ 1.
3.7. Parametrization of the solution set of the truncated
matricial Stieltjes moment probem in the non-degenerate
and degenerate cases
In this section, we consider an arbitrary α ∈ R, an arbitrary κ ∈ N ∪ {∞}, an
arbitrary sequence (sj)
2n
j=0 belonging to K≥,eq,κ,α, and an arbitrary non-negative integer
n such that 2n ≤ κ. We present the main results of Section 3. We will summarize our
preliminary considerations and give a parametrization of the solution set of problem
S[[α,∞); (sj)2nj=0,≤]. In view of Theorem 2.14, this will be a description of the solution
set of the corresponding Stieltjes-type moment problem M[[α,∞); (sj)2nj=0,≤].
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3.7.1. Distinction of cases
According to Lemma 3.81 and a well-known result of the linear algebra (see, e.g. [126,
Lemma 3.10] and [126, Lemma 2.6]), we infer that
k := rank
[(
I(n+1)q −H+nHn
)
RTq,n (α) vq,n
]
(3.228)
and
l :=
{
rank
[(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHnvq,n
]
, if n ≥ 1
0, if n = 0
(3.229)
both are non-negative integers and that k + l ≤ q is fulfilled. In particular, 0 ≤ k ≤ q
and 0 ≤ l ≤ q. We separately consider the following three cases:
(I) The non-degenerate case that k = 0 and l = 0 hold true.
(II) The degenerate, but not completely degenerate case 1 ≤ k + l ≤ q − 1.
(III) The completely degenerate case k + l = q.
For technical reasons, it will be an advantage to divide the cases (II) and (III) into
further sub-cases. Thus, we consider the cases
(II-1) k ≥ 1, l ≥ 1, and k + l ≤ q − 1,
(II-2) k = 0 and 1 ≤ l ≤ q − 1,
(II-3) 1 ≤ k ≤ q − 1 and l = 0,
and
(III-1) k + l = q, k ≥ 1, and l ≥ 1,
(III-2) k = 0 and l = q,
(III-3) k = q and l = 0.
We observe that the inequality l ≥ 1 necessarily implies n ≥ 1 and, consequently,
2 ≤ 2n ≤ κ. Hence, regarding cases (II-1), (II-2), (III-1), and (III-2), we can assume
that κ ≥ 2 and that n is a positive integer such that 2n ≤ κ.
Throughout this chapter, let Ξn,α : C → C2q×2q be defined by (3.42), let
Ξ̂n,α := RstrC\[α,∞) Ξn,α, and let (3.141) be the q × q block partition of Ξ̂n,α.
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3.7.2. The non-degenerate case
First, we study the so-called non-degenerate case (I), i.e., we consider the situation
that (
I(n+1)q −H+nHn
)
RTq,n (α) vq,n = 0(n+1)q×q (3.230)
holds true and that, in case n ≥ 1, furthermore the equation(
Inq −H+α.n−1Hα.n−1
)
V ∗q,nHnvq,n = 0nq×q (3.231)
is also fulfilled. We start by proving a result similar to [106, Lemma 11.1] and [69,
Remark 12.1].
Lemma 3.109. Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let n ∈ N
be such that 2n ≤ κ and let k and l be given by (3.228) and (3.229), respectively. Let
Un,α and Wn,α be the subspaces of Cq given by (3.128) and (3.129), respectively. If
k = 0 and l = 0, then Un,α = {0q×1}, Wn,α = {0q×1}, and
P(q,q)−J˜q ,≥[C \ [α,∞), (sj)
2n
j=0] = P(q,q)−J˜q ,≥(C\[α,∞)).
Proof. According to (3.228), (3.229), (3.128), (3.129), and part (a)
of Lemma 3.81, we obtain (3.230), Un,α = {0q×1}, Wn,α = {0q×1},
and, in case n ≥ 1, furthermore (3.231). Thus, conditions (i) and
(ii) of Notation 3.105 are fulfilled for each
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)).
Consequently, P(q,q)−J˜q ,≥ (C\[α,∞)) ⊆ P
(q,q)
−J˜q ,≥[C\[α,∞), (sj)
2n
j=0]. Obviously,
P(q,q)−J˜q ,≥[C \ [α,∞), (sj)
2n
j=0] ⊆ P(q,q)−J˜q ,≥ (C\[α,∞)) holds true as well.
In a similar way, a corresponding result regarding the 'odd case' was obtained
in [106, Theorem 11.2] (see also [69, Theorem 12.2]). We are now able to give a
parametrization of the solution set of the moment problem S[[α,∞); (sj)2nj=0,≤] in the
non-degenerate case.
Theorem 3.110. Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0
be such that 2n ≤ κ. Suppose that k and l given by (3.228) and (3.229) fulfill k = 0
and l = 0. Let (3.141) be the q × q block partition of Ξ̂n,α := RstrC\[α,∞) Ξn,α, where
Ξn,α : C → C2q×2q is given by (3.42) if n ≥ 1 and by (3.64) if n = 0. Then the
following statements hold true:
(a) For each pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)), the function det (Ξ̂
(2,1)
n,α φ + Ξ̂
(2,2)
n,α ψ)
does not vanish identically in C\[α,∞) and the matrix-valued function
Ŝn,α :=
(
Ξ̂
(1,1)
n,α φ+ Ξ̂
(1,2)
n,α ψ
)(
Ξ̂
(2,1)
n,α φ+ Ξ̂
(2,2)
n,α ψ
)−1
belongs to S0,q,[α,∞)[(sj)2nj=0 ,≤].
(b) For each S ∈ S0,q,[α,∞)[(sj)2nj=0 ,≤], there is a pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) of
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q × q matrix-valued functions φ and ψ which are holomorphic in C\[α,∞) such
that (3.173) and (3.174) hold true for each z ∈ C\[α,∞).
(c) Let
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)). Then (3.175) if and only if〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
holds true.
Proof. Apply Proposition 3.108 and Lemma 3.109.
It should be mentioned that the parametrization of the set S0,q,[α,∞)[(sj)2n+1j=0 ,≤] found
in [106] and [69], respectively, can be adjusted by using special functions which be-
long to a particular subclass of Sq×q(Π+) (see [139]). The corresponding statements,
regarding the parametrization of the set S0,q,[α,∞)[(sj)2nj=0,≤], should not be the sub-
ject of this thesis. The same subclass of Sq×q(Π+) considered in [139] was used for
determining the set S0,q,[α,∞)[(sj)mj=0 ,≤] in the non-degenerate case presented in the
PhD thesis [87] of B. Jeschke. Throughout this thesis, an alternative approach to
parametrize the truncated Stieltjes-type power moment Problem is examined in the
non-degenerate case. The approach shown in [87] was inspired by the technique used
by Yu. M. Dyukarev [50] in the case α = 0. B. Jeschke extended results of A. E.
Choque Rivero [37] on various kinds of matrix polynomials which are connected to
the case α = 0 to the case of an arbitrary α ∈ R.
3.7.3. The degenerate, but not completely degenerate case
After succeeding a parameterization of the solution set of Problem S[[α,∞); (sj)2nj=0,≤]
in the non-degenerate case, we now will examine a parametrization with free param-
eters in the case (II). First we call some technical results from [106].
Remark 3.111 ( [106, Lemmas 11.3 and 11.4], [69, Remark 12.3]). Let α ∈ R. Let
U and W be complex q × q matrices with W ∗U = Iq. Then it is readily checked that
the following statements hold true:
(a) If
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)), then
[
φ]
ψ]
]
given by φ] := Uφ and ψ] := Wψ belongs
to P(q,q)−J˜q ,≥ (C\[α,∞)).
(b) For each j ∈ Z1,2, let
[
φj
ψj
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)), let φ
]
j := Uφj and ψ
]
j := Wψj.
Then
〈[
φ]1
ψ]1
]〉
=
〈[
φ]2
ψ]2
]〉
if and only if
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
Lemma 3.112 ( [106, Lemmas 11.5 and 11.6], [69, Lemma 12.4]). Let α ∈ R and
let r ∈ N with r < q. Let U and W be complex (q − r) × (q − r) matrices with
rank
[
U
W
]
= q − r and W ∗U = 0(q−r)×(q−r). Let U (resp. W) be the constant matrix-
valued function (defined onto C \ [α,∞)) with value U (resp. W ). Then:
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(a) If
[
φ
ψ
]
∈ P(r,r)−J˜r,≥(C \ [α,∞)), then the pair
[
φ]
ψ]
]
given by φ] := diag (φ, U) and
ψ] := diag (ψ, W) belongs to P(q,q)−J˜q ,≥ (C\[α,∞)).
(b) Let
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈ P(r,r)−J˜r,≥(C \ [α,∞)). For each k ∈ Z1,2, let φ
]
k := diag (φk, U)
and ψ]k := diag (ψk, W ). Then
〈[
φ]1
ψ]1
]〉
=
〈[
φ]2
ψ]2
]〉
if and only if〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
We now especially study the case (II-1), i.e.,
1 ≤ k, 1 ≤ l, and k + l ≤ q − 1 (3.232)
are fulfilled. First, we consider special diagonalizations of orthogonal projection ma-
trices. Therefore, we now repeat a result formulated in [27, Lemma 5.2], which was
proved in detail in [106, Lemma 11.7]. A similiar result concerning a different class
of meromorphic matrix-valued functions can be found in [28, Lemma 4.3].
Lemma 3.113. Let k and l ∈ N be such that k+ l ≤ q−1. Let U andW be orthogonal
subspaces of Cq with dim U = k and dim W = l. Then r := q−(k+l) fulfills r ≥ 1 and
the following statements hold true, where PU and PW are the orthogonal projection
matrices onto U and W, respectively:
(a) There exists a unitary complex q × q matrix U such that
U∗PUU = diag (0r×r, Ik, 0l×l) (3.233)
and
U∗PWU = diag (0r×r, 0k×k, Il) . (3.234)
(b) Let α ∈ R and let U be a unitary complex q × q matrix such that (3.233) and
(3.234) are fulfilled.
(b1) Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) be such that
PU φ = 0q×q and PW ψ = 0q×q. (3.235)
Then there exists a pair
[
φ̂
ψ̂
]
∈ P(r,r)−J˜r,≥(C \ [α,∞)) such that the following
three conditions are valid:
(i) φ̂ and ψ̂ are holomorphic in Π+.
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(ii)
U · diag (φ̂, 0k×k, Il)
U · diag
(
ψ̂, Ik, 0l×l
) ∈ P(q,q)−J˜q ,≥(C \ [α,∞)).
(iii)
〈[
φ
ψ
]〉
=
〈U · diag (φ̂, 0k×k, Il)
U · diag
(
ψ̂, Ik, 0l×l
)〉.
(b2) Let
[
φ̂
ψ̂
]
∈ P(r,r)−J˜r,≥(C \ [α,∞)). Then (ii) is fulfilled. Furthermore, for
each
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C \ [α,∞)) such that (iii) is fulfilled, both equations in
(3.235) hold true.
Lemma 3.114. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α.
Let n ∈ N be such that 2n ≤ κ. Suppose that k and l given by (3.228) and (3.229),
respectively, and
r := q − (k + l) (3.236)
are such that k ≥ 1, l ≥ 1, and r ≥ 1 hold true. Let Un,α and Wn,α be the subspaces
of Cq defined in (3.128) and (3.129). Furthermore, let PUn,α (resp. PWn,α) be the
orthogonal projection matrix onto Un,α (resp. Wn,α) of Cq. Then:
(a) There exists a unitary complex q × q matrix U such that
U∗PUn,αU = diag (0r×r, Ik, 0l×l) (3.237)
and
U∗PWn,αU = diag (0r×r, 0k×k, Il) . (3.238)
(b) Let U be an arbitrary unitary complex q × q matrix such that (3.237) and (3.238)
are fulfilled.
(b1) If
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)) is such that (3.154) and (3.155) hold true, then
there exists a pair
[
φ̂
ψ̂
]
∈ P(r,r)−J˜r,≥(C\[α,∞)) such that conditions (i), (ii),
and (iii) of Lemma 3.113 are fulfilled.
(b2) Let
[
φ̂
ψ̂
]
∈ P(r,r)−J˜r,≥(C \ [α,∞)). Then condition (ii) of Lemma 3.113 is ful-
filled. Furthermore, for each pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)) fulfilling condi-
tion (iii) of Lemma 3.113, the equations (3.154) and (3.155) hold true.
Proof. Our proof of Lemma 3.114 is quite similar to the proof of [106, Lemma 11.8].
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Due to changes in notation, we will state this proof though. Taking into account
(3.128), (3.129), part (a) of Lemma 3.81, (3.228), (3.229), and the assumption that k
and l are positive integers, we obtain that Un,α and Wn,α are orthogonal subspaces of
Cq with dim Un,α = k ≥ 1 and dim Wn,α = l ≥ 1. In view of (3.236) and r ≥ 1, we
infer that k + l = q − r ≤ q − 1. Thus, Lemma 3.113 can be applied with U = Un,α
and W =Wn,α.
(a) We receive immediately part (a), due to part (a) of Lemma 3.113.
(b1) Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) be such that (3.154) and (3.155) are fulfilled. Using
(3.154), (3.128), and part (b) of Lemma 3.81, we obtain PUn,αφ = 0q×q. Analogously,
from (3.155), (3.129) and part (c) of Lemma 3.81 we get PWn,αψ = 0q×q. Thus, since
U is a unitary q × q-matrix fulfilling (3.237) and (3.238), part (b1) of Lemma 3.113
yields the existence of a pair
[
φ̂
ψ̂
]
∈ P(r,r)−J˜r,≥(C \ [α,∞)) such that the three conditions
(i), (ii), and (iii) of Lemma 3.113 are fulfilled.
(b2) Following part (b2) of Lemma 3.113, we see that (ii) holds true. Let
[
φ
ψ
]
∈
P(q,q)−J˜q ,≥(C \ [α,∞)) be arbitrarily chosen such that (iii) is valid. Because of part (b2)
of Lemma 3.113, we obtain PUn,αφ = 0q×q and PWn,αψ = 0q×q. Then, parts (b) and
(c) of Lemma 3.81 deliver (3.154) and (3.155).
We now obtain a parametrization of the solution set of the truncated Stieltjes-type
power moment Problem in the case (II-1), i.e., considering the situation that the
three inequalities in (3.232) are fulfilled. As already mentioned in Section 3.7.1, it is
sufficient to consider the situation that κ ≥ 2 and that n is a positive integer with
2n ≤ κ.
Theorem 3.115. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α.
Let n ∈ N be such that 2n ≤ κ. Suppose, that k, l and r given by (3.228), (3.229)
and (3.236) are positive. Let Un,α and Wn,α be the subspaces of Cq defined by (3.128)
and (3.129), respectively. In view of Lemma 3.114 (a), let U be a unitary complex
q × q matrix such that (3.237) and (3.238) are fulfilled. Let (3.141) be the q × q block
partition of Ξ̂n,α := RstrC\[α,∞) Ξn,α with Ξn,α : C→ C2q×2q given by (3.42). Then:
(a) For each
[
φ
ψ
]
∈ P(r,r)−J˜r,≥(C \ [α,∞)), the function
det
(
Ξ̂(2,1)n,α U · diag (φ, 0k×k, Il) + Ξ̂(2,2)n,α U · diag (ψ, Ik, 0l×l)
)
is meromorphic in C\[α,∞) and does not vanish identically. Furthermore,
S :=
(
Ξ̂(1,1)n,α U · diag (φ, 0k×k, Il) + Ξ̂(1,2)n,α U · diag (ψ, Ik, 0l×l)
)
· (Ξ̂(2,1)n,α U · diag (φ, 0k×k, Il) + Ξ̂(2,2)n,α U · diag (ψ, Ik, 0l×l) )−1
belongs to S0,q,[α,∞)[(sj)2nj=0,≤].
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(b) For each S ∈ S0,q,[α,∞)[(sj)2nj=0,≤], there exists a pair
[
φ
ψ
]
∈ P(r,r)−J˜r,≥(C\[α,∞))
such that the function det
(
Ξ̂
(2,1)
n,α U·diag (φ, 0k×k, Il)+Ξ̂(2,2)n,α U·diag (ψ, Ik, 0l×l)
)
does not vanish identically and that S admits the representation
S =
(
Ξ̂(1,1)n,α U · diag (φ, 0k×k, Il) + Ξ̂(1,2)n,α U · diag (ψ, Ik, 0l×l)
)
· (Ξ̂(2,1)n,α U · diag (φ, 0k×k, Il) + Ξ̂(2,2)n,α U · diag (ψ, Ik, 0l×l) )−1. (3.239)
(c) Let
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈ P(r,r)−J˜r,≥(C \ [α,∞)). Then the following statements are equiv-
alent:
(i)
(
Ξ̂
(1,1)
n,α U · diag (φ1, 0k×k, Il) + Ξ̂(1,2)n,α U · diag (ψ1, Ik, 0l×l)
)
· (Ξ̂(2,1)n,α U · diag (φ1, 0k×k, Il) + Ξ̂(2,2)n,α U · diag (ψ1, Ik, 0l×l) )−1
=
(
Ξ̂
(1,1)
n,α U · diag (φ2, 0k×k, Il) + Ξ̂(1,2)n,α U · diag (ψ2, Ik, 0l×l)
)
· (Ξ̂(2,1)n,α U · diag (φ2, 0k×k, Il) + Ξ̂(2,2)n,α U · diag (ψ2, Ik, 0l×l) )−1.
(ii)
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
Proof. The proof of Theorem 3.115 presented here is a modification of the proof
of [106, Theorem 11.9], where a similar situation is considered (see also [69, Theorem
12.7]).
(a) Let
[
φ
ψ
]
∈ P(r,r)−J˜r,≥(C\ [α,∞)). From part (b2) of Lemma 3.114 and Notation 3.105
we get [
U · diag (φ, 0k×k, Il)
U · diag (ψ, Ik, 0l×l)
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0].
Thus, part (a) of Proposition 3.108 delivers (a).
(b) Let S ∈ S0,q[α,∞)[(sj)2nj=0 ,≤]. Then part (b) of Proposition 3.108 shows that there
is a pair
[
φ˜
ψ˜
]
belonging to P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0] such that φ˜ and ψ˜ are holomorphic
in C\[α,∞) and that the inequality
det
(
Ξ̂(2,1)n,α (z)φ˜(z) + Ξ̂
(2,2)
n,α (z)ψ˜(z)
)
6= 0 (3.240)
and the representation
S(z) =
[
Ξ̂(1,1)n,α (z)φ˜(z) + Ξ̂
(1,2)
n,α (z)ψ˜(z)
] [
Ξ̂(2,1)n,α (z)φ˜(z) + Ξ̂
(2,2)
n,α (z)ψ˜(z)
]−1
(3.241)
of S hold true for each z ∈ C\[α,∞). Because of Notation 3.105 and part (b1) of
Lemma 3.114, there exists a pair
[
φ
ψ
]
belonging to P(r,r)−J˜r,≥(C\[α,∞)) such that
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[
U · diag (φ, 0k×k, Il)
U · diag (ψ, Ik, 0l×l)
]
∈ P(q,q)−J˜q ,≥(C\[α,∞))
and 〈[
φ˜
ψ˜
]〉
=
〈[
U · diag (φ, 0k×k, Il)
U · diag (ψ, Ik, 0l×l)
]〉
are fulfilled. Using Remark 3.89, we see that there are a discrete subset D of C\[α,∞)
and a q × q matrix-valued function g being meromorphic in C\[α,∞) such that
φ˜, ψ˜, φ, ψ, and g are holomorphic in C\([α,∞) ∪ D) and that det g(z) 6= 0 and[
φ˜
ψ˜
]
=
[
U · diag (φ(z), 0k×k, Il) · g(z)
U · diag (ψ(z), Ik, 0l×l) · g(z)
]
(3.242)
are fulfilled for each z ∈ C\([α,∞) ∪ D) as well. Hence, (3.240) and (3.242) deliver
0 6= det [Ξ̂(2,1)n,α (z)U · diag (φ(z), 0k×k, Il) · g(z)
+ Ξ̂(2,2)n,α (z)U · diag (ψ(z), Ik, 0l×l) · g(z)
]
= det
[
Ξ̂(2,1)n,α (z)U · diag (φ(z), 0k×k, Il)
+ Ξ̂(2,2)n,α (z)U · diag (ψ(z), Ik, 0l×l)
] · det g(z)
for each z ∈ C\ ([α,∞) ∪ D). In particular, the function
det
[
Ξ̂(2,1)n,α U · diag (φ, 0k×k, Il) + Ξ̂(2,2)n,α U · diag (ψ, Ik, 0l×l)
]
does not vanish identically and is meromorphic in C\[α,∞). Moreover, (3.241) and
(3.242) show that
S(z)
=
(
Ξ̂(1,1)n,α (z)U · diag (φ(z), 0k×k, Il) · g(z) + Ξ̂(1,2)n,α (z)U · diag (ψ(z), Ik, 0l×l) · g(z)
)
· (Ξ̂(2,1)n,α (z)U · diag (φ(z), 0k×k, Il) · g(z) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), Ik, 0l×l) · g(z))−1
=
(
Ξ̂(1,1)n,α (z)U · diag (φ(z), 0k×k, Il) + Ξ̂(1,2)n,α (z)U · diag (ψ(z), Ik, 0l×l)
) · g(z) [g(z)]−1
· (Ξ̂(2,1)n,α (z)U · diag (φ(z), 0k×k, Il) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), Ik, 0l×l) )−1
=
(
Ξ̂(1,1)n,α (z)U · diag (φ(z), 0k×k, Il) + Ξ̂(1,2)n,α (z)U · diag (ψ(z), Ik, 0l×l)
)
· (Ξ̂(2,1)n,α (z)U · diag (φ(z), 0k×k, Il) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), Ik, 0l×l) )−1
is valid for each z ∈ C\([α,∞) ∪ D). Thus, (3.239) holds true.
(c) Let U := diag (0k×k, Il) and let W := diag (Ik, 0l×l). Then W ∗U = 0(k+l)×(k+l) =
0(q−r)×(q−r) and rank
[
U
W
]
= k + l = q − r. Keeping in mind that the pairs
[
φ1
ψ1
]
and[
φ2
ψ2
]
belong to P(r,r)−J˜r,≥(C\[α,∞)), then Lemma 3.112 (a) yields, for each j ∈ Z1,2,
that the pair
[
φj
ψj
]
given by φj := diag (φj, U) and ψ

j := diag (ψj, W ) belongs to
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P(q,q)−J˜q ,≥(C\[α,∞)). Furthermore, Lemma 3.112 (b) shows that (ii) is equivalent to:
(iii)
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
Regarding U∗U = Iq and Remark 3.111, we obtain, for each j ∈ Z1,2, that the pair[
φ̂j
ψ̂j
]
given by φ̂j := Uφj and ψ̂j := Uψj belongs to P(q,q)−J˜q ,≥(C\[α,∞)) and that (iii)
is equivalent to:
(iv)
〈[
φ̂1
ψ̂1
]〉
=
〈[
φ̂2
ψ̂2
]〉
.
Because of part (b2) of Lemma 3.114 and Notation 3.105, the pairs
[
φ̂1
ψ̂1
]
and
[
φ̂2
ψ̂2
]
both belong to P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0]. Following part (c) of Proposition 3.108, we
get the equivalence of (iv) and (i). Thus, (i) and (ii) are equivalent.
We now are going to discuss case (II-2), i.e., we consider the situation that
k = 0 and 1 ≤ l ≤ q − 1 (3.243)
are fulfilled.
Remark 3.116. Let l ∈ N such that 1 ≤ l ≤ q − 1 and let W be a subspace of Cq
with dim W = l. Let PW be the orthogonal projection matrix onto W . Then it is
readily checked that there is a unitary complex q × q-matrix U with
U∗PWU = diag
(
0(q−l)×(q−l), Il
)
(3.244)
(see, e.g. [107, Lemma 11.10] and [139, Lemma 9.12]).
Lemma 3.117. Let α ∈ R, let l ∈ N with 1 ≤ l ≤ q − 1, and let W be a subspace of
Cq with dim W = l. Then:
(a) There is a unitary complex q × q-Matrix U fulfilling (3.244).
(b) Let U a unitary complex q × q-matrix such that (3.244) holds.
(b1) Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)) be such that
PW ψ = 0q×q. (3.245)
Then there is a pair
[
φ̂
ψ̂
]
∈ P(q−l,q−l)−J˜q−l,≥ (C\[α,∞)) such that the following
three conditions hold true:
(i) φ̂ and ψ̂ are holomorphic in Π+.
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(ii)
 U · diag (φ̂, Il)
U · diag
(
ψ̂, 0l×l
) ∈ P(q,q)−J˜q ,≥(C\[α,∞)).
(iii)
〈[
φ
ψ
]〉
=
〈 U · diag (φ̂, Il)
U · diag
(
ψ̂, 0l×l
)〉.
(b2) Let
[
φ̂
ψ̂
]
∈ P(q−l,q−l)−J˜q−l,≥ (C\[α,∞)). Then (ii) is fulfilled. Furthermore, each
pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)) which is satisfies (iii) fulfills (3.245).
A proof of Lemma 3.117 is given in [107, Lemma 11.11]. A detailed version of this
proof is also stated in [139, Lemma 9.13].
Lemma 3.118. Let α ∈ R, κ ∈ N ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let
n ∈ N be such that 2n ≤ κ. Suppose that l defined by (3.229) is such that 1 ≤ l ≤ q−1.
LetWn,α denote the subspace of Cq given by (3.129) and let PWn,α mark the orthogonal
projection matrix onto Wn,α. Then:
(a) There exists a unitary complex q × q matrix U with
U∗PWn,αU = diag
(
0(q−l)×(q−l), Il
)
. (3.246)
(b) Let U be an arbitrary unitary complex q × q matrix such that (3.246) holds true.
(b1) If
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C \ [α,∞)) is such that
(Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,nψ = 0nq×q (3.247)
holds true, then there exists a pair
[
φ̂
ψ̂
]
∈ P(q−l,q−l)−J˜q−l,≥ (C\[α,∞)) such that the
three conditions (i), (ii), and (iii) stated of Lemma 3.117 are fulfilled.
(b2) Let
[
φ̂
ψ̂
]
∈ P(q−l,q−l)−J˜q−l,≥ (C\[α,∞)). Then condition (ii) of Lemma 3.117 holds
true. Furthermore, each pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)) satisfying condition
(iii) of Lemma 3.117 fulfills (3.247).
Proof. We modify the proof given in [107, Lemma 11.12]. Taking into account (3.129),
(3.229) and part (a) of Lemma 3.81, we see thatWn,α describes a subspace of Cq with
dim Wn,α = l. Because of 1 ≤ l ≤ q−1, Lemma 3.117 can be used, settingW =Wn,α.
(a) This follows immediately due to part (a) of Lemma 3.117.
(b1) Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)) be such that (3.247) is fulfilled. Considering (3.247),
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(3.129) and part (c) of Lemma 3.81, we get PWn,αψ = 0q×q. Since U is a unitary com-
plex q × q matrix fulfilling (3.246), part (b1) of Lemma 3.117 yields the existence of a
pair
[
φ̂
ψ̂
]
∈ P(q−l,q−l)−J˜q−l,≥ (C\[α,∞)) such that conditons (i), (ii), and (iii) of Lemma 3.117
are fulfilled.
(b2) From part (b2) of Lemma 3.117 we see that (ii) holds true and that each
pair
[
φ
ψ
]
belonging to P(q,q)−J˜q ,≥ (C\[α,∞)) for which (iii) holds true necessarily fulfills
PWn,αψ = 0q×q. In view of part (c) of Lemma 3.81, we obtain (3.247).
We now obtain a parametrization of the solution set of the Stieltjes-type power mo-
ment Problem in case (II-2), i.e., if the inequalities in (3.243) are fulfilled. As already
mentioned in Section 3.7.1, it is sufficient to consider the situation that κ ≥ 2 and
that n is a positive integer fulfilling 2n ≤ κ.
Theorem 3.119. Let α ∈ R, let κ ∈ N ∪ {∞} with κ ≥ 2, let (sj)κj=0 ∈ K≥,eq,κ,α,
and let n ∈ N be such that 2n ≤ κ. Let Ξn,α : C → C2q×2q be the matrix-valued
function defined by (3.42) and Ξ̂n,α := RstrC\[α,∞) Ξn,α. Let (3.141) be the q × q block
representation of Ξ̂n,α. Suppose that the integers k given by (3.228) and l defined by
(3.229) fulfill k = 0 and 1 ≤ l ≤ q−1. LetWn,α be the subspace of Cq given by (3.129).
Furthermore, (in view of Lemma 3.118 (a),) let U be a unitary complex q × q matrix
such that (3.246) is fulfilled. Then the following statements hold true:
(a) For each
[
φ
ψ
]
∈ P(q−l,q−l)−J˜q−l,≥ (C\[α,∞)), the function
det
(
Ξ̂(2,1)n,α U · diag (φ, Il) + Ξ̂(2,2)n,α U · diag (ψ, 0l×l)
)
is meromorphic in C\[α,∞) and does not vanish identically. Moreover,
S :=
(
Ξ̂(1,1)n,α U · diag (φ, Il) + Ξ̂(1,2)n,α U · diag (ψ, 0l×l)
)
· (Ξ̂(2,1)n,α U · diag (φ, Il) + Ξ̂(2,2)n,α U · diag (ψ, 0l×l) )−1
belongs to S0,q,[α,∞)[(sj)2nj=0,≤].
(b) For each S ∈ S0,q,[α,∞)[(sj)2nj=0,≤], there exists a pair
[
φ
ψ
]
∈ P(q−l,q−l)−J˜q−l,≥ (C\[α,∞))
such that
det
(
Ξ̂(2,1)n,α U · diag (φ, Il) + Ξ̂(2,2)n,α U · diag (ψ, 0l×l)
)
is a function meromorphic in C \ [α,∞) which does not vanish identically and
such that S admits the representation
S =
(
Ξ̂(1,1)n,α U · diag (φ, Il) + Ξ̂(1,2)n,α U · diag (ψ, 0l×l)
)
· (Ξ̂(2,1)n,α U · diag (φ, Il) + Ξ̂(2,2)n,α U · diag (ψ, 0l×l) )−1. (3.248)
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(c) Let
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈ P(q−l,q−l)−J˜q−l,≥ (C\[α,∞)). Then the following statements are equiv-
alent:
(i)
(
Ξ̂
(1,1)
n,α U · diag (φ1, Il) + Ξ̂(1,2)n,α U · diag (ψ1, 0l×l)
)
· (Ξ̂(2,1)n,α U · diag (φ1, Il) + Ξ̂(2,2)n,α U · diag (ψ1, 0l×l) )−1
=
(
Ξ̂
(1,1)
n,α U · diag (φ2, Il) + Ξ̂(1,2)n,α U · diag (ψ2, 0l×l)
)
· (Ξ̂(2,1)n,α U · diag (φ2, Il) + Ξ̂(2,2)n,α U · diag (ψ2, 0l×l) )−1.
(ii)
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
Proof. We modify the proof given in [107, Lemma 11.13] for another situation.
Because of (3.228) and k = 0, we obtain
(I(n+1)q −H+nHn)RTq,n(α)vq,n = 0(n+1)q×q. (3.249)
(a) Let
[
φ
ψ
]
∈ P(q−l,q−l)−J˜q−l,≥ (C \ [α,∞)). Then (3.249) yields
(I(n+1)q −H+nHn)RTq,n(α)vq,nU · diag (φ, Il) = 0(n+1)q×q. (3.250)
Following part (b2) of Lemma 3.117, we infer that
[
U · diag (φ, Il)
U · diag (ψ, 0l×l)
]
belongs to
P(q,q)−J˜q ,≥(C\[α,∞)) and that PWn,αU · diag (ψ, 0l×l) = 0q×q. Hence, (3.129) delivers
(Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,nU · diag (ψ, 0l×l) = 0nq×q. (3.251)
Taking (3.250) and (3.251) into account, Notation 3.105 shows that[
U · diag (φ, Il)
U · diag (ψ, 0l×l)
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0].
Thus, part (a) of Proposition 3.108 delivers (a).
(b) Let S ∈ S0,q,[α,∞)[(sj)2nj=0,≤]. Then, due to part (b) of Proposition 3.108, we know
that there exists a pair
[
φ#
ψ#
]
∈ P(q,q)−Jq ,≥[C\[α,∞), (sj)2nj=0], with φ# and ψ# being
matrix-valued functions holomorphic in C \ [α,∞), fulfilling
det
(
Ξ̂(2,1)n,α (z)φ#(z) + Ξ̂
(2,2)
n,α (z)ψ#(z)
) 6= 0 (3.252)
and
S(z) =
[
Ξ̂(1,1)n,α (z)φ#(z) + Ξ̂
(1,2)
n,α (z)ψ#(z)
][
Ξ̂(2,1)n,α (z)φ#(z) + Ξ̂
(2,2)
n,α (z)ψ#(z)
]−1 (3.253)
for each z ∈ C \ [α,∞). Because of Notation 3.105 and part (b1) of Lemma 3.118,
there exists a pair
[
φ
ψ
]
∈ P(q−l,q−l)−J˜q−l,≥ (C \ [α,∞)) such that
[
U · diag (φ, Il)
U · diag (ψ, 0l×l)
]
belongs to
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P(q,q)−J˜q ,≥(C\[α,∞)) and 〈[
φ#
ψ#
]〉
=
〈[
U · diag (φ, Il)
U · diag (ψ, 0l×l)
]〉
is fulfilled. According to Remark 3.89, there exist a discrete subset D of C\[α,∞)
and a q × q matrix-valued function g being meromorphic in C\[α,∞) such that φ#,
ψ#, φ, ψ, and g are holomorphic in C \ ([α,∞) ∪ D) and that det g(z) 6= 0, and[
φ#(z)
ψ#(z)
]
=
[
U · diag (φ(z), Il)
U · diag (ψ(z), 0l×l)
]
g(z) =
[
U · diag (φ(z), Il) · g(z)
U · diag (ψ(z), 0l×l) · g(z)
]
(3.254)
hold true for each z ∈ C \ ([α,∞) ∪ D). Thus, (3.252) and (3.254) deliver
0 6= det
(
Ξ̂(2,1)n,α (z)U · diag (φ(z), Il) · g(z) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), 0l×l) · g(z)
)
= det
(
Ξ̂(2,1)n,α (z)U · diag (φ(z), Il) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), 0l×l)
)
· det g(z)
for each z ∈ C \ ([α,∞) ∪ D). In particular, the function
det
(
Ξ̂(2,1)n,α U · diag (φ, Il) + Ξ̂(2,2)n,α U · diag (ψ, 0l×l)
)
does not vanish identically and is meromorphic in C \ [α,∞). Furthermore, (3.253)
and (3.254) yield
S(z) =
(
Ξ̂(1,1)n,α (z)U · diag (φ(z), Il) · g(z) + Ξ̂(1,2)n,α (z)U · diag (ψ(z), 0l×l) · g(z)
)
· (Ξ̂(2,1)n,α (z)U · diag (φ(z), Il) · g(z) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), 0l×l) · g(z))−1
=
(
Ξ̂(1,1)n,α (z)U · diag (φ(z), Il) + Ξ̂(1,2)n,α (z)U · diag (ψ(z), 0l×l)
)
g(z)[g(z)]−1
· (Ξ̂(2,1)n,α (z)U · diag (φ(z), Il) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), 0l×l) )−1
=
(
Ξ̂(1,1)n,α (z)U · diag (φ(z), Il) + Ξ̂(1,2)n,α (z)U · diag (ψ(z), 0l×l)
)
· (Ξ̂(2,1)n,α (z)U · diag (φ(z), Il) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), 0l×l) )−1
for each z ∈ C \ ([α,∞) ∪ D). Consequently, (3.248) holds true.
(c) Let
U := Il and W := 0l×l. (3.255)
Setting r := q − l, we obtain 1 ≤ r < q, rank
[
U
W
]
= l = q − r, and
W ∗U = 0l×l = 0(q−r)×(q−r). Thus, Lemma 3.112 (a) yields that, for each j ∈ Z1,2,
the pair
[
φj
ψj
]
given by
φj := diag (φj, U) and ψ

j := diag (ψj, W ) (3.256)
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belongs to P(q,q)−J˜q ,≥(C\[α,∞)). Moreover, using Lemma 3.112 (b), we see that (ii) is
equivalent to:
(iii)
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
Taking into account U∗U = Iq and Remark 3.111, we obtain that, for each j ∈ Z1,2,
the pair
[
φ#j
ψ#j
]
defined by
φ#j := Uφj and ψ
#
j := Uψj (3.257)
belongs to P(q,q)−J˜q ,≥(C\[α,∞)) and that (iii) is equivalent to:
(iv)
〈[
φ#1
ψ#1
]〉
=
〈[
φ#2
ψ#2
]〉
.
Hence, (ii) and (iv) are equivalent. Combining (3.257), (3.256), and (3.255), we
receive
φ#j = U · diag (φj, Il) and ψ#j = U · diag (ψj, 0l×l) (3.258)
for each j ∈ Z1,2. Because of (3.258) and part (b2) of Lemma 3.118, for each j ∈ Z1,2,
the pair
[
φ#j
ψ#j
]
belongs to P(q,q)−J˜q ,≥(C \ [α,∞)) and, moreover,
(Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,nψ#j = 0nq×q (3.259)
is fulfilled. Taking into account (3.249), we see that
(I(n+1)q −H+nHn)RTq,n(α)vq,nφ#j = 0(n+1)q×q (3.260)
holds true for each j ∈ Z1,2 as well. Thus, in view of (3.260), (3.259), and Notation
3.105, we get [
φ#j
ψ#j
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0] (3.261)
for each j ∈ Z1,2. Combining (3.261) and (3.258), we obtain[
U · diag (φj, Il)
U · diag (ψj, 0l×l)
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0] for each j ∈ Z1,2. (3.262)
Because of (3.258), conditions (iv) and
(v)
〈[
U · diag (φ1, Il)
U · diag (ψ1, 0l×l)
]〉
=
〈[
U · diag (φ2, Il)
U · diag (ψ2, 0l×l)
]〉
are equivalent. Therefore, (ii) and (v) are equivalent. Furthermore, by application
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of (3.262) and part (c) of Proposition 3.108, we infer the equivalence of (v) and (i).
Hence, (i) and (ii) are equivalent.
We now turn attention to case (II-3), i.e., we consider the situation that
1 ≤ k ≤ q − 1 and l = 0 (3.263)
are fulfilled.
Lemma 3.120. Let α ∈ R, let k ∈ N with 1 ≤ k ≤ q − 1, and let U be a subspace of
Cq fulfilling dim U = k. Then the following statements hold true:
(a) There is a unitary complex q × q matrix U such that the orthogonal projection
matrix onto U fulfills
U∗PUU = diag
(
0(q−k)×(q−k), Ik
)
. (3.264)
(b) Let U be a unitary complex q × q matrix such that (3.264) is valid.
(b1) Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)) be such that
PU φ = 0q×q. (3.265)
Then there exists a pair
[
φ̂
ψ̂
]
∈ P(q−k,q−k)−J˜q−k,≥ (C\[α,∞)) such that the following
three statements hold true:
(i) φ̂ and ψ̂ are holomorphic in Π+.
(ii)
U · diag (φ̂, 0k×k)
U · diag
(
ψ̂, Ik
)  ∈ P(q,q)−J˜q ,≥(C\[α,∞)).
(iii)
〈[
φ
ψ
]〉
=
〈U · diag (φ̂, 0k×k)
U · diag
(
ψ̂, Ik
) 〉 .
(b2) Let
[
φ̂
ψ̂
]
∈ P(q−k,q−k)−J˜q−k,≥ (C \ [α,∞)). Then (ii) is valid. Furthermore, each
pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)) satisfying (iii) necessarily fulfills (3.265).
A proof of Lemma 3.120 is given in [107, Lemma 11.14] (see also [139, Lemma 9.17]).
Lemma 3.121. Let α ∈ R, let κ ∈ N ∪ {∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let n ∈ N0
be such that 2n ≤ κ is fulfilled. Suppose that the integer k given by (3.228) fulfills
1 ≤ k ≤ q− 1. Let Un,α be given by (3.128) and let PUn,α be the orthogonal projection
matrix onto Un,α. Then the following statements hold true:
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(a) There is a unitary complex q × q matrix U such that
U∗PUn,αU = diag
(
0(q−k)×(q−k), Ik
)
. (3.266)
(b) Let U be an arbitrary unitary complex q × q matrix with (3.266).
(b1) Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) be such that (3.154) holds true. Then there
exists a pair
[
φ̂
ψ̂
]
∈ P(q−k,q−k)−J˜q−k,≥ (C\[α,∞)) such that the following three con-
ditions (i), (ii), and (iii) of Lemma 3.120 are fulfilled.
(b2) Let
[
φ̂
ψ̂
]
∈ P(q−k,q−k)−J˜q−k,≥ (C\[α,∞)). Then condition (ii) of Lemma 3.120 holds
true. Furthermore, each pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)) satisfying condition
(iii) of Lemma 3.120 necessarily fulfills (3.154).
Proof. The proof presented here modifies the proof of a similar result in [107, Lemma
11.15]. Taking into account (3.128), (3.228), and part (a) of Lemma 3.81, we obtain
that Un,α is a subspace of Cq with dim Un,α = k. Setting U = Un,α, Lemma 3.120 can
be applied.
(a) This follows immediately from part (a) of Lemma 3.120.
(b1) Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) with (3.154). Following (3.154), (3.128), and
part (b) of Lemma 3.81, we get PUn,αφ = 0q×q. Since U is a unitary complex
q × q matrix satisfying (3.266), part (b1) of Lemma 3.120 shows that there is a pair[
φ̂
ψ̂
]
∈ P(q−k,q−k)−J˜q−k,≥ (C\[α,∞)) such that the three conditions (i), (ii), and (iii) are ful-
filled.
(b2) By virtue of part (b2) of Lemma 3.120, condition (ii) holds true. Let
[
φ
ψ
]
be
an arbitrary pair belonging to P(q,q)−J˜q ,≥(C\[α,∞)) such that (iii) is valid. Because of
part (b2) of Lemma 3.120, we infer PUn,αφ = 0q×q. Thus, having in mind part (b) of
Lemma 3.81, equation (3.154) holds true.
We now obtain a parametrization of the solution set of a Stieltjes-type power moment
Problem in the case (II-3), i.e., if (3.263) is fulfilled.
Theorem 3.122. Let α ∈ R, let κ ∈ N∪{∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let n ∈ N0. Let
(3.141) be the q × q block partition of Ξ̂n,α := RstrC\[α,∞) Ξn,α, with Ξn,α : C→ C2q×2q
given by (3.42) in the case n ≥ 1 and by (3.64) if n = 0. Suppose that k being given
by (3.228) fulfills 1 ≤ k ≤ q− 1 and that l = 0 is valid for the integer l being given by
(3.229). Let Un,α be the subspace of Cq given by (3.128) and (in view of Lemma 3.121
(a)) let U be a unitary complex q × q matrix such that (3.266) holds true. Then the
following statements hold true:
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(a) For each
[
φ
ψ
]
∈ P(q−k,q−k)−J˜q−k,≥ (C \ [α,∞)), the function
det
(
Ξ̂(2,1)n,α U · diag (φ, 0k×k) + Ξ̂(2,2)n,α U · diag (ψ, Ik)
)
is meromorphic in C\[α,∞) and does not vanish identically and
S :=
(
Ξ̂(1,1)n,α U · diag (φ, 0k×k) + Ξ̂(1,2)n,α U · diag (ψ, Ik)
)
· (Ξ̂(2,1)n,α U · diag (φ, 0k×k) + Ξ̂(2,2)n,α U · diag (ψ, Ik) )−1
belongs to S0,q,[α,∞)[(sj)2nj=0,≤].
(b) For each S ∈ S0,q,[α,∞)[(sj)2nj=0,≤], there exists a pair
[
φ
ψ
]
belonging to
P(q−k,q−k)−J˜q−k,≥ (C \ [α,∞)) such that the function
det
(
Ξ̂(2,1)n,α U · diag (φ, 0k×k) + Ξ̂(2,2)n,α U · diag (ψ, Ik)
)
is a meromorphic function in C\[α,∞) which does not vanish identically and
such that S admits the representation
S =
(
Ξ̂(1,1)n,α U · diag (φ, 0k×k) + Ξ̂(1,2)n,α U · diag (ψ, Ik)
)
· (Ξ̂(2,1)n,α U · diag (φ, 0k×k) + Ξ̂(2,2)n,α U · diag (ψ, Ik) )−1. (3.267)
(c) Let
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈ P(q−k,q−k)−J˜q−k,≥ (C\[α,∞)). Then the following statements are equiv-
alent:
(i)
(
Ξ̂
(1,1)
n,α U · diag (φ1, 0k×k) + Ξ̂(1,2)n,α U · diag (ψ1, Ik)
)
· (Ξ̂(2,1)n,α U · diag (φ1, 0k×k) + Ξ̂(2,2)n,α U · diag (ψ1, Ik) )−1
=
(
Ξ̂
(1,1)
n,α U · diag (φ2, 0k×k) + Ξ̂(1,2)n,α U · diag (ψ2, Ik)
)
· (Ξ̂(2,1)n,α U · diag (φ2, 0k×k) + Ξ̂(2,2)n,α U · diag (ψ2, Ik) )−1.
(ii)
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
Proof. We will prove Theorem 3.122 analogously to the proof of [107, Theorem 11.16].
First, because of (3.229) and l = 0, in the case n ≥ 1 we obtain
(Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,n = 0nq×q. (3.268)
(a) Let
[
φ
ψ
]
∈ P(q−k,q−k)−J˜q−k,≥ (C\[α,∞)). Part (b2) of Lemma 3.121 shows that
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[
U · diag (φ, 0k×k)
U · diag (ψ, Il)
]
belongs to P(q,q)−J˜q ,≥(C \ [α,∞)) and that
(I(n+1)q −H+nHn)RTq,n(α)vq,nU · diag (φ, 0k×k) = 0(n+1)q×q (3.269)
holds true. If n ≥ 1, then (3.268) implies
(Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,nU · diag (ψ, Ik) = 0nq×q. (3.270)
Combining (3.269), (3.270), and Notation 3.105, we see that
[
U · diag (φ, 0k×k)
U · diag (ψ, Il)
]
belongs
to the class P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0]. Consequently, using part (a) of Proposition
3.108, we get (a).
(b) Let S ∈ S0,q,[α,∞)[(sj)2nj=0 ,≤]. From part (b) of Proposition 3.108 we see that there
exists a pair
[
φ#
ψ#
]
∈ P(q,q)−Jq ,≥[C\[α,∞), (sj)2nj=0] of matrix-valued functions φ# and ψ#
being holomorphic in C\[α,∞) and fulfilling
det
(
Ξ̂(2,1)n,α (z)φ#(z) + Ξ̂
(2,2)
n,α (z)ψ#(z)
) 6= 0 (3.271)
and
S(z) =
[
Ξ̂(1,1)n,α (z)φ#(z) + Ξ̂
(1,2)
n,α (z)ψ#(z)
] [
Ξ̂(2,1)n,α (z)φ#(z) + Ξ̂
(2,2)
n,α (z)ψ#(z)
]−1
(3.272)
for each z ∈ C \ [α,∞). Because of Notation 3.105 and part (b1) of Lemma 3.121,
there exists a pair
[
φ
ψ
]
belonging to P(q−k,q−k)−J˜q−k,≥ (C\ [α,∞)) such that
[
U · diag (φ, 0k×k)
U · diag (ψ, Ik)
]
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)) and
〈[
φ#
ψ#
]〉
=
〈[
U · diag (φ, 0k×k)
U · diag (ψ, Ik)
]〉
. Remark 3.89
shows that there exist a q × q matrix-valued function g being meromorphic in
C\[α,∞) and a discrete subset D of C\[α,∞) such that φ#, ψ#, φ, ψ, and g are
holomorphic in C\([α,∞) ∪ D) and that det g(z) 6= 0 and[
φ#(z)
ψ#(z)
]
=
[
U · diag (φ(z), 0k×k) · g(z)
U · diag (ψ(z), Ik) · g(z)
]
(3.273)
hold true for each z ∈ C\([α,∞) ∪ D). Thus, from (3.271) and (3.273) we get
0 6= det [Ξ̂(2,1)n,α (z)U · diag (φ(z), 0k×k) · g(z) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), Ik) · g(z)]
= det
[
Ξ̂(2,1)n,α (z)U · diag (φ(z), 0k×k) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), Ik)
] · det g(z)
for each z ∈ C \ ([α,∞) ∪ D). Consequently, the function
det
[
Ξ̂(2,1)n,α U · diag (φ, 0k×k) + Ξ̂(2,2)n,α U · diag (ψ, Ik)
]
,
which is meromorphic in C\ [α,∞), does not vanish identically. Furthermore, (3.272)
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and (3.273) deliver
S(z) =
(
Ξ̂(1,1)n,α (z)U · diag (φ(z), 0k×k) · g(z) + Ξ̂(1,2)n,α (z)U · diag (ψ(z), Ik) · g(z)
)
·
(
Ξ̂(2,1)n,α (z)U · diag (φ(z), 0k×k) · g(z) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), Ik) · g(z)
)−1
=
(
Ξ̂(1,1)n,α (z)U · diag (φ(z), 0k×k) + Ξ̂(1,2)n,α (z)U · diag (ψ(z), Ik)
)
g(z)[g(z)]−1
· (Ξ̂(2,1)n,α (z)U · diag (φ(z), 0k×k) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), Ik) )−1
=
(
Ξ̂(1,1)n,α (z)U · diag (φ(z), 0k×k) + Ξ̂(1,2)n,α (z)U · diag (ψ(z), Ik)
)
· (Ξ̂(2,1)n,α (z)U · diag (φ(z), 0k×k) + Ξ̂(2,2)n,α (z)U · diag (ψ(z), Ik) )−1
for each z ∈ C \ ([α,∞) ∪ D). In particular, (3.267) holds true.
(c) Let
U := 0k×k and W := Ik. (3.274)
Setting r := q − k, we have 1 ≤ r < q, rank
[
U
W
]
= k = q − r, and
W ∗U = 0k×k = 0(q−r)×(q−r). For each j ∈ Z1,2, then Lemma 3.112 shows that the
pair
[
φj
ψj
]
defined by
φj := diag (φj, U) and ψ

j := diag (ψj, W ) (3.275)
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)) and, moreover, that (ii) is equivalent to:
(iii)
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
Taking into account U∗U = Iq and Remark 3.111, we see that, for each j ∈ Z1,2, the
pair
[
φ#j
ψ#j
]
given by
φ#j := Uφj and ψ
#
j := Uψj (3.276)
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)) and that (iii) is equivalent to:
(iv)
〈[
φ#1
ψ#1
]〉
=
〈[
φ#2
ψ#2
]〉
.
Hence, (ii) is equivalent to (iv). Having in mind (3.276), (3.275), and (3.274), we see
that
φ#j = U · diag (φj, 0k×k) and ψ#j = U · diag (ψj, Ik) (3.277)
hold true for each j ∈ Z1,2. Because of (3.277) and part (b2) of Lemma 3.121, for
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each j ∈ Z1,2, the pair
[
φ#j
ψ#j
]
belongs to P(q,q)−J˜q ,≥(C \ [α,∞)) and satisfies (3.260). If
n ≥ 1, then, due to (3.268), we see that (3.259) holds true for each j ∈ Z1,2. Thus,
(3.260), (3.259), and Notation 3.105 show that (3.261) is fulfilled for each j ∈ Z1,2.
Because of (3.261) and (3.277), we obtain[
U · diag (φj, 0k×k)
U · diag (ψj, Ik)
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0] (3.278)
for each j ∈ Z1,2. Considering (3.277), we get the equivalence of (iv) and
(v)
〈[
U · diag (φ1, 0k×k)
U · diag (ψ1, Ik)
]〉
=
〈[
U · diag (φ2, 0k×k)
U · diag (ψ2, Ik)
]〉
.
Consequently, (ii) and (v) are equivalent. Because of (3.278) and part (c) of Propo-
sition 3.108, (v) and (i) are equivalent. Therefore, (i) and (ii) are equivalent.
Similar to the non-degenerate case, we easily see from Theorems 3.115, 3.119, and
3.122, respectively, that Problem S[[α,∞); (sj)2nj=0,≤] in the case (II) has infinitely
many solutions.
3.7.4. The completely degenerate case
Let us examine the case (III) now, i.e., we will consider the situation, in which the
identity k + l = q is fulfilled. In this so-called completely degenerate case, it will turn
out that Problem S[[α,∞); (sj)2nj=0,≤] has a unique solution. To discuss this case, we
consider the three possible sub-cases described in Section 3.7.1. Here, contrasting the
approach in the previous section, we will first of all deal the case n = 0.
Proposition 3.123. Let α ∈ R, let κ ∈ N0∪{∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let n = 0
and let k = q, with k given by (3.228). Then Mq≥[[α,∞); (sj)0j=0,≤] = {oq}, where
oq : B[α,∞) → Cq×q is defined by oq(B) := 0q×q. In particular, S0,q,[α,∞)[(sj)0j=0,≤] =
{0q×q}.
Proof. In view of (3.228), (1.2), (3.8), (3.4), and k = q, we notice that
rank
(
Iq − s+0 s0
)
= q. Consequently, N (Iq − s+0 s0) = {0q×q}. Since(
Iq − s+0 s0
)
s+0 x =
(
s+0 − s+0 s0s+0
)
x = 0q×qx = 0q×1
holds true for all x ∈ Cq, we then get s+0 = 0q×q and, therefore, s0 = 0q×q. Thus,
oq belongs to Mq≥[[α,∞); (sj)0j=0,≤]. Conversely, we also see that an arbitrary
σ ∈Mq≥[[α,∞); (sj)0j=0,≤] necessarily fulfills σ ([α,∞)) = s0 = 0q×q, which implies
σ = oq. In view of Theorem 2.14, the proof is complete.
Throughout further considerations to discuss the completely degenerate case (III), we
can assume that κ ≥ 2 and that n is a positive integer satisfying 2n ≤ κ. First, let
us focus on the case (III-1).
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Lemma 3.124 ( [106, Lemma 11.17], [69, Lemma 12.8]). Let k, l ∈ N be such that
k+l = q. Furthermore, let U andW be two orthogonal subspaces of Cq with dim U = k
and dim W = l. Let PU and PW be the orthogonal projection matrices onto U and
W, respectively. Then the following statements hold true:
(a) There exists a unitary complex q × q matrix U such that
U∗PUU = diag (Ik, 0l×l) and U∗PWU = diag (0k×k, Il) (3.279)
are fulfilled.
(b) Let α ∈ R and let U be a unitary complex q × q matrix such that both
equations in (3.279) are fulfilled. Let φ# and ψ# be the constant matrix-
valued functions defined on C\[α,∞) given by φ#(z) := U · diag (0k×k, Il) and
ψ#(z) := U · diag (Ik, 0l×l) for all z ∈ C\[α,∞). Then:
(b1) The pair
[
φ#
ψ#
]
belongs to P(q,q)−J˜q ,≥(C \ [α,∞)). Furthermore, PUφ# = 0q×q
and PWψ# = 0q×q are fulfilled.
(b2) If
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C \ [α,∞)) fulfills〈[
φ
ψ
]〉
=
〈[
φ#
ψ#
]〉
, (3.280)
then
PU φ = 0q×q and PW ψ = 0q×q. (3.281)
(b3) If
[
φ
ψ
]
belongs to P(q,q)−J˜q ,≥(C \ [α,∞)) and fulfills (3.281), then (3.280) is
valid.
Lemma 3.125. Let α ∈ R, let κ ∈ N∪{∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let
n ∈ N be such that 2n ≤ κ. Suppose that k and l given by (3.228) and (3.229) fulfill
k+ l = q, k ≥ 1, and l ≥ 1. Let Un,α and Wn,α be the subspaces of Cq given by (3.128)
and (3.129). Let PUn,α and PWn,α, respectively, be the orthogonal projection matrices
(of Cq) onto Un,α and Wn,α, respectively. Then the following statements hold true:
(a) There exists a unitary complex q × q matrix U such that
U∗PUn,αU = diag (Ik, 0l×l) and U∗PWn,αU = diag (0k×k, Il) . (3.282)
(b) Let U be a unitary complex q × q matrix satisfying (3.282). Let φ and ψ be
the constant matrix-valued functions defined on C\[α,∞) given by
φ(z) := U · diag (0k×k, Il) and ψ(z) := U · diag (Ik, 0l×l)
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for all z ∈ C\[α,∞). Then:
(b1) The pair
[
φ
ψ
]
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)).
(b2) Each pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) fulfilling〈[
φ
ψ
]〉
=
〈[
φ
ψ
]〉
(3.283)
belongs to P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0].
(b3) Each pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0] fulfills (3.283).
The proof of Lemma 3.125 is similar to the proof of [69, Lemma 12.9] (see also [106,
Lemma 11.18]). We omit the details.
As mentioned above, we will use Lemma 3.125 at the end of this section. Next, we
consider case (III-2).
Lemma 3.126 ( [106, Lemma 11.19]). Let α ∈ R and let W be a subspace of Cq
fulfilling dim W = q. Then W = Cq and, in particular, PW = Iq. Furthermore, the
following statements hold true:
(a) Let U be a non-singular complex q × q matrix. Then:
(a1) The pair
[
U
0q×q
]
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)).
(a2) If
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥(C \ [α,∞)) fulfills〈[
φ
ψ
]〉
=
〈[
U
0q×q
]〉
, (3.284)
then PW ψ = 0q×q holds true.
(b) Each pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) such that PW ψ = 0q×q satisfies the following
two conditions:
(i) The equations ψ = 0q×q and (3.284) hold true.
(ii) The function det φ does not vanish identically.
Lemma 3.127. Let α ∈ R, let κ ∈ N∪{∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let
n ∈ N be such that 2n ≤ κ holds true. Suppose that the integer l given by (3.229),
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fulfills l = q. Then k, defined by (3.228) satisfies k = 0. Let Wn,α be the subspace of
Cq given by (3.129) and let PWn,α be the orthogonal projection matrix (of Cq) onto the
subspace Wn,α of Cq. Then Wn,α = Cq and PWn,α = Iq. Furthermore, the following
statements hold true:
(a) Let U be a non-singular complex q × q matrix.
(a1) The pair
[
U
0q×q
]
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)).
(a2) Each pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) such that (3.284) holds true satisfies
(3.155).
(b) If
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) fulfills (3.155), then (3.284) holds true.
Lemma 3.127 can be proved the same way as [106, Lemma 11.20]. We omit the
details.
Before applying Lemma 3.127, we prepare case (III-3).
Lemma 3.128. Let α ∈ R and let U be a subspace of Cq satisfying dim U = q. Then
U = Cq and PU = Iq. Furthermore, the following statements hold true:
(a) Let U be a non-singular complex q × q matrix. Then:
(a1) The pair
[
0q×q
U
]
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)).
(a2) Each pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) fulfilling〈[
φ
ψ
]〉
=
〈[
0q×q
U
]〉
(3.285)
satisfies
PU φ = 0q×q. (3.286)
(b) For each pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) fulfilling (3.286) the following statements
hold true:
(i) The equations φ = 0q×q and (3.285) hold true.
(ii) The function det ψ does not vanish identically.
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Lemma 3.128 is proved, e.g., in [107, Lemma 11.21] and [139, Lemma 9.25].
Lemma 3.129. Let α ∈ R, let κ ∈ N0 ∪{∞}, and let (sj)κj=0 ∈ K≥,eq,κ,α. Let n ∈ N0 be
such that 2n ≤ κ holds true. Suppose that k given by (3.228) fulfills k = q. Let Un,α
denote the subspace of Cq given by (3.128) and PUn,α the orthogonal projection matrix
onto Un,α. Then Un,α = Cq and PUn,α = Iq. Furthermore, the following statements
hold true:
(a) Let U be a non-singular complex q × q matrix. Then:
(a1) The pair
[
0q×q
U
]
belongs to P(q,q)−J˜q ,≥ (C\[α,∞)).
(a2) Each pair
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) such that (3.285) is valid satisfies
(3.154).
(b) If
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) is such that (3.154) is fulfilled, then (3.285) holds
true.
Proof. Our proof is a modification of the proof of [106, Lemma 11.22]. Combining
(3.128), (3.228), the assumption k = q, and part (a) of Lemma 3.81, we obtain that
Un,α is a subspace of Cq with dim Un,α = q. Especially, we can use Lemma 3.128,
setting U = Un,α. Consequently, U = Cq and PUn,α = Iq follow immediately and we
see that part (a1) is a consequence of part (a1) of Lemma 3.128. Now suppose that[
φ
ψ
]
is an arbitrary pair belonging to P(q,q)−J˜q ,≥ (C\[α,∞)) such that (3.285) is fulfilled.
Because of part (a2) of Lemma 3.128, we infer PUn,αφ = 0q×q. Hence, part (b) of
Lemma 3.81 yields (3.154). It remains to prove part (b). Let
[
φ
ψ
]
be an arbitrary
pair belonging to P(q,q)−J˜q ,≥(C\[α,∞)) with (3.154). Because of (3.154), (3.128), and
part (b) of Lemma 3.81, we get PUn,αφ = 0q×q. Therefore, part (b) of Lemma 3.128
delivers (3.285).
We now summarize the results concerning cases (III-1), (III-2), and (III-3).
Theorem 3.130. Let α ∈ R, let κ ∈ N0 ∪ {∞} with κ ≥ 2, and let (sj)κj=0 ∈ K≥,eq,κ,α.
Moreover, let n ∈ N0 be such that 2n ≤ κ. Let Ξn,α : C→ C2q×2q be the matrix-valued
function given by (3.42) in the case n ≥ 1 and by (3.64) if n = 0. Furthermore,
let Ξ̂n,α := RstrC\[α,∞) Ξn,α and let (3.141) be the q × q block representation of Ξ̂n,α.
Suppose that the integers k and l given by (3.228) and (3.229) fulfill k + l = q. In
view of Lemma 3.125 (a), in the case that k ≥ 1 and l ≥ 1 are valid, let U be a
unitary complex q × q matrix such that both equations in (3.282) hold true, with Un,α
and Wn,α being the subspaces of Cq given in (3.128) and (3.129). Then the following
statements hold true:
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(a) If φ and ψ are the matrix-valued functions defined on C\[α,∞) by
φ :=

U · diag (0k×k, Il) , if k ≥ 1 and l ≥ 1
Iq, if k = 0
0q×q, if l = 0
(3.287)
and
ψ :=

U · diag (Ik, 0l×l) , if k ≥ 1 and l ≥ 1
0q×q, if k = 0
Iq, if l = 0
, (3.288)
then the function det
(
Ξ̂
(2,1)
n,α φ+ Ξ̂
(2,2)
n,α ψ
)
is meromorphic in C\[α,∞) and does
not vanish identically.
(b) The set S0,q,[α,∞)[(sj)2nj=0,≤] consist of exactly one element, namely the matrix-
valued function
S :=

(
Ξ̂
(1,1)
n,α U · diag (0k×k, Il) + Ξ̂(1,2)n,α U · diag (Ik, 0l×l)
)
·
(
Ξ̂
(2,1)
n,α U · diag (0k×k, Il) + Ξ̂(2,2)n,α U · diag (Ik, 0l×l)
)−1
, if k ≥ 1
and l ≥ 1
Ξ̂
(1,1)
n,α
(
Ξ̂
(2,1)
n,α
)−1
, if k = 0
Ξ̂
(1,2)
n,α
(
Ξ̂
(2,2)
n,α
)−1
, if l = 0.
(3.289)
Proof. We present a modification of the proof given in [106, Theorem 11.23]. First we
assume that n ≥ 1. In the case that k ≥ 1 and l ≥ 1 are fulfilled, then using (3.287),
(3.288), parts (b1) and (b2) of Lemma 3.125, Notation 3.105, and Remark 3.89, we
get [
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) , (3.290)
(3.154), and (3.155) as well. In the case k = 0, the identity k + l = q implies
l = q. Hence, if k = 0, then part (a) of Lemma 3.127, (3.287), Remark 3.89, and
(3.288) deliver (3.290) and (3.155). Because of (3.228), using k = 0, we also ob-
tain (I(n+1)q − H+nHn)RTq,n(α)vq,n = 0(n+1)q×q and, therefore, (3.154). In the case
l = 0, the identity k + l = q delivers k = q. If l = 0, then (3.229) also deliv-
ers (Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,n = 0nq×q and, hence, (3.155). Furthermore, in the
case l = 0, using k = q, Lemma 3.129 (a), and Remark 3.89, we obtain (3.290) and
(3.154). Consequently, (3.290), (3.154), and (3.155) are fulfilled in all cases. Thus,
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Notation 3.105 affords [
φ
ψ
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0]. (3.291)
Therefore, Proposition 3.108 (a) shows that (a) is valid and, moreover, that the
matrix-valued function Ŝn,α given by
Ŝn,α :=
(
Ξ̂(1,1)n,α φ+ Ξ̂
(1,2)
n,α ψ
)(
Ξ̂(2,1)n,α φ+ Ξ̂
(2,2)
n,α ψ
)−1
(3.292)
belongs to S0,q,[α,∞)[(sj)2nj=0,≤]. Following (3.292), (3.287), (3.288), and (3.289), we
obtain
Ŝn,α = S. (3.293)
Hence,
{S} ⊆ S0,q,[α,∞)[(sj)2nj=0 ,≤]. (3.294)
In order to check that
S0,q,[α,∞)[(sj)2nj=0 ,≤] ⊆ {S} (3.295)
holds true, we consider an arbitrary matrix-valued function S# ∈ S0,q,[α,∞)[(sj)2nj=0 ,≤].
According to Proposition 3.108 (b), we see that there is a pair[
φ#
ψ#
]
∈ P(q,q)−J˜q ,≥[C\[α,∞), (sj)
2n
j=0], (3.296)
of matrix-valued functions φ# and ψ#, being holomorphic in C\[α,∞), such that
det
(
Ξ̂(2,1)n,α (z)φ#(z) + Ξ̂
(2,2)
n,α (z)ψ#(z)
)
6= 0 (3.297)
and
S#(z) =
[
Ξ̂(1,1)n,α (z)φ#(z) + Ξ̂
(1,2)
n,α (z)ψ#(z)
] [
Ξ̂(2,1)n,α (z)φ#(z) + Ξ̂
(2,2)
n,α (z)ψ#(z)
]−1
(3.298)
hold true for each z ∈ C \ [α,∞). Notation 3.105 yields[
φ#
ψ#
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)), (3.299)
(I(n+1)q −H+nHn)RTq,n(α)vq,nφ# = 0(n+1)q×q, (3.300)
and
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(Inq −H+α.n−1Hα.n−1)V ∗q,nHnvq,nψ# = 0nq×q. (3.301)
We are now going to prove that 〈[
φ#
ψ#
]〉
=
〈[
φ
ψ
]〉
(3.302)
is valid. In the case that k ≥ 1 and l ≥ 1 are satisfied, from (3.287), (3.288), (3.296),
and part (b3) of Lemma 3.125 we get (3.302). In the case k = 0, equation k + l = q
shows l = q. Moreover, if k = 0, then, because of (3.287), (3.288), (3.299), (3.301),
and part (b) of Lemma 3.127, we infer (3.302). In the case l = 0, the identity k+ l = q
yields k = q. From (3.287), (3.288), (3.299), (3.300), and part (b) of Lemma 3.129 we
obtain (3.302). Therefore, (3.302) holds true in all cases. Because of (3.293), (3.291),
(3.296), (3.302), (3.297), (a), part (c) of Proposition 3.108, (3.298), and (3.292), we
conclude S = Ŝn,α = S#. Hence, (3.295) is proved. Combining (3.294) and (3.295),
we get the identity S0,q,[α,∞)[(sj)2nj=0 ,≤] = {S}. We now consider the case n = 0.
Following (3.229), we get l = 0. Consequently, (3.287) and (3.288) imply φ = 0q×q
and ψ = Iq. Thus, (3.65) shows that
Ξ̂
(1,1)
0,α (z)φ(z) + Ξ̂
(1,2)
0,α (z)ψ(z) = 0q×q and Ξ̂
(2,1)
0,α (z)φ(z) + Ξ̂
(2,2)
0,α (z)ψ(z) = Iq
are valid for all z ∈ C\[α,∞). Obviously,
det (Ξ̂(2,1)0,α (z)φ(z) + Ξ̂
(2,2)
0,α (z)ψ(z)) = 1 6= 0
is fulfilled for all z ∈ C\[α,∞). Moreover, (3.65) yields det Ξ̂(2,2)0,α = 1 6= 0 and(
Ξ̂
(1,2)
0,α (Ξ̂
(2,2)
0,α )
−1
)
(z) = 0q×q for every choice of z in C\[α,∞). Hence, in view of
Proposition 3.123, the proof is complete.
As already mentioned, we now obtain an alternative proof for the solvability criterion
of Problem M[[α,∞); (sj)mj=0,≤], formulated in Theorem 1.3 in the case that m is an
even positive integer. This proof is partially new but although the arguments are
similar to [106, Folgerung 11.25], where the case of an odd positive integer is studied.
Corollary 3.131. Let α ∈ R , let n ∈ N0, and let (sj)2nj=0 be a sequence of complex
p× q matrices. Then Mq≥[[α,∞); (sj)2nj=0 ,≤] 6= ∅ if and only if (sj)2nj=0 belongs to
K≥q,2n,α.
Proof. Due to [106, Bemerkung 5.17], we obtain necessarily of (sj)
2n
j=0 ∈ K≥q,2n,α.
Conversely, we now assume that (sj)
2n
j=0 belongs to K≥q,2n,α. Then Theorem 1.9
shows that there is a sequence (s˜j)
2n
j=0 ∈ K≥,eq,2n,α such that Mq≥[[α,∞); (s˜j)2nj=0 ,≤] =
Mq≥[[α,∞); (sj)2nj=0 ,≤] holds true. Therefore, Example 3.90, Theorems 3.110, 3.115,
3.119, 3.122, and 3.130 together with Theorem 2.14 yieldMq≥[[α,∞); (s˜j)2nj=0 ,≤] 6= ∅.
Thus,Mq≥[[α,∞); (sj)2nj=0 ,≤] 6= ∅.
Observe that the case of a unique solution of problem M[[α,∞); (sj)2nj=0,≤] is dis-
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cussed in [53, Section 6] using different methods. In particular, a description of this
unique non-negative Hermitian measure belonging toMq≥[[α,∞); (sj)2nj=0 ,≤] is given.
Especially, this measure is concentrated on a finite set of points (see [53, Theorem
6.4]). In connection with [52, Theorem 5.4] and Proposition 3.123, we see that this
description is explicit.
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4. An approach based on a Schur-type algorithm to
characterize the set Mq≥[[α,∞); (sj)mj=0,≤] in the
case of an arbitrary non-negative integer m
The approach to the finite matricial Stieltjes power moment problem stated in this
section was worked out together with B. Fritzsche, B. Kirstein, and C. Mädler. It is
already published in [70]. That is why proofs are only given for some selective and
some added results.
4.1. Right α-Stieltjes parametrization
In this subsection, we recall some basic facts on right α-Stieltjes parametrization
from [53] and [62].
Definition 4.1 ( [62, Definition 4.2]). Let α ∈ C, let κ ∈ N0∪{∞}, and let (sj)κj=0 be
a sequence of complex p× q matrices. Then the sequence (Qj)κj=0 given by Q2k := Lk
for all k ∈ N0 with 2k ≤ κ and by Q2k+1 := Lα.k for all k ∈ N0 with 2k + 1 ≤ κ is
called the right α-Stieltjes parametrization of (sj)κj=0. In the case α = 0, the sequence
(Qj)
κ
j=0 is simply said to be the right Stieltjes parametrization of (sj)
κ
j=0.
Remark 4.2 ( [62, Remark 4.3]). Let α ∈ C, let κ ∈ N0 ∪ {∞}, and let (Qj)κj=0
be a sequence of complex p× q matrices. Then it can be immediately checked by
induction that there is a unique sequence (sj)κj=0 of complex p× q matrices such
that (Qj)κj=0 is the right α-Stieltjes parametrization of (sj)
κ
j=0, namely the sequence
(sj)
κ
j=0 recursively given by s2k = Θk + Q2k for all k ∈ N0 with 2k ≤ κ and s2k+1 =
αs2k + Θα.k +Q2k+1 for all k ∈ N0 with 2k + 1 ≤ κ.
Remark 4.3 ( [62, Remark 4.8]). Let α ∈ C, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0
be a sequence of complex p× q matrices. Denote by (Qj)κj=0 the right α-Stieltjes
parametrization of (sj)κj=0. For all m ∈ Z0,κ, then (Qj)mj=0 is exactly the right
α-Stieltjes parametrization of (sj)mj=0 .
The following result shows that the membership of a sequence (sj)κj=0 of complex
q × q matrices to the classes K≥q,κ,α and K≥,eq,κ,α, respectively, can be characterized in
terms of its right α-Stieltjes parametrization.
Theorem 4.4 ( [62, Theorem 4.12]). Let α ∈ R, let κ ∈ N0∪{∞}, and let (sj)κj=0 be
a sequence of complex q × q matrices with α-Stieltjes parametrization (Qj)κj=0. Then:
(a) The sequence (sj)κj=0 belongs to K≥q,κ,α if and only if Qj ∈ Cq×q≥ for all j ∈ Z0,κ
and, in case κ ≥ 2, furthermore N (Qj) ⊆ N (Qj+1) for all j ∈ Z0,κ−2.
(b) The sequence (sj)κj=0 belongs to K≥,eq,κ,α if and only if Qj ∈ Cq×q≥ for all j ∈ Z0,κ
and, in case κ ≥ 1, furthermore N (Qj) ⊆ N (Qj+1) for all j ∈ Z0,κ−1.
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4.2. α-Stieltjes non-negative definite extendable sequences
associated with α-Stieltjes non-negative definite
sequences
Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K≥q,m,α. As already formulated in Theorem
1.9, then there is a unique sequence (s˜j)
m
j=0 ∈ K≥,eq,m,α such that
Mq≥
[
[α,∞); (s˜j)mj=0 ,≤
]
=Mq≥
[
[α,∞); (sj)mj=0 ,≤
]
(4.1)
holds true. This result, which was stated in [53, Theorem 5.2], should be analyzed
now in detail.
Theorem 4.5. Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K≥q,m,α. Then:
(a) There is a unique sequence (s˜j)
m
j=0 ∈ K≥,eq,m,α such that (4.1) holds true. In
particular s˜0 = s0 and, in the case m ≥ 1, moreover s˜j = sj for all j ∈ Z0,m−1.
(b) Suppose m ≥ 1. Let (Qj)mj=0 be the right α-Stieltjes parametrization of (sj)mj=0
and let r := rank Qm−1.
(b1) If r = 0, then s˜m = sm −Qm.
(b2) If r = q, then s˜m = sm.
(b3) Let 1 ≤ r ≤ q − 1. Then there is a unitary complex q × q matrix U such
that
Qm−1Q+m−1 = U
∗ · diag (Ir, 0(q−r)×(q−r)) · U. (4.2)
Let U be an arbitrary unitary complex q × q matrix such that (4.2) holds
true. Let B := UQmU∗ and let
B = (Bjk)
2
j,k=1 (4.3)
be the block representation of B with r × r block B11. Then
s˜m = sm −Qm + U∗ · diag
(
B11 −B12B+22B21, 0(q−r)×(q−r)
) · U. (4.4)
Proof. In the case that m is an odd positive integer, a proof of the existence and the
uniqueness of a sequence (sj)
m
j=0 of complex q × q matrices such that (4.1) holds true
is given in [53, Theorem 5.2]. If one studies [53, proof of Theorem 5.2] in detail, then
one sees that statement (b) is valid as well if m = 2n+ 1 with some n ∈ N0.
Here we now assume that m = 2n is fulfilled with some non-negative integer n. First
we are going to check that there is a sequence (s˜j)
m
j=0 of complex q × q matrices such
that (4.1) holds true and that (b) is valid. In the case n = 0, this assertion is trivial,
because of K≥,eq,0,α = K≥q,0,α. Now let n ≥ 1. For each j ∈ Z0,2n−1, let s˜j := sj. By virtue
of (sj)
2n
j=0 ∈ K≥q,2n,α, the matrices Hn and Hα.n−1 are both non-negative Hermitian,
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and, in view of [53, Remark 4.4], we have
(s˜j)
2n−1
j=0 ∈ K≥,eq,2n−1,α. (4.5)
Since the matrix Hα.n−1 is non-negative Hermitian, we see that Lα.0 is non-negative
Hermitian and, in the case n ≥ 2, from the block decomposition
Hα.n−1 =
[
Hα.n−2 yα.n−1,2n−3
zα.n−1,2n−3 sα.2n−2
]
of Hα.n−1 and Remark A.14 we get that Lα.n−1 is non-negative Hermitian as well.
If r = q, then we know from [53, Lemma 4.16] that (sj)
2n
j=0 belongs to K≥,eq,2n,α, i.e.,
that we can choose s˜2n = s2n.
We now consider the case that 1 ≤ r ≤ q − 1. Since the matrix Q2n−1Q+2n−1 is
Hermitian and idempotent, there is a unitary complex q × q matrix U such that (4.2)
holds true. We consider an arbitrary unitary complex q × q matrix U with (4.2).
Because of (sj)
2n
j=0 ∈ K≥q,2n,α and Theorem 4.4 (a) and Remark A.4, the matrices Q2n
and B are both non-negative Hermitian. Applying Remark A.14, we get
B22 ∈ C(q−r)×(q−r)≥ , B12 = B∗21, R(B21) ⊆ R(B22), (4.6)
and that the matrix B := B11 − B12B+22B21 belongs to Cr×r≥ . Thus, Remark A.4
shows that the matrix G := U∗ · diag (B, 0(q−r)×(q−r)) ·U is non-negative Hermitian
as well. Let s˜2n := s2n−Q2n +G. Then we get from Definition 4.1, (1.15), and (1.17)
that s˜2n = Θn +G. Because of U∗U = Iq, Definition 4.1, and (4.2), we see that
Lα.n−1L+α.n−1GLα.n−1L
+
α.n−1
= U∗UQ2n−1Q+2n−1U
∗ · diag (B, 0(q−r)×(q−r)) · UQ2n−1Q+2n−1U∗U
= U∗ · diag (Ir, 0(q−r)×(q−r)) · diag (B, 0(q−r)×(q−r)) · diag (Ir, 0(q−r)×(q−r)) · U
= U∗ · diag (B, 0(q−r)×(q−r)) · U = G
holds true. Consequently, (4.5), (1.17), and [53, Proposition 4.13 (b)] yield
(s˜j)
2n
j=0 ∈ K≥,eq,2n,α. We now are going to check that
Mq≥
[
[α,∞); (s˜j)2nj=0 ,≤
]
⊆Mq≥
[
[α,∞); (sj)2nj=0 ,≤
]
(4.7)
is valid. For this reason, we assume that σ belongs toMq≥
[
[α,∞); (s˜j)2nj=0 ,≤
]
. Then
σ ∈ Mq≥,2n ([α,∞)) and s(σ)j = sj for each j ∈ Z0,2n−1. Furthermore, the matrix
s˜2n − s(σ)2n is non-negative Hermitian. Obviously, U∗U = Iq implies
s2n − s˜2n = Q2n −G = U∗
[
B − diag (B, 0(q−r)×(q−r))]U = U∗B#U (4.8)
where
B# :=
[
B12B
+
22B21 B12
B21 B22
]
.
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In view of (4.6) and B12B+22B21−B12B+22B21 = 0r×r ∈ Cr×r≥ , from Remark A.14 we see
that the matrix B# is non-negative Hermitian. Consequently, (4.8) and Remark A.4
imply s2n− s˜2n ∈ Cq×q≥ . Hence, because of s2n− s(σ)2n = (s2n − s˜2n) +
(
s˜2n − s(σ)2n
)
, the
matrix s2n−s(σ)2n is the sum of two non-negative Hermitian matrices. Thus, s(σ)2n ≤ s2n.
Consequently, σ belongs toMq≥
[
[α,∞); (sj)2nj=0 ,≤
]
. Therefore, (4.7) is proved. We
now check that
Mq≥
[
[α,∞); (sj)2nj=0 ,≤
]
⊆Mq≥
[
[α,∞); (s˜j)2nj=0 ,≤
]
(4.9)
is valid. For this reason, we assume that σ belongs toMq≥
[
[α,∞); (sj)2nj=0 ,≤
]
. Then
σ ∈ Mq≥,2n ([α,∞)) and s(σ)j = s˜j for each j ∈ Z0,2n−1. Moreover, s(σ)2n ≤ s2n. Ac-
cording to Remark 1.8, we have
(
s
(σ)
j
)2n
j=0
∈ K≥,eq,2n,α. In view of Definition 4.1, (1.15),
and [53, Proposition 4.13 (b)], then there is a non-negative Hermitian matrix D such
that
s
(σ)
2n = s2n −Q2n +Q2n−1Q+2n−1DQ2n−1Q+2n−1 (4.10)
and, because of the definitions of the matrices s˜2n and G, (4.10), and (4.2), conse-
quently,
s˜2n − s(σ)2n = G−Q2n−1Q+2n−1DQ2n−1Q+2n−1
= U∗[diag
(
B, 0(q−r)×(q−r)
)− diag (Ir, 0(q−r)×(q−r))UDU∗
· diag (Ir, 0(q−r)×(q−r))]U
= U∗ · diag (B − Γ, 0(q−r)×(q−r)) · U (4.11)
where Γ is the left upper r× r block of UDU∗. Using s(σ)2n ≤ s2n, (4.10), the definition
of the matrix B, the unitarity of U , and (4.2), we get
0q×q ≤ s2n − s(σ)2n = Q2n −Q2n−1Q+2n−1DQ2n−1Q+2n−1
= U∗
(
B − UQ2n−1Q+2n−1U∗UDU∗UQ2n−1Q+2n−1U∗
)
U
= U∗
[
B − diag (Ir, 0(q−r)×(q−r)) · UDU∗ · diag (Ir, 0(q−r)×(q−r))]U
= U∗
[
B − diag (Γ, 0(q−r)×(q−r))]U
and, because of UU∗ = Iq, Remark A.4, and (4.3), then
0q×q ≤ B − diag
(
Γ, 0(q−r)×(q−r)
)
=
[
B11 − Γ B12
B21 B22
]
.
Thus, in view of the definition of the matrix B and Remark A.14, we con-
clude B − Γ = B11 − Γ − B12B+22B21 ∈ Cr×r≥ . Hence, Remark A.4 yields
U∗ · diag (B − Γ, 0(q−r)×(q−r)) · U ∈ Cq×q≥ . Consequently, (4.11) yields s(σ)2n ≤ s˜2n.
Therefore, σ ∈ Mq≥
[
[α,∞); (s˜j)2nj=0 ,≤
]
. Thus, (4.9) is proved. From (4.7) and (4.9)
137
4 An approach based on a Schur-type algorithm to characterize the set
Mq≥[[α,∞); (sj)mj=0,≤] in the case of an arbitrary non-negative integer m
it follows (4.1) for m = 2n in the considered case 1 ≤ r ≤ q − 1.
Finally, we now consider the case r = 0. Then Q2n−1 = 0q×q and Definition 4.1 deliver
Lα.n−1 = 0q×q. We set s˜2n := s2n−Q2n. Thus, Definition 4.1, (1.15), and (1.17) yield
s˜2n = Θn. In view of (4.5), from [53, Proposition 4.13 (b)] we conclude then that
(s˜j)
2n
j=0 belongs to K≥,eq,2n,α. In order to check that (4.7) holds true, we assume that σ
belongs toMq≥
[
[α,∞); (s˜j)2nj=0 ,≤
]
. Then σ ∈ Mq≥,2n ([α,∞)) and s(σ)j = sj for each
j ∈ Z0,2n−1. Furthermore, s(σ)2n ≤ Θn. On the other hand, (sj)2nj=0 ∈ K≥q,2n,α, Theorem
4.4 (a), and Definition 4.1 show that Ln ∈ Cq×q≥ , i.e., in view of (1.15) and (1.17) we
get Θn ≤ s2n. Hence, s2n − s(σ)2n = (s2n −Θn) +
(
Θn − s(σ)2n
)
∈ Cq×q≥ . Consequently,
s
(σ)
2n ≤ s2n. Thus, σ belongs to Mq≥
[
[α,∞); (sj)2nj=0 ,≤
]
. We now prove that (4.9)
holds true. For this reason, we assume σ ∈ Mq≥
[
[α,∞); (sj)2nj=0 ,≤
]
. Then σ be-
longs toMq≥,2n ([α,∞)) and fulfills s(σ)j = sj for all j ∈ Z0,2n−1. Moreover, s(σ)2n ≤ s2n.
According to Remark 1.8, the sequence
(
s
(σ)
j
)2n
j=0
belongs to K≥,eq,2n,α. From [53, Propo-
sition 4.13 (b)], (1.17), and Lα.n−1 = 0q×q we obtain then s
(σ)
2n = Θn = s˜2n. In partic-
ular, σ belongs toMq≥
[
[α,∞); (s˜j)2nj=0 ,≤
]
. Therefore, (4.9) is verified. By virtue of
(4.7) and (4.9), equation (4.1) is fulfilled for m = 2n in the case r = 0 as well.
Consequently, (4.1) is proved for m = 2n and for each r ∈ Z0,q. It remains to check
that the sequence (s˜j)
2n
j=0 is uniquely determind. However, using Theorem 1.3, this
fact can be easily proved in the same way as the corresponding uniqueness in the
case that m is an odd positive integer (see [53, proof of Theorem 5.2]). We omit the
details.
Definition 4.6 ( [70, Definition 1.11]). Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈
K≥q,m,α. Then the unique sequence (s˜j)mj=0 belonging to K≥,eq,m,α for which (4.1) holds
true is said to be the right-sided α-Stieltjes non-negative definite extendable sequence
which is equivalent to (sj)
m
j=0.
Observe that in [60], the right-sided α-Stieltjes non-negative definite extendable se-
quence which is equivalent to a given sequence belonging to K≥q,m,α can be embedded
in a general principle to obtain it.
Lemma 4.7 ( [70, Lemma 1.12]). Let α ∈ R, let m ∈ N, and let (sj)mj=0 ∈ K≥q,m,α.
Denote by (s˜j)
m
j=0 the right-sided α-Stieltjes non-negative definite extendable sequence
equivalent to (sj)
m
j=0. Then sm− s˜m ∈ Cq×q≥ . If m ≥ 1, then sj = s˜j for all j ∈ Z0,m−1.
Moreover, (sj)
m
j=0 = (s˜j)
m
j=0 if and only if (sj)
m
j=0 ∈ K≥,eq,m,α.
Recall that if U is a subspace of Cq, then PU stands for the orthogonal projection
matrix onto U (see also Appendix B). If U and W are complementary subspaces of
Cq, then PU ,W is the projection matrix of Cq on U along W (see Remark B.4).
In the following, we use the notation given in Appendix B, in particular in Remark B.4,
and Remark B.6. We study interrelations between the right α-Stieltjes parametriza-
tion of an arbitrary sequence (sj)
m
j=0 belonging to K≥q,m,α and the right α-Stieltjes
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parametrization of the corresponding α-Stieltjes non-negative definite extendable se-
quence which is equivalent to (sj)
m
j=0.
Lemma 4.8. Let α ∈ R, let m ∈ N, let (sj)mj=0 ∈ K≥q,m,α, and let (s˜j)mj=0 be the
right-sided α-Stieltjes non-negative definite extendable sequence which is equivalent to
(sj)
m
j=0. Let (Qj)
m
j=0 and (Q˜j)
m
j=0 be the right α-Stieltjes parametrizations of (sj)
m
j=0
and (s˜j)
m
j=0, respectively. Let Pm−1 := PR(Qm−1) and let
Qm := (Qm)
(2)
R(PN (Qm−1)Qm),R(PN (Qm−1)Qm)⊥
. (4.12)
Then Q˜j = Qj for all j ∈ Z0,m−1 and, furthermore,
Q˜m = Pm−1Qm
(
Q+m −Qm
)
QmPm−1, (4.13)
Q˜m = Pm−1Qm
[
Q+m −
(
PR((Iq−Pm−1)Qm)QmPR((Iq−Pm−1)Qm)
)+]
QmPm−1, (4.14)
R [(Iq − Pm−1)Qm]uN [(Iq − Pm−1)Qm] = Cq, (4.15)
Q˜m = Pm−1QmPN ((Iq−Pm−1)Qm),R((Iq−Pm−1)Qm)Pm−1, (4.16)
R [Qm (Iq − Pm−1)]uN [Qm (Iq − Pm−1)] = Cq, (4.17)
and
Q˜m = Pm−1PN (Qm(Iq−Pm−1)),R(Qm(Iq−Pm−1))QmPm−1. (4.18)
Proof. Taking into account R [PN (Qm−1)Qm]uR [PN (Qm−1)Qm]⊥ = Cq and Remarks
B.6 and B.7, we see that the matrix Qm is well defined. Theorem 4.5 shows that
s˜j = sj is valid for all j ∈ Z0,m−1. Thus, Remark 4.3 provides
Q˜j = Qj for all j ∈ Z0,m−1 (4.19)
and, in view of Definition 4.1, (1.15), and (1.18), furthermore
Q˜m = s˜m − (sm −Qm) = s˜m − sm +Qm. (4.20)
Since (sj)
m
j=0 belongs to K≥q,m,α, from part (a) of Theorem 4.4 we get
Qm ∈ Cq×q≥ . (4.21)
First, we check that (4.13) is true. Let r := rank
(
Qm−1Q+m−1
)
. Then Remark A.7
yields
r = rank Qm−1. (4.22)
Then dim N (Qm−1) = q − r. From Pm−1 = PR(Qm−1) and Proposition B.2 we obtain
Pm−1 = Qm−1Q+m−1. (4.23)
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In particular,
P ∗m−1 = Pm−1 and P
2
m−1 = Pm−1. (4.24)
We now differentiate between the three cases r = 0, 1 ≤ r ≤ q − 1, and r = q.
(I) First we consider the case r = 0. Because of Qm−1 = Q˜m−1 and (4.22), we have
then 0 = rank Q˜m−1 and, consequently, Q˜m−1 = 0q×q. Since (s˜j)
m
j=0 belongs to K≥,eq,m,α,
from part (b) of Theorem 4.4, Lemma A.13, and Q˜m−1 = Qm−1 we conclude then
Q˜m = Q˜mQ˜
+
m−1Q˜m−1 = Q˜mQ˜
+
m−1Qm−1 = Q˜mQ˜
+
m−10q×q = 0q×q. (4.25)
Using (4.23) and (4.25), we infer Pm−1 = 0q×q. Together with (4.25), this implies
(4.13).
(II) We now consider the case 1 ≤ r ≤ q − 1. Because of (4.24) and (4.23), there is
an unitary complex q × q matrix U such that (4.2) is fulfilled. Let B := UQmU∗ and
let (4.3) be the block representation of B with r× r block B11. In view of (4.22) and
(4.2), Theorem 4.5 provides then that (4.4) holds true. Let U =
[
U1
U2
]
be the block
representation of U with r × q block U1. Combining this with (4.3), we get then
B11 = U1QmU
∗
1 , B12 = U1QmU
∗
2 , B21 = U2QmU
∗
1 , and B22 = U2QmU
∗
2 .
(4.26)
Because of dim N (Qm−1) = q − r and r ∈ Z1,q−1, we have dim N (Qm−1) ≥ 1. Let
U∗2 = [u1, u2, ..., uq−r] (4.27)
be the q × 1 block representation of U∗2 . Since the matrix U is unitary, we obtain
diag (Ir, Iq−r) = Iq = UU∗ =
[
U1
U2
] [
U∗1 , U
∗
2
]
=
[
U1U
∗
1 U1U
∗
2
U2U
∗
1 U2U
∗
2
]
and Iq = U∗U = U∗1U1 + U
∗
2U2. Consequently,
U2U
∗
2 = Iq−r and U
∗
2U2 = Iq − U∗1U1. (4.28)
From (4.23) and (4.2) we conclude
Pm−1 = Qm−1Q+m−1 =
[
U∗1 , U
∗
2
] · diag (Ir, 0(q−r)×(q−r)) · [U1U2
]
= U∗1U1. (4.29)
Because of (4.24) and Remark A.9, we have R (Iq − Pm−1) = N (Pm−1). Thus, in
view of (4.28), (4.29), and Pm−1 = PR(Qm−1), we infer then
R(U∗2 ) = R(U∗2U2) = R(Iq − U∗1U1) = R(Iq − Pm−1)
= N (Pm−1) = R
(
PN (Qm−1)
)
= N (Qm−1). (4.30)
Consequently, (4.27), (4.28) and (4.30) show that {u1, u2, ..., uq−r} is an orthonormal
basis ofN (Qm−1). Taking into account (4.21), dim N (Qm−1) ≥ 1, and (4.27), Lemma
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B.7 and (4.12) yield
Qm = U
∗
2 (U2QmU
∗
2 )
+U2. (4.31)
Using (4.20), (4.4), (4.26), (4.29), and (4.31), we get
Q˜m = s˜m − sm +Qm = U∗ · diag
(
B11 −B12B+22B21, 0q−r×q−r
) · U
=
[
U∗1 , U
∗
2
] · diag (B11 −B12B+22B21, 0q−r×q−r) · [U1U2
]
= U∗1 (B11 −B12B22B21)U1
= U∗1
[
(U1QmU
∗
1 )− (U1QmU∗2 )(U2QmU∗2 )+(U2QmU∗1 )
]
U1
= U∗1U1
[
Qm −QmU∗2 (U2QmU∗2 )+U2Qm
]
U∗1U1
= Pm−1
(
Qm −QmQmQm
)
Pm−1 = Pm−1Qm
(
Q+m −Qm
)
QmPm−1,
i.e., (4.13) is valid.
(III) We now consider the case r = q. Then (4.22) and Theorem 4.5 yield
s˜m = sm. Together with (4.20), this implies Q˜m = Qm. Because of r = q,
(4.22), and (4.23), we see that Pm−1 = Iq holds true. Furthermore, from r = q
and (4.22) we conclude N (Qm−1) = {0q×1}. Hence, PN (Qm−1) = 0q×q. Thus, we
get R (PN (Qm−1)Qm−1) = {0q×1}. Consequently, in view of (4.21), (4.12), (B.6), and
Lemma B.8, we infer R (Qm) = {0q×1}. Hence, Qm = 0q×q. Therefore, using addi-
tionally Pm−1 = Iq and Q˜m = Qm, we obtain
Pm−1Qm
[
Q+m −Qm
]
QmPm−1 = Qm
[
Q+m − 0q×q
]
Qm = Qm = Q˜m.
Hence, (4.13) is proved in case r = q as well.
Thus, (4.13) is true for all r ∈ Z0,m.
In view of (sj)
m
j=0 ∈ K≥q,m,α and [62, Theorem 4.12 (b)], we have Qm−1 ∈ Cq×q≥ and, in
particular, Q∗m−1 = Qm−1. Using Remarks A.2 and B.3, and (4.23), we conclude then
PN (Qm−1) = PR(Q∗m−1)⊥ = PR(Qm−1)⊥ = Iq −Qm−1Q+m−1 = Iq − Pm−1. (4.32)
From (4.21), (B.6), Lemma B.8, (4.32) and (4.12), we infer (4.15), (4.17), and
Qm =
(
PR(PN (Qm−1)Qm)QmPR(PN (Qm−1)Qm)
)+
=
(
PR((Iq−Pm−1)Qm)QmPR((Iq−Pm−1)Qm)
)+
.
Together with (4.13), this implies (4.14). Combining (4.21), (4.12), Lemma B.8, and
(4.32), we see that
QmQ

m = PR(QmPN (Qm−1)),N (QmPN (Qm−1)) = PR(Qm(Iq−Pm−1)),N (Qm(Iq−Pm−1)) (4.33)
and
QmQm = PR(PN (Qm−1)Qm),N (PN (Qm−1)Qm) = PR((Iq−Pm−1)Qm),N ((Iq−Pm−1))Qm) (4.34)
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hold true. Because of (4.17), (4.33) and [23, Chapter 2, Exercise 23], we get
Iq −QmQm = Iq − PR(Qm(Iq−Pm−1)),N (Qm(Iq−Pm−1)) = PN (Qm(Iq−Pm−1)),R(Qm(Iq−Pm−1)).
Together with (4.13), this implies
Q˜m = Pm−1
[
Iq −QmQm
]
QmPm−1 = Pm−1PN (Qm(Iq−Pm−1)),R(Qm(Iq−Pm−1))QmPm−1.
Hence, (4.18) is true. Comparing (4.15), (4.34), and [23, Chapter 2, Exercise 23],
then
Iq −QmQm = PN ((Iq−Pm−1)Qm),R((Iq−Pm−1)Qm) (4.35)
follows. By virtue (4.13) and (4.35), we conclude
Q˜m = Pm−1Qm
[
Iq −QmQm
]
Pm−1 = Pm−1QmPN ((Iq−Pm−1)Qm),R((Iq−Pm−1)Qm)Pm−1.
Consequently, (4.16) is proved as well.
4.3. The α-Schur transform of a sequence of complex matrices
The concept of constructing special transformations for finite and infinite sequences
of complex p× q matrices, used in this subsection, is presented in [72] and [66].
Several special notions introduced there will prove to be of particular importance in
the following. That is why we recall some definitions.
Definition 4.9 ( [72, Definition 4.13]). Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a
sequence of complex p× q matrices. The sequence (s]j)κj=0 given by s]0 := s+0 and
s]j := −s+0
∑j−1
l=0 sj−ls
]
l for all j ∈ Z1,κ is called the reciprocal sequence corresponding
to (sj)κj=0.
Remark 4.10 ( [72, Remark 4.17]). Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence
of complex p× q matrices with reciprocal sequence (s]j)κj=0. For all m ∈ Z0,κ, then
(s]j)
m
j=0 is the reciprocal sequence corresponding to (sj)
m
j=0.
Definition 4.11 ( [66, Definition 4.1]). Let α ∈ C, let κ ∈ N0∪{∞}, and let (sj)κj=0 be
a sequence of complex p× q matrices. Then the sequence (s[+,α]j )κj=0 which is given, for
all j ∈ Z0,κ, by s[+,α]j := −αsj−1 + sj where s−1 := 0p×q, is called the [+, α]-transform
of (sj)κj=0.
Obviously, the [+, α]-transform of (sj)κj=0 is connected to the sequence (sα.j)
κ−1
j=0 given
by (1.4) via s[+,α]j+1 = sα.j for all j ∈ Z0,κ−1 and by s[+,α]0 = s0.
Let α ∈ C. In order to prepare the basic construction in Section 4.5, we
study the reciprocal sequence corresponding to the [+, α]-transform of a sequence.
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Let κ ∈ N0 ∪ {∞} and let (sj)κj=0 be a sequence of complex p× q matrices with
[+, α]-transform (uj)κj=0. Then we define (s
[],α]
j )
κ
j=0 by
s
[],α]
j := u
]
j (4.36)
for all j ∈ Z0,κ, i. e., the sequence (s[],α]j )κj=0 is defined to be the reciprocal sequence
corresponding to the [+, α]-transform of (sj)κj=0.
The following considerations play a similar role as in [71, Section 8]. Guided by
our experiences from [71], we will choose a convenient two-sided normalization of
the sequence introduced in (4.36). This construction gives us the tool to realize the
elementary step in the Schur-type algorithm, we are striving for.
Definition 4.12 ( [66, Definition 7.1]). Let α ∈ C, let κ ∈ N ∪ {∞}, and let
(sj)
κ
j=0 be a sequence of complex p× q matrices. The sequence (s[1,α]j )κ−1j=0 defined
by s[1,α]j := −s0s[],α]j+1s0 for all j ∈ Z0,κ−1 is called the first α-Schur transform (or short
the first α-S-transform) of (sj)κj=0.
We now have the following essential result:
Theorem 4.13 (cf. [66, Theorem 7.21 (a) and (b)]). Let α ∈ R, let m ∈ N, and let
(sj)
m
j=0 be a sequence of complex q × q matrices. Then:
(a) If (sj)
m
j=0 ∈ K≥q,m,α, then (s[1,α]j )m−1j=0 ∈ K≥q,m−1,α.
(b) If (sj)
m
j=0 ∈ K≥,eq,m,α, then (s[1,α]j )m−1j=0 ∈ K≥,eq,m−1,α.
For each κ ∈ N0 ∪ {∞}, let Dp×q,κ be the set of all sequences (sj)κj=0 of all p× q
matrices for which
N (s0) ⊆ ∩κj=0N (sj) and ∪κj=0 R(sj) ⊆ R(s0)
hold true.
Let us consider an arbitrary α ∈ R and an arbitrary m ∈ N0. Then we know from
Remark 1.5 and [66, Proposition 3.8 (a)] that K≥,eq,m,α ⊆ K≥q,m,α∩Dq×q,m. We turn now
our attention to the first α-Schur transforms of sequences belonging to K≥q,m,α∩Dq×q,m.
Proposition 4.14. Let m ∈ N, let (sj)mj=0 ∈ K≥q,m,α∩Dq×q,m, and let (s˜j)mj=0 be the α-
Stieltjes non-negative definite extendable sequence which is equivalent to (sj)
m
j=0. Let
(t˜j)
m−1
j=0 and (tj)
m−1
j=0 be the first α-Schur transforms of (s˜j)
m
j=0 and (sj)
m
j=0, respectively.
Then (tj)m−1j=0 belongs to K≥q,m−1,α and (t˜j)m−1j=0 is the α-Stieltjes non-negative definite
extendable sequence which is equivalent to (tj)m−1j=0 .
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Proof. Since (sj)
m
j=0 belongs to Dq×q,m, from Lemma A.12 and Lemma A.13 we get
sm = s0s
+
0 sms
+
0 s0. (4.37)
In view of (sj)
m
j=0 ∈ K≥q,m,α and [66, Theorem 7.21], we conclude
(tj)
m−1
j=0 ∈ K≥q,m−1,α. (4.38)
Let (T˜j)m−1j=0 be the right α-Stieltjes parametrization of (t˜j)
m−1
j=0 and let (Q˜j)
m
j=0 be
the right α-Stieltjes parametrization of (s˜j)
m
j=0. According to Definition 4.6, we have
(s˜j)
m
j=0 ∈ K≥,eq,m,α. Consequently, [66, Theorem 9.26] shows that
T˜j = Q˜j+1 for each j ∈ Z0,m−1. (4.39)
Let (Qj)mj=0 be the right α-Stieltjes parametrization of (sj)
m
j=0. Lemma 4.8 yields
(4.19) and
Q˜m = PR(Qm−1)QmPN((Iq−PR(Qm−1))Qm),R((Iq−PR(Qm−1))Qm)
PR(Qm−1). (4.40)
In view of (4.38), let (rj)m−1j=0 the α-Stieltjes non-negative definite extendable sequence
which is equivalent to (tj)m−1j=0 . Let (Rj)
m−1
j=0 the right α-Stieltjes parametrization of
(rj)
m−1
j=0 and let (Tj)
m−1
j=0 be the right α-Stieltjes parametrization of (tj)
m−1
j=0 . It remains
to prove that
rj = t˜j for all j ∈ Z0,m−1. (4.41)
First we consider the case m ≥ 2. Because of (4.38) and Lemma 4.8, we get then
Rj = Tj for all j ∈ Z0,m−2 (4.42)
and
Rm−1 = PR(Tm−2)Tm−1PN((Iq−PR(Tm−2))Tm−1),R((Iq−PR(Tm−2))Tm−1)
PR(Tm−2). (4.43)
Taking into account (sj)
m
j=0 ∈ K≥q,m,α, (4.38), and [66, Theorem 9.25], we obtain
Tj = Qj+1 for all j ∈ Z0,m−2 and Tm−1 = Qm − (sm − s0s+0 sms+0 s0). (4.44)
For each j ∈ Z0,m−2, from (4.42), (4.44), (4.19), and (4.39) we conclude
Rj = Tj = Qj+1 = Q˜j+1 = T˜j. (4.45)
On the other hand, (4.44) and (4.37) imply Tm−1 = Qm. Thus, combining this with
(4.43), (4.44), and (4.40), we get Rm−1 = Q˜m and, in view of (4.39), consequently
Rm−1 = T˜m−1. Together with (4.45) and Remark 4.2, this shows that (4.41) is true.
We now consider the case m = 1. Obviously, since (sj)
m
j=0 belongs to K≥q,m,α, we
have s∗0 = s0. Therefore, Remark A.8 provides s0s
+
0 = s
+
0 s0. Since (sj)
m
j=0 belongs
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to Dq×q,m, Lemma A.12 yields then s0s+0 s1 = s1, s1s+0 s0 = s1, and s1s0s+0 = s1.
Consequently,
s0s
+
0 (−αs0 + s1) = −αs0s+0 s0 + s0s+0 s1 = −αs0 + s1, (4.46)
(Iq − s0s+0 )(−αs0 + s1) = 0, and (−αs0 + s1)s0s+0 = −αs0 + s1. (4.47)
Because of (4.38), Theorem 4.5, and Definition 4.6, we see that r0 = t0 is vaild. Using
(sj)
m
j=0 ∈ K≥q,m,α and [66, Theorem 9.25], we get T0 = Q1 − (s1 − s0s+0 s1s+0 s0) and, by
virtue of (4.37), consequently, T0 = Q1. Definition 4.1 shows that
Q0 = s0 and Q1 = −αs0 + s1 (4.48)
hold true. Proposition B.2 and (4.48) provide
PR(Q0) = Q0Q
+
0 = s0s
+
0 . (4.49)
Obviously, I2q = Iq, R(Iq) = Cq, and N (Iq) = {0q×1}. Thus, Remark B.4 shows that
PCq ,{0q×1} = Iq. In view of Definition 4.1, m = 1, (4.39), (4.40), (4.49), (4.48), (4.46),
(4.47), PCq ,{0q×1} = Iq, again (4.48), T0 = Q1, again Definition 4.1, and r0 = t0, we
conclude
t˜0 = T˜0 = Q˜1 = PR(Q0)Q1PN((Iq−PR(Q0))Q1),R((Iq−PR(Q0))Q1)
PR(Q0)
= s0s
+
0 (−αs0 + s1)PN((Iq−s0s+0 )(−αs0+s1)),R((Iq−s0s+0 )(−αs0+s1))s0s
+
0
= (−αs0 + s1)PN (0q×q),R(0q×q)s0s+0 = (−αs0 + s1)PCq ,{0q×1}s0s+0
= (−αs0 + s1)Iqs0s+0 = (−αs0 + s1)s0s+0 = −αs0 + s1 = Q1 = T0 = t0 = r0.
Hence, (4.41) holds true in the case m = 1 as well.
The following lemma should be considered against the background of Problem
M[[α,∞); (sj)mj=0,≤] and indicates that the first α-S-transform for finite sequences
preserves a particular matrix inequality with respect to the Löwner semi-ordering for
Hermitian matrices.
Lemma 4.15 ( [70, Lemma 3.6]). Let m ∈ N. Furthermore, let (sj)mj=0 and (tj)mj=0
be sequences of Hermitian complex q × q matrices such that
tj = sj for all j ∈ Z0,m−1 and tm ≤ sm. (4.50)
Then (t[1,α]m−1)
m−1
j=0 and (s
[1,α]
m−1)
m−1
j=0 are sequences of Hermitian matrices with
t
[1,α]
m−1 ≤ s[1,α]m−1. If m ≥ 2, then, moreover, t[1,α]j = s[1,α]j for all j ∈ Z0,m−2.
The α-Schur transform for sequences of complex p× q matrices generates in a natural
way an algorithm for (finite or infinite) sequences of complex p× q matrices. In
generalization of Definition 4.12, we introduce the following:
Definition 4.16 ( [66, Definition 8.1]). Let α ∈ C, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0
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be a sequence of complex p× q matrices. The sequence (s[0,α]j )κj=0 given by s[0,α]j := sj
for all j ∈ Z0,κ is called the 0-th α-S-transform of (sj)κj=0. In the case κ ≥ 1, for
all k ∈ Z1,κ, the k-th α-S-transform (s[k,α]j )κ−kj=0 of (sj)κj=0 is recursively defined by
s
[k,α]
j := t
[1,α]
j for all j ∈ Z0,κ−k, where (tj)κ−(k−1)j=0 denotes the (k−1)-th α-S-transform
of (sj)κj=0.
A comprehensive investigation of this algorithm was carried out in [66].
Remark 4.17 ( [66, Remark 8.3]). Let α ∈ C, let κ ∈ N0 ∪ {∞}, and let (sj)κj=0
be a sequence of complex p× q matrices. From Definition 4.16 then it is immedi-
ately obvious that, for all k ∈ Z0,κ and all l ∈ Z0,κ−k, the (k + l)-th α-S-transform
(s
[k+l,α]
j )
κ−(k+l)
j=0 of (sj)
κ
j=0 is exactly the l-th α-S-transform of the k-th α-S-transform
(s
[k,α]
j )
κ−k
j=0 of (sj)
κ
j=0.
There is a remarkable interrelation between α-S-transformation and α-Stieltjes
parametrization:
Theorem 4.18 ( [66, Theorem 9.15]). Let α ∈ R, let κ ∈ N0 ∪ {∞}, and let
(sj)
κ
j=0 ∈ K≥,eq,κ,α. Then (s[j,α]0 )κj=0 is exactly the right α-Stieltjes parametrization of
(sj)
κ
j=0.
We now introduce a transformation, which is useful to recover the sequence (sj)
m
j=0
on the basis of the sequence (s[1,α]j )
m−1
j=0 and the matrix s0.
Definition 4.19 ( [66, Definition 10.1]). Let α ∈ C, let κ ∈ N0 ∪ {∞}, let (tj)κj=0
be a sequence of complex p× q matrices, and let A be a complex p× q matrix. The
sequence (t[−1,α,A]j )
κ+1
j=0 recursively defined by
t
[−1,α,A]
0 := A and t
[−1,α,A]
j := α
jA+
j∑
l=1
αj−lAA+
[
l−1∑
k=0
tl−k−1A+(t
[−1,α,A]
k )
[+,α]
]
for all j ∈ Z1,κ+1 is called the inverse α-S-transform corresponding to [(tj)κj=0, A].
Remark 4.20 ( [66, Remark 10.2]). Let α ∈ C, let κ ∈ N0 ∪ {∞}, let (tj)κj=0 be a
sequence from Cp×q, and let A ∈ Cp×q. Denote by (sj)κ+1j=0 the inverse α-S-transform
corresponding to [(tj)κj=0, A]. In view of Definition 4.19, one can easily see that, for
all m ∈ Z0,κ, the sequence (sj)m+1j=0 depends only on the matrices A and t0, t1, . . . , tm
and is hence exactly the inverse α-S-transform corresponding to [(tj)mj=0, A].
Remark 4.21 ( [66, Remark 10.3]). Let α ∈ C, let κ ∈ N0 ∪ {∞}, let (tj)κj=0 be a
sequence from Cp×q, and let A ∈ Cp×q. Denote by (sj)κ+1j=0 the inverse α-S-transform
corresponding to [(tj)κj=0, A]. From Definition 4.19 we easily see then that (sj)
κ+1
j=0
belongs to Dp×q,κ+1.
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Lemma 4.22 ( [66, Lemma 10.4]). Let α ∈ C, let κ ∈ N0 ∪ {∞}, let (tj)κj=0 be a
sequence from Cp×q, and let A ∈ Cp×q. Denote by (sj)κ+1j=0 the inverse α-S-transform
corresponding to [(tj)κj=0, A] and by (s
[+,α]
j )
κ+1
j=0 the [+, α]-transform of (sj)
κ+1
j=0 . Then
s0 = A and sj = αsj−1 + AA+
∑j−1
k=0 tj−1−kA
+s
[+,α]
k for all j ∈ Z1,κ+1.
Lemma 4.23 ( [66, Lemma 10.13]). Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (tj)κj=0 be
a sequence of Hermitian complex q × q matrices, and let A be a Hermitian com-
plex q × q matrix. Then the inverse α-S-transform corresponding to [(tj)κj=0, A] is a
sequence of Hermitian complex q × q matrices.
The following result can be considered as an inverse analogue to Lemma 4.15.
Lemma 4.24 ( [70, Lemma 3.13]). Let m ∈ N0, and let A ∈ Cq×qH . Further, let
(sj)
m
j=0 and (tj)
m
j=0 be sequences of Hermitian complex q × q matrices such that (4.50)
holds true. Then t[−1,α,A]j = s
[−1,α,A]
j for each j ∈ Z0,m and t[−1,α,A]m+1 ≤ s[−1,α,A]m+1 .
4.4. The matrix polynomials Vα,A and Wα,A
In this subsection, we discuss some facts on linear fractional transformations of ma-
trices. In Appendix D, we give some further basic results concerning this topic.
Lemma 4.25. Let c ∈ Cq×p and d ∈ Cq×q. Then the following statements are
equivalent:
(i) The set
Q[c,d] :=
{
x ∈ Cp×q : det (cx+ d) 6= 0}
is non-empty.
(ii) The set
Q˜[c,d] :=
{
[x, y] ∈ Cp×q × Cq×q : det (cx+ dy) 6= 0}
is non-empty.
(iii) rank [c, d] = q.
Furthermore, Q˜[c,d] marks a subset of the set Qp×q containing all pairs
[x, y] ∈ Cp×q × Cq×q fulfilling rank
[
x
y
]
= q.
A detailed proof of Lemma 4.25 is given, e.g., in [17, Lemma 2.21].
Notation 4.26. Let E ∈ C(p+q)×(p+q) and let
E =
[
a b
c d
]
(4.51)
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be the block partition of E with p× p-block a. If rank [c, d] = q, then let the linear
fractional transformations S(p,q)E : Q[c,d] → Cp×q and S˜(p,q)E : Q˜[c,d] → Cp×q be defined
by
S(p,q)E (x) := (ax+ b)(cx+ d)−1 and S˜(p,q)E ([x, y]) := (ax+ by)(cx+ dy)−1.
We modify Notation 4.26 for matrix-valued functions: Let G be a non-empty subset of
C, let V : G → C(p+q)×(p+q) be a matrix-valued function, and let V =
[
v11 v12
v21 v22
]
be the
block partition of V with p× p block v11. Then we make the following conventions: If
F : G → Cp×q fulfills det [v21(z)F (z) + v22(z)] 6= 0 for all z ∈ G, then we use S(p,q)V (F )
to denote the function S(p,q)V : G → Cp×q defined by[
S(p,q)V (F )
]
(z) := S(p,q)V (z) [F (z)] .
Furthermore, if F1 : G → Cp×q and F2 : G → Cp×q are matrix-valued functions such
that det [v21(z)F1(z) + v22(z)F2(z)] 6= 0 for all z ∈ G, then S˜(p,q)V ([F1, F2]) : G → Cp×q
is given by [
S˜(p,q)V ([F1, F2])
]
(z) := S˜(p,q)V (z) ([F1(z), F2(z)]) .
We now study special (p+ q)× (p+ q) matrix polynomials, which are intensively used
in Section 4.5.
Remark 4.27. Let α ∈ R, and let A ∈ Cp×q. Then Vα,A : C → C(p+q)×(p+q) and
Wα,A : C→ C(p+q)×(p+q) given by
Vα,A(z) :=
[
0p×p −A
(z − α)A+ (z − α)Iq
]
and Wα,A(z) :=
[
(z − α)Ip A
−(z − α)A+ Iq − A+A
]
,
(4.52)
respectively, are matrix polynomials and, in particular, holomorphic in C.
The use of the matrix polynomial Vα,A was inspired by some constructions in [85]. In
particular, we mention [85, Formula (2.3)]. In their constructions, Hu and Chen used
Drazin inverses instead of Moore-Penrose inverses of matrices. Since both types of
generalized inverses coincide for Hermitian matrices (see, e.g. [71, Proposition A.2]),
we can conclude that, in the generic case, the matrix polynomials Vα,A coincide for
α = 0 with the functions used in [85].
Remark 4.28. Let A ∈ Cp×q and let α ∈ C. For each z ∈ C, then Vα,A(z)Wα,A(z) =
(z − α) · diag (AA+, Iq) and Wα,A(z)Vα,A(z) = (z − α) · diag (AA+, Iq).
We now are going to study the linear fractional transformation generated by the
matrix Wα,A(z) for arbitrarily given z ∈ C\{α}, where α is an arbitrarily given real
number.
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Lemma 4.29 ( [67, Lemma D.2]). Let α ∈ C, let A ∈ Cp×q, and let z ∈ C\{α}.
Then:
(a) The matrix −(z − α)−1A belongs to Q[−(z−α)A+,Iq−A+A]. In particular,
Q[−(z−α)A+,Iq−A+A] 6= ∅.
(b) Let X ∈ Cp×q be such that R(A) ⊆ R(X) and N (A) ⊆ N (X). Then X belongs
to Q[−(z−α)A+,Iq−A+A] and the equation[−(z − α)A+X + Iq − A+A]−1 = −(z − α)−1X+A+ Iq − A+A
holds true.
Remark 4.30. Let α ∈ C, let A ∈ Cp×q, and let z ∈ C\{α}. In view of Lemma 4.29
and Lemma 4.25, then Q˜[−(z−α)A+,Iq−A+A] 6= ∅.
Lemma 4.31 ( [67, Lemma D.3]). Let α ∈ C, let A ∈ Cp×q, let Wα,A be defined via
(4.52), and let X ∈ Cp×q be such that R(A) ⊆ R(X) and N (A) ⊆ N (X) are satis-
fied. Furthermore, let z ∈ C\{α}. Then the matrix X belongs to Q[−(z−α)A+,Iq−A+A].
Moreover,
S(p,q)Wα,A(z)(X) = −A
[
Iq + (z − α)−1X+A
]
,
R
(
S(p,q)Wα,A(z)(X)
)
⊆ R(A), and N (A) ⊆ N
(
S(p,q)Wα,A(z)(X)
)
.
Remark 4.32. Let α ∈ C, let A ∈ Cp×q, and let z ∈ C\{α}. Then
rank [(z − α)A+, (z − α)Iq] = q and the matrix 0q×q obviously belongs to
Q[(z−α)A+,(z−α)Iq ]. In particular, Q[(z−α)A+,(z−α)Iq ] 6= ∅ and, in view of Lemma 4.25,
furthermore Q˜[(z−α)A+,Iq−A+A] 6= ∅.
Remark 4.33 ( [67, Remark D.4]). Let α ∈ C, let A ∈ Cp×q, and let z ∈ C\{α}.
Then:
(a) For each X ∈ Q[(z−α)A+,(z−α)Iq ], we have S(p,q)Vα,A(z)(X) = −(z−α)−1A [Iq + A+X]
+
and, in view of det [(z − α)A+X + (z − α)Iq] 6= 0, thus R
(
S(p,q)Vα,A(z)(X)
)
=
R(A).
(b) For every choice of [X, Y ] ∈ Q˜[−(z−α)A+,(z−α)Iq ], the equation
S˜(p,q)Vα,A(z)([X, Y ]) = −(z − α)−1AY (A+X + Y )+ holds true.
Let α ∈ R, let κ ∈ N0 ∪ {∞}, let (sj)κj=0 be a sequence of complex p× q matrices,
and let m ∈ Z0,κ. For all l ∈ Z0,m, let (s[l,α]j )κ−lj=0 be the l-th α-S-transform of (sj)κj=0.
Let the sequence
(
V
α,s
[j,α]
0
)m
j=0
be given via (4.52), let
V[α,(sj)
m
j=0] := V
α,s
[0,α]
0
· V
α,s
[1,α]
0
· ... · V
α,s
[m−1,α]
0
· V
α,s
[m,α]
0
, (4.53)
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and let
V[α,(sj)
m
j=0] =
[
v
[α,(sj)
m
j=0]
11 v
[α,(sj)
m
j=0]
12
v
[α,(sj)
m
j=0]
21 v
[α,(sj)
m
j=0]
22
]
(4.54)
be the block representation of V[α,(sj)
m
j=0] with p× p block v[α,(sj)
m
j=0]
11 . Furthermore, let
the sequence
(
W
α,s
[j,α]
0
)m
j=0
be given via (4.52), let
W[α,(sj)
m
j=0] := W
α,s
[0,α]
0
·W
α,s
[1,α]
0
· ... ·W
α,s
[m−1,α]
0
·W
α,s
[m,α]
0
, (4.55)
and let
W[α,(sj)
m
j=0] =
[
w
[α,(sj)
m
j=0]
11 w
[α,(sj)
m
j=0]
12
w
[α,(sj)
m
j=0]
21 w
[α,(sj)
m
j=0]
22
]
be the block representation of W[α,(sj)
m
j=0] with p× p block w[α,(sj)
m
j=0]
11 .
Remark 4.34 ( [67, Remarks 12.11 and 12.12]). Let α ∈ R, let κ ∈ N∪{∞}, and let
(sj)
κ
j=0 be a sequence of complex p× q matrices. For all m ∈ Z1,κ and all l ∈ Z0,m−1,
one can see then from (4.53), (4.55), and Remark 4.17 that
V[α,(s
[l,α]
j )
m−l
j=0 ] = V[α,(s
[l,α]
j )
m−(l+1)
j=0 ]V
α,s
[m,α]
0
, V[α,(s
[l,α]
j )
m−l
j=0 ] = V
α,s
[l,α]
0
V[α,(t
[l,α]
j )
m−(l+1)
j=0 ],
W[α,(s
[l,α]
j )
m−l
j=0 ] = W[α,(s
[l,α]
j )
m−(l+1)
j=0 ]W
α,s
[m,α]
0
,
and
W[α,(s
[l,α]
j )
m−l
j=0 ] = W
α,s
[l,α]
0
W[α,(t
[l,α]
j )
m−(l+1)
j=0 ]
hold true, where tj := s
[l+1,α]
j for all j ∈ Z0,m−(l+1).
4.5. The Schur-Stieltjes transform
Let α ∈ R, let F : C\[α,∞) → Cp×q be a matrix-valued function, and let
A ∈ Cp×q. Then the matrix-valued functions F [+,α,A] : C\[α,∞) → Cp×q and
F [−,α,A] : C\[α,∞)→ Cp×q, which are defined by
F [+,α,A](z) := −A [Iq + (z − α)−1[F (z)]+A] (4.56)
and
F [−,α,A](z) := −(z − α)−1A [Iq + A+F (z)]+ , (4.57)
play an essential role in our further considerations. The matrix-valued functions
F [+,α,A] and F [−,α,A], which are called the (α,A)-Schur-Stieltjes transform of F and
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inverse (α,A)-Schur-Stieltjes transform of F , respectively, are studied in [67, Sections
9, 10, 11]. Central results proved there ( [67, Theorems 10.3 and 11.3]) will be applied
below.
Definition 4.35 (cf. [67, Definition 12.2]). Let α ∈ R, let F ∈ S0,q,[α,∞), and let σ be
the [α,∞)-Stieltjes measure of F . Then the (α, σ([α,∞)))-Schur-Stieltjes transform
F [+,α,σ([α,∞))] of F is called short the [α,∞)-Schur-Stieltjes transform of F .
Lemma 4.36 ( [70, Theorem 9.2]). Let α ∈ R, let m ∈ N, and let (sj)mj=0 ∈ K≥q,m,α.
Then S0,q,[α,∞)[(sj)mj=0 ,≤] 6= ∅. If F ∈ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
, then the [α,∞)-Schur-
Stieltjes transform S of F belongs to S0,q,[α,∞)
[(
s
[1,α]
j
)m−1
j=0
,≤
]
.
Proof. We state the proof given in [70, Theorem 9.2]. In view of Remark
2.15, the set S0,q,[α,∞)[(sj)mj=0 ,≤] is non-empty. Let F ∈ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
.
Then we have F ∈ S0,q,[α,∞) and the [α,∞)-Stieltjes measure σ of F fulfills
σ ∈Mq≥
[
[α,∞); (sj)mj=0 ,≤
]
. In particular, σ ∈Mq≥,m ([α,∞)). Setting tj := s(σ)j for
all j ∈ Z0,m, we get σ ∈Mq≥[[α,∞); (tj)mj=0,=] and, hence, F ∈ S0,q,[α,∞)[(tj)mj=0,=].
According to Remark 1.8, the sequence (tj)mj=0 belongs to K≥,eq,m,α. From [67,
Theorem 10.3] we know that S ∈ S0,q,[α,∞)
[(
t
[1,α]
j
)m−1
j=0
,=
]
. Since (sj)
m
j=0 be-
longs to K≥q,m,α, we obtain s∗j = sj for all j ∈ Z0,m. Further, Remark 1.10
shows that t∗j =
(
s
(σ)
j
)∗
= s
(σ)
j = tj for each j ∈ Z0,m. Since σ belongs to
Mq≥
[
[α,∞); (sj)mj=0 ,≤
]
, we have tj = s
(σ)
j = sj for each j ∈ Z0,m−1 and
tm = s
(σ)
m ≤ sm. Thus, Lemma 4.15 implies t[1,α]m−1 ≤ s[1,α]m−1 and, in the case m ≥ 2,
furthermore, t[1,α]j = s
[1,α]
j for each j ∈ Z0,m−2. Consequently, S belongs to
S0,q,[α,∞)
[(
s
[1,α]
j
)m−1
j=0
,≤
]
.
Lemma 4.37 ( [70, Theorem 10.4]). Let α ∈ R, let m ∈ N, and let
(sj)
m
j=0 ∈ K≥q,m,α ∩ Dq×q,m. Then S0,q,[α,∞)
[(
s
[1,α]
j
)m−1
j=0
,≤
]
6= ∅. If
F ∈ S0,q,[α,∞)
[(
s
[1,α]
j
)m−1
j=0
,≤
]
, (4.58)
then F [−,α,s0] belongs to S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
.
Proof. We state a detailed version of the proof given in [70, Theorem 10.4]. According
to Proposition 4.14, the sequence (s[1,α]j )
m−1
j=0 belongs to K≥,eq,m,α. By virtue of (4.58),
we see that F belongs to S0,q,[α,∞) and that the [α,∞)-Stieltjes measure σ of F fulfills
σ ∈ Mq≥
[
[α,∞);
(
s
[1,α]
j
)m−1
j=0
,≤
]
. In particular, we have σ ∈ Mq≥,m−1 ([α,∞)). Let
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tj := s
(σ)
j for each j ∈ Z0,m−1. Theorem 1.7 yields
(tj)
m−1
j=0 ∈ K≥,eq,m−1,α, and, in particular, t∗j = tj for each j ∈ Z0,m−1, (4.59)
σ ∈Mq≥
[
[α,∞); (tj)m−1j=0 ,=
]
, (4.60)
tj = s
[1,α]
j for each j ∈ Z0,m−2 and tm−1 ≤ s[1,α]m−1. (4.61)
From (4.61) we get 0q×q ≤ σ([α,∞)) = s(σ)0 = t0 ≤ s[1,α]0 . Thus,
{s[1,α]0 − t0, t0, s[1,α]0 } ⊆ Cq×q≥ . In particular, s[1,α]0 ∈ Cq×qH and, in view of Lemma A.5,
moreover,
N
(
s
[1,α]
0
)
⊆ N (t0) and R(t0) ⊆ R
(
s
[1,α]
0
)
. (4.62)
Because of (sj)mj=0 ∈ K≥q,m,α, we infer
s0 ∈ Cq×q≥ and s∗j = sj for each j ∈ Z0,m (4.63)
(see also [62, Lemma 2.9]). Taking into account (4.60) and [63, Lemma B.2], for each
j ∈ Z0,m−1, we conclude
N (t0) = N
(
s
(σ)
0
)
= N (σ([α,∞))) ⊆ N
(∫
[α,∞)
xjσ(dx)
)
= N
(
s
(σ)
j
)
= N (tj)
and
R(tj) = R
(
s
(σ)
j
)
= R
(∫
[α,∞)
xjσ(dx)
)
⊆ R (σ([α,∞))) = R
(
s
(σ)
0
)
= R (t0) .
Hence,
(tj)
m−1
j=0 ∈ Dq×q,m−1. (4.64)
Let (rj)
m
j=0 be the inverse α-S-transform with respect to
[
(tj)
m−1
j=0 , s0
]
. In view of
(4.59), (4.63), and [66, Proposition 10.15], we get
(rj)
m
j=0 ∈ K≥,eq,m,α. (4.65)
Because of (4.62) and [66, Remark 7.4], we conclude that N (s0) ⊆ N (t0) and
R(t0) ⊆ R(s0). Using additionally (4.64), and [66, Proposition 10.8], we get
then tj = r
[1,α]
j for each j ∈ Z0,m−1 and, in view of (4.60), consequently
σ ∈Mq≥
[
[α,∞);
(
r
[1,α]
j
)m−1
j=0
,=
]
, i.e., F ∈ S0,q,[α,∞)
[(
r
[1,α]
j
)m−1
j=0
,=
]
. Thus, from
(4.65) and [67, Theorem 11.3], we see that F [−,α,r0] ∈ S0,q,[α,∞)
[
(rj)
m
j=0,=
]
. Let (vj)mj=0
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be the inverse α-S-transform of
[(
s
[1,α]
j
)m−1
j=0
, s0
]
. From (4.63) and [66, Remark 8.7]
we know that s[1,α]j ∈ Cq×qH for each j ∈ Z0,m−1. Hence, by virtue of (4.63), (4.59),
s0 ∈ Cq×q≥ , (4.61), and Lemma 4.24, we obtain then rm ≤ vm, and, in the case m ≥ 2,
furthermore rj = vj for each j ∈ Z0,m−1. In view of (sj)mj=0 ∈ Dq×q,m and [66, Propo-
sition 10.10], we have sj = vj for each j ∈ Z0,m. Consequently, rm ≤ vm = sm
and, in the case m ≥ 2, furthermore rj = vj = sj for each j ∈ Z0,m−1. Thus,
F [−,α,s0] ∈ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
is proved.
The following example shows that in Lemma 4.37 the assumption that the sequence
(sj)
m
j=0, belongs to K≥q,m,α ∩ Dq×q,m can not be substituted by (sj)mj=0 ∈ K≥q,m,α.
Example 4.38. Let
s0 :=
[
1 0
0 0
]
, let s1 :=
[
1 1
1 1
]
,
and let F : C\[0,∞) −→ C2×2 be given by F (z) := −1
z
s0. Then (sj)1j=0 ∈ K≥2,1,0.
However, because of, R(s1) * R(s0), the sequence (sj)1j=0 does not belong to D2×2,1.
Thus, (sj)1j=0 ∈ K≥2,1,0\D2×2,1. Obviously, because of s+0 = s0 and s0s0 = s0, we have
s
[1,0]
0 = −s0s[],0]1 s0 = −s0
[
−
(
s
[+,0]
0
)+
s
[+,0]
1
(
s
[+,0]
0
)+]
s0
= s0s
+
0 (−0 · s0 + s1)s+0 s0 = s0.
Let  be the Dirac measure defined on B[0,∞) with unit mass at the point 0
and let σ := s0. Then σ ∈ M2≥
[
[0,∞);
(
s
[1,0]
j
)0
j=0
,≤
]
. One can easily see
that
∫
[0,∞)
1
t−zσ(dt) = F (z) holds true for each z ∈ C\[0,∞). Consequently,
F ∈ S0,2,[0,∞)
[(
s
[1,0]
j
)0
j=0
,≤
]
. Obviously, if ρ is the Dirac measure defined on B[0,∞)
with unit mass at the point 1, then µ := s0ρ belongs toM2≥([0,∞)). In view of [67, Re-
mark 5.7 (a)] and s+0 s0 = s0s0 = s0, we have then
F [−,0,s0](z) = −(z − 0)−1s0[I2 + s+0 F (z)]+ = −
1
z
s0
[
I2 − 1
z
s+0 s0
]+
= s0 [s0 − zI2]+
= s0
[
1− z 0
0 −z
]+
=
1
1− z
[
1 0
0 0
]
=
∫
[0,∞)
1
t− zµ(dt). (4.66)
Furthermore, we obtain s(µ)1 =
∫
[0,∞) tµ(dt) = s0 and, hence,
s1 − s(µ)1 =
[
0 1
1 1
]
/∈ C2×2≥ .
This implies µ /∈ M2≥
[
[0,∞); (sj)1j=0,≤
]
. Because of (4.66), then
F [−,0,s0] /∈ S0,2,[0,∞)
[
(sj)
1
j=0 ,≤
]
follows.
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Lemma 4.39 ( [70, Lemma 11.1]). Let α ∈ R, let s0 ∈ Cq×q≥ , and let F ∈
S0,q,[α,∞)
[
(sj)
0
j=0,≤
]
. For all w ∈ C\R, then
1
=w=F (w) ≥ [F (w)]
∗ s+0 [F (w)] . (4.67)
Proof. We state the proof given in [70, Lemma 11.1]. Let w ∈ C\R. Because
of F ∈ S0,q,[α,∞)
[
(sj)
0
j=0,≤
]
, we have F ∈ S0,q,[α,∞). Let σ be the [α,∞)-Stieltjes
measure of F and let gw : [α,∞) → C be defined by gw(t) = 1t−w . Then gw ∈
L1 ([α,∞),B[α,∞), σ) and
F (w) =
∫
[α,∞)
gwdσ. (4.68)
Hence, =gw ∈ L1
(
[α,∞),B[α,∞), σ
)
and
=F (w) =
∫
[α,∞)
=(gw)dσ. (4.69)
For all t ∈ [α,∞), we have =gw(t) = =w|t−w|2 = =(w) |gw(t)|
2 and, consequently,
|gw(t)|2 = 1=(w)=gw(t). This implies
|gw|2 ∈ L1
(
[α,∞),B[α,∞), σ
)
and
∫
[α,∞)
|gw|2 dσ = 1=(w)
∫
[α,∞)
=(gw)dσ. (4.70)
Comparing (4.69) and (4.70), we conclude
=F (w) = =(w)
∫
[α,∞)
|gw|2 dσ. (4.71)
From (4.70) and Corollary C.35 we obtain(∫
[α,∞)
gwdσ
)∗
[σ([α,∞))]+
(∫
[α,∞)
gwdσ
)
≤
∫
[α,∞)
|gw|2 dσ. (4.72)
The matrices B := σ([α,∞)) and s0 are both non-negative Hermitian. In particular,
B = B∗, s0 = s∗0, and (s
+
0 )
∗ = (s∗0)
+ = s+0 . (4.73)
By virtue of F ∈ S0,q,[α,∞)
[
(sj)
0
j=0,≤
]
, we get σ ∈ Mq≥
[
[α,∞); (sj)0j=0,≤
]
and, con-
sequently, s0 ≥ s(σ)0 = σ([α,∞)) = B ≥ 0q×q. Thus, taking additionally into account
(4.73) and [65, Lemma A.7], we infer
B+ ≥ B+Bs+0 BB+. (4.74)
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Since F belongs to S0,q,[α,∞), from [68, Proposition 5.3] and Lemma A.12 we see that
BB+F = F (4.75)
holds true. Because of (4.73) and Remark A.7, we conclude B+B = (BB+)∗. Conse-
quently, using additionally (4.71), (4.72), (4.68), (4.74), and (4.75), we get then
1
=w=F (w) =
∫
[α,∞)
|gw|2 dσ ≥
(∫
[α,∞)
gwdσ
)∗
[σ([α,∞))]+
(∫
[α,∞)
gwdσ
)
= [F (w)]∗B+[F (w)] ≥ [F (w)]∗B+Bs+0 BB+F (w)
= [F (w)]∗(BB+)∗s+0 BB
+F (w) = [BB+F (w)]∗s+0 [BB
+F (w)]
= [F (w)]∗s+0 F (w).
As we already mentioned in Chapter 3.4, let J˜q be defined by (3.32) and let Jq be
defined by (3.33).
Lemma 4.40 ( [70, Proposition E.6]). Let α ∈ R, and let A ∈ Cq×qH . For each
z ∈ C\[α,∞), then
[Wα,A(z)]
∗
(
−J˜q
)
Wα,A(z) = [diag ((z − α)Iq, Iq)]∗
(
−J˜q
)
[diag ((z − α)Iq, Iq)]
and
(diag ((z − α)Iq, Iq) ·Wα,A(z))∗
(
−J˜q
)
(diag ((z − α)Iq, Iq) ·Wα,A(z))
= |z − α|2 { [diag (AA+, Iq)]∗ (−J˜q) [diag (AA+, Iq)]− 2(=z) · diag (A+, 0q×q) }
+
[
diag
(
(z − α)2(Iq − AA+), Iq
)]∗ (−J˜q) [diag ((z − α)2(Iq − AA+), Iq)] .
Proof. We state a detailed version of the proof given in [70, Proposition E.6]. Ob-
viously, A(Iq − A+A) = 0q×q. Because of A∗ = A, Remark A.7 yields (A+)∗ = A+,
AA+ = A+A, (Iq − A+A)A = 0q×q. Let z ∈ C\[α,∞). Thus, we get
[Wα,A(z)]
∗ =
[
(z − α)Iq −(z − α)A+
A Iq − A+A
]
. (4.76)
In view of (4.76), then it is readily checked that the equations
[Wα,A(z)]
∗
(
−J˜q
)
[Wα,A(z)] = [diag ((z − α)Iq, Iq)]∗
(
−J˜q
)
[diag ((z − α)Iq, Iq)] ,
(4.77)
[
0q×q iAA+
−iAA+ 0q×q
]
=
[
diag
(
AA+, Iq
)]∗ · (−J˜q) · diag (AA+, Iq) , (4.78)
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and[
0q×q i(z − α)2(Iq − AA+)
−i(z − α)2(Iq − AA+) 0q×q
]
=
[
diag
(
(z − α)2(Iq − AA+), Iq
)]∗ · (−J˜q) · [diag ((z − α)2(Iq − AA+), Iq)]
(4.79)
are true. Using −i(z − z) = −2=z, A∗ = A, (A+A)∗ = A+A, (Iq − A+A)A = 0q×q,
(4.77), (4.78), and (4.79), we conclude
[diag ((z − α)Iq, Iq) ·Wα,A(z)]∗ ·
(
−J˜q
)
· [diag ((z − α)Iq, Iq) ·Wα,A(z)]
=

−i |z − α|2 (z − z)A+
i
[
|z − α|2A+A
+(z − α)2(Iq − A+A)
]
−i
[
|z − α|2AA+
+(z − α)2(Iq − AA+)
] 0q×q

= |z − α|2
[
0 iA+A
−iAA+ 0q×q
]
+
[
0q×q i(z − α)2(Iq − A+A)
−i(z − α)2(Iq − AA+) 0q×q
]
− i |z − α|2 (z − z) diag (A+, 0q×q)
= |z − α|2
{[
diag
(
AA+, Iq
)]∗ (−J˜q) [diag (AA+, Iq)]− 2(=z) · diag (A+, 0q×q)}
+
[
diag
(
(z − α)2(Iq − AA+), Iq
)]∗ · (−J˜q) · [diag ((z − α)2(Iq − AA+), Iq)] .
We now introduce a subclass of the set P(q,q)−J˜q ,≥ (C\[α,∞)) given in Definition 3.86.
Notation 4.41. For each α ∈ R and each A ∈ Cp×q, let
Pq,α[A] :=
{[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) : AA
+φ = φ
}
. (4.80)
Note that, in view of Lemma A.12, Notation 4.41 is equivalent to the notation intro-
duced in [70, Notation 7.13]. We see that the subclass of P(q,q)−J˜q ,≥ (C\[α,∞)) introduced
in (4.80) accords with the equivalence classes defined in Remark 3.89:
Lemma 4.42 ( [70, Lemma 7.17]). Let α ∈ R, let A ∈ Cp×q, and let
[
φ1
ψ1
]
∈ Pq,α[A].
Let
[
φ2
ψ2
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) such that
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
, then
[
φ2
ψ2
]
∈ Pq,α[A].
According to Lemma 4.42 and Remark 3.89 we write 〈Pq,α[A]〉, for the set of the
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equivalence classes on Pq,α [A] and where α ∈ R, where A ∈ Cp×q, i.e.,
〈Pq,α[A]〉 :=
{〈[
φ
ψ
]〉
:
[
φ
ψ
]
∈ Pq,α[A]
}
.
Example 4.43 ( [70, Example 7.14]). Let α ∈ R and let A ∈ Cp×q. Then the pair[
0q×q
Iq
]
belongs to Pq,α[A].
Remark 4.44 ( [70, Remark 7.15]). Let α ∈ R and let A ∈ Cq×q be such that
det A 6= 0. Then A+ = A−1 and, consequently, Pq,α[A] = P(q,q)−J˜q ,≥ (C\[α,∞)).
In view of Notation 2.11, the following result shows that the class Pq,α[A] can be
considered as a projective extension of the class Sq,[α,∞)[A].
Remark 4.45 ( [70, Remark 7.18 (b)]). Let α ∈ R, let A ∈ Cq×q, and let f ∈ Sq,[α,∞).
According to Example 3.90 and Proposition 3.92, then f ∈ Sq,[α,∞)[A] if and only if[
f
Iq
]
∈ Pq,α[A].
Lemma 4.46. Let α ∈ R, let s0 ∈ Cq×q≥ , and let F ∈ S0,q,[α,∞)[(sj)0j=0,≤]. Further,
let
Wα,s0 ·
[
F
Iq
]
=
[
φ
ψ
]
(4.81)
be the q × q block representation of Wα,s0 ·
[
F
Iq
]
. Then φ and ψ are holomorphic in
C\[α,∞) and
[
φ
ψ
]
belongs to Pq,α[s0]. Furthermore, conditions (i), (ii), and (iii) of
Definition 3.86, statement (i˜ii) of Remark 3.87, condition (v) of Lemma 3.97, and
condition (v˜) of Remark 3.98 are fulfilled with D := ∅.
Proof. First note that the arguments of the proof are already published in the proof of
[70, Proposition 11.2]. Since F belongs to S0,q,[α,∞)[(sj)0j=0,≤], we have F ∈ S0,q,[α,∞)
and F ∈ Sq,[α,∞). In particular, F is holomorphic in C\[α,∞). Thus, φ and ψ are
holomorphic in C\[α,∞) as well. For each z ∈ C\[α,∞), we obtain
[
s+0 , Iq
]
Wα,s0(z) =
[
s+0 , Iq
] [ (z − α)Iq s0
−(z − α)s+0 Iq − s+0 s0
]
=
[
0q×q, Iq
]
and, in view of (4.81), then
q = rank Iq = rank
[[
0q×q, Iq
] [F (z)
Iq
]]
= rank
([
s+0 , Iq
]
Wα,s0(z)
[
F (z)
Iq
])
= rank
([
s+0 , Iq
] [φ(z)
ψ(z)
])
≤ rank
[
φ(z)
ψ(z)
]
≤ q.
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For each z ∈ C\[α,∞), this implies (3.134). Now consider an arbitrary w ∈ C\R.
From F ∈ Sq,[α,∞) and [68, Lemma 4.2] we get
=[(z − α)F (z)]
=z ∈ C
q×q
≥ for all z ∈ C\R. (4.82)
Because of (4.81), F ∈ Sq,[α,∞), Lemma 4.40, Remark 3.44, and (4.82), we infer[
φ(w)
ψ(w)
]∗(−J˜q
2=w
)[
φ(w)
ψ(w)
]
=
1
2=w
[
F (w)
Iq
]∗
(Wα,s0(w))
∗
(
−J˜q
)
(Wα,s0(w))
[
F (w)
Iq
]
=
1
2=w
[
F (w)
Iq
]∗
[diag ((w − α)Iq, Iq)]∗
(
−J˜q
)
[diag ((w − α)Iq, Iq)]
[
F (w)
Iq
]
=
1
2=w
[
(w − α)F (w)
Iq
]∗ (
−J˜q
)[(w − α)F (w)
Iq
]
=
=[(w − α)F (w)]
=w ∈ C
q×q
≥ .
(4.83)
From F ∈ S0,q,[α,∞)[(sj)0j=0,≤] we see that the [α,∞)-Stieltjes measure σ of S be-
longs toMq≥
[
[α,∞); (sj)0j=0,≤
]
, which implies 0q×q ≤ σ([α,∞)) = s(σ)0 ≤ s0. Thus,
Lemma A.5 yields R (σ([α,∞))) ⊆ R(s0). Hence, in view of F ∈ S0,q,[α,∞) and [68,
Proposition 5.3], we get thatR(F (z)) =R(σ([α,∞))) ⊆R(s0) for each z ∈ C\[α,∞).
Consequently, by virtue of Lemma A.12, we obtain then
s0s
+
0 F = F and (Iq − s0s+0 )F = 0q×q. (4.84)
Remark 3.44 shows that[
F (w)
Iq
]∗ (
−J˜q
)[F (w)
Iq
]
= =F (w) and
[
0q×q
Iq
]∗ (
−J˜q
)[0q×q
Iq
]
= 0q×q. (4.85)
By virtue of s0 ∈ Cq×q≥ and F ∈ S0,q,[α,∞)[(sj)0j=0,≤], Lemma 4.39 yields (4.67). Using
(4.81), s∗0 = s0, Lemma 4.40, (4.84), (4.85), and (4.67), we conclude[
(w − α)φ(w)
ψ(w)
]∗(−J˜q
2=w
)[
(w − α)φ(w)
ψ(w)
]
=
1
2=w
[
F (w)
Iq
]∗
(diag ((w − α)Iq, Iq)Wα,s0(w))∗
(
−J˜q
)
· (diag ((w − α)Iq, Iq)Wα,s0(w))
[
F (w)
Iq
]
=
1
2=w
[
F (w)
Iq
]∗(
|w − α|2
{ [
diag
(
s0s
+
0 , Iq
)]∗ (−J˜q) [diag (s0s+0 , Iq)]
− 2=(w) diag (s+0 , 0q×q)}
+
[
diag
(
(w − α)2(Iq − s0s+0 ), Iq
)]∗ (−J˜q)
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· [diag ((w − α)2(Iq − s0s+0 ), Iq)])[F (w)Iq
]
=
|w − α|2
2=w
[
s0s
+
0 F (w)
Iq
]∗ (
−J˜q
)[s0s+0 F (w)
Iq
]
− |w − α|2 [F (w)]∗s+0 [F (w)]
+
1
2=w
[
(w − α)2(Iq − s0s+0 )F (w)
Iq
]∗ (
−J˜q
)[(w − α)2(Iq − s0s+0 )F (w)
Iq
]
=
|w − α|2
2=w
[
F (w)
Iq
]∗ (
−J˜q
)[F (w)
Iq
]
− |w − α|2 [F (w)]∗s+0 [F (w)]
+
1
2=w
[
0q×q
Iq
]∗ (
−J˜q
)[0q×q
Iq
]
= |w − α|2
(
1
=w=F (w)− [F (w)]
∗s+0 [F (w)]
)
∈ Cq×q≥ . (4.86)
Since φ and ψ are holomorphic in C\[α,∞), from (3.134), (4.83), (4.86), and Defini-
tion 3.86 we see that [
φ
ψ
]
∈ P(q,q)
J˜q ,≥ (C\[α,∞)) (4.87)
holds true. It remains to prove that s0s+0 φ = φ. Since φ and F are holomorphic in
C\[α,∞), and because of (4.81) and Remark 4.27, for all z ∈ C\[α,∞), we get
φ(z) =
[
Iq, 0q×q
]
Wα,s0(z)
[
F (z)
Iq
]
= (z − α)F (z) + s0
and, in view of (4.84), consequently,
s0s
+
0 φ(z) = (z − α)s0s+0 F (z) + s0s+0 s0 = (z − α)F (z) + s0 = φ(z).
Lemma 4.47 (see [70, Proposition E.7]). Let α ∈ R. Further, let A and B be
Hermitian complex q × q matrices such that N (A) ⊆ N (B). For each z ∈ C\[α,∞),
then[
diag
(
A, A+
) · Vα,B(z)]∗ Jq [diag (A, A+) · Vα,B(z)]
= diag
(
(α− z)B, B+)∗ · Jq · diag ((α− z)B, B+)+ 2(α−<z) · diag (0q×q, B) ,
[
diag
(
(α− z)A, A+) · Vα,B(z)]∗ Jq [diag ((α− z)A, A+) · Vα,B(z)]
= |z − α|2 (diag (B, B+)∗ · Jq · diag (B, B+)+ 2 diag (0q×q, B)) ,
(
diag
(
A, A+
) · Vα,B(z))∗ (−J˜q) (diag (A, A+) · Vα,B(z))
= diag
(
(z − α)B, B+)∗ · (−J˜q) · diag ((z − α)B, B+)+ 2 (=z) · diag (0q×q, B) ,
(4.88)
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and[
diag
(
(z − α)A, A+) · Vα,B(z)]∗ (−J˜q) [diag ((z − α)A, A+) · Vα,B(z)]
= |z − α|2
(
diag
(
B, B+
)∗ · (−J˜q) · diag (B, B+)) . (4.89)
Proof. In our proof, we repeat the proof of the equations (4.88) and (4.89), which is
already stated in [70, Proposition E.7]. By assumption
A = A∗ and B = B∗. (4.90)
In view of (4.90) and Remark A.7, we conclude BB+ = B+B. More-
over, from Remark A.7, (4.90), and the assumption N (A) ⊆ N (B) we
get N (A+) = N (A∗) = N (A) ⊆ N (B). In view of Lemma A.13, then
BAA+ = B(A+)+A+ = B follows. Thus, because of (4.90), this implies
A+AB = (A∗)+A∗B∗ = (A+)∗A∗B∗ = (BAA+)∗ = B∗ = B. (4.91)
For all ζ ∈ C, Remark 4.27 provide
diag
(
ζA, A+
) · Vα,B(z) = [ 0q×q −ζAB(z − α)A+B+ (z − α)A+
]
. (4.92)
Taking into account (4.92) and (4.90), for all ζ ∈ C, we get
(
diag
(
ζA, A+
) · Vα,B(z))∗ = [ 0q×q (z − α)B+A+−ζBA (z − α)A+
]
. (4.93)
Obviously, for each ζ ∈ C, the second equation in (4.90) and Remark A.7 yield
diag
(
ζB, B+
)
= diag
(
(ζB)∗ , (B+)∗
)
= diag
(
ζB, B+
)∗
. (4.94)
Using (4.93), (4.92), BAA+ = B, (4.91), BB+ = B+B, and (4.94), we conclude(
diag
(
A, A+
) · Vα,B(z))∗ Jq (diag (A, A+) · Vα,B(z))
=
[
0q×q (z − α)B+A+
−BA (z − α)A+
] [
0q×q Iq
Iq 0q×q
] [
0q×q −AB
(z − α)A+B+ (z − α)A+
]
=
[
0q×q −(z − α)B+A+AB
−(z − α)BAA+B+ −(z − α)A+AB − (z − α)BAA+
]
=
[
0q×q (α− z)B+A+AB
(α− z)BAA+B+ −(z − α)B − (z − α)B
]
=
[
0q×q (α− z)B+B
(α− z)BB+ 2(α−<z)B
]
=
[
0q×q (α− z)BB+
(α− z)B+B 0q×q
]
+ 2(α−<z) · diag (0q×q, B)
=
[
(α− z)B 0q×q
0q×q B+
] [
0q×q Iq
Iq 0q×q
] [
(α− z)B 0q×q
0q×q B+
]
+ 2(α−<z) · diag (0q×q, B)
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= diag
(
(α− z)B, B+
)
· Jq · diag
(
(α− z)B, B+)+ 2(α−<z) · diag (0q×q, B)
= diag
(
(α− z)B, B+)∗ · Jq · diag ((α− z)B, B+)+ 2(α−<z) · diag (0q×q, B)
and, analogously,[
diag
(
A, A+
) · Vα,B(z)]∗ (−J˜q) [diag (A, A+) · Vα,B(z)]
=
[
0q×q i(z − α)BB+
−i(z − α)B+B 0q×q
]
+ 2(=z) · diag (0q×q, B)
= diag
(
(z − α)B, B+)∗ · (−J˜q) · diag ((z − α)B, B+)+ 2(=z) · diag (0q×q, B) .
Combining (4.93), (4.92), BB+ = B+B, (4.91), BAA+ = B, and (4.94), we obtain[
diag
(
(α− z)A, A+) · Vα,B(z)]∗ Jq [diag ((α− z)A, A+) · Vα,B(z)]
=
[
0q×q (z − α)B+A+
−(α− z)BA (z − α)A+
] [
0q×q Iq
Iq 0q×q
] [
0q×q −(α− z)AB
(z − α)A+B+ (z − α)A+
]
=
[
0q×q (z − α)(z − α)B+A+AB
(z − α)(z − α)BAA+B+ (z − α)(z − α)A+AB + (z − α)(z − α)BAA+
]
=
[
0q×q |z − α|2B+A+AB
|z − α|2BAA+B+ 0q×q
]
+
[
0q×q 0q×q
0q×q 2 |z − α|2B
]
= |z − α|2
[
0q×q B+B
BB+ 0q×q
]
+ 2 |z − α|2 diag (0q×q, B)
= |z − α|2
[
0q×q BB+
B+B 0q×q
]
+ 2 |z − α|2 diag (0q×q, B)
= |z − α|2
[
B 0q×q
0q×q B+
] [
0q×q Iq
Iq 0q×q
] [
B 0q×q
0q×q B+
]
+ 2 |z − α|2 diag (0q×q, B)
= |z − α|2 (diag (B, B+) · Jq · diag (B, B+)+ 2 diag (0q×q, B))
= |z − α|2 (diag (B, B+)∗ · Jq · diag (B, B+)+ 2 diag (0q×q, B))
and, analogously,[
diag
(
(z − α)A, A+) · Vα,B(z)]∗ (−J˜q) [diag ((z − α)A, A+) · Vα,B(z)]
=
[
0q×q i |z − α|2B+A+AB
−i |z − α|2BAA+B+ 0q×q
]
= |z − α|2
[
0q×q iB+B
−iBB+ 0q×q
]
= |z − α|2
(
diag
(
B, B+
) · (−J˜q) · diag (B, B+))
= |z − α|2
(
diag
(
B, B+
)∗ · (−J˜q) · diag (B, B+)) .
We add a further technical result, which is a consequence of Lemma 4.47.
Lemma 4.48. Let α ∈ R and let A and B be Hermitian complex q × q matrices such
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that N (A) ⊆ N (B). For each z ∈ C\[α,∞), then[
diag
(
A+, A
) · Vα,B(z)]∗ Jq [diag (A+, A) · Vα,B(z)]
= diag
(
(α− z)B, B+)∗ · Jq · diag ((α− z)B, B+)+ 2(α−<z) · diag (0q×q, B) ,
[
diag
(
(α− z)A+, A) · Vα,B(z)]∗ Jq [diag ((α− z)A+, A) · Vα,B(z)]
= |z − α|2 (diag (B, B+)∗ · Jq · diag (B, B+)+ 2 diag (0q×q, B)) ,
[
diag
(
A+, A
) · Vα,B(z)]∗ (−J˜q) [diag (A+, A) · Vα,B(z)]
= diag
(
(z − α)B, B+)∗ · (−J˜q) · diag ((z − α)B, B+)+ 2(=z) · diag (0q×q, B) ,
and [
diag
(
(z − α)A+, A) · Vα,B(z)]∗ (−J˜q) [diag ((z − α)A+, A) · Vα,B(z)]
= |z − α|2
(
diag
(
B, B+
)∗ · (−J˜q) · diag (B, B+)) .
Proof. Let C := A+. Then C∗ = (A+)∗ = (A∗)+ = A+ = C and C+ = A. Further-
more, the assumption N (A) ⊆ N (B) and Remark A.7 imply
N (C) = N (A+) = N (A∗) = N (A) ⊆ N (B).
Consequently, the application of Lemma 4.47 completes the proof.
4.6. A Schur-type algorithm in the class S0,q,[α,∞)
In this section, we give a Schur-type algorithm for functions which belong to the
class S0,q,[α,∞). This enables us to construct an explicit bijective mapping between〈
Pq,α
[
s
[m,α]
0
]〉
and S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
.
The following Lemma should be considered in connection to Lemma 3.97.
Lemma 4.49 (see [70, Proposition 11.3 (a)]). Let α ∈ R and let s0 ∈ Cq×q≥ . Further,
let
[
φ
ψ
]
∈ Pq,α[s0] and let
Vα,s0 ·
[
φ
ψ
]
=
[
X
Y
]
(4.95)
be the q × q block representation of Vα,s0 ·
[
φ
ψ
]
. Let D be a discrete subset of C\[α,∞)
such that (i) and (ii) of Definition 3.86 and conditions (iv) and (v) of Lemma 3.97
are fulfilled. Then det Y (z) 6= 0 for all z ∈ C\ ([α,∞) ∪ D).
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Proof. We state a detailed version of the arguments of the proof of [70, Proposition
11.3 (a)]. According to Remark 3.87, condition (i˜ii) stated there holds true. Remark
3.98 shows that condition (v˜) formulated in Remark 3.98 is fulfilled. From the
assumption
[
φ
ψ
]
∈ Pq,α[s0] we see that (4.87) and
s0s
+
0 φ = φ (4.96)
hold true. In view of (4.95), (i), and Remark 4.27, the matrix-valued functions X and
Y are holomorphic in C\([α,∞)∪D). Let us consider an arbitrary z ∈ C\([α,∞)∪D).
Compairing (4.95), (4.52), and (i), we have
X(z) = −s0ψ(z) and Y (z) = (z − α)[s+0 φ(z) + ψ(z)]. (4.97)
We now are going to verify that det Y (z) 6= 0. Let v ∈ N (Y (z)). Be-
cause of (4.97), we obtain (z − α)[s+0 φ(z) + ψ(z)]v = Y (z)v = 0q×1 and, consequently,
[s+0 φ(z) + ψ(z)]v = 0q×1. Hence,
ψ(z)v = −s+0 φ(z)v. (4.98)
From (4.98) and (4.96) we conclude
−s0ψ(z)v = s0s+0 φ(z)v = φ(z)v. (4.99)
Taking into account (4.99) and s0 ∈ Cq×q≥ , we get
−v∗ [ψ(z)]∗ φ(z)v = v∗ [ψ(z)]∗ s0ψ(z)v = ‖√s0ψ(z)v‖2F . (4.100)
In order to prove
√
s0ψ(z)v = 0q×1, we observe that
C\ ([α,∞) ∪ D) = (Cα,−\D) ∪ (C\ (R ∪ D))
holds true and we consider the two cases z ∈ Cα,−\D and z ∈ C\(R ∪ D). First we
assume that z belongs to Cα,−\D. Because of (4.100) and (vi), we have then
0 ≤ ‖√s0ψ(z)v‖2F = <
(
‖√s0ψ(z)v‖2F
)
= < (−v∗ [ψ(z)]∗ φ(z)v)
= −v∗< ([ψ(z)]∗ φ(z)) v ≤ 0.
Consequently,
∥∥√s0ψ(z)v∥∥2F = 0 holds true.
We now consider an arbitrary z ∈ C\(R ∪ D). Then (4.100) and (i˜ii) imply
0 ≤ ‖√s0ψ(z)v‖2F =
=z
=z ‖
√
s0ψ(z)v‖2F =
=(z − α)
=z ‖
√
s0ψ(z)v‖2F
=
=
[
(z − α)∥∥√s0ψ(z)v∥∥2F]
=z =
= ((z − α) (−v∗ [ψ(z)]∗ φ(z)v))
=z
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= −v∗
[
1
=z= ((z − α) [ψ(z)]
∗ φ(z))
]
v ≤ 0.
Thus,
∥∥√s0ψ(z)v∥∥2F = 0 follows. Hence, √s0ψ(z)v = 0q×1 holds
true for each z ∈ C\ ([α,∞) ∪ D). From (4.99) then φ(z)v = 0q×1 fol-
lows for all z ∈ C\ ([α,∞) ∪ D). Consequently, by virtue of (4.98), we get
ψ(z)v = −s+0 0q×1 = 0q×1 and therefore,
[
φ(z)
ψ(z)
]
v = 02q×1 for all z ∈ C\([α,∞) ∪ D).
Because of (ii), this implies v = 0q×1. Since v was arbitrarly chosen in N (Y (z)), we
obtain N (Y (z)) = {0q×1} for all z ∈ C\ ([α,∞) ∪ D). Hence, det Y (z) 6= 0.
Lemma 4.50 ( [70, Proposition 11.3 (d)]). Let α ∈ R and let s0 ∈ Cq×q≥ . Further, let[
φ
ψ
]
∈ Pq,α[s0] and let (4.95) be the q × q block representation of Vα,s0 ·
[
φ
ψ
]
. Then the
function det Y does not vanish identically and XY −1 belongs to S0,q,[α,∞)[(sj)0j=0,≤].
Proof. We state the proof given in [70, Proposition 11.3 (d)]. From the assumption[
φ
ψ
]
∈ Pq,α[s0] and (4.80) we see that (4.87) and (4.96) hold true. Thus, from Lemma
3.97 we know that there is a discrete subset D of C\[α,∞) such that the conditions (i),
(ii), and (iii) of Definition 3.86 as well as the conditions (iv) and (v) of Lemma 3.97 are
fulilled. Remark 3.98 shows that condition (v˜) stated there holds true as well. In view
of (4.95), (i), and Remark 4.27, the matrix-valued functions X and Y are holomorphic
in C\([α,∞)∪D). Let us consider an arbitrary z ∈ C\([α,∞)∪D). Comparing (4.95),
(4.52), and (i), we have (4.97). Lemma 4.49 yields that det Y (z) 6= 0. In particular,
rank
[
X(z)
Y (z)
]
= q. (4.101)
We now are going to prove that[
X
Y
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)) (4.102)
holds true. We consider an arbitrary w ∈ C\(R ∪ D). Since s0 ∈ Cq×q≥ , we conclude
s0 = s
∗
0, s
∗
0s
+
0 s0 = s0, and s
+
0 s0 = s0s
+
0 . (4.103)
Obviously, I∗q = Iq and N (Iq) = {0q×1} ⊆ N (s0). Furthermore, diag
(
Iq, I
+
q
)
= I2q
is valid. Thus, Lemma 4.47 provides
(Vα,s0(w))
∗
(
−J˜q
)
(Vα,s0(w))
=
[
diag
(
Iq, I
+
q
) · Vα,s0(w)]∗ (−J˜q) [diag (Iq, I+q ) · Vα,s0(w)]
=
[
diag
(
(w − α)s0, s+0
)]∗ (−J˜q) [diag ((w − α)s0, s+0 )]+ 2=w · diag (0q×q, s0)
(4.104)
164
4 An approach based on a Schur-type algorithm to characterize the set
Mq≥[[α,∞); (sj)mj=0,≤] in the case of an arbitrary non-negative integer m
and
[diag ((w − α)Iq, Iq) · Vα,s0(w)]∗
(
−J˜q
)
[diag ((w − α)Iq, Iq) · Vα,s0(w)]
= |w − α|2 [diag (s0, s+0 )]∗ (−J˜q) [diag (s0, s+0 )] . (4.105)
Using (4.95), (i), (4.104), (4.103),
(
s0s
+
0
)∗
= s0s
+
0 , again (4.103), (4.96), and (iii), we
get[
X(w)
Y (w)
](−J˜q
2=w
)[
X(w)
Y (w)
]
=
1
2=w
(
[Vα,s0(w)]
[
φ(w)
ψ(w)
])∗ (
−J˜q
)(
[Vα,s0(w)]
[
φ(w)
ψ(w)
])
=
[
φ(w)
ψ(w)
]∗ [
1
2=w
(
(Vα,s0(w))
∗
(
−J˜q
)
(Vα,s0(w))
)] [φ(w)
ψ(w)
]
=
[
φ(w)
ψ(w)
]∗ [
1
2=w
[
diag
(
(w − α)s0, s+0
)]∗ (−J˜q) [diag ((w − α)s0, s+0 )]] [φ(w)ψ(w)
]
+
[
φ(w)
ψ(w)
]∗
diag (0q×q, s0)
[
φ(w)
ψ(w)
]
=
1
2=w
[
φ(w)
ψ(w)
]∗ [
0q×q i(w − α)s0s+0
−i(w − α)s+0 s0 0q×q
] [
φ(w)
ψ(w)
]
+ [ψ(w)]∗ s0 [ψ(w)]
=
1
2=w
[
φ(w)
ψ(w)
]∗ [
diag
(
(w − α)s0s+0 , Iq
)]∗ [0q×q iIq
−iIq 0q×q
]
· [diag ((w − α)s0s+0 , Iq)] [φ(w)ψ(w)
]
+ [ψ(w)]∗ s0 [ψ(w)]
=
[
(w − α)s0s+0 φ(w)
ψ(w)
]∗(−J˜q
2=w
)[
(w − α)s0s+0 φ(w)
ψ(w)
]
+ [ψ(w)]∗ s0 [ψ(w)]
=
[
(w − α)φ(w)
ψ(w)
]∗(−J˜q
2=w
)[
(w − α)φ(w)
ψ(w)
]
+ [ψ(w)]∗ s0 [ψ(w)]
≥ [ψ(w)]∗ s0 [ψ(w)] , (4.106)
which, in view of s0 ∈ Cq×q≥ , implies[
X(w)
Y (w)
]∗(−J˜q
2=w
)[
X(w)
Y (w)
]
≥ 0q×q. (4.107)
From (4.95), (i), (4.105), (4.103), (s+0 )
∗ = s+0 , again (4.103), (4.96), and (iii) we
conclude[
(w − α)X(w)
Y (w)
]∗(−J˜q
2=w
)[
(w − α)X(w)
Y (w)
]
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=
1
2=w
[
φ(w)
ψ(w)
]∗
[diag ((w − α)Iq, Iq)Vα,s0(w)]∗
(
−J˜q
)
· [diag ((w − α)Iq, Iq)Vα,s0(w)]
[
φ(w)
ψ(w)
]
=
1
2=w
[
φ(w)
ψ(w)
]∗ (
|w − α|2 [diag (s0, s+0 )]∗ (−J˜q) [diag (s0, s+0 )]) [φ(w)ψ(w)
]
=
|w − α|2
2=w
[
φ(w)
ψ(w)
]∗ [
0q×q is0s+0
−is0s+0 0q×q
] [
φ(w)
ψ(w)
]
=
|w − α|2
2=w
[
φ(w)
ψ(w)
]∗ [
diag
(
s0s
+
0 , Iq
)]∗ [0q×q iIq
−iIq 0q×q
] [
diag
(
s0s
+
0 , Iq
)] [φ(w)
ψ(w)
]
=
|w − α|2
2=w
[
s0s
+
0 φ(w)
ψ(w)
]∗ (
−J˜q
)[s0s+0 φ(w)
ψ(w)
]
= |w − α|2
[
φ(w)
ψ(w)
]∗(−J˜q
2=w
)[
φ(w)
ψ(w)
]
≥ 0q×q. (4.108)
Combining (4.101), (4.107) and (4.108), we infer (4.102). Since det Y does not vanish
identically, from (4.102) and [106, Lemma 10.19] we see that F := XY −1 belongs to
Sq,[α,∞). We now consider an arbitrary w ∈ C\(R ∪ D). Thus, using additionally
Remark 3.44, (4.106), (4.103), and the first equation in (4.97), we obtain
1
=w=F (w) =
1
=w=
(
X(w) [Y (w)]−1
)
)
=
1
=w [Y (w)]
−∗ [= ([Y (w)]∗X(w))] [Y (w)]−1
= [Y (w)]−∗
[
X(w)
Y (w)
]∗(−J˜q
2=w
)[
X(w)
Y (w)
]
[Y (w)]−1
≥ [Y (w)]−∗ [ψ(w)]∗ s0 [ψ(w)] [Y (w)]−1
= [Y (w)]−∗ [ψ(w)]∗ s∗0s
+
0 s0 [ψ(w)] [Y (w)]
−1
= [Y (w)]−∗ [−s0ψ(w)]∗ s+0 [−s0ψ(w)] [Y (w)]−1
= [Y (w)]−∗ [X(w)]∗ s+0 [X(w)] [Y (w)]
−1 = [F (w)]∗ s+0 [F (w)]
and, consequently,
1
=w=F (w)− [F (w)]
∗ s+0 [F (w)] ≥ 0q×q. (4.109)
Because of the first equation in (4.97), we infer
R(F (w)) = R ((X(w) [Y (w)]−1) ⊆ R (X(w)) = R (−s0ψ(w)) ⊆ R(s0). (4.110)
Taking into account s0 ∈ Cq×q≥ , (4.110), and (4.109), then Remark A.14 yields[
s0 F (w)
(F (w))∗ 1=w=F (w)
]
≥ 02q×2q. (4.111)
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Since F is holomorphic in C\[α,∞), from (4.111) and a continuity argument we see
that (4.111) holds true for each w ∈ Π+. Thus, applying Lemma 2.4, we get that
RstrΠ+ F belongs to R0,q (Π+), that
sup
y∈[1,∞)
(y ‖F (iy)‖) ≤ ‖s0‖ <∞, (4.112)
and that the matricial spectral measure µ of RstrΠ+ F fulfills µ(R) ≤ s0. Furthermore,
from F ∈ Sq,[α,∞) and (4.112) we also obtain F ∈ S0,q,[α,∞). In view of Remark 2.17,
the [α,∞)-Stieltjes measure σ and the non-negative Hermitian measure RstrB[α,∞) µ
coincide. Therefore, σ([α,∞)) = µ([α,∞)) ≤ µ(R) ≤ s0. Thus, F belongs to
S0,q,[α,∞)
[
(sj)
0
j=0;≤
]
. Keeping in mind F = XY −1, the proof is complete.
We now modify [67, Lemma 5.6]:
Lemma 4.51. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 a sequence of complex q × q
matrices. Then S0,q,[α,∞)
[
(sj)
κ
j=0 ,≤
]
⊆ Sq,[α,∞)[s0].
Proof. Let F ∈ S0,q,[α,∞)
[
(sj)
κ
j=0 ,≤
]
. Then F ∈ S0,q,[α,∞) and the α-Stieltjes measure
σF of F belongs to Mq≥
[
[α,∞); (sj)κj=0 ,≤
]
. From [68, Remark 2.10] we get then
F ∈ Sq,[α,∞). Because of κ ≥ 1, the definition ofMq≥
[
[α,∞); (sj)κj=0 ,≤
]
, and (1.1),
we have s0 = s
(σ)
0 = σF ([α,∞)). Taking into account Proposition 2.18, we conclude
then N (s0) = N (σF ([α,∞))) = N (F (z)) for all z ∈ C\[α,∞). From [67, Remark
4.4] we obtain then F ∈ Sq,[α,∞)[s0].
Lemma 4.52 ( [67, Lemma 9.6]). Let α ∈ R, let F : C\[α,∞) → Cp×q be
a matrix-valued function, and let A ∈ Cp×q be such that R(F (z)) ⊆ R(A) and
N (F (z)) ⊆ N (A) for all z ∈ C\[α,∞). Then F (z) ∈ Q[−(z−α)A+,Iq−A+A] and
F [+,α,A](z) = S(p,q)Wα,A(z)(F (z)) for all z ∈ C\[α,∞).
The following two results are similar to [67, Proposition 5.5 (a) and Proposition 9.7].
To change little details, we will reformulate these and give a short proof.
Lemma 4.53. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α, and let
F ∈ S0,q,[α,∞)
[
(sj)
κ
j=0 ,≤
]
. Then R(F (z)) = R(s0) and N (F (z)) = N (s0) for all
z ∈ C\[α,∞).
Proof. In view of the choice of F , we get F ∈ S0,q,[α,∞) and the [α,∞)-Stieltjes
measure σ of F belongs to Mq≥,κ
[
[α,∞); (sj)κj=0 ,≤
]
. Thus, σ([α,∞)) = s0. The
application of [67, Lemma 3.9] completes the proof.
Proposition 4.54. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,κ,α,
and let F ∈ S0,q,[α,∞)
[
(sj)
κ
j=0 ,≤
]
. Then F (z) ∈ Q[−(z−α)s+0 ,Iq−s+0 s0] and[
S(q,q)Wα,s0 (F )
]
(z) = F [+,α,s0](z) for all z ∈ C\[α,∞).
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Proof. Combine Lemma 4.53 and Lemma 4.52.
The following two results are modifications of [67, Lemma 9.8 and Theorem 10.1].
We will reformulate these to highlight the aspects we need:
Lemma 4.55. Let α ∈ R, let A ∈ Cq×q≥ , and let F ∈ Sq,[α,∞) be such
that R(F (z)) ⊆ R(A) for each z ∈ C\[α,∞). For all z ∈ C\[α,∞), then
det (Iq + A+F (z)) 6= 0.
Proof. The arguments of the proof presented here are taken from the proof of [67,
Lemma 9.8]. Let z ∈ C\[α,∞). We choose an arbitrary v ∈ N (Iq + A+F (z)). From
R(F (z)) ⊆ R(A) together with part (a) of Lemma A.12 we get AA+F (z) = F (z).
Setting G := F + A, this implies
[G(z)]v = A[Iq + A
+F (z)]v = 0q×1. (4.113)
Let (γF , µF ) and (γG, µG), respectively, be the pair given by Remark 2.7 for F and
G, respectively. Taking into account Theorem 2.7, we see that the matrix γF is non-
negative Hermitian. Hence γF + A ∈ Cq×q≥ . From Theorem 2.7, we get then that G
belongs to Sq,[α,∞) and that γG = γF +A and µG = µF hold. Using Proposition 2.10,
we conclude that
N (G(z)) = N (γG) ∩N (µG([α,∞))) and N (F (z)) = N (γF ) ∩N (µF ([α,∞))).
(4.114)
Furthermore, because of γG ≥ γF ≥ 0q×q, we have N (γG) ⊆ N (γF ). In combination
with (4.114), this implies
N (G(z)) ⊆ N (γF ) ∩N (µF ([α,∞))) = N (F (z)). (4.115)
From (4.113) and (4.115), we infer v ∈ N (F (z)). Thus, we have
v = v + A+0q×1 = [Iq + A+F (z)]v = 0q×1. Consequently, N (Iq + A+F (z)) = {0q×1}.
This completes the proof.
Lemma 4.56. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,k,α, and let
F ∈ S0,q,[α,∞)
[
(sj)
κ
j=0 ,≤
]
. Then F [+,α,s0] ∈ Sq,[α,∞).
Proof. We state a modification of the proof given in [67, Theorem 10.1]. The [α,∞)-
Stieltjes measure σF of F fulfills
s0 = s
(σF )
0 = σ([α,∞)). (4.116)
According to [68, Proposition 6.4], the function G : C\[α,∞) → Cq×q defined by
G(z) := −(z − α)−1F+(z) belongs to Sq,[α,∞). Let (γF , µF ) and (γG, µG), respec-
tively, be the pair given by Remark 2.7 for F and G, respectively. Hence, it is
γG = [σF ([α,∞))]+ fulfilled. Thus, (4.116) yields γG = s+0 . Because of s0 ∈ Cq×q≥ ,
we have s∗0 = s0. From this and (4.56) we infer F
[+,α,s0] = −s0 + s∗0Gs0. Further-
more, [68, Remark 3.11] provides that H := s∗0Gs0 belongs to Sq,[α,∞). Let (γH , µH)
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be the pair given by Remark 2.7 for H, then γH := s∗0γGs0. In view of s
∗
0 = s0, then
γH = s0s
+
0 s0 = s0 follows. Because of γH + (−s0) = 0q×q ∈ Cq×q≥ and [67, Remark
2.3], we get then F [+,α,s0] ∈ Sq,[α,∞).
The following result is in particular a conclusion from Lemma 4.54 and, to some
extent, a further modification of [67, Proposition 9.7].
Lemma 4.57. Let α ∈ R, let κ ∈ N ∪ {∞}, let (sj)κj=0 ∈ K≥,eq,k,α, and let
F ∈ S0,q,[α,∞)[(sj)κj=0 ,≤]. For all z ∈ C\[α,∞), then F (z) ∈ Q[−(z−α)s+0 ,Iq−s+0 s0] and
[S(q,q)Wα,s0 (F )](z) ∈ Q[(z−α)s+0 ,(z−α)Iq ].
Proof. First observe that s0 is non-negative Hermitian. Proposition 4.54 yields
F (z) ∈ Q[−(z−α)s+0 ,Iq−s+0 s0] and [S
(q,q)
Wα,s0
(F )](z) = F [+,α,s0](z) for all z ∈ C\[α,∞).
Lemma 4.56 provides F [+,α,s0] ∈ Sq,[α,∞). In particular, S(q,q)Wα,s0 (F ) ∈ Sq,[α,∞).
Since F belongs to S0,q,[α,∞)[(sj)κj=0 ,≤], the [α,∞)-Stieltjes measure σ of F be-
longs to Mq≥[[α,∞); (sj)κj=0 ,≤]. In view of κ ≥ 1, then s0 = s(σ)0 = σ([α,∞)).
Hence, Proposition 2.18 implies R(F (z)) = R(σ([α,∞))) = R(s0) and
N (F (z)) = N (σ([α,∞))) = N (s0) for all z ∈ C\[α,∞). Thus, Lemma 4.31 yields
R([S(q,q)Wα,s0 (F )](z)) ⊆ R(s0) for all z ∈ C\[α,∞). Consequently, from Lemma 4.55
we get det (Iq + s+0 [S(q,q)Wα,s0 (F )](z)) 6= 0 for all z ∈ C\[α,∞). In particular,
[S(q,q)Wα,s0 (F )](z) ∈ Q[(z−α)s+0 ,(z−α)Iq ] follows for all z ∈ C\[α,∞).
Lemma 4.58 ( [67, Proposition 9.9]). Let α ∈ R, let A ∈ Cq×q≥ , and let
G ∈ Sq,[α,∞)[A]. For all z ∈ C\[α,∞), then G(z) ∈ Q[(z−α)A+,(z−α)Iq ] and
G[−,α,A](z) =
[
S(q,q)Vα,A(G)
]
(z).
Proposition 4.59 ( [70, Proposition 12.1]). Let α ∈ R, let m ∈ N0, let (sj)mj=0 ∈
K≥,eq,m,α, let
[
φ
ψ
]
∈ Pq,α[s[m,α]0 ], and let D be a discrete subset of C\[α,∞) such that con-
ditions (i) and (ii) of Definition 3.86, condition (i˜ii) of Remark 3.87, and condition
(v˜) of Remark 3.98 are fulfilled. Then
det
[
v
[α,(sj)
m
j=0]
21 (z)φ(z) + v
[α,(sj)
m
j=0]
22 (z)ψ(z)
]
6= 0 for each z ∈ C\ ([α,∞) ∪ D)
(4.117)
and[
v
[α,(sj)
m
j=0]
11 φ+ v
[α,(sj)
m
j=0]
12 ψ
] [
v
[α,(sj)
m
j=0]
21 φ+ v
[α,(sj)
m
j=0]
22 ψ
]−1
∈ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
.
(4.118)
Proof. We state the proof given in [70, Proposition 12.1]. We are going to prove
Proposition 4.59 by induction. First we consider the case m = 0. Because of (1.5), we
have s0 ∈ Cq×q≥ . From Definition 4.16 we get s[0,α]0 = s0 and, hence,
[
φ
ψ
]
∈ Pq,α[s[0,α]0 ] =
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Pq,α[s0]. In view of (4.53), we obtain V[α,(sj)0j=0] = Vα,s0 , and, consequently,
Vα,s0
[
φ
ψ
]
= V[α,(sj)
0
j=0]
[
φ
ψ
]
=
[
v
[α,(sj)
0
j=0]
11 φ+ v
[α,(sj)
0
j=0]
12 ψ
v
[α,(sj)
0
j=0]
21 φ+ v
[α,(sj)
0
j=0]
22 ψ
]
.
Thus, Lemma 4.49 shows that (4.117) holds true form = 0. Lemma 4.50 yields (4.118)
for m = 0. Thus, Proposition 4.59 is proved for m = 0. We now assume that there
is an n ∈ N such that Proposition 4.59 is checked for each m ∈ Z0,n−1. We consider
the case m = n. Let tj := s
[1,α]
j for each j ∈ Z0,n−1. From Theorem 4.13 (b) we get
then (tj)n−1j=0 ∈ K≥,eq,n−1,α. Because of Remark 4.17, we also have t[n−1,α]0 = s[n,α]0 . Thus,[
φ
ψ
]
∈ Pq,α[t[n−1,α]0 ]. Since Proposition 4.59 is assumed to be proved for m = n − 1,
we have
det
[
v
[α,(tj)
n−1
j=0 ]
21 (z)φ(z) + v
[α,(tj)
n−1
j=0 ]
22 (z)ψ(z)
]
6= 0 for each z ∈ C\ ([α,∞) ∪ D)
(4.119)
and G := S˜(q,q)
V
[α,(tj)
n−1
j=0
]
([φ, ψ]) is a well-defined matrix-valued function for which
G =
[
v
[α,(tj)
n−1
j=0 ]
11 φ+ v
[α,(tj)
n−1
j=0 ]
12 ψ
] [
v
[α,(tj)
n−1
j=0 ]
21 φ+ v
[α,(tj)
n−1
j=0 ]
22 ψ
]−1
∈ S0,q,[α,∞)
[
(tj)
n−1
j=0 ,≤
]
(4.120)
is true. Because of Definition 4.12, we have N (s0) ⊆ N (s[1,α]0 ) and, in view of [67,
Remark 4.5], then Sq,[α,∞)[s[1,α]0 ] ⊆ Sq,[α,∞)[s0]. Combining this with Lemma 4.51, we
get
S0,q,[α,∞)
[
(tj)
n−1
j=0 ,≤
] ⊆ Sq,[α,∞)[t0] = Sq,[α,∞)[s[1,α]0 ] ⊆ Sq,[α,∞)[s0].
Hence, (4.120) implies
G ∈ Sq,[α,∞)[s0]. (4.121)
Because of (4.121) and Lemma 4.58, we conclude
det ((z − α)s+0 G(z) + (z − α)Iq) 6= 0 (4.122)
and
G[−,α,s0](z) =
[
S(q,q)Vα,s0 (G)
]
(z) for each z ∈ C\[α,∞). (4.123)
By virtue of Remark 4.32, we get rank
[
(z − α)s+0 , (z − α)Iq
]
= q for each
z ∈ C\[α,∞). Remark 4.25 and (4.119) yield rank
[
v
[α,(tj)
n−1
j=0 ]
21 (z), v
[α,(tj)
n−1
j=0 ]
22 (z)
]
= q
for each z ∈ C\ ([α,∞) ∪ D). Hence, (4.122), (4.119), and Proposition D.1 show that
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det
[
v
[α,(sj)
n
j=0]
21 (z)φ(z) + v
[α,(sj)
n
j=0]
22 (z)ψ(z)
]
6= 0 and[
S˜(q,q)
Vα,s0V
[α,(tj)
n−1
j=0
]
([φ, ψ])
]
(z) = S˜(q,q)
Vα,s0 (z)V
[α,(tj)
n−1
j=0
]
(z)
([φ(z), ψ(z)]) =
[
S(q,q)Vα,s0 (G)
]
(z)
(4.124)
are valid for each z ∈ C\ ([α,∞) ∪ D). Because of (sj)nj=0 ∈ K≥,eq,n,α and [66, Propo-
sition 3.8], the sequence (sj)nj=0 belongs to K≥q,n,α ∩ Dq×q,n. Hence, from (4.120) and
Lemma 4.37 we obtain
G[−,α,s0] ∈ S0,q,[α,∞)
[
(sj)
n
j=0,≤
]
. (4.125)
Combining Remark 4.34, (4.124), (4.123) and (4.125), we get[
v
[α,(sj)
n
j=0]
11 φ+ v
[α,(sj)
n
j=0]
12 ψ
] [
v
[α,(sj)
n
j=0]
21 φ+ v
[α,(sj)
n
j=0]
22 ψ
]−1
= S˜(q,q)
V
[α,(sj)
n
j=0
] ([φ, ψ])
= S˜(q,q)
Vα,s0V
[α,(tj)
n−1
j=0
]
([φ, ψ]) = S(q,q)Vα,s0 (G) = G
[−,α,s0] ∈ S0,q,[α,∞)
[
(sj)
n
j=0,≤
]
.
Hence, Proposition 4.59 is proved for m = n as well. The proof is complete.
Proposition 4.60 ( [70, Proposition 12.2]). Let α ∈ R, let m ∈ N0, let (sj)mj=0 ∈
K≥,eq,m,α, and let F ∈ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
. Then there exists a q × q α-Stieltjes pair[
φ
ψ
]
∈ Pq,α
[
s
[m,α]
0
]
such that φ and ψ are holomorphic in C\[α,∞) and that, for each
z ∈ C\[α,∞), the inequality det
(
v
[α,(sj)
m
j=0]
21 (z)φ(z) + v
[α,(sj)
m
j=0]
22 (z)ψ(z)
)
6= 0 and the
representation
F (z) =
(
v
[α,(sj)
m
j=0]
11 (z)φ(z) + v
[α,(sj)
m
j=0]
12 (z)ψ(z)
)
·
(
v
[α,(sj)
m
j=0]
21 (z)φ(z) + v
[α,(sj)
m
j=0]
22 (z)ψ(z)
)−1
of F hold true.
Proof. We state a detailed version of the proof given in [70, Proposition 12.2].
(I) Since (sj)
m
j=0 belongs to K≥,eq,m,α we obtain s0 ∈ Cq×q≥ . From Remark 4.32 we get
rank
[
(z − α)s+0 , (z − α)Iq
]
= q for all z ∈ C\{α}. (4.126)
Remark 4.32 and Lemma 4.25 show that
rank
[−(z − α)s+0 , Iq − s+0 s0] = q for all z ∈ C\{α}. (4.127)
(II) Now our proof works inductively. First we consider the case m = 0. Let
φ, ψ : C\[α,∞)→ Cq×q be defined by
φ(z) := (z − α)F (z) + s0 and ψ(z) := −(z − α)s+0 F (z) + Iq − s+0 s0
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Obviously, φ and ψ are holomorphic in C\[α,∞). Thus, (4.52) yields[
φ(z)
ψ(z)
]
= Wα,s0 ·
[
F (z)
Iq
]
(4.128)
for each z ∈ C\[α,∞). In view of F ∈ S0,q,[α,∞)
[
(sj)
0
j=0,≤
]
and Lemma 4.46, then[
φ
ψ
]
belongs to Pq,α [s0] and conditions (i), (ii), and (iii) of Definition 3.86, condition
(i˜ii) of Remark 3.87, and condition (v˜) of Remark 3.98 are fulfilled with D := ∅. From
s0s
+
0 φ = φ and (i) we get then
(z − α)F (z) + s0 = φ(z) = s0s+0 φ(z) = s0s+0 [(z − α)F (z) + s0]
= (z − α)s0s+0 F (z) + s0s+0 s0 = (z − α)s0s+0 F (z) + s0
for each z ∈ C\[α,∞). Thus,
F (z) = s0s
+
0 F (z) for each z ∈ C\[α,∞). (4.129)
Because of
[
φ
ψ
]
∈ Pq,α [s0], s0 ∈ Cq×q≥ , and (4.52), from Lemma 4.49 and D = ∅ we
see that
det
(
(z − α)s+0 φ(z) + (z − α)ψ(z)
) 6= 0 for all z ∈ C\[α,∞). (4.130)
Furthermore, (4.52), (4.52), (4.126), (4.127), (4.128), (4.130), and Remark D.4 provide
S˜(q,q)Vα,s0 ([φ, ψ]) = S˜
(q,q)
Vα,s0 ·Wα,s0 ([F, Iq]). Because of this, Remark 4.28, and (4.129), we get[
S˜(q,q)Vα,s0 ([φ, ψ])
]
(z) = S˜(q,q)Vα,s0 (z)·Wα,s0 (z) ([F (z), Iq]) = S˜
(q,q)
(z−α)·diag(s0s+0 , Iq)
([F (z), Iq])
=
(
(z − α)s0s+0 F (z) + 0q×q · Iq
)
(0q×q · F (z) + (z − α)IqIq)−1
=
(
(z − α)s0s+0 F (z)
)
((z − α)Iq)−1 = s0s+0 F (z) = F (z) for all z ∈ C\[α,∞).
(4.131)
Combining (4.131), and (4.53), for all z ∈ C\[α,∞), we obtain
F (z) =
[
S˜(q,q)Vα,s0 ([φ, ψ])
]
(z) =
[
S˜(q,q)
V
[α,(sj)
0
j=0
]
([φ, ψ])
]
(z)
=
(
v
[α,(sj)
0
j=0]
11 (z)φ(z) + v
[α,(sj)
0
j=0]
12 (z)ψ(z)
)
·
(
v
[α,(sj)
0
j=0]
21 (z)φ(z) + v
[α,(sj)
0
j=0]
22 (z)ψ(z)
)−1
.
In case m = 0, Proposition 4.60 is proved.
(III) Because of part (II) of the proof, we can assume that there is an n ∈ N such
that Proposition 4.60 is already proved for each m ∈ Z0,n−1.
(IV) We consider now the case m = n. Because of F ∈ S0,q,[α,∞)
[
(sj)
n
j=0,≤
]
, the
[α,∞)-Stieltjes measure σ of F belongs toMq≥
[
[α,∞); (sj)nj=0,≤
]
. Hence, sj = s
(σ)
j
for each j ∈ Z0,n−1. In particular, s0 = s(σ)0 = σ([α,∞)). Therefore, and in view of
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Proposition 2.18, for each z ∈ C\[α,∞), we get R(s0) = R(σ([α,∞))) = R(F (z)) as
well as N (s0) = N (σ([α,∞))) = N (F (z)). Thus, Lemma A.13 shows that
s0s
+
0 F (z) = F (z) for each z ∈ C\[α,∞). (4.132)
Lemma 4.29 yields F (z) ∈ Q[−(z−α)s+0 ,Iq−s+0 s0] for each z ∈ C\{α}. Consequently,
det
[−(z − α)s+0 F (z) + (Iq − s+0 s0)] 6= 0 for all z ∈ C\[α,∞). (4.133)
Moreover, from Lemma 4.57 we get
det
[
(z − α)s+0
([
S(q,q)Wα,s0 (F )
]
(z)
)
+ (z − α)Iq
]
6= 0 for all z ∈ C\[α,∞).
(4.134)
Combining (4.52), (4.52), (4.127), (4.126), (4.133), (4.134), Lemma D.2, Remark 4.28,
and (4.132) we infer
S(q,q)Vα,s0 (z)
(
S(q,q)Wα,s0 (z)(F (z))
)
= S(q,q)Vα,s0 (z)·Wα,s0 (z) (F (z)) = S
(q,q)
(z−α)·diag(s0s+0 , Iq)
(F (z))
=
(
(z − α)s0s+0 F (z)
)
((z − α)Iq)−1 = s0s+0 F (z) = F (z) (4.135)
for each z ∈ C\[α,∞). Let
tj := s
[1,α]
j for each j ∈ Z0,n−1. (4.136)
From Theorem 4.13 (b) we see then that (tj)n−1j=0 ∈ K≥,eq,n−1,α. Let T be the [α,∞)-
Schur-Stieltjes transform of F . Together with s0 = σ([α,∞)) and Definition 4.35, we
obtain then T = F [+,α,s0]. Consequently, Lemma 4.36 yields T ∈ S0,q,[α,∞)
[
(tj)
n−1
j=0 ,≤
]
.
Because of part (III) of the proof, then there exists a pair
[
φ
ψ
]
∈ Pq,α[t0] such that
det
(
v
[α,(tj)
n−1
j=0 ]
21 (z)φ(z) + v
[α,(tj)
n−1
j=0 ]
22 (z)ψ(z)
)
6= 0 (4.137)
and
T (z) =
(
v
[α,(tj)
n−1
j=0 ]
11 (z)φ(z) + v
[α,(tj)
n−1
j=0 ]
12 (z)ψ(z)
)
·
(
v
[α,(tj)
n−1
j=0 ]
21 (z)φ(z) + v
[α,(tj)
n−1
j=0 ]
22 (z)ψ(z)
)−1
hold true for each z ∈ C\[α,∞). Hence, from (4.54) and Notation 4.26 we obtain
T (z) =
[
S˜(q,q)
V
[α,(tj)
n−1
j=0
]
([φ, ψ])
]
(z) (4.138)
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for each z ∈ C\[α,∞). Regarding (4.137), Lemma 4.25 shows
rank [v
[α,(sj)
n−1
j=0 ]
21 (z), v
[α,(sj)
n−1
j=0 ]
22 (z)] = q (4.139)
for each z ∈ C\[α,∞). In view of (4.134), equation (4.138), and Proposition 4.54
yield F (z) ∈ Q[−(z−α)s+0 ,Iq−s+0 s0] and
S˜(q,q)
V
[α,(tj)
n−1
j=0
]
(z)
([φ(z), ψ(z)]) =
[
S˜(q,q)
V
[α,(tj)
n−1
j=0
]
([φ, ψ])
]
(z) = T (z) = F [+,α,s0](z)
=
[
S(q,q)Wα,s0 (F )
]
(z) = S(q,q)Wα,s0 (z) (F (z)) (4.140)
for each z ∈ C\[α,∞). Hence, (4.140) and (4.134) provide
det
[
(z − α)s+0
([
S˜(q,q)
V
[α,(tj)
n−1
j=0
]
([φ, ψ])
]
(z)
)
+ (z − α)Iq
]
6= 0 (4.141)
for each z ∈ C\[α,∞). Taking into account (4.52), (4.133), (4.134), (4.135), (4.140),
(4.54), (4.139), again (4.52), (4.126), (4.137), (4.141), Proposition D.1, (4.136), Re-
mark 4.34, again (4.54), and Notation 4.26, we infer
F (z) = S(q,q)Vα,s0 (z)
(
S(q,q)Wα,s0 (z)(F (z))
)
= S(q,q)Vα,s0 (z)
(
S˜(q,q)
V
[α,(tj)
n−1
j=0
]
(z)
([φ(z), ψ(z)])
)
= S˜(q,q)
Vα,s0 (z)·V
[α,(tj)
n−1
j=0
]
(z)
([φ(z), ψ(z)]) =
[
S˜(q,q)
V
[α,(sj)
n
j=0
] ([φ, ψ])
]
(z)
=
(
v
[α,(sj)
n
j=0]
11 (z)φ(z) + v
[α,(sj)
n
j=0]
12 (z)ψ(z)
)(
v
[α,(sj)
n
j=0]
21 (z)φ(z) + v
[α,(sj)
n
j=0]
22 (z)ψ(z)
)−1
for each z ∈ C\[α,∞). By induction, the proof is complete.
Lemma 4.61 ( [70, Lemma E.10]). Let α ∈ R, let m ∈ N0,and let (sj)mj=0 be a
sequence of complex q × q matrices. For each z ∈ C, then
W[α,(sj)
m
j=0](z)V[α,(sj)
m
j=0](z) = (z − α)m+1 · diag
(
s
[m,α]
0
(
s
[m,α]
0
)+
, Iq
)
. (4.142)
Proof. We state a detailed version of the proof given in [70, Lemma E.10]. Because
of (4.55), (4.53), and (4.52), we have
W[α,(sj)
0
j=0](z)V[α,(sj)
0
j=0](z) = W
α,s
[0,α]
0
(z)V
α,s
[0,α]
0
(z)
=
[
(z − α)Iq s[0,α]0
−(z − α)
(
s
[0,α]
0
)+
Iq −
(
s
[0,α]
0
)+
s
[0,α]
0
][
0q×q −s[0,α]0
(z − α)
(
s
[0,α]
0
)+
(z − α)Iq
]
= (z − α) · diag
(
s
[0,α]
0
(
s
[0,α]
0
)+
, Iq
)
. (4.143)
Hence, there is an n ∈ N such that (4.142) is fulfilled for each m ∈ Z0,n−1. We now are
going to prove that (4.142) is also true form = n. In view of [66, Remark 8.5], we have
174
4 An approach based on a Schur-type algorithm to characterize the set
Mq≥[[α,∞); (sj)mj=0,≤] in the case of an arbitrary non-negative integer m
R
(
s
[n,α]
0
)
⊆ R
(
s
[n−1,α]
0
)
. Thus, Lemma A.12 yields s[n−1,α]0
(
s
[n−1,α]
0
)+
s
[n,α]
0 = s
[n,α]
0 .
Using additionally Remark 4.34, (4.52), and (4.143), we obtain then
W[α,(sj)
n
j=0](z)V[α,(sj)
n
j=0](z) = W
α,s
[n,α]
0
(z)W[α,(sj)
n−1
j=0 ](z)V[α,(sj)
n−1
j=0 ](z)V
α,s
[n,α]
0
(z)
=
[
(z − α)Iq s[n,α]0
−(z − α)
(
s
[n,α]
0
)+
Iq −
(
s
[n,α]
0
)+
s
[n,α]
0
]
·
(
(z − α)n · diag
(
s
[n−1,α]
0
(
s
[n−1,α]
0
)+
, Iq
))[
0q×q −s[n,α]0
−(z − α)
(
s
[n,α]
0
)+
(z − α)Iq
]
= (z − α)n+1

s
[n,α]
0
(
s
[n,α]
0
)+ [
s
[n,α]
0 − s[n−1,α]0
(
s
[n−1,α]
0
)+
s
[n,α]
0
]
[(
s
[n,α]
0
)+ [(
s
[n,α]
0
)+
s
[n−1,α]
0
(
s
[n−1,α]
0
)+
s
[n,α]
0
−
(
s
[n,α]
0
)+
s
[n,α]
0
(
s
[n,α]
0
)+ ]
+Iq −
(
s
[n,α]
0
)+
s
[n,α]
0
]

= (z − α)n+1 · diag
(
s
[n,α]
0
(
s
[n,α]
0
)+
, Iq
)
.
Consequently, the assertion is proved inductively.
We will now collect the results of this section. In this way, using the notation intro-
duced in (4.80), we obtain a first parametrization of the solution set of the Stieltjes-
type moment problem introduced in Section 2. However, the set of parameters still
depends on the given data.
Proposition 4.62 ( [70, Theorem 12.3]). Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈
K≥,eq,m,α. Let V[α,(sj)
m
j=0] be defined via (4.53) and Remark 4.27. Furthermore, let (4.54)
be the q × q block representation of V[α,(sj)mj=0]. Then the following statements hold
true:
(a) For each
[
φ
ψ
]
∈ Pq,α
[
s
[m,α]
0
]
, the function det
[
v
[α,(sj)
m
j=0]
21 φ+ v
[α,(sj)
m
j=0]
22 ψ
]
is
meromorphic in C\[α,∞) and does not vanish identically. Furthermore,(
v
[α,(sj)
m
j=0]
11 φ+ v
[α,(sj)
m
j=0]
12 ψ
)(
v
[α,(sj)
m
j=0]
21 φ+ v
[α,(sj)
m
j=0]
22 ψ
)−1
belongs to S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
.
(b) For each F ∈ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
, there exists a pair
[
φ
ψ
]
∈ Pq,α
[
s
[m,α]
0
]
of q × q matrix-valued functions φ and ψ which are holomorphic
in C\[α,∞) such that, for each z ∈ C\[α,∞), the inequality
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det
[
v
[α,(sj)
m
j=0]
21 (z)φ(z) + v
[α,(sj)
m
j=0]
22 (z)ψ(z)
]
6= 0 and the representation
F (z) =
(
v
[α,(sj)
m
j=0]
11 (z)φ(z) + v
[α,(sj)
m
j=0]
12 (z)ψ(z)
)
·
(
v
[α,(sj)
m
j=0]
21 (z)φ(z) + v
[α,(sj)
m
j=0]
22 (z)ψ(z)
)−1
(4.144)
of F hold true.
(c) Let
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈ Pq,α
[
s
[m,α]
0
]
. Then the following statements are equivalent:
(
v
[α,(sj)
m
j=0]
11 φ1 + v
[α,(sj)
m
j=0]
12 ψ1
)(
v
[α,(sj)
m
j=0]
21 φ1 + v
[α,(sj)
m
j=0]
22 ψ1
)−1
=
(
v
[α,(sj)
m
j=0]
11 φ2 + v
[α,(sj)
m
j=0]
12 ψ2
)(
v
[α,(sj)
m
j=0]
21 φ2 + v
[α,(sj)
m
j=0]
22 ψ2
)−1
(4.145)
if and only if
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
Proof. (a) Combine Definition 3.86, Remark 3.99, and Proposition 4.59.
(b) See Proposition 4.60.
(c) In view of Lemma 4.61, it is easy to prove that (c) holds true (see [70, Theorem
12.3] for details).
Remark 4.63 ( [70, Corollary 12.4]). Let α ∈ R, letm ∈ N0, and let (sj)mj=0 ∈ K≥,eq,m,α.
From Proposition 4.62 we see that the mapping
Σ :
〈
Pq,α
[
s
[m,α]
0
]〉
→ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
defined by
Σ
(〈[
φ˜
ψ˜
]〉)
:=
(
v
[α,(sj)
m
j=0]
11 φ˜+ v
[α,(sj)
m
j=0]
12 ψ˜
)(
v
[α,(sj)
m
j=0]
21 φ˜+ v
[α,(sj)
m
j=0]
22 ψ˜
)−1
(4.146)
is well defined and bijective.
4.7. Parametrization of the solution set of the moment
problem
In this section, we give a parametrization of the solution set of the Stieltjes-type power
moment problem M[[α,∞); (sj)mj=0,≤] in the non-degenerate and degenerate cases,
where the set of parameters is independent of the given data. If α ∈ R, m ∈ N0, and
a sequence (sj)
m
j=0 of complex q × q matrices are given, then we know from Theorem
1.3 that the solution set Mq≥
[
[α,∞); (sj)mj=0 ,≤
]
of Problem M[[α,∞); (sj)mj=0,≤]
is non-empty if and only if the sequence (sj)
m
j=0 belongs to K≥q,m,α. On the other
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hand, Theorem 4.5 shows that, for each sequence (sj)
m
j=0 ∈ K≥q,m,α, there exists a
unique sequence (s˜j)
m
j=0 ∈ K≥,eq,m,α such that (4.1) holds true. Consequently, if we
want to paramtrize the set Mq≥
[
[α,∞); (sj)mj=0 ,≤
]
, then we can assume (without
loss of generality) that the given sequence (sj)
m
j=0 of complex q × q matrices belongs
to K≥,eq,m,α. We distinguish between three cases, which are expressed by the rank
r := rank s[m,α]0 of the matrix s
[m,α]
0 , which is obtained by the m-th α-S-transform of
(sj)
m
j=0:
(I) The non-degenerate case r = q.
(II) The degenerate, but not completely degenerate case 1 ≤ r ≤ q − 1.
(III) The completely degenerate case r = 0.
First we are going to consider the non-degenerate case (I).
Remark 4.64. Let α ∈ R and let M ∈ Cq×p be such that rank M = q. Then
MM+ = MM∗(MM∗)+ = MM∗(MM∗)−1 = Iq
and, hence, Pq,α[M ] = P(q,q)−J˜q ,≥ (C\[α,∞)).
Remark 4.65. Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K≥,eq,m,α be such that
rank s[m,α]0 = q. Then Remarks 4.63 and 4.64 show that
Σ :
〈
P(q,q)−J˜q ,≥ (C\[α,∞))
〉
→ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
defined by (4.146) is bijective.
We formulate the description of the solution set of the Stieltjes moment problem in
the non-degenerate case alternatively:
Theorem 4.66 ( [70, Theorem 13.1]). Let α ∈ R, letm ∈ N0, and let (sj)mj=0 ∈ K>q,m,α.
Let (s[m,α]j )
0
j=0 be the m-th α-S-transform of (sj)
m
j=0. Then:
(a) (sj)
m
j=0 ∈ K≥,eq,m,α and rank s[m,α]0 = q.
(b) Let V[α,(sj)
m
j=0] be defined via (4.53) and Remark 4.27. Furthermore, let (4.54)
be the q × q block representation of V[α,(sj)mj=0]. Then:
(b1) Let
[
φ
ψ
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)). Then the function
det
[
v
[α,(sj)
m
j=0]
21 φ+ v
[α,(sj)
m
j=0]
22 ψ
]
is meromorphic in C\[α,∞) and does
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not vanish identically. Furthermore,(
v
[α,(sj)
m
j=0]
11 φ+ v
[α,(sj)
m
j=0]
12 ψ
)(
v
[α,(sj)
m
j=0]
21 φ+ v
[α,(sj)
m
j=0]
22 ψ
)−1
∈ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
.
(b2) For each F ∈ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
, there exists a pair
[
φ
ψ
]
∈
P(q,q)−J˜q ,≥ (C\[α,∞)) of q × q matrix-valued functions φ and ψ which are
holomorphic in C\[α,∞) such that, for each z ∈ C\[α,∞), the inequal-
ity det
[
v
[α,(sj)
m
j=0]
21 (z)φ(z) + v
[α,(sj)
m
j=0]
22 (z)ψ(z)
]
6= 0 and the representation
(4.144) of F hold true.
(b3) Let
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈ P(q,q)−J˜q ,≥ (C\[α,∞)). Then (4.145) if and only if〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
Proof. We state the proof given in [70, Theorem 13.1]. From Proposition 1.11 we
obtain (sj)
m
j=0 ∈ K≥,eq,m,α, whereas [66, Proposition 9.19] yields that det s[m,α]0 6= 0, i.e.,
rank s[m,α]0 = q. Thus, part (a) is proved. Because of part (a), Proposition 4.62, and
Remark 4.64, part (b) follows.
As we already mentioned in Chapter 3.7.2, in [87] it is examined an alternate ap-
proach to parametrize the truncated Stieltjes-type power moment Problem in the
non-degenerate case.
We now turn our attention to the degenerate, but not completely degenerate case
(II), i.e., we describe the solution set S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
with free parameters in
the case 1 ≤ rank s[m,α]0 ≤ q − 1.
Lemma 4.67 ( [70, Lemma 13.4]). Let α ∈ R and let M ∈ Cq×p be such that
r := rank M fulfills r ≥ 1. Let u1, u2, ..., ur be an orthonormal basis of R(M), let
U := [u1, u2, ..., ur], and let Q := PN (M∗). Then γ : P(r,r)−J˜r,≥(C\[α,∞)) → Pq,α[M ]
given by
γ
([
φ
ψ
])
:=
[
UφU∗
UψU∗ +Q
]
is well defined and injective.
Proof. We state a detailed version of the proof given in [70, Lemma 13.4]. Obviously,
Q∗ = Q, Q2 = Q, (4.147)
U∗U = Ir, and UU∗ = PR(M) = PN (M∗)⊥ = Iq −Q. (4.148)
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From (4.148) and (4.147) we obtain
U∗Q = U∗UU∗Q = U∗ (Iq −Q)Q = 0r×q. (4.149)
Let
[
φ
ψ
]
∈ P(r,r)−J˜r,≥(C\[α,∞)). By Definition 3.86, there is a discrete subset D of
C\[α,∞) such that the conditions (i), (ii), and (iii) of Definition 3.86 are fulfilled.
Because of (i), the matrix-valued functions F := UφU∗ and G := UψU∗ + Q are
meromorphic and holomorphic in C\ ([α,∞) ∪ D). Using (4.148), we get then
G∗F = (Iq − UU∗ + Uψ∗U∗) (UφU∗) = Uψ∗φU∗, (4.150)
F ∗F = Uφ∗φU∗, (4.151)
and, in view of (4.149) and (4.147), furthermore
G∗G = Uψ∗U∗UψU∗ +Q∗UψU∗ + Uψ∗U∗Q+Q∗Q
= Uψ∗ψU∗ +Q. (4.152)
By virtue of (4.151) and (4.152), we have
F ∗F +G∗G = U (φ∗φ+ ψ∗ψ)U∗ +Q. (4.153)
We consider now an arbitrary v ∈ N
([
F
G
])
. Then (4.153) implies
0 = v∗ (F ∗F +G∗G) v = (U∗v)∗ (φ∗φ+ ψ∗ψ) (U∗v) + v∗Qv. (4.154)
Taking into account (i) and (ii), for each z ∈ C\ ([α,∞) ∪ D), we get
rank [φ∗(z)φ(z) + ψ∗(z)ψ(z)] = rank
[
φ(z)
ψ(z)
]
= r and, consequently,
φ∗(z)φ(z) + ψ∗(z)ψ(z) ∈ Cr×r> . (4.155)
Obviously, Q = QQ∗ ∈ Cq×q≥ . Thus, from (4.154) and (4.155), we conclude U∗v = 0r×1
and v∗Qv = 0. Since (4.148) shows then that
0 = v∗UU∗v = v∗ (Iq −Q) v = v∗v − v∗Qv = v∗v = ‖v‖2F
holds true, we infer v = 0q×1. Hence, N
([
F (z)
G(z)
])
= {0q×1} for each z ∈
C\ ([α,∞) ∪ D). For every choice η ∈ {1, z − α} and z in C\([α,∞) ∪ D), from
(4.150) we obtain
1
=z= [ηG
∗(z)F (z)] = U
(
1
=z= [ηψ
∗(z)φ(z)]
)
U∗
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and, in view of Remark 3.44 and (iii), consequently,[
ηF (z)
G(z)
]∗(−J˜q
2=z
)[
ηF (z)
G(z)
]
=
1
=z= [ηG
∗(z)F (z)] = U
(
1
=z= [ηψ
∗(z)φ(z)]
)
U∗
= U
[
ηφ(z)
ψ(z)
]∗(−J˜q
2=z
)[
ηφ(z)
ψ(z)
]
U∗ ∈ Cq×q≥ .
Thus,
[
F
G
]
belongs to P(q,q)−J˜q ,≥(C\[α,∞)). Since R(F ) = R(UφU
∗) ⊆ R(U) = R(M)
and Lemma A.12 imply MM+F = F , we see that F belongs to Pq,α[M ]. Con-
sequently, the mapping γ is well defined. We now check that γ is injective.
For this reason, we consider arbitrary
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈ P(r,r)−J˜r,≥(C\[α,∞)) such that
γ
([
φ1
ψ1
])
= γ
([
φ2
ψ2
])
. Then Uφ1U∗ = Uφ2U∗ and Uψ1U∗ + Q = Uψ2U∗ + Q. In
view of (4.148), this implies φ1 = φ2 and ψ1 = ψ2. Hence, γ is injective.
Lemma 4.68 ( [70, Lemma 13.6]). Let α ∈ R and let M ∈ Cq×p be such that
r := rank M fulfills r ≥ 1. Let u1, u2, ..., ur be an orthonormal basis of R(M), let
U := [u1, u2, ..., ur], and let Q := PN (M∗). Furthermore, let
[
F
G
]
∈ Pq,α[M ]. Then:
(a) The matrix-valued function B := G−iF is meromorphic and the function det B
does not vanish identically.
(b) Let φ := U∗FB−1U and let ψ := U∗GB−1U . Then
[
φ
ψ
]
∈ P(r,r)−J˜r,≥(C\[α,∞))
and [
F
G
]
B−1 =
[
UφU∗
UψU∗ +Q
]
. (4.156)
Proof. We state the proof given in [70, Lemma 13.6]. Obviously, (4.148) holds true.
Taking into account Remarks A.2 and B.3, we have then
UU∗ = Iq −Q = Iq − PR(M)⊥ = MM+.
Thus, because of
[
F
G
]
∈ Pq,α[M ], we have
UU∗F = MM+F = F. (4.157)
From [69, Lemma 7.12] we know that det B does not vanish identically and that
S := (G+ iF )B−1 is a meromorphic matrix-valued function which fulfills
FB−1 =
i
2
(Iq − S) and GB−1 = 1
2
(Iq + S) (4.158)
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and for which S˜ := RstrΠ+ S belongs to the Schur class Sq×q(Π+).
First we consider the case r ≤ q − 1. We choose then ur+1, ur+2, ..., uq ∈ Cq such
that u1, u2, ..., uq is an orthonormal basis of Cq. Let V := [ur+1, ur+2, ..., uq] and let
W := [U, V ]. Then
V ∗U = 0(q−r)×r, V ∗V = Iq−r, (4.159)
and W ∗W = Iq hold true. This implies U∗V = 0r×(q−r), WW ∗ = Iq, and, in view of
(4.148), hence
Iq = [U, V ] [U, V ]
∗ = UU∗ + V V ∗ = Iq −Q+ V V ∗. (4.160)
This shows that
Q = V V ∗ (4.161)
is valid. From (4.157) and (4.159) we conclude
V ∗F = V ∗UU∗F = 0(q−r)×q. (4.162)
Using (4.158) and (4.162), we get
V ∗ − V ∗S = V ∗(Iq − S) = −2iV ∗FB−1 = 0(q−r)×q
and, consequently, V ∗S = V ∗. Thus, in view of (4.159), we obtain V ∗SU = V ∗U =
0(q−r)×r and V ∗SV = V ∗V = Iq−r. Hence,
W ∗SW =
[
U∗SU U∗SV
V ∗SU V ∗SV
]
=
[
U∗SU U∗SV
0(q−r)×r Iq−r
]
. (4.163)
Since S(z) is contractive for each z ∈ Π+, the matrix W ∗S(z)W is contractive for
each z ∈ Π+ (see also Remark 2.19). Thus, (4.163) and Remark A.24 yield that
U∗S(z)V = 0r×(q−r) for all z ∈ Π+. Taking into account that S is meromorphic in
C\[α,∞), we obtain U∗SV = 0r×(q−r). Because of (4.163), this implies W ∗SW =
diag (U∗SU, Iq−r). By virtue of WW ∗ = Iq, then S = W · diag (U∗SU, Iq−r) ·W ∗
follows. Furthermore, in view of (4.148), for all ζ ∈ C, we have then
Iq + ζS = W [Iq + diag (U
∗(ζS)U, ζIq−r)]W ∗
= W · diag (U∗(Iq + ζS)U, (1 + ζ)Iq−r) ·W ∗. (4.164)
Because of (4.158) and(4.164), we conclude
FB−1 =
i
2
W · diag (U∗(Iq − S)U, 0(q−r)×(q−r)) ·W ∗
= W · diag (U∗FB−1U, 0(q−r)×(q−r)) ·W ∗
= [U, V ] · diag (φ, 0(q−r)×(q−r)) · [U∗V ∗
]
= UφU∗ (4.165)
181
4 An approach based on a Schur-type algorithm to characterize the set
Mq≥[[α,∞); (sj)mj=0,≤] in the case of an arbitrary non-negative integer m
and
GB−1 =
1
2
W · diag (U∗(Iq + S)U, 2Iq−r) ·W ∗ = W · diag
(
U∗GB−1U, Iq−r
) ·W ∗
= [U, V ] · diag (ψ, Iq−r) ·
[
U∗
V ∗
]
= UψU∗ + V V ∗. (4.166)
By virtue of (4.166) and (4.161), we get GB−1 = UψU∗ + Q. Combining this with
(4.165), we infer (4.156). Furthermore, (4.165) and (4.166) deliver[
F
G
]
B−1W =
[
UφU∗W
UψU∗W + V V ∗W
]
.
Using U∗W = U∗ [U, V ] = [U∗U,U∗V ] =
[
Ir, 0r×(q−r)
]
and V ∗W = V ∗ [U, V ] =
[V ∗U, V ∗V ] =
[
0(q−r)×r, Iq−r
]
, then[
FB−1W
GB−1W
]
=
[(
Uφ, 0q×(q−r)
)
(Uψ, V )
]
(4.167)
follows. Since
[
F
G
]
belongs to P(q,q)−J˜q ,≥(C\[α,∞)) and since det (B
−1W ) does not
vanish identically, Remark 3.89 yields that
[
FB−1W
GB−1W
]
belongs to P(q,q)−J˜q ,≥(C\[α,∞)).
Consequently, (4.167) provides
[(
Uφ, 0q×(q−r)
)
(Uψ, V )
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)). Thus, from
(W ∗)∗W ∗ = Iq and Remark 3.111 (a) we see that
[
W ∗
(
Uφ, 0q×(q−r)
)
W ∗ (Uψ, V )
]
belongs to
P(q,q)−J˜q ,≥(C\[α,∞)). Because of U
∗U = Ir and V ∗U = 0(q−r)×r, we have
W ∗
(
Uφ, 0q×(q−r)
)
=
[
U∗Uφ 0r×(q−r)
V ∗Uφ 0(q−r)×(q−r)
]
= diag
(
φ, 0(q−r)×(q−r)
)
and
W ∗ (Uψ, V ) =
[
U∗Uψ U∗V
V ∗Uψ V ∗V
]
= diag (ψ, Iq−r) .
Hence,
[
diag
(
φ, 0(q−r)×(q−r)
)
diag (ψ, Iq−r)
]
∈ P(q,q)−J˜q ,≥(C\[α,∞)). Definition 3.86 shows then that
there is a discrete subset D of C\[α,∞) such that φ and ψ are holomorphic in
C\[α,∞), that rank
[
φ(z)
ψ(z)
]
= q − rank Iq−r = r for all z ∈ C\([α,∞) ∪ D), and, in
view of Remark 3.46, that
0q×q ≤
[
(z − α)k · diag (φ(z), 0(q−r)×(q−r))
diag (ψ(z), Iq−r)
]∗(−J˜q
2=z
)[
(z − α)k · diag (φ(z), 0(q−r)×(q−r))
diag (ψ(z), Iq−r)
]
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= diag
([
(z − α)kφ(z)
ψ(z)
]∗(−J˜q
2=z
)[
(z − α)kφ(z)
ψ(z)
]
, 0(q−r)×(q−r)
)
for every choice of k ∈ Z0,1 and z ∈ C\ ([α,∞) ∪ D). In particular,[
(z − α)kφ(z)
ψ(z)
]∗(−J˜r
2=z
)[
(z − α)kφ(z)
ψ(z)
]
≥ 0r×r
for every choice of k ∈ Z0,1 and z ∈ C\ ([α,∞) ∪ D). Thus,
[
φ
ψ
]
belongs to
P(r,r)−J˜r,≥(C\[α,∞)).
It remains to consider the case r = q. Then U is unitary. Consequently,
FB−1 = UφU∗ and GB−1 = UψU∗, which shows that[
FB−1
GB−1
]
=
[
UφU∗
UψU∗
]
. (4.168)
From (4.148) we conclude Iq = UU∗ = Iq − Q and, therefore, Q = 0q×q. This
implies GB−1 = UψU∗ + Q. Hence, (4.156) holds true. Since
[
F
G
]
belongs to
P(q,q)−J˜q ,≥(C\[α,∞)) from (4.168), part (a), and Remark 3.89 we see that
[
UφU∗
UψU∗
]
be-
longs to P(q,q)−J˜q ,≥(C\[α,∞)) as well. Since U is unitary, from Definition 3.86 we get
then that there is a discrete subset D of C\[α,∞) such that φ and ψ are holomorphic
in C\([α,∞) ∪D), that rank
[
φ(z)
ψ(z)
]
= q holds true for all z ∈ C\([α,∞) ∪D), and,
in view of Remark 3.44 and U∗U = Iq, that
0q×q ≤
[
(z − α)kUφ(z)U∗
Uψ(z)U∗
]∗(−J˜q
2=z
)[
(z − α)kUφ(z)U∗
Uψ(z)U∗
]
=
1
=z=
(
(z − α)kU [ψ(z)]∗ φ(z)U∗) = U ( 1=z= ([ψ(z)]∗ [(z − α)kφ(z)])
)
U∗
= U
[
(z − α)kφ(z)
ψ(z)
]∗(−J˜q
2=z
)[
(z − α)kφ(z)
ψ(z)
]
U∗
is fulfilled for every choice of k ∈ Z0,1 and z ∈ C\([α,∞)∪D. Using U∗U = Iq again,
then, for each k ∈ Z0,1 and each z ∈ C\([α,∞) ∪ D), we get[
(z − α)kφ(z)
ψ(z)
]∗(−J˜q
2=z
)[
(z − α)kφ(z)
ψ(z)
]
≥ 0q×q.
Consequently,
[
φ
ψ
]
belongs to P(q,q)−J˜q ,≥(C\[α,∞)).
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Lemma 4.69 ( [70, Lemma 13.7]). Let α ∈ R and let M ∈ Cq×p be such that
r := rank M fulfills r ≥ 1. Let u1, u2, ..., ur be an orthonormal basis of R(M), let
U := [u1, u2, ..., ur], and let Q := PN (M∗). Then Γ :
〈
P(r,r)−J˜r,≥(C\[α,∞))
〉
→ 〈Pq,α[M ]〉
given by
Γ
(〈[
φ
ψ
]〉)
:=
〈[
UφU∗
UψU∗ +Q
]〉
(4.169)
is well defined and bijective.
Proof. We state the proof given in [70, Lemma 13.7]. Obviously, (4.147), (4.148),
and (4.149) are valid. Let
[
φ
ψ
]
∈ P(r,r)−J˜r,≥(C\[α,∞)). According to Lemma 4.67,
then Γ
(〈[
φ
ψ
]〉)
belongs to 〈Pq,α[M ]〉. We consider now arbitrary
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈
P(r,r)−J˜r,≥(C\[α,∞)) such that
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
. By Remark 3.89, then there are a
meromorphic r×r matrix-valued function θ and a discrete subset D of C\[α,∞) such
that φ1, φ2, ψ1, ψ2, and θ are holomorphic in C\([α,∞) ∪ D) and that det θ(z) 6= 0,
φ2(z) = φ1(z)θ(z), and ψ2(z) = ψ1(z)θ(z) hold true for each z ∈ C\([α,∞) ∪ D).
Then F1 := Uφ1U∗, F2 := Uφ2U∗, G1 := Uψ1U∗ + Q, G2 := Uψ2U∗ + Q, and
T := UθU∗ + Q are meromorphic matrix-valued functions which, in view of (4.148),
(4.149), and (4.147), fulfill
F1(z)T (z) = Uφ1(z)U
∗Uθ(z)U∗ + Uφ1(z)U∗ (Iq − UU∗) = Uφ1(z)θ(z)U∗
= Uφ2(z)U
∗ = F2(z)
and
G1(z)T (z) = Uψ1(z)U
∗Uθ(z)U∗ + Uψ1(z)U∗Q+QUθ(z)U∗ +Q2
= Uψ1(z)θ(z)U
∗ +Q = G2(z)
for each z ∈ C\[α,∞). Now let z ∈ C\[α,∞). We are going to check that
det T (z) 6= 0. For this reason, let v ∈ N [T (z)]. Then
0q×1 = T (z)v = Uθ(z)U∗v +Qv. (4.170)
According to (4.148) and (4.170), we get 0r×1 = θ(z)U∗v+U∗(Iq−UU∗)v = θ(z)U∗v.
Because of det θ(z) 6= 0, then U∗v = 0r×1 follows. Thus, by virtue of (4.170) and
(4.148), this implies
0q×1 = Qv = (Iq − UU∗)v = v − UU∗v = v.
Consequently, N [T (z)] ⊆ {0q×1} and, hence, det T (z) 6= 0. Therefore, the pairs[
F1
G1
]
and
[
F2
G2
]
are equivalent. In other words, the mapping Γ is well defined.
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In order to prove that Γ is injective, we consider arbitrary
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈
P(r,r)−J˜r,≥(C\[α,∞)) with Γ
(〈[
φ1
ψ1
]〉)
= Γ
(〈[
φ2
ψ2
]〉)
. Then there are a mero-
morphic q × q matrix-valued function θ˜ and a discrete subset D˜ of C\[α,∞) such
that φ1, φ2, ψ1, ψ2, and θ˜ are holomorphic in C\
(
[α,∞) ∪ D˜
)
and that det θ˜(z) 6= 0,
Uφ2(z)U
∗ = Uφ1(z)U∗θ˜(z), and
Uψ2(z)U
∗ +Q = (Uψ1(z)U∗ +Q) θ˜(z) (4.171)
hold true for all z ∈ C\
(
[α,∞) ∪ D˜
)
. Thus, setting Λ := U∗θ˜U , from (4.148) and
(4.149), we have
φ1Λ = U
∗Uφ1Λ = U∗Uφ1U∗θ˜U = U∗Uφ2U∗U = φ2 (4.172)
and
ψ1Λ = U
∗Uψ1Λ = U∗Uψ1U∗θ˜U = U∗[Uψ2U∗ +Q−Qθ˜]U
= ψ2 + U
∗Q(Iq − θ˜)U = ψ2. (4.173)
If r = q, then UU∗ = Iq and, consequently, det Λ(z) = det θ˜(z) 6= 0 for all z ∈
C\
(
[α,∞) ∪ D˜
)
. We now assume r ≤ q−1. Then we choose vectors ur+1, ur+2, ..., uq
∈ Cq such that u1, u2, ..., uq is an orthonormal basis of Cq. Put V := [ur+1, ur+2, ..., uq].
Obviously, (4.159) holds true, Multiplying equation (4.171) from the left-hand side
by V ∗ and using (4.159), we get V ∗Q = V ∗Qθ˜. By virtue of (4.159) and (4.148),
this implies V ∗ = V ∗ (Iq − UU∗) = V ∗ (Iq − UU∗) θ˜ = V ∗θ˜. Thus, V ∗θ˜U = V ∗U =
0(q−r)×r and V ∗θ˜V = V ∗V = Iq−r. Hence, W := [U, V ] fulfills W ∗W = Iq and
W ∗θ˜W =
[
U∗θ˜U U∗θ˜V
V ∗θ˜U V ∗θ˜V
]
=
[
Λ U∗θ˜V
0(q−r)×r Iq−r
]
.
In particular, det Λ(z) = det [W ∗θ˜(z)W ] = det θ˜(z) 6= 0 for all z ∈ C\
(
[α,∞) ∪ D˜
)
.
Hence, in case r = q as well as in case r ≤ q − 1, the function det Λ does not vanish
identically. Consequently, (4.172) and (4.173) imply
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
. Therefore,
the mapping Γ is injective. It remains to prove that Γ is surjective. Let
[
F
G
]
∈
Pq,α[M ]. Then we know from Lemma 4.68 that B := G− iF is a q × q matrix-valued
function which is meromorphic in C\[α,∞) for which det B does not vanish identi-
cally. Furthermore, Lemma 4.68 shows that φ := U∗FB−1U and ψ := U∗GB−1U are
meromorphic matrix-valued functions such that
[
φ
ψ
]
∈ P(r,r)−J˜r,≥(C\[α,∞)) and (4.156)
hold true. Consequently, Γ
(〈[
φ
ψ
]〉)
=
〈[
F
G
]〉
. Hence, Γ is surjective as well.
Remark 4.70 ( [70, Remark 13.8]). Let α ∈ R and let M ∈ Cq×p be such that
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r := rank M fulfills 1 ≤ r ≤ q − 1. Let u1, u2, ..., uq be an orthonormal basis of Cq
such that u1, u2, ..., ur is an orthonormal basis of R(M). Let W := [u1, u2, ..., uq], let
U := [u1, u2, ..., ur], and let V := [ur+1, ur+2, ..., uq]. Then W = [U, V ] and (4.148)
hold true where Q := PN (M∗). Because WW ∗ = Iq, we see that (4.160) and (4.161)
are true. Thus, the mapping Γ :
〈
P(r,r)−J˜r,≥(C\[α,∞))
〉
→ 〈Pq,α[M ]〉 defined by (4.169)
fulfills
Γ
(〈[
φ
ψ
]〉)
=
〈[
W · diag (φ, 0(q−r)×(q−r)) ·W ∗
W · diag (ψ, Iq−r) ·W ∗
]〉
.
Theorem 4.71 ( [70, Theorem 13.9]). Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K≥,eq,m,α
be such that r := rank s[m,α]0 fulfills 1 ≤ r ≤ q − 1. Let V[α,(sj)
m
j=0] be defined via
(4.53) and Remark 4.27. Furthermore, let (4.54) be the q × q block representation of
V[α,(sj)
m
j=0]. Let u1, u2, ..., uq be an orthonormal basis of Cq such that u1, u2, ..., ur is
an orthonormal basis of R
(
s
[m,α]
0
)
and let W := [u1, u2, ..., uq]. Then:
(a) Let
[
φ
ψ
]
∈ P(r,r)−J˜r,≥(C\[α,∞)). Then the function
det
[
v
[α,(sj)
m
j=0]
21 W · diag
(
φ, 0(q−r)×(q−r)
)
+ v
[α,(sj)
m
j=0]
22 W · diag (ψ, Iq−r)
]
is meromorphic in C\[α,∞) and does not vanish identically. Furthermore,
F :=
(
v
[α,(sj)
m
j=0]
11 W · diag
(
φ, 0(q−r)×(q−r)
)
+ v
[α,(sj)
m
j=0]
12 W · diag (ψ, Iq−r)
)
·
(
v
[α,(sj)
m
j=0]
21 W · diag
(
φ, 0(q−r)×(q−r)
)
+ v
[α,(sj)
m
j=0]
22 W · diag (ψ, Iq−r)
)−1
belongs to S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
.
(b) For each F ∈ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
, there exists a pair
[
φ
ψ
]
∈ P(r,r)−J˜r,≥(C\[α,∞))
of r × r matrix-valued functions φ and ψ which are holomorphic in C\[α,∞)
such that, for each z ∈ C\[α,∞), the inequality
det
[
v
[α,(sj)
m
j=0]
21 (z)W · diag
(
φ(z), 0(q−r)×(q−r)
)
+ v
[α,(sj)
m
j=0]
22 (z)W · diag (ψ(z), Iq−r)
]
6= 0
and the representation
F (z) =
(
v
[α,(sj)
m
j=0]
11 (z)W · diag
(
φ(z), 0(q−r)×(q−r)
)
+ v
[α,(sj)
m
j=0]
12 (z)W · diag (ψ(z), Iq−r)
)
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·
(
v
[α,(sj)
m
j=0]
21 (z)W · diag
(
φ(z), 0(q−r)×(q−r)
)
+ v
[α,(sj)
m
j=0]
22 (z)W · diag (ψ(z), Iq−r)
)−1
of F hold true.
(c) Let
[
φ1
ψ1
]
,
[
φ2
ψ2
]
∈ P(r,r)−J˜r,≥(C\[α,∞)). Then the following statements are equiv-
alent:
(i)
(
v
[α,(sj)
m
j=0]
11 W · diag
(
φ1, 0(q−r)×(q−r)
)
+ v
[α,(sj)
m
j=0]
12 W · diag (ψ1, Iq−r)
)
·
(
v
[α,(sj)
m
j=0]
21 W · diag
(
φ1, 0(q−r)×(q−r)
)
+ v
[α,(sj)
m
j=0]
22 W · diag (ψ1, Iq−r)
)−1
=
(
v
[α,(sj)
m
j=0]
11 W · diag
(
φ2, 0(q−r)×(q−r)
)
+ v
[α,(sj)
m
j=0]
12 W · diag (ψ2, Iq−r)
)
·
(
v
[α,(sj)
m
j=0]
21 W · diag
(
φ2, 0(q−r)×(q−r)
)
+ v
[α,(sj)
m
j=0]
22 W · diag (ψ2, Iq−r)
)−1
.
(ii)
〈[
φ1
ψ1
]〉
=
〈[
φ2
ψ2
]〉
.
Proof. In view of WW ∗ = Iq, the assertion follows immediately by application of
Proposition 4.62, Lemma 4.69, and Remark 4.70.
Remark 4.72. Let α ∈ R, let m ∈ N0, and let (sj)mj=0 ∈ K≥,eq,m,α be such
that r := rank s[m,α]0 fulfills 1 ≤ r ≤ q − 1. Let u1, u2, ..., ur be an or-
thonormal basis of R
(
s
[m,α]
0
)
, let U := (u1, u2, ..., ur), and let Q := PN
(
s
[m,α]
0
).
Let Γ :
〈
P(r,r)−J˜r,≥(C\[α,∞))
〉
→
〈
Pq,α
[
s
[m,α]
0
]〉
be defined by (4.169) and let
Σ :
〈
Pq,α
[
s
[m,α]
0
]〉
→ S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
be given by (4.146). Then one can
see from Lemma 4.69 and Remark 4.63 that Σ ◦ Γ realizes a bijection between〈
P(r,r)−J˜r,≥(C\[α,∞))
〉
and S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
.
It remains to study the completely degenerate case (III).
Lemma 4.73. Let α ∈ R. Then 〈Pq,α [0q×q]〉 =
{〈[
0q×q
Iq
]〉}
.
Proof. Having Example 4.43 in mind, we see that
{〈[
0q×q
Iq
]〉}
⊆ 〈Pq,α [0q×q]〉 is
valid. We now assume that
[
φ
ψ
]
is an arbitrary pair belonging to 〈Pq,α [0q×q]〉. Then
(4.80) implies φ(z) = 0q×q0+q×qφ(z) = 0q×q for all z ∈ C\[α,∞). Condition (ii) of
Definition 3.86 shows then that rank ψ(z) = q for all z ∈ C\ ([α,∞) ∪ D), where D
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is some discrete subset of C\[α,∞). Thus,〈[
φ
ψ
]〉
=
〈[
0q×q
ψ
]〉
=
〈[
0q×qψ−1
ψψ−1
]〉
=
〈[
0q×q
Iq
]〉
.
Hence, 〈Pq,α [0q×q]〉 ⊆
{〈[
0q×q
Iq
]〉}
holds true as well.
We now in particular see that in the completely degenerate case the moment problem
M[[α,∞); (sj)mj=0,≤] has a unique solution.
Theorem 4.74 ( [70, Theorem 13.2]). Let α ∈ R, letm ∈ N0, and let (sj)mj=0 ∈ K≥,cdq,m,α.
Then:
(a) (sj)
m
j=0 ∈ K≥,eq,m,α and rank s[m,α]0 = 0.
(b) Let V[α,(sj)
m
j=0] be defined via (4.53) and Remark 4.27. Furthermore, let (4.54)
be the q × q block representation of V[α,(sj)mj=0]. Then
S0,q,[α,∞)
[
(sj)
m
j=0 ,≤
]
=
{
v
[α,(sj)
m
j=0]
12
(
v
[α,(sj)
m
j=0]
22
)−1}
.
Proof. We give the short proof of [70, Theorem 13.2]. From Proposition 1.12
we get (sj)
m
j=0 ∈ K≥,eq,m,α, whereas [66, Proposition 9.20] yields s[m,α]0 = 0q×q, i.e.,
rank s[m,α]0 = 0. Thus, part (a) is proved. For the proof of part (b), combine part (a),
Proposition 4.62, and Lemma 4.73.
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A. Some facts on matrix theory
In this and the succeeding parts of the appendix, we state some more or less known
results concerning the theory of complex matrices, in which the notation introduced
in Section 0 is used.
Remark A.1. Let A ∈ Cp×q and let B ∈ Cq×r. Then R(AB) = AR(B).
Remark A.2. For each A ∈ Cp×q, the equations R(A)⊥ = N (A∗) and
N (A)⊥ = R(A∗) hold true.
Remark A.3. Let A ∈ Cq×qH and let U be a subspace of Cq such that N (A)uU = Cq.
Then R(A)u U⊥ = Cq.
Remark A.4. Let A ∈ Cq×q≥ . Then B∗AB ∈ Cp×p≥ for every B ∈ Cq×p.
Remark A.5. Let A ∈ Cq×q≥ and let B ∈ Cq×qH be such that B − A ∈ Cq×q≥ . Then
B ∈ Cq×q≥ , R(A) ⊆ R(B), and N (B) ⊆ N (A).
Remark A.6. Let P ∈ Cq×q be such that P 2 = P . Then R(P ) = N (Iq − P ) and
N (P ) = R(Iq − P ).
Now we turn our attention to generalized inverses of complex matrices. For each
A ∈ Cp×q, there exists a unique matrix X such that the four equations
AXA = A, XAX = X, (AX)∗ = AX, and (XA)∗ = XA
hold true (see, e.g. [44, Proposition 1.1.1]), the so-called Moore-Penrose inverse of A,
denoted by A+. Obviously, for each A ∈ Cp×q, the matrix A+ belongs to the set A{1}
of all {1}-inverses of A, i.e., the set
A{1} := {X ∈ Cq×p : AXA = A}.
It seems to be useful to state some well-known basic results on Moore-Penrose inverses
of complex matrices (see, e.g. [118] and [23]).
Remark A.7. Let A ∈ Cp×q. Then (A+)+ = A, (A+)∗ = (A∗)+, N (A+) = N (A∗),
R(A+) = R(A∗), and rank (AA+) = rank A.
Remark A.8. Let A ∈ Cq×q. Then, A = A∗ if and only if (A+)∗ = A+. Furthermore,
if R(A) = R(A∗), then AA+ = A+A.
Remark A.9. Let A ∈ Cq×q. Then A ∈ Cq×q≥ if and only if A+ ∈ Cq×q≥ . If A+ ∈ Cq×q≥ ,
then
√
A
+
=
√
A+ and
AA+ = A+A =
√
AA+
√
A =
√
A
+
A
√
A
+
=
√
A
√
A
+
=
√
A
+√
A.
Remark A.10. Let A ∈ Cp×q, let U ∈ Cr×p be such that U∗U = Ip, and let V ∈ Cq×s
be such that V V ∗ = Iq. Then (UAV )+ = V ∗A+U∗.
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Remark A.11. Let A ∈ Cq×q≥ and let B ∈ A{1}. Then R(AB) = R(A) and
N (BA) = N (A) (see, e.g. [23, Chapter 1, Exercise 9] and [77, Lemma 5.5]).
Lemma A.12 ( [42]). Let A ∈ Cp×q and let B ∈ Cp×r. Furthermore, let B(1) ∈ B{1}.
Then the following statements are equivalent:
(i) R(A) ⊆ R(B).
(ii) There is a matrix X ∈ Cr×q such that A = BX.
(iii) BB(1)A = A.
(iv) There exists a positive real number ν such that AA∗ ≤ νBB∗.
(v) N (B∗) ⊆ N (A∗).
The following statement is a dual formulation of Lemma A.12.
Lemma A.13. Let A ∈ Cp×q and let B ∈ Cp×r. Furthermore, let B(1) ∈ B{1}. Then
the following statements are equivalent:
(i) N (B) ⊆ N (A).
(ii) There is a Y ∈ Cp×r, such that A = Y B.
(iii) AB(1)B = A.
(iv) There exists a positive real number ν such that A∗A ≤ νB∗B
(v) R(A∗) ⊆ R(B∗).
Remark A.14. Let E ∈ C(p+q)×(p+q) and let
E =
[
a b
c d
]
(A.1)
be the block partition of E containing the p× p block A. Albert [13] and Efi-
mov/Potapov [56] showed that the following statements are equivalent (see also,
e.g. [44, Lemma 1.1.9]):
(i) The matrix E is non-negative Hermitian.
(ii) a ∈ Cq×q≥ , R(b) ⊆ R(a), c = b∗, and d− ca+b ∈ Cq×q≥ .
(iii) d ∈ Cq×q≥ , R(c) ⊆ R(d), b = c∗, and a− bd+c ∈ Cq×q≥ .
We now state some useful identities regarding the particular generalized inverse of a
Hermitian complex matrix introduced in Remark 3.33.
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Lemma A.15 ( [69, Lemma B.1], [106, Lemma A.40]). Let A be a Hermitian complex
q × q matrix and let U be a subspace of Cq such that N (A)u U = Cq. Then
(A−U )
∗ = A−U , R(A−U ) = U , N (A−U ) = U⊥,
AA−UA = A, A
−
UAA
−
U = A
−
U ,
dim R(A−U ) = rank A, and dim N (A−U ) = q − rank A.
Furthermore, if A is non-negative Hermitian, then A−U is non-negative Hermitian, too.
Lemma A.16 ( [107, Lemma A.51]). Let A be a Hermitian complex q × q matrix,
let X be a complex q × q matrix, and let U be a subspace of Cq. Then the following
statements are equivalent:
(i) N (A)u U = Cq and X = A−U .
(ii) X∗ = X, AXA = A, XAX = X, and R(X) = U .
Proof. We state the proof given in the unpublished manuscript [107, Lemma
A.51]. Suppose that (i) holds true, then (ii) follows immediately due to Lemma
A.15. We now assume that (ii) is valid. Then (XA)2 = XAXA = XA holds
true. Thus, Remark B.4 delivers R(XA) u N (XA) = Cq. Because of this, us-
ing Remark A.11, we get R(X)uN (A) = Cq. Therefore, N (A)u U = Cq. Since
A∗ = A, Remark A.3 delivers R(A)u U⊥ = Cq. Remark A.2 and (ii) then show
that N (X) = R(X∗)⊥ = R(X)⊥ = U⊥ is fulfilled. Hence, from Remark 3.33 we get
X = A
(1,2)
U ,U⊥ = A
−
U , i.e., (i) is valid.
Lemma A.17 ( [107, Lemma A.52]). Let A be a Hermitian complex q × q matrix
and let U be a subspace of Cq. Then the following statements are equivalent:
(i) N (A)u U = Cq and A−U = A+.
(ii) U = R(A).
Proof. We state the proof given again in the unpublished manuscript [107, Lemma
A.52]. Suppose that (i) holds true. Combine (i), Lemma A.15, again (i), Remark A.7,
and A = A∗ to obtain
U = R(A−U ) = R(A+) = R(A∗) = R(A),
i.e., (ii) is fulfilled. Now we assume that (ii) is valid. Obviously, AA+A = A
and A+AA+ = A+. Because of Remark A.7, A = A∗, and (ii), we infer
R(A+) = R(A∗) = R(A) = U . Consequently, Lemma A.16 shows that (i) holds
true.
Remark A.18 ( [69, Remark B.2], [106, Lemmas A.41 and A.43]). Let A be a Hermi-
tian complex q × q matrix and let U be a subspace of Cq such that N (A)u U = Cq.
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Then AA+ = A+A and, in view of Lemma A.15, one can easily check that
(A−UA)
∗ = AA−U , (AA
−
U )
∗ = A−UA, (A
−
UA)
2 = A−UA, (AA
−
U )
2 = AA−U ,
R(A−UA) = U , R(AA−U ) = R(A), N (AA−U ) = U⊥, N (A−UA) = N (A),
A+AA−UA = A
+A = AA+ = AA+A−UA, AA
−
UAA
+ = AA+ = A+A = AA−UA
+A,
dim R(A−UA) = dim R(AA−U ) = rank A,
and
dim N (A−UA) = dim N (AA−U ) = q − rank A.
Lemma A.19 ( [27, Lemma 2.3], [69, Lemma B.3], [106, Lemma A.42]). Let A
be a Hermitian complex q × q matrix and let U be a subspace of Cq such that
N (A)u U = Cq. Then
(Iq − AA−U )∗ = Iq − A−UA, (Iq − AA−U )2 = Iq − AA−U , N (Iq − AA−U ) = R(A)
R(Iq − AA−U ) = U⊥, (Iq − AA−U )AA+ = 0q×q, (Iq − AA−U )A+A = 0q×q,
(Iq − AA−U )(Iq − AA+) = Iq − AA−U , and (Iq − AA−U )(Iq − A+A) = Iq − AA−U .
Lemma A.20 ( [69, Lemma B.4], [106, Lemmas A.43 and A.44]). Let A be a Hermi-
tian complex q × q matrix and let U be a subspace of Cq such that N (A) u U = Cq.
Then
R(Iq − A−UA) = N (A−UA) = N (A), N (Iq − A−UA) = R(A−UA) = U
dim R(A−UA) = rank A, A+AA−UA = A+A = AA+ = AA+A−UA,
and
(Iq − A+A)A−UA = A−UA− A+A = A−UA− AA+ = (Iq − AA+)A−UA.
The following lemma generalizes [28, Lemma 4.1], considering special pairs of block
Hankel matrices.
Lemma A.21 ( [69, Lemma B.7], [106, Lemma A.46]). Let A and B be Hermitian
complex q × q matrices and let T ∈ Cq×q. Suppose that U and V are subspaces of Cq
such that N (A)uU = C(n+1)q, N (B)uV = Cnq, and T ∗(U) ⊆ V ⊆ U hold true. Then
A−UT
l(Iq−AA−U ) = 0q×q and B−VT l(Iq−AA−U ) = 0q×q for each l ∈ N0 and furthermore
A−UT
k(Iq −BB−V ) = 0q×q and B−V T k(Iq −BB−V ) = 0q×q for each k ∈ N.
A special modification of Lemma A.21 is necessary in order to fulfill our observations:
Lemma A.22. Let n ∈ N, let A ∈ Cp×pH , and B ∈ Cq×qH . Furthermore, let T ∈ Cp×p,
let V ∈ Cp×q, and let V ∈ Cp×q be such that TV = V. Suppose that U is a subspace
of Cp and V is a subspace of Cq such that N (A)u U = Cp, N (B)u V = Cq,
T ∗(U) ⊆ U , and V∗(U) ⊆ V . (A.2)
192
A Some facts on matrix theory
Then A−UT
lV (Iq −BB−V ) = 0p×q for each l ∈ N.
Proof. Obviously, V ∗T ∗ = V∗ and (T ∗)lu ∈ U for each l ∈ N and each u ∈ U . Let
l ∈ N and let u ∈ U . Due to (A.2), then uˆ := (T ∗)l−1u belongs to U . Hence, (A.2)
delivers V ∗(T ∗)lu = (V ∗T ∗)(T ∗)l−1u = V∗uˆ ∈ V . Thus, for each u ∈ U and for each
v˜ ∈ V⊥, we infer
〈u, T lV v˜〉E =
(
T lV v˜
)∗
u = v˜∗V ∗(T l)∗u = v˜∗V ∗(T ∗)lu = 〈V ∗(T ∗)lu, v˜〉E = 0.
Therefore, T lV (V⊥) ⊆ U⊥ for each l ∈ N. Since Lemma A.15 provides N (A−U ) = U⊥
and since Lemma A.19 yields R (Iq −BB−V ) = V⊥, we obtain
T lV
(R (Iq −BB−V )) = T lV (V⊥) ⊆ U⊥ = N (A−U )
for each l ∈ N. Thus, Lemma A.22 is proved.
A complex p× q matrix K is called contractive if ‖K‖S ≤ 1.
Remark A.23. Let K ∈ Cp×q. Then the following statements are equivalent:
(i) K is contractive.
(ii) K∗ is contractive.
(iii) Iq −K∗K is non-negative Hermitian.
(iv) Ip −KK∗ is non-negative Hermitian.
(v)
[
Ip K
K∗ Iq
]
is non-negative Hermitian.
(vi)
[
Iq K
∗
K Ip
]
is non-negative Hermitian.
Remark A.24. Let E ∈ C(p+r)×(q+r) be contractive and let (A.1) be the block par-
tition of E with d = Ir. If E is contractive, then Remark A.23 shows that
0(p+r)×(p+r) ≤
[
Ip 0r×p
0p×r Ir
]
−
[
a b
c Ir
] [
a∗ c∗
b∗ Ir
]
=
[
Ip − aa∗ − bb∗ −ac∗ − b
−ca∗ − b∗ −cc∗
]
and
0(q+r)×(q+r) ≤
[
Iq 0r×q
0q×r Ir
]
−
[
a∗ c∗
b∗ Ir
] [
a b
c Ir
]
=
[
Ip − a∗a− c∗c −a∗b− c∗
−b∗a− c −b∗b
]
.
Hence, Remarks A.14 and A.4 deliver c = 0r×q and b = 0p×r.
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B. Some observations concerning orthogonal
projection matrices and oblique projection
matrices
Let U be a subspace of Cq. Then there exists a unique matrix PU ∈ Cq×q such
that PUx ∈ U and x − PUx ∈ U⊥ are fulfilled for each x ∈ Cq. This matrix PU is
called the orthogonal projection matrix onto U . The matrix PU coincides with the
unique complex q × q matrix P fulfilling the three conditions P 2 = P , P ∗ = P , and
R(P ) = U .
Remark B.1. Let V a subspace of Cq such that d := dim V fulfills d ≥ 1. Let
v1, v2, ..., vd be an orthonormal basis of V and V := (v1, v2, ..., vd). Then PV = V V ∗
and V ∗V = Id.
Proposition B.2. Let A ∈ Cp×q and let G ∈ Cq×p. Then G = A+ if and only if
AG = PR(A) and GA = PR(G) hold true.
A proof of Proposition B.2 is given, e.g., in [44, Theorem 1.1.1].
Remark B.3. Let A ∈ Cp×q. In view of Proposition B.2 and Remark A.7, one can
easily see that Iq − AA+ = PR(A)⊥ and Ip − A+A = PR(A∗)⊥ .
Remark B.4. Let U and W be complementary subspaces of Cq. Then there is a
unique complex q × q matrix PU ,W such that the three conditions
P 2U ,W = PU ,W ,R (PU ,W) = U , and N (PU ,W) =W
hold true (see, e.g. [23, Chapter 2, Theorem 8]). The matrix PU ,W is called the
projection matrix of Cq on U along W (or short oblique projection matrix). Observe
that, in particular, PU ,U⊥ = PU (see, e.g. [23, Chapter 2, Lemma 3]).
Remark B.5. Let A ∈ Cp×q. Let U be a subspace of Cq and V be a subspace of
Cp such that dim U + dim V = p and AU u V = Cp. Due to a well-known result on
direct sums of subspaces, we obtain dim U = dim (AU) ≤ dim R(A) = rank A.
Remark B.6. Let A ∈ Cp×q. Let U be a subspace of Cq and V be a subspace
of Cp such that dim U + dim V = p and AU u V = Cp. In view of Remark B.5
and [23, Chapter 2, Theorem 14], let A(2)U ,V be the unique complex q × p matrix X
fulfilling the three conditions XAX = X, R(X) = U , and N (X) = V . The matrix
A
(2)
U ,V admits the representation A
(2)
U ,V = (PV⊥APU)
+ (see, e.g. [23, Chapter 2, Exercise
61]).
Lemma B.7. Let Q ∈ Cq×q≥ , let V be a subspace of Cq, let d := dim V, and let
W := R (PVQ). Then dim W + dim W⊥ = q and QW uW⊥ = Cq. Furthermore:
(a) If d = 0, then PV = 0q×q and Q
(2)
W,W⊥ = 0q×q.
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(b) Suppose d ≥ 1. Let {v1, v2, ..., vd} be an orthonormal basis of V and let
V := [v1, v2, ..., vd]. Then QW uW⊥ = Cq and Q(2)W,W⊥ = V (V ∗QV )+ V .
Proof. According to a well-known result of linear algebra, we have
dim W + dim W⊥ = q.
(I) We first consider the case d = 0. Then V = {0q×1} and PV = 0q×q. Hence,
PVQ = 0q×q and W = {0q×1}. Consequently, QW = {0q×1} and W⊥ = Cq.
Thus, QW uW⊥ = Cq. Keeping in mind Remark B.6 and W = {0q×1}, we get
R(Q(2)W,W⊥) =W = {0q×1}. Therefore, Q(2)W,W⊥ = 0q×q.
(II) Suppose d ≥ 1. Obviously,
dim W = rank (PVQ) ≤ rank Q and dim W⊥ = q − dim W . (B.1)
Furthermore, we see that
[V (V ∗QV )+V ∗]Q[V (V ∗QV )+V ∗] = V (V ∗QV )+V ∗ (B.2)
holds true. Regarding Q ∈ Cq×q≥ and Remark A.4, we get V ∗QV ∈ Cd×d≥ . Conse-
quently, Remark A.9 yields
(V ∗QV )+ ∈ Cd×d≥ . (B.3)
Because of (B.3), Remarks A.1, A.9, and A.7, the assumption Q ∈ Cq×q≥ , once again
Remark A.1, and Remark B.1, we get
R (V (V ∗QV )+V ∗) = R(V√(V ∗QV )+ [V√(V ∗QV )+]∗) = R(V√(V ∗QV )+)
= VR
(√
(V ∗QV )+
)
= VR
(
(
√
V ∗QV )+
)
= VR
(√
V ∗QV
∗)
= VR
(√
V ∗QV
)
= VR [V ∗QV ] = VR
(
(V ∗
√
Q)(V ∗
√
Q)
)
= VR
(
V ∗
√
Q
)
= V V ∗R
(√
Q
)
= V V ∗R (Q) = R ((V V ∗Q)) = R ((PVQ)) =W . (B.4)
Considering (B.3) and Remark A.8, the equations [V (V ∗QV )+V ∗]∗ =
V [(V ∗QV )+]∗V ∗ = V (V QV )+V ∗ follow. Hence, using Remark A.2 and (B.4),
we obtain
N (V (V ∗QV )+V ∗) = R(V (V ∗QV )+V ∗)⊥ =W⊥. (B.5)
Combining (B.1), (B.2), (B.4), (B.5), and [23, Chapter 2, Theorem 14], we conclude
QW uW⊥ = Cq and Q(2)W,W⊥ = V (V ∗QV )+V ∗.
In view of Lemma B.7 and Remark B.6, for each Q ∈ Cq×q≥ and each subspace V of
Cq, we set
Q
(2)
[V] := Q
(2)
R(PVQ),R(PVQ)⊥ . (B.6)
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Lemma B.8. Let Q ∈ Cq×q≥ , and let V be a subspace of Cq. Then
Q
(2)
[V] ∈ Cq×q≥ and Q(2)[V]QQ(2)[V] = Q(2)[V]. Furthermore, the matrix Q(2)[V] admits the rep-
resentation Q(2)[V] =
(
PR(PVQ)QPR(PVQ)
)+ and fulfills R(Q(2)[V]) = R (PVQ) as well as
N (Q(2)[V]) = N (QPV). Moreover,
R (QPV)uN (QPV) = Cq, R (PVQ)uN (PVQ) = Cq, (B.7)
and
QQ
(2)
[V] = PR(QPV ),N (QPV ), Q
(2)
[V]Q = PR(PVQ),N (PVQ). (B.8)
Proof. Let d := dim V and let W := R(PVQ). In view of (B.6), we obtain
Q
(2)
[V] = Q
(2)
W,W⊥ . (B.9)
(I) First, we consider the case d = 0. Then V = {0q×1} and, hence,
PV = 0q×q. Consequently, R (PVQ) = {0q×1}, R (QPV) = {0q×1}, N (QPV) = Cq,
and N (PVQ) = Cq. Therefore, W = R (PVQ) = {0q×1}, PW = 0q×q, W⊥ = Cq, and
PR(PVQ) = 0q×q. Thus, (B.7) is fulfilled. Because of Q
(2)
[V] = Q
(2)
W,W⊥ = Q
(2)
0q×1,Cq ,
02q×q = 0q×q, R(0q×q) = {0q×1}, and N (0q×q) = Cq, in view of (B.6) and Re-
mark B.4, we get Q(2)[V] = Q
(2)
{0q×1},Cq = 0q×q. Hence, Q
(2)
[V] ∈ Cq×q≥ , Q(2)[V]QQ(2)[V] = Q(2)[V],
and Q(2)[V] = 0q×q = 0
+
q×q = (0q×qQ0q×q)
+ = (PWQPW)
+. Moreover, we have then
R
(
Q
(2)
[V]
)
= {0q×1} = R (PVQ), and N
(
Q
(2)
[V]
)
= Cq = N (QPV), R (QPV) = {0q×1}
and N (PVQ) = Cq. Thus, Remark B.4 provides PR(PVQ),N (PVQ) = 0q×q and
PR(QPV ),N (QPV ) = 0q×q. Consequently, (B.8) immediately follows as well.
(II) We now consider the case d ≥ 1. Let v1, v2, ..., vd be an orthonormal basis of
V and, let V := [v1, v2, ..., vd]. Then Lemma B.7 yields dim W + dim W⊥ = q,
QW uW⊥ = Cq, and
Q
(2)
W,W⊥ = V (V
∗QV )+V ∗. (B.10)
Hence, according to Remark B.6, the conditions Q(2)[V]QQ
(2)
[V] = Q
(2)
[V], R(Q(2)[V]) =W , and
N (Q(2)[V]) =W⊥ are fulfilled and the representation Q(2)W,W⊥ =
(
P(W⊥)⊥QPW
)
of Q(2)W,W⊥
holds true. In view of (W⊥)⊥ = W = R(PVQ) and (B.9), the last equation implies
Q
(2)
[V] =
(
PR(PVQ)QPR(PVQ)
)+. Keeping in mind that Q belongs to Cq×q≥ , Remark
A.4 shows V ∗QV ∈ Cd×d≥ . Thus, Remark A.9 yields that (V ∗QV )+ belongs to Cd×d≥ .
Therefore, once more using Remark A.4, we get V (V ∗QV )+V ∗ ∈ Cq×q≥ . Consequently,
(B.10) implies Q(2)W,W⊥ ∈ Cq×q≥ . In view of (B.9), we have Q(2)[V] ∈ Cq×q≥ . Obviously,
P ∗V = PV and P
2
V = PV . (B.11)
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Due to N (Q(2)[V]) =W⊥, Remark A.2, Q ∈ Cq×q≥ , and (B.11), we obtain
N (Q(2)[V]) =W⊥ = R(PVQ)⊥ = N ((PVQ)∗) = N (Q∗P ∗V) = N (QPV) . (B.12)
Because of Q(2)[V]QQ
(2)
[V] = Q
(2)
[V], it is easily checked that(
QQ
(2)
[V]
)2
= QQ
(2)
[V] and
(
Q
(2)
[V]Q
)2
= Q
(2)
[V]Q (B.13)
are valid. Hence, [23, Chapter 2, Theorem 8] yields
R
(
QQ
(2)
[V]
)
uN
(
QQ
(2)
[V]
)
= Cq and R
(
Q
(2)
[V]Q
)
uN
(
Q
(2)
[V]Q
)
= Cq. (B.14)
Combining Remark A.1, R(Q(2)[V]) =W , (B.11), and Q ∈ Cq×q≥ , we receive
R
(
QQ
(2)
[V]
)
= QR
(
Q
(2)
[V]
)
= QW = QR (PVQ) = R (QPVQ) = R (QPVPVQ)
= R (QPVP ∗VQ∗) = R (QPV (QPV)∗) = R (QPV) . (B.15)
Because of N
(
QQ
(2)
[V]
)
⊆ N
(
Q
(2)
[V]QQ
(2)
[V]
)
= N
(
Q
(2)
[V]
)
⊆ N
(
QQ
(2)
[V]
)
, we conclude
N
(
QQ
(2)
[V]
)
= N
(
Q
(2)
[V]
)
. Using this, together with (B.12), we get then
N
(
QQ
(2)
[V]
)
= N
(
Q
(2)
[V]
)
= N (QPV) . (B.16)
The first equation in (B.14), (B.15), and (B.16) imply the first quation in (B.7).
Because of Remark A.2, Q ∈ Cq×q≥ , Q(2)[V] ∈ Cq×q≥ , (B.16), once more Q ∈ Cq×q≥ , the
first equation in (B.11), and Remark A.2 again, we get
R
(
Q
(2)
[V]Q
)
= N
[
(Q
(2)
[V]Q)
∗
]⊥
= N
[
Q∗(Q(2)[V])
∗
]⊥
= N (QQ(2)[V])⊥ = N (QPV)⊥
= N (Q∗P ∗V)⊥ = N [(PVQ)∗]⊥ = R (PVQ) . (B.17)
Analogously, using (B.15) instead of (B.16), we also infer
N
(
Q
(2)
[V]Q
)
= R
[
(Q
(2)
[V]Q)
∗
]⊥
= R
[
Q∗(Q(2)[V])
∗
]⊥
= R(QQ(2)[V])⊥ = R(QPV)⊥
= R(Q∗P ∗V)⊥ = R [(PVQ)∗]⊥ = N (PVQ). (B.18)
Using the second equation in (B.14), (B.17), and (B.18), we obtain the second equa-
tion in (B.7). Furthermore, (B.7), (B.13), (B.15), (B.16), and Remark B.4 (see
also [23, Chapter 2, Theorem 8]) provide the first equation in (B.8). The second one
follows analogously, by virtue of (B.7), (B.13), (B.17), (B.18), and Remark B.4.
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C. Particular results concerning the integration
theory with respect to non-negative Hermitian
measures
The basic statements on the integration theory of nonnegative Hermitian measures
presented in this part of the appendix are based on papers by I. S. Kats [89] and M.
Rosenberg [122]. Our chosen form of presentation, being taken from [106, Anhang B]
and [139, Anhang C], is based on the detailed representations in [73], [113], and [109],
where detailed proofs of known results in addition to certain further statements on
the integration theory of non-negative Hermitian measures are presented.
Throughout Appendix C, let K ∈ {R,C}. For each non-empty Borel subset A of C,
we write BA denoting the σ-algebra of all Borel subsets of A.
Let Ω be a non-empty set and let A be a σ-algebra on Ω. If µ marks a measure on
the measurable space (Ω,A), for each s ∈ (0,∞), we use Ls (Ω,A, µ;C) to denote the
set of all A-BC-measurable functions f : Ω→ C such that
∫
Ω
|f |s dµ <∞. A matrix-
valued function µ whose domain is A and whose values belong to the set Cq×q≥ of all
non-negative Hermitian complex q × q matrices is called non-negative Hermitian q × q
measure on (Ω,A) if it is countably additive, i.e., if µ fulfills µ (∪∞k=1Ak) =
∑∞
k=1 µ(Ak)
for each sequence (Ak)
∞
k=1 of pairwise disjoint sets belonging to A. ByMq≥ (Ω,A) we
denote the set of all non-negative Hermitian q × q measures on (Ω,A), i.e., the set
of all σ-additive mappings µ : A → Cq×q≥ . If µ = (µjk)qj,k=0 ∈ Mq≥ (Ω,A), then
each entry function µjk is a complex measure on (Ω,A) and, in particular, the trace
measure τ := trµ of µ is a finite (non-negative real-valued) measure, the so-called
trace measure of µ.
Remark C.1. Let (Ω,A) be a measurable space and let µ = (µjk)qj,k=1 ∈Mq≥(Ω,A).
For each j ∈ Z1,q and for each k ∈ Z1,q, the function µjk describes a complex measure
on (Ω,A) and the variation |µjk|v of µjk marks a finite measure on (Ω,A). Especially,
µ11, µ22, ..., µqq and the trace measure τ of µ are finite measures on (Ω,A).
Remark C.2. Let (Ω,A) be a measurable space, let n ∈ N, and let (µj)nj=1 be a
sequence inMq≥(Ω,A). Then µ :=
∑n
j=1 µj belongs toMq≥(Ω,A). Furthermore, the
trace measure τ of µ admits the representation τ =
∑n
j=1 τj where τj := trµj for each
j ∈ Z1,n.
Lemma C.3. Let (Ω,A) be a measurable space and let µ : A → Cq×q be a mapping.
Then µ ∈Mq≥(Ω,A) if and only if A∗µA belongs toMp≥(Ω,A) for each A ∈ Cq×p.
The proof of Lemma C.3 is elementary (see, e.g. [109, Lemma M.4]). We omit the
details.
Remark C.4. Let (Ω,A) be a measurable space. For each µ ∈ Mq≥(Ω,A), each
function f belonging to L1(Ω,A, µ;K) := ⋂qj,k=1 L1(Ω,A, |µjk|v;K), and each A ∈ A,
the function 1Af belongs to L1(Ω,A, µ;K) and we use the notation∫
A
fdµ :=
(∫
Ω
1Afdµjk
)q
j,k=1
.
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For this integral, we write
∫
A
f(w)µ(dw) as well.
Lemma C.5. Let (Ω,A) be a measurable space and let µ ∈Mq≥(Ω,A). Furthermore,
let n ∈ N, let (fk)nk=1 be a sequence from L1(Ω,A, µ;K), and let (ak)nk=1 be a se-
quence from K. Then
∑n
k=1 akfk belongs to L1(Ω,A, µ;K) and
∫
Ω
(∑n
k=1 akfk
)
dµ =∑n
k=1 ak
∫
Ω
fkdµ.
For a detailed proof of Lemma C.5 see, e.g., [113, Lemma 2.9].
Remark C.6. Let (Ω,A) be a measurable space and let µ ∈ Mq≥(Ω,A). For each
A ∈ A, the indicator function 1A of the set A (defined on Ω) belongs to L1(Ω,A, µ;K)
and fulfills
∫
Ω
1A dµ = µ(A). In particular,
∫
Ω
1Ω dµ = µ(Ω) and
∫
Ω
1∅ dµ = 0q×q.
Lemma C.7. Let (Ω,A) be a measurable space, let µ ∈Mq≥(Ω,A), and let f : Ω→ K
be an A−BK-measurable mapping. Then the following statements are equivalent:
(i) f ∈ L1(Ω,A, µ;K).
(ii) f ∈ L1(Ω,A, u∗µu;K) for each u ∈ Cq.
(iii) f ∈ L1(Ω,A, u∗µu;K) for each u ∈ Cq with ‖u‖E ≤ 1.
(iv) f ∈ L1(Ω,A, u∗µu;K) for each u ∈ Cq with ‖u‖E = 1.
A detailed proof of Lemma C.7 can be found, e.g., in [113, Lemma 2.13].
Lemma C.8. Let (Ω,A) be a measurable space, let µ = (µjk)
q
j,k=1 ∈ Mq≥(Ω,A), and
let f : Ω→ K be an A−BK-measurable mapping. Then the following statements hold
true:
(i) f ∈ L1(Ω,A, µ;K).
(ii) f ∈ ⋂qj=1 L1(Ω,A, µjj;K).
(iii) f ∈ L1(Ω,A, τ ;K) where τ is the trace measure of µ.
For a detailed proof of Lemma C.8 see, e.g., [109, Lemma M.13].
Remark C.9. Let (Ω,A) be a measurable space, let ν ∈ Mq≥(Ω,A), let C ∈ (0,∞),
and let f : Ω→ K be an A−BK-measurable mapping such that |f | ≤ C is ν-almost
everywhere on Ω. In view of Lemma C.8, one can easily prove that f belongs to
L1(Ω,A, ν;K).
Lemma C.10. Let (Ω,A) be a measurable space and let µ ∈ Mq≥(Ω,A). Let τ be
the trace measure of µ. Moreover, let f : Ω→ K be an A−BK-measurable mapping.
Then f ∈ L1(Ω,A, µ;K) if and only if |f | ∈ L1(Ω,A, τ ;K). If f ∈ L1(Ω,A, µ;K),
then ‖ ∫
Ω
f dµ‖F ≤ 4q
∫
Ω
|f | dτ .
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A detailed proof of Lemma C.10 is given, e.g., in [109, Lemma M.39].
Remark C.11. Let (Ω,A) be a measurable space, let Ω˜ ∈ A\{∅}, and let A˜ := A∩Ω˜.
Moreover, let µ˜ ∈Mq≥(Ω˜, A˜). Then, for each A ∈ A, the mapping µ : A→ Cq×q given
by µ(A) := µ˜(A ∩ Ω˜) belongs to Mq≥(Ω,A) and µ˜ = RstrA˜ µ holds true. Moreover,
let τ˜ = RstrA˜ τ with τ˜ and τ being the trace measures of µ˜ and µ, respectively.
Lemma C.12. Let (Ω,A) be a measurable space, let µ ∈ Mq≥(Ω,A), and let
Ω˜ ∈ A \ {∅}. Furthermore, let A˜ := A ∩ Ω˜ and let µ˜ := RstrA˜ µ. Then
(a) µ˜ ∈Mq≥(Ω˜, A˜).
(b) If τ marks the trace measure of µ, then τ˜ := RstrA˜ τ is the trace measure of µ˜.
(c) Let f : Ω → K be an A − BK-measurable mapping and let A˜ ∈ A˜. Then
1A˜ f ∈ L1(Ω,A, µ;K) if and only if RstrΩ˜(1A˜ f) belongs to L1(Ω˜, A˜, µ˜;K). In this
case,
∫
A˜
fdµ =
∫
A˜
fdµ˜.
A detailed proof of Lemma C.12 can be found, e.g., in [109, Lemma M.15].
We now turn our attention to an other integral based on investigations by I. S.
Kats [89] and M. Rosenberg [122]. Let (Ω,A) be a measurable space and let
µ = (µjk)
q
j,k=1 ∈ Mq≥(Ω,A). Then, for every choice of j and k in Z1,q, the com-
plex measure µjk is absolutely continuous with respect to the trace measure τ of µ. If
ν describes an arbitrary measure on (Ω,A) such that, for all j, k ∈ Z1,q, the complex
measure µjk is absolutely continuous with respect to ν, we say that µ is absolutely
continuous with respect to ν and the matrix-valued function µ′ν =
(
dµjk
dν
)q
j,k=1
built by
the corresponding Radon-Nikodym derivatives of µjk with respect to ν is said to be
a version of the Radon-Nikodym derivative of µ with respect to ν and is well defined
up to sets of zero ν-measure.
We will write Bp×q for the σ-algebra of all Borel subsets of Cp×q. An ordered pair
[φ, ψ] consisting of an A-Bp×q-measurable function φ : Ω → Cp×q and an A-Br×p-
measurable function ψ : Ω → Cr×p is said to be integrable with respect to µ if
φµ′τψ
∗ belongs to [L1 (Ω,A, τ ;C)]p×r. In this case, for each A ∈ A, the integral∫
A
φdµψ∗ :=
∫
A
φ(w)µ′τ (w)ψ
∗(w)τ(dw) is (well) defined (see, e.g. [73, Satz 4.3.1]). The
class of all A-Bp×q-measurable functions φ : Ω → Cp×q for which [φ, φ] is integrable
with respect to µ is denoted by p× q − L2 (Ω,A, µ).
Remark C.13. Let µ ∈Mq≥(Ω,A) and let Φ : Ω→ Cp×q be an A−Bp×q-measurable
mapping for which exists an N ∈ A with µ(N) = 0 and a C ∈ [0,∞) such that
‖Φ(ω)‖F ≤ C is statisfied for all ω ∈ Ω\N . Then Φ belongs to p× q−L2(Ω,A, µ;C)
(see, e.g. [73, Satz 4.3.28]).
Lemma C.14. Let (Ω,A) be a measurable space, let µ ∈Mq≥(Ω,A), let Φ ∈ p× q −
L2(Ω,A, µ;C), and let Ψ ∈ r × q − L2(Ω,A, µ;C). Then the pair [Φ,Ψ] is integrable
with respect to µ.
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For a proof of Lemma C.14, see e.g., [73, Satz 4.3.3].
Lemma C.15. Let (Ω,A) be a measurable space, let µ ∈Mq≥(Ω,A), let m ∈ N, and
let n ∈ N. For every j ∈ Z1,m, let pj ∈ N and let Φj : Ω → Cpj×q be an A −Bpj×q-
measurable mapping. For each k ∈ Z1,n, let rk ∈ N and let Ψk : Ω → Crk×q be an
A −Brk×q-measurable mapping. Suppose that, for each j ∈ Z1,m and each k ∈ Z1,n
the pair [Φj,Ψk] is integrable with respect to µ. Let s ∈ N and let t ∈ N. For each
j ∈ Z1,m, let Aj ∈ Cs×pj and, for each k ∈ Z1,n, let Bk ∈ Ct×rk . Then the pair[∑m
j=1AjΦj,
∑n
k=1BkΨk
]
is integrable with respect to µ and∫
Ω
( m∑
j=1
AjΦj
)
dµ
( n∑
k=1
BkΨk
)∗
=
m∑
j=1
n∑
k=1
Aj
(∫
Ω
ΦjdµΨ
∗
k
)
B∗k.
A detailed proof of Lemma C.15 can be found, e.g., in [113, Lemma 2.20].
Lemma C.16. Let (Ω,A) be a measurable space, let µ ∈Mq≥(Ω,A), let m ∈ N, and
let n ∈ N. For each j ∈ Z1,m let pj ∈ N and let Φj : Ω → Cpj×q be an A −Bpj×q-
measurable mapping. For each k ∈ Z1,n, let rk ∈ N and let Ψk : Ω→ Crk×q be an A−
Brk×q-measurable mapping. Let p˜ :=
∑m
j=1 pj, let r˜ :=
∑n
k=1 rk, let Φ := col(Φj)
m
j=1,
and let Ψ := col(Ψk)nk=1. Then the following statements hold true:
(a) Φ is a A−Bp˜×q-measurable mapping and Ψ is a A−Br˜×q-measurable mapping.
(b) The following statements are equivalent:
(i) The pair [Φ,Ψ] is integrable with respect to µ.
(ii) For each j ∈ Z1,m and each k ∈ Z1,n, the pair [Φj,Ψk] is integrable with
respect to µ.
(c) If (i) holds true, then
∫
A
Φ dµΨ∗ =
(∫
A
Φj dµΨ
∗
k
)
j=1,...,m
k=1,...,n
for each A ∈ A.
A detailed proof of Lemma C.16 can be found, e.g., in [109, Lemma M.23].
Proposition C.17. Let (Ω,A) be a measurable space and let µ ∈ Mq≥(Ω,A). Fur-
thermore, let Φ : Ω→ Cp×q be an A−Bp×q-measurable mapping and let Ψ : Ω→ Cr×q
be an A−Br×q-measurable mapping such that the pair [Φ,Ψ] is integrable with respect
to µ. Then [Ψ,Φ] is integrable with respect to µ and
∫
Ω
Ψ dµΦ∗ =
(∫
Ω
Φ dµΨ∗
)∗
.
A proof of Proposition C.17 is given, e.g., in [73, Satz 4.3.6].
Remark C.18. Let (Ω,A) be a measurable space and let µ ∈ Mq≥(Ω,A). Let
Φ : Ω→ Cp×q be an A − Bp×q-measurable mapping and let Ψ : Ω → Cr×q be an
A −Br×q-measurable mapping. Furthermore, let N ∈ A be such that µ(N) = 0q×q.
Then the following statements hold true (see, e.g. [109, Lemma M.25]):
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(a) The pair [1N Φ, 1N Ψ] is integrable with respect to µ and
∫
N
Φ dµΨ∗ = 0p×r.
(b) The pair [Φ,Ψ] is integrable with respect to µ if and only if [1Ω\N Φ, 1Ω\N Ψ] is
integrable with respect to µ. In this case,
∫
Ω
Φ dµΨ∗ =
∫
Ω\N Φ dµΨ
∗.
Proposition C.19. Let (Ω,A) be a measurable space and let µ ∈ Mq≥(Ω,A). Fur-
thermore, let τ be the trace measure of µ, let µ′τ be a version of the trace derivative
of µ, and let Φ ∈ p× q − L2(Ω,A, µ;C). Then:
(a) The mapping µΦ : A→ Cp×p, is defined by A 7→
∫
A
Φ dµΦ∗, belongs toMp≥(Ω,A).
(b) The non-negative Hermitian measure µΦ is absolutely continuous with respect to
τ and Φµ′τ Φ
∗ is a version of the Radon-Nikodym derivative of µΦ with respect to
τ .
(c) Let r, s ∈ N, let Ψ : Ω → Cr×p be an A − Br×p-measurable mapping, and let
Θ : Ω→ Cs×p be an A−Bs×p-measurable mapping. Then the following statements
are equivalent:
(i) The pair [Ψ,Θ] is integrable with respect to µΦ.
(ii) The pair [ΨΦ,ΘΦ] is integrable with respect to µ.
If (i) is fulfilled, then
∫
Ω
Ψ dµΦ Θ
∗ =
∫
Ω
(ΨΦ) dµ (ΘΦ)∗.
(d) Let Ψ : Ω → Cr×p be an A − Br×p-measurable mapping. Then the following
statements are equivalent:
(iii) Ψ ∈ r × p− L2(Ω,A, µΦ;C).
(iv) ΨΦ ∈ r × q − L2(Ω,A, µ;C).
If (iii) is valid, then
∫
Ω
Ψ dµΦ Ψ
∗ =
∫
Ω
(ΨΦ) dµ (ΨΦ)∗.
For a proof of Proposition C.19, see, e.g., [73, Satz 4.3.21].
Lemma C.20. Let (Ω,A) be a measurable space and let µ = (µjk)
q
j,k=1 ∈Mq≥(Ω,A).
Then:
(a) Let f : Ω → C be an A −BC-measurable mapping. Then f · Iq and 1Ω · Iq are
both A−Bq×q-measurable mappings.
(b) Let µ′τ be a version of the Radon-Nikodym derivative of µ with respect to the trace
measure τ of µ. Then the following statements are equivalent:
(i) f ∈ L1(Ω,A, µ;C).
(ii) (fIq)µ′τ (1ΩIq)
∗ ∈ [L1(Ω,A, τ ;C)]q×q.
(iii) The pair [fIq, 1ΩIq] is integrable with respect to µ.
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(iv) f¯ ∈ L1(Ω,A, µ;C).
(v) (1ΩIq)µ′τ (f¯ Iq)
∗ ∈ [L1(Ω,A, τ ;C)]q×q.
(vi) The pair
[
1ΩIq, f¯ Iq
]
is integrable with respect to µ.
(c) If (i), then
∫
Ω
f dµ =
∫
Ω
(fIq) dµ(1ΩIq)
∗ and
∫
Ω
f dµ =
∫
Ω
(1ΩIq) dµ(f¯ Iq)
∗.
A detailed proof of Lemma C.20 can be found, e.g., in [113, Lemma 2.21].
Lemma C.21. Let (Ω,A) be a measurable space and let µ = (µjk)
q
j,k=1 ∈Mq≥(Ω,A).
Let f : Ω→ C and g : Ω→ C be A−BC-measurable mappings. Let µ′τ be a version
of the Radon-Nikodym derivative of µ with respect to the trace measure τ of µ. Then
the following statements are equivalent:
(i) fg¯ ∈ L1(Ω,A, µ;C).
(ii) (fIq)µ′τ (gIq)
∗ ∈ [L1 (Ω,A, τ ;C)]q×q.
(iii) The pair [fIq, gIq] is integrable with respect to µ.
(iv) fg¯ ∈ ⋂qj=1 L1 (Ω,A, µjj;C).
(v) fg¯ ∈ L1 (Ω,A, τ ;C).
If (i) is fulfilled, we get
∫
Ω
fg¯dµ =
∫
Ω
(fIq)dµ(gIq)
∗.
A detailed proof of Lemma C.21 is given, e.g., in [113, Lemma 2.22].
Remark C.22. Let (Ω,A) be a measurable space, let µ ∈ Mq≥(Ω,A), and let
f ∈ L1(Ω,A, µ;C). Then f¯ ∈ L1(Ω,A, µ;C) and ∫
A
f¯dµ = (
∫
A
fdµ)∗ for all A ∈ A
(see, e.g., [113, Lemma 2.23]).
Remark C.23. Let (Ω,A) be a measurable space, let µ ∈ Mq≥(Ω,A), and let
f ∈ L1(Ω,A, µ;C). According to Remark C.22 and Lemma C.5, then the functions
<f and =f belong to L1(Ω,A, µ;C) and the equations < (∫
Ω
f dµ
)
=
∫
Ω
<fdµ and
= (∫
Ω
f dµ
)
=
∫
Ω
=fdµ are valid.
Lemma C.24. Let (Ω,A) be a measurable space, let µ ∈Mq≥(Ω,A), and let
f ∈ L1(Ω,A, µ;K). Then ν := AµA∗ belongs to Mp≥(Ω,A) for each A ∈ Cp×q. Fur-
thermore, if f ∈ L1(Ω,A, ν;K), then ∫
Ω
fd(AµA∗) = A
(∫
Ω
fdµ
)
A∗ for all A ∈ Cp×q.
For a proof of Lemma C.24 see, e.g. [113, Lemma 2.24].
Lemma C.25. Let (Ω,A) be a measurable space, let n ∈ N, and let
(µk)
n
k=1 be a sequence in Mq≥(Ω,A). Then ν :=
∑n
k=1 µk belongs to Mq≥(Ω,A).
Furthermore, f ∈ L1 (Ω,A, ν;K) and ∫
Ω
fdν =
∑n
k=1
∫
Ω
fdµk hold true for each
f ∈ ⋂nk=1 L1(Ω,A, µk;K).
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According to Remark C.2, Lemmas C.3, C.24 and C.7, Lemma C.25 can be proved
inductively (see, e.g., [109, Lemma M.34]).
Remark C.26. Let (Ω,A) be a measurable space, let n ∈ N, and let (qk)nk=1 be
a sequence in N. For each k ∈ Z1,n, let µk ∈ Mqk≥ (Ω,A) and let Ak ∈ Cqk×q.
Regarding Lemmata C.3, C.25, and C.24, then ν :=
∑n
k=1A
∗
k µk Ak belongs to
Mq≥(Ω,A). For each f ∈
⋂n
k=1 L1(Ω,A, µk;K), furthermore f ∈ L1(Ω,A, ν;K) and∫
Ω
fdν =
∑n
k=1 A
∗
k
(∫
Ω
fdµk
)
Ak.
Lemma C.27. Let (Ω,A) be a measurable space, let n ∈ N, let (qk)nk=1 be a sequence
of positive integers, and let q :=
∑n
k=1 qk. For each k ∈ Z1,n let µk ∈ Mqk≥ (Ω,A) and
let τk be the trace measure of µk. Then the following statements hold true:
(a) µ := diag (µk)
n
k=1 belongs to Mq≥(Ω,A) and the trace measure τ of µ allows the
representation τ =
∑n
k=1 τk.
(b) Let f : Ω → C be a function. Then f ∈ L1(Ω,A, µ;C) if and only if
f ∈ L1(Ω,A, µj;C) for each j ∈ Z1,n.
(c) If f ∈ L1(Ω,A, µ;C) is valid, then ∫
Ω
fdµ = diag
(∫
Ω
fdµj
)n
j=1
.
A detailed proof of Lemma C.27 can be found, e.g., in [109, Lemma M.37].
For each measure ν on a measurable space (Ω,A), by Nν we denote the set of all
A ∈ A with ν(A) = 0.
Proposition C.28. Let (Ω,A) be a measurable space and let ν ∈ Mq≥(Ω,A). More-
over, let c ∈ L1(Ω,A, ν;C) be such that c(Ω) ⊆ [0,∞). Then the following statements
hold true:
(a) The mapping c ν : A→ Cq×q defined by c ν(A) := ∫
A
c dν for each A ∈ A is
a well-defined non-negative Hermitian measure belonging toMq≥(Ω,A).
(b) Let g : Ω→ C be a A−BC-measurable mapping. Then g ∈ L1(Ω,A, cν;C) if and
only if gc ∈ L1(Ω,A, ν;C). If g ∈ L1(Ω,A, c ν;C), then ∫
A
gd(c ν) = ∫
A
gcdν
for each A ∈ A.
A detailed proof of Proposition C.28 is given, e.g., in [109, Lemma M.40].
Proposition C.29. Let (Ω,A) and (Ω˜, A˜) be measurable spaces and let
µ ∈Mq≥(Ω,A). Moreover, let T : Ω → Ω˜ be a A − A˜-measurable mapping. Then
T (µ) : A˜ → Cq×q given by T (µ)(A˜) := µ[T−1(A˜)] is a non-negative Hermitian q × q
measure belonging toMq≥(Ω˜, A˜). If τ is the trace measure of µ, then the image mea-
sure T (τ) of τ under T is exactly the trace measure of T (µ).
A detailed proof of Proposition C.29 can be found, e.g., in [109, Lemma M.44].
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The following two results deal with the specific measurable space (Ω,BΩ), where
Ω ∈ BR\ {∅} and where BΩ be the σ-algebra of all Borel subsets of Ω.
Remark C.30. Let Ω ∈ BR \ {∅} and let m ∈ N0. For each j ∈ Z0,m, let pj : R→ R
be given by pj(z) := zj. ThenMq≥,m(Ω) coincides with the set of all σ ∈Mq≥(Ω) for
which RstrΩ pm ∈ L1(Ω,BΩ, σ;C) is fulfilled (see, e.g. [109, Lemma M.53]).
Lemma C.31. Let Ω ∈ BR \ {∅}, let Ω˜ ∈ BΩ \ {∅}, and let µ ∈ Mq≥(Ω). Then
µ˜ := RstrB
Ω˜
µ belongs toMq≥(Ω˜). Suppose µ(Ω \ Ω˜) = 0q×q and let f : Ω→ C. Then
the following statements are equivalent:
(i) f ∈ L1(Ω,BΩ, µ;C).
(ii) RstrB
Ω˜
f ∈ L1(Ω˜,BΩ˜, µ˜;C).
If (i) is fulfilled, then
∫
Ω
fdµ =
∫
Ω˜
RstrB
Ω˜
fdµ˜.
A detailed proof of Lemma C.31 can be found, e.g., in [102, Lemma A.4.6].
Proposition C.32 ( [70, Proposition B.3]). Let (Ω,A) be a measurable
space and let µ ∈Mq≥ (Ω,A). Furthermore, let φ ∈ p× q − L2 (Ω,A, µ) and
ψ ∈ r × q − L2 (Ω,A, µ). Then
N
(∫
Ω
φdµφ∗
)
⊆ N
(∫
Ω
ψdµφ∗
)
, R
(∫
Ω
φdµψ∗
)
⊆ R
(∫
Ω
φdµφ∗
)
,
and (∫
Ω
ψdµφ∗
)(∫
Ω
φdµφ∗
)+(∫
Ω
φdµψ∗
)
≤
∫
Ω
ψdµψ∗.
Corollary C.33 ( [70, Corollary B.4]). Let (Ω,A) be a measurable
space, let µ ∈ Mq≥ (Ω,A), and let f, g ∈ L2 (Ω,A, trµ;C). Then
{f, g, |f |2 , |g|2 , fg, fg} ⊆ L1 (Ω,A, µ;C),
N
(∫
Ω
|f |2 dµ
)
⊆ N
(∫
Ω
fgdµ
)
, R
(∫
Ω
fgdµ
)
⊆ R
(∫
Ω
|f |2 dµ
)
,
and (∫
Ω
fgdµ
)(∫
Ω
|f |2 dµ
)+(∫
Ω
fgdµ
)
≤
∫
Ω
|g|2 dµ.
Corollary C.34 ( [70, Corollary B.5]). Let (Ω,A) be a measurable space, let
µ ∈Mq≥ (Ω,A), and let f ∈ L2 (Ω,A, trµ;C). Then {f, f , |f |2} ⊆ L1 (Ω,A, µ;C),
N
(∫
Ω
|f |2 dµ
)
⊆
[
N
(∫
Ω
fdµ
)]
∩
[
N
((∫
Ω
fdµ
)∗)]
,[
R
(∫
Ω
fdµ
)]
+
[
R
((∫
Ω
fdµ
)∗)]
⊆ R
(∫
Ω
|f |2 dµ
)
,
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Ω
fdµ
)∗(∫
Ω
|f |2 dµ
)+(∫
Ω
fdµ
)
≤ µ(Ω),
and (∫
Ω
fdµ
)(∫
Ω
|f |2 dµ
)+(∫
Ω
fdµ
)∗
≤ µ(Ω).
Corollary C.35 ( [70, Corollary B.6]). Let (Ω,A) be a measurable space, let
µ ∈Mq≥ (Ω,A), and let g ∈ L2 (Ω,A, trµ;C). Then {g, g, |g|2} ⊆ L1 (Ω,A, µ;C),
N (µ(Ω)) ⊆
[
N
(∫
Ω
gdµ
)]
∩
[
N
((∫
Ω
gdµ
)∗)]
,[
R
(∫
Ω
gdµ
)]
+
[
R
((∫
Ω
gdµ
)∗)]
⊆ R (µ(Ω)) ,(∫
Ω
gdµ
)
(µ(Ω))+
(∫
Ω
gdµ
)∗
≤
(∫
Ω
|g| dµ
)∗
,
and (∫
Ω
gdµ
)∗
(µ(Ω))+
(∫
Ω
gdµ
)
≤
(∫
Ω
|g| dµ
)∗
.
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D. On linear fractional transformation of matrices
In this section of the appendix, we summarize some basic facts on linear fractional
transformations of matrices. Our considerations modify results due to Potapov [117],
stated in [70] already.
In the following, we use in particular the notations given in Section 4.4.
Proposition D.1. Let E1, E2 ∈ C(p+q)×(p+q) and let
E1 :=
[
a1 b1
c1 d1
]
and E2 :=
[
a2 b2
c2 d2
]
(D.1)
be the block partitions of E1 and E2 with p× p blocks a1 and a2. Let
E := E2E1 and let (4.51) be the block partition of E with p× p block
a. Suppose that rank [c1, d1] = q and rank [c2, d2] = q hold true. Let
Q˜ := {[x, y] ∈ Q˜[c1,d1] : S˜(p,q)E1 ([x, y]) ∈ Q[c2,d2]}. Then Q˜[c,d] ∩ Q˜[c1,d1] = Q˜. Further-
more, if Q˜[c,d] ∩ Q˜[c1,d1] 6= ∅, then S(q,q)E2
[
S˜(p,q)E1 ([x, y])
]
= S˜(p,q)E ([x, y]) for all
[x, y] ∈ Q˜[c,d] ∩ Q˜[c1,d1].
A proof of Proposition D.1 is given, e.g., in [17, Lemma 2.35].
Using Proposition D.1 the following result follows immediately due to [117]:
Lemma D.2. Let E1, E2 ∈ C(p+q)×(p+q) and let (D.1) be the block partitions of E1 and
E2 with p× p blocks a1 and a2. Let E := E2E1 and let (4.51) be the block partition of
E with p× p block a. Suppose that rank [c1, d1] = q and rank [c2, d2] = q hold true.
Then:
(a) Q[c,d] ∩Q[c1,d1] =
{
x ∈ Q[c1,d1] : S(p,q)E1 (x) ∈ Q[c2,d2]
}
.
(b) If Q[c,d]∩Q[c1,d1] 6= ∅, then S(q,q)E2
[
S(p,q)E1 (x)
]
= S(p,q)E (x) for all x ∈ Q[c,d]∩Q[c1,d1].
A proof of Lemma D.2 can be found in [117] (see also [44, Proposition 1.6.3 (a)]).
The following example shows that the conditions Q˜[c1,d1] 6= ∅ and Q˜[c2,d2] 6= ∅ do not
imply Q˜[c,d] ∩ Q˜[c1,d1] 6= ∅.
Example D.3 ( [24, Beispiel B.10]). Let E1, E2 ∈ C2q×2q and let (D.1) be the block
partitions of E1 and E2 with q × q blocks a1 and a2. Let E := E2E1 and let (4.51)
be the block partition of E with q × q block a. If a1 = b1 = d1 = a2 = b2 = c2 = 0q×q
and c1 = d2 = Iq we get E = 02q×2q, [Iq, Iq] ∈ Q˜[c1,d1], Iq ∈ Q[c2,d2], and Q˜[c,d] = ∅.
Remark D.4. Let E1, E2 ∈ C(p+q)×(p+q) and let (D.1) be the block partitions of E1
and E2 with p× p blocks a1 and a2. Let E := E2E1 and let (4.51) be the block par-
tition of E with p× p block a. Suppose rank [c1, d1] = q and rank [c2, d2] = q. Fur-
thermore, let [x, y] and [x˜, y˜] be from Cp×q×Cq×q such that E1
[
x
y
]
=
[
x˜
y˜
]
. Similar to
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the proof of Proposition D.1, it is easily checked that [x, y] belongs to Q˜[c,d] if and only
if [x˜, y˜] belongs to Q˜[c2,d2]. Moreover, if [x, y] ∈ Q˜[c,d] then S˜(p,q)E ([x, y]) = S˜(p,q)E2 ([x˜, y˜]).
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E. Some results on meromorphic matrix-valued
functions
In this part of the appendix, we state basic information about meromorphic matrix-
valued functions. We mainly refer to the representation in [108, Kapitel 3], [24,
Anhang C], [106, Anhang C], and [139, Anhang D].
If G is a non-empty open subset of the complex plane, then we will use H(G) and
M(G) to denote the set of all holomorphic and meromorphic complex-valued functions
in G, respectively. Let us recall that, if G is a non-empty open subset of C, we will
call a subset D of G a discrete subset of G if D does not have an accumulation point
of G. Furthermore, by a region we mean an non-empty open connected subset of C.
Remark E.1. Let G be a non-empty open subset extended on the complex plane of
C0. If D and E are discrete subsets of G, then D ∪ E is a discrete subset of G.
Remark E.2. Let G be a region of C and let f be a meromorphic function in G.
Then G = Hf ∪ Pf and Hf ∩ Pf = ∅. Moreover, it is easy to see that Pf is a discrete
and at most countable subset of G (see, e.g. [108, Bemerkung 3.1.1, Folgerung 3.1.1,
Folgerung 3.1.2]). Furthermore, Hf is an over-countable and, in particular, a non-
empty subset of G.
Remark E.3. Let G be a region of C, let n ∈ N, and let f1, f2, ..., fn be mero-
morphic functions in G. Taking into account Remark E.2 and Remark E.1, the set⋃n
k=1 Pfk is a discrete subset of G satisfying G =
(⋂n
k=1Hfk
)
∪
(⋃n
k=1 Pfk
)
and(⋂n
k=1Hfk
)
∩
(⋃n
k=1 Pfk
)
= ∅. In particular, ⋂nk=1Hfk describes an over-countable
and non-empty subset of G .
Lemma E.4. Let G be a region of C and let f be a meromorphic function in G which
does not vanish identically. Then Nf and D := Pf ∪ Nf are discrete and at most
countable subsets of G. Furthermore, G\D ⊆ Hf .
A detailed proof of Lemma E.4 can be found, e.g., in [108, Lemma 3.1.1, Folgerung
3.1.3].
Lemma E.5. Let G be a region of C and let f and g be meromorphic functions in G.
Then f = g if and only if there is a discrete subset D of G such that G \D ⊆ Hf ∩Hg
and that f(z) = g(z) are fulfilled for each z ∈ G\D.
For detailed a proof of Lemma E.5, see, e.g., [24, Lemma C.6].
Lemma E.6. Let G be a region of C and let f and g be meromorphic functions in G.
Then Hf ∩Hg is an open subset of G with G \ (Hf ∩Hg) = Pf ∪ Pg.
A detailed proof of Lemma E.6 is given, e.g., in [108, Satz 3.1.1 (a)].
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Remark E.7. Let G be a region of C and let f and g be meromorphic functions in
G. Obviously, hˇ : Hf ∩ Hg → C defined by hˇ(w) := f(w) + g(w) is holomorphic in
Hf ∩Hg. Let w0 ∈ G \ [Hf ∩Hg]. Then w0 is a pole of f or g. Let kf (w0) and kg(w0)
be the corresponding order of the pole w0. (If w0 is a holomorphic point of f and g,
respectively, then kf (w0) = 0 and kg(w0) = 0, respectively.) Then hˇ has a isolated
singularity at w0, where w0 is either removable or a pole of order not greater then
max{kf (w0), kg(w0)}. If h is the complemented function obtained by eliminating all
removable singularities of hˇ, then h is meromorphic in G and, moreover, Hf∩Hg ⊆ Hh
and Ph ⊆ Pf ∪ Pg. We call h the sum of the meromorphic functions f and g (in G)
and write f + g for h (see also, e.g., [108, Satz 3.1.1 (b)]).
Remark E.8. Let G be a region of C and let f and g functions meromorphic in G.
Then (see, e.g., [108, Satz 3.1.1 (c)]):
(a) Let α ∈ C\{0}. Then hˇ : Hf → C given by hˇ(w) := αf(w) is meromorphic in G
fulfilling Hhˇ = Hf and Phˇ = Pf , where for each pole w0 of Phˇ the order as pole of
hˇ is equal to the order as pole of f .
(b) Obviously, 0 · f is the zero function on G with H0·f = G and P0·f = ∅.
(c) For each β ∈ C, βf is called the β-fold of the (meromorphic) function f .
Remark E.9. Let G be a region of C and let f and g be functions meromorphic in
G. Then dˇ : Hf ∩ Hg → C given by dˇ(w) := f(w) · g(w) is holomorphic in Hf ∩ Hg.
Let w0 ∈ G\(Hf ∩ Hg). Then w0 marks a pole of at least one of the functions f or
g. If kf (w0) and kg(w0) are the corresponding orders of the poles, respectively. (If
w0 is a holomorphic point of f and g, respectively, then kf (w0) := 0 and kg(w0) := 0,
respectively.) In general, dˇ has an isolated singularity at w0. This point w0 denotes
either a removable singularity or a pole of order not greater then kf (w0) + kg(w0). Let
d be the complemented function obtained by eliminating all removable singularities
of dˇ. Then d is meromorphic in G, fulfilling Hf ∩Hg ⊆ Hd and Pd ⊆ Pf ∪Pg. We will
write f · g, or shortly fg, for d.
Remark E.10. Let G be a region of C and let f be a meromorphic function in G
not vanishing identically. According to Lemma E.4, then Nf is a discrete subset of
G. Let c : (Hf\Nf ) ∪ Pf → C defined by
c(w) :=
{
1
f(w)
, falls w ∈ Hf\Nf
0 , falls w ∈ Pf
.
Then c is meromphic in G, with Hc = (Hf\Nf ) ∪ Pf , Pc = Nf , and Nc = Pf . If w0
marks a pol of order kf (w0) of f , then w0 is a zero of order kf (w0) of c, and if w0 is a
zero of order kf (w0) of f , then w0 describes a pole of order kf (w0) of c. We call c the
reciprocal function to f and write 1
f
denoting c. Obviously, c is not the zero function
in G and the reciprocal meromorphic function of c is f .
Proposition E.11. Let G be a region of C. Then the set M(G) of all functions
meromorphic in G with respect to the operations introduced in Remarks E.7, E.8, and
E.9, i.e., the addition, the multiplication of elements of C and multiplication, form
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a commutative algebra over C. Furthermore, M(G) is a field with respect to these
operations as well. Moreover, the set H(G) of all in G holomorphic functions with
respect to the operations introduced in Remarks E.7, E.8, and E.9, i.e., the addition
and the multiplication of elements of C and multiplication, forms a subalgebra of
M(G) with respect to these operations.
A detailed proof of Proposition E.11 can be found, e.g., in [108, Satz 3.1.2].
Definition E.12. Let G be a region of C. A p× q matrix-valued function
f = (fjk)j=1,...,p
k=1,...,q
is called meromorphic in G if fjk is meromorphic in G for each j ∈ Z1,p
and each k ∈ Z1,q, i.e., if f ∈ [M(G)]p×q. If f is a matrix-valued meromorphic function
in G, then let Hf :=
⋂p
j=1
⋂q
k=1Hfjk and Pf :=
⋃p
j=1
⋃q
k=1 Pfjk .
Remark E.13. Let G be a region of C and f ∈ [M(G)]p×q. One can easily see that
G = Hf ∪ Pf and Hf ∩ Pf = ∅ hold true. Moreover, Pf forms a discrete and at most
countable subset of G and Hf marks a uncountable and, in particular, non-empty
subset of G.
Remark E.14. Let G be a region of C and let f, g ∈ [M(G)]p×q. Then f = g if and
only if there exists a discrete subset D of G such that G\D ⊆ Hf ∩Hg and f(z) = g(z)
for each z ∈ G\D (see Lemma E.5, Remark E.1, and Remark E.13).
Lemma E.15. Let G be a region of C. Furthermore, let f = (fjk)j=1,...,p
k=1,...,q
,
g = (gjk)j=1,...,p
k=1,...,q
∈ [M(G)]p×q. Then f + g := (fjk + gjk)j=1,...,p
k=1,...,q
is a matrix-valued
function belonging to [M(G)]p×q. In particular, Hf ∩Hg ⊆ Hf+g and Pf+g ⊆ Pf ∪ Pg
are fulfilled (see, e.g., [108, Satz 3.2.1]).
Remark E.16. Let G be a region of C and let f = (fjk)j=1,...,p
k=1,...,q
∈ [M(G)]p×q. For each
α ∈ C, one can easily see that αf := (αfjk)j=1,...,p
k=1,...,q
denotes a matrix-valued function
belonging to [M(G)]p×q with Hf ⊆ Hαf and Pαf ⊆ Pf (see, e.g., [108, Satz 3.2.2]).
Remark E.17. Let G be a region of C, let f = (fjk)j=1,...,p
k=1,...,q
∈ [M(G)]p×q, and
let g = (gjk)j=1,...,q
k=1,...,r
∈ [M(G)]q×r. Then fg :=
(∑q
k=1 fjkgkl
)
j=1,...,p
l=1,...,r
belongs to
[M(G)]p×r with Hf ∩Hg ⊆ Hfg and Pfg ⊆ Pf ∪ Pg (see, e.g., [108, Satz 3.2.3]).
Remark E.18. Let G be a region of C and let f ∈ [M(G)]q×q. Then the following
statements hold true (see, e.g., [108, Satz 3.2.4]):
(a) The function h : Hf → C given by h(w) := det [f(w)] is holomorphic in Hf .
If w0 ∈ Pf , then h has a isolated singularity in w0 which is either a removable
singularity or a pole. The complemented function det f , resulting by eliminat-
ing all the removable singularities of h is meromorphic in G with Hf ⊆ Hdet f ,
Pdet f ⊆ Pf , and Ndet f ∩Hf = Nh. (The function det f is called the determinant
of the matrix-valued meromorphic function f in G.)
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(b) Suppose that det f is not the zero function defined on Hf . Regarding (a) and
Lemma E.4, one can see that Ndet f forms a discrete subset of G and that
g : Hf \ (Ndet f ∩Hf )→ Cq×q given by g(w) := [f(w)]−1 is a matrix-valued func-
tion holomorphic in Hf \ (Ndet f ∩ Hf ). If w0 ∈ Pf ∪ (Ndet f ∩ Hf ), then g
has an isolated singularity at w0 which is either a removable singularity or a
pole. The complemented function f−1 generated by eliminating all the remov-
able singularities of h is meromorphic in G and Hf\(Ndet f ∩ Hf ) ⊆ Hf−1 and
Nf ∩ Hf ⊆ Pf−1 ⊆ Pf ∪ (Ndet f ∩ Hf ) are fulfilled. (The function f−1 is called
the reciprocal matrix function of the matrix-valued (meromorphic) function f in
G.) Due to Remark E.17 and Remark E.14, one gets ff−1 = Iq and f−1f = Iq.
Moreover,
G \ (Pf ∪Ndet f ) = (G \ Pf ) \ Ndet f = Hf \ Ndet f
= Hf \ (Ndet f ∩Hf ) ⊆ Hf−1 \ (Ndet f−1 ∩Hf−1)
= Hf−1 \ Ndet f−1 = (G \ Pf−1) \ Ndet f−1 = G \ (Pf−1 ∪Ndet f−1)
and, hence, Pf−1 ∪Ndet f−1 ⊆ Pf ∪Ndet f .
Remark E.19. Let G be a region of C and let f, g ∈ [M(G)]q×q. Let C be a non-
discrete subset of Hf ∩Hg such that f(z) = g(z) holds true for each z ∈ C. Then the
identity theorem for holomorphic functions shows that f(z) = g(z) for all z ∈ Hf ∩Hg
(see, e.g., [139, Lemma E.21]).
Recall the notations
Π+ := {z ∈ C : =z ∈ (0,∞)} and Cα,− := {z ∈ C : <z ∈ (−∞, α)} for each α ∈ R.
Remark E.20. Let α ∈ R. Then Γ : Π+ → Cα,− given by Γ(z) := α + iz denotes a
well-defined bijective, holomorphic, and, in particular, continuous function. Further-
more, the inverse function Γ[−1] : Cα,− → Π+ of Γ satisfies Γ[−1](w) = −i(w − α), for
each w ∈ Cα,−. Especially, Γ[−1] is holomorphic and continuous.
Remark E.21. Let P be a p× q matrix polynomial. If lim
y→∞
P (y) = 0p×q or
lim
y→−∞
P (y) = 0p×q, then P describes the p× q zero polynomial, i.e., P (z) = 0p×q
holds true for each z ∈ C (see, e.g., [124, Lemma 6.14]).
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F. Matricial version of the Stieltjes Inversion
Formula
The results presented in this section are in large parts proved by H. C. Thiele in [135]
in detail. The main statements are marked by the inversion formulas of Stieltjes
(Theorem F.6 and Theorem F.8) together with their consequences.
Remark F.1. Let µ1 ∈ Mp≥(R,BR) and let µ2 ∈ Mq≥(R,BR). Then it is readily
checked that there exist sequences (an)
∞
n=1 and (bn)
∞
n=1 of real numbers satisfying the
following four conditions (see also, e.g., [102, Lemma A.4.3]).
(i) µ1 ({an}) = 0p×p, µ2 ({an}) = 0q×q, µ1 ({bn}) = 0p×p, and µ2 ({bn}) = 0q×q are
fulfilled for all n ∈ N.
(ii) an < bn for all n ∈ N.
(iii) (an, bn) ⊆ (an+1, bn+1) for all n ∈ N.
(iv)
⋃∞
n=1 (an, bn) = R.
Remark F.2. Let σ ∈ Mq≥(R) and let a and b be real numbers satisfying a < b.
Furthermore, let Φ : R→ Cp×q be a matrix-valued continuous function on [a, b]. Then
Φ˜ := 1[a,b]Φ and Φ# := 1(a,b)Φ areBR−Bp×q-measurable matrix-valued functions and
there is a C ∈ [0,∞) such that ‖Φ˜(t)‖E ≤ C and ‖Φ#(t)‖E ≤ C are fulfilled for all
t ∈ R. In particular, according to Remark C.13, the matrix-valued functions Φ˜ and
Φ# belong to p× q − L2(R,BR, σ;C).
Remark F.3. Let (Ω,A) be a measurable space and let (Bm)∞m=1 be an isotone
sequence of non-empty sets belonging to A. Then lim
m→∞
1Bm(t) = 1 for each
t ∈ ⋃∞m=1Bm.
We now present matricial versions of inversion formulas due to T. J. Stieltjes (see [135,
Chapter 9] for a more detailed representation).
Let B0 denote the system of all bounded sets belonging to BR. Furthermore, let λ(1)
be the Lebesgue-Borel measure defined on BR.
Remark F.4. Let ν ∈Mq≥(R,BR) and let B ∈ B0. Then the function f : R→ Cq×q
given by f(t) := 1B(t)
√
1 + t2Iq is Borel measurable. The closure B of B is compact,
since B is bounded. According to Weierstraß' Theorem, the continuous function
g : B → R given by g(t) := ‖√1 + t2Iq‖E is bounded. Thus, φ : R → R given
by φ(t) := ‖f(t)‖E is bounded and f belongs to q × q − L2(R,BR, ν;C) (see also,
e.g., [73, Satz 4.3.28]).
Theorem F.5 (Stieltjes' Inversion Formula). Let F ∈ R1(Π+) with associated spec-
tral measure σ. Furthermore, let a and b be real numbers with a < b. Then
1
2
[σ({a}) + σ({b})] + σ((a, b)) = 1
pi
lim
ε→0+0
∫
[a,b]
=F (x+ iε)λ(1)(dx).
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A proof of Theorem F.5 can be found, e.g. in [100, Appendix, Chapter 1] (, for a
detailed version of the proof see [135, Satz 4.1]).
Since, for each F ∈ Rq(Π+) and for each u ∈ Cq, the function fu := u∗Fu belongs
to R1(Π+) (see, e.g., [135, Bemerkung 7.2]), one easily gets a corresponding matricial
version of Theorem F.5:
Theorem F.6 (Matricial Stieltjes' Inversion Formula). Let F ∈ Rq(Π+) with as-
sociated Nevanlinna measure ν. Let a ∈ R and let b ∈ (a,∞). Furthermore, let
µ : B0 → Cq×q be a mapping given by B 7→
∫
B
√
1 + t2Iqν(dt)[
√
1 + t2Iq]
∗. Then
1
2
[µ({a}) + µ({b})] + µ((a, b)) = 1
pi
lim
ε→0+0
∫
[a,b]
=F (x+ iε)λ(1)(dx).
A detailed proof of Theorem F.6 can be found, e.g., in [135, Satz 9.2].
Corollary F.7. Let φ ∈ R′q(Π+) with associated matricial spectral measure σ. Fur-
thermore, let a ∈ R and let b ∈ (a,∞). Then
1
2
[σ({a}) + σ({b})] + σ((a, b)) = 1
pi
lim
ε→0+0
∫
[a,b]
=φ(x+ iε)λ(dx).
A detailed proof of Corollary F.7 can be found, e.g., in [135, Folgerung 9.3].
In the scalar case q = 1, the following important inverse Stieltjes type formula has
already been presented by M. S. Livsic [101]. The result of M. S. Livsic can also
be found in [98, Lemma 2.1]. In [38], one finds a reference to the second docterate
thesis [132] of Yu. L. Shmulyan, where an operator-valued version is presented.
Theorem F.8 (Generalized Stieltjes' Inversion Formula). Let F ∈ Rq(Π+) with
associated Nevanlinna measure ν. Furthermore, let f : C → Cp×q be a holomorphic
function in C and let g : C → Cp×p be a continuous function in C satisfying g(R) ⊆
Cp×pH . Let the function Φ : Π+ → Cp×p be given by w 7→ g(w) + f(w)F (w)[f(w)]∗.
Let a ∈ R and let b ∈ (a,∞). Then
1
2
[
(1 + a2)f(a)ν({a})(f(a))∗ + (1 + b2)f(b)ν({b})[f(b)]∗]
+
∫
(a,b)
[
√
1 + t2f(t)] ν(dt)[
√
1 + t2f(t)]∗ =
1
pi
lim
ε→0+0
∫
[a,b]
=Φ(x+ iε)λ(dx). (F.1)
If F moreover belongs to the subclass R′q(Π+) of Rq(Π+), then the left-had side of
(F.1) is equal to∫
(a,b)
fdµf ∗ +
1
2
[f(a)µ({a})f ∗(a) + f(b)µ({b})f ∗(b)] ,
where µ stands for the matricial spectral measure of F .
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A proof of Theorem F.8 can be found in [38, Theorem 8.6](, for detailed version of a
proof, see also [135, Satz 9.4]).
Corollary F.9. Let F ∈ R′q(Π+) with associated spectral measure σ. Furthermore,
let f : C → Cp×q be a holomorphic function in C and let g : C → Cp×p be a
continuous function in C satisfying g(R) ⊆ Cp×pH . Let Φ : Π+ → Cq×q be given by
w 7→ g(w) + f(w)F (w)[f(w)]∗. Let a ∈ R and let b ∈ (a,∞). Then
1
2
[f(a)σ({a})[f(a)]∗ + f(b)σ({b})[f(b)]∗] +
∫
(a,b)
f(t)σ(dt)f ∗(t)
=
1
pi
lim
ε→0+0
∫
[a,b]
=Φ(x+ iε)λ(dx).
A detailed proof of Corollary F.9 can be found, e.g., in [135, Folgerung 9.5].
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