In many manufacturing environments there are intermediate states of semi-finished products that are shared by several members of the product family. This is true, for instance, in machine tools manufacturing or manufacturing of several printed circuits tkom the same basic board. For these systems, processing parts ahead of time and locating them at strategic stages of the operation may improve the lead time with relatively low levels of work-in-process invento~. This is especially true when production stages do not have a dedicated resouree and share a limited number of production equipment.
INTRODUCTION
In many manufacturing environments several parts or products are made from the same raw material in several stages of manufacturing operations. After each process, the product assumes a particular state that is closer to its final shape. The closer the product is to its final state the shorter the lead time becomes to transform it to a ftished product. However, as the product gets closer to its final state, its flexibility for being transformed into a larger variety of tlnal produots is dezrewed. Raturi et. al. (1 990) provide a number of good examples in machine tools industry where the proposed problem exists and a solution will help the manufacturer to better satis~customer demands. For uncertain demand patterns for final products, a good compromise among the overall invento~carrying costs, service levels, and lead times might be achieved if inventones of semi-fmished products were kept in various intermediate stages. This consideration will have even a better effect when the system operates in a pull-type production environrnent.
The optimum levels of work in-process in general puUtype manufacturing systems have been studied by several researched including Ohta andMiyazaki(1988) , and Bitran and Chang (1 987). So and Pinault (1988) prexnted some analytical results for determining g the optimum number of inprocess inventories in a single product pull-type system. Azadivar and Lee (1985) showed the results for a multiproduct flexible manufacturing system. A clcwly related work to this study is that of Garg and Lee (1 994) where the operating characteristics of multi-product production lines are investigated. Using a moditied linear production rule by Tang (1990) , they suggest target levels for inventoxy at eaeh stage to be set to cope with uncertainties in demand. This paper provides a heuristic method for determining these target values fw a given multi-stage production system However, the problem under study here has an additional cmnplexity in that the resources are shared for wu-ious stages of production.
This puts au additional constraint on allocating the in-process inventories, as stages that need more scarce resources need to be supplied with larger levels of semi-finished products.
Since each process does not have its dedicated resource and has to share it with other activities and bceause of the stochastic nature of demands and processing times, Tang's linear production rule or other analytical methods would not be easy to apply here. Thus for this study, the system is modelled through computer simulation and is formulated as a constrained stochastic optimization problem. A modeling and optimizadon pmeedure has been developed to determine the near optimum levels of in-process inventories to keep at each stage of operation. The objective of the optimization is to minimize the average lead time for satisf@g a set of uncertain demands while keeping the inventory levels at a reasonable values and maintaining an acceptable service level. In addition, a software package has been developed that facilitates application of this methodology. Through a graphical interface the user supplies inputs on the parameters and the operating conditions of the system The program uses these inputs and provides near optimum values of the work in-process at each stage.
PROBLEM DEFINITION
To help in understanding the problem, consider the system shown in Figure 1 . Four dii%mmt products are produced from the same stock of bar through several operations utilizing four machines MC 1, MC2, MC3, and MC4. Jn this figure, nodes represent the states of the product while arcs denote the processes of transftmning a product from one state to another. Arcs are also marked by the manufacturing resource (e.g. machine) needed for the transformation. All P recessing times are random and are distributed according to given distributions. Orders for different products are alsõ andom and arrive at random intervals. " GM* For the problem under study, it is assumed that the production period consists of just one cycle. The demand for products during this cycle is assumed to be uncertain with known probability distributions.
It is also assumed that the lead time for obtaining the raw material is an order of magnitude larger than all due dates for orders. This means that ifthe plant runs out of raw material during a production cycle, there will not be enough time to order and receive the raw material in time and the corresponding orders will be lost. Thus all needed raw materials have to be ordered in advance. An example of this situation is that of a machine tool manufacturer ordering raw forgings for press brakes which would be customized for a variety of models. Further, it is assumed that the manufacturer orders as many sets of raw material as are sutlicient to supply the expected value of the demand.
With these assumptions, the maximum service level, in terms of the fraction of the total demand that is satisfied can be achieved if all the stock is kept in the raw state at node 1. However, this may create long lead times because each order has to wait for the product to go through all stages of production.
Alternatively, they can be processed ahead of time and kept at final states for each product.
This will reduce the lead time to practically zero for orders that are satisfl~but some demands will go unsatisfied because raw materials needed are tied up in other products for which the demand did not turn out to be as expected. A solution between these extremes will result in a lead time in between while sati@ing an acceptable portion of the demand.
PROBLEM FORMULATION
Before presenting the general formulation for the problem the following clarifications are in order: 1. Since the problem is considered in its general form with stochastic demand patterns and processing times, and the pertbrmance of the system is evaluated through computer simuktiom the objective function and the constraints for this f~ulation are not available analytically. They can only be evaluated for a given set of decision variables and only through multiple runs of the simulation model. 2. The lead time has been defined as the average of the lead times for individual final products and is estimated for only those demands that are supplied. Thus, the demand for products that are not produced, due to lack of raw material, is assumed lost. This means neither the lead time nor the service level alone can be considered as the performance measure fm the system. Otherwise, one could show a drastic reduction in the lead time by losing too many orders.
Based on these deftitions and assumptions the problem in its general form can be stated as following:
where, x,, Xz, xx ...... x are the decision variables represent~g~e levels of "-work-in-process inventory at dit%rent nodes,~is the average lead time for customers as a function of work-in-process inventones, g denotes the service level in terms of the fraction of the total demand that is satisfied, also as a function of the in-process inventones, and b is the minimum tolerable service level.
The lead time obtained flom one simulation run is only one stochastic observation on the response of the system. This observation is noise corrupted and consists of the theoretical mean (expected value) and some random error. The expected value of this function can be optimized by optimizing the thecnetical regression iimction of the response defined by To apply and test the procedure, a simple system for production of three products, belonging to the same family, was considered. The network presentation of this system is given in Figure 2 . The system is assumed to operate in a pull-type production environment.
All products are manufactured in two stages and all the state changes are performed by two machines denoted by MC 1 and MC2. Orders fm the products can come in batches for any of the final nodes. If there are finished products waiting at these nodes, orders are met right away. However, if there is no product waiting, a set of orders is sent to one or more of the supplying ncdes based on the workloads on the machines. A tally is kept on the work already assigned and not yet completed for each machine. For instance, if an order comes to node 5 (Figure 2) , it can be either satistied by semifinished products at node 2 using machine 2 through process 2-5 (arc 25) or by those at node 3 using machine 1 through process 3-5 (arc 3 5). Depnding on the workloads on these two machines (time needed to process the products that are waiting in the machine queue), the load will be assigned to the machine with the lighter load. Ties are broken arbitrarily.
This problem was solved for a case where orders arrive with interarrival times that are distributed normally with a meau of 30 and a standard deviation of 5 time petiods. Each order consists of a batch of 10 that could be for products 1, 2, or 3 with probabilities of 0.5,0.35 and 0.15 mapectively. The production cycle eonsista of 600 time units with an expeeted total demand of 200 units for the planning period. This will be the number of sets of raw material that will be ordered The prmssingtimea were assumed to be all normal with parameters (4,1), (3,1), (5,2), (4,1), (4,1) and (3,1) time periods for processes 1-2, 1-3, 2-4, 2-5, 3-5, and 3-6 respectively. The minimum desirable service level was specified as 90%. The resulting work-in-process inventories are given below: Here, since there were only 6 variables involved, the solution could be obtained rather easily. However, in many situations, deeisions should be made on a large number of work-in-precess values where many stages are involved. In those situations, the simulation-optimization requires a large number of simulation evaluations which in some cases will demand an infiible amount of ecanputer time. IBesides, this will put a heavier burden on the management in controlling a iarge number of decision variables.
One way to alleviate this problem is to group the nodes in a few groups according to a suitable set of criteria. Then, rather than solving the problem for the work-in-process for each individual node, it can be solved for the same amount assigned to each node of a given group. This could reduee the numbs ofvariables into a manageable size. The quality of the solution obtained in this way may, clf course, be infkrior to the one for individual nodes, but the optimization efforts will be redueed significantly.
The following section covers a discussion and analysis of some grouping criteria with a conclusion on the most suitable one for a given situation.
CRITERIA FOR GROUPING OF NODES
In searching for common characteristics fc)r nodes for grouping purposes, the following factors showed reasonable relevance.
Stages of Production (A)
The nodes can be grouped aeeording to stages of production. Stages are defined according to the relative position of the nodes in the network. The initial raw material node is considered to be at the lowest stage (stage 1) and the final product nodes are considered to be at the highest stage. The nodes that follow stage 1 are at stage 2 and those following stage 2 nodes are denoted stage 3 and so on. To incorporate this factor in grouping the nodes each node is given a weight according to the stage it is at.
Flexibility of Nodes (D)
According to this criterion, the flexibility is defined as the fraction of final products that can be reached from a node. Consider the network shown in Figure 3 . Let us assume that when an order arrives the probabilities that it will be for products 1,2,3 and 4 are O. 50, 0.25, 0.10, and 0.15 respectively. The thction of the total expected demand for each of these products will be proportionat to these probabilities.
From node 9, only the demand for product 1 can be satisfied.
The probability of an order being for product 1 is 50?4. So, Mm node 9, 50% of the total demand can be satitiled.
This gives node 9 a flexibility factor of 0.50. From node 6, we can satis~any demand for products 1,2 or 3. The probability of an order being for products 1,2 or 3 is 0.85 (0.50+0.25+0.10).
So, node 6 has a flexibility factor of .85. In this way all the nodes are assigned a flexibility factor. These factors for some of the nodes are shown in Figure 3 .
Combined Grouping Criteria (AB)
If nodes are grouped according to their flexibility, the optimization program will automatically allocate higher levels of inventory to the most flexible nodes. By keeping higher levels of inventory in the most flexible nodes, acceptable service levels will be maintained but satisfactory lead times may not be achieved. If nodes are grouped according to stages, the optimization program will automatically maintain higher levels of inventory in the final stages. By keeping high levels of inventory in the final stages, the optimization program can reduce lead time but that might not allow for meeting service level requirements.
Since none of the two rules satis@ both lead time and service level criteria, a combination of these rules was also examined.
SUITABLE GROUPING CRITERIA
As discussed before, grouping represents a tradeoff between the computational efficiency and the quality of the solution. By carefully selecting the suitable criterion for grouping, efficient designs can be achieved without sacriilcing the quality of the solution signiilcantly.
To determine the suitable criteria for grouping, several experiments were performed.
The three criteria A, B, and AB for grouping were tested on a set of 3-stage network problems possessing various specific characteristics. The characteristics that were considered are as follows.
Overall Flexibility of the Network
Here, the overatl flexibility of a network is defined as the average flexibility of each node in the network.
Figures 4 and 5 demonstrate bvo systems with high and low overall flexibilities, respectively. Two networks with average flexibility of approximately 4070 and 70'% were examined.
Demand Patterns
Orders arrive at intervals distributed according to a distribution specified by the user. The probabilities for distributions of the orders among the products are also assigned by the user. If orders arrive with equal probabilities for all products we refer to the system as one with a unitlorrn demand pattern Improbabilities for products are significantly different, the system is referred to as having nonuniform demand pattern.
Two demand patterna; one with equal probability for each product and one with probabilities varying between 0.1 to 0.4 were considered.
Batch Sizes
Orders for parts can come individually or in batches. For the experiments in this study two batch sizes of 6 and 9 were tested.
Required Service Level
Two levels of 90V0 and 95V0 tolerable service levels were considered in conducting the experiments.
For each case, the inventory levels were determined using all the rules. The resulting lead time for each case was used as the measure of @ormance fm comparison purposes. For each case, an analysis of variance was performed and using Fisher's Least Significant Difference (LSD) the signit3cantly better (at 10?? level) rule for each case was determined. The summary of conclusions from these experiments is as follows:
1) Rule B, grouping nodes according to their flexibility, performed well in all cases where the tolerable service level was at the lower level.
2) Rule B performed equally well for relatively high service level requirements for uniform demand patterns.
3) Rule B was also quite wnsistent when the network was highly flexible and demand patterns were uniform. 4) For high service level requirements and non-uniform demand patterns, Rule AB, grouping acwrding to a combination of stage weight and flexibility, per60rrned more insistently. never dominated the other two rules. Thus an argument could be made against using this rule by itself in any of the cases.
IMPLEMENTATION
A generic sotlware has been developed that implements the procedure deacrii in this paper automatically. Users provide values for the parameters of the system through an interactive interface.
These include the number of final product types; the number and characteristics of each operation, possible routing for each prrxluct; resources required for processing each product; distribution of operation times; and the demad patterns for final products. A graphic interface has been developed through which these input parameters can be supplied by constmcting the network and assigning resources and processing times to the arcs. The program automatically builds the simulation model, interfaces it with the optimizadon routine and determines the results based on the number of groupings specified by the user. Using this program the user can try various grouping criteria to choose the best for a given system.
CONCLUSIONS
This paper presented an application of simulationoptimization for strategically locating semi-finished products in a manufacturing system where several products are manufactured using the same raw material through several sets of manufacturing operations.
The results showed that it is possl%le to service demand more el%ciently and maintain reasonable levels of in-process inventory if the semi-finished products are manufactured in advance and are located in appropriate stages of operation and in appropriate quantities.
The experience with this modei showed that computation efforts for conducting such optimization process for relatively large problems is sometimes prohibitive. However, it was discovered that it may not be necessary to d&ermine a separate optimum level for each variable individually.
Depending on the structure of the system, many nodes represent characteristics by which they can be classified into various categories and the reasonable inventmy levels could be specified only for each class. This drastically reduces the optimization efforts and the rnansgement re@mm@a for the implementation of the results for a solution that still may be reasonably good to implement.
