ABSTRACT There are two kinds of methods for uncertain random multi-objective programming (URMOP) problem now. One is to convert the URMOP problem into deterministic multi-objective programming (DMOP) problem directly, and then solves the DMOP problem, which neglects the nature of the uncertainty and randomness. The other is to use the linear weighting method (LVM) to convert the URMOP problem into the uncertain random single-objective programming (URSOP) problem, and then convert it into the deterministic single-objective programming (DSOP) problem, which can be solved directly. However, the LVM has limited application range and low reliability. In this paper, we propose a new method named ideal point method (IPM) for solving the URMOP problem. First, we define the ideal point of URMOP. Based on different modules, we propose three different IPMs named SD-IPM, SWS-IPM, and WMM-IPM. It is then proved that under the P E criterion, the three IPMs can transform the URMOP problem into its equivalent URSOP problem, that is, the optimal solution of the transformed URSOP problem is proved to be the Pareto efficient solution of the original URMOP problem. Then, the URSOP problem can be transformed into its equivalent DSOP problem, which can be solved directly. The example discusses the differences and application range of the IPMs and other methods. The influences of weights are discussed simultaneously.
I. INTRODUCTION
In our daily life, the decision-making problems often have multiple, incommensurable and conflicting objectives at the same time. For example, when designing a financial product, the designers often hope that the benefits are as high as possible while minimizing risks; when completing a project, engineers often hope that the cost is as low as possible while the duration is as short as possible. Therefore, the multiobjective programming (MOP) problem has been extensively studied by researchers. MOP has been widely applied in many fields such as production plan [1] , transportation [2] , and industrial engineering [3] , etc.
Furthermore, we often must make decisions in the state of indeterminacy when dealing with MOP problems. Indeterminacy means the phenomenon whose outcomes cannot be exactly predicted in advance. Randomness is one kind of typical indeterministic phenomenon. When the sample size is large enough, it is possible for us to get the probability distribution of the event by statistical methods. That means we can use the probability theory to solve this kind of indeterministic phenomenon. Based on the probability theory, stochastic multi-objective programming (SMOP) problem has been presented such as [4] - [6] . However, due to economic or technical reasons, we sometimes cannot obtain enough sample data to estimate a probability distribution. We have to invite some domain experts to evaluate the belief degree that each event will happen. We call this kind of indeterministic phenomenon uncertainty [7] . Kahneman and Tversky [8] , [9] pointed out that human beings usually overweight unlikely events. Liu [10] showed that human beings usually estimate a much wider range of values than the object actually takes. This makes the belief degree deviates far from the frequency. It may lead to counterintuitive results if we use probability theory to model belief degrees. For the uncertainty in MOP, many scholars studied the fuzzy multi-objective programming (FMOP) problem such as [11] - [13] based on fuzzy set theory initiated by Zadeh [14] in 1965. Although FMOP has been applied widely, a lot of surveys show that human uncertainty does not behave like fuzziness [10] . It is inappropriate to apply fuzzy set theory to uncertainty. In order to rationally deal with belief degree and uncertainty, an Uncertainty Theory was found [7] by Liu in 2007 and refined [15] in 2010. Nowadays, uncertainty theory has become a branch of mathematics for modeling human uncertainty. As an applications of uncertainty theory, uncertain programing was proposed by Liu [16] in 2009 and has been applied widely. Based on the uncertainty theory, uncertain multi-objective programming (UMOP) problem was also found by Liu-Chen [17] in 2015.
Randomness and uncertainty often appear simultaneously in a complex system. In 2013, Liu [18] proposed the chance theory and defined the concept of uncertain random variables. Following that, Liu [19] presented a framework of uncertain random programming to model the optimization problems with uncertain random variables in 2013. Based on chance theory, Zhou [20] proposed the uncertain random multiobjective programming (URMOP) and defined two types of compromise models in 2014.
Zhou [20] first proposed a solution method to the URMOP problem, which transforms the URMOP problem into a deterministic multi-objective programming (DMOP) problem. Then we can solve the DMOP problem directly. However, this solution method neglects the nature of the uncertainty and randomness of the URMOP problem. In order to overcome the shortcomings of the above method, Zheng [21] proposed another method for solving the URMOP problem which named to be linear weighted method (LVM). Based on the P E criterion proposed in their paper which defines the relationship of uncertain random variables, the URMOP problem is transformed into an uncertain random single-objective programming (URSOP) problem, and then transformed into a deterministic single-objective programming (DSOP) problem that can be directly solved. The advantage of this method is that it retains the nature of the uncertainty and randomness of the original URMOP problem. The disadvantage of this method is that it has a limited range of application and lacks certain reliability. This paper proposes a novel method for solving the URMOP problem, which we call ideal point method (IPM). The rest of this paper is organized as follows. In Section 2, several related definitions and theorems of chance theory and the model of URMOP are presented. In Section 3, several related lemmas are proposed and proved, which will be used in section 4. In section 4, the ideal point of the URMOP problem is defined. Based on different modules, three different IPMs named SD-IPM, SWS-IPM and WMM-IPM are proposed. It is then proved that the three IPMs can transform the URMOP problem into its equivalent URSOP problem, that is, the optimal solution of the transformed URSOP problem is proved to be the Pareto efficient solution of the original URMOP problem. In Section 5, a numerical example is provided to verify the feasibility and effectiveness of the proposed method. And differences and application range of the IPMs and other methods are discussed. The influences of weights are discussed simultaneously. Finally, the work of this paper is summarized and the future research is prospected in Section 6.
II. PRELIMINARIES
In this section, several related definitions and theorems of chance theory and the model of URMOP are presented to make the following sections understood easily.
A. RELATED DEFINITIONS AND THEOREMS
Definition 1 Chance Space (Liu [18] ): Let ( , L, M) be an uncertainty space and let ( , A, Pr) be a probability space. Then the product ( , L, M) × ( , A, Pr) is called a chance space.
Definition 2 Uncertain Random Variable (Liu [18] ): An uncertain random variable is a function ξ from a chance space ( , L, M) × ( , A, Pr) to the set of real numbers such that {ξ ∈ B} is an event in L × A for any Borel set B of real numbers.
Remark: An uncertain random variable ξ (γ , θ) degenerates to a random variable if it does not vary with γ . Thus, a random variable is a special uncertain random variable. An uncertain random variable ξ (γ , θ) degenerates to an uncertain variable if it does not vary with θ . Thus, an uncertain variable is a special uncertain random variable.
Definition 3 Chance Distribution (Liu [18] ): Let ξ be an uncertain random variable. Then its chance distribution is defined by (x) = Ch {ξ ≤ x} for any x ∈ .
Definition 4: Expected value of uncertain random variable (Liu [18] ).
Let ξ be an uncertain random variable. Then its expected value is defined by
provided that at least one of the two integrals are finite.
Theorem 1 (Liu [18] ): Let ξ 1 , ξ 2 , · · · , ξ n be uncertain random variables on the chance space ( , L, M) × ( , A, Pr), and let f be a measurable function.
Theorem 2 (Liu [19] ): Let θ 1 , θ 2 , · · · , θ m be independent random variables with probability distributions 1 , 2 , · · · , m , respectively, and let γ 1 , γ 2 , · · · , γ n be uncertain variables. Assume f is a measurable function. Then the uncertain random variable
Theorem 3 (Liu [19] ): Let θ 1 , θ 2 , . . . , θ m be independent random variables with probability distributions 1 , 2 , · · · , m , respectively, and let γ 1 , γ 2 , · · · , γ n be independent uncertain variables with regular uncertainty distributions
is strictly increasing with respect to γ 1 , γ 2 , · · · , γ k and strictly decreasing with respect to γ k+1 , γ k+2 , · · · , γ n . Then the uncertain random variable
Theorem 4 (Liu [18] ): Let ξ be an uncertain random variable with chance distribution . Then for any real number x,
Theorem 5 (Liu [18] ): Let ξ be an uncertain random variable with chance distribution . Then
Theorem 6 (Liu [18] ): Let ξ be an uncertain random variable with regular chance distribution , Then
Theorem 7 (Liu [19] ): Let θ 1 , θ 2 , · · · , θ m be independent random variables with probability distributions, respectively, and let γ 1 , γ 2 , · · · , γ n be uncertain variables. Assume f is a measurable function. Then the uncertain random variable
is the expected value of the uncertain variable f (y 1 ,y 2 , · · · , y m , γ 1 , γ 2 , · · · , γ n ) for any real numbers y 1 , y 2 , · · · , y m .
Theorem 8 (Liu [15] ): Let γ 1 and γ 2 be independent uncertain variables with finite expected values. Then for ∀a, b ∈ , we have
Theorem 9 (Liu [19] ): Let ξ be an uncertain random variable. If the expected value E [ξ (y)] is finite for each ω, then E [ξ (y)] is a random variable.
B. MODEL OF URMOP
Uncertain random multi-objective programming (URMOP) model has several forms. Now we consider URMOP problem whose objective function and constraint function contain several independent uncertain random variables. The model of URMOP is given as:
where x ∈ R n is a vector of decision variables;
There are usually conflicts between the objectives. In general, we cannot find the solutions which are optimal for all the objectives. To solve this problem, we introduce the P E -Pareto efficient solution for URMOP problem by P E criterion [21] .
Definition 5 (P E , Expected-Value Criterion (Zheng [21] )): Let ξ and η be two uncertain random variables. Then, we can say ξ ≺= (≺)η if and
represents the expected value of uncertain random variable. [21] )): Let x * be a feasible solution of the URMOP problem, then x * is said to be efficient if there is no feasible
Definition 6: (P E -Pareto Efficient Solution of URMOP (Zheng
and there is at least one
III. PROOF OF RELATED LEMMAS
This section will present several related lemmas and give the proof process. These lemmas will lay the foundation for the introduction of the IPMs in Section 4.
Lemma 1: Let ξ and η be two independent uncertain random variables, then for ∀a, b ∈ , we have E [aξ
Proof: For any realization ω ∈ , ξ (ω) and η (ω) degenerate to independent uncertain variables with finite expected value. From Theorem 8, we can obtain that
for ∀a, b ∈ . It follows Theorem 9 that E [ξ (ω)] and E [η (ω)] are random variables, we have
The lemma is proved. Lemma 2: Let ξ and η be two uncertain random variables with regular chance distributions and respectively, if ξ ≺= (or ≺) η, then for λ ∈ + , we have λξ ≺= (or ≺) λη.
Proof: Since ξ ≺= (or ≺) η, according to P E criterion, we have
According to Lemma 1, for ∀a, b ∈ , we have
Obviously, for ∀λ ∈ + we can obtain that
Thus, we have
According to P E criterion, we can obtain that
The Lemma is proved. Lemma 3: Let ξ and η be two uncertain random variables with regular chance distributions and respectively, if ξ ≺= (or ≺) η, and the lower bound of ξ and η, ξ 0 and
2 . Proof: According to Theorem 5, we can get the expected value of (ξ − t 0 ) 2 as below (10) substituting t 0 + √ y with x and y with (x − t 0 ) 2 , we can obtain
Similarly, substituting t 0 − √ y with x and y with (x − t 0 ) 2 , we can obtain that
Substituting (x) with α and x with −1 (α), we have
Similarly, we can also obtain the expected value of (η − t 0 ) 2 as follows
Since ξ ≺= (or ≺) η, according to P E criterion, we have
From Theorem 6
Since ξ 0 and η 0 are the lower bounds of ξ and ηrespectively, they are the lower bounds of −1 and −1 respectively. For t 0 = min (ξ 0 , η 0 ), we have
According to (14) and (15), we can obtain that
According to P E criterion, we have
The lemma is proved. Lemma 4: Let ξ and η be two uncertain random variables with regular chance distributions and respectively, if ξ ≺= (or ≺) η, √ ξ and √ ηexist, then we have
Proof: According to Theorem 5, we can get the expected value of √ ξ as below
substituting y 2 with x and y with √ y, we can obtain that
Similarly, we can also obtain the expected value of √ η as follows
From Theorem 6, we have
Since √ ξ and √ η exist, −1 (α) and −1 (α) exist, we can get that
From (23) and (24), we can obtain that
The lemma is proved.
IV. IDEAL POINT METHOD
In this section, we will introduce three different IPMs to solve the URMOP problem. Through these ideal point methods, we can transform the URMOP problem to an URSOP problem. The optimal solution of the URSOP problem has been proved to be the efficient solution of the original URMOP problem.
Once we get the URSOP problem, we can transform the URSOP problem into its equivalent DSOP problem under P E criterion. Then we can obtain the efficient solution of the URMOP problem under P E criterion by solving the DSOP problem.
A. DEFINITION OF IDEAL POINT OF URMOP
For the URMOP problem (1), if the decision maker can give a target value f 0 j to each objective f j x, ξ j in advance, and make it satisfy
When the ideal point f 0 is known, we can introduce a certain modulus · in the target space R, and consider the minimum ''distance'' between the objective function f (x, ξ ) and the ideal point f 0 under this modulus which is shown in (31).
If we give different meanings to the modulus · , we can get different ideal points. Below we present three kinds of ideal point method for the URMOP problem.
B. SD-IPM
SD-IPM is short for shortest distance ideal point method. In this method, we take modulus · as modulus · 2 .
By SD-IPM, we can convert the URMOP problem (1) into an URSOP problem (32).
where f 0 j denotes the lower bound of single objective f j x, ξ j (j = 1, 2, · · · , p) on feasible set without considering other objectives. Now we prove that the optimal solution of problem (32) must be the efficient solution of the original problem (1).
Theorem 10: Let x * be the optimal solution of problem (32) under P E criterion, then it must be the P E -Pareto efficient solution of the problem (1).
Proof: Assume that x * be the optimal solution of problem (32) under P E criterion, but it isn't the P E -Pareto efficient solution of problem (1) .
According to Definition 6, there existx such that f j (x, ξ j ) ≺= f j (x * , ξ j ). And there exists at least some j 0 such that
be the lower bound of f j 0 (x, ξ j 0 ). According to Lemma 3, we can obtain
We have
When j = j 0 , we can get that
That is
According to Lemma 4, we have
Thus, we can obtain that
According to Definition 6, x * is not the optimal solution to problem (32). This contradicts the assumption that x * is the optimal solution. So x * is the P E -Pareto efficient solution of the problem (1).
The theorem is proved.
C. SWS-IPM
The second ideal point method we propose is square weighted sum ideal point method (SWS-IPM).
By SWS-IPM, we can convert the URMOP problem (1) into an URSOP problem (41).
whereλ
on feasible set without considering other objectives. Now we prove that the optimal solution of problem (41) must be the efficient solution of the original problem (1).
Theorem 11: For each given λ ∈ ++ , let x * be the optimal solution of problem (41) under P E criterion, then it must be the P E -Pareto efficient solution of the problem (1).
Proof: Assume that x * is the optimal solution of problem (41) under P E criterion, but it isn't the P E -Pareto efficient solution of problem (1) . According to Definition 6, there existx such that f j (x, ξ j ) ≺= f j (x * , ξ j ). And there exists at least one j 0 such that f j 0 (x, ξ j 0 ) ≺ f j 0 (x * , ξ j 0 ). Let f 0 j 0 be the lower bound of f j 0 (x, ξ j 0 ). We can obtain that
According to Lemma 3, we can obtain
Since λ ∈ ++ , according to Lemma 2, then we have
According to Definition 6, x * is not the optimal solution to problem (41). This contradicts the assumption that x * is the optimal solution. So x * is the P E -Pareto efficient solution of the problem (1).
D. WMM-IPM
If we take the modulus · as f (x, ξ ) − f 0 λ
, where λ ∈ ++ , we can propose another method which we name it weighted maximum modulus ideal point method (WMM-IPM).
By WMM-IPM, we can convert the URMOP problem (1) into an URSOP problem (48).
where
on feasible set without considering other objectives. Now we prove that the optimal solution of problem (48) must be the efficient solution of the original problem (1).
Theorem 12: For each given λ ∈ ++ , let x * be the optimal solution of problem (48) under P E criterion, then it must be the P E -Pareto efficient solution of the problem (1).
Proof: Assume that x * is the optimal solution of problem (48) under P E criterion, but it isn't the P E -Pareto efficient solution of problem (1) . According to Definition 6, there existx such thatf j (x, ξ j ) ≺= f j (x * , ξ j ). And there exists at least some j 0 such that f j 0 (x, ξ j 0 ) ≺ f j 0 (x * , ξ j 0 ).
Let f 0 j 0 be the lower bound of f j 0 (x, ξ j 0 ). According to Lemma 3, we can obtain
Since λ ∈ ++ , according to Lemma 2, we can get that
Without loss of generality, let
Then we can obtain
And there exists at least some j 0 such that max 1≤j 0 ≤p
According to Definition 6, x * is not the optimal solution to problem (48). This contradicts the assumption that x * is the optimal solution. So x * is the P E -Pareto efficient solution of the problem (1).
The theorem is proved. By introducing a new uncertain random variable t, we can transform problem (48) into the following single-objective problem (57).
Theorem 13: Problem (48) and problem (57) are equivalent.
Proof: Assume that x * is the optimal solution of problem (48), and let
Obviously, we have
Then we can say (x * , t * ) is the feasible solution to problem (57). Now suppose (x, t) is an arbitrary feasible solution to question (57). Since x * is the optimal solution of problem (48), we can obtain that
It can be seen that (x * , t * ) is the optimal solution of the problem (57).
Conversely, let (x * , t * ) be the optimal solution to the problem (57). Obviously, x * is a feasible solution to problem (48). Suppose x is an arbitrary feasible solution to problem (48), and let
Obviously, (x, t) is an arbitrary feasible solution to question (57), so we can get that
Then we can say x * is the optimal solution of problem (48). The theorem is proved. According to Theorem 12 and Theorem 13, we can draw the following inference.
Inference 1: For each given λ ∈ ++ , if (x * , t * ) is the optimal solution to the problem (57), then x * is the P E -Pareto efficient solution of problem (1).
V. A NUMERICAL EXAMPLE
In this section, a numerical example is given to verify the feasibility and effectiveness of the proposed method in this paper. The results obtained by our methods are compared with each other and those obtained by LVM. The differences and application range of the IPMs and other methods are analyzed in this section. The influences of weights are discussed simultaneously.
A. PROBLEM DESCRIPTION
Let x 1 , x 2 be nonnegative decision variables, γ 1 , γ 2 , γ 3 , γ 4 be independent uncertain variables with regular uncertainty distribution
, Z (2, 3, 4) respectively, θ 1 , θ 2 , θ 3 , θ 4 be independent random variables with probability distribution U (2, 4) , U (4, 6) , U (6, 8) , E (0.5) respectively. Consider an URMOP problem with 3 objectives. The uncertain random variables are involved both in the objective functions and the constraints.
We can see that f 1 (x, γ 1 , θ 1 ) is strictly increasing with respect to γ 1 , θ 1 ,f 2 (x, γ 2 , θ 2 ) is strictly decreasing with respect to γ 2 , θ 2 , f 3 (x, γ 3 , θ 3 ) is strictly increasing with respect to γ 3 , while strictly decreasing with respect to θ 3 .
B. EQUIVALENT TRANSFORMATION
First of all, we need to get the lower bound of every single objective on the feasible set. Due to the monotonicity described above, we set γ 1 , γ 2 , γ 3 , θ 1 , θ 2 , θ 3 to be real value 1,2,5,6,5,8 respectively. Then we can obtain that the lower bound of f 1 (x, γ 1 , θ 1 ), f 2 (x, γ 2 , θ 2 ), f 3 (x, γ 3 , θ 3 )are 1.5943, −4.7860, −10.3576, respectively. By using the three ideal point methods proposed in Section 4, we can transform this URMOP problem into an URSOP problem. And then under the P E criterion, we can obtain the DSOP problem.
Below we will give the transformation respectively by the three ideal point methods.
By SD-IPM, we can transform the original URMOP problem into an URSOP problem as follows:
By SD-IPM, we can transform the original URMOP problem into an URSOP problem as follows
The DSOP problem under the P E criterion can be obtained as follows
By SWS-IPM, we can transform the original URMOP problem into an URSOP problem as follows
, y 3 respectively. y 1 , y 2 , y 3 are any real numbers.
By WMM-IPM, we can transform the original URMOP problem into an URSOP problem as follows
3 (1 − α) , y 3 respectively. y 1 , y 2 , y 3 are any real numbers.
C. RESULT ANALYSIS
In general, the objective function the DSOP problem transformed from the URMOP problem has a high complexity and a large number of local minima. The constraints of the problem may be irregular. Therefore, we use a group intelligent optimization algorithm -artificial bee colony (ABC) algorithm to solve the problem. The algorithm has the characteristics of less control parameters, low time complexity and VOLUME 7, 2019 strong robustness. In ABC algorithm, global and local search can be performed for each iteration, so that local optimum can be avoided and the global optimal can be found effectively.
We adopt ABC algorithm to solve these three DSOP problems. The control parameter setting of ABC algorithm are given in Table 1 . We performed our computational experiments on a computer with Intel Core i5 CPU at 2.3GHz with 8GB of Ram. We solve the problem using MATLAB 2015a. We perform 20 replications for each problem and take the mean value as the final result.
First, the 4 different solving methods (SD-IPM, SWS-IPM, WMM-IPM and LVM) are compared. In order to eliminate the influence of weights, we set the weights of the three objective functions to be equal (λ 1 = λ 2 = λ 3 = 1 3). Then we use the ABC algorithm to solve the problems and get the results shown in Table 2 .
The table has the following structure. Column 1(Method) provides the method to be compared. Column 2(Obj1), 3(Obj2), 4(Obj3) show the three objective function values under the optimal (x 1 , x 2 ). Column 5(Optimal solution) gives optimal solutions solved by the different ideal point method.
From Table 2 we can easily know that the results obtained by the 4 methods are different. That is to say, different solving methods will bring different optimal solutions, resulting in different optimal objective function values. We see that the optimal solution x 1 obtained by the three IPM methods is larger than that obtained by the LVM method. On the contrary, x 2 solved by the three IPM methods is smaller than that solved by LVM method. For the objective function, Obj1 and Obj3 solved by the IPM methods are larger than that solved by LVM method, and Obj2 is the opposite.
For the three IPM methods, we can see that the difference between the optimal solutions and the difference between the optimal objective function values obtained by SD-IPM and SWS-IPM is very small. However, the optimal solutions and the optimal objective function values obtained by In fact, different methods are applicable to different decision problems in uncertain random multi-objective programming. Generally speaking, LVM is suitable for the problems that the decision makers can sort the objectives and determine their importance. Compared with LVM, the IPM is suitable for the problems which decision makers can easily know what the best or worst choice for each objective is.
For the select of 3 IPMs, SWS-IPM is generally applicable to those problem that meet the ''self-assessment and public discussion'' principle. In this kind of problem, each objective f j has its spokesperson. Each spokesperson will give a best objective function value f 0 j (self-assessment) of each optimal value min x∈R f j in advance. And then the decision makers conduct a public discussion to give the weight λ j of each objective f j . The more important the objective, the greater the weight. Self-assessment can reflect the aspirations of each objective, and public discussion can eliminate personal bias in the self-assessment. WMM-IPM applies to the problem that require the most favorable strategies under the most adverse conditions. For each x ∈ R, the decision makers solve the maximum values of each objective function value f j , and then solves the minimum of these maximum values. Now let's discuss the impact of weights. Under the same method, the three objective functions are given different weights. Then we use the ABC algorithm to solve the problems and obtain the results shown in Table 3 to Table 5 .
The three tables have the following structure. Column 1 (weights) gives the different weight levels we set for the three objective functions. Column 2(Obj1), 3(Obj2), 4(Obj3) show the three objective function values under the optimal (x 1 , x 2 ). Column 5(Optimal solution) gives the optimal solution solved at different weight levels.
From the Table 3 to Table 5 , we can see that the value of each objective function decreases as its weight increases. This means that when decision makers believe that one of the objective functions is more important than the others, that objective function is often able to achieve better objective function values, while causing other objective function values to be worse.
We can also see that the change in the value of the objective function is not only related to the weight of the objective itself, but also to the weight ratio of other objective functions. Under different weights, it can be seen that the fluctuation amplitude of the objective function values of SD-IPM and SWS-IPM is significantly smaller than the fluctuation amplitude of the objective function value obtained by WMM-IPM. The reason for this phenomenon is that under WMM-IPM, the decision makers first solve the maximum of all objective functions in the feasible domain, and then finds the minimum of these maximum values. The result of this is that the selected objective function can reach its optimal value within the feasible domain as much as possible, and the other objective function values become worse.
Similar to the select of the solving method, the determination of the weight of the objective functions depends on the decision-making problems faced by the decision maker, the decision-making style of the decision maker, and the risk preference of the decision maker. Moreover, in actual decision-making, the select of weight is often a process of group decision-making. It is necessary to eliminate the shortcomings of excessive arbitrariness and increase its objectivity as much as possible.
VI. CONCLUSIONS
Based on the P E criterion, this paper proposes a novel ideal point method for solving the URMOP problem. The main work and contributions of this paper are as follows:
1) Based on the P E criterion, Section 3 proves several lemmas of the chance theory. The proof of these lemmas not only lays a foundation for the proposal of the IPM in Section 4, but also enriches the chance theory and provides a theoretical basis for some operations of uncertain random variables.
2) Three ideal point methods are proposed, which provide a new path for solving URMOP problems and expand the application range of URMOP in practical decision-making.
3) The method comparison is carried out, and the influence of weights is discussed. It is pointed out that the choice of methods and weights depends on the type of decision problems, the style of decision makers and risk preferences. The paper proposes that it is best to choose methods and weights through collective decision making to improve the reliability of decision making.
In our view, the future research should focus on the following three aspects:
1) The URMOP problem with dependent uncertain random variables rather than the independent uncertain random variables.
2) Other criterion of URMOP problem like MinimumVariance Criterion, Minimum-Entropy Criterion, α-Optimistic Value Criterion, α-Pessimistic Value Criterion, etc.
3) Application of URMOP in practical decision making, such as transportation, job-shop scheduling, resource allocation, etc.
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