Abstract. In this paper we consider the reproducing kernel thesis for boundedness and compactness for operators on ℓ 2 -valued Bergman-type spaces. This paper generalizes many well-known results about classical function spaces to their ℓ 2 -valued versions. In particular, the results in this paper apply to the weighted ℓ 2 -valued Bergman space on the unit ball, the unit polydisc and, more generally to weighted Fock spaces.
Introduction
In [21] , Mitkovski and Wick show that in a wide variety of classical functions spaces (they call these spaces Bergman-type function spaces), many properties of an operator can be determined by studying its behavior on the normailzed reproducing kernels. Thus, their results are "Reproducing Kernel Thesis" (RKT) statements.
The unified approach developed in [21] was used to solve two types of problems relating to operators on classical function spaces: boundedness and compactness. The goal of this paper is to extend this approach to the case of ℓ 2 -valued Bergman type function spaces and to prove results relating to boundedness and compactness of operators for a general class of ℓ 2 -valued Bergman type function spaces. The proofs in this paper are essentially the same as the corresponding proofs from [21] . The only adjustments are that our integrals are now vector-valued and we must use a version of the classical Schur's test for integral operators with matrix-valued kernels. This is Lemma 2.5. While this lemma is not deep, and is probably known (or at least expected) by experts, we were unable to find it in the literature.
The paper is organized as follows. In Section 2, we give a precise definition of ℓ 2 -valued Bergman-type spaces and prove some of their basic properties. In Section 3, we prove RKT statements for boundedness and extend several classical results about Toeplitz and Hankel operators to the ℓ 2 -valued setting. In Section 4, we prove RKT statements for compactness. In the final section, Section 5, we show that an operator is compact if and only if it is in the Toeplitz algebra and its Berezin transform vanishes on the boundary of Ω.
ℓ 2 -Valued Bergman-type spaces
Before we can define the ℓ 2 -valued Bergman-type spaces, we will need to make some general definitions regrading ℓ 2 -valued functions. Let Ω be a domain (connected open set) in C n , let µ be a measure on Ω and let {e k } where ·, · ℓ 2 is the standard inner product on ℓ 2 . The spaces we will consider in this paper are spaces of functions that take values in ℓ 2 . However, we will also have occasion to discuss some spaces of ℓ p -valued functions. We will refer to such spaces as "vector-valued function spaces".
The space L p (Ω, C; µ) is the space of all C-valued µ-measurable functions, g, such that
The space L p (Ω, ℓ p ; µ) is the space of all ℓ p -valued measurable functions, f , such that
The functions · L p (Ω,ℓ p ;µ) clearly satisfy λf L p (Ω,ℓ p ;µ) = λ f L p (Ω,ℓ p ;µ) and the triangle inequality. If we identify two functions if f (z) − g(z) ℓ p = 0 for µ-a.e. z ∈ Ω then · L p (Ω,ℓ p ;µ) is positive definite. Therefore, the functions · L p (Ω,ℓ p ;µ) define norms. The spaces are also complete (see, for example, [12] ) and so they are all Banach spaces.
We introduce a large class of ℓ 2 -valued reproducing kernel Hilbert spaces that will form an abstract framework for our results. Due to their similarities with the classical Bergman space we call them ℓ 2 -valued Bergman-type spaces. In defining the key properties of these spaces, we use the standard notation that A B to denote that there exists a constant C such that A ≤ CB. And, A ≃ B which means that A B and B A.
Below we list the defining properties of these spaces.
We say that B(Ω) is a strong ℓ 2 -valued Bergman-type space if we have = instead of ≃ everywhere in A.1-A.5.
2.1. Some Examples. The classical Bergman spaces on the unit ball, polydisc, or over any bounded symmetric domain that satisfies the Rudin-Forelli estimates are all examples of scalar-valued Bergman-type spaces. It should be pointed out that in classical Bergman spaces on the ball, the invariant measure of A.4 is not strictly doubling. However, the only place where the doubling property is used is in geometric decomposition of Ω in Proposition 2.9. However, results of this type are well known for the classical Bergman spaces on the ball. See for example [4, 8, 21, 22, 31] .
Additionally, the classical Fock space is a scalar-valued Bergman-type space. For a more detailed discussion of examples of Bergman-type spaces, see [21] . Clearly, any Bergmantype space can be extended to a ℓ 2 -valued Bergman space and so the ℓ 2 -valued versions of these spaces are ℓ 2 -valued Bergman-type spaces.
2.2. Classical Results Extended to the ℓ 2 -Valued Setting. Before going on, we discuss notation. If X and Y are Banach spaces, L(X , Y) is the space of bounded linear operators from X to Y equiped with the usual operator norm. When X = Y we will write
The symbols · and ·, · will be used in several different ways throughout the paper. To make things clear, we will adorn these symbols with a subscript to indicate the space in which the norm or inner product is being taken.
For the rest of the paper, let {e k } ∞ k=1 denote the standard orthonormal basis for ℓ 2 . If v is an element of ℓ 2 , then v k will denote the k
The identity operator on ℓ 2 will be denoted by I. In addition, if d ∈ N, I (d) is the operator that is the orthogonal projection onto the span of {e 1 , · · · , e d }. That is, I
(d) is the identity matrix with the first d entries on the diagonal set equal to 1 and all other entries set to 0. Also, I (d) will be the "opposite" of
2 , we say that e is d-finite if there is a d ∈ N such that e = I (d) e. That is, only the first d entries of e may be non-zero. An operator U ∈ L(ℓ 2 ) will be called
If the exact value of d is not important, we will simply say "finite" instead of d-finite. For example, a vector u ∈ ℓ 2 is finite if there is a d such that u is d-finite. We will often refer to linear operators on ℓ 2 (not neccessairily bounded) as matricies. There should be no confusion that these matricies are infinite dimensional matricies and are written relative to the standard orthonormal basis {e k } ∞ k=1 . Let C = {f a } a∈A be a collection of C-valued functions. A linear combination of functions in the collection {f a } a∈A is a sum of the form:
where each f i ∈ C, each h i is a finite element of ℓ 2 and m < ∞. A C-linear combination of functions in the collection is a sum of the form:
where the c i are complex numbers. To reiterate, whenever we say "linear combination", we will mean one as defined in (2.2) so that a linear combination of scalar-valued functions is an ℓ 2 -valued function.
Lemma 2.1. Let C be a collection of C-valued functions such that the set of C-linear combinations of functions in C is dense in B(Ω, C). Then the linear combinations of elements of C is dense in B(Ω).
Proof. First, let g ∈ B(Ω) be finite. Then since the C-linear combinations of elements of C are dense in B(Ω, C), we can approximate g in the B(Ω) norm with linear combinations of elements of C. Let f ∈ B(Ω) be arbitary. Then f
That is, f can be approximated by finite elements of B(Ω) in the B(Ω) norm. Let g be a finite element of B(Ω) such that f − g B(Ω) ≤ ǫ and let h be a linear combination of elements of C such that g − h B(Ω) ≤ ǫ. Then there holds:
This completes the proof.
This implies the following corollary:
Corollary 2.2. The linear combinations of the normalized reproducing kernels, reproducing kernels, and monomials are all dense in B(Ω).
Projection Operators on Bergman-type Spaces.
It is easy to see that the orthogonal projection of L 2 (Ω, ℓ 2 ; dσ) onto B(Ω) is given by the integral operator
Therefore, for all f ∈ B(Ω) we have
. In [21] , the authors prove:
The proof of the following lemma is easily deduced from Lemma 2.3 and is omitted.
The following is a matrix version of the classical Schur's Test.
Lemma 2.5 (Schur's Test for Matrix-Valued Kernels). Let (X, µ) and (X, ν) be measure spaces and M(x, y) a measureable matrix-valued function on X × X whose entries are nonnegative. That is, for all k, i ∈ N there holds:
If h is a positive measureable function (with respect to µ and ν), and if C 1 , C 2 are positive constants such that
with norm no greater than than C
The proof is simply an appropriate adaptation of a standard proof for the classical Schur's Test. The following computation uses Hölder's Inequality at the level of the integral and at the level of the infinite sum, we also use the first assumption:
Using the above estimate and the second assumption, there holds:
. Now take p th roots. The interchange of integrals and sums and the switching the order of integration are justified since the integrand is non-negative.
The following result will be useful later when applying the Matrix Schur's Test, Lemma 2.5. See [21] for the proof.
Lemma 2.6. For all r, s ∈ R the following quasi-identity holds
where the implied constants are independent of z ∈ Ω and may depend on r, s.
and
To prove (a ′ ), there holds:
In case of a strong ℓ 2 -valued Bergman-type space, the U z are actually unitary operators. Moreover, in this case, U 2 z = I and for u, w, z ∈ Ω and e ∈ ℓ 2 , there holds
For any given operator T on B(Ω) and z ∈ Ω we define
2 ) be measurable. Define M u as the operator on B(Ω) given by the formula:
Define the Toeplitz operator with symbol u by:
where P is the usual projection operator onto
. In the next section we will provide a condition on u which will guarantee that T u is bounded.
We are going to further refine this class of Toeplitz operators. We say that the function
. In other words, a function u ∈ L ∞ fin may be viewed as a d ×d matrix-valued function with bounded entries. These Toeplitz operators are the key building blocks of an important object for this paper, the Toeplitz algebra, denoted by T L ∞ fin , associated to the symbols in L ∞ fin . Specifically, we define
where the closure is taken in the operator norm topology on L(B(Ω)).
In the case of strong ℓ 2 -valued Bergman-type spaces, conjugation by translations behaves particularly well with respect to Toeplitz operators. Namely, if T = T u is a Toeplitz operator
The following lemma is easily deduced from [21, Lemma 2.10] and will be used in what follows.
Lemma 2.8. For each bounded Borel set G in Ω, and each d ∈ N, the Toeplitz operator
2.6. Geometric Decomposition of (Ω, d, λ). The proof of the crucial localization result from Section 4 will make critical use of the following covering result. For the proof see [21] . Related results can be found in [4, 8, 22, 31] where it is shown that nice domains, such as the unit ball, polydisc, or C n have this property.
Proposition 2.9. There exists an integer N > 0 (depending only on the doubling constant of the measure λ) such that for any r > 0 there is a covering F r = {F j } of Ω by disjoint Borel sets satisfying (1) every point of Ω belongs to at most N of the sets
Reproducing kernel thesis for boundedness
In this section, we will give sufficient conditions for boundedness of operators on B(Ω). Ideally, we would like to show that the conditions:
are enough to guarantee that T is bounded. However, if T satisfies a stronger condition, we can conclude that T is bounded.
Theorem 3.1. Let T : B(Ω) → B(Ω) be a linear operator defined a priori only on the linear span of normalized reproducing kernels of B(Ω). Assume that there exists an operator T *
defined on the same span such that the duality relation T k z e, k w h B(Ω) = k z e, T * k w h B(Ω) holds for all z, w ∈ Ω and all finite e, h ∈ ℓ 2 . Let κ be the constant from A. 6 . If
for some p >
4−κ 2−κ then T can be extended to a bounded operator on B(Ω).
Remark 3.2. Note that by Minkowski's inequality, the above conditions can be replaced by
We state the theorem with conditions (3.1) and (3.2) since they are, in general, smaller than the quantities in (3.3) and (3.4). Similar statments are true for all of the theorems in this section.
Proof. Since the linear span of the normalized reproducing kernels is dense in B(Ω) it will be enough to show that there exists a finite constant such that T f B(Ω) f B(Ω) for all f that are in the linear span of the normalized reproducing kernels. Notice first that for any such f there holds
In (3.5), we use the fact that
and we define
Thus, we only need to show that the integral operator with matrix-valued kernel
The Matrix Schur's Test, (Lemma 2.5), will be used to prove that this operator is bounded. We set
ensures that such α exists. Let z ∈ Ω be arbitrary and fixed. There holds
By Hölder's Inequality, this quantity is no worse than:
) < κ when κ > 0 and s = r > κ if κ = 0. This means that both r and s satisfy all condition of A.6. Thus, by Lemma 2.6, the second integral is bounded independent of z. Call this constant C. This gives that:
By interchanging the roles of T and T * and i and k, we similarly obtain:
Thus, by the Matrix Schur's Test (Lemma 2.5) and our assumptions, the operator is bounded.
3.1. RKT for Toeplitz operators. In the case when T = T F is a Toeplitz operator, the conditions in Theorem 3.1 can be stated in terms of the symbol, F . 
Proof. We first show that for all finite e ∈ ℓ 2 there holds
By A.5, |k 0 | ≡ 1 on Ω. By the maximum and minimum modulus principles, this means that k 0 is constant on Ω and since k 0 (0) = K 0 B(Ω,C) > 0 there holds that k 0 ≡ 1 on Ω. Equation (2.4) will be used several times.
And | (U z T * F k z e i )(w), e k ℓ 2 | = |P ( (F * • ϕ z )e i , e k ℓ 2 ( w)| is proven similarly. Therefore, by the boundedness of the (scalar-valued) Bergman projection, Lemma 2.3, there holds:
and sup
Therefore, the two conditions from Theorem 3.1 are satisfied and so T F is bounded.
3.2. RKT for product of Toeplitz operators with analytic symbols. In this section we derive a sufficient condition for boundedness of products Toeplitz operators, T F T G * . For another result giving sufficient conditions for the boundedness of this product see [15] . 
Proof. We only need to check that T F T G * satisfies the conditions of Theorem 3.1. We first show that T G * k z e i , e k ℓ 2 = G(z) * k z (w)e i , e k ℓ 2 . First assume that G * e i , e k ℓ 2 is a finite linear combination of reproducing kernels. Then K w G * e i , e k ℓ 2 = K w G * e i , e k ℓ 2 ∈ B(Ω, C) for any reproducing kernel K w . Therefore,
Next, let G be arbitrary. Fix z, w ∈ Ω. Let ǫ > 0. There is a matrix-valued H : Ω → L(ℓ 2 ) such that He i , e k ℓ 2 is a finite linear combination of reproducing kernels and (G − H)e i , e k ℓ 2 B(Ω,C) < ǫ and (G − H)e k , e i ℓ 2 B(Ω,C) < ǫ. That is, H is a matrixvalued function and the entries of H approximate the entries of G. Note that we are not claiming that H converges to G in any operator norm, this is only convergence in B(Ω, C) of the entries of H to the entries of G. Then there holds
Moreover,
Since ǫ > 0 was arbitrary and z, w were fixed there holds T G * k z e i , e k ℓ 2 = G(z) * k z (w)e i , e k ℓ 2 and T F * k z e k , e i ℓ 2 = F (z) * k z (w)e k , e i ℓ 2 . It is also easy to see that this implies T G * k z e i , f e k B(Ω) = G(z) * k z e i , f e k B(Ω) for f ∈ B(Ω, C). So, there holds:
Thus,
Using our hypotheses, we deduce that T F T G * satisfies the conditions of Theorem 3.1.
RKT for Hankel operators. Next we treat the case of Hankel operators. The Hankel operator H F : B(Ω) → B(Ω)
⊥ with matrix-valued symbol F : Ω → L(ℓ 2 ) is defined by H F g = (I − P )F g, where P is the orthogonal projection of L 2 (Ω, ℓ 2 ; dσ) onto B(Ω). Since H F is not a operator from B(Ω) to B(Ω), we can't apply Theorem 3.1. However, we can reuse the proof to prove the following Corollary.
Corollary 3.5. Let B(Ω) be a strong Bergman-type space. If H F is a Hankel operator whose symbol F satisfies
Proof. The proof is basically the same as for Theorem 3.1. As in the proof the Theorem 3.1, we show that there is a constant such that
for any g ∈ B(Ω, C) that is a linear combination of normalized reproducing kernels. First, there holds:
Thus, we want to show that the integral operator with matrix-valued kernel given by:
is bounded. The Matrix Schur's Test, (Lemma 2.5), will be used to prove that the operator is bounded with
ensures that such α exists. Let z ∈ Ω be arbitrary and fixed. There holds:
Using Holder's inequality we obtain that the last expression is no greater than
) < κ when κ > 0 and s = r > κ if κ = 0. This means that both r and s satisfy all condition of A.6. Thus, by Lemma 2.6, the second integral is bounded independet of z. Call this constant C. This gives that:
Now we check the second condition in Lemma 2.5.
Using similar arguments as above, we conculde that:
Thus, by our assumptions and the Matrix Schur's Test (Lemma 2.5), the operator is bounded.
Reproducing kernel thesis for compactness
Compact operators on a Hilbert space are exactly the ones which send weakly convergent sequences into strongly convergent ones. In the current setting, there are, in essence, two "layers" of compactness that must be satisfied. For example, let ϕ be a scalar-valued function. Then the Toeplitz operator T ϕI is not compact on B(Ω) (unless ϕ ≡ 0) since the sequence {T ϕI e k } ∞ k=1 does not converge strongly to zero in B(Ω) but the sequence {e k } ∞ k=1
converges weakly to 0 in B(Ω). On the other hand, if T ϕ is compact on B(Ω, C), then
The goal of this section is to prove that if T satisfies the conditions of Theorem 3.1 and another condition to be stated, and if T sends the weakly null sequence {k z e} z∈Ω (see Lemma 4.1 below) into a strongly null sequence {T k z e} z∈Ω , then T must be compact.
Recall that the essential norm of a bounded linear operator S on B(Ω) is given by
We first show two simple results that will be used in the course of the proofs. Proof. If e ∈ ℓ 2 and f = k w e then using the previous lemma we obtain that
For the general case, choose f ∈ B(Ω) arbitrary of norm 1. We can approximate f by linear combinations of normalized reproducing kernels and in a standard way we can deduce the same result.
The following localization property will be a crucial step towards estimating the essential norm. A version of this result in the classical Bergman space setting was first proved by Suárez in [31] . Related results were later given in [4, 20, 22, 25] . 
, then for every ǫ > 0 there exists r > 0 such that for the covering
Proof. Let r > 0 and let {F j } ∞ j=1 and {G j } ∞ j=1 be the sets from Proposition 2.9 for this value of r. Let f ∈ B(Ω) have norm at most 1 there holds:
Thus, we want to show that the integral operator with kernel given by:
is bounded and that the operator norm goes to zero as r → ∞. Again we will use the Matrix Schur's Test (Lemma 2.5) with
If κ = 0 then set α = c . There holds:
Using Hölder's inequality we obtain that the last expression is no greater than
) < κ when κ > 0 and s = r > κ if κ = 0. This means that both r and s satisfy all conditions of A.6. Thus, by Lemma 2.6, the second integral is bounded independent of z. Call this constant C.
For the first integral, note that | T * z k 0 e i (u), e k ℓ 2 | ≃ | U z T * k z e i (u), e k ℓ 2 |. Then using Hölder's Inequality there holds:
Where γ = 1/p 0 p ′ and p ′ is conjugate exponent to p. Since σ is a finite measure and since
Q 1 (r) goes to 0 as r → ∞. Thus, the first condition of Lemma 2.5 is satisfied with a constant o(1) as r → ∞. Next, we check the second condition. Fix w ∈ Ω. Let J be a subset of all indices j such that w / ∈ G j . If z ∈ F j for some j ∈ J, then since w / ∈ G j , there holds that d(w, F j ) > r and therefore z is not in D(w, r). Thus, ∪ j∈J F j ⊂ D(w, r) c and consequently
Now, using the same estimates as above, but interchanging roles of T and T * and i and k there holds:
Thus, as before, Q 2 (r) goes to zero as r → ∞. So both conditions of Matrix Schur's Test (Lemma 2.5) are satisfied with constants that go to zero as r → ∞. Thus, by choosing r large enough, the integral operator with kernel given by M r (z, w) has operator norm less than ǫ. If {F j } ∞ j=1 and {G j } ∞ j=1 are the sets from Proposition 2.9 associated to this valued of r, this also implies that:
for any compact operator A. Now, since A is arbitrary this immediately implies (4.4) .
The other inequality requires more work. Proposition 4.3 and assumption (4.3) will play prominent roles. Observe that the essential norm of T as an operator in L(B(Ω)) is quasiequal to the essential norm of T as an operator in L (B(Ω), L 2 (Ω, ℓ 2 ; dσ)). Therefore, it is enough to estimate the essential norm of T as an operator on L (B(Ω), L 2 (Ω, ℓ 2 ; dσ)). Let ǫ > 0 and fix a d so large that
By Proposition 4.3 there exists r > 0 such that for the covering
Note that by Lemma 2.8 the Toeplitz operators
where
Indeed,
Of course, the implied constants should be independent of the truncation parameter, d. Let f ∈ B(Ω) be arbitrary of norm no greater than 1. There holds:
. Therefore,
and hence
Let ǫ > 0. There exists a normalized sequence
It is clear that the functions g j are d-finite. Recall that |U * z k w | ≃ k ϕz(w) , and therefore, U * z k w = c(w, z)k ϕz(w) , where c(w, z) is some function so that |c(w, z)| ≃ 1. There exists a ρ > 0 such that if z j ∈ G j then G j ⊂ D(z j , ρ). Thus, for each j, choose a z j in G j . By a change of variables, there holds
on G j , and zero otherwise. We claim that g j = U * z j h j , where
First, by applying the integral form of Minkowski's inequality to the components of h j , we conclude that each component is in L 2 (Ω, ℓ 2 ; σ) and therefore h j is also in L 2 (Ω, ℓ 2 ; σ), and consequently in B(Ω). Now we need to show that for every g ∈ L 2 (Ω, ℓ 2 ; σ) there holds
. This is done by applying Fubini's Theorem component-wise.
For each k = 1, . . . , d, the total variation of each member of the sequence of measures
, as elements in the dual space of continuous functions on (
Therefore, for each k, there exists a weak- * convergent subsequence which approaches some measure ν k . Let
Abusing notation, we continue to index the subsequence by j. The weak- * convergence implies that that h j , e k ℓ 2 converges to h, e k ℓ 2 pointwise. By the Lebesgue Dominated Convergence Theorem, this implies that h j , e k ℓ 2 converges to h, e k ℓ 2 in L 2 (Ω, C; σ) and thus h, e k ℓ 2 is in L 2 (Ω, C; dσ). Since the h j and h are d-finite, this implies that
Again, the constants of equivalency do not depend on d. Therefore, 
Proof. We will show that T satisfies the hypotheses of Theorem 4.4. First, let
where each u j,k ∈ L ∞ fin and is d j,k -finite. By the triangle inequality, is suffices to show that T satisfies the hypotheses of Theorem 4.4 when T = N j=1 T u j and u j ∈ L ∞ fin and u j is d j -finite. Clearly, T satisfies (4.3). Now we will show that it also satisfies (4.1) and (4.2). For any z ∈ Ω and i, k ∈ N there holds
By the boundedness of the Bergman projection and the finiteness of the symbols, we deduce that T satisfies (4.1). The same argument shows that T satisfies (4.2). Now, let T be a general operator in T L ∞
Recall that a positive measure µ on Ω is said to be Carleson with respect to σ if there is a C such that for every f ∈ B(Ω, C) there holds:
Clearly, if a is a bounded function on Ω, then adσ is Carleson with respect to σ. Next, let µ be a countably additive matrix-valued function from the Borel sets of Ω to L(ℓ 2 ) such that µ(∅) = 0. Then we say that µ is a matrix-valued measure. The entries of µ, which are given by µe k , e j ℓ 2 , are all measures on Ω. We can define a Toeplitz operator T µ on B(Ω) by the formula:
For this section, we define a more restrictive ℓ 2 -valued Bergman-type space. We add the additional assumption:
A.8 If µ is a scalar-valued measure on Ω whose total variation is Carleson with respect to σ, then T µ ∈ T BUC , where T BUC is the algebra of operators on B(Ω, C) generated by Toeplitz operators with symbols that are bounded and uniformly continuous on Ω. We will call such spaces B A (Ω, C) and we will call their ℓ 2 -valued extensions B A (Ω). (The A is for "approximation".) This is not a trivial assumption and it is (at this point) not known whether this holds for all Bergman-type spaces (see [21] ). It does hold in the standard Bergman spaces on the ball and polydisc and also on the Fock space see [4, 20, 22, 31] . Thus, the following theorem can be viewed as an extension of the main theorems in [4, 20, 22, 31] to the ℓ 2 -valued setting. We will prove the following theorem: . Now, let u ∈ L ∞ fin . Since ue k , e j ℓ 2 is bounded, for every k, j ∈ N it follows that ue k , e j ℓ 2 dσ is Carleson with respect to σ for every k, j ∈ N. So then the Toeplitz operator on B A (Ω, C) with symbol ue k , e j ℓ 2 dσ is in T BUC . Since u is a finite symbol, it easily follows that T u ∈ T BUCO . Thus T L ∞ fin ⊂ T BUCO . This completes the proof. . Then for h ∈ B A (Ω) there holds:
Therefore, if we can show that p f ⊗ p g ∈ T L ∞ fin , then we will be finished. For the following computation, we use the following notational conviniencies. Let E i,j be the matrix such that E i,j e k , e l = 1 when k = j and l = i and zero otherwise. That is, E i,j is the matrix with a 1 in the (i, j) position and zeros everywhere else. We abuse notation and write f in place of p f and g in place of p g , keeping in mind that this means that f and g are both now polynomials. Lastly, we will abuse notation again and P will also denote the projection from L 2 (Ω, C; dσ) onto B A (Ω, C). Observe that if f ∈ B A (Ω) then:
where on the left hand side, P is the projection on L 2 (Ω, ℓ 2 ; dσ) and on the right hand side P is the projection on L 2 (Ω, C; dσ). Observe that since K 0 (z) = K 0 B A (Ω,C) k 0 (z) and since k 0 ≡ 1 on Ω, there holds that K 0 ≡ K 0 B A (Ω,C) .
Using these facts, we compute:
We therefore conclude that:
Since pointwise evaluation is a bounded linear functional, we conclude that K 0 −1 B A (Ω,C) δ 0 is a Carleson measure for B A (Ω, C) with respect to σ. Thus, T K 0
