Abstract. We consider the numerical approximation of parabolic-elliptic interface problems by the non-symmetric coupling method of MacCamy and Suri [Quart. Appl. Math., 44 (1987), pp. 675-690]. We establish well-posedness of this formulation for problems with non-smooth interfaces and prove quasi-optimality for a class of conforming Galerkin approximations in space. Therefore, error estimates with optimal order can be deduced for the semi-discretization in space by appropriate finite and boundary elements. Moreover, we investigate the subsequent discretization in time by a variant of the implicit Euler method. As for the semi-discretization, we establish well-posedness and quasi-optimality for the fully discrete scheme under minimal regularity assumptions on the solution. Error estimates with optimal order follow again directly. Our analysis is based on estimates in appropriate energy norms. Thus, we do not use duality arguments and corresponding estimates for an elliptic projection which are not available for the non-symmetric coupling method. Additionally, we provide again error estimates under minimal regularity assumptions. Some numerical examples illustrate our theoretical results.
Introduction
In this paper, we consider the numerical solution of parabolic-elliptic interface problems via the non-symmetric coupling method of MacCamy and Suri [MS87] , which consists of a Galerkin approximation in space and a subsequent discretization in time by a variant of the implicit Euler method. For ease of presentation we consider the following simple model problem: Find u and u e such that
−∆u e = 0 in Ω e × (0, T )
with coupling conditions across the interface given by u = u e +g on Γ × (0, T ),
∂ n u = ∂ n u e +h on Γ × (0, T ). For the presentation of our results we assume that Ω ⊂ R 2 is some bounded Lipschitz domain with diam(Ω) < 1. However, all results also hold for three dimensions. We further denote by Γ := ∂Ω and Ω e = R 2 \ Ω the boundary and the complement of Ω, and by T > 0 a fixed end time. The co-normal derivative ∂ n u = ∇u · n| Γ is taken in direction of the unit normal vector n on Γ pointing outward with respect to Ω. The input data for the model aref ,g, andh. To ensure the uniqueness of the solution, we additionally require the following initial and radiation conditions u(·, 0) = 0 on Ω,
u e (x, t) = a(t) log |x| + O(|x| −1 ) |x| → ∞.
The function a(t) : [0, T ] → R is unknown and automatically determined in the solving process, see Remark 2. A system of this type arises, for instance, in the modeling of eddy currents in the magneto-quasistatic regime [MS87] . In our model problem we might also allow inhomogeneous initial data and extra Dirichlet or Neumann boundaries in the interior domain. Then the analysis in this paper holds by obvious modifications.
Using the well-known representation formula [McL00] , the field u e in the exterior domain can be expressed via the traces u e | Γ and φ := ∂ n u e | Γ on the interface Γ. This allows us to reduce the above problem to a parabolic partial differential equation in Ω coupled to an integral equation at the boundary Γ with u and φ as the unknown fields. Different equivalent formulations are possible here, which lead, after discretization, to various numerical approximation schemes. Based on the non-symmetric coupling method of Johnson and Nédélec [JN80] , MacCamy and Suri [MS87] established the well-posedness of problem (1)-(6) via the method of Galerkin approximation. Their analysis is based on the compactness of the double layer operator which relies on the assumption that Γ is smooth [Cos88a] . As a by-product of their analysis, the authors also proved quasi-optimal error estimates in the energy norm for general Galerkin approximations under mild assumptions on the approximation spaces, i.e., u − u h L 2 (0,T ;H 1 (Ω)) + ∂ t u − ∂ t u h L 2 (0,T ;H 1 (Ω) ) + φ − φ h L 2 (0,T ;H −1/2 (Γ))
+ φ − ψ h L 2 (0,T ;H −1/2 (Γ)) }.
Here u h and φ h are the semi-discrete approximations of u and φ, respectively. Hence, a discretization by appropriate finite and boundary elements directly leads to error estimates with optimal order for the resulting semi-discrete schemes.
To overcome the restrictive smoothness assumption on the domain Ω, Costabel, Ervin, and Stephan [CES90] applied the symmetric coupling approach proposed in [Cos88b] to treat the parabolic-elliptic interface problem stated above. This allowed them to prove the well-posedness of (1)-(6) and the quasi-optimality of Galerkin approximations also for non-smooth domains. In addition, they investigated the subsequent time discretization by the Crank-Nicolson method and established error estimates for the resulting fully discrete scheme. The analysis of [CES90] is based on an elliptic projection and corresponding error estimates in L 2 , and therefore relies on duality arguments; see e.g. [Var71, Whe73] . Due to a lack of "adjoint consistency" for the non-symmetric coupling method of MacCamy and Suri these arguments cannot be used for its analysis. Therefore, "an analysis of a fully discretized version of their coupling scheme is not available and will be difficult", as argued in [CES90] .
In this paper, we close this gap in the analysis of the non-symmetric coupling method for parabolic-elliptic interface problems. Our main results can be summarized as follows:
• Based on an argument of Sayas [Say09] , Steinbach [Ste11] showed that the nonsymmetric coupling of the elliptic-elliptic interface problem with a lowest order term in the interior domain in fact leads to a coercive variational formulation; see also [EOS17] . This allows us to extend the results of [MS87, CES90] to the non-symmetric coupling method on non-smooth domains. In particular, we establish well-posedness of this formulation and prove quasi-optimal error estimates for Galerkin approximations.
• As a second step of our analysis, we also consider the time discretization of the semidiscrete scheme of [MS87] by a variant of the implicit Euler method. We utilize a formulation that is fully consistent with the continuous variational formulation and does not require additional smoothness of the solution or the data; see [Tan14] for a related approach in the context of parabolic problems. This allows us to establish well-posedness and quasi-optimal approximation properties with respect to the energy norm under minimal smoothness assumptions on the solution.
For ease of notation, we will present the details of our analysis only for the simple model problem (1)-(6) stated above. Our arguments, however, are quite general and can be also applied to interface problems with more general parabolic operators and interface conditions, and in higher space dimensions. Our approach might also be useful for the analysis of other coupling strategies; let us refer to [AFF + 13] for a recent survey of possible couplings. The remainder of the manuscript is organized as follows: In section 2, we introduce our basic notation and assumptions. Then we present the weak formulation of the non-symmetric coupling approach and establish its well-posedness. Section 3 introduces a semi-discretization of the variational problem in space by a Galerkin approach. Furthermore, we establish wellposedness of the semi-discrete scheme and quasi-optimal approximation properties. In section 4, we discuss the time discretization by a variant of the implicit Euler method and prove again quasi-optimal error estimates under minimal smoothness assumptions. In section 5, we consider space discretization by finite and boundary elements. Using the analysis of the previous sections, we derive explicit error estimates for the resulting semi-discrete and fullydiscrete schemes. For illustration of our theoretical results, we present some numerical tests in section 6.
Notation and weak formulation
In this section, we first introduce some basic notation and assumptions. Then we formulate and analyze a weak formulation of our model problem.
Notation and basic assumptions.
Throughout the next sections, we make the following assumption on the domain: Ω ⊂ R 2 is a bounded Lipschitz domain and diam(Ω) < 1.
Note that diam(Ω) < 1 can always be achieved by scaling. We write H s (Ω) and H s (Γ) for the usual Sobolev spaces and denote by H s (Ω) and H −s (Γ) = H s (Γ) their dual spaces with respect to the duality pairing induced by L 2 ; see [Eva10, McL00] for details. We use (· , ·) Ω and · , · Ω , and on the boundary (· , ·) Γ and · , · Γ to denote the corresponding scalar products and duality pairings. Let us recall that
for all ψ ∈ H −1/2 (Γ) and v ∈ H 1 (Ω) with a constant C tr > 0. In the first and second statement, one should formally write γv instead of v, where γ : H 1 (Ω) → H 1/2 (Γ) denotes the trace operator. We skip the explicit notation of the trace operator since the meaning is clear from the context. The last inequality encodes the continuity of the trace operator.
For ease of presentation and to allow for an easy comparison of the results, we adopt the notation of [CES90] and denote by H = H 1 (Ω) and
the main function spaces arising in our analysis. Furthermore, we use
to denote the corresponding Bochner spaces of functions on [0, T ] with values in H and B, respectively. The associated dual spaces are given by H = H 1 (Ω) and
. All spaces introduced above are Hilbert spaces if equipped with their natural norms, e.g., u
to denote the natural energy space for the parabolic problem with the norm
This space is again complete. It is well-known that the space Q T is continuously embedded in C([0, T ]; L 2 (Ω)); see, e.g., [Eva10] . Thus the initial value u(0) = 0 makes sense.
Preliminaries.
Let (u, u e ) denote a sufficiently smooth solution of problem (1)-(6). Then multiplying equation (1) with a test function v ∈ H 1 (Ω), integrating over Ω, and using integration by parts formally lead to
Here, we used equation (4) with φ := ∂ n u e | Γ to replace the interior co-normal derivative. For the right-hand side, we will use the short hand notation
and write f ∈ H T . With the representation formula for the Laplacian, we can further express the solution for (2) and (6) in the exterior domain Ω e by
Here G(x, y) = − 1 2π
log |x − y| denotes the fundamental solution of the Laplace operator in two dimensions [McL00] . Upon taking the trace at the boundary Γ, writing again φ = ∂ n u e | Γ at Γ, and using the coupling condition (3) to replace u e | Γ by u| Γ we obtain
Here, V and K denote the single and double layer operators. For sufficiently smooth functions and domains they are given by [McL00] (Vψ)(x) = Γ G(x, y)ψ(y) ds y and (Kv)(x) = Γ ∂ ny G(x, y)v(y) ds y .
By assumption (A1) they can be extended to bounded linear operators on H −1/2 (Γ) and H 1/2 (Γ), respectively; see Lemma 3.
Variational formulation.
A combination of the above formulas leads to the following weak formulation, which will be the starting point for our analysis.
Problem 1 (Variational problem). Given f ∈ H T and g ∈ B T , find u ∈ Q T and φ ∈ B T such that
for all test functions v ∈ H = H 1 (Ω) and ψ ∈ B = H −1/2 (Γ), and for a.e. t ∈ [0, T ].
Remark 2. Any sufficiently smooth solution of (1)-(6) also solves (10)-(11) with f , v Ω = f , v Ω + h , v Γ and g , ψ Γ = (1/2 − K)g , ψ Γ and, vice versa, any regular solution (u, φ) of (10)-(11) is a classical solution of (1)-(6). We note that a(t) in (6) can be expressed directly in terms of the field u e , once the solution (u, φ) of (10)-(11) is known, i.e., a(t) = 1 2π Γ φ ds, where φ = ∂ n u e | Γ .
The analysis of Problem 1 is based on the following auxiliary results.
Lemma 3. Let (A1) hold. Then the linear operators V :
with some C V > 0 independent of ψ. Moreover, the bilinear form
is continuous and satisfies a Gårding inequality on
with α > 0 independent of the functions v ∈ H 1 (Ω) and ψ ∈ H −1/2 (Γ).
Proof. Boundedness and ellipticity of the integral operators are well-known; see for instance [Cos88a, McL00] . The coercivity estimate for the bilinear form a(·; ·), on the other hand, follows directly by applying [EOS17, Theorem 1] with A = I, C bc = 1, and β = 0.
Using these properties, we now prove the well-posedness of Problem 1.
Theorem 4. Let (A1) hold. Then for any f ∈ H T and g ∈ B T , Problem 1 admits a unique weak solution (u, φ) ∈ Q T × B T and
with a constant C > 0 that only depends on the domain Ω and the time horizon T .
Proof. Since V is elliptic and thus invertible, we can use (11) to express φ(t) = Su(t) + Rg(t) with S = V −1 (K − 1/2) and R = V −1 . Then (10) can be reduced to
with the bilinear formã(u, v) := (∇u , ∇v) Ω − Su , v Γ . From the Gårding inequality for the bilinear form a(·, ·) in Lemma 3 with
. Thusã(u, v) satisfies the Gårding inequality on H 1 (Ω). Consequently, the reduced problem (12) 
In the last step, we used the trace inequality and the boundedness of K.
Proof. This follows directly from Theorem 4 with (7) and (9).
Galerkin approximation
) and the corresponding energy space is denoted by
Then we consider the following Galerkin approximation of Problem 1.
for all test functions v h ∈ H h and ψ h ∈ B h , and for a.e. t ∈ [0, T ].
The analysis of this Galerkin approximation can be carried out with similar arguments as used in [CES90] and [MS87] . Hence we make use of Lemma 3 to get rid of the smoothness assumption on Γ. For convenience of the reader and later reference, we briefly state the main results and sketch the basic ideas of their proofs. Due to Lemma 3, the well-posedness of the above problem follows again by standard energy arguments.
Lemma 7. Let (A1) hold. Then Problem 6 has a unique solution. Moreover,
with a constant C > 0 that is independent of the data f , g and the spaces H h , B h .
Proof. We proceed with similar arguments as in the proof of Theorem 4: First, we use (14) to express φ h (t) = S h u h (t) + R h g(t), where
and
Due to the Lax-Milgram Lemma both equations (16)- (17) have unique solutions since V :
is bounded and elliptic, and H h ⊂ H and B h ⊂ B are finite dimensional and thus complete subspaces. Hence, S h and R h are well-defined. Furthermore, it directly follows that
. Then (13) can again be reduced to an ordinary differential equation
Existence and uniqueness of a solution to the reduced problem (18) and the estimates for u h H T can again be obtained from the abstract results of [DL92, Eva10] . To estimate φ h (t) H −1/2 (Γ) we use (14) and the same arguments as in the proof of Theorem 4 and get
In order to obtain a uniform estimate also for the time derivative ∂ t u h , which is not included in (15), we proceed with similar arguments as [MS87, CES90] 
We will assume that the L 2 -projection P h is stable in H 1 (Ω), i.e., there exists a constant C P > 0 such that
This imposes a mild condition on the approximation space H h , which is not very restrictive in practice; see section 5 for an example. Property (A2) and equation (13) can now be used to deduce a uniform bound for the norm ∂ t u h H 1 (Ω) of the time derivative and the following energy estimate.
Lemma 8 (Discrete energy estimate). Let (A1)-(A2) hold. Then
with a constant C > 0 independent of f, g and the approximation spaces H h and B h .
Proof. By definition of the dual norm and the L 2 -projection, we obtain
Using equation (13), the Cauchy-Schwarz inequality, and the trace inequality, one can further estimate
Therefore, assumption (A2) yields
Then the assertion of the lemma follows by integration over time and combination with the estimates (15) for u h H T and φ h B T stated in Lemma 7.
By combination of the previous lemmas and the variational problems defining the continuous and the semi-discrete solution, we now obtain the following result.
T denote the solutions of Problem 1 and Problem 6, respectively. Then there holds that
T with a constant C > 0 which is independent of the problem data f, g and of the spaces H h and B h .
Proof. This result was first proven in [CES90] for the symmetric coupling method. Using Lemma 3, their proof can be adopted to the non-symmetric coupling as well. For convenience of the reader and later reference, we only repeat the main arguments:
we split the error into an approximation error and a discrete error component. The first part already appears in the final estimate. To estimate the discrete error components we note that the discrete problem (13)- (14) is consistent with the continuous problem (10)-(11). Hence, we may write the discrete error components w h =ũ h − u h and ρ h =φ h − φ h as the solution of the system
for all v h ∈ H h and ψ h ∈ B h with the right-hand sides F (t) and G(t) defined by
for all v ∈ H and ψ ∈ B. With the bounds from the integral and trace operators, the Cauchy-Schwarz inequality, and integrating with respect to time, one can see that
Note that the system (23)-(24) with the right-hand sides F and G has the same form as (13)-(14). Therefore, Lemma 8 applies and finally shows that
Together with the error splitting this completes the proof.
Remark 10. As a direct consequence of Theorem 9, we also obtain
where
-projection operator, and C > 0. This allows us to obtain explicit error bounds for particular choices of approximation spaces by using interpolation error estimates in the energy spaces; see section 5 for an example.
Time discretization
For the time discretization of the Galerkin approximation, we consider a particular onestep method that allows us to establish quasi-optimality of a fully discrete scheme under minimal regularity assumptions. Let us note that a similar method was used in [Tan14, Sec. 4.1.] for the discretization of a parabolic problem. First of all, we introduce some notation which we need to formulate our time discretization scheme. Let 0 = t 0 < t 1 < . . . < t N = T , N ∈ N be a partition of the time interval [0, T ]. Further, we denote by τ n = t n − t n−1 the local time step sizes and set τ := max n=1,...,N τ n . In this section we search for approximations u h,τ ∈ Q h,τ
Furthermore, for sufficiently regular functions in t, we denote by v n = v(t n ) the values at the grid points. For u h,τ ∈ Q h,τ T the operator ∂ t has to be understood piecewise with respect to the time mesh, in particular,
We further introduce weighted averages
and define our fully discrete system as follows:
Remark 12. We have chosen the piecewise linear weight function ω n (t) in (26) such that for all n ∈ N, u h,τ ∈ Q h,τ T , and φ h,τ ∈ B h,τ T there holds that
Thus the discrete system Problem 11 is equivalent to
, and for all 1 ≤ n ≤ N . Hence, the fully discrete scheme Problem 11 amounts to a discretization of Problem 6 in time by a variant of the implicit Euler method, i.e., it differs only in the right-hand side which is treated in a special way in order to reduce the regularity requirements on the data. An error analysis of the coupling with the classical implicit Euler scheme and other time discretizations in the natural energy norm is also possible. However, one needs the usual Taylor expansions and therefore some regularity on the dataf ,g,h, and the solution.
Remark 13. By testing (10)-(11) with v = v h and ψ = ψ h , multiplication with the weight function ω n , and integration over the time interval [t n−1 , t n ], one can see that
, and all 1 ≤ n ≤ N . This shows that the fully discrete scheme (27)-(28) is a Petrov-Galerkin approximation and thus is consistent with the variational problem (10)-(11).
In the following, we derive error estimates for the fully discrete scheme in the energy norm by an extension of our arguments for the analysis of the Galerkin semi-discretization. Let us start with establishing the corresponding fully discrete energy estimate.
Lemma 14 (Well-posedness). Let (A1) hold and τ ≤ 1/4. Then for any f ∈ H T and g ∈ B T , Problem 11 admits a unique solution and
with a constant C > 0 that depends only on the domain Ω. If the bilinear form a(v, ψ; v, ψ) is elliptic there is no constant factor e 2N τ on the right-hand side of (32).
Proof. We recall the notation of Lemma 7 with
where S h and R h are defined in (16) and (17), respectively. Next we rewrite the equivalent formulation (30)-(31) of our discrete Problem 11 as
By testing with v h = u n h,τ and using the relation −ab = − (a − b) 2 , we apply the Cauchy-Schwarz, trace, and Young inequalities as well as the Gårding inequality (19) for the bilinear formã h (·, ·) to get 1
for the operator R h defined in (17), where C V is the ellipticity constant of V. This shows that the problems are uniquely solvable at every time step. Multiplying with 2τ n (1 − 2τ ) n−1 , rearranging the terms, and using the fact that τ n ≤ τ ≤ 1/4, a Gronwall argument, see, e.g., [Whe73] , leads to
with a constant C > 0. Since u h,τ and φ h,τ are piecewise linear and constant, respectively, we easily see that
For the right-hand side of (33) it follows directly by the Cauchy-Schwarz inequality and
With (31) and the same arguments as for (20) we get the bound
Now the energy estimate (32) follows from (33)-(36).
With similar arguments as used for the analysis on the semi-discrete level, we also obtain a bound for the time derivatives ∂ t u h,τ of the discrete solution.
Lemma 15 (Energy estimate). Let (A1)-(A2) hold and τ ≤ 1/4. Then
(37)
The constant C > 0 depends only on the domain Ω and the time horizon T .
Proof. In view of Lemma 14, we only have to estimate
With similar reasoning as in Lemma 8, we obtain
By equation (30) and the Cauchy-Schwarz inequality, we further get
The H 1 -stability assumption (A2) therefore yields for (38)
. The assertion now follows by squaring this estimate, multiplying with τ n , summation over n, and the estimates (33), (35), (36), and (32). Now we prove the main result of this work.
Theorem 16 (Quasi optimality of the fully discrete scheme). Let (A1)-(A2) hold and τ ≤ 1/4. Furthermore, (u, φ) ∈ Q T × B T and (u h,τ , φ h,τ ) ∈ Q h,τ T × B h,τ T denote the solutions of Problem 1 and Problem 11, respectively. Then
T . The constant C > 0 in this estimate depends only on the domain Ω and the time horizon T .
Proof. The result follows with similar arguments as used in the proof of Theorem 9. Let
h,τ T be arbitrary. Then we split the error
To estimate the discrete error we recall the consistency of the fully discrete scheme (27)- (28) with the variational problem (10)-(11), see Remark 13. Hence, the discrete error components w h,τ :=ũ h,τ − u h,τ ρ h,τ :=φ h,τ − φ h,τ fulfill the system
(
, and all 1 ≤ n ≤ N with the averaged right-hand sides F and G obtained from
for all v ∈ H and ψ ∈ B. Note that the system (40)-(41) has the same form as (27)-(28) with the right-hand sides F n and G n . Thus we can apply the energy estimate (37) of Lemma 15. The estimates
and the error splitting complete the proof for (39).
Remark 17. The time discretization strategy can also be applied directly to the continuous variational problem (10)-(11). Let us denote by 
T with a constant C being independent of u, φ and the temporal grid. The condition (A2) is not required for this result to hold true.
Remark 18. Explicit error bounds for the time discretization of the continuous and the semidiscrete variational problem can also be obtained via the usual Taylor estimates under some regularity assumptions on the solution. As we will see in the next section, we obtain linear convergence with respect to τ and independent of the spatial approximation. Furthermore, other time discretization schemes are possible here, e.g., choose w n (t) = 1 in (26). Then the identities (29) are
and the discrete system Problem 11 becomes a variant of the Crank-Nicolson time discretization.
Error estimates for a FEM-BEM discretization
In this section we discuss a space discretization with finite and boundary elements. Together with the time discretization of the previous section, this yields to a fully discrete method which converges uniformly and exhibits order optimal convergence rates under minimal regularity assumptions on the solution. We assume in the following that T = {T } is a conforming triangulation of the domain Ω; see [Cia78] .
(A3) E Γ = {E} is a segmentation of the boundary Γ into straight edges.
Note that condition (A3) and (A4) particularly imply that Γ is a polygon and that the surface mesh E Γ is in general decoupled from the mesh T | Γ of the domain.
Remark 19. An analysis for curved boundaries can be found in [ES17] . In [Gon06] , curved finite elements are considered for the symmetric FEM-BEM coupling in two dimensions for a time-dependent problem.
As usual we denote by ρ T and h T the inner circle radius and diameter of the triangle T ∈ T and by h E the length of the edge E ∈ E Γ . We further set h = max{max T h T , max E h E } and assume that the partition (T , E Γ ) is η-quasi-uniform with η > 0, i.e. , ηh
For the Galerkin semi-discretization in space we utilize the standard approximations
consisting of globally continuous and piecewise linear functions over T and piecewise constant functions over E Γ , respectively. We denote by P h :
Lemma 20. Let (A1) and (A3)-(A5) hold. Then (A2) is valid with a constant C P independent of the mesh-size. Moreover, the operator P h can be extended to a bounded linear operator on H 1 (Ω) . Hence, for all 0 ≤ s ≤ 1 and 0 ≤ s e ≤ 3/2 we have
The constant C > 0 is independent of the particular choice of the triangulation.
Proof. The assertion about φ follows from [Ste08, Th. 10.4]. Validity of condition (A2) for these particular function spaces has been shown in [CES90] via an inverse inequality. Now we turn to the remaining estimates: Let P
and recall that u − P
see, e.g., [BS08] . Then
where we used the projection property of P h , condition (A2), and the approximation properties of P 1 h in the last two steps. By definition of the dual norm, we further have
Here we used the standard estimate v − P h v L 2 (Ω) ≤ Ch v H 1 (Ω for the L 2 -projection in the last step. With a similar duality argument and condition (A2), one can further see that
, we can extend P h to a bounded linear operator on H 1 (Ω) , and obtain
Noting that L 2 (Ω) = H 0 (Ω) = H 0 (Ω) and interpolating the two latter bounds now allows us to establish the second estimate for u which completes the proof.
Remark 21. Due to the results of [BPS01] and [BY14] , the assertions of Lemma 20 also holds true on rather general shape-regular meshes under a mild growth condition on the local mesh size. With standard arguments, these estimates can also be generalized to polynomial approximations of higher order. All results that are presented below thus can be extended to such more general situations.
As a consequence of these approximation error bounds and the quasi-best approximation of the semi-discretization, we obtain the following quantitative error estimates.
Theorem 22. Let (A1)-(A5) hold and denote by (u, φ) and (u h , φ h ) the solutions of Problem 1 and Problem 6, respectively. Then
, and for a.e. t ∈ [0, T ].
Proof. The result follows directly from Theorem 9 and Lemma 20.
Remark 23. Let us emphasize that the estimate of the theorem is optimal with respect to both, the approximation properties of the spaces Q h T and B h T and the smoothness requirements on the solution. Furthermore, the method even converges without any smoothness assumptions on the solution, i.e., for all u ∈ Q T and φ ∈ B T .
For the full discretization we will also need the L 2 -projection in time, i.e., operators
Then we obtain the following result for the fully discrete scheme.
Theorem 24. Let (A1)-(A5) hold and τ ≤ 1/4. Further we denote by (u, φ) and (u h,τ , φ h,τ ) the solutions of Problem 1 and Problem 11, respectively. Then
for all 0 ≤ s ≤ 1 and 0 ≤ r ≤ 1 with u ∈ H r (0, T ; H 1+s (Ω)), ∂ t u ∈ H r (0, T ; H 1−s (Ω) ), and φ ∈ H r (0, T ; H −1/2+s (Γ)). The constants C 1 , C 2 > 0 depend only on the domain Ω and the time horizon T .
Proof. By the triangle inequality, we obtain
The first term in each line can be estimated by Lemma 20. Since the projection operators commute, we can change their order in the second term in each line. Then we use the stability of the spatial projection operators guaranteed by Lemma 20 and the approximation properties of the time projections P τ . We obtain
Now we apply Theorem 16 withũ
The estimates from Lemma 20 for the approximation errors yield to the assertion.
Remark 25. From the previous result, we also obtain a corresponding estimate
for the approximation (u τ , φ τ ) obtained by the time discretization scheme without additional Galerkin approximation in space. The proof of this result simply follows by setting Q 
Numerical illustration
In this section we illustrate our theoretical findings by some numerical examples in R 2 with the function spaces H h and B h defined in (42) and (43), respectively. For the implementation we use the equivalent system (30)-(31) instead of Problem 11, see Remark 12. The right-hand side is built from the model dataf ,g,h with (7) and (9), and with the aid of the weighted average operator (26). For these integrals we use Gauss quadrature in space and time. The calculations were performed using Matlab utilizing some functions from the Hilbertpackage [AEF + 14] for assembling the matrices resulting from the integral operators V and K.
6.1. Tests with analytical solutions. In the following, we discuss the convergence behaviour for three examples with analytical solutions. We consider the coupling problem (1)- (6) The convergence order of u − u h Q T and φ − φ h B T are known a priori. With the discrete error e h (t) := u h (t) − u h,τ (t) we can estimate the non computable dual norm
H in the following way. Let z a h ∈ H h be the solution to the auxiliary problem
) Ω , with v h = P h v for all v ∈ H and P h being the L 2 -projection introduced in section 5. Then the H 1 -stability of P h and the definition of the auxiliary problem lead to
with the constant C P > 0. Thus z a h H T is an upper bound for ∂ t e h H T . The norm φ(t) − φ h,τ (t) B is also not computable. Hence we may use the equivalent norm
We approximate all other spatial norms by Gaussian quadrature or with the matrices from the discretization. The time integral in the Bochner-Sobolev norms is also computed with a Gaussian quadrature. For the energy norm we therefore present the upper bound
Furthermore, with respect to the error splitting (44)-(45) we also calculate the error
with the L 2 -projected analytical solutions u h (t) ∈ H h of u(t) and φ h (t) ∈ B h of φ(t). Hence, both, u and u e are smooth and according to Theorem 24 we expect the optimal convergence rate O(h + τ ) which is indeed observed in Figure 2. 6.1.2. Generic singularity at the reentrant corner. For the second example, we choose the analytical solution u(x 1 , x 2 , t) = (1 + t 2 )r 2/3 sin(2ϕ/3) with the polar coordinates (x 1 , x 2 ) = r(cos ϕ, sin ϕ), r ∈ R + and ϕ ∈ [0, 2π). This solution is a classical test solution in the spatial components and exhibits a generic singularity at the reentrant corner (0, 0) of Ω. Note that ∆u = 0 and that the function u(x 1 , x 2 , ·) is only in H 1+2/3−ε (Ω) for ε > 0. As analyzed in Theorem 24 and observed in Figure 3 we obtain a reduced convergence rate of O(h 2/3 + τ ). 
u(x, t) = 1 for t < 0.5 −1 for t ≥ 0.5 on Γ D,2 × (0, 1).
Hence the charges are fixed to ±1 at Dirichlet boundary Γ D,1 ∪ Γ D,2 and the polarity is reversed at t = 0.5. In Figure 5 we plot the interior and part of the exterior solution at different times after 5 uniform refinements of the triangulation Figure 1(b) , i.e., h = 0.03125 and τ = 0.0015625. We use the representation formula (8) with the discrete solution u h,τ | Γ and φ h,τ to get the approximation of u e in Ω e . The figure sequence shows how the electrical field is building up and evolves after the change of polarity. Finally, we plot the solution at the end time T = 1 in Figure 6 . 
Conclusions
In this work we provided a refined a priori analysis for the semi-discretization of the nonsymmetric FEM-BEM coupling for a parabolic-elliptic interface problem. Furthermore, the first a priori analysis was worked out for the full discretization of this coupling type in terms of the energy norm of the solution space. We were able to show quasi-optimality results for both, the semi-and the full discretization, with a Galerkin method in space and a variant of the implicit Euler method in time. Then we utilized the piecewise linear ansatz function space and the piecewise constant ansatz function space to approximate the interior problem and the exterior problem, respectively. This defines a classical non-symmetric FEM-BEM coupling approach with first order convergence. Note that this is the optimal convergence rate for these ansatz spaces in this norm. However, the optimal convergence rate in the L 2 norm, which usually relies on a duality argument, still remains open. In case of a nonsymmetric approach, adjoint regularity cannot be obtained as easy as in the symmetric case. Thus our analysis avoided using the elliptic projection and used the L 2 -projection instead. Numerical experiments confirmed the theoretical findings. In particular they show that our method even converges on non-convex domains with less regular data. 
