SUMMARY This paper proposes a new method that combines signal modulation and FDTD (Finite-Difference Time-Domain) simulations to reduce the computation time in multiple-antenna analysis. In this method, signals are modulated so as to maintain orthogonality among the excited signals; multiple antennas are excited at the same time. This means just one FDTD simulation is needed whereas the conventional method demands as many simulations as there are transmitting antennas. The simulation of a 2×2 multi-antenna system shows that the proposed method matches the performance of the conventional method even though its computation time is much shorter.
Introduction
Technologies for enhancing the data rate of wireless communication are being actively pursued, and diversity antenna [1] and Multiple-Input Multiple-Output (MIMO) systems [2] are seen as key advances. The characteristics of the multiple antennas greatly impact the diversity gain or channel capacity. The effect of the antenna characteristics on the MIMO channel was generalized by Wallace et al. [3] , but the performance of a MIMO system strongly depends on the interaction between the antenna system and propagation environment. Therefore, evaluating a multiple antenna system still demands extensive simulations to fully elucidate the interaction. This incurs very high computation cost even with the recent progress in computers. Hence, an efficient method of MIMO channel simulation is needed.
The ray-tracing method [4] - [6] and the FDTD (FiniteDifference Time-Domain) method [7] , [8] are currently being used to evaluate propagation characteristics. Since the ray-tracing method is based on geometric optics theory, highly complex structures explode the computation time and degrade analysis accuracy. The FDTD method, on the other hand, divides the analysis region into small cells, and Maxwell's equations are applied to explain the electromagnetic interactions among the cells. The FDTD method is convenient for analyzing detailed structures including the antennas and propagation environments. For this reason, many large scale analyses have been based on the FDTD method [8] . Unfortunately, its calculation time and memory requirement increase in proportion to the total volume of the analysis space. Fast FDTD analysis methods such as ADI (AlternatingDirection Implicit) method [9] and sub-cell method [10] have been proposed. In the ADI-FDTD method, the time step is not restricted by the CFL (Courant-Friedrichs-Lewy) condition. This method can reduce the computation time by setting large time steps as appropriate. On the other hand, the sub-cell method can deal with geometries that do not suit the cells used. Since there is no need to use fine cells throughout the entire analysis region, it can reduce both computation memory and time. Even though these techniques are effective in alleviating the computation load, analyzing an array antenna with a voluminous propagation environment needs long computation time that is proportion to the number of the antennas since each antenna needs to be excited individually. For this reason, a fast FDTD analysis suitable for multiple-antenna systems is required.
A fast analysis method for multiple-antenna systems using OFDM (Orthogonal Frequency Division Multiplexing) has been proposed [11] . This method enables the simultaneous analysis of multiple antennas since the excitation signals are spectrally orthogonalized by exploiting OFDM modulation. However, this method cannot analyze two channels with the same frequency and so the frequency response is intermittent.
To resolve this drawback, we proposed a fast analysis method using the spread spectrum technique [12] , [13] . This method enables the simultaneous analysis of multiple antennas since the excitation signals are orthogonalized by exploiting non-identical spreading codes. However, the wide band signals generated by spreading codes average the frequency characteristics of the channel, and the accurate channel response at the specific frequency cannot be observed. Otherwise, a long period of the signal is needed for a high spectral resolution [14] , but this causes serious increase in the FDTD time step. Therefore, neither this method nor [11] can analyze the MIMO channel in a multipath environment.
In this paper, we propose a fast analysis method for the multi-path environment. Its key advance is to introduce signal modulation to FDTD analysis. The modulated signals for multiple transmitting antennas are made orthogonal to each other, so the signals can be well separated (isolation is high) at the receiving antennas. That is, the multiple transmitting antennas are excited simultaneously and the MIMO channel can be calculated with just one simulation. The remainder of this paper describe the proposed scheme and mechanism in detail. Numerical analysis results are also deCopyright c 2015 The Institute of Electronics, Information and Communication Engineers scribed; they show that the proposed method offers much faster analysis than the FDTD method with the conventional Gaussian pulse but with slight loss of accuracy. Figure 1 shows the concept of the proposed FDTD analysis method. In the FDTD method, the propagation channel is calculated using the voltage and current at the port of the receiving antenna. The total voltage and current in the time domain can be calculated first. After that, the voltage and current waveform in the time domain are transformed into frequency domain values by Fourier transformation. The channel is obtained from the voltage and current in the frequency domain. Figure 2 shows the transmitting and receiving ports. The transmitted signal vector and the received signal vector in the frequency domain are expressed as,
The Concept of the Proposed Method
where Z 0 is the reference impedance used to define the scattering parameters.
are voltage vectors in the frequency domain at the port of the transmitting and receiving antenna, respec- vectors in the frequency domain at the port of the transmitting and receiving antenna, respectively. Next, each of the transmitted signals is defined by the plurality of sym-
The transmitted signal vector is calculated by (1) , and the transmitted signal matrix X = [x 1 , ..., x N ] is generated. The number of transmitted symbols, N, is made equal to the number of transmitting antennas. The transmitted symbol length is T [time step]. Then in the time domain, guard times, G t , are inserted between each of the transmitted symbols to prevent inter-symbol interference at the receiver due to multi-path delay spread in the radio channel. All antennas are excited at the same time by these signals. On the receiving side, the received signal vector is calculated by (2) , and the received signal matrix Y = [y 1 , ..., y N ] is generated. The MIMO channel is calculated by
Numerical Results

Analysis Condition
The numerical analysis model of this study assumes dipole arrays, see Fig. 3 . In order to evaluate the MIMO channel in a multi-path environment, the dipole arrays are surrounded by concrete walls, one of which is pierced by a large window. Two types of multi-path environments, i.e. line-of-sight (LOS) and non-line-of-sight (NLOS), are evaluated in this study. Both models are identical except for Table 2 . A Gaussian pulse and modulated signal pulse are used as the excitation signal. The latter is generated by BPSK (Binary Phase Shift Keying), and the excitation signal is given by
θ lk is determined to make the signal sets orthogonal to each other because the orthogonal signal sets offers high accuracy in the calculation (3). In the frequency domain, the signal set of k-th period can be expressed as,
Therefore, the signal matrix can be written as,
In order to realize the orthogonality among the signal sets, the signal matrix, X, needs to be unitary. Hence, θ lk is chosen to satisfy the relation, XX H = I. As an example, the signal set for M t = 2 is determined as, Therefore, the signal matrix is expressed as,
which satisfies unitary condition and is used in the following analysis.
In this study, an in-house-developed FDTD code was used for both conventional and proposed analyses, where basic and standard FDTD algorithm written in FORTRAN 90 was used.
Channel Characterization with the Guard Time Length
and Symbol Length Figure 4 shows the modulated pulse waveforms. Antenna Tx1 transmits signal 1 shown in Fig. 4(a) , and antenna Tx2 transmits signal 2 shown in Fig. 4(b) . Here, the symbol length is set to T = 500 time steps, and the guard time length, G t , is 300 time steps. In the proposed method, analyses that use modulated pulses require 2(T +G t ) [time steps] for excitation and analysis. This is because guard times are inserted between each of the transmitted symbols to prevent inter-symbol interference at the receiver that would otherwise be caused by multi-path delay spread. Figure 5 shows received signal waveforms, which is the simulated in NLOS model (b). The distance between the transmitting and receiving antennas is D 1 = 15 m and element spacing is D 2 = 0.1 m. Antenna Rx1 received signal 1 is shown in Fig. 5(a) , and antenna Rx2 received signal 2 is shown in Fig. 5(b) . N t must set so that the excitation signal reaches the receiving antenna, i.e.,
where v c is the wave velocity in a vacuum, Δt is the time step. Figure 5 shows that the propagation delay time is about 50 ns. This value is equal to the value calculated by (10) . Figure 6 plots channel error versus symbol length for LOS and NLOS cases. The channel error is defined as,
where H is the propagation channel to be evaluated, and H ref is the propagation channel obtained by the Gaussian pulse with sufficiently long time analysis (10000 time steps). In the method using a modulated signal, the number of time steps required for the analysis is given by,
where T is the length of the excitation symbol and G t is the length of the guard time. In this simulation, G t = 300 time steps. The symbol length, T , is changed from 100 to 1000 time steps. The distance between the transmitting and receiving antennas is D 1 = 15 m, and element spacing is D 2 = 0.1 m. The results in Fig. 6 show that increasing the symbol length decreases the channel errors. This also shows that the error in NLOS environment is remaining even when the symbol length is increased whereas that in LOS decreases with symbol length. It is considered that the power of the direct path is dominant and the power of the delayed multipath component is almost negligible in LOS environment. Nevertheless, the error at T > 200 time steps is lower than −15 dB for both environments. Figure 7 shows channel error versus guard time length. In this simulation, T = 256 time steps. The guard time length, G t , is changed from 0 to 2000 time steps. Even though the error in NLOS environment is larger than that of the LOS environment, the sufficiently long guard time offers fairly accurate results. It is found that the proposed method can analyze the MIMO channel if the guard time length is about half the delay spread, which was about 40 ns (2000 time steps). Here, this delay spread is fairly typical for small indoor environment at this frequency band [16] .
From the results shown here, it is found that NLOS environment yields larger error than LOS environment. Since the accuracy for LOS is obviously higher than that of LOS, NLOS environment is evaluated in the following discussion. Figure 8 shows channel error versus element spacing, where the error is the channel difference from the result with Gaussian pulse with long calculation time and is defined by (11) . The results obtained by the proposed method are compared to the results obtained by the conventional method. Here, the number of time steps, N total , is 5300. In the analysis using the Gaussian pulse, two individual analyses for two antennas are performed. In order to equalize the total calculation time, the number of time steps for Gaussian pulse is set to N total /2 = 2650 time steps. 'w/o G t ' shows the results for the case of not inserting a guard time. In this simulation, T = 256 and G t = 1000 time steps. The output of conventional method without Gaussian pulse contains large error. The reason is the propagation time between the transmitting and receiving antennas. Since the signal transmitted from one antenna cannot reach the other antenna, the channel cannot be calculated correctly. The results for the case of not inserting a guard time, large error due to inter-symbol interference is present. However, the proposed method can analyze the two antennas at once, and the channels obtained by the proposed method agree very well. Figure 9 shows Signal-to-Noise Ratio (SNR) versus el- ement spacing. The SNR is given by SNR = 10 log 10 Tr(HH
Comparison with the Conventional Method
where, P is the transmission power and σ 2 is the noise power. In this simulation, transmission power is 0 dBm, and noise power is −80 dBm. 'Exact' shows the SNR obtained by a long time (10000 time steps) calculation with the Gaussian pulse. The SNR obtained by the proposed method agrees very well with the exact result. However, it is seen that SNR of the conventional method is about 40 dB. Figure 10 plots spatial correlation versus element spacing. It is seen that the difference between 'Exact' and the proposed method is about 0. However, large error is present with the results corresponding to w/o G t and Gaussian pulse. As discussed in Fig. 8 , the delayed multipath components cause inter-symbol-interference, and the channel cannot be estimated correctly for w/o G t . In conventional method, the physical time in the simulation is not sufficient for the signal reaching the receiving antennas, and the channel cannot be calculated correctly, too. Figure 11 plots channel capacity versus element spacing. The channel capacity is obtained as where, transmission power is 0 dBm, and noise power is −80 dBm. The channel capacities obtained by the proposed method agree very well with the exact result. However, it is seen that channel capacities of the conventional method are about 20 bits/s/Hz.
Comparison of the Analysis Time Required
We compared the analysis time required by the proposed method to that by the conventional method. Figure 12 plots channel error versus total time steps. Here, the distance between the transmitting and receiving antennas is D 1 = 15 m, and element spacing is D 2 = 0.1 m. The symbol length, T , is 256 time steps, and guard time length, G t , is 1000 time steps. Large error is present in the Gaussian pulse results when the total time steps, N total is about 5000. On the other hand, the channel error of the proposed method is only −20 dB or so. For the channel error of −15 dB, the proposed method needed 4305 time steps, while the conventional method with Gaussian pulse took 5883 time steps. Therefore, the proposed method could reduce the computation time by 26%. Note that the CPU time of post processing for channel estimation is negligible compared to the FDTD simulation. In this study, a PC with Intel Core i7 980X Extreme Edition and 24 GB memory was used. A single-core compiler was used and the CPU time for the model shown in Fig. 3 with 10000 time steps was 13,023 seconds.
Conclusion
This paper presented a fast FDTD analysis method for multiple-antenna systems that uses signal modulation. The modulation ensures orthogonality among the excited signals. Simulations showed that the proposed method yields channel characteristics that agree well with those of the conventional method even though it reduces the computation time by about 26%. Simulation of a small scale system, 2×2 antennas, demonstrated that our analysis method is effective in reducing the computation time of FDTD analysis of multiple-antenna systems while offering acceptable accuracy.
As a final remark, the proposed method can be applied to array antenna systems that have arrays larger than 2×2. Nevertheless, the increase of the transmitting antennas causes the interference among the signals larger than that of the 2 × 2 case. This means the quantitative studies on the signal parameters, such as the length of the guard and symbol, and so on, are needed. This issue will be investigated and presented in our future works. 
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