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Abstract
We introduce the probabilistic sequential matrix factorization (PSMF) method for
factorizing time-varying and non-stationary datasets consisting of high-dimensional
time-series. In particular, we consider nonlinear Gaussian state-space models where
sequential approximate inference results in the factorization of a data matrix into a
dictionary and time-varying coefficients with (possibly nonlinear) Markovian depen-
dencies. The assumed Markovian structure on the coefficients enables us to encode
temporal dependencies into a low-dimensional feature space. The proposed inference
method is solely based on an approximate extended Kalman filtering scheme, which
makes the resulting method particularly efficient. PSMF can account for temporal
nonlinearities and, more importantly, can be used to calibrate and estimate generic
differentiable nonlinear subspace models. We also introduce a robust version of PSMF,
called rPSMF, which uses Student-t filters to handle model misspecification. We show
that PSMF can be used in multiple contexts: modeling time series with a periodic
subspace, robustifying changepoint detection methods, and imputing missing-data in
high-dimensional time-series of air pollutants measured across London.
1 Introduction
The problem of r-rank factorization of a data matrix Y ∈ Rd×n as
Y ≈ CX (1)
with C ∈ Rd×r the dictionary matrix andX ∈ Rr×n the coefficients, has received significant
attention in past decades in multimedia signal processing and machine learning under
the umbrella term of matrix factorization (MF) [1, 2, 3]. The classical method for
solving problems of the form (1) is nonnegative matrix factorization (NMF) [1], which is
proposed for nonnegative data matrices and obtains nonnegative factors. NMF has been
the focus of intensive research [4, 5, 6, 7, 8] and has found applications in several fields,
∗Equal contribution.
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such as document clustering [9], audio analysis [10, 11], and video analysis [12]. This
work was extended to general MF problems for real-valued data and factors, which found
many applications including collaborative filtering [13] and drug-target prediction [14].
The problem (1) was originally tackled from an optimization perspective, i.e., mini-
mizing a cost d(Y,CX) over C and X [1, 2, 4, 3]. Another promising approach has been
through a probabilistic model by defining priors on C and X. This was explored in, e.g.,
[15] with a Poisson-based model solved using variational inference (which reproduces
NMF when the cost function is the Kullback-Leibler divergence) and in, e.g., [16, 17]
with a Gaussian model for the real-valued case solved via Markov chain Monte Carlo
(MCMC). Naturally, online versions of these methods have received significant attention
as they enable scaling up to larger datasets. On this front, a number of algorithms have
been proposed that are based either on stochastic optimization, e.g., [12, 3, 18, 19] or
on a probabilistic model for online inference [20, 21, 22]. However, these methods are
generally for i.i.d. data and cannot exploit the case where the columns of Y possess time
dependency.
The success of MF in the i.i.d. data case motivated the development of matrix factor-
ization methods for time-dependent data. In this case, the problem can be formulated as
inferring parameters of a dynamical system or a state-space model (SSM), with a linear
observation model C. This problem is also known as system identification [23]. When the
columns of X (i.e. the hidden signal) also evolve linearly the problem reduces to that of
inferring parameters of a linear SSM. This can be solved by maximum-likelihood estima-
tion (MLE) through, e.g., expectation-maximization (EM) either offline [24, 25] or online
[26, 27], or with gradient-based methods [28, 29]. In this vein, [30] address the NMF
problem by introducing a SSM with a Poisson likelihood where the inference is carried
out with sequential Monte Carlo (SMC). In a similar manner [31] propose an SSM-based
approach where the dictionary is estimated using the EM algorithm. Similarly, MLE-based
nonnegative schemes that use SSMs attracted significant attention, e.g., [32, 33].
Although MLE estimates are consistent in the infinite data limit for general SSMs
[34], EM-based methods are prone to get stuck in local minima [23] and provide only
point estimates rather than full posterior distributions. As an alternative to the EM-based
approaches, optimization-based methods were also explored, e.g., [35, 36, 37] which
again result in point estimates. If the transition model for the coefficients X exhibits
nonlinear dynamics while the observation model is linear (by the nature of MF), the
problem reduces to parameter estimation in nonlinear SSMs [38]. The MLE approach
is again prominent in this setting using EM or gradient methods [29]. However, when
inference cannot be done analytically this results in the use of SMC [39] or particle MCMC
methods [40] (see [29] for an overview). Unfortunately, these methods suffer in the
high-dimensional case [41, 42] which makes Monte Carlo-based methods unsuitable for
solving the MF problem. Optimization-based approaches that formulate a cost function
with temporal regularizers have also been studied, e.g., [43, 44, 45, 46].
An alternative to the MLE or optimization-based approaches is to follow a Bayesian
approach where a prior distribution is constructed over the parameters of the SSM,
see, e.g., [38]. The goal is then to obtain the posterior distributions of the columns
of X and of C. This is also of interest when priors are used as regularizers to enforce
useful properties such as sparsity [15, 47]. In this context, an extension of the NMF-
like decompositions to the dynamic setting was considered by [48], where the authors
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followed a maximum-a posteriori (MAP) approach. We refer to [49] for a literature
review of temporal NMF methods. However, these methods are batch (offline) schemes
and do not return a probability distribution over the dictionary or the coefficients. Joint
posterior inference of C and X in a fully Bayesian setting is difficult as it usually requires
sampling schemes [17]. To the best of the authors’ knowledge, a fully Bayesian approach
for sequential (online) inference for matrix factorization that also scales well with the
problem dimension has not been proposed in the literature.
Contribution. In this work, we propose the probabilistic sequential matrix factorization
(PSMF) method by formulating a nonlinear Gaussian SSM. Our formulation is fully
probabilistic in the sense that we place a matrix-variate Gaussian prior on the dictionary
and use a general Markov model for the evolution of the coefficients. We then derive
a novel approximate inference procedure that is based on extended Kalman filtering
[50, 51] and results in a fast and efficient scheme. Our method is derived using numerical
approximations to the optimal inference scheme and leverages highly efficient filtering
techniques. In particular, we derive analytical approximations and do not require a
sampling procedure to approximate the posterior distributions. The inference method we
provide is explicit and update rules are readily available to implement without further
considerations on the practitioner’s side. We further provide a robust extension of our
model, called rPSMF, for the case where the model is misspecified, and derive an inference
scheme that adopts Student’s t-filters [52, 53]. Our methods can be easily tailored to the
application at hand by modifying the subspace model, as the necessary derivatives can be
straightforwardly computed by automatic differentiation.
Notation. We denote the d × d identity matrix by Id and write N (x;µ,Σ) for the
Gaussian density over x with mean µ and covariance matrix Σ. Similarly, T (x;µ,Σ, λ) is
the multivariate t distribution with mean µ, scale matrix Σ, and λ degrees of freedom,
and IG(s;α, β) the inverse gamma distribution over s with shape and scale parameters
α and β. Further, MN (X;M,U, V ) denotes the matrix-variate Gaussian with mean-
matrix M , row-covariance U , and column-covariance V . Sequences are written as
x1:n = {x1, . . . , xn} and for a matrix Z, z = vec(Z) denotes vectorization of Z. Recall
that if C ∼ MN (C;M,U, V ), then c ∼ N (c; vec(M), V ⊗ U) where c = vec(C) and ⊗
the Kronecker product [54]. With yk and xk we respectively denote the k-th column of
the matrices Y and X.
2 The Probabilistic Model
We first describe the SSM which consists of observations (yk)k≥1 ∈ Rd, latent coefficients
(xk)k≥0 ∈ Rr, and latent dictionary matrix C ∈ Rd×r as follows
p(C) =MN (C;C0, Id, V0), (2)
p(x0) = N (x0;µ0, P0), (3)
pθ(xk|xk−1) = N (xk; fθ(xk−1), Qk), (4)
p(yk|xk, C) = N (yk;Cxk, Rk), (5)
where fθ : Rr × Θ → Rr is a nonlinear mapping that defines the dynamics of the coef-
ficients with Θ ⊂ Rdθ the parameter space, and (Qk, Rk)k≥1 are respectively the noise
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covariances of the coefficient dynamics (4) and the observation model (5). The initial
covariances of the coefficients and the dictionary are denoted as P0 and V0, respectively.
Intuitively, the model (2)–(5) is a dimensionality reduction model where the dynam-
ical structure of the learned subspace is explicitly modeled via the transition density
(4). This means that inferring C and (xk)k≥0 will lead to a probabilistic dimensionality
reduction scheme where the dynamical structure in the data will manifest itself in the
dynamics of the coefficients (xk)k≥0. One main difficulty for applying standard schemes
in this case is that we assume C to be an unknown and random matrix, therefore, the
(extended) Kalman filter cannot be applied directly for inference. To alleviate this prob-
lem, we formulate the prior in (2) with a Kronecker covariance structure, which enables
us to update (conditional on xk) the posterior distribution of C analytically [22].
2.1 The case of the misspecified model
In the model (2)–(5), when the practitioner does not have a good idea of how to set
hyperparameters or when they are misspecified, the resulting scheme may perform
suboptimally. To remedy this situation and demonstrate the flexibility of our framework,
we further propose a robust version of our model by introducing an inverse-gamma-
distributed scale variable, s, and the model
p(s) = IG(s;λ0/2, λ0/2) (6)
p(C | s) =MN (C;C0, Id, sV0)), (7)
p(x0 | s) = N (x0;µ0, sP0), (8)
pθ(xk |xk−1, s) = N (xk; fθ(xk−1), sQ0), (9)
p(yk |xk, C, s) = N (yk;Cxk, sR0), (10)
By marginalizing out the scale variable s in the multivariate normal distributions we
obtain multivariate t distributions (e.g. p(x0) =
∫ N (x0;µ0, sP0)IG(s;λ0/2, λ0/2) ds =
T (x0;µ0, P0, λ0)) [55]. This technique has previously been used to obtain robust versions
of the Kalman filter [52, 56, 57, 58, 53]. We follow the approach of [53] to update Qk
and Rk at every iteration. Updates for the noise covariances lead to robustness in light of
model misspecification, see [53] for a discussion.
3 Inference and Estimation
Here we describe the algorithm for performing sequential inference in the model (2)–(5).
Inference in the robust model (6)–(10) is largely analogous, but necessary modifications
are given in Sec. 3.2.3. We first describe the optimal inference recursions and then present
our approximate inference scheme.
3.1 Optimal sequential inference
We give the optimal inference recursions for our model when θ is assumed to be fixed,
and thus drop θ for notational clarity (parameter estimation is revisited in Sec. 3.2.4). To
define a one-step procedure we assume that we are given the filters p(xk−1|y1:k−1) and
p(c|y1:k−1) at time k − 1.
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Prediction. Using the model (2)–(5) we compute the predictive distribution as
p(xk|y1:k−1) =
∫
p(xk−1|y1:k−1)p(xk|xk−1) dxk−1. (11)
We note that given p(xk−1|y1:k−1) this step is independent of the dictionary.
Update. Given this predictive distribution of xk, we can now define the update steps of
the method. In contrast to the Kalman filter, we have two quantities to update: xk and c.
We first define the incremental marginal likelihood as
p(yk|y1:k−1) =
∫∫
p(yk|c, xk)p(xk|y1:k−1)p(c|y1:k−1) dxk dc.
Next, we define the optimal recursions for updating the dictionary C and coefficients
(xk)k≥1.
Dictionary Update: Given p(yk|y1:k−1), we can first update the dictionary as follows
p(c|y1:k) = p(c|y1:k−1)p(yk|c, y1:k−1)
p(yk|y1:k−1) (12)
where
p(yk|c, y1:k−1) =
∫
p(yk|c, xk)p(xk|y1:k−1) dxk. (13)
Coefficient Update: We also update the coefficients at time k (independent of the dictio-
nary) as:
p(xk|y1:k) = p(xk|y1:k−1)p(yk|xk, y1:k−1)
p(yk|y1:k−1) (14)
where
p(yk|xk, y1:k−1) =
∫
p(yk|xk, c)p(c|y1:k−1) dc. (15)
Unfortunately, these exact recursions are intractable. In the next section, we make
these steps tractable by introducing approximations and obtain an efficient and explicit
inference algorithm.
3.2 Approximate sequential inference
We start by assuming a special structure on the model. First, we note that the matrix-
Gaussian prior in (2) can be written as p(c) = N (c; c0, V0 ⊗ Id). The Kronecker structure
in the covariance will be key to obtain an approximate and tractable posterior distribution
with the same covariance structure. To describe our inference scheme we assume that we
are given p(c|y1:k−1) = N (c; ck−1, Vk−1 ⊗ Id) and p(xk−1|y1:k−1) = N (xk−1;µk−1, Pk−1).
Departing from these two distributions it is not possible to exactly update p(c|y1:k) and
p(xk|y1:k). As we introduce several approximations we will denote approximate densities
with the symbol p˜(·) instead of p(·) to indicate that the distribution is not exact.
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3.2.1 Prediction
In the prediction step, we need to compute (11). This is analytically tractable for fθ(x) =
Ax. More specifically, when fθ(x) = Ax, given p(xk−1|y1:k−1) = N (xk−1;µk−1, Pk−1),
we obtain p(xk|y1:k−1) = N (xk; µ¯k, P¯k) where µ¯k = Aµk−1 and P¯k = APk−1A> + Qk.
However, if fθ(x) is a nonlinear function, no solution exists and the integral in (11) is
intractable. In this case, we can use the well-known extended Kalman update. This
update is based on the local linearization of the transition model [51, 59], which gives
p˜(xk|y1:k−1) = N (xk; µ¯k, P¯k) with µ¯k = fθ(µk−1) and P¯k = FkPk−1F>k + Qk where
Fk =
∂fθ(x)
∂x
∣∣
x=µ¯k−1
is a Jacobian matrix associated with fθ. The unscented Kalman filter
(UKF) can also be used in this step, if Fk is not available to compute.
3.2.2 Update
For the update step, we are interested in updating both xk and C. Given the approximate
predictive distribution p˜(xk|y1:k−1), we would like to obtain p˜(c|y1:k) and p˜(xk|y1:k). We
first describe the update rule for the dictionary C, then derive the approximate posterior
of xk. Given the prediction, update steps of C and xk are independent to avoid the
repeated use of the data point yk.
Dictionary Update. To obtain p˜(c|y1:k), we note the integral (13) can be computed as
p(yk|c, y1:k−1) = N (yk;Cµ¯k, Rk + CP¯kC>). (16)
This closed form is not helpful to us since this distribution plays the role of the likelihood
(12). Since both the mean and the covariance depend on C, the update (12) is intractable.
To solve this problem, we first replace CP¯kC> ≈ Ck−1P¯kC>k−1 in (16). This enables a
tractable update where the likelihood is of the form N (yk;Cµ¯k, Rk + Ck−1P¯kC>k−1).
Finally, we choose the Gaussian with a constant diagonal covariance that is closest in
terms of KL-divergence and obtain (see, e.g., [60])
p˜(yk|c, y1:k−1) = N (yk;Cµ¯k, ηk ⊗ Id), (17)
where ηk = Tr(Rk + Ck−1P¯kC>k−1)/d. Now given eq. (17), the update for the new poste-
rior p˜(c|y1:k) can be computed analytically, given formally in the following proposition
based on [22].
Proposition 1. Given p˜(c|y1:k−1) = N (c; ck−1, Vk−1⊗Id) and the likelihood p˜(yk|c, y1:k−1) =
N (yk;Cµ¯k, ηk ⊗ Id) the approximate posterior distribution is p˜(c|y1:k) = N (c; ck, Vk ⊗ Id),
where ck = vec(Ck) and the posterior column-covariance matrix Vk is given by
Vk = Vk−1 − Vk−1µ¯kµ¯
>
k Vk−1
µ¯>k Vk−1µ¯k + ηk
for k ≥ 1, (18)
and the posterior mean Ck of the dictionary C can be obtained in matrix-form as
Ck = Ck−1 +
(yk − Ck−1µ¯k)µ¯>k V >k−1
µ¯>k Vk−1µ¯k + ηk
for k ≥ 1. (19)
Proof. See Supp. B. 
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We note the main gain of this result is that we obtain matrix-variate update rules for
the sufficient statistics of the posterior distribution. This is key to an efficient implemen-
tation of the method.
Coefficient Update. To update the posterior density of coefficients, we derive the
approximation of p(yk|y1:k−1, xk) by integrating out c, as in (15). First, we have the
following result.
Proposition 2. Given p(yk|c, xk) as in (5) and p(c|y1:k−1) = N (c; ck−1, Vk−1 ⊗ Id), we
obtain
p(yk|y1:k−1, xk) = N (yk;Ck−1xk, Rk + x>k Vk−1xk ⊗ Id). (20)
Proof. See Supp. C. 
We note that in practice this quantity will be approximate as, e.g., p˜(c|y1:k−1) (and
other quantities) will be approximate. However, the likelihood in (20) with its current
form is not amenable to exact inference in (14), as it contains xk in both mean and
covariance. Therefore, we approximate (20) by
p˜(yk|y1:k−1, xk) = N (yk;Ck−1xk, R¯k), (21)
where R¯k = Rk + µ¯>k Vk−1µ¯k ⊗ Id. With this likelihood, we can obtain the approxi-
mate posterior using (14) as an application of the Kalman update [59], as p˜(xk|y1:k) =
N (xk;µk, Pk) where
µk = µ¯k + P¯kC
>
k−1(Ck−1P¯kC
>
k−1 + R¯k)
−1(yk − Ck−1µ¯k), (22)
Pk = P¯k − P¯kC>k−1(Ck−1P¯kC>k−1 + R¯k)−1Ck−1P¯k. (23)
Thus we see that the update equations for both the dictionary and the coefficients can be
easily implemented by straightforward matrix operations.
3.2.3 Inference in the robust model
For the robust model in (6)–(10) inference and estimation proceeds analogously. We
provide the full derivation in Supp. F. As a consequence of the multivariate t distribution
the degrees of freedom in the update equations increase by d at every iteration, which we
write as λk = λk−1 + d. Let ∆21,k = (yk − Ck−1µ¯k)>(Ck−1P¯kC>k−1 + R¯k)−1(yk − Ck−1µ¯k)
and ωk = (λk−1 + ∆21,k)/(λk−1 + d). Then the reparameterization of the scale variable
introduced in [53] results in s0 = s and sk = ω−1k sk−1, as well as the updates Qk =
ωkQk−1 and Rk = ωkRk−1 for the noise covariances. While the mean updates for the
coefficients and the dictionary remain unchanged in the robust model, the update of
the coefficient covariance Pk and the dictionary column-covariance Vk are affected. The
Student’s t update for Pk results in multiplication of the right-hand side (rhs) of (23) by
ωk. Now let ρ¯k = µ¯>k Vk−1µ¯k + ηk and ∆
2
2,k = ‖yk −Ck−1µ¯k‖2/ρ¯k. Analogously, the rhs of
(18) is multiplied by a factor ϕk = (λk−1 + ∆22,k)/(λk−1 + d). See Supp. F for full details.
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3.2.4 Parameter estimation
Figure 1: Fitting rPSMF on synthetic
data with t-distributed noise. Ob-
served time series (blue) with unob-
served future data (yellow) and the
reconstruction (red).
To estimate the parameters of fθ in (4), we need
to solve
θ? ∈ argmax
θ∈Θ
log pθ(y1:n), (24)
using gradient-based schemes [29]. We first
present an offline gradient ascent scheme for
when the number of observations is relatively
small and then introduce a recursive variant that
can be used in a streaming setting.
Iterative estimation. When the number of data
points is limited, it is possible to employ an iter-
ative procedure using multiple passes over data
by implementing
θi = θi−1 + γ∇ log p˜θ(y1:n)
∣∣∣
θ=θi−1
, (25)
at the i’th iteration. We refer to this scheme as
iterative PSMF. Since computing ∇ log pθ(y1:n) is not possible due to the intractability, we
propose to use an approximation ∇ log p˜θ(y1:n) =
∑n
k=1∇ log p˜θ(yk|y1:k−1) that can be
computed during forward filtering and removes the need to store all gradients. We remark
that it is possible to obtain two approximations of the incremental marginal likelihood
pθ(yk|y1:k−1) by either integrating out c in (17) or xk in (21). However, the resulting
quantities are closely related and we choose the former path for computational reasons.
We refer to Sec. 3.2.5 for the derivation of the approximate log-marginal likelihood
log p˜θ(yk|y1:k−1).
Recursive estimation. For long sequences, it is inefficient to perform (25). Instead, the
parameter can be updated online during filtering by fixing θ = θk−1 and updating
θk = θk−1 + γ∇ log p˜θ(yk|y1:k−1)
∣∣∣
θ=θk−1
. (26)
We call this approach recursive PSMF. This is an approximate recursive MLE procedure
for SSMs [29]. This procedure has guarantees for finite-state space HMMs, but its
convergence for general SSMs is an open problem [29]. The description of iterative and
recursive PSMF is given in Algorithm 1.
Remark 1. The gradient steps in (25) and (26) can be replaced by modern optimizers
to improve convergence, such as Adam [61]. We take advantage of this in one of our
experiments below.
3.2.5 Approximating the marginal likelihood
Consider the likelihood (17) which equals p˜θ(yk|y1:k−1, c) = N (yk;Cfθ(µk−1), ηk ⊗ Id).
Given p˜(c|y1:k−1) = N (c; ck−1, Vk−1 ⊗ Id), the negative log-likelihood is given by
− log p˜θ(yk|y1:k−1) c= d
2
log
(
‖fθ(µk−1)‖2Vk−1 + ηk
)
+
1
2
‖yk − Ck−1fθ(µk−1)‖2
ηk + ‖fθ(µk−1)‖2Vk−1
(27)
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Algorithm 1 Iterative and recursive PSMF
1: Initialize γ, θ0, C0, V0, µ0, P0, (Q)k≥1, (R)k≥1.
2: for i ≥ 1 do . iterative version
3: C0 = CT , µ0 = µT , P0 = PT , V0 = VT .
4: for 1 ≤ k ≤ n do
5: Compute predictive mean of xk as µ¯k = fθi−1(µk−1) or µ¯k = fθk−1(µk−1)
6: Compute predictive covariance of xk as P¯k = FkPk−1F>k + Qk, where Fk =
∂f(x)
∂x
∣∣
x=µ¯k−1
7: Update dictionary mean Ck using (19) and dictionary covariance Vk with (18)
8: Update coefficient mean µk using (22) and covariance Pk with (23)
9: Update parameters with (26) . recursive version
10: Update parameters with (25) . iterative version
where c= denotes equality up to some constants that are independent of θ, hence irrelevant
for the optimization (see Supp. D). Eq. (27) can be seen as an optimization objective
that arises from our model. We can compute the gradients of (27) using automatic
differentiation for generic coefficient dynamics fθ.
4 Experiments
We empirically evaluate the proposed methods to showcase robustness to outliers, the
benefits of the subspace representations, and their ability for multivariate data imputation
(handling missing data in the method is detailed in Supp E). Additionally, a discussion on
convergence is given in Supp. H.
4.1 A synthetic nonlinear periodic subspace
To better demonstrate the ability of the algorithm to learn a dictionary and a structured
subspace jointly, we choose x0 = µ0 and P0 = 0 and use xk = fθ(xk−1) = cos(2piθk +
xk−1), where θ ∈ Rr+ and Qk = 0 for all k ≥ 1. This defines a deterministic subspace
with highly periodic structure. We choose d = 20 and r = 6 and generate the data from
the model with θ? = 10−3 · [1, 2, 3, 4, 5, 6]. We explore both Gaussian and t-distributed
measurement noise (the latter using 3 degrees of freedom) and both PMSF and rPSMF.
We initialize C0 randomly and draw θ0 from a uniform distribution on [0, 0.1]r. We set
V0 = v0 ⊗ Ir with v0 = 0.1 and use λ0 = 1.8 for rPSMF. We use iterative parameter
estimation using the Adam optimizer [61] with standard parameterization, and re-
initialize V0, R0, and Q0 at every (outer) iteration (see Supp. G.1 for details). The
generated data can be seen in Fig. 1. The task is thus to identify the correct subspace
structure by estimating θ and the dictionary matrix C.
Fig. 1 shows a run with t-distributed noise fitted by rPSMF. We can see that even
though the data exhibits clear outliers the model successfully learns both the underly-
ing generative model and its parameters. Expanded results for PSMF are available in
Supp. G.1.
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4.2 Learning representations for robust multivariate changepoint detec-
tion
Table 1: Detection accuracy of a changepoint within
a window of length 30 using data and GP features,
against the degrees of freedom of the t-distributed
noise on ~5% of measurements. Averaged over
1000 different synthetic datasets with r = 10.
Degrees of freedom of t-contamination
1.5 1.6 1.7 1.8 1.9
PELT-PSMF 85% 89% 92% 94% 95%
PELT-Data 76% 81% 83% 85% 85%
MBOCPD 54% 58% 61% 69% 72%
We generate time series with d =
20 dimensions where only 3 ex-
hibit a structural change. In ad-
dition to standard Gaussian noise
we contaminate 5% of the entries
on average using heavy-tailed t-
distributed noise with degrees of
freedom varying from 1.5 to 1.9.
To learn the structural changes and
be robust against the heavy-tailed
noise, we design a smooth subspace
model (xi(t))t≥0 for i = 1, . . . , r in
continuous-time using a Gaussian
process (GP) prior, xi(t) ∼ GP(0, kν(t, t′)), with Matérn-3/2 kernel with ν = 3/2 [62].
This particular GP admits a state-space representation amenable to filtering [63] as it can
be recast [64] as the stochastic differential equation (SDE):
dxi(t)
dt
=
[
0 1
−κ2 −2κ
]
xi(t) +
[
0
1
]
wi(t) (28)
where xi(t) = [xi(t), dxi(t)/dt] and κ =
√
2ν/`. We choose σ2 = 0.1 and ` = 0.1
and discretize equation (28) with the step-size γ = 0.001. We discretize the SDEs for
i = 1, . . . , r and construct a joint state which leads to a linear dynamical system in
2r dimensions for which we can run PSMF. The details of the discretization and the
corresponding PSMF model are given in Supp. G.2, along with an illustration of the
learned GP features.
We run PSMF with the discretized GP-subspace model with r = 10. We note that
the goal is to obtain a representation that is helpful for changepoint detection. We
first employ PELT [65] as an example changepoint detection method directly on the
time-series to create a baseline. Then, we estimate a smooth GP-subspace with PSMF and
run PELT on that subspace (i.e., the columns of X). We additionally compare against
a multivariate implementation of Bayesian online CPD (MBOCPD) [66]. The results in
Table 1 clearly show the improved performance and robustness of PSMF.
4.3 Imputation of London Air Quality data
We finally test our method on imputing air pollution time-series from the London Air
Quality Network. We consider hourly measurements from different London sites between
2018-06-01 and 2018-12-01 (n = 4393). Specifically, NO2 measurements at d = 83
sites, PM10 from d = 74 sites, and PM25 measured at d = 26 sites.1 All contain a high
number of missing values due to sensor failures and maintenance. To test the accuracy of
imputations, we remove segments of length 20 and construct datasets with 20%, 30%, and
40% missing data. We compare our methods against four baselines. The first is an MLE
1Data downloaded from https://londonair.org.uk.
10
Table 2: Average imputation performance on held-out data in RMSE on London air quality
data with varying amount of missing data (over 1000 initializations). An asterisk marks
offline methods.
NO2 PM10 PM25 CPU time (sec)
on NO2 dataset20% 30% 40% 20% 30% 40% 20% 30% 40%
PSMF
5.46 5.68 5.93 7.06 7.16 7.31 3.71 3.54 3.72
8.52
(0.05) (0.09) (0.09) (0.09) (0.11) (0.09) (0.02) (0.04) (0.05)
rPSMF
5.51 5.71 5.73 7.09 6.93 7.02 3.70 3.45 3.53
8.33
(0.07) (0.13) (0.07) (0.15) (0.10) (0.10) (0.03) (0.04) (0.03)
MLE-SMF
10.85 11.01 11.22 9.36 9.30 9.39 4.97 4.88 4.97
8.31
(0.50) (0.49) (0.52) (0.24) (0.23) (0.26) (0.33) (0.31) (0.29)
TMF
7.44 7.65 7.86 7.96 7.95 8.12 4.66 4.62 4.86
0.97
(0.13) (0.12) (0.11) (0.10) (0.10) (0.14) (0.23) (0.25) (0.26)
PMF*
10.36 10.47 10.58 10.36 10.48 10.58 4.27 4.00 4.08
2.15
(0.01) (0.01) (0.01) (0.03) (0.04) (0.03) (0.04) (0.05) (0.05)
BPMF*
8.91 9.18 9.53 8.34 8.37 8.54 3.99 3.62 3.70
4.79
(0.17) (0.17) (0.22) (0.07) (0.08) (0.09) (0.03) (0.03) (0.03)
approach to online probabilistic matrix factorization [30, 31] where we construct an SSM
where C is constant, denoted as MLE-SMF. The second is temporal matrix factorization
(TMF) which is an adaptation of the optimisation-based method of [43]. Finally, we add
two popular offline methods that can only operate on the entire data matrix, PMF [16]
and BPMF [17].
Table 3: Average coverage percentage of the missing data by the
2σ uncertainty bars of the posterior predictive estimates.
NO2 PM10 PM25
20% 30% 40% 20% 30% 40% 20% 30% 40%
PSMF 0.78 0.76 0.72 0.80 0.77 0.73 0.95 0.91 0.89
rPSMF 0.89 0.86 0.79 0.92 0.90 0.84 0.93 0.86 0.81
MLE-SMF 0.46 0.43 0.40 0.60 0.57 0.53 0.84 0.80 0.76
We assume the
subspace model to
be a random walk,
fθ(x) = x, thus
avoiding the param-
eter estimation prob-
lem, and we use the
final estimates of C
and X for data im-
putation. We formulate TMF with the weight matrix set to identity for tractability. We set
r = 10 for all methods. For PSMF and MLE-SMF we set Rk := R = ρ ⊗ Ir with ρ = 10,
P0 = Ir, Qk := Q = q ⊗ Ir with q = 0.1. For rPSMF we use R0 = R and Q0 = Q and
set λ0 = 1.8. For PSMF and rPSMF we let V0 = v0 ⊗ Ir where v0 = 2. All methods are
run for two iterations over the data to limit run-times, and we repeat 1000 times with
different initializations. In Table 2 we see that PSMF and rPSMF attain lower RMSEs
compared to all other methods. Table 3 shows our improved uncertainty quantification
over MLE-SMF, which requires a constant dictionary C. This showcases the added value
of the prior on C. Finally, rPSMF obtains a higher coverage percentage than PSMF on
two of the datasets, due to the sequential updating of the noise covariances.
5 Conclusion
We have recast the problem of probabilistic dimensionality reduction for time-series
as a joint state filtering and parameter estimation problem in an SSM. Our model is
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fully probabilistic and we provide a tractable sequential inference algorithm to run the
method with linear computational complexity with respect to the number of data points.
Our algorithm is purely recursive and can be used in streaming settings. The robust
version has shown to be advantageous in light of model misspecification. The state-space
formulation of the problem opens many directions for future research such as (i) the use
of general models for fθ or non-Gaussian likelihoods, (ii) the exploration of the use of
switching SSMs, and (iii) the integration of more advanced inference techniques such as
ensemble Kalman filters or Monte Carlo-based methods for nonlinear and non-Gaussian
generalizations of our model.
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Supplementary Material
A Preliminaries
In this section, we list some linear algebra properties related to Kronecker products, which will be
used in proofs.
We denote the Kronecker product ⊗. Let A be of dimension m× r and B be of dimension
r × n; then [67],
A⊗B =
a11B · · · a1rB... . . . ...
am1B · · · amrB
 . (A.1)
For matrices A,B and X, it holds that
vec(AXB) = (B> ⊗A)vec(X). (A.2)
We can particularize this formula for an r × 1 vector x as
Ax = vec(Ax) = (x> ⊗ Id)vec(A). (A.3)
Kronecker product has the following mixed product property [67]
(A⊗B)(C ⊗D) = (AC)⊗ (BD), (A.4)
and the inversion property [67]
(A⊗B)−1 = A−1 ⊗B−1. (A.5)
B Proof of Proposition 1
We adapt the proof in [22]. We first note that for a Gaussian prior p˜(c|y1:k−1) = N (c; ck−1, Lk−1)
and likelihood of the form p(yk|y1:k−1, c) = N (yk;Hkc,Gk), we can write the posterior analytically
p˜(c|y1:k) = N (c; ck, Lk) where (see, e.g., [55])
ck = ck−1 + Lk−1H>k (HkLk−1H
>
k +Gk)
−1(yk −Hkck−1), (B.1)
Lk = Lk−1 − Lk−1H>k (HkLk−1H>k +Gk)−1HkLk−1. (B.2)
In order to obtain an efficient matrix-variate update rule using this vector-form update, we
first rewrite the likelihood as
p˜(yk|c, y1:k−1) = N (yk;Hkc,Gk) (B.3)
where Hk = µ¯>k ⊗ Id and Gk = ηk ⊗ Id. We note that, we have L0 = V0 ⊗ Id and we assume as
an induction hypothesis that Lk−1 = Vk−1 ⊗ Id. We start by showing that the update (B.2) can be
greatly simplified using the special structure we impose. By the mixed product property (A.4) and
the inversion property (A.5) we obtain[
HkLk−1H>k +Gk
]−1
=
[
(µ¯>k ⊗ Id)(Vk−1 ⊗ Id)(µ¯k ⊗ Id) + ηk ⊗ Id
]−1
= (µ¯>k Vk−1µ¯k + ηk)
−1 ⊗ Id
(B.4)
and therefore,
Lk = (Vk−1 ⊗ Id)− (Vk−1µ¯k ⊗ Id)× ((µ¯>k Vk−1µ¯k + ηk)−1 ⊗ Id)× (µ¯>k Vk−1 ⊗ Id). (B.5)
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One more use of the mixed product property (A.4) yields
Lk =
(
Vk−1 − Vk−1µ¯kµ¯
>
k Vk−1
µ¯>k Vk−1µ¯k + ηk
)
⊗ Id. (B.6)
Thus, we have Lk = Vk ⊗ Id where,
Vk = Vk−1 − Vk−1µ¯kµ¯
>
k Vk−1
µ¯>k Vk−1µ¯k + ηk
. (B.7)
We have shown that the sequence (Lk)k≥1 preserves the Kronecker structure. Next, we substitute
Lk−1 = Vk−1 ⊗ Id, Hk = µ¯>k ⊗ Id and Gk = ηk ⊗ Id into (B.1) and we obtain
ck = ck−1 + (Vk−1 ⊗ Id)(µ¯k ⊗ Id)×
(
(µ¯>k Vk−1µ¯k + ηk)
−1 ⊗ Id
)× (yk − (µ¯>k ⊗ Id)ck−1). (B.8)
The use of the mixed product property (A.4) leaves us with
ck = ck−1 + (Vk−1µ¯k ⊗ Id)
(
(µ¯>k Vk−1µ¯k + ηk)⊗ Id
)−1 × (yk − (µ¯>k ⊗ Id)ck−1). (B.9)
Using (A.5) and again (A.4) yields
ck = ck−1+
[
Vk−1µ¯k
µ¯>k Vk−1µ¯k + ηk
⊗ Id
]
× (yk − (µ¯>k ⊗ Id)ck−1). (B.10)
Using (A.3), we get
ck = ck−1 +
[
Vk−1µ¯k
µ¯>k Vk−1µ¯k + ηk
⊗ Id
]
(yk − Ck−1µ¯k). (B.11)
We now note that (yk − Ck−1µ¯k) and Vk−1µ¯kµ¯>k Vk−1µ¯k+ηk are vectors. Hence, rewriting the above
expression as
ck = ck−1 +
[
vec
(
Vk−1µ¯k
µ¯>k Vk−1µ¯k + ηk
)
⊗ Id
]
× vec(yk − Ck−1µ¯k), (B.12)
we can apply (A.3) and obtain
ck = ck−1 + vec
(
(yk − Ck−1µ¯k)µ¯>k V >k−1
µ¯>k Vk−1µ¯k + ηk
)
. (B.13)
Hence up to a reshaping operation, we have the update rule (19) and conclude the proof. 
C Proof of Proposition 2
Recall that we have a posterior of the form at time k − 1
p(c|y1:k−1) = N (c; ck−1, Vk−1 ⊗ Id), (C.1)
and we are given the likelihood
p(yk|c, xk) = N (yk; (xk ⊗ Id)c,Rk). (C.2)
We are interested in computing
p(yk|y1:k−1, xk) =
∫
p(c|y1:k−1)p(yk|c, xk) dc. (C.3)
This integral is analytically tractable since both distributions are Gaussian and it is given by [55]
p(yk|y1:k−1, xk) = N (yk; (x>k ⊗ Id)ck, Rk + (x>k ⊗ Id)(Vk−1 ⊗ Id)(xk ⊗ Id)). (C.4)
Using the mixed product property (A.4), one obtains
p(yk|y1:k−1, xk) = N (yk;Ck−1xk, Rk + x>k Vk−1xk ⊗ Id). (C.5)
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D Derivation of the negative log-likelihood
We obtain the marginal likelihood as
p˜θ(yk|y1:k−1) =
∫
p˜(yk|y1:k−1, c)p˜(c|y1:k−1) dc (D.1)
= N (yk;Cµ¯k, ηk ⊗ Id)N (c; ck−1, Vk−1 ⊗ Id) (D.2)
= N (yk; (µ¯>k ⊗ Id)c, ηk ⊗ Id)N (c; ck−1, Vk−1 ⊗ Id) (D.3)
= N (yk; (µ¯>k ⊗ Id)ck−1, (µ¯>k Vk−1µ¯k + ηk)⊗ Id) (D.4)
= N
(
yk;Ck−1fθ(µk−1),
(
‖fθ(µk−1)‖2Vk−1 + ηk
)
⊗ Id
)
. (D.5)
where in the last line we have used the fact that µ¯k = fθ(µk−1) and properties from Supp. A. It is
then straightforward to show that
− log p˜θ(yk | y1:k−1) = − log
[
(2pi)−d/2 · |(‖fθ(µk−1)‖2Vk−1 + ηk)⊗ Id|−1/2 (D.6)
· exp
(
− 12 (yk − Ck−1fθ(µk−1))>
(
‖fθ(µk−1)‖2Vk−1 + ηk)⊗ Id
)−1
(yk − Ck−1fθ(µk−1)
)]
(D.7)
which simplifies to
− log p˜θ(yk | y1:k−1) = d
2
log(2pi) +
d
2
log(‖fθ(µk−1)‖2Vk−1 + ηk) + 12
‖yk − Ck−1fθ(µk−1)‖2
‖fθ(µk−1)‖2Vk−1 + ηk
.
(D.8)
E The probabilistic model to handle missing data
To obtain update rules that can explicitly handle missing data, we only need to modify the
likelihood. When we receive an observation vector with missing entries, we model it as zk =
mk  yk where mk ∈ {0, 1}d is a mask vector that contains zeros for missing entries and ones
otherwise. We note that zk = Mkyk where Mk = diag(mk), which results in the likelihood
p(zk|c, xk) = N (zk;MkCxk,MkRkM>k ). The update rules for PSMF and the robust model,
rPSMF, can be easily re-derived using this likelihood and are essentially identical to Algorithm 1
with masks. Here we discuss the case of PSMF with missing values, rPSMF with missing values is
discussed in Supp. F.
We define the probabilistic model with missing data as
p(C) =MN (C;C0, Id, V0), (E.1)
p(x0) = N (x0;µ0, P0), (E.2)
pθ(xk|xk−1) = N (xk; fθ(xk−1), Qk), (E.3)
p(zk|xk, C) = N (zk;MkCxk,MkRkM>k ). (E.4)
This model can explicitly handle the missing data when (Mk)k≥1 (the missing data patterns) are
given. The update rules for this model are defined using masks and are similar to the full data
case. In what follows, we derive the update rules for this model by explicitly handling the masks
and placing them into our updates formally. For the missing-data case, however, we need a minor
approximation in the covariance update rule in order to keep the method efficient. Assume that
we are given p˜(c|z1:k−1) = N (c; ck−1, Vk−1 ⊗ Id) and the likelihood
p˜(zk|c, z1:k−1) = N (zk;MkCµ¯k, ηk ⊗ Id) (E.5)
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where
ηk =
Tr(MkRkM
>
k +MkCk−1P¯kC
>
k−1M
>
k )
m
. (E.6)
In the sequel, we derive the update rules corresponding to the our method with missing data. The
derivation relies on the proof of Prop. 1. We note that using (A.2), we can obtain the likelihood
p˜(zk|c, z1:k−1) = N (zk;Hkc, ηk ⊗ Id) (E.7)
where c = vec(C) and Hk = µ¯>k ⊗Mk. Deriving the posterior in the same way as in the proof
of Prop. 1, and using the approximation µ¯>k Vk−1µ¯k ⊗Mk ≈ µ¯>k Vk−1µ¯k ⊗ Id, leaves us with the
covariance update in the form
Pk = Vk−1 ⊗ Id − Vk−1µ¯kµ¯
>
k Vk−1
µ¯>k Vk−1µ¯k + ηk
⊗Mk. (E.8)
Unlike the previous case, this covariance does not simplify to a form Pk = Vk ⊗ Id easily. For this
reason, we approximate it as
Pk ≈ Vk ⊗ Id, (E.9)
where Vk is in the same form of missing-data free updates. To update the mean, we proceed in a
similar way as in the proof of Prop. 1 as well. Straightforward calculations lead to the update
Ck = Ck−1 +
(zk −MkCk−1µ¯k)µ¯>k Vk−1
µ¯>k Vk−1µ¯k + ηk
, for k ≥ 1. (E.10)
To update xk, once we fix Ck−1, everything straightforwardly follows by replacing Ck−1 by
MkCk−1 in the update rules for (xk)k≥1. Finally, the negative log-likelihood p˜θ(zk|z1:k−1) can be
derived similarly to the non-missing case in Sec. 3.2.5, and equals
− log p˜θ(zk|z1:k−1) c= 12
d∑
j=1
log ujk +
1
2 (zk −MkCk−1fθ(µk−1))>U−1k (zk −MkCk−1fθ(µk−1)),
(E.11)
where c= denotes equality up to constants that do not depend on θ and Uk = ‖fθ(µk−1)‖2Vk−1 ⊗
Mk + ηk ⊗ Id is a d-dimensional diagonal matrix with elements ujk for j = 1, . . . , d.
F The robust model
Recall that the model definitions for robust PSMF are as follows
p(s) = IG(s;λ0/2, λ0/2) (F.1)
p(C | s) =MN (C;C0, Id, sV0)), (F.2)
p(x0 | s) = N (x0;µ0, sP0), (F.3)
pθ(xk |xk−1, s) = N (xk; fθ(xk−1), sQ0), (F.4)
p(yk |xk, C, s) = N (yk;Cxk, sR0), (F.5)
Before we present the derivation, we recall the following definitions.
Definition 1 (Inverse-Gamma Distribution). The inverse-gamma distribution is given by
IG(s;α, β) = β
α
Γ(α)
(
1
s
)α+1
exp (−β/s) (F.6)
for α, β > 0, and with Γ(·) the Gamma function.
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Definition 2 (Multivariate t Distribution). For y ∈ Rd the multivariate t distribution with λ degrees
of freedom is
T (y;µ,Σ, λ) = 1
(piλ)d/2|Σ|1/2
Γ((λ+ d)/2)
Γ(λ/2)
(
1 +
∆2
λ
)−(λ+d)/2
(F.7)
where ∆2 = (y − µ)>Σ−1(y − µ).
Since we again assume the model to be Markovian, we extend the conditional independence
and Markov properties [38] to the case with a scale variable.
Property 1 (Conditional independence). The measurement yk given the coefficient xk and scale
variable s, is conditionally independent of past measurements and coefficients
p(yk |x1:k, y1:k−1, s) = p(yk |xk, s). (F.8)
Property 2 (Markov property of coefficients). When conditioning on s the coefficients xk form a
Markov sequence, such that
p(xk |x1:k−1, y1:k−1, s) = p(xk |xk−1, s). (F.9)
We also present the following lemma’s used in the derivation.
Lemma 1. For y ∈ Rd with p(y | s) = N (y;µ,Σ) and p(s) = IG(s;α, β) we have
p(y) =
1
(2piβ)d/2|Σ|1/2
Γ(α+ d/2)
Γ(α)
(
1 +
∆2
2β
)−(α+d/2)
(F.10)
p(s|y) = IG(s;α+ d/2, β + 12∆2). (F.11)
In particular, if α = β = λ/2 then p(y) = T (y;µ,Σ, λ).
Lemma 2. If p(s) = IG(s;α, β) and ω = β/α, then ω · p(ωs) = IG(s;α, α).
Proof.
β
α
p
(
β
α
s
)
=
β
α
βα
Γ(α)
(
α
βs
)α+1
exp
(
−βα
βs
)
=
αα
Γ(α)
(
1
s
)α+1
exp
(
−α
s
)
= IG(s;α, α). (F.12)

Lemma 3. For a partitioned random variable y = [ya, yb]> with ya ∈ Rda and yb ∈ Rdb that follows
a multivariate t distribution given by
p(y) = p(ya, yb) = T
([
ya
yb
]
;
[
µa
µb
]
,
[
Σaa Σab
Σ>ab Σbb
]
, λ
)
, (F.13)
the marginal and conditional densities are given by
p(yb) = T (yb;µb,Σbb, λ) (F.14)
p(ya | yb) = T (ya;µa|b,Σa|b, λa|b), (F.15)
with
λa|b = λ+ db (F.16)
µa|b = µa + ΣabΣ
−1
bb (yb − µb) (F.17)
Σa|b =
λ+ (yb − µb)>Σ−1bb (yb − µb)
λ+ db
(
Σaa − ΣabΣ−1bb Σ>ab
)
. (F.18)
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Proof. See [68] for a derivation. 
To derive inference in the robust model, we start from k = 1 and show how we perform
filtering for an entire iteration. While this makes the description longer, we believe it to be more
informative for the reader. We begin with prediction of x1 given no history (y1:0 = ∅). The
predictive distribution of x1 is then
p˜(x1 | y1:0, s) =
∫
p(x1 |x0, s)p(x0 | y1:0, s) dx0 (F.19)
p˜(x1 | s) =
∫
p(x1 |x0, s)p(x0 | s) dx0 (F.20)
=
∫
N (x1; fθ(x0), sQ0)N (x0;µ0, sP0) dx0 (F.21)
= N (x1; fθ(µ0), s(Q0 + F1P0F>1 )), (F.22)
where F1 is defined as in the main text. Writing µ¯1 = fθ(µ0) and P¯1 = Q0 + F1P0F>1 we get
p˜(x1 | s) = N (x1; µ¯1, sP¯1). Next, we move to the dictionary update. We first have
p˜(y1 | c, y1:0, s) =
∫
p(y1 | c, x1, s)p(x1 | y1:0, s) dx1 (F.23)
p˜(y1 | c, s) =
∫
p(y1 | c, x1, s)p(x1 | s) dx1 (F.24)
=
∫
N (y1;Cx1, sR0)N (x1; µ¯1, sP¯1) dx1 (F.25)
= N (y1;Cµ¯1, s(R0 + CP¯1C>)). (F.26)
As in PSMF, we use the approximation CP¯1C> ≈ η1 ⊗ Id where η1 = Tr(R0 + C0P¯1C>0 )/d. We
write this as p˜(y1 | c, s) = N (y1;H1c, sG1) with H1 = µ¯>1 ⊗ Id and G1 = η1⊗ Id. We again assume
p˜(c | y1:0, s) = N (c; c0, sL0) using L0 = V0 ⊗ Id, such that
p˜(c, y1 | y1:0, s) = p˜(y1 | c, y1:0, s)p˜(c | y1:0, s) (F.27)
p˜(c, y1 | s) = p˜(y1 | c, s)p˜(c | s) (F.28)
= N (y1;H1c, sG1)N (c; c0, sL0) (F.29)
= N
([
c
y1
]
;
[
c0
H1c0
]
, s
[
L0 L0H
>
1
H1L0 H1L0H
>
1 +G1
])
(F.30)
Integrating out s in this expression gives
p˜(c, y1) = T
([
c
y1
]
;
[
c0
H1c0
]
,
[
L0 L0H
>
1
H1L0 H1L0H
>
1 +G1
]
, λ0
)
(F.31)
Conditioning on y1 and using Lemma 3 yields p˜(c | y1) = T (c; c1, L1, λ0 + d) with
c1 = c0 + L0H
>
1
[
H1L0H
>
1 +G1
]−1
(y1 −H1c0) (F.32)
L1 = φ1
(
L0H
>
1
[
H1L0H
>
1 +G1
]−1
H1L0
)
(F.33)
ϕ1 =
λ0 + (y1 −H1c0)>
[
H1L0H
>
1 +G1
]−1
(y1 −H1c0)
λ0 + d
. (F.34)
This is the robust PSMF dictionary update. We see that the mean is updated as in PSMF by
comparing to (B.1), and that the covariance update has an additional multiplicative factor ϕ1.
These expressions can be simplified by plugging in the definitions of L0, H1, and G1, as in Supp. B.
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Observe that p˜(c | y1) can no longer be written as an infinite scale mixture with scale variable s, as
they now differ in degrees of freedom. We will revisit this point below.
For the coefficient update we proceed analogously. First, note that
p˜(y1 |x0:1, s) =
∫
p(y1 | c, x0:1, s)p(c | y1:0, s) dc (F.35)
p˜(y1 |x1, s) =
∫
p(y1 | c, x1, s)p(c | s) dc (F.36)
=
∫
N (y1; (x>1 ⊗ Id)c, sR0)N (c; c0, sL0) dc (F.37)
= N (y1; (x>1 ⊗ Id)c0, s(R0 + x>1 V0x1 ⊗ Id)) (F.38)
As in the main text, we use the approximation x>1 V0x1 ≈ µ¯>1 V0µ¯1 and introduce
R¯0 = R0 + µ¯
>
1 V0µ¯1, (F.39)
such that p˜(y1 |x1, s) = N (y1;C0x1, sR¯0). We then find the joint distribution between x1 and y1
as follows
p˜(x1, y1 | y1:0, s) = p˜(y1 | y1:0, x1, s)p˜(x1 | y1:0, s) (F.40)
p˜(x1, y1 | s) = p˜(y1 |x1, s)p˜(x1 | s) (F.41)
= N (y1;C0x1, sR¯0)N (x1; µ¯1, sP¯1) (F.42)
= N
([
x1
y1
]
;
[
µ¯1
C0µ¯1
]
, s
[
P¯1 P¯1C
>
0
C0P¯1 C0P¯1C
>
0 + R¯0
])
. (F.43)
Integrating out s in this expression gives
p˜(x1, y1) = T
([
x1
y1
]
;
[
µ¯1
C0µ¯1
]
,
[
P¯1 P¯1C
>
0
C0P¯1 C0P¯1C
>
0 + R¯0
]
, λ0
)
. (F.44)
Conditioning on y1 and using Lemma 3 gives p(x1 | y1) = T (x1;µ1, P1, λ0 + d) with
µ1 = µ¯1 + P¯1C
>
0
[
C0P¯1C
>
0 + R¯0
]−1
(y1 − C0µ¯1) (F.45)
P1 = ω1
(
P¯1 − P¯1C>0
[
C0P¯1C
>
0 + R¯0
]−1
C0P¯1
)
(F.46)
ω1 =
λ0 + (y1 − C0µ¯1)>
[
C0P¯1C
>
0 + R¯0
]−1
(y1 − C0µ¯1)
λ0 + d
. (F.47)
This is the robust PSMF coefficient update. Again we see that the mean update for µ1 is the
same as in vanilla PSMF, while the covariance update has an additional multiplicative factor ω1.
By introducing ∆21 = (y1 − C0µ¯1)>
[
C0P¯1C
>
0 + R¯0
]−1
(y1 − C0µ¯1) we can simplify this factor to
ω1 = (λ0 + ∆
2
1)/(λ0 + d).
Finally, we can compute the posterior of the scale variable, s, using Bayes’ theorem,
p˜(s | y1) = p˜(y1 | s)p(s)
p˜(y1)
. (F.48)
We can obtain p˜(y1 | s) from (F.43), which yields
p˜(y1 | s) = N (y1;C0µ¯1, s(C0P¯1C>0 + R¯0)). (F.49)
Integrating out s gives p˜(y1) = T (y1;C0µ¯1, C0P¯1C>0 + R¯0, λ0). Thus, by Lemma 1 we have
p˜(s | y1) = IG(s; (λ0 + d)/2, (λ0 + ∆21)/2). (F.50)
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Having now observed y1, we proceed with the next iteration. Note that from the coefficient
update we have obtained p(x1 | y1) = T (x1;µ1, P1, λ0 + d). We can write this as a infinite
scale mixture by defining u ∼ IG(u; (λ0 + d)/2, (λ0 + d)/2) and introducing p(x1 | y1, u) =
N (x1;µ1, uP1). The model definitions give the coefficient dynamics in terms of s, as p(x2 |x1, s) =
N (x2; fθ(x1), sQ0). This can be written in terms of u by a simple change of variables u = ω−11 s
and using Lemma 2 and (F.50), since
p˜(x2 |x1, y1) =
∫
p(x2 |x1, s)p(s | y1) ds (F.51)
=
∫
N (x2; fθ(x1), sQ0)IG(s; (λ0 + d)/2, (λ0 + ∆21)/2) ds (F.52)
=
∫
N (x2; fθ(x1), u · ω1Q0)IG(u; (λ0 + d)/2, (λ0 + d)/2) du (F.53)
where we find p(x2 |x1, u) = N (x2; fθ(x1), u · ω1Q0). We then have that
p˜(x2 | y1, u) =
∫
p˜(x2 |x1, u)p˜(x1 | y1, u) dx1 (F.54)
=
∫
N (x2; fθ(x1), u · ω1Q0)N (x1;µ1, uP1) dx1, (F.55)
which we recognize to be analogous to (F.21). This expression also reveals how the noise
covariance Q0 is updated, as we may simply define Q1 = ω1Q0. This gives p˜(x2 | y1, u) =
N (x2; µ¯2, uP¯2) with µ¯2 and P¯2 analogous to µ¯1 and P¯1 above.
Similar reasoning can be applied to obtain the predictive distribution of y2. From the dictionary
update we have obtained p˜(c | y1) = T (c; c1, L1, λ0 +d), which we can also write as a scale mixture
with u as p˜(c | y1, u) = N (c; c1, uL1). The model definition gives p(y2 |x2, C, s) = N (y2;Cx2, sR0).
Again writing this in terms of u by using the change of variables u = ω−11 s and Lemma 2 and
(F.50), yields p(y2 |x2, C, u) = N (y2;Cx2, u · ω1R0). Combining these expressions gives
p˜(y2 | c, y1, u) =
∫
p˜(y2 |x2, C, u)p˜(c | y1, u) dc =
∫
N (y2; (x>2 ⊗ Id)c, u · ω1R0)N (c; c1, uL1) dc,
(F.56)
which is analogous to (F.37). We also see that we can define R1 = ω1R0 to update the measure-
ment noise covariance.
We observe in the above derivation that after completing an entire iteration we have obtained
a new scale variable u ∼ IG(u; (λ0 + d)/2, (λ0 + d)/2), and that we have found update rules
for the noise covariances Q and R. This procedure is repeated at every step, and we can
define appropriate notation for this process by setting s0 = s and s1 = u, and generally have
scale variables sk ∼ IG(sk;λk/2, λk/2) with λk = λk−1 + d. Thus, sk = ω−1k sk−1 with ωk =
(λk−1 + ∆2k)/(λk−1 + d), which corresponds to [53]. The noise covariances are clearly updated as
Qk = ωkQk−1 and Rk = ωkRk−1. Algorithm 2 summarizes the steps of robust PSMF, including
steps for parameter estimation using both the iterative and recursive approaches.
For completeness, we give the approximate negative marginal likelihood p˜θ(yk | y1:k−1), similar
to Sec. 3.2.5. It follows that
p˜θ(yk | y1:k−1) =
∫∫
p˜(yk | y1:k−1, c, sk−1)p˜(c | y1:k−1, sk−1) dcdsk−1 (F.57)
=
∫∫
N (yk;Hkc, sk−1Gk)N (c; ck−1, sk−1Lk−1) dcdsk−1 (F.58)
=
∫
N (yk;Hkck−1, sk−1(HkLk−1H>k +Gk)) dsk−1 (F.59)
= T (yk;Hkck−1, HkLk−1H>k +Gk, λk−1) (F.60)
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Algorithm 2 Iterative and recursive rPSMF
1: Initialize γ, θ0, C0, V0, µ0, P0, Q0, R0.
2: for i ≥ 1 do
3: C0 = CT , µ0 = µT , P0 = PT , V0 = VT .
4: for 1 ≤ k ≤ T do
5: Predictive mean of xk: µ¯k = fθi−1(µk−1) or µ¯k = fθk−1(µk−1)
6: Predictive covariance of xk
P¯k = FkPk−1F>k +Qk−1, where Fk =
∂f(x)
∂x
∣∣∣
x=µ¯k−1
7: Compute scaling factor for the dictionary update
ϕk =
λk−1
λk−1 + d
+
(yk − Ck−1µ¯k)>(yk − Ck−1µ¯k)
(λk−1 + d)(µ¯>k Vk−1µ¯k + ηk)
where ηk = Tr(Ck−1P¯kC>k−1 +Rk−1)/d.
8: Mean and covariance updates of the dictionary
Ck = Ck−1 +
(yk − Ck−1µ¯k)µ¯>k V >k−1
µ¯>k Vk−1µ¯k + ηk
and Vk = ϕk
(
Vk−1 − Vk−1µ¯kµ¯
>
k Vk−1
µ¯>k Vk−1µ¯k + ηk
)
9: Compute scaling factor for the coefficient update
ωk =
λk−1 + (yk − Ck−1µ¯k)>S−1k (yk − Ck−1µ¯k)
λk−1 + d
where Sk = Ck−1P¯kC>k−1 + R¯k−1 and R¯k−1 = Rk−1 + µ¯
>
k Vk−1µ¯k ⊗ Id.
10: Mean and covariance updates of coefficients
µk = µ¯k + P¯kC
>
k−1S
−1
k (yk − Ck−1µ¯k) and Pk = ωk(P¯k − P¯kC>k−1S−1k Ck−1P¯k)
11: Update noise covariances: Qk = ωkQk−1 and Rk = ωkRk−1
12: Update degrees of freedom: λk = λk−1 + d.
13: Parameter update: θk = θk−1 + γ∇ log p˜θ(yk|y1:k−1)
∣∣
θ=θk−1
. recursive version
14: Parameter update: θi = θi−1 + γ
∑T
k=1∇ log p˜θ(yk|y1:k−1)
∣∣
θ=θi−1
. . iterative version
With Hkck−1 = Ck−1µ¯k and HkLk−1H>k +Gk = (µ¯
>
k Vk−1µ¯k + ηk)⊗ Id where µ¯k = fθ(µk−1), we
find after a brief algebraic exercise that
− log p˜θ(yk | y1:k−1) c= d
2
log
(
‖fθ(µk−1)‖2Vk−1 + ηk
)
(F.61)
+
(
λk−1 + d
2
)
log
1 + ‖yk − Ck−1fθ(µk−1)‖2
λk−1
(
‖fθ(µk−1)‖2Vk−1 + ηk
)
 (F.62)
where c= again denotes equality up to terms independent of θ. Finally, we note that handling
missing values in rPSMF is straightforward and follows the same reasoning as for PSMF in Supp. E.
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(a) Observed time series (blue) with unob-
served future data (yellow) and the recon-
struction (red).
(b) True (blue) and predicted (red) sub-
space.
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Figure 2: Fitting rPSMF on synthetic data with t-distributed noise. Figure (a) illustrates
the fit to the observed and unobserved measurements. Figure (b) contains the true and
reconstructed subspace, and (c) shows the reconstruction error over outer iterations of
the iterative algorithm.
G Additional details for the experiments
G.1 Experiment 1
Optimization In this experiment, we have used the Adam optimizer [61]. In particular, instead
of implementing the gradient step (25), we replace it with the Adam optimizer. In order to do
so, we define the gradient as gi = ∇ log p˜θ(y1:n)
∣∣∣
θ=θi−1
. Upon computing the gradient gi, we first
compute the running averages
mi = β1mi−1 + (1− β1)gi (G.1)
vi = β2vi−1 + (1− β2)(gi  gi), (G.2)
which is then corrected as
mˆi =
mi
1− βi1
(G.3)
vˆi =
vi
1− βi2
. (G.4)
Finally the parameter update is computed as
θi = ProjΘ
(
θi−1 + γ
mˆi√
vˆi + 
)
, (G.5)
where Proj denotes the projection operator which constrains the parameter to stay positive in
each dimension where Θ = R+ × · · · × R+ ⊂ R6 which is implemented by simple max operators.
We choose the standard parameterization with γ = 10−3, β1 = 0.9, β2 = 0.999 and  = 10−8.
In these experiments we use an observed time series of length 500 and a series of unobserved
future data of length 250. Figure 2 corresponds to the figure in the main text, but additionally
shows how the underlying subspace is recovered and how the Frobenius norm between the
reconstructed data and the true data decreases with the number of iterations. Figure 3 shows a
similar result for the PSMF method on normally-distributed data.
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(a) Observed time series (blue) with unob-
served future data (yellow) and the recon-
struction (red).
(b) True (blue) and predicted (red) sub-
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(c) Reconstruction error ‖Y − CX‖2F .
Figure 3: Fitting PSMF on synthetic data with normally distributed noise. Figure (a)
illustrates the fit to the observed and unobserved measurements. Figure (b) contains
the true and reconstructed subspace, and (c) shows the reconstruction error over outer
iterations of the iterative algorithm.
G.2 Experiment 2
G.2.1 Data generation and the experimental setup
We generate periodic time series using pendulum differential equations as the true subspace. For
this experiment, we generate d = 20 dimensional data where d2 = 3 of them undergo a structural
change. In order to test the method, we generate 1000 synthetic datasets. One such dataset is
given in Fig. 4. We generate data with n = 1200 and use the data after the data point n0 = 400 to
estimate changepoints, as PSMF has to converge to a stable regime before it can be used to detect
changepoints. The true changepoint is at nc = 601.
G.2.2 The GP subspace model
In this subsection, we provide the details of the discretization of the Matérn-3/2 SDE. Particularly,
we consider the SDE [64]
dxi(t)
dt
= Fxi(t) +
[
0
1
]
wi(t) (G.6)
where xi(t) = [xi(t), dxi(t)/dt] and κ =
√
2ν/` and
F =
[
0 1
−κ2 −2κ
]
. (G.7)
Given a step-size γ, the SDE (G.6) can be written as a linear dynamical system
xi,k = Aixi,k−1 +Q
1/2
i ui,k (G.8)
where Ai = expm(γF ) where expm denotes the matrix exponential and Qi = P∞−AiP∞A>i and
P∞ =
[
σ2 0
0 3σ2/`2
]
. (G.9)
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Figure 4: One instance of the 1000 different synthetic datasets used in Sec. 4.2. The
dimensions which exhibit a structural change can be seen in black. The data contain
outliers and the true changepoint can be seen as marked by the vertical red line.
Finally, we construct our dynamical system as
xk = Axk−1 +Q1/2uk (G.10)
where xk = [x1,k, . . . , xr,k]> ∈ R2r and
A = Ir ⊗Ai and Q = Ir ⊗Qi. (G.11)
Using these system matrices, we define Hi = [1, 0] and H = Ir ⊗ Hi and finally define the
probabilistic model
p(C) =MN (C;C0, Id, V0), (G.12)
p(x0) = N (x0;µ0, P0), (G.13)
p(xk|xk−1) = N (xk;Axk−1, Q), (G.14)
p(yk|xk, C) = N (yk;CHxk, R). (G.15)
Inference in this model can be done via a simple modification of the Algorithm 1 where H matrix
is involved in the computations. Figure 5 illustrates the learned GP features r = 4 and two change
points.
H Convergence discussion
To gain insights in the convergence of our method, we have designed a simplified setup where the
latent state trajectory is a one-dimensional random walk and observations are four-dimensional,
and we have simulated a dataset consisting of size 1,000 where C ∈ R4. We run the KF with the
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Figure 5: An illustration of the learned GP features vs. true changepoints for r = 4 and
two changepoints.
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Figure 6: (a) Convergence of the approximate posterior and true posterior (with true C?)
in averaged Wasserstein distance for iterative PSMF. (b) Convergence of the mean Ck to
C?. (c) Filter estimates given by the iterative PSMF and the optimal filter.
ground-truth value C?. We also run the iterative PSMF which also estimates C as well as the
hidden states. We have computed the distance between the sequence of optimal (Gaussian) filters
constructed by the KF and the filters of the iterative PSMF in terms of the averaged Wasserstein
distance over the path:
W 2(t) :=
1
t
t∑
k=1
W2(p?(xk|y1:k), p˜(xk|y1:k)). (H.1)
We observe that the distance between the optimal and approximate filters over the entire path is
uniformly bounded (see Fig. 6(a)). We also observe that Ck → C? for this case, see Fig. 6(b) and
show the mean estimates are sufficiently close (Fig. 6(c)).
More precisely, we simulate the following state-space model
p(x0) = N (x0;µ0, P0), (H.2)
p(xk|xk−1) = N (xk;xk−1, Q), (H.3)
p(yk|xk, C?) = N (yk;C?xk, R), (H.4)
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where C? ∈ R4 and xk ∈ R, which leads to yk ∈ R4. In this case, the identifability problem is
alleviated since C? is a vector and we can test empirically whether the posterior provided by the
PSMF for the states p(xk|y1:k) converges to the true posterior of the states p?(xk|y1:k).
Note that, the PSMF provides the filtering distribution of states as a Gaussian
p˜(xk|y1:k) = N (xk;µk, Pk) (H.5)
where µk, Pk are defined within Algorithm 1. Since the data is generated from the model using
C?, we also compute the optimal Kalman filter with C? which we denote as p?(xk|y1:k). In order
to test the convergence between the approximate filter provided by the PSMF p˜(xk|y1:k) and the
true filter p?(xk|y1:k), we use the Wasserstein-2 distance which is defined as
W2(µ, ν) = inf
Γ∈C(µ,ν)
∫∫
‖x− y‖2Γ( dx, dy) (H.6)
where C(µ, ν) is the set of couplings whose marginals are µ and ν respectively. This Wasserstein-
2 distance can be computed in closed form for two Gaussians, e.g., for µ = N (µ1,Σ1) and
ν = N (µ2,Σ2), we have
W2(µ, ν)
2 = ‖µ1 − µ2‖2 + Tr(Σ1 + Σ2 − 2(Σ1/22 Σ1Σ1/22 )1/2). (H.7)
Hence, for a given sequence of filters (p˜(xk|y1:k))k≥1 and (p?(xk|y1:k))k≥1, we define the averaged
Wasserstein distance for time t as
W 2(t) =
1
t
t∑
k=1
W2(p˜(xk|y1:k), p?(xk|y1:k)). (H.8)
One can see from Fig. 6 that limt→∞W 2(t) <∞ which implies that a convergence result can be
proven for our method. We leave this exciting direction to future work.
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