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KURZFASSUNG
Der europa¨ische Standard fu¨r Bu¨ndelfunksysteme Terrestrial Trunked Ra-
dio (TETRA) stellt eine rein digitale Informationstechnologie fu¨r schmal-
bandige Sprach- und Datenu¨bertragung dar. TETRA setzt einen neuen
Maßstab hinsichtlich der Effizienz von sicherheitsrelevanten und gescha¨ftli-
chen Telekommunikationsanwendungen.
TETRA ist vor Allem aufgrund seiner fortgeschrittenen Abho¨r-, Sto¨r-
und Manipulationssicherheit fu¨r Beho¨rden und Organisationen mit Sicher-
heitsaufgaben (BOS) von großer Bedeutung. Zusa¨tzlich sind TETRA-Sys-
teme mit dem Gruppenrufdienst und der Mo¨glichkeit, Funkverbindungen
ohne Netzinfrastruktur unterhalten zu ko¨nnen (Walkie-Talkie-Betrieb), fu¨r
den Einsatz bei der Polizei, der Feuerwehr, den Rettungsdiensten, etc. be-
sonders geeignet.
TETRA-Netze stehen sowohl in Europa als auch in Asien kurz vor der
Implementierung. Da Investitionen von mehreren Mrd. Euro bevorstehen,
ist eine genaue Kenntnis der technischen Leistungsmerkmale TETRAs fu¨r
die Netzplanung und den Netzbetrieb notwendig.
Umfassend die Leistungsfa¨higkeit von TETRA-Systemen zu bewerten,
ist das Ziel dieser Arbeit. Um diese Bewertung mit formalen, objektorien-
tierten Methoden durchfu¨hren zu ko¨nnen, wurden im Rahmen dieser Arbeit
Methoden und Werkzeuge fu¨r die stochastische, ereignisorientierte Simula-
tion, insbesondere von TETRA-Systemen, entwickelt.
Zur simulativen Untersuchung auf Systemebene wird eine TETRA-Zelle
mit einem Ring von sechs Gleichkanalsto¨rerzellen herangezogen. In die-
sen Zellen befinden sich Mobil- und Basisstationen, deren Protokollstapel
Voice plus Data (V+D) und Packet Data Optimised (PDO) in der formalen
Beschreibungssprache Specification and Description Language (SDL) spezi-
fiziert vorliegen.
In Hochlastszenarien wird unter Beru¨cksichtigung von Gleichkanalsto¨-
rungen ermittelt, welche Bedeutung die Parameter des TETRA-Zufallszu-
griffs haben und wie sich an TETRA angepasste Kollisionsauflo¨sungsalgo-
rithmen und Reservierungszuteilungsstrategien auf Verkehrs- und Dienst-
gu¨te, Durchsatz, Paketverzo¨gerung und Gespra¨chsaufbauzeit auswirken.
ABSTRACT
The European trunked radio standard Terrestrial Trunked Radio (TETRA)
is a pure digital information technology usable for small band voice and data
transmissions. TETRA marks a new milestone regarding the efficiency of
security and business related telecommunication applications.
Due to its advanced capability to shield off interception, jamming, and
manipulation, TETRA is especially of great intererst for public safety or-
ganisations. Additionally, TETRA systems are well suited to police forces,
fire brigades, rescue services, etc., because of its group call services and the
possibility to maintain radio connections without a network infractructure
(walkie talkie mode).
TETRA networks are about to be implemented in Europe and Asia.
Owing to forthcoming investments of several billions of Euros, an exact
knowledge of the technical features of TETRA is essential for network plan-
ning and maintenance.
It is the main goal of this thesis to evaluate the performance of TETRA
systems. In order to carry out these assessments with the help of formal, ob-
ject-oriented methods, new tools and methods have been developed as part
of this thesis for stochastic, event-driven simulations, especially of TETRA
systems.
Simulations at system level use one TETRA cell and a ring of six co-
channel interferer cells. The protocol stacks Voice plus Data (V+D) and
Packet Data Optimised (PDO) of the mobile and base stations located in
these cells are formally specified in the Specification and Description Lan-
guage (SDL).
The meaning of the parameters of the TETRA random access is exam-
ined in hot spot scenarios under consideration of co-channel interference.
Furthermore, the effect of collision resolution algorithms and reservation al-
location strategies adapted to TETRA is investigated with regard to grade
of service, quality of service, throughput, packet delay, and call setup time.
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KAPITEL 1
Einleitung
D er europa¨ische Standard fu¨r Bu¨ndelfunksysteme Terrestrial TrunkedRadio (TETRA) wurde vom European Telecommunications Standards
Institute (ETSI) entwickelt und stellt eine rein digitale Informationstechno-
logie fu¨r schmalbandige Sprach- und Datenu¨bertragung dar, vgl. Anh. A.6,
S. 230. TETRA setzt einen neuen Maßstab hinsichtlich der Effizienz von
sicherheitsrelevanten und gescha¨ftlichen Telekommunikationsanwendungen.
Fu¨r viele Firmen ero¨ffnen sich z. B. durch die Mo¨glichkeit des Grup-
penrufs bei der Steuerung von Fahrzeugflotten neue Rationalisierungspo-
tenziale. Datenu¨bertragung kann eingesetzt werden, um den Außendienst
von Wartungs- und Servicefirmen zu optimieren oder um in der Telemetrie
mobil Messdaten zu erfassen. Da keine gespra¨chsabha¨ngigen sondern nur
monatliche Grundgebu¨hren anfallen, bedeutet dies einen weiteren großen
Vorteil von Bu¨ndelfunksystemen.
Neben dem herstellerunabha¨ngigen Betrieb von Endgera¨ten in einem
TETRA-Netz und der Mo¨glichkeit der Kommunikation mit Teilnehmern
anderer TETRA-Netze und anderer o¨ffentlicher und privater Netze, wie
z. B. das o¨ffentliche Telefonnetz, ist TETRA vor allem aufgrund seiner fort-
geschrittenen Abho¨r-, Sto¨r- und Manipulationssicherheit fu¨r Beho¨rden und
Organisationen mit Sicherheitsaufgaben (BOS) von großer Bedeutung. Die
Polizei, die Feuerwehr, Rettungsdienste und auch das Milita¨r ko¨nnen ihre
eigenen Verschlu¨sselungsalgorithmen und deren Parameter definieren und
falls notwendig wa¨hrend des Netzbetriebs vera¨ndern.
TETRA-Netze sind zusa¨tzlich fu¨r BOS von großem Interesse, da es
bei TETRA mobilen Endteilnehmern gestattet ist, direkte Funkverbindun-
gen zueinander aufzubauen, ohne auf eine Infrastruktur angewiesen zu sein
(Walkie-Talkie-Betrieb, Direct Mode (DM)). BOS stellen im Vergleich zu
kommerziellen Nutzern erho¨hte Anforderungen an ein TETRA-Netz in Be-
zug auf Ausfallwahrscheinlichkeit, Gespra¨chsaufbauzeiten und grenzu¨ber-
schreitende Funkversorgung vor allem in du¨nnbesiedelten Gebieten, inner-
halb von Geba¨uden und besonders am Zellrand.
2 1. Einleitung
Nach mehreren Feldversuchen stehen eine Vielzahl von europa¨ischen
Staaten kurz davor, am Anfang des 21. Jahrhunderts nationale TETRA-
Netze fu¨r BOS mit Pilotfunktion fu¨r das außereuropa¨ische Ausland, insbe-
sondere fu¨r den asiatischen und australischen Raum, zu implementieren. Da
Investitionen von mehreren Mrd. Euro bevorstehen, ist eine genaue Kennt-
nis der technischen Leistungsmerkmale TETRAs fu¨r die Netzplanung und
den Netzbetrieb notwendig.
Umfassend die Leistungsfa¨higkeit von TETRA-Systemen zu bewerten,
ist das Ziel dieser Arbeit. Um diese Bewertung mit formalen, objektorien-
tierten Methoden durchfu¨hren zu ko¨nnen, wurden im Rahmen dieser Arbeit
Methoden und Werkzeuge fu¨r die stochastische, ereignisorientierte Simula-
tion, insbesondere von TETRA-Systemen, entwickelt.
1.1 Kapitelu¨bersicht
In Kap. 2, S. 5, wird der Leser zuerst in die Gru¨nde fu¨r die technische
Entwicklung vom analogen Betriebsfunk zum digitalen Bu¨ndelfunk einge-
fu¨hrt. Anschließend wird nach einer allgemeinen Einfu¨hrung in das di-
gitale Bu¨ndelfunksystem TETRA der Aufbau der beiden Protokollstapel
TETRAs V+D und PDO umfassend erla¨utert. Großes Augenmerk wird
hierbei auf Dienstelemente, Datenstrukturen und Zustandsdiagramme der
einzelnen Teilschichten gelegt. Besonders detailliert wird auf die Zufallszu-
griffsprozeduren der beiden Protokollstapel eingegangen, da sie die Grund-
lage fu¨r die Untersuchungen in den darauffolgenden Kapiteln darstellen. In
Anh. A, S. 219, sind die einzelenen Dokumente des TETRA-Standards auf-
gefu¨hrt.
Protokolle komplexer Kommunikationssysteme werden mit Hilfe von for-
malen Beschreibungstechniken spezifiziert. In Kap. 3, S. 87, wird der ob-
jektorientierte Softwareentwurf von Kommunikationssystemen unter Ver-
wendung der formalen Beschreibungssprache Specification and Description
Language (SDL) vorgestellt. Die Erweiterung dieses Entwurfsprozesses um
den Aspekt der Leistungsbewertung ist ein wesentlicher Teil dieser Arbeit.
Die beiden Protokollstapel von TETRA, V+D und PDO, definieren
keine Algorithmen fu¨r die Auflo¨sung von Kollisionen beim Zufallszugriff,
d. h. beim Wettbewerb um Betriebsmittel. In Kap. 4, S. 95, werden aus
der Literatur bekannte Algorithmen und deren Anpassung an die TETRA-
spezifischen Eigenheiten des Zufallszugriffs vorgestellt, die mit der Absicht
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entwickelt wurden, das Slotted-ALOHA (S-ALOHA)-Verfahren zu stabilisie-
ren und dabei gleichzeitig Durchsatz und Paketverzo¨gerung zu optimieren.
Ausgehend von einem Modell fu¨r die Ermittlung des mittleren Durch-
satzes und der mittleren Paketverzo¨gerung eines S-ALOHA-Systems bei
endlicher Teilnehmerzahl und einem Modell fu¨r die Berechnung der War-
tewahrscheinlichkeit in einem TETRA-System wird in Kap. 5, S. 109, die
mo¨gliche bedienbare maximale Teilnehmerzahl bei TETRA-Systemen abge-
scha¨tzt.
Ziel der Entwicklungsumgebung SDL Performance Evaluation Environ-
ment and Tools (SPEET) ist der Entwurf und die Leistungsbewertung
komplexer, formal in SDL spezifizierter Kommunikationssysteme in einer
fru¨hen Phase ihrer Entwicklung mit Hilfe von Simulation und Emulation,
vgl. Kap. 6, S. 137. Die programmtechnische Grundlage der SPEET-Um-
gebung stellt die C++-Klassenbibliothek SDL Performance Evaluation En-
vironment and Tools Class Library (SPEETCL) dar, vgl. Kap. 7, S. 155.
Sie wurde fu¨r die stochastische, ereignisorientierte Simulation entwickelt.
Die Klassenhierarchie und die Funktionalita¨t der einzelnen Klassen sind in
Anh. C, S. 245, dokumentiert. SDL-Spezifikationen nach C++ auf das SDL-
Laufzeitsystem der SPEETCL umzusetzen, ist die Aufgabe des in Kap. 8,
S. 163, beschriebenen Codegenerators.
In Kap. 9, S. 169, wird beschrieben, auf welche Weise Fehlermusterda-
teien zur Protokollsimulation hergestellt wurden, um untersuchen zu ko¨n-
nen, wie sich TETRA-Systeme bei gesto¨rter U¨bertragung in einem mehr-
zellularen Netz verhalten. Die ermittelten Paket- und Bitfehlerverha¨ltnisse
sind in Anh. D, S. 261, abha¨ngig vom Kanaltyp und der Zellgruppengro¨ße
aufgefu¨hrt. Mit Hilfe dieser Fehlermusterdateien werden in Kap. 10, S. 193,
U¨bertragungsfehler auf Paketebene nachgebildet und das Verhalten der Kol-
lisionsauflo¨sungsalgorithmen bei gesto¨rter U¨bertragung in einem Hochlast-
verkehrsszenarium unter Variation der Parameter der TETRA-Protokoll-
stapel untersucht. Typische Verkehrslastszenarien sind in Anh. B, S. 237,
aufgefu¨hrt.
1.2 Lesehinweise
Zu Beginn eines jeden Kapitels befindet sich ein Inhaltsverzeichnis zusam-
men mit dieses Kapitel charakterisierenden Schlu¨sselwo¨rtern. Eine Kurzbe-
schreibung des Kapitels schließt sich diesen jeweils an. Abku¨rzungen werden
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bei ihrer ersten Verwendung ausgeschrieben und ko¨nnen im Abku¨rzungsver-
zeichnis ab S. 303 nachgeschlagen werden. Die Liste der Formelzeichen ab
S. 287 beinhaltet nicht nur alle in Formeln eingesetzten Bezeichner, sondern
auch neben deren Bedeutung, den zugeordneten Einsatzbereich und den Ort
ihrer ersten Erwa¨hnung.
Das Literaturverzeichnis ist zweigeteilt in ein Verzeichnis unvero¨ffent-
lichter und eines vero¨ffentlichter Quellen. Beide Verzeichnisse sind kom-
mentiert, d. h. mit kurzen Inhaltsangaben versehen. Ferner wird in den
einzelnen Eintra¨gen auf die Seite des Zitats im Text und auf eine Bezugs-
mo¨glichkeit im Internet hingewiesen.
Alle zitierten Personen sind im Namensverzeichnis aufgefu¨hrt. Das Glos-
sar erla¨utert kurz die vom Autor als besonders wichtig erachteten Begriffe.
Große Sorgfalt wurde darauf verwendet, ein vollsta¨ndiges Stichwortverzeich-
nis zu erstellen. Es wird dem Leser geraten, dieses intensiv zu nutzen. Es
wurde in der ganzen vorliegenden Arbeit versucht, immer dort, wo es mo¨g-
lich erschien, deutsche Begriffe anstatt englischer zu verwenden. Bei der
erstmaligen Verwendung wird der englische Begriff ebenfalls erwa¨hnt. An-
sonsten sei auf das Stichwortverzeichnis verwiesen. Die Verzeichnisse aller
Tabellen und Abbildungen vervollsta¨ndigen den Anhang.
1.3 Bezugsmo¨glichkeiten
Eine vollsta¨ndige elektronische Version dieser Dissertation im Portable Do-
cument Format (PDF) ist unter http://www.steppler.de verfu¨gbar. Der
Autor ist per E-Mail unter martin@steppler.de erreichbar. Diese und wei-
tere elektronische Dissertationen der RWTH Aachen werden von der Hoch-
schulbibliothek unter http://www.bth.rwth-aachen.de/ediss/ediss.html ver-
o¨ffentlicht. Diese Arbeit ist in Buchform als Band der Reihe Aachener
Beitra¨ge zur Mobil- und Telekommunikation (ABMT) u¨ber den Wissen-
schaftsverlag Mainz (http://www.verlag-mainz.de) erha¨ltlich.
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I n diesem Kapitel wird der Leser zuerst in die Gru¨nde fu¨r die technischeEntwicklung vom analogen Betriebsfunk zum digitalen Bu¨ndelfunk ein-
gefu¨hrt, vgl. Abs. 2.1. Anschließend wird nach einer allgemeinen Einfu¨hrung
in das digitale Bu¨ndelfunksystem TETRA der Aufbau der beiden Protokoll-
stapel TETRAs V+D, vgl. Abs. 2.6, S. 18, und PDO, vgl. Abs. 2.7, S. 61,
umfassend erla¨utert. Großes Augenmerk wird hierbei auf Dienstelemente,
Datenstrukturen und Zustandsdiagramme der einzelnen Teilschichten ge-
legt. Besonders detailliert wird auf die Zufallszugriffsprozeduren der beiden
Protokollstapel eingegangen, da sie die Grundlage fu¨r die Untersuchungen
in den darauffolgenden Kapiteln darstellen.
2.1 Die technische Entwicklung vom analogen Betriebs-
funk zum digitalen Bu¨ndelfunk
Neben dem o¨ffentlichen Funktelefondienst und dem Funkrufdienst beste-
hen weitere Funkdienste, die nicht o¨ffentlich zuga¨nglich sind. Es werden
von diesen mit nichto¨ffentlicher beweglicher Landfunk (no¨bL) bezeichne-
ten Funkdiensten Frequenzen verwendet, die nicht von der O¨ffentlichkeit,
sondern nur von spezifischen Anwendern bzw. Anwendergruppen benutzt
werden.
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Zu dem wohl bekanntesten no¨bL-Funkdienst za¨hlt der seit vielen Jah-
ren von Großunternehmen wie Fluggesellschaften, Taxi- und Transportun-
ternehmen, Bahnen, Ha¨fen oder in Beho¨rden und Organisationen mit Si-
cherheitsaufgaben (BOS) verwendete Betriebsfunk. Kennzeichen bisheriger
Betriebsfunksysteme ist, dass sie u¨ber einen Funkkanal verfu¨gen, der exklu-
siv von allen mobilen Endstellen einer Anwendergruppe gemeinsam genutzt
wird. Analysiert man die konventionellen Betriebsfunksysteme, so offenba-
ren sich aus der Sicht von Kunden und Betreibern folgende Schwachstellen:
 feste Funkkanalvergabe fu¨hrt in Ballungsgebieten durch eine zu große
Anzahl von Betriebsfunkteilnehmern zu einer Frequenzu¨berlastung,
 zu kleine Funkversorgungsgebiete,
 Mitho¨rmo¨glichkeit fu¨r Unbefugte,
 keine Verbindung zu o¨ffentlichen Fernmeldenetzen,
 eingeschra¨nkte Unterstu¨tzung von Sprach- und Datenu¨bertragung.
Die Frequenzu¨berlastung war der wesentliche Grund, u¨ber neue Funksy-
steme und -infrastrukturen nachzudenken. Das Ergebnis sind die als Nach-
folgesystem fu¨r den Betriebsfunk eingefu¨hrten Bu¨ndelfunksysteme (Trunked
Mobile Radio System).
Obwohl Bu¨ndelfunksysteme das verfu¨gbare Frequenzspektrum nicht er-
weitern ko¨nnen, tragen sie durch Optimierung der Frequenzausnutzung und
durch Erho¨hung der Kanalnutzung zur Verbesserung der Dienstgu¨te sowohl
fu¨r Endverbraucher als auch Netzbetreiber bei. Der Fortschritt bei der Bu¨n-
delfunktechnik besteht darin, den Anwendergruppen jeweils nicht nur einen
Kanal wie beim Betriebsfunk, sondern vielen Teilnehmern gemeinsam ein
Kanalbu¨ndel zur Verfu¨gung zu stellen.
Der Kanal wird dem Benutzer vom System nur bei Bedarf zugeordnet
und anschließend sofort wieder entzogen. Wa¨hrend beim Betriebsfunk ein
Benutzer warten musste, bis ein seiner Anwendergruppe zugeordneter Kanal
freigegeben wurde, kann der Bu¨ndelfunkbenutzer sprechen, sobald irgend-
ein beliebiger Kanal des Kanalbu¨ndels frei ist. Beim Bu¨ndelfunk wird das
Verkehrsaufkommen gleichma¨ßig auf alle verfu¨gbaren Funkkana¨le aufgeteilt,
wobei die Bu¨ndelung der Kana¨le einen Bu¨ndelungsgewinn erzielt, d. h. die
Verlustwahrscheinlichkeit pv wird mit steigender Kanalzahl im Bu¨ndel und
konstanter Auslastung je Kanal immer kleiner (Walke, 2001b, Anh. A.2).
Der tragbare Verkehr in Erlang/MHz, d. h. die Frequenzo¨konomie, steigt mit
der Bu¨ndelsta¨rke. Neben der Frequenzo¨konomie haben Bu¨ndelfunksysteme
weitere Vorteile:
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 geringerer Installationsaufwand verglichen mit getrennten Funkzen-
tralen,
 Funkversorgungsgebiete entsprechend den wirtschaftlichen Aktions-
ra¨umen,
 ho¨here Reichweite,
 kein unerwu¨nschtes Mitho¨ren durch andere,
 Erho¨hung der Verfu¨gbarkeit durch bedarfsgerechte Zuteilung der Ka-
na¨le,
 optionaler Zugang zum o¨ffentlichen Telefonnetz,
 erweitertes Dienstleistungsangebot durch Selektivruf, variablen Grup-
penruf und Priorita¨tsgespra¨che,
 Verbesserung der Verkehrsgu¨te bei Sprach- und Datenu¨bertragung
und
 geordneter Warteschlangenbetrieb.
Fu¨r den nicht-o¨ffentlichen Bu¨ndelfunk der BOS wird auch die Bezeich-
nung Private Mobile Radio (PMR) verwendet. Im Gegensatz hierzu wird
der durch kommerzielle Netzbetreiber zur Verfu¨gung gestellte, fu¨r Firmen
frei zuga¨ngliche Bu¨ndelfunk Public Access Mobile Radio (PAMR) genannt.
Als Oberbegriff fu¨r den BOS-Funk (PMR) und den Betriebsfunk (PAMR)
hat sich die Bezeichnung Profifunk (Professional Mobile Radio, PMR) her-
ausgebildet.
2.2 Die Protokollfamilien des TETRA-Standards
Trotz der europaweiten Einfu¨hrung des Global System for Mobile Commu-
nication (GSM) wird erwartet, dass die Teilnehmerzahl fu¨r Bu¨ndelfunksy-
steme stetig anwachsen wird, wobei man bis zum Jahr 2006 mit ungefa¨hr
1 Mio. Teilnehmern allein beim BOS-Funk in Deutschland rechnet.
Auf dem vom britischen Ministerium fu¨r Post und Telekommunikation
(Ministry of Post and Telecommunication, MPT) entwickelten Bu¨ndelfunk-
standard MPT 1327/1343 basieren die analogen Bu¨ndelfunknetze der ersten
Generation.
Keines dieser auf dem Markt existierenden Bu¨ndelfunksysteme der er-
sten Generation bietet ein ausreichendes Angebot an Sprach- und Daten-
diensten oder ist technisch geeignet, die erwartete Teilnehmerzahl zu bedie-
nen. Zur Harmonisierung des europa¨ischen Bu¨ndelfunkmarktes und unter
Beru¨cksichtigung dieser Faktoren beschloss das ETSI im Jahre 1988, einen
8 2. Das Bu¨ndelfunksystem TETRA
Standard fu¨r ein digitales, paneuropa¨isches Bu¨ndelfunknetz zu erarbeiten.
Der erste Arbeitstitel fu¨r dieses von dem Technischen Subkomitee Radio
Equipment and Systems (RES) 06 entwickelte System war Mobile Digital
Trunked Radio System (MDTRS). Ende 1991 wurde fu¨r MDTRS aber der
neue Begriff Trans-European Trunked Radio (TETRA) eingefu¨hrt. Um den
Anspruch auf einen weltweiten Standard fu¨r Bu¨ndelfunksysteme zu unter-
streichen, steht das Ku¨rzel TETRA heute fu¨r Terrestrial Trunked Radio.
Fu¨r TETRA sind zwei Familien von Standards erarbeitet worden:
 Sprache und Daten (Voice plus Data, V+D) und
 optimierte Datenu¨bertragung (Packet Data Optimised , PDO).
Im Anhang sind in Tab. A.6, S. 230, die vom RES 06-Subkomitee erstell-
ten Dokumente des TETRA-Standards aufgefu¨hrt.
Der V+D-Standard ist als Nachfolger der bestehenden Bu¨ndelfunknetze
der 1. Generation gedacht, wa¨hrend der PDO-Standard ein Paketfunksy-
stem der 2. Generation definiert. Beide Standards benutzen dieselbe Bit-
u¨bertragungstechnik und weitgehend dasselbe Sende- und Empfangsgera¨t.
Europaweite Standardisierung erzwingt Interoperabilita¨t, d. h. Herstel-
lerunabha¨ngigkeit der Endgera¨te des TETRA-Netzes, sowie Interworking
zwischen verschiedenen TETRA-Netzen und den Festnetzen. Lokale und
regionale Sprach- und Datenfunkanwendungen werden durch ein europa¨i-
sches Bu¨ndelfunksystem ersetzt, das alle Sprach- und Datendienste abdeckt
und den heutigen Anforderungen bezu¨glich Bitrate und U¨bertragungsverzo¨-
gerung genu¨gt. Flottenmanagement, Telemetrie, Einsatz bei Servicefirmen
und Kommunikation bei BOS geho¨ren zu den Hauptanwendungsgebieten
von TETRA.
Um eine breite Durchsetzung des ETSI-TETRA-Standards im europa¨i-
schen Markt zu ermo¨glichen, wurden Netzbetreiber, Gesetzgeber, Hersteller
und Benutzer in die Standardisierung einbezogen. Ende des Jahres 1996 wa-
ren die ersten TETRA-Produkte verfu¨gbar.
2.3 Technische Daten
Das Bu¨ndelfunksystem TETRA kann als ein- oder mehrzelliges Netz einge-
setzt werden. Da die Endgera¨te eine Sendeleistung von 1 W, 3 W oder 10 W
haben, ist der maximale Zellradius fu¨r la¨ndliche Gebiete auf 25 km begrenzt.
Als Frequenzba¨nder sind fu¨r die Aufwa¨rtsstrecke (Uplink , UL) bzw. die Ab-
wa¨rtsstrecke (Downlink , DL) vier Bereiche zwischen 380 MHz und 470 MHz
bzw. 870 MHz bis 933 MHz vergeben worden, vgl. Tab. 2.1, S. 9. Es wird
außerdem untersucht, Frequenzen im 1,8 GHz-Band zu verwenden.
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Tabelle 2.1: Technische Daten des Bu¨ndelfunksystems TETRA
Frequenzen (MHz) UL: 380–390, DL: 390–400; UL: 410–420, DL: 420–430
UL: 450–460, DL: 460–470; UL: 870–888, DL: 915–933
Kanalraster (kHz) 25
Modulation pi/4-DQPSK
Bitrate 36 kbit/s brutto, 19,2 kbit/s netto (im 25 kHz-Kanal)
Kana¨le/Tra¨ger V+D: 4 TDMA-Sprach- oder Datenkana¨le
pro 25 kHz
PDO: Statistischer Mehrfachbetrieb von Paketen
Zugriffsverfahren V+D: TDMA mit S-ALOHA auf dem Zufallszu-
griffskanal (mit Reservierung bei Paketdaten)
PDO: S-ALOHA mit Reservierung bzw. DSMA
je nach Verkehrslast
Rahmenstruktur V+D: 14,17 ms pro Zeitschlitz; 4 Zeitschlitze pro
Rahmen; 18 Rahmen pro Multirahmen;
60 Multirahmen pro Hyperrahmen;
Zeitschlitzla¨nge: 510 bit
PDO: UL und DL benutzen Blo¨cke der La¨nge
124 bit, die durch FEC mit Coderate 2/3
gesichert sind; kontinuierliche U¨bertragung
auf dem DL, diskontinuierliche U¨bertragung
auf dem UL
Nachbarkanalschutz -60 dBc
Verbindungsaufbau < 300 ms kanalvermittelt
< 1 s Gespra¨chswiederherstellung
< 2 s verbindungsorientiert
U¨bertragungsver- V+D: Bei einem 100 byte-Referenzpaket
zo¨gerung < 500 ms bei verbindungsorientiertem
Dienst
< 3–10 s bei verbindungslosem Dienst ab-
ha¨ngig von der U¨bertragungs-
priorita¨t,
PDO: < 100 ms bei 128 byte-Nachricht
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In Deutschland ist das erste Frequenzband (UL: 380 MHz–390 MHz, DL:
390 MHz–400 MHz) fu¨r das Milita¨r und BOS reserviert (Walke et al., 1998;
Kruse, 1993; Marten, 1998 bzw. 1999; Pernsteiner, 1992), wa¨hrend das
zweite Frequenzband fu¨r o¨ffentliche und private Bu¨ndelfunknetze privater
Netzbetreiber Verwendung findet (UL: 410 MHz–420 MHz, DL: 420 MHz–
430 MHz). Das dritte Frequenzband (UL: 450 MHz–460 MHz, DL: 460 MHz–
470 MHz) wird z. Z. noch vom analogen C-Netz der Deutsche Telekom Mo-
bilNet GmbH belegt. Am 900 MHz-Band (UL: 870 MHz–888 MHz, DL:
915 MHz–933 MHz) haben die Betreiber bisheriger analoger und zuku¨nf-
tiger Bu¨ndelfunksysteme aufgrund der anderen Funkausbreitungsbedingun-
gen gegenu¨ber den 400 MHz-Ba¨ndern wenig Interesse gezeigt, so dass auch
Hersteller von TETRA-Netzkomponenten dieses Band nur teilweise unter-
stu¨tzen. Als Reaktion hierauf ist die Vergabe von Lizenzen in diesem Band
durch die Regulierungsbeho¨rde fu¨r Telekommunikation und Post (RegTP)
unsicher.
Das TETRA-System benutzt das pi/4-differentielle, quaterna¨re Phasen-
umtastverfahren (pi/4-Differential Quaternary Phase Shift Keying , pi/4-DQ-
PSK) (Proakis, 1995) zur Modulation und bietet eine Bruttobitrate von
36 kbit/s in einem 25 kHz-Kanal an. Bei einer mittleren Dienstgu¨te der
Kanalcodierung liegt die Nettobitrate bei 19,2 kbit/s. Ohne Kanalcodie-
rung kann die maximale Nettobitrate von 28,8 kbit/s erreicht werden, vgl.
Tab. 2.2, S. 13. Pro Tra¨ger stehen bei V+D vier Time Division Multiple
Access (TDMA)-Sprach- oder Datenkana¨le zur Verfu¨gung, bei PDO wird
auf kanalvermittelte Kommunikation verzichtet und stattdessen statistischer
Mehrfachbetrieb der Pakete verwendet.
Slotted-ALOHA (S-ALOHA) mit Reservierung bei Paketdatenu¨bertra-
gung wird als Zugriffsverfahren bei V+D verwendet. Bei PDO kann zwi-
schen den Zugriffsverfahren S-ALOHA mit Reservierung und Data Sense
Multiple Access (DSMA) abha¨ngig von der Verkehrslast gewa¨hlt werden.
Die Rahmenstruktur besteht bei V+D aus vier 510 bit-Zeitschlitzen pro
Rahmen, 18 Rahmen pro Multirahmen und 60 Multirahmen pro Hyper-
rahmen, der die gro¨ßte zeitliche Einheit darstellt und ungefa¨hr eine Minute
dauert, vgl. Abs. 2.6.2.1.2, S. 21.
Beim PDO-Protokoll betra¨gt die La¨nge der Informationsblo¨cke 124 bit,
die durch eine Faltungscodierung mit der Rate 2/3 geschu¨tzt werden und
auf der Abwa¨rtsstrecke kontinuierlich, auf der UL diskontinuierlich u¨ber-
tragen werden. Der genaue Ablauf der Kanalcodierung ist fu¨r V+D in
Abs. 2.6.4.1.1, S. 34, und fu¨r PDO in Abs. 2.7.1.2.7, S. 82, dargestellt.
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Der Aufbau einer Verbindung soll bei Kanalvermittlung 300 ms und bei
verbindungsorientierter U¨bertragung von Paketdaten (Connection Oriented
Network Service, CONS) 2 s nicht u¨berschreiten. Die U¨bertragungsverzo¨-
gerung eines 100 byte-Referenzpaketes bei verbindungsorientierter U¨bertra-
gung soll bei V+D maximal 500 ms betragen, bei verbindungsloser U¨ber-
tragung abha¨ngig von der jeweiligen Transaktionspriorita¨t maximal 3 s, 5 s
oder 10 s. Bei PDO wurde als Obergrenze fu¨r verbindungsorientierte Dienste
fu¨r ein 128 byte-Referenzpaket eine Transitverzo¨gerung von maximal 100 ms
festgelegt.
2.4 Dienste des Bu¨ndelfunksystems TETRA
Das TETRA-System sieht kanalvermittelte Daten- und Sprachdienste vor,
welche nur im V+D-Standard verfu¨gbar sind, und Paketdatendienste, die
vom PDO- und vom V+D-Standard angeboten werden. Die paketorientier-
ten Dienste unterscheiden folgende Verbindungsarten:
 verbindungsorientierte Paketdatenu¨bertragung gema¨ß ISO 8208 Con-
nection Oriented Network Service (CONS) und Dienst entsprechend
Telecommunication Standardization Sector of ITU (ITU-T)-Empfeh-
lung X.25 und
 verbindungslose Paketdatenu¨bertragung gema¨ß ISO 8473 Connection-
less Network Service (CLNS) fu¨r quittierte Punkt-zu-Punkt (PzP)-
Dienste und bzw. oder TETRA-spezifische quittierte PzP- und nicht-
quittierte Punkt-zu-Mehrpunkt (PzM)-Dienste.
Kanalvermittelte Sprache kann ungeschu¨tzt u¨ber sog. Tra¨gerdienste oder
(bevorzugt) durch Kanalcodierung geschu¨tzt u¨ber Teledienste u¨bertragen
werden, vgl. Tab. 2.2, S. 13. Ein Teledienst (Tele Service) ist ein System-
dienst, der von einem Endbenutzer u¨ber die Mensch-Maschine-Schnittstelle
(Man Machine Interface, MMI) des Endgera¨ts verwendet wird. Er stellt die
gesamte Funktionalita¨t fu¨r die Kommunikation zwischen zwei Endbenutzern
zur Verfu¨gung und deckt die Open Systems Interconnection (OSI)-Schichten
1 bis 7 ab (Kerner, 1993). Ein Tra¨gerdienst (Bearer Service) ermo¨g-
licht die Kommunikation zwischen zwei mobilen Netzabschlu¨ssen (Mobile
Termination, MT) oder Festnetzabschlu¨ssen (Network Termination, NT),
vgl. Abs. 2.5.2, S. 16. Er beinhaltet jedoch keine Funktionalita¨t bezu¨g-
lich der Endgera¨te, so dass er sich lediglich u¨ber die OSI-Schichten 1 bis 3
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erstreckt. Teledienste bauen grundsa¨tzlich auf Tra¨gerdiensten auf. Zusatz-
dienste (Supplementary Services) vera¨ndern oder erweitern Tra¨ger- oder Te-
ledienste. Die TETRA-Teledienste fu¨r Sprachu¨bertragung ermo¨glichen fu¨nf
Verbindungsarten:
Einzelruf: PzP-Verbindung zwischen rufendem und gerufenem Teilnehmer.
Gruppenruf: PzM-Verbindung zwischen dem rufenden Teilnehmer und ei-
ner u¨ber eine gemeinsame Gruppennummer angewa¨hlten Gruppe. Der
Verbindungaufbau findet schnell statt, da keine Besta¨tigung notwen-
dig ist. Die Kommunikation erfolgt im Halbduplexmodus durch Be-
ta¨tigung einer Sprechtaste (Push-to-Talk , PTT).
Direktruf (Direct Mode, DM): PzP-Verbindung zwischen zwei Mobilgera¨-
ten ohne Nutzung der Infrastruktur. Dabei stellt eine Mobilstation
(MS) ohne Vermittlung einer Basisstation (BS) eine Verbindung zu
anderen MSen her, ha¨lt sie aufrecht und u¨bernimmt alle fu¨r die loka-
le Kommunikation no¨tigen Funktionen einer BS. Dafu¨r werden sonst
nicht im Netz benutzte Frequenzbereiche benutzt. Eine Station kann
sogar auf einem anderen Kanal eine Verbindung zu einer BS unter-
halten (Cayla, 1992). Es ko¨nnen z. B. Verbindungen zwischen zwei
Teilnehmern aufgebaut werden, von denen sich einer nicht im Einzugs-
bereich einer Basisstation befindet.
Besta¨tigter Gruppenruf: PzM-Verbindung zwischen rufendem Teilnehmer
und der u¨ber eine gemeinsame Gruppennummer angewa¨hlten Grup-
pe, wobei die Anwesenheit der Gruppenmitglieder dem rufenden Teil-
nehmer durch eine Besta¨tigung mitgeteilt wird. Ist ein Gruppenmit-
glied nicht anwesend oder fu¨hrt ein anderes Gespra¨ch, wird dies dem
rufenden Teilnehmer von der TETRA-Infrastruktur (Switching and
Management Infrastructure, SwMI) mitgeteilt. Ist die Anzahl der er-
reichbaren Mitglieder zu klein, kann sich der rufende Teilnehmer ent-
scheiden, ob er die Verbindung unterbricht oder aufrecht erha¨lt. Als
Option wird ermo¨glicht, dass Gruppenmitglieder, die anfangs besetzt
waren, sich spa¨ter dem Gespra¨ch zuschalten.
Rundfunkruf: PzM-Verbindung, bei der die u¨ber die Rundsendenummer
angewa¨hlte Teilnehmergruppe dem rufenden Teilnehmer nur zuho¨ren
kann.
In Tab. 2.2, S. 13, sind die in den Standards vorgesehenen Tra¨ger- und
Teledienste fu¨r die Protokollstapel V+D und PDO aufgefu¨hrt. Die fu¨r
TETRA definierten Zusatzdienste sind in Anh. A.1, S. 219, beschrieben.
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Das TETRA-System unterstu¨tzt folgende Daten- und Textdienste:
 Gruppenruf,
 Statusmeldungen,
 Datennachrichten,
 Notrufnachrichten,
 elektronische Post,
 Faksimile und Videotex.
Tabelle 2.2: Tra¨ger- und Teledienste fu¨r V+D und PDO im TETRA-Standard
TETRA V+D PDO
Tra¨ger- 7,2–28,8 kbit/s kanalvermittelte, ungeschu¨tzte
dienste Sprache oder Daten
× —
4,8–19,2 kbit/s kanalvermittelte, schwach
geschu¨tzte Daten
× —
2,4–9,6 kbit/s kanalvermittelte, stark
geschu¨tzte Daten
× —
verbindungsorientierte Paketu¨bertragung (PzP) × ×
verbindungslose Paketu¨bertragung im Stan-
dardformat (PzP)
× ×
verbindungslose Paketu¨bertragung im Spezial-
format (PzP, PzM, Rundfunk)
× ×
Tele- 4,8 kbit/s Sprache × —
dienste verschlu¨sselte Sprache × —
2.5 Architektur des TETRA-Standards
2.5.1 Funktioneller Aufbau des TETRA-Systems
Das TETRA-System ist wie das GSM (Walke, 2001b, Kap. 3) aufgebaut,
mit einigen Unterschieden. Es gibt folgende drei Teilsysteme, deren Schnitt-
stellen in Abb. 2.1, S. 14, aufgefu¨hrt sind:
 Mobilstation (MS),  drahtgebundene Feststation (LineStation, LS) und
 Vermittlungs- und Verwaltungsinfrastruktur (Switching and
Management Infrastructure, SwMI).
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Abbildung 2.1: Die Architektur des TETRA-Systems
2.5.1.1 Mobilstation
Die Mobilstation (MS) umfasst die gesamte physikalische Ausru¨stung des
Teilnehmers: das Funkgera¨t und die Schnittstelle, die der Benutzer beim
Zugriff auf die Dienste einsetzt.
Wie im GSM besteht die MS aus zwei Teilen: Dem Gera¨t, das alle fu¨r die
Funkschnittstelle no¨tigen Hard- und Softwarekomponenten entha¨lt und dem
Subscriber Identity Module (SIM), das alle teilnehmerspezifischen Informa-
tionen entha¨lt. Das SIM kann als Smart-Karte realisiert sein, die die Gro¨ße
einer Scheckkarte hat, oder ist fest eingebaut. Die erste Variante besitzt
den Vorteil des schnellen Besitzerwechsels der MS. Als dritte Mo¨glichkeit
ko¨nnen die teilnehmerspezifischen Informationen der MS auch durch Ein-
gabe eines Login-Codes u¨bermittelt werden. Auch hier ist das Mobilgera¨t
benutzerunabha¨ngig.
Zusa¨tzlich zur Teilnehmeridentifikation gibt es fu¨r jedes Mobilgera¨t eine
TETRA Equipment Identity (TEI), die gera¨tespezifisch ist. Diese Nummer
wird vom Betreiber eingegeben; nur er kann das Gera¨t sperren oder wieder
freigeben. Somit kann ein gestohlenes Gera¨t sofort unbrauchbar gemacht
werden, und unbefugter Zugriff ist praktisch ausgeschlossen.
Damit die MS eindeutig adressiert und verwaltet werden kann, sind ihr
folgende Nummern bzw. Identita¨ten zugeordnet worden:
 TETRA Subscriber Identity (TSI),
 TETRA Management Identity (TMI),
 Network Layer SAP
Addresses (NSAP) und
 Short Subscriber
Identity (SSI),
 Mobile Network
Identity (MNI).
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Die TSI besteht aus den drei Teilen: Mobile Country Code (MCC),
der die La¨nderkennung beinhaltet, Mobile Network Code (MNC), welcher
das betreffende TETRA-Netz bezeichnet, und der SSI, die den Teilnehmer
identifiziert. Wenn eine Verbindung innerhalb des Heimatnetzes aufgebaut
werden soll, wird nur die SSI als Adresse benutzt. Dadurch verringert sich
die Signalisierungsdatenmenge.
Die TMI wird fu¨r Verwaltungsfunktionen der Vermittlungsschicht ge-
nutzt. Die NSAP wird fu¨r die Adressierung von externen Netzen außerhalb
von TETRA eingesetzt und ist optional. Es kann damit z. B. eine Verbin-
dung in das Integrated Services Digital Network (ISDN) hergestellt werden.
Mobilfunkgera¨te ko¨nnen analog zum GSM in Fahrzeugen installiert oder
portabel bzw. handportabel ausgefu¨hrt sein. Alle im Abs. 2.4, S. 11, auf-
gefu¨hrten Standarddienste ko¨nnen mit einer MS genutzt werden. Zusatz-
dienste werden vom Netzbetreiber angeboten oder mu¨ssen mitgebucht wer-
den, damit die MS sie benutzen kann.
2.5.1.2 Drahtgebundene Feststation
Die drahtgebundene Feststation (Line Station, LS) ist im Prinzip aufge-
baut wie die Mobilstation, aber mit der Vermittlungs- und Verwaltungsin-
frastruktur u¨ber das ISDN verbunden. Zum Beispiel wird ein Fuhrparkun-
ternehmer in seiner Firma eine LS benutzen, welche die Zentrale fu¨r sein
Netz darstellt. Die LS bietet die gleichen Funktionen und Dienste der MS
an.
2.5.1.3 Vermittlungs- und Verwaltungsinfrastruktur
Die Vermittlungs- und Verwaltungsinfrastruktur (Switching and Manage-
ment Infrastructure, SwMI) stellt die lokale Steuerungseinheit des TETRA-
Systems dar. Sie beinhaltet BSen, welche die Kommunikation zwischen MS
und LS u¨ber das ISDN herstellen und unterhalten. Die SwMI erledigt die
no¨tigen Steueraufgaben, teilt die Kana¨le zu und vermittelt Verbindungen.
Sie fu¨hrt die Authentifizierung durch, beinhaltet die erforderlichen Daten-
banken wie die Heimatdatenbank (Home Data Base, HDB) mit Rufnummer,
Gera¨tenummer, abonnierten Basis- und Zusatzdiensten der einzelnen Teil-
nehmer des Heimatnetzes und der Besuchsdatenbank (Visited Data Base,
VDB) mit Informationen u¨ber Besucher im Netz, die sie aus deren HDB
kopiert. Eine weitere Aufgabe der SwMI ist die Gebu¨hrenabrechnung.
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2.5.2 Schnittstellen des TETRA-Systems
2.5.2.1 Teilnehmerschnittstelle der Mobilstation
Die TETRA-MS wird als Mobile Termination (MT), vgl. Abb. 2.2 bezeich-
net. Sie hat die Funktion der Funkkanalbetriebsmittel- und Mobilita¨tsver-
waltung, der Sprach- und Datendecodierung bzw. -codierung, der U¨bertra-
gungssicherung sowie der Steuerung des Datenflusses. Folgende Ausfu¨hrun-
gen werden eingesetzt:
Mobile Termination Type 0 (MT0): Besitzt die oben genannten Funktio-
nen mit Unterstu¨tzung von nichtstandardisierten Schnittstellen, die
Endgera¨tefunktionen enthalten, vgl. Abb. 2.2.
Mobile Termination Type 2 (MT2): Unterstu¨tzt ebenfalls die genannten
Funktionen und hat eine RT-Schnittstelle fu¨r ein Endgera¨t nach dem
TETRA-Standard (TE2), vgl. Abb. 2.2.
Das Endgera¨t (Terminal Equipment Type 2, TE2) ist direkt dem Teil-
nehmer zuga¨nglich und entspricht den vergleichbaren Funktionsgruppen des
GSM- oder ISDN-Konzeptes (Walke, 2001b). Am Bezugspunkt Um liegt
die Funkschnittstelle, die den Zugang mit Hilfe von Verkehrs- und Signali-
sierungskana¨len unterstu¨tzt.
Mobilstation
MT0
MT2
Um
RT
TE2
 
MT0/2 Mobile Termination Type 0/2(Mobiles Endgerät Typ 0/2)
RT TETRA−Bezugspunkt R
 
TE2
 
TE mit TETRA−Schnittstelle 
TE
  Terminal Equipment 
(Endgeräteausstattung)
Um TETRA−Bezugspunkt
 
Abbildung 2.2: Netzabschlu¨sse der Mobilstationen mit den Bezugspunkten RT
und Um
2.5.2.2 Teilnehmerschnittstelle der Feststation
Die im Folgenden erla¨uterten Netzabschlu¨sse sind in Abb. 2.3, S. 17, darge-
stellt.
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Abbildung 2.3: Netzabschlu¨sse der drahtgebundenen Feststation
Die drahtgebundene Feststation (LS) hat eine Netzabschlussfunktions-
gruppe (Network Termination, NT), da sie u¨ber die Transmission Line
(TL)-Schnittstelle mit dem Festnetz mittels einer ISDN-Leitung verbunden
ist, und, wie in Abb. 2.3 dargestellt, eine Endgera¨tefunktionsgruppe (Ter-
minal Equipment , TE). Die NT ist in zwei Ausfu¨hrungen vorgesehen und
entha¨lt die in der ITU-T-Empfehlung I.411 (ITU, 1993a) definierten Funk-
tionen:
Network Termination Type 1 (NT1): Die Funktionen der Funktionsgrup-
pe NT und spezielle Funktionen der TL-Schnittstelle und u. U. der
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NT2-Schnittstelle unterstu¨tzt dieser Netzabschluss.
Network Termination Type 2 (NT2): Unterstu¨tzt ebenfalls die Funktio-
nen einer oder eventuell mehrerer NTs und eine Schnittstelle zu den
Funktionsgruppen TETRA-Terminal Adapting Functions (TA) und
Terminal Equipment Type 1 (TE1).
Die TE-Funktionsgruppe ist in zwei Ausfu¨hrungen vorhanden, von denen
TE1 eine ISDN-Schnittstelle und TE2 eine TETRA-spezifische Schnittstelle
Terminal Adapting Functions (TA) entha¨lt. Beide Ausfu¨hrungen unterstu¨t-
zen die Mensch-Maschine-Schnittstelle (Man Machine Interface, MMI). Die
TA-Funktionsgruppe ist fu¨r eine Datenratenanpassung sowie fu¨r die Fluss-
steuerung zusta¨ndig. In der vorliegenden Version hat sie Schnittstellen zu
einer TE2- und zu einer NT2-Funktionsgruppe.
2.5.2.3 Die Funkschnittstelle
Abs. 2.6.2 behandelt die Funkschnittstelle am Bezugspunkt Um.
2.6 Der Protokollstapel Voice plus Data
2.6.1 Aufbau des Protokollstapels Voice plus Data
Der Protokollstapel der Funkschnittstelle (Air Interface, AI) umfasst drei
OSI-konforme Schichten, vgl. Abb. 2.4, S. 19: die Bitu¨bertragungsschicht,
die fu¨r V+D und PDO identisch ist, die Sicherungsschicht, die in Medium
Access Control (MAC) und Logical Link Control (LLC) aufgeteilt ist, sowie
die Netzschicht (Network Layer , N), die in mehrere Teilschichten aufgeteilt
ist und Verwaltungsdienste fu¨r BSen und MSen anbietet.
Auf der MAC-Teilschicht setzen zwei Protokollstapel auf: die Benutzere-
bene (User Plane), welche fu¨r den nicht adressierten Informationstransport
zusta¨ndig ist, und die Steuerebene (Control Plane) fu¨r adressierte Signali-
sierung.
2.6.2 Die Funkschnittstelle am Bezugspunkt Um
Wie in Abb. 2.1, S. 14, dargestellt, liegt die Funkschnittstelle Um zwischen
der MS und der SwMI.
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Abbildung 2.4: Architektur des V+D-Protokollstapels
2.6.2.1 Die Multiplex-Strukturen
Analog zum GSM wird auch im TETRA-Standard eine Kombination aus
Frequenzmultiplex (Frequency Division Multiplex , FDM) und Zeitmultiplex
(Time Division Multiplex , TDM) angewendet, wobei Vielfachzugriff der Mo-
bilstationen im Zeitbereich verwendet wird (Time Division Multiple Access,
TDMA), vgl. Abb. 2.5, S. 20. Diese Verfahren spielen neben der Sprachco-
dierung und der Modulation eine wichtige Rolle.
Das TETRA-System benutzt ein Zellularkonzept, wobei ein gegebenes
Versorgungsgebiet in Zellen eingeteilt und in deren Zentrum eine SwMI
installiert wird. Die MS kann den Empfangspegel des ihr zugeteilten FDM-
Kanals messen. Unterschreitet er eine gewisse Schranke, wird ein Zellwech-
selverfahren (Cell Reselect) eingeleitet, das das Gespra¨ch oder die Daten-
u¨bertragung mit kurzzeitiger Unterbrechung von maximal 300 ms auf eine
20 2. Das Bu¨ndelfunksystem TETRA
andere Zelle umleitet.
Das Zellwechselverfahren ist in verschiedenen Versionen im Standard
vorgesehen, wobei die Grundversion obligatorisch fu¨r alle MSen ist. Die
darauf aufbauenden Versionen sind optional und tragen zum schnelleren
Wechsel der Zelle bei. Dabei muss nicht zwingend der FDM-Kanal gewech-
selt werden. Es gibt im TETRA-System keine echte Handoverfunktion, weil
die Benutzer der MSen im Normalfall keinen großen Aktionsradius haben
(z. B. ein Taxifuhrpark).
56,67 
Zeit (ms)
4 1 2 3 4 1 2 3 4 1
Frequenz
n+1C
C
n
C
n−1
14,17
n+1Physikalischer Kanal, Frequenz C     , Zeitschlitz 1
4 1 2 3 4 1 2 3 4 1
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Abbildung 2.5: Realisierung der physikalischen Kana¨le mittels FDM und TDM
2.6.2.1.1 Frequenzmultiplex-Struktur
Dem TETRA-Netz sind laut Empfehlung des European Radiocommunica-
tions Committee (ERC) der European Conference of Postal and Telecom-
munications Administration (CEPT) mehrere Frequenzba¨nder europaweit
zugeteilt worden, vgl. Tab. 2.1, S. 9 (CEPT, 1992).
Die jeweiligen Frequenzba¨nder fu¨r UL und DL sind gleich breit. Der
Tra¨gerfrequenzabstand betra¨gt 25 kHz und jedes UL- und DL-Band ist in
N Tra¨gerfrequenzen aufgeteilt. Um eine Sto¨rung außerhalb des Bandes
zu vermeiden, wird ein G kHz breites Band an jedem Rand des Bandes
2.6. Der Protokollstapel Voice plus Data 21
angefu¨gt. N und G ergeben sich dann aus der Gesamtbreite des Bandes.
Man kann somit folgende Formel fu¨r die Berechnung der Tra¨gerfrequenzen
angeben. Fu¨r die Frequenzen Ful der ULs und den entsprechenden Fdl der
DLs gilt:
Ful(c) = Ful,min + 0,001 ·G
+ 0,025 · (c− 0,5) MHz
Fdl(c) = Ful(c) + D.
fu¨r c = 1, . . . , N,
(2.1)
Dabei ist D der konstante Duplexabstand zwischen der UL- und der
DL-Tra¨gerfrequenz. Ful,min ist die Grenzfrequenz am unteren Rand des je-
weiligen Frequenzbandes. In Abb. 2.6 ist beispielhaft die Frequenzaufteilung
fu¨r den dem Milita¨r und den BOS zugewiesenen Frequenzbereich 380 MHz
bis 400 MHz dargestellt, vgl. Tab. 2.1, S. 9.
... ...1 2 3 N 1 2 3 N
380 MHz 390 MHz 400 MHz
Aufwärtsstrecke  Abwärtsstrecke 
G kHz
Schutzband
D kHz
Duplexabstand
25 kHz
Kanalraster
Abbildung 2.6: Frequenzaufteilung beispielhaft fu¨r den Bereich 380 MHz bis
400 MHz
2.6.2.1.2 Zeitmultiplex-Struktur
Wie in Abb. 2.5, S. 20, zu erkennen, wird mittels des TDM-Verfahrens auf
jeder Tra¨gerfrequenz die Zeitachse in 4 Zeitschlitze (Timeslot) der Dauer
14,17 ms entsprechend 510 bit eingeteilt. Ein periodischer Zeitschlitz rea-
lisiert einen physikalischen TDM-Kanal, auf den ein logischer Kanal, vgl.
Abs. 2.6.2.2, S. 24, abgebildet wird, vgl. Abs. 2.6.2.3, S. 27. Er wird durch
seine Tra¨gerfrequenz und den in Absta¨nden von 56,67 ms wiederkehrenden
Zeitschlitz charakterisiert.
In Abb. 2.7, S. 22, ist die TDMA-Struktur fu¨r das V+D-System zu se-
hen. Sie setzt sich aus Hyper-, Multi- und TDMA-Rahmen sowie den Zeit-
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schlitzen und Teilzeitschlitzen zusammen, die nur beim UL-Verkehr auftre-
ten. Ein Teilzeitschlitz (Subslot) besteht aus 255 bit und dauert 7,08 ms.
Zwei Teilzeitschlitze bilden zusammen einen Zeitschlitz und werden von 1–
2 durchnummeriert (Subslot Number , SSN). Jeweils vier Zeitschlitze wer-
den zu einem TDMA-Rahmen (Frame) zusammengefasst und hier von 1–4
durchnummeriert (Timeslot Number , TN). Ein TDMA-Rahmen hat eine
La¨nge von 56,67 ms. 18 zyklisch nummerierte Rahmen (Frame Number ,
FN) werden zu einem Multirahmen (Multiframe) zusammengefasst, der ei-
ne La¨nge von 1,02 s hat.
1 Modulationsbit = 250/9 µs = 27,78 µs
1 Hyperrahmen = 60 Multirahmen (= 61,2 s)
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Abbildung 2.7: TDMA-Struktur des Voice plus Data-Systems
Der jeweils 18. Rahmen eines Multirahmens ist fu¨r die Signalisierungs-
kana¨le reserviert und wird Steuerrahmen (Control Frame) genannt. Es
ko¨nnen aber bei Bedarf auch weitere Rahmen fu¨r Signalisierung reserviert
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werden. Ein Hyperrahmen (Hyperframe) besteht aus 60 Multirahmen und
stellt mit einer La¨nge von 61,2 s die gro¨ßte vorkommende Struktur dar. Die
gesamte Rahmenstruktur wird auf der UL um zwei Zeitschlitze gegenu¨ber
der DL verzo¨gert, damit die MS nicht gleichzeitig senden und empfangen
muss. Bei der MS erfolgt die Rahmenausrichtung adaptiv abha¨ngig von der
Signalausbreitungsverzo¨gerung.
Ein Bu¨schel (Burst) ist ein auf eine Tra¨gerfrequenz aufmoduliertes Da-
tenpaket, vgl. Abb. 2.8. Es stellt bei V+D den physikalischen Inhalt eines
Zeitschlitzes bzw. physikalischen Kanals dar. Man unterscheidet drei Ka-
naltypen:
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Abbildung 2.8: V+D-Abwa¨rts- und Aufwa¨rtsstreckenbu¨schel
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 Der physikalische Steuerkanal (Control Physical Channel , CP), der
exklusiv die Steuerkanaldaten u¨bertra¨gt,
 der physikalische Verkehrskanal (Traffic Physical Channel , TP), auf
den die logischen Sprach- und Datenkana¨le abgebildet werden, und
 der nicht belegte physikalische Kanal (Unallocated Physical Channel ,
UP), der keiner MS zugeteilt ist und der Versendung von Rundsende-
und Dummy-Nachrichten dient.
Ein bestehender physikalischer Kanal benutzt in aufeinanderfolgenden
TDMA-Rahmen jeweils den gleichen Zeitschlitz. Abb. 2.8, S. 23, gibt einen
U¨berblick u¨ber die im Folgenden weiter erla¨uterte Bu¨schelstruktur.
Im Standard sind drei verschiedene UL-Bu¨schel definiert. Der Control
Uplink Burst (CB), der anhand seiner erweiterten Einschwingphase erkannt
wird, der Linearisation Uplink Burst (LB), der den Mobilstationen die
Gelegenheit gibt, ihren Sender zu linearisieren, und der Normal Uplink
Burst (NUB), der nach dem Initialisierungsprozess fu¨r die U¨bertragung der
Steuer- und Verkehrsnachrichten genutzt wird. Wa¨hrend die ersten beiden
Bu¨schel nur einen Teilzeitschlitz belegen, nimmt der letzte einen ganzen
Zeitschlitz in Anspruch. Dazu werden die nach der Kanalcodierung erhalte-
nen Multiplex-Blo¨cke in zwei verschiedene Blo¨cke, Block Number 1 (BKN1)
und Block Number 2 (BKN2), aufgeteilt.
Weiterhin gibt es vier DL-Bu¨schel: Den Normal Continuous Downlink
Burst (NDB), den Synchronisation Continuous Downlink Burst (SB) sowie
den Normal und den Synchronisation Discontinuous Downlink Burst, die al-
le einen ganzen Zeitschlitz belegen. Grund fu¨r diese Unterscheidung ist, dass
die BS zwischen zwei Betriebsarten wa¨hlen kann: kontinuierliche U¨bertra-
gung (Continuous Transmission Mode) und diskontinuierliche U¨bertragung
im Zeitscheibenverfahren (Time Sharing Mode).
2.6.2.2 Logische Kana¨le
Ein logischer Kanal ist als logischer Kommunikationsweg zwischen zwei oder
mehr Teilnehmern definiert und bildet die Schnittstelle zwischen den kom-
munizierenden Protokollinstanzen und dem Funkteilsystem. Die Zeitschlitze
bzw. die entsprechenden physikalischen Kana¨le werden von den logischen
Kana¨len genutzt, um die Daten der logischen Kana¨le zu u¨bertragen. Da im
TETRA-Standard vier Zeitschlitze pro Rahmen definiert werden, ko¨nnen
auch vier logische Kana¨le gleichzeitig auf einer Tra¨gerfrequenz bestehen.
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Es werden zwei Kategorien von logischen Kana¨len definiert:
 Verkehrskana¨le und  Steuerkana¨le.
Die Verkehrskana¨le (Traffic Channel , TCH) dienen der U¨bertragung von
Sprache und Daten bei kanalvermittelter Verbindung. U¨ber die Steuerkana¨-
le (Control Channel , CCH) werden die Signalisierungsnachrichten und Da-
tenpakete u¨bertragen. Im Folgenden werden die logischen Kana¨le erla¨utert.
2.6.2.2.1 Verkehrskana¨le (Traffic Channels, TCHs)
Es gibt vier verschiedene Verkehrskana¨le, die fu¨r Sprach- und Datendienste
geeignet sind. Der TCH/S (S fu¨r Speech) dient der Sprachu¨bertragung. Fu¨r
die Datenu¨bertragung sind die Kana¨le TCH/7,2, TCH/4,8 und TCH/2,4
zusta¨ndig. Sie bieten dem Namen nach eine Nettobitrate von 7,2 kbit/s,
4,8 kbit/s oder 2,4 kbit/s. Die unterschiedlichen Nettobitraten entstehen durch
unterschiedlich aufwendige Fehlerschutzverfahren, vgl. Abs. 2.6.4.1.1, S. 34.
Der Sprachcodec liefert eine Datenrate von 4 567 bit/s und nutzt daher den
TCH/4,8. Es werden 8 000 Abtastwerte pro Sekunde jeweils zu 16 bit quan-
tisiert und im Pulse Code Modulation (PCM)-Format als Eingabe verwen-
det. Mit Hilfe des Algorithmus Algebraic Code-Excited Linear Predictive
(ACELP) (Akaiwa, 1997; Steele und Hanzo, 1999; Vary et al., 1998)
werden aus 240 Abtastwerten fu¨r 30 ms Sprache 137 bit-Sprachrahmen er-
zeugt.
2.6.2.2.2 Signalisierkana¨le (Control Channels, CCHs)
Zur U¨bertragung der Signalisierungs- und Paketdatennachrichten stehen
sechs verschiedene Steuerkana¨le zur Verfu¨gung.
Associated Control Channel (ACCH): Der ACCH ist ein einem TCH zu-
geordneter Steuerkanal. Es wird zwischen zwei Typen von ACCHs
abha¨ngig von der Benutzung des Verkehrskanals unterschieden: der
Fast Associated Control Channel (FACCH) und der Slow Associated
Control Channel (SACCH). Wird der zugeordnete Verkehrskanal nicht
fu¨r Verkehrsu¨bertragungen genutzt, dann steht dieser Kanal in al-
len Rahmen (1–18) fu¨r Signalisierungen zur Verfu¨gung und wird als
FACCH bezeichnet. Wenn jedoch u¨ber den Kanal Verkehrsu¨bertra-
gungen stattfinden, dann steht dieser Kanal nur im 18. Rahmen fu¨r
Signalisierungen zur Verfu¨gung und wird SACCH genannt. Fu¨r einen
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nur in einer Richtung (UL oder DL) fu¨r Verkehrsu¨bertragungen ge-
nutzten bidirektionalen TCH steht in der einen Richtung ein SACCH
und in der anderen ein FACCH zur Verfu¨gung. Sind wa¨hrend ei-
ner Verkehrsu¨bertragung Signalisierungsdaten zu u¨bertragen, wird der
Stealing Channel (STCH) verwendet. Die logischen Kana¨le FACCH
und SACCH werden auf den Signalling Channel (SCH) abgebildet.
Broadcast Control Channel (BCCH): Der BCCH ist ein unidirektionaler
DL-Kanal, der von allen MSen allgemein genutzt wird. Es existie-
ren zwei Kategorien von BCCHs. Der Broadcast Network Channel
(BNCH) liefert Netzinformationen und der Broadcast Synchronisation
Channel (BSCH) liefert Informationen fu¨r Zeit- und Verschlu¨sselungs-
synchronisation.
Linearisation Channel (LCH): Der LCH wird von den MSen und BSen ge-
nutzt, um ihre Sender zu linearisieren. Auch hier existieren zwei Ar-
ten: Der Common Linearisation Channel (CLCH) fu¨r die UL der
MSen und der Basestation Linearisation Channel (BLCH) fu¨r die DL.
Signalling Channel (SCH): Der SCH wird von allen MSen geteilt, kann
aber Informationen fu¨r nur eine oder eine Gruppe von MSen enthalten.
Die TETRA-Systemfunktionen erfordern mindestens einen SCH pro
BS. Es gibt drei Kategorien von SCHs, die von der La¨nge der Nachricht
abha¨ngen. Der bidirektionale Full Size Signalling Channel (SCH/F)
belegt immer einen ganzen Zeitschlitz und die unidirektionalen Half
Size Uplink Signalling Channel (SCH/HU) und Half Size Downlink
Signalling Channel (SCH/HD) belegen immer einen halben Zeitschlitz
bzw. einen Teilzeitschlitz.
Access Assignment Channel (AACH): Der AACH stellt eine schmalban-
dige Inbandsignalisierung in jedem Broadcast Block (BBK) eines DL-
Zeitschlitzes dar und entha¨lt Angaben u¨ber die Zuweisung der na¨ch-
sten UL- und DL-Zeitschlitze auf dem entsprechenden Funkkanal, vgl.
Abb. 2.8, S. 23.
Stealing Channel (STCH): Der STCH ist ein bidirektionaler Kanal, der
mit einem TCH assoziiert ist. Er stiehlt einen Teil der Kapazita¨t des
TCH, um Steuerinformationen zu u¨bertragen. Im Halbduplexmodus
ist der STCH ein unidirektionaler Kanal und ist gleichgerichtet mit
dem betreffenden TCH. Der STCH wird bei Signalisierung mit hoher
Priorita¨t, z. B. beim Zellwechselverfahren (Cell Reselect), genutzt.
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2.6.2.3 Abbildung der logischen Kana¨le auf physikalische Kana¨le
Im unteren Teil der MAC-Schicht werden physikalische Kana¨le auf logi-
sche Kana¨le abgebildet, vgl. Tab. 2.3, S. 28. Im Folgenden werden wichti-
ge Aspekte der Tabelle erla¨utert. Der BCCH und der CLCH werden auf
den Steuerrahmen (18. Rahmen eines Multirahmens) eines physikalischen
Steuer- oder Verkehrskanals durch Funktionen der Zeitschlitz- und der Mul-
tirahmennummer abgebildet. Dazu gibt es folgenden Algorithmus:
DL: BNCH, wenn FN = 18 und (MN + TN) mod 4 = 1,
BSCH, wenn FN = 18 und (MN + TN) mod 4 = 3,
UL: CLCH, wenn FN = 18 und (MN + TN) mod 4 = 3.
Weiterhin kann die BS den CLCH auf den UL-Teilzeitschlitz 1 und den
BLCH auf den DL-Block 2 eines physikalischen Steuerkanals (CP) abbil-
den. Sie leistet dies auf einer Zeitschlitz-zu-Zeitschlitz-Basis und zeigt es
im AACH an. MSen ko¨nnen ihre Sender bei Auftreten eines CLCH auf
irgendeinem CP linearisieren, wenn dabei keine Abbildungsvorschriften ver-
letzt werden und der Linearisationsvorgang la¨nger als einen Multirahmen
zuru¨ckliegt. Der BLCH wird auch auf einen DL-Block 2 abgebildet, wenn
im ersten Block ein SCH/HD oder BSCH abgebildet wird. Es kann aber
nicht mehr als ein BLCH pro vier Multirahmen auf einem Tra¨ger auftreten.
Auf der UL ko¨nnen, falls nicht ein CLCH auf den ersten Teilzeitschlitz
abgebildet wird, ein SCH/F oder zwei SCH/HU abgebildet werden. Andern-
falls kann nur der zweite Teilzeitschlitz fu¨r einen SCH/HU genutzt werden.
Auf der DL ko¨nnen ein SCH/F oder zwei SCH/HD abgebildet werden, wenn
nicht der zweite Block fu¨r einen BNCH genutzt wird.
Die BS zeigt auf dem AACH an, welcher logische Kanaltyp auf dem
na¨chsten UL-Zeitschlitz genutzt wird. Diese Anzeige ist nur einen Rahmen
lang und fu¨r einen physikalischen Kanal gu¨ltig. Auf der DL wird die logische
Kanalnummer durch den Typ der Trainingssequenz (TS) bestimmt.
Wenn mehrere DL-Verkehrskana¨le von einer Verbindung benutzt wer-
den, werden die UL- und DL-SCHs auf den Steuerrahmen (FN 18) und die
niedrigste Zeitschlitznummer abgebildet. Fu¨r den Fall der Nutzung mehre-
rer UL-Verkehrskana¨le durch eine Verbindung werden die UL- und DL-SCHs
ebenfalls auf den Steuerrahmen, aber auf die ho¨chste Zeitschlitznummer ab-
gebildet.
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Tabelle 2.3: Abbildung der logischen Kana¨le auf die physikalischen Kana¨le
Logischer Rich- Burst- SSN/ Physikal.
Kanal tung typ BKN Kanal
FN TN
4− (MN + 1)
BSCH DL SB BKN1
CP, TP 18
mod 4 †
UP 1 . . . 18 1 . . . 4
4− (MN + 3)
BNCH DL NDB BKN2
CP, TP 18
mod 4 †
CP, UP 1 . . . 18 1 . . . 4
SB o. CP, TP
AACH DL
NDB
BBK
o. UP
1 . . . 18 1 . . . 4 †
SB o. CP, UP 1 . . . 18
BLCH DL
NDB
BKN2
TP 18
1 . . . 4
4− (MN + 1)
CLCH UL LB SSN1
CP, TP 18
mod 4 †
CP, UP 1 . . . 18 1 . . . 4
DL NDB
SCH/F
UL NUB
BKN1/2 CP 1 . . . 18 1 . . . 4
SB o. CP, UP 1 . . . 18
SCH/HD DL
NDB
BKN1/2
TP 18
1 . . . 4
CP 1 . . . 18
SCH/HU UL CB SSN1/2
TP 18
1 . . . 4
DL NDB
TCH
UL NUB
BKN1/2 TP 1 . . . 17 1 . . . 4
DL NDB
STCH
UL NUB
BKN1/2 TP 1 . . . 17 1 . . . 4
† Abbildung auf den jeweiligen Zeitschlitz ist vorgeschrieben
Logische Verkehrskana¨le (TCH) werden auf die Rahmen 1 bis 17 der
physikalischen Verkehrskana¨le (TP) abgebildet und zwar auf Block 1 und 2.
Der STCH kann auf alle fu¨r Verkehr erlaubten Rahmen abgebildet werden
und stiehlt immer zuerst den ersten Block eines Zeitschlitzes. Dies wird
durch eine spezielle TS angezeigt.
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2.6.3 Die Bitu¨bertragungsschicht im TETRA-Standard
Die Bitu¨bertragungsschicht bildet die physikalische Funkschnittstelle des
TETRA–Systems. Sie generiert die aus einer Reihe von Symbolen beste-
henden Bu¨schel, die gesendet und empfangen werden. Sie ist fu¨r die im
Folgenden detailliert erla¨uterten Funktionen zusta¨ndig:
 Funkorientiert:
– Modulation bzw.
Demodulation,
– Funkfrequenzcharakteristik,
– Sende- bzw.
Empfangssteuerung,
– Feinjustierung der
Funkparameter,
 Bit- und symbolorientiert: Symbolsynchronisation,
 Bu¨schelbildung:
– Empfangen und Senden der Daten von und zur MAC-Teilschicht,
– Slot-Flag-Codierung bzw. -Decodierung,
– Verschlu¨sselung und Entschlu¨sselung.
pi/4-Differential Quaternary Phase Shift Keying (DQPSK) (Proakis,
1995) mit einer Modulationsbitrate von 36 kbit/s (brutto) ist das benutzte
Modulationsverfahren.
In Abb. 2.9, S. 30, ist der Ablauf des Modulationsprozesses dargestellt.
Die Folge B(m) der zu u¨bertragenden Modulationsbits wird mit einer dif-
ferentiellen Codierung in eine Folge von Modulationssymbolen S(k) nach
folgender Vorschrift abgebildet:
S(k) = S(k − 1)ejDΦ(k),
S(0) = 1.
(2.2)
Die Phasenverschiebung DΦ(k) ha¨ngt wie folgt von B(m) ab:
B(2k − 1) B(2k) DΦ(k)
1 1 −3pi/4
0 1 +3pi/4
0 0 +pi/4
1 0 −pi/4
Aus dieser Definition folgt, dass S(k) acht verschiedene Werte annehmen
kann. Das auf die Tra¨gerfrequenz fc modulierte Signal s(t) lautet:
s(t) = Re
{
sT (t)ej2pifct+Φ0
}
, (2.3)
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mit Φ0 als Phasenoffset und sT (t) als komplexer Hu¨llkurve des modulierten
Signals
sT (t) =
K∑
k=1
S(k)g(t− tk). (2.4)
Dabei ist g(t) die inverse Fouriertransformierte des Square Root Raised
Cosine (SRRC)-Spektrums (Stueber, 1996) und K die maximale Anzahl
der Symbole.
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s(t)
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D/A−
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Ts  (t)
Abbildung 2.9: Blockdiagramm des Modulationsprozesses
Die Sende- und Empfangssteuerung ist fu¨r die Auswahl der Frequenzba¨n-
der und der Sendeleistungen verantwortlich. Dies geschieht durch Messun-
gen der Empfangsleistungen. Um die Nachbarkana¨le so wenig wie mo¨glich
zu sto¨ren, wird hier die Ausgangsleistung so gesteuert, dass nur sehr kurze
Anstiegsrampen bis zum vollen Erreichen der entsprechenden Sendeleistung
beno¨tigt werden. Dazu mu¨ssen eine Reihe von Grenzwerten eingehalten
werden, was durch diese Steuerung sichergestellt wird. Eine Optimierung
auf diesem Gebiet wird zu einer Verringerung der U¨bertragungsfehlerrate
fu¨hren.
Die Feinjustierung der Funkparameter ermo¨glicht eine Frequenzkorrek-
tur mittels einer speziellen Frequency Correction Sequence, die in einem
Synchronisationsbu¨schel innerhalb des BSCH lokalisiert ist. Damit werden
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nur sehr geringe Abweichungen von der Tra¨gerfrequenz erreicht. Dies erfor-
dert zusa¨tzlich eine hohe Genauigkeit des Oszillators der MS. Die Funktion
Leistungsregelung (Power Control) sorgt u. a. dafu¨r, dass die MS immer die
der Entfernung zur BS angepasste Sendeleistung verwendet. Dies wird von
der MAC-Teilschicht gesteuert.
A¨hnlich wie die Frequenzkorrektur wird durch eine bestimmte TS die
Symbolsynchronisation erreicht. Diese TS ist bei der ersten Synchronisa-
tion la¨nger als bei bestehenden Verbindungen. Die Informationen fu¨r die
Synchronisation sind in den Bu¨scheln enthalten. Damit ist die Bitu¨bertra-
gungsschicht in der Lage, die Grenzen der Bu¨schel eindeutig zu erkennen.
Damit die MS auch u¨ber la¨ngere Zeit synchronisiert bleibt, werden nach
Beendigung des Synchronisationsvorgangs Zeitgeber (Timer) gestartet, die
anzeigen, wann der na¨chste Rahmen, Multirahmen oder Hyperrahmen be-
ginnt bzw. endet. Dies erfordert hohe Genauigkeit der Zeitsteuerung der
MS.
Die MS kann damit Anfang und Ende eines Bu¨schels erkennen und
nutzt das beim U¨bertragen von Daten, um die MAC-Protokolldatenein-
heiten (Protocol Data Unit , PDU) auf die Bu¨schel abzubilden, sowie ihre
spezifischen Informationen korrekt zu platzieren. Beim Empfang wird dieser
Prozess genau umgekehrt. Die spezifischen Informationen der Bitu¨bertra-
gungsschicht werden entfernt und aus dem Bu¨schel wird die MAC-PDU
zuru¨ckgewonnen und an die MAC-Teilschicht u¨bergeben. Die einzelnen Bu¨-
scheltypen sind in Abs. 2.6.2.1.2, S. 21, detailliert erla¨utert.
Das Slot-Flag existiert in zwei Versionen und zeigt durch die in den
Bu¨scheln enthaltenen TSen an, ob ein ganzer Zeitschlitz (SF=0) oder ein
halber Zeitschlitz (SF=1) von den Signalisierdaten belegt wird. Eine weite-
re Aufgabe ist die Verschlu¨sselung (Scrambling) und Entschlu¨sselung (Des-
crambling). Die Information u¨ber den Verschlu¨sselungscode wird der emp-
fangenden Station in einer nicht verschlu¨sselten MAC-PDU durch den sog.
Farbcode (Color Code) mitgeteilt. Die Verschlu¨sselung ist ein Teil der Ka-
nalcodierung und wird in Abs. 2.6.4.1.1, S. 34, beschrieben.
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2.6.4 Die Sicherungsschicht im TETRA-Standard
In Abb. 2.10 ist die Architektur der Sicherungsschicht des TETRA-Stan-
dards V+D dargestellt.
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Abbildung 2.10: Architektur der V+D-Sicherungsschicht
Sie gliedert sich in die Teilschichten MAC und LLC, wobei die MAC-
Teilschicht am Dienstzugangspunkt TETRA MAC V-SAP (TMV-SAP) in
eine untere und eine obere aufgeteilt ist. Am oberen Rand der Sicherungs-
schicht bieten drei Dienstzugangspunkte ihre Dienste der in der Netzschicht
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angesiedelten Base Link Control Entity (BLE) bzw. Mobile Link Control
Entity (MLE), vgl. Abb. 2.4, S. 19, an: der TETRA LLC A-SAP (TLA-
SAP), TETRA LLC B-SAP (TLB-SAP) und der TETRA LLC C-SAP
(TLC-SAP). Der TLA-SAP bietet Dienste fu¨r den bidirektionalen Transfer
von adressierten Signalisierungs- und Datennachrichten an. Der TLB-SAP
bietet den nichtadressierten Datentransfer an. Hier werden Rundsendenach-
richten mit Systeminformationen unidirektional von der BS an die MSen
versendet. Der TLC-SAP ist nur auf Seiten der MS vorhanden und wird fu¨r
Steuerungs- und Verwaltungsnachrichten verwendet.
Die Teilschichten LLC und MAC korrespondieren u¨ber die Dienstzu-
gangspunkte TETRA MAC A-SAP (TMA-SAP), TETRA MAC B-SAP
(TMB-SAP) und TETRA MAC C-SAP (TMC-SAP), die u¨ber die gleichen
Funktionen wie die entsprechenden Service Access Point (SAP)s der LLC-
Teilschicht verfu¨gen. Fu¨r die Benutzerebene entha¨lt die MAC-Teilschicht
einen weiteren TETRA MAC D-SAP (TMD-SAP), u¨ber den der Informa-
tionstransport bei einer kanalvermittelten Verbindung erfolgt. Die untere
und die obere MAC-Teilschicht kommunizieren u¨ber den virtuellen TMV-
SAP, welcher Dienste fu¨r die konkrete Funku¨bertragung, wie z. B. Kanal-
codierung inkl. Bitverwu¨rfelung und Verschra¨nkung u¨ber mehrere Blo¨cke
(Interleaving) und Slot Stealing, anbietet. An der Schnittstelle zur Bit-
u¨bertragungsschicht bietet der TETRA PL C-SAP (TPC-SAP) – analog
zum TLC-SAP und zum TMC-SAP – den Zugang zur lokalen Schichtver-
waltung. U¨ber den TETRA PL-SAP (TP-SAP) korrespondiert die untere
MAC-Teilschicht mit der Bitu¨bertragungsschicht.
2.6.4.1 Medium Access Control
Die Funktionen der Medium Access Control (MAC)-Teilschicht setzen sich
nach Abb. 2.10, S. 32, hauptsa¨chlich aus der Kanalcodierung, der Kanal-
zugriffssteuerung und der Funkbetriebsmittelverwaltung zusammen, die je
nach U¨bertragungsmodus ihre Dienste an den drei Dienstzugangspunkten
TMA-SAP, TMB-SAP und TMC-SAP fu¨r den Signalisierungs- und Paket-
datenmodus oder an dem TMD-SAP fu¨r den Verkehrsmodus anbieten.
Nach dem Aufbau einer kanalvermittelten Sprach- oder Datenu¨bertra-
gungsverbindung, fu¨r die der Verkehrsmodus definiert wurde, ko¨nnen Signa-
lisierungsnachrichten mit Hilfe eines Slot Stealing-Mechanismus versendet
werden.
Eine BS darf kontinuierlich oder diskontinuierlich u¨bertragen. Im letzte-
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ren Fall unterbricht die jeweilige BS ihre U¨bertragung, wenn keine weiteren
Informationen zu u¨bertragen sind oder wenn sie denselben Funkkanal zu
Signalisierungszwecken mit anderen BSen teilt, die sich ebenfalls im Time
Sharing Mode befinden. Im Folgenden werden die Funktionen, Datenstruk-
turen, Dienstelemente und Zusta¨nde der MAC-Teilschicht erla¨utert.
2.6.4.1.1 Kanalcodierung
Die Kanalcodierung erfolgt beim Standard V+D nach dem in Abb. 2.11,
S. 35, dargestellten Schema. In MAC-Blo¨cken enthaltene Informationsbits,
Typ-1-Bits genannt, werden von einem (K2, K1)-Blockcodierer codiert. Bis
auf den AACH, bei dem durch einen verku¨rzten (30, 14)-Reed-Muller-Code
(Bossert, 1998; Lin und Costello, 1983) die Typ-2-Bits erzeugt wer-
den, werden in dieser ersten Stufe der Kanalcodierung aus K1 Typ-1-Bits
b1(1), b1(2), . . ., b1(K1) K2 = K1 + 16 Typ-2-Bits b2(1), b2(2), . . ., b2(K2) ei-
nes systematischen, zyklischen Blockcodes (Sklar, 1988) erzeugt. Die
Typ-1-Bits werden als Koeffizienten des Polynoms
M(X) =
K1∑
k=1
b1(k)Xk−1 (2.5)
behandelt. Fu¨r F (X) gelte:
F (X) =
( (
X16M(X)
)
mod G(X)
)
+
15∑
i=0
Xi, (2.6)
wobei es sich bei allen Operationen um Modulo-2-Operationen handelt, und
G(X) = X16 +X12 +X5 +X1 (2.7)
das Generatorpolynom des Blockcodes ist. F (X) ist vom Grad 15 mit den
Koeffizienten f(i):
F (X) =
15∑
i=0
f(i)Xi. (2.8)
Da es sich hier um einen systematischen Blockcode handelt, werden die
Codewo¨rter f mit den Typ-1-Informationsbits b1 zusammen versendet, so
dass sich die Typ-2-Bits b2 zu
b2(k) =
{
f(k − 1) fu¨r k = 1, 2, . . ., 16,
b1(k − 16) fu¨r k = 17, 18, . . .,K2 = K1 + 16 (2.9)
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ergeben. Da K2 ∈ {76, 108, 140, 284} 6= 2m − 1 fu¨r m ∈ N, handelt es sich
nach Lin und Costello (1983) und Sklar (1988) bei dem hier verwende-
ten Blockcode weder um einen Hammingcode noch um einen Bose Chadhuri
Hoquenghem (BCH)-Code.
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Abbildung 2.11: Schema der TETRA-Kanalcodierung
Die K2 Typ-2-Bits b2 werden in der na¨chsten Stufe der Kanalcodierung
von einem (4, 1, 5)-ratenkompatiblen, punktierten Faltungscodierer der Co-
derate 1/3 oder 2/3 zu K3 Typ-3-Bits b3 mit K3 = t/2 K2 und t ∈ {3, 6}
codiert. Zuerst wird von einem 16-Zustands-Rate-Compatible Punctured
Convolutional (RCPC)-Codierer der Rate 1/4 aus den Typ-2-Bits b2(k) die
Ausgabe V (4(k − 1) + i) berechnet:
V
(
4(k − 1) + i) = 4∑
j=0
b2(k − j)gij , i = 1, 2, 3, 4,k = 1, 2, . . .,K2. (2.10)
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Fu¨r jedes der 4 Generatorpolynome Gi mit den Koeffizienten gij gilt:
Gi(X) =
4∑
j=0
gijX
j ,
gij ∈ {0; 1},
i = 1, 2, 3, 4. (2.11)
Sie sind folgendermaßen definiert:
G1(X) = 1 + X + X4,
G2(X) = 1 + X2 + X3 + X4,
G3(X) = 1 + X + X2 + X4,
G4(X) = 1 + X + X3 + X4.
(2.12)
Die Punktierung zu einem 16-Zustands-RCPC-Code der Rate 2/t erfolgt
durch die Auswahl von K3 = t/2 K2 Typ-3-Bits aus den 4 K2 codierten Bits
V :
b3(j) = V (k), j = 1, 2, . . ., t/2 K2, (2.13)
mit
k = 8
⌊
j−1/t
⌋
+ P
(
j − t⌊j−1/t⌋). (2.14)
Bei einer Coderate von 2/3 lauten die drei Punktierkoeffizienten: P (1) =
1, P (2) = 2, P (3) = 5 mit t = 3. Bei einer Coderate von 1/3 lauten die sechs
Punktierkoeffizienten: P (1) = 1, P (2) = 2, P (3) = 3, P (4) = 5, P (5) =
6, P (7) = 7 mit t = 6. Zwei verschiedene, punktierte Faltungscodes, wel-
che vom gleichen Originalcode stammen, heißen ratenkompatibel, wenn alle
nicht punktierten, d. h. nicht herausgestrichenen, Bits des hochratigen Fal-
tungscodes auch beim niederratigen enthalten sind. Um den Faltungscodie-
rer nach der Codierung zu initialisieren, werden den Typ-2-Bits b2 4 sog.
Tail-Bits mit dem Wert 0 angeha¨ngt.
Um bu¨schelartige U¨bertragungfehler auszuschalten, werden in einem
Block Typ-3-Bits b3 zu Typ-4-Bits b4 mittels eines (K, a)-Bitverwu¨rfelers
mit K = K3 und z. B. a = 101 folgendermaßen verwu¨rfelt, vgl. Abb. 2.12,
S. 39:
b4(k) = b3(i), i = 1, 2, . . .,K = K3 = K4, (2.15)
mit
k = 1 +
(
(a · i) mod K). (2.16)
Alternativ ist fu¨r 432 bit lange Typ-3-Blo¨cke eine Verschra¨nkung u¨ber
N Blo¨cke in eine Sequenz von Typ-4-Blo¨cken in zwei Schritten vorgesehen.
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Zuerst werden aus Typ-3-Bits b3 verschra¨nkte Bits b′3(m, k), Bit k des Blocks
m, erzeugt:
b′3(m, k) = b3
(
m− j, j + (i ·N)), k = 1, 2, . . ., 432,
m = 1, 2, . . ., N, (2.17)
mit
j =
⌊
(k − 1)/432/N⌋,
i = (k − 1) mod 432/N. (2.18)
Die auf diese Weise gewonnenen B′3(m) Blo¨cke werden in Typ-4-Blo¨cke
B4(m) verschra¨nkt:
b4(m, i) = b′3(m, k) mit i = 1 + (103 · k) mod 432. (2.19)
In der letzten Stufe werden schließlich K4 Typ-4-Bits b4 zu K5 Typ-5-Bits
b5 mit Hilfe eines linearen ru¨ckgekoppelten Registers verschlu¨sselt, indem
eine Verschlu¨sselungssequenz p zu b4 Modulo-2 addiert wird:
b5(k) = b4(k) + p(k), k = 1, 2, . . .,K5 = K4. (2.20)
Der Generator der Verschlu¨sselungssequenz ist durch folgendes Polynom
bestimmt:
c(X) =
∑32
i=0 ciX
i
= 1 +X +X2 +X4 +X5 +X7 +X8 +X10 +X11 +X12+
X16 +X22 +X23 +X26 +X32.
(2.21)
Die Verschlu¨sselungssequenz ist gegeben durch:
p(k) =
32∑
i=1
cip(k − i), (2.22)
die folgendermaßen initialisiert wird:
p(k) =
{
e(1− k) fu¨r k = −29,−28, . . ., 0,
1 fu¨r k = −31,−30. (2.23)
Hierbei handelt es sich bei e(1), e(2), . . ., e(30) um einen fu¨r die jeweilige
Transaktion von der BS festgelegten sog. Farbcode (Color Code).
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In Abb. 2.12, S. 39, wird die Kanalcodierung abha¨ngig vom verwendeten
logischen Kanal bei V+D dargestellt. Es fa¨llt vor allem auf, dass die Syn-
chronisationsdaten des BSCH nicht verschlu¨sselt werden, da die MSen nach
dem Anschalten zuerst in den BSCH hineinho¨ren und zu diesem Zeitpunkt
noch keine Absprachen u¨ber einen Verschlu¨sselungscode existieren ko¨nnen.
Ferner ist zu beobachten, dass die verschiedenen U¨bertragungsraten des
TCH durch eine Kanalcodierungsdienstgu¨te unterschiedlicher Qualita¨t er-
reicht werden, indem beim TCH/2,4 mit einer Rate r = 1/3, beim TCH/4,8
mit einer Rate r = 2/3 und beim TCH/7,2 u¨berhaupt nicht faltungscodiert
wird. Eine Blockcodierung unterbleibt bei allen Varianten des Verkehrska-
nals.
Da ein Reed-Muller-Blockcodierer nach Lin und Costello (1983) ins-
besondere fu¨r kleine Datenmengen effizient ist, wird dieser auf die lediglich
14 bit breite Access-Assign-PDU des AACHs angewendet. Faltungscodie-
rung und Bitverwu¨rfelung werden fu¨r diese kleine Datenmenge nicht mehr
durchgefu¨hrt.
2.6.4.1.2 Funkbetriebsmittelverwaltung
Diese Funktionen sind teilweise nur in der MS, der BS oder in beiden vorhan-
den. Sie sollen jederzeit auch ohne Einbeziehung der Netzschicht verfu¨gbar
sein. Folgende Funktionen sind u. a. vorgesehen:
 Messung des Paketfehlerverha¨ltnisses (Message Error Ratio, MER)
und des Bitfehlerverha¨ltnisses (Bit Error Ratio, BER) unabha¨ngig
oder unter Steuerung der Netzschicht,
 Pfadverlustberechnung durch U¨berwachung (Monitoring) der aktuel-
len und benachbarten Zellen, Berechnung der Pfadverlustparameter
aus Angaben der aktuellen Zelle sowie periodischem Messen (Scan-
ning), Bestimmung der Pfadverlustparameter der Nachbarzellen aus
dem gemessenen Signalpegel,
 Adressenverwaltung fu¨r Einzel-, Gruppen- oder Rundsendeverbindun-
gen – es ko¨nnen zwei Adressen verwendet werden: eine Kopie der
Individual TETRA Subscriber Identity (ITSI), der Group TETRA
Subscriber Identity (GTSI) oder ein sog. Event Label (EL), die von
der MAC-Teilschicht bei bestehenden Verbindungen zur Reduktion
des Signalisieraufwandes genutzt werden kann –,
 Verwaltung der Leistungsregelung (Power Control) in der Bitu¨bertra-
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gungsschicht,
 Einrichtung einer Verbindung durch Verwendung der Angaben Fre-
quenz, Zeitschlitz und Farbcode (Color Code) von der MLE und
 Speicherung von Steuerdaten- und Sprachrahmen bis zur Versendung.
2.6.4.1.3 Dienstelemente der MAC-Dienstzugangspunkte
Die Dienstelemente der MAC-Dienstzugangspunkte sind in Anh. A.2, S. 221,
na¨her erla¨utert.
2.6.4.1.4 Datenstrukturen
In der MAC-Teilschicht sind zwo¨lf verschiedene PDU-Typen definiert. In
Tab. 2.4, S. 42, wird die Abbildung dieser PDUs auf die logischen Kana¨le
von V+D gezeigt.
Access-Assign: Diese 14 bit (netto) breite PDU ist im BBK jedes DL-
Zeitschlitzes enthalten und tra¨gt Informationen u¨ber den aktuellen
Zeitschlitz und die Zugriffsrechte fu¨r den um zwei Zeitschlitze ver-
zo¨gerten, mit diesem DL-Zeitschlitz assoziierten UL-Zeitschlitz, vgl.
Abb. 2.8, S. 23. Der Inhalt variiert abha¨ngig davon, ob die PDU im
1. bis 17. oder im 18. Rahmen versendet wird.
Access-Define: Der fu¨r den Zufallszugriff gu¨ltige, spezifische Zugriffscode,
die ALOHA-Parameter und die Zugriffsmethode werden von der BS
in dieser DL-PDU festgelegt, die einen halben oder ganzen Zeitschlitz
belegt und den logischen SCH/HD oder SCH/F-Kanal benutzt. In
der Benutzerebene, vgl. Abb. 2.10, S. 32, wird auch der STCH-Kanal
belegt.
MAC-Access: Diese PDU wird fu¨r den Zufallszugriff verwendet und in
Teilzeitschlitzen auf der UL versendet und entha¨lt LLC-Daten. Eine
TETRA MAC-SDU (TM-SDU) wird ggf. fragmentiert und auf mehre-
re MAC-Access-PDUs und MAC-Frag-PDUs bzw. MAC-End-HU-PDUs
oder MAC-End-PDUs aufgeteilt. Wenn die Nachricht ku¨rzer als die zur
Verfu¨gung stehende Zahl Nutzdatenbits ist, werden Fu¨llbits eingefu¨gt.
Abha¨ngig davon, ob eine 24 bit breite Schicht-2-Adresse (SSI) fu¨r den
Erstzugriff oder eine 10 bit breite, von der BS zur Verminderung des
Adressverschnitts fu¨r diese Transaktion vergebene Adressmarke (EL)
verwendet wird, ko¨nnen netto 56 bit bzw. 70 bit Benutzerdaten in die-
ser PDU transportiert werden. Beginn und Ende einer fragmentierten
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TM-SDU werden in der MAC-Access-PDU und in der MAC-End-HU-
PDU bzw. MAC-End-PDU angezeigt. Die MAC-Access-PDU wird auf
den SCH/HU-Kanal abgebildet.
MAC-End-HU: Diese PDU wird nur auf der UL gesendet und zeigt bei
einer Fragmentierung an, dass sie das letzte Fragment entha¨lt. Sie
belegt immer nur einen Teilzeitschlitz.
MAC-Data: Zum Transfer von LLC-Daten in ganzen Zeitschlitzen auf der
UL oder bei gestohlenem Kanal im ersten und bei Bedarf auch im zwei-
ten Teilzeitschlitz. Im zweiten Teilzeitschlitz kann die MAC-Data-PDU
zum Versenden anderer Daten der Steuerebene genutzt werden. Diese
PDU kann nur bei reservierter U¨bertragung benutzt werden. Sowohl
bei einer MAC-Access-PDU als auch bei einer MAC-Data-PDU leitet
die BS UL-Reservierungswu¨nsche aus den in den PDUs enthaltenen
La¨ngenangaben ab. Zusa¨tzlich wird auch eine eventuelle Fragmen-
tierung der Nachricht angezeigt. Abha¨ngig von der Adressierungsart
(SSI oder EL) ko¨nnen netto 231 bit oder 245 bit Benutzerdaten ver-
sendet werden.
MAC-Resource: Diese PDU wird von der BS zur U¨bertragung von Nach-
richten der Steuerebene auf der DL verwendet. Zusa¨tzlich kann sie
einen erfolgreichen Zufallszugriff besta¨tigen und eventuell Kapazita¨t
auf der UL zuweisen. Die maximale La¨nge der Benutzerdaten be-
tra¨gt je nach Adressierung und Belegung eines halben oder ganzen
Zeitschlitzes 95 bit oder 239 bit. Sowohl bei einer MAC-Data-PDU als
auch bei einer MAC-Resource-PDU kann in der Protokollsteuerinfor-
mation (Protocol Control Information, PCI) angezeigt werden, dass
der zweite Teilzeitschlitz gestohlen wird und eine MAC-U-Signal-PDU
entha¨lt.
MAC-Frag: Diese PDU wird zum Versand der weiteren Teile fragmentierter
Nachrichten der Steuerebene von der LLC-Teilschicht auf der DL und
der UL genutzt. Die an die PDU angefu¨gte Kopfinformation ist 4 bit
lang und so ko¨nnen 264 Nutzdatenbits verschickt werden.
MAC-Traffic: Sprach- und Datenrahmen kanalvermittelter Verbindungen
werden mit dieser PDU versendet. Bis auf die zwei Bits zur Kenn-
zeichnung des PDU-Typs entha¨lt diese PDU ausschließlich Benutzer-
daten.
MAC-U-Signal: Ende-zu-Ende-Signalisierungen der Benutzerebene werden
mit Hilfe dieser PDU vom TMD-SAP des Senders zum TMD-SAP der
Partnerinstanz geleitet. Sie wird immer auf den STCH abgebildet.
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Analog zur MAC-Traffic-PDU entha¨lt auch diese PDU bis auf die drei
ersten Bits ausschließlich Benutzerdaten. Im dritten Bit wird ange-
zeigt, ob ein oder zwei Teilzeitschlitze gestohlen werden. Wenn auch
der zweite Teilzeitschlitz belegt wird, ko¨nnen dort auch LLC-Daten
enthalten sein.
MAC-End: Diese PDU belegt entweder einen ganzen Zeitschlitz auf dem
SCH/F-Kanal oder – dieses gilt nur fu¨r die DL – einen halben auf dem
SCH/HD-Kanal. Sie wird mit dem letzten Fragment fragmentierter
LLC-Signalisierdaten versendet.
Sync: Die BS versendet per Rundsendung unadressiert Sync-PDUs und Sys-
info-PDUs auf den logischen BSCH- und BNCH-Kana¨len an die MSen,
die daher alle in diesen beiden PDUs enthaltenden Informationen de-
codieren.
Die Sync-PDU setzt den bei der Kanalcodierung fu¨r die Verschlu¨sse-
lung zusta¨ndigen Farbcode fest und entha¨lt die aktuellen Multirah-
men-, Rahmen- und Zeitschlitznummern, vgl. Abs. 2.6.2.1.2, S. 21.
Ferner teilt sie den MSen mit, ob sie diskontinuierlich oder kontinu-
ierlich u¨bertra¨gt und ob sie sich mit anderen BSen im Time Sharing
Mode befindet.
Sysinfo: Unter Verwendung der in dieser PDU per Rundsendung von der
BS versendeten Parameter berechnen die MSen den Pfadverlust fu¨r die
aktuelle Zelle. Diese PDU teilt der MS die Tra¨gerfrequenz und das
Frequenzband des Hauptorganisationskanals Main Control Channel
(MCCH) sowie Angaben u¨ber die Zellgruppe und die Leistungsrege-
lung mit.
Tabelle 2.4: Abbildung der V+D-MAC-PDUs auf die logischen Kana¨le
MAC-PDU Logische Kana¨le Informationstyp
Access-Assign AACH MAC-interne
Access-Define SCH/HD, SCH/F, STCH Information
MAC-Access SCH/HU TMA-SAP-Information
MAC-End-HU SCH/HU
MAC-Data SCH/F, STCH
MAC-Resource SCH/HD, SCH/F, STCH
MAC-Frag SCH/HD, SCH/F
MAC-End SCH/HD, SCH/F, STCH
Fortsetzung auf der na¨chsten Seite
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Tabelle 2.4: Abbildung der V+D-MAC-PDUs auf die logischen Kana¨le
Fortsetzung von der vorhergehenden Seite
MAC-PDU Logische Kana¨le Informationstyp
MAC-Traffic TCH TMD-SAP-Information
MAC-U-Signal STCH
Sync BSCH TMB-SAP-Information
Sysinfo BNCH
In Tab. 2.4, S. 42, ist aufgefu¨hrt, u¨ber welche logischen Kana¨le die MAC-
PDUs an die untere MAC-Teilschicht zur Kanalcodierung u¨bergeben werden
und welche Art von Information in diesen PDUs enthalten ist. Die Daten
des STCH werden entweder u¨ber den SCH/HU oder SCH/HD u¨bertragen.
Außerdem ist die Zuweisung eines ganzen Zeitschlitzes (SCH/F) an den
STCH mo¨glich.
2.6.4.1.5 Zustandsdiagramm der Mobilstation
Das MAC-Protokoll der MS kennt sieben Zusta¨nde, vgl. Abb. 2.13, S. 44,
wobei M0 NULL dem ausgeschalteten Zustand entspricht. Die im Folgenden
beschriebenen Zustandsu¨berga¨nge sind in Tab. 2.5, S. 45, stichpunktartig
festgehalten. Nach dem Einschalten (1) wird der Zustand M1 IDLE UN-
LOCKED eingenommen. Nach dem Ausschalten (2), was in jedem Zustand
mo¨glich ist, wird in den Anfangszustand zuru¨ckgekehrt. Erst nachdem die
MS per Rundsendung von der BS verschickte Sync-PDUs und Sysinfo-PDUs
empfangen und eine Zelle hinreichender Qualita¨t gefunden hat, wa¨hlt sie
diese Zelle aus und informiert die MLE hieru¨ber.
Anschließend wird in den Zustand M2 IDLE LOCKED (3) u¨bergegangen.
Falls die MAC-Teilschicht den Verfall der Signalqualita¨t festgestellt und
die MLE hieru¨ber benachrichtigt hat, wird sie anschließend von der MLE
angewiesen, eine neue Zelle hinreichender Qualita¨t zu finden, und kehrt (4)
in den Zustand M1 IDLE UNLOCKED zuru¨ck.
Abha¨ngig von den Einstellungen des Benutzers wird nach einer bestimm-
ten Zeit der Inaktivita¨t die MS in einem Energiesparmodus betrieben und
der Zustand M3 STAND-BY (5) eingenommen.
Nach dem Ablauf eines Zeitgebers, der entsprechend den Wu¨nschen des
Benutzers auf eine Wartezeit zwischen einem und 432 Rahmen (57 ms bis
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25,9 s) eingestellt werden kann, wird der Energiesparmodus wieder verlassen
und die MS kehrt in den Zustand M2 IDLE LOCKED (6) zuru¨ck.
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Abbildung 2.13: Zustandsdiagramm der V+D-Mobilstation in der MAC-Teil-
schicht
In diesem Zustand wird von der MS nur empfangen. Sie u¨berwacht den
SCH hinsichtlich der an sie gerichteten Funkruf-Nachrichten der BS und ge-
nereller Systemnachrichten. Ferner bereitet sich die MS auf zuku¨nftige Sen-
deauftra¨ge vor, indem sie u¨ber den SCH empfangene Access-Define-PDUs
auswertet und den AACH beobachtet. Wenn weder Funkruf-Nachrichten
empfangen werden noch Daten zu versenden sind, misst die MS (13) die
Signalsta¨rke der benachbarten Zellen und versucht, die gesamten Netzinfor-
mationen dieser Zellen zu decodieren.
Erha¨lt die MS eine Funkruf-Nachricht oder Paketdaten von der BS oder
fu¨hrt sie einen Zufallszugriff durch, nimmt sie den aktiven Zustand M4 AC-
CESS (7) ein und wartet im Falle einer kanalvermittelten Verbindung, bis ihr
ein Verkehrskanal (TCH) zugewiesen wurde. In diesem Zustand erfolgt die
U¨bertragung sa¨mtlicher Paketdaten, falls die Verbindung nicht kanalvermit-
telt ist. Wenn ein Zeitgeber abla¨uft oder die U¨bertragung der Paketdaten
abgeschlossen ist, wird (8) in den Zustand M2 IDLE LOCKED zuru¨ckgekehrt.
Nachdem die BS einer MS oder einer Gruppe von MSen exklusiv einen Ka-
nal zugewiesen hat, wird in den Zustand M5 ASSIGNED (9) u¨bergegangen.
Sprach- und Datenrahmen einer kanalvermittelten Verbindung werden
in diesem Zustand u¨bertragen. Mit Hilfe des Slot Stealing-Mechanismus
(15) erfolgt die Ende-zu-Ende-Signalisierung zwischen den Benutzern.
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Tabelle 2.5: Zustandsu¨berga¨nge der V+D-Mobilstation in der MAC-Teil-
schicht
U¨bergang Aktion
1 Die MS wird eingeschaltet.
2 Die MS wird ausgeschaltet. Dieser U¨bergang ist von jedem Zu-
stand aus mo¨glich.
3 Zelle mit hinreichender Qualita¨t gefunden, die MLE-Schicht hier-
u¨ber informiert und diese Zelle ausgewa¨hlt.
4 Die MAC-Teilschicht hat die MLE-Schicht u¨ber die Verschlechte-
rung der Signalqualita¨t informiert und ist angewiesen worden, in
den Suchmodus zuru¨ckzukehren.
5 Die MS tritt in den Energiesparmodus ein.
6 Die MS verla¨sst den Energiesparmodus.
7 Die MS fu¨hrt einen Zufallszugriff durch oder wird angerufen
(Funkruf). In beiden Fa¨llen wird bis zur Zuweisung eines Ver-
kehrskanals im M4 ACCESS-Zustand gewartet (kanalvermittelte
Verbindung).
8 Time-Out oder Ende der Paketdatenu¨bertragung.
9 Die Kanalzuweisung wurde empfangen.
10 Ende der U¨bertragung (Transmission Trunking) oder des Ge-
spra¨chs (Message Trunking).
11 Direkte Kanalzuweisung (Gruppenruf oder Gespra¨chsweiterfu¨h-
rung, Transmission Trunking).
12 Signalverlust wa¨hrend eines Gespra¨chs. MS beginnt Verbindungs-
wiederherstellung nach einer Warteperiode.
13 Absuchen der benachbarten Zellen im M2 IDLE LOCKED-Zu-
stand.
14 Absuchen der benachbarten Zellen im M5 ASSIGNED-Zustand.
15 Slot Stealing-Prozeduren.
16 Sprach- oder Datenu¨bertragung bei Message Trunking.
17 Ru¨ckkehr nach kurzzeitigem Signalverlust.
18 Weiterfu¨hrung der Gespra¨chswiederherstellungsprozedur.
19 Handover (Gespra¨chswiederherstellung) in eine benachbarte Zelle.
Analog zum Zustand M2 misst (14) die MS wa¨hrend eines Gespra¨chs
regelma¨ßig die Signalsta¨rke der benachbarten Zellen und versucht die ge-
samten Netzinformationen dieser Zellen zu decodieren. Bevorzugt die MS
nach Erhalt dieser Informationen eine andere Zelle, fordert sie einen Han-
dover (19) an, was zum Aufruf der Gespra¨chswiederherstellungsprozeduren
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(Fast Call Reestablishment) fu¨hrt.
Wenn eine U¨bertragung (U¨bertragungsbu¨ndelung, Transmission Trun-
king) oder ein Gespra¨ch (Nachrichtenbu¨ndelung, Message Trunking) been-
det wird, geht (10) die MS in den Zustand M2 IDLE LOCKED u¨ber. Im Falle
eines Gruppenrufs oder der Weiterfu¨hrung des Gespra¨chs bei Transmission
Trunking erfolgt eine direkte Kanalzuweisung und die Ru¨ckkehr (11) in den
Zustand M5 ASSIGNED. Da bei Message Trunking der Kanal permanent
belegt ist, werden Sendewu¨nsche (16) in diesem Zustand bearbeitet.
Unter U¨bertragungsbu¨ndelung versteht man bei V+D die Methode, ei-
nen Verkehrskanal (TCH) nur dann zu belegen, wenn tatsa¨chlich Sprach-
aktivita¨t vorliegt, und ihn danach augenblicklich wieder freizugeben. Bei
Nachrichtenbu¨ndelung wird der Verkehrskanal permanent fu¨r die gesam-
te Dauer des Gespra¨chs belegt, was im Vergleich zur U¨bertragungsbu¨nde-
lung zu geringerem Protokollverschnitt, aber auch zu geringerem Durchsatz
fu¨hrt.
Verliert die MS den Kontakt zur BS (12), beginnt sie im Zustand M6
ACTIVE UNLOCKED nach einer kurzen Warteperiode mit dem Verbindungs-
wiederaufbau. Nach einer erfolgreichen Wiederherstellung (17) kehrt sie von
diesem kurzen Signaleinbruch in den Zustand M5 ASSIGNED zuru¨ck. Im an-
deren Fall (18) nimmt sie den Zustand M1 IDLE UNLOCKED ein und fu¨hrt
den Verbindungsaufbau an dieser Stelle fort.
2.6.4.1.6 Zustandsdiagramm der Basisstation
Fu¨r die V+D-BS sind in der MAC-Teilschicht vier Zusta¨nde definiert, vgl.
Abb. 2.14, S. 47, wobei sich die BS vor dem Einschalten im Zustand B0
NULL befindet. Die im Folgenden beschriebenen Zustandsu¨berga¨nge sind in
Tab. 2.6, S. 47, stichpunktartig festgehalten. Der U¨bergang in den Zustand
B1 ACTIVE erfolgt durch Einschalten (1) der BS. Das Abschalten (2) der
BS fu¨hrt in jedem Zustand zur Ru¨ckkehr in den Anfangszustand.
Da die BS fu¨r jede Verbindung eine eigene MAC-Protokollinstanz er-
zeugt, ko¨nnen die Zusta¨nde B1 bis B3 von der BS mehrfach gleichzeitig
eingenommen werden. An inaktive MSen werden im Zustand B1 ACTI-
VE Synchronisations- und Systeminformationen (Sync-PDUs und Sysinfo-
PDUs) versendet. Außerdem u¨bertra¨gt die BS Zugriffsdefinitionen (Access-
Define-PDUs) und Zugriffszuweisungen (Access-Assign-PDUs), damit sich
die MSen auf zuku¨nftige Zufallszugriffe vorbereiten ko¨nnen. Datenu¨bertra-
gungsverkehr findet in diesem Zustand jedoch nicht statt.
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Abbildung 2.14: Zustandsdiagramm der V+D-Basisstation in der MAC-Teil-
schicht
Tabelle 2.6: Zustandsu¨berga¨nge der V+D-Basisstation in der MAC-Teilschicht
U¨bergang Aktion
1 Die BS wird eingeschaltet.
2 Die BS wird ausgeschaltet.
3 Erfolgreicher Empfang eines Zufallszugriffs oder Funkrufnachricht
an eine MS.
4 Time-Out oder Ende der Paketdatenu¨bertragung.
5 Verkehrskanal (TCH) wird zugewiesen.
6 Slot Stealing im Verkehrsmodus.
7 Versenden einer Sendeerlaubnis (Message Trunking).
8 Versenden einer Sendeerlaubnis (Transmission Trunking).
9 Ende der U¨bertragung (Transmission Trunking) oder des Ge-
spra¨chs (Message Trunking).
10 Direkte Zuweisung eines Verkehrskanals (TCH) bei Gruppenruf
oder einer bestehenden Verbindung (Transmission Trunking).
Nachdem die BS einen Zufallszugriff einer MS erfolgreich erkannt (3)
und empfangen hat, geht sie in den Zustand B2 ACCESS u¨ber. Falls die BS
mit einer MS eine Verbindung aufbauen will, wird diese informiert (Funk-
rufnachricht) und es erfolgt ebenfalls der U¨bergang (3) nach B2. Paketdaten
werden zwischen BS und MS in diesem Zustand u¨bertragen. Bei Beendi-
gung dieser U¨bertragung oder bei Ablauf eines Zeitgebers kehrt die BS in
den Zustand B1 ACTIVE (4) zuru¨ck.
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Hat die MS bei ihrem Zufallszugriff die Zuweisung eines Verkehrskanals
angefordert, besta¨tigt dies die BS und nimmt (5) den Zustand B3 ASSIGNED
ein. Sprach- und Datenrahmen werden in diesem Zustand ausgetauscht, wo-
bei U¨bertragungskapazita¨t zur Ende-zu-Ende-Signalisierung zwischen den
Benutzern gestohlen (Slot Stealing, 6) werden kann. Im Falle von Message
Trunking bleibt die Verbindung permanent bestehen, U¨bertragungswu¨nsche
werden in diesem Zustand (7) besta¨tigt.
Bei Beendigung eines Gespra¨chs (Message Trunking) oder einer U¨bertra-
gung (Transmission Trunking) kehrt die BS in den Zustand B1 ACTIVE (9)
zuru¨ck, in dem sie weitere U¨bertragungswu¨nsche bei Transmission Trun-
king besta¨tigt (8) und einen Verkehrskanal bei einer bereits bestehenden
Verbindung direkt zuweist (10). Bei einem Gruppenruf erfolgt ebenfalls
eine direkte Kanalzuweisung.
2.6.4.1.7 Kanalzugriffssteuerung
Die LLC-Teilschicht kennt zwei Arten von Verbindungstypen, den Advanced
Link (AL) und den Basic Link (BL). Die Kanalzugriffssteuerung entha¨lt die
Funktionen zur Rahmensynchronisation, die die Rahmennummer innerhalb
des Multirahmens erfasst:
 im Falle einer BL-U¨bertragung Fragmentierung der von der LLC-Teil-
schicht erhaltenen PDUs in mehrere zu sendende MAC-Dienstdaten-
einheiten (Service Data Unit , SDU) und empfangsseitige Zusammen-
stellung (Reassociation) der empfangenen Fragmente – in der LLC-
Teilschicht erfolgt keine Aufteilung bei einem BL –,
 im Falle einer AL-U¨bertragung Segmentierung der Dienstdatenein-
heiten fu¨r die LLC-Teilschicht in mehrere LLC-PDUs in der LLC-
Teilschicht, die in ihrer La¨nge einem MAC-Block entsprechen – in der
MAC-Teilschicht erfolgt keine Aufteilung bei einem AL –,
 Multiplexen bzw. Demultiplexen der logischen Kana¨le sowie Bildung
von Multirahmen, die daher explizit geza¨hlt werden, und
 Synchronisation der Multirahmen durch Synchronisationsblo¨cke der
BS, die auf der DL gesendet werden und z. B. Informationen u¨ber die
geza¨hlten Rahmen enthalten, vgl. Abs. 2.6.4.1.4, S. 40.
Eine wichtige Funktion ist das Zufallszugriffsprotokoll (Random Access
Protocol) fu¨r den Zugriff der MSen auf den Kanal. Die MAC-Teilschicht
der MS verwendet beim Erstzugriff ein S-ALOHA-Zugriffsprotokoll, um bei
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unaufgeforderter Nachrichtenu¨bertragung Informationen an die BS zu ver-
senden. Bei Informationsanforderung der BS oder bei Bestehen einer reser-
vierten, kanalvermittelten Verbindung nutzt die MS den reservierten Zugriff.
Bei geeigneter Wahl der Zugriffsparameter ist es mo¨glich,
 die Kollisionsauflo¨sung der Zugriffe der einzelnen MSen zu steuern,
 fu¨r eine bestimmte Verkehrslast die Zugriffsverzo¨gerung zu minimieren
und den Durchsatz zu maximieren,
 Protokollinstabilita¨ten zu vermeiden,
 dynamisch den Zufallszugriff fu¨r verschiedene Zugriffspriorita¨ten oder
fu¨r ausgewa¨hlte Gruppen- und Teilnehmerklassen zu unterbinden und
 gleichzeitig und unabha¨ngig fu¨r verschiedene Gruppen- und Teilneh-
merklassen eine Verkehrsgu¨te (Grade of Service, GoS) des Zugriffs
anzubieten, vgl. Gl. 2.24.
GoS =
Anzahl blockierter Anrufe + 10 ·Anzahl der Verbindungsabbru¨che
Gesamtanzahl der Verbindungen
(2.24)
2.6.4.1.7.1 Die Parameter des Zufallszugriffsprotokolls
Die BS bietet verschiedenen MSen unter Verwendung von vier sog. Access
Codes (AC) Mo¨glichkeiten des Zufallszugriffs, die A, B, C oder D genannt
werden und wie Priorita¨ten aufzufassen sind. Der Zugriffscode stellt eine
Benutzerdienstkombination dar. Nicht jeder Code muss allen MS zuga¨ng-
lich sein. Nur wenn die Bedingungen fu¨r den Zugriff auf einen fu¨r einen
bestimmten Code zugelassenen Teilzeitschlitz erfu¨llt sind, ist die MS be-
rechtigt zuzugreifen. Die Einladung zum Zugriff wird den MSen von den
BSen mittels zwei verschiedener PDUs mitgeteilt. Die Access-Define-PDU,
vgl. Tab. 2.7, S. 50, wird in vom Netzbetreiber festgelegten Intervallen ver-
sendet und liefert u. a. die Informationen u¨ber den Zugriffscode und die Prio-
rita¨t, mit der gesendet werden darf, sowie die Zeitspanne und Anzahl fu¨r
eine Wiederholung des Zugriffs, vgl. Abs. 2.6.4.1.4, S. 40. Die MSen bestim-
men dynamisch ihren Zugriffscode abha¨ngig davon, ob ihre zu versendenden
Daten die minimale Priorita¨t (Minimum Priority) der Access-Define-PDU
erfu¨llen oder nicht. Priorita¨ten werden abha¨ngig vom gewu¨nschten GoS fu¨r
die jeweilige Transaktion von den MSen bestimmt.
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Tabelle 2.7: Die V+D-Zufallszugriffsparameter der Access-Define-PDU
Parameter Abk. Beschreibung Wertebereich
Access
Code
Diese PDU gilt fu¨r MSen mit diesem
Zugriffscode
A – D
Immediate IMM Zufallszugriff nach IMM TDMA-
Rahmen
0 → Zugriffszeitpunkt auswu¨rfeln
15 → direkter Zugriff erlaubt
0 – 15
Waiting
Time
WT Erneuter Zufallszugriff nach WT
Antwortmo¨glichkeiten auf der DL
1 – 15
Number of
Random
Access
Transmis-
sions on
Uplink
Nu Gesamtanzahl der erlaubten Zufalls-
zugriffe
0 → kein Zugriff erlaubt
0 – 15
Framelength
Factor
Multipliziere Basisrahmenla¨nge mit
1 oder 4
1, 4
Timeslot
Pointer
Bitmuster fu¨r die Belegung mit Steu-
erkana¨len
4 bit
Minimum
Priority
Zufallszugriff ist nur erlaubt, wenn
diese Priorita¨t mindestens erfu¨llt ist
7 → ho¨chste Priorita¨t; nur Notrufe
sind erlaubt
0 – 7
Mit der Access-Assign-PDU, die in jedem DL-Zeitschlitz im logischen
Kanal AACH, vgl. Abs. 2.6.2.2.2, S. 25, enthalten ist, werden dann die
Zugriffsrechte der MS auf die UL-Zeitschlitze angezeigt sowie mit dem sog.
Traffic Usage Marker die Sende- und Empfangserlaubnis des momentanen
UL- und DL-Zeitschlitzes. Die Informationen der beiden PDUs werden bis
zum Empfang einer Aktualisierung gespeichert.
In Abb. 2.15, S. 52, sind beispielhaft die mit den verschiedenen Zugriffs-
codes oder einer Reservierung gekennzeichneten UL-Teilzeitschlitze darge-
stellt, die in der Access-Assign-PDU, vgl. Tab. 2.8, S. 51, angezeigt werden.
Die zu den DL-Zeitschlitzen korrespondierenden UL-Zeitschlitze sind ge-
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genu¨ber den DL-Zeitschlitzen um zwei Zeitschlitze verzo¨gert, so dass eine
Access-Assign-PDU auf der DL erst zwei Zeitschlitze spa¨ter fu¨r die UL den
Zugriff regelt. Eine MS, die eine Nachricht versenden mo¨chte, vergleicht
zuerst die u¨bertragenen Bedingungen fu¨r einen Zugriff mit denen, die ihr
erlaubt sind. Wenn ein Zugriff erlaubt ist, verwendet sie dazu die MAC-
Access-PDU, welche die zu u¨bertragende Nachricht entha¨lt.
Tabelle 2.8: Die V+D-Zufallszugriffsparameter der Access-Assign-PDU
Parameter Beschreibung Wertebereich
Access Field
1 and 2
Zugriffsrechte fu¨r einen Teilzeit-
schlitz bestehend aus Zugriffscode
und Basisrahmenla¨nge
Access
Code
Zufallszugriff ist fu¨r diesen Zugriffs-
code erlaubt
A – D
Base Frame-
length
Basisla¨nge des Zugriffsrahmens
Besondere Werte fu¨r
”
Reser-
vierte U¨bertragung“,
”
CLCH-
Teilzeitschlitz“ und
”
Laufender
Rahmen“
1–6, 8, 10,
12, 16, 20,
24, 32
Ist die Nachricht fragmentiert, wird in der MAC-Access-PDU der BS ein
Reservierungswunsch fu¨r mehrere Zeitschlitze mitgeteilt. Die BS antwortet
auf die MAC-Access-PDU mit einer MAC-Resource-PDU, in der sie den er-
folgreichen Empfang quittiert. Weiterhin wird der MS mitgeteilt, ob und
welche Zeitschlitze reserviert wurden. Diese sind in Abb. 2.15, S. 52, durch
ein Kreuz dargestellt. Hat eine MS nach Ablauf eines Zeitgebers noch keine
Antwort auf die MAC-Access-PDU erhalten, wiederholt sie den Zufallszu-
griff.
Der Parameter Immediate (IMM) der Access-Define-PDU gibt einen Zeit-
raum als Vielfaches von TDMA-Rahmen an, um den der erstmalige Zufalls-
zugriff verzo¨gert werden soll, d. h. er gibt an, ob sofortiger Zugriff (Im-
mediate First Transmission, IFT) oder verzo¨gerter Zugriff (Delayed First
Transmission, DFT) zu wa¨hlen ist. Als Sonderfall des verzo¨gerten Zugriffs
ist die zufa¨llige Auswahl eines Zugriffsplatzes in einem Zugriffsrahmen zu
sehen. Die La¨nge des aktuellen Zugriffsrahmens wird bestimmt, indem die
Basisrahmenla¨nge (Base Framelength) der Access-Assign-PDU, vgl. Tab. 2.8,
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mit dem Rahmenla¨ngenfaktor (Framelength Factor) multipliziert wird, vgl.
Tab. 2.7, S. 50.
In der Access-Define-PDU wird die Anzahl der fu¨r den Zufallszugriff frei-
gegebenen Zeitschlitze eines Rahmens durch das Zeitschlitzbitmuster (Ti-
meslot Pointer) bekannt gegeben, vgl. Tab. 2.7, S. 50. Neben einem Main
Control Channel (MCCH) ko¨nnen bis zu drei Secondary Control Chan-
nel (SCCH) definiert werden und bei zwei Teilzeitschlitzen pro Zeitschlitz
ergeben sich somit bis zu acht Zugriffsmo¨glichkeiten pro Rahmen. Falls
nach Waiting Time (WT) Antwortmo¨glichkeiten die BS den Zugriff noch
nicht besta¨tigt hat – die BS antwortet mit einer einen ganzen Zeitschlitz
belegenden MAC-Resource-PDU –, greift die MS erneut zu. Sie greift aber
nur unter der Bedingung zu, dass bisher weniger als Number of Random
Access Transmissions on Uplink (Nu) Versuche stattgefunden haben. Bei
Notrufen mit der Priorita¨t 7 sind bis zu 2 · Nu Versuche erlaubt.
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Abbildung 2.15: Zugriffsmethoden des V+D-Zufallszugriffsprotokolls
2.6.4.1.7.2 Die Zugriffsmethode
”
rollender Zugriffsrahmen“
Es existieren zwei unterschiedliche Zugriffsmethoden, um ausgehend von den
Zugriffsparametern einen Teilzeitschlitz fu¨r den Zufallszugriff auszuwa¨hlen:
der rollende Zugriffsrahmen (Rolling Access Frame) und der diskrete Zu-
griffsrahmen (Discrete Access Frame), vgl. Anh. A.6, S. 230. In Abb. 2.16,
S. 53, und Abb. 2.17, S. 54, sind jeweils die Zugriffsmo¨glichkeiten fu¨r eine
sendewillige MS auf der UL dargestellt.
Unter der Annahme, es existiere nur ein Zugriffscode und als Zugriffska-
nal sei nur der MCCH vorgesehen, stellen die eingezeichneten Zeitschlitze
jeweils den ersten Zeitschlitz eines TDMA-Rahmens dar. Ein Zeitschlitz
bietet bis zu zwei Zugriffsmo¨glichkeiten – je eine pro Teilzeitschlitz. Bei
der Zugriffsmethode ”rollender Zugriffsrahmen“, vgl. Abb. 2.16, S. 53, u¨ber-
mittelt die BS mit jeder Access-Assign-PDU die Basisrahmenla¨nge fu¨r je-
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den Teilzeitschlitz, vgl. Tab. 2.8, S. 51. Wenn eine MS einen Zufallszugriff
durchfu¨hrt, greift sie gleichverteilt auf einen Teilzeitschlitz innerhalb der
zugewiesenen Rahmenla¨nge zu. Bei dieser Methode kann die Gro¨ße des
Zugriffsrahmens fu¨r jeden Teilzeitschlitz variiert werden.
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Abbildung 2.16: Die Zugriffsmethode
”
rollender Zugriffsrahmen“ des V+D-Zu-
fallszugriffsprotokolls
2.6.4.1.7.3 Die Zugriffsmethode
”
diskreter Zugriffsrahmen“
Bei der Zugriffsmethode ”diskreter Zugriffsrahmen“, vgl. Abb. 2.17, S. 54,
mu¨ssen die sendewilligen MSen solange warten, bis der aktuelle Zugriffsrah-
men beendet wurde, d. h. bis der Basisrahmenla¨nge in der Access-Assign-
PDU wieder ein Zahlenwert zugewiesen wird, vgl. Tab. 2.8, S. 51. Anson-
sten zeigt die BS mit dem Wert ”laufender Zugriffsrahmen“ oder ”reservierte
U¨bertragung“ als Basisrahmenla¨nge einen nicht beendeten Zugriffsrahmen
an. In Abb. 2.17, S. 54, ist dieser Fall mit einem ”x“ gekennzeichnet. Alle
MSen, deren Wartezeit wa¨hrend des letzten Zugriffsrahmens abgelaufen ist,
wa¨hlen gleichverteilt zu Beginn eines neuen eine Zugriffsmo¨glichkeit aus.
Auf diese Weise werden die sendewilligen MSen auf diskrete Zugriffsrahmen
synchronisiert und es kann U¨bertragungskapazita¨t auf dem vom MCCH
mitgenutzten ersten Zeitschlitz pro Rahmen reserviert werden.
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Abbildung 2.17: Die Zugriffsmethode
”
diskreter Zugriffsrahmen“ des V+D-Zu-
fallszugriffsprotokolls
2.6.4.2 Logical Link Control
2.6.4.2.1 U¨berblick und Funktionen der Teilschicht LLC
Das Logical Link Control (LLC)-Protokoll von V+D stellt zwei Arten von
Verbindungstypen, den Basic Link (BL) und den Advanced Link (AL), u¨ber
den TLA-SAP zur Verfu¨gung, vgl. Abb. 2.10, S. 32. Bei beiden Verbindungs-
arten ist eine besta¨tigte oder eine unbesta¨tigte Datenu¨bertragung mo¨glich.
Ein BL stellt einen bidirektionalen, verbindungslosen Pfad zwischen einer
oder mehreren MSen und einer BS dar und ist nach der Synchronisation von
MS und BS sofort verfu¨gbar. Im Gegensatz hierzu ist der AL entweder als
ein bidirektionaler, verbindungsorientierter Pfad zwischen einer MS und ei-
ner BS oder als ein unidirektionaler Pfad von einer BS zu mehreren MSen de-
finiert. Der AL bietet eine bessere Dienstgu¨te (Quality of Service, QoS) als
der BL an und setzt immer einen Verbindungsaufbau voraus. Im Vergleich
zum BL, der nur die Verwendung eines erweiterten Fehlerschutzes (Frame
Check Sequence, FCS) zur Minimierung der Anzahl der nicht erkannten feh-
lerhaften Nachrichten vorsieht, wird die bessere Dienstgu¨te des AL durch
Flusssteuerung, Segmentierung der Schicht-2-Dienstdateneinheiten, einen
Fenstermechanismus, der die Versendung mehrerer SDUs erlaubt, ohne auf
die Besta¨tigung der vorhergehenden SDU warten zu mu¨ssen, und die Mo¨g-
lichkeit zur Auswahl verschiedener Durchsa¨tze erreicht. Eine FCS wird beim
AL grundsa¨tzlich benutzt.
2.6. Der Protokollstapel Voice plus Data 55
Die LLC-Teilschicht einer MS unterstu¨tzt bis zu vier ALs gleichzeitig, die
jeweils durch einen eigenen Verbindungsendpunktbezeichner (Connection
Endpoint Identifier , CEP-Id) unterschieden werden. Jeder dieser CEP-Ids
wird mit den von der MAC-Teilschicht verwendeten Zeitschlitzen assoziiert.
Fu¨r jeden AL und jeden kanalvermittelten Dienst existiert ein BL, der die
jeweilige Anzahl reservierter Zeitschlitze des korrespondierenden ALs oder
leitungsvermittelten Dienstes benutzen kann.
Die U¨bertragungsart einer LLC-Verbindung ist unabha¨ngig von den an-
deren LLC-Verbindungen einer N-Verbindung, z. B. kann im PzM-Betrieb
von einer MS zu mehreren anderen MSen die sendende MS einen AL zur BS,
die BS hingegen unbesta¨tigte BLs zu den empfangenden MSen verwenden.
2.6.4.2.2 Dienstelemente der LLC-Dienstzugangspunkte
Die Dienstelemente der LLC-Dienstzugangspunkte sind in Anh. A.3, S. 223,
na¨her erla¨utert.
2.6.4.2.3 Datenstrukturen
Die Protokolldateneinheiten der LLC-Teilschicht werden LLC-Rahmen ge-
nannt und sind abha¨ngig vom verwendeten Verbindungstyp, AL oder BL,
definiert.
2.6.4.2.3.1 Basic Link
Die Dienstdateneinheiten der von der MLE empfangenen Dienstelemen-
te werden beim BL nicht in der LLC-Teilschicht sondern in der MAC-
Teilschicht fragmentiert und mit einem LLC-Kopf und optional mit einer
Pru¨fsumme (FCS) versehen, vgl. Abs. 2.6.4.1.7, S. 48. Wa¨hrend der be-
sta¨tigte Dienst nur fu¨r die PzP-Kommunikation vorgesehen ist, kann der
unbesta¨tigte Dienst auch fu¨r eine PzM-Kommunikation verwendet werden.
Fu¨r den BL wurden folgende PDUs spezifiziert:
BL-AData: Dieser Rahmen wird bei einer verbindungslosen U¨bertragung
fu¨r die Besta¨tigung eines empfangenen Rahmens und zum Senden von
SDUs, die von der MLE versendet wurden und besta¨tigt werden sollen,
benutzt. Es darf erst wieder eine BL-AData-PDU nach Besta¨tigung
durch eine BL-AData-PDU oder durch eine BL-Ack-PDU der zuletzt
versandten PDU gesendet werden.
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BL-Data: Dieser Rahmen wird fu¨r die besta¨tigte, verbindungslose U¨bertra-
gung verwendet und entha¨lt die zu u¨bertragene SDU der MLE. Ein
erneuter BL-Data-Rahmen darf erst wie bei der BL-AData-PDU nach
Besta¨tigung des zuletzt versandten gesendet werden.
BL-UData: Fu¨r die unbesta¨tigte, verbindungslose U¨bertragung wird dieser
Rahmen eingesetzt, um Daten der MLE zu versenden. Hier ko¨nnen
mehrere Rahmen hintereinander gesendet werden, da nicht auf Besta¨-
tigung gewartet werden muss.
BL-Ack: Der Empfang einzelner BL-Data-PDUs wird mit diesem Rahmen
besta¨tigt. Falls eine Nachricht der MLE vorliegt, kann der BL-Ack-
Rahmen auch Informationen der Schicht 3 beinhalten.
2.6.4.2.3.2 Advanced Link
Bei einer U¨bertragung u¨ber einen AL darf die Schicht-2-SDU la¨nger als
bei einer BL-U¨bertragung sein, da die LLC-Teilschicht Segmentierung als
Dienstgu¨teparameter fu¨r einen AL anbietet, vgl. Abs. 2.6.4.1.7, S. 48. Im
Gegensatz zu der beim BL verwendeten Fragmentierung in der MAC-Teil-
schicht, wird bei der LLC-Segmentierung jedem Segment eine Nummer zu-
geteilt, um die Reihenfolge der Segmente beim Empfa¨nger zu erkennen.
Zusa¨tzlich kann durch die Nummerierung ein verlorengegangenes Segment
vom Empfa¨nger angefordert werden, so dass nicht die vollsta¨ndige Nach-
richt wiederholt werden muss. Die Dienste des BL stehen ebenfalls zur
Verfu¨gung. Fu¨r den AL sind folgende PDUs definiert:
AL-Setup: Jeder AL setzt einen Verbindungsaufbau voraus. Dieser Rah-
men wird bei der Einrichtung eines ALs sowohl fu¨r eine unbesta¨tig-
te als auch eine besta¨tigte U¨bertragung verwendet und entha¨lt die
zu verhandelnden Dienstgu¨teparameter (QoS). Die gerufene Gegen-
stelle besta¨tigt den Verbindungsaufbau und bei besta¨tigter U¨bertra-
gung die Annahme der QoS ebenfalls mit einem AL-Setup-Rahmen.
Wenn sie die QoS-Parameter nicht erfu¨llen kann, sendet sie ihre QoS-
Parameter, die dann von der rufenden Stelle durch einen erneuten
AL-Setup-Rahmen besta¨tigt werden mu¨ssen.
AL-Data: Dieser Rahmen wird fu¨r die besta¨tigte U¨bertragung von Schicht-
3-Informationen benutzt. Er entha¨lt jeweils ein Segment der TETRA
LLC SDU (TL-SDU) und alle bis auf das letzte Segment werden mit
dieser PDU gesendet. Der Fenstermechanismus des ALs erlaubt, meh-
2.6. Der Protokollstapel Voice plus Data 57
rere TL-SDUs zu versenden, bevor auf eine Besta¨tigung einer vollsta¨n-
dig empfangenen TL-SDU gewartet werden muss. Zur Flusssteuerung
wird das Fenster jedoch nicht verwendet.
AL-Data-AR: (Acknowledge Request , AR). Dieser Rahmen hat dieselbe Be-
deutung wie der AL-Data-Rahmen. Zusa¨tzlich wird die andere Seite
aufgefordert, unverzu¨glich eine Besta¨tigung zuru¨ckzusenden.
AL-Final: Dieser Rahmen zeigt der Partnerinstanz an, dass das in diesem
Rahmen enthaltene Segment das letzte der zu u¨bertragenden TL-SDU
ist.
AL-Final-AR: Analog zu den PDUs AL-Final und AL-Data-AR entha¨lt dieser
Rahmen das letzte zu u¨bertragende Segment und fordert zusa¨tzlich
eine Besta¨tigung an.
AL-UData: Nach dem Aufbau einer Verbindung mit unbesta¨tigter U¨bertra-
gung wird diese PDU fu¨r den unidirektionalen Informationsaustausch
benutzt. Es wird jeweils ein Segment der TL-SDU bis auf das letz-
te der gesamten Nachricht mit dieser PDU gesendet. Die Segmente
werden nummeriert, so dass der Empfa¨nger ein verlorengegangenes
Segment bemerkt.
AL-UFinal: Dieser Rahmen u¨bermittelt dem Empfa¨nger das letzte Segment
einer unbesta¨tigten U¨bertragung. Es wird also nur als Abschluss einer
oder mehrerer AL-UData-PDUs verwendet.
AL-Ack: Wurde eine Besta¨tigung angefordert oder hat sich das Fenster ge-
schlossen, werden alle als fehlerlos empfangenen TL-SDU-Segmente
hiermit besta¨tigt. Ein AL-Ack-Rahmen impliziert somit auch eine Auf-
forderung, selektiv nicht besta¨tigte Segmente erneut zu versenden.
AL-RNR: (Receiver Not Ready , RNR). Zu jedem Zeitpunkt kann der Em-
pfa¨nger als Flusssteuerung diesen Rahmen versenden. Der AL-RNR-
Rahmen ersetzt den AL-Ack-Rahmen, wenn der Empfa¨nger zeitweise
nicht in der Lage ist, neue PDUs zu empfangen. Die als fehlerhaft
markierten Segmente du¨rfen jedoch weiterhin versendet werden. Erst
nach Erhalt eines AL-Ack-Rahmens oder nach dem Ablauf eines Zeit-
gebers, der bei Erhalt des AL-RNR-Rahmens gestartet wurde, du¨rfen
neue Rahmen gesendet werden.
AL-Disc: Um einen AL mit besta¨tigter oder unbesta¨tigter U¨bertragung aus-
zulo¨sen, wird ein AL-Disc-Rahmen verwendet. Im Falle besta¨tigter
U¨bertragung antwortet der Empfa¨nger ebenfalls mit einem AL-Disc-
Rahmen.
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2.6.4.2.4 Zustandsdiagramme
Die Zusta¨nde in der LLC-Teilschicht sind im Standard fu¨r den BL nur sehr
oberfla¨chlich und fu¨r den AL nicht widerspruchsfrei erla¨utert, so dass nicht
mit Sicherheit verla¨ssliche Angaben gemacht werden ko¨nnen.
2.6.4.2.4.1 Basic Link
Fu¨r den BL gibt es in der LLC-Teilschicht nur zwei Zusta¨nde der besta¨-
tigten Datenu¨bertragung, die nach Synchronisation zwischen MS und BS
eingenommen werden ko¨nnen. Sonst befindet sich die LLC-Teilschicht im
IDLE-Zustand, vgl. Abb. 2.18. Die einzelnen Zustandsu¨berga¨nge sind in
Tab. 2.9 aufgefu¨hrt.
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Abbildung 2.18: Zustandsdiagramm des Basic Links in der V+D-LLC-Teil-
schicht
Tabelle 2.9: Zustandsu¨berga¨nge des Basic Links in der V+D-LLC-Teilschicht
U¨bergang Aktion
1 Die LLC-Teilschicht erha¨lt ein TL-DATAreq-Service Primitive
(SP) von der MLE.
2 Es wird in den Ausgangszustand zuru¨ckgekehrt, nachdem alle Da-
ten versendet wurden.
3 Die LLC-Teilschicht erha¨lt ein TMA-UNITDATAind-SP von dem
TMA-SAP.
4 Die empfangenen Daten werden an die MLE weitergeleitet.
5 TL-REPORTind-SPs der LLC-Teilschicht informierten die MLE.
Im TX-READY-Zustand ko¨nnen durch ein TL-DATAreq-SP Nachrichten
verschickt und durch ein TL-REPORTind-SP Aktionen wa¨hrend der U¨ber-
tragung angezeigt werden. Die Besta¨tigung der Gegenstelle wird durch ein
TL-DATAresp-SP angezeigt.
Der Zustand RX-READY wird von der empfangenden Station eingenom-
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men; auch hier werden mit dem TL-REPORTind-SP die Aktionen wa¨hrend
des Empfangsvorganges der MLE mitgeteilt. Mit dem TL-DATAind-SP wird
die eingehende Nachricht angezeigt und mit dem TL-DATAconf-SP besta¨-
tigt.
Zusta¨nde fu¨r den unbesta¨tigten Datentransfer sind nicht im Standard
enthalten.
2.6.4.2.4.2 Advanced Link
In Abb. 2.19, S. 61, ist eine U¨bersicht u¨ber die Zusta¨nde der LLC-Teilschicht
im AL gegeben, die im Folgenden erla¨utert wird. Die einzelnen Zustands-
u¨berga¨nge sind zusa¨tzlich in Tab. 2.10 aufgefu¨hrt.
Von jedem Zustand aus kann durch ein TL-CONNECTreq-SP in den Zu-
stand WAIT-OUT-CONNECTED gewechselt werden (1). Dazu wird eine AL-
Setup-PDU generiert, die der Gegenstelle den Verbindungswunsch mitteilt.
Durch ein TL-REPORTind-SP werden die Aktionen des Verbindungsaufbaus
der MLE angezeigt. Kommt eine Verbindung nicht zustande, was durch ver-
schiedene AL-Setup-PDUs und durch die AL-Disc-PDU vermittelt wird, wird
in den Zustand IDLE u¨bergegangen (2) und die MLE hieru¨ber mit einem
TL-REPORTind-SP informiert. Wird die Verbindung erfolgreich aufgebaut,
wechselt die LLC-Teilschicht in den Zustand CONNECTED (8), nachdem
ein TL-CONNECTconf-SP an die MLE versendet wurde.
Tabelle 2.10: Zustandsu¨berga¨nge des Advanced Links in der V+D-LLC-Teil-
schicht
U¨bergang Aktion
1 Die LLC-Teilschicht erha¨lt ein TL-CONNECTreq-SP von der MLE.
2 Ein Verbindungsaufbau ist derzeit nicht mo¨glich und wird der
MLE mit einem TL-REPORTind-SP angezeigt.
3 Die LLC-Teilschicht informiert die MLE u¨ber den Verbindungs-
aufbau.
4 Die LLC-Teilschicht erha¨lt von der Partnerinstanz einen Ver-
bindungsaufbauwunsch und teilt dies der MLE mit einem TL-
CONNECTind-SP mit.
5 Die Verbindung kann nicht aufgebaut werden. Die MLE wird mit
einem TL-REPORTind-SP hieru¨ber informiert.
6 TL-REPORTind-SPs informieren die MLE u¨ber den Verbindungs-
aufbau.
Fortsetzung auf der na¨chsten Seite
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Tabelle 2.10: Zustandsu¨berga¨nge des Advanced Links in der V+D-LLC-Teil-
schicht
Fortsetzung von der vorhergehenden Seite
U¨bergang Aktion
7a Die MLE ist mit dem Verbindungsaufbau einverstanden und sen-
det ein TL-CONNECTresp-SP zur Besta¨tigung.
7b Die MLE ist mit den QoS-Parametern der Partnerinstanz nicht
einverstanden und sendet mit einem TL-CONNECTresp-SP ihre
QoS-Parameter.
8 Die die Verbindung initiierende LLC-Teilschicht hat die positive
Besta¨tigung der Gegenstelle erhalten und meldet der MLE dies
durch ein TL-CONNECTconf-SP. Die Verbindung ist damit ein-
gerichtet.
9 In diesem Zustand wird jegliche Datenu¨bertragung vollzogen und
die MLE mit einem TL-REPORTind-SP informiert.
10 Am Ende der Datenu¨bertragung oder von jedem anderen Zustand
aus wird durch ein TL-DISCONNECTreq-SP eine Verbindungsaus-
lo¨sung eingeleitet.
11 Die den Wunsch zur Verbindungsauslo¨sung erhaltende Partnerin-
stanz beginnt mit der Verbindungsauslo¨sung und sendet ein TL-
DISCONNECTind-SP zur MLE.
12 Die die Verbindungsauslo¨sung initiierende Partnerinstanz erwar-
tet eine Auslo¨sungsbesta¨tigung, um danach die MLE mit einem
TL-DISCONNECTconf-SP hieru¨ber zu informieren. Die zur Aus-
lo¨sung aufgeforderte Partnerinstanz beendet die Verbindung ih-
rerseits, indem sie die angeforderte Besta¨tigung versendet.
13 Eine Verbindung kann z. B. im Falle einer Sto¨rung immer lokal,
d. h. innerhalb eines Endgera¨tes, durch ein TL-RELEASEreq-SP
abgebrochen werden.
Erha¨lt die LLC-Teilschicht im Zustand IDLE eine AL-Setup-PDU mit
einem Verbindungsaufbauwunsch, dann teilt sie dies durch ein TL-CON-
NECTind-SP der MLE mit und wechselt in den Zustand WAIT-IN-CON-
NECT (4). Von hier wird bei erfolgreichem Verbindungsaufbau mit ei-
nem TL-CONNECTresp-SP in den Zustand CONNECTED gewechselt (7a).
Wenn die Verbindung mit anderen QoS-Parametern aufgebaut werden soll,
wird ein TL-CONNECTresp-SP mit dieser Meldung generiert, in den Zu-
stand WAIT-OUT-CONNECTED u¨bergegangen und wie oben beschrieben
fortgefahren (7b). Falls aufgrund nicht zu vereinbarender QoS-Parameter
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oder sonstiger Sto¨rungen keine Verbindung zustande kommt, wird durch das
TL-DISCONNECTreq-SP in den Zustand WAIT-DISCONNECTED gewechselt
(10). Schla¨gt der Zugriff auf den Kanal fehl, zeigt die LLC-Teilschicht dies
mit dem TL-REPORTind an und geht in den IDLE-Zustand u¨ber (5).
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Abbildung 2.19: Zustandsdiagramm des Advanced Links in der V+D-LLC-
Teilschicht
Wenn die sendende LLC-Teilschicht ein TL-DISCONNECTreq-SP erha¨lt,
wird von jedem außer dem IDLE-Zustand in den WAIT-DISCONNECTED-
Zustand gewechselt und zwar durch Versenden einer AL-Disc-PDU (10). Bei
einer im Zustand CONNECTED anormal, d. h. nicht von der LLC-Teilschicht
initiiert, unterbrochenen Verbindung (angezeigt durch das TL-REPORTind-
SP), wird mittels eines internen TL-RELEASEreq-SPs der IDLE-Zustand ein-
genommen (13). Der Zustand CONNECTED besteht wiederum aus mehre-
ren Unterzusta¨nden:
AL-TX-READY: Die MS ist zum besta¨tigten Sendevorgang bereit.
AL-RX-READY: Die MS ist zum besta¨tigten Empfangsvorgang bereit.
AL-UNACK-READY: Die MS ist bereit, unbesta¨tigte Daten zu empfangen
bzw. zu senden.
2.7 Der Protokollstapel Packet Data Optimised
Der Protokollstapel PDO, vgl. Abb. 2.20, S. 62, realisiert erstmals in einem
europa¨ischen Standard ein Konzept fu¨r den statistischen Mehrfachbetrieb
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(Multiplexing) von Paketen vieler Datenquellen auf Funkkana¨le unter der
Steuerung der entsprechenden BS.
Man spricht von periodenorientierter Planung der Nutzung von U¨ber-
tragungskapazita¨t der einzelnen logischen Kana¨le, wobei je Periode auf der
DL die fu¨r U¨bertragungen auf der UL zugelassenen MSen explizit benannt
werden und jede Periode Zeitschlitze fu¨r den wahlfreien Zugriff von MSen
entha¨lt, die in der na¨chsten Periode u¨bertragen wollen. Dieses Konzept ist
der kanalorientierten U¨bertragung u¨berlegen, wenn pro U¨bertragungsereig-
nis nur wenige Daten vorliegen.
Der Protokollstapel PDO besteht aus drei Schichten: der Bitu¨bertra-
gungsschicht (Physical Layer , PL), die PDO und V+D gemein ist, den Teil-
schichten Logical Link Control (LLC) und Medium Access Control (MAC)
der Sicherungsschicht (Data Link Layer , DL) und den Netz- und Mobilsta-
tionsverwaltungsdiensten der Netzschicht (Network Layer , N).
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Abbildung 2.20: Architektur des PDO-Protokollstapels
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Die Dienste der Netzschicht lassen sich in verbindungslose und verbin-
dungsorientierte Dienste aufteilen: Der verbindungsorientierte Dienst von
TETRA basiert auf dem Standard CONS International Standards Organi-
sation (ISO)-8348. Bei den verbindungslosen Diensten wird zwischen ei-
nem TETRA-spezifischen verbindungslosen Dienst (Specific Connectionless
Network Service, S-CLNS), dem CLNS ISO-8348 und dem verbindungslosen
Dienst des Internet Protocol (IP) unterschieden. Fu¨r letztere erfolgt dann
eine Anpassung an TETRA. Der verbindungslose Dienst nach ISO bzw. IP
wird angeboten, um Interworking mit X.25- oder X.75-Paketdatennetzen
bzw. mit dem Internet zu ermo¨glichen.
Die Mobilita¨tsverwaltung (Mobility Management , MM) sieht u. a. die
Registrierung der MSen bei der BS und die schnelle Gespra¨chswiederher-
stellung (Fast Call Reestablishment) vor. Die MLE stellt die unterste Teil-
schicht der Netzschicht dar. Alle Informationen der Sicherungsschicht ge-
langen nur durch die MLE zu ho¨heren Schichten, damit die funkspezifi-
schen Aspekte der Sicherungs- und Bitu¨bertragungsschicht so transparent
wie mo¨glich erscheinen. Zu den Aufgaben der MLE geho¨ren die Zellenaus-
wahl und die Rundsendung von Systeminformationen. Nachfolgend werden
die Teilschichten LLC und MAC der Sicherungsschicht ausfu¨hrlich erkla¨rt.
2.7.1 Architektur der Sicherungsschicht
Laut Abb. 2.21, S. 64 bietet die Sicherungsschicht der MLE ihre Dienste an
drei verschiedenen SAPs an: TETRA LLC A-SAP (TLA-SAP), TLB-SAP
und TLC-SAP. Am TLA-SAP werden die fu¨r eine Datenu¨bertragung not-
wendigen Dienste angeboten. U¨ber den TLB-SAP erfolgen ausschließlich
die Versendung (Basisstation) und der Empfang (Mobilstation) von Rund-
sendenachrichten. Lediglich auf Seiten der MS findet der fu¨r lokale Steu-
ernachrichten, insbesondere Kanalverwaltungsfunktionen, zusta¨ndige TLC-
SAP Verwendung.
2.7.1.1 Logical Link Control
Das LLC-Protokoll ist ein Schicht-2-Protokoll fu¨r die PDO-Funkschnittstel-
le (Air Interface, AI). Jede Schicht-2-Instanz dient zur Verbindung einer BS
mit einer MS oder einer Gruppe von MSen. Falls eine MS Verbindungen mit
mehreren BSen einrichten mo¨chte, sind entsprechend viele Instanzen no¨tig.
Die LLC-Teilschicht fu¨gt den Diensten des TLB-SAPs und des TLC-SAPs
keine weitere Funktionalita¨t hinzu.
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Die drei Dienste besta¨tigte und unbesta¨tigte PzP-Datenu¨bertragung und
unbesta¨tigte PzM-Datenu¨bertragung werden am TLA-SAP angeboten. Der
letztere Dienst ist jedoch nur in Richtung BS→ MS verfu¨gbar, da ein PzM-
Dienst in die andere Richtung bereits in der Schicht 3 existiert.
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Abbildung 2.21: Architektur der PDO-Sicherungsschicht
Als Link Access Protocol for TETRA (LAP.T) werden die LLC-Teil-
schichtfunktionen bezeichnet. Das Protokoll ist einseitig gesteuert (unba-
lanced); eine Instanz des Protokolls bietet immer nur einen Dienst fu¨r eine
unidirektionale U¨bertragung an. Sowohl fu¨r die UL als auch die DL kann
das Protokoll verwendet werden. Fu¨r eine bidirektionale Verbindung sind
zwei Instanzen erforderlich.
Der unbesta¨tigte und der besta¨tigte Dienst bieten die Funktionen End-
punktadressierung, Segmentierung, Reihung und optional erweiterter Feh-
lerschutz mit Hilfe einer FCS an. Zusa¨tzlich sieht der besta¨tigte Dienst eine
Flusssteuerung vor.
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2.7.1.1.1 Datenstrukturen
LAP.T verwendet als LLC-Rahmen bezeichnete PDUs. Mit Hilfe von LLC-
Dienstelementen (Service Primitive, SP) versendet die MLE Schnittstel-
lendateneinheiten (Interface Data Unit , IDU) zur LLC-Teilschicht. Die in
diesen IDUs enthaltenen Dienstdateneinheiten (Service Data Unit , SDU)
werden in mehrere Segmente aufgeteilt und auf die Ko¨rper der logischen
LLC-Rahmen abgebildet, vgl. Abb. 2.22. Von empfangenen LLC-Rahmen
werden in richtiger Reihenfolge die LLC-Ko¨rper zu SDUs fu¨r die Schicht
3 zusammengesetzt (reassembliert). Die Parameter der PCI der Schicht 3
werden zusammen mit eigenen LLC-Parametern im Kopf jedes Rahmens
abgelegt. Wenn von der MLE verlangt, wird an den LLC-Ko¨rper eine FCS
als erweiterter Fehlerschutz angeha¨ngt.
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Abbildung 2.22: Datenstrukturen der PDO-Sicherungsschicht
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Die Elemente der LLC-Rahmen werden als ein Satz interner Parameter
an die MAC-Teilschicht weitergereicht bzw. von ihr empfangen und erschei-
nen hinterher als explizite Elemente in einer oder mehreren MAC-PDUs.
LAP.T ist eine vereinfachte Version des Link Access Protocol D-Channel
(LAPD) des ISDN (Siegmund, 1996). Um Funktionen der MAC-Teilschicht
nicht in der LLC-Teilschicht zu wiederholen, wurde ein vereinfachtes Proto-
koll gewa¨hlt. Die LLC-Teilschicht kennt folgende Rahmentypen:
Acknowledged Information (AI): Es werden ausschließlich bei besta¨tigter
U¨bertragung AI-Rahmen verwendet. Ferner werden diese Rahmen
nur von der Sendeseite versendet. Sie beinhalten Informationen der
Schicht 3 und werden sequentiell nummeriert. Außerdem werden AI-
Rahmen zur Ru¨cksetzung der Verbindung in einen definierten An-
fangszustand benutzt.
Receiver Ready (RR): Mit Hilfe von RR-Rahmen, die keine Schicht-3-In-
formationen enthalten, wird der Empfang bzw. die Bereitschaft zum
Empfang von AI-Rahmen angezeigt. Ferner kann von der Empfangs-
seite die Ru¨cksetzung der Verbindung besta¨tigt oder angefordert wer-
den.
Unacknowledged Information (UI): UI-Rahmen werden nur bei unbesta¨-
tigter U¨bertragung und auf Aufforderung der MLE verwendet. Sie
enthalten Schicht-3-Informationen und du¨rfen ohne Benachrichtigung
des Senders verloren gehen.
2.7.1.1.2 Dienstelemente des LLC-Dienstzugangspunktes
Die Dienstelemente der LLC-Dienstzugangspunkte sind in Anh. A.4, S. 227,
na¨her erla¨utert.
2.7.1.1.3 Zustandsdiagramm
In LAP.T sind vier Zusta¨nde definiert, vgl. Abb. 2.23, S. 67, wobei UN-
CONNECTED der Anfangszustand einer LAP.T-Instanz ist. Die Zusta¨nde
beziehen sich nur auf die besta¨tigte U¨bertragung; unbesta¨tigte U¨bertra-
gung ist in jedem Zustand erlaubt. Die besta¨tigte U¨bertragung findet nur
im Zustand CONNECTED statt, wa¨hrend die anderen Zusta¨nde Teil des
Verbindungsaufbaus sind.
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2.7.1.1.3.1 Verbindungsaufbau
Wenn ein TL-CONNECTreq-SP empfangen wurde, wird ein Verbindungs-
aufbau vom Sender eingeleitet. Ein AI-Rahmen mit einer Aufforderung
zur Verbindungseinrichtung wird versendet und es folgt ein U¨bergang nach
CONNECT EXPECTED (1), vgl. Tab. 2.11, S. 68.
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Abbildung 2.23: Zustandsdiagramm der PDO-LLC-Teilschicht
Falls der zugeho¨rige Zeitgeber abla¨uft (Time Out), wird in den Aus-
gangszustand zuru¨ckgekehrt (2) und die MLE mit einem negativen TL-
CONNECTconf-SP unterrichtet. Der Empfa¨nger beantwortet diesen AI-
Rahmen mit einem RR-Rahmen, informiert anschließend die MLE mit einem
TL-CONNECTind-SP und nimmt den Zustand CONNECTED ein (3).
Wenn der Sender diesen RR-Rahmen empfa¨ngt, geht er ebenfalls in den
Zustand CONNECTED (4) u¨ber. Ein positives TL-CONNECTconf-SP ver-
sendet er außerdem bei diesem U¨bergang. Falls die Verbindung durch einen
RR-Rahmen des Empfa¨ngers oder durch ein TL-CONNECTreq-SP zuru¨ckge-
setzt wird und noch unbesta¨tigte AI-Rahmen ausstehen, erfolgt ein U¨ber-
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gang in den Zustand CONNECT PENDING (5, 6, 7). Der U¨bergang 6 von
L3 nach L2 kann auch durch ein weiteres TL-DATAreq-SP ausgelo¨st wer-
den. Es wird jeweils ein neuer AI-Rahmen gesendet, der die Ru¨cksetzung
der Verbindung besta¨tigt (RR-Rahmen) oder anfordert (TL-CONNECTreq,
TL-DATAreq).
Tabelle 2.11: Zustandsu¨berga¨nge der PDO-LLC-Teilschicht
U¨bergang Aktionen des Senders
1 TL-CONNECTreq von der MLE ⇒ AI-Rahmen an Empfa¨nger
2 Kein RR-Rahmen empfangen (Time Out) ⇒
negatives TL-CONNECTconf an die MLE
4 RR-Rahmen empfangen ⇒ positives TL-CONNECTconf an die
MLE
5, 6, 7 TL-CONNECTreq oder weiteres TL-DATAreq (nur 6) von der MLE
oder Ru¨cksetzanforderung vom Empfa¨nger (RR-Rahmen) ⇒ AI-
Rahmen mit Ru¨cksetzanforderung bzw. -besta¨tigung an Empfa¨n-
ger
9 Kein RR-Rahmen empfangen⇒ negatives TL-DATAconf bzw. TL-
CONNECTconf an die MLE
10 RR-Rahmen empfangen ⇒ positives TL-CONNECTconf an MLE
oder mit U¨bertragung beginnen
11 TL-DATAreq von der MLE ⇒ Datenu¨bertragung mit Flusssteue-
rung
13 Besta¨tigung des letzten AI-Rahmens oder keinen RR-Rahmen
empfangen (Time Out) ⇒ positives oder negatives TL-DATAconf
an die MLE
U¨bergang Aktionen des Empfa¨ngers
3 AI-Rahmen empfangen⇒ Besta¨tigung (RR-Rahmen) an den Sen-
der, TL-CONNECTind an die MLE
8 Ru¨cksetzanforderung besta¨tigen oder anfordern (RR-Rahmen) ⇒
TL-CONNECTind an die MLE
12 Besta¨tigung empfangener Daten (RR-Rahmen)
14 Letzte Besta¨tigung versendet⇒ TL-DATAind an MLE oder keinen
AI-Rahmen empfangen (Time Out)
Der Empfa¨nger besta¨tigt eine Ru¨cksetzanforderung mit einem RR-Rah-
men (8) und sendet ein TL-CONNECTind-SP zur MLE. Erha¨lt der Sen-
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der keine Besta¨tigung (Time Out), geht er in den Ausgangszustand UN-
CONNECTED u¨ber (9) und informiert die MLE hieru¨ber mit einem nega-
tiven TL-DATAconf- bzw. TL-CONNECTconf-SP. Im anderen Falle kehrt er
in den Zustand CONNECTED zuru¨ck (10) und versendet ggf. ein positives
TL-CONNECTconf-SP.
2.7.1.1.3.2 Besta¨tigte Datenu¨bertragung
Durch ein TL-DATAreq-SP aufgefordert, versendet die Sendeseite segmen-
tierte Schicht-3-SDUs in mehreren AI-Rahmen (11), die von der Empfangs-
seite durch RR-Rahmen besta¨tigt werden (12). Zur Flusssteuerung wird
ein Fenster der maximalen Gro¨ße 3 verwendet. Vollsta¨ndig empfangene
Schicht-3-SDUs werden der MLE durch ein TL-DATAind-SP angezeigt. Auf
der Sendeseite wird der Erfolg oder der Misserfolg einer U¨bertragung der
MLE durch ein TL-DATAconf-SP u¨bermittelt. Wird vergeblich auf einen AI-
oder RR-Rahmen gewartet (Time Out) oder wurde der letzte Rahmen einer
U¨bertragung empfangen bzw. besta¨tigt, kehrt die jeweilige LAP.T-Instanz
in den Anfangszustand zuru¨ck (13, 14).
2.7.1.2 Medium Access Control
MAC- und MLE-Teilschicht tauschen u¨ber den TLB-SAP und den TLC-
SAP Informationen fu¨r die Rundsende- und lokalen Kanalverwaltungsfunk-
tionen aus. Zwischen den Teilschichten LLC und MAC wird keine formale
Dienstgrenze festgelegt; weder SPs noch SAPs sind hierfu¨r definiert. Die
MAC-Teilschicht empfa¨ngt LLC-Rahmen bestehend aus Kopf, Ko¨rper und
Fuß, vgl. Abb. 2.22, S. 65. Diese drei Teile werden in logischen MAC-
Bu¨scheln (MAC-PDUs) u¨bertragen. Ein MAC-Bu¨schel besteht aus einem
Startblock (Presiding Block) und zwischen 0 bis 40 anschließenden Folge-
blo¨cken (Following Block), wobei die Parameter des LLC-Kopfes auf den
Startblock, der LLC-Ko¨rper und der LLC-Fuß auf die Folgeblo¨cke abgebildet
werden. Der MAC-Bu¨schel korrespondiert mit einer kontinuierlichen Funk-
u¨bertragung. Die einzelnen Blo¨cke eines MAC-Bu¨schels werden abha¨ngig
von seinem Typ u¨ber zwei logische Kana¨le, Master Block Channel (MBCH)
und Normal Block Channel (NBCH), der Kanalcodierung zugefu¨hrt, vgl.
Abs. 2.7.1.2.7, S. 82. Abha¨ngig vom logischen Kanal werden die Blo¨cke mit
systematischer Redundanz (Forward Error Correction, FEC) versehen und
verschlu¨sselt. Diese so vera¨nderten Multiplex-Blo¨cke werden als SDUs an
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die Bitu¨bertragungsschicht weitergereicht.
Eine Transaktion ist eine verbundene Folge von Funku¨bertragungen und
entspricht der U¨bertragung eines LLC-Rahmens. Auf der UL ko¨nnen auf-
einanderfolgende Transaktionen miteinander verbunden werden, so dass ein
erneuter Zufallszugriff fu¨r jeden weiteren LLC-Rahmen entfa¨llt. Als kleins-
te Transaktion gilt die U¨bertragung eines einzigen MAC-Bu¨schels. Jedoch
treten la¨ngere Transaktionen auf, wenn mehrere Bu¨schel entweder aufgrund
der Segmentierung der Schicht-2-SDU oder aufgrund der erneuten Versen-
dung von fehlerhaft u¨bertragenen Blo¨cken erforderlich sind. 24 bit breite
Schicht-2-Adressen (SSI) werden fu¨r jede Transaktion verwendet. Zur Ver-
ringerung des Adressverschnitts vergibt die BS 10 bit breite Adressmarken
(EL), die in den jeweiligen MAC-Bu¨scheln anstelle der SSI benutzt werden.
ELs gelten immer nur fu¨r eine Transaktion.
Eine BS kann mehrere UL- und DL-Tra¨gerfrequenzen verwenden, wobei
asymmetrischer Betrieb, d. h. ungleiche Anzahl von UL- und DL-Tra¨gerfre-
quenzen, mo¨glich ist.
2.7.1.2.1 Dienstelemente der MAC-Dienstzugangspunkte
Die Dienstelemente der MAC-Dienstzugangspunkte sind in Anh. A.5, S. 228,
na¨her erla¨utert.
2.7.1.2.2 Interne logische Kana¨le
Die internen logischen Kana¨le der MAC-Teilschicht sind nur innerhalb dieser
Teilschicht sichtbar und jeweils fu¨r eine bestimmte Art von Information
zusta¨ndig. Es wurden drei logische Kana¨le fu¨r die DL und zwei fu¨r die UL
definiert:
Master Control Channel (MCCH): Dieser DL-Kanal u¨bertra¨gt Systemin-
formationen. Jede MS ho¨rt zuerst diesem Kanal zu, wenn sie sich im
Bereich einer neuen BS aufha¨lt. Der MCCH dient auch dazu, die MS
auf den ACCH zu lenken.
Access Control Channel (ACCH): Dieser DL-Kanal entha¨lt alle Zugriffs-
steuerinformationen, die sich in UL-Steuerinformationen fu¨r den Zu-
fallszugriff und DL-Steuerinformationen fu¨r die Initiierung von DL-
Datentransfer und die Definition der Zeitintervalle der Energiespar-
modi unterteilen lassen.
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Downlink Traffic Channel (DTCH): U¨ber diesen DL-Kanal werden DL-
Daten und Antworten auf UL-Daten versendet.
Random Access Channel (RACH): Jede nicht reservierte UL-Datenu¨ber-
tragung erfolgt u¨ber diesen UL-Kanal.
Uplink Traffic Channel (UTCH): UL-Daten und Antworten auf DL-Daten
werden reserviert u¨ber diesen UL-Kanal u¨bertragen.
2.7.1.2.3 Datenstrukturen
Folgende PDUs sind fu¨r die MAC-Teilschicht vorgesehen:
Access Announce (AA): Die AA-PDU definiert Beginn, Ende und weitere
sich kurzfristig a¨ndernde Parameter des Zufallszugriffs.
Access Parameters (AP): Sich la¨ngerfristig a¨ndernde Zufallszugriffspara-
meter werden in der AP-PDU definiert.
Downlink Data Type 1 (DD1): Die BS verwendet eine DD1-PDU als er-
ste PDU zur Datenu¨bertragung, wenn noch keine Downlink Transfer
(DT)-Adressmarke zugewiesen wurde.
Downlink Data Type 2 (DD2): Die DD2-PDU wird fu¨r alle weiteren DL-
Datenu¨bertragungen einer Transaktion verwendet.
Downlink Response Type 1 (DR1): Die DR1-PDU wird als Antwort auf
Uplink Data Type 1 (UD1)-PDUs verwendet, wenn noch keine Uplink
Transfer (UT)-Adressmarke reserviert wurde.
Downlink Response Type 2 (DR2): Als Antwort auf Uplink Data Type 2
(UD2)-PDUs werden DR2-PDUs versendet.
Downlink Response Type 3 (DR3): Eine DR3-PDU bedeutet eine negati-
ve Besta¨tigung und eine Aufforderung zur erneuten Versendung feh-
lerhafter Blo¨cke, wenn nicht alle Blo¨cke einer UD1-PDU empfangen
wurden.
System Information Type 1 (SIN1): Mit SIN1-PDUs werden von der BS
regelma¨ßig per Rundsendung unverschlu¨sselte Systeminformationen
versendet.
System Information Type 2 (SIN2): Mit SIN2-PDUs werden von der BS
weitere Systeminformationen verschlu¨sselt versendet.
Uplink Data Type 1 (UD1): Eine UD1-PDU ist die erste PDU fu¨r den Zu-
fallszugriff, wenn noch keine UT-Adressmarke zugewiesen wurde.
Uplink Data Type 2 (UD2): Wenn eine UT-Adressmarke zugewiesen wur-
de, benutzt die MS UD2-PDUs fu¨r alle weiteren reservierten U¨bertra-
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gungen dieser Transaktion.
Uplink Response (UR): Eine UR-PDU stellt eine Antwort auf DL-Daten
dar.
Wake Up (WU): WU-PDUs definieren die La¨nge der Zeitintervalle, wa¨h-
rend derer MSen in den batterieschonenden Energiesparmodi Low
Duty Mode (LOD) und Very Low Duty Mode (VLD) verharren du¨rfen.
Tab. 2.12 verdeutlicht den Zusammenhang zwischen den Protokolldaten-
einheiten (PDU) der MAC-Teilschicht, den internen logischen Kana¨len und
den logischen Kana¨len, u¨ber die der Kanalcodierung zu codierende Blo¨cke
zugefu¨hrt werden. Die Abbildung erfolgt von links nach rechts; z. B. wird
die SIN1-PDU auf den internen logischen Kanal MCCH und dieser auf den
logischen Kanal MBCH abgebildet. Die codierten Blo¨cke werden danach
u¨ber die DL u¨bertragen.
Tabelle 2.12: Abbildung der PDO-MAC-PDUs auf die logischen Kana¨le
Interner Logischer
PDU logischer Kanal fu¨r Ka-
Rich-
Kanal nalcodierung
tung
SIN1 MCCH MBCH DL
SIN2 NBCH
AP
AA ACCH
WU
DD1
DD2 DTCH
DR1
DR2
DR3
UD1 RACH UL
UD2 UTCH
UR
2.7.1.2.4 Zufallszugriffsprotokoll
Wie in Abb. 2.24, S. 73, zu erkennen, wird die DL in 150 Teilbu¨schel aufge-
teilt, wobei jeweils im ersten Teilbu¨schel eine SIN1-PDU versendet wird. In
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gro¨ßeren zeitlichen Absta¨nden versendet die BS AP-PDUs, in der die sich
nur la¨ngerfristig a¨ndernden Parameter des Zufallszugriffsprotokolls definiert
werden. Abha¨ngig von der in den Teilbu¨scheln auf der DL verwendeten TS
gilt das Besetztzeichen, das sog. Busy Flag (BF), als gesetzt oder nicht. In
der AP-PDU wird festgelegt, ob dieses Besetztzeichen zu beachten ist und
somit das verwendete Zufallszugriffsverfahren DSMA (BF wird benutzt)
oder S-ALOHA mit Paketreservierung (BF wird nicht benutzt) lautet, vgl.
Tab. 2.13, S. 74.
Der Zeitraum, in dem ein Zufallszugriff erlaubt ist, wird Zugriffsfenster
(Access Window) genannt. Ein Zugriffsfenster wird in mehrere Zugriffs-
perioden (Access Period), z. B. in vier wie in Abb. 2.24, unterteilt, wobei
die La¨nge einer einzelnen Zugriffsperiode (Access Period Length, APL) in
der AP-PDU festgesetzt wird. Durch eine AA-PDU wird der Beginn ei-
nes Zugriffsfensters definiert, indem der Parameter Common Linearisation
Time (CLT) fu¨r die Dauer, die den MSen zur Linearisierung ihrer Versta¨rker
eingera¨umt wird, und ein zusa¨tzlicher Versatz (Start of Reservation, SOR)
u¨bergeben werden. Das Ende eines Zugriffsfensters wird durch die Anzahl
der Zugriffsperioden (Number of Access Periods, NAP), vgl. Tab. 2.14, S. 75,
festgelegt.
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Abbildung 2.24: Zugriffsmethode des PDO-Zufallszugriffsprotokolls
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Tabelle 2.13: Die PDO-Zufallszugriffsparameter der AP-PDU
Parameter Abk. Beschreibung Wertebereich
Access Period
Length
APL La¨nge einer Zugriffsperiode
des na¨chsten Zugriffsfensters
1 – 255
(0,44 – 113,3 ms)
Max Data MD Maximale Anzahl von UD1-
PDU-Blo¨cken
1 – 41
Blo¨cke
Busy Flag BF DSMA oder S-ALOHA Ja/Nein
Max Access
Retries
MAR Maximale Anzahl von
Wiederholungen des
Zufallszugriffs
1 – 250
Der Zufallszugriff einer MS funktioniert folgendermaßen: Eine sende-
willige MS wa¨hlt gleichverteilt u¨ber das Zugriffsfenster eine Zugriffsperiode
aus, wenn das Zugriffsfenster noch geschlossen ist, d. h. nicht begonnen hat,
und die von ihr fu¨r diese Transaktion zugewiesene Priorita¨t die minimal
erlaubte Priorita¨t fu¨r dieses Zugriffsfenster nicht unterschreitet.
Entsteht der Sendewunsch der MS wa¨hrend eines geo¨ffneten Zugriffsfen-
sters, wird unter Erfu¨llung der Priorita¨tsbedingung die unmittelbar na¨chste
Zugriffsperiode ausgewa¨hlt. Entstehen die Sendewu¨nsche wa¨hrend offener
Zugriffsfenster ebenfalls gleichverteilt, ist die Auswahl der unmittelbar na¨ch-
sten Zugriffsperiode gerechtfertigt.
Der einzige Unterschied zwischen DSMA und S-ALOHA liegt bei PDO
darin, dass bei DSMA ein Zugriffsfenster auf jeden Fall als geschlossen gilt,
wenn das BF gesetzt ist. Um den Wettbewerb zu verringern und den Durch-
satz zu erho¨hen, setzt die BS das BF, sobald sie den ersten erfolgreichen
Zufallszugriff einer MS in einer definierten Zugriffsperiode eines Zugriffsfen-
sters erkannt hat.
Hat nun eine MS erfolgreich eine Zugriffsperiode ausgewa¨hlt, darf sie
abha¨ngig vom Parameter Max Data (MD) der AP-PDU, der die Anzahl der
maximal erlaubten Blo¨cke einer UD1-PDU definiert, nicht nur ihren Reser-
vierungswunsch fu¨r die UL sondern auch Daten (MD > 1) u¨bertragen. Eine
MS beginnt immer am Anfang einer Zugriffsperiode zu senden; es besteht
jedoch kein direkter Zusammenhang zwischen der La¨nge einer Zugriffspe-
riode und der La¨nge einer UD1-PDU. Eine UD1-PDU darf sogar in andere
Zugriffsperioden oder in reservierten UL-Verkehr anderer MSen hineinrei-
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chen. Eine sinnvolle Festlegung der Parameter bleibt der BS bzw. der SwMI
u¨berlassen. Falls MD zu 1 gesetzt wird, ko¨nnen nur Reservierungswu¨nsche
und keine zusa¨tzlichen Daten versendet werden. Dieser Zufallszugriffsme-
chanismus fu¨hrt zu statistischem Mehrfachbetrieb (Multiplexing) und einer
variablen Bu¨schelstruktur auf der UL.
Tabelle 2.14: Die PDO-Zufallszugriffsparameter der AA-PDU
Parameter Abk. Beschreibung Wertebereich
Number
of Access
Periods
NAP Anzahl der Zugriffsperioden
des na¨chsten Zugriffsfensters
1 - 255
Retry
Delay
RD Nach RD Zugriffsfenstern ist
eine Wiederholung erlaubt
0 - 15
Direct
Priority
DP Minimale Priorita¨t fu¨r den
direkten Zugriff wa¨hrend ei-
nes offenen Fensters
0 - 15
Priority 1 Prio1 Minimale Priorita¨t der obe-
ren Priorita¨tsklasse
0 - 15
Priority 2 Prio2 Minimale Priorita¨t der unte-
ren Priorita¨tsklasse
0 - 15
Minimum
random
number
for Prio1
MinRand1 Linker Rand des Zugriffsbe-
reichs fu¨r Transaktionen ho-
her Priorita¨t
1 - 255
< MaxRand1
Maximum
random
number
for Prio1
MaxRand1 Rechter Rand des Zugriffs-
bereichs fu¨r Transaktionen
hoher Priorita¨t
1 - 255
> MinRand1
Minimum
random
number
for Prio2
MinRand2 Linker Rand des Zugriffsbe-
reichs fu¨r Transaktionen
niedriger Priorita¨t
1 - 255
< MaxRand2
Fortsetzung auf der na¨chsten Seite
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Tabelle 2.14: Die PDO-Zufallszugriffsparameter der AA-PDU
Fortsetzung von der vorhergehenden Seite
Parameter Abk. Beschreibung Wertebereich
Maximum
random
number
for Prio2
MaxRand2 Rechter Rand des Zugriffs-
bereichs fu¨r Transaktionen
niedriger Priorita¨t
1 - 255
> MinRand2
Auf eine UD1-PDU antwortet die BS bei erfolgreichem Empfang aller
Blo¨cke mit einer DR1-PDU, bei nur teilweise erfolgreichem Empfang mit
einer DR3-PDU, die die Liste der fehlerhaft empfangenen Blo¨cke entha¨lt.
Falls noch nicht alle Daten mit der UD1-PDU versendet oder die UD1-
PDU nur teilweise empfangen wurde, erfolgt bis zum Ende der Transaktion
reservierter UL-Transfer mit Hilfe von UD2-PDUs, die wiederum mit DR2-
PDUs quittiert werden.
Anhand des Parameters Retry Delay (RD) der AA-PDU ermittelt die
jeweilige MS, wieviele AA-PDUs sie abwarten soll, bis sie ihren letzten
noch nicht besta¨tigten Zufallszugriff wiederholen darf. Der Parameter Max
Access Retries (MAR) der AP-PDU setzt fest, wieviele Zugriffswiederho-
lungen durchgefu¨hrt werden du¨rfen.
2.7.1.2.4.1 Priorita¨tsgesteuerter Zufallszugriff
Bevor eine MS einen Zufallszugriff durchfu¨hrt, weist sie der bevorstehenden
Transaktion eine Priorita¨t p ∈ [0; 15] nach vordefinierten Regeln zu. Diese
sind jedoch nicht Teil des PDO-Standards und dem jeweiligen Betreiber
u¨berlassen.
Im Falle eines geschlossenen Zugriffsfensters vergleicht die MS diese Prio-
rita¨t p mit den Parametern Priority 1 (Prio1) und Priority 2 (Prio2). Falls
p ≥ Prio1 wa¨hlt die MS gleichverteilt eine Zugriffsperiode aus dem Be-
reich ap ∈ [MinRand1 ; MaxRand1 ]. Falls Prio1 < p ≤ Prio2 , dann wird
eine Zugriffsperiode aus dem Bereich ap ∈ [MinRand2 ; MaxRand2 ] aus-
gewa¨hlt. Falls die MS ihrer Transaktion eine zu niedrige Priorita¨t zuge-
wiesen hat (p < Prio2 ) oder eine zu große Zugriffsperiode ausgewu¨rfelt
wurde (ap > NAP ), dann ist das Zugriffsfenster geschlossen. Der Zustand
ap > NAP kann dann eintreten, wenn zumindest der rechte Rand eines
auszuwu¨rfelnden Priorita¨tsbereichs aus dem Zugriffsfenster herausragt, d. h.
2.7. Der Protokollstapel Packet Data Optimised 77
MaxRand1 > NAP und bzw. oder MaxRand2 > NAP .
Im Falle eines offenen Zugriffsfensters greift die MS in der unmittelbar
na¨chsten Zugriffsperiode zu, falls p ≥ DP .
2.7.1.2.5 Zustandsdiagramm der Mobilstation
Das MAC–Protokoll der MS kennt acht Zusta¨nde, vgl. Abb. 2.25, wobei
START nach dem Anschalten der Anfangszustand der MS ist. In Tab. 2.15,
S. 78, sind die Zustandsu¨berga¨nge der MS in der MAC-Teilschicht zusam-
mengefasst.
11
10
3 
2
 17
16
15
18
9
1
6
5

12
19
13
4

M0 START
20
21

22

M7 AWAIT RR M2 STAND−BY
14
M1 AWAKE
7+8
M5 UP TRANSFER
M6 DOWN TRANSFER M4 AWAIT AP M3 PREPARE UP
Abbildung 2.25: Zustandsdiagramm der PDO-Mobilstation in der MAC-Teil-
schicht
Erst nachdem Systeminformationen in Form der SIN1- und SIN2-PDUs
empfangen wurden (1, 20), darf die MS nach dem Erhalt der AP-PDU (2), in
der sich nur la¨ngerfristig a¨ndernde Parameter fu¨r den Zufallszugriff definiert
sind, in den Zustand AWAKE u¨bergehen. Falls eine MS im LOD- oder VLD-
Modus betrieben wird, nimmt sie nach dem Empfang einer WU-PDU den
Zustand STAND-BY ein (6). In der WU-PDU wird definiert, wann die MS
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wieder aufwachen soll und ob fu¨r sie zu einem bestimmten Zeitpunkt eine
DL-Datenu¨bertragung geplant ist. Ist der Zeitpunkt eingetreten (7), eine
neue WU-PDU zu empfangen, oder beginnt die DL-Datenu¨bertragung (8),
kehrt die MS in den Zustand AWAKE zuru¨ck.
Die drei Zusta¨nde PREPARE UP, AWAIT AP und UP TRANSFER sind
einer UL-U¨bertragung zugeordnet. Empfa¨ngt die LLC-Teilschicht ein TL-
CONNECTreq- oder TL-DATAreq-SP von der MLE-Teilschicht am TLA-SAP
und u¨bergibt sie anschließend einen Rahmen an die MAC-Teilschicht, wech-
selt diese abha¨ngig davon, ob ein offenes Zugriffsfenster existiert (3) oder
nicht (9), in den Zustand AWAIT AP oder PREPARE UP. Befindet sich die
MS im letzteren Zustand und erha¨lt sie eine AA-PDU, wechselt sie in den
Zustand AWAIT AP (10) und kehrt unmittelbar wieder zuru¨ck (11), wenn
das Fenster bereits geschlossen ist oder das Zufallszugriffsprotokoll keine
Zugriffsperiode des Fensters ausgewa¨hlt hat.
Wurde keine AA-PDU empfangen (Time Out), nimmt die MS wieder den
Anfangszustand START ein (13). Hat die MS jedoch den Zustand AWAIT
AP erreicht und beginnt die ausgewa¨hlte Zugriffsperiode, fu¨hrt die MS ih-
ren Zufallszugriff durch, versendet eine UD1-PDU und geht in den Zustand
UP TRANSFER (4) u¨ber. In diesem Zustand verharrt die MS, solange sie
noch Antworten (DR1-, DR2- oder DR3-PDUs) erwartet und weitere Da-
ten zu senden hat (19). Die UL-U¨bertragung ist abgeschlossen, wenn die
letzte Besta¨tigung erhalten wurde (5). Wird jedoch eine noch ausstehende
Besta¨tigung nicht empfangen, versucht die MS einen neuen Zufallszugriff
durchzufu¨hren (12). Die MAC-Teilschicht informiert die LLC-Teilschicht
u¨ber den Erfolg der gesamten Transaktion.
Tabelle 2.15: Zustandsu¨berga¨nge der PDO-Mobilstation in der MAC-Teil-
schicht
U¨bergang Aktion
1 Die MS empfa¨ngt eine SIN1-PDU.
2 Die MS empfa¨ngt eine AP-PDU.
3 Die MS empfa¨ngt ein TL-CONNECTreq- oder TL-DATAreq-SP und
es existiert ein offenes Zugriffsfenster.
4 Die ausgewa¨hlte Zugriffsperiode beginnt.
5 Die MS empfa¨ngt die letzte Besta¨tigung fu¨r diese Transaktion.
6 Eine LOD- oder VLD-MS empfa¨ngt eine WU-PDU.
7 Der Zeitpunkt, eine neue WU-PDU zu empfangen, ist eingetreten.
Fortsetzung auf der na¨chsten Seite
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Tabelle 2.15: Zustandsu¨berga¨nge der PDO-Mobilstation in der MAC-Teil-
schicht
Fortsetzung von der vorhergehenden Seite
U¨bergang Aktion
8 Der in einer WU-PDU definierte Zeitpunkt, DL-Daten zu emp-
fangen, ist eingetreten.
9 Die MS empfa¨ngt ein TL-CONNECTreq- oder ein TL-DATAreq-SP,
und es existiert kein offenes Zugriffsfenster.
10 Die MS empfa¨ngt eine AA-PDU.
11 Das Zugriffsfenster ist geschlossen.
12 Time Out. Keine Antwort auf UL-Daten.
13 Time Out. Keine AA-PDU empfangen.
14 Die MS empfa¨ngt eine DD1-PDU.
15 Die MS empfa¨ngt eine DD2-PDU.
16 Die MS empfa¨ngt die letzte DD2-PDU fu¨r diese Transaktion.
17 Time Out. Keine AA- oder Daten-PDU empfangen.
18 Die MS empfa¨ngt eine AA-PDU.
19 Die MS empfa¨ngt eine DR1-, DR2- oder DR3-PDU und hat weitere
reservierte Daten zu senden.
20 Die MS empfa¨ngt eine SIN2-PDU.
21 Die MS empfa¨ngt eine DD1-PDU, die die letzte fu¨r diese Trans-
aktion ist.
22 Die MAC-Teilschicht empfa¨ngt einen RR-Rahmen von der LLC-
Teilschicht.
Die beiden letzten Zusta¨nde DOWN TRANSFER und AWAIT RR sind
der DL-U¨bertragung vorbehalten. Auf den Empfang einer DD1-PDU hin
wechselt die MS abha¨ngig davon, ob die empfangene PDU die einzige der
Transaktion ist (14) oder ob noch weitere DD2-PDUs folgen (21), vom Zu-
stand AWAKE in einen der beiden Zusta¨nde DOWN TRANSFER oder AWAIT
RR. Solange noch nicht die letzte Besta¨tigung zu versenden ist, verharrt
die MS im Zustand DOWN TRANSFER und besta¨tigt eingegangene DD1-
und DD2-PDUs (15). Ist jedoch die letzte DD2-PDU der Transaktion emp-
fangen worden, wird in den Zustand AWAIT RR gewechselt (16), von der
LLC-Teilschicht ein RR-Rahmen angefordert und nach dessen Erhalt in ei-
ner UR-PDU versendet. Nach Abschluss der DL-Transaktion kehrt die MS
in den Zustand AWAKE (22) zuru¨ck.
In diesem Zustand verarbeitet sie eingehende AA-PDUs (18) und kehrt
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in den Anfangszustand zuru¨ck (17), falls weder eine AA-PDU empfangen
noch eine UL- oder DL-Transaktion begonnen wurde.
2.7.1.2.6 Zustandsdiagramm der Basisstation
Fu¨r das MAC-Protokoll der BS sind fu¨nf Zusta¨nde, vgl. Abb. 2.26, mit zehn
Zustandsu¨berga¨ngen definiert, vgl. Tab. 2.16, S. 81, wobei IDLE der nach
dem Anschalten eingenommene Anfangszustand ist. Da die BS fu¨r jede
Verbindung eine eigene Instanz des MAC-Protokolls erzeugt, ko¨nnen alle
fu¨nf Zusta¨nde von der BS mehrfach gleichzeitig eingenommen werden.
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Abbildung 2.26: Zustandsdiagramm der PDO-Basisstation in der MAC-Teil-
schicht
Die Zusta¨nde PREPARE DOWN und DOWN TRANSFER sind der DL-Da-
tenu¨bertragung zugeordnet. Empfa¨ngt die LLC- von der MLE-Teilschicht
ein TL-CONNECTreq- oder TL-DATAreq-SP am TLA-SAP und u¨bergibt sie
anschließend einen Rahmen an die MAC-Teilschicht, wechselt die BS ab-
ha¨ngig davon, ob die adressierte MS im VLD-, LOD- (1) oder Normal Mo-
de (NOR)-Modus (3) betrieben wird, entweder in den Zustand PREPARE
DOWN oder DOWN TRANSFER. Beim U¨bergang in den Zustand PREPARE
DOWN versendet die BS eine WU-PDU, in der sie den Startzeitpunkt der
DL-U¨bertragung zur adressierten MS definiert.
Tritt dieser Zeitpunkt ein, wird eine DD1-PDU an die adressierte MS ver-
sendet, und es erfolgt ein U¨bergang (2) in den Zustand DOWN TRANSFER.
Falls der Umweg, die MS aufwecken zu mu¨ssen, nicht notwendig war (3),
wird die DD1-PDU sofort versendet. Solange noch weitere Daten mit Hil-
fe von DD2-PDUs zu versenden sind und noch nicht die letzte Besta¨tigung
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(UR-PDU) eingegangen ist, verbleibt die BS im Zustand DOWN TRANSFER
(4). Erst wenn die DL-Transaktion beendet wurde, d. h. die letzte UR-PDU
empfangen wurde, kehrt sie in den Anfangszustand (5) zuru¨ck.
Tabelle 2.16: Zustandsu¨berga¨nge der PDO-Basisstation in der MAC-Teil-
schicht
U¨bergang Aktion
1 Die BS empfa¨ngt ein TL-CONNECTreq- oder TL-DATAreq-SP,
und die adressierte MS befindet sich im LOD- oder VLD-Modus.
2 Time Out. Der in der WU-PDU definierte Zeitpunkt aufzuwa-
chen, ist eingetreten.
3 Die BS empfa¨ngt ein TL-CONNECTreq- oder TL-DATAreq-SP,
und die adressierte MS befindet sich im NOR-Modus.
4 Die BS empfa¨ngt eine UR-PDU, die nicht die letzte fu¨r diese
Transaktion ist.
5 Die BS empfa¨ngt die letzte UR-PDU fu¨r diese Transaktion.
6 Die BS empfa¨ngt eine UD1-PDU, die nicht die letzte fu¨r diese
Transaktion ist.
7 Die BS empfa¨ngt eine DD2-PDU, die nicht die letzte fu¨r diese
Transaktion ist.
8 Die BS empfa¨ngt die letzte UD2-PDU fu¨r diese Transaktion.
9 Die BS empfa¨ngt die letzte UD1-PDU fu¨r diese Transaktion.
10 Die MAC-Teilschicht empfa¨ngt einen RR-Rahmen von der LLC-
Teilschicht.
Die Zusta¨nde UP TRANSFER und AWAIT RR wurden fu¨r die UL-U¨ber-
tragung definiert. Empfa¨ngt die BS eine UD1-PDU, die den Reservierungs-
wunsch fu¨r eine weitere UL-U¨bertragung entha¨lt, oder wurde die UD1-PDU
nur teilweise empfangen, versendet sie eine mit einer Reservierung versehe-
ne DR1- bzw. DR3-PDU und nimmt (6) den Zustand UP TRANSFER ein.
Solange noch nicht die letzte UD2-PDU empfangen wurde, antwortet die BS
mit normalen DR2-PDUs und bleibt im Zustand UP TRANSFER (7).
Erst nach Erhalt der letzten UD2-PDU fordert (8) die MAC- von der
LLC-Teilschicht einen RR-PDU-Rahmen an, wartet auf diesen im Zustand
AWAIT RR, antwortet der MS mit einer den empfangenen RR-PDU-Rahmen
enthaltenen DR2-PDU und kehrt anschließend in den Anfangszustand IDLE
(10) zuru¨ck. Falls eine UL-Transaktion nur aus einer empfangenen UD1-
PDU besteht, fordert die MAC-Teilschicht sofort einen RR-PDU-Rahmen
82 2. Das Bu¨ndelfunksystem TETRA
von der LLC-Teilschicht an und geht (9) vom Zustand IDLE in den Zustand
B4 AWAIT RR u¨ber.
2.7.1.2.7 Kanalcodierung
In Abb. 2.27 ist die vierstufige Struktur der PDO-Kanalcodierung darge-
stellt. Alle MAC-PDUs außer der SIN1-PDU sind 124 bit breit und werden
nach Tab. 2.12, S. 72, auf den logischen Kanal NBCH abgebildet.
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Abbildung 2.27: Struktur der PDO-Kanalcodierung
Von den 124 bit eines NBCH-Blocks sind 4 bit reserviert, die u. a. die
Information enthalten, ob es sich um einen Start- oder Folgeblock handelt.
Ein Folgeblock kann demnach 8 byte Nutzdaten enthalten. Die codierten
und verschlu¨sselten Multiplex-Blo¨cke der Breite 216 bit werden als SDUs an
die Bitu¨bertragungsschicht weitergereicht.
Eine SIN1-PDU ist nur 60 bit breit, wird auf den Kanal MBCH ab-
gebildet und nicht verschlu¨sselt, weil neue MSen als erstes in den MBCH
hineinho¨ren und zu diesem Zeitpunkt noch keine Verabredung u¨ber eine Ver-
schlu¨sselung existieren kann. Auch diese 120 bit breiten Multiplex-Blo¨cke
werden an die Schicht 1 weitergereicht.
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Die einzelnen Stufen der PDO-Kanalcodierung, vgl. Abb. 2.27, S. 82,
verlaufen analog zur V+D-Kanalcodierung, vgl. Abs. 2.6.4.1.1, S. 34.
2.7.2 Bu¨schelstruktur
Ein Bu¨schel (Burst) ist bei PDO eine auf eine Tra¨gerfrequenz aufmodu-
lierte Datenmenge bestimmter La¨nge, die sich aus mehreren Teilbu¨scheln
(Subbursts) zusammensetzt.
2.7.2.1 Abwa¨rtsstrecke
Auf der Abwa¨rtsstrecke sendet die BS kontinuierlich Teilbu¨schel der La¨nge
240 bit, wobei jeder 150. ein die Multiplex-Blo¨cke des MBCH enthaltender
Downlink Synchronisation Subburst ist. Ansonsten werden die Multiplex-
Blo¨cke des NBCH in Downlink Normal Subbursts u¨bertragen, vgl. Abb. 2.28,
S. 84.
Ein Modulationsbit dauert 1/36 ms ≈ 27,78µs. Daraus ergibt sich, dass
ein Abwa¨rtsstreckenteilbu¨schel 6,67 ms dauert und nach 1,00 s jeweils ein
Downlink Synchronisation Subburst gesendet wird.
2.7.2.2 Aufwa¨rtsstrecke
Besteht ein MAC-Bu¨schel aus N Blo¨cken, so wird er auf der Aufwa¨rtsstrecke
in einem Uplink Start Subburst (250 bit =̂ 6,94 ms), bN/2c Uplink Even Sub-
bursts (238 bit =̂ 6,61 ms) und bN−1/2c Uplink Odd Subbursts (216 bit =̂
6,00 ms) u¨bertragen, vgl. Abb. 2.29, S. 85. Ein Aufwa¨rtsstreckenbu¨schel
wird mit einem Uplink End Subburst (4 bit =̂ 111,1µs) abgeschlossen.
Da die Aufwa¨rtsstrecke zeitvariabel betrieben wird, kennt der PDO-
Standard keine synchronen Zeitkana¨le fu¨r die UL. Der Beginn einer Reservie-
rung auf der UL bezieht sich auf das Ende des Downlink Normal Subbursts,
der die Reservierung beinhaltet. Durch den u¨bertragenen Parameter SOR
ist die Anzahl der abzuwartenden Modulationsbits gegeben, vgl. Abb. 2.24,
S. 73.
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KAPITEL 3
Der objektorientierte Softwareentwurf von
Kommunikationssystemen unter Verwendung von
SDL
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Schlu¨sselwo¨rter
FDT, SDL, SOMT, Booch, OMT, OOSE, MSC, Zustandsautomat,
Zustandsu¨bergangsdiagramm, hierarchische Zerlegung, Benutzungs-
fall, CORBA, IDL, ATS, TTCN, Testsuite, Konformita¨tsu¨berpru¨fung,
ASN.1, C, C++, Java, SPEET, funktionale und nicht funktionale Ana-
lyse
P rotokolle komplexer Kommunikationssysteme werden mit Hilfe von for-malen Beschreibungstechniken (Formal Description Technique, FDT)
spezifiziert. Durch FDTs wird sichergestellt, dass die Beschreibungen der
Kommunikationsprotokolle syntaktisch und semantisch eindeutig sind und
dass Implementierungen dieser Protokolle unabha¨ngig vom Hersteller kom-
patibel sind, Interoperabilita¨t also mo¨glich ist. Die U¨bereinstimmung mit
einem Standard wird durch vorgegebene Tests eines formal spezifizierten
Protokolls bzgl. der Implementierung gewa¨hrleistet (Conformance Testing)
(Knightson, 1993).
Im Telekommunikationsbereich hat sich die Beschreibungssprache Speci-
fication and Description Language (SDL) (Ellsberger et al., 1997; ITU,
1993c; Olsen et al., 1994) durchgesetzt. Ein Vergleich von Hogrefe (1989)
ergibt, dass SDL im Gegensatz zu anderen FDTs einerseits durch dedizierte
Sprachelemente den objektorientierten Softwareentwurf direkt unterstu¨tzt
und dass die leicht erlernbare grafische Notation von SDL selbstdokumen-
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tierend und besonders wartungsfreundlich ist. Letzteres ist bei großen Soft-
wareprojekten von entscheidender Bedeutung. Von allen standardisierten
FDTs wird SDL praktisch mit Abstand am Ha¨ufigsten eingesetzt.
Folgende fu¨nf von Software-Werkzeugen vollsta¨ndig unterstu¨tzte Phasen
(Ek, 1998) stellen den objektorientierten Softwareentwurf von Kommunika-
tionssystemen unter Verwendung von SDL (SDL-oriented Object Modeling
Technique, SOMT) dar, vgl. Abb. 3.1, S. 89:
1. Anforderungsanalyse,
3. Systementwurf,
2. Systemanalyse,
4. Objektentwurf und
5. Implementierung.
Die ersten beiden Phasen sind von den objektorientierten Modellierungs-
methoden von Booch (1994) (Booch-Methode), Rumbaugh et al. (1991)
(Object Modeling Technique, OMT) und Jacobson et al. (1992) (Object-
Oriented Software Engineering , OOSE) inspiriert worden. Eine Vereinigung
dieser Modellierungsmethoden stellt die sich gerade in der Entwicklung be-
findende Unified Modeling Language (UML) (Booch et al., 1997) dar.
3.1 Anforderungsanalyse
Diese erste Phase wird nach Ek (1998) in die zwei Aktivita¨ten Problemana-
lyse und Systemanforderungsanalyse aufgeteilt.
Wa¨hrend der Problemanalyse konzentriert man sich darauf, den Pro-
blembereich zu verstehen, in dem das zu erstellende System eingesetzt wer-
den soll. Die Systemanforderungsanalyse dient dazu, das zu erstellende
System aus Benutzersicht zu beschreiben. Aus Benutzersicht die Anforde-
rungen zu beschreiben, bedeutet keine Kenntnisse u¨ber den internen Aufbau
des Systems zu haben, so dass Wu¨nsche an das System unabha¨ngig von einer
mo¨glichen Implementierbarkeit formuliert werden ko¨nnen.
Das Ergebnis der Anforderungsanalyse wird in einem ersten Schritt tex-
tuell in nicht formaler Sprache festgehalten und besteht aus funktionalen
Anforderungen und nicht-funktionalen, wie z. B. erwartetes Leistungsver-
halten, Sicherheit, Verfu¨gbarkeit, etc.
Bereits in dieser Phase ko¨nnen Benutzungsfa¨lle des Systems angelehnt an
OOSE-Benutzungsfa¨lle von Jacobson et al. (1992) (Use Cases) in Form
von Nachrichtenflussdiagrammen (Message Sequence Chart , MSC) (ITU,
1993b) erstellt werden. Als Benutzer kommen Menschen, andere Systeme
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oder Hardware in Betracht.
In einem Datenlexikon wird die Bedeutung aller wa¨hrend der Anforde-
rungsanalyse erstellten Konzepte definiert, so dass Entwickler und Kunden
u¨ber ein gemeinsames Vokabular verfu¨gen.
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Abbildung 3.1: Die fu¨nf Phasen des SDL-orientierten Softwareentwurfs
Ein weiterer Schritt der Anforderungsanalyse besteht nun darin, ein An-
forderungsobjektmodell in der OMT-Notation zu erstellen. Dieses Objekt-
modell soll die Konzepte, die wa¨hrend der Anforderungsanalyse gefunden
wurden, und die Beziehungen zwischen diesen Konzepten dokumentieren.
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Es werden insbesondere die logische Struktur der Daten und Informatio-
nen und der Kontext, in dem sich das System befindet, einschließlich der
Benutzer des Systems beschrieben.
Zustandsu¨bergangsdiagramme (State Charts) ko¨nnen in Harels Nota-
tion (Booch et al., 1997; Harel und Gery, 1997; Harel et al., 1990) im
Objektmodell verwendet werden, um das Verhalten wichtiger Objekte auf
hoher Abstraktionsebene zu beschreiben.
Schließlich ko¨nnen die elementaren Kommunikationsereignisse der An-
forderungsbenutzungsfa¨lle in einem Systemoperationsmodell ausfu¨hrlich be-
schrieben werden. Dieses Modell erlaubt in strukturierter textueller Form ei-
ne detailliertere Definition der Kommunikationsereignisse im Vergleich zum
Datenlexikon oder dem Anforderungsobjektmodell und ist der Fusionsme-
thode von Coleman et al. (1994) entlehnt.
3.2 Systemanalyse
Wa¨hrend die Anforderungsanalyse anstrebt, das zu lo¨sende Problem und die
Systemanforderungen zu formulieren, versucht man in der zweiten Phase,
der Systemanalyse, ein abstraktes Versta¨ndnis des Systems und der Kon-
zepte zu erlangen, um eine Lo¨sung der Probleme und Aufgaben der Anfor-
derungsanalyse beschreiben zu ko¨nnen.
Systemanalyse bedeutet, die logische Architektur des Systems, sowie die
zu verwendenden Daten, Algorithmen und Schnittstellen zu bestimmen.
Hierzu wird entsprechend der OMT das Anforderungsobjektmodell aus
der Innensicht des Systems zu einem Analyseobjektmodell verfeinert. Um
die Konsistenz dieses Objektmodells, das die statische Sicht auf die Zer-
legung des Systems bietet, zu u¨berpru¨fen, werden die Benutzungsfa¨lle der
Anforderungsanalyse zu Benutzungsfa¨llen der Systemanalyse erweitert, um
die dynamische Sicht auf das Verhalten des Systems zu definieren.
Nach Harels Notation (Booch et al., 1997; Harel und Gery, 1997;
Harel et al., 1990) werden mit Zustandsu¨bergangsdiagrammen der Zu-
standsraum, die Zustandsu¨berga¨nge auslo¨senden Ereignisse und die aus die-
sen U¨berga¨ngen resultierenden Aktionen modelliert. Diese Diagramme stel-
len eine Sicht auf das dynamische Verhalten eines einzigen Objekts oder
eines ganzen Systems dar.
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3.3 Systementwurf
Der U¨bergang von der Systemanalyse zum Systementwurf ist ein kreativer
Prozess. Die Trennung zwischen Systemanalysemodell und Systementwurfs-
modell verla¨uft zwischen der Entscheidung, welche logische Architektur und
welche wichtigsten Konzepte zu dem System geho¨ren sollen – dies ist Auf-
gabe der Systemanalyse – und wie die reale Architektur auszusehen hat –
dies ist Aufgabe des Systementwurfs.
Falls die Analyse ergeben hat, dass verschiedene Komponenten in einem
verteilten System zu erstellen sind, d. h. verschiedene SDL-Systeme laufen
auf verschiedenen Maschinen in einem mo¨glicherweise heterogenen Netz,
besteht das Problem der Schnittstellendefinition und Kommunikation zwi-
schen diesen Komponenten. In diesem Fall kann von einer Common Object
Request Broker Architecture (CORBA)-Netzumgebung (Siegel, 1996) Ge-
brauch gemacht und der Systementwurf in der CORBA-spezifischen Schnitt-
stellendefinitionssprache (Interface Definition Language, IDL) durchgefu¨hrt
werden.
Loftus et al. (1997) haben ein Verfahren vorgestellt, wie aus einem
OMT-Modell der Systemanalyse Schnittstellenbeschreibungen in IDL gene-
riert werden ko¨nnen, die wiederum zur Generierung von SDL-Spezifikatio-
nen fu¨r die Objektentwurfsphase herangezogen werden. Wird CORBA nicht
benutzt, erfolgt nach Mitschele-Thiel (2001) auch der Systementwurf der
Architektur in SDL.
Parallel zur Definition der Architektur werden die Benutzungsfa¨lle der
Systemanalyse zu einem Granularita¨tsgrad verfeinert, der ausreicht, das
Verhalten der Komponenten innerhalb der Systemarchitektur zu beschrei-
ben. Die MSCs der Benutzungsfa¨lle sind dann Quelle fu¨r Modul- und Sy-
stemtests der Objektentwurfsphase.
Weitergehend als MSCs sind wie folgt beschrieben spezifizierte Benut-
zungsfa¨lle in Tree and Tabular Combined Notation (TTCN) (ISO/IEC,
1992; Knightson, 1993). Mit TTCN, einer Sprache zur Beschreibung von
abstrakten Testsuiten (Abstract Test Suite, ATS), ist es mo¨glich, Randbe-
dingungen fu¨r komplexe Datenstrukturen zu beschreiben, auf alternative
Ergebnisse eines Benutzungsfalles zu reagieren und das erwartete Ergebnis
zu definieren.
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3.4 Objektentwurf
Im Objektentwurf wird die Definition des Systems vervollsta¨ndigt. Hier-
bei werden Aspekte der Wiederverwendung, der Vererbung und der ge-
nerischen Formalisierung durch Muster beru¨cksichtigt. Alle Details der
SDL-Spezifikation werden ausformuliert; Daten, Schnittstellen und Algo-
rithmen werden vollsta¨ndig beschrieben. Komplexere Datenstrukturen wer-
den in SDL in der Abstract Syntax Notation One (ASN.1) (ITU, 1994, 1995;
Steedman, 1993) spezifiziert.
Die Klassen des Analyseobjektmodells werden auf entsprechende SDL-
Konzepte abgebildet. Die Zustandsu¨bergangsdiagramme der Analysephase
und die Benutzungsfa¨lle des Systementwurfs werden herangezogen, um das
Verhalten der Komponenten des SDL-Systems zu spezifizieren.
Ein großer Vorteil von SDL ist, dass aufgrund der vollsta¨ndigen SDL-
Beschreibung der zu erstellenden Systeme diese bereits fru¨h in der Entwurfs-
phase getestet werden ko¨nnen. Tests der Implementierung ko¨nnen sich dann
auf die Integration in der Zielumgebung konzentrieren. Drei Arten von Test-
methoden werden verwendet:
1. Im manuellen oder Stapelbetrieb wird ein SDL-Simulator verwendet.
Diese Testmethode kann nur ein grober Vortest sein.
2. Nach dem Algorithmus von Holzmann (1991) kann unter Verwen-
dung einer Erreichbarkeitsanalyse im Zustandsraum die Vollsta¨ndig-
keit und die Konsistenz der Interaktionen in einem verteilten System
u¨berpru¨ft werden. Konkret wird die Konsistenz der MSC-Benutzungs-
fa¨lle mit der SDL-Spezifikation getestet.
3. Ek et al. (1997) und Bochmann et al. (1997) haben Methoden und
Werkzeuge vorgestellt, mit denen TTCN-Testsuiten automatisch aus
MSC- und SDL-Spezifikationen erzeugt werden. Die dritte Testme-
thode besteht nun aus einer Erweiterung der ersten Methode, na¨mlich
TTCN-Testfa¨lle mit Hilfe eines Werkzeuges gegen SDL-Simulationen
laufen zu lassen.
Wenn alle Benutzungsfa¨lle spezifiziert wurden und die endgu¨ltige Syste-
marchitektur anhand aller Benutzungsfa¨lle verifiziert wurde, ist die Objekt-
entwurfsphase abgeschlossen.
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3.5 Implementierung
In der Implementierungsphase wird das entworfene SDL-System zuerst par-
titioniert, d. h. die Teile des Systems, die als eigensta¨ndige Programme auf
einem Computer oder in einem verteilten System eingesetzt werden sollen,
werden identifiziert.
Anschließend u¨bersetzt ein Codegenerator die SDL-Spezifikation in eine
nicht formale, prozedurale Programmiersprache wie z. B. C (Kernighan
und Ritchie, 1989), C++ (Stroustrup, 1997) oder Java (Arnold und
Gosling, 1996). In der Zielumgebung wird der generierte Code zusammen
mit dem SDL-Laufzeitsystem und den Funktionen zur Kommunikation des
Systems mit der Umgebung gebunden. Schließlich wird die Implementierung
des Systems in der Zielumgebung in einer vom Benutzer definierten Weise
anwendungsspezifisch getestet.
3.6 Leistungsbewertung von SDL-Spezifikationen
Im vorhergehenden Abschnitt wurde der Softwareentwurf der funktiona-
len Aspekte eines Kommunikationssystems unter Zuhilfenahme von SDL
beschrieben. Leistungsbewertung ist noch nicht Teil des SDL-Standards,
es wird aber erwartet, dass sie in einer der na¨chsten Versionen der SDL-
Empfehlung Z.100 (ITU, 1993c) enthalten sein wird. Die Leistungsbewer-
tung eines SDL-Systems wird folgende Aspekte umfassen mu¨ssen:
 die Unterstu¨tzung verschiedener Entwurfsphasen,
 die Lastdefinition fu¨r SDL-Systeme,
 die Definition der Struktur, der Konfiguration und der Wiederver-
wendbarkeit derjenigen Maschinen, auf denen das SDL-System ablau-
fen wird bzw. von denen das SDL-System Dienste anfordert,
 die Definition der leistungsbezogenen Eigenschaften von Kana¨len und
 die Spezifikation der Leistungsanforderungen.
Verschiedene Vorschla¨ge wurden bisher vero¨ffentlicht, um SDL um den
Aspekt der Leistungsbewertung zu erweitern: Roux (1998) schla¨gt Erweite-
rungen in Form von Kommentaren zur Benutzung mit dem SDL-Werkzeug
ObjectGEODE vor, um gewichtete zeitliche Verzo¨gerungen fu¨r SDL-Ak-
tionen des Objektentwurfsmodells einzufu¨hren, vgl. Abb. 3.1, S. 89. Das
EaSySim-II-Werkzeug von Gerlich (1998) stellt globale SDL-Prozeduren
zur Verfu¨gung, um den Betriebsmittelverbrauch zu definieren. Mu¨ller-
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Clostermann und Diefenbruch (1998) schlagen in Bezug auf die Defini-
tion von Maschinen eine Erweiterung des SDL-Sprachstandards vor. Diese
Maschinen bieten Dienste und Betriebsmittel den diese anfordernden SDL-
Prozessen an. Verkehrslast wird in dedizierten SDL-Prozessen spezifiziert.
Um die Leistungsanforderungen zu beschreiben, wird temporale Logik ver-
wendet.
Diese drei Lo¨sungen ko¨nnen verwendet werden, um das nicht-funktionale
Verhalten eines SDL-Systems entsprechend Abb. 3.1, S. 89, auf Entwurfsebe-
ne zu testen. Es wird jedoch dem Benutzer u¨berlassen, die zu dem jewei-
ligen Betriebsmittelverbrauch korrespondierende Zeitspanne zu definieren.
Aus diesem Grund kann die Leistungsbewertung auf Entwurfsebene nur eine
grobe Abscha¨tzung sein.
Mit der SPEET-Umgebung (Bo¨hmer, 1996; Steppler, 1998a; Stepp-
ler und Lott, 1997), vgl. Kap. 6, S. 137, ist es mo¨glich, das Leistungs-
verhalten eines SDL-Systems auf Entwurfsebene und dessen Implementie-
rung in der Zielumgebung auf Implementierungsebene in einer detaillierteren
Form vorherzusagen, vgl. Abb. 3.1, S. 89.
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Kollisionsauflo¨sung und Reservierungszuteilung
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Schlu¨sselwo¨rter
S-ALOHA, Sendeergebnis, Kollisionen, Zugriffsrahmen, Zugriffsfen-
ster, Auftragsu¨berhang, FIFO, FCFS, LIFO, LCFS, HOL, SPT, RR,
PREHOL, SRPT
D ie beiden Protokollstapel von TETRA, V+D und PDO, definieren we-der Algorithmen fu¨r die Auflo¨sung von Kollisionen beim Zufallszugriff,
d. h. beim Wettbewerb um Betriebsmittel, noch Strategien fu¨r die Reservie-
rungszuteilung von Betriebsmitteln.
In diesem Kapitel sollen aus der Literatur bekannte Algorithmen zur Kol-
lisionsauflo¨sung vorgestellt werden, die mit der Absicht entwickelt wurden,
das S-ALOHA-Verfahren zu stabilisieren und dabei gleichzeitg Durchsatz
und Paketverzo¨gerung zu optimieren.
Es werden zuna¨chst einfache Verfahren vorgestellt, die jeweils den letz-
ten Zeitschlitz auswerten und aufgrund dieser Auswertung die Zugriffswahr-
scheinlichkeit fu¨r sendebereite MSen fu¨r den na¨chsten Zeitschlitz neu be-
stimmen. Anschließend werden aufwendigere Algorithmen vorgestellt, die
die Sendewahrscheinlichkeit aufgrund eines Scha¨tzverfahrens fu¨r den Auf-
tragsu¨berhang (Backlog) bzw. die Anzahl der kollidierten MSen ermitteln.
Abschließend wird auf einen Algorithmus eingegangen, der ohne Scha¨tzver-
fahren Kollisionen auflo¨st, indem die Anzahl der Zugriffsberechtigten be-
grenzt wird (Steppler und Bu¨ter, 1997).
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Da beim Zufallszugriff von TETRA die Parameter des Zufallszugriffspro-
tokolls zentral von einer BS bestimmt werden, ko¨nnen Algorithmen zur Kol-
lisionsauflo¨sung nicht angewendet werden, bei denen die sendenden MSen
aufgrund einer Ru¨ckmeldung des Kanals dezentral u¨ber ihr weiteres Vorge-
hen entscheiden.
Fu¨r jeden Algorithmus werden ferner die notwendigen Anpassungen an
die Parameter der beiden Protokollstapel V+D und PDO vorgestellt.
Schließlich werden aus der Literatur bekannte Abfertigungsstrategien
vorgestellt und u¨berlegt, welche Anforderungen an eine optimale Abferti-
gungsstrategie fu¨r TETRA-Systeme zu stellen sind.
4.1 Algorithmen zur Kollisionsauflo¨sung bei S-ALOHA
4.1.1 Exponentieller Backoff-Algorithmus
Bei Backoff-Algorithmen wird der Zugriffskanal so gesteuert, dass aufgrund
von iKollisionen die Zugriffswahrscheinlichkeit eines Teilnehmers zu p = 1/2i
bestimmt wird. Bei einem Zugriffsrahmen oder -fenster bestehen demnach
2i Zugriffsmo¨glichkeiten. Die Absicht dieses Algorithmus ist, bei steigender
Anzahl von Kollisionen den jeweiligen Zugriffsrahmen zu vergro¨ßern, da eine
Zunahme von Kollisionen als Anzeichen fu¨r ein erho¨htes Verkehrsaufkom-
men gewertet wird. Bei absinkender Kollisionsanzahl wird dynamisch die
Anzahl der Zugriffsmo¨glichkeiten verringert, um bei einer gleichverteilten
Auswahl einer der Zugriffsmo¨glichkeiten eine niedrige Paketverzo¨gerung zu
erzielen.
Voice plus Data
Nach der von Jeong und Jeon (1995) vorgestellten Methode wird abha¨n-
gig vom Sendeergebnis des letzten Zeitschlitzes k iterativ die Sendewahr-
scheinlickeit p(k + 1) eines Teilnehmers im na¨chsten Zeitschlitz k + 1 mit
k = 1, 2, 3, . . . bestimmt. Fu¨r das Sendeergebnis gelte, dass I0 den Wert 1
annimmt, wenn der Zeitschlitz k leer war, und ansonsten den Wert 0. I1 (er-
folgreiche U¨bertragung eines Teilnehmers) und Ic (Kollision von mindestens
zwei Teilnehmern) werden analog bestimmt.
Wenn die Zugriffsmethode ”rollender Zugriffsrahmen“ benutzt wird, vgl.
Abb. 2.16, S. 53, dann kann die Anzahl K der Zeitschlitze eines Zugriffsrah-
mens mit jedem DL-Zeitschlitz gea¨ndert werden. Die Sendewahrscheinlich-
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keit eines Teilnehmers im na¨chsten Zeitschlitz wird folgendermaßen iterativ
bestimmt:
p(k + 1) = min
{
pmax; p(k)
(
1/q I0 + I1 + q Ic
)}
, (4.1)
wobei 0 < pmax ≤ 1, 0 < q ≤ 1 und p(0) != 1. Von Jeong und Jeon
(1995) wird gezeigt, dass fu¨r pmax
!= 1 und q != 1/2 das S-ALOHA-Verfahren
stabilisiert wird. Es wird hierbei davon ausgegangen, dass auch neu ge-
nerierte Pakete nur mit einer Wahrscheinlichkeit p versendet werden, das
Zugriffverfahren also im DFT-Modus betrieben wird. Somit muss fu¨r den
Parameter der Access-Define-PDU IMM != 0 gelten, vgl. Tab. 2.7, S. 50.
Jede MS greift mit der Wahrscheinlichkeit p(k+ 1) zu und wa¨hlt gleichver-
teilt einen der K(k + 1) Zeitschlitze des Zugriffsrahmens aus. Daher la¨sst
sich dynamisch die La¨nge des na¨chsten Zugriffsrahmens zu
K(k + 1) = min
{
Kmax;
1
p(k + 1)
}
(4.2)
mit Kmax
!= 128 bestimmen. Die Zugriffsrahmenla¨nge K ist das Produkt
des Rahmenla¨ngenfaktors, vgl. Tab. 2.7, S. 50, mit der Basisrahmenla¨nge,
vgl. Tab. 2.8, S. 51, und ist somit durch deren Wertebereiche begrenzt (1 ≤
K ≤ 128).
Wenn die Zugriffsmethode ”diskreter Zugriffsrahmen“ benutzt wird, vgl.
Abb. 2.17, S. 54, dann wird die La¨nge des na¨chsten Zugriffsrahmens erst
nach Ende des aktuellen Rahmens festgelegt. Die La¨nge wird analog zum
rollenden Zugriffsrahmen berechnet.
Packet Data Optimised
Bei PDO ko¨nnen die Zugriffsparameter nicht pro Zeitschlitz sondern nur
pro Zugriffsfenster vera¨ndert werden, da die Parameter einer AA-PDU, vgl.
Tab. 2.14, S. 75, fu¨r alle Zugriffsperioden eines Zugriffsfensters gu¨ltig sind.
Der an PDO angepasste exponentielle Backoff-Algorithmus wertet sepa-
rat beide Priorita¨tsbereiche, vgl. Abs. 2.7.1.2.4.1, S. 76, eines Zugriffsfensters
aus. I0,pr sei bei PDO die Anzahl leerer Zugriffsperioden des letzten Zu-
griffsfensters des Priorita¨tsbereichs pr ∈ {1; 2}, so dass im Gegensatz zu
V+D I0,pr keine bina¨re Information darstellt. I1,pr und Ic,pr werden analog
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berechnet. Bei NAPpr Zugriffsperioden, vgl. Tab. 2.14, S. 75, pro Priori-
ta¨tsbereich eines Zugriffsfensters gelte:
NAPpr = I0,pr + I1,pr + Ic,pr. (4.3)
Abgeleitet von Gl. 4.1, S. 97, ergibt sich die Sendewahrscheinlichkeit pro
Teilnehmer und Priorita¨tsbereich fu¨r das Zugriffsfenster k + 1 zu
ppr(k + 1) = min
{
pmax;
ppr(k)
NAPpr(k)
(
1/q I0,pr + I1,pr + q Ic,pr
)}
. (4.4)
Wie in Tab. 2.14, S. 75, beschrieben betra¨gt die maximale Anzahl von
Zugriffsperioden eines Zugriffsfensters NAPmax = 255. Die Gesamtanzahl
der Zugriffsperioden entspricht der Summe der Zugriffsperioden der beiden
Priorita¨tsbereiche, die wie folgt berechnet werden:
NAP1(k + 1) = min
{
NAPmax;
1
p1(k + 1)
}
, (4.5)
NAP2(k + 1) = min
{
NAPmax −NAP1(k + 1); 1
p2(k + 1)
}
, (4.6)
NAP (k + 1) =
2∑
pr=1
NAPpr(k + 1). (4.7)
Die im Folgenden beschriebenen Algorithmen ”Stochastische Anna¨he-
rung“, ”Pseudo-Bayes“ und ”MMSE“ verwenden ebenfalls Gl. 4.2, S. 97,
bzw. Gl. 4.5 bis Gl. 4.7, um die La¨nge des na¨chsten Zugriffsrahmens bzw.
-fensters zu berechnen.
4.1.2 Stochastische Anna¨herung
Eine verallgemeinerte Form der Gl. 4.1, S. 97, wird von Hajek und Loon
(1982) vorgestellt, wobei versucht wird, das dynamische Verhalten der aus
neuen und kollidierten Auftra¨gen resultierenden Verkehrslast von den Ver-
a¨nderungen des Auftragsu¨berhangs zu entkoppeln.
Voice plus Data
Die Sendewahrscheinlichkeit wird folgendermaßen mit p(0) != 1 abgescha¨tzt:
p(k + 1) = min
{
pmax; p(k)
(
a0 I0 + a1 I1 + ac Ic
)}
(4.8)
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mit
(a0; a1; ac) =
((
e
1−2/e
1−1/e
)γ
; 1;
(
e
−1/e
1−1/e
)γ)
≈ (1,519γ ; 1; 0,559γ) . (4.9)
Nach Hajek wird der Durchsatz maximiert, wenn pmax = 1−λ/2−λ. Cun-
ningham (1990) setzt fu¨r die gro¨ßtmo¨gliche Ankunftsrate λ = 1/e die obere
Schranke zu pmax = 0,387 und zeigt, dass γ = 0,3 optimal fu¨r den IFT- und
den DFT-Modus ist.
Packet Data Optimised
Die Sendewahrscheinlichkeit nach Gl. 4.8, S. 98, angepasst an PDO ergibt
sich zu:
ppr(k+ 1) = min
{
pmax;
ppr(k)
NAPpr(k)
(
a0 I0,pr + a1 I1,pr + ac Ic,pr
)}
. (4.10)
4.1.3 Pseudo-Bayes-Algorithmus
Im Gegensatz zu den beiden vorhergehenden Algorithmen scha¨tzt der Pseu-
do-Bayes-Algorithmus von Rivest (1987) die Anzahl aktiver, d. h. senden-
der, Teilnehmer im na¨chsten Zeitschlitz ab. Fu¨r diese Abscha¨tzung wird die
bayessche Formel (Bronstein und Semendjajew, 1996) angena¨hert.
Voice plus Data
Sei Nˆ(k + 1) der Scha¨tzwert fu¨r die Anzahl der aktiven Teilnehmer und
λˆ(k + 1) der Scha¨tzwert fu¨r die Ankunftsrate neuer Pakete im Zeitschlitz
k + 1. Der Pseudo-Bayes-Algorithmus ergibt sich mit Nˆ(0) != 1 zu:
Nˆ(k + 1) = max
{
λˆ(k); Nˆ(k) + λˆ(k)− I0 − I1 + 1/e−2 Ic
}
. (4.11)
Da die Ankunftsrate λˆ ebenfalls unbekannt ist, schla¨gt Rivest basierend
auf Simulationsergebnissen folgende Na¨herungsformel vor, um mit λˆ(0) !=
0,5 die Ankunftsrate zu ermitteln:
λˆ(k + 1) = 0,995 λˆ(k) + 0,005 I1. (4.12)
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Abschließend wird die Sendewahrscheinlichkeit im na¨chsten Zeitschlitz
mit pmax
!= 1 zu:
p(k + 1) = min
{
pmax;
1
Nˆ(k + 1)
}
. (4.13)
Packet Data Optimised
Um an PDO angepasst zu werden, mu¨ssen Gl. 4.11, S. 99, bis Gl. 4.13 jeweils
auf einen Priorita¨tsbereich des Zugriffsfensters k + 1 angewendet werden:
Nˆpr(k + 1) = max
{
λˆpr(k);
Nˆpr(k) + λˆpr(k)− I0,pr − I1,pr + 1/e−2 Ic,pr
}
, (4.14)
λˆpr(k + 1) = 0,995 λˆpr(k) + 0,005 I1,pr, (4.15)
ppr(k + 1) = min
{
pmax;
1
Nˆpr(k + 1)
}
. (4.16)
4.1.4 MMSE-Algorithmus
Der Algorithmus Minimum Mean Squared Error (MMSE) (Thomopoulos,
1988) scha¨tzt den Auftragsu¨berhang (Backlog) Bˆ(k + 1), d. h. die Anzahl
kollidierter Teilnehmer, so ab, dass |B(k + 1)− Bˆ(k + 1)|2 minimiert wird.
Voice plus Data
Der Scha¨tzwert Bˆ(k+ 1) wird wiederum benutzt, um die Sendewahrschein-
lichkeit p(k+ 1) des Zeitschlitzes k+ 1 mit pmax
!= 0,5 und Parameter α zu
bestimmen:
p(k + 1) = min
{
pmax;
α
Bˆ(k + 1)
}
= min
{
pmax;
1− λˆ(k + 1)
Bˆ(k + 1)
}
. (4.17)
Der Auftragsu¨berhang wird mit Bˆ(0) = Bmin
!= 0 folgendermaßen itera-
tiv berechnet:
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Bˆ(k+1) = max
Bmin; Bˆ(k)− αλˆ(k) + α I1 + λˆ(k)1− λˆ(k)+α
e(λˆ(k)+α)−1
Ic
 . (4.18)
Thomopoulos zeigt, dass der maximale Durchsatz bei α = 1 − λˆ(k)
erreicht wird. Somit kann Gl. 4.18 reduziert werden zu:
Bˆ(k + 1) = max
{
Bmin; Bˆ(k)−
(
1− λˆ(k)) I1 + 2,392 Ic}. (4.19)
Die Ankunftsrate neuer Pakete wird ebenfalls mit λˆ(0) = λ0
!= 0,3 ∈
[0; 1/e] zu
λˆ(k + 1) =
1
k + 1
(
Bˆ(k + 1) +
k∑
i=0
I1(i) + λ0
)
(4.20)
abgescha¨tzt.
Packet Data Optimised
Um an PDO angepasst zu werden, mu¨ssen Gl. 4.17, S. 100, bis Gl. 4.20 jeweils
auf einen Priorita¨tsbereich des Zugriffsfensters k + 1 angewendet werden:
ppr(k + 1) = min
{
pmax;
1− λˆpr(k + 1)
Bˆpr(k + 1)
}
, (4.21)
Bˆpr(k + 1) = max
{
Bmin;
Bˆpr(k) +
(
λˆpr(k)− 1
)
I1,pr + 2,392 Ic,pr
NAPpr(k)
}
, (4.22)
λˆpr(k + 1) =
1
k + 1
(
Bˆpr(k + 1) +
k∑
i=0
I1,pr(i)
NAPpr(i)
+ λ0
)
. (4.23)
4.1.5 Splitting-Algorithmus
Im Gegensatz zu den in Abs. 4.1.1, S. 96, bis Abs. 4.1.4, S. 100, vorgestellten
Algorithmen halten Splitting-Algorithmen, z. B. Baumalgorithmen (Bert-
sekas und Gallager, 1992; Capetanakis, 1979), dadurch die Stabilita¨t
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des S-ALOHA-Verfahrens aufrecht, indem ohne komplexe Scha¨tzprozeduren
Untermengen der teilnehmenden MSen mit Sendeerlaubnis definiert werden.
Voice plus Data
Ein V+D-Baumalgorithmus funktioniert folgendermaßen: Wenn ein Teil-
nehmer ein neues Paket zu u¨bertragen wu¨nscht, weist er der bevorstehenden
Transaktion gleichverteilt eine Priorita¨t p ∈ [0; 7] zu.
Entsprechend Abb. 4.1 beginnt nach einer Kollision in einem normalen
Zugriffsrahmen (k = 1) mit minimaler Priorita¨t pmin = 0, vgl. Tab. 2.7,
S. 50, die Kollisionsauflo¨sungsphase (Collision Resolution Period , CRP).
Hierzu wird der Priorita¨tsbereich des bisherigen Zugriffsrahmens k = 1 auf
zwei neue Zugriffsrahmen jeweils zur Ha¨lfte aufgeteilt (k = 2 bzw. k =
3). Wenn in einem dieser beiden neuen Zugriffsrahmen wiederum MSen
miteinander kollidieren, dann wird der jeweilige Zugriffsrahmen erneut in
entsprechende Priorita¨tsbereiche aufgeteilt.
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Abbildung 4.1: Splitting-Algorithmus angepasst an V+D
Aufgrund der begrenzten Anzahl an Priorita¨ten kann eine CRP nur aus
drei Ebenen bestehen, vgl. Abb. 4.1. Falls sich eine Kollision in einem ein
Blatt des Kollisionsauflo¨sungsbaumes darstellenden Zugriffsrahmen ereig-
net, z. B. in k = 11, dann muss dieser Zugriffsrahmen solange wiederholt
werden, bis keine Kollision mehr auftritt.
Die in Abb. 4.1 schattierten Zugriffsrahmen symbolisieren einen mo¨gli-
chen dynamischen Pfad in einem CRP-Baum. Auf der dritten CRP-Ebene
existieren in diesem Beispiel nur die Zugriffsrahmen k = 10 und k = 11.
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Eine CRP endet, wenn in allen Zugriffsrahmen einer CRP-Ebene keine
Kollision stattfindet. Es wird mit normalen Zugriffsrahmen der Ebene 0
fortgefahren.
Das Hauptproblem dieses Splitting-Algorithmus besteht in der Behand-
lung neuer Pakete, die wa¨hrend einer CRP eintreffen. Den gegebenen Para-
metersatz der Access-Define-PDU, vgl. Tab. 2.7, S. 50, vorausgesetzt ko¨nnte
ein Paket mit einer Priorita¨t p ≥ 4 sofort u¨bertragen werden, wenn es wa¨h-
rend des Zugriffsrahmens k = 3 generiert wurde, aber ein wa¨hrend des
Zugriffsrahmens k = 2 generiertes Paket mit einer Priorita¨t p ≤ 3 ko¨nnte
erst im darauffolgenden Zugriffsrahmen k = 3 u¨bertragen werden.
Damit ho¨here Priorita¨ten innerhalb einer CRP-Ebene nicht bevorzugt
behandelt werden, ist in der Access-Define-PDU ein neuer Parameter pmax
fu¨r die maximal in einem Zugriffsrahmen erlaubte Priorita¨t einzufu¨hren.
Eine MS muss solange mit dem Zugriff warten, bis pmin ≤ p ≤ pmax gilt.
Als generelles Manko bleibt weiterhin das Problem bestehen, dass u. U. bis
zum Ende einer CRP gewartet werden muss, bevor erstmalig zugegriffen
werden darf.
Packet Data Optimised
Bei PDO funktioniert der Splitting-Algorithmus, vgl. Abb. 4.2, S. 104, fol-
gendermaßen: Einer bevorstehenden Transaktion wird gleichverteilt eine
Priorita¨t p ∈ [0; 15] zugewiesen. Ein normales Zugriffsfenster (k = 1) ist
in zwei Priorita¨tsbereiche aufgeteilt. Hierbei wird zufa¨llig im ersten Be-
reich zugegriffen, falls p ≥ Prio1 != 8, ansonsten im zweiten Bereich, d. h.
p ≥ Prio2 != 0.
Im Falle einer Kollision beginnt die Kollisionsauflo¨sungsphase und der
betroffene Priorita¨tsbereich wird in zwei Ha¨lften aufgeteilt, wobei der er-
ste (zweite) Priorita¨tsbereich des neuen Zugriffsfensters (hier: k = 2 bzw.
k = 3) mit der linken (rechten) Ha¨lfte des alten Priorita¨tsbereichs korre-
spondiert. Wenn in einem der neuen Priorita¨tsbereiche wiederum MSen
miteinander kollidieren, dann wird der jeweilige Priorita¨tsbereich erneut
aufgeteilt.
Analog zu V+D existieren bei PDO ebenfalls nur drei CRP-Ebenen auf-
grund der begrenzten Anzahl an Priorita¨ten. Kollisionen in Bla¨ttern des
CRP-Baumes werden auch hier aufgelo¨st, indem das jeweilige Zugriffsfen-
ster solange wiederholt wird, bis keine Kollision mehr auftritt.
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Damit kollidierte Pakete nicht in Zugriffsfenstern derselben CRP-Ebene
erneut versendet werden, wird der Parameter RD jedes Zugriffsfensters, vgl.
Tab. 2.14, S. 75, auf diejenige Anzahl von abzuwartenden Zugriffsfenstern
gesetzt, die auf derselben CRP-Ebene nach dem aktuellen Fenster stattfin-
den werden. Zum Beispiel ist fu¨r das Zugriffsfenster k = 2 der Parameter
RD = 1, weil es ein Zugriffsfenster k = 3 derselben CRP-Ebene gibt, das
dem Fenster k = 2 folgt. Falls sich eine Kollision nur im ersten Priori-
ta¨tsbereich des Zugriffsfensters k = 1 ereignete, wu¨rde Fenster k = 3 nicht
existieren und fu¨r das Fenster k = 2 wa¨re RD = 0 zu setzen. Die in Abb. 4.2
schattierten Zugriffsfenster symbolisieren einen solchen mo¨glichen dynami-
schen Pfad in einem CRP-Baum.
Eine CRP endet auch hier, wenn in allen Zugriffsfenstern einer CRP-
Ebene keine Kollision stattfindet. Es wird mit normalen Zugriffsfenstern
der Ebene 0 fortgefahren.
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Abbildung 4.2: Splitting-Algorithmus angepasst an PDO
Auch bei PDO liegt das Hauptproblem dieses Algorithmus in der Be-
handlung neuer Pakete, die wa¨hrend einer CRP eintreffen. Den gegebenen
Parametersatz der AA-PDU, vgl. Tab. 2.14, S. 75, vorausgesetzt ko¨nnte ein
Paket mit einer Priorita¨t p ≥ 8 sofort u¨bertragen werden, wenn es wa¨hrend
des Zugriffsfensters k = 3 generiert wurde, aber ein wa¨hrend des Zugriffs-
fensters k = 2 generiertes Paket mit einer Priorita¨t p ≤ 7 ko¨nnte erst im
darauffolgenden Zugriffsfenster k = 3 u¨bertragen werden.
Damit ho¨here Priorita¨ten innerhalb einer CRP-Ebene nicht bevorzugt
behandelt werden, ist in der AA-PDU ein neuer Parameter Prio0 einzufu¨h-
ren. Ein Teilnehmer mit einer oberhalb von Prio0 eingestuften Transaktion
darf nicht im ersten Priorita¨tsbereich dieses Fensters zugreifen. Ferner sollte
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DP
!= Prio2 gelten, damit jederzeit wa¨hrend eines offenen Fensters zuge-
griffen werden darf.
4.2 U¨bersicht u¨ber unterbrechende und nicht unter-
brechende Abfertigungsstrategien
Abfertigungsstrategien dienen der Zuteilung von Betriebsmitteln an Auftra¨-
ge, bei TETRA also der Zuteilung von Kanalkapazita¨t an Reservierungs-
wu¨nsche. Die Abfertigungsstrategie legt dabei fest, in welcher Reihenfolge
die wartenden Auftra¨ge abgearbeitet werden und bestimmt, ob und wann
die Bearbeitung unterbrochen werden darf (Schmickler, 1991).
Man kann zwischen unterbrechenden (preemptive) und nicht unterbre-
chenden (non-preemptive) Strategien unterscheiden. Nicht unterbrechende
Strategien treffen nur nach Beendigung eines Auftrags eine Entscheidung.
Unterbrechende Strategien ko¨nnen wa¨hrend der Abarbeitung eines Auftrags
eine neue Entscheidung treffen und den aktuellen Auftrag zugunsten ei-
nes anderen verdra¨ngen. Die unterbrechenden Strategien ko¨nnen weiter
eingeteilt werden in ankunftsabha¨ngig und ankunftsunabha¨ngig unterbre-
chende Strategien, d. h. es kann beispielsweise bei jeder Ankunft oder in
festen Zeitabsta¨nden ein Auftrag aus dem System verdra¨ngt werden (Sil-
berschatz et al., 1998; Tanenbaum, 1994).
Zur Entscheidung u¨ber die Reihenfolge der zu bearbeiteten Auftra¨ge wer-
den ha¨ufig Priorita¨ten vergeben, um die unterschiedlichen Optimierungsziele
zu erreichen, es gibt verschiedene Arten von Priorita¨ten:
 Externe Priorita¨ten
werden dem Auftrag (z. B. durch den Anwender) zugewiesen. Sta-
tische Priorita¨ten sind dabei unvera¨nderlich, dynamische Priorita¨ten
a¨ndern sich nach bestimmten Regeln, i. a. abha¨ngig von der Wartezeit.
 Interne Priorita¨ten
werden von der Abfertigungsstrategie ermittelt, um die Bearbeitungs-
reihenfolge von Auftra¨gen mit der gleichen externen Priorita¨t festzu-
legen. Die internen Priorita¨ten beru¨cksichtigen beispielsweise die An-
kunftszeit, die Bedienzeit bzw. die Restbedienzeit, die schon erhaltene
Bedienzeit oder die Systemlast.
Im Folgenden werden die wichtigsten Abfertigungsstrategien kurz erla¨u-
tert (Go¨rg, 1983).
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First In First Out (FIFO): Die Auftra¨ge werden entsprechend der Reihen-
folge ihres Eintreffens (zeitgerecht) vollsta¨ndig abgearbeitet. Diese
Strategie ist auch unter dem Namen First Come First Serve (FCFS)
bekannt.
Last In First Out (LIFO): Diese Warteprozedur arbeitet die Auftra¨ge, die
zuletzt eingetroffen sind (zeitungerecht), ohne Unterbrechung ab. Die-
se Strategie ist auch unter dem Namen Last Come First Serve (LCFS)
bekannt.
Zufa¨llige Bearbeitungsreihenfolge (RANDOM): Nach der Fertigstellung
eines Auftrags wird bei dieser nicht unterbrechenden Strategie der
na¨chste zufa¨llig ausgewa¨hlt. Dies geschieht i. a. nach einer Gleichver-
teilung.
Head Of Line Priority (HOL): Dieses Verfahren setzt externe Priorita¨ten
voraus. Nach Beendigung eines Auftrags wird der Auftrag mit der
ho¨chsten Priorita¨t ausgewa¨hlt. Innerhalb einer Priorita¨t wird zeitge-
recht (FIFO) verfahren.
Shortest Processing Time (SPT): Diese Strategie setzt die Kenntnis der
Bedienzeit voraus und ist auch unter dem Namen Shortest Job First
(SJF) bekannt. Die einzelnen Auftra¨ge werden ohne Unterbrechung
abgearbeitet. Nach Beendigung wird der Auftrag mit der ku¨rzesten
Bediendauer abgefertigt. Unter allen nicht unterbrechenden Strate-
gien ist dies die optimale Strategie bzgl. der mittleren Durchlaufzeit
unter der Voraussetzung, dass keine Kenntnisse u¨ber zuku¨nftige An-
kunftszeiten und Bediendauern vorliegen.
Round Robin (RR): Ein Auftrag wird, falls er nicht vorher terminiert, je-
weils nach einer festen Zeit, der sog. Zeitscheibe, unterbrochen. Alle
wartenden Auftra¨ge, sowohl unterbrochene, als auch neu hinzugekom-
mene, werden nach dem FIFO-Prinzip zyklisch abgefertigt.
Preemptive Head Of Line Priority (PREHOL): Analog zum HOL-Verfah-
ren wird auch hier anhand externer Priorita¨ten entschieden. Zusa¨tz-
lich wird bei der Ankunft eines Auftrags mit hoher Priorita¨t ein Auf-
trag mit niedriger Priorita¨t unterbrochen. Innerhalb einer Priorita¨ts-
stufe entscheidet auch hier wieder das FIFO-Prinzip u¨ber die Bearbei-
tungsreihenfolge.
Shortest Remaining Processing Time (SRPT): Diese Strategie, die auch
unter dem Namen Shortest Remaining Service Time (SRST) bekannt
ist, fertigt ankunftsabha¨ngig und unterbrechend jeweils den Auftrag
mit der ku¨rzesten Bedienzeit bzw. Restbedienzeit bevorzugt ab. Diese
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Strategie ist unter allen denkbaren Abfertigungsstrategien bzgl. der
mittleren Durchlaufzeit optimal.
4.3 Optimale Abfertigungsstrategie fu¨r TETRA-Systeme
Sowohl beim Protokollstapel V+D als auch bei PDO gilt grundsa¨tzlich Fol-
gendes: Es werden entweder keine oder externe Priorita¨ten verwendet. Ein-
mal zugewiesene U¨bertragungskapazita¨t kann von der BS nicht wieder ein-
gezogen werden. Sprachverbindungen ko¨nnen jedoch von Seiten der SwMI
ausgelo¨st werden. Unterbrechungen von Paketdatenu¨bertragungen sind ge-
nerell nicht mo¨glich. Begrenzt durch Zeitgeber der MAC-Teilschichten der
beiden Protokollstapel ko¨nnen jedoch zeitliche Verzo¨gerungen der Paketda-
tenu¨bertragung von der BS vorgenommen werden (PDO und BL bei V+D).
Die gesamte und auch die verbleibende Bedienzeit ist nicht bekannt,
da entweder in der letzten u¨bertragenen PDU weiterer Reservierungsbedarf
angemeldet werden kann (PDO oder BL bei V+D) oder ein U¨bertragungs-
kanal fu¨r eine Verbindung auf unbestimmte Zeit reserviert wurde (AL- oder
kanalvermittelte Sprach- oder Datenverbindung bei V+D).
Fu¨r kanalvermittelte Sprachverbindungen gelten harte zeitliche Randbe-
dingungen (< 300 ms) bzgl. des Gespra¨chsaufbaus, da PTT-Betrieb mo¨glich
sein soll, vgl. Tab. 2.1, S. 9. Ferner ist das typische Datenaufkommen in
einem TETRA-Szenarium durch viele kurze Datenu¨bertragungen gekenn-
zeichnet, vgl. Tab. B.1, S. 237, so dass sich der Zufallszugriff und die Reser-
vierungszuteilung sehr stark auf die gesamte Verweilzeit eines Auftrages im
System bzw. auf den Gespra¨chsaufbau auswirken.
Die Abfertigungsstrategien RANDOM und SPT mu¨ssen mindestens ei-
nen Zugriffsrahmen (V+D) bzw. ein Zugriffsfenster (PDO) abwarten, damit
aus genu¨gend Reservierungswu¨nschen ausgewa¨hlt werden kann. Dies wirkt
sich jedoch zeitlich negativ auf die Dauer des Zufallszugriffs aus (Schu-
mann, 1998). Ferner kann bei SPT nur von einer teilweise bekannten Be-
dienzeit ausgegangen werden.
Da Unterbrechungen gro¨ßtenteils nicht mo¨glich sind, die Bedienzeit nicht
bekannt ist und harte zeitliche Randbedingungen fu¨r den das Auftragsvo-
lumen dominierenden Sprachdienst existieren, ergibt sich fu¨r TETRA ohne
externe Priorita¨ten FIFO und mit externen Priorita¨ten HOL als die opti-
male Abfertigungsstrategie.
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Schlu¨sselwo¨rter
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scheinlichkeit
A usgehend von einem Modell fu¨r die Ermittlung des mittleren Durch-satzes und der mittleren Paketverzo¨gerung eines S-ALOHA-Systems
bei endlicher Teilnehmerzahl und einem Modell fu¨r die Berechnung der War-
tewahrscheinlichkeit in einem TETRA-System wird die mo¨gliche bedienbare
maximale Teilnehmerzahl bei TETRA-Systemen abgescha¨tzt.
5.1 Modell zur Ermittlung von Leistungskenngro¨ßen eines
S-ALOHA-Systems mit endlicher Teilnehmerzahl
In dem zur Ermittlung des mittleren Durchsatzes und der mittleren Pa-
ketverzo¨gerung verwendeten Modell eines S-ALOHA-Systems mit endlicher
Teilnehmerzahl erzeugen N identische MSen Pakete pro Zeitschlitz und MS
gema¨ß einer Poisson-Verteilung mit einem auf einen Zeitschlitz normier-
ten Mittelwert λ (1/ZS). Die erzeugten Pakete werden unmittelbar u¨bertra-
gen (Immediate First Transmission, IFT). Erneute Sendeversuche sind in λ
nicht enthalten. Somit stellt λ die Senderate dar, mit der eine MS pro Zeit-
schlitz ein Paket erzeugt, wenn sie das vorhergehende erfolgreich u¨bertragen
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hat. Das gesamte Quellverkehrsaufkommen an erzeugten Paketen N λ aller
MSen zusammen entspricht im stationa¨ren Gleichgewicht dem Durchsatz
S (1/ZS).
Es wird weiterhin angenommen, dass ein fru¨her kollidiertes, in einer MS
gepuffertes Paket mit der Rate µ in allen auf den ersten U¨bertragungsver-
such folgenden Zeitschlitzen bis zur erfolgreichen U¨bertragung wiederholt
wird. Die Wartezeit τw ist somit geometrisch verteilt. Die Wahrscheinlich-
keit, dass k Zeitschlitze gewartet wird, ist µ (1−µ)k−1. Der Erwartungswert
der Wartezeit ergibt sich somit zu:
E[τw] = τ¯w =
∞∑
k=1
µk (1− µ)k−1 = 1/µ (1/ZS). (5.1)
Die Dauer fu¨r die U¨bertragung eines wiederholten Paketes (ein Zeit-
schlitz) ist in dieser Wartezeit mit eingeschlossen.
Der Zustand eines S-ALOHA-Systems kann vollsta¨ndig durch die Anzahl
der sich im Zustand ”kollidiert“ befindenden MSen beschrieben werden.
Im Zustand i sind i fru¨her kollidierte Pakete in i MSen gepuffert. Zur
Vereinfachung wird angenommen, dass diese i MSen blockiert sind und wa¨h-
rend dieser Zeit keine neuen Pakete generieren. Tatsa¨chlich ist es jedoch bei
V+D mo¨glich, z. B. wa¨hrend einer AL-U¨bertragung ein Datenpaket zusa¨tz-
lich u¨ber den BL zu versenden, vgl. Abs. 2.6.4.2.1, S. 54.
In Anh. B, S. 237, sind zehn verschiedene TETRA-Szenarien beschrieben,
die als Grundlage fu¨r Abscha¨tzungen typischen Verkehrsaufkommens von
TETRA-Systemen in diesem Kapitel herangezogen werden.
Aufgrund der niedrigen Ankunftsraten pro MS in den einzelnen Szenari-
en ist ein weiterer U¨bertragungswunsch wa¨hrend einer bestehenden Verbin-
dung jedoch relativ selten, so dass dieser Fall vernachla¨ssigt werden kann.
Jede kollidierte MS entscheidet nach einer zufa¨lligen Wartezeit selbst,
wann sie das gepufferte Paket u¨bertra¨gt. Mit der Wahrscheinlichkeit µ wird
dies im gegenwa¨rtigen Zeitschlitz versucht, mit der Wahrscheinlichkeit 1−µ
wird der gegenwa¨rtige Zeitschlitz ausgelassen. Neben dem aus wiederholten
Paketen mit im Mittel i µ Paketen pro Zeitschlitz resultierendem Verkehr
erzeugen die N − i nicht blockierten MSen weiterhin Pakete mit einer mitt-
leren Senderate von (N − i)λ Paketen pro Zeitschlitz.
Die Zufallsvariable ”Zahl der gepufferten Pakete im System“ ist diskret
und a¨ndert sich in jedem Zeitschlitz, da neue Pakete kollidieren und kol-
lidierte erfolgreich u¨bertragen werden ko¨nnen. Die Zufallsvariable kann in
5.1. S-ALOHA-Systeme mit endlicher Teilnehmerzahl 111
jedem Zustand i zwischen 1 und N − i zunehmen, da in jedem Zeitschlitz
mehrere Pakete gleichzeitig kollidieren und damit mehrere MSen gleichzeitig
blockiert werden ko¨nnen, vgl. Abb. 5.1.
Da pro Zeitschlitz immer nur ein fru¨her kollidiertes Paket erfolgreich
u¨bertragen werden kann, erfolgt in der in Abb. 5.1 dargestellten Markoff-
Kette (Fahrmeier et al., 1981; Papoulis, 1991) in diesem Fall jeweils nur
ein U¨bergang in den vorhergehenden Zustand. Ein U¨bergang von Zustand 0
nach Zustand 1 ist nicht mo¨glich, da ein neu erzeugtes Paket mit mindestens
einem weiteren Paket kollidieren muss und so direkt der Zustand 2 erreicht
wird.
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Abbildung 5.1: Zustandsdiagramm eines S-ALOHA-Systems mit endlicher
Teilnehmerzahl
Zur Analyse dieser Markoff-Kette werden die U¨bergangswahrscheinlich-
keiten
pi,j = P{n(t+ 1) = j | n(t) = i}
beno¨tigt. Bezeichnet man mit s die Zahl neu erzeugter Pakete derN−i nicht
blockierten MSen und mit g die Zahl wiederholter U¨bertragungen blockier-
ter Stationen, dann ergeben sich folgende U¨bergangswahrscheinlichkeiten:
pi,j =

0 fu¨r j ≤ i− 2,
P{s = 0} · P{g = 1} fu¨r j = i− 1,
1−
n∑
k=0
k 6=i
pi,k fu¨r j = i,
P{s = 1} · P{g ≥ 1} fu¨r j = i+ 1,
P{s = j − i} fu¨r j ≥ i+ 2
(5.2)
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mit i, j ∈ N0 ∧ 0 ≤ i, j ≤ N und
P{s = 0} = (1− λ)N−i,
P{s = 1} = (N − i)λ (1− λ)N−i−1, (5.3)
P{s = j − i} =
(
N − i
j − i
)
λj−i (1− λ)N−j ,
P{g = 1} = i µ (1− µ)i−1,
P{g = 0} = (1− µ)i, (5.4)
P{g ≥ 1} = 1− (1− µ)i.
Aus den U¨bergangswahrscheinlichkeiten ergeben sich die Zustandswahr-
scheinlichkeiten p(i) der Markoff-Kette mit
p(i)
N∑
k=0
k 6=i
pi,k =
N∑
k=0
k 6=i
p(k) pk,i und
N∑
i=0
p(i) = 1. (5.5)
Hieraus lassen sich die Leistungskenngro¨ßen Durchsatz und Paketverzo¨-
gerung berechnen. Den mittleren Durchsatz S¯ erha¨lt man, indem man den
Durchsatz S(i) jedes Zustandes mit den Zustandswahrscheinlichkeiten p(i)
wichtet. In jedem Zustand gibt es jeweils zwei Ereignisse, die einen Beitrag
zum Durchsatz liefern: Ein neu erzeugtes oder ein zuru¨ckgelegtes Paket ist
erfolgreich, wenn in dem betrachteten Zeitschlitz nur jeweils genau ein Pa-
ket u¨bertragen wird. Mit den Wahrscheinlichkeiten fu¨r die beiden Ereignisse
erha¨lt man den Durchsatz fu¨r den Zustand i:
S(i) = P{s = 1} · P{g = 0}+ P{s = 0} · P{g = 1}. (5.6)
Mit Gl. 5.3 und Gl. 5.4 ergibt sich hieraus
S(i) = (N − i)λ (1− λ)N−i−1 (1− µ)i + (1− λ)N−i i µ (1− µ)i−1 (5.7)
und damit fu¨r den mittleren Durchsatz S¯
S¯ =
N∑
i=1
S(i) p(i). (5.8)
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Die mittlere Anzahl der sich im Zustand ”kollidiert“ befindenden MSen,
der sog. Auftragsu¨berhang (Backlog) B¯, ergibt sich zu:
B¯ =
N∑
i=1
i p(i). (5.9)
U¨ber Littles Lehrsatz (Kleinrock, 1975) kann nun die mittlere Pa-
ketverzo¨gerung D¯ ermittelt werden:
D¯ =
B¯
S¯
. (5.10)
5.2 Durchsatz, Auftragsu¨berhang und Paketverzo¨gerung in
Abha¨ngigkeit von Sende- und Wiederholrate
In Abb. 5.2, S. 114, ist der mittlere Durchsatz S¯ in Abha¨ngigkeit von der
Senderate λ und der Wiederholrate µ entsprechend dem in Abs. 5.1, S. 109,
vorgestellten Modell fu¨r N = 10 MSen dargestellt.
Im Vergleich zu Abb. 5.2, S. 114, zeigt sich fu¨r N = 100 MSen in Abb. 5.3,
S. 114, dass nur bei sehr niedrigen Wiederholraten µ < 0,1 ein akzeptabler
Durchsatz erzielbar ist. Dies bedeutet, dass mit steigendem N nur bei ge-
ringen Wiederholraten µ→ 0 ein sinnvoller Betriebspunkt gefunden werden
kann.
Der maximale Durchsatz von S-ALOHA-Systemen mit unendlicher Teil-
nehmerzahl liegt bei 1/e = 36,8 % (Kleinrock, 1975). Gro¨ßere Durchsa¨tze
sind bei endlicher Teilnehmerzahl durchaus mo¨glich.
In Abb. 5.4, S. 116, ist der mittlere Durchsatz S¯ bei N = 10 MSen und ei-
ner Wiederholrate µ = 0,25 in Abha¨ngigkeit von der Senderate λ dargestellt.
Im stabilen Betrieb ist die Senderate λ zum Durchsatz S¯ proportional.
Mit gro¨ßeren Senderaten λ → 1 konvergiert der Durchsatz S¯ jedoch
nicht gegen 0, was bei einer Zunahme an Kollisionen vielleicht zu erwarten
wa¨re, da im Modell davon ausgegangen wurde, dass eine kollidierte MS keine
neuen Pakete generiert.
Charakteristisch fu¨r den in Abb. 5.5, S. 116, dargestellten mittleren Auf-
tragsu¨berhang B¯ bei N = 10 MSen und einer Wiederholrate µ = 0,25 in
Abha¨ngigkeit von der Senderate λ ist die Tatsache, dass B¯ sprungartig bei
einem niedrigen Schwellenwert λ0 in den gesa¨ttigten Bereich (B¯ / N) u¨ber-
geht.
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Abbildung 5.2: Mittlerer Durchsatz S¯ bei N = 10 Mobilstationen
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Abbildung 5.3: Mittlerer Durchsatz S¯ bei N = 100 Mobilstationen
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Jenseits dieses Schwellenwertes λ0 ist ein stabiler Betrieb in Bezug auf
Durchsatz und Paketverzo¨gerung, vgl. Abb. 5.6, S. 116, nicht mehr mo¨glich.
5.3 Abscha¨tzung der Wiederholrate
5.3.1 Abscha¨tzung der Wiederholrate bei Voice plus Data
Der V+D-Zufallszugriffsparameter WT ist als die Anzahl der Antwortmo¨g-
lichkeiten einer BS auf einen Zufallszugriff einer MS definiert, die die jewei-
lige MS abwarten muss, bevor sie ihren vorhergehenden Zufallszugriff als
fehlgeschlagen bewerten und einen erneuten Versuch durchfu¨hren darf.
Hierzu wa¨hlt die MS gleichverteilt einen von K Zeitschlitzen des na¨ch-
sten Zugriffsrahmens aus, vorausgesetzt die Zugriffsmethode ”rollender Zu-
griffsrahmen“ wird verwendet, vgl. Abb. 2.16, S. 53. Der Erwartungswert
der Wartezeit τw,rf ergibt sich somit zu:
E[τw,rf ] = τ¯w,rf = WT +K/2 (ZS). (5.11)
Unter der begru¨ndeten Annahme (Kleinrock und Lam, 1975; Lam,
1974), dass die Leistungskenngro¨ßen Durchsatz S¯ und Paketverzo¨gerung D¯
bei S-ALOHA-Systemen nur in Bezug auf den Mittelwert und nicht auf die
gesamte Verteilungsfunktion der Wartezeit empfindlich sind, ko¨nnen Gl. 5.1,
S. 110, und Gl. 5.11 gleichgesetzt werden:
1/µrf = WT +K/2. (5.12)
Unter Beru¨cksichtigung der Wertebereiche 1 ZS ≤ WT ≤ 15 ZS und
1 ZS ≤ K ≤ 128 ZS, vgl. Tab. 2.7, S. 50, u. Tab. 2.8, S. 51, ergibt sich mit
Gl. 5.12 folgender Wertebereich fu¨r die Wiederholrate:
µrf,min =
2
2WTmax +Kmax
= 1/79 1/ZS ≤ µrf ≤ (5.13)
µrf,max =
2
2WTmin +Kmin
= 2/3 1/ZS.
Benutzt die BS jedoch die Zugriffsmethode ”diskreter Zugriffsrahmen“,
vgl. Abb. 2.17, S. 54, dann ko¨nnen nach Verstreichen von WT Anwortmo¨g-
lichkeiten noch X Zeitschlitze vor einem neuen Zugriffsrahmen folgen, so
dass fu¨r den Erwartungswert der Wartezeit τw,df mit X ∈ N0 gilt:
E[τw,df ] = τ¯w,df = WT +K +X (ZS). (5.14)
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Abbildung 5.6: Mittlere Paketverzo¨gerung D¯ bei N = 10 Mobilstationen
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Werden Gl. 5.1, S. 110, und Gl. 5.14, S. 115, gleichgesetzt, so ergibt sich
fu¨r die Wiederholrate:
1/µdf = WT +K +X. (5.15)
Fu¨r den Wertebereich der Wiederholrate erha¨lt man analog zu Gl. 5.13,
S. 115:
µdf,min =
1
WTmax +Kmax +Xmax
= (5.16)
lim
X→∞
1
143 +X
= 0 1/ZS ≤ µdf ≤
µdf,max =
1
WTmin +Kmin +Xmin
= 1/2 1/ZS.
5.3.2 Abscha¨tzung der Wiederholrate bei Packet Data Optimised
Bei PDO existiert auf der Aufwa¨rtsstrecke keine feste Zeitschlitzstruktur,
vgl. Abb. 2.24, S. 73. Fu¨r den Zufallszugriff werden jedoch Zugriffsfenster
mit NAP gleich großen Zugriffsperioden verwendet, vgl. Tab. 2.14, S. 75.
Die zeitliche La¨nge τap einer Zugriffsperiode ist zu
τap = 8 ·APL · τs (5.17)
definiert, wobei der Parameter APL in der AP-PDU, vgl. Tab. 2.13, S. 74,
von der BS gesetzt wird. Da sich ein Symbol aus zwei Modulationsbits
zusammensetzt, entspricht die Symboldauer τs der doppelten Modulations-
bitdauer τm, d. h. τs = 2 τm = 1/18 ms, vgl. Abs. 2.7.2, S. 83.
Neben dem Zufallszugriff ko¨nnen abha¨ngig von den Einstellungen der
AP-PDU MD−1 Folgeblo¨cke fu¨r die Nutzdatenu¨bertragung verwendet wer-
den, vgl. Tab. 2.13, S. 74. Mit Abs. 2.7.2.2, S. 83, und dem Parameter MD
ergibt sich die maximale zeitliche La¨nge einer UD1-PDU, so dass sich unter
Beru¨cksichtigung der Wertebereiche nur die in Tab. 5.1, S. 118, aufgefu¨hrten
Kombinationen der Parameter MD und APL fu¨r den Zufallszugriff eignen.
Diese verhindern, dass UD1-PDUs in nachfolgende Zugriffsperioden oder
nachfolgenden reservierten Verkehr hineinragen – dies wa¨re z. B. bei der
Kombination MD = 40 und APL = 16 der Fall.
Nach Ablauf eines Zugriffsfensters mit NAP Zugriffsperioden schließt
sich eine Phase fu¨r reservierte U¨bertragungen der La¨nge R (1/ZP) mit R ∈
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R+0 an. Somit gilt fu¨r den Erwartungswert der Wartezeit τw,ap:
E[τw,ap] = τ¯w,ap = NAP +R (ZP). (5.18)
Werden Gl. 5.1, S. 110, und Gl. 5.18 gleichgesetzt, so ergibt sich fu¨r die
Wiederholrate:
1/µap = NAP +R. (5.19)
Unter Beru¨cksichtigung des Wertebereiches 1 ZP ≤ NAP ≤ 255 ZP, vgl.
Tab. 2.14, S. 75, ergibt sich mit Gl. 5.19 folgender Wertebereich fu¨r die
Wiederholrate:
µap,min =
1
NAPmax +Rmax
= (5.20)
lim
R→∞
1
255 +R
= 0 1/ZP ≤ µap ≤
µap,max =
1
NAPmin +Rmin
= 1 1/ZP.
Tabelle 5.1: Sinnvolle Kombinationen der PDO-Zufallszugriffsparameter MD
und APL
MD 1 2 3 4 5 6 7 8
APL 16 31 47 61 77 92 107 122
τ ap (ms) 7,11 13,78 20,89 27,11 34,22 40,89 47,56 54,22
MD 9 10 11 12 13 14 15 16
APL 137 152 168 182 198 213 228 243
τ ap (ms) 60,89 67,55 74,67 80,89 88,00 94,67 101,33 108,00
5.4 Maximale Anzahl von teilnehmenden Mobilstationen
beim Zufallszugriff
Fu¨r das Szenarium 10 mit der gro¨ßten angenommenen Verkehrslast, vgl.
Anh. B, S. 237, sollen sowohl fu¨r die beiden V+D-Zugriffsmethoden ”rollen-
der“ und ”diskreter Zugriffsrahmen“ als auch fu¨r die PDO-Zugriffsmethode
die maximale Anzahl der beim Zufallszugriff teilnehmenden MSen ermittelt
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werden. Die Gesamtankunftsrate λt = 24,1 1/h des untersuchten Szenariums
entspricht der Summe der Teilankunftsraten fu¨r Sprach- und Datenu¨bertra-
gungsauftra¨ge:
λt = λs + λsd + λmd. (5.21)
Es sind drei Arten von Auftra¨gen zu bedienen: Sprachauftra¨ge (An-
kunftsrate λs, Bedienrate εs), Auftra¨ge zur U¨bertragung von Daten kurzer
La¨nge (100 byte, Ankunftsrate λsd, Bedienrate εsd) und mittlerer La¨nge
(2 Kbyte, Ankunftsrate λmd, Bedienrate εmd).
5.4.1 Maximale Teilnehmerzahl beim Zufallszugriff bei Voice plus Data
Entsprechend Abb. 2.15, S. 52, bestehen in jedem Zeitschlitz des MCCHs,
d. h. im ersten Zeitschlitz eines Rahmens, zwei Zufallszugriffsmo¨glichkeiten.
Wenn die BS nur einen Zugriffscode verwendet, dann stehen zwei Zufalls-
zugriffsmo¨glichkeiten pro Rahmen zur Verfu¨gung. Somit ergibt sich die auf
einen Zeitschlitz normierte Senderate λ = 2λt. Werden alle vier Zugriffs-
codes verwendet, dann gibt es eine Zugriffsmo¨glichkeit alle zwei Rahmen.
Somit gilt λ = 8λt.
Der MCCH darf nur den ersten Zeitschlitz eines Rahmens belegen. Die
Zufallszugriffsmo¨glichkeiten ko¨nnen jedoch um bis zu drei jeweils einen Zeit-
schlitz belegende SCCHs erweitert werden. Stehen alle Zeitschlitze eines
Rahmens fu¨r den Zufallszugriff zur Verfu¨gung, teilt sich die Gesamtan-
kunftsrate auf die beiden Teilzeitschlitze eines Zeitschlitzes auf und es gilt
λ = λt/2.
Aus Abb. 5.3, S. 114, Abb. 5.6, S. 116, und Gl. 5.12, S. 115, bzw.
Gl. 5.15, S. 117, kann abgeleitet werden, dass bei minimaler Wiederhol-
rate und gleichzeitig maximalem Zugriffsrahmen die maximale Anzahl von
Benutzern getragen werden kann.
In Abb. 5.7, S. 120, ist die mittlere Paketverzo¨gerung D¯ und in Abb. 5.8,
S. 120, der mittlere Durchsatz S¯ in Abha¨ngigkeit von der Teilnehmeranzahl
bei der Zugriffsmethode ”rollender Zugriffsrahmen“ und einer minimalen
Wiederholrate µrf,min = 1/79 1/ZS, vgl. Gl. 5.13, S. 115, dargestellt.
Laut Anh. B, S. 237, ist eine mittlere Wartezeit τ¯w = 4 s im zehnten Sze-
narium fu¨r einen Gespra¨chsaufbau vorgesehen. Dies entspricht einer maxi-
mal erlaubten Paketverzo¨gerung von D¯4 s = 282 ZS. Bei einer alternativen
mittleren Wartezeit τ¯w = 10 s, wie sie in anderen Szenarien angegeben ist,
ergibt sich D¯10 s = 705 ZS.
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Analog zum Verhalten des Auftragsu¨berhangs in Abb. 5.5, S. 116, nimmt
auch die mittlere Paketverzo¨gerung D¯ in Abb. 5.7 bei rollendem Zugriffs-
rahmen infolge des starken Anstiegs des Auftragsu¨berhangs sprungartig zu.
Die eingezeichneten Schwellenwerte der Teilnehmerzahl stellen das Maxi-
mum an MSen dar, die gleichzeitig bei gegebener Ankunftsrate λt = 24,1 1/h
und maximaler Zugriffsrahmenla¨nge, d. h. minimaler Wiederholrate µrf,min,
per Zufallszugriff miteinander konkurrieren ko¨nnen, ohne die zula¨ssige Pa-
ketverzo¨gerung D¯4 s bzw. D¯10 s zu u¨berschreiten. In Abb. 5.8 ist ferner das
Verhalten des mittleren Durchsatzes S¯ bei rollendem Zugriffsrahmen dar-
gestellt. Auch hier ist der Einbruch des Durchsatzes bei sprungartigem
Anstieg des Auftragsu¨berhangs charakteristisch.
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Abb. 5.7: Mittlere Paketverzo¨ge-
rung D¯(N) bei rollendem Zu-
griffsrahmen
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Abb. 5.8: Mittlerer Durchsatz
S¯(N) bei rollendem Zugriffsrah-
men
Bei einem diskreten Zugriffsrahmen kann nur jeweils zu Beginn des-
selben gleichverteilt eine Zugriffsmo¨glichkeit ausgewa¨hlt werden. Die in
Bezug auf die verwendeten Zugriffscodes gewichteten und auf einen Zeit-
schlitz normierten Ankunftsraten 8λt, 2λt und λt/2 sind, da ein Zufalls-
zugriff nur nach WT + K Zeitschlitzen erfolgen kann, vgl. Gl. 5.15, S. 117
– hier sei X = 0 angenommen –, mit dem der minimalen Wiederholrate
µdf,min
X = 0= 1/143 1/ZS entsprechenden Wichtungsfaktor zu multiplizieren.
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In Abb. 5.9 und Abb. 5.10 sind die den maximalen Paketverzo¨gerungen
D¯4 s bzw. D¯10 s entsprechenden Teilnehmerzahlen bei diskretem Zugriffsrah-
men eingezeichnet.
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Abb. 5.9: Mittlere Paketverzo¨ge-
rung D¯(N) bei diskretem Zu-
griffsrahmen
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Abb. 5.10: Mittlerer Durchsatz
S¯(N) bei diskretem Zugriffsrah-
men
5.4.2 Maximale Teilnehmerzahl beim Zufallszugriff bei Packet Data
Optimised
Bei PDO ist zwar keine feste Zeitschlitzstruktur fu¨r den UL definiert, aber
der Zufallszugriff erfolgt in Zugriffsfenstern, die in Zugriffsperioden konstan-
ter La¨nge eingeteilt sind.
Entsprechend Tab. 5.1, S. 118, seien hier ausschließlich fu¨r den Zu-
fallszugriff zu verwendende Zugriffsperioden zu untersuchen, d. h. mit einer
UD1-PDU werden nur der Reservierungswunsch und keine weiteren Daten
u¨bertragen und somit gilt MD = 1, APL = 16 und mit Gl. 5.17, S. 117,
τap = 7,11 ms. Wenn ferner angenommen wird, dass die gesamte Tra¨gerfre-
quenz fu¨r den Zufallszugriff verwendet wird, d. h. R = 0 in Gl. 5.19, S. 118,
dann ergeben sich die maximal zula¨ssigen, auf eine Zugriffsperiode normier-
ten Paketverzo¨gerungen zu D¯4 s = 563 ZP und D¯10 s = 1 407 ZP.
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Um die maximale Teilnehmerzahl zu ermitteln, wird bei minimaler Wie-
derholrate µap,min
R= 0= 1/255 1/ZP die Gesamtankunftsrate λt mit dem Fak-
tor NAPmax = 255 gewichtet, da hier eine MS analog zum diskreten Zu-
griffsrahmen bei V+D immer nur zu Beginn eines Zugriffsfensters gleich-
verteilt eine Zugriffsperiode auswa¨hlen kann. Ferner sei angenommen, dass
eine MS nicht wa¨hrend eines offenen Zugriffsfensters zugreifen kann, d. h.
der Paramter DP der AA-PDU, vgl. Tab. 2.14, S. 75, erlaubt keinen direk-
ten Zugriff, es gelte DP = 15 und Priorita¨ten gro¨ßer als 14 werden nicht
vergeben.
In Abb. 5.11 und Abb. 5.12 sind die den maximalen Paketverzo¨gerungen
D¯4 s bzw. D¯10 s entsprechenden Teilnehmerzahlen beim PDO-Zufallszugriff
eingezeichnet.
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Abb. 5.11: Mittlere Paketverzo¨ge-
rung D¯(N) bei maximalem Zu-
griffsfenster
M
it
tl
er
er
D
u
rc
h
sa
tz
S¯
(1
/Z
P
)
−→
0 150 300 450
N Mobilstationen −→
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
...
...
....
....
....
....
....
....
.....
.....
.....
.....
....
....
........
...................................................................................................
NAPmax λt
r
r
0,0
0,1
0,2
0,3
0,4
Abb. 5.12: Mittlerer Durchsatz
S¯(N) bei maximalem Zugriffs-
fenster
5.5 Modell zur Ermittlung der Wartewahrscheinlichkeit bei
TETRA-Systemen
TETRA-Systeme sind Wartesysteme. Wenn eine MS einen U¨bertragungs-
wunsch per Zufallszugriff erfolgreich an die BS abgesetzt hat, dann reagiert
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die BS hierauf auf zwei mo¨gliche Arten:
1. Die SwMI kann die angeforderten Betriebsmittel sofort zur Verfu¨gung
stellen. Deswegen wird die MS hieru¨ber von der BS sofort informiert.
2. Andernfalls teilt die BS der MS mit, dass der Zufallszugriff zwar erfolg-
reich verlaufen sei, sie aber warten mu¨sse, bis ihr die angeforderten
Betriebsmittel zugeteilt werden ko¨nnen. Bei V+D wird zu diesem
Zweck die MAC-Resource-PDU, vgl. Abs. 2.6.4.1.4, S. 40, verwendet,
mit der die BS die MS explizit auffordert, auf eine zuku¨nftige Reser-
vierungsmitteilung zu warten. Bei PDO wird der MS mit Hilfe der
DR1-PDU, vgl. Abs. 2.7.1.2.3, S. 71, mitgeteilt, dass keine Betriebs-
mittel zur Verfu¨gung stehen. Aus diesem Grund muss die MS einen
erneuten Zufallszugriff durchfu¨hren.
Um die Wartewahrscheinlichkeit pw fu¨r eine MS, d. h. die Wahrschein-
lichkeit, alle Bediener belegt vorzufinden, und um die damit verbundende
mittlere Wartezeit τ¯w pro MS zu ermitteln, wird eine Markoff-Kette verwen-
det. Diese modelliert ein Wartesystem mit M Bedienern und N Nutzern
(MSen) (Kleinrock, 1975). Unter Bedienern werden in diesem Zusammen-
hang Zeitschlitze (V+D) bzw. Blo¨cke (PDO) fu¨r die reservierte U¨bertragung
verstanden. In Abb. 5.13 sind die mo¨glichen Zusta¨nde und Zustandsu¨ber-
ga¨nge dargestellt.
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Abbildung 5.13: Zustandsu¨berga¨nge der Nutzdatenu¨bertragung
Nach Gl. 5.21, S. 119, ist λt die Gesamtankunftsrate aller Auftra¨ge pro
MS. Die mittlere Bedienrate εt pro Auftrag ergibt sich folgendermaßen:
εt = (λs εs + λsd εsd + λmd εmd) /λt. (5.22)
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Fu¨r die Aufenthaltswahrscheinlichkeit pk im Zustand k gilt mit k ∈
N0 ∧ 0 ≤ k ≤ N
pk =

p0
k−1∏
i=0
(N − i)λt
(i+ 1) εt
fu¨r 0 ≤ k ≤M − 1,
p0
M−1∏
i=0
(N − i)λt
(i+ 1) εt
k−1∏
i=M
(N − i)λt
M εt
fu¨r M ≤ k ≤ N.
(5.23)
Dies la¨sst sich zusammenfassen zu
pk =

p0
(
λt
εt
)k (
N
k
)
fu¨r 0 ≤ k ≤M − 1,
p0
(
λt
εt
)k (
N
k
)
k!
M !
MM−k fu¨r M ≤ k ≤ N.
(5.24)
Ferner gilt die Vollsta¨ndigkeitsbedingung:
N∑
k=0
pk = 1. (5.25)
Mit Gl. 5.24 und Gl. 5.25 kann nun die Aufenthaltswahrscheinlichkeit p0 im
Zustand 0 ermittelt werden:
p0 =
(
1 +
M−1∑
k=1
(
λt
εt
)k (
N
k
)
+
N∑
k=M
(
λt
εt
)k (
N
k
)
k!
M !
MM−k
)−1
. (5.26)
Die Wartewahrscheinlichkeit pw fu¨r eine MS setzt sich aus den Aufenthalts-
wahrscheinlichkeiten derjenigen Zusta¨nde zusammen, in denen neu eintref-
fende Auftra¨ge alle Bediener belegt vorfinden:
pw =
N∑
k=M
pk. (5.27)
Die aktuelle Anzahl an Auftra¨gen in der Warteschlange ergibt sich aus der
Zustandsnummer abzu¨glich der Anzahl der Bediener. Die mittlere Warte-
schlangenla¨nge N¯q entspricht der Summe der wartenden Auftra¨ge gewichtet
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mit den jeweiligen Aufenthaltswahrscheinlichkeiten:
N¯q =
N∑
k=M+1
(k −M) pk. (5.28)
Nach Littles Lehrsatz (Kleinrock, 1975) entspricht die mittlere Anzahl
an Auftra¨gen in einem Wartesystem dem Produkt aus der mittleren An-
kunftsrate von neuen Auftra¨gen mit der mittleren Verweilzeit im System.
Angewendet auf die mittlere Wartezeit τ¯w pro MS ergibt sich die Summe
der Quotienten aus Warteschlangenla¨nge und Ankunftsrate:
τ¯w =
N∑
k=M+1
(k −M) pk
(N − k + 1)λt . (5.29)
5.6 Abscha¨tzung der Bediendauer
5.6.1 Abscha¨tzung der Bediendauer bei Voice plus Data
Als Bediendauer wird die gesamte Dauer der U¨bertragung eines Auftrages
definiert. Bei Sprachu¨bertragungen wird eine kanalvermittelte Verbindung
realisiert, d. h. es wird ein Zeitschlitz fu¨r die Dauer des Gespra¨chs exklu-
siv reserviert. Aus diesem Grund entspricht die mittlere Bediendauer β¯s
von Sprachauftra¨gen der mittleren Gespra¨chsdauer der in Anh. B, S. 237,
aufgefu¨hrten Szenarien.
U¨ber eine BL-Verbindung sollen maximal 133 byte = 1064 bit u¨bertragen
werden. Die mittlere Paketdatenla¨nge von Kurzdatennachrichten wird in
allen zu untersuchenden Szenarien mit 100 byte = 800 bit angegeben.
Neben einer MAC-Access-PDU mit einem Nutzdatenanteil von 56 bit bei
SSI-Adressierung, vgl. Abs. 2.6.4.1.4, S. 40, sind noch nsd MAC-Frag-PDUs
reserviert zu u¨bertragen. Fu¨r ein 100 byte-Paket ergibt sich nsd hiermit zu:
nsd =
⌈
800 bit− 56 bit
264 bit
⌉
= 3. (5.30)
Wenn die Betriebsmittel fu¨r eine reservierte U¨bertragung zur Verfu¨gung
stehen, d. h. es ko¨nnen Zeitschlitze fu¨r die jeweilige MS mit Hilfe einer MAC-
Resource-PDU reserviert werden, dann erfolgt die U¨bertragung innerhalb
eines Multirahmens.
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Die nsd = 3 zu reservierenden Zeitschlitze ko¨nnen gleichverteilt u¨ber ei-
nen Multirahmen belegt werden. Es wird immer ein Zeitschlitz pro Rahmen
reserviert, so dass sich fu¨r die minimale Bediendauer
βsd,min = 2 Rahmen + 1 ZS = 9 ZS = 127,5 ms (5.31)
ergibt und fu¨r die maximale Bediendauer:
βsd,max = 16 Rahmen + 1 ZS = 65 ZS = 920,83 ms. (5.32)
Somit erha¨lt man fu¨r die mittlere Bediendauer von 100 byte-Paketen:
β¯sd =
βsd,max + βsd,min
2
= 37 ZS = 524,17 ms. (5.33)
Die mit Hilfe von AL-SETUP-PDUs beim Verbindungsaufbau verhan-
delten QoS-Parameter Durchsatz und maximale LLC-Segmentgro¨ße beein-
flussen unmittelbar die Bediendauer einer AL-U¨bertragung. Der Durchsatz
kann zwischen der maximal verfu¨gbaren Datenrate und 1/32-stel davon va-
riiert werden. Die Segmentgro¨ße lseg liegt in dem Bereich [32; 4 096] byte.
Neben einer AL-Setup- und einer AL-Disc-PDU zur Einrichtung bzw.
Auslo¨sung einer AL-Verbindung werden fu¨r eine AL-U¨bertragung eines Da-
tenpaketes mittlerer La¨nge lmd = 2 048 byte = 16 384 bit insgesamt nAL-Data
AL-Data-PDUs und eine AL-Final-PDU beno¨tigt.
Die PCI eines AL-Data-Rahmens betra¨gt lAL-Data = 17 bit. Ferner wird
angenommen, dass bei einem AL-Final-Rahmen zusa¨tzlich 32 bit fu¨r eine
FCS aufgewendet werden und somit lAL-Final = 49 bit gilt. Ein AL-Data-
oder AL-Final-Rahmen werden in der MAC-Teilschicht auf eine MAC-Data-
PDU und mehrere MAC-Frag-PDUs abgebildet. Bei SSI-Adressierung ko¨n-
nen in einer MAC-Data-PDU lMAC-Data = 231 bit Nutzdaten u¨bertragen
werden. Jeweils lMAC-Frag = 264 bit ko¨nnen in den sich anschließenden
MAC-Frag-PDUs versendet werden.
Bei maximaler Segmentgro¨ße lseg,max = 4 096 byte kann ein Datenpaket
mittlerer Gro¨ße lmd vollsta¨ndig in einem AL-Final-Rahmen u¨bertragen wer-
den, so dass nAL-Data = 0 gilt. Hieraus ergibt sich die minimale beno¨tigte
Anzahl an Zeitschlitzen nmd,min fu¨r die AL-U¨bertragung eines Datenpaketes
der La¨nge lmd zu:
nmd,min = 2 +
⌈
lmd + lAL-Final − lMAC-Data
lMAC-Frag
⌉
= 64 ZS. (5.34)
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Bei minimaler Segmentgro¨ße lseg,min = 32 byte wird ein Datenpaket
mittlerer Gro¨ße lmd in nAL-Data + 1 Segmente aufgeteilt, wobei
nAL-Data =
⌈
lmd
lseg,min
⌉
− 1 = 63 ZS (5.35)
gilt. Jedes Segment wird auf eine MAC-Data-PDU und eine MAC-Frag-PDU
abgebildet. Somit ergibt sich die maximale beno¨tigte Anzahl an Zeitschlit-
zen nmd,max fu¨r die AL-U¨bertragung eines Datenpaketes der La¨nge lmd zu:
nmd,max = 2 + 2 (nAL-Data + 1) = 130 ZS. (5.36)
Bei maximalem Durchsatz wird pro Multirahmen jeweils ein Zeitschlitz
in den ersten 17 der 18 Rahmen fu¨r eine AL-U¨bertragung reserviert. Fu¨r
nmd,min beno¨tigte Zeitschlitze betra¨gt die Bediendauer βmd,min:
βmd,min = 3 Multirahmen + 12 Rahmen + 1 ZS = 265 ZS = 3,754 s. (5.37)
Die maximale und die mittlere Bediendauer βmd,max und β¯md ergeben
sich analog. Die Ergebnisse sind in Abha¨ngigkeit von den mo¨glichen Durch-
sa¨tzen in Tab. 5.2, S. 128, dargestellt. Ebenfalls ist in dieser Tabelle die
mittlere Nettodatenrate v¯md = lmd/β¯md fu¨r die U¨bertragung eines Daten-
paketes mittlerer La¨nge u¨ber eine AL-Verbindung aufgefu¨hrt.
Der einzige Grund, nicht sta¨ndig die maximale Segmentla¨nge zu benut-
zen, liegt darin, dass bei fehlerhafter U¨bertragung das gesamte Segment
erneut u¨bertragen werden muss und u. U. die Bediendauer dynamisch gro¨-
ßer als bei kleineren Segmentla¨ngen wird. Eine erneute U¨bertragung von
einzelnen, fehlerhaft u¨bertragenen MAC-PDUs, auf die der jeweilige LLC-
Rahmen abgebildet wurde, ist bei V+D nicht vorgesehen.
5.6.2 Abscha¨tzung der Bediendauer bei Packet Data Optimised
Es soll an dieser Stelle auch die Mo¨glichkeit ero¨rtert werden, einen pake-
tierten Sprachdienst in PDO zu implementieren. Da bei PDO auf der UL
keine feste Zeitschlitzstruktur vorgesehen ist, aber bei Sprachu¨bertragung
in konstanten Zeitabsta¨nden U¨bertragungskapazita¨t zur Verfu¨gung stehen
muss, kann durch eine virtuelle Zeitschlitzstruktur paketierte Sprachu¨ber-
tragung ermo¨glicht werden. Dies bedeutet, die BS muss den Parameter
Reservierte Blo¨cke (RB) der DR1-, DR2- oder DR3-PDUs fu¨r die reservierte
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U¨bertragung mit UD2-PDUs so dimensionieren, dass bei einer wiederkeh-
renden Zeitschlitzstruktur die Ausgangsrate des TETRA-Sprachcodecs in
Ho¨he von 4 567 bit/s bedient werden kann, vgl. Abs. 2.6.2.2.1, S. 25.
Tabelle 5.2: Bediendauern einer AL-Verbindung unter Variation der Dienstgu¨-
teparameter Durchsatz und Segmentgro¨ße
Durch- βmd,min βmd,max β¯md v¯md
satz (ZS) (s) (ZS) (s) (ZS) (s) (bit/s)
1 265 3,754 545 7,721 405 5,738 2 855,600
1/2 565 8,004 1 165 16,504 865 12,254 1 337,033
1/4 1 093 15,484 2 325 32,938 1 709 24,211 676,717
1/8 2 261 32,031 4 669 66,144 3 465 49,088 333,771
1/16 4 597 65,124 9 349 132,444 6 973 98,784 165,857
1/32 9 205 130,404 18 709 265,044 13 957 197,724 82,863
Eine UD2-PDU bestehend aus RB Blo¨cken dauert mit RB ∈ N ∧ 2 ≤
RB ≤ 41, vgl. Abs. 2.7.2.2, S. 83:
βUD2 =
(
254 + 238 bRB/2c+ 216 bRB−1/2c
)
/36 ms. (5.38)
Aufgrund der festen Dauer eines DL-Bu¨schels betra¨gt die Dauer einer
DD2-PDU, vgl. Abs. 2.7.2.1, S. 83:
βDD2 = (240RB) /36 ms. (5.39)
Sowohl in einer UD2- als auch in einer DD2-PDU ko¨nnen
lUD2/DD2 = 120 (RB − 1) bit (5.40)
u¨bertragen werden. In Dempsey et al. (1993); ITU (1996) sind Messungen
mit dem Ergebnis durchgefu¨hrt worden, dass bei paketierter Sprachu¨ber-
tragung eine Ende-zu-Ende-Verzo¨gerung zwischen zwei MSen fu¨r τe↔e ≤
250 ms tolerierbar ist, ohne die Qualita¨t der Sprachverbindung fu¨r die Be-
nutzer spu¨rbar zu beeintra¨chtigen. Nach Kostas et al. (1998) sind tole-
rierbare Ende-zu-Ende-Verzo¨gerungen stark benutzer- und anwendungsspe-
zifisch und ko¨nnen u. U. auch im Bereich 300 ms–800 ms akzeptiert werden.
Zum Vergleich sei angefu¨hrt, dass bei V+D laut ETR 395-1, vgl. Anh. A,
S. 219, die Ende-zu-Ende-Verzo¨gerung τe↔e = 207,2 ms betra¨gt. Nach-
dem τsf = 30 ms Sprache abgetastet und pulscodemoduliert wurde, werden
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weitere τdsp = 30 ms fu¨r die Codierung der Sprachinformationen zu einem
Sprachrahmen veranschlagt. Zu Synchronisationszwecken wird vor der ei-
gentlichen U¨bertragung τsync = 5 ms gewartet. Da im 18. Rahmen eines
Multirahmens, dem Steuer- und Signalisierrahmen, vgl. Abb. 2.7, S. 22, kei-
ne Sprachu¨bertragung mo¨glich ist und da die UL gegenu¨ber der DL um
zwei Zeitschlitze verzo¨gert ist, betra¨gt die U¨bertragungsdauer zwischen ei-
nem Sprachpaket des 17. Rahmens auf der UL und dem auf der DL wei-
tergeleiteten Paket im 1. Rahmens des sich anschließenden Multirahmens
τt = 7 ZS = 99,17 ms. Ansonsten betra¨gt τt = 3 ZS = 42,5 ms. Fu¨r die De-
modulierung eines Bu¨schels auf der Empfa¨ngerseite werden τdem = 10 ms
und fu¨r die Decodierung eines Sprachrahmens τdec = 3 ms veranschlagt. In
einem V+D-Bu¨schel werden zwei Sprachrahmen u¨bertragen. Somit ergibt
sich die Ende-zu-Ende-Verzo¨gerung zu:
τe↔e = 2 τsf + τdsp + τsync + τt + τdem + τdec = 207,2 ms. (5.41)
Um die Parameter eines PDO-Sprachdienstes zu dimensionieren, sind in
Tab. 5.3, S. 130, in Abha¨ngigkeit von der Anzahl der reservierten Blo¨cke
RB pro PDU die Anzahl der sich in konstanten Zeitabsta¨nden τ∆ wieder-
holenden virtuellen Zeitschlitze, d. h. Bedienpla¨tze, M pro Tra¨gerfrequenz
fc, die Bediendauer βUD2/DD2 der jeweiligen PDU und die Nettodatenrate v
pro Bedienplatz sowohl fu¨r die Auf- als auch die Abwa¨rtsstrecke dargestellt.
Um die Ende-zu-Ende-Verzo¨gerung τe↔e analog zu Gl. 5.41 zu berechnen,
wurde angenommen, dass zwischen der U¨bertragung der UD2-PDU und
der die Sprachrahmen weiterleitenden DD2-PDU jeweils bis zum Ende des
virtuellen UL-Rahmens gewartet wird. Somit ergibt sich:
τt = βUD2 + τ∆ + βDD2. (5.42)
Werden Sprachrahmen zuerst auf der DL u¨bertragen und dann auf der UL
weitergeleitet, ergibt sich bei gea¨ndertem τ∆ die Ende-zu-Ende-Verzo¨gerung
τe↔e analog. Ein netzseitig initiierter Direktruf (Direct Mode, DM), vgl.
Abs. 2.4, S. 11, kann als Beispiel hierfu¨r aufgefu¨hrt werden, bei welchem die
weiterleitende MS als Vermittlungsstelle fu¨r ein andere MS dient, die sich
außerhalb des Empfangsbereiches der BS befindet.
Der Tabelle kann entnommen werden, dass bei RB = 5 und M = 3 unter
Beru¨cksichtigung der Datenrate des TETRA-Sprachcodecs von 4 567 bit/s die
verfu¨gbare Bandbreite am Besten ausgenutzt und eine tolerierbare Ende-zu-
Ende-Verzo¨gerung erzielt werden kann.
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Um die mittlere Zufallszugriffszeit zu minimieren und um eine maxi-
male Anzahl von Benutzern in der Zufallszugriffsphase tragen zu ko¨nnen,
sei im Folgenden entsprechend Tab. 5.1, S. 118, MD = 1 und APL = 16
angenommen, d. h. beim Zufallszugriff wird mit einer UD1-PDU nur der
Reservierungswunsch aber keine Nutzdaten u¨bertragen.
Tabelle 5.3: Mo¨gliche Parameter eines PDO-Sprachdienstes
lUD2/DD2 βUD2/DD2 τ∆ τ e↔e v/MRB M/f
(bit) (ms) (ms) (ms) (bit/s)
Aufwa¨rtsstrecke
3 2 240 19,67 19,67 167,34 6 101,70
4 2 360 26,28 26,28 184,45 6 849,89
5 2 480 32,28 32,28 205,89 7 435,46
5 3 480 32,28 64,56 238,17 4 956,97
6 2 600 38,89 38,89 225,78 7 714,29
6 3 600 38,89 77,78 264,67 5 142,86
7 2 720 44,89 44,89 244,45 8 019,80
7 3 720 44,89 89,78 289,34 5 346,53
8 2 840 51,50 51,50 264,33 8 155,34
Abwa¨rtsstrecke
3 2 240 20,00 20,00 167,67 6 000,00
4 2 360 23,89 23,89 182,06 7 534,88
5 2 480 33,33 33,33 206,94 7 200,00
5 3 480 33,33 66,67 240,27 4 800,00
6 2 600 40,00 40,00 226,89 7 500,00
6 3 600 40,00 80,00 266,89 5 000,00
7 2 720 46,67 46,67 246,23 7 714,29
7 3 720 46,67 93,33 292,90 5 142,86
8 2 840 53,33 53,33 266,16 7 875,00
Nach Gl. 5.38, S. 128, ergibt sich die Bediendauer einer 100 byte langen
Kurzdatennachricht, die bei RB = 5 in nsd = d8 · 100/480e = 2 UD2-PDUs
zu u¨bertragen ist, zu:
βsd = nsd βUD2(RB = 5) + (nsd − 1) τ∆(RB = 5,M = 3) = 129,11 ms.
(5.43)
Analog betra¨gt die Bediendauer einer 2 Kbyte langen Nachricht mittlerer
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La¨nge, die in nmd = d8 · 2048/480e = 35 UD2-PDUs aufgeteilt wird:
βmd = nmd βUD2(RB = 5)+(nmd−1) τ∆(RB = 5,M = 3) = 3,32 s. (5.44)
5.7 Maximale Anzahl teilnehmender Mobilstationen bei re-
servierter U¨bertragung
5.7.1 Sprach- und Datenu¨bertragung bei Voice plus Data
Anhand der in Abs. 5.6.1, S. 125, abgescha¨tzten Bediendauern fu¨r typische
Ankunftsraten von Sprach- und Paketdatenanwendungen entsprechend dem
zehnten Szenarium in Anh. B, S. 237, ist in Abb. 5.14 die Wartewahrschein-
lichkeit pw nach Gl. 5.27, S. 124, in Abha¨ngigkeit von der Anzahl der teil-
nehmenden MSen dargestellt, wobei die Anzahl der Bediener M variiert
wird.
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Abbildung 5.14: Wartewahrscheinlichkeit pw bei V+D in Abha¨ngigkeit von
der Teilnehmerzahl bei M = 3, 7, 11, 15, 19, 23, 27, 31
Bedienern
Hierbei wurde angenommen, dass insgesamt ein MCCH und ein Zugriffs-
code verwendet werden. Auf der Tra¨gerfrequenz mit dem MCCH stehen drei
Bediener, d. h. drei Zeitschlitze, zur Verfu¨gung. Mit jeder weiteren Frequenz
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stehen vier weitere Bediener zur Verfu¨gung, so dass sich der Frequenzbedarf
nf = M+1/4 (5.45)
ergibt. In die Verkehrsgu¨te (GoS) gehen gewichtet die Anzahl der nicht
zustande gekommenen und der abgebrochenen Verbindungen mit ein, vgl.
Gl. 2.24, S. 49. Im zehnten Szenarium ist eine Verkehrsgu¨te von 5 %, bei
anderen Szenarien, die sich vor allem durch ein niedrigeres Verkehrsauf-
kommen auszeichnen, von 3 % vorgeschlagen. Die Anzahl von MSen, denen
Kapazita¨t zur reservierten U¨bertragung zugewiesen werden soll, stellt bei
einer Wartewahrscheinlichkeit pw = 3 % bzw. 5 % somit die absolute Ober-
grenze teilnehmender MSen fu¨r eine Verkehrsgu¨te gleicher Gro¨ße dar. Diese
Obergrenzen teilnehmender MSen sind bei GoS = 3 % bzw. 5 % in Abb. 5.15
eingezeichnet. Diese Abbildung stellt einen Ausschnitt des unteren Werte-
bereiches von pw von Abb. 5.14, S. 131, dar.
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Abbildung 5.15: Wartewahrscheinlichkeit pw bei V+D in Abha¨ngigkeit von
der Teilnehmerzahl bei M = 3, 7, 11, 15, 19, 23, 27, 31
Bedienern (Ausschnitt)
Entsprechend Gl. 5.29, S. 125, ist in Abb. 5.16, S. 133, die mittlere Warte-
zeit τ¯w pro MS im Falle des zehnten Szenariums in Abha¨ngigkeit von der An-
zahl der teilnehmenden MSen dargestellt. Analog zu den durch dieses Sze-
narium bedingten zula¨ssigen mittleren Paketverzo¨gerungen D¯4 s = 282 ZS
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fu¨r τ¯w = 4 s und D¯10 s = 705 ZS fu¨r τ¯w = 10 s in Abb. 5.7, S. 120, ist in
Abb. 5.16 ebenfalls bei vorgegebener mittlerer Wartezeit τ¯w die jeweils zu-
geordnete Anzahl an teilnehmenden MSen eingezeichnet. Zusa¨tzlich ist die
Anzahl der MSen fu¨r die laut Tab. 2.1, S. 9, geforderte Verbindungsaufbau-
zeit fu¨r kanalvermittelte U¨bertragungen τ¯w = 300 ms ≈ 21 ZS eingetragen.
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Abbildung 5.16: Mittlere Wartezeit τ¯w bei V+D in Abha¨ngigkeit von
der Teilnehmerzahl bei M = 3, 7, 11, 15, 19, 23, 27,
31 Bedienern
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5.7.2 Sprach- und Datenu¨bertragung bei Packet Data Optimised
Basierend auf den in Abs. 5.6.2, S. 127, abgescha¨tzten Bediendauern fu¨r
typische Ankunftsraten von Sprach- und Paketdatenanwendungen entspre-
chend dem zehnten Szenarium in Anh. B, S. 237, ist in Abb. 5.17, S. 134,
die Wartewahrscheinlichkeit pw nach Gl. 5.27, S. 124, in Abha¨ngigkeit von
der Anzahl der teilnehmenden MSen dargestellt, wobei die Anzahl der Be-
diener M , d. h. die Anzahl der Zeitschlitze einer virtuellen Rahmenstruktur,
variiert wird.
Um einen paketierten Sprachdienst mo¨glichst effizient in PDO implemen-
tieren zu ko¨nnen, wurde die La¨nge eines virtuellen Zeitschlitzes zu RB = 5
Blo¨cken festgesetzt mit drei wiederkehrenden Zeitschlitzen pro Frequenz.
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Da angenommen wurde, dass eine Frequenz fu¨r den Zufallszugriff reserviert
ist, vgl. Abs. 5.4.2, S. 121, berechnet sich der Frequenzbedarf zu:
nf = M+3/3. (5.46)
Da wie in Abs. 5.7.1, S. 131, beschrieben die Wartewahrscheinlichkeit als
Obergrenze fu¨r die Verkehrsgu¨te angesehen werden kann, ist fu¨r GoS = 3 %
und GoS = 5 % jeweils die bedienbare Anzahl von MSen unter Variation der
zur Verfu¨gung stehenden Bediener M in Abb. 5.18, S. 135, eingezeichnet.
Diese Abbildung stellt einen Ausschnitt des unteren Wertebereiches von pw
von Abb. 5.17 dar.
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Abbildung 5.17: Wartewahrscheinlichkeit pw bei PDO in Abha¨ngigkeit von
der Teilnehmerzahl bei M = 3, 6, 9, 12, 15, 18, 21, 24
Bedienern
Entsprechend Gl. 5.29, S. 125, ist in Abb. 5.19, S. 136, die mittlere War-
tezeit τ¯w pro MS im Falle des zehnten Szenariums, vgl. Anh. B, S. 237, in
Abha¨ngigkeit von der Anzahl der teilnehmenden MSen dargestellt. Nach
Tab. 5.3, S. 130, betra¨gt fu¨r RB = 5 und M = 3 die Dauer eines virtuellen
Zeitschlitzes auf der Abwa¨rtsstrecke βDD2 = 33,33 ms. Somit ergibt sich die
zula¨ssige mittlere Wartezeit des zehnten Szenariums zu τ¯w = 4 s = 120 ZS.
Bei einer alternativen mittleren Wartezeit, wie sie in anderen Szenarien an-
gegeben ist, ergibt sich τ¯w = 10 s = 300 ZS. Fu¨r diese beiden mittleren
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Wartezeiten ist in Abb. 5.19, S. 136, die jeweils zugeordnete Anzahl an teil-
nehmenden MSen eingezeichnet. Zusa¨tzlich ist die Anzahl der MSen fu¨r die
laut Tab. 2.1, S. 9, geforderte Verbindungsaufbauzeit fu¨r kanalvermittelte
U¨bertragungen τ¯w = 300 ms = 9 ZS eingetragen.
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Abbildung 5.18: Wartewahrscheinlichkeit pw bei PDO in Abha¨ngigkeit von
der Teilnehmerzahl bei M = 3, 6, 9, 12, 15, 18, 21, 24
Bedienern (Ausschnitt)
5.8 Zusammenfassung
In diesem Kapitel wurde zuerst ein Markoffmodell eines S-ALOHA-Systems
bei endlicher Teilnehmerzahl entwickelt, um den mittleren Durchsatz und
die mittlere Paketverzo¨gerung in einer typischen Verkehrslastsituation zu
ermitteln. Unter vorgegebenen Toleranzgrenzen fu¨r die Paketverzo¨gerung
wurde ferner die maximale Anzahl der Teilnehmer beim Zufallszugriff be-
stimmt. Bei V+D ist generell das Zugriffsverfahren ”rollender Zugriffsrah-
men“ dem Verfahren ”diskreter Zugriffsrahmen“ vorzuziehen.
Ferner wurde ein Zustandsmodell vorgestellt, mit dessen Hilfe die War-
tewahrscheinlichkeit fu¨r neue Auftra¨ge im System abgescha¨tzt und fu¨r vor-
gegebene Verkehrsgu¨ten die maximale Anzahl bedienbarer Teilnehmer bei
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reservierter U¨bertragung angegeben werden kann. Um V+D und PDO mit-
einander vergleichen zu ko¨nnen, wurde fu¨r PDO untersucht, inwiefern ein
Echtzeit-Sprachdienst auf Paketdatenbasis implementiert werden kann. Da
ein paketvermittelter Sprachdienst bei PDO grundsa¨tzlich mehr Vermitt-
lungsinformationen pro PDU im Vergleich zur kanalvermittelten Sprach-
u¨bertragung bei V+D beno¨tigt, ist der Frequenzbedarf nf bei PDO, vgl.
Gl. 5.46, S. 134, gro¨ßer als bei V+D, vgl. Gl. 5.45, S. 132, und somit kann
ein PDO-Sprachdienst nicht so effizient wie ein V+D-Sprachdienst imple-
mentiert werden. Dieses kann nur gea¨ndert werden, wenn ein neuer Sprach-
codec entwickelt wird, dessen Sprachrahmen an die Bu¨schelstruktur von
PDO angepasst sind.
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Abbildung 5.19: Mittlere Wartezeit τ¯w bei PDO in Abha¨ngigkeit von
der Teilnehmerzahl bei M = 3, 6, 9, 12, 15, 18, 21,
24 Bedienern
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Bei V+D ko¨nnen bei einem MCCH, einem Zugriffscode und typischer
Verkehrslast 556 MSen, vgl. Abb. 5.7, S. 120, auf nf = 6 Frequenzen mit
M = 23 Bedienern, vgl. Abb. 5.14, S. 131, getragen werden. Bei PDO
ko¨nnen vornehmlich begrenzt durch den Zufallszugriff bei typischer Sprach-
und Paketdatenverkehrslast, vgl. Abb. 5.11, S. 122, 225 MSen auf nf = 4
Frequenzen mit M = 12 Bedienern, vgl. Abb. 5.17, S. 134, bedient werden.
Wenn keine Sprachdaten sondern nur Paketdaten entsprechend dem zehnten
Szenarium, vgl. Anh. B, S. 237, versendet werden, dann wird bei nf = 2 die
maximale Anzahl teilnehmender MSen sowohl bei V+D als auch bei PDO
ausschließlich durch den Zufallszugriff begrenzt.
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Schlu¨sselwo¨rter
SDL, MSC mit zeitlichen Randbedingungen, WWW, FTP, SMTP,
Telnet, MPEG, Sprache, Hata-Okumura, Walfisch-Ikegami, Intel
8051, Siemens SAB 80C166/67, Motorola 680x0, LRE, Batch-Means
Z iel der Entwicklungsumgebung SDL Performance Evaluation Environ-ment and Tools (SPEET) ist der Entwurf und die Leistungsbewertung
komplexer, formal in SDL spezifizierter Kommunikationssysteme in einer
fru¨hen Phase ihrer Entwicklung mit Hilfe von Simulation und Emulation.
Ferner bietet SPEET die Mo¨glichkeit, das Verhalten formal spezifizierter
Systeme unter Echtzeit-Bedingungen in Bezug auf Leistung, verbrauchten
Speicherplatz, etc. zu untersuchen. Hinreichende Informationen zur Dimen-
sionierung des Zielprozessorsystems werden durch die statistische Auswer-
tung zur Verfu¨gung gestellt.
Ferner wird das Zielprozessorsystem entsprechend emuliert. Aus diesen
Gru¨nden stellt SPEET eine neue Lo¨sung fu¨r Softwareentwickler dar, die die
fru¨hzeitige Abscha¨tzung sowohl des realen Leistungsverhaltens von Kom-
munikationssystemen als auch der erforderlichen Betriebsmittel ermo¨glicht.
Bisher basierte der Entwurf von Systemsoft- und Hardware ausschließ-
lich auf der Erfahrung der jeweiligen Entwickler. Mit Hilfe von SPEET
ko¨nnen Kommunikationssysteme mit einem dedizierten Werkzeug entwor-
fen werden, wobei die Mo¨glichkeit besteht, die Implementierung des formal
spezifizierten Systems auf einer virtuellen Hardware zu simulieren, das Ver-
halten unter verschiedenen Lastszenarien zu untersuchen und die Hardware-
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anforderungen vorherzusagen.
In Abs. 6.1 wird von SPEET der zweifach rekursiver Produktentwick-
lungszyklus und seine Interaktion mit anderen Computer Aided Software
Engineering (CASE)-Werkzeugen erla¨utert. Der anschließende Abs. 6.2,
S. 141, beschreibt detailliert die einzelnen SPEET-Werkzeugkomponenten.
Die Implementierung einer SDL-Spezifikation kann mit Hilfe verschiede-
ner Verkehrslastgeneratoren, d. h. Sprach- und Paketdatengeneratoren, mit
Last beaufschlagt werden. Abs. 6.3, S. 143, veranschaulicht die charakte-
ristischen Eigenschaften dieser Generatoren und zeigt, wie ein Lastmix auf
einfache Weise spezifischen Implementierungen zugewiesen werden kann.
Das Ziel der SPEET-Umgebung ist, das Leistungsverhalten von Kommu-
nikationssystemen zu bewerten. Daher muss eine realistische Lo¨sung auch
ein Modell der physikalischen U¨bertragung der Signale in Fest- und Mo-
bilfunknetzen beinhalten. Diese U¨bertragungsmodelle werden in Abs. 6.4,
S. 146, erla¨utert.
Um zu u¨berpru¨fen, ob eine formale Spezifikation implementiert fu¨r ei-
ne bestimmte Zielhardware vom Benutzer definierte Echtzeit-Bedingungen
einha¨lt, stellt SPEET verschiedene Hardwareemulatoren zur Verfu¨gung, die
in Abs. 6.5, S. 147, vorgestellt werden.
Statistische Leistungsbewertung ist nur dann glaubwu¨rdig, wenn den
Methoden der Sammlung, Untersuchung und Bewertung statistischer Daten
vertraut werden kann. In Abs. 6.6, S. 149, wird der von SPEET verwendete
statistische Auswertungsalgorithmus beschrieben.
6.1 Der zweifach rekursive Produktentwicklungszyklus
SPEET erweitert die in Abb. 3.1, S. 89, dargestellte objektorientierte Soft-
wareentwurfsmethodik um einen zweifach rekursiven Produktentwicklungs-
zyklus, vgl. Abb. 6.1, S. 140.
Der erste rekursive Produktentwicklungszyklus besteht aus folgenden
Schritten:
1. Ein formal in SDL spezifiziertes Kommunikationssystem der Objekt-
entwurfsphase, vgl. Abs. 3.4, S. 92, wird zum Testen auf der Entwurf-
sebene implementiert, indem automatisch generierter C- oder C++-
Quelltext unter demselben Betriebssystem compiliert wird, auf dem
SPEET la¨uft, d. h. UNIX oder Windows NT, vgl. Abb. 6.1, S. 140,
Pfeil 1.
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2. Vor der Codegenerierung und der Compilierung kann der Benutzer
Messpunkte in die Spezifikation einfu¨gen. Mit deren Hilfe ko¨nnen zu-
sa¨tzliche Informationen u¨ber das Objektentwurfsmodell durch einen
stochastischen Simulationslauf der zuvor compilierten Implementie-
rung erhalten werden, vgl. Abb. 6.1, S. 140, Pfeil 2.
3. Diese Kenntnisse werden aus den Ergebnissen der statistischen Aus-
wertung gewonnen, indem die an den benutzerdefinierten Messpunk-
ten wa¨hrend eines Simulationslaufs ermittelten Daten gesammelt und
ausgewertet werden, vgl. Abb. 6.1, S. 140, Pfeil 3.
4. Der Benutzer verwendet dann diese Erkenntnisse zur Verbesserung der
Spezifikation seines Systems, vgl. Abb. 6.1, S. 140, Pfeil 4.
Um das Leistungsverhalten einer Implementierung fu¨r ein Echtzeit-Pro-
zessorsystem bewerten zu ko¨nnen, reicht es nicht aus, die Spezifikation auf
Entwurfsebene zu verifizieren. Deswegen stellt SPEET einen zweiten rekur-
siven Produktentwicklungszyklus zur Verfu¨gung:
5. Analog zu Schritt 1 wird automatisch generierter C- bzw. C++-Quell-
text einer SDL-Spezifikation mit vor der Generierung eingefu¨gten Mes-
spunkten compiliert. Jedoch wird jetzt im Gegensatz zu Schritt 1
der Quelltext fu¨r ein Echtzeit-Prozessorsystem crosscompiliert, vgl.
Abb. 6.1, S. 140, Pfeil 5.
6. Bevor dieses Zielprozessorsystem emuliert wird, kann es entsprechend
den Wu¨nschen des Benutzers konfiguriert werden, z. B. ko¨nnen Gro¨ße
und Typ des wahlfreien Zugriffsspeichers (Random Access Memory ,
RAM) oder die Taktfrequenz eingestellt werden, vgl. Abb. 6.1, S. 140,
Pfeil 6.
7. Wiederum erha¨lt man Erkenntnisse u¨ber die Leistungsfa¨higkeit der
Spezifikation anhand der an den Messpunkten ermittelten Daten, vgl.
Abb. 6.1, S. 140, Pfeil 7. Auf diese Weise ko¨nnen die Hardwareanfor-
derungen des Zielprozessorsystems verla¨sslich vorausgesagt werden,
z. B. die erforderliche Taktfrequenz oder der erforderliche Speicher.
Diese Erkenntnisse wirken sich nicht nur auf den Entwurf des Zielpro-
zessorsystems, sondern auch auf die entsprechende Spezifikation, vgl.
Abb. 6.1, S. 140, Pfeil 4, aus.
Messwerte durch stochastische Simulation schon vor einer konkreten Im-
plementierung fu¨r ein Zielprozessorsystem zu erfassen, ist dann sinnvoll,
wenn die logische Korrektheit von Algorithmen u¨berpru¨ft, Zeitspannen im
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Simulationszeitmodell oder Zusta¨nde von Systemvariablen ermittelt werden
sollen. Ein Beispiel hierfu¨r ist der Zufallszugriff eines Mobilfunkprotokolls:
durch Simulation kann untersucht werden, wie lange mehrere Benutzer in
einer Wettbewerbsphase im Mittel um das U¨bertragungsmedium konkurrie-
ren mu¨ssen, bis ein erfolgreicher Zufallszugriff gelingt. In einer sich anschlie-
ßenden Hardwareemulation kann dann zusa¨tzlich der additive Beitrag zur
zeitlichen Verzo¨gerung durch die Implementierung des Zufallszugriffsproto-
kolls auf einer konkreten Rechnerplattform ermittelt werden.
SPEET
Simulation 
1 2

4

Statistische 
Leistungs−
bewertung
Implementierung
UNIX / Windows NT−
3
65 7
Echtzeitsystem−
Implementierung
Hardware−
emulation
in SDL
Spezifikation 
Abbildung 6.1: Der zweifach rekursive Produktentwicklungszyklus von SPEET
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6.2 Die Werkzeugkomponenten von SPEET
Die modulare Struktur von SPEET ist in Abb. 6.2 dargestellt. Das Laufzeit-
system besteht aus einem UNIX- bzw. Windows NT-Prozess, der aus den
Implementierungen eines oder mehrerer SDL-Systeme, den Verkehrslastge-
neratoren, U¨bertragungsmodellen und Hardwareemulatoren besteht.
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Abbildung 6.2: Die Werkzeugkomponenten von SPEET
Die SPEET-Simulation bzw. -Emulation kann u¨ber zwei Arten von Be-
nutzerschnittstellen gesteuert werden: eine kommandozeilenorientierte und
eine grafische. Letztere erlaubt die Ausgabe von Ergebnissen der stati-
stischen Auswertung und von MSCs zu Testzwecken. Beide Schnittstellen
ko¨nnen an das Laufzeitsystem wa¨hrend der Ausfu¨hrung der Simulation bzw.
Emulation angekoppelt bzw. abgekoppelt werden.
Auf diese Weise kann der Benutzer jedesmal dann eine Verbindung mit
der laufenden Simulation u¨ber die Benutzerschnittstellen herstellen, wenn
er den Zustand der Simulation abfragen oder die Ergebnisse der statisti-
schen Auswertung visualisieren lassen will. Danach kann er die Benutzer-
schnittstelle wieder von der Simulation abkoppeln, damit die Simulation
nicht aufgrund des ansonsten sta¨ndig notwendigen Informationsaustausches
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zwischen Graphical User Interface (GUI) und Laufzeitsystem verlangsamt
wird.
Abb. 6.3 zeigt ein typisches SPEET-Szenarium: ein Mobilfunksystem
bestehend aus einer BS und mehreren MSen. Das System A entspricht der
SDL-Spezifikation des Protokollstapels der MSen und das System B der
Spezifikation der BS.
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Abbildung 6.3: Ein typisches SPEET-Szenarium
Wenn ein SPEET-Szenarium konfiguriert wird, definiert der Benutzer
zuerst die Anzahl verschiedener SDL-Systeme und danach die Anzahl der
Instanzen pro SDL-System. Fu¨r jede Instanz oder Gruppe von Instanzen
entscheidet er daraufhin, ob sie simuliert oder emuliert werden soll. Im letz-
teren Fall ist zusa¨tzlich das Zielprozessorsystem zu konfigurieren. Auf diese
Weise ko¨nnen mehrere Emulationen vollsta¨ndig verschiedener und unabha¨n-
giger Prozessorsysteme und mehrere Simulationen parallel zur gleichen Zeit
in einem UNIX- bzw. Windows NT-Prozess durchgefu¨hrt werden.
Ferner kann jeder Instanz eines SDL-Systems oder Gruppe von Instan-
zen ein Verkehrslastmix zugeordnet werden. Dieser Mix besteht aus einem
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oder mehreren Verkehrslastgeneratoren fu¨r Sprach-, Paketdaten-, Audio-
und Videoanwendungen. Die Benutzungsfa¨lle der Systementwurfsphase,
vgl. Abs. 3.3, S. 91, ko¨nnen in Form von MSCs mit zeitlichen Randbe-
dingungen versehen ebenfalls als Lastgeneratoren eingesetzt werden.
Schließlich ko¨nnen Instanzen verschiedener SDL-Systeme, z. B. eine MS
und eine BS, miteinander verbunden und die charakteristischen Eigenschaf-
ten des U¨bertragungsmediums konfiguriert werden. Das zu konfigurierende
U¨bertragungsmodell passt mit Hilfe von Modellen fu¨r die Modulation und
Demodulation (Modem) die zu u¨bertragenden Signale an das Verhalten der
physikalischen Kana¨le an. Falls nicht bereits in den Protokollstapeln spe-
zifiziert, kann mit den Modellen zur Kanalcodierung (Coder und Decoder ,
Codec) von Vorwa¨rtsfehlerkorrektur (Forward Error Correction, FEC) und
Fehlererkennung Gebrauch gemacht werden.
In Abb. 6.3, S. 142, sind beispielhaft alle MSen mit einer BS verbunden.
Jede dieser Verbindungen kann separat konfiguriert werden.
6.3 Verkehrslastgeneratoren
Wie in Abb. 6.3, S. 142, dargestellt besteht ein Verkehrslastmix aus den
Instanzen eines oder mehrerer der folgenden sieben Verkehrslastgenerator-
typen, wobei die Lastmixe jeweils einer Instanz bzw. Gruppe von Instanzen
von SDL-Systemen zugewiesen werden:
1. World Wide Web (WWW) (Berners-Lee et al., 1996),
2. File Transfer Protocol (FTP) (Postel und Reynolds, 1985),
3. Simple Mail Transfer Protocol (SMTP) (Postel, 1982),
4. Telnet (Postel und Reynolds, 1983),
5. Konversationssprache (Brady, 1969),
6. Video und Audio im Moving Picture Experts Group (MPEG) 1- und
2-Format (Mitchell et al., 1997) und
7. Lastbeschreibungen im MSC-Format (ITU, 1993b) als Benutzungs-
fa¨lle der Systementwurfsphase, vgl. Abs. 3.3, S. 91.
Diese Verkehrslastgeneratoren wurden entwickelt, damit neue Kommu-
nikationsprotokolle mit ihrer Hilfe evaluiert und verifiziert werden ko¨nnen.
Aus diesem Grund mu¨ssen die Modelle der Verkehrslastgeneratoren unab-
ha¨ngig von Protokollen unterliegender Schichten sein, d. h. ein Generator
sollte sich oberhalb der Anwendungsschicht (Schicht 7, Application Layer)
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des OSI-Referenzmodells befinden. Dieses Postulat wird nur von den letzten
vier Generatoren (4.–7.) erfu¨llt. Bei den IP-Diensten (1.–3.) mu¨ssen die
OSI-Schichten fu¨nf bis sieben ebenfalls beru¨cksichtigt werden.
Verkehrslast ist bei SPEET durch die Zwischenankunftszeit und die Gro¨-
ße der PDUs an der Dienstgrenze zwischen den OSI-Schichten vier und fu¨nf
definiert. Deswegen sind alle Verkehrslastgeneratoren unabha¨ngig von den
netzorientierten Schichten (OSI-Schichten 1.–4.) und einige sind vollsta¨n-
dig unabha¨ngig von allen OSI-Schichten (Generatoren 4.–7.). Der MSC-
Verkehrslastgenerator ist nur dann von unterliegenden OSI-Schichten un-
abha¨ngig, wenn in dem jeweiligen MSC kein Signalaustausch mit unter-
liegenden Schichten stattfindet, z. B. haben Signale an die OSI-Schicht 3
selbstversta¨ndlich auch eine Abha¨ngigkeit von unteren Schichten zur Folge.
Die folgenden Parameter sind charakteristisch fu¨r eine Sitzung einer An-
wendung: Sitzungsdauer, Gesamtmenge der u¨bertragenen Daten, Vertei-
lung und Dauer der Aktivita¨ts- und Inaktivita¨tsphasen, Anzahl der Verbin-
dungen pro Sitzung, Anzahl der u¨bertragenen Objekte pro Sitzung, Ver-
teilung der Objektgro¨ßen, Richtung der U¨bertragung (bidirektional oder
unidirektional) und die Zieladressen der Verbindungen.
Die Gro¨ße und Zwischenankunftszeit einer PDU ha¨ngt von dem jewei-
ligen Typ der Anwendung ab. SPEET unterscheidet zwischen von unter-
liegenden OSI-Schichten abha¨ngigen und unabha¨ngigen Anwendungen. Die
PDU-Gro¨ßen von IP-Diensten wie WWW, FTP und SMTP ko¨nnen in einer
großen Bandbreite von wenigen Bytes bis zu mehreren Megabytes variieren.
PDUs letzterer Gro¨ße mu¨ssen segmentiert werden und sind deswegen von
Flusssteuerungsmechanismen unterliegender OSI-Schichten abha¨ngig.
Von unterliegenden OSI-Schichten unabha¨ngige Anwendungen ha¨ngen
andererseits entweder nur vom Benutzer ab, z. B. die Generatoren fu¨r Spra-
che und Telnet – die PDU-Gro¨ßen solcher Anwendungen sind relativ klein
und deswegen besteht keine Notwendigkeit, diese PDUs in unteren Schichten
zu segmentieren –, oder sie sind Echtzeit-Anwendungen, z. B. der MPEG-
Generator, die von den unterliegenden Schichten eine garantierte Bitrate er-
warten und Flusssteuerungsmechanismen der unterliegenden Schichten igno-
rieren.
Der Sprachgenerator modelliert Gespra¨chssequenzen und Pausen eines
Sprechers in einer Konversation nach Brady (1969). Die Verkehrslast-
generatoren der IP-Dienste basieren auf Langzeitmessungen (Arlitt und
Williamson, 1997; Paxson, 1994). Die statistischen Eigenschaften von
MPEG-Video- und -Audio-Verkehr werden mit Hilfe von Markoff-Ketten
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nachgebildet. Diese Markoff-Ketten werden parametrisiert, indem Fernseh-
sendungen und Kinofilme auf ihre fu¨r MPEG relevanten Eigenschaften hin
analysiert werden (Rose, 1995).
Schließlich ko¨nnen MSCs mit zeitlichen Randbedingungen (Time Cons-
traints) verwendet werden, um formale Spezifikationen unter Last zu setzen
und um sie auszutesten, vgl. Abb. 6.4.
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Abbildung 6.4: MSC mit zeitlichen Randbedingungen
Eine zeitliche Randbedingung wird in einem MSC folgendermaßen defi-
niert und u¨berpru¨ft: Jedes Kommentarsymbol, das Text der Form ”SetCon-
straint(CharString, Duration)“ beinhaltet und mit einem Eingabe- oder Aus-
gabesymbol verbunden ist, definiert eine zeitliche Randbedingung. Diese
wird durch den CharString-Parameter identifiziert. Der optionale Durati-
on-Parameter kann dazu verwendet werden, die Versendung eines Signales
um eine feste Zeitspanne zu verzo¨gern. Anschließend ko¨nnen Kommentar-
symbole, die Text der Form ”CheckConstraint(CharString, Duration)“ bein-
halten, verwendet werden, um herauszufinden, ob die seit der Definition der
Randbedingung – identifiziert durch den CharString-Parameter – vergange-
ne Zeit den Wert des zweiten Parameters vom Typ Duration u¨berschreitet
oder nicht.
Eine zeitliche Randbedingung kann mehrmals und an verschiedenen Stel-
len innerhalb eines MSC-Diagramms nach ihrer Definition u¨berpru¨ft wer-
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den. Abha¨ngig von den Einstellungen des Benutzers wird dieser informiert,
wenn eine zeitliche Randbedingung nicht erfu¨llt ist. MSCs ohne zeitliche
Randbedingungen ko¨nnen selbstversta¨ndlich auch benutzt werden, um SDL-
Systeme unter Last zu setzen. SetConstraint redefiniert stets eine vorherge-
hende zeitliche Randbedingung gleichen Namens.
6.4 U¨bertragungsmodelle
Die Verbindung von Kommunikationsobjekten ist durch U¨bertragungsmo-
delle charakterisiert. Die U¨bertragungsmodelle von SPEET setzen sich aus
Modellen fu¨r die Kanalcodierung und Decodierung (Codec-Modelle), fu¨r die
Modulation und Demodulation (Modem-Modelle) und fu¨r die physikalischen
Kana¨le zusammen, vgl. Abb. 6.5.
Decoder
Modulator
Demodulator
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Modelle Modelle
Codec−  Modem−
SPEET−Übertragungsmodelle
Kanal−
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Abbildung 6.5: Die U¨bertragungsmodelle von SPEET
Falls nicht bereits in dem zu untersuchenden Kommunikationsprotokoll
formal spezifiziert, werden zur Fehlerreduktion auf den U¨bertragungswegen
FEC und Fehlererkennung in den Codec-Modellen zur Verfu¨gung gestellt.
Bei Festnetzen gestaltet sich das U¨bertragungsmodell als sehr einfach,
da das Kanalverhalten sich wa¨hrend der Datenu¨bertragung nicht a¨ndert
und in den meisten Fa¨llen keine Modulation der Tra¨gerfrequenz notwendig
ist.
Andererseits mu¨ssen bei Mobilfunkkana¨len die u¨bertragenen Signale an
das Kanalverhalten mittels Modulation angepasst werden. Dies wird bei
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SPEET mit Hilfe von Modulator und Demodulator (Modem)-Modellen er-
reicht. Diese bilden den Einfluss des Funkkanals auf das Modulationsver-
fahren nach und beru¨cksichtigen hierbei Da¨mpfung, Zeitdispersion und den
Dopplereffekt. Diese Effekte wirken sich auf das Bitfehlerverha¨ltnis (Bit
Error Ratio, BER) aus, die das Ergebnis dieses Modells darstellt und fu¨r
die Leistungsbewertung des zu testenden Protokolls herangezogen wird. Die
beno¨tigten Informationen in Bezug auf das statistische Verhalten des Funk-
kanals liefern die die Funkkanalausbreitung beschreibenden Kanalmodelle.
Fu¨r eine realistische Simulation der BER ist es von hoher Bedeutung,
die Funkkanalausbreitung nachzubilden. Es wurden fu¨r das SPEET-Werk-
zeug Methoden entwickelt, die die Eigenschaften eines Funkkanals unter
Beru¨cksichtigung der wichtigsten physikalischen Effekte nachbilden.
Die schnell vera¨nderliche Amplitude des ausgesendeten Signales auf-
grund von Mehrwegeausbreitung, auch als schneller Schwund bezeichnet,
wird mit einer Rayleigh-Verteilung modelliert. Im Falle einer Sichtverbin-
dung (Line Of Sight , LOS) zwischen Sender und Empfa¨nger wird eine Rice-
Verteilung verwendet. Die langsame Vera¨nderung der Signalsta¨rke in Folge
von Abschattungen, auch als Langzeitschwund bezeichnet, kann mit einer
Log-Normal-Verteilung beschrieben werden. Die Mittelwerte und Varianzen
der Verteilungsfunktionen werden messtechnisch ermittelt und sind abha¨n-
gig von der Morphologie und der Topographie des Ausbreitungsszenariums.
Die in SPEET verwendeten Werte fu¨r die mittlere Da¨mpfung basieren
auf den Modellen von COST-231-Walfish-Ikegami (European Com-
munities, 1991) und Hata-Okumura (Hata, 1980). Fu¨r sehr kurze Ent-
fernungen und Sichtverbindungen zwischen Sender und Empfa¨nger wird
Freiraumausbreitung angesetzt. Abha¨ngig von der Frequenz, der Pfadla¨nge
und den Eigenschaften des U¨bertragungsmediums und des Antennenaufbaus
wird das passende Modell ausgewa¨hlt. Folgende Parameter bestimmen hier-
bei das zeitvariante Verhalten der Da¨mpfung: Tra¨gerfrequenz, Topographie,
Morphologie, Antennenho¨he und Pfadla¨nge. Beim COST-231-Walfish-
Ikegami-Modell finden zusa¨tzlich die Parameter Ho¨he der Da¨cher, Richtung
und Breite der Straßen und der Abstand zwischen Geba¨uden Verwendung.
Ferner werden zusa¨tzlich Beugungseffekte beru¨cksichtigt.
6.5 Hardwareemulation
Zu den Hauptzielen von SPEET za¨hlt die Leistungsbewertung von formal
spezifizierten Systemen unter Echtzeit-Bedingungen.
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Aus diesem Grund stellt SPEET verschiedene Emulatoren fu¨r Microcon-
troller-Systeme zur Verfu¨gung, wie z. B. Intel 8051 (Intel, 1994), Siemens
SAB 80C166/67 (Siemens, 1990), Motorola MC680x0 (Brey, 1992), etc.
Nachdem der Benutzer eine Untermenge der zu emulierenden Instanzen
von SDL-Systemen, wie in Abs. 6.2, S. 141, beschrieben, bestimmt hat, kann
das Zielprozessorsystem konfiguriert werden. In Abb. 6.6 sind die Kompo-
nenten eines typischen Prozessorsystems beispielhaft aufgefu¨hrt.
Timer
 
CPU ALU
Control UnitClock
Parallel I/O
Serial I/O
Timer
 
Interrupt Controller Registers Bus Interface
EPROM DRAM
Cache
MMU
Abbildung 6.6: Komponenten eines Beispielprozessorsystems
Nachdem eine zentrale Recheneinheit (Central Processing Unit , CPU)
ausgewa¨hlt wurde, ko¨nnen weitere Komponenten hinzugefu¨gt und parame-
trisiert werden, z. B. der Typ der RAM-Bausteine – dynamisch oder statisch
– und deren Zugriffs- und Zykluszeit.
Da mehrere Emulationen parallel in einem Windows NT- oder UNIX-
Prozess durchgefu¨hrt werden ko¨nnen, vgl. Abs. 6.2, S. 141, kann dieselbe
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Hardwarekonfiguration fu¨r eine Serie von Leistungsbewertungen herange-
zogen werden, z. B. kann der Parameter ”Taktfrequenz“ variiert werden.
Andererseits ko¨nnen auch verschiedene Hardwarekonfigurationen verwendet
werden, um die Leistungsfa¨higkeit der SDL-Spezifikation auf verschiedenen
Prozessorsystemen zu vergleichen.
Im Gegensatz zu reinen Hardware-Lo¨sungen ko¨nnen Emulationen mit
unrealistischen Parametern durchgefu¨hrt werden, z. B. ein 8051-Microcon-
troller mit einer Taktfrequenz von 1 GHz. Ferner kann die Hardwarekonfi-
guration ohne Probleme vera¨ndert werden, z. B. kann die Gro¨ße des RAMs
ohne Weiteres von 1 MB auf 100 MB erho¨ht werden. Diese Eigenschaften
erlauben dem Benutzer, Flaschenha¨lse des Prozessorsystems leichter aufzu-
decken.
Der Ablauf der Hardwareemulation erfolgt ereignisorientiert. Die An-
zahl der verbrauchten CPU-Zyklen wird fu¨r jeden einem Ereignis entspre-
chenden Maschinenbefehl berechnet. Ferner wird der Befehl ausgefu¨hrt,
z. B. Speicherpla¨tze werden ausgelesen, Register werden vera¨ndert, etc. Das
na¨chste Ereignis, d. h. der na¨chste Befehl, findet statt, nachdem die erforder-
liche Anzahl von CPU-Zyklen abgelaufen ist. Jede Komponente des Prozes-
sorsystems ist eine Ereignisbehandlungsroutine, z. B. die RAM-Bausteine,
Multiplexer, Code- und Datencaches, etc. Eine zentrale Ereignissteuerung
kontrolliert den Ablauf der Emulation und versendet Ereignisse an die adres-
sierten Ereignisbehandlungsroutinen. Fu¨r jede Komponente des Prozessor-
systems ist eine mo¨glichst realita¨tsnahe Emulation beabsichtigt.
6.6 Statistische Auswertung
Schreiber und Go¨rg haben einen neuen Algorithmus zur Analyse kor-
relierter Zufallssequenzen vorgestellt, um die stationa¨re Verteilungsfunk-
tion F (x) zu erhalten (Go¨rg, 1997; Schreiber, 1988; Schreiber und
Go¨rg, 1996). Dieser Algorithmus steuert systematisch die Anzahl der be-
no¨tigten Eingabewerte einer Simulation mit Hilfe einer Formel, die von
dem gewu¨nschten minimalen Wert Fmin von F (x), dem benutzerdefinier-
ten maximalen relativen Fehler dmax pro F (x)-Intervall und dem gemes-
senen Korrelationskoeffizienten %¯(x) abha¨ngt. Korrelierte Zufallssequenzen
sind typisch fu¨r Simulationen von Kommunikationssystemen. Aus diesem
Grund ist dieser Algorithmus besser fu¨r die statistische Analyse formal spe-
zifizierter Systeme geeignet als konventionelle Auswertungsmethoden wie
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z. B. Batch-Means, bei der eine aus n Versuchen gewonnene Gesamtse-
quenz in m Teilsequenzen (Batches) gleicher La¨nge b = n/m so aufgeteilt
wird, dass die Summenzufallswerte u. U. fa¨lschlicherweise als quasi-ideal und
quasi-normalverteilt angenommen werden ko¨nnen (Bratley et al., 1983;
Law und Kelton, 1991). Nichtsdestotrotz bietet SPEET beide Methoden,
Limited Relative Error (LRE) und Batch-Means an.
TASK 
Probe Name,
Probe Id,
Time Expression
Abbildung 6.7: Grafische Repra¨sentation des
neuen Messpunktsymbols
Damit das Leistungsver-
halten einer formalen Spe-
zifikation analysiert werden
kann, mu¨ssen die auszu-
wertenden Zufallssequenzen
von der Spezifikation selbst
erzeugt werden. Aus diesem
Grund sollte der Benutzer
in der Lage sein,Messpunkte
direkt in die Spezifikation einzubauen, wobei diese keine Auswirkung auf
die Semantik der Spezifikation haben sollten. Eine sehr benutzerfreundli-
che Mo¨glichkeit, Messpunkte in eine formale SDL-Spezifikation einzubauen,
besteht in einem neuen Messpunktsymbol, das an normale SDL-Symbole
wie ein Kommentarsymbol angeschlossen wird, d. h. die Verbindungslinie
ist gestrichelt, vgl. Abb. 6.7 (Steppler, 1998b). Ein oder mehrere Mes-
spunktsymbole ko¨nnen an jedes SDL-Symbol angeschlossen werden, an das
auch Kommentarsymbole angeschlossen werden ko¨nnen.
Der Benutzer kann vier verschiedene SDL-Ausdru¨cke innerhalb dieses
neuen Messpunktsymbols spezifizieren:
Probe(CharString, Real)
Probe(CharString, Integer)
Probe(CharString, Duration)
Probe(CharString, Natural, Time)
Das Laufzeitsystem von SPEET wertet diese Messpunkte aus. Die Pa-
rameter haben folgende Bedeutung: Normale Messpunkte haben zwei Pa-
rameter; Zeitmesspunkte haben drei Parameter.
Der erste Parameter beschreibt stets den Namen eines Messpunktes. Alle
mit Hilfe der Messpunkte zur statistischen Auswertung gesendeten Daten,
die alle mittels des CharString-Parameters gleich bezeichnet wurden, geho¨ren
zum selben Satz von statistischen Daten.
Bei normalen Messpunkten stellt der zweite Parameter den statistisch
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zu untersuchenden Eingabewert dar. Dieser Parameter kann vom Typ Real,
Duration oder Integer sein.
Zeitmesspunkte ko¨nnen zur Messung von Zeitspannen herangezogen wer-
den. Der zweite Parameter vom Typ Natural ist ein Identita¨tskennzeichen
der Messung. Wenn der Benutzer ein Messpunktsignal mit demselben Na-
men und demselben Identita¨tskennzeichen zum zweiten Mal zum Laufzeitsy-
stem sendet, wird die Differenz der beiden dritten Parameter vom Typ Time
statistisch ausgewertet. Der Name bestimmt wiederum den entsprechenden
Satz von statistischen Daten. Indem Identita¨tskennzeichen verwendet wer-
den, ist es mo¨glich, mehrere parallele Messungen gleichzeitig durchzufu¨h-
ren. Das vereinfachte OSI-Netzschichtprotokoll in Abb. 6.8, S. 152, stellt
beispielhaft die Verwendung des neuen Messpunktsymbols dar. Die textu-
elle Repra¨sentation (Phrase Representation, PR) der grafischen (Graphical
Representation, GR) in Abb. 6.8, S. 152, lautet folgendermaßen:
State wait;
Input T_DATAreq(t_pdu)
Probe(’T-PDU Delay’, t_pdu!id, Now);
Task n_pdu!sdu := t_pdu
Probe(’T-PDU Length’, t_pdu!length);
Output N_DATAreq(n_pdu);
Nextstate -;
Input N_DATAconf(n_pdu);
Task t_pdu := n_pdu!sdu;
Output T_DATAconf(t_pdu)
Probe(’T-PDU Delay’, t_pdu!id, Now);
Nextstate -;
Jedesmal wenn das Signal T DATAreq empfangen wird, wird das Messsi-
gnal Probe(’T-PDU Delay’, t pdu ! id, Now) zur statistischen Auswertung ge-
sendet und die Messung wird gestartet. Der Leser mo¨ge annehmen, dass die
Transportschicht-PDU t pdu und die Netzschicht-PDU n pdu Objekte eines
abstrakten Datentypen (Abstract Data Type, ADT) PDU seien und dass
jede PDU eindeutig durch die Variable id gekennzeichnet sei. Ferner sei
anzunehmen, dass die Variable length die La¨nge einer PDU in bit beschrei-
be. Die Variable sdu beinhaltet die Dienstdateneinheit (Service Data Unit ,
SDU) jeder PDU, d. h. die PDU der jeweiligen daru¨berliegenden Schicht.
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Wenn die Netzschicht-Partnerinstanz den Empfang von n pdu besta¨tigt
hat, empfa¨ngt die Netzschicht das Signal N DATAconf. Die Messung der
U¨bertragungsverzo¨gerung, die nach dem Empfang von T DATAreq gestar-
tet wurde, wird jetzt beendet, indem Probe(‘T-PDU Delay’, t pdu ! id, Now)
zum Laufzeitsystem gesendet wird. Der zweite Messpunkt Probe(‘T-PDU
Length’, t pdu ! length) wird verwendet, um die mittlere La¨nge aller PDUs
zu messen.
N_DATAconf
(n_pdu)
T_DATAreq 
(t_pdu)
n_pdu ! sdu :=
t_pdu
t_pdu :=
n_pdu ! sdu
N_DATAreq
(n_pdu)
T_DATAconf
 
(t_pdu)
−
’T−PDU Delay’,
t_pdu ! id,
Now
’T−PDU Delay’,
t_pdu ! id,
Now
’T−PDU Length’,
t_pdu ! length
wait
Abbildung 6.8: Beispielhafte Benutzung des neuen Messpunktsymbols
Das Ende einer Simulation bzw. Emulation ist dann erreicht, wenn die
Abbruchkriterien aller Messpunkte erfu¨llt sind, d. h. eine fu¨r eine statistisch
gesicherte Aussage hinreichend große Anzahl von Zufallswerten wurde aus-
gewertet. Im Gegensatz zu Batch-Means ha¨ngt das Abbruchkriterium beim
LRE-Algorithmus von der gemessenen Korrelation ab. Nichtsdestotrotz
kann zusa¨tzlich eine maximale Zeitschranke als Abbruchkriterium angege-
ben werden, obwohl statistisch gesicherte Aussagen in diesem Fall nicht
garantiert werden ko¨nnen.
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6.7 Zusammenfassung
Der objektorientierte Softwareentwurf unter Verwendung von formalen Me-
thoden ist durch SPEET um die Leistungsbewertung von formal in SDL spe-
zifizierten Kommunikationssystemen erweitert worden. Insbesondere kann
die Erfu¨llung von Echtzeit-Anforderungen vor der Implementierung fu¨r ein
Zielprozessorsystem in SPEET u¨berpru¨ft werden. Zu diesem Zweck stellt
SPEET folgende Funktionen zur Verfu¨gung:
 die stochastische Verkehrssimulation mehrerer SDL-Systeme,
 die Emulation mehrerer SDL-Systeme implementiert fu¨r Echtzeit-Pro-
zessorsysteme,
 verschiedene Verkehrslastgeneratoren fu¨r Sprach-, Paketdaten-, Au-
dio- und Videoanwendungen,
 Modelle zur Codierung, Modulation und physikalischen U¨bertragung
von Signalen zwischen SDL-Systemen und
 die statistische Auswertung von wa¨hrend einer Simulation bzw. Emu-
lation generierten Messdaten.

KAPITEL 7
Die Simulationsklassenbibliothek SPEETCL
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Schlu¨sselwo¨rter
Baumstruktur, Laufzeittypu¨berpru¨fung, RTTI, Typumwandlung, Ex-
ception Handling, Speicherverwaltung, Referenzza¨hler, Lastgenera-
toren, U¨bertragungsmodelle, Zufallszahlengeneratoren, statistische
Auswertung, LRE, Verteilungsfunktionen, Purify, ClearCase, Sniff+
D ie in C++ geschriebene Klassenbibliothek SDL Performance Evalu-ation Environment and Tools Class Library (SPEETCL) basiert auf
der Communication Networks Class Library (CNCL) (Junius et al., 1998)
und stellt die programmtechnische Grundlage des SPEET-Werkzeuges, vgl.
Kap. 6, S. 137, und des die SPEET-Methodik verwendenden TETRA-Si-
mulators dar, vgl. Kap. 10, S. 193. Eine vollsta¨ndige Beschreibung der
Klassenhierarchie befindet sich im Anh. C, S. 245.
7.1 Programmtechnische Konzepte
Die SPEETCL ist durch folgende Konzepte charakterisiert:
 Die Klassenhierarchie der SPEETCL ist baumartig gestaltet, d. h. alle
Klassen sind von einer obersten Basisklasse abgeleitet, vgl. Abs. 7.2,
S. 157.
 Alle Objekte der SPEETCL verfu¨gen u¨ber eine interne Laufzeittyp-
information (Run-Time Type Information, RTTI), so dass auch eine
sichere Typumwandlung (Safe Type Cast) zur Laufzeit mo¨glich ist.
 Diese interne RTTI kann ferner dazu verwendet werden, indirekt u¨ber
den Objekttyp Objekte zu erzeugen.
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 Entsprechend Abs. 7.4, S. 158, ist der fu¨r die SPEETCL gewa¨hlte Me-
chanismus, Fehler abzufangen, die Ausnahmefehlerbehandlung (Ex-
ception Handling).
 Ein typischer Programmierfehler liegt vor, wenn Arbeitsspeicher be-
legt wird, ohne ihn nach der Benutzung wieder freizugeben oder ihn
mehrfach freizugeben. Die Laufzeiteffizienz kann hierunter bei la¨nger
andauernden Programmla¨ufen erheblich leiden. Um dieses Problem zu
beheben, sieht die SPEETCL eine halbautomatische Speicherverwal-
tung u¨ber Referenzza¨hler vor. Jedes Objekt hat einen Referenzza¨hler.
Wenn dieses Objekt von einem anderen benutzt wird, wird der Za¨hler
erho¨ht. Nach der Benutzung wird der Za¨hler wieder erniedrigt. Ein
Objekt lo¨scht sich selbst, wenn es von keinem anderen mehr benutzt
wird, d. h. der Referenzza¨hler wird zu Null gesetzt.
 Die SPEETCL stellt neben allgemeinen Beha¨lterklassen, die jedes
SPEETCL-Objekt beinhalten ko¨nnen, wie z. B. Hashtabellen, doppelt
verkettete Listen, Schlangen, Stapel, etc., auch Klassen fu¨r elementare
Datenstrukturen und -typen zur Verfu¨gung, wie z. B. Felder, Zeichen-
ketten, etc.
 Neben diesen allgemeinen Klassen sieht die SPEETCL Klassen fu¨r
die ereignisorientierte, stochastische Simulation vor. Hierzu geho¨ren
Klassen fu¨r die Verwaltung der Ereignisse, die ereignisorientierte Si-
mulationssteuerung, vgl. Abs. 7.3, S. 158, aber auch Zufallszahlenge-
neratoren. Es stehen lineare Kongruenz- und Fibonacci-Generatoren
(Richter, 1992) zur Verfu¨gung. Diese liefern eine bina¨re Gleichver-
teilung. In weiteren Klassen sind Transformationsvorschriften imple-
mentiert, um aus diesen Gleichverteilungen beliebige kontinuierliche
und diskrete Verteilungen zu generieren.
Nach dem in Abs. 6.6, S. 149, beschriebenen LRE- oder dem Batch-
Means-Verfahren ko¨nnen wa¨hrend einer Simulation erfasste Messwerte
statistisch ausgewertet werden. Eine einfache Momentenauswertung
steht auch zur Verfu¨gung.
Ferner sind die in Abs. 6.3, S. 143, vorgestellten Verkehrslastgenera-
toren und die in Abs. 6.4, S. 146, aufgefu¨hrten U¨bertragungsmodelle
in der SPEETCL implementiert.
 Die SPEETCL ist eine persistente Klassenbibliothek, vgl. Abs. 7.5,
S. 159, d. h. der gesamte Zustandsraum einer auf der SPEETCL basie-
renden Anwendung kann dauerhaft in einer Datei gespeichert werden.
 Schließlich verfu¨gt die SPEETCL u¨ber ein SDL-Laufzeitsystem, auf
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das der Codegenerator SDL2SPEETCL SDL-Spezifikationen abbildet
und das in Kap. 8, S. 163, na¨her erla¨utert wird.
7.2 Klassenhierarchie
In Abb. 7.1 sind die wichtigsten Basisklassen der SPEETCL in der Notation
von Booch (1994) dargestellt.
Object 
Type
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Param
String
Speetcl
Error
A
überprüfung
Laufzeittyp−
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Ausnahmefehler−
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Abbildung 7.1: Die Basisklassen der SPEETCL
Dabei ist die baumartige Struktur mit der Wurzel Speetcl klar erkenn-
bar. Diese Klasse entha¨lt nur statische Methoden und Variablen, die der
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Verwaltung der Klassenbibliothek dienen.
Von der Klasse Speetcl ist die eigentliche Basisklasse Object abgeleitet.
Diese Klasse beinhaltet die dynamischen Aspekte einer SPEETCL-Klasse,
z. B. die Laufzeittypu¨berpru¨fung, die sichere Typumwandlung, die Ausga-
be eines Objekts oder das Referenzza¨hlersystem. Alle SPEETCL-Klassen
mu¨ssen diese Methoden implementieren und sind direkt oder indirekt von
der Klasse Object abgeleitet.
Da die Programmiersprache C++ lange Zeit keine RTTI ermo¨glichte
(Stroustrup, 1997) und verfu¨gbare Compiler den neuen C++-Standard
noch nicht vollsta¨ndig unterstu¨tzen, stellt die SPEETCL ein eigenes Ver-
fahren zur Laufzeittypu¨berpru¨fung bereit. Hierzu dient die Klasse Type.
Ein Objekt dieser Klasse wird fu¨r jede SPEETCL-Klasse angelegt. Ne-
ben Laufzeittypu¨berpru¨fung ist es zusa¨tzlich mo¨glich, indirekt u¨ber die pro
SPEETCL-Klasse eindeutigen Type-Objekte neue Objekte der jeweiligen
Klasse zu erzeugen. Damit verknu¨pft ist die Klasse Param, die der optio-
nalen U¨bergabe von Parametern bei der indirekten Objekterzeugung dient.
Jede normale SPEETCL-Klasse, wie z. B. die Klasse String fu¨r den Um-
gang mit Zeichenketten, verfu¨gt somit u¨ber eine einheitliche Schnittstelle
zur Initialisierung.
7.3 Ereignisorientierte Simulation
Die ereignisorientierte Simulation der SPEETCL, vgl. Abb. 7.2, S. 160, funk-
tioniert folgendermaßen: Ereignisbehandlungsroutinen kommunizieren mit-
einander u¨ber Ereignisse. Diese EventHandler stellen die programmtech-
nische Lo¨sung erweiterter endlicher Zustandsautomaten (Extended Finite
State Machine, EFSM) dar. Wenn ein Ereignis versendet werden soll, dann
tra¨gt die zentrale Ereignissteuerung (EventScheduler) dieses Ereignis in die
globale Ereignisliste fu¨r den jeweiligen Ereigniszeitpunkt ein. Da zwischen
den eingetragenen Ereignissen nicht notwendigerweise a¨quidistante Zeitab-
sta¨nde liegen mu¨ssen, verla¨uft die Simulationszeit i. d. R. nicht linear.
7.4 Ausnahmefehlerbehandlung
Die eleganteste Methode, in C++ auf Fehler wa¨hrend des Programmablaufs
zu reagieren, ist die Ausnahmefehlerbehandlung (Exception Handling), die
Teil des neuen C++-Standards (Stroustrup, 1997) und in der SPEETCL
implementiert ist, vgl. Abb. 7.3, S. 160.
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Die am Weitesten verbreitete Fehlerbehandlungsmethode ist, auf Fehler
gar nicht zu reagieren. Besser, aber auch sehr mu¨hsam, ist es, nach jeder
Aktion die Korrektheit derselben zu u¨berpru¨fen und dann ggf. eine globale
Fehlerbehandlungsroutine aufzurufen. Dies war z. B. in der Vorga¨ngerbi-
bliothek CNCL (Junius et al., 1998) realisiert.
Wenn ein Fehler wa¨hrend des Programmablaufs auftritt, wird bei der
Ausnahmefehlerbehandlung der SPEETCL ein Objekt einer den Typ des
Fehlers charakterisierenden Klasse abgeleitet von der abstrakten Basisklasse
Error an eine benutzerdefinierte Fehlerbehandlungsroutine weitergeleitet.
Der Benutzer kann dann selber entscheiden, wie auf den Fehler zu reagieren
ist.
7.5 Persistenz
Die SPEETCL ist eine persistente Klassenbibliothek, d. h. der gesamte Zu-
stand einer SPEETCL-Anwendung kann in benutzerdefinierten Zeitabsta¨n-
den kontinuierlich wa¨hrend des Programmablaufs in einer Datei abgespei-
chert werden. Genau von diesem abgespeicherten Zustand aus kann die
Abarbeitung des Programms zu einem spa¨teren Zeitpunkt wieder aufge-
nommen werden. Zeitersparnis ist der große Vorteil der Persistenz:
 Bei lange andauernden Simulationen, z. B. mehrere Tage, muss, falls
aufgrund von externen Einflu¨ssen, z. B. Stromausfall, oder aus ad-
ministrativen Gru¨nden der Rechner, auf dem die Simulation abla¨uft,
neugestartet werden muss, nicht die ganze Simulation von vorne wie-
derholt werden, sondern kann an dem zuletzt abgespeicherten Zustand
fortgesetzt werden.
 Auch wenn in einer SPEETCL-Anwendung nach la¨ngeren Zeitra¨umen
Fehler auftreten, ko¨nnen diese Fehler schneller reproduziert werden,
wenn beim zuletzt abgespeicherten Zustand die Fehlersuche beginnen
kann.
 Ferner ist Persistenz fu¨r die statistische Auswertung seltener Ereignis-
se von Bedeutung. Wenn ein seltenes Ereignis auftritt, wird bei den
sog. Repetitive Simulation Trials After Reaching Threshold (REST-
ART)-Verfahren mehrfach im zuletzt abgespeicherten Zustand in der
Hoffnung wieder aufgesetzt, Stichproben seltener Ereignisse in ku¨rze-
rer Zeit zu generieren und somit die Gesamtsimulationsla¨nge zu redu-
zieren. Die SPEETCL ist auf die Anwendung des RESTART/LRE -
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Abbildung 7.2: Die Klassen der ereignisorientierten Simulation
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Abbildung 7.3: Die Klassen fu¨r die Ausnahmefehlerbehandlung
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Verfahrens nach Go¨rg (1997) vorbereitet.
Persistenz ist in der SPEETCL folgendermaßen implementiert: Von je-
der normalen SPEETCL-Klasse existiert eine persistente Version, die aus-
schließlich die persistente Funktionalita¨t der normalen Klasse hinzufu¨gt, vgl.
Abb. 7.4.
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PObjectIdKlasse
PKlasse
PIO
Pstream
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Abbildung 7.4: Einbindung persistenter Klassen in die Klassenhierarchie der
SPEETCL
Jede persistente Klasse besitzt u¨ber die Klasse PObjectId eine eindeu-
tige Identifikationsnummer. Beim Abspeichern des eigenen Zustands mit
Hilfe der Klasse Pstream wird von der Klasse PIO das Format der abzu-
speichernden Datei bestimmt. Die Klasse ReaderTable verwaltet die Liste
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aller abgespeicherten bzw. eingelesenen Objekte. Durch die Identifikations-
nummern wird sichergestellt, dass kein Objekt mehrmals abgespeichert bzw.
eingelesen wird.
7.6 Softwarequalita¨tssicherung
Von elementarer Bedeutung fu¨r die Wartbarkeit und somit die Lebensdauer
der Klassenbibliothek sind einheitliche Programmierrichtlinien (Steppler
et al., 1997) fu¨r den gesamten Softwareentwicklungsprozess. Durch Hilfs-
mittel zur Generierung neuer Klassen und deren Dokumentation wird die
Einhaltung dieser Richtlinien unterstu¨tzt.
Fu¨r jede SPEETCL-Klasse existiert ein Testprogramm, das die Funktio-
nalita¨t der jeweiligen Klasse und die Interaktion mit anderen Klassen u¨ber-
pru¨ft. Wenn eine Klasse gea¨ndert wird, kann man auf diese Weise leicht
Seiteneffekte, d. h. Auswirkungen auf die Konsistenz der Klassenbibliothek,
erkennen.
Das Werkzeug Purify (Rational, 1998b) wurde zur automatisierten
Softwarequalita¨tssicherung eingesetzt, mit dessen Hilfe Laufzeitfehler wie
Speicherlecks, Bereichsu¨berschreitungen bei Feldern, das Lesen und Be-
schreiben von nicht initialisiertem Speicher, etc. aufgedeckt werden ko¨nnen.
Als Versionsverwaltungswerkzeug wird ClearCase (Rational, 1998a)
verwendet. ClearCase stellt ein umfassendes Konfigurationverwaltungssy-
stem dar. Verschiedene Varianten eines sich in der Entwicklung befindenden
Softwaresystems ko¨nnen mit diesem Werkzeug verwaltet werden. Abha¨ngig
von benutzerdefinierten Versionsspezifikationen ko¨nnen ganze Systeme oder
einzelne Programme compiliert werden. Es besteht die Mo¨glichkeit, die
Einhaltung von Entwicklungsrichtlinien automatisch zu erzwingen, indem
neue Versionen nur dann erstellt werden ko¨nnen, wenn diesen Richtlinien
entsprochen wird.
Das Werkzeug Sniff+ (Wind, 1998) wurde als Softwareentwicklungsum-
gebung eingesetzt. Mit diesem Werkzeug ko¨nnen hauptsa¨chlich aus Quell-
texten bestehende Projekte definiert werden. Diese Projekte werden dann
verwendet, um auf einfache Weise Softwaresysteme zu erstellen und Abha¨n-
gigkeiten zwischen den Quelltexten, z. B. eine Vererbungsbeziehung zwi-
schen zwei Klassen, zu visualisieren. Ferner bietet Sniff+ eine grafische
Oberfla¨che fu¨r die Dokumentation und die beispielsweise auf ClearCase be-
ruhende Versions- und Konfigurationsverwaltung.
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M it dem im Rahmen dieser Arbeit erstellten (Steppler et al., 1998) undim Folgenden vorgestellten Codegenerator ko¨nnen syntaktisch und se-
mantisch korrekte SDL-Spezifikationen im PR-Format nach C++ konver-
tiert werden, vgl. Abs. 8.2, S. 164. Hierbei werden SDL-Sprachelemente auf
Konzepte der in Kap. 7, S. 155, vorgestellten Klassenbibliothek SPEETCL
abgebildet, vgl. Abs. 8.3, S. 167.
8.1 Entwurfsziele fu¨r einen SDL→C++-Codegenerator
Bevor der Codegenerator erstellt wurde, wurden aufgrund der Erfahrung mit
existierenden SDL→C-Codegeneratoren (Ek, 1998) folgende Anforderungen
an einen zu entwerfenden SDL→C++-Codegenerator und an das Laufzeit-
system, auf das der generierte Code abgebildet werden soll, gestellt:
 Der SDL-Sprachumfang ist mo¨glichst vollsta¨ndig abzudecken.
Selten benutzte Sprachelemente wurden bei der Implementierung je-
doch ausgelassen. Der abgedeckte Sprachumfang ist in Abs. 8.2, S. 164,
erla¨utert.
 Der durch bestimmte SDL-Sprachkonstrukte (None und Any) in ei-
ne Spezifikation eingefu¨hrte Nicht-Determinismus ist zu unterstu¨tzen.
Ferner sollen u¨ber Kana¨le u¨bertragene Signale eine zufa¨llige Verzo¨ge-
rung erfahren ko¨nnen.
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Hierzu werden quasi-ideale Zufallsgeneratoren beno¨tigt, vgl. Anh. C,
S. 245. Diese werden zusammen mit der gesamten Funktionalita¨t der
SPEETCL u¨ber ADTs in SDL zur Verfu¨gung gestellt.
 Der Codegenerator sollte unno¨tige Compilationsdurchga¨nge verhin-
dern.
Dieses Problem tritt dann auf, wenn der Codegenerator jedesmal alle
zu erzeugenden Quelltexte unabha¨ngig davon, ob sich der jeweilige
Quelltext seit dem letzten Generierungsvorgang auch gea¨ndert hat,
neu generiert. Deswegen erzeugt der Codegenerator dann und nur
dann eine neue Quelltextdatei, wenn diese noch nicht existiert oder
sich die neue von der alten in mindestens einem Byte unterscheidet.
 Der generierte Quelltext sollte zur einfachen Fehlersuche lesbar sein.
Da formal spezifizierte Protokollstapel i. d. R. zusammen mit nicht for-
malen Codeteilen in einer Simulation ablaufen sollen, ist eine Fehlersu-
che nicht nur auf SDL-Symbolebene sondern auch vielfach auf Imple-
mentierungsebene durchzufu¨hren. Deswegen erzeugt der Codegene-
rator den den Programmierrichtlinien der SPEETCL entsprechenden
Quelltext (Steppler et al., 1997), vgl. Abs. 7.6, S. 162.
 Die Simulation einer nach C++ u¨bersetzten SDL-Spezifikation soll sta-
bil laufen und speicher- und laufzeiteffizient durchgefu¨hrt werden ko¨n-
nen.
Aus diesem Grund unterstu¨tzen der von dem Codegenerator erzeug-
te Quelltext und das SDL-Laufzeitsystem die halbautomatische Spei-
cherverwaltung der SPEETCL, vgl. Abs. 7.1, S. 155. Ferner ist der
generierte Quelltext automatisch persistent, vgl. Abs. 7.5, S. 159, so
dass Simulationen problemlos im zuletzt abgespeicherten Zustand wie-
der aufgenommen werden ko¨nnen.
 Schließlich sollen nicht nur der Codegenerator sondern auch der er-
zeugte Quelltext plattformu¨bergreifend verwendbar sein.
Dies ist implizit gegeben, indem die Programmierrichtlinien der Klas-
senbibliothek SPEETCL vom Codegenerator eingehalten werden.
8.2 Leistungsumfang des Codegenerators
Der Codegenerator arbeitet in drei Phasen: In der ersten werden eventuell
vorhandende Makros expandiert, in der zweiten wird die im PR-Format
vorliegende SDL-Spezifikation in ein generisches internes Format u¨bersetzt
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und anschließend in der dritten Phase wird der auf dem SDL-Laufzeitsystem
der SPEETCL basierende Quelltext ausgegeben. Insgesamt werden folgende
SDL-Konzepte unterstu¨tzt:
 Makros werden zu Beginn der U¨bersetzung expandiert.
 Die objektorientierten Sprachelemente von SDL-92 werden unterstu¨tzt
(Ellsberger et al., 1997; ITU, 1993c; Olsen et al., 1994), indem
Pakete (Package), Systemtypen (System Type), Blocktypen (Block
Type), Prozesstypen (Process Type) und redefinierbare Prozeduren
(Redefined Procedure, Finalized Procedure) auf die in Anh. C, S. 245,
aufgefu¨hrten C++-Klassen des SDL-Laufzeitsystems der SPEETCL
abgebildet werden. Diese Typen ko¨nnen spezialisiert werden, d. h.
virtuelle Typen ko¨nnen redefiniert werden. Ferner sind virtuelle Tran-
sitionen innerhalb von Prozesstypen und Prozeduren erlaubt.
 Block- und Kanalunterstrukturen (Block Substructure, Channel Sub-
structure) werden in mehrere Blo¨cke zerlegt.
 Prozeduren du¨rfen Zusta¨nde beinhalten. Entfernte, d. h. in anderen
Prozessen definierte, Prozeduren ko¨nnen aufgerufen werden (Remote
Procedure Call).
 Ebenfalls ko¨nnen in anderen Prozessen definierte Variablen ausgelesen
werden (Export, Import, View).
 Neben den meisten vordefinierten Datentypen (Boolean, Character,
Charstring, Integer, Natural, Real, PId, Duration und Time) ko¨n-
nen folgende ADTs verarbeitet werden: Literal-Datentypen, d. h. aus-
schließlich aus Literalen bestehende ADTs, Strukturen (Struct) und
auf dem Feldgenerator basierende ADTs (Array).
 Es ist ferner mo¨glich, C++-Klassen in eine SDL-Spezifikation mit ein-
zubinden, indem fu¨r die jeweilige Klasse eine ADT-Schnittstelle in
Form einer PR-Datei definiert wird. Die Operatoren dieses ADTs
entsprechen dann den Methoden der C++-Klasse. Auf diese Weise
steht die gesamte Funktionalita¨t der SPEETCL, vgl. Kap. 7, S. 155,
insbesondere die Beha¨lterklassen und die Zufallszahlengeneratoren zu-
sammen mit den Verteilungen, in SDL zur Verfu¨gung.
 Schließlich ist es mo¨glich, den dynamischen Pfad einer ablaufenden
SDL-Implementierung in Form eines MSCs (ITU, 1993b) zu proto-
kollieren.
Folgende Sprachkonstrukte werden bisher nicht unterstu¨tzt:
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 Bisher ko¨nnen Typen nicht mit Hilfe von formalen Kontextparametern
parametrisiert werden.
 ADTs ko¨nnen nicht spezialisiert werden, d. h. eine Vererbungshierar-
chie kann nicht erstellt werden.
SDL bietet ferner die algebraische Definition von ADTs u¨ber Axio-
me an. Weil diese Definitionen auch logische Abha¨ngigkeiten inner-
halb eines ADTs beschreiben, ist es nicht ohne Weiteres mo¨glich, sol-
che Definitionen auf einfache Datenstrukturen in einer prozeduralen
Programmiersprache wie C, C++ oder Java abzubilden. Aus diesem
Grund ignoriert der Codegenerator solche Definitionen. Die mo¨glichen
Zahlenbereiche der C++-Implementierungen der vordefinierten Daten-
typen Integer, Natural, Duration und Time werden ferner durch den
jeweiligen Compiler und den jeweiligen Prozessor beschra¨nkt.
ADTs du¨rfen nicht auf Mengen (Powerset) oder anderen vor- oder
benutzerdefinierten Generatoren beruhen (Ausnahme: Array).
Schließlich ist es nicht mo¨glich, komplexe Daten in einer ASN.1-Nota-
tion zu definieren.
 Dienste (Service) und Diensttypen (Service Type) du¨rfen nicht be-
nutzt werden und sind durch Prozesse zu ersetzen.
 Signale du¨rfen nicht durch Untermengen von Signalen verfeinert wer-
den (Signal refinement). Somit ko¨nnen Signalhierarchien nicht erstellt
werden.
 Spontane Transitionen (Spontaneous Transition), d. h. die Ausfu¨hrung
einer Transition ohne dass ein Aktivierungsimpuls, also Eingangssi-
gnal, vorliegt, und Aktivierungsbedingungen, d. h. ein boolscher Aus-
druck, in Kombination mit einem Eingangssignal (Enabling Conditi-
on) oder ohne Eingangssignal (Continuous Signal), werden nicht un-
terstu¨tzt. Ebenfalls ist der vorrangige Empfang eines bestimmten Si-
gnales in einem Zustand nicht erlaubt (Priority Input).
 Schließlich ist es nicht mo¨glich, durch vordefinierte Parameter bedingt
Untermengen einer Spezifikation (Select) oder optionale Transitions-
stra¨nge (Alternative) zum Zeitpunkt der Codegenerierung auszuwa¨h-
len.
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8.3 Das SDL-Laufzeitsystem der SPEETCL
In Abb. 8.1 ist die ereignisorientierte Ablaufsteuerung des SDL-Laufzeitsys-
tems abgebildet. Sie stellt eine Spezialisierung der allgemeinen Ablaufsteue-
rung der SPEETCL dar, vgl. Abs. 7.3, S. 158.
Der Codegenerator bildet ein SDL-System auf die entsprechende C++-
Klasse des SDL-Laufzeitsystems der SPEETCL ab. Diese Klasse entspricht
einer Ereignisbehandlungsroutine (EventHandler) im Sinne der ereignisori-
entierten Simulation der SPEETCL. SDL-Signale sind spezialisierte Ereig-
nisse. Die SDL-Prozesse eines SDL-Systems tauschen diese Signale in ei-
nem zweistufigen Verfahren miteinander aus, indem diese u¨ber das zugeho¨-
rige SDL-System in die globale Ereignisliste der zentralen Ereignissteuerung
(EventScheduler) eingetragen werden. Wenn ein Signal zum gegebenen Zeit-
punkt eintritt, dann versendet die Ereignissteuerung dieses an das zusta¨n-
dige System. Anschließend wird das Signal vom System zum adressierten
Prozess weitergeleitet.
SDLEnvironment EventHandler
EventScheduler
SDLSystem
SDLProcess SDLProcessSDLProcess SDLPrsEnv
Abbildung 8.1: Das SDL-Laufzeitsystem der SPEETCL
Es ko¨nnen mehrere Instanzen eines SDL-Systems oder verschiedener
SDL-Systeme in einer Simulation parallel zueinander ablaufen. Neben die-
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sen Systemen gibt es eine weitere die Umgebung dieser Systeme nachbilden-
de Ereignisbehandlungsroutine (SDLEnvironment). Der zu diesem Umge-
bungssystem geho¨rende Prozess (SDLPrsEnv) ist von SDLProcess abgelei-
tet, wird vom Codegenerator als Muster mitgeliefert und ist vom Benutzer
manuell anzupassen. Prozesse verschiedener Instanzen von SDL-Systemen
ko¨nnen – soweit sie in der Spezifikation u¨ber einen Kanal an die Umgebung
angeschlossen sind – nur u¨ber den vom Benutzer zu erweiternden Prozess
der Umgebung miteinander kommunizieren. Normale Ereignisbehandlungs-
routinen ko¨nnen ebenfalls nur u¨ber die Umgebung mit einzelnen Prozessen
der instantiierten SDL-Systeme kommunizieren.
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man, BER, MER
U m untersuchen zu ko¨nnen, wie sich TETRA-Systeme bei gesto¨rterU¨bertragung in einem mehrzellularen Netz verhalten, wird in diesem
Kapitel beschrieben, auf welche Weise Fehlermusterdateien zur Protokolle-
mulation hergestellt wurden. Mit Hilfe dieser Fehlermusterdateien werden
in Kap. 10, S. 193, U¨bertragungsfehler auf Paketebene nachgebildet und das
Verhalten der Kollisionsauflo¨sungsalgorithmen und der Reservierungszutei-
lungsstrategien, vgl. Kap. 4, S. 95, bei gesto¨rter U¨bertragung untersucht.
Nachdem kurz in Abs. 9.1, S. 170, auf die Einflu¨sse eingegangen wur-
de, die sto¨rend auf eine Mobilfunku¨bertragung wirken, wird in Abs. 9.2,
S. 178, ein diese Einflu¨sse beru¨cksichtigendes Modell des Mobilfunkkanals
vorgestellt. Basierend auf diesem Kanalmodell wird ein Modell fu¨r einen
TETRA-Empfa¨nger entwickelt, mit dessen Hilfe es mo¨glich ist, auf analyti-
schem Wege Bitfehlerverha¨ltnisse (Bit Error Ratio, BER) zu berechnen, die
durch einen Vergleich mit den Ergebnissen von Sorbara (1995) validiert
werden ko¨nnen. Anschließend werden in Abs. 9.4, S. 185, Fehlermuster-
dateien beschrieben, die das Paketfehlerverha¨ltnis (Message Error Ratio,
MER) oberhalb der Kanalcodierung nachbilden. Einige typische Eigen-
schaften dieser MERs sind in Abs. 9.5, S. 188, dargestellt. Vollsta¨ndige
MER- und BER-Tabellen sind in Anh. D, S. 261, aufgefu¨hrt.
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9.1 Sto¨reinflu¨sse auf den Mobilfunkkanal
9.1.1 Rauschen, Pfadverlust, Abschattung, Bewegung und Mehrwege-
ausbreitung
Der Mobilfunkkanal ist ein nichtlinearer Kanal mit zeitabha¨ngigen U¨ber-
tragungseigenschaften. In Tab. 9.1 sind die Effekte aufgefu¨hrt, die zu be-
ru¨cksichtigen sind, um einen Mobilfunkkanal zu modellieren (David und
Benkner, 1996).
Tabelle 9.1: Beschreibung der Eigenschaften von Mobilfunkkana¨len
Ursache Effekt Abha¨ngig von
Verschieden Rauschen
Pfadverlust Signalda¨mpfung Frequenz, Weg,
Ausbreitungsumgebung
Abschattung Langsamer Schwund Morphologie, Topographie
Bewegung Dopplerverschiebung Geschwindigkeit
(Frequenzdispersion)
Mehrwegeausbreitung Schneller Schwund, Morphologie, Topographie
Zeitdispersion
Ausgehend von statistischen Untersuchungen des Signalverlaufs werden
diese Effekte durch verschiedene Kenngro¨ßen beschrieben. Der Signalpe-
gel eines Empfangssignals schwankt langsam um einen mittleren Pegel, der
dem durch Pfadverlust verminderten Sendepegel entspricht. Zusa¨tzlich sind
diesen langsamen Schwankungen schnelle Schwankungen u¨berlagert.
Mit Rauschen bezeichnet man die Gesamtheit der verschiedensten, nicht
na¨her beschreibbaren Sto¨reinflu¨sse. Die meisten Sto¨rungen im fu¨r TETRA
relevanten Frequenzbereich von 350 MHz bis 1 GHz beruhen im Wesentli-
chen auf Industrierauschen (Man Made Noise) (David und Benkner, 1996;
Jakes, 1974). Dabei handelt es sich meistens um impulsfo¨rmige Sto¨rungen,
verursacht durch elektrische Motoren oder Schaltvorga¨nge. Einen kleine-
ren Anteil am gesamten Rauschen haben kosmische und atmospha¨rische
Rauschquellen. Falls die Anzahl der voneinander unabha¨ngigen Rausch-
quellen hinreichend groß ist, kann die Amplitude des Rauschsignals n(t), das
9.1. Sto¨reinflu¨sse auf den Mobilfunkkanal 171
die Summe aller Sto¨rsignale darstellt, als gaußverteilt angenommen werden.
Das Verha¨ltnis von Signal- zu Rauschleistung wird als Signalsto¨rabstand
S/N (Signal to Noise Ratio) bezeichnet.
Der Pfadverlust (Pathloss) Lp ist als das Verha¨ltnis von Empfangslei-
stung Pr zur Sendeleistung Ps definiert:
Lp = 10 log
Pr
Ps
(dB). (9.1)
Basierend auf von Okumura in und um Tokyo durchgefu¨hrten Feldsta¨rke-
messungen leitete Hata (1980) empirisch folgende Vorhersageformeln ab:
Lp =
 A+B log d fu¨r stark bebaute Gebiete,A+B log d−Kr fu¨r schwach bebaute Gebiete,
A+B log d−Qr fu¨r offenes Gela¨nde,
(9.2)
wobei fu¨r die Funktionen A, B, Kr und Qr gelte:
A = 69,55 + 26,16 log fc − 13,82 log hb −
(1,1 log fc − 0,7)hm − (1,56 log fc − 0,8),
B = 44,9− 6,55 log hb, (9.3)
Kr = 2
(
(log(fc/28)
)2 + 5,4 und
Qr = 4,78 (log fc)
2 − 18,33 log fc + 40,94.
Hierbei muss die Entfernung d zwischen MS und BS im Bereich 1 km–20 km,
die Tra¨gerfrequenz fc im Bereich 100 MHz–1 500 MHz, die Antennenho¨he
der BS hb im Bereich 30 m–200 m und die der MS (hm) im Bereich 1 m–
20 m liegen (Ca´tedra und Pe´rez-Arriaga, 1999).
Die Wellenausbreitung im Mobilfunkkanal a¨ndert sich mit der Zeit, da
bei Bewegung der MS oder der Hindernisse in Folge von Abschattungen ent-
sprechend der Bebauungsstruktur durch Berge, Ba¨ume, Ha¨user, etc. neue
Empfangssituationen entstehen. Die Grundamplitude eines u¨ber einen Mo-
bilfunkkanal u¨bertragenen Signals schwankt mit einer niedrigen Frequenz
um den mittleren Pfadverlust Lp. Diese im Vergleich zur Symboldauer rela-
tiv langsame Vera¨nderung wird als langsamer Schwund (Long-Term Fading)
bezeichnet und gehorcht einer Log-Normal-Verteilung (Lee, 1997). Er liegt
typischerweise im Bereich 4 dB–8 dB (David und Benkner, 1996).
Zwischen Sender und Empfa¨nger existieren aufgrund von Streuung, Re-
flexion und Beugung an Hindernissen in der ra¨umlichen Umgebung beliebig
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viele Ausbreitungswege fu¨r die elektromagnetischen Wellen. Selbst wenn
kein Abschattungsschwund vorhanden ist, schwankt die Empfangsfeldsta¨r-
ke eines Mobilfunksignals stark in Abha¨ngigkeit vom Empfangsort, der Zeit
und der Frequenz. Dieser Effekt wird schneller Schwund (Short-Term Fa-
ding) bzw. Mehrwegeschwund (Multi-Path Fading) genannt. Am Ort des
Empfa¨ngers u¨berlagern sich sehr viele verschieden starke und durch die
Laufzeit unterschiedlich verzo¨gerte Komponenten desselben Signals (Rap-
paport, 1995).
Ein u¨ber einen Kanal mit Mehrwegeausbreitung u¨bertragener Impuls er-
scheint am Empfangsort als U¨berlagerung von einzelnen Feldkomponenten
mit unterschiedlichen Laufzeiten und wird somit zeitlich gedehnt; es tritt
Zeitdispersion auf. Ein Maß fu¨r die bei einer bestimmten Kanalimpulsant-
wort h(t) entstehende Impulsaufweitung ist die Laufzeitspreizung (Delay
Spread), die als das zweite Moment des Verzo¨gerungsleistungsprofil (Power
Delay Profile) P (t) = |h(t)|2 definiert ist:
Sd =
√√√√√ 1
P0
∞∫
0
τ2 P (τ) dτ −
 1
P0
∞∫
0
τ P (τ) dτ
2 (s), (9.4)
wobei P0 =
∫∞
0
P (τ) dτ der gesamten empfangenen Energie fu¨r einen Impuls
entspricht.
Bewegt sich ein Empfa¨nger mit der Geschwindigkeit v relativ zum Sen-
der, wobei α der Winkel zwischen der Bewegungsrichtung und der Aus-
breitungsrichtung der Funkwellen ist, so kommt es aufgrund des Doppleref-
fektes zu einer Frequenzverschiebung (Frequenzdispersion) des Signals um
die Dopplerfrequenz:
fd = v/λ cosα. (9.5)
Empfa¨ngt die MS aufgrund von Mehrwegeausbreitung eine große Zahl von
Signalkomponenten aus verschiedenen Richtungen, so wird das Leistungs-
dichtespektrum des gesendeten Signals mit dem sogenannten Dopplerspek-
trum S(f,fd) gespreizt (Jakes, 1974).
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9.1.2 Gleichkanalsto¨rungen
Um eine Versorgung sowohl fla¨chendeckend als auch fu¨r große Teilnehmer-
zahlen zu gewa¨hrleisten, wird das Sendegebiet in Zellen aufgeteilt, die jeweils
durch eine BS bedient werden. Es darf dabei in jeder Zelle nur ein Teil der
insgesamt verfu¨gbaren Frequenzkana¨le benutzt werden. Durch geeignete
Aufteilung der Frequenzen auf die benachbarten Zellen ko¨nnen Nachbarka-
nalsto¨rungen (Adjacent-Channel Interference, ACI) aus den angrenzenden
Zellen vermieden werden. Da die Gesamtu¨bertragungsbandbreite jedoch
begrenzt ist, mu¨ssen die Frequenzba¨nder in weiter entfernten Zellen wieder-
verwendet werden (Frequenzwiederholung, Frequency Reuse).
Im Allgemeinen geht man bei der Beschreibung der Zellen von einer
idealen hexagonalen Zellform aus, was jedoch, durch topographische und
morphologische Umsta¨nde bedingt, nur anna¨hernd den tatsa¨chlichen Gege-
benheiten entspricht. In der Realita¨t haben die einzelnen Funkzellen eine
sehr unregelma¨ßige Gestalt.
In zellular aufgebauten Mobilfunknetzen mit statischer Frequenzvergabe
wird die gro¨ßte Menge zusammenha¨ngender Zellen, in denen keine Tra¨ger-
frequenz mehrfach verwendet wird, Zellgruppe bzw. Cluster genannt. Da die
Zellgruppen das gesamte Versorgungsgebiet abdecken mu¨ssen, sowie durch
die hexagonale Geometrie bedingt, ergeben sich nur bestimmte mo¨gliche
Zellgruppengro¨ßen (Clustergro¨ßen) Nc (Jung, 1997):
Nc = i2 + j2 + ij mit i, j ∈ N0 ∧ i ≥ j ∧ i+ j 6= 0. (9.6)
Die mo¨glichen Zellgruppengro¨ßen Nc ≤ 31 sind in Tab. 9.2 angegeben.
Tabelle 9.2: Mo¨gliche Zellgruppengro¨ßen Nc ≤ 31 hexagonaler Zellen im Falle
vollsta¨ndig fla¨chendeckender Pflasterung
i 1 1 2 2 3 2 3 4 3 4 5 3 4 5
j 0 1 0 1 0 2 1 0 2 1 0 3 2 1
C 1 3 4 7 9 12 13 16 19 21 25 27 28 31
Je kleiner die Zellgruppengro¨ße ist, desto mehr Frequenzen stehen pro
Zelle zur Verfu¨gung. Allerdings werden die Frequenzen dann auch in ge-
ringerer Entfernung wiederverwendet und es entstehen versta¨rkt Gleichka-
nalsto¨rungen (Co-Channel Interference, CCI). Abb. 9.1, S. 174, zeigt die
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Verteilung der Frequenzen und die Gleichkanalzellen bei einer Zellgruppen-
gro¨ße von Nc = 7. Der Abstand D zwischen den Mittelpunkten zweier
benachbarter Gleichkanalzellen bezogen auf den Zellradius R wird Vermin-
derungsfaktor q der Gleichkanalsto¨rung (Co-Channel Interference Reducti-
on Factor) genannt und ist einzig von der Zellgruppengro¨ße Nc abha¨ngig
(Jung, 1997; Lee, 1993):
q = D/R =
√
3Nc. (9.7)
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Abbildung 9.1: Ausschnitt eines Zellnetzes mit regelma¨ßigen Sechsecken und
Frequenzwiederholung bei Zellgruppengro¨ße Nc = 7
Aufgrund der Frequenzwiederholung sto¨rt die von den Gleichkanalzel-
len ausgehende Interferenzleistung die Nutzverbindung in der betrachteten
Zelle. Das Verha¨ltnis der empfangenen Leistung des Nutzsignals C bezogen
auf die Interferenzleistung I wird mit Gleichkanalsto¨rabstand bezeichnet
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(Carrier to Interference Ratio):
C/I = 10 log
Ps
Pi
(dB). (9.8)
Im Gegensatz zum thermischen Rauschen, bei dem man den Signalsto¨rab-
stand S/N vergro¨ßern kann, indem die Sendeleistung Ps heraufgesetzt wird,
ist dies beim Gleichkanalsto¨rabstand C/I nicht mo¨glich, weil damit einher-
gehend auch die Interferenzleistung Pi in gleichem Maße erho¨ht wird.
Wenn man von einem zellularen System mit regelma¨ßiger Struktur und
gleichen Ausbreitungsbedingungen in den Zellen ausgeht, so ist der Gleich-
kanalsto¨rabstand C/I unabha¨ngig von der Sendeleistung Ps und nur eine
Funktion der Entfernungen zwischen den Sendern und dem Empfa¨nger.
Zuna¨chst werde die Situation betrachtet, dass es nur eine Gleichkanal-
zelle gibt. Sei der Abstand vom Empfa¨nger zum gewu¨nschten Sender r und
zum sto¨renden Sender d, so ergibt sich mit Gl. 9.1, S. 171, und Gl. 9.8:
C/I = 10 log
Ps 10−
Lp(r)/10
Ps 10−Lp(d)/10
= Lp(d)− Lp(r). (9.9)
Nach dem Hata-Okumura-Modell zur Vorhersage des Pfadverlustes, vgl.
Gl. 9.2, S. 171, und mit einer angenommenen Antennenho¨he der BS hb =
30 m ergibt sich:
C/I = B (log d− log r) = (44,9− 6,55 log hb) log d/r
= 35,22 log d/r. (9.10)
Da man einen ausreichenden Gleichkanalsto¨rabstand im gesamten Zellgebiet
garantieren mo¨chte, ist es sinnvoll, vom ungu¨nstigsten Fall auszugehen, bei
dem der Abstand r fu¨r die Nutzverbindung maximal und der Abstand d
vom gesto¨rten Empfa¨nger zum sto¨renden Sender minimal ist. Dies ist in
Abb. 9.2, S. 176, sowohl fu¨r die UL als auch die DL dargestellt. Fu¨r diesen
Fall gilt fu¨r den Gleichkanalsto¨rabstand nach Gl. 9.9 und Gl. 9.7, S. 174:
C/I = Lp(d = D −R)− Lp(r = R) = Lp(D−R/R) = Lp(q − 1). (9.11)
Im Folgenden sei die Situation betrachtet, dass mehrere der bis zu sechs
na¨chsten Gleichkanalzellen zur selben Zeit aktiv sind und somit sto¨rende
Interferenzleistung von ihnen ausgeht. Um die aktuelle Situation in Ab-
ha¨ngigkeit von der Position der MS und je nachdem, wieviele und welche
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der Nachbarn gerade sto¨ren, zu bewerten, mu¨ßte man die entsprechenden
Absta¨nde dNi bestimmen und den resultierenden Gleichkanalsto¨rabstand
berechnen.
Abwärtsstrecke 
Aufwärtsstrecke 
BS
r = R d = D − R
D
MS BS’MS’
BS
r = R d = D − R
D
MS BS’
Abbildung 9.2: Geometrie des ungu¨nstigsten Falles bei einer gesto¨rten U¨ber-
tragung auf der Aufwa¨rts- und der Abwa¨rtsstrecke
Es wird nun davon ausgegangen, dass der Abstand dNi zu den einzel-
nen Sto¨rern sich zu d = D − R ergibt, was der Vorstellung entspricht, daß
die Geometrie die gleiche wie bei der Betrachtung einer einzelnen sto¨renden
Nachbarzelle bleibt, aber dass die Interferenzleistung sich entsprechend er-
ho¨ht. Diese Situation ist in der Realita¨t jedoch nur auf der UL zu erreichen,
falls die sto¨renden MSen sich alle im gleichen Abstand zur gesto¨rten BS
befinden. Fu¨r die DL ist es nicht mo¨glich, dass die gesto¨rte MS zu allen sto¨-
renden BSen den gleichen Abstand einnimmt, wenn man von der Zellmitte
einmal absieht. Diese Abscha¨tzung muss getroffen werden, da im Hinblick
auf die Simulation weder eine Aussage u¨ber den momentanen Aufenthalts-
ort der MSen, noch u¨ber die Lage der gerade aktiven Zellen gemacht wird.
Der Gleichkanalsto¨rabstand in Abha¨ngigkeit von der Zahl der gleichzeitig
aktiven Nachbarn Ni ergibt sich demnach zu:
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C/I = 10 log
Ps 10−
Lp(r=R)/10
6∑
Ni=1
Ps 10−
Lp(dNi
=D−R)/10
= Lp(q − 1)− 10 logNi (9.12)
mit Ni ∈ N∧1 ≤ Ni ≤ 6. Nach dem Hata-Okumura-Modell, vgl. Gl. 9.10,
S. 175, ergibt sich dann bei einer Antennenho¨he der BS hb = 30 m:
C/I = 35,22 log(
√
3Nc − 1)− 10 logNi. (9.13)
Dieser Zusammenhang ist in Abb. 9.3 fu¨r den Fall maximaler Sto¨rleistung
bei Ni = 6 Sto¨rern in Abha¨ngigkeit von der Zellgruppengro¨ße Nc darge-
stellt. Man erkennt, dass bei Zellgruppengro¨ßen Nc < 16 der laut ETS
300 392-2, vgl. Anh. A, S. 219, geforderte minimale Gleichkanalsto¨rabstand
C/I = 19 dB nicht eingehalten werden kann, eine beliebige Steigerung der
Zellgruppengro¨ße Nc > 31 aber auch keinen nennenswerten Zugewinn beim
Gleichkanalsto¨rabstand liefert. Zellgruppengro¨ßen Nc < 16 ko¨nnen nur er-
zielt werden, wenn die Zellen sektorisiert werden.
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Abbildung 9.3: Gleichkanalsto¨rabstand C/I in Abha¨ngigkeit von der Zell-
gruppengro¨ße Nc im geometrisch ungu¨nstigsten Fall bei
Ni = 6 Sto¨rern und BS-Antennenho¨he hb = 30 m
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9.2 Modell des Mobilfunkkanals
Die im vorherigen Abschnitt beschriebenen Eigenschaften des Mobilfunkka-
nals wirken sich im Allgemeinen negativ auf die U¨bertragungsqualita¨t und
damit auf die BER aus. Das verwendete Kanalmodell bestimmt, wie an
Hand der Kanaleigenschaften die BER zu berechnen ist.
Ein Kanal, der Mehrewegeausbreitung aufweist, hat keine ideale, d. h.
frequenzunabha¨ngige, U¨bertragungsfunktion (Kammeyer, 1996) und wird
als Breitbandkanal bezeichnet. Unter der Voraussetzung, dass innerhalb
einer genu¨gend schmalen Bandbreite, der sog. Koha¨renzbandbreite (Lee,
1993), die Teilwellen des Empfangssignals gleiches Amplituden- und Pha-
senverhalten aufweisen, kann innerhalb dieser Bandbreite die U¨bertragungs-
funktion als ideal angenommen werden; der Kanal wird dann als Schmal-
bandkanal bezeichnet. Im Folgenden werden Modelle fu¨r im Tiefpassbereich
beschriebene Schmal- und Breitbandkana¨le vorgestellt.
Die Stoßantwort eines Schmalbandkanals kann nach Parsons (1992) mit
h(t) = δ(t)
(
x(t) + j y(t)
)
bezeichnet werden, wobei x(t) und y(t) als stati-
stisch unabha¨ngige, gaußverteilte Zufallsvariablen gleicher Leistung σ2 mit
einem dem Dopplerspektrum S(f,fd) entsprechendem Leistungsdichtespek-
trum angenommen werden ko¨nnen. Dominiert bei der Ausbreitung kein
Ausbreitungspfad, dann gehorcht die Amplitude einer Rayleigh-Verteilung,
ansonsten einer Rice-Verteilung (David und Benkner, 1996).
Bei der Modellierung des frequenzselektiven Breitbandkanals muss im
Gegensatz zum Schmalbandkanal die durch Zeitdispersion verursachte ge-
genseitige Beeinflussung benachbarter Symbole beru¨cksichtigt werden. Die-
ser als Intersymbolinterferenz (ISI) bezeichnete Effekt ergibt eine Erho¨hung
der BER und kann im Extremfall dazu fu¨hren, dass kein Empfang mehr
mo¨glich ist.
Fu¨r die Realisation eines Breitband-Kanalmodells wird nun angenom-
men, dass die Kanalstoßantwort diskret und jeder Wert der Stoßantwort
aus der Interferenz aller in einem kleinen Zeitraum interferierender Teil-
Signalkomponenten entstanden sei (Kammeyer, 1996).
Die zuna¨chst beliebig vielen Ausbreitungswege werden dadurch auf weni-
ge Pfade reduziert, die sich jeweils wie Schmalbandkana¨le verhalten (Jakes,
1974). Der Effekt der Laufzeitspreizung wird durch Verzo¨gerung der einzel-
nen Signalkomponenten um die mittlere Verzo¨gerungszeit τj der Nts Pfade
der Sendesignalausbreitung bzw. der Ntc Pfade der Gleichkanalsto¨rung mo-
delliert, vgl. Abb. 9.4, S. 179.
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Das Sendesignal, die komplexe Hu¨llkurve sT (t) = sTr(t) + j sTi(t),
vgl. Gl. 2.4, S. 30, mit ihrer Inphasekomponente sTr(t) und ihrer Quadra-
turkomponente sTi(t) (Lu¨ke, 1995), gelangt u¨ber verschiedene Pfade als
rT (t) = rTr(t) + j rTi(t) zum Empfa¨nger.
Die in Abs. 9.1.2, S. 173, vorgestellten CCIs werden im Kanalmodell be-
ru¨cksichtigt, indem alle Gleichkanalsto¨rer durch eine Signalquelle cT (t) =
cTr(t) + j cTi(t) nachgebildet werden. Dieses Signal cT (t) wird mit unbe-
stimmter Phase relativ zum Sendesignal sT (t) u¨ber eine beliebige Anzahl
von Pfaden u¨bertragen, die jeweils als Schmalbandkanal mit Verzo¨gerungs-
glied realisiert sind (Liu und Feher, 1991).
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Abbildung 9.4: Modell fu¨r einen Breitbandkanal mit Gleichkanalsto¨rungen und
additivem, weißem gaußschem Rauschen
Auf die Summe aller Sende- und Gleichkanalsignalpfade wirkt im Band-
passbereich additives, weißes gaußsches Rauschen (Additive White Gaussian
Noise, AWGN) nT (t) = nTr(t) + j nTi(t). Das endgu¨ltige Empfangssignal
rT (t) genu¨gt bei einer Abtastperiode T folgender Gleichung:
rTr(t) =
Nts∑
j=1
xj(t) sTr(T − τj)− yj(t) sTi(T − τj) + (9.14)
Nts+Ntc∑
j=Nts+1
xj(t) cTr(T − τj)− yj(t) cTi(T − τj) +
nTr(t),
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rTi(t) =
Nts∑
j=1
xj(t) sTi(T − τj) + yj(t) sTr(T − τj) + (9.15)
Nts+Ntc∑
j=Nts+1
xj(t) cTi(T − τj) + yj(t) cTr(T − τj) +
nTi(t).
In European Communities (1989) wurden verschiedene Kanaltypen
nach ihrer Morphologie und Topographie klassifiziert:
Rural Area (RA): la¨ndliche, nicht hu¨gelige Gebiete ohne große Hindernisse
(0,08µs ≤ Sd ≤ 0,12µs),
Typical Urban (TU): sta¨dtische, nicht hu¨gelige Gebiete (0,9µs ≤ Sd ≤
1,1µs),
Bad Urban (BU): sta¨dtische, hu¨gelige Gebiete (2,3µs ≤ Sd ≤ 2,7µs) und
Hilly Terrain (HT): bergiges Gela¨nde (4,8µs ≤ Sd ≤ 5,2µs).
Hierbei ist das Verzo¨gerungsleistungsprofil P (t) abha¨ngig vom jeweiligen
Kanaltyp wie folgt definiert:
P (t) =

e−9,2 t fu¨r 0 µs≤ t ≤ 0,7µs, (RA)
0 sonst,
e−t fu¨r 0 µs≤ t ≤ 7 µs, (TU)
0 sonst,
e−t fu¨r 0 µs≤ t ≤ 5 µs, (BU)
0,5 e5−t fu¨r 5 µs≤ t ≤ 10 µs,
0 sonst,
e−3,5 t fu¨r 0 µs≤ t ≤ 2 µs, (HT)
0,1 e15−t fu¨r 15 µs≤ t ≤ 20 µs,
0 sonst.
(9.16)
Die in Gl. 9.4, S. 172, definierte Laufzeitspreizung wird mit obigen Ver-
zo¨gerungsleistungsprofilen fu¨r das Breitbandkanalmodell in Abb. 9.4, S. 179,
mit Nts Pfaden und P0 =
∑Nts
j=1 P (τj) folgendermaßen berechnet:
Sd =
√√√√√ 1
P0
Nts∑
j=1
τ2j P (τj)−
 1
P0
Nts∑
j=1
τj P (τj)
2 (s). (9.17)
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Entsprechend ETS 300 392-2, vgl. Anh. A, S. 219, sind in Tab. 9.3 die Ka-
nalparameter fu¨r TETRA aufgefu¨hrt. Es werden nur Nts = 2 Pfade beru¨ck-
sichtigt. In Bezug auf den Kanaltyp bezeichnet ”x“ die mittlere Geschwin-
digkeit der MSen in km/h. Die in dieser Arbeit verwendeten Kanaltypen sind
TU50, BU50, HT200 und RA200. Die angegebenen mittleren Leistungen
der jeweiligen Pfade sind auf die mittlere Leistung des ersten, unverzo¨ger-
ten Pfades (τ1 = 0) normiert. Die zu den verschiedenen Schwundprozessen
geho¨rigen Dopplerspektren SRy fu¨r Rayleigh-Schwund und SRi fu¨r Rice-
Schwund sind mit der maximalen Dopplerfrequenz fd,max = fd(α = 0), vgl.
Gl. 9.5, S. 172, wie folgt definiert:
SRy(f, fd,max) =
{
1
pi
√
f2d,max−f2
fu¨r|f | < fd,max,
0 sonst,
(9.18)
SRi(f, fd,max) = 1/2SRy(f, fd,max) + 1/2 δ(f − 0,7 fd,max) (9.19)
mit den zugeho¨rigen Autokorrelationsfunktionen (AKF)
ϕRy(t) = J0(2pifd,maxt), (9.20)
ϕRi(t) = 1/2 J0(2pifd,maxt) + 1/2 ej2pi 0,7fd,maxt, (9.21)
wobei J0(x) die besselsche Funktion erster Gattung nullter Ordnung be-
zeichnet (Bronstein und Semendjajew, 1996; Stueber, 1996).
Tabelle 9.3: Die Kanalparameter fu¨r TETRA
Verzo¨ge- Mittlere Laufzeit-
Kanaltyp
Pfad Nr.
rungszeit normierte
Schwund-
spreizung
Nts
τ j [µs] Leistung (dB)
prozess
Sd [µs]
RA x 1 0 0 Rice 0
TU x 1 0 0 Rayleigh 0,408
2 5 −22,3
BU x 1 0 0 Rayleigh 2,357
2 5 −3,0
HT x 1 0 0 Rayleigh 4,211
2 15 −8,6
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9.3 Modell eines TETRA-Empfa¨ngers
9.3.1 Filtern, Entzerren, Abtasten und Entscheiden
Ziel der Entwicklung eines Empfa¨ngermodells fu¨r das TETRA-System ist die
analytische Bestimmung der BER von ungeschu¨tzten Bits in Abha¨ngigkeit
von den Eigenschaften des Mobilfunkkanals sowie den Eigenschaften des
Filters, des Entzerrers und des Abtasters.
Um den Tra¨ger des empfangenen Bandpasssignals r(t) zu entfernen, wer-
de ein differentieller, koha¨renter und optimaler Basisbandempfa¨nger benutzt
(Lee, 1997; Liu und Feher, 1989; Meyr et al., 1997). Dabei werde das
Bandpasssignal zuna¨chst mit einer Referenzschwingung multipliziert, die
der Frequenz der Tra¨gerfrequenz entsprechen muss, und anschließend mit
einem SRRC-Tiefpass g(t) gefiltert (Optimalfilter, Matched Filter), so dass
man die Inphase- und Quadraturkomponente des empfangenen und gefil-
terten Signals uT (t) im a¨quivalenten Tiefpassbereich erha¨lt (Lu¨ke, 1995):
uT (t) =
(
rTr(t) + j rTi(t)
) ∗ g(t) = uTr(t) + j uTi(t). (9.22)
Ferner sei angenommen, dass ein adaptiver Entzerrer in der Lage sei, die
beim zeitdispersiven Mobilfunkkanal auftretenden ISIen dadurch zu elimi-
nieren, dass die Amplituden der verzo¨gerten und somit unerwu¨nschten Si-
gnalkomponenten stark geda¨mpft werden. Abschließend sei angenommen,
dass das empfangene Signal zu den Zeitpunkten t = nT abgetastet werde
und ∆T die Verzo¨gerung des Empfangssignals bezeichne.
9.3.2 Bestimmung des Bitfehlerverha¨ltnisses
Bei allen Differential Phase Shift Keying (DPSK)-Modulationsverfahren
steckt die Information in der Phasendifferenz zweier aufeinanerfolgender
Signale. Um das BER mathematisch formulieren zu ko¨nnen, ist es daher
notwendig, die empfangenen Phasen zu einem Zeitpunkt t0 und zu einem
Zeitpunkt t0 + T zu betrachten, wobei T die Symboldauer darstellt. Geht
man von U¨bertragungssto¨rungen aus, deren Amplituden im a¨quivalenten
Tiefpassbereich fu¨r den Real- und Imagina¨rteil jeweils gaußverteilt und mit-
telwertfrei sind, kann man die empfangenen Inphase- und Quadraturkom-
ponenten ebenfalls als gaußverteilt annehmen (Lee, 1997).
Diese ko¨nnen fu¨r die Zeitpunkte t0
!= 0 und t0 + T mit einer vierdimen-
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sionalen Verbundverteilungsdichte beschrieben werden (Proakis, 1995):
p(X ) = 1
4pi2
√
detM e
−1/2XTM−1X , (9.23)
wobei fu¨r den Vektor X T = ( uTr(0) uTi(0) uTr(T ) uTi(T ) ) gelte und M die
Kovarianzmatrix sei, die die Korrelation der vier Variablen beschreibt:
M =
 E[u2Tr(0)] E[uTr(0)uTi(0)] E[uTr(0)uTr(T )] E[uTr(0)uTi(T )]E[uTi(0)uTr(0)] E[u2Ti(0)] E[uTi(0)uTr(T )] E[uTi(0)uTi(T )]
E[uTr(T )uTr(0)] E[uTr(T )uTi(0)] E[u
2
Tr(T )] E[uTr(T )uTi(T )]
E[uTi(T )uTr(0)] E[uTi(T )uTi(0)] E[uTi(T )uTr(T )] E[u
2
Ti(T )]

=

σ211 σ
2
12 σ
2
13 σ
2
14
σ221 σ
2
22 σ
2
23 σ
2
24
σ231 σ
2
32 σ
2
33 σ
2
34
σ241 σ
2
42 σ
2
43 σ
2
44
 . (9.24)
Ist M bekannt, dann kann das BER pBER fu¨r ein pi/4-DQPSK-Verfahren
wie folgt berechnet werden (Liu und Feher, 1991):
pBER =
1
2
−
√
2
16
3∑
m=0
(
g(Θm) cos(Θm)√
1− h(Θm)2
+
h(Θm) sin(Θm)√
1− g(Θm)2
)
(9.25)
mit Θm = (2m+ 1) pi/4 fu¨r m ∈ N0 ∧m ≤ 3 und
g(Θm) =
σ213
σ11 σ33
und h(Θm) =
σ214
σ11 σ33
. (9.26)
Es kann nach einiger Rechnung gezeigt werden, dass die nach Gl. 9.26 beno¨-
tigten Erwartungswerte σij , d. h. die beno¨tigten Elemente der Kovarianzma-
trix, folgenden Gleichungen genu¨gen (Seidenberg, 1997; Liu und Feher,
1991):
σ211 =
Nts∑
j=1
σ2j
(
2 cos(Θm)ϕgg(−τj)ϕgg(−T − τj) + (9.27)
∞∑
k=−∞
ϕ2gg(−τj − kT )
)
+ σ23 + σ
2
nσ
2
3 + σ
2
n,
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σ213 =
Nts∑
j=1
ϕxx(T )
(
cos(Θm)
(
ϕ2gg(−τj) + (9.28)
ϕgg(−τj + T )ϕgg(−τj − T )
)
+
∞∑
k=−∞
ϕ2gg(−τj − kT )
)
+
ϕxx(T )
∞∑
k=−∞
ϕ2gg(−τj − kT −∆T ) + ϕnn(T ),
σ214 =
Nts∑
j=1
ϕxx(T ) sin(Θm)
(
ϕ2gg(−τj)− (9.29)
ϕgg(−τj + T )ϕgg(−τj − T )
)
+
ϕxx(T )
∞∑
k=−∞
ϕ2gg(−τj − kT −∆T ),
σ233 =
Nts∑
j=1
σ2j
(
2 cos(Θm)ϕgg(−τj)ϕgg(T − τj) + (9.30)
∞∑
k=−∞
ϕ2gg(−τj − kT )
)
+ σ23
∞∑
k=−∞
ϕ2gg(−τj − kT −∆T ) + σ2n.
Hierbei sei angenommen, dass ein idealer Filter verwendet werde und somit
keine Frequenz- und Phasenfehler auftreten. ϕgg(t) ist die Autokorrelations-
funktion (AKF) des SRRC-Filters, wobei der sog. Roll-Off -Faktor α die
Flankensteilheit und die u¨berschu¨ssige Bandbreite des Tiefpasses bestimmt
(Akaiwa, 1997; Stueber, 1996):
ϕgg(t) =
sin(pit/T)
pit/T
cos(αpit/T)
1− (2αt/T)2 . (9.31)
Ferner gelte mit Liu und Feher (1991):
∞∑
k=−∞
ϕ2gg(−τ − kT −∆T ) = 1− α/4
(
1− cos (2pi (τ+∆T )/T)). (9.32)
Fu¨r die AKF des Schmalbandkanals ϕxx(t) gilt zum Zeitpunkt T : ϕxx(T ) =
E[xi(0)xi(T )] = E[yi(0) yi(T )]. Sie entspricht im unverzo¨gerten Fall der
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AKF ϕRy(t), vgl. Gl. 9.20, S. 181, die zum Dopplerspektrum SRy(f, fd,max)
geho¨rt, und im verzo¨gerten Fall der zu SRi(f, fd,max) geho¨renden AKF
ϕRi(t), vgl. Gl. 9.21, S. 181. Es werden insgesamt zwei Pfade fu¨r das Aus-
breitungsverhalten des Sendesignals verwendet (Nts
!= 2). Außerdem wird
angenommen, dass die Verzo¨gerung der CCIs ∆T ∈ [0;T ] gleichverteilt ist.
Aus der U¨berlegung
∫ T
0
cos (2pi(τj+∆T )/T) d∆T = 0 ergibt sich, dass CCIs
unabha¨ngig von einer Verzo¨gerung τj sind und somit durch ein einziges
Schmalbandkanalmodell nachgebildet werden ko¨nnen (Ntc
!= 1). σ2j bezeich-
net fu¨r 1 ≤ j ≤ Nts = 2 die jeweilige Sendeleistung Ps der einzelnen Pfade
nach Tab. 9.3, S. 181, und σ23 die nach Gl. 9.1, S. 171, pfadverlustbehaftete
Empfangsleistung Pr beim gleichkanalgesto¨rten Empfa¨nger. Schließlich gilt
fu¨r die AKF ϕnn(t) des AWGN-Rauschsignals mit der Rauschleistung σ2n:
ϕnn(t) = σ2n ϕgg(t). (9.33)
9.4 Fehlermusterdateien fu¨r TETRA-Pakete
Die Kanalausbreitungseigenschaften werden zur Laufzeit der Simulation,
vgl. Kap. 10, S. 193, an Hand im Voraus erstellter Fehlermusterdateien be-
ru¨cksichtigt. Diese beziehen sich dabei auf die U¨bertragung einzelner Blo¨cke
oberhalb der Kanalcodierung, vgl. Abs. 2.6.4.1.1, S. 34, und Abs. 2.7.1.2.7,
S. 82, und gestatten demnach eine Aussage daru¨ber, ob ein ganzer Block
erfolgreich u¨bertragen wurde oder verworfen werden muss.
Mit Gl. 9.25, S. 183, kann die Wahrscheinlichkeit berechnet werden, mit
der einzelne ungeschu¨tzte Bits fehlerhaft u¨bertragen werden. Es ist aber
noch keine Aussage daru¨ber mo¨glich, wie diese Fehler typischerweise in ei-
nem Block verteilt sind. Nachdem ein mit Hilfe von Messungen parametri-
siertes Fehlerverteilungsmodell vorgestellt wurde, vgl. Abs. 9.4.1, wird die
gesamte Kanalcodierung nachgebildet, um schließlich das MER zu erhalten,
vgl. Abs. 9.4.2, S. 187.
9.4.1 Modell fu¨r die Verteilung von Fehlerbu¨schella¨ngen bei TETRA
Gilbert (1960) hat ein Fehlermodell mit Geda¨chtnis basierend auf einer
zweigliedrigen Markoff-Kette entwickelt, mit dessen Hilfe Korrelationen auf-
tretender Bitfehler nachgebildet werden ko¨nnen. Dieses Modell ist von
Fritchman (1967) auf Nf +Ne Zusta¨nde erweitert worden, wobei Nf der
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Anzahl fehlerfreier und Ne der Anzahl fehlerbehafteter Zusta¨nde entspricht.
Nach Chouinard et al. (1988) reicht es aus, zur Modellierung realer, di-
gitaler Kana¨le, deren Fehlerverhalten anhand von Messungen ausgewertet
wurde, nur Zustandsu¨berga¨nge in den Ausgangszustand oder in den Zu-
stand einer anderen Gruppe zu betrachten, d. h. Zustandswechsel innerhalb
derselben Gruppe sind nicht erlaubt, vgl. Abb. 9.5. Weiterhin wird nur ein
Fehlerzustand beno¨tigt (Ne
!= 1), da sich die experimentell ermittelten Ver-
teilungen der Bu¨schella¨ngen i. d. R. durch eine einzige Exponentialfunktion
beschreiben lassen.
p
f
  f N ,N +1
N  fehlerfreie Zustände N  = 1 fehlerbehaftete Zustände
p
f
 
f
 N +1,N
p
f  f N +1,N +11
p
f  f N ,N N  +1f

f
N
p
f
 N +1,1
1,N +1p f 1,N +1p f 
p
f
 N +1,1
p1,1
s
f
 e
Abbildung 9.5: Vereinfachtes Bitfehlermodell nach Fritchman mit Nf fehler-
freien und Ne = 1 fehlerbehafteten Zusta¨nden
Semmar et al. (1991) haben im fu¨r TETRA relevanten Frequenzbe-
reich experimentell die Verteilung der Fehlerbu¨schella¨ngen bei DQPSK-
Modulation ermittelt und obiges Modell entsprechend parametrisiert. Als
Ergebnis ist festzuhalten, dass 2/3 aller beobachteten Bitfehler innerhalb
von Bu¨scheln auftreten und dass trotz stark variierender BERs bei un-
terschiedlichen Kanaltypen die Verteilungen der Fehlerbu¨schella¨ngen sehr
a¨hnlich fu¨r das jeweilige Modulationsverfahren sind und somit das Modu-
lationsverfahren als maßgebend fu¨r die Verteilung der Fehlerbu¨schella¨ngen
angesehen werden kann. Semmar et al. (1991) haben fu¨r die Ru¨ckkehr-
wahrscheinlichkeit in den Fehlerzustand pNf+Ne,Nf+Ne = 0,3 im Falle der
DPSK-Modulation gemessen.
Ausgehend von der mit Hilfe von Gl. 9.25, S. 183, berechneten Wahr-
scheinlichkeit fu¨r Bitfehler pBER und dem fu¨r DPSK-Modulation parame-
trisierten Bitfehlermodell nach Fritchman (1967) werden im Folgenden
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Fehlerbu¨schella¨ngen mit einer zweigliedrigen Markoff-Kette mit Nf = 1
und Ne = 1 modelliert, wobei fu¨r die Aufenthaltswahrscheinlichkeit im Feh-
lerzustand P (1) = pBER und fu¨r die Ru¨ckkehrwahrscheinlichkeit in den
Fehlerzustand p11 = 0,3 gelten.
9.4.2 Ermittlung des Paketfehlerverha¨ltnisses
Abb. 9.6 zeigt schematisch, auf welche Weise das MER und das BER zur
spa¨teren Verwendung wa¨hrend einer Simulation in Form von Fehlermuster-
dateien bestimmt wurden.
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Abbildung 9.6: Schematische Vorgehensweise zur Bestimmung des Paketfeh-
lerverha¨ltnisses (MER)
Nach Abs. 2.6.4.1.1, S. 34, entsprechen die u¨ber den jeweiligen Kanal
zu u¨bertragenden Bits den aus Typ-1-Bits durch Kanalcodierung entstan-
denen Typ-5-Bits. Um das MER ermitteln zu ko¨nnen, muss der gesam-
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te Fehlerschutz von TETRA nachgebildet werden. Zu diesem Zweck wur-
den basierend auf der Klassenbibliothek SPEETCL, vgl. Kap. 7, S. 155,
die Funktionseinheiten Blockcodierung und -decodierung, Faltungscodie-
rung und Punktierung, Faltungsdecodierung, Bitverwu¨rfelung und Bitrei-
henfolgewiederherstellung erstellt. Ferner wurde das in der SPEETCL im-
plementierte U¨bertragungsmodell zur Ermittlung des BERs, vgl. Abs. C.10,
S. 253, verwendet.
Als Parameter gehen in das U¨bertragungsmodell das verwendete Ka-
nalmodell (TU50, BU50, HT200 oder RA200), die Zellgruppengro¨ße Nc,
die Anzahl der Sto¨rer Ni und der Signalsto¨rabstand S/N ein. Die Fehlermu-
sterdatei und damit das MER werden bestimmt, indem 124 bit breite Pakete
mit zufa¨lligem, gleichverteiltem Inhalt kanalcodiert werden und danach mit
Fehlerbu¨scheln aufgrund von AWGN und CCIs gesto¨rt werden. Abschlie-
ßend wird das Ergebnis der Kanaldecodierung ”Paket fehlerhaft bzw. nicht
fehlerhaft u¨bertragen“ in der Fehlermusterdatei gespeichert. Somit ko¨nnen
Fehlermusterdateien bei V+D fu¨r die logischen Kana¨le SCH/HD, BNCH
oder STCH, vgl. Abb. 2.12, S. 39, und bei PDO fu¨r den logischen Kanal
NBCH, vgl. Abb. 2.27, S. 82, erstellt werden.
9.5 Paketfehler fu¨r verschiedene Zellgruppengro¨ßen
und Signalsto¨rabsta¨nde
Das Paketfehlerverha¨ltnis (Message Error Ratio, MER) ist fu¨r die vier Ka-
naltypen TU50, BU50, RA200 und HT200 unter Variation der Zellgruppen-
gro¨ße Nc und des Signalsto¨rabstandes S/N bei Ni = 0–6 Gleichkanalsto¨rern
simulativ ermittelt worden. Die exakten Ergebnisse befinden sich in Anh. D,
S. 261.
Folgende Simulationsparameter wurden hierbei verwendet: Tra¨gerfre-
quenz fc = 400 MHz, Symbolrate 1/T = 18 kHz, keine Abtast- und Frequenz-
fehler, optimale Entzerrung, Gleichkanalverzo¨gerung ∆T = T/2, Roll-Off-
Faktor α = 0,35, Antennenho¨he der MS hm = 1,5 m und der BS hb = 30 m.
In den Abbn. 9.7 bis 9.10, S. 190, ist das MER in Abha¨ngigkeit von der
Anzahl der Gleichkanalsto¨rer fu¨r die vier Kanaltypen bei verschiedenen Zell-
gruppengro¨ßen Nc ohne Rauschen dargestellt. Der Kanal HT200 zeichnet
sich als schlechtesten Kanal durch ein hohes MER von u¨ber 2 % aus. Etwas
gu¨nstiger verha¨lt sich der Kanal BU50, bei dem das MER zwischen 0,1 %
und 1,0 % fu¨r die fu¨r TETRA relevanten Zellgruppengro¨ßen Nc ≥ 16 liegt,
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vgl. Abs. 9.1.2, S. 173. Ebenfalls fu¨r Nc ≥ 16 weisen die Kana¨le TU50 und
RA200 das geringste Fehlerverhalten auf; das MER liegt stets unter 1 %.
Diese Reihenfolge der Kana¨le in Bezug auf ihre U¨bertragungsqualita¨t
war zu erwarten, wie ein Verleich der Kanalparameter zeigt, vgl. Tab. 9.3,
S. 181. Beim Kanal HT200 treten nach langer Verzo¨gerungszeit noch Echos
mit hoher Signalenergie auf. Die mittlere Verzo¨gerung des zweiten Pfades ist
bei BU50 und TU50 gleich, jedoch sind die reflektierten Signalkomponenten
beim Kanal BU50 wegen der dichten Bebauung viel schwa¨cher geda¨mpft als
beim Kanal TU50. Der Kanal RA200 ist sehr gu¨nstig, da Sichtkontakt zur
BS besteht und es aufgrund der fehlenden Hindernisse zu keinen Reflexionen
kommt.
In den Abbn. 9.7 bis 9.10, S. 190, sieht man deutlich den wesentlichen
Einfluss der Zellgruppengro¨ße auf das MER. Dieser nimmt aufgrund Gl. 9.13,
S. 177, mit steigendem Nc ab, so dass die einzelnen Kurven fu¨r gro¨ßere
Zellgruppengro¨ßen enger beieinander liegen.
In den Abbn. 9.11 bis 9.14, S. 191, ist bei konstanter Zellgruppengro¨ße
Nc = 21 der Einfluss des Rauschens fu¨r die vier Kanaltypen dargestellt. Wie
in den vorhergehenden Abbildungen zeigen die Kana¨le TU50 und RA200
bzw. BU50 und HT200 a¨hnliches Fehlerverhalten. Bei den ersten beiden
Kana¨len wird bereits bei einem Signalsto¨rabstand S/N = 50 dB die gleiche
U¨bertragungsqualita¨t erreicht wie ohne Rauschen. Im Gegensatz hierzu
ist bei den ungu¨nstigeren Kanaltypen BU50 und HT200 der Einfluss des
Rauschens weitaus sta¨rker bemerkbar; hier ist bei S/N = 50 dB der Idealfall
noch lange nicht erreicht.
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Abb. 9.7: MER fu¨r verschiedene
Zellgruppengro¨ßen ohne Rau-
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Abb. 9.8: MER fu¨r verschiedene
Zellgruppengro¨ßen ohne Rau-
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Abb. 9.9: MER fu¨r verschiedene
Zellgruppengro¨ßen ohne Rau-
schen beim Kanal RA200
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Abb. 9.10: MER fu¨r verschiedene
Zellgruppengro¨ßen ohne Rau-
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Abb. 9.11: MER fu¨r verschiedene
S/N bei Zellgruppengro¨ße Nc =
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Abb. 9.12: MER fu¨r verschiedene
S/N bei Zellgruppengro¨ße Nc =
21 beim Kanal BU50
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Abb. 9.13: MER fu¨r verschiedene
S/N bei Zellgruppengro¨ße Nc =
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Leistungsbewertung mit dem TETRA-Simulator
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Schlu¨sselwo¨rter
Ring von Gleichkanalsto¨rern, Fehlermusterdateien, Protokollstapel,
SDL, C++, LRE
D ie Leistungskenngro¨ßen der TETRA-Protokollstapel, wie z. B. Durch-satz, Paketverzo¨gerung, Verkehrsgu¨te und Gespra¨chsaufbauzeit, etc.,
ko¨nnen erheblich optimiert werden, indem die Parameter des Zufallszugriffs
und der reservierten U¨bertragung, ein adaptiver Algorithmus zur Kollisions-
auflo¨sung und eine optimale Abfertigungsstrategie geeignet gewa¨hlt werden.
Nachdem der Aufbau des TETRA-Mobilfunksimulators vorgestellt wurde,
werden die Leistungskenngro¨ßen der beiden TETRA-Protokollstapel V+D
und PDO simulativ untersucht.
10.1 Simulatoraufbau
In Abb. 10.1, S. 194, ist der Aufbau des stochastischen, ereignisorientier-
ten TETRA-Simulators dargestellt, mit dessen Hilfe die in den folgenden
Abschnitten aufgefu¨hrten Simulationsergebnisse erzielt wurden. Die zen-
trale Simulationssteuerung verwaltet, generiert und lo¨scht alle Komponen-
ten des Simulators (Steppler, 1995), die u¨ber eine Konfigurationsdatei
parametrisiert werden ko¨nnen. Entsprechend der SPEET-Methodik, vgl.
Kap. 6, S. 137, sind beide TETRA-Protokollstapel, V+D, vgl. Abs. 2.6,
S. 18, und PDO, vgl. Abs. 2.7, S. 61, sowohl fu¨r die BS als auch die MS
formal in SDL spezifiziert worden. Entsprechend dem in Abb. 9.1, S. 174,
dargestellten Ausschnitt eines Zellnetzes erlaubt der Simulator, Kenngro¨-
ßen der Protokollstapel in einer Zelle abha¨ngig vom dynamischen Verhalten
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der Protokollstapel der sich in einem Ring von bis zu sechs Gleichkanal-
sto¨rzellen befindenden MSen und BSen (Bussel et al., 1997) zu ermitteln.
Die MSen werden anhand der in der Konfigurationsdatei bestimmten Ver-
kehrslastszenarien, vgl. Anh. B, S. 237, mit Last bestehend aus Sprach-
und Datenauftra¨gen beaufschlagt. Die Instanzen der MSen einer Zelle kom-
munizieren mit der zugeho¨rigen BS u¨ber mehrere jeweils einer Frequenz
zugeordnete Aufwa¨rts- und Abwa¨rtsstrecken. Als U¨bertragungsmodell wer-
den die in Abs. 9.4, S. 185, vorgestellten Fehlermusterdateien verwendet, so
dass die Simulationen paketfehlerorientiert oberhalb der Kanalcodierung,
vgl. Abs. 2.6.4.1.1, S. 34, erfolgen.
Aus diesem Grund ist die Sicherungsschicht der Protokollstapel zwar
vollsta¨ndig, aber erst oberhalb der Kanalcodierung spezifiziert. Da das
Hauptaugenmerk der Untersuchungen auf dieser Schicht liegt, wurden die
Netzschicht und die Bitu¨bertragungsschicht nur soweit spezifiziert, als dass
sie der Kommunikation mit der Sicherungsschicht dienen.
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Konfigurationsdatei
Last−
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UL
DL
Statistische
Auswertung 
MS
MLE
LLC
MAC
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LLC
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Abbildung 10.1: Aufbau des TETRA-Simulators
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Wenn u¨ber die UL oder die DL ein Bu¨schel u¨bertragen wird, dann ko¨n-
nen andere MSen in den bis zu sechs Gleichkanalzellen dieses Bu¨schel teil-
weise oder vollsta¨ndig mit Gleichkanalsto¨rungen u¨berlagern. Abha¨ngig von
der Anzahl der aktiven Gleichkanalsto¨rzellen wird die entsprechende Feh-
lermusterdatei ausgewa¨hlt.
Die formal in SDL spezifizierten Protokollstapel werden mit dem in
Kap. 8, S. 163, vorgestellten Codegenerator auf das SDL-Laufzeitsystem
der C++-Simulationsklassenbibliothek SPEETCL, vgl. Kap. 7, S. 155, abge-
bildet und zur Laufzeit emuliert. Jede einzelne Komponente des TETRA-
Simulators ist eine Ereignisbehandlungsroutine im Sinne der SPEETCL,
vgl. Abs. 7.3, S. 158.
Mit der in Abs. 6.6, S. 149, beschriebenen Methode sind in die formal
spezifizierten Protokollstapel Messpunkte eingefu¨gt worden. Dynamisch zur
Laufzeit wertet der LRE-Algorithmus die gemessenen Zufallssequenzen aus.
Als Messwerte werden hierbei nur diejenigen herangezogen, die in der inne-
ren, von sechs Gleichkanalzellen umgebenenen Zelle ermittelt werden, um
Verfa¨lschungen zu vermeiden.
10.2 Simulative Untersuchung der Parameter des Zufalls-
zugriffs und der reservierten U¨bertragung beim Pro-
tokollstapel Voice plus Data
In Tab. 10.1, S. 196, sind die maßgeblichen Parameter fu¨r die mit dem
TETRA-V+D-Simulator ermittelten Simulationsergebnisse aufgefu¨hrt. Die
Abku¨rzungen fu¨r die einzelnen Parameter entsprechen – soweit vorhanden –
den im TETRA-Standard, vgl. Anh. A, S. 219, aufgefu¨hrten Bezeichnungen
fu¨r Konstanten und Zeitgeber.
Da fu¨r die in den Simulationen verwendeten V+D-Verbindungsarten ka-
nalvermittelte Sprache (Circuit Mode Voice), Paketdatenu¨bertragung mitt-
lerer Gro¨ße u¨ber den AL und kleiner Gro¨ße u¨ber den BL jeweils separat
die charakteristischen Kenngro¨ßen wie Durchsatz, Paketverzo¨gerung, Ver-
kehrsgu¨te, Gespra¨chsaufbauzeit, etc. gemessen wurden, sind die Kenngro¨-
ßen gleichen Typs pro Verbindungsart gema¨ß der im Folgenden aufgefu¨hrter
Vorschrift zu jeweils einer gewichteten Kenngro¨ße zusammengefasst worden,
um einen Gesamtvergleich der einzelnen Simulationsla¨ufe zu ermo¨glichen.
Der Beitrag einer Verbindungsart zu einer bestimmten Kenngro¨ße ist
durch den Betriebsmittelverbrauch bestimmt. Der Wichtungsfaktor richtet
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sich demnach nach der verbrauchten U¨bertragungskapazita¨t, die von der ge-
messenen Ha¨ufigkeit und der gemessenen Dauer der U¨bertragung abha¨ngig
ist.
Tabelle 10.1: Parameter der V+D-Simulationen
Bezeichnung Abk. Wert
Allgemeine Parameter
Reservierungszuteilung FIFO
Anzahl der Mobilstationen pro Zelle 1 000
Anzahl der Zellen 7
Anzahl der Tra¨gerfrequenzen 3, 4, 8†
Kanalmodell Ungesto¨rt†, TU50,
BU50, HT200, RA200
Zellgruppengro¨ße Nc Ungesto¨rt
†, 16, 19, 21, 25
Signalsto¨rabstand S/N ∞†, 19 dB
Gesamtankunftsrate λt 24,1 1/h = 0,047 1/TS
†,
λ′t 20,5 1/h = 0,040 1/TS
Parameter fu¨r Sprachverbindungen
Art der Gespra¨chsbu¨ndelung Nachrichtenbu¨ndelung
Wartezeit fu¨r Gespra¨chsaufbau auf
Seiten des gerufenen Teilnehmers
T.301 2 s†, 5 s, 10 s
Wartezeit fu¨r Gespra¨chsaufbau auf
Seiten des rufenden Teilnehmers
T.302 2 s†, 5 s, 10 s
Wartezeit fu¨r Gespra¨chsinitialisie-
rung auf Seiten des rufenden Teilneh-
mers
T.303 2 s†, 5 s, 10 s
Wartezeit fu¨r Gespra¨chsabbau auf
Seiten des rufenden Teilnehmers
T.308 2 s†, 5 s, 10 s
Maximale Gespra¨chsla¨nge T.310 120 s
Maximale Dauer der Sendeerlaubnis T.311 120 s
Wartezeit fu¨r Gespra¨chsabbau auf
Seiten der SwMI
T.321 45 s
Gruppengro¨ße bei besta¨tigtem
Gruppenruf
10 Teilnehmer
Advanced Link-Parameter
Maximale Anzahl von Verbindungs-
aufbauwiederholungen
N.262 5
Fortsetzung auf der na¨chsten Seite
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Tabelle 10.1: Parameter der V+D-Simulationen
Fortsetzung von der vorhergehenden Seite
Bezeichnung Abk. Wert
Maximale Anzahl von Verbindungs-
abbauwiederholungen
N.263 5
Maximale La¨nge der TL-SDU N.271 256 byte
Fenstergro¨ße N.272 3
Maximale Anzahl von TL-SDU-Sen-
dewiederholungen
N.273 5
Maximale Anzahl von Segment-Sen-
dewiederholungen
N.274 15
Wartezeit fu¨r Verbindungsaufbau T.261 9 Rahmen
Wartezeit fu¨r Verbindungsabbau T.263 9 Rahmen
Basic Link-Parameter
Maximale La¨nge der TL-SDU N.251 1064 bit
Maximale Anzahl von TL-SDU-Sen-
dewiederholungen
N.252 5
Wartezeit bis zur Sendewiederholung T.251 9 Rahmen
Wartezeit fu¨r Besta¨tigungen T.252 9 Rahmen
Wartezeit fu¨r Fragmente T.202 9 Rahmen
Maximale Anzahl von Fragmenten
pro PDU
9
Parameter des Zufallszugriffs
Wartezeit fu¨r den Zufallszugriff T.205 2†, 5, 10 Multirahmen
Wartezeit fu¨r den reservierten Zu-
griff
T.206 36†, 90, 180 Rahmen
Keine Verzo¨gerung des ersten Zu-
fallszugriffs
IMM 15
Erneuter Zufallszugriff nach WT
Antwortmo¨glichkeiten auf der DL
WT 5, 10, 15†
Gesamtanzahl der erlaubten Zufalls-
zugriffe
Nu 5, 10, 15†
† Dieser Wert stellt den verwendeten dar, wenn es in den Abbildungen nicht
anders ausgewiesen ist.
Sei ε¯cm die mittlere Verbindungsdauer fu¨r kanalvermittelte Sprache,
Ncm,suc bzw. Ncm,fld die Anzahl der erfolgreichen bzw. fehlgeschlagenen
Verbindungseinrichtungen und werde eine fehlgeschlagene Verbindungsein-
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richtung mit einer pauschalen Verbindungsdauer von ε¯cm,fld = 30 s bewer-
tet, dann kann der Wichtungsfaktor ωˆcm fu¨r Sprachverbindungen folgender-
maßen berechnet werden:
ωˆcm =
Ncm,suc ε¯cm +Ncm,fld ε¯cm,fld
Ncm,suc +Ncm,fld
. (10.1)
Mit dem TETRA-Simulator werden Szenarien fu¨r den schlechtest mo¨glichen
Fall (Worst Case) untersucht. Die schlechtest mo¨gliche zeitliche Verkettung
der Zeitgeber T.301 – T.308, vgl. Tab. 10.1, S. 196, fu¨hrt bei aufgrund von
zu geringer Kapazita¨t oder zu schlechter Funkversorgung fehlgeschlagenen
Verbindungseinrichtungen zu einem ε¯cm,fld = 30 s andauernden Betriebs-
mittelverbrauch, d. h. einer Reservierung eines U¨bertragungskanals. Ana-
log zu Gl. 10.1 ko¨nnen die Wichtungsfaktoren ωˆal mit ε¯al,fld = 15 s fu¨r den
AL und ωˆbl mit ε¯bl,fld = 10 s fu¨r den BL ermittelt werden. Die gewichtete
Verkehrsgu¨te Gˆ ergibt sich dann folgendermaßen:
Gˆ =
Gcm ωˆcm +Gal ωˆal +Gbl ωˆbl
ωˆcm + ωˆal + ωˆbl
, (10.2)
wobei Gcm, Gal und Gbl die gemessenen Verkehrsgu¨ten fu¨r die jeweiligen
Verbindungsarten sind. Analog zu Gl. 10.2 ko¨nnen der gewichtete Durchsatz
Sˆ, die gewichtete Paketverzo¨gerung Dˆ und die gewichtete Gespra¨chsaufbau-
zeit Cˆ bestimmt werden.
In Abb. 10.2, S. 199, ist der gewichtete Durchsatz Sˆ, in Abb. 10.3, S. 199,
die gewichtete Paketverzo¨gerung Dˆ fu¨r die in Abs. 4.1, S. 96, vorgestellten
Algorithmen zur Kollisionsauflo¨sung bei S-ALOHA unter Variation der Ver-
kehrslast dargestellt.
Ein angebotener Verkehr mit der Gesamtankunftsrate λt = 24,1 1/h, vgl.
Gl. 5.21, S. 119, lag allen Simulationen entsprechend dem Flughafenszena-
rium 10 mit der gro¨ßten angenommenen Verkehrslast, vgl. Anh. B, S. 237,
zu Grunde.
Besteht das Verkehrsangebot ausschließlich aus Paketdaten kurzer und
mittlerer La¨nge, wird also U¨bertragungskapazita¨t nur fu¨r kurze Zeit (ca. <
2–5 s) beno¨tigt, dann begrenzt nicht die verfu¨gbare U¨bertragungskapazita¨t,
sondern der Zufallszugriff mit dem gewa¨hlten Algorithmus der Kollisions-
auflo¨sung das System. Aus Gl. 5.21, S. 119, mit λt = 24,1 1/h = 0,047 1/TS
ergibt sich die um Sprachauftra¨ge reduzierte Gesamtankunftsrate λ′t zu:
λ′t = λt − λs = λsd + λmd = 20,5 1/h = 0,040 1/TS. (10.3)
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Abb. 10.2: V+D: Gewichteter
Durchsatz Sˆ(λ) bei verschiede-
nen Algorithmen
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Abb. 10.3: V+D: Gewichtete Pa-
ketverzo¨gerung Dˆ(λ) bei ver-
schiedenen Algorithmen
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Abb. 10.4: V+D: Gewichteter
Durchsatz Sˆ(λ) bei MMSE fu¨r
WT = 5, 10, 15
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Abb. 10.5: V+D: Gewichtete Pa-
ketverzo¨gerung Dˆ(λ) bei MMSE
fu¨r WT = 5, 10, 15
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Abb. 10.6: V+D: Gewichteter
Durchsatz Sˆ(λ) bei MMSE fu¨r
Nu = 5, 10, 15
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Abb. 10.7: V+D: Gewichtete Pa-
ketverzo¨gerung Dˆ(λ) bei MMSE
fu¨r Nu = 5, 10, 15
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Abb. 10.8: V+D: Gewichteter
Durchsatz Sˆ(λ) bei MMSE fu¨r
TO = 2, 5, 10
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Abb. 10.9: V+D: Gewichtete Pa-
ketverzo¨gerung Dˆ(λ) bei MMSE
fu¨r TO = 2, 5, 10
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Abb. 10.10: V+D: Gewichteter
Durchsatz Sˆ(λ) bei MMSE fu¨r
f = 3, 4, 8
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Abb. 10.11: V+D: Gewichtete Pa-
ketverzo¨gerung Dˆ(λ) bei MMSE
fu¨r f = 3, 4, 8
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Abb. 10.12: V+D: CPDF der
BL-Paketverzo¨gerung D fu¨r
TO = 2, 5, 10 und λ/λ′t = 1
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Abb. 10.13: V+D: CPDF der
BL-Paketverzo¨gerung D fu¨r
WT = 5, 10, 15 und λ/λ′t = 1
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Abb. 10.14: V+D: Gew. Verkehrs-
gu¨te Gˆ (λ) bei MMSE mit
verschiedenen Kanaltypen
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Abb. 10.15: V+D: Gew. Ge-
spra¨chsaufbauzeit Cˆ (λ) bei
MMSE mit ver. Kanaltypen
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Abb. 10.16: V+D: Gewichtete
Verkehrsgu¨te Gˆ (λ) bei
MMSE mit versch. Zellgruppen-
gro¨ßen Nc beim Kanal TU50
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Abb. 10.17: V+D: Gewichtete
Gespra¨chsaufbauzeit Cˆ (λ) bei
MMSE mit versch. Zellgruppen-
gro¨ßen Nc beim Kanal TU50
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Abb. 10.18: V+D: PDF der
Gespra¨chsaufbauzeit C fu¨r
verschiedene Kanaltypen und
λ/λt = 1
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Abb. 10.19: V+D: PDF der
Gespra¨chsaufbauzeit C fu¨r
versch. Zellgruppengro¨ßen Nc
beim Kanal TU50 und λ/λt = 1
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In den beiden Abbildungen ist zu erkennen, dass der exponentielle Back-
off- und der Pseudo-Bayes-Algorithmus bei Senderaten λ/λ′t < 3 auf Kosten
des Durchsatzes die Paketverzo¨gerung optimieren. Da bei Paketdatenu¨ber-
tragungen der Durchsatz bedeutender als die Paketverzo¨gerung ist, wird fu¨r
die weiteren Betrachtungen der MMSE-Algorithmus verwendet. Er weist
in Bezug auf den Durchsatz durchga¨ngig das beste Verhalten auf. Wenn
die La¨nge des Zugriffsrahmens nicht dynamisch angepasst wird, sondern
statisch auf einen Wert parametrisiert wird, ko¨nnen nur fu¨r eine bestimm-
te Verkehrslastsituation Durchsatz und Paketverzo¨gerung gleichzeitig opti-
miert werden. In Abb. 10.2, S. 199, ist die feste Gro¨ße des Zugriffsrahmens
im Falle statischer Kollisionsauflo¨sung auf den vom MMSE-Algorithmus bei
λ/λ′t = 1 optimierten Wert gesetzt worden. Selbst in diesem Fall verschlech-
tert sich der Durchsatz bei statischer Kollisionsauflo¨sung im Vergleich zum
MMSE-Algorithmus mit steigender Senderate um bis zu 20 %. Hieraus kann
ohne Einschra¨nkung die Notwendigkeit eines Algorithmus zur Kollisionsauf-
lo¨sung abgeleitet werden.
Der Splitting-Algorithmus fu¨r V+D, vgl. Abs. 4.1.5, S. 101, setzt nicht
nur voraus, dass der TETRA-Standard in Bezug auf die Access-Define-PDU,
vgl. Tab. 2.7, S. 50, erweitert wird und somit eine reale Implementierung
als unwahrscheinlich gilt, sondern auch dass diskrete anstatt rollende Zu-
griffsrahmen, vgl. Abs. 2.6.4.1.7.2, S. 52, zu verwenden sind. Diskrete Zu-
griffsrahmen wirken sich grundsa¨tzlich nachteilig auf die maximal bedien-
bare Anzahl von teilnehmenden Mobilstationen beim Zufallszugriff aus, vgl.
Abs. 5.4, S. 118. Zusa¨tzlich vergro¨ßert sich die Paketverzo¨gerung, da die
Zeitspanne zwischen dem Entstehen des erstmaligen Zugriffswunsches und
der tatsa¨chlichen erfolgreichen Quittierung des Zufallszugriffs dadurch ver-
la¨ngert wird, dass auf den Beginn des na¨chsten diskreten Zugriffsrahmens
und im Falle von Kollisionen auf das Ende von bis zu sieben weiteren gewar-
tet werden mus. Aus diesen Gru¨nden sind Splitting-Algorithmen fu¨r V+D
grundsa¨tzlich nicht geeignet.
In den Abbn. 10.4, S. 199, bis 10.9, S. 200, sind die wichtigsten Pa-
rameter des V+D-Zufallszugriffs variiert worden: die Wartezeit WT bis
zum erneuten Zufallszugriff gemessen in Antwortmo¨glichkeiten auf der DL,
die Gesamtanzahl der erlaubten Zufallszugriffe Nu und die Zeitgeber TO
(T.205, T.206, T.30x), vgl. Tab. 10.1, S. 196. In den Abbildungen sind
der gewichtete Durchsatz Sˆ und die gewichtete Paketverzo¨gerung Dˆ dar-
gestellt. Hierbei wurde jeweils der Kollisionsauflo¨sungsalgorithmus MMSE
verwendet. Mit steigender Wartezeit WT kann die Paketverzo¨gerung ver-
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bessert werden, so dass WT = 15 als optimaler Wert erscheint. WT hat
jedoch keinen Einfluss auf den Durchsatz. Allgemein sollte WT gro¨ßer als
der Zeitgeber T.202, der maximalen Zeitspanne zwischen zwei Fragmenten,
gewa¨hlt werden, da Kapazita¨tsanforderungen i. d. R. fragmentiert u¨ber den
BL u¨bertragen werden und bei ho¨herer Auslastung und zu niedrig einge-
stelltem Zeitgeber T.202 < WT der Zufallszugriff wiederholt wird, obwohl
keine Kollision oder ein U¨bertragungsfehler vorlagen. Dies fu¨hrt dann zu
einer erho¨hten Paketverzo¨gerung, vgl. Abb. 10.5, S. 199.
Ohne Einfluss sowohl auf den Durchsatz als auch auf die Paketverzo¨-
gerung ist der Parameter Nu, vgl. Abbn. 10.6 u. 10.7, S. 199. Bevor die
Gesamtanzahl der erlaubten Zufallszugriffe erreicht ist und somit der Pa-
rameter Nu das Systemverhalten beeinflussen ko¨nnte, laufen die Zeitgeber
TO ab, solange sie mit sinnvollen, d. h. vom Benutzer tolerierten Zeitspan-
nen belegt sind. In den Abbn. 10.8 u. 10.9, S. 200, sind der Durchsatz und
die Paketverzo¨gerung unter Variation der Zeitgeber TO zwischen 2 s und
10 s dargestellt. Wa¨hrend fu¨r TO = 2 s und TO = 5 s der gleiche Durchsatz
erzielt werden kann, bricht dieser fu¨r gro¨ßere Senderaten λ/λ′t > 3 stark ein.
Zeitgeber TO < 2 s verschlechtern den Durchsatz, Zeitgeber TO > 10 s ver-
schlechtern sowohl den Durchsatz als auch die Paketverzo¨gerung. Fu¨r ein
reines mit Paketdatenauftra¨gen kurzer oder mittlerer La¨nge beaufschlagtes
V+D-System stellt TO = 2 s die beste Wahl dar.
Typische auf dem Markt verfu¨gbare Sende-Empfangseinheiten (Trans-
ceiver) einer TETRA-Basisstation ko¨nnen vier Tra¨gerfrequenzen gleichzei-
tig verwenden. Die Abbn. 10.10 u. 10.11, S. 200, zeigen deutlich, dass der
Durchsatz und die Paketverzo¨gerung nicht beeinflusst werden, wenn die An-
zahl der Tra¨gerfrequenzen f zwischen 3 bis 8 variiert wird. Somit reicht eine
Sende-Empfangseinheit vollkommen fu¨r ein System aus, das ausschließlich
mit Paketdatenauftra¨gen belastet wird.
Fu¨r den Normalbetriebspunkt des Verkehrsangebots λ/λ′t = 1 entspre-
chend dem Flughafenszenarium 10, vgl. Anh. B, S. 237, ist in den Abbn. 10.12
u. 10.13, S. 200, die komplementa¨re Wahrscheinlichkeitsverteilungsfunktion
(Complementary Probability Distribution Function, CPDF) G(D) der Pa-
ketverzo¨gerung D fu¨r BL-Paketdatenu¨bertragungen unter Verwendung des
MMSE-Kollisionsauflo¨sungsalgorithmus und unter Variation der Zeitgeber
TO bzw. der Wartezeit WT dargestellt. Fu¨r dieses Verkehrsangebot sind
80 % aller Paketdatenu¨bertragungen u¨ber den Basic Link unabha¨ngig von
der Wahl der Zeitgeber TO. Sind die Zeitgeber auf einen kleinen Wert
TO = 2 s gesetzt, fu¨hren ha¨ufigere Abla¨ufe dieser Zeitgeber (Time Outs)
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im Vergleich zu TO = 5 s oder TO = 10 s dazu, dass erneute Zufallzugriffe
mit entsprechender Wartezeit ha¨ufiger gestartet werden. Dies erkla¨rt die
Treppenfunktion fu¨r TO = 2 s. Fu¨r TO = 5 s und TO = 10 s laufen die
Zeitgeber entsprechend seltener ab, so dass der Effekt der zeitlichen Deh-
nung durch erneute Zufallszugriffe geringer ausfa¨llt. Dieser Effekt ist auch
ein Grund dafu¨r, dass fu¨r TO = 2 s im Unterschied zu TO = 10 s bei ho¨he-
rem Verkehrsangebot λ/λ′t > 3 die Bedienung neuer bu¨schelartig auftreten-
der U¨bertragungswu¨nsche zeitlich besser verteilt, die U¨bertragungskapazita¨t
des Mobilfunksystems effizienter ausgenutzt und ein ho¨herer Durchsatz er-
zielt wird, vgl. Abb. 10.8, S. 200. Der Effekt der zeitlichen Dehnung kann
nicht nur durch die Zeitgeber TO, sondern auch durch die Wartezeit WT
beeinflusst werden. Diese ist definiert als die Anzahl an Antwortmo¨glichkei-
ten auf der DL, nach der ein erneuter Zufallszugriff durchgefu¨hrt wird, vgl.
Tab. 2.7, S. 50. Je kleiner WT gewa¨hlt wird, umso ku¨rzer sind die Zeitab-
sta¨nde zwischen zwei Zufallszugriffen und umso schmaler sind die Treppen
in Abb. 10.13, S. 200.
Im Folgenden werden nicht nur mit Paketdatenauftra¨gen, sondern auch
mit Sprachauftra¨gen beaufschlagte V+D-Systeme betrachtet. Die Sprach-
auftra¨ge umfassen besta¨tigte Gruppenrufe mit bis zu zehn Teilnehmern,
PzP-Kommunikation zwischen zwei mobilen Teilnehmern oder einem mo-
bilen Teilnehmer und dem Festnetz und Rundfunkrufe entsprechend dem
Verkehrslastszenarium Nr. 10 in Tab. B.1, S. 237.
In den Abbn. 10.14 bis 10.17, S. 201, sind die gewichtete Verkehrsgu¨-
te Gˆ und die gewichtete Gespra¨chsaufbauzeit Cˆ unter Beru¨cksichtigung von
Gleichkanalsto¨rungen und Rauschen bei verschiedenen Kanaltypen und Zell-
gruppengro¨ßen dargestellt.
Da das V+D-System auch mit Sprachauftra¨gen beaufschlagt wird und
somit im Gegensatz zu einem ausschließlich mit Paketdatenauftra¨gen be-
lasteten System U¨bertragungskapazita¨t in erheblichem Umfang beno¨tigt,
sind gema¨ß der Analyse in Abb. 5.15, S. 132, bei 1 000 Teilnehmern minde-
stens f = 8 Tra¨gerfrequenzen mit M = 31 Verkehrskana¨len zu verwenden,
um eine noch akzeptable Verkehrsgu¨te zu erzielen. Wenn das System am
Rande seiner U¨bertragungskapazita¨t betrieben wird, kann es u. U. zu gro¨-
ßeren Paketverzo¨gerungen und somit auch gro¨ßeren Gespra¨chsaufbauzeiten
kommen. Zu niedrig gewa¨hlte Zeitgeber TO ≤ 5 s haben dann eine ka-
tastrophale Auswirkung auf die Verkehrsgu¨te. Aus diesen Gru¨nden sind
die Zeitgeber TO = 10 s gesetzt worden. Hierbei wird beru¨cksichtigt, dass
sich fu¨r eine Senderate λ/λ′t > 3 Durchsatz und Paketverzo¨gerung erheblich
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verschlechtern, vgl. Abbn. 10.8 u. 10.9, S. 200. Dies kann jedoch toleriert
werden, da sich fu¨r solche Senderaten keine akzeptablen Verkehrsgu¨ten oder
Gespra¨chsaufbauzeiten mehr erzielen lassen.
Gegenu¨ber dem ungesto¨rten Fall ko¨nnen fu¨r die Kanaltypen RA200,
TU50 und BU50 durchaus akzeptable Verkehrsgu¨ten Gˆ ≤ 5 % fu¨r eine Sen-
derate λ/λt ≤ 0,8 erzielt werden. Wie aus den MER in den Abbn. 9.11
bis 9.14, S. 191, ersichtlich ist eine U¨bertragung beim Kanaltyp HT200 ge-
nerell nicht mo¨glich. Gema¨ß Tab. 2.1, S. 9, soll innerhalb von < 300 ms
ein kanalvermitteltes Gespra¨ch aufgebaut werden. Selbst im ungesto¨rten
Fall kann laut Abb. 10.15, S. 201, fu¨r eine niedrige Auslastung λ/λt = 0,25
dieses Ziel nicht vollsta¨ndig erreicht werden. Fu¨r M = 31 Zeitschlitze und
N = 1000 Teilnehmer erweist sich das Resultat der analytischen Betrach-
tung der mittleren Wartezeit τ¯w in Abb. 5.16, S. 133, als leicht optimistischer
als das simulative Ergebnis der Gespra¨chsaufbauzeit Cˆ. Um die mittlere
Wartezeit τ¯w zu berechnen, wurde die mittlere Bediendauer von Sprachauf-
tra¨gen β¯s der mittleren Gespra¨chsdauer gleichgesetzt, vgl. Abs. 5.6.1, S. 125.
Der Zeitbedarf des der Reservierungszuteilung vorangegangenen Zufallszu-
griffs wurde hierbei nicht beru¨cksichtigt. Somit kann die mittlere Wartezeit
τ¯w als obere Schranke fu¨r die Gespra¨chsaufbauzeit Cˆ im ungesto¨rten Fall
angesehen werden. Es ist entsprechend Abb. 10.15, S. 201, von einer Ge-
spra¨chsaufbauzeit 0,5 s ≤ Cˆ ≤ 1,5 s auch fu¨r den gesto¨rten Fall auszugehen.
In einem TETRA-Netz mit sechs beru¨cksichtigten Gleichkanalzellen pro Zel-
le, vgl. Abb. 9.1, S. 174, sind Zellgruppengro¨ßen Nc ≥ 21 notwendig, um
eine Verkehrsgu¨te und eine Gespra¨chsaufbauzeit in der Na¨he des ungesto¨rten
Falls erreichen zu ko¨nnen. Da bei den simulativen Untersuchungen Nach-
richtenbu¨ndelung verwendet und ferner von der ungu¨nstigsten Geometrie
bei gesto¨rter U¨bertragung ausgegangen wurde, vgl. Abb. 9.2, S. 176, sind
die Ergebnisse als der schlechtest mo¨gliche Fall (Worst Case) anzusehen.
Fu¨r den Normalbetriebspunkt des Verkehrsangebots λ/λt = 1 entspre-
chend dem Flughafenszenarium 10, vgl. Anh. B, S. 237, ist in den Abbn. 10.18
u. 10.19, S. 201, die Wahrscheinlichkeitsverteilungsfunktion (Probability Dis-
tribution Function, PDF) F (C) der Gespra¨chsaufbauzeit C unter Verwen-
dung des MMSE-Kollisionsauflo¨sungsalgorithmus fu¨r verschiedene Kanal-
typen bzw. fu¨r verschiedene Zellgruppengro¨ßen Nc beim Kanal TU50 dar-
gestellt. Fu¨r dieses Verkehrsangebot sind selbst im ungesto¨rten Fall weniger
als 40 % aller Gespra¨che innerhalb von 300 ms und weniger als 75 % inner-
halb von 1 s aufgebaut. Im Hochlastbetrieb des Szenariums 10 ist bei gesto¨r-
ter U¨bertragung davon auszugehen, dass im schlechtest mo¨glichen Fall ab-
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ha¨ngig vom Kanaltyp nur 20 %–35 % aller Gespra¨che innerhalb von 300 ms
und 50 %–70 % innerhalb von 1 s aufgebaut werden. Laut den Abbn. 10.17
u. 10.19, S. 201, sind Zellgruppengro¨ßen Nc > 16 zwingend erforderlich, um
akzeptable Gespra¨chsaufbauzeiten erzielen zu ko¨nnen. Typischerweise wird
daher die Zellgruppengro¨ße in fla¨chendeckenden TETRA-Mobilfunknetzen
zu Nc = 21 gewa¨hlt.
10.3 Simulative Untersuchung der Parameter des Zufalls-
zugriffs und der reservierten U¨bertragung beim Pro-
tokollstapel Packet Data Optimised
In Tab. 10.2, S. 207, sind die maßgeblichen Parameter fu¨r die mit dem
TETRA-PDO-Simulator ermittelten Simulationsergebnisse aufgefu¨hrt. Die
Abku¨rzungen fu¨r die einzelnen Parameter entsprechen – soweit vorhanden –
den im TETRA-Standard, vgl. Anh. A, S. 219, aufgefu¨hrten Bezeichnungen
fu¨r Konstanten und Zeitgeber.
Im Unterschied zu den simulativen Untersuchungen des V+D-Protokoll-
stapels wird bei PDO nicht zwischen verschiedenen Verbindungsarten unter-
schieden, um Paketdaten mittlerer Gro¨ße und kleiner Gro¨ße zu u¨bertragen,
so dass die charakteristischen Kenngro¨ßen wie Durchsatz, Paketverzo¨ge-
rung, etc. lediglich gemittelt werden und nicht einer Wichtung analog zu
Gl. 10.2, S. 198, zugefu¨hrt werden mu¨ssen, um einen Gesamtvergleich der
einzelnen Simulationsergebnisse zu ermo¨glichen.
Da paketierte Sprachu¨bertragungen bei PDO nicht ohne wesentliche A¨n-
derungen des PDO-Sprachcodecs mo¨glich sind, vgl. Abs. 5.6.2, S. 127, be-
steht bei den simulativen Untersuchungen des PDO-Protokollstapels das
Verkehrsangebot ausschließlich aus Paketdaten kurzer und mittlerer La¨n-
ge. Somit ergibt sich aus der Gesamtankunftsrate gema¨ß Gl. 5.21, S. 119,
mit λt = 24,1 1/h = 0,119 1/AP die um Sprachauftra¨ge reduzierte Gesamtan-
kunftsrate λ′t zu:
λ′t = λt − λs = λsd + λmd = 20,5 1/h = 0,101 1/AP. (10.4)
In Abb. 10.20, S. 210, ist der mittlere Durchsatz S¯, in Abb. 10.21, S. 210,
die mittlere Paketverzo¨gerung D¯ fu¨r die in Abs. 4.1, S. 96, vorgestellten Al-
gorithmen zur Kollisionsauflo¨sung bei S-ALOHA unter Variation der Ver-
kehrslast dargestellt.
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Analog zu den bei V+D in den Abbn. 10.2 u. 10.3, S. 199, untersuch-
ten Kollisionsauflo¨sungsalgorithmen weist der MMSE-Algorithmus in Bezug
auf den Durchsatz durchga¨ngig das beste Verhalten auf. Fu¨r Senderaten
λ/λ′t < 4 liegt bei PDO der Durchsatz bis zu 15 % ho¨her im Vergleich zu
V+D. Wird die Senderate auf λ/λ′t > 4 gesteigert, kann trotz optimier-
ter Paketdatenu¨bertragung kein wesentlich besserer Durchsatz als bei V+D
festgestellt werden. Der S-ALOHA-Zufallszugriff begrenzt bei sehr hohem
Verkehrsangebot den Durchsatz fu¨r beide Protokollstapel, bevor die opti-
mierte Reservierungszuteilung von PDO sich auswirken kann.
Tabelle 10.2: Parameter der PDO-Simulationen
Bezeichnung Abk. Wert
Allgemeine Parameter
Reservierungszuteilung FIFO
Anzahl der Mobilstationen pro Zelle 2 500
Anzahl der Zellen 7
Anzahl der Tra¨gerfrequenzen 3, 4, 8†
Kanalmodell Ungesto¨rt†, TU50,
BU50, HT200, RA200
Zellgruppengro¨ße Nc Ungesto¨rt
†, 16, 19, 21, 25
Signalsto¨rabstand S/N 19 dB
Gesamtankunftsrate λt 20,5 1/h = 0,10 1/TP
LLC-Parameter
Wartezeit fu¨r Besta¨tigung eines AI-
Rahmens
T.254 5 s, 20 s†, 30 s
Maximale Bruttosegmentla¨nge N.251 512 byte
Maximale Fenstergro¨ße N.252 3
MAC-Parameter
Maximale Anzahl an Sendewiederho-
lungen des gleichen MAC-Blocks
N.206 3
Maximale Anzahl an Folgeblo¨cken in
einem MAC-Bu¨schel
N.222 40
Zeitintervall, in dem eine AP-PDU
von der BS zu versenden ist
5 s, 20 s†, 30 s
Wartezeit bis zum Beginn einer Zu-
griffsperiode
T.201 5 s, 20 s†, 30 s
Fortsetzung auf der na¨chsten Seite
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Tabelle 10.2: Parameter der PDO-Simulationen
Fortsetzung von der vorhergehenden Seite
Bezeichnung Abk. Wert
Wartezeit fu¨r eine Besta¨tigung T.202 5 s, 20 s†, 30 s
Wartezeit bis zum na¨chsten Zufalls-
zugriff
T.204 5 s, 20 s†, 30 s
Wartezeit fu¨r den Empfang einer AA-
PDU
T.205 5 s, 20 s†, 30 s
Parameter der AP-PDU
La¨nge einer Zugriffsperiode APL 16 · 8 Symbole
Maximale Gro¨ße eines MAC-
Bu¨schels in einer Zugriffsperiode
MD 1 Block
Besetztzeichen-Modus (Busy-Flag) S-ALOHA
Maximale Anzahl von Wiederholun-
gen des Zufallszugriffs
MAR 3, 10, 25†
Parameter der AA-PDU
Verzo¨gerung der Zugriffswiederho-
lung um RD Zugriffsfenster
RD 1 s, 5 s, 15 s†
Minimale Priorita¨t fu¨r den direkten
Zugriff wa¨hrend eines offenen Fen-
sters
DP 0
† Dieser Wert stellt den verwendeten dar, wenn es in den Abbildungen nicht
anders ausgewiesen ist.
Wenn die La¨nge des Zugriffsfensters nicht dynamisch angepasst, sondern
statisch auf einen Wert parametrisiert wird, ko¨nnen nur fu¨r eine bestimm-
te Verkehrslastsituation Durchsatz und Paketverzo¨gerung gleichzeitig opti-
miert werden. In Abb. 10.20, S. 210, ist die feste La¨nge des Zugriffsfensters
im Falle statischer Kollisionsauflo¨sung auf den vom MMSE-Algorithmus bei
λ/λ′t = 1 optimierten Wert gesetzt worden. Selbst in diesem Fall verschlech-
tert sich der Durchsatz bei statischer Kollisionsauflo¨sung im Vergleich zum
MMSE-Algorithmus mit steigender Senderate um bis zu 25 % und somit
noch sta¨rker als beim entsprechenden Vergleich bei V+D.
Der Splitting-Algorithmus fu¨r PDO, vgl. Abs. 4.1.5, S. 101, setzt voraus,
dass der TETRA-Standard in Bezug auf die AA-PDU, vgl. Tab. 2.14, S. 75,
erweitert wird und somit eine reale Implementierung als unwahrscheinlich
gilt. Wenn analog zum Fall statischer Kollisionsauflo¨sung die Gro¨ße des
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Zugriffsfensters auf den vom MMSE-Algorithmus bei λ/λ′t = 1 optimierten
Wert festgesetzt wird, tritt bei ho¨heren Senderaten ein signifikant schlech-
terer Durchsatz als beim MMSE-Algorithmus auf, weil der Baum der Kol-
lisionsauflo¨sungphase, vgl. Abb. 4.2, S. 104, nur u¨ber drei Ebenen verfu¨gt
und in den Bla¨ttern dieses Baumes Zugriffsfenster verwendet werden, deren
Gro¨ße nicht an die aktuelle Verkehrslast angepasst wird. Zusa¨tzlich vergro¨-
ßert sich die Paketverzo¨gerung, da die Zeitspanne zwischen dem Entstehen
des erstmaligen Zugriffswunsches und der tatsa¨chlichen erfolgreichen Quit-
tierung des Zufallszugriffs dadurch verla¨ngert wird, dass auf den Beginn des
na¨chsten Zugriffsfensters und im Falle von Kollisionen auf das Ende von
bis zu sieben weiteren gewartet werden muss. Aus diesen Gru¨nden sind
Splitting-Algorithmen fu¨r PDO grundsa¨tzlich nicht geeignet.
In den Abbn. 10.22, S. 210, bis 10.27, S. 211, sind die wichtigsten Parame-
ter des PDO-Zufallszugriffs variiert worden: die maximale Anzahl von Wie-
derholungen des Zufallszugriffs MAR, die Verzo¨gerung der Zugriffswieder-
holung um RD Zugriffsfenster und die Zeitgeber TO (T.201–T.205, T.254),
vgl. Tab. 10.2, S. 207. In den Abbildungen sind der mittlere Durchsatz S¯ und
die mittlere Paketverzo¨gerung D¯ dargestellt. Hierbei wurde jeweils der Kol-
lisionsauflo¨sungsalgorithmus MMSE verwendet. Mit steigender maximaler
Anzahl an Zufallszugriffswiederholungen MAR ko¨nnen sowohl der mittlere
Durchsatz als auch die mittlere Paketverzo¨gerung fu¨r Senderaten λ/λ′t < 4
leicht verbessert werden. Fu¨r MAR > 25 treten keine Verbesserungen mehr
auf.
Die Verzo¨gerung der Zugriffswiederholung RD beeinflusst fu¨r niedrige
Senderaten λ/λ′t < 4 den mittleren Durchsatz und die mittlere Paketver-
zo¨gerung nicht, vgl. Abbn. 10.25 u. 10.25, S. 210. Bei hohen Senderaten
λ/λ′t > 4 ko¨nnen mit RD ≥ 5 erneute Zufallszugriffe zeitlich so entzerrt wer-
den, dass im Vergleich zu RD = 1 der Durchsatz um bis zu 25 % ho¨her liegt.
Da fu¨r den Maximalwert von RD = 15 zusa¨tzlich die Paketverzo¨gerung fu¨r
λ/λ′t > 4 die niedrigste ist, wurde fu¨r alle weiteren Untersuchungen dieser
Wert verwendet.
Zeitgeber TO > 20 s zeigen fu¨r Senderaten λ/λ′t > 3 ein deutlich besseres
Verhalten bzgl. des Durchsatzes im Vergleich zu TO = 5 s, vgl. Abb. 10.26,
S. 211. Da bei reiner, nicht zeitkritischer Paketdatenu¨bertragung der Durch-
satz bedeutender als die Paketverzo¨gerung ist, erscheint der Zeitgeber pa-
rametrisiert zu TO = 20 s als geeigneter Kompromiss zwischen Durchsatz
und Paketverzo¨gerung, vgl. Abb. 10.26, S. 211.
210 10. Leistungsbewertung mit dem TETRA-Simulator
S¯
(%
)
−→
0
50
100
1 3 5 7 9
Senderate λ (1/λ′t) −→
..................................................................................................................................................
.... .... .... .... .... .... .... .... .... .... ... ....
.... .... .... ....
... .............. ...
......... ...... . ..
....................................................
. . . . . . . . . . .....
.................... . . . . . . . . . .
......
............................... .............................................
Sto.App.
Exp.Bck.
MMSE
Psd.Bay.
Statisch
Splitting
....................
.... .... ....
............
..............
. . . . . .
............
Abb. 10.20: PDO: Mittl. Durch-
satz S¯(λ) bei verschiedenen Al-
gorithmen
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Abb. 10.21: PDO: Mittlere Paket-
verzo¨gerung D¯(λ) bei verschie-
denen Algorithmen
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Abb. 10.22: PDO: Mittl. Durch-
satz S¯(λ) bei MMSE fu¨r
MAR = 3, 10, 25
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Abb. 10.23: PDO: Mittlere Paket-
verzo¨gerung D¯(λ) bei MMSE
fu¨r MAR = 3, 10, 25
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Abb. 10.24: PDO: Mittl. Durch-
satz S¯(λ) bei MMSE fu¨r RD =
1, 5, 15
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Abb. 10.25: PDO: Mittlere Paket-
verzo¨gerung D¯(λ) bei MMSE
fu¨r RD = 1, 5, 15
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Abb. 10.26: PDO: Mittl. Durch-
satz S¯(λ) bei MMSE fu¨r TO =
5, 20, 30
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Abb. 10.27: PDO: Mittlere Paket-
verzo¨gerung D¯(λ) bei MMSE
fu¨r TO = 5, 20, 30
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Abb. 10.28: PDO: CPDF der
Paketverzo¨gerung D fu¨r
RD = 1, 5, 15 und λ/λ′t = 1
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Abb. 10.29: PDO: CPDF der
Paketverzo¨gerung D fu¨r
MAR = 3, 10, 25 und λ/λ′t = 1
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Abb. 10.30: PDO: Mittl. Durch-
satz S¯(λ) bei MMSE fu¨r f = 3,
4, 8
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Abb. 10.31: PDO: Mittlere Paket-
verzo¨gerung D¯(λ) bei MMSE
fu¨r f = 3, 4, 8
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Abb. 10.32: PDO: Mittl. Durch-
satz S¯(λ) bei MMSE mit ver-
schiedenen Kanaltypen
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Abb. 10.33: PDO: Mittlere Paket-
verzo¨gerung D¯(λ) bei MMSE
mit verschiedenen Kanaltypen
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Abb. 10.34: PDO: Mittl. Durch-
satz S¯(λ) bei MMSE mit
verschiedenen Zellgruppengro¨s-
sen Nc beim Kanal TU50
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Abb. 10.35: PDO: Mittlere Paket-
verzo¨gerung D¯(λ) bei MMSE
mit verschiedenen Zellgruppen-
gro¨ßen Nc beim Kanal TU50
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Abb. 10.36: PDO: CPDF der
Paketverzo¨gerung D fu¨r
verschiedene Kanaltypen und
λ/λ′t = 1
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Abb. 10.37: PDO: CPDF der
Paketverzo¨gerung D fu¨r
versch. Zellgruppengro¨ßen Nc
beim Kanal TU50 und λ/λ′t = 1
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Fu¨r den Normalbetriebspunkt des Verkehrsangebots λ/λ′t = 1 entspre-
chend dem Flughafenszenarium 10, vgl. Anh. B, S. 237, ist in den Abbn. 10.28
u. 10.29, S. 211, die CPDFG(D) der Paketverzo¨gerungD unter Verwendung
des MMSE-Kollisionsauflo¨sungsalgorithmus und unter Variation der Param-
ter RD bzw. MAR dargestellt. Fu¨r dieses Verkehrsangebot sind 80 % aller
Paketdatenu¨bertragungen unabha¨ngig von der Wahl des Parameters Retry
Delay (RD), der die Anzahl abzuwartender Zugriffsfenster angibt, bevor ein
Zufallszugriff wiederholt werden darf, vgl. Tab. 2.14, S. 75. Mit steigendem
RD kann eine zeitliche Dehnung erzielt werden, d. h. die Bedienung neuer
bu¨schelartig auftretender U¨bertragungswu¨nsche kann zeitlich besser verteilt
werden. Dieser Effekt ist bei ho¨herem Verkehrsangebot λ/λ′t > 5 einsetzbar,
um den Durchsatz zu steigern, vgl. Abb. 10.24, S. 210. Ebenfalls kann eine
zeitliche Dehnung der Bedienung von U¨bertragungswu¨nschen und somit ein
besserer Durchsatz erzielt werden, indem die maximal erlaubte Anzahl an
Wiederholungen des Zufallszugriffs MAR, vgl. Tab. 2.13, S. 74, erho¨ht wird.
Dies gilt jedoch nur fu¨r ein Verkehrsangebot λ/λ′t < 4, da ansonsten bei ho¨-
herem Verkehrsangebot andere Effekte, wie z. B. der Ablauf der Zeitgeber
TO, den Parameter MAR in seiner Auswirkung u¨berlagern, vgl. Abb. 10.22,
S. 210.
Bei V+D ergaben die Abbn. 10.10 u. 10.11, S. 200, dass eine typischer-
weise vier Tra¨gerfrequenzen unterstu¨tzende Sende-Empfangseinheit (Trans-
ceiver) einer TETRA-Basisstation vollkommen fu¨r ein System ausreicht, das
ausschließlich mit kleinen und mittleren Paketdatenauftra¨gen belastet wird.
Fu¨r PDO sind in den Abbn. 10.30 u. 10.31, S. 211, der Durchsatz und die
Paketverzo¨gerung dargestellt, wobei die Anzahl f der Tra¨gerfrequenzen, die
gleichzeitig von einem Hauptorganisationskanal MCCH verwaltet werden,
variiert wurde. Analog zu V+D reicht auch hier eine Sende-Empfangsein-
heit aus.
In den Abbn. 10.32, S. 212, bis 10.35, S. 212, sind der mittlere Durch-
satz S¯ bzw. die mittlere Paketverzo¨gerung D¯ unter Beru¨cksichtigung von
Gleichkanalsto¨rungen und Rauschen bei verschiedenen Kanaltypen und Zell-
gruppengro¨ßen dargestellt. Gegenu¨ber dem ungesto¨rten Fall ko¨nnen fu¨r die
Kanaltypen RA200, TU50 und BU50 durchaus akzeptable Ergebnisse erzielt
werden. Wie aus den MER in den Abbn. 9.11 bis 9.14, S. 191, ersichtlich
ist eine U¨bertragung beim Kanaltyp HT200 generell nicht mo¨glich. In ei-
nem TETRA-Netz mit sechs beru¨cksichtigten Gleichkanalzellen pro Zelle,
vgl. Abb. 9.1, S. 174, sind Zellgruppengro¨ßen Nc ≥ 21 notwendig, um ei-
nen Durchsatz und eine Paketverzo¨gerung in der Na¨he des ungesto¨rten Falls
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erreichen zu ko¨nnen.
Fu¨r den Normalbetriebspunkt des Verkehrsangebots λ/λ′t = 1 entspre-
chend dem Flughafenszenarium 10, vgl. Anh. B, S. 237, ist in den Abbn. 10.36
u. 10.37, S. 212, die CPDF G(D) der Paketverzo¨gerung D unter Verwen-
dung des MMSE-Kollisionsauflo¨sungsalgorithmus fu¨r verschiedene Kanal-
typen bzw. fu¨r verschiedene Zellgruppengro¨ßen Nc beim Kanal TU50 darge-
stellt. Fu¨r dieses Verkehrsangebot sind 70 % aller Paketdatenu¨bertragungen
nahezu unabha¨ngig vom Kanaltyp und von der Zellgruppengro¨ße.
KAPITEL 11
Zusammenfassung und Ausblick
D ie Leistungskenngro¨ßen der TETRA-Protokollstapel, wie z. B. Durch-satz, Paketverzo¨gerung, Verkehrsgu¨te, Gespra¨chsaufbauzeit, etc., ko¨n-
nen erheblich optimiert werden, indem die Parameter des Zufallszugriffs und
der reservierten U¨bertragung, ein adaptiver Algorithmus zur Kollisionsauf-
lo¨sung und eine optimale Abfertigungsstrategie geeignet gewa¨hlt werden.
Um mit einem stochastischen, ereignisorientierten Mobilfunksimulator
auf Basis der emulierten TETRA-Protokolle diese Parameter, Algorithmen
und Strategien untersuchen zu ko¨nnen, wurde im Rahmen dieser Arbeit
der objektorientierte Softwareentwurf von komplexen Telekommunikations-
systemen um den Aspekt der Leistungsbewertung mit Hilfe der SPEET-
Methode erweitert, vgl. Kap. 6, S. 137. Die TETRA-Protokollstapel V+D
und PDO wurden formal in SDL spezifiziert, vgl. Abs. 10.1, S. 193, mit dem
Codegenerator SDL→SPEETCL, vgl. Kap. 8, S. 163, auf die SDL-Laufzeit-
umgebung der C++-Simulationsklassenbibliothek SPEETCL, vgl. Kap. 7,
S. 155, abgebildet und in den auf der SPEETCL basierenden TETRA-Mo-
bilfunksimulator integriert. Das Verhalten eines TETRA-Empfa¨ngers bei
von Rauschen und Gleichkanalsto¨rungen hervorgerufenen U¨bertragungsfeh-
lern wird im Simulator durch Fehlermusterdateien auf der Verbindungsebene
(Link Level) beru¨cksichtigt, vgl. Kap. 9, S. 169.
Sowohl fu¨r V+D als auch fu¨r PDO erweist sich der MMSE-Algorithmus,
vgl. Abs. 4.1.4, S. 100 als zur Kollisionsauflo¨sung am Besten geeignet. Split-
ting-Algorithmen sind hierzu generell ungeeignet, vgl. Abs. 4.1.5, S. 101.
Werden externe Priorita¨ten verwendet, ist HOL die optimale Abfertigungs-
strategie, ansonsten FIFO, vgl. Abs. 4.3, S. 107. Paketierte Sprachverbin-
dungen sind in PDO zwar grundsa¨tzlich denkbar, erfordern aber einen neuen
auf die Struktur der PDUs bei PDO abgestimmten Codec, vgl. Abs. 5.6.2,
S. 127.
In Hochlastszenarien wurde unter Beru¨cksichtigung von Gleichkanalsto¨-
rungen ermittelt, welche Bedeutung die Parameter des TETRA-Zufallszu-
griffs haben und wie sich an TETRA angepasste Kollisionsauflo¨sungsalgo-
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rithmen und Reservierungszuteilungsstrategien auf Verkehrs- und Dienstgu¨-
te, insbesondere auf Durchsatz, Paketverzo¨gerung und Gespra¨chsaufbauzeit
auswirken. Innerhalb von < 300 ms soll ein kanalvermitteltes Gespra¨ch auf-
gebaut werden. Selbst im ungesto¨rten Fall kann fu¨r eine niedrige Auslastung
dieses Ziel nicht erreicht werden. Es ist hingegen von einer Gespra¨chsauf-
bauzeit 0,5 s ≤ Cˆ ≤ 1,5 s auch fu¨r den gesto¨rten Fall auszugehen. In ei-
nem TETRA-Netz mit sechs benachbarten Gleichkanalzellen pro Zelle sind
Zellgruppengro¨ßen Nc ≥ 21 notwendig, um eine Verkehrsgu¨te und eine Ge-
spra¨chsaufbauzeit in der Na¨he des ungesto¨rten Falls erreichen zu ko¨nnen,
vgl. Abs. 10.2, S. 195.
Ausgehend von einem Modell fu¨r die Ermittlung des mittleren Durch-
satzes und der mittleren Paketverzo¨gerung eines S-ALOHA-Systems bei
endlicher Teilnehmerzahl und einem Modell fu¨r die Berechnung der War-
tewahrscheinlichkeit in einem TETRA-System wurde die mo¨gliche bedien-
bare maximale Teilnehmerzahl bei TETRA-Systemen abgescha¨tzt. Diese
Abscha¨tzung wurde verwendet, um die simulativen Ergebnisse zu verifizie-
ren.
Neben den simulativen und analytischen Untersuchungen bzgl. der Kol-
lisionsauflo¨sung und der Reservierungszuteilung bei TETRA-Systemen sind
ferner als Hauptergebnisse dieser Arbeit die SPEET-Werkzeuge und der
TETRA-Mobilfunksimulator zu nennen. Mit den SPEET-Werkzeugen liegt
eine neue Methodik vor, Leistungsbewertungen komplexer, formal in SDL
spezifizierter Kommunikationssysteme zu ermo¨glichen. Aufbauend auf der
SPEET-Methodik kann der TETRA-Mobilfunksimulator zur Konfiguration
und Parametrisierung zuku¨nftiger und bestehender TETRA-Netze einge-
setzt werden.
Ausblick
Das ETSI hat begonnen, TETRA Release 2 zu standardisieren. Dies ge-
schieht mit dem Ziel, im Vergleich zum in Kap. 2, S. 5, beschriebenen
TETRA Release 1 -System eine ho¨here Bruttodatenrate von bis zu 360 kbit/s
und eine verbesserte Sprachqualita¨t durch neue Sprachcodecs zu erzielen.
Ferner sollen die Reichweite von TETRA-Funkzellen auf bis zu 200 km er-
weitert, multimediale Anwendungen abha¨ngig vom Aufenthaltsort einge-
fu¨hrt und Interworking mit den Mobilfunksystemen Universal Mobile Te-
lecommunication System (UMTS) (Walke et al., 2001) und GSM, ins-
besondere mit dem neuen GSM-Paketdatendienst General Packet Radio
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Service (GPRS), ermo¨glicht werden.
Im nordatlantischen Projekt Mobility for Emergency and Safety Appli-
cations (MESA) ergreifen die nordamerikanische Standardisierungsorgani-
sation Telecommunications Industry Association (TIA) und das europa¨i-
sche ETSI die Initiative, hochmobile Breitbandkommunikation fu¨r BOS mit
Bitraten > 2 Mbit/s global zu standardisieren. In diesem Projekt werden
die nordamerikanischen Standardisierungsbemu¨hungen der Association of
Police Communications Officials (APCO) beim Projekt P34 und die des
ETSI beim internen TETRA-Nachfolgestandard Digital Advanced Wireless
Service (DAWS) zusammengefu¨hrt.
Zuku¨nftige Arbeiten sollten sich darauf konzentrieren, wie TETRA-Sys-
teme mit obigen Mobilfunksystemen ko-existieren ko¨nnen und wie sich fer-
ner neue, breitbandigere Datendienste auf die Leistungskenngro¨ßen sowohl
von TETRA Release 2 oder MESA als auch anderer Mobilfunksysteme aus-
wirken.
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Schlu¨sselwo¨rter
Zusatzdienste, LLC- und MAC-Dienstzugangspunkte
D as Technische Kommitee Radio Equipment and Systems (RES) 06 desEuropean Telecommunications Standards Institute (ETSI) hat den Ter-
restrial Trunked Radio (TETRA)-Standard erstellt und verabschiedet. In
den folgenden Abschnitten werden zuerst die fu¨r TETRA definierten Zu-
satzdienste, anschließend die Dienstelemente fu¨r die Teilschichten LLC und
MAC der beiden Protokollstapel V+D und PDO erla¨utert. Abschließend
sind die einzelnen Dokumente des TETRA-Standards vollsta¨ndig aufge-
fu¨hrt.
A.1 TETRA-Zusatzdienste
Es werden folgende Zusatzdienste in TETRA angeboten:
 Indirekter Zugang zu o¨ffentlichen Telefonnetzen (Public Switched Tele-
phone Network , PSTN), dem ISDN und Nebenstellenanlagen (Private
Branch Exchange, PBX) u¨ber ein Gateway,
 List Search Call (LSC), bei dem die Teilnehmer oder Gruppen anhand
der Reihenfolge von Eintragungen in einer Liste angerufen werden,
 Include Call (IC), um bei bestehendem Gespra¨ch durch Wahl einer
Rufnummer einen weiteren Teilnehmer in die bestehende Verbindung
mit einzubeziehen,
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 Rufweiterleitung und Rufumleitung – in jedem Fall (Call Forwarding
Unconditional , CFU), wenn das gerufene Gera¨t besetzt ist (Call For-
warding Busy , CFB), wenn der Teilnehmer nicht antwortet (Call For-
warding on No Reply, CFNRy) oder wenn er nicht erreichbar ist (Call
Forwarding on Not Reachable, CFNRc),
 Rufeinschra¨nkung bzw. -sperre fu¨r ankommende bzw. abgehende Ge-
spra¨che, Barring of Incoming Calls (BIC) bzw. Barring of Outgoing
Calls (BOC),
 Call Authorized by Dispatcher (CAD), bei dem auf Antrag eine be-
stimmte Rufart ermo¨glicht wird, eine bestimmte Benutzergruppe zu-
gelassen oder bestimmte Benutzungsgebiete reserviert werden,
 Call Report (CR) ermo¨glicht das Hinterlegen der Nummer des rufen-
den Teilnehmers beim gerufenen Teilnehmer fu¨r einen spa¨teren Ru¨ck-
ruf,
 Rufnummernidentifikation (Calling Line Identification Presentation
(CLIP), Connected Line Identification Presentation (COLP)); diese
Funktion kann mit Calling/Connected Line Identification Restriction
(CLIR) unterbunden werden; außerdem ist auch Teilnehmeridentifi-
kation mo¨glich (Talking Party Identification, TPI);
 Call Waiting (CW) zeigt dem belegten Teilnehmer an, wer in der
Zwischenzeit angerufen hat,
 Call Hold (CH) ermo¨glicht einem kommunizierenden Teilnehmer, sein
Gespra¨ch zugunsten eines anderen zu unterbrechen und das unterbro-
chene Gespra¨ch spa¨ter weiterzufu¨hren,
 Short Number Addressing (SNA) ermo¨glicht einem Benutzer, einen
Teilnehmer u¨ber eine Kurzwahlnummer anzurufen; die Umsetzung von
Kurzwahl- zu Teilnehmernummer u¨bernimmt die TETRA-Infrastruk-
tur (SwMI),
 Priorita¨tenruf (Priority Call , PC) bietet die bevorzugte Abfertigung
beim Gespra¨chsaufbau,
 Priorita¨tenruf mit Unterbrechung (Pre-emptive Priority Call , PPC)
bietet die bevorzugte Abfertigung beim Gespra¨chsaufbau, wobei in
Kauf genommen wird, dass eine andere Verbindung hierfu¨r abgebro-
chen wird,
 durch den Dienst Zugangspriorita¨t (Access Priority, AP) wird sicher-
gestellt, dass auch im Falle eines u¨berlasteten Netzes zugegriffen wer-
den kann,
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 Advice of Charge (AoC) ist ein Dienst, durch welchen dem Teilnehmer
die anfallenden Gebu¨hren vor, wa¨hrend oder am Ende eines Gespra¨chs
angezeigt werden,
 diskretes Abho¨ren (Discrete Listening, DL) eines Gespra¨chs durch
eine autorisierte Person,
 Ambience Listening (AL) ermo¨glicht, ohne Kenntnisnahme des End-
gera¨tenutzers die Umgebungsgera¨usche zu einer autorisierten U¨berwa-
chungsstelle zu u¨bertragen,
 dynamische Gruppennummerzuweisung (Dynamic Group Number As-
signment , DGNA),
 Transfer of Control (ToC) ermo¨glicht es dem Initiator einer Mehr-
punktverbindung, die Kontrolle u¨ber das Gespra¨ch an einen anderen
Teilnehmer der Verbindung weiterzugeben,
 Area Selection (AS) erlaubt einem berechtigten Benutzer, die Zelle
fu¨r den Verbindungsaufbau auszuwa¨hlen bzw. dem zur Zeit bedienten
Teilnehmer, die Zelle zu bestimmen,
 Late Entry (LE) ist eine Einladung an mo¨gliche Teilnehmer einer
Mehrpunktverbindung, in eine bestehende Verbindung eingebunden
zu werden.
Eine komplette Zusammenstellung sowie die ausfu¨hrliche Definition und
Beschreibung der Zusatzdienste ist in den Serien 10 bis 12 des Standards
V+D (European Telecommunication Standard (ETS) 300 392-10 bis -12)
enthalten, vgl. Anh. A.6, S. 230.
A.2 Dienstelemente der V+D-MAC-Dienstzugangspunkte
Von den LLC-Verbindungstypen BL und AL wird der TMA-SAP fu¨r die
U¨bertragung von Signalisierungs- und Paketdateninformationen benutzt,
vgl. Abb. 2.10, S. 32. Dazu stehen fu¨nf Dienstelemente (Service Primitive,
SP) zur Verfu¨gung.
Mit dem TMA-UNITDATAreq-SP fordert die LLC-Teilschicht die MAC-
Teilschicht auf, LLC-Rahmen zu versenden. An dieser Schnittstelle werden
diese LLC-Rahmen TETRA MAC-SDU (TM-SDU) genannt.
Das TMA-UNITDATAind-SP wird von der MAC-Teilschicht verwendet,
um empfangene Nachrichten zu u¨bergeben.
Mit dem TMA-CANCELreq-SP kann ein TMA-UNITDATAreq-SP gelo¨scht
werden, welches von der LLC-Teilschicht versendet wurde.
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Mit dem TMA-RELEASEind-SP kann eine AL-Verbindung unterbrochen
werden, wenn die MAC-Teilschicht einen Kanal freigibt und alle ALs auf
diesem Kanal stillschweigend unterbrochen werden.
Mit einem TMA-REPORTind-SP zeigt die MAC-Teilschicht den oberen
Schichten Informationen u¨ber den Zustand von Dienstanforderungen an.
Beim Initialisierungsprozess wird mit diesem SP angezeigt, ob der Ver-
bindungsaufbau erfolgreich war und die Partnerinstanz den Empfang der
Nachricht besta¨tigt hat. Die bei diesen Prozessen auftretenden Fehler, wie
z. B. fehlgeschlagener Zufallszugriff, werden ebenfalls mit diesem SP an die
ho¨heren Schichten gemeldet.
Der TMB-SAP fu¨hrt den Transfer von nichtadressierten Rundsende-
nachrichten durch, die Informationen zur Netz- oder Systemorganisation
enthalten. In diesem Fall existieren in der LLC-Teilschicht keine speziel-
len, den TMB-SAP betreffenden Funktionen, so dass Dienstanforderungen
am TLB-SAP direkt auf TMB-SAP-Anforderungen und umgekehrt abge-
bildet werden. Deshalb existieren an diesen beiden SAPs auch dieselben
Dienstelemente.
In gleicher Weise werden die Informationen fu¨r die lokale Schichtver-
waltung u¨ber den TMC-SAP u¨bertragen. Es gibt in der LLC-Teilschicht
keine TLC-SAP betreffenden Funktionen, so dass Dienstanforderungen am
TLC-SAP direkt auf TMC-SAP-Anforderungen und umgekehrt abgebildet
werden.
Bei einer kanalvermittelten Sprach- oder Datenverbindung werden die
Sprach- oder Datenrahmen der MAC-Teilschicht u¨ber den TMD-SAP u¨ber-
geben, der die Schnittstelle zwischen dem TETRA-Sprachcodec und der
MAC-Teilschicht bildet. Sprachrahmen du¨rfen verschlu¨sselte oder unver-
schlu¨sselte Sprache enthalten; die in ihnen enthaltene Information ist fu¨r
die MAC-Teilschicht irrelevant. Zur Ende-zu-Ende-Signalisierung zwischen
den Benutzern des kanalvermittelten Dienstes ko¨nnen einzelne Zeitschlitze
bzw. Teilzeitschlitze gestohlen werden. Abha¨ngig davon, ob ein Zeitschlitz
Sprach-, Daten- oder Signalisierinformationen entha¨lt und ob ein ganzer
oder ein halber Zeitschlitz gestohlen wurde, erfolgt eine entsprechend ange-
passte Kanalcodierung. Mit dem TMD-UNITDATAreq-SP und dem TMD-
UNITDATAind-SP werden empfangene bzw. zu versendende Sprach- oder
Datenrahmen u¨bergeben. Mit Hilfe des TMD-REPORTind-SP wird der
MAC-Dienstbenutzer u¨ber den Status der laufenden U¨bertragung infor-
miert.
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A.3 Dienstelemente der V+D-LLC-Dienstzugangspunkte
Der TLA-SAP wird fu¨r die adressierte Datenu¨bertragung und fu¨r die Steue-
rung der Datenu¨bertragungsprozeduren der Schicht 2 verwendet. Jede un-
abha¨ngige Instanz eines Dienstes wird durch einen separaten Verbindungs-
endpunkt (Connection Endpoint , CEP) am TLA-SAP repra¨sentiert. Es
ko¨nnen bis zu vier AL-Instanzen von einer MS gleichzeitig unterhalten wer-
den. Der Informationsfluss ist von der MS zur BS und umgekehrt sowie
innerhalb einer MS bzw. BS mo¨glich.
Am TLA-SAP stehen die in Tab. A.1, S. 224, aufgefu¨hrten Dienstele-
mente zur Verfu¨gung, die teilweise von beiden oder nur einem der Ver-
bindungstypen BL oder AL genutzt werden. Die Einrichtung und Un-
terhaltung einer besta¨tigten Verbindung (AL) geschieht folgendermaßen:
Mit einem TL-CONNECTreq-SP wird der Vorgang eingeleitet und durch ein
TL-CONNECTind-SP bei der Gegenstelle angezeigt, die wiederum ein TL-
CONNECTresp-SP zuru¨ckschickt, welches mit einem TL-CONNECTconf-SP
der einleitenden Stelle Informationen u¨ber den Verbindungsaufbau anzeigt.
Fu¨r die besta¨tigte Datenu¨bertragung stehen die Dienstelemente TL-
DATAreq, TL-DATAconf und TL-DATAind zur Verfu¨gung, welche fu¨r BL
und AL getrennt definiert sind. Beim BL existiert hier zusa¨tzlich das TL-
DATAresp-SP, mit dem auf eine Nachricht mit einer Besta¨tigung oder einer
neuen Nachricht geantwortet werden kann und das nicht besta¨tigt wird.
Die unbesta¨tigte Nachrichtenu¨bertragung wird mittels der Dienstelemente
TL-UNITDATAreq, TL-UNITDATAind und TL-UNITDATAconf durchgefu¨hrt,
wobei letzteres nur optional ist und lediglich die erfolgreiche Versendung
anzeigt, vgl. Tab. A.1, S. 224.
Die Auslo¨sung eines ALs wird mit einem TL-DISCONNECTreq-SP ein-
geleitet, mit einem TL-DISCONNECTind-SP der Gegenstelle angezeigt und
mit einer Besta¨tigung der Gegenstelle in Form eines TL-DISCONNECTconf-
SPs beendet. Eine Verbindung, die z. B. anormal unterbrochen wurde, kann
mit den Dienstelementen TL-RELEASEreq und TL-RELEASEind lokal in der
MS bzw. BS beendet werden. Das TL-REPORTind-SP wird intern zur Infor-
mation der MLE u¨ber den Status der von ihr ausgelo¨sten Prozesse genutzt.
Die Dienstelemente des TLB-SAPs und des TLC-SAPs sind in Tab. A.2,
S. 225, zusammengestellt. Am TLB-SAP der BS fordert die MLE-Teil-
schicht die BS mit den SPs TL-SYNCreq und TL-SYSINFOreq auf, Synchro-
nisations- und Systeminformationen fu¨r die Zellenauswahl der MS an die
MS zu versenden. Die SPs TL-SYNCind und TL-SYSINFOind am TLB-SAP
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der MS werden in der MS benutzt, um die empfangenen Daten von der
LLC- an die MLE-Teilschicht weiterzuleiten.
Tabelle A.1: Dienstelemente des V+D-Dienstzugangspunktes TLA
Verbin-
Dienstelement
dungsart
Beschreibung
TL-CANCELreq BL, AL Aufforderung, eine U¨bertragung abzu-
brechen, bevor sie u¨berhaupt stattge-
funden hat
TL-CONNECTreq
TL-CONNECTconf
TL-CONNECTind
TL-CONNECTresp
AL Versenden und Empfang der fu¨r die
Einrichtung bzw. Unterhaltung einer
Verbindung notwendigen Parameter
TL-DATAreq
TL-DATAconf
TL-DATAind
TL-DATAresp
BL Versenden und Empfang von Daten mit
Besta¨tigung
TL-DATAreq
TL-DATAconf
TL-DATAind
AL Versenden und Empfang von Daten mit
Besta¨tigung
TL-DISCONNECTreq
TL-DISCONNECTconf
TL-DISCONNECTind
AL Auslo¨sung einer Verbindung zwischen
zwei korrespondierenden AL-Instanzen
TL-RELEASEreq
TL-RELEASEind
BL, AL Interne Auslo¨sung einer Verbindung
ohne die Gegenstelle davon zu informie-
ren
TL-REPORTind BL, AL Meldung an die MLE u¨ber den Status
einer von der MLE ausgelo¨sten Aktion
TL-UNITDATAreq
TL-UNITDATAconf
TL-UNITDATAind
BL, AL Versenden und Empfang von Daten oh-
ne Besta¨tigung
Die Dienstelemente des TLC-SAPs sind fu¨r die Steuerung einer Ver-
bindung zusta¨ndig. So wird durch die SPs TL-CONFIGUREreq und TL-
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CONFIGUREconf die Schicht 2 anhand der gewa¨hlten Zellenparameter und
des Zustandes der MS konfiguriert.
Mit dem TL-MEASUREMENTind-SP wird den ho¨heren Schichten die
Qualita¨t einer Verbindung durch Ergebnisse aus Messungen und der durch
Monitoring bzw. Scanning bestimmten Parameter der Nachbarzellen ange-
zeigt, vgl. Abs. 2.6.4.1.2, S. 38.
Tabelle A.2: Dienstelemente der V+D-Dienstzugangspunkte TLB und TLC
Dienstelement SAP Beschreibung
TL-SYNCreq
TL-SYNCind
TLB Rundsendung von Synchronisationspara-
metern fu¨r die Zellenauswahl
TL-SYSINFOreq
TL-SYSINFOind
Rundsendung von Systeminformationen
fu¨r die Zellenauswahl
TL-CONFIGUREreq
TL-CONFIGUREconf
TLC Konfiguration der Schicht 2 anhand gege-
bener Zellparameter
TL-MEASUREMENTind Meldung der Messergebnisse u¨ber die Qua-
lita¨t einer Verbindung
TL-MONITOR-LISTreq Aufforderung, die Pfadverluste einer be-
stimmten Anzahl von Kana¨len zu ermit-
teln
TL-MONITORind Meldung der Messergebnisse u¨ber die Pf-
adverluste dieser Kana¨le
TL-REPORTind Meldung an die MLE u¨ber den Status einer
von der MLE ausgelo¨sten Aktion
TL-SCANreq
TL-SCANconf
Untersuchung eines bestimmten Kanals
TL-SCAN-REPORTind Regelma¨ßige Meldung der Signalqualita¨t
eines Kanals und der aktuellen Zellpara-
meter nach Abschluss der Untersuchung
des Kanals
TL-SELECTreq
TL-SELECTconf
TL-SELECTind
TL-SELECTresp
Auswahl eines bestimmten Kanals fu¨r die
Funku¨bertragung
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Durch das TL-MONITOR-LISTreq-SP wird der Monitoring-Vorgang auf
alle in einer Liste aufgefu¨hrten Kana¨le angewendet und durch das TL-
MONITORind-SP das Ergebnis fu¨r einen Kanal angezeigt. Das Dienstele-
ment TL-REPORTind wird wie am TLA-SAP verwendet. Mit den SPs TL-
SCANreq und TL-SCANconf wird der Scanning-Vorgang eines Kanals gest-
artet und durch das TL-SCAN-REPORTind-SP das Ergebnis mitgeteilt. Mit
dem TL-SELECTreq-SP und dem TL-SELECTconf-SP wird die von der MLE-
an die MAC-Teilschicht versendete Aufforderung zur Kanalwahl bzw. zum
Kanalwechsel ausgefu¨hrt sowie durch die MAC-Teilschicht der MLE mit
Hilfe der SPs TL-SELECTind und TL-SELECTresp der von der BS geforderte
Kanalwechsel mitgeteilt.
In Tab. A.3 sind alle Dienstelemente der LLC- und der MAC-Teilschicht
zusammengefasst und zueinander in Beziehung gestellt.
Tabelle A.3: Zuordnung von V+D-LLC- zu MAC-Dienstelementen
LLC- MAC-
SAP
LLC-Dienstelement MAC-Dienstelement
SAP
TLA TL-CONNECTreq TMA-UNITDATAreq TMA
TL-CONNECTresp
TL-DATAreq
TL-DATAresp
TL-DISCONNECTreq
TL-UNITDATAreq
TL-CONNECTind TMA-UNITDATAind
TL-CONNECTconf
TL-DATAind
TL-DATAconf
TL-DISCONNECTind
TL-DISCONNECTconf
TL-UNITDATAind
TL-CANCELreq TMA-CANCELreq
TL-RELEASEreq —
TL-RELEASEind —
TL-REPORTind TMA-REPORTind
Fortsetzung auf der na¨chsten Seite
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Tabelle A.3: Zuordnung von V+D-LLC- zu MAC-Dienstelementen
Fortsetzung von der vorhergehenden Seite
LLC- MAC-
SAP
LLC-Dienstelement MAC-Dienstelement
SAP
TLB TL-SYNCreq TMB-SYNCreq TMB
TL-SYNCind TMB-SYNCind
TL-SYSINFOreq TMB-SYSINFOreq
TL-SYSINFOind TMB-SYSINFOind
TLC TL-CONFIGUREreq TMC-CONFIGUREreq TMC
TL-CONFIGUREconf TMC-CONFIGUREconf
TL-MEASUREMENTind TMC-MEASUREMENTind
TL-MONITORind TMC-MONITORind
TL-MONITOR-LISTreq TMC-MONITOR-LISTreq
TL-REPORTind TMC-REPORTind
TL-SCANreq TMC-SCANreq
TL-SCANconf TMC-SCANconf
TL-SCAN-REPORTind TMC-SCAN-REPORTind
TL-SELECTreq TMC-SELECTreq
TL-SELECTconf TMC-SELECTconf
TL-SELECTind TMC-SELECTind
— — TMD-REPORTind TMD
— TMD-UNITDATAreq
— TMD-UNITDATAind
A.4 Dienstelemente des PDO-LLC-Dienstzugangspunktes
Der TLA-SAP, vgl. Abb. 2.21, S. 64, wird fu¨r die adressierte Datenu¨bertra-
gung und fu¨r die Steuerung der Datenu¨bertragungsprozeduren der Schicht 2
verwendet. Jede unabha¨ngige Instanz eines Dienstes wird durch einen se-
paraten Verbindungsendpunkt (CEP) am TLA-SAP repra¨sentiert.
Alle TLA-SAP-SPs korrespondieren mit unidirektionalen Transaktio-
nen, vgl. Tab. A.4, S. 228. Die TETRA-LLC-CONNECT-Dienstelemente
werden fu¨r die Einrichtung einer unidirektionalen Verbindung (BS → MS
oder MS → BS) verwendet. Eine Verbindung muss eingerichtet worden
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sein, bevor sie benutzt wird. Die TL-DATA-Dienstelemente werden fu¨r alle
unidirektionalen Datenu¨bertragungen u¨ber diese Verbindung benutzt. Die
genannten Dienstelemente werden fu¨r die besta¨tigte, verbindungsorientier-
te PzP-U¨bertragung beno¨tigt. Bei verbindungsloser, unbesta¨tigter PzP-
oder PzM-U¨bertragung werden die TL-UNITDATA-Dienstelemente verwen-
det. Da keine Verbindung vorliegt, du¨rfen sie zu jedem Zeitpunkt versendet
werden.
Tabelle A.4: Dienstelemente des PDO-Dienstzugangspunktes TLA
Dienstelement Beschreibung
TL-CONNECTreq Aufforderung an Schicht 2, eine Verbindung neu oder
wieder einzurichten fu¨r eine besta¨tigte U¨bertragung
TL-CONNECTconf Besta¨tigung der Einrichtung einer Verbindung
TL-CONNECTind Meldung an Schicht 3, dass eine Verbindung einge-
richtet wurde
TL-DATAreq Aufforderung an Schicht 2, eine besta¨tigte Nachricht
zu u¨bertragen
TL-DATAconf Meldung an Schicht 3, ob das Versenden der besta¨-
tigten Nachricht erfolgreich verlaufen ist
TL-DATAind Weiterreichung einer empfangenen, besta¨tigten Nach-
richt an Schicht 3
TL-UNITDATAreq Aufforderung an Schicht 2, eine unbesta¨tigte Nach-
richt zu versenden
TL-UNITDATAind Weiterreichung einer empfangenen und unbesta¨tigten
Nachricht an Schicht 3
A.5 Dienstelemente der PDO-MAC-Dienstzugangspunkte
U¨ber den TLB-SAP werden auf Seiten der BS von der MLE- zur MAC-
Teilschicht Systeminformationen mit Hilfe der Dienstelemente TL-BROAD-
CAST-1 und TL-BROADCAST-2 weitergeleitet, die als Rundsendeinformati-
on in SIN1- oder SIN2-PDUs versendet werden. Auf Seiten der MS werden
die in diesen MAC-Bu¨scheln enthaltenen Informationen zur MLE gesendet,
vgl. Tab. A.5, S. 229.
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Tabelle A.5: Dienstelemente der PDO-Dienstzugangspunkte TLB und TLC
Dienstelement SAP Beschreibung
TL-BROADCAST-1req TLB Aufforderung zur Versendung einer SIN1-
PDU. Das Versenden wird bis zum Ein-
treffen einer neuen Aufforderung in regel-
ma¨ßigen Zeitabsta¨nden wiederholt.
TL-BROADCAST-1conf Besta¨tigung der Verarbeitung einer SIN1-
PDU.
TL-BROADCAST-1ind Weiterreichung einer empfangenen SIN1-
PDU(MS).
TL-BROADCAST-2req Aufforderung zur Versendung einer SIN2-
PDU.
TL-BROADCAST-2conf Besta¨tigung der Verarbeitung einer SIN2-
PDU.
TL-BROADCAST-2ind Weiterreichung einer empfangenen SIN2-
PDU(MS).
TL-SCANreq
TL-SCANconf
TLC Aufforderung auf Seiten der MS, einen
Funkkanal zu untersuchen und die Mess-
ergebnisse an Schicht 3 zu melden.
TL-SERVINGind Meldung der Messergebnisse fu¨r die aktu-
elle Zelle.
TL-MONITORreq
TL-MONITORind
Aufforderung auf Seiten der MS, die Sig-
nalqualita¨t einer Liste von Funkkana¨len zu
u¨berpru¨fen und die Messergebnisse an die
Schicht 3 zu melden.
TL-SELECTreq
TL-SELECTconf
TLC Aufforderung auf Seiten der MS, einen de-
finierten Funkkanal auszuwa¨hlen und die
Auswahl zu besta¨tigen.
TL-ADDLISTreq Aufforderung auf Seiten der MS, die mit-
gelieferten Adressen fu¨r das Verlassen des
Energiesparmodus zu beru¨cksichtigen.
U¨ber den TLC-SAP tauschen die MLE- und die MAC-Teilschicht der
MS Kanalverwaltungsinformationen aus, vgl. Tab. A.5. Mit Hilfe der TL-
SCAN-SPs wird die Untersuchung von Funkkana¨len und die Berichterstat-
tung der Messergebnisse durchgefu¨hrt. Regelma¨ßig informiert die MAC- die
MLE-Teilschicht u¨ber die Messergebnisse der aktuellen Zelle unter Verwen-
dung des TL-SERVINGind-SPs. Ist die MLE-Teilschicht an der Signalqua-
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lita¨t anderer Funkkana¨le interessiert, u¨berreicht sie der MAC-Teilschicht
eine entsprechende Liste und erha¨lt danach die Signalqualita¨tsmessungen
der jeweiligen Funkkana¨le zuru¨ck (TL-MONITOR). Hat sich die MLE fu¨r
einen Funkkanal entschieden, teilt sie dies der MAC-Teilschicht mit, die den
Erfolg der Kanalauswahl zuru¨ckmeldet (TL-SELECT).
Eine MS kann in den drei Modi Normal Mode (NOR), Low Duty Mo-
de (LOD) und Very Low Duty Mode (VLD) betrieben werden. Im NOR-
Modus ho¨rt sie der BS sta¨ndig zu. Die beiden anderen Energiesparmodi
unterscheiden sich nur durch die Gro¨ße der Zeitintervalle, nach denen die
MS der BS wieder zuho¨rt. In einer regelma¨ßig von der BS versendeten
WU-PDU werden diese Zeitintervalle definiert. Wenn eine MS senden will,
geht sie sofort in den NOR-Modus u¨ber. Mit Hilfe des TL-ADDLISTreq-
SPs teilt die MLE- der MAC-Teilschicht mit, auf welche in den WU-PDUs
aufgefu¨hrten MAC-Adressen sie reagieren soll.
A.6 Die Dokumente des TETRA-Standards
Ein von dem ETSI verabschiedetes Dokument wird European Telecommuni-
cation Standard (ETS) genannt. Ein ETSI Technical Report (ETR) basiert
auf Studien des ETSIs und ist ein rein informatives Dokument, das entwe-
der die Benutzung oder Anwendung eines ETSs begleitet oder eine noch
unfertige Vorstufe eines ETS darstellt. In Tab. A.6 sind die einzelnen ETS-
und ETR-Dokumente des TETRA-Standards aufgefu¨hrt. Sie ko¨nnen u¨ber
http://www.etsi.org bestellt werden.
Tabelle A.6: Die Dokumente des TETRA-Standards
ETS Titel
V+D 300 392-1 General network design
300 392-2 Air Interface (AI)
Inter-working at the Inter-System Interface (ISI)
300 392-3-1 General design
300 392-3-2 Additional Network Functions Individual
Call (ANF-ISIIC)
300 392-3-3 Additional Network Feature Group Call
(ANF-ISIGC)
Fortsetzung auf der na¨chsten Seite
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Tabelle A.6: Die Dokumente des TETRA-Standards
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ETS Titel
V+D 300 392-3-5 Additional Network Functions Mobility
Management (ANF-ISIMM)
300 392-4-1 Gateways basic operation – Public
Switched Telephone Network (PSTN)
300 392-5 Peripheral Equipment Interface (PEI)
300 392-6 Line Connected Station (LS)
300 392-7 Security
300 392-9 General requirements for supplementary
services
Supplementary Services Stage 1
300 392-10-01 Call identification
300 392-10-02 Call report
300 392-10-03 Talking party identification
300 392-10-04 Call diversion
300 392-10-05 List search call
300 392-10-06 Call authorized by dispatcher
300 392-10-07 Short number addressing
300 392-10-08 Area selection
300 392-10-09 Access priority
300 392-10-10 Priority Call (PC)
300 392-10-11 Call waiting
300 392-10-12 Call hold
300 392-10-13 Call completion to busy subscriber
300 392-10-14 Late entry
300 392-10-15 Transfer of control
300 392-10-16 Pre-emptive priority call
300 392-10-17 Include call
300 392-10-18 Barring of outgoing calls
300 392-10-19 Barring of incoming calls
300 392-10-20 Discreet listening
300 392-10-21 Ambience listening
300 392-10-22 Dynamic group number assignment
300 392-10-23 Call completion on no reply
300 392-10-24 Call retention
Fortsetzung auf der na¨chsten Seite
232 A. TETRA-Standard
Tabelle A.6: Die Dokumente des TETRA-Standards
Fortsetzung von der vorhergehenden Seite
ETS Titel
V+D Supplementary Services Stage 2
300 392-11-03 Talking Party Identification (TPI)
300 392-11-06 Call Authorized by Dispatcher (CAD)
300 392-11-09 Access Priority (AP)
300 392-11-10 Priority Call (PC)
300 392-11-14 Late Entry (LE)
300 392-11-16 Pre-emptive Priority Call (PPC)
300 392-11-18 Barring of Outgoing Calls (BOC)
300 392-11-19 Barring of Incoming Calls (BIC)
300 392-11-21 Ambience Listening (AL)
300 392-11-22 Dynamic Group Number Assignment
(DGNA)
Supplementary Services Stage 3
300 392-12-03 Talking Party Identification (TPI)
300 392-12-06 Call Authorized by Dispatcher (CAD)
300 392-12-06 Call Authorized by Dispatcher (CAD)
300 392-12-09 Access Priority (AP)
300 392-12-10 Priority Call (PC)
300 392-12-14 Late Entry (LE)
300 392-12-16 Pre-emptive Priority Call (PPC)
300 392-12-18 Barring of Outgoing Calls (BOC)
300 392-12-19 Barring of Incoming Calls (BIC)
300 392-12-21 Ambience Listening (AL)
300 392-12-22 Dynamic Group Number Assignment
(DGNA)
300 392-13 SDL model of the Air Interface (AI)
300 392-14 Protocol Implementation Conformance
Statement (PICS) proforma specification
PDO 300 393-1 General network design
300 393-2 Air Interface (AI)
300 393-3 Inter-working
300 393-4 Gateways
300 393-5 Terminal equipment interface
300 393-6 Line connected stations
300 393-7 Security
Fortsetzung auf der na¨chsten Seite
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ETS Titel
PDO 300 393-8 Management services
300 393-9 Performance objectives
300 393-10 SDL model of the Air Interface (AI)
300 393-11 Protocol Implementation Conformance
Statement (PICS) proforma specification
V+D u. PDO Conformance testing specification
300 394-1 Radio
Protocol testing specification
300 394-2-1 Test suite structure and test purposes
300 394-2-2 Abstract Test Suite (ATS) for Network
(NWK) layer
300 394-2-3 Abstract Test Suite (ATS) for Logical
Link Control (LLC)
300 394-2-4 Abstract Test Suite (ATS) for Medium
Access Control (MAC)
Security
300 394-5-1 Protocol Implementation Conformance
Statement (PICS) proforma specification
300 394-5-2 Protocol testing specification for
TETRA security
300 394-5-3 Abstract Test Suite (ATS)
TETRA Speech codec for full-rate traffic channel
300 395-1 General description of speech functions
300 395-2 TETRA codec
300 395-3 Specific operating features
300 395-4 Codec conformance testing
DM Technical requirements for
Direct Mode Operation (DMO)
300 396-1 General network design
300 396-2 Radio aspects
300 396-3 Mobile Station to Mobile Station (MS-
MS) Air Interface (AI) protocol
300 396-4 Repeater type 1
300 396-5 Gateways
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DM 300 396-6 Security
300 396-8-1 Protocol Implementation Conformance
Statement (PICS) proforma specification
Mobile Station to Mobile Station (MS-
MS) Air Interface (AI) protocol
TETRA 300 812 Security aspects: Subscriber Identity
Module to Mobile Equipment (SIM-ME)
interface
ETR Titel
V+D 086-1 Voice plus Data (V+D) systems
PDO 086-2 Packet Data Optimised (PDO) systems
TETRA 086-3 Security aspects
V+D 120 Open channel
DM 265 Technical requirements specification for
Direct Mode (DM)
TETRA 292 Technical requirements specification –
Network management
Air Interface (AI) layer 2 and 3 protocol validation
V+D 293-1 Validation of SDL models for Voice plus
Data (V+D)
PDO 293-2 Validation of SDL models for Packet Da-
ta Optimized (PDO)
V+D u. DMO 294 Mobile Station (MS) Man Machine
Interface (MMI)
TETRA 295 User requirements for Subscriber
Identity Module (SIM)
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ETR Titel
V+D Designers’ guide
300-1 Overview, technical description and ra-
dio aspects
300-2 Radio channels, network protocols and
service performance
300-4 Network management
300-5 Guidance on numbering and addressing
346 Air Interface (AI) layer 2 and 3 protocol
validation – Validation of test suites
EN Titel
TETRA 300 827 Electromagnetic compatibility and Ra-
dio spectrum Matters (ERM) Electroma-
gnetic Compatibility (EMC) standard for
Terrestrial Trunked Radio (TETRA) and
ancillary equipment
301 040 Security: Lawful Interception (LI) inter-
face
EG Titel
201 040 Security: Lawful Interception (LI) inter-
face – Feasibility study report
TS Titel
101 040 Security: Lawful Interception (LI) inter-
face
TR Titel
Human Factors (HF)
European harmonization of network generated tones
101 041-1 A review and recommendations
101 041-2 Listing and analysis of European, World
and Standardized tones
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TR Titel
TETRA Security Algorithms Group of Experts (SAGE)
101 052 Rules for the management of the TETRA
standard authentication and key mana-
gement algorithm set TAA1
101 053-1 Rules for the management of the TETRA
standard encryption algorithm TEA1
101 053-2 Rules for the management of the TETRA
standard encryption algorithm TEA2
101 156 Technical requirements specification for
Digital Advanced Wireless Service
(DAWS)
TBR Titel
035 Emergency access
ANHANG B
TETRA-Szenarien
I n ETSI (1991) werden zehn verschiedene TETRA-Szenarien vorgestellt,die die Grundlage fu¨r den Vergleich von simulativen Untersuchungen bil-
den sollen. In Tab. B.1 werden die typischen Einsatzgebiete von TETRA
durch entsprechende Szenarien beschrieben. Es werden in der Regel kreis-
fo¨rmige Szenarien vorausgesetzt (Ausnahme: Autobahnszenarium 3), die
z. T. aus Zonen mit besonderen morphologischen Eigenschaften oder mit
besonderen Teilnehmerdichten bestehen. In Tab. B.1 ist das erwartete Ver-
kehrsaufkommen pro Teilnehmer fu¨r Sprach- und Datenu¨bertragungen auf-
gefu¨hrt. Unter mittlerer Wartezeit wird hierbei die Zeit von der Wahl der
jeweiligen Teilnehmernummer bis zum vollzogenen Gespra¨chsaufbau ver-
standen. Die Ankunftsrate von Sprachverbindungen wird mit λs = A/β¯s
berechnet, wobei A dem Angebot von Sprachverbindungen, d. h. der Sprach-
aktivita¨t, in Erlang und β¯s der mittleren Bediendauer, d. h. der mittleren
Gespra¨chsdauer, entspricht.
Tabelle B.1: TETRA-Szenarien – Allgemeine Daten und Verkehrsaufkommen
Nr. Beschreibung Parameterwert
1 O¨ffentliches Netz einer europa¨ischen Stadt mittlerer Dichte
Gela¨ndetyp TU
Abgedeckte Fla¨che 1 500 km2
Teilnehmerdichte 5 1/km2
Teilnehmerverteilung normalverteilt
Verha¨ltnis Handys zu Fahrzeuge 50 % : 50 %
Geschwindigkeit 3–80 km/h
Verkehrsgu¨te GoS = 3 %
Sprachaktivita¨t A = 12,5 mE
Mittlere Gespra¨chsdauer β¯s = 30 s
Mittlere Wartezeit τ¯w = 20 s
Sprachankunftsrate λ¯s = 1,5 1/h
Sprachverbindungstyp MF1 = 60 %
Fortsetzung auf der na¨chsten Seite
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Tabelle B.1: TETRA-Szenarien – Allgemeine Daten und Verkehrsaufkommen
Fortsetzung von der vorhergehenden Seite
Nr. Beschreibung Parameterwert
MM2 = 20 %
AG3 = 20 %
OC4 = 0 %
Kurzdatennachrichten 100 byte λ¯kd = 20 1/h
Mitteldatennachrichten 2 Kbyte λ¯md = 0,0 1/h
Langdatennachrichten 10 Kbyte λ¯ld = 0,5 1/h
2 O¨ffentliches Netz in europa¨ischen Ballungsgebieten (Zone 2) be-
stehend aus Ringautobahnen (Zone 1) und Sta¨dten hoher Dichte
(Zone 1)
Zone 1
Gela¨ndetyp BU
Abgedeckte Fla¨che 1 000 km2
Teilnehmerdichte 10 1/km2
Teilnehmerverteilung gleichverteilt
Verha¨ltnis Handys zu Fahrzeuge 50 % : 50 %
Geschwindigkeit 3–80 km/h
Zone 2
Gela¨ndetyp TU
Abgedeckte Fla¨che 5 000 km2
Teilnehmerdichte 1 1/km2
Teilnehmerverteilung normalverteilt
Verha¨ltnis Handys zu Fahrzeuge 30 % : 70 %
Geschwindigkeit 3–80 km/h
Zone 1 und 2
Verkehrsgu¨te GoS = 3 %
Sprachaktivita¨t A = 12,5 mE
Mittlere Gespra¨chsdauer β¯s = 30 s
Mittlere Wartezeit τ¯w = 20 s
Sprachankunftsrate λ¯s = 1,5 1/h
Sprachverbindungstyp MF1 = 60 %
MM2 = 20 %
AG3 = 20 %
OC4 = 0 %
Kurzdatennachrichten 100 byte λ¯kd = 20 1/h
Mitteldatennachrichten 2 Kbyte λ¯md = 0,0 1/h
Fortsetzung auf der na¨chsten Seite
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Nr. Beschreibung Parameterwert
Langdatennachrichten 10 Kbyte λ¯ld = 0,5 1/h
3 O¨ffentliches Netz auf Sta¨dte verbindenden Autobahnen
Gela¨ndetyp HT
Abgedeckte Fla¨che La¨nge: 60 km
Teilnehmerdichte hier: 20 1/km
Teilnehmerverteilung gleichverteilt
Verha¨ltnis Handys zu Fahrzeuge 0 % : 100 %
Geschwindigkeit 3–150 km/h
Verkehrsgu¨te GoS = 3 %
Sprachaktivita¨t A = 12,5 mE
Mittlere Gespra¨chsdauer β¯s = 30 s
Mittlere Wartezeit τ¯w = 20 s
Sprachankunftsrate λ¯s = 1,5 1/h
Sprachverbindungstyp MF1 = 60 %
MM2 = 20 %
AG3 = 20 %
OC4 = 0 %
Kurzdatennachrichten 100 byte λ¯kd = 20 1/h
Mitteldatennachrichten 2 Kbyte λ¯md = 0,0 1/h
Langdatennachrichten 10 Kbyte λ¯ld = 0,5 1/h
4 O¨ffentliches Netz in la¨ndlicher Gegend mit Do¨rfern und kleineren
Sta¨dten
Gela¨ndetyp HT
Abgedeckte Fla¨che 10 000 km2
Teilnehmerdichte 0,3 1/km2
Teilnehmerverteilung gleichverteilt
Verha¨ltnis Handys zu Fahrzeuge 5 % : 95 %
Geschwindigkeit 3–100 km/h
Verkehrsgu¨te GoS = 3 %
Sprachaktivita¨t A = 12,5 mE
Mittlere Gespra¨chsdauer β¯s = 30 s
Mittlere Wartezeit τ¯w = 20 s
Sprachankunftsrate λ¯s = 1,5 1/h
Sprachverbindungstyp MF1 = 60 %
Fortsetzung auf der na¨chsten Seite
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Tabelle B.1: TETRA-Szenarien – Allgemeine Daten und Verkehrsaufkommen
Fortsetzung von der vorhergehenden Seite
Nr. Beschreibung Parameterwert
MM2 = 20 %
AG3 = 20 %
OC4 = 0 %
Kurzdatennachrichten 100 byte λ¯kd = 20 1/h
Mitteldatennachrichten 2 Kbyte λ¯md = 0,0 1/h
Langdatennachrichten 10 Kbyte λ¯ld = 0,5 1/h
5 O¨ffentliches Netz in einem Gewerbegebiet fu¨r mehrere Industrie-
unternehmen
Gela¨ndetyp BU
Abgedeckte Fla¨che 50 km2
Teilnehmerdichte 70 1/km2
Teilnehmerverteilung gleichverteilt
Verha¨ltnis Handys zu Fahrzeuge 80 % : 20 %
Geschwindigkeit 3–50 km/h
Verkehrsgu¨te GoS = 3 %
Sprachaktivita¨t A = 12,5 mE
Mittlere Gespra¨chsdauer β¯s = 30 s
Mittlere Wartezeit τ¯w = 20 s
Sprachankunftsrate λ¯s = 1,5 1/h
Sprachverbindungstyp MF1 = 60 %
MM2 = 20 %
AG3 = 20 %
OC4 = 0 %
Kurzdatennachrichten 100 byte λ¯kd = 20 1/h
Mitteldatennachrichten 2 Kbyte λ¯md = 0,0 1/h
Langdatennachrichten 10 Kbyte λ¯ld = 0,5 1/h
6 Stadtweites Privatnetz fu¨r Gera¨tebenutzer verschiedener Ge-
sellschaften (Elektrizita¨tswerke, Wasserwerke, sta¨dtische Beho¨r-
den)
Gela¨ndetyp TU, BU
Abgedeckte Fla¨che 1 500 km2
Teilnehmerdichte 1 1/km2
Teilnehmerverteilung gleichverteilt
Verha¨ltnis Handys zu Fahrzeuge 50 % : 50 %
Fortsetzung auf der na¨chsten Seite
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Geschwindigkeit 3–80 km/h
Verkehrsgu¨te GoS = 5 %
Sprachaktivita¨t A = 6 mE
Mittlere Gespra¨chsdauer β¯s = 30 s
Mittlere Wartezeit τ¯w = 10 s
Sprachankunftsrate λ¯s = 0,72 1/h
Sprachverbindungstyp MF1 = 35 %
MM2 = 5 %
AG3 = 40 %
OC4 = 20 %
Kurzdatennachrichten 100 byte λ¯kd = 5 1/h
Mitteldatennachrichten 2 Kbyte λ¯md = 0,5 1/h
Langdatennachrichten 10 Kbyte λ¯ld = 0,0 1/h
7 Privatnetz in la¨ndlicher Gegend fu¨r Gera¨tebenutzer verschiede-
ner Gesellschaften (Elektrizita¨tswerke, Wasserwerke, etc.)
Gela¨ndetyp RA, HT
Abgedeckte Fla¨che 10 000 km2
Teilnehmerdichte 0,1 1/km2
Teilnehmerverteilung gleichverteilt
Verha¨ltnis Handys zu Fahrzeuge 5 % : 95 %
Geschwindigkeit 3–120 km/h
Verkehrsgu¨te GoS = 5 %
Sprachaktivita¨t A = 6 mE
Mittlere Gespra¨chsdauer β¯s = 30 s
Mittlere Wartezeit τ¯w = 10 s
Sprachankunftsrate λ¯s = 0,72 1/h
Sprachverbindungstyp MF1 = 35 %
MM2 = 5 %
AG3 = 40 %
OC4 = 20 %
Kurzdatennachrichten 100 byte λ¯kd = 5 1/h
Mitteldatennachrichten 2 Kbyte λ¯md = 0,5 1/h
Langdatennachrichten 10 Kbyte λ¯ld = 0,0 1/h
Fortsetzung auf der na¨chsten Seite
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Fortsetzung von der vorhergehenden Seite
Nr. Beschreibung Parameterwert
8 Stadtweites Privatnetz (Zone 2) fu¨r Beho¨rden und Organi-
sationen mit Sicherheitsaufgaben (BOS) (Polizei, Feuerwehr,
etc.) mit Ballungspunkten wegen Unfa¨llen, Veranstaltungen,
etc. (Zone 1)
Zone 1
Gela¨ndetyp BU
Abgedeckte Fla¨che 500 km2
Teilnehmerdichte 2 1/km2
Teilnehmerverteilung gleichverteilt
Verha¨ltnis Handys zu Fahrzeuge 80 % : 20 %
Geschwindigkeit 3–80 km/h
Zone 2
Gela¨ndetyp BU
Abgedeckte Fla¨che 2 000 km2
Teilnehmerdichte 0,5 1/km2
Teilnehmerverteilung gleichverteilt
Verha¨ltnis Handys zu Fahrzeuge 30 % : 70 %
Geschwindigkeit 3–150 km/h
Zone 1 und 2
Verkehrsgu¨te GoS = 5 %
Sprachaktivita¨t A = 12 mE
Mittlere Gespra¨chsdauer β¯s = 20 s
Mittlere Wartezeit τ¯w = 4 s
Sprachankunftsrate λ¯s = 2,16 1/h
Sprachverbindungstyp MF1 = 30 %
MM2 = 10 %
AG3 = 50 %
OC4 = 10 %
Kurzdatennachrichten 100 byte λ¯kd = 10 1/h
Mitteldatennachrichten 2 Kbyte λ¯md = 1,0 1/h
Langdatennachrichten 10 Kbyte λ¯ld = 0,0 1/h
Fortsetzung auf der na¨chsten Seite
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9 Privatnetz in la¨ndlicher Gegend mit Do¨rfern und kleineren Sta¨d-
ten fu¨r Sicherheitsdienste
Gela¨ndetyp RA, HT
Abgedeckte Fla¨che 10 000 km2
Teilnehmerdichte 0,1 1/km2
Teilnehmerverteilung gleichverteilt
Verha¨ltnis Handys zu Fahrzeuge 0 % : 100 %
Geschwindigkeit 3–150 km/h
Verkehrsgu¨te GoS = 5 %
Sprachaktivita¨t A = 12 mE
Mittlere Gespra¨chsdauer β¯s = 20 s
Mittlere Wartezeit τ¯w = 4 s
Sprachankunftsrate λ¯s = 2,16 1/h
Sprachverbindungstyp MF1 = 30 %
MM2 = 10 %
AG3 = 50 %
OC4 = 10 %
Kurzdatennachrichten 100 byte λ¯kd = 10 1/h
Mitteldatennachrichten 2 Kbyte λ¯md = 1,0 1/h
Langdatennachrichten 10 Kbyte λ¯ld = 0,0 1/h
10 Privates Betriebsfunknetz eines Flughafens
Gela¨ndetyp BU
Abgedeckte Fla¨che 50 km2
Teilnehmerdichte 50 1/km2
Teilnehmerverteilung normalverteilt
Verha¨ltnis Handys zu Fahrzeuge 80 % : 20 %
Geschwindigkeit 3–50 km/h
Verkehrsgu¨te GoS = 5 %
Sprachaktivita¨t A = 20 mE
Mittlere Gespra¨chsdauer β¯s = 20 s
Mittlere Wartezeit τ¯w = 4 s
Sprachankunftsrate λ¯s = 3,6 1/h
Sprachverbindungstyp MF1 = 20 %
MM2 = 20 %
AG3 = 50 %
Fortsetzung auf der na¨chsten Seite
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Nr. Beschreibung Parameterwert
OC4 = 10 %
Kurzdatennachrichten 100 byte λ¯kd = 20 1/h
Mitteldatennachrichten 2 Kbyte λ¯md = 0,5 1/h
Langdatennachrichten 10 Kbyte λ¯ld = 0,0 1/h
1 PzP-Ruf MS zu Festnetz (Mobile Station To Fixed Network Call , MF)
2 PzP-Ruf MS zu MS (Mobile Station To Mobile Station Call , MM)
3 Besta¨tigter PzM-Gruppenruf (Acknowledged Group Call , AG)
4 PzM-Rundfunkruf (Open Channel Call , OC)
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Die SPEETCL-Klassenhierarchie
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I n der Klassenbibliothek (SDL Performance Evaluation Environment andTools Class Library , SPEETCL) werden folgende elementaren Datenty-
pen verwendet: char, byte, int16, uint16, int32, uint32, bool, float32 und dou-
ble64. Hierbei kennzeichnen die Endziffern die verwendete Bitanzahl und
stellen die ersten sechs Datentypen jeweils die vorzeichenbehaftete bzw. -lose
Variante fu¨r die gleiche Bitbreite dar.
In der unten aufgefu¨hrten Liste sind die einzelnen Klassen und ihre Funk-
tionen aufgeteilt in Aufgabengebiete aufgefu¨hrt. Die mit dem Buchstaben
”P“ beginnenden Klassen fu¨gen entsprechend Abb. 7.4, S. 161, ausschließlich
die persistente Funktionalita¨t ihren Basisklassen hinzu.
C.1 Basisklassen
Speetcl: Basisklasse mit statischen Funktionen zur Fehlerbehandlung.
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Object: Basisklasse mit halbautomatischer Speicherverwaltung u¨ber Refe-
renzza¨hler und mit Vergleichsoperatoren.
Param: Basisparameterklasse verwendet fu¨r die indirekte Objekterzeugung.
Type: Fu¨r jede Klasse der SPEETCL existiert eine globale Instanz von Type
als Laufzeittypinformation.
C.2 Felder
Array: Basisklasse eindimensionaler Felder.
ArrayBool, PArrayBool: Eindimensionales Feld fu¨r Elemente des
Typs bool.
ArrayChar, PArrayChar: Eindimensionales Feld fu¨r Elemente des
Typs char.
ArrayByte, PArrayByte: Eindimensionales Feld fu¨r Elemente des
Typs byte.
ArrayInt16, PArrayInt16: Eindimensionales Feld fu¨r Elemente des
Typs int16.
ArrayUint16, PArrayUint16: Eindimensionales Feld fu¨r Elemente des
Typs uint16.
ArrayInt32, PArrayInt32: Eindimensionales Feld fu¨r Elemente des
Typs int32.
ArrayUint32, PArrayUint32: Eindimensionales Feld fu¨r Elemente des
Typs uint32.
ArrayFloat32, PArrayFloat32: Eindimensionales Feld fu¨r Elemente
des Typs float32.
ArrayDouble64, PArrayDouble64: Eindimensionales Feld fu¨r Ele-
mente des Typs double64.
ArrayObject, PArrayObject: Eindimensionales Feld fu¨r beliebige In-
stanzen einer von Object abgeleiteten Klasse. Somit ko¨nnen alle
SPEETCL-Klassen in Feldern dieses Typs verwaltet werden.
Array2: Basisklasse zweidimensionaler Felder.
Array2Bool, PArray2Bool: Zweidimensionales Feld fu¨r Elemente des
Typs bool.
Array2Char, PArray2Char: Zweidimensionales Feld fu¨r Elemente des
Typs char.
Array2Byte, PArray2Byte: Zweidimensionales Feld fu¨r Elemente des
Typs byte.
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Array2Int16, PArray2Int16: Zweidimensionales Feld fu¨r Elemente
des Typs int16.
Array2Uint16, PArray2Uint16: Zweidimensionales Feld fu¨r Elemente
des Typs uint16.
Array2Int32, PArray2Int32: Zweidimensionales Feld fu¨r Elemente
des Typs int32.
Array2Uint32, PArray2Uint32: Zweidimensionales Feld fu¨r Elemente
des Typs uint32.
Array2Float32, PArray2Float32: Zweidimensionales Feld fu¨r Ele-
mente des Typs float32.
Array2Double64, PArray2Double64: Zweidimensionales Feld fu¨r
Elemente des Typs double64.
Array2Object, PArray2Object: Zweidimensionales Feld fu¨r beliebige
Instanzen einer von Object abgeleiteten Klasse. Somit ko¨nnen
alle SPEETCL-Klassen in Feldern dieses Typs verwaltet werden.
C.3 Ausnahmefehlerbehandlung
Error: Abstrakte Basisklasse mit virtueller Fehlerbehandlungsmethode.
BadAlloc: Bei der Verwendung des new-Operators trat Speicherman-
gel auf.
BadCast: Unzula¨ssige Typumwandlung eines Zeigers.
BadTypeId: Die Typbeschreibung einer Klasse ist ungu¨ltig.
CreateErr: Die indirekte Objekterzeugung war erfolglos.
GenErr: Generische Fehlermeldung. Es wird eine benutzerdefinierte
Zeichenkette ausgegeben.
MathErr: Mathematischer Fehler, z. B. Division durch Null.
RangeErr: Bereichsu¨berschreitung bei Feldern.
C.4 Allgemeine Beha¨lter und Iteratoren
SLList, PSLList: Einfach verkettete Listen.
DLList, PDLList: Doppelt verkettete Listen.
SLObject, PSLObject: Objekte dieses Typs ko¨nnen in einfach verketteten
Listen abgelegt werden.
DLObject, PDLObject: Objekte dieses Typs ko¨nnen in doppelt ver-
ketteten Listen abgelegt werden.
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SLIterator: Iterator fu¨r einfach verkettete Listen.
DLIterator: Iterator fu¨r doppelt verkettete Listen.
HashTable: Abstrakte Basisklasse fu¨r Hashtabellen.
HashStatic, PHashStatic: Hashtabelle mit statischer Anzahl mo¨gli-
cher Tabelleneintra¨ge, d. h. die Anzahl muss zum Zeitpunkt be-
kannt sein, wenn das Objekt erzeugt wird.
HashDynamic, PHashDynamic: Eine Hashtabelle mit dynamisch zur
Laufzeit a¨nderbarer Anzahl mo¨glicher Tabelleneintra¨ge.
HashEntry, PHashEntry: Objekte dieses Typs ko¨nnen in Hashtabellen ab-
gelegt werden.
HashIterator: Iterator fu¨r statische und dynamische Hashtabellen.
Key: Abstrakte Basisklasse fu¨r Schlu¨ssel, mit deren Hilfe Objekte in Hash-
tabellen abgelegt und wiedergefunden werden ko¨nnen. Die abgeleite-
ten Klassen stellen eine Hashfunktion fu¨r den jeweiligen Schlu¨sseltyp
zur Verfu¨gung.
KeyInt32, PKeyInt32: Schlu¨ssel fu¨r Hashtabellen, wobei die Hash-
funktion Werte des Typs int32 verarbeitet.
KeyString, PKeyString: Schlu¨ssel fu¨r Hashtabellen, wobei die Hash-
funktion beliebige Zeichenketten verarbeitet.
Queue: Abstrakte Basisklasse fu¨r Warteschlangen.
QueueFIFO, PQueueFIFO: Eine Warteschlange, die die eingegange-
nen Auftra¨ge nach dem FIFO-Prinzip ausgibt.
QueueLIFO, PQueueLIFO: Eine Warteschlange, die die eingegange-
nen Auftra¨ge nach dem LIFO-Prinzip ausgibt.
QueuePrioFIFO, PQueuePrioFIFO: Es existieren mehrere parallele
FIFO-Warteschlangen. Jede wird mit einer Priorita¨t assoziiert.
Der erste Auftrag in der Warteschlange mit der ho¨chsten Priori-
ta¨t wird stets als na¨chstes ausgegeben.
QueueRandom, PQueueRandom: Warteschlange, die aus den einge-
gangenen Auftra¨gen gleichverteilt einen zur Bearbeitung zufa¨llig
auswa¨hlt.
QueueSPT, PQueueSPT: Warteschlange, die den Auftrag mit der
ku¨rzesten Gesamtbearbeitungszeit auswa¨hlt (Shortest Processing
Time, SPT).
Job, PJob: Objekte dieser Klasse ko¨nnen als Auftra¨ge fu¨r Warteschlangen
nach dem SPT-Prinzip verwendet werden.
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C.5 Ereignisorientierte Simulationssteuerung
EventScheduler: Abstrakte Basisklasse der zentralen, ereignisorientierten
Simulationssteuerung.
EventHeapScheduler, PEventHeapScheduler: Eine spezielle Simu-
lationssteuerung, die die eingereichten Ereignisse in einer Heap-
Datenstruktur verwaltet.
Event, PEvent: Instanzen dieser Klasse sind Ereignisse, die mit der Ab-
sender- und der Empfa¨ngeradresse, dem Eintrittszeitpunkt und den
transportierten Daten versehen werden.
EventIterator: Abstrakte Basisklasse fu¨r Iteratoren der Ereignisliste.
EventHeapIterator, PEventHeapIterator: Iterator fu¨r als Heap-Da-
tenstruktur realisierte Ereignislisten.
EventHandler: Abstrakte Basisklasse fu¨r zustandsorientierte Ereignisbe-
handlung.
C.6 Zufallszahlengeneratoren
RNGen: Die Abstrakte Basisklasse fu¨r quasi-ideale Zufallszahlengenerato-
ren mit allgemeiner Schnittstelle zur Ziehung von 32 bit und 64 bit
breiten, zwischen 0 und 1 gleichverteilten Zufallszahlen (Richter,
1992).
ACGen, PACGen: Additiver Kongruenzgenerator.
LCGen, PLCGen: Linearer Kongruenzgenerator.
MLCGen, PMLCGen: Multiplikativer linearer Kongruenzgenerator.
FiboGen, PFiboGen: Verzo¨gerter Fibonacci-Generator.
TausGen, PTausGen: Tausworthe-Generator.
C.7 Wahrscheinlichkeitsverteilungen
BaseDis: Die abstrakte Basisklasse fu¨r kontinuierliche Verteilungsdichte-
funktionen und diskrete Wahrscheinlichkeitsfunktionen. In den ab-
geleiteten Klassen wird eine quasi-ideale Gleichverteilung zwischen 0
und 1 der Zufallsgeneratoren auf die jeweilige Verteilungsdichtefunk-
tion bzw. Wahrscheinlichkeitsfunktion abgebildet.
Diskrete Wahrscheinlichkeitsfunktionen
BinomDis, PBinomDis: Binomialverteilung.
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DUniDis, PDUniDis: Es werden gleichverteilte ganze Zahlen gezogen,
wobei auf die intern gezogene Fließkommazufallszahl die untere
Gaußklammeroperation angewendet wird.
GeoDis, PGeoDis: Geometrische Verteilung.
HyGeoDis, PHyGeoDis: Hypergeometrische Verteilung.
IntDis, PIntDis: Es werden gleichverteilte ganze Zahlen gezogen.
PoisDis, PPoisDis: Poisson-Verteilung.
Kontinuierliche Verteilungsdichtefunktionen
BetaDis, PBetaDis: Beta-Verteilung.
DeterDis, PDeterDis: Deterministische Verteilung. Es wird immer
ein benutzerdefinierter Wert zuru¨ckgegeben.
ErlanDis, PErlanDis: Erlang-k-Verteilung.
HyExpDis, PHyExpDis: Hyperexponentielle Verteilung.
LogNDis, PLogNDis: Log-Normalverteilung.
NExpDis, PNExpDis: Negative Exponentialverteilung.
NormDis, PNormDis: Gaußsche Normalverteilung.
RayliDis, PRayliDis: Rayleigh-Verteilung.
RiceDis, PRiceDis: Rice-Verteilung.
TabDis, PTabDis: Tabellenbasierte Verteilung. Aus einer benutzer-
definierten Tabelle werden gleichverteilt Zufallszahlen gezogen.
ITabDis, PITabDis: Interpolierte Tabellenverteilung. Aus einer
benutzerdefinierten Tabelle wird gleichverteilt ein Wert ge-
zogen. Als Zufallszahl wird gleichverteilt ein Wert zwischen
dem gezogenen Wert der Tabelle und dem benachbarten,
na¨chstgro¨ßeren Tabelleneintrag zuru¨ckgegeben.
DTabDis, PDTabDis: Dirac-Tabellenverteilung. Diese Verteilung lie-
fert denjenigen Wert aus einer benutzerdefinierten Tabelle, die
die na¨chst gro¨ßere Zahl zur vom Zufallszahlengenerator geliefer-
ten, gleichverteilten Zufallszahl ist.
UniDis, PUniDis: Gleichverteilung mit benutzerabha¨ngigem Definiti-
onsbereich.
C.8 OSI-Referenzmodell
IDU, PIDU: Diese Klasse ist die Basisklasse fu¨r Schnittstellendateneinhei-
ten (Interface Data Unit , IDU). Jede mit einem Dienstelement versen-
dete IDU beinhaltet neben Schnittstellensteuerinformation (Interface
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Control Information, ICI) eine Dienstdateneinheit (Service Data Unit ,
SDU).
ICI, PICI: Schnittstellensteuerinformation, die in Dienstelementen versen-
det wird.
TransmissionICI, PTransmissionICI: In dieser Klasse ist die Schnitt-
stellensteuerinformation fu¨r die Kommunikation mit den U¨ber-
tragungsmodellen implementiert.
PDU, PPDU: Zur Ende-zu-Ende-Kommunikation zwischen zwei Protokol-
linstanzen wird diese Klasse fu¨r Protokolldateneinheiten (Protocol Da-
ta Unit , PDU) herangezogen. Sie beinhaltet Protokollsteuerinforma-
tion (Protocol Control Information, PCI) und die Dienstdateneinheit
der na¨chstho¨heren Schicht. Eine PDU wird dann als SDU an die
na¨chsttiefere Schicht weitergeleitet.
PCI, PPCI: Die Protokollsteuerinformation, die in Protokolldateneinheiten
verwendet wird.
TransmissionPCI, PTransmissionPCI: Die Protokollsteuerinformati-
on fu¨r die Kommunikation zwischen den Modulen der U¨bertra-
gungsmodelle.
C.9 Lastgeneratoren
LoadGenerator: Abstrakte Basisklasse aller Lastgeneratoren.
Audio: Abstrakte Basisklasse aller Audiogeneratoren.
AudioGeneric, PAudioGeneric: Generischer Codec fu¨r beliebige
Constant Bit Rate (CBR)-Audioquellen.
AudioVAT, PAudioVAT: Nachbildung des Audiocodecs des
Konferenzwerkzeuges VAT.
Speech: Abstrakte Basisklasse fu¨r Sprachlastgeneratoren.
ConSpeaker, PConSpeaker: Sechs-Zustandsmodell nach Bra-
dy (1969) fu¨r sechszehn verschiedene Konversationen.
MSSpeaker, PMSSpeaker: Ein Zwei-Zustandsmodell fu¨r einen
Sprecher ohne Beru¨cksichtigung der Kommunikation mit ei-
nem anderen Gespra¨chspartner (”Minisource“-Modell).
FTP, PFTP: Lastgenerator fu¨r FTP-Sitzungen mit unidirektionalem
Lastaufkommen zur Nachbildung eines FTP-Diensterbringers.
MosaicClient, PMosaicClient: Ein Lastgenerator fu¨r WWW-Sitzun-
gen zur Nachbildung eines Dienstnutzers.
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MosaicServer, PMosaicServer: In dieser Klasse ist ein Lastgenerator
implementiert, um einen Diensterbringer in einer WWW-Sitzung
nachzubilden.
SMTP, PSMTP: Ein Lastgenerator fu¨r SMTP-Sitzungen zur Nach-
bildung eines SMTP-Diensterbringers.
TelnetClient, PTelnetClient: Ein Lastgenerator zur Nachbildung ei-
nes Dienstnutzers in einer Telnet-Sitzung.
TelnetServer, PTelnetServer: Lastgenerator, der in einer Telnet-Sit-
zung einen Diensterbringer nachbildet.
LoadMixAdmin, PLoadMixAdmin: In dieser Klasse ist ein Lastgene-
rator zur Erzeugung von benutzerdefinierten Lastprofilen imple-
mentiert. Diese setzen sich aus den oben beschriebenen Lastge-
neratoren zusammen. Die La¨nge einzelner Sitzungen ist negativ
exponentiell verteilt.
AudioGenericParam, PAudioAudioGenericParam: U¨ber diese Parameter-
klasse ko¨nnen indirekt erzeugte Objekte der Klassen AudioGeneric
bzw. PAudioGeneric konfiguriert werden.
AudioVATParam, PAudioVATParam: Parameterklasse fu¨r die Konfigurie-
rung indirekt erzeugter Objekte der Klassen AudioVAT bzw. PAudio-
VAT.
ConSpeakerParam, PConSpeakerParam: Parameterklasse fu¨r die Konfi-
gurierung indirekt erzeugter Objekte der Klassen ConSpeaker bzw.
PConSpeaker.
MSSpeakerParam, PMSSpeakerParam: Parameterklasse fu¨r die Konfigu-
rierung indirekt erzeugter Objekte der Klassen MSSpeaker bzw. PMS-
Speaker.
FTPParam, PFTPParam: Parameterklasse fu¨r die Konfigurierung indirekt
erzeugter Objekte der Klassen FTP bzw. PFTP.
MosaicClientParam, PMosaicClientParam: Parameterklasse fu¨r die Kon-
figurierung indirekt erzeugter Objekte der Klassen MosaicClient bzw.
PMosaicClient.
MosaicServerParam, PMosaicServerParam: Parameterklasse fu¨r die Kon-
figurierung indirekt erzeugter Objekte der Klassen MosaicServer bzw.
PMosaicServer.
SMTPParam, PSMTPParam: Parameterklasse fu¨r die Konfigurierung in-
direkt erzeugter Objekte der Klassen SMTP bzw. PSMTP.
TelnetClientParam, PTelnetClientParam: Parameterklasse fu¨r die Konfi-
gurierung indirekt erzeugter Objekte der Klassen TelnetClient bzw.
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PTelnetClient.
TelnetServerParam, PTelnetServerParam: Parameterklasse fu¨r die Konfi-
gurierung indirekt erzeugter Objekte der Klassen TelnetServer bzw.
PTelnetServer.
LoadMixEntry, PLoadMixEntry: Lastprofile fu¨r die Klasse LoadMixAdmin
werden mit Objekten dieser Klasse definiert.
LoadData, PLoadData: Die von den Lastgeneratoren generierte Last. Die-
se Last ist durch die Zwischenankunftszeit und durch die Paketgro¨ße
gekennzeichnet.
C.10 U¨bertragungsmodelle
Transmission, PTransmission: In dieser Klasse ist die Schnittstelle zu den
U¨bertragungsmodellen implementiert, die aus Codec-, Modem- und
Kanalmodellen bestehen. Sie wird mit einer Ini-Datei (vgl. IniFile-
Klasse auf S. 259) konfiguriert und stellt eine EFSM dar (vgl. Event-
Handler-Klasse auf S. 249).
TransmissionInfo, PTransmissionInfo: Konfiguration eines U¨bertragungs-
modells.
Link, PLink: Diese Klasse repra¨sentiert die physikalische Verbindung zwi-
schen einem Sender und einem Empfa¨nger. Die Entfernung, die ak-
tuelle BER, die aktuelle Ausbreitungsverzo¨gerung und die U¨bertra-
gungsrate sind charakteristische Eigenschaften einer solchen Verbin-
dung.
KeyCodec, PKeyCodec: Zur Verwaltung von Codec-Modellen in Hashta-
bellen (vgl. HashTable-Klasse auf S. 248) werden die fu¨r ein Codec-
Modell spezifischen Informationen in einen auf einer Zeichenkette ba-
sierenden Schlu¨ssel umgewandelt (vgl. KeyString-Klasse auf S. 248).
KeyModem, PKeyModem: Analog zur Klasse KeyCodec werden die fu¨r ein
Modem-Modell spezifischen Informationen in einen auf einer Zeichen-
kette basierenden Schlu¨ssel umgewandelt, um Modem-Modelle auf ein-
fache Weise in Hashtabellen verwalten zu ko¨nnen.
KeyChannel, PKeyChannel: Analog zur Klasse KeyCodec werden die fu¨r
ein Kanalmodell spezifischen Informationen in einen auf einer Zei-
chenkette basierenden Schlu¨ssel umgewandelt, um Kanalmodelle auf
einfache Weise in Hashtabellen verwalten zu ko¨nnen.
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C.11 Codec-Modelle
Codec: Abstrakte Basisklasse fu¨r Codec-Modelle.
Cyclic: Abstrakte Basisklasse fu¨r auf zyklischen Blockcodes basieren-
den Codec-Modellen.
CRC, PCRC: Ein zyklischer Blockcode nach dem Verfahren Cy-
clic Redundancy Check (CRC) (Sklar, 1988).
RSC, PRSC: Reed-Solomon-Code (Sklar, 1988).
Null, PNull: Diese Klasse fu¨hrt keine Codierung der Eingangssequenz
durch und gibt sie unvera¨ndert wieder aus.
SpaceBER, PSpaceBER: Diese Klasse stellt eine von den Codec-Klassen
verwendete Datenstruktur dar, die die La¨nge der fehlerfreien Absta¨nde
und die BER einer Eingangssequenz beinhaltet.
C.12 Modem-Modelle
Transceiver: Abstrakte Basisklasse fu¨r Modelle von Sendern und Empfa¨n-
gern. In den abgeleiteten Klassen ist die Berechnung der aktuellen
BER zu implementieren.
DPSKTransceiver, PDPSKTransceiver: In dieser Klasse ist ein Sen-
der- und Empfa¨ngermodell fu¨r das Modulationsverfahren Diffe-
rential Phase Shift Keying (DPSK) implementiert.
Correlator: Abstrakte Basisklasse fu¨r Optimalempfa¨nger als Korrelator, der
einem Optimalfilter (Matched Filter) mit anschließendem Abtaster
entspricht.
DPSKCorrelator, PDPSKCorrelator: In dieser Klasse ist ein Korre-
lator fu¨r nach dem DPSK-Verfahren modulierte Signale imple-
mentiert.
DPSKCorrelationFilter, PDPSKCorrelationFilter: In dieser Klasse ist ein
Korrelationsfilter fu¨r DPSK-modulierte Signale implementiert.
RaisedCosineFilter, PRaisedCosineFilter: Diese Klasse stellt ein sog.
Raised Cosine-Korrelationsfilter zur Verfu¨gung.
RootRaisedCosineFilter, PRootRaisedCosineFilter: In dieser Klasse
ist das Square Root Raised Cosine (SRRC)-Korrelationsfilter im-
plementiert.
DPSKDecisionStage, DPSKDecisionStage: Die Entscheidungsstufe eines
Empfa¨ngers fu¨r DPSK-modulierte Signale ist in dieser Klasse imple-
mentiert.
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PiDQPSKDecisionStage, PPiDQPSKDecisionStage: Diese Klasse
ist die Entscheidungsstufe eines Empfa¨ngers fu¨r pi/4-DQPSK-mo-
dulierte Signale implementiert.
C.13 Kanalmodelle
Fading: Abstrakte Basisklasse fu¨r Schwundklassen.
RayleighFading, PRayleighFading: Aufgrund von Mehrwegeausbrei-
tung u¨berlagern sich am Empfangsort einzelne Feldkomponenten
des elektromagnetischen Signals mit unterschiedlichen Laufzei-
ten. Wenn keine LOS besteht und es keine dominate Komponen-
te gibt, dann gehorcht der Mittelwert der Amplitude eines Signals
mit schnellem Mehrwegeschwund einer Rayleigh-Verteilung.
LogNormalFading, PLogNormalFading: Abschattungen von elektro-
magnetischen Signalen an Bergen, Ba¨umen, Ha¨usern wirken sich
als langsamer Schwund aus. Der Mittelwert der Amplitude ei-
nes Signals mit Abschattungsschwund ist meistens lognormal ver-
teilt. Hierfu¨r ist diese Klasse zusta¨ndig.
PathLoss: Abstrakte Basisklasse fu¨r den Pfadverlust der Feldsta¨rke einer
elektromagnetischen Welle.
FreeSpace, PFreeSpace: Im freien Raum nimmt die Feldsta¨rke um-
gekehrt proportional mit der Entfernung zum Sender ab.
HataOkumura, PHataOkumura: Vorhersagemodell von Hata-Oku-
mura fu¨r den Pfadverlust bei realen Ausbreitungsbedingungen
(Hata, 1980). Es ist beschra¨nkt auf Frequenzen im Bereich
450 MHz – 1,5 GHz, Antennenho¨hen von 30 m – 200 m auf der
BS-Seite und 1 m – 10 m auf der MS-Seite und Entfernungen
zwischen BS und MS von 1 km – 20 km.
WalfischIkegami, PWalfischIkegami: Das Vorhersagemodell fu¨r den
Pfadverlust bei realen Ausbreitungsbedingungen ist nach Wal-
fisch-Ikegami (European Communities, 1991) entstanden.
PathLossParam: Basisklasse fu¨r die Konfigurierung indirekt erzeugter Ob-
jekte von PathLoss abgeleiteter Klassen.
HataOkumuraParam, PHataOkumuraParam: Indirekt erzeugte Ob-
jekte der Klassen HataOkumura bzw. PHataOkumura ko¨nnen mit
dieser Parameterklasse konfiguriert werden.
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C.14 SDL-Laufzeitsystem
SDLSystem, PSDLSystem: Die in SDL mit ”System“ bezeichnete Hierar-
chieebene wird vom Codegenerator auf eine von SDLSystem abgeleitete
Klasse abgebildet.
SDLEnvironment, PSDLEnvironment: Eine Klasse, die die Schnitt-
stelle zwischen den normalen Instanzen von SDLSystem-Klassen
und nicht auf SDL basierenden Ereignisbehandlungsklassen der
ereignisorientierten, stochastischen Simulation darstellt.
SDLProcess, PSDLProcess: Vom Codegenerator wird der Zustandsauto-
mat eines SDL-Prozesses auf eine von SDLProcess abgeleitete Klasse
abgebildet.
SDLProcessData, PSDLProcessData: Jede SDLProcess-Klasse wird mit
einer Instanz dieser Klasse assoziiert. Sie verwaltet die verschiedenen
Instanzen der jeweiligen SDL-Prozesse und der mit ihnen verbundenen
Kommunikationspartner.
SDLProcessDataParam, PSDLProcessDataParam: Indirekt erzeugte Ob-
jekte der Klassen SDLProcessData bzw. PSDLProcessData ko¨nnen mit
dieser Parameterklasse konfiguriert werden.
SDLPId, PSDLPId: Der SDL-Datentyp PId wird vom Codegenerator auf
diese Klasse abgebildet.
SDLProcessType, PSDLProcessType: Instanzen dieser Klasse werden im-
mer dann im vom Codegenerator erzeugten Quelltext verwendet, wenn
statt einer expliziten Adressierung eines Prozesses in der SDL-Spezi-
fikation mit einem PId-Ausdruck der Empfa¨nger implizit adressiert
wird.
SDLChannel, PSDLChannel: Diese SDL-U¨bertragungswege nachbildende
Klasse kann die zu u¨bertragenden Signale gema¨ß einer benutzerdefi-
nierten Verteilung zufa¨llig verzo¨gern.
SDLSignal, PSDLSignal: Die ereignisorientierte Simulation von in C++ im-
plementierten SDL-Spezifikationen erfolgt u¨ber Instanzen dieser Klas-
se.
SDLSignalParam: Parameterklasse fu¨r die Konfigurierung indirekt erzeug-
ter Objekte der Klassen SDLSignal.
SDLTimer, PSDLTimer: Ein SDL-Zeitgeber wird vom Codegenerator auf
eine Instanz dieser Klasse abgebildet.
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SDLTimerParam, PSDLTimerParam: Parameterklasse fu¨r die Konfigurie-
rung indirekt erzeugter Objekte der Klassen SDLTimer bzw. PSDLTi-
mer.
MSC, PMSC: Mit dieser Klasse ko¨nnen dynamische Programmpfade zur
Laufzeit in Form von Nachrichtenflussdiagrammen (MSCs) protokol-
liert werden.
C.15 Statistische Auswertung
StatEval: Abstrakte Basisklasse der statistischen Auswertung. Alle Stati-
stikklassen liefern die ersten drei Momente der untersuchten Zufalls-
folge, d. h. Mittelwert, Varianz und Schiefe.
PDF, PPDF: Diese Klasse kann verwendet werden, um die Vertei-
lungsfunktion, die komplementa¨re Verteilungsfunktion und die
Wahrscheinlichkeitsfunktion einer gegebenen zufa¨lligen Folge von
Werten auszugeben. Dieser Algorithmus beru¨cksichtigt die Kor-
relation der eingegebenen Werte in keiner Weise und kann nur
verwendet werden, um einen ersten Eindruck von der Verteilung
einer Zufallsfolge zu erlangen.
LogEval, PLogEval: Mit dieser Klasse kann die eingegebene Zufalls-
folge in einer separaten Datei protokolliert werden. Die eigentli-
che Auswertung hat dann mit einer anderen Statistikklasse nach
dem Programmlauf zu erfolgen.
ProbeText, PProbeText: Mit dem aktuellen Zeitstempel werden be-
nutzerdefinierte Zeichenketten protokolliert. Wa¨hrend eines Si-
mulationslaufes ko¨nnen auf diese Weise vom Benutzer mehrere
Systemvariablen miteinander verglichen werden.
Histogrm, PHistogrm: Bei einer vom Benutzer vorgegebenen Auflo¨-
sung der Abszisse erstellt diese Klasse ein Histogramm der Ein-
gabewerte.
Moments, PMoments: Mit dieser Klasse ko¨nnen ausschließlich die
ersten drei Momente, d. h. Mittelwert, Varianz und Schiefe, der
Eingabewerte berechnet werden.
MomTime, PMomTime: Analog zur Klasse Moments ko¨nnen die er-
sten drei Momente der Eingabewerte mit dieser Klasse berechnet
werden. Hierbei werden diese Eingabewerte mit dem Zeitinter-
vall vom letzten Eingabezeitpunkt bis zum aktuellen gewichtet.
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BatchMns, PBatchMns: Diese Klasse kann verwendet werden, um
die Verteilungsfunktion, die komplementa¨re Verteilungsfunktion
und die Wahrscheinlichkeitsfunktion einer gegebenen zufa¨lligen
Folge von Werten auszugeben. Bei der Auswertung kommt das
Batch-Means-Verfahren (Bratley et al., 1983; Law und Kel-
ton, 1991) zum Tragen.
LRE: Abstrakte Basisklasse fu¨r die Auswertung einer zufa¨lligen Folge
von Werten nach dem LRE-II-Algorithmus (Schreiber, 1988).
Hierbei wird die Ordinate in eine benutzerdefinierte Anzahl von
Intervallen eingeteilt.
LREF, PLREF: Diese Klasse liefert die Verteilungsfunktion und
die Wahrscheinlichkeitsfunktion einer gegebenen Folge von
Werten.
LREG, PLREG: Diese Klasse liefert sowohl die komplementa¨re
Verteilungsfunktion als auch die Wahrscheinlichkeitsfunktion
einer gegebenen Folge von Werten.
DLRE: Abstrakte Basisklasse fu¨r die Auswertung einer zufa¨lligen Fol-
ge von Werten nach dem LRE-III-Algorithmus (Schreiber und
Go¨rg, 1996). Hierbei wird die Abszisse in eine benutzerdefinier-
te Anzahl von Intervallen eingeteilt.
DLREF, PDLREF: Diese Klasse liefert die Verteilungsfunktion
einer gegebenen Folge von Werten.
DLREG, PDLREG: Diese Klasse liefert die komplementa¨re Ver-
teilungsfunktion einer gegebenen Folge von Werten.
DLREP, PDLREP: Diese Klasse liefert die Wahrscheinlichkeits-
funktion einer gegebenen Folge von Werten.
ResultMemory, PResultMemory: Diese Klasse wird in den LRE-Klassen
verwendet, um die zu den Intervallen der Ordinate geho¨renden, stati-
stisch gesicherten Abszissenwerte abzulegen.
SortingMemory, PSortingMemory: Diese Klasse wird in den LRE-Klassen
verwendet, um die noch nicht zur statistischen Berechnung herange-
zogenen Werte zwischenzuspeichern.
HistogrmParam, PHistogrmParam: Indirekt erzeugte Objekte der Klassen
Histogrm bzw. PHistogrm ko¨nnen mit dieser Parameterklasse konfigu-
riert werden.
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C.16 Persistenz
PDataBase: Einfache Programmierschnittstelle, um die persistenten Ob-
jekte eines Programms regelma¨ßig abspeichern zu lassen, einen Neu-
start basierend auf der letzten Speicherung durchzufu¨hren, u¨ber eine
IniFile-Konfigurationsdatei Messpunkte und ihre zugeho¨rigen statisti-
schen Auswertungsmethoden zu definieren und ihre Ergebnisse regel-
ma¨ßig abspeichern zu lassen.
PIO: Diese Klasse definiert das Format, in dem persistente Objekte abge-
speichert werden.
PObjectId: Entsprechend Abb. 7.4, S. 161, ist diese Klasse neben Object ei-
ne Basisklasse jeder persistenten Klasse. Jede Instanz einer persisten-
ten Klasse erha¨lt durch PIO eine eindeutige Identifikationsnummer.
Pstream: Abstrakte Basisklasse fu¨r persistente Ein- und Ausgabestro¨me.
Piostream: Klasse fu¨r dateibasierte, persistente Ein- und Ausgabe-
stro¨me.
ReaderTable: Diese Klasse verwaltet die Liste aller abgespeicherten bzw.
eingelesenen Objekte. Mit Hilfe der Identifikationsnummern wird si-
chergestellt, dass kein Objekt mehrmals abgespeichert bzw. eingelesen
wird.
C.17 Verschiedenes
Double64, PDouble64: Beha¨lter fu¨r Elemente des Typs double64. Objekte
dieser Klasse ko¨nnen in den Beha¨lterklassen der SPEETCL abgelegt
werden.
Int32, PInt32: Beha¨lter fu¨r Elemente des Typs int32. Objekte dieser Klasse
ko¨nnen in den Beha¨lterklassen der SPEETCL abgelegt werden.
String, PString: Klasse fu¨r die Verwaltung und Manipulation von Zeichen-
ketten.
Named, PNamed: Basisklasse fu¨r normale Klassen, die mit einem Namen
zu assoziieren sind.
IniFile, PIniFile: Diese Klasse stellt eine Schnittstelle fu¨r Konfigurations-
dateien im Ini-Format dar. Mit ihr ko¨nnen Ini-Dateien eingelesen und
gespeichert werden und Daten in Form von Zeichenketten oder ele-
mentaren Datentypen, wie z. B. bool oder double64, ausgelesen bzw.
angelegt werden.
IniEntry, PIniEntry: Objekte dieser Klasse werden als Daten der Klasse
IniFile verwendet.

ANHANG D
Paket- und Bitfehlerverha¨ltnisse in mehrzellularen
Umgebungen
I n untenstehender Tab. D.1 sind die Paketfehlerverha¨ltnisse (Message Er-ror Ratio, MER) und Bitfehlerverha¨ltnisse (Bit Error Ratio, BER) der
bei V+D entsprechend Abb. 2.12, S. 39, codierten Kana¨le SCH/HD, BNCH
oder STCH bzw. des bei PDO entsprechend Abb. 2.27, S. 82, codierten
Kanals NBCH im Falle einer fehlerbehafteten U¨bertragung in Folge von
Gleichkanalsto¨rungen und weißem Rauschen aufgefu¨hrt. Hierbei werden
die Kanaltypen TU50, BU50, RA200 und HT200 fu¨r die Zellgruppengro¨ßen
Nc = 16, 19, 21, 25 und die Signalsto¨rabsta¨nde S/N = ∞, 50, 20, 19, 17, 15
bei Ni = 0–6 Gleichkanalsto¨rern betrachtet.
Tabelle D.1: Paket- und Bitfehlerverha¨ltnisse in mehrzellularen Umgebungen
S/N Ni Gleichkanalsto¨rerNc
(dB) (%) 0 1 2 3 4 5 6
Kanaltyp TU50
16 ∞ MER 0,000 0,011 0,050 0,132 0,279 0,489 0,780
BER 0,000 0,181 0,351 0,519 0,687 0,852 1,015
50 MER 0,000 0,012 0,056 0,143 0,287 0,505 0,808
BER 0,010 0,191 0,361 0,529 0,697 0,864 1,026
20 MER 0,566 0,930 1,382 1,963 2,660 3,484 4,468
BER 0,897 1,075 1,244 1,412 1,577 1,740 1,903
19 MER 1,026 1,558 2,192 2,922 3,832 4,815 5,981
BER 1,120 1,298 1,466 1,634 1,799 1,961 2,124
18 MER 1,878 2,634 3,506 4,513 5,627 6,881 8,335
BER 1,398 1,575 1,745 1,910 2,075 2,237 2,399
17 MER 3,465 4,553 5,723 6,971 8,466 10,076 11,766
BER 1,742 1,920 2,088 2,250 2,416 2,577 2,739
16 MER 6,344 7,830 9,333 10,988 12,852 14,850 16,907
BER 2,165 2,343 2,510 2,672 2,838 3,000 3,162
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Tabelle D.1: Paket- und Bitfehlerverha¨ltnisse in einer mehrzellularen Umge-
bung
Fortsetzung von der vorhergehenden Seite
S/N Ni Gleichkanalsto¨rerNc
(dB) (%) 0 1 2 3 4 5 6
15 MER 11,170 13,080 15,141 17,337 19,541 21,828 24,200
BER 2,687 2,863 3,028 3,191 3,355 3,516 3,675
19 ∞ MER 0,000 0,005 0,025 0,058 0,116 0,194 0,329
BER 0,000 0,130 0,250 0,370 0,488 0,605 0,723
50 MER 0,000 0,004 0,023 0,061 0,124 0,205 0,327
BER 0,010 0,141 0,261 0,380 0,499 0,617 0,733
20 MER 0,566 0,823 1,117 1,422 1,865 2,316 2,836
BER 0,897 1,025 1,145 1,262 1,381 1,497 1,613
19 MER 1,026 1,399 1,783 2,278 2,771 3,385 4,028
BER 1,120 1,249 1,367 1,487 1,603 1,719 1,835
18 MER 1,878 2,401 3,008 3,584 4,345 5,050 5,903
BER 1,398 1,524 1,646 1,762 1,881 1,997 2,112
17 MER 3,465 4,218 4,993 5,843 6,761 7,674 8,770
BER 1,742 1,869 1,987 2,103 2,223 2,335 2,452
16 MER 6,344 7,349 8,413 9,526 10,741 11,967 13,297
BER 2,165 2,293 2,410 2,528 2,645 2,760 2,873
15 MER 11,170 12,565 13,919 15,393 16,889 18,435 20,012
BER 2,687 2,813 2,930 3,050 3,161 3,276 3,392
21 ∞ MER 0,000 0,003 0,015 0,040 0,067 0,118 0,186
BER 0,000 0,108 0,207 0,305 0,400 0,498 0,594
50 MER 0,000 0,004 0,014 0,040 0,072 0,124 0,202
BER 0,010 0,118 0,216 0,314 0,411 0,508 0,605
20 MER 0,566 0,767 0,979 1,240 1,562 1,869 2,287
BER 0,897 1,005 1,103 1,197 1,292 1,389 1,486
19 MER 1,026 1,330 1,633 1,998 2,398 2,826 3,342
BER 1,120 1,228 1,324 1,422 1,518 1,613 1,709
18 MER 1,878 2,324 2,763 3,242 3,789 4,356 4,963
BER 1,398 1,505 1,601 1,698 1,794 1,888 1,986
17 MER 3,465 4,111 4,692 5,361 6,100 6,824 7,643
BER 1,742 1,846 1,945 2,042 2,137 2,232 2,325
16 MER 6,344 7,115 7,995 8,905 9,784 10,800 11,832
BER 2,165 2,273 2,368 2,464 2,558 2,651 2,747
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Tabelle D.1: Paket- und Bitfehlerverha¨ltnisse in einer mehrzellularen Umge-
bung
Fortsetzung von der vorhergehenden Seite
S/N Ni Gleichkanalsto¨rerNc
(dB) (%) 0 1 2 3 4 5 6
15 MER 11,170 12,336 13,437 14,587 15,782 17,048 18,274
BER 2,687 2,791 2,889 2,983 3,077 3,173 3,265
25 ∞ MER 0,000 0,002 0,007 0,016 0,030 0,053 0,085
BER 0,000 0,079 0,149 0,218 0,286 0,356 0,424
50 MER 0,000 0,002 0,008 0,016 0,034 0,062 0,089
BER 0,010 0,090 0,159 0,229 0,297 0,366 0,434
20 MER 0,566 0,710 0,846 1,003 1,204 1,394 1,636
BER 0,897 0,975 1,044 1,113 1,182 1,248 1,316
19 MER 1,026 1,250 1,470 1,678 1,922 2,178 2,522
BER 1,120 1,201 1,267 1,335 1,403 1,472 1,540
18 MER 1,878 2,189 2,488 2,819 3,189 3,534 3,920
BER 1,398 1,477 1,545 1,613 1,682 1,748 1,816
17 MER 3,465 3,916 4,335 4,780 5,260 5,758 6,203
BER 1,742 1,819 1,887 1,957 2,022 2,091 2,157
16 MER 6,344 6,945 7,490 8,106 8,740 9,376 9,995
BER 2,165 2,245 2,312 2,378 2,447 2,513 2,579
15 MER 11,170 12,031 12,757 13,618 14,358 15,200 16,059
BER 2,687 2,764 2,831 2,900 2,965 3,033 3,098
Kanaltyp BU50
16 ∞ MER 0,000 0,140 0,235 0,356 0,524 0,722 0,930
BER 0,000 0,530 0,643 0,755 0,867 0,978 1,088
50 MER 0,077 0,646 0,907 1,174 1,479 1,924 2,334
BER 0,417 0,944 1,057 1,170 1,279 1,392 1,502
20 MER 0,764 2,465 3,005 3,591 4,218 4,963 5,652
BER 1,009 1,532 1,646 1,757 1,867 1,977 2,084
19 MER 1,117 3,166 3,770 4,497 5,170 6,007 6,882
BER 1,159 1,683 1,794 1,905 2,016 2,125 2,237
18 MER 1,722 4,247 4,982 5,740 6,591 7,534 8,533
BER 1,347 1,871 1,983 2,092 2,203 2,312 2,423
17 MER 2,692 5,875 6,686 7,656 8,619 9,694 10,834
BER 1,581 2,103 2,214 2,324 2,435 2,542 2,653
16 MER 4,263 8,244 9,287 10,421 11,574 12,846 14,109
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Tabelle D.1: Paket- und Bitfehlerverha¨ltnisse in einer mehrzellularen Umge-
bung
Fortsetzung von der vorhergehenden Seite
S/N Ni Gleichkanalsto¨rerNc
(dB) (%) 0 1 2 3 4 5 6
BER 1,874 2,391 2,502 2,615 2,724 2,832 2,941
15 MER 6,777 11,887 13,174 14,478 15,816 17,230 18,724
BER 2,230 2,750 2,861 2,973 3,078 3,190 3,297
19 ∞ MER 0,000 0,119 0,171 0,241 0,334 0,435 0,557
BER 0,000 0,496 0,575 0,655 0,736 0,813 0,891
50 MER 0,077 0,591 0,736 0,936 1,104 1,343 1,561
BER 0,417 0,910 0,990 1,070 1,149 1,226 1,303
20 MER 0,764 2,319 2,683 3,056 3,444 3,931 4,358
BER 1,009 1,500 1,581 1,659 1,736 1,814 1,890
19 MER 1,117 3,014 3,439 3,861 4,349 4,843 5,391
BER 1,159 1,650 1,729 1,807 1,886 1,961 2,040
18 MER 1,722 4,073 4,544 5,074 5,603 6,189 6,819
BER 1,347 1,836 1,917 1,995 2,072 2,150 2,226
17 MER 2,692 5,601 6,204 6,820 7,426 8,146 8,845
BER 1,581 2,071 2,149 2,227 2,303 2,380 2,458
16 MER 4,263 7,905 8,657 9,378 10,157 10,995 11,827
BER 1,874 2,360 2,438 2,516 2,592 2,671 2,747
15 MER 6,777 11,527 12,420 13,303 14,217 15,217 16,118
BER 2,230 2,718 2,797 2,873 2,952 3,030 3,103
21 ∞ MER 0,000 0,107 0,143 0,202 0,268 0,338 0,425
BER 0,000 0,481 0,547 0,610 0,677 0,740 0,804
50 MER 0,077 0,567 0,695 0,827 0,970 1,141 1,294
BER 0,417 0,896 0,961 1,026 1,090 1,156 1,219
20 MER 0,764 2,241 2,537 2,828 3,120 3,513 3,864
BER 1,009 1,486 1,551 1,615 1,679 1,744 1,805
19 MER 1,117 2,961 3,288 3,602 3,994 4,380 4,812
BER 1,159 1,634 1,702 1,763 1,829 1,892 1,955
18 MER 1,722 3,979 4,343 4,780 5,204 5,647 6,143
BER 1,347 1,824 1,886 1,952 2,016 2,079 2,142
17 MER 2,692 5,468 5,931 6,446 7,021 7,478 8,118
BER 1,581 2,057 2,120 2,184 2,248 2,310 2,375
16 MER 4,263 7,829 8,366 9,002 9,655 10,216 10,935
Fortsetzung auf der na¨chsten Seite
265
Tabelle D.1: Paket- und Bitfehlerverha¨ltnisse in einer mehrzellularen Umge-
bung
Fortsetzung von der vorhergehenden Seite
S/N Ni Gleichkanalsto¨rerNc
(dB) (%) 0 1 2 3 4 5 6
BER 1,874 2,345 2,409 2,474 2,537 2,597 2,663
15 MER 6,777 11,314 12,056 12,823 13,568 14,291 15,055
BER 2,230 2,703 2,768 2,830 2,895 2,960 3,020
25 ∞ MER 0,000 0,097 0,129 0,151 0,199 0,231 0,273
BER 0,000 0,462 0,509 0,553 0,600 0,645 0,692
50 MER 0,077 0,531 0,610 0,699 0,787 0,890 1,001
BER 0,417 0,876 0,924 0,968 1,014 1,060 1,107
20 MER 0,764 2,164 2,372 2,577 2,793 3,004 3,234
BER 1,009 1,465 1,512 1,558 1,602 1,649 1,692
19 MER 1,117 2,837 3,069 3,286 3,539 3,817 4,061
BER 1,159 1,616 1,662 1,707 1,752 1,797 1,844
18 MER 1,722 3,834 4,110 4,428 4,728 5,017 5,305
BER 1,347 1,804 1,848 1,895 1,941 1,985 2,030
17 MER 2,692 5,347 5,657 6,008 6,336 6,727 7,145
BER 1,581 2,037 2,084 2,128 2,170 2,218 2,263
16 MER 4,263 7,650 8,022 8,466 8,954 9,297 9,768
BER 1,874 2,325 2,371 2,418 2,463 2,505 2,550
15 MER 6,777 11,138 11,697 12,122 12,694 13,203 13,720
BER 2,230 2,684 2,728 2,775 2,819 2,865 2,908
Kanaltyp RA200
16 ∞ MER 0,000 0,011 0,056 0,137 0,288 0,516 0,817
BER 0,000 0,189 0,361 0,529 0,698 0,864 1,027
50 MER 0,000 0,014 0,058 0,158 0,312 0,538 0,852
BER 0,018 0,207 0,378 0,547 0,713 0,880 1,046
20 MER 0,596 0,982 1,466 2,054 2,786 3,616 4,580
BER 0,909 1,096 1,265 1,434 1,601 1,763 1,927
19 MER 1,064 1,605 2,266 3,056 3,966 5,011 6,180
BER 1,133 1,318 1,490 1,655 1,824 1,987 2,150
18 MER 1,968 2,752 3,628 4,669 5,850 7,099 8,579
BER 1,413 1,600 1,768 1,935 2,098 2,262 2,426
17 MER 3,585 4,729 5,883 7,229 8,710 10,314 12,145
BER 1,759 1,943 2,110 2,279 2,444 2,603 2,767
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Tabelle D.1: Paket- und Bitfehlerverha¨ltnisse in einer mehrzellularen Umge-
bung
Fortsetzung von der vorhergehenden Seite
S/N Ni Gleichkanalsto¨rerNc
(dB) (%) 0 1 2 3 4 5 6
16 MER 6,438 8,007 9,607 11,392 13,188 15,179 17,323
BER 2,185 2,368 2,538 2,704 2,865 3,028 3,190
15 MER 11,368 13,492 15,525 17,665 19,968 22,326 24,654
BER 2,706 2,893 3,056 3,220 3,385 3,547 3,708
19 ∞ MER 0,000 0,006 0,027 0,059 0,118 0,206 0,329
BER 0,000 0,138 0,259 0,379 0,498 0,616 0,735
50 MER 0,000 0,007 0,031 0,066 0,137 0,222 0,346
BER 0,018 0,156 0,277 0,397 0,516 0,633 0,752
20 MER 0,596 0,865 1,157 1,497 1,936 2,401 2,930
BER 0,909 1,044 1,166 1,285 1,403 1,519 1,635
19 MER 1,064 1,470 1,875 2,354 2,902 3,474 4,196
BER 1,133 1,270 1,390 1,509 1,626 1,744 1,859
18 MER 1,968 2,526 3,081 3,729 4,453 5,202 6,097
BER 1,413 1,549 1,667 1,787 1,902 2,019 2,135
17 MER 3,585 4,372 5,156 5,999 6,974 7,959 9,059
BER 1,759 1,893 2,012 2,131 2,246 2,364 2,478
16 MER 6,438 7,543 8,649 9,769 10,999 12,265 13,631
BER 2,185 2,319 2,437 2,555 2,669 2,786 2,902
15 MER 11,368 12,888 14,288 15,729 17,337 18,845 20,480
BER 2,706 2,842 2,960 3,075 3,194 3,309 3,422
21 ∞ MER 0,000 0,003 0,015 0,040 0,071 0,125 0,191
BER 0,000 0,116 0,215 0,313 0,410 0,508 0,604
50 MER 0,000 0,005 0,019 0,046 0,083 0,139 0,210
BER 0,018 0,134 0,232 0,331 0,428 0,525 0,622
20 MER 0,596 0,792 1,044 1,327 1,615 1,986 2,360
BER 0,909 1,024 1,124 1,218 1,315 1,413 1,508
19 MER 1,064 1,403 1,694 2,083 2,490 2,950 3,459
BER 1,133 1,248 1,346 1,442 1,539 1,636 1,733
18 MER 1,968 2,409 2,882 3,383 3,938 4,523 5,160
BER 1,413 1,528 1,623 1,721 1,818 1,912 2,009
17 MER 3,585 4,230 4,882 5,555 6,284 7,050 7,883
BER 1,759 1,872 1,970 2,067 2,161 2,258 2,351
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Tabelle D.1: Paket- und Bitfehlerverha¨ltnisse in einer mehrzellularen Umge-
bung
Fortsetzung von der vorhergehenden Seite
S/N Ni Gleichkanalsto¨rerNc
(dB) (%) 0 1 2 3 4 5 6
16 MER 6,438 7,333 8,246 9,158 10,093 11,068 12,192
BER 2,185 2,297 2,395 2,490 2,586 2,682 2,778
15 MER 11,368 12,628 13,805 14,995 16,185 17,486 18,772
BER 2,706 2,820 2,919 3,012 3,107 3,203 3,298
25 ∞ MER 0,000 0,001 0,007 0,021 0,034 0,056 0,084
BER 0,000 0,087 0,157 0,226 0,295 0,365 0,433
50 MER 0,000 0,004 0,011 0,024 0,040 0,062 0,098
BER 0,018 0,105 0,174 0,244 0,313 0,382 0,451
20 MER 0,596 0,743 0,905 1,053 1,268 1,449 1,692
BER 0,909 0,994 1,064 1,131 1,202 1,269 1,337
19 MER 1,064 1,300 1,527 1,760 2,014 2,300 2,588
BER 1,133 1,218 1,288 1,355 1,426 1,493 1,561
18 MER 1,968 2,292 2,605 2,938 3,294 3,637 4,068
BER 1,413 1,497 1,566 1,634 1,705 1,770 1,839
17 MER 3,585 4,058 4,499 4,930 5,440 5,929 6,410
BER 1,759 1,843 1,913 1,982 2,048 2,117 2,184
16 MER 6,438 7,144 7,778 8,362 9,042 9,615 10,285
BER 2,185 2,272 2,339 2,405 2,475 2,540 2,607
15 MER 11,368 12,291 13,107 13,923 14,728 15,626 16,498
BER 2,706 2,793 2,859 2,926 2,994 3,065 3,130
Kanaltyp HT200
16 ∞ MER 0,000 3,146 3,937 4,896 5,838 6,990 8,176
BER 0,000 1,679 1,825 1,969 2,109 2,248 2,388
50 MER 2,431 17,276 19,206 21,203 23,271 25,325 27,515
BER 1,535 3,191 3,333 3,473 3,613 3,750 3,888
20 MER 7,279 28,136 30,378 32,633 34,999 37,192 39,480
BER 2,287 3,927 4,068 4,208 4,345 4,480 4,618
19 MER 9,029 31,133 33,456 35,721 38,072 40,393 42,549
BER 2,474 4,115 4,255 4,394 4,531 4,668 4,802
18 MER 11,444 35,014 37,294 39,645 41,950 44,253 46,505
BER 2,711 4,349 4,486 4,626 4,763 4,899 5,035
17 MER 14,815 39,796 42,131 44,490 46,830 49,060 51,280
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Tabelle D.1: Paket- und Bitfehlerverha¨ltnisse in einer mehrzellularen Umge-
bung
Fortsetzung von der vorhergehenden Seite
S/N Ni Gleichkanalsto¨rerNc
(dB) (%) 0 1 2 3 4 5 6
BER 3,003 4,634 4,777 4,914 5,051 5,187 5,321
16 MER 19,625 45,816 48,069 50,460 52,611 54,841 56,984
BER 3,364 4,990 5,129 5,270 5,403 5,543 5,675
15 MER 26,396 53,142 55,418 57,514 59,542 61,686 63,597
BER 3,816 5,431 5,570 5,706 5,843 5,980 6,112
19 ∞ MER 0,000 2,905 3,469 4,030 4,690 5,357 6,066
BER 0,000 1,636 1,739 1,840 1,939 2,043 2,140
50 MER 2,431 16,742 18,045 19,488 20,940 22,268 23,708
BER 1,535 3,149 3,247 3,349 3,451 3,547 3,645
20 MER 7,279 27,525 29,035 30,625 32,217 33,835 35,471
BER 2,287 3,887 3,984 4,084 4,181 4,280 4,377
19 MER 9,029 30,398 32,178 33,762 35,339 36,985 38,571
BER 2,474 4,069 4,173 4,271 4,370 4,466 4,565
18 MER 11,444 34,278 35,955 37,580 39,203 40,841 42,443
BER 2,711 4,305 4,404 4,501 4,600 4,696 4,793
17 MER 14,815 39,103 40,788 42,360 44,047 45,657 47,262
BER 3,003 4,589 4,692 4,787 4,886 4,984 5,078
16 MER 19,625 45,115 46,794 48,405 49,987 51,579 53,061
BER 3,364 4,950 5,049 5,144 5,244 5,338 5,435
15 MER 26,396 52,367 54,033 55,599 57,098 58,550 60,012
BER 3,816 5,388 5,488 5,584 5,681 5,777 5,873
21 ∞ MER 0,000 2,821 3,271 3,694 4,195 4,746 5,289
BER 0,000 1,617 1,702 1,785 1,867 1,949 2,030
50 MER 2,431 16,521 17,607 18,669 19,783 20,959 22,139
BER 1,535 3,132 3,213 3,294 3,375 3,455 3,537
20 MER 7,279 27,227 28,543 29,742 31,071 32,321 33,748
BER 2,287 3,870 3,950 4,028 4,110 4,187 4,269
19 MER 9,029 30,145 31,406 32,785 34,121 35,519 36,789
BER 2,474 4,053 4,133 4,214 4,298 4,378 4,455
18 MER 11,444 33,925 35,322 36,714 38,039 39,460 40,688
BER 2,711 4,285 4,368 4,449 4,531 4,610 4,684
17 MER 14,815 38,846 40,200 41,441 42,889 44,162 45,531
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Tabelle D.1: Paket- und Bitfehlerverha¨ltnisse in einer mehrzellularen Umge-
bung
Fortsetzung von der vorhergehenden Seite
S/N Ni Gleichkanalsto¨rerNc
(dB) (%) 0 1 2 3 4 5 6
BER 3,003 4,576 4,655 4,734 4,815 4,896 4,975
16 MER 19,625 44,854 46,160 47,490 48,775 50,102 51,404
BER 3,364 4,933 5,013 5,092 5,170 5,252 5,327
15 MER 26,396 52,149 53,462 54,789 55,888 57,132 58,417
BER 3,816 5,371 5,451 5,533 5,608 5,689 5,767
25 ∞ MER 0,000 2,717 3,022 3,297 3,626 3,968 4,303
BER 0,000 1,593 1,654 1,711 1,771 1,829 1,886
50 MER 2,431 16,149 16,964 17,724 18,474 19,280 20,011
BER 1,535 3,106 3,164 3,223 3,278 3,336 3,392
20 MER 7,279 26,784 27,796 28,674 29,545 30,459 31,378
BER 2,287 3,845 3,904 3,960 4,014 4,072 4,129
19 MER 9,029 29,837 30,710 31,638 32,577 33,622 34,442
BER 2,474 4,032 4,087 4,144 4,201 4,260 4,314
18 MER 11,444 33,496 34,543 35,477 36,418 37,341 38,334
BER 2,711 4,258 4,322 4,375 4,434 4,489 4,545
17 MER 14,815 38,395 39,424 40,341 41,245 42,256 43,144
BER 3,003 4,549 4,609 4,665 4,723 4,779 4,830
16 MER 19,625 44,418 45,305 46,333 47,206 48,153 49,149
BER 3,364 4,909 4,963 5,022 5,076 5,134 5,190
15 MER 26,396 51,868 52,662 53,582 54,473 55,369 56,224
BER 3,816 5,350 5,405 5,460 5,514 5,572 5,628
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GLOSSAR
K ursiv geschriebene Wo¨rter mit vorangestellten Pfeilen verweisen aufEintra¨ge des Glossars.
Abschattung: Die Wellenausbreitung im Mobilfunkkanal a¨ndert sich mit
der Zeit, da bei Bewegung des mobilen Teilnehmers oder der Hin-
dernisse in Folge von Abschattungen entsprechend der Bebauungs-
struktur durch Berge, Ba¨ume, Ha¨user, etc. neue Empfangssituationen
entstehen.
→Schwund
Advanced Link: Bei V+D ist der AL entweder ein bidirektionaler, verbin-
dungsorientierter Pfad zwischen zwei LLC-Instanzen einer MS und ei-
ner BS oder ein unidirektionaler Pfad zwischen einer BS und mehreren
MSen. Ein AL bietet sowohl einen besta¨tigten als auch einen unbe-
sta¨tigten Dienst, Flusssteuerung mit Hilfe eines gleitenden Fensters,
Segmentierung und die Auswahl zwischen mehreren Durchsa¨tzen an.
Stets wird ein erweiterter Fehlerschutz mittels einer FCS verwendet
und ein Verbindungsaufbau beno¨tigt.
→Basic Link
Basic Link: Bei V+D ist der BL ein bidirektionaler, verbindungsloser Pfad
zwischen einer oder mehreren MSen und einer BS. Ein BL bietet so-
wohl einen besta¨tigten als auch einen unbesta¨tigten Dienst und einen
erweiterten Fehlerschutz (FCS) an. Nach der Synchronisation zwi-
schen MS und BS ist er sofort verfu¨gbar.
→Advanced Link.
Blockcode: Bei bina¨ren (n,k)-Blockcodes werden k bit breite Nachrichten
auf n bit redundant erweitert, damit der Empfa¨nger die Parita¨t u¨ber-
pru¨fen und somit Fehler erkennen oder sogar korrigieren kann.
Ein Blockcode gilt als linear, wenn die Codiervorschrift des Blockcodes
n bit breite Codewo¨rter vorsieht, die den Null-Vektor beinhalten und
deren beliebige Summe wieder gu¨ltige Codewo¨rter ergibt.
Bei einem systematischen Blockcode wird eine k bit breite Nachricht
so auf ein n bit breites Codewort abgebildet, dass die ersten k bit
des Codewortes der urspru¨nglichen Nachricht exakt entsprechen. Die
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u¨brigen n− k bit dienen der Parita¨tsu¨berpru¨fung.
Ein zyklischer Blockcode ist dadurch gekennzeichnet, dass jedes Code-
wort wieder ein gu¨ltiges Codewort ergibt, wenn alle seine Bits um eine
Position nach rechts verschoben werden und das neue erste Bit dem
urspru¨nglich letzten entspricht, wenn es also zyklisch erga¨nzt wird.
Zyklische Blockcodes ko¨nnen algebraisch einfach mit Hilfe von Gene-
ratorpolynomen erzeugt werden.
Die im TETRA-System verwendeten Blockcodes sind bina¨r, linear,
systematisch und zyklisch.
→Faltungscode
Dienstgu¨te: Dienstgu¨te (Quality of Service, QoS) ist ein Qualita¨tsmaß ei-
nes Funknetzes, wobei im Gegensatz zur→Verkehrsgu¨te nur eine Ver-
bindung bzw. ein Dienst des Funknetzes betrachtet wird. Zu typi-
schen Dienstgu¨te-Parametern geho¨ren der garantierte Durchsatz und
der Umfang des Fehlerschutzes. Beim Verbindungsaufbau wird i. d. R.
die jeweilige Dienstgu¨te unter den Kommunikationspartnern ausge-
handelt. Beispielhaft sei hier der Verbindungsaufbau beim V+D-Ver-
bindungstyp AL mit Hilfe der AL-Setup erwa¨hnt, vgl. Abs. 2.6.4.2.3.2,
S. 56.
→Verkehrsgu¨te
Erlang: Erlang (E) wird als Pseudo-Einheit verwendet, um die Sprach-
aktivita¨t eines oder mehrerer Sprecher zu charakterisieren. Erlang
ist definiert als das Produkt aus der mittleren Anzahl von Gespra¨-
chen und der mittleren Gespa¨chsdauer in einem Betrachtungszeit-
raum. Wenn in einer Stunde im Mittel ein Gespra¨ch von einer mittle-
ren Dauer von 6 min gefu¨hrt wird, dann liegt die Sprachaktivita¨t bei
(1 · 6 min)/60 min = 0,1 E.
Faltungscode: Bei bina¨ren (n,k,K)-Faltungscodes werden k bit Nachrich-
ten auf n bit redundant erweitert. Sie werden durch k · K-stufige
Schieberegister realisiert. Die Einwirktiefe K (Constraint Length) be-
stimmt die Anzahl von k bit Verschiebungen, u¨ber die ein einzelnes Bit
die Ausgabe des Faltungscodierers beeinflussen kann. Jeweils ein Ge-
neratorpolynom bestimmt die Verknu¨pfung der k ·K Schieberegister
zu einem Bit des n bit breiten Codewortes.
→Blockcode, →Punktierung
Frequenzdispersion: Bewegt sich ein Empfa¨nger relativ zum Sender, so
kommt es aufgrund des Dopplereffektes zu einer Frequenzverschiebung
(Frequenzdispersion) des Signals um die Dopplerfrequenz.
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→Zeitdispersion, →Schwund
Funkschnittstelle: Als Funkschnittstelle (Air Interface, AI) wird der Teil
eines Mobilfunksystems bezeichnet, der alle fu¨r die Funku¨bertragung
beno¨tigten Hard- und Softwarekomponenten entha¨lt.
Interoperabilita¨t: Dies ist die Fa¨higkeit eines Endgera¨tes, herstellerunab-
ha¨ngig Dienste einer gegebenen Infrastruktur unter Verwendung des
jeweiligen Protokolls in Anspruch zu nehmen.
→ Interworking
Interworking: Dies ist die Fa¨higkeit einer gegebenen Infrastruktur mit einer
anderen Infrastruktur unter Verwendung des jeweils standardisierten
Intersystem-Interworking-Protokolls nicht bedeutungslose Informatio-
nen auszutauschen.
→ Interoperabilita¨t
Laufzeitspreizung: Ein Maß fu¨r die bei einer bestimmten Kanalimpulsant-
wort h(t) entstehende Impulsaufweitung ist bei einem zeitdispersiven
Kanal die Laufzeitspreizung (Delay Spread), die als das zweite Moment
des Verzo¨gerungsleistungsprofil (Power Delay Profile) P (t) = |h(t)|2
definiert ist.
→Zeitdispersion, →Frequenzdispersion, →Schwund
Mehrfachbetrieb: Beim Mehrfachbetrieb (Multiplexing) wird ein im be-
grenzten Umfang zur Vefu¨gung stehendes U¨bertragungsmedium von
den Benutzern im Gegensatz zum →Vielfachzugriff nach einer vorhe-
rigen, statischen Einteilung mehrfach genutzt.
→S-ALOHA, → U¨bertragung, →Vielfachzugriff
Mehrwegeausbreitung: Vgl. schneller →Schwund.
Morphologie: Die Morphologie eines Mobilfunkszenariums beschreibt so-
wohl die Bebauungsstruktur als auch die Verteilung der Gela¨ndetypen
innerhalb des Szenariums.
→Topographie
MSC: Message Sequence Chart (MSC) ist die von der International Te-
lecommunication Union (ITU) standardisierte Spezifikationssprache
von Nachrichtenflussdiagrammen fu¨r einzelne Benutzungsfa¨lle (Use
Cases) eines Telekommunikationssystems.
→SDL, →TTCN, →UML
Nachrichtenbu¨ndelung: Unter Nachrichtenbu¨ndelung (Message Trunking)
versteht man bei V+D die Methode, einen Verkehrskanal permanent
fu¨r die gesamte Dauer des Gespra¨chs zu belegen, was im Vergleich
zur→ U¨bertragungsbu¨ndelung zu geringerem Protokollverschnitt, aber
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auch zu geringerem Durchsatz fu¨hrt.
→ U¨bertragungsbu¨ndelung, →Quasi-U¨bertragungsbu¨ndelung
pi/4-DQPSK: Das TETRA-System benutzt das pi/4-differentielle, quaterna¨re
Phasenumtastverfahren (pi/4-Differential Quaternary Phase Shift Key-
ing , pi/4-DQPSK) zur Modulation. In Abs. 2.6.3, S. 29, ist seine Funk-
tionsweise erla¨utert.
Pfadverlust: Der Pfadverlust (Pathloss) Lp ist als das Verha¨ltnis von Emp-
fangsleistung Pr zur Sendeleistung Ps definiert.
→Schwund
Punktierung: Werden einzelne Bits eines faltungscodierten Codewortes sy-
stematisch herausgestrichen, dann nennt man diesen Vorgang Punk-
tierung. Zwei verschiedene, punktierte →Faltungscodes, welche vom
gleichen Originalcode stammen, heissen ratenkompatibel, wenn alle
nicht punktierten, d. h. nicht herausgestrichenen, Bits des hochrati-
gen →Faltungscodes auch beim niederratigen enthalten sind.
→Faltungscode, →Blockcode
Quasi-U¨bertragungsbu¨ndelung: Bei V+D versteht man unter Quasi-U¨ber-
tragungsbu¨ndelung (Quasi-Transmission Trunking) die Methode, ei-
nen Verkehrskanal (TCH) nur dann zu belegen, wenn im PTT-Be-
trieb tatsa¨chlich Sprachaktivita¨t vorliegt, und ihn danach im Gegen-
satz zur reinen → U¨bertragungsbu¨ndelung erst nach einer Nachlauf-
zeit (Hang Time) freizugeben. Wenn wa¨hrend der Nachlaufzeit neue
Sprachaktivita¨t auftritt, kann der bestehende Kanal wiederverwendet
werden und es muss kein neuer Zufallszugriff erfolgen, um den erneu-
ten Kanalbelegungswunsch zu u¨bermitteln. Mit der Wahl der Nach-
laufzeit kann ein Kompromiss zwischen Protokollverschnitt (Problem
der → U¨bertragungsbu¨ndelung) und geringerem Durchsatz (Problem
der →Nachrichtenbu¨ndelung) erzielt werden. Bei einer Nachlaufzeit
ht = 0 liegt reine → U¨bertragungsbu¨ndelung vor, bei ht → ∞ liegt
→Nachrichtenbu¨ndelung vor.
→ U¨bertragungsbu¨ndelung, →Nachrichtenbu¨ndelung
Rauschen: Mit Rauschen bezeichnet man die Gesamtheit der verschieden-
sten, nicht na¨her beschreibbaren Sto¨reinflu¨sse auf einen Funkkanal.
→Schwund
S-ALOHA: Fu¨r die Phase in einem Mobilfunksystem, in dem mehrere un-
koordinierte mobile Teilnehmer im gegenseitigen Wettbewerb stehen,
um von einer zentralen Steuerung Betriebsmittel in Form von U¨ber-
tragungskapazita¨t zu erhalten, wird ha¨ufig das in den 70-er Jahren an
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der Universita¨t von Hawaii – daher der Name – entwickelte Slotted-
ALOHA (S-ALOHA)-Verfahren verwendet. Hierbei sendet jeder Teil-
nehmer seine Betriebsmittelanforderung zu Beginn des na¨chsten Zeit-
schlitzes, nachdem der U¨bertragungswunsch entstanden ist, ohne auf
das Verhalten der anderen Teilnehmer zu achten, und startet einen
neuen U¨bertragungsversuch nach einer zufa¨llig gewa¨hlten Wartezeit,
wenn der letzte Versuch aufgrund einer Kollision nicht quittiert wur-
de. Unter der Annahme einer poissonverteilten Ankunftsrate und ei-
ner sehr großen (unendlichen) Anzahl von mobilen Teilnehmern (N 
1000) erlaubt dieses Verfahren einen maximalen Durchsatz von 36 %
und kann bei einer Ankunftsrate kleiner als dem maximalen Durchsatz
stabil betrieben werden.
→Mehrfachbetrieb, → U¨bertragung, →Vielfachzugriff
Schwund: Die Grundamplitude eines u¨ber einen Mobilfunkkanal u¨bertrage-
nen Signals schwankt mit einer niedrigen Frequenz um den mittleren
Pfadverlust Lp. Diese im Vergleich zur Symboldauer relativ lang-
same Vera¨nderung wird als langsamer Schwund (Long-Term Fading)
bezeichnet und gehorcht einer Log-Normal-Verteilung. Er liegt typi-
scherweise im Bereich 4 dB–8 dB.
Zwischen Sender und Empfa¨nger existieren aufgrund von Streuung,
Reflexion und Beugung an Hindernissen in der ra¨umlichen Umgebung
beliebig viele Ausbreitungswege fu¨r die elektromagnetischen Wellen.
Selbst wenn kein Schwund aufgrund von →Abschattungen vorhanden
ist, schwankt die Empfangsfeldsta¨rke eines Mobilfunksignals stark in
Abha¨ngigkeit vom Empfangsort, der Zeit und der Frequenz. Dieser
Effekt wird schneller Schwund (Short-Term Fading) bzw. Mehrwe-
geschwund (Multi-Path Fading) genannt. Am Ort des Empfa¨ngers
u¨berlagern sich sehr viele verschieden starke und durch die Laufzeit
unterschiedlich verzo¨gerte Komponenten desselben Signals.
→Abschattung, →Frequenzdispersion, →Laufzeitspreizung, →Pfad-
verlust, →Rauschen, →Zeitdispersion
SDL: Die formale Beschreibungstechnik Specification and Description Lan-
guage (SDL) ist die von der ITU standardardisierte Spezifikationsspra-
che fu¨r Telekommunikationssysteme. Sie unterstu¨tzt durch dedizierte
Sprachelemente den objektorientierten Softwareentwurf direkt und ist
aufgrund der leicht erlernbaren grafische Notation selbstdokumentie-
rend und somit besonders wartungsfreundlich. Letzteres ist bei großen
Softwareprojekten von entscheidender Bedeutung.
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→MSC, →TTCN, →UML
Teledienst: Ein Teledienst (Tele Service) ist ein Systemdienst, der von ei-
nem Endbenutzer u¨ber die Mensch-Maschine-Schnittstelle des Endge-
ra¨ts verwendet wird. Er stellt die gesamte Funktionalita¨t fu¨r die Kom-
munikation zwischen zwei Endbenutzern zur Verfu¨gung und deckt die
OSI-Schichten 1 bis 7 ab.
→Tra¨gerdienst, →Zusatzdienst
Topographie: Die Topographie eines Mobilfunkszenariums beschreibt die
Ho¨he der Gela¨ndetypen innerhalb des Szenariums.
→Morphologie
Tra¨gerdienst: Ein Tra¨gerdienst (Bearer Service) ermo¨glicht die Kommuni-
kation zwischen zwei mobilen Netzabschlu¨ssen (Mobile Termination,
MT) oder Festnetztabschlu¨ssen (Network Termination, NT). Er bein-
haltet jedoch keine Funktionalita¨t bezu¨glich der Endgera¨te, so dass er
sich lediglich u¨ber die OSI-Schichten 1 bis 3 erstreckt. →Teledienste
bauen grundsa¨tzlich auf →Tra¨gerdiensten auf, vgl. Abs. 2.5.2, S. 16.
→Teledienst, →Zusatzdienst
TTCN: Mit Tree and Tabular Combined Notation (TTCN), einer Spra-
che zur Beschreibung von abstrakten Testsuiten (Abstract Test Suite,
ATS), ist es weitergehender als bei Benutzungsfa¨llen im →MSC-For-
mat mo¨glich, Randbedingungen fu¨r komplexe Datenstrukturen zu be-
schreiben, auf alternative Ergebnisse eines Benutzungsfalles zu reagie-
ren und das erwartete Ergebnis zu definieren.
→MSC, →SDL, →UML
U¨bertragung: Eine U¨bertragung erfolgt verbindungsorientiert, wenn vor
der eigentlichen Datenu¨bertragung ein Verbindungsaufbau stattfin-
det. Ist die fu¨r den Verbindungsaufbau zu u¨bertragende Datenmenge
ungefa¨hr genauso groß wie die eigentlich zu u¨bertragende Datenmen-
ge oder ist die zu u¨bertragende Information von geringer Bedeutung,
kann man auf den Verbindungsaufbau verzichten und verbindungslos
u¨bertragen.
Eine Konsequenz der verbindungslosen U¨bertragung ist i. d. R. ein ge-
ringerer Fehlerschutz im Vergleich zur verbingungsorientierten U¨ber-
tragung. Daher wird ha¨ufig im verbindungslosen Betrieb redundant,
d. h. mehrfach hintereinander die gleiche Information u¨bertragen.
Bei beiden U¨bertragungsarten kann wahlweise besta¨tigt oder unbesta¨-
tigt u¨bertragen werden, d. h. der Sender erwartet eine Antwort des
Empfa¨ngers oder nicht.
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Bei der TETRA-BS wird auf dem DL ferner zwischen kontinuierli-
cher (Continuous Transmission Mode) und diskontinuierlicher U¨ber-
tragung im Zeitscheibenverfahren (Time Sharing Mode) unterschie-
den. Auf die diskontinuierliche U¨bertragung wird bei der Planung
eines TETRA-Netzes dann zuru¨ckgegriffen, wenn frequenzschonend
große Fla¨chen mit niedrigem Verkehr abgedeckt werden sollen.
→Mehrfachbetrieb, →S-ALOHA, →Vielfachzugriff
U¨bertragungsbu¨ndelung: Bei V+D versteht man unter U¨bertragungsbu¨n-
delung (Transmission Trunking) die Methode, einen Verkehrskanal
(TCH) nur dann zu belegen, wenn tatsa¨chlich Sprachaktivita¨t im
PTT-Betrieb vorliegt, und ihn danach augenblicklich wieder freizu-
geben.
→Nachrichtenbu¨ndelung, →Quasi-U¨bertragungsbu¨ndelung
UML: Die Unified Modeling Language ist ein Verfahren der objektorien-
tierten Analyse und des Entwurfs von komplexen Software-Systemen
und stellt die Vereinigung der Modellierungsmethoden von Booch
(1994) (Booch-Methode), Rumbaugh et al. (1991) (Object Modeling
Technique, OMT) und Jacobson et al. (1992) (Object-Oriented Soft-
ware Engineering , OOSE) dar.
→MSC, →SDL, →TTCN
Verkehrsgu¨te: Verkehrsgu¨te (Grade of Service, GoS) ist ein Qualita¨tsmaß
eines Funknetzes, wobei alle Verbindungen des Funknetzes als Ganzes
betrachtet werden. Die Verkehrsgu¨te wird als das Produkt aus der
Anzahl der blockierten Verbindungswu¨nsche und dem Zehnfachen der
Anzahl der Verbindungsabbru¨che pro Gesamtanzahl aller Verbindun-
gen berechnet.
→Dienstgu¨te
Vielfachzugriff: Beim Vielfachzugriff (Multiple Access) erfolgt die Zuwei-
sung von U¨bertragungskapazita¨t eines im begrenzten Umfang zur Ve-
fu¨gung stehenden U¨bertragungsmediums an die Benutzern im Gegen-
satz zum →Mehrfachbetrieb dynamisch.
→Mehrfachbetrieb, →S-ALOHA, → U¨bertragung
Zeitdispersion: Ein u¨ber einen Kanal mit Mehrwegeausbreitung u¨bertra-
gener Impuls erscheint am Empfangsort als U¨berlagerung von ein-
zelnen Feldkomponenten mit unterschiedlichen Laufzeiten und wird
somit zeitlich gedehnt; es tritt Zeitdispersion auf.
→Laufzeitspreizung, →Frequenzdispersion
Zugriffscode: Bei V+D bietet die BS verschiedenen MSen unter Verwen-
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dung von vier sog. Access Codes (AC) Mo¨glichkeiten des Zufallszu-
griffs, die A, B, C oder D genannt werden und wie Priorita¨ten auf-
zufassen sind. Der Zugriffscode stellt eine Benutzerdienstkombination
dar. Nicht jeder Code muss allen MSen zuga¨nglich sein. Nur wenn
die Bedingungen fu¨r den Zugriff auf einen fu¨r einen bestimmten Code
zugelassenen Teilzeitschlitz erfu¨llt sind, ist die MS berechtigt zuzu-
greifen.
→Zugriffsrahmen
Zugriffsfenster: Bei PDO wird der Zeitraum, in dem ein Zufallszugriff er-
laubt ist, Zugriffsfenster (Access Window) genannt. Ein Zugriffsfen-
ster wird in mehrere Zugriffsperioden (Access Period) unterteilt. Jede
Zugriffsperiode stellt eine Zugriffsmo¨glichkeit innerhalb eines Zugriffs-
fensters dar.
Zugriffsperiode: Vgl. →Zugriffsfenster.
Zugriffsrahmen: Bei V+D teilt die BS den MSen kontinuierlich mit, wievie-
le der zuku¨nftigen Mo¨glichkeiten zum Zufallszugriff auf dem Haupt-
organisationskanal (MCCH) und ggf. den Nebenorganisationskana¨len
(SCCHs) von einer MS beru¨cksichtigt werden sollen, wenn sie den Zeit-
punkt ihres Zugriffs zufa¨llig auswa¨hlt. Der Zeitraum von der ersten
bis zur letzten Zugriffsmo¨glichkeit wird Zugriffsrahmen genannt.
→Zugriffscode
Zusatzdienst: Zusatzdienste (Supplementary Services) vera¨ndern oder er-
weitern →Tra¨ger- oder →Teledienste.
LISTE DER FORMELZEICHEN
Tabelle E.1: Verzeichnis der verwendeten Formelzeichen
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
A Funkbetriebs-
mittelanalyse
237 Sprachaktivita¨t (mE)
A U¨bertragungs-
fehler
171 Parameterfunktion des Hata-Oku-
mura-Pfadverlustvorhersagemodells
a Kanalcodierung 36 Distanz der Bitverwu¨rfelung der 3.
Kanalcodierungsstufe
a0 Kollisionsauf-
lo¨sung
99 Wichtungsfaktor bei Stochastischer
Anna¨herung fu¨r leere Zeitschlitze
bzw. Zugriffsperioden
a1 99 Wichtungsfaktor bei Stochastischer
Anna¨herung fu¨r erfolgreiche U¨ber-
tragungen
ac 99 Wichtungsfaktor bei Stochastischer
Anna¨herung fu¨r Kollisionen
α 100 Wichtungsfaktor beim MMSE-Algo-
rithmus
α U¨bertragungs-
fehler
172 Winkel zwischen Bewegungsrichtung
und Ausbreitungsrichtung der Funk-
wellen beim Dopplereffekt
α 184 Roll-Off-Faktor des SRRC-Filters
ap PDO-Zufalls-
zugriff
76 Zugriffsperiode eines Zugriffsfensters
B U¨bertragungs-
fehler
171 Parameterfunktion des Hata-Oku-
mura-Pfadverlustvorhersagemodells
B¯ Funkbetriebs-
mittelanalyse
113 Mittlerer Auftragsu¨berhang
Bˆ(k + 1) Kollisionsauf-
lo¨sung
100 Gescha¨tzter Auftragsu¨berhang im
na¨chsten Zeitschlitz k + 1
B(m) pi/4-DQPSK 29 Modulationsbitfolge
Fortsetzung auf der na¨chsten Seite
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Tabelle E.1: Verzeichnis der verwendeten Formelzeichen
Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
Bi(m) Kanalcodierung 37 Blo¨cke der Kanalcodierungsstufe i =
1, 2, . . ., 5
Bmin Kollisionsauf-
lo¨sung
100 Minimal erlaubter Auftragsu¨berhang
Bˆpr(k + 1) 101 Gescha¨tzter Auftragsu¨berhang im
Priorita¨tsbereich pr des na¨chsten
Zugriffsfensters k + 1
b Batch-Means 150 Gro¨ße aller Teilsequenzen
bi(k) Kanalcodierung 34 Bits der Kanalcodierungsstufe i =
1, 2, . . ., 5
β¯s Funkbetriebs-
mittelanalyse
125 Mittlere Bediendauer von Sprachauf-
tra¨gen (s)
βDD2 128 Bediendauer von DD2-PDUs (s)
βUD2 128 Bediendauer von UD2-PDUs (s)
β¯md 127 Mittlere Bediendauer von Mittelda-
tenauftra¨gen (s)
βmd,min 127 Minimale Bediendauer von Mittelda-
tenauftra¨gen (s)
βmd,max 127 Maximale Bediendauer von Mittel-
datenauftra¨gen (s)
β¯sd 126 Mittlere Bediendauer von Kurzda-
tenauftra¨gen (s)
βsd,min 126 Minimale Bediendauer von Kurzda-
tenauftra¨gen (s)
βsd,max 126 Maximale Bediendauer von Kurzda-
tenauftra¨gen (s)
C U¨bertragungs-
fehler
174 Leistung des Nutzsignals (mW)
C/I 174 Gleichkanalsto¨rabstand (dB)
Cˆ Simulation 198 Gewichtete Gespra¨chsaufbauzeit (s)
c(X) Kanalcodierung 37 Generatorpolynom der Verschlu¨sse-
lungssequenz der vierten Kanalcodie-
rungsstufe
Fortsetzung auf der na¨chsten Seite
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Tabelle E.1: Verzeichnis der verwendeten Formelzeichen
Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
cT (t) U¨bertragungs-
fehler
179 Komplexe Einhu¨llende des Gleichka-
nalsto¨rsignals im a¨quivalenten Tief-
passbereich
cTr(t) 179 Inphasekomponente der komplexen
Einhu¨llenden cT (t)
cTi(t) 179 Quadraturkomponente der komple-
xen Einhu¨llenden cT (t)
D Frequenzmulti-
plex-Struktur
21 Konstanter Duplexabstand zwischen
einer UL- und ihrer entsprechenden
DL-Tra¨gerfrequenz (MHz)
D U¨bertragungs-
fehler
174 Abstand zwischen den Mittelpunk-
ten zweier benachbarter Gleichkanal-
zellen
D¯ Funkbetriebs-
mittelanalyse
113 Mittlere Paketverzo¨gerung (s, ZP,
ZS)
D¯4 s 119 Mittlere Paketverzo¨gerung bei einer
mittleren Wartezeit τ¯w = 4 s (ZP,
ZS)
D¯10 s 119 Mittlere Paketverzo¨gerung bei einer
mittleren Wartezeit τ¯w = 10 s (ZP,
ZS)
Dˆ Simulation 198 Gewichtete Paketverzo¨gerung (s, ZP,
ZS)
DΦ(k) pi/4-DQPSK 29 Phasenverschiebung
d U¨bertragungs-
fehler
171 Entfernung zwischen MS und BS
(km)
d 175 Abstand vom Empfa¨nger zum sto¨-
renden Sender
dNi 176 Abstand vom Empfa¨nger zumNi-ten
sto¨renden Sender
δ(t) 178 Diracstoß
e(k) Kanalcodierung 37 Farbcode fu¨r die Initialisierung der
Verschlu¨sselungssequenz p(k) der 4.
Kanalcodierungsstufe
Fortsetzung auf der na¨chsten Seite
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Tabelle E.1: Verzeichnis der verwendeten Formelzeichen
Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
ε¯al,fld Simulation 198 Pauschale mittlere Verbindungsdau-
er fu¨r fehlgeschlagene Verbindungs-
einrichtungen beim AL (s)
ε¯bl,fld 198 Pauschale mittlere U¨bertragungs-
dauer fu¨r fehlgeschlagene U¨bertra-
gungen beim BL (s)
ε¯cm 197 Mittlere Verbindungsdauer fu¨r ka-
nalvermittelte Sprache (s)
ε¯cm,fld 198 Pauschale mittlere Verbindungsdau-
er fu¨r fehlgeschlagene Verbindungs-
einrichtungen bei kanalvermittelter
Sprache (s)
εmd Funkbetriebs-
mittelanalyse
119 Bedienrate von Mitteldatenauftra¨-
gen (1/s)
εs 119 Bedienrate von Sprachauftra¨gen (1/s)
εsd 119 Bedienrate von Kurzdatenauftra¨gen
(1/s)
εt 123 Gesamtbedienrate aller Auftra¨ge
(1/s)
Fdl Frequenzmulti-
plex-Struktur
21 DL-Tra¨gerfrequenzen (MHz)
Ful 21 UL-Tra¨gerfrequenzen (MHz)
Ful,min 21 UL-Grenzfrequenz am unteren
Rand des jeweiligen Frequenzbandes
(MHz)
F (C) Simulation 205 Wahrscheinlichkeitsverteilungsfunk-
tion (PDF) der Gespra¨chsaufbauzeit
C (s)
F (X) Kanalcodierung 34 Polynom des Blockcodes der ersten
Stufe der Kanalcodierung
fc pi/4-DQPSK 29 Tra¨gerfrequenz (Hz)
fd U¨bertragungs-
fehler
172 Dopplerfrequenz (Hz)
fd,max 181 Maximale Dopplerfrequenz bei α = 0
(Hz)
Fortsetzung auf der na¨chsten Seite
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Tabelle E.1: Verzeichnis der verwendeten Formelzeichen
Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
f(i) Kanalcodierung 34 Koeffizienten des Polynoms F (X)
G Frequenzmulti-
plex-Struktur
20 Sto¨rabstand zwischen zwei Tra¨ger-
frequenzen (kHz)
Gˆ Simulation 198 Gewichtete Verkehrsgu¨te (GoS)
Gal 198 Gemessene Verkehrsgu¨te (GoS) fu¨r
AL-Verbindungen
Gbl 198 Gemessene Verkehrsgu¨te (GoS) fu¨r
BL-U¨bertragungen
Gcm 198 Gemessene Verkehrsgu¨te (GoS) fu¨r
kanalvermittelte Sprache
G(D) 203 Komplementa¨re Wahrscheinlich-
keitsverteilungsfunktion (CPDF) der
Paketverzo¨gerung D (s)
G(X) Kanalcodierung 34 Generatorpolynom des Blockcodes
der ersten Kanalcodierungsstufe
Gi(X) 36 Generatorpolynome des Faltungsco-
dierers der zweiten Kanalcodierungs-
stufe mit der Ausgabe V (X) und i =
1, 2, 3, 4
g Frequenzmulti-
plex-Struktur
111 Anzahl wiederholter Pakete
gij Kanalcodierung 36 Koeffizienten der Generatorpolyno-
me Gi(X)
g(t) pi/4-DQPSK 30 Inverse Fouriertransformierte des
Square Root Raised Cosine (SRRC)-
Spektrums
γ Kollisionsauf-
lo¨sung
99 Wichtungsexponent bei stochasti-
scher Anna¨herung
h(t) U¨bertragungs-
fehler
172 Kanalimpulsantwort
hb 171 Antennenho¨he der BS beim Hata-
Okumura-Pfadverlustvorhersage-
modell
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Tabelle E.1: Verzeichnis der verwendeten Formelzeichen
Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
hm U¨bertragungs-
fehler
171 Antennenho¨he der MS beim Hata-
Okumura-Pfadverlustvorhersage-
modell
ht Sprachu¨ber-
tragung
282 Nachlaufzeit (Hang Time) bei Quasi-
U¨bertragungsbu¨ndelung
I U¨bertragungs-
fehler
174 Interferenzleistung (mW)
I0 Kollisionsauf-
lo¨sung
96 Sendeergebnis: Leerer Zeitschlitz
I0,pr 97 Sendeergebnis: Anzahl leerer Zu-
griffsperioden
im Priorita¨tsbereich pr
I1 96 Sendeergebnis: Erfolgreiche U¨ber-
tragung im letzten Zeitschlitz
I1,pr 96 Sendeergebnis: Anzahl erfolgreicher
U¨bertragungen im Priorita¨tsbereich
pr
Ic 96 Sendeergebnis: Kollision im letzten
Zeitschlitz
Ic,pr 96 Sendeergebnis: Anzahl der Kollisio-
nen im Priorita¨tsbereich pr
J0(x) U¨bertragungs-
fehler
181 Besselsche Funktion erster Gattung
nullter Ordnung
K Funkbetriebs-
mittelanalyse
115 Anzahl der Zugriffsmo¨glichkeiten in
einem Zugriffsrahmen
K Kanalcodierung 280 Einwirktiefe (Constraint Length) ei-
nes Faltungscodierers
K pi/4-DQPSK 30 Maximale Anzahl an Modulations-
symbolen
Ki Kanalcodierung 34 Bitanzahl der Kanalcodierungsstufe
i = 1, 2, . . ., 5
Kr U¨bertragungs-
fehler
171 Parameterfunktion des Hata-Oku-
mura-Pfadverlustvorhersagemodells
k Kanalcodierung 279 Eingangswortbreite eines Block-
bzw. Faltungscodierers (bit)
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Tabelle E.1: Verzeichnis der verwendeten Formelzeichen
Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
Lp U¨bertragungs-
fehler
171 Pfadverlust
lAL-Data Funkbetriebs-
mittelanalyse
126 La¨nge der PCI eines AL-Data-Rah-
mens (bit)
lAL-Final 126 La¨nge der PCI eines AL-Final-Rah-
mens (bit)
lMAC-Data 126 La¨nge der SDU einer MAC-Data-
PDU (bit)
lMAC-Frag 126 La¨nge der SDU einer MAC-Frag-
PDU (bit)
lUD2/DD2 128 La¨nge der SDU einer UD2- oder
DD2-PDU (bit)
lmd 126 La¨nge eines Mitteldatenauftrages
(byte)
lseg 126 LLC-Segmentgro¨ße bei V+D (byte)
lseg,min 127 Minimale LLC-Segmentgro¨ße bei
V+D (byte)
lseg,max 126 Maximale LLC-Segmentgro¨ße bei
V+D (byte)
λ 109 Senderate (1/ZS)
λ Kollisionsauf-
lo¨sung
99 Ankunftsrate neuer Auftra¨ge
λ0 Funkbetriebs-
mittelanalyse
113 Schwellenwert der Senderate, ab dem
B¯ gesa¨ttigt ist (1/ZS)
λ0 Kollisionsauf-
lo¨sung
101 Angenommener Initialwert der An-
kunftsrate neuer Auftra¨ge
λsd Funkbetriebs-
mittelanalyse
119 Ankunftsrate von Kurzdatenauftra¨-
gen (1/s)
λld 238 Ankunftsrate von Langdatenauftra¨-
gen (1/s)
λmd 119 Ankunftsrate von Mitteldatenauftra¨-
gen (1/s)
λs 119 Ankunftsrate von Sprachauftra¨gen
(1/s)
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Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
λt Funkbetriebs-
mittelanalyse
119 Gesamtankunftsrate aller Auftra¨ge
(1/s)
λˆ(k + 1) Kollisionsauf-
lo¨sung
99 Gescha¨tzte Ankunftsrate neuer Auf-
tra¨ge im na¨chsten Zeitschlitz k + 1
λˆpr(k + 1) 100 Gescha¨tzte Ankunftsrate neuer Auf-
tra¨ge im na¨chsten Zugriffsfenster k+
1
M Funkbetriebs-
mittelanalyse
123 Anzahl der Bediener
M U¨bertragungs-
fehler
183 Kovarianzmatrix
M(X) Kanalcodierung 34 Polynom mit K1 Typ-1-Bits b1(k) als
Koeffizienten
m Batch-Means 150 Anzahl der Teilsequenzen
µ Funkbetriebs-
mittelanalyse
110 Wiederholrate (1/ZS)
µap 118 Wiederholrate beim Zufallszugriff in
einer Zugriffsperiode bei PDO (1/ZP)
µap,max 118 Maximum der Wiederholrate µap
(1/ZP)
µap,min 118 Minimum der Wiederholrate µap
(1/ZP)
µdf 117 Wiederholrate bei der Zugriffsme-
thode
”
diskreter Zugriffsrahmen“
(1/ZS)
µdf,max 117 Maximum der Wiederholrate µdf
(1/ZS)
µdf,min 117 Minimum der Wiederholrate µdf
(1/ZS)
µrf 115 Wiederholrate bei der Zugriffsme-
thode
”
rollender Zugriffsrahmen“
(1/ZS)
µrf,max 115 Maximum der Wiederholrate µrf
(1/ZS)
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Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
µrf,min Funkbetriebs-
mittelanalyse
115 Minimum der Wiederholrate µrf
(1/ZS)
N Frequenzmulti-
plex-Struktur
20 Anzahl der Tra¨gerfrequenzen in ei-
nem UL- oder DL-Band
N Funkbetriebs-
mittelanalyse
109 Teilnehmeranzahl von MSen
Nc U¨bertragungs-
fehler
173 Zellgruppengro¨ße (Clustergro¨ße)
Ncm,fld Simulation 197 Anzahl der fehlgeschlagenen Verbin-
dungseinrichtungen bei kanalvermit-
telter Sprache
Ncm,suc 197 Anzahl der erfolgreichen Verbin-
dungseinrichtungen bei kanalvermit-
telter Sprache
Ne U¨bertragungs-
fehler
186 Anzahl fehlerbehafteter Zusta¨nde
beim Fritchman-Modell
Nf 185 Anzahl fehlerfreier Zusta¨nde beim
Fritchman-Modell
Ni 176 Anzahl der Gleichkanalsto¨rer [1; 6]
Ntc 178 Anzahl der Pfade der Gleichkanalsto¨-
rung
Nts 178 Anzahl der Pfade der Sendesignal-
ausbreitung
Nˆ(k + 1) Kollisionsauf-
lo¨sung
99 Gescha¨tzte Anzahl aktiver Teilneh-
mer im na¨chsten Zeitschlitz k + 1
Nˆpr(k + 1) 100 Gescha¨tzte Anzahl aktiver Teilneh-
mer im Priorita¨tsbereich pr des
na¨chsten Zugriffsfensters k + 1
N¯q Funkbetriebs-
mittelanalyse
124 Mittlere Warteschlangenla¨nge
NAPmax Kollisionsauf-
lo¨sung
98 Maximale Anzahl von Zugriffsperi-
oden eines Zugriffsfensters
NAPpr 98 Anzahl von Zugriffsperioden im Prio-
rita¨tsbereich pr
n Batch-Means 150 Anzahl der Versuche
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Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
n Kanalcodierung 279 Ausgangswortbreite eines Block-
bzw. Faltungscodierers (bit)
n(t) U¨bertragungs-
fehler
170 Rauschsignal
nAL-Data Funkbetriebs-
mittelanalyse
126 Anzahl der MAC-Frag-PDUs bei
V+D-Kurzdatenauftra¨gen
nf 132 Anzahl beno¨tigter Tra¨gerfrequenzen
fc
nmd 131 Anzahl von Zeitschlitzen fu¨r PDO-
Mitteldatenauftra¨ge
nmd,min 126 Minimale Anzahl von Zeitschlitzen
fu¨r V+D-Mitteldatenauftra¨ge
nmd,max 127 Maximale Anzahl von Zeitschlitzen
fu¨r V+D-Mitteldatenauftra¨ge
nsd 125 Anzahl der MAC-Frag-PDUs bzw.
UD2-PDUs bei Kurzdatenauftra¨gen
nT (t) U¨bertragungs-
fehler
179 Komplexe Einhu¨llende des Rausch-
signals im a¨quivalenten Tiefpassbe-
reich
nTr(t) 179 Inphasekomponente der komplexen
Einhu¨llenden nT (t)
nTi(t) 179 Quadraturkomponente der komple-
xen Einhu¨llenden nT (t)
ωˆal Simulation 198 Wichtungsfaktur fu¨r AL-Verbindun-
gen
ωˆbl 198 Wichtungsfaktur fu¨r BL-U¨bertra-
gungen
ωˆcm 198 Wichtungsfaktur fu¨r kanalvermittel-
te Sprache
P (g) Funkbetriebs-
mittelanalyse
112 Wiederholwahrscheinlichkeit von g
kollidierten Paketen
P (k) Kanalcodierung 36 Punktierkoeffizienten
P (s) Funkbetriebs-
mittelanalyse
112 Ankunftswahrscheinlichkeit von s
neuen Paketen
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Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
P (t) U¨bertragungs-
fehler
172 Verzo¨gerungsleistungsprofil
P (1) 187 Aufenthaltswahrscheinlichekeit im
Fehlerzustand
P0 172 Empfangene Energie fu¨r einen Im-
puls
Pr 171 Empfangsleistung
Ps 171 Sendeleistung
Prio0 Kollisionsauf-
lo¨sung
104 Maximal erlaubte Priorita¨t im ersten
Priorita¨tsbereich beim PDO-Zufalls-
zugriff
Φ0 pi/4-DQPSK 30 Phasenoffset
p PDO-Zufalls-
zugriff
76 Priorita¨t der na¨chsten Transaktion
pBER U¨bertragungs-
fehler
183 Bitfehlerwahrscheinlichkeit
pmax Kollisionsauf-
lo¨sung
97 Maximale Sendewahrscheinlichkeit
pmax 103 Maximal erlaubte Priorita¨t beim
V+D-Zufallszugriff
pmin 102 Minimal erlaubte Priorita¨t beim
V+D-Zufallszugriff
p(i) Funkbetriebs-
mittelanalyse
112 Aufenthaltswahrscheinlichkeit im
Zustand i
p(k) Kanalcodierung 37 Verschlu¨sselungssequenz der vierten
Kanalcodierungsstufe
p(k + 1) Kollisionsauf-
lo¨sung
96 Sendewahrscheinlichkeit im na¨chsten
Zeitschlitz k + 1
ppr(k + 1) 98 Sendewahrscheinlichkeit im Priori-
ta¨tsbereich pr des na¨chsten Zugriffs-
fensters k + 1
pk Funkbetriebs-
mittelanalyse
124 Aufenthaltswahrscheinlichkeit im
Zustand k
pi,j 111 U¨bergangswahrscheinlichkeit vom
Zustand i nach Zustand j
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Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
pv Wartesystem 6 Verlustwahrscheinlichkeit
pw Funkbetriebs-
mittelanalyse
123 Wartewahrscheinlichkeit
p(X ) U¨bertragungs-
fehler
183 Vierdimensionale Verbundvertei-
lungsdichte der Elemente des
Empfangsvektors X
pr Kollisionsauf-
lo¨sung
97 Priorita¨tsbereich eines Zugriffsfen-
sters
ϕRi(t) U¨bertragungs-
fehler
185 Zum Rice-Dopplerspektrum
SRi(f, fd,max) geho¨rende AKF
ϕRy(t) 185 Zum Rayleigh-Dopplerspektrum
SRy(f, fd,max) geho¨rende AKF
ϕgg(t) 184 AKF des SRRC-Filters
ϕnn(t) 185 AKF des AWGN-Rauschsignals
ϕxx(t) 184 AKF des Schmalbandkanals
Qr 171 Parameterfunktion des Hata-Oku-
mura-Pfadverlustvorhersagemodells
q Kollisionsauf-
lo¨sung
97 Wichtungsfaktor beim exponentiel-
len Backoff-Algorithmus
q U¨bertragungs-
fehler
174 Verminderungsfaktor der Gleichka-
nalsto¨rung
R Funkbetriebs-
mittelanalyse
117 Zeitbereich reservierter U¨bertragung
bei PDO (ZP)
R U¨bertragungs-
fehler
174 Zellradius
r Kanalcodierung 38 Rate des Faltungscodierers der zwei-
ten Kanalcodierungsstufe
r U¨bertragungs-
fehler
175 Abstand vom Empfa¨nger zum ge-
wu¨nschten Sender
rT (t) 179 Komplexe Einhu¨llende des Em-
pfangssignals im a¨quivalenten Tief-
passbereich
rTr(t) 179 Inphasekomponente der komplexen
Einhu¨llenden rT (t)
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Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
rTi(t) U¨bertragungs-
fehler
179 Quadraturkomponente der komple-
xen Einhu¨llenden rT (t)
S Funkbetriebs-
mittelanalyse
110 Durchsatz (1/ZS)
S¯ 112 Mittlerer Durchsatz (1/ZS)
Sˆ Simulation 198 Gewichteter Durchsatz (%)
S(f,fd) U¨bertragungs-
fehler
172 Dopplerspektrum (Hz)
SRi(f,fd) 181 Dopplerspektrum bei Rice-Schwund
(Hz)
SRy(f,fd) 181 Dopplerspektrum bei Rayleigh-
Schwund (Hz)
S(i) Funkbetriebs-
mittelanalyse
112 Durchsatz im Zustand i (1/ZS)
S(k) pi/4-DQPSK 29 Modulationssymbol
Sd U¨bertragungs-
fehler
172 Laufzeitspreizung (s)
S/N 171 Signalsto¨rabstand (dB)
s Funkbetriebs-
mittelanalyse
111 Anzahl neu erzeugter Pakete
s(t) pi/4-DQPSK 29 Moduliertes Signal
sT (t) U¨bertragungs-
fehler
30 Komplexe Einhu¨llende des modulier-
ten Signals s(t) im a¨quivalenten Tief-
passbereich
sTr(t) 179 Inphasekomponente der komplexen
Einhu¨llenden sT (t)
sTi(t) 179 Quadraturkomponente der komple-
xen Einhu¨llenden sT (t)
σ2 178 Leistung des Realteils x(t) und des
Imagina¨rteils y(t) der Kanalstoßant-
wort h(t)
σij 183 Elemente der Kovarianzmatrix M
T 182 Symboldauer (s)
∆T 182 Verzo¨gerung des Empfangssignals (s)
Θm 183 Phasenwinkel
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Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
t U¨bertragungs-
fehler
182 Abtastzeitpunkt (s)
τap Funkbetriebs-
mittelanalyse
117 Dauer einer Zugriffsperiode (s)
τdec 129 Verarbeitungszeit fu¨r die Decodie-
rung eines Sprachrahmens (s)
τ∆ 129 Zeitabstand zwischen zwei virtuellen
Zeitschlitzen (s)
τdem 129 Verarbeitungszeit fu¨r die Demodulie-
rung eines Sprachrahmens (s)
τdsp 129 Verarbeitungszeit fu¨r die Codierung
eines Sprachrahmens (s)
τe↔e 128 Ende-zu-Ende-Verzo¨gerung (s)
τj U¨bertragungs-
fehler
178 Mittlere Verzo¨gerungszeit eines Si-
gnalausbreitungspfades (s)
τm Funkbetriebs-
mittelanalyse
117 Dauer eines Modulationsbits (s)
τs 117 Dauer eines Symbols (s)
τsf 128 Dauer eines Sprachrahmens (s)
τsync 129 Synchronisationswartezeit (s)
τt 129 U¨bertragungszeit (s)
τw 110 Wartezeit (s)
τ¯w 110 Mittlere Wartezeit (s)
τw,ap 118 Wartezeit bis zum Zufallszugriff in
einer Zugriffsperiode bei PDO (ZP)
τ¯w,ap 118 Mittlere Wartezeit bis zum Zufalls-
zugriff in einer Zugriffsperiode bei
PDO (ZP)
τw,rf 115 Wartezeit bei der Zugriffsmethode
”
rollender Zugriffsrahmen“ (ZS)
τ¯w,rf 115 Mittlere Wartezeit bei der Zugriffs-
methode
”
rollender Zugriffsrahmen“
(ZS)
τw,df 115 Wartezeit bei der Zugriffsmethode
”
diskreter Zugriffsrahmen“ (ZS)
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Fortsetzung von der vorhergehenden Seite
Formel- Siehe
zeichen
Bereich
Seite
Bedeutung
τ¯w,df Funkbetriebs-
mittelanalyse
115 Mittlere Wartezeit bei der Zugriffs-
methode
”
diskreter Zugriffsrahmen“
(ZS)
uT (t) U¨bertragungs-
fehler
182 Komplexe Einhu¨llende des auf der
Empfangsseite gefilterten Empfangs-
signals im a¨quivalenten Tiefpassbe-
reich
uTr(t) 182 Inphasekomponente der komplexen
Einhu¨llenden uT (t)
uTi(t) 182 Quadraturkomponente der komple-
xen Einhu¨llenden uT (t)
V (k) Kanalcodierung 35 Ausgegebene Bitsequenz des 16-Zu-
stands-RCPC-Faltungscodierers der
Kanalcodierungsstufe 2
v U¨bertragungs-
fehler
172 Geschwindigkeit (km/h)
v Funkbetriebs-
mittelanalyse
129 Nettodatenrate (bit/s)
v¯md 127 Mittlere Nettodatenrate bei Mittel-
datenauftra¨gen (bit/s)
X 115 Antwortmo¨glichkeiten nach Ablauf
eines diskreten Zugriffsrahmens (ZS)
X U¨bertragungs-
fehler
183 Empfangsvektor
x(t) 178 Realteil der Kanalstoßantwort h(t)
y(t) 178 Imagina¨rteil der Kanalstoßantwort
h(t)

ABKU¨RZUNGSVERZEICHNIS
AA Access Announce
AACH Access Assignment
Channel
ABMT Aachener Beitra¨ge zur
Mobil- und
Telekommunikation
AC Access Code
ACCH Access Control
Channel
ACCH Associated Control
Channel
ACELP Algebraic
Code-Excited Linear
Predictive
ACI Adjacent-Channel
Interference
ACM Association for
Computing Machinery
ADT Abstract Data Type
AEU¨ Archiv fu¨r Elektronik
und
U¨bertragungstechnik
AG Acknowledged Group
Call
AI Air Interface
AI Acknowledged
Information
AKF Autokorrelationsfunk-
tion
AL Advanced Link
AL Ambience Listening
AMPS American Mobile
Phone Service
ANF-ISIIC Additional Network
Functions ISI
Individual Call
ANF-ISIMM Additional Network
Functions ISI Mobility
Management
ANSI American National
Standards Institute
AoC Advice of Charge
AP Access Parameters
AP Access Priority
APCO Association of Police
Communications
Officials
APL Access Period Length
AR Acknowledge Request
ARQ Automatic Repeat
Request
AS Area Selection
ASN.1 Abstract Syntax
Notation One
ASST Aachen Symposium on
Signal Theory
ATM Asynchronous Transfer
Mode
ATS Abstract Test Suite
AWGN Additive White
Gaussian Noise
BCCH Broadcast Control
Channel
304 Abku¨rzungsverzeichnis
BBK Broadcast Block
BCH Bose Chadhuri
Hoquenghem
BER Bit Error Ratio
BF Busy Flag
BIC Barring of Incoming
Calls
BKN Block Number
BKN1 Block Number 1
BKN2 Block Number 2
BL Basic Link
BLCH Basestation
Linearisation Channel
BLE Base Link Control
Entity
BNCH Broadcast Network
Channel
BNF Backus-Naur-Form
BOC Barring of Outgoing
Calls
BOS Beho¨rden und
Organisationen mit
Sicherheitsaufgaben
BPSK Binary Phase Shift
Keying
BS Basisstation
BSCH Broadcast
Synchronisation
Channel
BU Bad Urban
CAD Call Authorized by
Dispatcher
CASE Computer Aided
Software Engineering
CB Control Uplink Burst
CBR Constant Bit Rate
CCH Control Channel
CCI Co-Channel
Interference
CDMA Code Division Multiple
Access
CEP Connection Endpoint
CEP-Id Connection Endpoint
Identifier
CEPT European Conference
of Postal and
Telecommunications
Administration
CFB Call Forwarding Busy
CFNRc Call Forwarding on
Not Reachable
CFNRy Call Forwarding on No
Reply
CFU Call Forwarding
Unconditional
CH Call Hold
CLCH Common Linearisation
Channel
CLIP Calling Line
Identification
Presentation
CLIR Calling/Connected
Line Identification
Restriction
CLNP Connectionless
Network Protocol
CLNS Connectionless
Network Service
CLT Common Linearisation
Time
CMCE Circuit Mode Control
Entity
CMOS Complementary Metal
Oxide Semiconductor
Abku¨rzungsverzeichnis 305
CNCL Communication
Networks Class
Library
Codec Coder und Decoder
COLP Connected Line
Identification
Presentation
CONP Connection Oriented
Network Protocol
CONS Connection Oriented
Network Service
CORBA Common Object
Request Broker
Architecture
COST European Cooperation
in the Field of
Scientific and
Technical Research
CP Control Physical
Channel
CPDF Complementary
Probability
Distribution Function
CPU Central Processing
Unit
CR Call Report
CRC Cyclic Redundancy
Check
CRP Collision Resolution
Period
CW Call Waiting
D/A Digital/Analog
DAWS Digital Advanced
Wireless Service
DBPSK Differential Binary
Phase Shift Keying
DCS Digitial
Communication
System
DD1 Downlink Data Type 1
DD2 Downlink Data Type 2
DEMUX Demultiplexer
DFT Delayed First
Transmission
DGAPS Design of Generic and
Adaptive Protocol
Software
DGNA Dynamic Group
Number Assignment
DECT Digital Enhanced
Cordless
Telecommunication
DL Downlink
DL Data Link Layer
DL Discrete Listening
DM Direct Mode
DMO Direct Mode Operation
DP Direct Priority
DPSK Differential Phase Shift
Keying
DQPSK Differential
Quaternary Phase
Shift Keying
DR1 Downlink Response
Type 1
DR2 Downlink Response
Type 2
DR3 Downlink Response
Type 3
DSMA Data Sense Multiple
Access
DT Downlink Transfer
DTCH Downlink Traffic
Channel
306 Abku¨rzungsverzeichnis
EFSM Extended Finite State
Machine
EG ETSI Guide
EL Event Label
EMC Electromagnetic
Compatibility
EN European Standard
EPMCC European Personal
Mobile
Communications
Conference
ERC European
Radiocommunications
Committee
ERM Electromagnetic
Compatibility and
Radio Spectrum
Matters
ES ETSI Standard
ETR ETSI Technical Report
ETS European
Telecommunication
Standard
ETSI European
Telecommunications
Standards Institute
FACCH Fast Associated
Control Channel
FCFS First Come First Serve
FCS Frame Check Sequence
FDM Frequency Division
Multiplex
FDMA Frequency Division
Multiple Access
FDT Formal Description
Technique
FEC Forward Error
Correction
FIFO First In First Out
FN Frame Number
FTP File Transfer Protocol
GoS Grade of Service
GPRS General Packet Radio
Service
GR Graphical
Representation
GSM Global System for
Mobile Communication
GTSI Group TETRA
Subscriber Identity
GUI Graphical User
Interface
HIPERLAN High Performance
LAN
HDB Home Data Base
HF Human Factors
HOL Head Of Line Priority
HT Hilly Terrain
HTTP Hypertext Transfer
Protocol
IC Include Call
ICI Interface Control
Information
IDL Interface Definition
Language
IDU Interface Data Unit
IEEE Institute of Electrical
and Electronics
Engineers
IFT Immediate First
Transmission
IMM Immediate
IP Internet Protocol
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IS Interim Standard
ISDN Integrated Services
Digital Network
ISI Inter-System Interface
ISI Intersymbolinterferenz
ISO International
Standards
Organisation
ITSI Individual TETRA
Subscriber Identity
ITG Informationstechnische
Gesellschaft
ITU International
Telecommunication
Union
ITU-T Telecommunication
Standardization Sector
of ITU
LAN Local Area Network
LAP.T Link Access Protocol
for TETRA
LAPD Link Access Protocol
D-Channel
LB Linearisation Uplink
Burst
LCFS Last Come First Serve
LCH Linearisation Channel
LE Late Entry
LI Lawful Interception
LIFO Last In First Out
LLC Logical Link Control
LOD Low Duty Mode
LOS Line Of Sight
LRE Limited Relative Error
LS Line Station
LSC List Search Call
MAC Medium Access
Control
MAR Max Access Retries
MaxRand1 Maximum Random
Number for Priority 1
MaxRand2 Maximum Random
Number for Priority 2
MBCH Master Block Channel
MCC Mobile Country Code
MCCH Main Control Channel
MCCH Master Control
Channel
MD Max Data
MDTRS Mobile Digital
Trunked Radio System
ME Mobile Equipment
MER Message Error Ratio
MESA Mobility for
Emergency and Safety
Applications
MExE Mobilel Execution
Environment
MF Mobile Station To
Fixed Network Call
MinRand1 Minimum Random
Number for Priority 1
MinRand2 Minimum Random
Number for Priority 2
MLE Mobile Link Control
Entity
MM Mobility Management
MM Mobile Station To
Mobile Station Call
MMI Man Machine Interface
MN Multiframe Number
MNC Mobile Network Code
MNI Mobile Network
Identity
308 Abku¨rzungsverzeichnis
Modem Modulator und
Demodulator
MPEG Moving Picture
Experts Group
MPT Ministry of Post and
Telecommunication
MSC Message Sequence
Chart
MMSE Minimum Mean
Squared Error
MS Mobilstation
MT Mobile Termination
MT0 Mobile Termination
Type 0
MT2 Mobile Termination
Type 2
MUX Multiplexer
N Network Layer
NAP Number of Access
Periods
NBCH Normal Block Channel
NDB Normal Continuous
Downlink Burst
NNTP Network News
Transfer Protocol
NSAP Network Layer SAP
Addresses
NOR Normal Mode
NT Network Termination
NT1 Network Termination
Type 1
NT2 Network Termination
Type 2
no¨bL nichto¨ffentlicher
beweglicher Landfunk
Nu Number of Random
Access Transmissions
on Uplink
NUB Normal Uplink Burst
NWK Network
OC Open Channel Call
OFDM Orthogonal Frequency
Division Multiplexing
OMT Object Modeling
Technique
OOSE Object-Oriented
Software Engineering
OSA Open Service
Architecture
OSI Open Systems
Interconnection
PAMR Public Access Mobile
Radio
PBX Private Branch
Exchange
PC Priority Call
PCI Protocol Control
Information
PCM Pulse Code
Modulation
PDC Pacific Digital Cellular
PDF Portable Document
Format
PDF Probability
Distribution Function
PDN Public Data Network
PDO Packet Data Optimised
PDU Protocol Data Unit
PEI Peripheral Equipment
Interface
PHS Personal Handyphone
System
PICS Protocol
Implementation
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Conformance
Statement
PL Physical Layer
PMR Professional Mobile
Radio
PMR Private Mobile Radio
PPC Pre-emptive Priority
Call
PR Phrase Representation
PREHOL Preemptive Head Of
Line Priority
Prio1 Priority 1
Prio2 Priority 2
PSTN Public Switched
Telephone Network
PTT Push-to-Talk
PzM Punkt-zu-Mehrpunkt
PzP Punkt-zu-Punkt
QAM Quadrature Amplitude
Modulation
QoS Quality of Service
QPSK Quaternary Phase
Shift Keying
RA Rural Area
RACH Random Access
Channel
RAM Random Access
Memory
RB Reservierte Blo¨cke
RCPC Rate-Compatible
Punctured
Convolutional
RD Retry Delay
RegTP Regulierungsbeho¨rde
fu¨r Telekommunikation
und Post
RES Radio Equipment and
Systems
RESTART Repetitive Simulation
Trials After Reaching
Threshold
RFC Request For
Comments
RNR Receiver Not Ready
RR Receiver Ready
RR Round Robin
RTTI Run-Time Type
Information
RWTH Rheinisch-Westfa¨lische
Technische Hochschule
S-ALOHA Slotted-ALOHA
S-CLNP Specific Connectionless
Network Protocol
S-CLNS Specific Connectionless
Network Service
SACCH Slow Associated
Control Channel
SAGE Security Algorithms
Group of Experts
SAP Service Access Point
SB Synchronisation
Continuous Downlink
Burst
SCCH Secondary Control
Channel
SCH Signalling Channel
SCH/F Full Size Signalling
Channel
SCH/HD Half Size Downlink
Signalling Channel
SCH/HU Half Size Uplink
Signalling Channel
SDL Specification and
Description Language
SDU Service Data Unit
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SIM Subscriber Identity
Module
SIN1 System Information
Type 1
SIN2 System Information
Type 2
SJF Shortest Job First
SMTP Simple Mail Transfer
Protocol
SNA Short Number
Addressing
SNAF Sub-Network Access
Functions
SOMT SDL-oriented Object
Modeling Technique
SOR Start of Reservation
SP Service Primitive
SPE Software Performance
Engineering
SPEET SDL Performance
Evaluation
Environment and
Tools
SPEETCL SDL Performance
Evaluation
Environment and
Tools Class Library
SPT Shortest Processing
Time
SRPT Shortest Remaining
Processing Time
SRST Shortest Remaining
Service Time
SRRC Square Root Raised
Cosine
SSI Short Subscriber
Identity
SSMP Specific Semi-Markov
Process
SSN Subslot Number
STCH Stealing Channel
SwMI Switching and
Management
Infrastructure
TA Terminal Adapting
Functions
TAA1 TETRA Standard
Authentication
Algorithm 1
TBR Technical Basis for
Regulation
ToC Transfer of Control
TCH Traffic Channel
TCP Transmission Control
Protocol
TDM Time Division
Multiplex
TDMA Time Division Multiple
Access
TE Terminal Equipment
TE1 Terminal Equipment
Type 1
TE2 Terminal Equipment
Type 2
TEA1 TETRA Standard
Encryption Algorithm
1
TEA2 TETRA Standard
Encryption Algorithm
2
TEI TETRA Equipment
Identity
TETRA Terrestrial Trunked
Radio
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TIA Telecommunications
Industry Association
TL Transmission Line
TL-SDU TETRA LLC SDU
TLA-SAP TETRA LLC A-SAP
TLB-SAP TETRA LLC B-SAP
TLC-SAP TETRA LLC C-SAP
TM-SDU TETRA MAC-SDU
TMA-SAP TETRA MAC A-SAP
TMB-SAP TETRA MAC B-SAP
TMC-SAP TETRA MAC C-SAP
TMD-SAP TETRA MAC D-SAP
TMI TETRA Management
Identity
TMV-SAP TETRA MAC V-SAP
TN Timeslot Number
TP Traffic Physical
Channel
TP-SAP TETRA PL-SAP
TPC-SAP TETRA PL C-SAP
TPI Talking Party
Identification
TR ETSI Technical Report
TS Trainingssequenz
TS ETSI Technical
Specification
TSI TETRA Subscriber
Identity
TTCN Tree and Tabular
Combined Notation
TU Typical Urban
UD1 Uplink Data Type 1
UD2 Uplink Data Type 2
UI Unacknowledged
Information
UL Uplink
UML Unified Modeling
Language
UMTS Universal Mobile
Telecommunication
System
UP Unallocated Physical
Channel
UR Uplink Response
UT Uplink Transfer
UTCH Uplink Traffic Channel
UTRAN UMTS Terrestrial
Radio Access Network
V+D Voice plus Data
VBR Variable Bit Rate
VDB Visited Data Base
VDE Verband der
Elektrotechnik
Elektronik
Informationstechnik
VHE Virtual Home
Environment
VLD Very Low Duty Mode
WLAN Wireless Local Area
Network
WT Waiting Time
WU Wake Up
WWW World Wide Web
ZS Zeitschlitz
ZP Zugriffsperiode
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D ieses Quellenverzeichnis verweist im Gegensatz zum Literaturverzeich-nis auf unvero¨ffentlichte Dokumente. Gro¨ßtenteils besteht es aus Ver-
weisen auf Diplom- und Studienarbeiten, die maßgeblichen Anteil an dieser
Dissertation haben und vom Autor am Lehrstuhl fu¨r Kommunikationsnetze
betreut wurden, wa¨hrend diese Dissertation erstellt wurde.
Brinkmann (1997) – Axel Brinkmann. Modelling of MPEG-4 Video
Coders for Optimization of Real-Time Encoding. Diplomarbeit, RWTH
Aachen, Lehrstuhl fu¨r Kommunikationsnetze, Mai 1997.
In dieser Diplomarbeit wird ein MPEG-4-Videocodec modelliert, der als Grundlage
fu¨r einen MPEG-4-Lastgenerator dient. Zur Ausgaberatenanpassung wird ein Vorher-
sagemodell basierend auf einem neuronalen Netz entwickelt.
Bu¨ter (1997) – Michael Bu¨ter. Entwicklung und Bewertung von Re-
servierungszuteilungs- und Kollisionsauflo¨sungsalgorithmen fu¨r den Pro-
tokollstapel Packet Data Optimised des Bu¨ndelfunksystems TETRA. Di-
plomarbeit, RWTH Aachen, Lehrstuhl fu¨r Kommunikationsnetze, Febru-
ar 1997.
In dieser Diplomarbeit werden Kollisionsauflo¨sungsalgorithmen, die das Sendeergebnis
des letzten Zeitschlitzes auswerten, d. h. leerer Zeitschlitz, erfolgreiche U¨bertragung
oder Kollision, auf PDO angepasst und ausgewertet.
Cornelsen (1995) – Holger Cornelsen. Konzeptionierung und Ent-
wurf einer C++-Basisklassenbibliothek. Studienarbeit, RWTH Aachen,
Lehrstuhl fu¨r Kommunikationsnetze, Dezember 1995.
In dieser Studienarbeit wird das Grundgeru¨st der C++-Simulationsklassenbiblio-
thek SPEETCL entwickelt. Insbesondere werden eine Ausnahmefehlerbehandlung und
Laufzeittypu¨berpru¨fung implementiert.
Cornelsen (1996) – Holger Cornelsen. Entwicklung und Implementie-
rung von Lastgeneratoren fu¨r multimediale Sprach-, Audio- und Paketda-
tenanwendungen. Diplomarbeit, RWTH Aachen, Lehrstuhl fu¨r Kommu-
nikationsnetze, November 1996.
In dieser Diplomarbeit werden Lastgeneratoren fu¨r Konversationssprache und Paket-
datengeneratoren fu¨r die Transmission Control Protocol (TCP)/IP-Dienste WWW,
SMTP, Telnet und FTP entwickelt, validiert und in der SPEETCL implementiert.
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Ergezinger (1996) – Jens Ergezinger. Persistente Objekte fu¨r die Klas-
senbibliothek SPEETCL. Studienarbeit, RWTH Aachen, Lehrstuhl fu¨r
Kommunikationsnetze, Juni 1996.
In dieser Studienarbeit wird die ereignisorientierte C++-Simulationsklassenbibliothek
SPEETCL um Persistenz erweitert. Ferner wird die automatische Generierung von
persistenten Klassen ermo¨glicht.
Kehren (1996) – Dieter Kehren. Untersuchung der Langzeitkorrelation
von MPEG-Videosequenzen. Studienarbeit, RWTH Aachen, Lehrstuhl
fu¨r Kommunikationsnetze, Dezember 1996.
In dieser Studienarbeit wird der MPEG-1-Lastgenerator aus Quaschik (1996) dahin-
gehend optimiert, dass die Langzeitkorrelation von MPEG-1-Videosequenzen besser
beru¨cksichtigt wird. Hierzu werden hierarchische Markoff-Modelle verwendet, die an-
hand von Filmvorlagen parametrisiert werden.
Krause (1996) – Volker Krause. Entwicklung und Bewertung von Reser-
vierungszuteilungs- und Kollisionsauflo¨sungsalgorithmen fu¨r das Bu¨ndel-
funksystem TETRA. Diplomarbeit, RWTH Aachen, Lehrstuhl fu¨r Kom-
munikationsnetze, November 1996.
In dieser Diplomarbeit werden Kollisionsauflo¨sungsalgorithmen, die das Sendeergebnis
des letzten Zeitschlitzes auswerten, d. h. leerer Zeitschlitz, erfolgreiche U¨bertragung
oder Kollision, auf V+D angepasst und ausgewertet.
Ku¨tting (1997) – Bernd Ku¨tting. Simulativer und analytischer Lei-
stungsvergleich von Paketdatendiensten des Bu¨ndelfunksystems TETRA
und des Mobilfunksystems GSM. Diplomarbeit, RWTH Aachen, Lehr-
stuhl fu¨r Kommunikationsnetze, Juni 1997.
In dieser Diplomarbeit werden der GSM-Paketdatendienst GPRS und TETRA V+D
analytisch anhand von Markoff-Modellen und simulativ mit Hilfe des TETRA-Simu-
lators und eines GPRS-Simulators verglichen.
Kuypers (1998) – Dirk Kuypers. Simulative und analytische Leistungs-
bewertung von Kollisionsauflo¨sungsalgorithmen und Reservierungszutei-
lungsstrategien fu¨r den Protokollstapel Packet Data Optimised des Bu¨n-
delfunksystems TETRA im mehrzellularen Umfeld. Diplomarbeit, RWTH
Aachen, Lehrstuhl fu¨r Kommunikationsnetze, Oktober 1998.
In dieser Diplomarbeit werden anhand von Fehlermusterdateien fu¨r Gleichkanalsto¨-
rungen aus bis zu sechs benachbarten Zellen das Verhalten von Reservierungszutei-
lungsstrategien und Kollisionsauflo¨sungsalgorithmen fu¨r PDO untersucht.
Lo¨ttner (1997) – Michael Lo¨ttner. Leistungsbewertung von Reservie-
rungszuteilungsstrategien fu¨r den Protokollstapel Packet Data Optimised
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des Bu¨ndelfunksystems TETRA. Diplomarbeit, RWTH Aachen, Lehr-
stuhl fu¨r Kommunikationsnetze, Oktober 1997.
In dieser Diplomarbeit werden Reservierungszuteilungsstrategien fu¨r den Protokollsta-
pel PDO untersucht. Ferner werden Lastgeneratoren fu¨r den simulativen Vergleich von
TETRA-Systemen vorgestellt.
Lueg (1997) – Ju¨rgen Lueg. Automatische Konvertierung von C++-
Klassen in abstrakte Datentypen der formalen Beschreibungssprache SDL.
Studienarbeit, RWTH Aachen, Lehrstuhl fu¨r Kommunikationsnetze, Fe-
bruar 1997.
In dieser Studienarbeit wird ein Werkzeug entwickelt, mit dessen Hilfe abstrakte Da-
tentypen von SPEETCL-Klassen automatisch erstellt werden ko¨nnen. Somit steht der
Leistungsumfang der SPEETCL unter SDL zur Verfu¨gung.
Lueg (1998) – Ju¨rgen Lueg. Ermittlung realer Messwerte in einem ATM-
LAN und Entwicklung eines ATM-Lastgenerators fu¨r multimediale Dien-
ste. Diplomarbeit, RWTH Aachen, Lehrstuhl fu¨r Kommunikationsnetze,
Januar 1998.
In dieser Diplomarbeit wird ein Lastgenerator fu¨r Asynchronous Transfer Mode
(ATM)-Hintergrundlast entwickelt. Der Lastgenerator basiert auf Messungen in ei-
nem ATM-Netz mit 1 200 Benutzern und wird mit Hilfe eines Specific Semi-Markov
Process (SSMP) modelliert.
Matschke (1995) – Jens Matschke. Formale Spezifikationssprachen zur
Beschreibung von Kommunikationsprotokollen: Estelle, LOTOS und SDL
– Einfu¨hrung, Vergleich und Bewertung. Studienarbeit, RWTH Aachen,
Lehrstuhl fu¨r Kommunikationsnetze, Dezember 1995.
In dieser Studienarbeit werden die formalen Sprache Estelle, LOTOS und SDL mitein-
ander verglichen, inwiefern sie die Leistungsbewertung von Kommunikationssytemen
unterstu¨tzen.
Quaschik (1996) – Dieter Quaschik. Entwurf und Implementierung ei-
nes Lastgenerators fu¨r Multimedia-Anwendungen. Diplomarbeit, RWTH
Aachen, Lehrstuhl fu¨r Kommunikationsnetze, Juli 1996. Zitat auf S. 314.
In dieser Diplomarbeit wird ein Lastgenerator fu¨r Video- und Audio-Anwendungen im
MPEG-1-Format entwickelt. Durch reale Filmvorlagen parametrisierte Markoff-Ketten
bilden eine Variable Bit Rate (VBR)-Videoquelle und eine CBR-Audioquelle nach.
Recker (1997) – Stephan Recker. Entwicklung und Bewertung von Kol-
lisionsauflo¨sungs- und priorita¨tengesteuerten Reservierungszuteilungsal-
gorithmen fu¨r den Protokollstapel Voice + Data des Bu¨ndelfunksystems
TETRA. Diplomarbeit, RWTH Aachen, Lehrstuhl fu¨r Kommunikations-
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netze, Mai 1997.
In dieser Diplomarbeit werden analytische Modelle zur Ermittlung der Kenngro¨ßen
Durchsatz, Paketverzo¨gerung, Auftragsu¨berhang und Wartewahrscheinlichkeit eines
TETRA-Systems vorgestellt, um die maximal bedienbare Anzahl von Teilnehmern
abzuscha¨tzen. Abschließend werden Reservierungszuteilungsstrategien fu¨r V+D un-
tersucht.
Riede (1996) – Klaus Riede. SDL-Spezifikation und Leistungsbewertung
der Kanalzugriffs- und Sicherungsprotokolle von TETRA Voice + Da-
ta. Diplomarbeit, RWTH Aachen, Lehrstuhl fu¨r Kommunikationsnetze,
Februar 1996.
In dieser Diplomarbeit wurde der ereignisorientierte und stochastische TETRA-Simu-
lator um eine objektorientierte Spezifikation des V+D-Sicherungsschicht erweitert.
Schumann (1997) – Thorsten Schumann. Validierung der Zufallszahlen-
generatoren und Verteilungsfunktionen der Klassenbibliothek SPEETCL.
Studienarbeit, RWTH Aachen, Lehrstuhl fu¨r Kommunikationsnetze, Fe-
bruar 1997.
In dieser Studienarbeit werden mit Hilfe von χ2- und Kolmogoroff-Smirnoff-Tests die
Zufallszahlengeneratoren und die diskreten und stetigen Verteilungsfunktionen der
SPEETCL validiert.
Schumann (1998) – Thorsten Schumann. Simulative und analytische
Leistungsbewertung von dienstabha¨ngigen, priorita¨tengesteuerten Reser-
vierungszuteilungsalgorithmen fu¨r den Protokollstapel Voice + Data des
Bu¨ndelfunksystems TETRA im mehrzellularen Umfeld. Diplomarbeit,
RWTH Aachen, Lehrstuhl fu¨r Kommunikationsnetze, Juni 1998. Zitat
auf S. 107.
In dieser Diplomarbeit werden Fehlermusterdateien fu¨r Gleichkanalsto¨rungen aus bis
zu sechs benachbarten Zellen entwickelt. Ferner wird das Verhalten von Reservierungs-
zuteilungsstrategien und Kollisionsauflo¨sungsalgorithmen basierend auf diesen Fehler-
modellen fu¨r V+D untersucht.
Seidenberg (1997) – Peter Seidenberg. Entwicklung eines Empfa¨nger-
modells fu¨r das Bu¨ndelfunksystem TETRA unter Beru¨cksichtigung der
Funkkanaleigenschaften. Diplomarbeit, RWTH Aachen, Lehrstuhl fu¨r
Kommunikationsnetze, April 1997. Zitat auf S. 183.
In dieser Diplomarbeit wurde ein TETRA-Empfa¨ngermodell zur Berechnung der Bit-
fehlerverha¨ltnis ungeschu¨tzter Bits entwickelt. Dieses Modell stu¨tzt sich auf ein Ka-
nalmodell, das neben der Mehrwegeausbreitung der Funkwellen, auch Gleichkanalsto¨-
rungen, additives weisses gaußsches Rauschen sowie die Bewegung des Empfa¨ngers
beru¨cksichtigt.
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Seidenberg (1996) – Stefan Seidenberg. Entwurf und Realisierung ei-
nes universellen, objektorientierten Prozessorsystem-Emulators zur Lei-
stungsbewertung von Telekommunikationsprotokollen. Diplomarbeit, RW-
TH Aachen, Lehrstuhl fu¨r Kommunikationsnetze, April 1996.
In dieser Diplomarbeit wurde ein objektorientierter Prozessorsystem-Emulator ent-
wickelt, um u. a. die Einhaltung von Echtzeit-Bedingungen formal in SDL spezifizier-
ter Kommunikationssysteme crosscompiliert fu¨r bestimmte Zielhardware u¨berpru¨fen
zu ko¨nnen. Prototypisch wurde der Prozessor Intel 8051 implementiert.
Steppler (1993) – Martin Steppler. Objektverwaltung der CNCL. Stu-
dienarbeit, RWTH Aachen, Lehrstuhl fu¨r Kommunikationsnetze, Juli
1993.
In dieser Studienarbeit werden dynamische und statische Hashtabellen mit verschie-
denen Hashfunktionen in die Simulationsklassenbibliothek CNCL implementiert.
Steppler (1994) – Martin Steppler. Leistungsbewertung des Vielfach-
zugriffsprotokolls des Bu¨ndelfunksystems TETRA. Diplomarbeit, RWTH
Aachen, Lehrstuhl fu¨r Kommunikationsnetze, November 1994.
In dieser Diplomarbeit wurde ein ereignisorientierter, stochastischer TETRA-Simula-
tor in C++ erstellt. Die Sicherungsschicht der Protokollstapel V+D und PDO wurde
formal in SDL spezifiziert und mit Hilfe eines ebenfalls entwickelten Code-Generators
in den Simulator eingebunden.
Steppler et al. (1997) – Martin Steppler, Matthias Lott, Stefan
Bo¨hmer und Uwe Mo¨ller. SPEET-Projekthandbuch. RWTH Aachen,
Lehrstuhl fu¨r Kommunikationsnetze, Oktober 1997. Zitat auf S. 162, 164.
Neben einer umfassenden Beschreibung des SPEET-Werkzeuges beinhaltet dieses Pro-
jekthandbuch allgemeine Richtlinien fu¨r die Programmierung in C++ und die Spezi-
fizierung in SDL. Ferner werden die Konzepte der SPEETCL ausfu¨hrlich vorgestellt.
Steppler et al. (1998) – Martin Steppler, Wolfgang Olzem und
Christian Lampe. SDL2SPEETCL – SDL-PR to C++ Code Genera-
tion Using the SPEETCL. RWTH Aachen, Lehrstuhl fu¨r Kommunikati-
onsnetze, September 1998. Zitat auf S. 163.
Dieses Handbuch beschreibt die Abbildung von SDL-Konzepten auf entsprechen-
de C++-Klassen der SPEETCL. Insbesondere wird umfassend erla¨utert, wie SDL-
Spezifikationen in die ereignisgesteuerte Simulationsstruktur der SPEETCL eingebun-
den und abstrakte Datentypen verwendet werden ko¨nnen.
Walke et al. (1998) – Bernhard Walke, Martin Steppler, Peter
Seidenberg und Stefan Mangold. Exemplarische Netzplanung fu¨r ei-
nen bundesweiten Bu¨ndelfunkdienst auf TETRA-Basis – Technische und
lizenzrelevante Randbedingungen sowie Abscha¨tzung des Mengengeru¨stes.
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Technischer Bericht, RWTH Aachen, Lehrstuhl fu¨r Kommunikationsnet-
ze, April 1998. Zitat auf S. 10.
Diese unvero¨ffentlichte Studie untersucht beispielhaft fu¨r bis zu zwei bundesweite
TETRA-Netzbetreiber die Entwicklung des Mengengeru¨stes aller Netzkomponenten
u¨ber einen Zeitraum von zehn Jahren.
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Akaiwa (1997) – Yoshihiko Akaiwa. Introduction to Digital Mobile Com-
munication. John Wiley & Sons, Oktober 1997, ISBN 0-471-17545-5.
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werden PzP-Protokolle ausfu¨hrlich behandelt. Anschließend werden in diesem Buch
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Aachener Beitra¨ge zur Mobil- und Telekommunikation (ABMT). Verlag
der Augustinus Buchhandlung, RWTH Aachen, Lehrstuhl fu¨r Kommuni-
kationsnetze, Juli 1996, ISBN 3-86073-384-2. Diese Dissertation kann un-
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re weitverbreitete Methoden. Zu den Zielen dieses Buches geho¨rt, Versta¨ndnis fu¨r die
fundamentalen Konzepte des Objektmodells zu erzeugen und anhand von realistischen
Beispielen den objektorientierten Softwareentwurf mit Hilfe dieser Notation zu erla¨u-
tern.
Booch et al. (1997) – Grady Booch, Ivar Jacobson und James Rum-
baugh. The Unified Modeling Language (UML) for Object-Oriented
Development. UML Document Set 1.1, Rational Software Corpo-
ration, September 1997. Dieses Dokument ist frei verfu¨gbar unter
http://www.rational.com/uml. Zitat auf S. 88, 90.
In UML sind die Methoden Booch, OMT und OOSE zu einer einheitlichen Entwurfs-
methodik zusammengefasst. Diese Dokumentsammlung bildet die Grundlage fu¨r den
zuku¨nftigen UML-Standard.
Bossert (1998) – Martin Bossert. Kanalcodierung. Reihe Informati-
onstechnik. Teubner-Verlag, 2. Auflage, Juli 1998, ISBN 3-519-16143-5.
Bestellt werden kann dieses Buch unter http://www.teubner.de. Zitat auf
S. 34.
In diesem Buch werden umfassend alle mit der Kanalcodierung zusammenha¨ngenden
Bereiche erla¨utert. Nach einer Einfu¨hrung von Grundbegriffen und der Theorie der
Galois-Felder stellt Bossert Blockcodes (Reed-Solomon-, BCH-, Reed-Muller-Codes,
etc.), deren Eigenschaften und zugeho¨rige Decodierverfahren vor. Daran schließen sich
Faltungscodes und deren Decodierverfahren, z. B. der Viterbi-Algorithmus, an. Das
Buch endet mit Kapiteln u¨ber verallgemeinerte Codeverkettung und codierte Modu-
lation.
Brady (1969) – Paul T. Brady. A Model for Generating On-Off Speech
Patterns in Two-Way Conversation. The Bell System Technical Journal,
Bd. 48, Nr. 9, S. 2445–2472, September 1969, ISSN 0005-8580. Zitat auf
S. 143, 144, 251.
Brady stellt in diesem Zeitschriftenbeitrag ein Sechs-Zustands-Modell fu¨r die Ge-
nerierung von Sprachmustern fu¨r Telefonkonversationen vor. Mit Hilfe von Poisson-
Prozessen werden die U¨bergangswahrscheinlichkeiten ermittelt. Das Modell wird mit
16 realen Konversationen verglichen und validiert.
Bratley et al. (1983) – Paul Bratley, Bennett L. Fox und Linus E.
Schrage. A Guide to Simulation. Springer-Verlag, 1983, ISBN 3-540-
90820-X. Bestellt werden kann dieses Buch unter http://www.springer.de.
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Zitat auf S. 150, 258.
Dieses Buch fu¨hrt in die ereignisorientierte, stochastische Simulation ein. Die Autoren
verbinden hierbei die mathematische Behandlung von Zufallszahlen, Wahrscheinlich-
keitsfunktionen und statistischer Auswertung mit Programmierbeispielen.
Brey (1992) – Barry B. Brey. The Motorola Microprocessor Family:
68000, 68008, 68010, 68020, 68030, and 68040: Programming and In-
terfacing with Applications. Series in Electronics Technology. Saunders
College Publishing, 1992, ISBN 0-03-026423-5. Dieses Buch kann unter
http://www.saunderscollege.com bestellt werden. Zitat auf S. 148.
In diesem Lehrbuch werden die Mikroprozessoren der
”
Motorola 68000“-Familie voll-
sta¨ndig beschrieben. Die Architektur, die einzelnen Komponenten und die Program-
mierung inkl. des gesamten Befehlssatzes werden umfassend erla¨utert.
Bronstein und Semendjajew (1996) – Ilja N. Bronstein und K.A.
Semendjajew. Teubner-Taschenbuch der Mathematik. Teubner-Verlag,
1996, ISBN 3-8154-2001-6. Bestellt werden kann dieses Buch unter
http://www.teubner.de. Zitat auf S. 99, 181.
Dieses Standardnachschlagewerk deckt folgende Themengebiete umfassend ab: For-
meln und Tabellen, Elementarmathematik, Mathematik auf dem Computer, Differen-
tial- und Integralrechnung, Vektoranalysis, gewo¨hnliche und partielle Differentialglei-
chungen, Integraltransformationen, komplexe Funktionentheorie, Algebra und Zahlen-
theorie, analytische und algebraische Geometrie, Differentialgeometrie, mathematische
Logik und Mengentheorie, Variationsrechnung und Optimierung, Wahrscheinlichkeits-
rechnung und Statistik, Numerik und wissenschaftliches Rechnen und die Geschichte
der Mathematik.
Bussel et al. (1997) – Jeroen van Bussel, Hans Schurer, Cornelis
Slump und Erik K.L. Rossou. Optimum Cell Size for Police Use. In Ta-
gungsband der 2. EPMCC ’97 (Walke, 1997), S. 157–163. Weitere Infor-
mationen befinden sich unter http://utelnt.el.utwente.nl/links/TETRA.
Zitat auf S. 194.
In diesem Tagungsbeitrag wird ein Verfahren vorgestellt, um die optimale Zellgro¨ße
bei zellularen, mobilen Kommunikationssystemen zu ermitteln. Dieses Verfahren be-
ru¨cksichtigt Zellradien und Zellgruppengro¨ßen und bildet die Signalausbreitung nach
dem sog. Egli-Modell nach. Es werden optimale Zellradien und Zellgruppengro¨ßen bei
verschiedenen Kanaltypen und unterschiedlicher Zellrandabdeckung pra¨sentiert.
Capetanakis (1979) – John I. Capetanakis. Tree Algorithms for Packet
Broadcast Channels. IEEE Transactions on Information Theory, Bd. IT-
25, Nr. 5, S. 505–515, September 1979, ISSN 0018-9448. Bezogen werden
kann dieser Artikel u¨ber http://www.itsoc.org. Zitat auf S. 101.
In diesem Artikel stellt Capetanakis statische und dynamische bina¨re Baumalgorith-
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men vor, um Kollisionen beim Zufallszugriff aufzulo¨sen. Er zeigt, dass ein maxima-
ler Durchsatz von 43 % bei akzeptabler Paketverzo¨gerung ohne Instabilita¨ten erzielt
werden kann und dass das TDMA-Verfahren als ein Sonderfall der Baumalgorithmen
angesehen werden kann.
Cavalli und Sarma (1997) – Ana Cavalli und Amardeo Sarma, Hrsg.
Tagungsband des 8. SDL-Forums: SDL ’97 – Time for Testing – SDL,
MSC and Trends, Evry, Frankreich, 23.-26. September 1997. Elsevier
Science Publishers, ISBN 0-444-82816-8. Dieser Tagungsband kann unter
http://www.elsevier.nl bestellt werden. Zitat auf S. 320, 325, 337, 349.
Schwerpunkte dieser Konferenz waren die Leistungsbewertung formal in SDL spezifi-
zierter Kommunikationssysteme, ferner der Test, die Verifizierung und die Validierung
dieser Systeme und der Einsatz von MSCs hierbei. In weiteren Beitra¨gen wird das Zu-
sammenspiel von SDL mit UML, OMT und der CORBA-Sprache IDL erla¨utert und
schließlich werden effektive Codegeneratoren vorgestellt.
Cayla (1992) – Guy Cayla. TETRA – The New Digital Professional
Mobile Radio. In 5th Nordic Seminar on Digital Mobile Radio Communi-
cations (DMR V), S. 113–118, Helsinki, Finnland, Dezember 1992. Zitat
auf S. 12.
Dieser Tagungsbeitrag stellt kurz die technischen Daten, die Dienste und die Proto-
kollstapel V+D, PDO und DM von TETRA vor.
CEPT (1992) – European Radiocommunications Committee
(ERC) of CEPT. Frequencies for Mobile Digital Trunked Radio Sys-
tems. ERC-Empfehlung T/R 22-05, European Conference of Postal and
Telecommunications Administration (CEPT), 1992. Dieses Dokument ist
frei erha¨ltlich unter http://www.ero.dk. Zitat auf S. 20.
Diese Empfehlung definiert die fu¨r TETRA in Europa reservierten Frequenzba¨nder.
Chouinard et al. (1988) – Jean-Yves Chouinard, Michel Lecours
und Gilles. Y. Delisle. Estimation of Gilbert’s and Fritchman’s Models
Parameters Using the Gradient Method for Digital Mobile Radio Chan-
nels. IEEE Transactions on Vehicular Technology, Bd. VT-37, Nr. 3,
S. 158–166, August 1988, ISSN 0018-9545. Dieser Artikel kann u¨ber
http://computer.org bezogen werden. Zitat auf S. 186.
In diesem Artikel wird ein Scha¨tzalgorithmus vorgestellt, mit dessen Hilfe die Para-
meter der Kanalmodelle von Gilbert (1960) und Fritchman (1967) basierend auf
experimentell ermittelten Fehlerverteilungen bestimmt werden ko¨nnen.
Coleman et al. (1994) – Derek Coleman, Patrick Arnold, Stephanie
Bodoff, Chris Dollin und Helena Gilchrist. Object-Oriented De-
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velopment: The Fusion Method. Prentice-Hall, 1994, ISBN 0-13-338823-9.
Dieses Buch kann unter http://www.prenhall.com bestellt werden. Zitat
auf S. 90.
Dieses Buch stellt eine Methode fu¨r den objektorientierten Softwareentwurf als Syn-
these verschiedener, weit verbreiteter Methoden, OMT, Booch, etc. vor. Der gesamte
Softwareentwicklungsprozess von der Anforderungsanalyse, u¨ber die Systemanalyse
und den -entwurf bis zur Implementierung wird abgedeckt. Insbesondere werden die
am Weitesten verbreiteten Methoden miteinander verglichen und Methoden vorge-
stellt, mit deren Hilfe Software wiederverwendet werden kann.
Ca´tedra und Pe´rez-Arriaga (1999) – Manuel F. Ca´tedra und Jesu´s
Pe´rez-Arriaga. Cell Planning for Wireless Communications. Mobile
Communications Series. Artech House Publishers, 1999, ISBN 0-89006-
601-9. Unter http://www.artechhouse.com kann dieses Buch bestellt wer-
den. Zitat auf S. 171.
Dieses Buch beleuchtet die wichtigsten Aspekte des Entwurfs von pico- und micro-
zellularen Mobilfunknetzen. Neben den theoretischen Grundlagen in Bezug auf die
Beugung und Reflexion von elektromagnetischen Wellen werden Strahlenverfolgungs-
techniken (Ray-Tracing), empirische und semiempirische Pfadverlustvorhersagemodel-
le und Verfahren fu¨r die statische und dynamische Kanalzuweisung bei der Zellplanung
behandelt.
Cunningham (1990) – George A. Cunningham. Delay Versus Through-
put Comparisons for Stabilized Slotted ALOHA. IEEE Transactions on
Communications, Bd. COM-38, Nr. 11, S. 1932–1934, November 1990, IS-
SN 0090-6778. Dieser Artikel kann u¨ber http://www.comsoc.org bezogen
werden. Zitat auf S. 99.
In diesem Artikel beschreibt Cunningham den Kollisionsauflo¨sungsalgorithmus
”
Sto-
chastische Anna¨herung“. Eine optimale Parameterwahl in Bezug auf Paketverzo¨gerung
und Durchsatz wird fu¨r diesen das S-ALOHA-Verfahren stabilisierenden Algorithmus
vorgestellt.
David und Benkner (1996) – Klaus David und Thorsten Benkner.
Digitale Mobilfunksysteme. Teubner-Verlag, 1996, ISBN 3-519-06181-3.
Bestellt werden kann dieses Buch unter http://www.teubner.de. Zitat
auf S. 170, 171, 178.
Dieses Buch besteht aus zwei Teilen: In Teil 1 werden die u¨bertragungstechnischen
Grundlagen des Funkkanals, zellulare Netze bis hin zu Modulationsverfahren, Codie-
rung und Vielfachzugriffsverfahren behandelt. Der zweite Teil beschreibt, aufbauend
auf den Grundlagen des ersten Teils, das weltweit fu¨hrende Mobilfunksystem GSM
und weitere Mobilfunksysteme bis hin zu zuku¨nftigen Systemen.
Dempsey et al. (1993) – Bert J. Dempsey, Jo¨rg Liebeherr und Al-
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fred C. Weaver. A New Error Control Scheme for Packetized Voice
over High-Speed Local Area Networks. In 18th IEEE Local Computer Net-
works Conference, S. 91–100, Minneapolis, Minnesota, USA, September
1993. Dieses Dokument ist unter http://ils.unc.edu/˜bert frei verfu¨gbar.
Zitat auf S. 128.
In diesem Tagungsbeitrag wird ein neues Fehlerkorrekturverfahren vorgeschlagen, um
verloren gegangene Sprachpakete erneut zu versenden, so dass sie rechtzeitig eintreffen.
Dssouli et al. (1999) – Rachida Dssouli, Gregor von Bochmann und
Yair Lahav, Hrsg. Tagungsband des 9. SDL-Forums: SDL ’99 – The
Next Millenium, Montre´al, Que´bec, Kanada, 21.-25. Juni 1999. Elsevier
Science Publishers, ISBN 0-444-50228-9. Dieser Tagungsband kann unter
http://www.elsevier.nl bestellt werden.
Schwerpunkte dieser Konferenz waren die Leistungsbewertung formal in SDL spezifi-
zierter Kommunikationssysteme, automatisierte Testfallgenerierungen, Erweiterungen
der Sprache SDL und das Zusammenspiel von SDL und MSC mit UML.
Dunlop et al. (1999) – John Dunlop, Demessie Girma und James Ir-
vine. Digital Mobile Communications and the TETRA System. John
Wiley & Sons, 1999, ISBN 0-471-98792-1. Dieses Buch kann unter
http://www.wiley.com bestellt werden.
Nach einer allgemeinen Einfu¨hrung in die grundlegenden Prinzipien von digitalen Mo-
bilfunksystemen beschreiben die Autoren die o¨ffentlichen Mobilfunksysteme GSM und
DECT. Danach werden die Nutzer von PMR-Systemen vorgestellt, ihre Anforderungen
an Dienste eines PMR-Netzes und generell die Unterschiede zwischen PMR-Netzen und
o¨ffentlichen, zellularen Mobilfunknetzen beschrieben. Die restlichen Zwei-Drittel des
Buches widmen sich dem TETRA-System, seiner Architektur, seinen Komponenten,
Diensten, Protokollen und seinen Unterschieden zum GSM-System.
Ek (1998) – Anders Ek. Telelogic Tau 3.4 Reference Manual – The SOMT
Method. Telelogic, Malmo¨, Schweden, 1998. Verfu¨gbar ist dieses Doku-
ment unter http://www.telelogic.com. Zitat auf S. 88, 163.
In dieser Produktdokumentation wird beschrieben, durch welche Softwarewerkzeuge
von Telelogic die fu¨nf Phasen des objektorientierten Softwareentwurfs von Telekom-
munikationssystemen unter Verwendung von SDL unterstu¨tzt werden, d. h. Anforde-
rungsanalyse, Systemanalyse, Systementwurf, Objektentwurf und Implementierung.
Ek et al. (1997) – Anders Ek, Jens Grabowski, Dieter Hogrefe,
Richard Jerome, Beat Koch und Michael Schmitt. Towards the
Industrial Use of Validation Techniques and Automatic Test Generation
Methods for SDL Specifications. In Tagungsband des 8. SDL-Forums ’97
(Cavalli und Sarma, 1997), S. 245–259. Dieser Tagungsband kann unter
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http://www.elsevier.nl bestellt werden. Zitat auf S. 92.
In diesem Tagungsbeitrag wird ein Werkzeug vorgestellt, mit dessen Hilfe Abstrakte
Test-Suiten (ATS) in TTCN-Notation halb- und vollautomatisch basierend auf SDL-
Spezifikationen generiert werden ko¨nnen. Insbesondere wird auf das Problem der Ex-
plosion des Zustandsraums eingegangen.
Ellsberger et al. (1997) – Jan Ellsberger, Dieter Hogrefe und
Amardeo Sarma. SDL - Formal Object-oriented Language for Com-
municating Systems. Prentice-Hall, 1997, ISBN 0-13-621384-7. Bestellt
werden kann dieses Buch unter http://www.prenhall.com. Zitat auf S. 87,
165.
Dieses Lehrbuch entha¨lt eine umfassende Einfu¨hrung in die formale Beschreibungs-
sprache SDL. Insbesondere werden die 1992 hinzugefu¨gten Sprachelemente fu¨r den
objektorientierten Softwareentwurf und die Erweiterungen von 1996 anhand von Bei-
spielen erla¨utert.
ETSI (1991) – Technisches Kommitee RES 06 des ETSI. Scenarios
for Comparison of Technical Proposals for MDTRS. Working Document
(91) 23, European Telecommunications Standards Institute, Juni 1991.
Bestellt werden kann dieses Dokument unter http://www.etsi.org. Zitat
auf S. 237.
In diesem Arbeitsdokument werden zehn verschiedene TETRA-Szenarien vorgestellt,
die die Grundlage fu¨r den Vergleich von simulativen Untersuchungen bilden sollen. Es
werden das erwartete Verkehrsaufkommen bei Sprache und Daten und weitere Schlu¨s-
selparameter wie Gela¨ndetyp, abgedeckte Fla¨che, Teilnehmerdichte, GoS, etc. aufge-
fu¨hrt.
European Communities (1989) – Commission of the European Com-
munities. Digital Land Mobile Radio Communications. European Coope-
ration in the Field of Scientific and Technical Research, Bd. COST 207,
1989, ISBN 92-825-9946-9. Siehe auch http://www.cordis.lu/cost. Zitat
auf S. 180.
Dieser technische Bericht umfasst die Ergebnisse des European Cooperation in the
Field of Scientific and Technical Research (COST) 207-Projektes: Definition der Ei-
genschaften frequenzselektiver Schwundprozesse, Messungen von Industrierauschen im
900 MHz-Bereich, Untersuchung von Modulationsmethoden fu¨r GSM, adaptive Basis-
bandentzerrungstechniken, Codes fu¨r Vorwa¨rtsfehlerkorrektur und die Spezifizierung
eines 13 kbit/s-Sprachcodecs.
European Communities (1991) – Commission of the European Com-
munities. Urban Transmission Loss Models for Mobile Radio in the 900
and 1 800 MHz Bands. European Cooperation in the Field of Scientific and
Technical Research, Bd. COST 231 TD (91) 73, September 1991. Siehe
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auch http://www.cordis.lu/cost. Zitat auf S. 147, 255.
In diesem Artikel werden empirisch hergeleitete Formeln fu¨r den Pfadverlust bei Si-
gnalausbreitung basierend auf Messungen in Stockholm vorgestellt. Diese Formeln gel-
ten fu¨r den Frequenzbereich 900–1 800 MHz und beru¨cksichtigen Abschattungen durch
Geba¨ude, Beugungen an Geba¨udeda¨chern, Streuung und Mehrwegeausbreitung.
Fahrmeier et al. (1981) – Ludwig Fahrmeier, Heinz Kaufmann und
Friedemann Ost. Stochastische Prozesse – Eine Einfu¨hrung in Theo-
rie und Anwendungen. Carl-Hanser-Verlag, 1981, ISBN 3-446-131411-5.
Dieses Buch kann unter http://www.hanser.de bestellt werden. Zitat auf
S. 111.
Dieses Lehruch fu¨hrt in die wichtigsten Teilgebiete der stochastischen Prozesse ein.
Insbesondere werden Markoff-Ketten, diskrete Markoff-Prozesse, Erneuerungsprozesse,
Semi-Markoff-Prozesse und stationa¨re und nicht stationa¨re Prozesse behandelt. Fu¨r die
einzelnen Teilgebiete liegen Aufgaben mit Lo¨sungen vor.
Fritchman (1967) – Bruce D. Fritchman. A Binary Channel Characte-
rization Using Partitioned Markov Chains. IEEE Transactions on Infor-
mation Theory, Bd. IT-13, Nr. 2, S. 221–227, April 1967, ISSN 0018-9448.
Bezogen werden kann dieser Artikel u¨ber http://www.itsoc.org. Zitat auf
S. 185, 186, 323, 345.
In diesem Artikel charakterisiert Fritchman bina¨re Kommunikationskana¨le mit Hilfe
von Markoff-Ketten mit N Zusta¨nden, wobei k Zusta¨nde fehlerfreier und N−k Zusta¨n-
de fehlerbehafteter U¨bertragung zugeordnet werden. Diese Erweiterung des Gilbert-
Modells (1960) wird an Hand einiger Messungen verifiziert.
Gerlich (1998) – Rainer Gerlich. EaSySim II SDL Extensions for Per-
formance Simulation. In Tagungsband des ”Workshop on Performance
and Time in SDL and MSC ’98“ (Mitschele-Thiel et al., 1998), S.
41–50. Bestellt werden kann dieser Tagungsband unter http://www7.in-
formatik.uni-erlangen.de. Zitat auf S. 93.
In diesem Tagungsbeitrag wird das Werkzeug EaSySim II zur Leistungsbewertung von
SDL-Spezifikationen vorgestellt. Insbesondere wird u¨ber globale SDL-Prozeduren der
Betriebsmittelverbrauch den diese Prozeduren verwendenden Prozessen angezeigt.
Gilbert (1960) – E. N. Gilbert. Capacity of a Burst-Noise Channel.
The Bell System Technical Journal, Bd. 39, S. 1253–1265, September
1960, ISSN 0005-8580. Zitat auf S. 185, 323, 327.
In diesem Artikel stellt Gilbert ein Modell fu¨r einen durch bu¨schelartiges Rauschen
gesto¨rten bina¨ren Kanal vor. Hierzu wird eine Markoff-Kette bestehend aus zwei Zu-
sta¨nden, einem Zustand fu¨r fehlerbehaftete und einem fu¨r fehlerfreie U¨bertragung,
verwendet. Es werden Berechnungsvorschriften fu¨r die Zustands- und die U¨bergangs-
wahrscheinlichkeiten sowie fu¨r die Kanalkapazita¨t vorgelegt.
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Goossens et al. (1996) – Michael Goossens, Frank Mittelbach und
Alexander Samarin. Der LATEX-Begleiter. Addison-Wesley, 1. Auflage,
1996, ISBN 3-89319-646-3. Dieses Buch kann unter http://www.addison-
wesley.de bestellt werden.
Dieses Buch entha¨lt eine vollsta¨ndige Beschreibung aller Neuerungen von LATEX 2ε.
U¨ber 150 Erweiterungspakete fu¨r Tabellen, Graphiken, Gleitobjekte und ho¨here Ma-
thematik werden beschrieben. Ferner werden detaillierte Informationen u¨ber die Ver-
wendung von PostScript in LATEX und von beliebigen Zeichensa¨tzen mit dem neuen
Auswahlmechanismus geliefert. Schließlich wird ausfu¨hrlich erla¨utert, wie das Layout
von U¨berschriften, Listen, Seiten, etc. gestaltet und Indizes und Literaturverzeichnisse
erzeugt werden ko¨nnen.
Go¨rg (1983) – Carmelita Go¨rg. Warteraum M/G/1: Die SRPT-
Optimalstrategie im Vergleich mit der Zeitscheibenstrategie unter Beru¨ck-
sichtigung der Verwaltungszeiten. Fotodruck J. Mainz GmbH, RWTH
Aachen, Lehrstuhl fu¨r Kommunikationsnetze, Juli 1983. Diese Dissertati-
on kann unter http://www.comnets.rwth-aachen.de bestellt werden. Zitat
auf S. 105.
In dieser Dissertation wird fu¨r den Warteraum M/G/1 eine neuartige Strategie
SRPT/CV/CP definiert, in der eine Verwaltungszeit CV und ein Unterbrechungs-
abstand CP als Parameter vorgegeben werden ko¨nnen. Fu¨r diesen Warteraum werden
die Formeln fu¨r den relativen Durchsatz bzw. die Belastung und die mittlere Durch-
laufzeit hergeleitet. Anschließend wird diese Strategie mit den nicht-unterbrechenden
Strategien FIFO und SPT und der unterbrechenden RR-Zeitscheibenstrategie vergli-
chen und erhebliche Verbesserungen bei der mittleren Durchlaufzeit insbesondere bei
stark streuenden Bediendauern, d. h. gemischten Datenstro¨men, nachgewiesen.
Go¨rg (1997) – Carmelita Go¨rg. Verkehrstheoretische Modelle und sto-
chastische Simulationstechniken zur Leistungsanalyse von Kommunikati-
onsnetzen, Band 13 der Aachener Beitra¨ge zur Mobil- und Telekommuni-
kation (ABMT). Verlag der Augustinus Buchhandlung, RWTH Aachen,
Lehrstuhl fu¨r Kommunikationsnetze, Juni 1997, ISBN 3-86073-622-1. Die-
se Habilitation kann unter http://www.comnets.rwth-aachen.de bestellt
werden. Zitat auf S. 149, 161.
In dieser Habilitation wird zuerst eine U¨bersicht u¨ber die Methoden der Leistungsbe-
wertung, die zugeho¨rige Modellbildung sowie u¨ber Kommunikationsnetze gegeben. Fer-
ner werden implementierte Simulationssysteme, Verkehrsmodelle, Zufallsgeneratoren
und statistische Auswertungsmethoden vorgestellt. Diese Techniken werden anhand
von Beispielen erla¨utert. Nach einer Beschreibung allgemeiner Verfahren zur Simula-
tionsbeschleunigung bescha¨ftigt sich der Hauptteil der Habilitation mit einem neuen
Verfahren, dem RESTART/LRE-Algorithmus, zur Behandlung seltener Ereignisse.
Hajek und Loon (1982) – Bruce Hajek und Timothy van Loon. De-
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centralized Dynamic Control of a Multiaccess Broadcast Channel. IEEE
Transactions on Automatic Control, Bd. AC-27, Nr. 3, S. 559–569, Ju-
ni 1982, ISSN 0018-9294. Dieser Artikel kann u¨ber http://www.ieee.org
bezogen werden. Zitat auf S. 98.
In diesem Artikel werden Strategien vorgestellt, um U¨bertragungsversuche in einem
S-ALOHA-System so zu wiederholen, dass das dynamische Verhalten der aus neuen
und kollidierten Auftra¨gen resultierenden Verkehrslast von den Vera¨nderungen des
Auftragsu¨berhangs entkoppelt wird. Das Verhalten des Algorithmus
”
Stochastische
Anna¨herung“ wird auch bei teilweise unvollsta¨ndigem Sendeergebnis untersucht.
Harel und Gery (1997) – David Harel und Eran Gery. Executable Ob-
ject Modeling with Statecharts. IEEE Computer, Bd. 30, Nr. 7, S. 31–42,
Juli 1997. Bezogen werden kann dieser Artikel u¨ber http://computer.org.
Zitat auf S. 90.
In diesem Artikel wird erla¨utert, wie Zustandsdiagramme als Teil der sich in der Ent-
wicklung befindenden einheitlichen Modellsprache UML Systemverhalten beschreiben.
Harel et al. (1990) – David Harel, Hagi Lachover, Amnon Naa-
mad, Amir Pnueli, Michal Politi, Rivi Sherman, Aharon Shtull-
Trauring und Mark Trakhtenbrot. STATEMATE: A Working En-
vironment for the Development of Complex Reactive Systems. IEEE Tran-
sactions on Software Engineering, Bd. SE-16, Nr. 4, S. 403–414, April
1990, ISSN 0098-5589. Dieser Artikel kann u¨ber http://computer.org be-
zogen werden. Zitat auf S. 90.
In diesem Artikel wird das STATEMATE-Werkzeug zur Spezifikation, Analyse, Ent-
wurf und Dokumentation komplexer, reaktiver Systeme vorgestellt, wie z. B. eingebet-
teter Echtzeit-Systeme, Steuer- oder Telekommunikationssysteme.
Hata (1980) – Masaharu Hata. Empirical Formula for Propagation Loss
in Land Mobile Radio Services. IEEE Transactions on Vehicular Techno-
logy, Bd. VT-29, Nr. 3, S. 317–325, August 1980, ISSN 0018-9545. Dieser
Artikel kann u¨ber http://computer.org bezogen werden. Zitat auf S. 147,
171, 255.
In diesem Artikel werden empirisch hergeleitete Formeln fu¨r den Pfadverlust bei Si-
gnalausbreitung basierend auf der Feldsta¨rkenvorhersagemethode von Okumura vor-
gestellt. Diese Formeln gelten fu¨r den Frequenzbereich 100–1500 MHz, 1–20 km Entfer-
nung zwischen MS und BS, 30–200 m Antennenho¨he der BS und 1–10 m Antennenho¨he
der MS.
Hogrefe (1989) – Dieter Hogrefe. Estelle, LOTOS und SDL –
Standard-Spezifikationssprachen fu¨r verteilte Systeme. Springer-Verlag,
1989, ISBN 3-540-50477-X. Bestellt werden kann dieses Buch unter
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http://www.springer.de. Zitat auf S. 87.
Dieses Buch gibt eine Einfu¨hrung in die Spezifikationssprachen Estelle, LOTOS und
SDL. Die Sprachen sind Standardsprachen der ISO (Estelle, LOTOS) und des ITU
(SDL) zur Spezifikation von Diensten und Protokollen in Kommunikationssystemen.
Das Buch stellt die drei Sprachen weitgehend anhand von durchga¨ngigen Beispielen
vor, bei denen es sich um Dienste und Protokolle handelt, die den OSI-Konzepten fol-
gen. Das Besondere an dem Buch ist, dass durch die Verwendung identischer Beispiele
die drei Sprachen direkt miteinander vergleichbar werden.
Holzmann (1991) – Gerard Holzmann. Design and Validation of Com-
puter Protocols. Prentice-Hall Software Series. Prentice-Hall, 1991, ISBN
0-13-539925-4. Unter http://www.prenhall.com kann dieses Buch bestellt
werden. Zitat auf S. 92.
Dieses Buch spricht im ersten Teil die typischen Probleme des Protokollentwurfs an und
pra¨sentiert zehn grundsa¨tzliche Entwurfskriterien. Teil zwei beschreibt Spezifizierungs-
und Modellierungstechniken fu¨r Protokolle und fu¨hrt in ein Protokollvalidierungsmo-
dell ein. In Teil drei wird ein U¨berblick u¨ber Methoden der Protokollsynthese, der
Konformita¨tsu¨berpru¨fung und manueller und automatisierter Protokollvalidierungs-
techniken gegeben. Das Buch endet mit einer detaillierten Beschreibung von Werkzeu-
gen fu¨r den Protokollentwurf.
Intel (1994) – Intel. MCS 51 Microcontroller Family User’s Manu-
al, Februar 1994. Bestellnr. 272383-002. Dieses Handbuch ist unter
http://www.intel.com frei verfu¨gbar. Zitat auf S. 148.
In diesem Benutzerhandbuch werden die Microcontroller der
”
MCS 51“-Familie voll-
sta¨ndig beschrieben. Die Architektur, die einzelnen Komponenten und die Program-
mierung inkl. des gesamten Befehlssatzes werden umfassend erla¨utert.
ISO/IEC (1992) – ISO/IEC. Tree and Tabular Combined Notation
(TTCN). ISO-Standard 9646-3, International Organization for Standar-
dization and International Electrotechnical Commission, 1992. Dieser
Standard kann unter http://www.iso.ch bestellt werden. Zitat auf S. 91.
Dieser Standard definiert die Sprache TTCN, mit deren Hilfe Abstrakte Test-Suiten
(ATS) insbesondere fu¨r OSI-konforme Protokollstapel spezifiziert werden.
ITU (1993a) – Telecommunication Standardization Sector of
ITU. ISDN User-Network Interfaces – Reference Configurations. ITU-T-
Empfehlung I.411, International Telecommunication Union, Ma¨rz 1993a.
Dieses Dokument kann unter http://www.itu.org bestellt werden. Zitat
auf S. 17.
In dieser Empfehlung werden Funktionen und Konfigurationen von ISDN-Netzab-
schlu¨ssen (Network Termination, NT) und -Endgera¨ten (Terminal Equipment, TE)
und die physikalische Realisierung dieser Referenzkonfigurationen beschrieben.
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ITU (1993b) – Telecommunication Standardization Sector of
ITU. Message Sequence Chart (MSC). ITU-T-Empfehlung Z.120, In-
ternational Telecommunication Union, Ma¨rz 1993b. Dieses Dokument
kann unter http://www.itu.org bestellt werden. Zitat auf S. 88, 143, 165.
Diese Empfehlung entwickelt von der ITU-T Study Group X entha¨lt die Definition
der Syntax von MSCs in abstrakter, textueller und grafischer Beschreibung und sieht
eine informale Beschreibung der MSC-Semantik vor.
ITU (1993c) – Telecommunication Standardization Sector of
ITU. Specification and Description Language (SDL). ITU-T-Empfehlung
Z.100, International Telecommunication Union, Ma¨rz 1993c. Dieses Do-
kument kann unter http://www.itu.org bestellt werden. Zitat auf S. 87,
93, 165, 331.
Diese Empfehlung entwickelt von der ITU-T Study Group X entha¨lt die vollsta¨ndige
Beschreibung der formalen Sprache SDL, insbesondere Benutzungsrichtlinien und eine
formale Definition der SDL-Semantik.
ITU (1994) – Telecommunication Standardization Sector of ITU.
Abstract Syntax Notation One (ASN.1). ITU-T-Empfehlung X.680-X.699,
International Telecommunication Union, Juli 1994. Dieses Dokument
kann unter http://www.itu.org bestellt werden. Zitat auf S. 92, 331.
Diese Serie von Empfehlungen entha¨lt die vollsta¨ndige Definition der Standardnotation
ASN.1 fu¨r Datentypen, ihren Werten und Randbedingungen und sieht eine Fu¨lle von
Beispielen und Hinweisen zur Benutzung dieser Notation vor.
ITU (1995) – Telecommunication Standardization Sector of ITU.
SDL Combined with ASN.1 (SDL/ASN.1). ITU-T-Empfehlung Z.105,
International Telecommunication Union, Ma¨rz 1995. Dieses Dokument
kann auch unter http://www.itu.org bestellt werden. Zitat auf S. 92.
Diese Empfehlung entwickelt von der ITU-T Study Group X entha¨lt die Definition der
Syntax fu¨r die kombinierte Verwendung von SDL ITU (1993c) und ASN.1 ITU (1994)
in Form einer abstrakten und einer textuellen Grammatik und beschreibt exemplarisch
die Benutzung.
ITU (1996) – Telecommunication Standardization Sector of ITU.
One-Way Transmission Time – Transmission Systems and Media: Ge-
neral Recommendations on the Transmission Quality for an Entire Inter-
national Telephone Connection. ITU-T-Empfehlung G.114, International
Telecommunication Union, Februar 1996. Bestellt werden kann dieses
Dokument unter http://www.itu.org. Zitat auf S. 128.
Diese Empfehlung spezifiziert Toleranzgrenzen fu¨r Sprachu¨bertragungszeiten. Diese
werden in typische durch die Verarbeitung in Endgera¨ten bedingte und durch die
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Signalu¨bertragung und -ausbreitung bedingte Verzo¨gerungen aufgeteilt.
Jacobson et al. (1992) – Ivar Jacobson, Magnus Christerson, Pa-
trik Jonsson und Gunnar Overgaard. Object-Oriented Software En-
gineering – A Use Case Driven Approach. Addison-Wesley, 1992, ISBN
0-201-54435-0. Dieses Buch kann unter http://www.awl.com bestellt wer-
den. Zitat auf S. 88, 285.
Jacobson beschreibt die von ihm entwickelte objektorientierte Softwareentwurfsme-
thodik OOSE. Insbesondere wird erla¨utert, wie Benutzungsfa¨lle ausgehend von einer
globalen Sicht des Systems zur Beschreibung desselben herangezogen werden ko¨nnen.
Jakes (1974) – William C. Jakes. Microwave Mobile Communications.
John Wiley & Sons, 1974, ISBN 0-471-43720-4. Bestellt werden kann
dieses Buch unter http://www.wiley.com. Zitat auf S. 170, 172, 178.
Im ersten Teil werden die mit der Signalausbreitung zusammenha¨ngenden Effekte des
Mobilfunkkanals erla¨utert. Neben Interferenzen in Folge von Mehrwegeausbreitungen
werden die Langzeitvera¨nderungen des statistisch gemittelten Signals und ferner An-
tennen und Polarisationseffekte behandelt. Im zweiten Teil wird zuerst auf Modulati-
onsverfahren, Kanalvielfachzugriff und Industrierauschen eingangen. Daran schließen
sich Betrachtungen u¨ber Diversita¨tstechniken, insbesondere der Raumdiversita¨t, an.
Danach werden Kriterien fu¨r den Entwurf und die Steuerung eines Mobilfunksystems
vorgestellt.
Jeong und Jeon (1995) – Dong Geun Jeong und Wha Sook Jeon.
Performance of an Exponential Backoff Scheme for Slotted-ALOHA Pro-
tocol in Local Wireless Environment. IEEE Transactions on Vehicular
Technology, Bd. VT-44, Nr. 3, S. 470–479, August 1995, ISSN 0018-9545.
Dieser Artikel kann u¨ber http://www.ieee.org bezogen werden. Zitat auf
S. 96, 97.
In diesem Artikel wird das Leistungsverhalten eines einfachen Kollisionsauflo¨sungsalgo-
rithmus in lokalen Netzen untersucht. Insbesondere wird das Verhalten des Durchsatzes
und der Paketverzo¨gerung in Volllast- und Unterlastsituation bewertet.
Jung (1997) – Peter Jung. Analyse und Entwurf digitaler Mobil-
funksysteme. Reihe Informationstechnik. Teubner-Verlag, September
1997, ISBN 3-519-06190-2. Bestellt werden kann dieses Buch unter
http://www.teubner.de. Zitat auf S. 173, 174.
In diesem Buch wird zu Beginn der Begriff des digitalen zellularen Mobilfunksystems
definiert, indem Anforderungen und Architekturprinzipien angegeben werden. Danach
werden die Eigenschaften des Mobilfunkkanals, insbesondere Frequenzselektivita¨t und
Zeitvarianz, behandelt. Nachdem anschließend die wesentlichen Grundlagen der Mobil-
funku¨bertragung, u. a. verschiedene Diversita¨tstechniken und Vielfachzugriffsprinzipi-
en, und empfa¨ngerseitige Verfahren zur Kanalscha¨tzung und Prinzipien der adaptiven
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koha¨renten Datendetektion ero¨rtert wurden, werden die neu erworbenen Erkenntnisse
an konkreten Systembeispielen, d. h. GSM und UMTS, vertieft.
Junius et al. (1998) – Martin Junius, Martin Steppler, Micha-
el Bu¨ter und Dirk Pesch. Communication Networks Class Li-
brary (CNCL). RWTH Aachen, Lehrstuhl fu¨r Kommunikationsnet-
ze, Januar 1998. Die gesamte Klassenbibliothek inklusive Quelltex-
te und Dokumentation ist frei verfu¨gbar unter ftp://ftp.comnets.rwth-
aachen.de/pub/comnets/CNCL. Zitat auf S. 155, 159.
Dieses Handbuch beschreibt vollsta¨ndig alle Klassen der CNCL einschließlich ihrer Me-
thoden. Anwendungsbeispiele und weiterfu¨hrende Hintergrundinformationen vertiefen
das Versta¨ndnis.
Kammeyer (1996) – Karl Dirk Kammeyer. Nachrichtenu¨bertragung.
Reihe Informationstechnik. Teubner-Verlag, 2. Auflage, 1996, ISBN 3-
519-16142-7. Unter http://www.teubner.de kann dieses Buch bestellt
werden. Zitat auf S. 178.
Dieses Buch gliedert sich in vier Teile. Im ersten wird der Leser in die Theorie komple-
xer Signale und Systeme und die Eigenschaften von U¨bertragungskana¨len, insbeson-
dere Mobilfunkkana¨len, eingefu¨hrt. Im zweiten Teil geht der Autor auf die analoge Ba-
sisbandu¨bertragung, die Diskretisierung analoger Signale und die adaptive Entzerrung
ein. Im dritten Teil stellt Kammeyer analoge Modulationsformen und die Einflu¨sse
linearer Verzerrungen vor. Im vierten Teil werden schließlich digitale Modulationsfor-
men, die Viterbi-Entzerrung und Code-Multiplex-Systeme behandelt.
Kerner (1993) – Helmut Kerner. Rechnernetze nach OSI. Addison-
Wesley, 2. Auflage, 1993, ISBN 3-89319-632-3. Dieses Buch kann unter
http://www.addison-wesley.de bestellt werden. Zitat auf S. 11.
Dieses Buch erla¨utert die grundlegenden Konzepte des OSI-Standards. Die vier Teile
des Buches bestehen aus einer Einfu¨hrung in die Architektur des OSI-Referenzmodells,
einer Erla¨uterung der Protokolle der Transportschichten (1 bis 4), der anwendungsori-
entierten Schichten (5 bis 7) und schließlich von lokalen Netzen.
Kernighan und Ritchie (1989) – Brian Kernighan und Dennis Rit-
chie. C Programming Language. Prentice-Hall, 1989, ISBN 0-13-110362-
8. Dieses Buch kann unter http://www.prenhall.com bestellt werden.
Zitat auf S. 93.
Dieses Buch beschreibt vollsta¨ndig die Programmierung in der von dem ANSI standar-
disierten Sprache C. Alle Sprachkonstrukte werden von den Entwicklern von C anhand
von Beispielen erla¨utert. Schließlich enthha¨lt das Buch eine komplette Beschreibung
der Sprachsyntax.
Kleinrock (1975) – Leonard Kleinrock. Queueing Systems, Band 1 u.
2. John Wiley & Sons, Januar 1975, ISBN 0-471-49110-1. Dieses Buch
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kann unter http://www.wiley.com bestellt werden. Zitat auf S. 113, 123,
125.
Der erste Band dieses Standardlehrbuchs fu¨hrt umfassend in die Theorie der War-
teschlangen ein. Der zweite Band wendet diese Theorie auf priorita¨tsgesteuerte
Warteschlangen und Reservierungszuteilungsalgorithmen an. Abschließend werden
Flusssteuerungsmechanismen von Kommunikationsnetzen untersucht.
Kleinrock und Lam (1975) – Leonard Kleinrock und Simon Sin-Sing
Lam. Packet Switching in a Multiaccess Broadcast Channel: Performance
Evaluation. IEEE Transactions on Communications, Bd. COM-23, Nr. 4,
S. 410–423, April 1975, ISSN 0090-6778. Bezogen werden kann dieser
Artikel u¨ber http://www.comsoc.org. Zitat auf S. 115.
In diesem Artikel formulieren die Autoren ein mathematisches Modell fu¨r S-ALOHA-
Zufallszugriffsverfahren. Mit diesem Modell beschreiben sie das Stabilita¨tsverhalten
von S-ALOHA und definieren ein Stabilita¨tsmaß. Numerische Ergebnisse werden pra¨-
sentiert, die die Beziehung zwischen Stabilita¨t, Durchsatz und Verzo¨gerung darstellen.
Knightson (1993) – Keith G. Knightson. OSI Protocol Conformance
Testing – IS 9646 Explained. McGraw-Hill, 1993, ISBN 0-07-035134-
1. Dieses Buch kann unter http://www.mcgraw-hill.com bestellt werden.
Zitat auf S. 87, 91.
Knightson erla¨utert nach einer Einfu¨hrung in die grundsa¨tzlichen Prinzipien der Kon-
formita¨tsu¨berpru¨fung die Konzepte des ISO-Standards Interim Standard (IS) 9646.
Insbesondere geht er ausfu¨hrlich darauf ein, wie Abstrakte Test-Suiten (ATS) in TTCN
zu spezifizieren sind und wie Tests realisiert werden ko¨nnen.
Knuth (1986) – Donald E. Knuth. The TEXbook. Computers and Type-
setting Series. Addison-Wesley, 1986, ISBN 0-201-13448-9. Dieses Buch
kann unter http://www.awl.com bestellt werden.
Dies ist die definitive Beschreibung des Schriftsatzsystems TEX vom Autor des Systems
selbst. Dieses Buch richtet sich sowohl an Einsteiger als auch an Experten und entha¨lt
grundlegende Informationen u¨ber den Satz von Dokumenten, Artikeln oder Bu¨cher,
die viele mathematische Zeichen und Formeln von hoher typographischer Qualita¨t
enthalten sollen.
Kopka (1996) – Helmut Kopka. LATEX– Einfu¨hrung, Band 1. Addison-
Wesley, 2. Auflage, 1996, ISBN 3-8273-1025-3. Dieses Buch kann unter
http://www.addison-wesley.de bestellt werden.
Der erste Band dieses neugegliederten Werks soll den LATEX-Anwender in die Lage
versetzen, bereits nach kurzer Einarbeitungszeit eine Vielzahl von Textausgaben in
Druckqualita¨t erzeugen zu ko¨nnen. Dies gilt insbesondere fu¨r die Herstellung komple-
xer Tabellen und mathematischer Formeln. Auf die Neuerungen der derzeit gu¨ltigen
Version 2ε wird ausfu¨hrlich eingegangen. Das Werk eignet sich nicht nur als Lehrbuch,
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das Anfa¨nger in LATEX einfu¨hrt, sondern auch als Nachschlagewerk, das geu¨btere An-
wender bei der ta¨glichen Arbeit begleitet.
Kostas et al. (1998) – Thomas J. Kostas, Michael S. Borella, Ik-
hlaq Sidhu, Guido M. Schuster, Jacek Grabiec und Jerry Mah-
ler. Real-Time Voice over Packet-Switched Networks. IEEE Network,
Bd. 12, Nr. 1, S. 18–27, Januar/Februar 1998, ISSN 0890-8044. Dieser
Artikel kann u¨ber http://www.comsoc.org bezogen werden. Zitat auf
S. 128.
Am Beispiel des Internets wird in diesem Artikel erla¨utert, wie ein reines Paketda-
tennetz um einen Echtzeit-Sprachdienst erweitert werden kann. Insbesondere wird die
Dienstgu¨te eines solchen Dienstes unter Beru¨cksichtigung von Paketverzo¨gerungen und
-verlusten untersucht.
Kruse (1993) – Jo¨rn Kruse. Lizenzierung und Wettbewerb im Mobilfunk.
Springer-Verlag, Oktober 1993, ISBN 3-540-56591-4. Bestellt werden kann
dieses Buch unter http://www.springer.de. Zitat auf S. 10.
Der Mobilfunk, der in der Bundesrepublik besonders hohe Wachstumsraten aufweist,
ist weiterhin ein stark regulierter Sektor. Das Buch analysiert, wie die Lizenzierungs-
und Regulierungspraktiken im Mobilfunk o¨konomisch zu bewerten und ob solche ord-
nungspolitisch u¨berhaupt erforderlich sind. Der Kern des Problems besteht in der Art
der Frequenzvergabe. Es wird deutlich gemacht, dass sich zahlreiche staatliche Inter-
ventionen eru¨brigen, wenn die Frequenzen u¨ber ada¨quate Auktionsverfahren vergeben
werden. Die Studie zeigt, dass die Skaleneffekte und die Wettbewerbsprobleme enger
Ma¨rkte im Mobilfunk gravierend sind. Andere Regulierungsziele, wie z. B. die regiona-
le Fla¨chendeckung (Infrastrukturauftrag), sind beim Mobilfunk weniger relevant bzw.
ohne wettbewerbsbeschra¨nkende Interventionen erreichbar.
Lam (1974) – Simon Sin-Sing Lam. Packet Switching in a Multi-Access
Broadcast Channel with Applications to Satellite Communication in a
Computer Network. Dissertation, University of California, Los Angeles,
1974. Zitat auf S. 115.
In dieser Dissertation formuliert der Autor ein mathematisches Modell fu¨r S-ALOHA-
Zufallszugriffsverfahren. Mit diesem Modell beschreibt Lam das Leistungsverhalten
stabiler und instabiler Kana¨le in Bezug auf Durchsatz, Paketverzo¨gerung und Stabili-
ta¨t. Abschließend stellt er optimale Steuer- und Scha¨tzprozeduren fu¨r instabile Kana¨le
vor.
Law und Kelton (1991) – Averill M. Law und W. David Kelton.
Simulation Modeling and Analysis. McGraw-Hill, 2. Auflage, Januar
1991, ISBN 0-07-100803-9. Bestellt werden kann dieses Buch unter
http://www.mcgraw-hill.com. Zitat auf S. 150, 258.
Dieses Buch gibt einen umfassenden U¨berblick u¨ber alle wichtigen Aspekte einer sto-
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chastischen, simulativen Untersuchung einschl. der Modellierung, verfu¨gbarer Simula-
tionssprachen, der Validierung und der statistischen Analyse der Ergebnisdaten.
Lee (1993) – William C. Y. Lee. Mobile Communications Design Fun-
damentals. Wiley Series in Telecommunications and Signal Processing.
John Wiley & Sons, 2. Auflage, Januar 1993, ISBN 0-471-57446-5. Dieses
Buch kann unter http://www.wiley.com bestellt werden. Zitat auf S. 174,
178.
Dieses Lehrbuch liefert die theoretischen Grundlagen fu¨r den Entwurf von Mobilfunk-
systemen. Nachdem die grundlegenden Begriffe einer Mobilfunkumgebung, wie z. B.
Schwund, Pfadverlust, etc., definiert wurden, geht Lee genauer auf Vorhersagemodel-
le fu¨r den Pfadverlust, Methoden zur Berechnung und Reduzierung von Schwund ein
und beschreibt Funksto¨rungen in Folge von Rauschen, Gleich- und Nachbarkanalsto¨-
rungen. Danach werden Konzepte fu¨r eine Frequenzplanung und Entwurfsparameter
auf Seiten der BS und der MS vorgestellt. Abschließend widmet sich der Autor Viel-
fachzugriffsverfahren, insbesondere Code Division Multiple Access (CDMA), und dem
Entwurf von mikrozellularen Systemen.
Lee (1997) – William C. Y. Lee. Mobile Communications Engineering.
McGraw-Hill, 2. Auflage, Oktober 1997, ISBN 0-07-037103-2. Bestellt
werden kann dieses Buch unter http://www.mcgraw-hill.com. Zitat auf
S. 171, 182.
In diesem Buch stellt Lee alle fu¨r die Funku¨bertragung in Mobilfunksystemen relevan-
ten Aspekte umfassend vor. Hierzu geho¨ren die Themengebiete: Pfadverlustvorhersa-
ge, langsamer und schneller Schwund, Mehrwegeausbreitung und Laufzeitspreizung.
Danach werden Modulationstechniken und Diversita¨tsverfahren behandelt. Abschlie-
ßend analysiert der Autor das Systemleistungsverhalten im Falle von Gleichkanal- und
Nachbarkanalsto¨rungen.
Lin und Costello (1983) – Shu Lin und Daniel J. Costello. Error
Control Coding – Fundamentals and Applications. Prentice-Hall Com-
puter Applications in Electrical Engineering Series. Prentice-Hall, Febru-
ar 1983, ISBN 0-13-283796-X. Bestellt werden kann dieses Buch unter
http://www.prenhall.com. Zitat auf S. 34, 35, 38.
Dieses Buch beschreibt detailliert lineare und zyklische Blockcodes, insbesondere BCH-
Codes. Ferner werden Faltungscodes ausfu¨hrlich erla¨utert. Fehlererkennung und Feh-
lerkorrektur bei bu¨schelartigen Fehlern werden eingehend behandelt, ebenso Automatic
Repeat Request (ARQ)-Strategien. Schließlich werden praktische Anwendungen von
Block- und Faltungscodes vorgestellt.
Liu und Feher (1989) – Chia-Liang Liu und Kamilo Feher. Nonco-
herent Detection of pi/4-QPSK Systems in a CCI-AWGN Combined In-
terference Environment. In 1989 IEEE Vehicular Technology Conference
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(VTC), S. 83–94, 1989. Siehe auch http://www.ieee.org. Zitat auf S. 182.
In diesem Tagungsbeitrag wird das Leistungsverhalten von pi/4-Quaternary Phase Shift
Keying (QPSK)-Modems in einer Umgebung mit Gleichkanalsto¨rungen und additi-
vem, weissem gaußschem Rauschen untersucht. Es werden drei verschiedene nicht-
koha¨rente, differentielle Empfangstechniken und Simulationsergebnisse in Bezug auf
die zugeho¨rigen BERs vorgestellt.
Liu und Feher (1991) – Chia-Liang Liu und Kamilo Feher. Bit Error
Rate Performance of pi/4-DQPSK in a Frequency-Selective Fast Rayleigh
Fading Channel. IEEE Transactions on Vehicular Technology, Bd. VT-
40, Nr. 3, S. 558–568, August 1991, ISSN 0018-9545. Dieser Artikel kann
u¨ber http://computer.org bezogen werden. Zitat auf S. 179, 183, 184.
In diesem Artikel wird die Bitfehlerha¨ufigkeit von pi/4-DQPSK-Modems analytisch be-
rechnet. Das U¨bertragungssystem wird als ein frequenzselektiver Kanal mit schnellem
Rayleigh-Schwund gesto¨rt durch additives, weißes gaußsches Rauschen und Gleichka-
nalsto¨rungen modelliert. Der Rayleigh-Schwund wird u¨ber zwei unabha¨ngige Signal-
pfade nachgebildet. Als Ergebnis wird vorgestellt, dass fu¨r die 48 kbit/s-pi/4-DQPSK
bei einer Frequenz von 850 MHz und C/I < 20 dB die BER von Gleichkanalsto¨rungen
dominiert wird, wenn die Fahrzeuggeschwindigkeit unter 100 Meilen pro Stunde liegt.
Lu¨ke (1995) – Hans-Dieter Lu¨ke. Signalu¨bertragung. Springer-Lehrbuch.
Springer-Verlag, 6. Auflage, 1995, ISBN 3-540-58753-5. Dieses Buch kann
unter http://www.springer.de bestellt werden. Zitat auf S. 179, 182.
Dieses Standardlehrbuch der Signalu¨bertragung fu¨hrt grundlegend in die Theorie di-
gitaler und analoger Nachrichtenu¨bertragungssysteme ein. Folgende Themen werden
behandelt: Determinierte Signale in linearen zeitinvarianten Systemen, die Fourier-
Transformation, diskrete Signale und Systeme, Korrelationsfunktionen determinierter
Signale, die Systemtheorie der Tiefpass- und Bandpasssysteme, die statistische Signal-
beschreibung und Modulationsverfahren.
Loftus et al. (1997) – Chris Loftus, Edel Sheratt, Euricio In-
oceˆncio und Paula Vianna. The Unification of OMT, SDL and IDL
for Service Creation. In Tagungsband des 8. SDL-Forums ’97 (Ca-
valli und Sarma, 1997), S. 443–458. Dieser Tagungsband kann unter
http://www.elsevier.nl bestellt werden. Zitat auf S. 91.
In diesem Tagungsbeitrag wird eine einheitliche Nutzung von OMT, SDL und CORBA-
IDL vorgeschlagen. Hierbei wird OMT zur Analyse und zum Objektentwurf eingesetzt
und SDL fu¨r die Definition von Dienstkomponenten, den detaillierten Signalaustausch
und die Zeitinformationen. Im Objektmodell werden Dienstdateneinheiten und Be-
ziehungen zwischen Objekten in IDL beschrieben. IDL-Operationen werden auf SDL-
Prozeduren abgebildet unter Beru¨cksichtigung der Tatsache, dass SDL 96 noch keine
Ausnahmefehlerbehandlung vorsieht.
Marten (1998 bzw. 1999) – Michael Marten. BOS-Funk – Handbuch
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fu¨r den Funkdienst bei den Beho¨rden und Organisationen mit Sicherheits-
aufgaben (BOS) in Deutschland, Band 1 u. 2. Siebel-Verlag, 4. bzw. 6.
Auflage, 1998 bzw. 1999, ISBN 3-89632-031-9 bzw. 3-89632-032-7. Bestellt
werden ko¨nnen diese Bu¨cher unter http://www.siebel-verlag.de. Zitat auf
S. 10.
Band 1 informiert gru¨ndlich und versta¨ndlich u¨ber alle Grundlagen des BOS-Funks.
Die verschiedenen Anwender, ihre Funkausru¨stung und ihre Funkbetriebstechnik wer-
den detailliert vorgestellt. Der technische Aufbau und die Funktion der Funknetze wer-
den ausfu¨hrlich erla¨utert. Band 2 beinhaltet auschließlich Tabellen und Landkarten.
Hier findet man alle aktuellen Frequenz-Kanal-Listen und Funkrufnamen der BOS
geordnet nach Diensten (Feuerwehr, Polizei, etc.) und nach Bundesla¨ndern, Regie-
rungspra¨sidien, Landkreisen und Sta¨dten.
MathWorks Inc (1997) – The MathWorks Inc. The Student Edition
of MATLAB – Version 5, User’s Guide. MATLAB Curriculum Series.
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LAB. Insbesondere werden u¨ber 500 mathematische, ingenieur- und naturwissenschaft-
liche Funktionen beschrieben. Ferner werden die Steuersprache zusammen mit ihren
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handelt.
Meyr und Ascheid (1990) – Heinrich Meyr und Gerd Ascheid. Di-
gital Communication Receivers – Phase-, Frequency-Locked Loops, and
Amplitude Control, Band 1. John Wiley & Sons, Ma¨rz 1990, ISBN 0-471-
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Oktober 1997, ISBN 0-471-50275-8. Unter http://www.wiley.com kann
dieses Buch bestellt werden. Zitat auf S. 182.
Dieses Buch behandelt umfassend die theoretischen und praktischen Aspekte der Syn-
chronisierung und der Kanalscha¨tzung aus Sicht der digitalen Signalverarbeitung. Es
werden verschiedene Klassen von U¨bertragungskana¨len beru¨cksichtigt: Basisbandu¨ber-
tragung u¨ber drahtgebundene oder Glasfasernetze und Bandpassu¨bertragung u¨ber
Satelliten- oder terrestrische Funkstrecken. Besonderes Augenmerk wird auf die U¨ber-
tragung u¨ber schwundbehaftete Funkkana¨le gelegt.
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Mitschele-Thiel (2001) – Andreas Mitschele-Thiel. Systems En-
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Zitat auf S. 93.
In diesem Tagungsbeitrag wird eine Erweiterung der Beschreibungssprache SDL vor-
gestellt: Queueing-SDL. Diese Erweiterung erlaubt, SDL-Spezifikationen um Beschrei-
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stellt werden. Zitat auf S. 111.
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Pernsteiner (1992) – Peter Pernsteiner. Bu¨ndelfunk in Deutschland
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bung von Daten, gewo¨hnliche und partielle Differntialgleichungen.
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S. 323–328, Mai 1987, ISSN 0018-9448. Dieser Artikel kann u¨ber
http://www.itsoc.org bezogen werden. Zitat auf S. 99.
In diesem Artikel beschreibt Rivest den Algorithmus
”
Pseudo-Bayes“ zur Auflo¨sung
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von Kollisionen auf einem Vielfachzugriffskanal. Studienarbeit, Univer-
sita¨t Ulm, Abt. Informationstechnik, April 1996.
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In diesem Tagungsbeitrag wird eine Erweiterung des SDL-Werkzeuges ObjectGEO-
DE in Bezug auf die Leistungsbewertung von Kommunikationsprotokollen vorgestellt.
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Dieses Buch kann unter http://www.prenhall.com bestellt werden. Zitat
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Strategie in lokalen Rechnernetzen mit unterschiedlichen Kanalzugriffsverfahren un-
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ler. Software Engineering in the face of 3/4G Mobile Communication
Systems. In Tagungsband des 10th ASST 2001 (Walke, 2001c), S. 89–94.
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Dieses Lehrbuch behandelt zuerst objektorientierte Analyse- und Entwurfsmethoden,
vergleicht danach verfu¨gbare Objektanforderungsmakler (Object Request Broker) und
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Dieses Buch gibt in versta¨ndlicher Form eine umfassende Darstellung der Technik der
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and Applications. Prentice-Hall, 1988, ISBN 0-13-211939-0. Dieses Buch
kann unter http://www.prenhall.com bestellt werden. Zitat auf S. 34, 35,
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Dieses Buch gibt einen umfassenden U¨berblick u¨ber digitale Kommunikationssyste-
me, wobei folgende einzelne Schritte grundlegend erla¨utert werden: Quellkodierung,
Verschlu¨sselung, Kanalkodierung, Multiplexen, Modulation, Frequenzspreizung, Syn-
chronisation und Vielfachzugriff.
Smith (1990) – Connie U. Smith. Performance Engineering of Software
Systems. The SEI Series in Software Engineering. Addison-Wesley, 1990,
ISBN 0-201-53769-9. Dieses Buch kann unter http://www.awl.com be-
stellt werden.
In diesem Buch werden Software Performance Engineering (SPE)-Werkzeuge und
SPE-Methoden vorgestellt. Neben den grundlegenden Faktoren, die das Leistungsver-
halten eines Systems beeinflussen, werden Hauptentwurfskriterien vorgestellt. Smith
beschreibt praktische Strategien, wie Messwerte erfasst und validiert werden ko¨nnen.
Insbesondere wird auf Mess- und Instrumentierungstechniken hingewiesen, um Fla-
schenha¨lse zu identifizieren und quantitative Aussagen zur Bewertung von Entwurfsal-
ternativen zu erhalten. Vielfa¨ltige Beispiele und Fallstudien illustrieren diese Techni-
ken fu¨r unterschiedlichste Software-Systeme, die von Anwendungs- u¨ber Datenverwal-
tungs- zu Betriebssystemen reichen.
Smith et al. (1998) – Connie U. Smith, Paul Clements und Murray
Woodside, Hrsg. Tagungsband des ”First International Workshop on
Simulation and Performance ’98“, Sante Fe, Neu-Mexiko, USA, 12.-16.
Oktober 1998. The Association for Computing Machinery (ACM), ISBN
1-58113-060-0. Dieser Tagungsband kann unter http://www.acm.org be-
stellt werden (Bestellnummer: 488983). Zitat auf S. 348.
Schwerpunkte dieses Workshops waren Fallstudien und Methodiken fu¨r Leistungsbe-
wertungen von Softwaresystemen, die Leistungsbewertung von Softwarearchitekturen
und die Leistungsbewertung mit Hilfe von Verkehrslastmessungen.
Sorbara (1995) – Davide Sorbara. TETRASIM: A Simulation Software
Package for Analyzing the TETRA Receiver Performance. In 1995 IEEE
Vehicular Technology Conference (VTC), S. 509–513, 1995. Siehe auch
http://www.ieee.org. Zitat auf S. 169.
In diesem Tagungsbeitrag wird das Simulationswerkzeug TETRASIM vorgestellt, mit
dessen Hilfe die Bitfehlerverha¨ltnisse (BER) einiger TETRA-Verkehrskana¨le simula-
tiv ermittelt werden ko¨nnen. Ergebnisse liegen fu¨r das BER in Abha¨ngigkeit vom
Signal-, Gleichkanal- und Nachbarkanalsto¨rabstand fu¨r die Verkehrskana¨le TCH/7.2
und TCH/4.8 vor.
Steedman (1993) – Douglas Steedman. Abstract Syntax Notation One
(ASN.1): The Tutorial and Reference. Technology Appraisals, 1993,
ISBN 1-871802-06-7. Unter http://www.techapps.co.uk kann dieses Buch
348 Literaturverzeichnis
bestellt werden. Zitat auf S. 92.
Dieses Buch besteht aus zwei Teilen: Im ersten Teil werden alle Eigenschaften von
ASN.1 anhand von Beispielen erla¨utert. Der zweite Teil beinhaltet eine vollsta¨ndige
Spezifikation der Syntax von ASN.1.
Steele und Hanzo (1999) – Raymond Steele und Lajos Hanzo, Hrsg.
Mobile Radio Communications — Second and Third Generation Cellular
and WATM Systems. John Wiley & Sons, 2. Auflage, Mai 1999, ISBN
0-471-978906-X. Dieses Buch kann unter http://www.wiley.com bestellt
werden. Zitat auf S. 25.
Dieses Buch beginnt mit den Grundlagen des digitalen Zellularfunks. Danach werden
die Eigenschaften des Mobilfunkkanals, Sprachcodierung, Kanalcodierung, quaterna¨re
Frequenzumtastverfahren, Phasenumtastverfahren und Frequenzsprungverfahren er-
la¨utert. Abschließend geben die Autoren einen U¨berblick u¨ber das Mobilfunksystem
GSM, mobile Quadrature Amplitude Modulation (QAM)-basierte Multimediasysteme,
Systeme der 3. Generation und drahtlose ATM-Systeme.
Steppler (1995) – Martin Steppler. TETRIS: A Simulation Tool for
TETRA Systems. In Tagungsband der 2. ITG-Fachtagung ’95 (Walke,
1995), S. 403–410. Dieses Dokument ist unter http://www.steppler.de
frei verfu¨gbar. Zitat auf S. 193.
In diesem Tagungsbeitrag wird das Simulationswerkzeug TETRIS vorgestellt, mit des-
sen Hilfe beide TETRA-Protokollstapel, V+D und PDO, auf Basis stochastischer,
ereignisorientierter Simulation untersucht werden ko¨nnen.
Steppler (1998a) – Martin Steppler. Performance Analysis of Commu-
nication Systems Formally Specified in SDL. In Tagungsband des ”First
International Workshop on Simulation and Performance ’98“ (Smith
et al., 1998), S. 49–62. Dieses Dokument ist unter http://www.steppler.de
frei verfu¨gbar. Zitat auf S. 94.
In diesem Tagungsbeitrag wird zuerst die SDL-orientierte Softwareentwurfsemetho-
dik fu¨r Kommunikationssysteme vorgestellt und danach dargelegt, wie der nicht-
funktionale, quantitative Entwurf eines SDL-Systems mittels Leistungsanalyse ge-
handhabt werden kann. Zu diesem Zweck wird schließlich ein neues Werkzeug, SDL
Performance Evaluation Environment and Tools (SPEET), fu¨r die Leistungsanalyse
formal in SDL spezifizierter Systeme unter Beru¨cksichtigung von Echtzeit-Bedingun-
gen pra¨sentiert. SPEET ermo¨glicht die Simulation und Emulation mehrerer formal
spezifizierter Systeme zur gleichen Zeit. Diese Systeme ko¨nnen mit Hilfe von Ver-
kehrslastgeneratoren mit Last beaufschlagt werden. Ferner ko¨nnen sie miteinander
verbunden werden, wobei die Verbindungen physikalischen U¨bertragungskana¨len ent-
sprechen. Auf einfache Weise ko¨nnen Messpunkte in eine Spezifikation eingebaut wer-
den, wobei die wa¨hrend eines Simulations- bzw. Emulationslaufs generierten Daten
statistisch ausgewertet werden. SPEET stellt eine neues Computer Aided Software
Engineering (CASE)-Werkzeug fu¨r die Produktentwicklung unter Verwendung forma-
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ler Methoden dar.
Steppler (1998b) – Martin Steppler. Performance Measurement
of SDL Specifications – The New SDL Probe Symbol. In Tagungs-
band des ”Workshop on Performance and Time in SDL and MSC ’98“
(Mitschele-Thiel et al., 1998), S. 51–55. Dieses Dokument ist unter
http://www.steppler.de frei verfu¨gbar. Zitat auf S. 150.
In diesem Tagungsbeitrag wird eine Erweiterung des SDL-Sprachumfangs in Bezug auf
das Einfu¨gen von Messpunkten in eine formale SDL-Spezifikation vorgestellt. Die Syn-
tax der Spracherweiterung wird in Backus-Naur-Form (BNF) zur Verfu¨gung gestellt.
Steppler (1999) – Martin Steppler. Maximum Number of Users Which
Can Be Served by TETRA Systems. In Tagungsband der European
Wireless ’99 (Walke, 1999), S. 315–320. Dieses Dokument ist unter
http://www.steppler.de frei verfu¨gbar.
In diesem Tagungsbeitrag wird die maximale Anzahl an Teilnehmern abgescha¨tzt,
die gleichzeitig in einem TETRA-V+D-System abha¨ngig vom Zufallszugriff und von
der Reservierungszuteilung bedient werden ko¨nnen. Es werden die beiden V+D-
Zugriffsmethoden rollender und diskreter Zugriffsrahmen unterschieden, zwei Markoff-
Modelle zur Beschreibung von Zufallszugriff und Reservierungszuteilung vorgestellt
und ein typisches Verkehrslastszenarium untersucht.
Steppler und Bu¨ter (1997) – Martin Steppler und Michael Bu¨-
ter. Collision Resolution for TETRA Systems. In Tagungsband der
2. EPMCC ’97 (Walke, 1997), S. 559–565. Dieses Dokument ist unter
http://www.steppler.de frei verfu¨gbar. Zitat auf S. 95.
In diesem Tagungsbeitrag wird das Zufallszugriffsprotokoll des TETRA-Protokollsta-
pels PDO eingehend erla¨utert. Anschließend werden verschiedene Kollisionsauflo¨sungs-
algorithmen angepasst an die Parameter von PDO vorgestellt und simulativ bewertet.
Steppler und Lott (1997) – Martin Steppler und Matthias Lott.
SPEET – SDL Performance Evaluation Tool. In Tagungsband des
8. SDL-Forums ’97 (Cavalli und Sarma, 1997), S. 53–67. Unter
http://www.steppler.de ist dieses Dokument frei verfu¨gbar. Zitat auf
S. 94.
In diesem Tagungsbeitrag wird die Entwicklungsumgebung SDL Performance Eval-
uation Environment and Tools (SPEET) fu¨r die Leistungsbewertung formal in SDL
spezifizierter Kommunikationssysteme unter Echtzeitbedingungen vorgestellt. SPEET
ermo¨glicht die parallele stochastische Simulation und Emulation mehrerer Systeme, die
von Verkehrslastgeneratoren mit Last beaufschlagt werden ko¨nnen. Ferner ist es mo¨g-
lich diese Systeme miteinander zu verbinden, wobei diese Verbindungen physikalischen
Kana¨len entsprechen. Vom Benutzer in die Spezifikation eingebaute Messpunkte liefern
zur Laufzeit Daten, die von SPEET statistisch ausgewertet werden. SPEET erweitert
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die Methoden des SDL-orientierten Softwaredesigns um die Leistungsbewertung.
Stroustrup (1997) – Bjarne Stroustrup. The C++ Programming Lan-
guage. Addison-Wesley, 3. Auflage, 1997, ISBN 0-201-88954-4. Dieses
Buch kann unter http://www.awl.com bestellt werden. Zitat auf S. 93,
158.
Basierend auf dem finalen Entwurf fu¨r den American National Standards Institute
(ANSI)/ISO-C++-Standard beschreibt der Entwickler dieser Sprache vollsta¨ndig die
C++-Sprachkonstrukte, die Standardklassenbibliothek und Schlu¨sselentwurfstechni-
ken. Insbesondere geht er auf folgende Themen ein: Abstrakte Klassen, Klassenhierar-
chien, Muster, Ausnahmefehlerbehandlung, Namensra¨ume, Laufzeittypu¨berpru¨fung,
Standardbeha¨lter, Standardalgorithmen, Standard-Zeichenketten, Ein- und Ausgabe-
stro¨me und numerische Berechnungen.
Stueber (1996) – Gordon L. Stueber. Principles of Mobile Communi-
cation. Kluwer Academic Publishers, 1996, ISBN 0-7923-9732-0. Dieses
Buch kann unter http://www.wkap.nl bestellt werden. Zitat auf S. 30,
181, 184.
Dieses Buch deckt die Grundlagen fu¨r den Entwurf eines Mobilfunksystems ab: Aus-
breitungsmodelle, Gleichkanalsto¨rung, Modulationsverfahren, Kanalcodierung, CD-
MA, Zellplanung und Kanalzuweisungstechniken.
Tanenbaum (1994) – Andrew S. Tanenbaum. Moderne Betriebssysteme.
Hanser Studienbu¨cher der Informatik. Carl-Hanser-Verlag, 1994, ISBN
3-446-17472-9. Dieses Buch kann unter http://www.hanser.de bestellt
werden. Zitat auf S. 105.
Dieses Standardwerk stellt im ersten Teil die wichtigsten Konzepte und Strukturen
klassischer Betriebssysteme dar, insbesondere Prozesse, Dateien, Speicherverwaltung
und die Behandlung von Verklemmungen (Deadlocks). Der zweite Teil fu¨hrt grundle-
gend in die verteilten Betriebssysteme ein.
Thomopoulos (1988) – Stelios C. A. Thomopoulos. A Simple and
Versatile Decentralized Control for Slotted ALOHA, Reservation ALOHA,
and Local Area Networks. IEEE Transactions on Communications,
Bd. COM-36, Nr. 6, S. 662–674, Juni 1988, ISSN 0090-6778. Dieser Arti-
kel kann u¨ber http://www.comsoc.org bezogen werden. Zitat auf S. 100.
In diesem Artikel beschreibt Thomopoulos den Kollisionsauflo¨sungsalgorithmus
Minimum Mean Squared Error (MMSE). Dieser Algorithmus scha¨tzt den Auftrags-
u¨berhang ab. Eine Parameterwahl wird vorgestellt, um die Paketverzo¨gerung und den
Durchsatz zu optimieren und das S-ALOHA-Verfahren zu stabilisieren.
Vary et al. (1998) – Peter Vary, Ulrich Heute und Wolfgang Hess.
Digitale Sprachsignalverarbeitung. Reihe Informationstechnik. Teubner-
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Verlag, April 1998, ISBN 3-519-06165-1. Bestellt werden kann dieses
Buch unter http://www.teubner.de. Zitat auf S. 25.
Dieses Buch behandelt die einschla¨gigen Algorithmen der Sprachsignalverarbeitung.
Nach den erforderlichen Hintergrundinformationen u¨ber die Spracherzeugung und das
Geho¨r werden grundsa¨tzliche Fragen der Signalverarbeitung behandelt (Spektralana-
lyse und -synthese, statistische Analyse, lineare Pra¨diktion, Quantisierung und Co-
dierung). Daran schließen sich anwendungsspezifische Verfahren und Algorithmen mit
den Themen Codierung, Gera¨uschreduktion, Kompensation akustischer Echos und
Sprachsynthese an. Abschließend widmen sich die Autoren der Frage der Qualita¨tsbe-
urteilung.
Walke (1995) – Bernhard Walke, Hrsg. Tagungsband der 2. ITG-
Fachtagung ’95 ”Mobile Kommunikation“, Band 135 der Reihe ITG-
Fachbericht, Neu-Ulm, 26.–28. September 1995. VDE-Verlag, ISBN 3-
8007-2129-5. Unter http://www.vde-verlag.de kann dieser Tagungsband
bestellt werden. Zitat auf S. 348.
Schwerpunkte dieser Konferenz waren die Funkausbreitung im Bereich 75 MHz bis
1 800 MHz, adaptive Antennen, die Vielfachzugriffsverfahren CDMA und TDMA, Or-
thogonal Frequency Division Multiplexing (OFDM)-Systeme, Handover-Algorithmen,
Funknetzplanung, Verkehrstelematik, Bu¨ndelfunk und Sicherheitsarchitekturen.
Walke (1997) – Bernhard Walke, Hrsg. Tagungsband der 2. EPMCC ’97
zusammen mit 3. ITG-Fachtagung ”Mobile Kommunikation“, Band 145
der Reihe ITG-Fachbericht, Bonn, 30. September – 2. Oktober 1997.
VDE-Verlag, ISBN 3-8007-2307-7. Bestellt werden kann dieser Tagungs-
band unter http://www.vde-verlag.de. Zitat auf S. 322, 349.
Schwerpunkte dieser Konferenz waren die Mobilfunkstandards GSM, DECT und
UMTS, die Funku¨bertragung im Nahbereich, mobile lokale Netze, mobile Breitbandsy-
steme, mobiler Satellitenfunk, universelle perso¨nliche Mobilita¨t, intelligente Antennen
und mobile Funksysteme mit dynamischer Kanalvergabe und Vielfachzugriff im Fre-
quenzspektrum.
Walke (1999) – Bernhard Walke, Hrsg. Tagungsband der European Wi-
reless ’99 zusammen mit 4. ITG-Fachtagung ”Mobile Kommunikation“,
Band 157 der Reihe ITG-Fachbericht, Mu¨nchen, 6. – 8. Oktober 1999.
VDE-Verlag, ISBN 3-8007-2490-1. Bestellt werden kann dieser Tagungs-
band unter http://www.vde-verlag.de. Zitat auf S. 349.
Schwerpunkte dieser Konferenz waren die Mobilfunkstandards High Performance LAN
(HIPERLAN), UMTS, GSM und DECT, selbstorganisierende Ad-Hoc-Netze, mobile
lokale Netze (Bluetooth), mobile IP-basierte Breitbandsysteme und mobiler Satelliten-
funk.
Walke (2000) – Bernhard Walke. Mobilfunknetze und ihre Protokolle,
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Band 2 der Reihe Informationstechnik. Teubner-Verlag, 2. Auflage, Janu-
ar 2000, ISBN 3-519-16431-0. Unter http://www.teubner.de kann dieses
Buch bestellt werden. Zitat auf S. 352.
Dieser zweite von zwei Ba¨nden beschreibt detailliert die jeweiligen Dienste und Proto-
kolle der standardisierten Systeme DECT, TETRA, EUROSIGNAL, CITYRUF und
HIPERLAN 1 und der sich noch in der Entwicklung befindenden Funksysteme, wie
z. B. drahtlose lokale Netze (HIPERLAN 2, Wireless Local Area Network (WLAN)
IEEE 802.11), mobile Satellitensysteme, und Universelle Perso¨nliche Kommunikation
als mobilita¨tsunterstu¨tzender Dienst des Festnetzes.
Walke (2001a) – Bernhard Walke. Mobile Radio Networks — Networ-
king, Protocols and Traffic Performance. John Wiley & Sons, 2. Auflage,
November 2001a, ISBN 0-471-49902-1. Unter http://www.wiley.com kann
dieses Buch bestellt werden.
Dieses Buch ist die englische U¨bersetzung von Walke (2001b) und Walke (2000).
Zusa¨tzlich befinden sich in diesem Buch die Leistungsanalysen aller beschriebenen
Systeme. Diese sind mit Hilfe von ereignisorientierter stochastischer Simulation unter
typischer Verkehrslast ermittelt worden.
Walke (2001b) – Bernhard Walke. Mobilfunknetze und ihre Protokol-
le, Band 1 der Reihe Informationstechnik. Teubner-Verlag, 3. Auflage,
August 2001b, ISBN 3-519-26430-7. Unter http://www.teubner.de kann
dieses Buch bestellt werden. Zitat auf S. 6, 13, 16, 352.
Dieser erste von zwei Ba¨nden beschreibt detailliert nach einer Einfu¨hrung in die Grund-
lagen des Mobilfunks die jeweiligen Dienste und Protokolle der standardisierten Sys-
teme GSM, Digitial Communication System (DCS) 1800 und UMTS.
Walke (2001c) – Bernhard Walke, Hrsg. Tagungsband des 10th Aa-
chen Symposium on Signal Theory (ASST) ”Algorithms and Software
for Mobile Communications“, Aachen, 20.–21. September 2001c. VDE-
Verlag, ISBN 3-8007-2610-6. Bestellt werden kann dieser Tagungsband
unter http://www.vde-verlag.de. Zitat auf S. 345, 346.
Schwerpunkte dieser Konferenz waren Mobilfunksysteme der 3. und zuku¨nftiger Gene-
rationen, selbstorganisierende Systeme, drahtlose lokale Netze, Kanalscha¨tztechniken,
Funkausbreitung, Entzerrung und Codierung, Antennen, Sprach- und Bildverarbei-
tung und die Leistungsbewertung von Systemen unter Verkehrslast.
Walke et al. (2001) – Bernhard Walke, Marc Peter Althoff und
Peter Seidenberg. UMTS - Ein Kurs. J. Schlembach Fachverlag, Au-
gust 2001, ISBN 0-470-84557-0. Unter http://www.schlembach-verlag.de
kann dieses Buch bestellt werden. Unter http://www.umts-einkurs.de
werden weitergehende Informationen zur Verfu¨gung gestellt. Zitat auf
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S. 216.
Das Buch beginnt mit zwei Einfu¨hrungskapiteln, in denen die Grundlagen der digita-
len Nachrichtenu¨bertragung und die grundsa¨tzlichen Effekte in zellularen Mobilfunk-
systemen beschrieben werden. Es folgen die Themen Standardisierung und Spektrum,
UMTS-Systemarchitektur inkl. einer U¨bersicht u¨ber die Protokolle im Core Network,
UMTS Terrestrial Radio Access Network (UTRAN)-Protokollstapel, CDMA-Funk-
schnittstelle (Prinzip der Datenu¨bertragung, physikalische Schicht, physikalische Ka-
na¨le) und schließlich eine Erla¨uterung der Effekte, z. B. der Funknetzplanung, die
zur Komplexita¨t zellularer CDMA-Netze beitragen. Es folgt eine Beschreibung der
Dienste und Dienstearchitekturen. Dabei werden auch Konzepte wie Virtual Home
Environment (VHE), Open Service Architecture (OSA) und Mobilel Execution Envi-
ronment (MExE) erkla¨rt. Das Buch schließt mit einem umfassenden Ausblick auf aktu-
elle Trends und Fragestellungen. Dazu geho¨ren die zu UMTS teilweise in Konkurrenz
stehenden WLAN-Systeme. Außerdem werden die kommenden Systeme der vierten
Generation, die Risiken fu¨r UMTS durch die Diskussion u¨ber seine elektromagnetische
Vertra¨glichkeit (Electromagnetic Compatibility, EMC) sowie die Systemkapazita¨t von
UMTS angesprochen.
Waterloo (1998) – Waterloo Maple Incorporated. Maple V Pro-
gramming Guide for Release 5, Springer-Verlag, 3. Auflage, November
1998, ISBN 0-387-98398-8. Bestellt werden kann dieses Buch unter
http://www.springer.de.
In diesem Buch wird die Programmierschnittstelle der Mathematikumgebung Maple,
insbesondere die Formelmanipulationssprache von Maple, vollsta¨ndig erla¨utert. Es
wird gezeigt, auf welche Weise symbolische und numerische Ausdru¨cke ausgewertet
werden ko¨nnen, welche Datentypen zur Verfu¨gung stehen, inwieweit Maple durch be-
nutzerdefinierte Routinen erweitert werden kann und welche Mo¨glichkeiten existieren,
zwei- oder dreidimensionalen Grafiken darzustellen.
Wind (1998) – Wind River GmbH. Sniff+ – User’s Guide and Reference,
1998. Unter http://www.windriver.de ist eine Demoversion von Sniff+
verfu¨gbar. Zitat auf S. 162.
Dieses Handbuch beschreibt umfassend die generellen Konzepte von Sniff+, d. h. die
Definition von und das Arbeiten mit Projekten, die Erstellung von Softwaresystemen,
die Versions- und Konfigurationsverwaltung und die Dokumentationsgenerierung.
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