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Por que classificar equacñes diferenciais parciais ou problemas que as
envolvem?
Dentre inúmeras questóes que tém ocupado a atencáo de matemáticos, engenheiros,
físicos e sobretudo os especialistas na área de EDP, tanto no aspecto teórico quanto
prático, talvez a mais comum seja a questáo da existencia, unicidade e dependencia
contínua de solucóes com respeito aos dados, isto é, se o problema dado é bem posto
no sentido de Hadamard. Mais recentemente tem merecido grande atencáo a questáo
de saber em que sentido, um problema nao bem posto no sentido acima, pode
descrever situacóes de interesse, tanto de natureza teórica quanto prática.
Há alguns anos atrás. em relacáo com alguns problemas de Elasticidade Linear com
Vínculo, deparamo-nos com algumas equacóes, de formulacóes simples e bem
fundamentadas teoricamente, mas que nao se encaixavam nas classificacóes que
conhecíamos. Decidimos investigar, mais a fundo o problema, mas este nos pareceu
requerer mais esforco que o que estavamos dispostos a empenhar. Os resultados sáo
ainda inconclusos e este trabalho, que consideramos incompleto, visa interessar outros
pesquisadores a se dedicarem ao tema.
Mais explicitamente, é sabido por todos que urna equacáo diferencial parcial
semilinear de segunda ordem cuja incógnita é urna funcáo real de duas ou mais
variáveis (coeficientes dos termos de segunda ordem dependem apenas das variáveis
independentes), pode localmente ser transformada por meio de urna mudanca de
~.
variáveis independentes numa forma canónica que se relaciona, no caso de duas
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variáveis, com urna cónica: elípse, hipérbole ou parábola; daí as conhecidas equacóes
(operadores ou problemas) elípticas, hiperbólicas ou parabólicas (veja a parágrafo
1.1). Há também exemplos de equacñes de segundo ordem, como por exemplo a
equacáo de Tricomi. YUxx +uyy == O, que é de tipo misto: é elíptica no semi-plano
y > O e é hiperbólica no semi-plano y < O .
Outra classificacáo bem sucedida é a de sistemas hiperbólicos de equacóes
diferenciais parciais Iineares de prime ira ordem.
Tornou-se também hábito entre profissionais que lidam com EDP's denominar
hiperbólico um problema de Cauchy cuja solucáo é obtida por propagacáo dos dados
iniciais como. no caso da equacáo da onda, parabólico um problema de Cauchy cuja
solucáo torna-se regular num tempo infinitamente pequeño, independentemente da
regularidade dos dados iniciais, como no caso da equacáo do calor elíptico um
problema de valores de contorno cuja determinacáo da solucáo no interior da regiáo
considerada depende do seu conhecimento no contorno.
Generalizacóes no sentido de classificar EDP's de quaisquer ordens, tipos e
números de variáveis independentes em elípticas, hiperbólicas e parabólicas foram
feitas principalmente por Petrovsky [15], Courant-Hilbert [3], Friedricks [6], Garding
[7], Leray [13], Agmon-Douglis-Nirenberg [1], Hormander [11] entre outros. Porém
muitas EDP's ficam de fora dessas classificacóes.
Um dos nossos objetivos futuros é fazer urna análise que ligue a classificacáo
usual em "tipos", de um tal sistema, segundo denominacóes que esses e outros autores
vem empregando na literatura, com "teoremas de existencia, unicidade e dependencia
contínua de solucóes com respeito a dados, estabilidade e regularidade" de problemas
de valores iniciais e de contorno, modelados por tais sistemas.
1.1 Classificacño de urna EDP de segunda ordern
Urna equacáo semi-linear de segunda ordem em duas variáveis x e y
a11llu +2a12uxy +a22uyy + ¡(x,y,u,UX,uy)= O , (1)
cujos-coeficientes a'í sáo funcóes contínuas sobre urna regiáo n do plano pode ser
transformada por meio de urna mudanca de variáveis linear, respectivamente, numa
das seguintes formas canónicas: Vqq + V'I'I + gk, 7], v, vq, v,J = O, dita elíptica,
v~~ -vr¡r¡ +gk,7],v,)'.:,Vr¡)=O, dita hiperbálica ou v~~+g(~,7],v,vpvJ=O, dita
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parabólica, em funcáo do discriminante L1 = a" an - a,22 ser, respectivamente,
positivo, negativo ou nulo.




+ f(x¡, ... ,x//,u,u
x1
, ••• ,ux,,)= O ,
¡,j='
(2)
onde aij = aj¡(i,j = 1,. .. ,n), tomando-se urna matriz quadrada B de ordem n que
//
diagonaliza a matriz simétrica A, ternos que a mudanca de variáveis C;k = ¿bmkxm ,
m=¡
k = 1,' . " n transforma esta equacáo em
sendo B escolhida tal que os d;ssao iguais a 1, -1 ou O.Ternos entáo a seguinte:
Definícño 1.1 A equaciio (2) é dita elíptica se todos os d's siio iguais a l ou todos
süo iguais a -1. A EDP é dita hiperbólica se nenhum d, se anula, um único é igual a}
e todos os demais san iguais a -} ou vice-versa; se nenhum d, se anula, se ao menos
dais déles siio negativos e ao menos dais déles sdo positivos, a EDP é dita ultra-
hiperbólica Se exatamente um dos d;s é O e todos os demais tém o mesmo sinal, a
EDP é dita parabólica.
Note que existem exemplos fora dessa definicao, se n ¿ 4.
2. POLINÓMIO CARACTERÍSTICO DE UM SISTEMA DE EQUA<;ÓES
DIFERENCIAIS PARCIAIS
Consideremos um. sistema linear
a¡¡(x.D)u¡ +a¡2(x,D)u2 +···+a,//(x,D)u// =/,(x)
a2¡(x.D)u, +a22(x,D)u2 +···+a2//(x,D)ulI =f2(X)
(3)
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x=(xo,x" ... ,xp)EIRP+I, mil é um inteiro nilo-negativo e onde a notacáo de multi-
índice é usada:
Por comodidade ai¡l((x) .e ¡;(x) silo funcóes contínuas reais ou complexas numa
regiáo de JR"+I ,
2.1 Polinómio Característico no sentido de Birkhoff
Para um sistema linear (3)(4), definimos como em [2], o polinómio característico
como sendo X(x, D) onde
x(x, D) = det(a¡j (x, D)) . (5)
Mais explícitamente, sendo e; = (so, c;l ' .. ',e; p) um vetor de coordenadas reais, ternos
X(x, c;) = det(ai¡ (x, c;))
onde com as notacñes usuais, para um multi-índice ex, c;a = c;~"c;la, .,. c;;"
o polinómio x¡-¡ (x,c;) definido como a soma dos monórnios de grau máximo
m de X(x,c;), é um polinómio homogéneo de grau m em e; ,





onde para cada j, mj = max¡m¡j' Note que a;' (x, D) = O se mi¡ < mj, O símbolo
principal do sistema é o polinómio P(x, D) definido por:
P(x, D) = det(a;' (x, D)) (7)
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2.3 Polínómio Característico no sentido de Agmon-Douglis-Nirenberg e Leray
Escolhamos para o sistema (3)(4), como em [1] ou [13], urna colecáo de inteiros
S¡,",SII nao positivos (Si correspondente alinha i, l:S;i:S;m do sistema) e tl,",tll
nao negativos (t¡ correspondente a coluna j, 1:s; j :s; n do sistema) tais que
mij :s; Si + t} e consideremos o polinómio associado ao sistema e a escolha (Si,t ¡):
(8)
onde
(";"1)( D) - ~ ()DUa¡¡ ,X, - L..Jaija x
1 a 1=,1'; +11
e, convecionamos que aij (Si' tJ = O se, Si + t¡ < O.
Tem-se que P(x, D) é um polinómio de grau m.,«>, mil' enquanto que L(x, D)
é um polinómio de grau SI + ... + Sil + t, + ... + t
ll
, pois cada parcela no
desenvolvimento de (8) é da forma
(.1'I,IiJ)( D) ... (.1'",,1")( D)
al}1 x, a/ij" x,
de grau SI + t , + ... + S + t , = S<t· ..+ S + t + ... + t pois {J' .. ' J' } = {l ... n}
JI 11.111 I 11 I 11 1" 11 ".
Note que o sistema (Si - e, t) + e) é equivalente ao sistema (Si' tJ para qualquer
inteiro c. Se s¡ = ... = Sil entáo L(x, D) = P(x, D) com t¡ = m¡ (ou S; = ". = s;, = O,
2.4 Polinómío Característico no sentido de Courant-Hilbert
O polinómio característico de (3)(4) é definido como em [3] levando-se em conta
apenas os coeficientes das derivadas de mais alta ordem m = maxI5i,j5I1m¡¡ :
Q(x,D) = det[ Ialia(X)Da].
1 a 1=/11
Em [3] considera-se. geralmente, sistemas onde cada equacáo possui a mesma ordem
m, neste caso Q é de grau mn.
~
2.5 Exemplos de polinómios característicos
Alem das tabelas 1 e 2 que mostram os polinórnios característicos dos sistemas mais
elementares, ternos:
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Sistema de Elasticídade Infinitesimal.
a
D¡ = Oy¡' Uj = u¡(y) e
.,1= D¡2 + Di + Di , para j = 1,2,3 .
Ternos para este sistema,
%(D) = % JJ (D) = P(D) = Q(D) = L(D) = p2 (A + 2p).,13 . (10)
Se p é um campo escalar, ternos o sistema da Elasticidade para um material
incompressí vel
{
AU - s» = O
. div u = O
(11)
onde A é o operador do primeiro membro de (9).
Usando as notacñes de (3) com u, = p, temo s
aij = pSij.,1 + (A + p)D¡D¡, 1~ i,j ~ 3;
(/¡4 =(S4¡-1)D¡, a¿ = (1-S4¡)D¡, i=1,"',4
Entño, neste caso
P(D) = O (12)
uá + úJD¡2 úJD¡D2 úJD¡D3 -D ¡
%(D) = L(D) = det
úJDJD2 p.,1 + úJD~ úJD2D3 -D2
(15)
úJDJD3 úJD2D3 uá + úJDi -D }
DJ D2 D3 O
= p2 .,13, ea = A + ¡.t .
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Para o sistema da Elasticidade para um material inextensível na direcáo do vetor
e¡ = (1,0,0) ;




SISTEMA X (Do , DI) XH (Do,D,) P(Do,D¡) L(Do,D,)
Uff - Uxx = O D2 _D2 D2 _D2 D2 _D2 D2 _D2o I o ¡ o ¡ o I
SI = O
t, = 2
uf -uxx =0 Do - DI2 _D2 _D2 _D2¡ I I
SI = O
ti = 2
ur +uxx =0 Do + DI2 D2 D2 D2I I I
SI = O
ti = 2
Uff + uxx = O D2 + D2 D2 +D2 D2 +D2 D2 +D2o I o ¡ o I o I (13 )
SI = O
ti = 2
{u,-v.=O D2 _D2 D2 _D2 D2 _D2 D2 _D2° I ° ¡ ° ¡ o I
-UX+vf =0 SI =S2 =0
ti =t, =1
t' --.= O D2 + D2 D2 + D2 D2 +D2 D2 +D2o I o I o I o I
ux+vr=O SI = S2 = O
t,=t2=1tu, +v, =0 Do - DI2 _D2 _D2 _D2I ¡ I
-u+vx=O SI =S2 =0
t,=t2=1




UII (x,t) + c2UXXX\ (x,t) = O
Vlasov
UII (x, t) + c2u xxxx (x, t) - r2u¡XX (x,t) = O
Timoshenko
2 2 4 2D D2DO +c DI -r O 1 (14)
¡
UII (x,t) + a21f' x (x,t) - a2uxx (x,t) = O
If'II (x, t) + (a2/r2 )r(x- t)
- (a2 /r2 ~x (x,t) - ficlf'xx (x,t) = O
Table 2: Equacóes da teoria linear clássica de víbracóes transversais de vigas.
ternos P(D) = O, enquanto que, com SI = S2 = S3 = -1, S4 = -2; ti = t2 = t3 = 3,
t4 = 2, ternos
¡u1 + OJDI2 OJDID2 OJDID] -DI
OJDID2 ¡d+ OJD~ OJD2D3 O
X(D) = L(D) = det
OJDID] OJD2D3 ¡d+OJD32 O
DI O O O
2 (2 (2 2 )) OJ=A+Ji.= JiD¡ uá + OJ¿jD2 + D3 ,
3. SISTEMAS ELÍPTICOS NO SENTIDO DE AGMON-DOUGLIS-NIRENBERG,
COURANT -HILBERT E PETROVSKY
Considere o sistema (3)(4) e P(x,D) o polnómico de (6) para um x fixado.
Definicáo 3.1 O sistema (3)(4) é elíptico
1. no sentido de Petrovsky no ponto x se, para todo ~ = (~o,~I " .. '~I' ) E IR 1'+1 ,
P(x,~) = O <=> ~ = O .
ii. no sentido de Agmon-Douglis-Nirenberg no ponto x se, o polinomio L(x, D) de
(8) é tal que para todo ~ = (~o,~¡"",~JE IRP+¡,
L(x,~)=O<=>~=O.
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iii. no sentido de Courant-Hilbert no ponto x se, para todo; = (;o';¡""'; p) E IR P+¡ ,
3.1 Exemplos de sistemas elípticos
A equacáo ul/ + u ¿ = O tem
.
e portanto ela é elíptica no sentido de Petrovsky.
Transformando essa equacáo no sistema
vemos também que P(x, D) = L(x, D) = Dg + D¡2 e assim, P(;) = L(;) = O<=>; = O.
Se essa mesma equacáo é transformada em
{
(uJ¡ + (u2 t = O
U¡ -u¡
ux_ -U2 =0
tem P(x, D) = O e portanto nao é elíptico no sentido de Petrovsky, embora, com
s¡=O, s2=s3=-I; t¡=2, t2=t3=1, ternos L(x,D)=Dg+D¡2 e portanto é
elíptico no sentido de Agmon-Douglis-Nirenberg,
De (10), vemos que o sistema correspondente (9) é elíptico (em todos os
sentidos acima definidos); de (12)(15), vemos que o exemplo (11) é elíptico no sentido
de Agmon-Douglis-Nirenberg porém nao o é no sentido de Petrovsky. Os demais
exemplos nao sáo elípticos.
Note que elipticidade no sentido de Courant-Hilbert implica elipticidade no sentido de
Petrovsky que por sua vez, implica elipticidade no sentido de Agmon-Douglis-
Nirenberg.
4. SISTEMAS HIPERBÓLICOS.
Consideremos um sistema de n equacñes em n incógnitas, do tipo
¡
DI:11U¡=a¡¡(x,D)u¡ +"'+a¡"(x,D)u,,
D,:"nu" ~ a,,¡(x,D)u¡ + .. ·+a""(x,D)u,,
(17)
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a¡¡(x,D) = L a¡¡a(x)Da
la I=M¡,a¡¡<M¡
(18)
No caso M¡ = ... = M" = 1, o sistema é da forma
¡
Do u¡ = a" (x, D)u¡ + .. :+ a¡" (x, D)u"
Do », ~ a,,¡ (x, D)u, + ... + «; (x, D)u"
(19)
Ternos os polinómios: (com M = M¡ + ... + M,,)
[
D:l -a¡¡(x,D) a12(x,D) ...
X(x,D) = det ... .... ..
a,,¡ (x, D) «: (x, D)
=D: +1(x,D)
sendo l(x,D), como polinómio em D de grau <M em relacáo a Do'
Consideremos, como exemplo (com p = 1, M¡ = 1, M 2 = 2, m¡ = m2 = 2), o
sistema:
{
DOU¡ = a¡¡ (x)D¡u¡ + a¡2D¡u2
D;u2 = a2¡ (X)D¡2U¡ + a22DOD¡u2
ou,
{
DOU¡ -a¡¡(x)D¡u¡ -a¡2D¡u2 =0
D;u2 - a2¡ (X)D,2U, - a22DOD¡u2 = O
para o qual,
Por putro lado, escolhendo-se t, = t2 = ... = t" = m = máx{Mi : 1::;; i ::;;n e,
'..
Si = Mi - m, ternos que Si + ti = (Mi - m)+ m = Mi' portanto
L(x, D) = X(x, D) .
Em [14, página 530] ternos a seguinte definicáo
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Definieáo 4.1 O sistema (17)(18) é denominado hiperbólico no sentido de Petrovsky
se a equacüo em ~o .
'possui, para cada (~I"'" ~p) *' O, apenas raizes reais e distintas.
A equacáo u" = uxx é hiperbólica no sentido de Petrovsky pois, neste caso,II
para cada ~I *' O ,
possui raízes ~o = ±I;I l·
Vemos que para um sistema (17)(18) ou, mais geralmente, com (18)
substituí da por:
a;¡(x,D) = L a¡ia(x)Da
! a !<;Mi .al) <Mi
a definicáo de hiperbolicidade de Petrovsky leva em consideracao o mesmo polinómio
usado por Agmon-Douglid-Nirenberg e Leray.
De [3, páginas 580 e 590] e [2], temos a seguinte
Definicáo 4.2 Um sistema (3)(4) é dito totalmente hiperbólico no sentido de Courant-
Hilbert ou no sentido de Petrovsky em um ponto x se, dado (~I"'" ~p ) *' O qualquer, a
equacüo em ~o' (se necessário com uma mudanca de coordenadas conveniente):
Possui apenas raizes reais distintas, ou seja, sendo Q(x,~) = O de grau m' em ~o' ela
possui m' raizes reais distintas.




i. Um sistema (19) é dito totalmente hiperbólico no sentido de Courant -Hilbert em
um ponto x se, pura cada (';1""''; p ) *' O, a equaciio em ';0:
XH(X'~O'~I'''''';/,)= O,
possui apenas raizes reais, nao necessáriamente distintas.
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ii. Um sistema (19) é dito hiperbólico no sentido de Garding em um ponto x se, para
cada q E IRP, todas as raizes Ak(q) da equacüo X(A,iq) = O, com relaciio a A,
satisfazem:
Reforcamos que a constante e nao debe depender de k = 1,' . " n e de q E IR P •
4.1 Exemplos de sistemas hiperbólico s
Voltemos as equacóes de deflexóes de vigas. Da da tabela 2, ternos para a equacáo de
Euler- Bernoulli, X( Do, D¡ ) = Dg + e 2 D¡4, para a equacáo de Vlasov,
X(Do,D¡) = D; +c2D¡4 -r2DOD¡2
e para o sistema de Timoshenko,
X(Do' DI) == D; + a2 fJ2 D¡4 + [a2 /r2 - (a2 + fJ2 )DnD;
Entáo, a equacáo de Vlasov e o sistema de Timoshenko sáo hiperbólico s no sentido de
Petrovsky se, r2 > 4a2 e a -:f:- fJ, respectivamente. Todos os tres exemplos sáo
hiperbólicos no sentido de Garding se extendemos sua definicao para sistema com










Os índices a de (21) sáo considerados por Petrovsky [15], páginas 404-405, possuindo
um peso b para as derivacóes Do, ou seja, a cada fator Do corresponde os fatores
ix.>, D;. Assim, ele considera (20)(21), onde em (21) os multi-índices a satisfazem
(22)
5.1 Exemplos de sistemas parabólicos
a) A equacáo L/,o = u xl xl é caso particular com n = 1, b = 2, M -11-
onde a¡(O,O)= a2111.¡) = O, a3(O,2) = 1.
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b) A equacáo uxo = -uxl - uxlxlxl' corresponde ao caso em que n = 1, MI = 1, b = 3 ,
Neste exemplo, °1(0,0) = O, a2(0,1) = -1, a3(0,2) = O, a4(0,3) = -1 .
Definicáo 5.1 O sistema (20)-(22), é dito parabólico no sentido de Petrovsky no ponto
x se, para cada (~I" . ,~,,) E IRP , C;12+ ... + C;~= 1, as raizes C;o= C;o(x,C;) da equacüo
em C;o,
xO(x,C;o,iC;p ... ,iC;p)= O,
sáo tais que Re(c;o (x. C;»)< -5(x), onde 5(x) é uma funciio positiva.
Aquí, com C;= (C;o,C;p"', C;1')
onde
(23)
Se existe una constante 5 > O satisfazendo para todo (C;I" . " C;p ) E IR P ,
C;12+"'+C;~ =1, Re(C;0(x,C;»)<-5(x); o sistema (20)-(22) é dito uniformemente
parabólico no sentido de Petrovsky.
Lema 5.1 \jk ;;¡!:. O, S:o (kC;1,. . " kC;p) = k h C;° (kC;1,. . " kC;p).
Comentário 5.1 Se (20)-(22), é parabálico, no sentido de Petrovsky, entdo b é par,
pois do contrário, com k = -1 teriamos alguma raiz C;° com parte real positiva. De
fato, sendo Re(c;o (C;I·.. · ,C;"))< O teriamos Re(~o (- ~p'" ,-~,,)) > O.
Para quaisquer r¡ = (~I>"" ~p):;t O,
tem-se 11n r ;,(ry) = ;{ 11 ~ 11J. se Re(;, (11 ~ 11) ) < -6. entiio
\j r¡ ;;¡!:. O, Re(~o (r¡)) < -511 r¡ 11".
Nos exemplos anteriores ternos
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• u, = Uxx parabólica no sentido de Petrovsky pois
• u, = -Ux - Uxxx ternos b = 3; X
O (~o,~J= ~o - i~13 = OQ ~o = ±i , e portanto nao
é parabólica no sentido de Petrovsky.




XO (x, ~o, ik~I"", ik~/») = det(~~15[j - a~ (x, ~o, ik~I"", ik~p))
= det(kbM, [(k-b): \NI, -a?( k-b): .): .... ): )])~ o ) u X , ~ o , 1~ I , , 1~ p
= k (MI+"'+M,v)b o ( k -s ): i ]: ••• '): )X x, ~(pl':ll' ,l':lp
Assim,
~o é raíz de q(A) = XO(x'~o,ik~p ... ,ík~p)= OQ rh~o é raiz de q(A) = O ou seja,
k-b ~o (x, k~l"", k~p) = ~o (x, k~I"", k~p) ou ainda
S"o(x, kS"p"', kS"J = k" S"o(x'S"I'''' ,S"p)
Para provar (25) ternos de (23) e (24), que
~~/15ii - a~ (x,~o ,ik~I"", ik~p)
a
= ~~I 5[j - 2>i¡a~;o kal++a" (i~1 ti ...(i~p fl'
a
= ):A/'5 ..kbM'k-bM, _ "\' .. ):a"kblvl'k-ha,,(.): )al "'('): \a"~o 1J L....a1Ja~O l~l l~p)
a
= k"" {(k -"S',t "11 - ~ all)r' S',!" (iS',)"' VS', f' }
= e'M¡ Kk-b ~o t' 51j - ai~(x, k-b ~o ,i~I'''', i~p)
o restante da prova, segue-se de propriedades da funcáo determinante
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6. REGULARIDADE E HIPERBOLICIDADE








com coeficientes aUa constantes reais.
Consideremos também o caso particular
11
DOu¡= Ibu(D¡, .. ,Dp)uj, i=l,",n
j=¡
(28)
com bu(D¡,··,Dp) = LlalS:lllijbijfJDf' ... D:P onde nao ocorre Do' Para este caso, seja
o polinómio característico em A,
O-(A,m) = det(AJ - (bk/(iúl))¡S:k,lsJ.
Deñnicño 6.1 O sistema (28) é denominado
• estável se para todo co real, todas as n raízes Ak(m) de O-(A,m) = O sao tais que
• regular se existe urna constante real M tal que para todo m, Re(Ak (úl») <M,
k = 1,.· ·,n.
Observacáo 6.1 Do definiciio de polintimio característico X(x, D) em (5), para o
sistema (28), ternos O-(A,úl) = x(A,im). No caso em que X = XH' suaparte principal
de maior grau, entüo XH é homogéneo, digamos de grau m. Assim,
e se A é raiz de X" (A,úl)=0 vemos que iA é raiz de XH(A,im)=aH(A,úl)=O.
Portanto, todas as raizes de aH(A,úl) = O tém partes reais nulas se e somente se
XH(A, úl) = O possui todas as suas raízes reais.
Ainda da homogeneidade de XH (A,úl), segue-se que todas as ralzes de
a H(A,úl) = O possuem parte real limitada, independentemente de oi se, e somente se
forem imaginárias puras, ou seja, neste caso, o sistema é regular se e somente se,
todas as raizes de a" (l,m) = O silo imaginárias puras, ou equivalentemente, se todas
as raízes de XH(1, úl) = O silo reais.
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o sistema (28) é regular se, e somete se, o polinómio a(A,cu - K) é estável,
para algum K > O.
Nota 6.1 Da observaciio 6.1 vemos que no caso em que X = XH' o sistema (26)(27) é
regular se e somente se, todas as raizes de XH(A,CU)= O siio reais. (Equivaléncia com
a definiciio de sistema hiperbólico de Courant-Hilbert, (conforme (2J)). Se tem
também que o sistema é hiperbólico no sentido de Petrovsky (conforme [2J) se é
regular e além disso XH(A, cu) = O possui para cada cu '* O todas as raízes reais e
distintas.
Analisemos agora o caso nao homogéneo: X'* XH'
Condicáo necessária para a regularidad e:
Lema 6.1 Se para coda ea '* O, as raizes de XH(A, cu) = O süo reais distintas, entiio o
sistema (26)(27) é regular (independentemente dos termos de~ordens mais baixas de
X). Nestas condicáes. dizemos que o sistema (26)(27) é completamente regular.
Observacáo 6.2 O sistema (26)(27) é hiperbólico no sentido de Courant-Hilbert se é
regular (lema 6.1) e. reciprocamente, assim o será se é hiperbólico no sentido de
Courant-Hilbert e XII (A, cu)= ° possui para cada ea '* 0, raizes distintas (lema 6.1).
Finalmente notemos que se X H (A, cu)= ° possuir raízes múltiplas, o sistema
(26)(27) nao é necessáriamente regular. Por exemplo, ternos para u,,(t,x)=O;
X(A,CU)=A2 possui raízes reais multiplas e é regular pois X=XH' porém,
u" + ux = O nao é regular pois XH (A,icu) = A2 possui raízes reais múltiplas e,
a(A,icu) '7 X(A,CU)= A2 + ita = O
possui raízes por exemplo, para ea = _r2 .r > O ;
7. UM PROBLEMA SEM CLASSIFICA<;ÁO
~.
<\
Os resultados que exporemos a seguir podem ser encontrados em [9] ou [4].
O sistema da Elasticidade linear inextensivel na direcáo e3 = (0,0,1) para um material
homogéneo e isotrópico é dado por
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P¿ju¡ +(A+fl)a~-(diV U)+cfJx,6¡,3 =0
I (29)
onde cfJ é urna funcáo continuamente diferenciável arbitrária e ¿;¡¡ é o delta de
Kronecker.
Análogarnente ao sistema (16) onde a direcao de inextensibilidade é
el = (1,0,0) ternos para este caso
P(D) = O e X(D) = -¡.JD; (uLl4 + (A + fl)Ll(DI2 +Di )),
Da segunda equacáo, ternos que u = u(xI ,x2) na regiáo R considerada e o
conhecimento de u, em um ponto P = (XI *,x;, x;) da fronteira 8R, implica que U3 é
conhecida em todo ponto da reta XI = x; , x2 = x;, Portanto, se u3 é dada num ponto P
da fronteira, ela nao pode ser dada arbitrariamente em outros pontos da reta XI = x~ ,
x2 = x; sobre a fronteira, sob pena de a solucáo do problema nao existir.
Entáo para a colocacáo do problema, definimos parte admissível da fronteira 8R: Por
cada ponto P de 8R trace um segmento de reta paralelo ao eixo x3 (incluido em 8R
ou dentro de R). O conjunto dos pontos (excetuando-se o próprio P) sobre este
segmento de reta e simultanemeamente sobre 8R é denominado dual de P e é
denotado por D(P).
Defínícáo 7.1 Uma parte A de 8R é dita admissível na direcáo x3 se:
i. VP E A, D( P) nA = cfJ;
ii. D(P)UA = 8R
o problema do des Iocamento, o qual tem solucáo única se fl(A + fl) > O em R,
conforme [9, Teorema 2], é o seguinte:
Problema (P1): Achar u e cfJsatisfazendo (29), sendo dados
{
UI ,U2 dados em 8R;
u, sobre urna parte admissível A na direcao x3
Observamos que este problema nao é do tipo Dirichlet, nem Neuman e nem misto.
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