Using a combinatorial approach described in a recent paper of Manolescu, Ozsváth, and Sarkar we compute the Heegaard-Floer knot homology of all knots with at most 12 crossings as well as the τ invariant for knots through 11 crossings. We review the basic construction of [3], giving two examples that can be worked out by hand, and explain some ideas we used to simplify the computation. We conclude with a discussion of knot Floer homology for small knots, closely examining the Kinoshita-Teraska knot KT 2,1 and its Conway mutant.
Introduction
In [7] , Ozsváth and Szabó introduced a topological invariant of closed, orientable three-manifolds in the form of a collection of abelian groups. To such a threemanifold Y , we associate the groups (we use Z 2 coefficients below, so these will be Z 2 vector spaces) HF (Y, s), indexed by Spin c structures on Y . In [8] , they discovered that a null-homologous knot K in a three-manifold Y induces a (finite) filtration
on the chain complex used to compute the Heegaard Floer homology groups of Y . 1 Moreover, the filtered chain homotopy type of this complex is an invariant of the knot K ⊂ Y . The homology of the successive quotients
(in each Spin c structure) is called the Heegaard-Floer knot homology of K ⊂ Y and, until very recently, there was no algorithmic way to compute these knot Floer homology groups-computing boundary maps in the chain complex involves counting pseudo-holomorphic disks satisfying certain boundary conditions in Sym g (Σ g ). In their remarkable paper [3] , Ozsváth, Manolescu, and Sarkar describe an algorithm for computing CF K(S 3 , K) for any knot K ⊂ S 3 (for a knot K ⊂ S 3 we will denote the corresponding knot Floer homology group simply by HF K(K)). The combinatorial description of knot Floer homology in [3] begins with the observation that an arc presentation of a knot K naturally gives rise to a genus one multi-pointed Heegaard diagram D for the knot in S 3 for which the generators, gradings, filtration, and boundary maps in the associated filtered complex C(D) are completely combinatorial. The number n of arcs in this arc presentation will be equal to the number of α and β curves in the Heegaard diagram mentioned above (hence n can be made equal to the arc-index α(K) of K). The filtered chain homotopy type of C(D) is equal to CF K(K) ⊗ S ⊗(n−1) , where S is the filtered complex over Z 2 with trivial boundary operator given below. 
By computing the homology of successive quotients of C(D) we can recover HF K(K).
An arc presentation D consists of an n × n grid with white and black dots placed inside squares of the grid in such a way that each row and each column of the grid contains exactly one white dot and one black dot (there is at most one dot in a square). This corresponds to an oriented knot (or link) K as follows: in each column, connect the black and white dots by a vertical line oriented from the black dot to the white dot; in each row, connect the black and white dots by a horizontal line from the white dot to the black dot (always passing the horizontal strands under the vertical strands). Then C(D) is the free Z 2 -module on permutations of {1, . . . , n}. We can identify a permutation σ with its graph Γ(σ) on the grid (indexing squares by their lower left corners; view the grid as being on a torus T so the top and bottom lines are identified and the left and right sides are identified). Label the circles on the torus determined by the vertical lines of the grid α 1 , . . . , α n and the circles determined by the horizontal lines β 1 , . . . , β n . Then the generators of C(D) correspond to the points of
We assign an Alexander grading to each permutation as follows. For a point p on the grid, let w(p) denote the winding number of K around p. To compute the winding number of a nice curve C around a point p in the plane, draw any ray L from p to ∞ and take the signed sum of intersection points C ∩ L (with the sign convention chosen so that a counterclockwise circle has winding number 1 around a point in the bounded region defined by the circle). Each black or white dot is in a square whose four corners are four points on the grid, giving us a total of 8n distinguised grid points p 1 , . . . , p 8n (there may be repeats). 
−w(p).
The filtration level C i (D) ⊆ C(D) is generated by permutations with Alexander grading at most i.
Every permutation is also assigned a Maslov (homological) grading. To begin with, if p is a point on the grid or in the interior of one of its squares, and S is a square of the grid, let S.p be 1 if p ∈ S and 0 otherwise. Let σ 0 denote the permutation whose graph consists of the lower left corners of the squares on the grid containing a white dot. To compute the Maslov grading of a permutation σ, find the smallest i 1 ∈ {1, . . . , n} for which σ(i 1 ) = σ 0 (i 1 ); there must be some i 2 so that σ 0 (i 2 ) = σ(i 1 ) so draw a horizontal line (always draw lines on the grid, forgetting that it is on a torus) from (i 1 , σ(i 1 )) to (i 2 , σ 0 (i 2 )) and then a vertical line from this point to (i 2 , σ(i 2 )); then there must be some i 3 so that σ 0 (i 3 ) = σ(i 2 ) so draw the horizontal line from (i 2 , σ(i 2 )) to (i 3 , σ 0 (i 3 )), and so on, continuing in this manner until a closed, oriented curve is produced. If there is still some i with σ(i) = σ 0 (i) for which (i, σ(i)) is not on this closed curve, take the smallest such i and repeat the above process. This eventually yields a collection of oriented closed curves γ σσ 0 on the grid, none of which wraps around the torus. Thus γ σσ 0 is the oriented boundary of a formal sum i a i S i of squares of the grid, and we declare the Maslov grading of σ to be Note that the mod 2 Maslov grading only depends on the sign of the permutation σ.
The boundary map d : C j (D) → C j−1 (D) is defined as follows. If σ and σ ′ differ at more than two places then neither appears as a boundary of the other. If σ and σ ′ differ exactly on i < j, say with σ(i) < σ ′ (i) then the circles α i , α j , β σ(i) , β σ(j) divide the torus into four rectangular connected components R 1 , R 2 , R 3 , R 4 as in Figure 1 . Then σ ′ ∈ dσ iff exactly one of R 1 , R 2 contains no white dot, or point in the graph of
Figure 1: Four rectangles used to compute boundaries σ in its interior and σ ∈ dσ ′ iff exactly one of R 3 , R 4 contains no white dot, or point in the graph of σ in its interior. It is fairly straight-forward to check that d 2 = 0 and that this boundary map reduces Maslov grading by 1 and does not increase the Alexander grading. Indeed, to compute the homology of successive quotients we simply disregard boundaries with lower Alexander grading. This is equivalent to requiring the rectangles to be free of black dots as well.
Methodology
We implemented the combinatorial description of C(D) roughly as described above. Then we used a fairly well-known algorithm (see Figure 2 ) for determining generators for the homology of a complex C over Z 2 . Choose a basis B = {x 1 , . . . , x m } for C and
Figure 2: Reducing a chain complex over Z 2 identify each element n i=1 x j i (j 1 ≤ · · · ≤ j n ) of C with the set {x j 1 , . . . , x jn } ⊆ B. Start with the (directed) graph Γ 0 with vertex set {{x 1 }, . . . , {x m }} and with an arrow from {x i } to {x j } exactly when x j ∈ dx i . Now suppose we have a directed graph Γ n whose vertices are labelled with sets X i ⊂ B (i ∈ I) in such a way that ( * ) {X i : i ∈ I} is linearly independent in C and suppose there is an edge from X i to X j in this graph. Then we produce another graph Γ n+1 satisfying ( * ) with two fewer vertices as follows. The vertex set of Γ n+1 will be {Y k : k ∈ I \ {i, j}} where Y k is the symmetric difference of X i and X k if X k is the start of an edge ending at X j and Y k = X k otherwise. In the former case there will be an edge from Y k to Y l in Γ n+1 whenever exactly one of X k or X i is the start of an edge terminating at X l in Γ n . In the latter case there will be an edge from Y k to Y l exactly when there is an edge from X k to X l in Γ n .
Starting with Γ 0 we perform this algorithm repeatedly to obtain a sequence of graphs Γ 0 , . . . , Γ N where Γ N has no edges. Then the generators of the homology of C are the vertices of Γ N . This is very fast when there are relatively few boundaries, as occurs in the situation above where there are n! generators but at most n 2 boundaries for each generator. In practice, when n = 10 each generator appears to have an average of approximately 7 boundaries, so there are surprisingly few edges in the graph. Because of the symmetry [8] HF K j (S 3 , K, i) = HF K j−2i (S 3 , K, −i)
it is enough to compute knot Floer homology in non-negative Alexander grading; again this cuts the computation down immensely since, of the n! generators, only a small fraction have non-negative Alexander grading. We do not compute Maslov grading until the graph is reduced as this computation is quite time consuming.
Recall that to any (say, finitely generated) filtered chain complex C one can associate a spectral sequence whose E 1 term is E 1 p,q = H p+q (C p /C p−1 ) converging to the homology of C. Furthermore, the first differential d 1 : E 1 p,q → E 1 p−1,q in this spectral sequence is identified with the connecting homomorphism in the LES in homology associated to the SES of complexes
and the spectral sequence converges to the Heegaard-Floer homology of S 3 which is just a Z 2 in homological grading 0 so we may ask for the smallest integer τ such that the natural map
is non-zero. This is the well-known concordance invariant defined by Ozsváth and Szabó in [9] . It turns out that |τ (K)| ≤ g * (K), where g * (K) is the smooth four-ball genus of K. Fortunately the knot Floer homology of a knot with at most 11 crossings is small enough (i.e. is supported on at most 2 diagonals) that we can figure out τ just by computing the ranks of the d 1 differentials. To compute the rank of
we found explicit generators for H j (C i (D)/C i−1 (D)) using the previously-described algorithm, then computed the part of their boundary in one lower Alexander grading to find cycles
We then formed a new complex B(D) from C(D) by adding generators g 1 , . . . , g n to C(D) j−2 with dg i = z i and computed
, taking note of how the rank was changed. Finally we accounted for this pesky ⊗S ⊗n−1 .
Examples. Consider the arc presentations of the trefoil D T and figure-eight knot D 8 shown in Figure 3 . It is easy to see that, among the 120 permutations of {1, 2, 3, 4, 5}, only 51234 ∈ C 2 (D T ) and 15234, 41234, 51243, 51324, 52134 ∈ C 1 (D T ) have nonnegative Alexander gradings in C(D T ). The first of these has Alexander grading 1 while the others have Alexander grading 0 so there can be no boundary maps between these generators in the complex of successive quotients and we immediately see that and 321456 ∈ C 1 (D 8 ) have non-negative Alexander grading, the latter having Alexander grading 1 and the others having grading 0.
Results
We obtained our grid diagrams from several sources. Originally we used a Mathematica package written by Dror Bar-Natan available at www.math.toronto.edu/∼drorbn/Misc/MOSComplex/index.html though unfortunately the arc presentations we obtained were generally too large to use directly. We wrote a program to aid in the reduction of arc presentations, though a lot of human labor was still required. Subsequently, Peter Ozsváth told us about Marc Culler's gridlink program [12] . We then obtained better diagrams by using his "simplify" feature which tries making a large number of random grid moves, looking for destabilizations, to reduce the size of a given grid diagram. This yielded workable diagrams for 12-crossing non-alternating knots as well as much better diagrams for 11-crossing non-alternating knots. Lenny Ng then got ahold of our list of diagrams for 11-crossing non-alternating knots and checked that all but a half dozen were minimal (by using Ian Nutt's table of knots with arc-index ≤ 10); he then managed to produce minimal diagrams for the few remaining knots. Thus we managed to produce a perfect list of grid diagrams for 11-crossing non-alternating knots (available online at our website mentioned at the end of this article). All such knots have arc-index ≤ 11. Similarly we obtained grid diagrams with arc-index at most 13 for all 12-crossing non-alternating knots (Lenny Ng helped us produce an arc-index 12 diagram of 12n 453 , which gridlink wouldn't get below arc-index 14) . In many cases, we have taken the mirrors of diagrams obtained from gridlink (in turn, these are sometimes mirrors of the diagrams from Bar-Natan's program) in order to arrange that the knot Floer homology in Maslov grading 0 is supported in non-negative Alexander grading (this facilitates computation of τ ).
Using the techniques described in Section 2 we were able to compute the knot Floer homology for all knots with at most 12 crossings and the τ invariant for all knots with at most 11 crossings. Indeed, for knots with at most 11 crossings we actually computed the E 2 term of the spectral sequence associated to the knot filtration CF K. Our computations are presented in the tables below. We do not write down the E 2 term if the knot Floer homology is supported on one diagonal. 
Discussion
The knots 11n 42 and 11n 34 are often discussed in the literature. These are the Kinoshita-Terasaka knot KT 2,1 and its Conway mutant C 2,1 , respectively. A minimal 2 arc presentation for KT 2,1 appears in Figure 5 Recall that these knots are of special interest because their Alexander polynomials are trivial. They can be distinguished by their Seifert genera, however: KT 2,1 has genus 2, whereas C 2,1 has genus 3 (c.f. [6] , Theorem 1.2). The homology in extremal Alexander gradings was computed for these knots in [10] , Theorem 1.1.
Regarding the τ invariant, we found that for knots through 11 crossings, the E 1 term of the spectral sequence associated to CF K (i.e. the knot Floer homology) was supported along (at most) two diagonals, one with Euler characteristic 0 and the other with Euler characteristic 1. The simplest possible behaviour for the d 1 differential would be to have E 2 = H • (E 1 , d 1 ) = 0 along the former diagonal and dim Z 2 E 2 = 1 supported in Maslov grading 0. This is what happens most of the time, but not always. For example, this is not possible if the Euler characteristic 1 diagonal is not supported in Maslov grading 0, as is the case for 11n 81 where the E 2 term can be computed purely for "shape" reasons. Sometimes the d 1 differential is more unpredictable as we see for 10 154 , where the E 1 and E 2 terms and the ranks of d 1 and d 2 are shown in Figure 4 . We did find that the Rasmussen s invariant is equal to 2τ for all knots whose τ invariant we computed, despite the fact that they disagree in general (see [14] for discussion).
The fact that s and τ disagree can now be checked by computer, using the examples in [14] . We calculated HF K using gridlink and our program for the t-twisted Whitehead double of the right-handed trefoil for t = 0, . . . , 6. The results (below) agree with the cases mentioned in [14] and can also be deduced from the general results of M. Hedden [13] . t = 0 2q −3 t −1 + 2q −2 t −1 + 4q −2 + 3q −1 + 2q −1 t + 2t t = 1 2q −3 t −1 + q −2 t −1 + 4q −2 + q −1 + 2q −1 t + t t = 2 2q −3 t −1 + 4q −2 + 1 + 2q −1 t t = 3 2q −3 t −1 + q −1 t −1 + 4q −2 + 3 + 2q −1 t + qt t = 4 2q −3 t −1 + 2q −1 t −1 + 4q −2 + 5 + 2q −1 t + 2qt t = 5 2q −3 t −1 + 3q −1 t −1 + 4q −2 + 7 + 2q −1 t + 3qt t = 6 2q −3 t −1 + 4q −1 t −1 + 4q −2 + 9 + 2q −1 t + 4qt
We conclude with a few comments about arc-index. There are a surprisingly large number of knots with arc-index at most 13 (e.g. all non-alternating knots with at most 12 crossings). Non-alternating knots tend to have lower arc-index than alternating ones. For example, α(10 124 ) = 8 but Cromwell [2] showed that all alternating knots K with 10 or fewer crossings have α(K) = c(K) + 2 (this fact is proved for alternating knots with any number of crossings in [1] , which is fortunate since HF K is determined by more easily computed invariants (Alexander polynomial and signature) in the case of alternating knots [5] . Ian Nutt's table of arc-index 9 knots mentions two knots with 12 crossings. Our computer program is available in C++ at the address:
http://www.math.columbia.edu/∼wgillam/hfk We wish to thank Peter Ozsváth, from whom we learned about Heegaard Floer homology, for his encouragement. We also express our gratitude to Marc Culler for helping us improve our program and for writing gridlink, without which we could not have carried out our computations for 12-crossing knots, and to Lenny Ng who drew many minimal diagrams for us by hand. Finally, we thank Josh Greene for his helpful comments on the first draft of this paper.
