I. INTRODUCTION
Controlling units in real-time strategy (RTS) games is a challenging problem in Artificial Intelligence (AI) as these games usually are characterized by massive branching factors, simultaneous moves, partial observability, open-endedness and a very small amount of time to decide a move [1] [2]. The RTS game StarCraft l is the most popular test bed for AI research in this genre [1] . Combats in StarCraft present the problem of finding the optimal sequence of actions for the group of units engaged in combat. The original AI in StarCraft as well as state of the art bots from StarCraft AI competitions appear to control units with simple scripts without implementing any learning techniques or search methods.
The UCT (Upper Confidence bound applied to trees) is a popular tree-search algorithm in the Monte Carlo Tree Search family. The algorithm is used for finding optimal decisions by using random sampling. Churchill and Buro [3] have successfully applied a variation of the UCT algorithm called UCT Considering Durations (UCTCD) to combats in StarCraft. The branching factor of the UCTCD is however extremely large as each unit under control can choose from multiple possible actions. The UCTCD was shown to be beaten by a greedy search algorithm, also by Churchill and Buro [3] of scripts instead of individual unit actions. The final sequence of scripts is used to assign actions to units. In this way the search space can be decreased significantly as long as the number of possible scripts to use is kept low. This paper introduces two UCTCD extensions that are aimed to decrease the branching factor in hope that it will allow improved control of larger groups of units in StarCraft. First, a novel script based extension to UCTCD is introduced inspired by the work of Churchill and Buro [3] . The script based extension searches for sequences of scripts instead of unit actions in a similar way as the Portfolio Greedy Search. Next the script-based UCTCD is extended further with a cluster-based approach. The idea behind the cluster-based approach is that it is likely to be more efficient to assign actions (or scripts) to groups of units instead of individual units which is also what human players do in StarCraft. It is likely that units of same type and position in combats should execute similar actions.
The main conclusion is that a script-based approach can be applied successfully to StarCraft and outperforms the standard UCTCD algorithm. Additionally, our results show that clustering can give small improvement in large scenarios while being less effective in small combats.
In addition to these two extensions we have also translated an existing StarCraft combat simulator called SparCraft [4] into the Java programming language to make this research area more accessible.
II. BACKGROUND

A. StarCraft
StarCraft is a Real Time Strategy (RTS) video game released by Blizzard Entertainment in 1998 and has sold millions of copies worldwide. The expansion pack StarCraft: Brood War was released later the same year and the game became extremely popular especially in South Korea where profes sional teams of StarCraft players are competing on national television. In StarCraft each player controls one of three different races; Terran, Protoss or Zerg, each with their own strengths and weaknesses. The goal of the game is to eliminate the enemy base and in order to do so each player must gather resources, build buildings and produce units.
RTS games such as StarCraft have several interesting problems to investigate as they are usually characterized by uncertainty, massive branching factors, simultaneous moves and open-endedness [2] . In StarCraft each player takes turn simultaneously, can perform actions in each frame of the game (StarCraft has 24 frames per second) and the game is partially observable [1] . Units in StarCraft have attack cooldown and movement cooldown which makes them unable to take action for a certain amount of time after they have moved or have attacked. Due to cooldown actions can not be assigned to every units in each frame and in some frames it is not possible to assign actions at all. Units that can be assigned actions in a frame will be referred to as being ready.
In StarCraft each player can have up to 200 units in a game but players usually have workers gathering resources and some combat units are so powerful they count as several units. Churchill and Buro [3] estimates that the largest armies consist roughly 50 units in a typical game of StarCraft.
B. AI scripts for StarCraJt
The simplest way to control units in StarCraft is using scripts without implementing any search or learning tech niques. A script normally iterates over every unit under control, analyzes nearby enemy units and decides which unit to attack or if the unit should move in a specific direction instead depending on the overall strategy of the script. Both retail RTS game's AI and bots in AI competitions use scripted unit behaviors [3] . Two scripts named No-Overkill-Attack-Value (NOK-AV) and Kiter were used by our search algorithms and were also used as baseline controllers in our experiments. We choose these two scripts as NOK-AV implements an aggressive behavior while Kiter implements a more defensive strategy. These two scripts were also mainly used in [3] .
• The No-OverKill-Attack-Value script (NOK-AV) [3] as signs commands to attack the enemy unit in range with the highest d::r�u/ where dp f (u) is the damage per frame the unit is able to deal and hp( u) is the health points of the unit. NOK-AV additionally makes sure that units do not attack an enemy unit which already will be dealt lethal damage this turn. If enemy units are not in range it will command units to move toward the closest enemy unit.
• The Kiter script [3] is more defensive as it will command units to move away from enemy units if they are unable to attack at the given frame but if they can attack they will attack the closest unit.
C. MCT S and UCT
Monte Carlo Tree-Search (MCTS) is a method for finding optimal decisions by using random sampling [2] . The algo rithm builds up a tree where each node represents a game state. A node can for each possible action in its game state be expanded to have a child node with the resulting state. MCTS has the following four steps that are executed sequentially until its time budget is reached: 1) Selection: A tree policy is applied to the tree to re cursively select the most urgent child node until an expandable and non-terminal node is reached. 2) Expansion: The selected node is expanded either fully or partially.
3) Playout: A game is played from the selected node to a terminal state using the default policy. Also called playouts, rollouts or simulations. 4) Backpropagation: The outcome of the playout is back propagated to the root node where each node has its value and visit count updated.
The default policy can be a random playout where each player simply performs random actions but better results can often be achieved by adding domain knowledge [2] . The most popular algorithm in the MCTS family is the Upper Confidence bounds applied to Trees (UCT) algorithm [2] which uses the UCT formula to balance the search between exploitation and exploration.
where n is the visit count of the current node, nj is the visit count of the child j, Cp is a constant determining the amount of exploration over exploitation and X j is the normalized value of child j [2]. In the selection step the child with the highest UCT value is the most urgent and will be selected over its siblings.
D. UCT for StarCraJt
Controlling units in StarCraft is a multi-agent problem where each player can assign several commands each frame. Commands will be denoted as actions and are e.g. <Move unit a to position p > or <Unit a attack unit b >. The term move will be used to denote a vector of actions. In StarCraft players do not take turns but can make moves simultaneously which is something the original UCT algorithm does not handle. Additionally, units have durative actions because of cool down which introduces the problem that only some units can be assigned actions during a frame while other units can be assigned actions in the next frame.
Churchill and Buro [3] introduced a variation of the UCT algorithm which handles simultaneous and durative actions. The algorithm is called UCT Considering Durations (UCTCD) and was able to beat the NOK-AV script in 100% of their tested scenarios. UCTCD uses move ordering which affects the order of moves to be generated by the search in the expansion phase. First, it assigns a move which is generated by the NOK AV script and then a move generated by the Kiter script. When we refer to a move generated by a script we mean the sequence of actions which the script would have produced. The two script moves are followed by moves generated by selecting random unit actions. This is however not completely true as the possible actions are ordered so the generated moves will contain more attack actions. Because the NOK-AV and Kiter scripts are used to generate the two first moves it draws on the advantages of using scripts. It is however only the first two moves that are generated by scripts while the rest are combinations of random actions.
UCTCD does not explore the search space very well for large combats in StarCraft. If a player has 10 ready units in a frame and each unit can move in 8 directions the number of possible moves will be 810. The number is even higher when also considering attack actions for ranged units.
In this paper we will investigate an exclusively script-based variation of UCTCD that is able to assign one script to some units while other units are assigned other scripts. In the original UCTCD the script generated moves can only assign a script which will be collectively used by all units.
£. Portfolio Greedy Search
A novel hill climbing greedy search algorithm called Portfo lio Greedy Search (PGS) was also introduced by Churchill and Buro [3] . This algorithm is given a game state s, a set of scripts (the portfolio) P, a player to optimize p and a default script D. The algorithm returns a move vector similar to the UCTCD. PGS can be summarized with the following sequence: PGS was shown to beat UCTCD in combat sizes of 16 units and more and introduces the advantages of applying script based behaviors to a search. While the hill climbing approach is a good method for overcoming the large branching factor it requires a high number of rollouts for just one improvement iteration and will thus not explore the search space very well if the numbers of units and scripts in the portfolio are high.
While we will apply our clustering ideas to the UCTCD algorithm they can just as well be applied to PGS. However we chose not to do so because of the high number of rollouts required by PGS.
F Clustering
In this paper we will introduce an extension of the UCTCD algorithm that implements unit clustering as assigning actions to groups instead of individual units is more likely to perform well in large combats. Radha-Krishna Balla and Alan Fern applied UCT with groups of units to Wargus, an open source WarCraft 2 Clone, where each group were able to perform two types of high level actions [5] . The two types of actions were Attack(e) where e is an enemy group to attack and Join(G) where G is a friendly group to join. This method group units in the beginning of the scenario and only change by using the Join(G) action. We are more interested in exploring continuous clustering of units.
A cluster is a set of similar objects that are dissimilar to objects in other clusters [6] . K-Means is a popular clustering algorithm often used for data analysis to find k clusters in a data set. The algorithm initially selects k random mean points and assigns all the data points to the closest of the mean points. The algorithm then iteratively calculates the new mean point of each cluster and reassigns data points to the closest of these. When the means no longer change the clustering is done.
Another kind of clustering algorithms exists called hierar chical clustering [7] which builds a hierarchy of clusters in the form of a tree with a height assigned to nodes. When the tree is built any number of clusters (lower or equal to the number of objects) can be extracted by cutting the tree at a certain height. One commonly used method of hierarchical clustering is UPGMA (U nweighted Pair Group Method using arithmetic Averages) [8] which will be tested in this paper as a unit clustering method. While hierarchical clustering is more versatile K-Means has better performance with large data sets [6] . We will test the performance of UPGMA and K-Means to see how they apply to unit clustering in StarCraft.
III. JARCRAFT
JarCraft is an open-source StarCraft combat simulator we have implemented in Java. The project is a faithful translation of the original C++ project called SparCraft which is written and managed by Churchill [3] [4] but has some minor imple mentation differences such as the choice of data structures. SparCraft can be imported into existing StarCraft AIs using the BWAPI, a programming interface to StarCraft BroodWar [9] , and thus be used by various search algorithms to improve the action selection in combats. By using JNIBWAPI, a JNI interface to BW API [10], this is also possible to do with an AI written in JAVA using JarCraft.
The motivation for creating JarCraft was to have a StarCraft combat simulator for the Java environment. Our intention is to keep the code-base close to SparCraft to enable students and researchers to choose freely between these tools depending on their programming language preferences.
Similar to SparCraft, in JarCraft it is possible to setup test scenarios and observe the behaviors of different algorithms with a graphical interface which includes statistics for the current state of the game.
Certain game features are not implemented in JarCraft or are simplified to enable the simulator to perform efficiently. JarCraft does not include fog-of-war, highlands, unit collisions and some special abilities. Additionally, units can only move in four directions while StarCraft supports diagonal moves as well.
Experiments performed for this paper are comparing algo rithms in combats scenarios in JarCraft and not in the actual StarCraft game.
IV. ApPROACH
This section fist introduces how state evaluation can be done in StarCraft. Then a script-based UCTCD is introduced, the motivation for implementing it and how it is applied to StarCraft. Then the same for a cluster-based UCTCD with explanations of how unit clustering can be done.
A. State Evaluation
A combat in StarCraft can be won, lost and can technically also end in a draw. A won combat does however not auto matically lead to winning the game and it is thus important to end the combat with the least amount of casualties while the opponent player has taken the highest amount of casualties. Additionally, each player especially want to avoid casualties on their most powerful units.
For a state s with a set of units per player VI and V2 the LTD2 value [3] is:
where hp( u) is the health points of u and dp f (u) is the damage per second of u . Notice, that due to the square root of hp( u) it is best to have many units with low health points instead of few units with a lot of health points as many units can deal more damage.
B. Script-based VCTCD
Group nodes can be used in UCT algorithms for games with high branching factors and has shown to be successful in Go [11] . A group node represents a group of similar moves and thus decreases the branching factor. The branching factor in real-time multi-agent environments, such as in StarCraft, can however be much larger than in Go because of the many possible combinations of actions. Instead of searching for vectors of actions we have altered the UCTCD to search for vectors of scripts similar to the Portfolio Greedy Search. Each script is then used to generate the action of the unit it is pointing to. The idea of assigning scripts to units comes from the Port folio Greedy Search and how the original UCTCD in a very limited fashion in the move ordering uses the advantages of scripts. Move ordering can also be applied to our script-based UCTCD by first generating script vectors only containing one type of script for each unit followed by random combinations of scripts. E.g. if we are to generate four moves with the script-based UCTCD for five units using the scripts {NOK AV, Kiter} and the move ordering explained it could result in the following: 1) {NOK-AV, NOK-AV, NOK-AV, NOK-AV, NOK-AV } 2) {Kiter, Kiter, Kiter, Kiter, Kiter} 3) {NOK-AV, Kiter, NOK-AV, NOK-AV, Kiter} 4) {Kiter, Kiter, Kiter, NOK-AV, NOK-AV } The script-based UCTCD differs quite a lot from the origi nal UCTCD as it exclusively searches for sequences of scripts while the UCTCD searches for sequences of actions and only incorporates scripts briefly in the move ordering. The script based UCTCD can significantly reduce the branching factor. If a player has 10 controllable units in a frame and the script based UCTCD uses n scripts the number of possible moves is n 10 compared to the branching factor of UCTCD which is 810 if only movement actions are considered.
C. Cluster-based UCTCD
The script-based UCTCD can be extended further, inspired by Balla and Fern [5] , by using unit clustering with the goal of reducing the branching factor further and to search for moves where units close to each other act in a related manner. The cluster-based UCTCD assigns a script to each cluster which will collectively act using the assigned script. The enemy units can also be clustered when they are assigned moves in the search, but we experienced the best results by considering the enemy units as one big cluster which will be assigned one script collectively.
Clustering all units of a player can however result in more clusters than the number of ready units. This is a problem as using clustering then increases the branching factor. To guarantee that this does not happen it is necessary to apply clustering only for ready units. Unit clustering must also be computationally efficient as a high computation time for clustering will leave less time for searching.
One strategy that might help to make clustering more efficient is to ensure that clusters do not contain units of different types, e.g. clusters will not contain both Protoss Zealots and Protoss Dragoons. As different types of units play different roles in combats this may also result in better moves by the UCTCD. K-Means and UPGMA can meet this requirement by adding a high value to the distance between two units if they are of different types.
Another issue is to determine the number of clusters. K Means requires a predetermined number of clusters while the tree produced by UPGMA can be analyzed further to determine how many splits to perform. We have implemented an extension to K-Means we call Dynamic K-Means that dynamically finds the number of clusters based on a maximum allowed distance within each cluster mean (see Algorithm 1). Dynamic K-Means first splits units by type and then recursively splits each group in two using K-Means until the maximum distance to the mean is less or equal to a specified distance d. 
A. Test scenarios
One test scenario was created in JarCraft to test the algo rithms against each other. The scenario takes one parameter n determining the number of units on each side. Each player in the scenario controls � Protoss Zealots (close combat unit) and � Protoss Dragoons (ranged combat unit). The units are first lined up by type and then scattered randomly to make a more realistic setup. Algorithms were tested in this scenario with n= 4,8,16,32 ,48,64,80,96,112 ,12 8,144 .
B. Configurations and setup
All experiments were performed on an Intel(R) Core(TM) i7-3517U CPU @ 1.90GHz running Windows 8.1 with 8 GB of DDR3 1600MHz RAM available. All implemented algorithms are single threaded.
• Configurations for all UCT algorithms An implementation of a simple controller which randomly assigns the NOK-AV script or the Kiter script to units was implemented as a baseline controller to compare against the script-based UCTCD and cluster-based UCTCD.
VI. RESULTS
In this section we present the results of our experiments. First the performance of the presented clustering methods are tested under the real-time constraints of StarCraft. Next the sequence lengths of the different algorithms are investigated and finally each of the algorithms are tested against each other in the described test scenario. 
A. Clustering performance
The running times for UPGMA, K-Means and Dynamic K Means were tested in the test scenario (see Figure 5 ). UPGMA and K-Means was set to find 8 clusters which only affects the running time of K-Means. When analyzing the running times it has to be compared to the time budget available in each frame which is 41. 6 ms. (24 frames per second). While the running time for UPGMA is increasing drastically when the number of units gets higher it is still reasonably fast for the usual army sizes in StarCraft. For army sizes of around 140 UPGMA begins to be unsuitable for time requirements of StarCraft as it will leave too little time for the search. As we are interested in a scalable solution UPGMA was not tested with our cluster-based UCTCDs.
K-Means is however much better at handling large armies and is able to cluster hundreds of units within few TA BL E I: Shows move lengths I for script-and cluster-based UCTCDs during a complete game against NOK-AV with n units with the standard deviation. CB is short for Cluster based.
milliseconds. Dynamic K-Means is a little slower than K-Means but the difference is insignificant.
The move length I is the number of units or clusters which the search algorithm needs to assign actions or scripts to. Table I shows that the cluster-based UCTCD significantly reduces the average I if only ready units are clustered but is increased if all units are clustered. Furthermore, the high standard deviation for the script-based UCTCD indicates that the number of ready units in some frames is very high which increases the branching factor in the search at these frames. As both the script-based and cluster-based UCTCDs have only used two scripts the branching factor can be calculated to be [2.
B. Comparison with NOK-AV
The UCTCD algorithm was able to win 100% of the games in all combat sizes against the NOK-AV script (see Figure  6 ). This was also the case in the results by Churchill and Buro [3] . The script-based and cluster based UCTCDs were however not as strong in the very small combats where they lost a few games. In games where n � 32 all the algorithms won 100% of the games. The RandomScript was also tested but only won 5.2% of the games against NOK-AV and was not tested further.
C. Comparison with UCTCD
The script-and cluster-based UCTCDs were compared against the original UCTCD and won 100% of the games where n � 32 (see Figure 7) . The UCTCD however showed to be the best algorithm in very small combats of only 4 units. It is also noticeable that the cluster-based UCTCDs have more issues than the script-based UCTCD in small combats. 
D. Cluster-based UCTCD vs. script-based UCTCD
The cluster-based UCTCDs were compared against the script-based UCTCD to investigate the effect of using unit clustering (see Figure 8 and 9) . The results do not show a clear winner overall but the script-based UCTCD wins more games where n � 16 and the cluster-based UCTCD wins more games where n � 64. It is also noticable that the cluster-based UCTCD that clusters all units wins more than the cluster-based UCTCD that clusters ready units only. 
VII. DISCUSSION AND FUTURE WORK
JarCraft was used as a test bed for the implemented algo rithms and was able to run and visualize abstract StarCraft combats with hundreds of units per side. Additionally, it was able to be used in rollouts for the UCTCD implementations. It still requires further work and our intention is to keep working on JarCraft to make this research area more accessible. The source code can be accessed at [12] .
The UCTCD algorithm by Churchill and Buro [3] was implemented in JarCraft and was able to beat the NOK-AV script in 100% of the tested scenarios. The implementation is identical to the original C++ implementation [4] besides that we needed to change the final move selection. The original configuration is to select the move of the most visited node [3] . We tried this but when the number of iterations is below 20 all children nodes from the root will have a visit count of 1 and it will not be able to determine the best move. By selecting the node with the highest value the search also performs well with more than 100 units. As this change was made to all the VCTCDs including the script-and cluster-based extensions they are still compared fairly.
Our script-based VCTCD was able to beat the VCTCD in every combat with 32 units or more while the VCTCD was the best algorithm with four units. It makes sense that with a low amount of possible moves it is optimal to search these instead of using scripts. By using scripts some strategies are simply not considered but when the number of units gets higher the chance for VCTCD to generate good moves decreases. Churchill and Buro [3] showed with the Portfolio Greedy Search that using scripts instead of actions can be a good method for decreasing the size of the search space. Our results show that this method can be applied to the VCT algorithm with success as well. We believe this script-based approach, with the VCT algorithm and others, can be applied with success to other games with very large branching factors. It seems to be especially applicable in games with enormous numbers of possible actions but with a set of known strategies.
Our results show that K-Means easily can be used to cluster units within the time requirements of StarCraft. We also introduced an algorithm for splitting large clusters using K Means to dynamically determine the number of clusters in an army. The dynamic extension to K-Means did not have any significant effect on the clustering time. Additionally, we tested a popular hierarchical clustering method called UPGMA (Vnweighted Pair Group Method using arithmetic Averages) which also meets the time requirements of StarCraft as it can cluster up to 100 units in less than 2 ms. The clustering time does however rise drastically as the number of units increase and is not thus not scalable.
The cluster-based VCTCD does not perform well in small combats. We extended JarCraft to visualize the clustering dur ing games and we observed that with few units the clustering algorithm often puts all units in one cluster which makes it hard to do clever maneuvering. The dynamic clustering method could possibly be improved to have a lower limit of number of clusters. The cluster-based VCTCD improves in larger combats and is able to beat the standard VCTCD in combats with 32 or more units. Our results show that VCTCD with unit clustering can be applied successfully to decrease the branching factor if only ready units are clustered. One key experiment we performed was testing the cluster-based VCTCD against the script-based VCTCD. It is clear that the script-based VCTCD is the best choice for small combats while the cluster-based VCTCD wins slightly more games in larger combats. In contrast to what we expected the cluster based VCTCD performed best by clustering all units instead of ready units only.
We believe clustering for VCT needs to be explored further and possibly for other, simpler domains to understand in more depth its impact on the search and how it can and should be configured to achieve the best results.
VIII. CONCLUSION
In this paper we have presented two extensions to the VCT Considering Durations (VCTCD) algorithms and applied them to unit control in StarCraft using the StarCraft combat simulator JarCraft (a Java translation of the original C++ package SparCraft). The first extension we have presented is script-based as it searches for sequences of scripts instead of unit actions. These scripts are then used to generate the actual unit actions. The second extension is cluster-based as it also searches for sequences of scripts but this time assigns them to clusters of units instead of individual units.
We showed how K-Means clustering can used to efficiently cluster a set of units and by itself determine the number of clusters in an army. Both the script-and cluster-based extensions were able to beat the standard VCTCD in 100% of the tested scenarios with 32 units or more. We believe that script-based VCT can be applied successfully to other games with massive branching factors as well. The cluster-based extension was tested against the script-based extension and won only 20-40% of the games in scenarios with fewer than 16 units while the cluster-based extension is better in combats of 64 or more units. We suggest that further investigation of the behavior of cluster-based VCT is needed to understand its impact on the search.
