Recently, deep convolutional networks have demonstrated their capability of improving the discriminative power compared with other machine learning method, but its feature learning mechanism is not very clear. In this paper, we present a cascaded linear convolutional network, based on independent component analysis (ICA) filters, named ICANet. ICANet consists of three parts: a convolutional layer, a binary hash, and a block histogram. It has the following advantages over other methods: (1) the network structure is simple and computationally efficient, (2) the ICA filter is trained with an unsupervised algorithm using unlabeled samples, which is practical, and (3) compared to deep learning models, each layer parameter in ICANet can be easily trained. Thus, ICANet can be used as a benchmark for the application of a deep learning framework for large-scale image classification. Finally, we test two public databases, AR and FERET, showing that ICANet performs well in facial recognition tasks.
Introduction
Convolutional neural networks is a well-known deep learning architecture that has been extensively applied to image recognition. A wide range of attention has been paid to the academe and industry [1] [2] [3] . The most important reason is that the deep convolution networks can automatically extract and learn hidden representations of data on a number of blocks consisting of convolutional layer, activation function layer, and max pooling layer. Therefore, how to choose properly parameters and configurations, including the filter sizes, the number of layers, and the pooling function, is a big challenge. AlexNet [1] outpaced LeNet [4] in the ImageNet Large Scale Visual Recognition Challenge in 2012. However, the network structure of AlexNet is growing deeper.
Despite the great successes of deep learning convolutional networks, researchers are not yet clear about its feature learning mechanism and optimal network configuration [5] . Bruna [5] proposed a scattering convolutional network (ScatNet) based on scattering theory, using a fixed filter. ScatNet showed better performance than ConvNet in hand-to-hand recognition and texture *Correspondence: eg_tian@163.com 3 School of Computer Science, Sichuan University, 610065 Chengdu, China Full list of author information is available at the end of the article discrimination, giving researchers a certain degree of depth for learning the "black box problem" for better understanding. Chan et al [6] proposed the principle component analysis (PCA) network (PCANet), a shallow and unsupervised learning-intensive deep learning network. PCANet [7] [8] [9] leverages the level of PCA convolution filtering to deal with the input image, two hashes, and a block histogram operation to produce the final eigenvector. Whereas PCANet's structure is very simple, it has achieved very good performance in most image classification tasks and is used in many fields. For example, Lei [10] obtained good face recognition by concatenating PCANet's first-and second-stage image codes into a higher-dimensional feature by arranging them in a stack. Zhou [11] implemented the PCANet framework with field programmable gate array hardware. Zheng [12] applied PCANet to age estimation tasks to implement an efficient age estimation system. Chan [6] proposed a PCANet based on deep learning for imaging classification, which include cascaded principal component analysis, binary hashing, and block-wise histograms. Chhatrala [13] used curvelet transform and PCANet to extract discriminative features from masked gait energy image. Prior to PCANet, binarized statistical image features (BSIF) used independent component analysis (ICA) filters to encode the input image in binary, whereas BSIF encoded the image without extending it to the network.
Based on the aforementioned problem, we propose a highly efficient cascaded linear convolutional network structure based on ICA filters, namely ICANet. There are three parts in the ICANet. (1) The linearly cascaded concludes two-layer networks, and the convolution layer is the most important part. The unsupervised learning, ICA algorithm, is used to obtain the convolution filter in each layer. The feature map outputting by the first layer is trained in the second layer. (2) In the second phase of the convolution layer, the binary image coding on the mapping image is processing by the binary hash. At the same time, the number of coding binary image is computed in the first phase filter. (3) The overlapping block is used to encode the binary image into a feature image for block histogram. Each pixel block statistical histogram is expressed by the block method and all histograms are employed to represent a high-dimensional feature.
The main contributions of this paper are as follows.
1 We presents a concatenated linear convolution network for facial recognition based on an ICA filter, ICANet. It has only two network layers. This is the big difference with the deep learning method. So ICANet can be calculated faster. At the same time, unsupervised learning is applied to get the ICA filter. Therefore, ICANet is easily used and does not require annotated training samples 2 In the feature output stage of ICANet, the overlapping block histogram operations is employed to decrease the information loss 3 Our ICANet-based face recognition system adopts unsupervised learning in the feature extraction and feature classification stages. Thus, the system does not need labeled training samples and is easily used 4 ICANet has better recognition performance than PCANet in both AR and FERET databases, which can be easy to solve facial expression changes, age changes, occlusions, and light changes. In addition, our method achieves the best results in all four subsets of FERET database comparing with the previous research.
The main differences between this paper and the conference version in the 14th International Computer Conference on Wavelet Active Media Technology and Information Processing (the 14th ICCWAMTIP) [14] are as follows: Firstly, our ICANet-based face recognition system adopts unsupervised learning in the feature extraction and feature classification stages in Section 2. Secondly, we tested the influence of block histogram size on ICANet in Section 3.2. Also, we presented a concrete application of the algorithm in AR database in Section 3.3. Finally, we provided a thorough experiment comparison of the proposed method in FERET database in Section 3.4.
The rest of this paper is organized as follows. Section 2 gives an overview of methods. There are three parts in the ICANet, convolutional layer, binary hash, and block histogram. Then, in Section 3, we present the results from our experiments and compare methods. Finally, the Section 4 concludes the paper.
Proposed method
ICANet uses a shallow depth-of-learning network and the network structure shown in Fig. 1 . The framework is comprised of three parts: (1) Two-stage convolutional layers: the linearly cascaded concludes two-layer networks, and the convolution layer is the most important part. The unsupervised learning, ICA algorithm, is used to obtain the convolution filter in each layer. The feature map outputting by the first layer is trained in the second layer. (2) Binary hash: In the second phase of the convolution layer, the binary image coding on the mapping image is processing by the binary hash. At the same time, the number of coding binary image is computed in the first phase filter. (3) Overlapped block histogram: The overlapping block is used to encode the binary image into a feature image for block histogram. Each pixel block statistical histogram is expressed by the block method, and all histograms are employed to represent a high-dimensional feature. The convolutional layer of ICANet has two stages, cascaded and linear, so ICANet is a two-layer deep learning network.
Convolution layer
The convolution layer has two stages. The input training images are given as N, {I i } N i−1 . The size of I i is m×n for each face image, and PCANet is assumed to have a filter size of k 1 ×k 2 at any phase of the convolutional layer. The ICA algorithm is used to obtain the ICA filter by unsupervised learning in the training sample. So, the two stages of convolution layer are introduced in the following.
The first stage: The block size of image is calculated k 1 ×k 2 centered on each pixel in the face image, then the number of image blocks available in image
Giving that all image blocks of the face image I i are vectorized, and matrix X i is sorted, X i after each vector is averaged as X i . The human face images result of N input can be obtained in the following training matrix, X:
The corresponding covariance matrix is The dimensionality of PCA decreased, and the eigenvector corresponding to n maximum eigenvalues, V, can be obtained as:
where D is the eigenvalue of the covariance matrix, C, and (·) 1:L 1 means the first L 1 maximum eigenvalues. To apply the ICA algorithm to estimate the independent component, we split the ICA filter matrix, W, into two parts, as follows.
where Z = VX, and the orthogonal matrix, U, can be estimated by the FastICA algorithm. Finally, after obtaining V and U, the first-stage of ICA filter is calculated by the formula, 5,
The second stage: Suppose the output of the first lth filter defined
where * represents the two-dimensional convolution operation. For each pixel, we get the size of the output image T l i as k 1 ×k 2 image blocks. Then, these image blocks are vectorized and averaged to form a matrix, as follows.
Here, Y represents all blocks of output images in the first phase after combining the mean of the matrix, Y i for the i output image. All image blocks are composed of demagnified matrices. The rest of the operation is like that of the first stage. Thus, we get the second-stage filter set, W 2 l . The ICANet filter image is shown in Fig. 2. 
Binary hash
In the first stage of the ICANet convolutional layer, the input image,
is the output matrix. Then, the binary coded image is generated by the following equation.
According to expression 8, each pixel is an integer and the value range is 0, 2 L 2 −1 . Here, the H(·) function means that the positive binary number is 1 otherwise is 0.
Block histogram
For each binary image, T l i , l = 1, 2, . . . , L 1 , the block method is used for each histogram statistic. Then, all the histogram series are used to represent the final feature. Therefore, the input image, I i , can be expressed as follows.
. (9) We have two options for leveraging non-overlapping and overlapping block methods. For this study, we use an overlapping block histogram.
From the perspective of the entire ICANet framework, there are three main parameters: filter size, k 1 and k 2 ; length of the two-stage filter sets, L 1 and L 2 ; and the points of the block histogram-stage block size.
Experiments and results

Parameter setting
In this section, the parameters are set using FERET datasets to generate ICA filters. There are 1196 pictures in the gallery subset whihh are used for unsupervised learning. There are two parameters in the convolution layer, the filter size and the number of filters. In block histogram, how it is blocked and the block size in the histogram should be decided. Furthermore, the detail parameters are shown in Table 1 .
Performance analysis
This section discusses the effect of different parameters in the dup2 dataset of the FERET database on the ICANet algorithm. The main experiment follows 
Experiment 1
The performance of the size of the filter on ICANet was evaluated. The filter sizes were the same as those in both phases and the value of filter size from 3∼17; other parameters were set in table 1. The results is indicated in Fig. 3 . The horizontal axis gives the filter size (from 3 to 17), and the vertical axis shows the recognition performance in the range of (0,1].
Results and discussion: From the Fig. 3 , we can obtain the following conclusions:
• The recognition performance increase sharply at the very beginning because the filter can get more high-frequency variations of the information in the image. As increasing the filter size, the recognition performance tends to decrease. It can be see that 11 is the best value for the filter size.
• The filter size is an very significant element for ICANet's recognition performance. When the filter size is smaller, there are more high-frequency variations of the texture information in the image. But, when the filter size is bigger, the image could have better performance with low-frequency information and the blur effect was removed further.
Experiment 2
In this section, the number of filters on ICANet was evaluated. There are eight filters in the second phase of the convolutional layer, which is the same as that in [6] . The number of filters in the first phase was gradually increased from 4∼14, and all other parameters were set by default (see Table 1 ). The result is shown in Fig. 4 . The horizontal Fig. 3 Effect of filter size on ICANet: Assuming that the filter sizes for both phases of the convolutional layer were equal, the size range gradually increased from 3∼17. The results showed that ICANet had the best performance of the facial recognition systems when the filter size was 11 Results and discussion: From the Fig. 4 , we observed the following:
• It also showed notable improvement of the recognition performance when the number of filters increased from 4 to 8 in the first phase. As training continues, the performance was slightly jittery. The performance of face recognition achieve the highest point when the number of filters was 8.
• The number of filters is an important factor for the recognition performance in the convolutional layer on ICANet, because there are more binary images encoded and the amount of information increased when the number of filters in the first stage gradually increased. However, when the number is bigger than 8, redundant information will be increased. Therefore, the face recognition system is a slightly fluctuated.
Experiment 3
This experiment tested the influence of the block histogram size on ICANet. For the sake of simplicity, the block length and width were assumed to be equal. The block size histograms' block size of 8 was increased to 20 to observe the recognition performance of face recognition system changes. All other parameters used the default settings, see Table 1 .
Results and discussion: From Fig. 5 , we can draw the following conclusions.
• When the block gradually increased, the recognition performance was slowly characterized. When the block size was 16×16, the recognition performance was the highest. Then, it decreased, whereas the block size increased.
• Histogram block size had an impact on ICANet, where block histograms overlapped slightly to improve recognition performance.
AR database
The AR database [15] contains 126 people, about 4000 images. It has face features that include expressions, lighting changes, occlusions, and lighting factors. We selected ICANet for testing a subset of AR. A total of 50 males and 50 females were selected, each having a total of 13 images. For each person, we chose an image with natural expression and no light effects as a gallery, and the other images were divided into four groups (i.e., emoticons, lights, occlusions, and lights + occluders) as test images. All images were pre-aligned and normalized to 64×64 size, as shown in Fig. 6 .
Results and discussion: From the Table 2 , we draw the following conclusions.
• Compared with LBP, P-LBP, and PCANet, ICANet showed the best performance with the AR database, see Table 2 Fig. 5 Impact of the histogram block size on ICANet: Assuming that the length and width of the chunks were equal in the ICANet block histogram stage, and both used overlapping and non-overlapping methods, the block size gradually increased from 8∼20. The experimental results show that the histogram block size had an impact on ICANet, and the face recognition system had the highest performance when the block size was 16×16 • ICANet had better recognition performance under the controllable conditions of light, expression, cover, and light + obstruction.
FERET database
In the 1990s, the FERET face recognition technology project was established jointly by the U.S. Advanced Research Projects Agency and the US Army Research Laboratory. The project created the FERET standard face test database [16] . At present, the standard of the face database and algorithm criteria established in the FERET project are the standard for nascent facial recognition methods. The FERET database protocol includes 14,051 grayscale images representing 1199 individuals. The images consist of variations in facial expression, lighting, pose angle, etc. These facial images can be split into five subsets: fa, fb, fc, dup1, and dup2. The images of fa are all natural emotions, generally used as a target set to evaluate the testing algorithm. fa includes 1196 people in 1196 images. fb contains expressions of 1195 changing images. fc represents different light conditions, including 194 images. dup1 contains age variations of corresponding faces, each face with a time range of 0 to 1031 days, containing 722 images. The subset dup2 is a responding set of age changes, with a range of at least six months; it is also a subset of dup1, containing 234 images. Each image is key-point aligned and cropped to a size of 128×128.
Results and discussion:
The experimental results are shown in Table 3 . After comparing them to many current algorithms, we reach the following conclusions.
• In general, the recognition performance of ICANet was better than other algorithms; • ICANet had the best performance on the dup1 subset with a 96.26% recognition performance; The ICANet recognition performance in all four subsets reached the level of the current algorithm, with the best recognition performance achieved in dup1
• ICANet recognition performance was slightly impaired, because PCANets filtering was only capable of handling second-order information (i.e., correlation). The ICA filter processed data independence, better reflecting the high-level information.
Conclusion
In this paper, we presented a concatenated linear convolutional network to the facial recognition based on an ICA filter. ICANet consists of three parts: a two-stage convolutional layer, a binary hash, and block histogram processes. Comparing to the multi-layered deep learning model, ICANet has better efficiency, because it has only two layers in network structure. Additionally, the convolution kernel in ICANet only needs to be trained offline with a few unsupervised ICA algorithms and a few untrained samples. Therefore, the ICANet model had a short development cycle and can be used easily. Finally, experiments were carried out on AR and FERET databases. The experiments demonstrated that ICANet has better robustness with regard to facial recognition tasks, light changes, changes of facial expressions, age change, occlusion problems, etc.
