A novel multiclassifier system (MCS) strategy is proposed and applied to a text-dependent speaker verification task. The presented scheme optimizes the linear combination of classifiers on an on-line basis. In contrast to ordinary MCS approaches, neither a priori distributions nor pre-tuned parameters are required. The idea is to improve the most accurate classifier by making use of the incremental information provided by the second classifier. The on-line multiclassifier optimization approach is applicable to any pattern recognition problem. The proposed method needs neither a priori distributions nor pre-estimated weights, and does not make use of any consideration about training/testing matching conditions. Results with Yoho database show that the presented approach can lead to reductions in equal error rate as high as 28%, when compared with the most accurate classifier, and 11% against a standard method for the optimization of linear combination of classifiers.
I. Introduction
In pattern recognition, the problem of using multiclassifier systems (MCS) has been addressed in several fields [1] . The motivation behind MCS is the fact that the response to the same input signal is classifier dependent, so the error of a given classifier could be corrected by the whole system. From pattern recognition theory, the most straightforward formal strategy to fuse classifiers ( Fig. 1 ) is certainly the Bayes classification theory [1] , [2] : is the score of classifier j; J is the total number of classifiers; C m denotes the m-th class; and M is the total number of classes; and D(X) is the final decision or classification that corresponds to input X. As can be seen in Fig. 1 , the classifier outputs can be combined at abstract level or score level. In the former case, the individual classifier decisions, CL ( ) j d X , are combined; in the latter case, the scores of individual classifiers, CL ( ) j S X , are merged.
Theoretically, the classification error is optimally minimized by (1) . However, the [ ] Pr ( ) | m S X C of the a priori multivariable probability density function (PDF) may require an unmanageable amount of training data to be reliably estimated [1] . As a consequence, the problem is
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The classical techniques to simplify the Bayesian fusion [1] , [3] , [4] are product rule, sum rule, max rule, min rule, mean rule, and majority vote rule. However, it is also necessary to estimate a distribution for each individual classifier, and the training/testing mismatch problem remains. Mismatch between training and testing conditions is one of the most severe problems in pattern recognition. It can dramatically degrade the accuracy of the whole classifier system.
In order to counteract some of the limitations presented by Bayes-based fusion techniques, methods based on maximum entropy and mutual information theory have been proposed elsewhere to combine several sources of information [5] - [7] . Entropy and mutual information have been used to combine classifiers in ordinary multiclassifier fusion [7] , [8] , multimodal classifiers [9] , [10] , and multisensor systems [11] , [12] , among others. Maximum entropy is a versatile modeling criterion that allows straightforward integration of constraints such as correlation between classifiers and reliability of experts [7] . The motivation behind the use of information theory is to take into consideration the uncertainty of each information source and then, to improve the accuracy of the a priori conditional distribution estimation. Some examples of the applicability of information theory to pattern recognition problems are entropy [5] , [7] , [13] , [14] , mutual information [15] , [16] , and conditional entropy [6] . However, all those methods usually assume matching conditions between training and testing data with variable requirements for the estimation database size.
Moreover, the maximization of entropy is not a suitable criterion to optimize the linear combination of classifiers. The classifier score with the highest variance will tend to provide the maximum entropy. Also, conditional entropy and mutual information require the evaluation of multivariable distributions, which in turn worsen the requirements associated with training-testing matching condition and estimation . database size.
In speaker verification (SV), neural networks [17] - [19] , linear combination [20] - [22] , and binary methods [23] are the most popular approaches to tackle the problem of optimizing the use of multiple classifiers. In [24] , Bayes-based confidence measure is proposed as a framework for multiclassifier fusion.
In summary, in classical MCS schemes ( Fig. 1) , the fusion parameters are optimized a priori by employing a training data set as shown in Fig. 2(a) . As a consequence, the optimized MCS is vulnerable to mismatching between training/testing conditions. In contrast, the method proposed here optimizes the fusion parameters on an on-line basis by making use of testing data only (Fig. 2(b) ).
In this paper, the mutual information criterion is applied to address the problem of on-line optimization of multiclassifier fusion in text-dependent (TD) SV with limited testing data, that is, utterances shorter than 3 or 5 seconds. The proposed method attempts to improve the most accurate classifier by making use of the incremental information provided by the second classifier. The addressed MCS scheme is the weighted linear combination (also known as the sum rule) of classifier scores. The term on-line denotes that the classifier combination optimization takes place in the verification or testing procedure, no training-testing matching condition is required, and, no a priori distributions are employed. The restriction of limited testing data is especially suitable for TD-SV, which in turn provides more interesting potential applications from the commercial point of view than textindependent SV (TI-SV). However, the proposed approach is also applicable to any pattern recognition problem and is promising from the practical and theoretical points of view. Finally, the presented method leads to highly significant reductions in equal error rate (EER) when compared with the most accurate classifier and with a standard classification fusion method that requires a training-testing matching condition.
II. Linear Combination of Classifiers and Mutual Information
Linear combination, usually denominated as weighted sum rule, is one of the most common strategies of metrics combination [25] and is a simplification of the Bayesian fusion [1] . In this paper, the optimization of the weighted linear combination scheme with two classifiers, CL 1 and CL 2 , is addressed. Given an input utterance X composed of I frames, { } 1 2 , , , , ,
, there are two sets of output scores,
1 , , , , 
where 0 ≤ α i ≤ 1 is a weighting or scaling factor that defines the linear combination. As a result, ˆi P is a function of α i ,
(1) i P and (2) .
i P Then, the linear combination of classifier scores associated to X is evaluated as ( )
where { } SV is a two class problem [25] where the final decision, D(X), takes place according to ˆ( ) claimed identity is accepted, ( )ˆ( ) claimed identity is rejected,
where Th is a decision threshold. Observe that the estimation of (2) that minimizes the error rate could be seen as an information source fusion problem. It is worth highlighting that linear combination is probably the most straightforward procedure to combine metrics or scores in a pattern recognition problem.
Information theory, particularly the maximization of entropy, is a popular approach that is employed in several problems [5] - [7] , [13] , [14] . As mentioned, the estimation of
, 1≤ i ≤ I, according to the maximization of entropy of P in (2), is not applicable. For instance, if the distributions of P (1) and P (2) are considered Gaussians, the entropy of P (1) and P (2) is proportional to the natural logarithm of their variances [26] . Consequently, it can easily be shown that the entropy of P is monotonically decreasing or increasing between the entropies of P (1) and P (2) . Mutual information and conditional entropy [5] , [6] , [15] , [16] , could be interesting candidates to optimize the linear combination in (2) by taking into consideration the incremental information of P with respect to P (1) . In this case, mutual information is defined as [27] (1)
(
and conditional entropy corresponds to
According to (5) and (6), mutual information and conditional entropy require the estimation of cross entropy (1)( , ) H P P , which in turn requires evaluation of the joint probability distribution (PDF)
(1)P r( , ) P P . As a result, the optimization of (1)( , ) I P P and (1)( | ) H P P should be highly dependent on the size of available data and can hardly be employed on an on-line basis with limited data.
Consider that classifier CL 1 provides a lower error rate than CL 2 . The optimization of the linear combination of classifiers proposed in this paper attempts to improve the performance of the most accurate classifier (CL 1 ) with the information provided by the least accurate expert, CL 2 . Accordingly, the distribution of ˆ( ) P A in (3) could be interpreted as the distribution of P (1) modified by using the information of the second classifier, CL 2 . The proposed multiclassifier method optimizes the mutual information between the score of the most accurate classifier, P (1) , and the distribution of ˆ( ) P A in (3). It is worth emphasizing that the optimization of the mutual information between P (1) and P (2) criterion would require the estimation of joint distributions of P (1) and P (2) , which in turn requires a significant amount of data. In contrast, as shown in section I, the presented scheme makes use of the distribution of ˆ( ) P A whose estimation can easily be achieved on an utteranceby-utterance basis. Figure 3 shows the histograms of classifier scores within two verification utterances. On average, each utterance provides 300 frames. The scores are computed on a frame-by-frame basis. According to Fig. 3 , the distribution of classifier scores within a given utterance could be modeled as a Gaussian PDF. Consider that
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If α is made equal to a constant within a given utterance, that is, i α α = , where 1 i I ≤ ≤ , the mean and variance of ˆi P corresponds to
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As can be seen in (7) and (8),
of A, which in turn is optimized to improve the discrimination ability of the linear combination of classifiers when compared with the most accurate classifier. As an example, Fig. 4 shows the distribution of the most accurate classifier score, P
, and the distribution of the score resulted from the linear combination, ˆ( ) P A , when optimized with respect to A. As is suggested in Fig. 4 , the problem of optimizing the linear combination of experts can be interpreted as correcting the most accurate classifier score distribution in order to improve the classification accuracy.
Optimization of Linear Combination of Classifiers Based on Mutual Information
As mentioned above, this paper proposes the optimization of linear combination of classifiers by making use of the mutual information between P (1) and
information [27] between P (1) and
Maximizing the additional information provided by 
( ) , ,
, , , , ,
| .
⎦ As a consequence, the optimal A, A optimal , that defines the linear combination of classifiers according to (3) could be estimated as
(1)â rg min ; |ˆ arg min | | .
As can be seen in (12),
and minimizing ( ) { }
(1);
As a result, A optimal can be computed by estimating the partial derivative of
⎦ with respect to A and then equating to zero:
where
,P r | ln Pr | .
⎦ is estimated by evaluating (15) is evaluated previously with (9) and (10). Ordinary methods of multiclassifier combination such as the Bayesian fusion and neural networks require training data to estimate a priori distributions and weights. As a result, those fusion techniques implicitly require matching conditions between training and testing. As is very well known, most real problems in the field of pattern recognition hardly comply with those training-testing matching condition requirements, which in turn degrades the performance of the multiclassifier system. The on-line classifier fusion method proposed here optimizes the combination of experts without the use of a priori distributions or pre-estimated weights. When applied to the SV problem the optimization of the multiclassifier system takes place on an utterance-by-utterance basis. As mentioned above, the on-line optimization of A in (3) is achieved by maximizing
by means of (12) . In this paper, three procedures to estimate A optimal were evaluated, frame independent optimization; frame-dependent optimization; and average frame dependent optimization.
Estimation of A optimal as a Constant within the Whole Utterance
If α is made equal to a constant within a given utterance, that is, i α α = and1 , i I ≤ ≤ the mean and variance of
as functions of α can be estimated according to (9) and (10) . Then,
{ }
optimal optimal i A α α = = , with 1 i I ≤ ≤ , according to (3), can be estimated by means of (14) , which leads to solving the following equation: r | ln Pr | .
The estimation of optimal α by applying (16) does not lead to an analytical solution, and a numerical estimation for solving (16) is adopted:
Step Step 2: Estimate ( )
⎦ with (9) and (10), where j α is computed as described in the previous step.
Step 3: Obtain
where j α is defined in step 1.
Step 4: optimal α is estimated by using a polynomial approximation [28] .
Step 5: Finally, scoreP is computed as
optimal optimal optimal 1 1 1
Frame-by-Frame Based Estimation of A optimal
An optimal α i on each frame i could be defined according to the following maximization:
Observe that
is the term within the summation in (17) . The optimization in (19) can be achieved as follows:
Step 1: Estimate N samples of α, , Step 2: Estimate ( )
Step 3: At each frame i, obtain
Step 4: At each frame i, estimate optimal ( ) i α by making use of the same polynomial approximation based method mentioned in subsection III.1.
optimal optimal optimal 1 1 1 . 
(1) (2) optimal optimal optimal 1 1 1 .
IV. Experiments
This paper presents results with Yoho database [29] . The Yoho Speaker Verification Corpus (Linguistic Data Consortium) supports development, training, and testing of speaker verification systems that use limited vocabulary and free-text input. The vocabulary is composed of two-digit numbers spoken continuously in sets of three (for example, "62-31-53" or "sixty-two thirty-one fifty-three"). The database is divided into "enrollment" and "verification" segments; each segment contains data from all 138 speakers (106 males and 32 females). There are four enrollment sessions per speaker and each session contains 24 utterances. Each verification segment contains 10 sessions, and each session contains four utterances per speaker. The proposed technique is compared with the method to optimize a linear combination of classifiers described in [20] , where the fusion weights are obtained a priori by logistic regression [30] . Two classifiers are evaluated: Viterbi based score (VBS) and support vector machine (SVM). The database was divided in three groups: Yoho_A, Yoho_B, and Yoho_C. Yoho_A database, composed of 80 speakers (65 males and 15 females), is used for testing. Yoho_B, composed of 17 speakers (12 males and 5 females), was employed to estimate the optimal weights of the linear combination of classifiers according to [20] . Finally, Yoho_C, composed of 41 speakers (29 males and 12 females), was used to train the speaker independent (SI) model required by the Viterbi based classifier according to [31] and the non-target class in the support vector classifier [32] , [33] .
Classifiers
The two standard SV techniques employed were VBS and SVM.
A. VBS Classifier
The input signal is processed with the forced-Viterbi algorithm in order to estimate the normalized log-likelihood log L(X) [31] :
where X is the observation sequence 
It is worth highlighting that λ SD is computed with the enrolling data pronounced by each client, and λ SI is estimated as explained above.
B. SVM Classifier
A support vector machine is a two-class classifier constructed with a sum of a kernel function k(⋅ ,⋅) [32] , [33] 
Experimental Setup
Enrolling and verification utterances are decomposed as a sequence of triphones. Thirty-three cepstral coefficients are computed per frame: the frame energy plus ten static coefficients and their first and second time derivatives. As mentioned above, there are 300 frames per utterance on average. In VBS, the HMMs are trained with the Viterbi algorithm. Each triphone is modeled with a three-state left-to-right HMM topology without skip-state transition, with one multivariate Gaussian density per state in speaker-dependent models, and eight multivariate Gaussian densities per state in the speakerindependent model. Both models employ diagonal covariance matrices. SVM is applied as follows: 100 and 4000 codewords for the client and non-target classes, respectively; a K-means algorithm is used to estimate the codebooks; and, a polynomial kernel is employed [31] . The baseline result is given by VBS that is more accurate than SVM, as shown in Table 1 . The lower accuracy of SVM should be due to the fact that SVM was not specifically proposed to address the problem of TD-SV. According to the method proposed here, the linear combination of classifiers defined in (3) is optimized on an utterance-by-utterance basis, with no a priori PDFs or pre-estimated parameters or weights, by using only Yoho_A data. As described in section III, three strategies for the on-line optimization of linear combination of Table 4 . Off-line optimization of the linear combination of classifiers VBS/SVM with LLR, logistic regression linear combination [20] . The fusion weights are estimated with Yoho_B and tested with Yoho_A.
Off-line optimization logistic regression linear combination EER Area below the DET curve VBS/SVM 0.63 2.14 classifiers are presented: frame independent optimization (FIO) according to (18) , frame dependent optimization (FDO) as defined in (20), and averaged frame dependent optimization (AFDO) as indicated in (22) . The polynomial approximation is implemented with the linear least square fitting method [34] . Results are show in Tables 2 to 4 V. Discussion Table 2 shows results with AFDO and VBS/SVM where (12) is optimized as described in subsection III.3. As can be seen in Table 2 , there is a wide range of values of N sample and polynomial order where AFDO and VBS/SVM give a significant improvement in EER when compared with the most accurate classifier (VBS). This result validates the optimization criterion and numerical approximation. When compared with VBS, N sample and polynomial order equal to 10 and 3, respectively, provide reductions in EER as high as 28%. Table 3 presents results with FIO, FDO, and AFDO to optimize the linear combination of classifiers VBS/SVM. According to Table 2 , FIO, FDO, and AFDO can lead to reductions in EER equal to 12%, 4%, and 28%, respectively, when compared with VBS (the most accurate classifier). The improvement in accuracy of the method presented in this paper can also be observed in Fig. 6 where the DET curves from VBS/SVM, when optimized according to AFDO (22) , and from VBS are compared. The same behavior is observed in Table 3 . When compared with VBS, VBS/SVM optimized with FIO, FDO, and AFDO leads to reductions in the area [20] , is presented in Table 4 . When compared with LLR, AFDO leads to reductions in EER equal to 11%. This result strongly validates the proposed approach. In contrast to ordinary multiclassifier fusion methods, the mutual information based method does not require any a priori distribution or pre-estimated weights. Consequently, the comparison scenario is the worst possible where the trainingtesting matching conditions are highly satisfied in the experiment reported here. As a result, the method described in this paper is especially promising to tackle the problem of multiclassifier fusion when the training-testing matching hypothesis loses accuracy.
Despite the fact that SVM gives a much higher EER than VBS, the former is able to improve the accuracy of the latter. This is a very interesting result. The EER achieved by VBS is comparable to the state-of-the-art EER found in the literature (0.5 -0.8) [35] - [39] . As a result, MCS becomes an interesting method to reduce the error rate of the most accurate classifier given a set of experts. Observe that to improve the accuracy of an optimized classifier is not a trivial task. In addition, MCS is a prominent subdiscipline in the field of pattern recognition [40] , although it is an incipient topic in speech processing.
VI. Conclusion
The problem of optimization of linear combination of classifiers using information theory is addressed and tested in a text-dependent speaker verification task. Linear combination is one of the most popular approximations for Bayesian classifier fusion in pattern recognition. A mutual information criterion is proposed to optimize the classifier fusion on an utterance-byutterance basis. The method does not require a priori distributions or pre-estimated weights with training data. As a consequence, the proposed technique is able to capture the dependence of the classifiers on the input signal. This is especially promising to address the problem of multiclassifier fusion when the training-testing matching hypothesis is not valid. The idea is to improve the most accurate classifier by taking into account the additional information provided by the second classifier. The results presented here show that the online optimization of linear combination of classifiers can lead to reductions in EER as high as 28% and 11% when compared, respectively, with the most accurate classifier and with the combination according to [20] . The comparison scenario is the worst possible for the presented scheme due to the fact that the training-testing matched conditions adopted in the experiments are highly satisfied. It is worth highlighting that the proposed on-line multiclassifier optimization approach is applicable to any pattern recognition problem. The presented method does not make use of any consideration about training-testing environments and leads to highly significant reductions in EER. Finally, to evaluate the proposed approach with mismatch between training-testing conditions, to apply the presented scheme to the combination of three or more classifiers and to other classification problems, and to improve the computational efficiency of the optimization procedure are proposed for future research. Transmission Laboratory where he is currently working on noise canceling and speaker adaptation techniques for speech recognition, and computer aided pronunciation training and second language learning. He is the co-author of six journal articles and first author of three conference papers. His research interests include robustness in automatic speech recognition and second language learning. Mr. Molina is a student member of the IEEE and the International Speech Communication Association.
