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a b s t r a c t
The Euler characteristic of Chow varieties of algebraic cycles of a given degree in complex
projective spaces was computed by Blaine Lawson and Stephen Yau by using holomorphic
symmetries of cycles spaces. In this paper we compute this in a direct and elementary way
and generalize this formula to the l-adic Euler–Poincaré characteristic for Chow varieties
over any algebraically closed field. Moreover, the Euler characteristic for Chow varieties
with certain group action is calculated. In particular, we calculate the Euler characteristic
of the space of right quaternionic cycles of a given dimension and degree in complex
projective spaces.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
LetPn be the complex projective space of dimension n and let Cp,d(Pn) be the space of effective algebraic p-cycles of degree
d on Pn. A fact proved by Chow and Van der Waerden is that Cp,d(Pn) carries the structure of a closed complex algebraic
variety [1]. Hence it carries the structure of a compact Hausdorff space. Denote by χ(Cp,d(Pn)) the Euler Characteristic of
Cp,d(Pn). This number was computed in terms of p, d and n by Blaine Lawson and Stephen Yau explicitly, i.e.,
Theorem 1.1 (Lawson–Yau, [11]).
χ(Cp,d(Pn)) =
vp,n+d−1
d

, where vp,n = (n+1p+1). (1)
This Eq. (1) is called the Lawson–Yau formula. The original method of calculation is an application of a fixed point
formula for a compact complex analytic space with a weakly holomorphic S1-action.
Equivalently, by the binomial series (1− t)−α =∞k=0(α+k−1k )tk, if we define
Qp,n(t) :=
∞
d=0
χ(Cp,d(Pn))td,
then the Lawson–Yau formula may be restated as
Qp,n(t) =

1
1− t
(n+1p+1)
, where χ(Cp,0(Pn)) := 1, (2)
by setting α = (n+1p+1).
A direct and elementary proof of the Lawson–Yau formula is given in Section 2 by using the technique ‘‘pulling of normal
cone" established in the book by Fulton [3], which was used by Lawson in proving his Complex Suspension Theorem [8].
As an application of this elementary method, we obtain an l-adic version of the Lawson–Yau formula:
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Theorem 1.2. Let Cp,d(Pn)K be the space of effective p-cycles of degree d in PnK . For all l prime to char(K), we have
χ(Cp,d(Pn)K , l) =
vp,n+d−1
d

, where vp,n = (n+1p+1), (3)
where χ(XK , l) denotes the l-adic Euler–Poincaré Characteristic of an algebraic variety XK over K .
The detailed explanation of notations in Theorem 1.2 as well as its proof is given in Section 3.
We apply our method to the space of algebraic cycles with certain finite group action G to obtain the Euler characteristic
of the G-invariant Chow varieties (see Theorem 4.5).
As an application, we obtain the Euler characteristic of the space of right quaternionic cycles of a given dimension and
degree in complex projective spaces (see Corollary 5.2).
2. An elementary proof of the Lawson–Yau formula
First we list a result we will use in our calculation. See [4], page 95.
Lemma 2.1. Let X be a complex algebraic variety (not necessarily smooth, compact, or irreducible) and let Y ⊂ X be a closed
algebraic set with complement U. Then χ(X) = χ(U)+ χ(Y ).
Now we give a brief review of Lawson’s construction of the suspension map and some of its properties. The reader is
referred to [8] for details. Fix a hyperplane Pn ⊂ Pn+1 and a point P = [0 : · · · : 0 : 1] ∈ Pn+1 − Pn. Let V ⊂ Pn be any
closed algebraic subset. The algebraic suspension of V with vertex P (i.e., cone over P) is the set
ΣPV :=

{l | l is a projective line through P and intersects V }.
Extending by linearity algebraic suspension gives a continuous homomorphism
ΣP : Cp,d(Pn)→ Cp+1,d(Pn+1) (4)
for any p ≥ 0.
Set
Tp+1,d(Pn+1) :=

c =

niVi ∈ Cp+1,d(Pn+1)| dim(Vi ∩ Pn) = p,∀i

and Bp+1,d(Pn+1) := Cp+1,d(Pn+1)− Tp+1,d(Pn+1).
The following proposition proved by Lawson in [8] is the key point in our calculation. An algebraic version was given by
Friedlander in [2].
Proposition 2.2. The subset Tp+1,d(Pn+1) ⊂ Tp+1,d(Pn+1) is Zariski open. Moreover, the image ΣP : Cp,d(Pn) → Cp+1,d(Pn+1)
is included in Tp+1,d(Pn+1) andΣP(Cp,d(Pn)) ⊂ Tp+1,d(Pn+1) is a strong deformation retract.
In particular, their Euler characteristics coincide, i.e., we have
χ(Cp,d(Pn)) = χ(Tp+1,d(Pn+1)). (5)
By Proposition 2.2, Bp+1,d(Pn+1) is a closed subset of Cp+1,d(Pn+1). From the definition,
Bp+1,d(Pn+1) =

c =

niVi ∈ Cp+1,d(Pn+1)|Vi ⊂ Pn, for some i

,
i.e., there is at least one irreducible component lying in the fixed hyperplane Pn.
Lemma 2.3. Bp+1,d(Pn+1) = ⨿di=1Bp+1,d(Pn+1)i , where⨿means disjoint union and
Bp+1,d(Pn+1)i =

c ∈ Bp+1,d(Pn+1)

c =

nkVk +

mjWj,
Vk ⊂ Pn,∀k,
dim

Wj ∩ Pn

= p,∀j
deg

nkVk

= i,
and deg

mjWj

= d− i.

.
For each i, Bp+1,d(Pn+1)i = Cp+1,i(Pn)× Tp+1,d−i(Pn+1).
Proof. Clear from the definition of Bp+1,d(Pn+1)i. 
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From Lemma 2.3, we have
χ(Bp+1,d(Pn+1)i) = χ(Cp+1,i(Pn)) · χ(Tp+1,d−i(Pn+1)).
Hence we get
χ(Bp+1,d(Pn+1)) =
d
i=1
χ(Bp+1,d(Pn+1)i)
(by inclusion–exclusion principle)
=
d
i=1
χ(Cp+1,i(Pn)) · χ(Tp+1,d−i(Pn+1))
=
d
i=1
χ(Cp+1,i(Pn)) · χ(Cp,d−i(Pn)),
(by Eq. (5))
Therefore we have the following result:
Proposition 2.4. For any integer p ≥ 0 and d ≥ 1, we have the following recursive formula
χ(Cp+1,d(Pn+1)) = χ(Cp,d(Pn))+
d
i=1
χ(Cp+1,i(Pn)) · χ(Cp,d−i(Pn)), (6)
where χ(Cq,0(PN)) = 1 for integers N ≥ q ≥ 0. In particular, when d = 1, Eq. (6) is just the combinatorial identity
(n+2p+2) = (n+1p+1)+ (n+1p+2).
To compute χ(Cp,d(Pn)), it is enough to identify the initial values.
Lemma 2.5. χ(C0,d(Pn)) = (n+dd ).
The equality is a special case of MacDonald formula [12].
Proof of Lemma 2.5. Now we give an independent proof for MacDonald formula in this special case. We can write
C0,d(Pn+1) = C0,d(Cn+1)

B0,d(Pn+1),
where C0,d(Cn+1) ⊂ C0,d(Pn+1) contains effective 0-cycles c of degree d such that no points in c lying in the fixed hyperplane
Pn and B0,d(Pn+1) is the complement of C0,d(Cn+1) in C0,d(Pn+1). It is easy to see that C0,d(Cn+1) is contractible. We can
write B0,d(Pn+1) = di=1 B0,d(Pn+1)i as in Lemma 2.3, where B0,d(Pn+1)i contains 0-cycles c of degree d on Pn+1 in which
there are exact i points (count multiplicities) lying in Pn, hence B0,d(Pn+1)i = C0,i(Pn) × C0,d−i(Cn+1). In particular,
χ(B0,d(Pn+1)) =di=1 χ(C0,i(Pn)).
Therefore, we have
χ(C0,d(Pn+1)) = 1+
d
i=1
χ(C0,i(Pn)).
The first formula in the lemma follows from this by induction. 
Eq. (6) together with Lemma 2.5 is equivalent to the following recursive functional equation with initial values
Qp+1,n+1(t) = Qp+1,n(t) · Qp,n(t),
Q0,m(t) =

1
1− t
m+1
.
(7)
Now from this, we get the Eq. (2) by induction on n and p and hence the Lawson–Yau formula (1). To see this, we have
Qp,n(t) = (1− t)vp,n , Qp−1,n(t) = (1− t)vp−1,n by the inductive hypothesis, where we recall that vp,n = (n+1p+1).
From Eq. (7), we have
Qp,n+1(t) = Qp,n(t) · Qp−1,n(t)
= (1− t)vp,n · (1− t)vp−1,n
= (1− t)vp,n+vp−1,n
= (1− t)vp,n+1 .
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Similarly, we have
Qp+1,n+1(t) = Qp+1,n(t) · Qp,n(t)
= (1− t)vp+1,n · (1− t)vp,n
= (1− t)vp+1,n+vp,n
= (1− t)vp+1,n+1 .
This completes the induction.
Example 2.6. For divisors of degree d in Pn, we have the formula χ(Cp,d(Pp+1)) = (p+d+1d ).
From Eq. (7), we have
Qp,p+1(t) = Qp,p(t) · Qp−1,p(t)
= 1
1− t · Qp−1,p(t)
since Cp,d(Pp) contains exactly one degree d cycle and soχ(Cp,d(Pp)) = 1, i.e,Qp,p(t) = 11−t . By the fact thatQ0,1(t) = ( 11−t )2
and induction on p, we get Qp,p+1(t) = ( 11−t )p+2. Hence χ(Cp,d(Pp+1)) = (p+d+1d ).
Alternatively, this formula follows directly from the fact that Cp,d(Pp+1) is the moduli space of hypersurfaces of degree d
in Pp+1 and hence it is a complex projective space of dimension (p+d+1d )−1. To see this, we choose a basis for themonomials
of degree d in p+2 variables and then associate a point in this projective space to the hypersurface whose defining equation
is given by the coordinates of that point (cf. [2]).
3. The l-adic Euler–Poincaré Characteristic for Chow varieties
In the section, the Lawson–Yau formula is generalized to an algebraically closed field K with arbitrary characteristic
char(K) ≥ 0. Let l be a positive integer prime to char(K).
For a variety X over K , let H i(X,Zl) be the l-adic cohomology group of X . Set H i(X,Ql) := H i(X,Zl) ⊗Zl Ql. Denote
by β i(X, l) := dimQl H i(X,Ql) the i-th l-adic Betti number of X . The l-adic Euler Characteristic is defined by χ(X, l) :=
i(−1)iβ i(X, l). Similarly, let H ic(X,Zl) be the l-adic cohomology group of X with compact support. Set β ic(X, l) :=
dimQl H
i
c(X,Ql) the i-th l-adic Betti number of X with compact support and χc(X, l) :=

i(−1)iβ ic(X, l) the l-adic Euler–
Poincaré Characteristic with compact support. Note that χc(X, l) is independent of the choice of l prime to char(K) (See, e.g.,
[6] or [5]).
By using the method in the last section we will deduce the l-adic version of Lawson–Yau formula (see Theorem 1.2).
From the proof of Eq. (2) above, we need similar results for Lemmas 2.1, 2.3 and 2.5, Proposition 2.2 and the homotopy
invariance of l-adic Euler–Poincaré Characteristics.
Aswe stated before, an algebraic version of Proposition 2.2 over any algebraically closed fieldK wasproved by Friedlander
(cf. [2], Prop.3.2). Lemma 2.3 is a purely algebraic result and hence it holds for any algebraically closed field K . An algebraic
version of the first statement in Lemma 2.5 follows from a corresponding result of Lemma 2.1. An algebraic version of the
second statement in Lemma 2.5 holds over any algebraically closed field. Therefore, the key part to prove Theorem 1.2 is the
following algebraic version of Lemma 2.1 and the homotopy invariance of l-adic cohomology.
Lemma 3.1. Let X be an algebraic variety (not necessarily smooth, compact, or irreducible) over an algebraically closed filed K
and let Y ⊂ X be a closed algebraic set with complement U. Then χ(X, l) = χ(U, l)+ χ(Y , l) for any positive integer l prime to
char(K).
Proof. This lemma follows from the long localization exact sequence for l-adic cohomology and the following result proved
by Laumon (independently by Gabber). 
Proposition 3.2 ([7]). For any algebraic variety X over an algebraically closed field K and integer l prime to char(K), we have
χ(X, l) = χc(X, l).
To prove Theorem 1.2, we also need the following definition (cf. [2], page 61).
Definition 1. A proper morphism g : X ′ → X of locally noetherian schemes is said to be a bicontinuous algebraic
morphism if it is a set theoretic bijection and if for every x ∈ X the associated map of residue fields K(x) → K(g−1(x)) is
purely inseparable. A continuous algebraic map f : X → Y is a pair (g : X ′ → X, f ′ : X → Y ) in which g is a bicontinuous
algebraic morphism (and f is a morphism).
Lemma 3.3. Let F : X × A1K → Y be a continuous algebraic map such that F(−, 0) = f (−) and F(−, 1) = g(−). Then the
pullback f ∗ : H i(Y ,Zl)→ H i(X,Zl) is equal to g∗ : H i(Y ,Zl)→ H i(X,Zl).
W. Hu / Journal of Pure and Applied Algebra 217 (2013) 45–53 49
Proof. It is essentially proved in [2], Prop. 2.1. The map F : X × A1K → Y induces a map in cohomology F∗ : H i(Y ,Zl) →
H i(X × A1K ,Zl). By the usual homotopy invariance of etale cohomology, one has the homotopy invariance of l-adic
cohomology, i.e., H i(X × A1K ,Zl) ∼= H i(X,Zl). Therefore, we get the equality of f and g by the restriction of F to X × 0
and X × 1. 
Corollary 3.4. Let i : Y ⊂ X be an algebraically closed subset. Let F : X × A1K → X be a continuous algebraic map such that
F(−, 0) = idX , F(x, 1) ◦ i = idY and F(y, t) = y for y ∈ Y . Then i∗ : H i(X,Zl)→ H i(Y ,Zl) is an isomorphism.
The detailed computation is given below.
Proof of Theorem 1.2. SetQp,n(t) :=∞d=0 χ(Cp,d(Pn))K td,
Tp+1,d(Pn+1)K :=

c =

niVi ∈ Cp+1,d(Pn+1)K | dim(Vi ∩ PnK ) = p,∀i

and
Bp+1,d(Pn+1)K :=

c =

niVi ∈ Cp+1,d(Pn+1)K |Vi ⊂ PnK , for some i

.
By Corollary 3.4 and the algebraic version of Proposition 2.2, we have
χ(Cp,d(Pn)K ) = χ(Tp+1,d(Pn+1)K ). (8)
From the Künneth formula for l-adic cohomology (cf. [13]), the algebraic version of Lemma 2.3 and Eq. (8), we get
χ(Cp+1,d(Pn+1)K ) = χ(Cp,d(Pn)K )+
d
i=1
χ(Cp+1,i(Pn)K ) · χ(Cp,d−i(Pn)K ), (9)
for integers p ≥ 0 and d ≥ 1.
By Corollary 3.4, we have χ(C0,d(AnK )) = 1, where AnK is the n-dimensional affine space over K . Hence the computation in
the proof of Lemma2.5workswhenC is replaced by any algebraically closed field K andwe get the formula forχ(C0,d(Pn)K ):
χ(C0,d(Pn)K ) = (n+1d+1). (10)
From the fact that Cp,d(Pp+1)K is the moduli space of hypersurfaces of degree d in Pp+1K and hence it is a projective space
over K of dimension (p+d+1d )− 1.
χ(Cp,d(Pp+1)K ) = (p+d+1d ). (11)
From the definition ofQp,n(t) and Eqs. (9)–(11), we getQp+1,n+1(t) = Qp+1,n(t) ·Qp,n(t),Q0,m(t) =  11− t
m+1
,
Qq,q+1(t) =  11− t
q+2
.
(12)
From Eq. (12), we complete the proof of Theorem 1.2 by induction on n. 
4. Algebraic cycles with group action
In this section, we come back to consider the space of algebraic cycles over the complex field. Ourmethodwill be applied
to the space of algebraic cycles with certain finite group action G to obtain the Euler characteristic of the G-invariant Chow
varieties. Let G be a finite group of the automorphism of Pn. By passing to an appropriate group extension we can always
assume that ρ : G → Un+1 and that its action on Pn comes from the linear action of Un+1 on homogeneous coordinates
(cf. [10]). The action of G on Pn induces actions on the Chow varieties Cp,d(Pn).
Denote by
Cp,d(Pn)G := {c ∈ Cp,d(Pn) : g∗c = c,∀g ∈ G}
theG-invariant subset of Cp,d(Pn). SinceG is a finite group of the automorphismofPn, it induces an automorphismof Cp,d(Pn).
Hence Cp,d(Pn)G is a closed complex subvariety of Cp,d(Pn).
Choose homogeneous coordinates Cn+2 = Cn+1 ⊕ C for Pn+1 = ΣPn and extend the fixed linear representation
ρ : G → Un+1 to a representation ρ˜ : G → Un+2 by setting ρ˜ = ρ ⊕ λ · idC, where λ ∈ C∗ is a fixed complex number. The
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constructionwas given in [10], whereλ is chosen to be 1. For fixedG,ρ and n = n0, one can always extend the representation
ρ˜ : G → Un+2 by choosing λ = 1. In this construction, we can only extend the action of G to projective spaces of higher
dimensions. As we will see below in Theorem 4.5, we consider the case that ρ : G → Un+2 is diagonalizable, which makes
the induction work from the beginning, i.e. from n = 1. Now if λ ∈ C∗ is further required to be 1, then Gmust be trivial.
Set Tp+1,d(Pn+1)G :=

c =  niVi ∈ Cp+1,d(Pn+1)G| dim(Vi ∩ Pn) = p, ∀i and Bp+1,d(Pn+1)G = Cp+1,d(Pn+1)G −
Tp+1,d(Pn+1)G.
The following proposition proved by Lawson and Michelsohn in [10] will be used in our calculation.
Proposition 4.1 ([10]). For each p ≥ 0, Tp+1,d(Pn+1)G ⊂ Cp+1,d(Pn+1)G is Zariski open. Moreover, the image
Σ : Cp,d(Pn)G → Cp+1,d(Pn+1)G
is included in Tp+1,d(Pn+1)G andΣ(Cp,d(Pn)G) ⊂ Tp+1,d(Pn+1)G is a strong deformation retract.
In particular, their Euler characteristics coincide, i.e., we have
χ(Cp,d(Pn)G) = χ(Tp+1,d(Pn+1)G).
Remark 4.2. In [10], Lawson and Michelsohn consider the extension ρ˜ = ρ ⊕ λ · idC only for the case λ = 1. However,
their proof works for all λ ∈ C∗ without changing anything except that 1 is replaced by λ in ρ˜.
From the definition,
Bp+1,d(Pn+1)G =

c =

niVi ∈ Cp+1,d(Pn+1)G|Vi ⊂ Pn, for some i

,
i.e., there is at least one irreducible component lying in the fixed G-invariant hyperplane Pn.
Lemma 4.3. Bp+1,d(Pn+1)G = ⨿di=1Bp+1,d(Pn+1)Gi , where⨿means disjoint union and
Bp+1,d(Pn+1)Gi =

c ∈ Bp+1,d(Pn+1)G

c = nkVk +mjWj,
Vk ⊂ Pn,∀k,
dim

Wj ∩ Pn

= p,∀j
deg

nkVk

= i,
and deg

mjWj

= d− i.

.
For each i, Bp+1,d(Pn+1)Gi = Cp+1,i(Pn)G × Tp+1,d−i(Pn+1)G.
Proof. An algebraic cycle c ∈ Bp+1,d(Pn+1)Gi may be written as c =

nkVk +mjWj as the formal sum of irreducible
varieties, where Vk ⊂ Pn and dim(Wj ∩Pn) = p+ 1. Since c is G-invariant, we have nkVk andmjWj are G-invariant. To
see this, recall that G is identified with the subgroup of the unitary group Un+1. Suppose g∗(Vi) = Wj for some g ∈ G and i, j.
Since Pn is G-invariant, We have Pn = g∗(Pn) ⊂ g∗(Vi) = Wj. This contradicts to the assumption that dim(Wj∩Pn) = p+1.
Similar for

mjWj.
Now the lemma follows from the definition of Bp+1,d(Pn+1)Gi . 
From Lemma 4.3, we have
χ(Bp+1,d(Pn+1)Gi ) = χ(Cp+1,i(Pn)G) · χ(Tp+1,d−i(Pn+1)G).
Hence we get
χ(Bp+1,d(Pn+1)) =
d
i=1
χ(Bp+1,d(Pn+1)Gi )
(by inclusion–exclusion principle)
=
d
i=1
χ(Cp+1,i(Pn)G) · χ(Tp+1,d−i(Pn+1)G)
=
d
i=1
χ(Cp+1,i(Pn)G) · χ(Cp,d−i(Pn)G).
Therefore we have the following result:
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Proposition 4.4. For any integer p ≥ 0 and d ≥ 1, we have the following formula
χ(Cp+1,d(Pn+1)G) = χ(Cp,d(Pn)G)+
d
i=1
χ(Cp+1,i(Pn)G) · χ(Cp,d−i(Pn)G), (13)
where χ(Cq,0(PN)G) = 1 for integers N ≥ q ≥ 0.
From our construction, we know that if the representation ρ : G ⊂ Un+1 is diagonalizable, i.e., up to a linear
transformation, ρ = ⊕n+1i=1 λi · idC, then Eq. (13) gives us a recursive formula. In these cases, the Euler characteristic is
calculated explicitly as follows.
Theorem 4.5. Let ρ : G ⊂ Un+1 be a diagonalizable representation. The Euler characteristic of Chow variety of G-invariant cycles
χ(Cp,d(Pn)G) is given by the formula
χ(Cp,d(Pn)G) =
vp,n+d−1
d

, where vp,n = (n+1p+1).
Proof. The theorem follows from Proposition 4.4 and the following initial value identities:
χ(C0,d(Pn)G) = (n+dd ). (14)
As before, we can write
C0,d(Pn+1)G = C0,d(Cn+1)G

B0,d(Pn+1)G,
where C0,d(Cn+1)G ⊂ C0,d(Pn+1)G contains effective G-invariant 0-cycles c of degree d such that no points in c lying in
the fixed hyperplane Pn and B0,d(Pn+1)G is the complement of C0,d(Cn+1)G in C0,d(Pn+1)G. We claim that C0,d(Cn+1)G is
contractible. To see this, note that Pn+1 − Pn = Cn+1 and let φt : Cn+1 → Cn+1 denote scalar multiplication by t ∈ C.
The family of maps φt induces a family of maps φt∗ : C0,d(Cn+1) → C0,d(Cn+1) since the multiplication by t ∈ C is G-
invariant. From the definition, the map φ1∗ = id and φ0∗ is a constant map.
We can write
B0,d(Pn+1)G =
d
i=1
B0,d(Pn+1)Gi
as in Lemma 4.3, where B0,d(Pn+1)Gi contains G-invariant 0-cycles c of degree d on Pn+1 in which there are exact i
points (count multiplicities) lying in Pn, hence B0,d(Pn+1)Gi = C0,i(Pn)G × C0,d−i(Cn+1)G. In particular, χ(B0,d(Pn+1)G) =d
i=1 χ(C0,i(Pn)G).
Therefore, we have
χ(C0,d(Pn+1)G) = 1+
d
i=1
χ(C0,i(Pn)G).
Now the formula in the lemma follows from this by induction. 
Remark 4.6. By a carefully checking the proof of Theorem 4.6 in [10] and the proof of Theorem 4.5 above, we observe that
if the linear representation ρ : G → Un+1 is diagonalizable, then the conclusion in Theorem 4.5 holds even if there is no
assumption of finiteness of G. More precisely, let Tn+1 ⊂ Un+1 be the maximal torus and let G be any subgroup of Tn+1. Then
the Euler characteristic of Chow variety of G-invariant cycles χ(Cp,d(Pn)G) is given by the formula
χ(Cp,d(Pn)G) =
vp,n+d−1
d

, where vp,n = (n+1p+1).
This explains Theorem 4.1, one of the main results in [11], on the invariance of Euler characteristic of a compact complex
analytic space and that of the fixed-point set under a holomorphic S1-action in the important case for Chow varieties overC.
5. The Euler Characteristic for the space of right-quaternionic cycles
Let H denote the quaternions with standard basis 1, i, j, k, and let C2
∼=→ H be the canonical isomorphism given by
(u, v) → u+ vj. This gives us a canonical complex isomorphism C2n ∼=→ Hn.
Under this identification right scalar multiplication by j in Hn becomes the complex linear map
J : C2n → C2n, J(u1, . . . , un, v1, . . . , vn) = (−v1, . . . ,−vn, u1, . . . , un).
This induces a holomorphic map J˜ : P2n−1 → P2n−1 with J˜2 = Id. Note that the fixed point set of J˜ is a pair of disjoint
Pn−1. The involution J˜ carries algebraic subvarieties of P2n−1 to algebraic subvarieties and induces a holomorphic involution
J˜∗ : Cp,d(P2n−1)→ Cp,d(P2n−1) (15)
for all p and d.
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Remark 5.1. The construction is an analog to the one given in [9], where a left scalar multiplication by j onHn was checked
in detail. We consider the right multiplication here since the induced map J˜∗ is a holomorphic.
Let Cp,d(n) ⊂ Cp,d(P2n−1) denote the J˜∗-fixed point set, i.e., the set of J˜∗-invariant algebraic p-cycles. An element
c ∈ Cp,d(n) is called a right quaternionic cycle. Since J˜∗ is a holomorphic involution, Cp,d(n) is a closed complex algebraic
set.
Note that J is diagonalizable, in fact,
J ∼ diag
 √−1 0
0 −√−1,

, · · · ,
 √−1 0
0 −√−1

.
As an application of Theorem 4.5, we have the following result.
Corollary 5.2. For any p ≥ 0, we have
χ(Cp,d(n)) = χ(Cp,d(P2n−1)) =
vp,2n−1+d−1
d

, where vp,2n−1 = (2np+1).
Example 5.3. For p = 0, we have χ(Cp,d(n)) = (2n+d−1d ).
Alternatively, this can be seen in the following way. The set C0,d(n) can be decomposed into the disjoint union of
quasi-projective algebraic varieties according to the number of fixed points of J˜ lying in Pn−1 ⨿ Pn−1, i.e., C0,d(n) =
⨿di=0SPi(Pn−1 ⨿ Pn−1) × SP
1
2 (d−i)(G(n)), where G(n) = P2n−1 − (Pn−1 ⨿ Pn−1) is a bundle over Pn−1 with fibers Cn − {0}.
Hence we have
χ(C0,d(n)) =
d
i=0
χ(SPi(Pn−1 ⨿ Pn−1) · χ(SP 12 (d−i)(G(n)).
Since the Euler characteristic of G(n) is zero, we get χ(SPm(G(n))) = 0 for all m > 0 by MacDonald formula (cf. [12]).
Therefore, χ(C0,d(n)) = χ(SPd(Pn−1 ⨿ Pn−1)). Note that
SPd(Pn−1 ⨿ Pn−1) =
d
i=0
SPi(Pn−1)× SPd−i(Pn−1), (16)
where a 0-cycle c = niPi +mjP ′j ∈ SPd(Pn−1 ⨿ Pn−1) of degree d is written as the sum of two 0-cycles such that Pi is
in the first copy of Pn−1 but P ′j is in the second copy of Pn−1. By Eq. (16) and the fact that χ(C0,i(Pn−1)) = (n+i−1i ), we get
χ(SPd(Pn−1 ⨿ Pn−1)) =
d
i=0
χ(SPi(Pn−1)) · χ(SPd−i(Pn−1))
=
d
i=0
(n+i−1i ) · (n+d−i−1d−i )
= (2n+d−1d ),
where the last equality is obtained by comparing the coefficients of td in the Taylor series of 1
(1−t)2n = 1(1−t)n · 1(1−t)n .
Example 5.4. For d = 1, we have χ(Cp,1(n)) = (2np+1).
Alternatively, this can be seen in the following way. The eigenvalues of J are ±√−1, each of them is of multiplicity n.
Let {ei}1≤i≤n be the eigenvectors of the eigenvalue
√−1 and {fi}1≤i≤n be the eigenvectors of the eigenvalue −
√−1. The J-
invariant (p+1)-complex vector space is spanned by i eigenvectors from {ei}1≤i≤n and p+1− i eigenvectors from {fi}1≤i≤n.
Therefore,
Cp,1(n) = Cp,1(P2n−1)J˜∗ =

1≤i≤p+1
G(i, n)× G(p+ 1− i, n),
where G(i, n) := G(i,Cn) is the Grassmannian of i-dimensional complex linear subspaces in Cn. Therefore,
χ(Cp,1(n)) = χ(Cp,1(P2n−1)J˜∗) =
p+1
i=1
χ(G(i, n)) · χ(G(p+ 1− i, n)),
=
p+1
i=1
(ni ) · ( np+1−i)
= (2np+1),
where the last equality is obtained by comparing the coefficients of tp+1 in the binomial expansion of (1+ t)2n = (1+ t)n ·
(1+ t)n.
W. Hu / Journal of Pure and Applied Algebra 217 (2013) 45–53 53
Acknowledgments
I would like to express my gratitude to Michael Artin, Eric Friedlander and James McKernan for their interest
and encouragement as well as their helpful advice on the organization of the paper. The project was supported by
SRFDP(20110181120088), China; SRF for ROCS, SEM; and NSFC(11171234). The author is also grateful the Max-Planck
Institute for Mathematics in Bonn for its hospitality and financial support.
References
[1] W-L. Chow, B.L. van der Waerden, Zur algebraischen Geometrie. IX, Math. Ann. 113 (1) (1937) 692–704 (in German).
[2] E. Friedlander, Algebraic cycles, Chow varieties, and Lawson homology, Compositio Math. 77 (1) (1991) 55–93.
[3] W. Fulton, Intersection Theory, 2nd ed., Springer-Verlag, Berlin, 1998.
[4] W. Fulton, Introduction to toric varieties, in: Annals of Mathematics Studies, in: The William H. Roever Lectures in Geometry, vol. 131, Princeton
University Press, Princeton, NJ, ISBN: 0-691-00049-2, 1993, xii+157 pp.
[5] L. Illusie, Miscellany on traces in ℓ-adic cohomology: a survey, Jpn. J. Math. 1 (1) (2006) 107–136.
[6] N.M. Katz, Review of l-adic cohomology, in: Motives (Seattle, WA, 1991), 21–30, Proc. Sympos. Pure Math., 55, Part 1, Amer. Math. Soc., Providence,
RI, 1994.
[7] G. Laumon, Comparaison de caractéristiques d’Euler-Poincaré en cohomologie l-adique, C. R. Acad. Sci. Paris Sér. I Math. 292 (3) (1981) 209–212.
(French. English summary).
[8] H.B. Lawson, Algebraic cycles and homotopy theory, Ann. of Math. 129 (1989) 253–291.
[9] H.B. Lawson, P. Lima-Filho, M.-L. Michelsohn, On equivariant algebraic suspension, J. Algebraic Geom. 7 (4) (1998) 627–650.
[10] H.B. Lawson, M.-L. Michelsohn, Algebraic cycles and group actions, Differential geometry, 261–277, Pitman Monogr. Surveys Pure Appl. Math., 52,
Longman Sci. Tech., Harlow, 1991.
[11] H.B. Lawson, Stephen S.T. Yau, Holomorphic symmetries, Ann. Sci. École Norm. Sup. (4) 20 (4) (1987) 557–577.
[12] I.G. Macdonald, The Poincaré polynomial of a symmetric product, Proc. Cambridge Philos. Soc. 58 (1962) 563–568.
[13] J. Milne, Étale cohomology, in: Princeton Mathematical Series, vol. 33, Princeton University Press, Princeton, N.J, ISBN: 0-691-08238-3, 1980,
xiii+323 pp.
