In his pioneering papers, Igor Zaslavsky started an algorithmic (constructivist) analysis of fuzzy logic. In this paper, we extend this analysis to fuzzy mathematics and fuzzy data processing. Specifically, we show that the two mathematically equivalent representations of a fuzzy number -by a membership function and by α-cuts -are not algorithmically equivalent, and only the α-cut representation enables us to efficiently process fuzzy data.
to describe, for each x, its "degree of smallness" is, e.g., to ask N experts. If n of these experts think that x is small, we can take the ratio n/N as the degree that x is small.
Even a single expert may not be sure whether a given number x is small. In such situations, we can ask an expert to describe his or her degree of certainty on a scale from, e.g., 0 to 10. If an expert marks his/her certainty by a mark n on a scale from 0 to N , it makes sense to take the ratio n/N as the degree to which x is small.
In all these cases, for each statement instead of two possible values "true" and "false" -which are, in a computer, usually represented by 1 and 0 -we have a whole range of possible values from the interval [0, 1] . These degrees are called degree of confidence, or truth values d(S) of the corresponding statements S.
Fuzzy logic: operations with truth values. Expert statements often use propositional connectives like "and", "or": e.g., a medical doctor may say that if a tumor is small and grows slowly, then conservative methods should be applied. In the classical two-valued logic, once we know the truth values of two statements S and S ′ , we can uniquely determine the truth values of propositional combinations like S & S ′ and S ∨ S ′ . In the fuzzy case, we no longer have this uniqueness: e.g., if half of the experts believe in the statement S, i. 
, but d(S & S) ̸ = d(S & ¬S).
Because of this non-uniqueness, ideally, to fully capture the expert knowledge, we should elicit, from the experts, not only the degree of confidence of the basic statement S 1 , . . . , S n , but also the degree of confidence in all possible propositional combinations like
The problem with this approach is that there are exponentially many (2 n ) such combinations. A knowledge base may contain hundreds and thousands of statement. For n ≈ 10 2 , for n ≈ 10 3 , it is not possible to elicit 2 n degrees from experts. Thus, instead of eliciting degree of composite statements from experts, we need to estimate these degrees based on the truth values of the original statements.
For example, we must be able, knowing the degrees of 
If our degree of belief in A or B increases, then our degree of belief in A & B should also increase -or at least remain the same; thus, we can require that the and-operation be ≤-monotonic. Since "A and true" is the same as A, we should have f & (a, 1) = a; since "A and false" is always false, we should have f & (a, 0) = 0.
It also makes sense to require that since A & A is the same as A, we should get f & (a, a) = a. These requirements uniquely determine the approximating function f & (a, b): namely, if a ≤ b, then, due to monotonicity, we should get
Comment. In some applications, it makes sense not to require that f & (a, a) = f ∨ (a, a) = a. In this case, we get more general and-and or-operations (also known as t-norms and t-conorms). However, in this paper, we will mostly consider the simplest operations min and max; a special section of this paper explains why we use these simplest operations.
From fuzzy logic to fuzzy mathematics and data processing. For each property, the function that maps a real value x into a degree to which the value x satisfies this property is called a membership function. Most properties like "small", "medium", etc., are "monotonic" in the following sense: for each of these properties, as the value x increases, the degree increases from 0 to 1 and then decreases back from 1 to 0. Membership functions with this monotonicity property are known as fuzzy numbers.
It is known that this "monotonicity" can be equivalently described as a "convexity" condition:
. Also, usually, we know the lower bounds ∆ and ∆ that contain all possible values of the quantity. In this case, a fuzzy number can be defined as a function µ :
We will call such membership functions c-membership functions (c for convexity).
How do such fuzzy numbers propagate through data processing? If we have a general data processing algorithm y = f (x 1 , . . . , x n ) that transforms n inputs x 1 , . . . , x n into an output y, and we only known fuzzy numbers µ 1 (x 1 ), . . . , µ n (x n ) that describe the inputs, then what can we conclude about the output? For example, if we use Ohm's law V = I · R and we know that the current I is small and the resistance R is medium, what can we conclude about the voltage V = I · R?
To answer this question, let us reformulate it in logical terms and use fuzzy logic. For each value y, we are interested in the degree µ(y) that this value y is possible, i.e., that there exists values x 1 , . . . , x n such that x 1 is a possible value of the first input, . . . , x n is a possible value of the n-th input, and y = f (x 1 , . . . , x n ). The degree to which x 1 is a possible value of the first input is µ 1 (x 1 ), . . . , the degree to which x n is a possible value of the n-th input is µ n (x n ), the degree to which y = f (x 1 , . . . , x n ) is 1 or 0, depending on whether this equality holds or not, and the degree to which x 1 is a possible value, and x 2 is a possible value, etc., can be determined by applying the and-operation (min) to these degrees:
The value y is possible if this condition is satisfied for one of the tuples (x 1 , . . . , x n ), i.e., if it is satisfied either for one tuple, or for another tuple, etc. Using the or-operation max, we conclude that the degree µ(y) to which y is possible can be described as
This formula can be simplified if we take into account that when y ̸ = f (x 1 , . . . , x n ), then the degree to which the equality y = f (x 1 , . . . , x n ) is satisfied is 0, hence
Thus, when we compute the maximum, it is sufficient to only consider the tuples (x 1 , . . . , x n ) for which y = f (x 1 , . . . , x n ). When we restrict ourselves to only such tuples, we get the following formula:
µ(y) = max
This formula was first proposed by L. Zadeh; it is known as Zadeh's extension principle.
Fuzzy data processing: computational aspects. Sometimes, the membership function µ(y) is explicitly computed by using the formula (1). In other cases, this computation is performed by using α-cuts, i.e., sets {x : µ(x) ≥ α}. For a fuzzy number, one can check that each α-cut is an interval. It is known that if the inputs are fuzzy numbers with continuous membership functions and the data processing algorithm is also continuous, then, for every α, the α-cut y(α) is equal to the range of the function f (x 1 , . . . , x n ) on the α-cuts of the inputs:
where
Computing the range of a given function f (x 1 , . . . , x n ) on given intervals is one of the main problems of interval computations (see, e.g., [3, 10] ); thus, we can use numerous efficient algorithms developed in interval computations for fuzzy data processing.
Membership Functions and α-Cuts: Two Alternative Representations of a Fuzzy Number
Two representations: reminder. As we have mentioned, each imprecise ("fuzzy") property can be described by a membership function, i.e., by a mapping µ from real numbers into the interval [0, 1]. Alternatively, this same property can be described by α-cuts, i.e., by a function that maps each number α from the interval [0, 1] into an interval x(α) = {x : µ(x) ≥ α}.
From the traditional mathematical viewpoint, these two representations are equivalent. Indeed, once we know the membership function, we can determine the α-cuts. Vice versa, if we know all the α-cuts x(α), then we can reconstruct each value µ(x) as the largest value α for which x ∈ x(α).
Need for an algorithmic approach. Since our main objective is applications, it is desirable to check the algorithmics:
• are the two approaches algorithmically equivalent?
• and if not, which one of them makes fuzzy data processing algorithmic?
These are the questions that we will answer in this paper.
Historical comment. Algorithmic analysis of fuzzy logic was pioneered by Igor D. Zaslavsky and his students; see, e.g., [6, 7, 8, 9, 14 ] (see also [2] ). In this paper, we extend his ideas from fuzzy logic to fuzzy mathematics and fuzzy data processing.
Computable Numbers and Functions: Brief Reminder
In this paper, we will use the main ideas and results about computable numbers and functions; see, e.g., [1, 5, 12, 13] . It is reasonable to call a real number computable if we can compute it with any given accuracy. In precise terms, a real number x is called computable if there is an algorithm that, given a natural number k, returns a rational number r k for which |x − r k | ≤ 2 −k .
A function from real numbers to real numbers is computable if for each desired accuracy we know with what accuracy to compute the input, and we also know how, based on this input, we can compute the result. In precise terms, a function f (x 1 , . . . , x n ) defined on a box
with computable endpoints ∆ i and ∆ i is called computable if there exist two algorithms:
• an algorithm that, given a natural number k, computes a natural number ℓ such that if
• an algorithm that, given n rational numbers r 1 , . . . , r k and an integer k, returns a a rational number r for which |r − f (r 1 , . . . , r n )| ≤ 2 −k . Now, we are ready to formulate our first result -that from the algorithmic viewpoint, the membership function and α-cut representations are not equivalent. [1, 2] . One can easily check that this is a c-membership function, and that this function is computable. Here, for α > 0.5, we have x(α) < 0, while for α = 0.5, we get x(α) = 1. Thus, the function x is discontinuous for α = 0.5. Since it is known that every computable function on an interval is continuous [1, 5, 12, 13] , this proves that the corresponding α-cuts are not computable. (1, 2] . One can check that this is a c-membership function. Since this function is discontinuous at x = −1 and at x = 1, it is not computable. On the other hand, the corresponding α-cuts are computable: for α ≥ 0.5, we have x(α) = −1 and x(α) = 1, while for α < 0.5, we have x(α) = −1 − 2α and x(α) = 1 + 2α. Both piece-wise linear functions are clearly computable, so the α-cuts are indeed computable.
First Result: Two Representations Are Not Equivalent

Definition 1. By a c-membership function, we mean a tuple consisting of two real numbers ∆ and ∆ and a function µ :
[ ∆, ∆ ] → [0, 1] for which µ (∆) = µ ( ∆ ) = 0, max x µ(x) = 1, and a ≤ b ≤ c implies that µ(b) ≥ min(µ(a), µ(c)).
Proof of Proposition 2. Let us define the following membership function
µ on the interval [−2, 2]: µ(x) = 0.5 · (x + 2) for x ∈ [−2, −1), µ(x) = 1 for x ∈ [−1, 1], and µ(x) = 0.5 · (2 − x) for x ∈
Second Result: Only α-Cuts Guarantee Algorithmic Fuzzy Data Processing
Since the two representations of fuzzy are not computationally equivalent, it is desirable to analyze which of them leads to an algorithmic fuzzy data processing. Here are the results of this analysis: fuzzy data processing is computable for α-cuts but, in general, not computable for membership functions. 
, and y(α) is the maximum of the function f (x 1 , . . . , x n ) on this box. It is known [1, 5, 12, 13] that we can algorithmically compute both the minimum and the maximum of a computable function on a computable box, so the α-cuts are indeed computable.
Auxiliary Result: Why min and Not Any Other And-Operation
Idea. We want all the property to satisfy the "convexity" condition,
. Sometimes, we know that the actual value x satisfies two properties S ′ and S ′′ characterized by membership functions µ ′ (x) and µ ′′ (x); then, the degree µ(x) to which a real number x is consistent with this information can be described as µ(
. It is reasonable to require that this combined property should also be "convex" (in the above sense). It turns out that the only and-operation which preserves convexity is f & (a, b) = min(a, b).
To prove this result, we do not need to use all the properties of an and-operation; it turns out that it is sufficient to require that f (a, 1) = f (1, a) = a and that this operation is ≤-monotonic in each of the variables, i.e., a ≤ a ′ and
Let us describe our result in precise terms. • for all a, a ′ , b, and
• for all a, we have f (a, 1) = f (1, a) = a.
Proposition 5. Let f (a, b) be a generalized and-operation. Then, the following two conditions are equivalent to each other:
• for every two f-convex functions µ ′ (x) and µ ′′ (x), the function µ(
. Thus, the smallest of the left-hand sides is larger than or equal that the smallest of the right-hand sides:
The left-hand side of this new inequality is µ(b), and its right-hand side can be rewritten as
as min(µ(a), µ(c)). Thus, indeed µ(b) ≥ min(µ(a), µ(c)).
Vice versa, let us assume that for some generalized and-operation f (a, b), the function µ(x) = f (µ ′ (x), µ ′′ (x)) is always f-convex, let us then prove that for all a and b, we have f (a, b) = min(a, b). Indeed:
• Let us take a function µ ′ (x) which is equal to a for x ≤ 0, to 1 for x ≥ 1, and is linear for 0 ≤ x ≤ 1, i.e., has the form µ ′ (x) = a + x · (1 − a) on this interval [0, 1]. One can easily check that this function is f-convex.
• Similarly, let us take a function µ ′′ (x) which is equal to 1 for x ≤ −1, to b for x ≥ 0, and which is linear on the interval [−1, 0], i.e., has the form µ ′′ (x) = b + |x| · (1 − b) on this interval. This function is also f-convex. Comment. The selection of max as an or-operation is even easier to explain. In general, there are infinitely many triples (x 1 , . . . , x n ) for which f (x 1 , . . . , x n ) = y. Thus, in general, we need to apply the or-operation to infinitely many terms. The classification of all possible or-operations (t-conorms) is known [4, 11] , and for all operations except for max(a, b), infinite application to non-zero values leads to a meaningless degree 1 (or other values a for which a = f ∨ (a, a) ).
