INTRODUCTION
Classical orthogonal polynomials, established to be the most widely used orthogonal polynomials have over the years been used for solving scientific problems cutting across different fields of applications in Mathematics, physics and engineering. Of these polynomials, the most commonly used type -Jacobi polynomials (whose special cases includes; Chebyshev, Legendre and Gegenbauer polynomials) are the most extensively studied and widely applied sets [1] . This is basically due to a number of properties that these polynomials exhibit. For example the minimax property of the first-kind Chebyshev polynomials ) (x T n makes it to stand out especially in the field of approximation [2] .
This work however is to deploy the use of Legendre polynomial of the first kind in collocation methods of solving second order boundary value problems (BVP). The main purpose is to analyse the effect of different types of collocation points on the accuracy of this solution technique. The second order BVP considered is of the form: Equations (1) and (2) form a 2-point BVP of the second order and it finds relevant application in real life situation ranging from science to engineering fields where problems they model include; spring problems, electrical circuit problem, buoyancy problems, to mention a few. To these problems, arriving at a close-form solution are not always feasible for the mere fact that quite a good number of these real life problems do not have analytical solution and even in the availability of these solutions, it is well known that these are not amenable to direct numerical interpretation and hence limited in their usefulness in practical applications ( [3] , [4] ). Also there are some of these differential equations for which the solution in terms of formula are so complicated that one often prefers to apply numerical methods ( [5] , [6] , [7] ). Owing to these facts, there is always the need to develop new numerical methods of solution and to improve on the existing ones.
A good number of research work had ever since been carried out on this problem, each providing numerical means of solution, for instance in [8] , Legendre polynomial is applied via comparison technique while David [5] deployed Finite element method (FEM) in solving the same problem. In a bid to enhance results many authors had also applied collocation method with different means of improving its solutions (see [4] , [6] , [9] ). In this work, we set to portray the comparative advantages of each of the collocation points and to display the nature of problem that each can handle best. This paper is organised as follows: Section 2 represents brief introduction to Legendre polynomials and its basic properties, in section 3 we give a detailed account on collocation method and collocation points while implementation of the method is carried out in section 4. In section 5 illustrative examples are given and conclusion drawn in section 6.
II.
LEGENDRE POLYNOMIALS In this section a brief definition of Legendre polynomial is given, this is needed for easy reference and is necessary for the basic properties needed to establish our results. It is to be noted that the expression "Legendre polynomial" when no other qualification is attached exclusively refers to the Legendre polynomials ) (x P n of the first kind. As established in literatures (see ref [8] , [10] ) Legendre polynomial are special cases of the Legendre function and they satisfy the Legendre equation defined as:
Solutions of this equation are called Legendre functions of order n. The general solution can be expressed as: (4) are respectively the Legendre functions of the first-and second-kind of order n. The nth order polynomial P n (x) is generally given by the following equation:
Where n is the order of polynomial and       2 n signifies the integer part of 2 n .
The basic property of Legendre polynomial is that these are orthogonal to each other with respect to weight function w(x) = 1 on [-1 1]. The first two polynomials are always the same in all cases but the higher orders are created with recursive formula:
With initial conditions:
With the use of (6) and the associated conditions, first few Legendre polynomials are given as follows: 
For problems that exist in intervals other than the natural interval, a shifted version of this polynomial for a general interval [a b] is obtained through the substitution:
Which transform the interval [a b] of the t-axis into the interval [-1 1] of the x-axis, hence the new polynomial is likewise orthogonal. The recursive relation for the general interval is therefore given as: 
III. LEGENDRE-COLLOCATION METHOD
Collocation method as one of the broad class methods of weighted residual (MWR) evolved as a valuable technique for the solution of a broad class of problems. The technique as adapted in this paper involves constructing approximating trial solution of the form:
Where N is the degree of the trial solution, c n are specialized coordinates called degree of freedom, P n (x) is Legendre polynomial of order n. The technique in this method, demands that (9) is substituted into (1) to yield:
The true meaning of equation (1) in contrasts to (10) is that if the exact solutions were substituted for u(x), with all terms taken to the LHS, then the RHS would identically be zero over the entire domain. If other functions such as the approximate trial solution (9) were substituted for u(x), the result would be non-zero function in equation (10) called the residual equation [5] . The method requires that for each undetermined parameter c n , we choose a point x i called the collocation point in the domain of the problem. As established in literatures, the point x i can be located anywhere in the domain and on the boundary, not necessarily in any particular pattern but it might be reasonable to distribute them evenly [9] . Three methods of selecting these points are considered in the following sub-sections.
Collocation points at zeros of Legendre Polynomials
It is important to first consider the following ideas behind location and interlacing of zeros of Legendre polynomial and their associated properties. Plotting ) (x P n for the first few values of n we observed the following:
a. All zeros of P n (x) lie in -1 < x < 1. b.
Between two consecutive zeros of
Between two consecutive zeros of ) (x P n there is one of
Between the smallest zero of ) (x P n and -1 there is one zero of ) ( 1 x P n  and between the largest zero of ) (x P n and +1, there is one zero of
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According to the idea of Lanczos [11] , collocating at the zeros of orthogonal polynomials requires that at the zeros of relevant orthogonal polynomial, the residual equation (10) is satisfied, thus yielding a number of collocation equations of the form:
It is worthy of note that the polynomial ) ( 1 x P N  is used in obtaining the collocation points so as to yield N-1 zeros needed to collocate equation (10).
Collocating at equally-spaced point (Boundary points non-inclusive)
The technique here demands that instead of collocating at points on zeros of ) ( 1 x P N  , the collocation points are determined by the use of:
Where a and b are respectively the lower and upper bound of the interval, N is the chosen degree of the trial solution.
It is to be noted that equation (12) yields points that are located within the interval of consideration without the inclusion of boundary points a and b.
Collocating at equally-spaced point (Boundary points inclusive)
We hereby choose collocation points such that x i is spread across the given interval with the boundary points included. These points are determined by the use of:
where all parameters are as defined above.
IV. IMPLEMENTATION OF LEGENDRE-COLLOCATION METHOD
Collocating the residual equation (10) at any of the collocation points x i discussed in preceding sections yields N-1 collocation equations of the form in equation (11) . For the second order BVP in equations (1-2), the method of solution under discussion demands that two equations be fetched from boundary conditions (2), by imposing (2) on the trial solution (9) . These equations from the BCs in conjunction N-1 equations in (11) yield a system of N+1 equations which are solved by the use of any of the algebraic system solvers to give numerical values of c n , these are thereafter substituted back into trial solution (9) to yield the required approximate solution to problem (1-2).
V.
Illustrative examples Given below are numerical examples to illustrate the simplicity and the applicability of the discussed method.
Example 5.1
Solve the boundary value problem:
The analytical solution is:
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Consider the differential equation:
Subject to boundary conditions:
The analytical solution is :
The exact solution is: Table 5.3  Table of 
VI. CONCLUSION
In accordance with established facts, it is clearly observed from the results produced that these points are valid for collocation method via Legendre polynomial as trial functions. Errors accrued on each example are also minimal that these can be functionally applied in practical setting. A further study of these results likewise depicts that on a good number of problems, points at zeros of Legendre polynomial performed better, but at the boundaries region, equally-spaced points (with boundary points inclusive) produced better results. Also with a large degree of trial solution N, it is observed that with equally spaced point, better results are consistently achieved. We thus conclude that these techniques are not only effective numerical techniques but also efficient means of obtaining approximate solution that are close enough to the exact solution as to be useful in application, each with varying degree of accuracies. We therefore recommend that these techniques be extended to higher order problems.
