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Over the past decades, the vapor-phase growth techniques of III-V nanoscale 
materials have improved tremendously by careful control of the growth variables: 
growth mode, growth conditions of temperature (T) and pressure (P), and substrate 
orientation. For such nanoscale growth, the growth condition dependent variation in 
surface energy and reconstruction plays a critical role in determining the anisotropic 
interaction between vapor sources and crystalline surfaces. Nevertheless, the lack of 
atomic-scale understanding makes both experimental and theoretical approaches 
heuristic, which deters the development in precise control of the growth. This 
dissertation provides a step-by-step ab initio thermodynamic approach based on 
density functional theory (DFT), to take a step forward in the theoretical modeling 
on the growth of III-V nanomaterials. First, the variation in surface reconstructions 
of GaAs (100), a representative surface of III-V compounds, was calculated as a 
function of T and P. Combination of ab initio calculation technique with the 
thermodynamic treatment of the vapor-phase growth system enabled us to predict 
surface phase diagram under any T–P condition. The effects of the vibrational and 




atomic-scale calculations, were thoroughly investigated. Second, the equilibrium 
crystal shapes (ECS)s of GaAs were predicted by combining the surface energies of 
several low-index surfaces. At this stage, an unknown (111)B reconstruction was 
proposed as stabilized at high T by high surface entropy. Finally, the mechanism on 
the unidirectional growth along a certain <111>B direction and the polarity 
dependence of stacking-fault formation was fully elucidated for the growth of GaAs 
nanowire (NW). It was identified that the unidirectional growth is the consequence 
of anisotropic adsorption on crystallographic surfaces with different bonding states, 
leading to the anisotropic surface nucleation. In addition, the intriguing asymmetric 
formation of stacking sequence during the growth along the two opposite directions 
of a polar direction, <111>A and <111>B in zinc-blende structure, was demonstrated 
to be originated from the difference in the polar surfaces, (111)A and (111)B. The 
overall ab initio approaches are truly independent of any empirical data, bridging the 
scale-gap between the atomistic DFT calculation at 0 K and the macroscopic growth 
processes under arbitrary growth conditions. The remarkable agreements with 
experimental observations validate the simulation methods, and thus will contribute 
to the control of nanoscale growth not only for GaAs but also for other materials.  
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Chapter 1. Introduction 
 
1.1. Overview of ⅠⅠⅠ-Ⅴ compounds and growth 
As the Si-based electronic devices have approached the limit of innovation, III-V 
semiconductors with high mobility have been attracting substantial attention as an 
alternative material [1,2]. In addition, the III-V has been exploited in a variety of 
photonic applications, such as light emitting diode (LED) and photovoltaic (PV), due 
to its intrinsic property of direct band gap and controllability of the band gap [3-5]. 
The superior electronic and optical properties of III-V enable the combined 
electronic and photonic systems on a single chip (SOC), which has been expected to 
be a highly promising way to reduce the power consumption compared with 
conventional devices.  
In order to integrate the III-V on the conventional platform with mass production, 
the material is desirable to be grown on the commercial Si wafer with a 
heterogeneous epitaxial form on the substrate [6,7]. The main technical difficulties 
of the epitaxial III-V on Si are the generation of dislocations, cracks, and anti-phase 
boundary, which are induced by the lattice mismatch, difference in the thermal 
expansion coefficient, and polarity of III-V, respectively. Many attempts have been 
carried out to solve these problems, and it has been found that selective area (SA) 
growth is one of the effective ways of suppressing the propagation of dislocations 
and cracks as well as lowering the density of the anti-phase boundary [8-13]. The 
limited growth area in the SA method allows the strain and thermal stress to be 
effectively released through surface [14]. Therefore, extensive experiments have 




(T) and pressure (P) conditions in vapor-phase growth techniques, such as SA 
molecular beam epitaxy (SA-MBE) or SA metal-organic vapor-phase epitaxy (SA-
MOVPE). 
 
1.2. Challenges in growth of ⅠⅠⅠ-Ⅴ compounds 
For the growth of III-V compounds, the two constituent elements, cation and anion, 
have different incorporation rate. Therefore, their actual partial pressures in MBE or 
MOVPE are not equal each other and usually higher for anion than for cation (V/III 
> 1). Depending on the substrate orientation as well as T of the substrate and P of 
each vapor source, the crystal morphology and the density of several planar defects 
change but the control of the morphology and defects has been attempted by heuristic 
approaches and still remained as a quite challenging task [15-18]. To obtain III-V 
crystals in a highly controlled manner, the interrelationship between the growth 
conditions and the growth characteristics has to be theoretically elucidated. 
From the theoretical viewpoint, however, the material growth from the vapor 
phase can hardly be predicted from the simple thermodynamic or kinetic 
considerations. This is because both the thermodynamic and kinetic aspects 
contribute to the growth, and it is difficult to determine which aspect is dominant 
under given conditions.  
During the vapor-phase growth, the formation of the crystal facets and the changes 
in surface energy and reconstruction govern the anisotropic interaction between 
vapor sources and crystal solids. The faceted crystal shape under the thermodynamic 
equilibrium is the consequence of minimizing total surface energy for a given 




difference in growth kinetics among different crystallographic surfaces. Despite the 
crucial role of the surface, a way of theoretically predicting surface energy and its 
effects on the anisotropic growth has yet to be fully developed.  
 
1.3. Purpose of the dissertation 
This dissertation proposes a step-by-step ab initio thermodynamic approach based 
on density functional theory (DFT), to take a step forward in the theoretical modeling 
on the growth of III-V materials. GaAs was selected as a representative III-V 
compound. Starting from the variation in surface reconstructions, equilibrium crystal 
shape (ECS) and adsorption-nucleation-growth kinetics were predicted by 
demonstrating the influence of the surface structures.  
The theoretical results were thoroughly verified by showing a perfect agreement 
with experimental observations. Note that the conventional surface energy calculated 
by DFT is given as a function of the chemical potential [19-21]. The chemical 
potential (ab initio parameter) depends on the environment conditions but is difficult 
to be matched with a given T–P (thermodynamic parameters). In this dissertation, all 
the predictions were presented as a function of T and P by combining the atomic-
scale calculation with the thermodynamic treatment of the vapor-solid system. It 
enabled us to connect the zero-temperature DFT calculations to the observations at 
the experimentally relevant conditions of MBE and MOVPE.  
In the computational aspect, vibrational and configurational entropies, which have 
been commonly neglected in ab initio calculations for surface, were taken into 
account. By investigating the entropy contribution to our simulations, it was 




predictions for the systems with large entropy changes: transition from vapor to solid 
through adsorption on the various surfaces with different bonding states. 
 
1.4. Organization of the dissertation 
The dissertation is organized as follows. The first chapter is an introduction to 
what we are going to focus on, and defines the problem and scope to be covered in 
this dissertation. Chapter 2 explains theoretical backgrounds and calculation 
methods that are required to understand and reproduce the results presented 
throughout this dissertation. In chapter 3, the surface phase diagram that shows the 
variation in reconstructions of GaAs (100) is established. Chapter 4 describes T–P 
dependent ECS by constructing the Wulff shape from the calculated surface energy 
of several low-index surfaces. In this chapter, an unreported (111)B reconstruction 
is proposed, which is stabilized at high T by high vibrational entropy. In the fifth 
chapter, the mechanism behind the unidirectional growth (nanowire growth) along 
<111>B direction is elucidated in terms of the anisotropic adsorption behavior of Ga 
and As sources. In addition, the involvement of stacking-fault and polytypism in the 
grown GaAs nanowire (NW) is explored along with its dependence on the growth 
condition and direction. In every chapter, the entropy contribution to the prediction 
is discussed and an effort to verify the simulation is made by comparison with 
available experimental reports.  
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Chapter 2. Theoretical backgrounds 
 
2.1. Density functional theory (DFT) 
The following descriptions in this part are brief explanations of the basic formulas 
that form the background of DFT. For more details, the books written by Sholl and 
Steckel [1] and Giustino [2] are excellent texts devoted to the fundamentals and 
applications of DFT from a practical point of view. 
 
2.1.1. Kohn-Sham equations 
One of the most fundamental things that describe the state of a given material is 
the energy of the atomic configuration {RI}, where {RI} indicates the positions of 
atoms that constitute the material. This is called the potential energy surface, E({RI}), 
which contains the relevant information needed to describe almost all the properties 
of the collection of atoms. The attempts to compute E({RI}) are based on the Born-
Oppenheimer approximation: as electrons respond to change in environment much 
faster than nuclei, nuclei can be assumed to be held immobile while electrons move. 
It enables us to treat the behavior of electrons as mathematical problem in the field 
given by a set of fixed nuclei, and the governing equation of the behavior of electrons 
is the Schrödinger equation: 
ℏ ∑ ∇ ∑ 𝑉 𝑟 ∑ ∑ 𝑈 𝑟 , 𝑟 𝛹 𝐸𝛹, (2.1) 
where m is the electron mass; ri denotes position of electron i; N is the number of 
electrons in the system; and E is the ground state energy of the electrons where the 
state of the electrons is represented by 𝛹 𝛹 𝑟 , … , 𝑟 . The first, second, and third 




of electron, the interaction energy between electron and nuclei, and the interaction 
energy between different electrons, respectively. 
Unfortunately, except for hydrogen atom, the Schrödinger equation of material 
systems that we are interested in cannot be solved even by numerical computer 
simulation due to the complications of the many-body interaction among electrons, 
∑ ∑ 𝑈 𝑟 , 𝑟 . The alternative of the Schrödinger equation is the Kohn-Sham 
equations [3]: 
ℏ
∇ 𝑉 𝑟 𝑉 𝑟 𝑉 𝑟 ϕ 𝑟 𝜀 ϕ 𝑟 ,  (2.2) 
where εi and ϕi are the Kohn-Sham energy and wave function of a single electron i. 
The first and second terms in bracket on the left-hand side of Eq. (2.2) indicate the 
kinetic energy and the external nuclear potential, respectively. The third term is 
referred to as the Hartree potential, 𝑉 𝑟 , which describes the interaction between 
an electron and the total electron density contributed by all the electrons, n(r). The 
remaining fourth term is called the exchange and correlation potential, 𝑉 𝑟  , 
which is defined to contain quantum mechanical effects and the correction for the 
unphysical self-interaction included in the Hartree potential, that is, interaction 
between an electron and itself through the total electron density.  
Compared to the Schrödinger equation in Eq. (2.1), the summation among the N 
electrons is excluded in Eq. (2.2), which shows the one-body feature of the Kohn-
Sham equations. Instead, the interaction between different electrons, 
∑ ∑ 𝑈 𝑟 , 𝑟   in Eq. (2.1), is replaced by the dependence of 𝑉 𝑟
𝑒
| |
𝑑 𝑟   and 𝑉 𝑟   on the total electron density, 𝑛 𝑟




computational cost is highly diminished, which allows the energy prediction of 
materials constituted of many electrons by numerically solving the electronic 
structure equation. 
The above-explained reformulation of the governing equation of electrons is based 
on the two fundamental theorems proved by Hohenberg-Kohn [4]: (ⅰ) The ground 
state energy from Schrödinger equation is a unique functional of the electron density; 
(ⅰⅰ) The electron density that minimizes the energy of the overall functional is the true 
electron density corresponding to the full solution of the Schrödinger equation. Since 
the ground state energy and other related properties are a unique functional of the 
electron density, E[n(r)], the electronic structure calculation is usually referred to as 
DFT. It is notable that the total electron density, 𝑛 𝑟 ∑ ϕ∗ 𝑟 ϕ 𝑟 , is not 
only the solution but also the component of the Kohn-Sham equations through the 
two functional potentials: VH(r) and VXC(r). Therefore, the Kohn-Sham equations 
must be solved by the iterative method until the self-consistency is achieved as 














Figure 2.1 Schematic of the iterative DFT algorithm to find the self-consistent 
solutions of the Kohn-Sham equations. 
 
2.1.2. Exchange and correlation potential 
The accuracy of the solution to the Kohn-Sham equations is determined by the 
exchange and correlation potential, VXC(r); If the exact from of VXC(r) was known, 
the following ground state energy and density of electrons would be guaranteed to 
be accurate. However, what is the exact form of the VXC(r) is not known and 
approximations to the exchange and correlation potential are the best option 
available today.  




using the free electron gas model in which the exact formula of the VXC(r) can be 
derived. In the case that only the local electron density is used for the parametrization, 
the approximated potential is called the local density approximation (LDA), 
𝑉 𝑟 𝑉  𝑛 𝑟 . On the other hand, when the local gradient of the 
electron density as well as the local electron density is employed, the resulting 
potential is referred to as the generalized gradient approximation (GGA), 
𝑉 𝑟 𝑉  𝑛 𝑟 ,∇𝑛 𝑟  . The two classes, LDA and GGA, are the 
most widely used functional as the exchange and correlation potential. 
 
2.1.3. Details in DFT calculations 
There is no ideal one exchange and correlation potential suitable for all kinds of 
structure and property calculations. For example, as the strength of the gradient 
corrections in GGA functionals increases, surface energy tends to be more 
underestimated while the prediction on adsorption energy becomes improved [5]. 
Therefore, the exchange and correlation potential must be appropriately selected 
according to the type of calculation.  
For all the calculations in this dissertation, the LDA-based Ceperley-Alder 
exchange correlation functional [6] parameterized by Perdew and Zunger [7] was 
used with the projector-augmented wave (PAW) [8,9], as implemented in the Vienna 
Ab Initio Simulation Package (VASP) [10-13]. The 3d, 4s, and 4p orbitals of Ga, as 
well as the 4s and 4p orbitals of As, were treated as valence electrons. The plane-
wave basis function was expanded within 500 eV cutoff energy, and Gamma-
centered 12×12×12 k-points were sampled for the conventional zinc-blende (ZB) 




and the number of k-points were all confirmed within 10 meV per formula unit. The 
atoms in bulk unit cell were relaxed until the forces were less than 10-4 eV/Å. On the 
other hand, the atoms at the top five layers in slab supercell were relaxed until the 
forces were less than 0.02 eV/Å, while the other atoms at the bottom layers were 
fixed. 
For the slab supercell generated to represent the surface, the in-plane size was 
determined according to the symmetry of reconstruction, and the height of the slab 
was set to contain sufficient atomic layers (at least nine atomic layers) and vacuum 
separation (> 15 Å). Then, the k-points along the in-plane directions of the slab 
supercell were scaled according to the supercell size to maintain comparable k-point 
density to that of the conventional ZB unit cell. The dipole correction [14] along the 
vacuum direction and the anti-symmetrical slab having the fixed bottom side 
passivated by pseudo-hydrogen were employed, to eliminate undesired interaction 
between the top and bottom surfaces. 
 
2.2. Surface energy calculations and crystal symmetry 
The crystal structure of III-V compounds is either ZB or wurtizte (WZ): the stable 
structure of nitride (III-N) is WZ, while that of phosphide (III-P), arsenide (III-As), 
and antimonide (III-SB) is ZB [15]. Since both the ZB (F43m) and WZ (P63mc) 
structures have no inversion symmetry (i.e., non-centrosymmetric), various 
inequivalent surfaces exist and some of them along polar directions show distinctive 
structural and physical properties between the two opposite surfaces [16,17]. 
Depending on whether the surface orientation is nonpolar or polar, the method of 





2.2.1. Slab method for nonpolar surfaces 
In the case of nonpolar surfaces, the conventional slab geometry was used to 
calculate surface energy. The representative low-index surfaces to which the slab 
method is applicable are (100) and (110) of ZB-GaAs. Along <100> directions, 4 
rotoinversion axis is aligned as confirmed by the atomic structure in Fig. 2.2(a) 
where the top and bottom are flipped and rotated by 4-fold from each other. Mirror 
plane perpendicular to <110> directions is also identified in Fig. 2.2(b). For these 
(100) and (110) surfaces with other nonpolar surfaces, the hydrogen-passivated 
surface energy including the atomic energy of the hydrogen (𝛾 𝛼) is evaluated 
simply by the energy difference between the slab and bulk structures: 
𝛾 𝛼
 
,  (2.3) 
where 𝐸   is the ground state electronic energy of the hydrogen-passivated 
symmetrical slab (e.g., Fig. 2.2(a) and (b)); 𝜇   and 𝜇   are the 
chemical potentials of the Ga and As species in the reservoir (ZB-GaAs), 
respectively; and NGa, NAs, and A are the numbers of Ga and As atoms and the surface 
area of the slab, respectively. Note that the hydrogen used for the passivation is 
pseudo-hydrogen with a non-integer core charge Z, together with Z electrons. The 
dangling bonds of Ga atom were saturated by the pseudo-hydrogen with Z=1.25, 
while those of As atom were saturated by the pseudo-hydrogen with Z=0.75. These 
pseudo-hydrogens are widely utilized to passivate III-V dangling bonds [18]. 
After obtaining the electronic energy of the hydrogen-passivated symmetrical slab 




removed and the corresponding surface was reconstructed. Then, the next relaxation 
was conducted only for the atoms at the reconstructed surface while the other atoms 
are fixed. Using the resulting energy, the surface energy of reconstruction was 
computed as follows: 
𝛾
 
𝛾 𝛼 ,  (2.4) 
where, 𝛾   is the electronic surface energy; and 𝐸   is the ground state 
electronic energy of the reconstructed anti-symmetrical slab. The hydrogen-
passivated surface energy (𝛾 𝛼) was given by the separate calculation, Eq. (2.3), 




















Figure 2.2 Top, side, and bottom views of the slab geometry where both the top and 
bottom (a) (100), (b) (110), and (c) (111) surfaces are saturated by pseudo-hydrogen. 
The surface (1×1) primitive cell and corresponding unit length with respect to the 
lattice constant of the conventional bulk cell of GaAs (a = 5.61 Å as calculated by 
LDA potential) are denoted in the top view. (d) Cross-sectional view of the three-
dimensional wedge-shaped geometry, infinite triangular prism, consisting of two 
(111)B surfaces and one (100) surface saturated by pseudo-hydrogen. Insets in the 
large wedged structure are the corresponding normal view, in which the surface (1×1) 
primitive cell is marked by gray rectangle. The large and small wedged structures 
expose seven and six primitive cells on each of the three surfaces, respectively, as 






2.2.2. Wedge method for polar surfaces 
For polar surfaces, on the other hand, the construction of the hydrogen-passivated 
symmetrical slab is not possible. The representative low-index surface is (111) of 
ZB-GaAs along which 3-fold rotation axis is aligned, leading to the two different 
types of surfaces on the opposite directions: Ga-terminated (111)A and As-
terminated (111)B as shown in Fig. 2.2(c). Therefore, the evaluation of the surface 
energy of either (111)A or (111)B is not allowed using the conventional slab method. 
Instead, the wedge-shape geometry proposed by Zhang and Wei [19] was 
employed, where two (111)B and one (100) surfaces saturated by pseudo-hydrogen 
are exposed. Figure 2.2(d) shows the wedge geometry, which is identical with the 
infinite triangular prism considering the 3-dimensional periodicity. The electronic 
energy of the wedge-shape geometry is broken down into contributions coming from 
the bulk GaAs, three surfaces, and three corners. The energy contribution from the 
three corners is effectively canceled out by subtracting the energy of the small wedge, 
bottom panel in Fig. 2.2(d), from that of the large wedge, top panel in Fig. 2.2(d). 
The remaining energy from the subtraction includes the bulk energy of eight formula 
unit and the surface energy of the two (111)B and one (100) surfaces. Since the bulk 
energy and (100) surface energy were already calculated, the additional subtraction 
allows only the surface energy of (111)B saturated by pseudo-hydrogen to be 
extracted. Then, the surface energy of (111)A saturated by pseudo-hydrogen was 
obtained from the energy of (111) slab shown in Fig. 2.2(c). These hydrogen-
passivated surface energies of (111)A and (111)B were taken in Eq. (2.4) to evaluate 





2.3. Ab initio thermodynamics for surface 
As explained in the section 2.1, the electronic structure calculation programs such 
as VASP give us the ground state energy for a given atomic configuration {RI}. The 
ab initio potential energy surface, E({RI}), contains all the relevant information 
required to evaluate thermodynamic properties like the chemical potential. The basic 
idea behind the ab initio thermodynamics for surface is to mathematically describe 
the interaction between vapor and solid by relating their corresponding 
thermodynamic potentials. In the following sections, we illustrate how the ab initio 
potential energy surface is employed to calculate the chemical potentials of solid and 
vapor phases and how their chemical potentials are related to represent the chemical 
interactions occurring in the solid-vapor systems. The mathematical description of 
the solid-vapor systems is very useful for simulating surface reactions such as 
catalytic reactions as well as material growth that we are concentrating on in this 
dissertation. For more details, the book section written by Reuter et al. [20] and that 
by Rogal and Reuter [21] will be of great help. 
 
2.3.1. Chemical potential of solid 
The chemical potential of bulk solid, 𝜇 𝑇,𝑃  , was considered to be the 
Helmholtz free energy (F=E–TSvib) per formula unit, since the PV contribution to the 
Gibbs free energy (G=F+PV) is negligible in the low pressure solid-vapor system 




𝑘 𝑇 ln 1 𝑒
ħ




where, 𝑁  and 𝑀 are the numbers of k-points and phonon modes, respectively; ħ 
and 𝑘  are the reduced Planck constant and the Boltzmann constant, respectively; 
and 𝑤 𝑘  is the angular frequency of the i-th phonon mode at k-point sampled in 
the Brillouin zone (BZ). The phonon calculations of 3-dimensional bulk crystals 
were carried out using PHONOPY program within the harmonic approximation [22]. 
In addition, since the situation described in this dissertation is the solid-vapor system 
at low pressures, the volume dependence of the vibrational frequency was neglected. 
As an example, Fig. 2.3 shows the calculated phonon density of state (DOS) of ZB-
GaAs and partial phonon DOS of As in ZB-GaAs. 
 
Figure 2.3 The total phonon DOS of zinc-blende (ZB) GaAs (gray area) and 
corresponding partial phonon DOS of As in the bulk GaAs (green area). 
 
2.3.2. Chemical potential of vapor 
On the other hand, the chemical potential of vapor phase is written as: 
𝜇 𝑇,𝑃 𝐸 𝐸 ∆𝜇 𝑇,𝑃 𝑘 𝑇 ln ,  (2.6) 
where 𝐸  and 𝐸  ( ∑
ħ




zero point energy (ZPE) of the considered vapor, respectively; 𝑃  and 𝑃  are the 
partial pressure and the standard pressure (=1 atm), respectively; and 
∆𝜇 𝑇,𝑃  is the standard chemical potential. The standard chemical potentials 
are listed in NIST-JANAF thermochemical tables for some vapor molecules [23].  
For unlisted vapor molecules, ∆𝜇 𝑇,𝑃  can be directly evaluated by using 
statistical mechanics in which the thermodynamic potentials of molecule are derived 
from the molecular partition functions of each degree of freedom (e.g., translational, 
rotational, vibrational, and electronic freedom). We can write the free energy 
contributions coming from each degree of freedom as: 
∆𝜇 𝑇,𝑃 𝐹 𝐹 𝐹 𝑘 𝑇 ln 𝐼 ,  (2.7) 
where 𝐹  , 𝐹  , and 𝐹   are the free energy contributions coming from 
vibrational, rotational, and translational motions, respectively; and 𝐼   is the 
electronic spin degeneracy of the ground state determined by the electron 
configuration of molecular orbital. In the assumption that the considered molecule is 
ideal gas and rigid rotor, the vibrational, rotational, and translational contributions to 
the free energy are defined by: 
𝐹 ∑ 𝑘 𝑇 ln 1 𝑒
ħ
,  (2.8) 
𝐹 𝑘 𝑇 ln
ħ ħ ħ
,  (2.9) 
𝐹 𝑘 𝑇 ln ,  (2.10) 
respectively. In Eq. (2.8), 𝑀 indicates the number of vibrational normal modes 
(=3N–5 for linear molecules, and =3N–6 for non-linear molecules) and 𝑤  is the 




moments of inertia; and 𝜎 is the symmetry number determined by the molecule 
geometry. The principal moments of inertia were calculated by diagonalization of 3-
by-3 inertia tensor. In Eq. (2.10), 𝑚 is the molecular mass, and ℎ is the Planck 
constant. The detailed derivation of Eq. (2.7)-(2.10) can be found in the statistical 
mechanics textbook written by McQuarrie [24]. 
Figure 2.4 shows the chemical potential of oxygen molecule, ∆𝜇 𝑇,𝑃
∆𝜇 𝑇,𝑃  , obtained by the two different approaches: one is referring to the 
enthalpy and entropy tabulated in NIST-JANAF thermochemical tables (G=H–TS) 
and the other is calculating the electronic, vibrational, rotational, and translational 
contributions to the free energy using Eq. (2.7)-(2.10). The values of the two 
approaches are well matched each other, which demonstrates the validity of the 

















Figure 2.4 The chemical potential of oxygen molecule, ∆𝜇 𝑇,𝑃
∆𝜇 𝑇,𝑃 . The red lines shows the sum of free energy contributions from 
electronic, vibrational, rotational, and translational degrees of freedom. The 
chemical potentials of oxygen molecule listed in NIST-JANAF thermochemical 
tables are also denoted as the black cross marks for comparison. 
 
Molecules of As2 and As4 are the dominant vapor environment for the growth of 
GaAs, because the partial pressure of As is much higher than that of Ga under 
common conditions in MBE or MOVPE (V/III > 1). However, the thermodynamic 
data of the As2 and As4 molecules is not available in NIST-JANAF thermochemical 
tables [23]. Instead, we evaluated the chemical potentials of the As2 and As4 
molecules by directly calculating the standard chemical potential in Eq. (2.7). The 
required parameters in Eq. (2.8)-(2.10) are given by DFT calculations conducted on 
an isolated molecule in 17.5×17.5×17.5 Å3 cell. With 1×1×1 k-point, the structures 
of the molecules were relaxed until the forces were less than 10-6 eV/Å and their 




within the harmonic approximation. The resulting standard chemical potentials of 
the As2 and As4 molecules are shown in Fig. 2.5(a) and (b), respectively. 
 
Figure 2.5 The calculated values of standard chemical potential (𝑃 =1 atm) of (a) 
As2 and (b) As4. Contributions of individual degrees of freedom to the standard 
chemical potential are denoted: translational, rotational, vibrational motions, and 
electronic spin degeneracy of the ground state. 
 
By summing up the T-dependent ∆𝜇 𝑇,𝑃  with other terms in Eq. (2.6), 
the chemical potentials of the As2 and As4 molecules, 𝜇  and 𝜇 , were 
evaluated as a function of T and partial P. In this study, the As vapor was considered 
to be a vapor mixture consisting of As2 and As4 molecules in equilibrium: 
𝜇 𝜇 𝜇 ,  (2.11) 
𝑃 𝑃 𝑃 ,  (2.12) 
where, 𝜇  , 𝜇  , and 𝜇  are the chemical potentials of the As 
vapor mixture in equilibrium, As2, and As4, respectively; and 𝑃 , 𝑃 , and 𝑃  
indicate the total As pressure, partial pressures of As2 and As4, respectively. The two 




given T and PAs, and are shown in Fig. 2.6. As a result, the T–P dependent chemical 
potential of the As vapor in equilibrium between As2 and As4 could be evaluated as 
presented in Fig. 2.7, which acts as the surrounding vapor potential of GaAs. 
 
Figure 2.6 (a) Equilibrium fraction of 𝑃  as a function of T and 𝑃  ( 𝑃










2.3.3 Thermodynamic equilibrium for surface 
The 𝜇  and 𝜇  in Eq. (2.3) and (2.4) can be varied depending on 
the surrounding conditions, but the variation is limited by the following constraints: 
𝜇 𝜇 𝜇 ,  (2.13) 
𝜇 𝜇  𝑎𝑛𝑑 𝜇 𝜇 ,  (2.14) 
where 𝜇  , 𝜇  , and 𝜇  are the chemical potentials of the 
most stable bulk phases of GaAs, Ga, and As, respectively. The corresponding phases 
are ZB, orthorhombic, and rhombohedral structures for GaAs, Ga, and As, 
respectively. In thermodynamic equilibrium, the condition of Eq. (2.13) must be 
fulfilled; Eq. (2.14) is stable condition against decompositions because otherwise the 
decomposition from GaAs to the elemental phase would occur. By the substitution 




,  (2.15) 
𝛾
 
𝛾 𝛼 .  (2.16) 
Therefore, 𝛾  of reconstruction is generally given as a function of 𝜇  
and the dependency is determined by the degree of stoichiometry imbalance, 𝑁
𝑁 , of reconstruction being considered. Figure 2.8 shows examples on the surface 
energy of several surfaces. The slope in this figure is proportional to the 𝑁 𝑁 , 
the excess number of Ga atoms compared to the As atoms in the reconstruction: the 
positive (negative) slope indicates the number of Ga (As) atoms is greater than that 
of As (Ga) atoms in the reconstruction. The constrained range of x-axis, 𝜇 , 




stable, which is given by the substitution of Eq. (2.13) into Eq. (2.14): 
𝜇 𝜇 𝜇 𝜇 .  (2.17) 
 
Figure 2.8 Calculated electronic surface energy of GaAs (a) (110), (b) (111)A, and 
(c) (111)B surfaces as a function of 𝜇 . The stable reconstructions with low 
electronic surface energy are highlighted for each surface. 
 
In real situation, the GaAs surface is in contact with a given As atmosphere, whose 
change in the thermodynamic potential is caused by the change in T and PAs as 
represented in Fig. 2.7. By assuming the chemical equilibrium between the surface 
and surrounding gas (Fig. 2.9), 𝛾 𝜇  in Fig. 2.8 can be converted to 
𝛾 𝑇,𝑃   as in Fig. 2.10. This dependency, originated from the chemical 
potential of reservoir and the stoichiometry imbalance of reconstruction, is called 
implicit T–P dependence [25]. It is notable that the conversion from 𝜇  
dependence to T–P dependence makes it practical to directly compare the calculation 









Figure 2.9 Schematic of equilibrium condition that the chemical potential of As in 
ZB-GaAs is equal to that of As in vapor phase. The As in vapor phase was considered 
to be a gas mixture consisting of As2 and As4 molecules in equilibrium. 
 
 
Figure 2.10 Electronic surface energy of GaAs (a) (110), (b) (111)A, and (c) (111)B 
surfaces as a function of T at fixed PAs of 3×10-9 atm. 
 
2.3.4 Effects of surface vibration 
The calculation explained so far was performed under the assumption that the 
contribution to the surface energy coming from surface vibration is negligible. 
However, the differences in the bonding geometries and stoichiometry of various 
surface reconstructions are non-trivial, which might induce the different T 
dependence of the various surface reconstructions. This dependency, originated from 
the vibrational entropy of surface atoms, is called explicit T dependence [25]. In fact, 




in energetic calculation for some materials [26,27]. Therefore, effects of the surface 
vibration on surface energy must be treated carefully.  
In surface vibration calculations, the surface atoms of reconstruction were 
considered to be coupled harmonic oscillators. These atoms were displaced from 
their equilibrium positions by finite distance (we confirmed that the displacements 
by 0.01 and 0.015 Å give the same phonon DOS), and the resulting forces were used 
to make Born-von Karman force constants and dynamical matrix on the 
corresponding surface BZ. The eigen-frequencies of surface phonon modes at 21×21 
k-points, sampled at equal intervals on the 2-dimensional BZ, were inserted into Eq. 
(2.5) to evaluate the vibrational free energy of surface reconstructions (𝐹 ). The 
surface phonon DOSs were plotted by smearing the frequencies by the Gaussian 
smearing method ( σ =0.1). Similar to Eq. (2.16), the vibrational free energy 
difference between surface and bulk is given by: 
∆𝛾
 
,  (2.18) 
where ∆𝛾  is the vibrational contribution to surface energy; and 𝐹  and 
𝐹   are the vibrational free energies of ZB-GaAs and As in ZB-GaAs, 
respectively.  
As an example, Fig. 2.11(a) shows the surface phonon DOSs of GaAs (100) 
β2(2×4) calculated by the finite displace method conducted for atoms at top several 
layers: from the topmost layer to the top four layers. The corresponding surface 
phonon DOSs and bulk phonon DOS in Fig. 2.3 were utilized to evaluate 𝐹 , 
𝐹 , and 𝐹  in Eq. (2.18) using Eq. (2.5). Figure 2.11(b) shows the 




energy (∆𝛾 ) is confirmed to be converged when the atoms at the top three layers 
or more layers are considered in the surface phonon calculation. This is because the 
bonding state and vibration of the atoms at deeper than the top three layers are almost 
identical to those of the atoms in bulk state as shown in the atomic structure in Fig. 
2.11(a).  
 
Figure 2.11 (a) Surface phonon DOS (black line) of the GaAs (100) β2(2×4) 
reconstruction obtained by displacement of the atoms at the uppermost layer, up to 
the 2nd layer, up to the 3rd layer, and up to the 4th layer from the uppermost layer, 
compared with the bulk phonon DOS of ZB-GaAs (shaded area). The range of layers 
where the displacement is allowed is denoted by dashed red box. (b) Surface energies 






Therefore, in this dissertation, all of the surface phonons were obtained by finite 
displacement of the atoms at top three layers. Figure 2.12 shows the sum of the 
electronic surface energy (𝛾  ) in Fig. 2.10 and the vibrational surface energy 
(∆𝛾 ). Compared with Fig. 2.10, the surface energy is lowered by 5~10 meV/Å2 
by the vibrational contribution and the amount of the decrease is different for each 
reconstruction. This is because the surface phonon and its difference with the bulk 
phonon are various, caused by the different bonding state of each reconstruction. The 
corresponding surface phonon DOSs as well as atomic structures of the 
reconstructions will be explained at relevant point in this dissertation. 
 
Figure 2.12 Calculated total surface energy of GaAs (a) (110), (b) (111)A, and (c) 
(111)B surfaces as a function of T at fixed PAs of 3×10-9 atm. The lowest surface 
energy line is highlighted along the most stable reconstructions for each surface. 
 
2.4. Equilibrium crystal shape (ECS)   
 
2.4.1 Wulff construction 
On the basis of the anisotropic surface energy, the faceted morphology is generally 




This energy-minimized shape in homogeneous environments is referred to as ECS 
or Wulff shape and determined by the Wulff construction theory [28]. The Wulff 
construction rule is schematically shown in Fig. 2.13. The generation of the Wulff 
shape starts with 𝛾-plot: a set of radial vector whose distance from a fixed point 
(called Wulff point) is proportional to the corresponding surface energy, 𝛾 𝑛 . Then, 
planes perpendicular to the radial vectors are drawn for each orientation 𝑛 . This 
planes divide space and the convex envelope of this plot corresponds to the Wulff 
shape. There are several freely available programs to display the Wulff shape for a 
given set of surface energy: Wulffman [29], Wulffmaker [30], and SOWOS [31]. 
 
Figure 2.13 Schematic of Wulff construction. 
 
2.5. Anisotropic growth kinetics 
 
2.5.1 Direction dependent nucleation 
When the equilibrium condition is not reached, the anisotropic growth rate 
becomes a key factor that determines the crystal morphology and the surface with 
slower growth rate tends to be more exposed. The growth rate along each 




𝑁 | 𝑇,𝑃 𝐶 𝑆𝑢𝑟𝑓,𝑇,𝑃 ∙ exp
∆ ∗ , ,
,  (2.19) 
where 𝑁 | 𝑇,𝑃   is nucleation rate on a given surface orientation; 
𝐶 𝑆𝑢𝑟𝑓,𝑇,𝑃  is pre-exponential factor which is related to the rate of source supply; 
and ∆𝐺∗ 𝑆𝑢𝑟𝑓,𝑇,𝑃  is the nucleation barrier. As denoted in Eq. (2.19), all the 
terms are affected by the surface orientation and T–P conditions. For example, the 
rate of source supply on each surface is determined by the combination of vapor 
phase adsorption and diffusion on the surface. 
 
2.5.2 Adsorption and desorption 
In the vapor-phase growth techniques, the supplied vapor sources are adsorbed to 
surface and desorbed from the surface repeatedly before the incorporation of sources 
into nucleus. Between the competitive adsorption and desorption, an element might 
prefers to be adsorbed onto the surface if the chemical potential of the adsorbed state 
is lower than that of vapor phase. Figure 2.14 schematically illustrates the criteria 
for whether the adsorption or desorption is more preferred. 
 
Figure 2.14 Schematic to determine the adsorption-desorption boundary for Ga or 
As atom. If the chemical potential of the adsorbed state is lower than that of vapor 





2.5.3 Gibbs free energy for nucleation 
Figure 2.15 depicts the situation that a nucleus is formed on an arbitrary crystal 
surface. The change in Gibbs free energy by the formation of the nucleus is written 
as: 
∆𝐺 𝑉∆𝜇 𝑃ℎ𝛾 𝐴 𝛾 𝛾 𝛾 ,  (2.20) 
where 𝑉, 𝑃, ℎ, and 𝐴 indicate volume, perimeter length, height, and top surface 
area of the nucleus, respectively; ∆𝜇  is the change in chemical potential per 
volume by the incorporation of sources into nucleus; 𝛾  is the side surface 
energy between source and nucleus (sn); 𝛾   and 𝛾   are the top 
interface (surface) energy between crystal and nucleus (cn), and between source and 
nucleus (sn), respectively, which are generated by the formation of the nucleus; and 
𝛾  is the top surface energy between source and crystal (sc), which disappears 
by the nucleation. Note that the nucleus geometry in Fig. 2.15 is just schematic 
illustration and the shape of the nucleus may be different for each surface direction. 
 
Figure 2.15 Schematic of the nucleus (n) formation by incorporation of the sources 
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Chapter 3. Surface reconstructions of GaAs (100) 
 
3.1. Introduction 
The atomic structure of the compound semiconductor surface, especially after 
reconstruction, has important effects on the material growth. While there are 
numerous experimental techniques to probe the surface structures, surface energy 
and reconstruction have been difficult to be identified, and hence further theoretical 
studies on surface reconstruction are necessary to promote the clear understanding 
of the development of such subtle surface structures. In this chapter, the T–P 
dependent variation in surface reconstruction of GaAs (100) will be clarified based 
on DFT calculation. It should be noted that the surface energy and existence 
probability of various reconstructions are predicted as a function of T and P, not as a 
function of the chemical potential [1]. This highly facilitates the direct comparison 
with the experiments. By taking into account the effects of vibrational and 
configurational entropy, which has been commonly neglected in conventional ab 
initio calculations, the improved prediction can be achieved showing notable 
agreement with the previous experimental observations. 
 
3.1.1. Dependence on temperature and pressure conditions 
Surface reconstruction occurs to minimize the surface energy by altering its 
bonding configurations of a specific crystallographic plane. In particular, III-V 
semiconductors show inherently complicated surface reconstructions which are 
variable depending on T–P conditions. Previous experimental studies on GaAs (100) 




energy electron diffraction (RHEED) and scanning tunneling microscopy (STM): 
c(4×4)  (2×4)  (4×2), where the right-hand directions correspond to an increase 
in T or a decrease in P [2,3].  
 
3.1.2. Candidate structures of reconstructions 
In order to find the stable reconstructions and corresponding surface energies of 
GaAs (100), various reconstructions reported in previous studies [4-7] were referred. 
Figure 3.1 shows the top view of the considered reconstructions with primitive (1×1) 
as-cleaved surface. In this figure, different periodicity is distinguished by different 
shaded colors. For the c(4×4) reconstructions, not only the homodimers consisting 
of the six As atoms, c(4×4) As6, but also the heterodimer configurations were 
considered following the previous studies [8-10]. All the possible heterodimer 
configurations were constructed by replacing one to six As atoms at the top layer 
with Ga atoms, but only the structures having the lowest surface energy for a given 





Figure 3.1 Top view of the atomic structures of GaAs (100) reconstructions. All the 
surface areas correspond to the surface unit cell, except the ideal(1×1), whose surface 
unit cell sizes are indicated by the dark gray square. The largest circles indicate the 
atoms at the topmost layer. 
 
3.2. Surface phase diagram 
 
3.2.1. Electronic surface energy 
The electronic surface energy (𝛾  ) of each reconstruction in Fig. 3.1 was 




section 2.3.3. The results are shown in Fig. 3.2(a) in which the stable reconstructions 
with low surface energy are highlighted by several colors. It should be noted that the 
range of x-axis, 𝜇 , is limited by Eq. (2.17) and the slope of each surface 
energy line is proportional to the excess number of Ga atoms compared to As atoms 
in the structure, as presented in Eq. (2.16). Therefore, the fact that the slope of the 
most stable reconstruction changes from positive to negative signs as 𝜇  
increases shows a consensus with the general conjecture that the reconstruction with 
more excess As atoms is more stable as 𝜇  increases. Under the Ga-rich 
condition (i.e., low 𝜇  region), ζ(4×2) with a positive slope is identified as 
the reconstruction with the lowest surface energy. On the other hand, under the As-
rich condition (i.e., high 𝜇  region), c(4×4) As6 with a negative slope is the 
most stable. The reconstruction of β2(2×4) becomes stable in the middle range of 
𝜇 . 
In order to make a T–P surface phase diagram of the GaAs (100), 𝜇  
should be converted to a function of T and P, which is certainly achievable by the 
assumption of the chemical equilibrium between the surface and surrounding gas, 
𝜇 𝜇 , as depicted in Fig. 2.9. Accordingly, 𝛾 𝜇  in Fig. 
3.2(a) was converted to 𝛾 𝑇,𝑃  as shown in Fig. 3.2(b) using the method 
described in section 2.3.3 and the evaluated value of 𝜇 𝑇,𝑃  ) in section 
2.3.2. It is worth emphasizing that the conditions of high T and low PAs correspond 
to the low chemical potential of As. Therefore, the changes in stable reconstructions 







Figure 3.2 (a) Electronic surface energy of GaAs (100) reconstructions as a function 
of chemical potential of As in ZB-GaAs. (b) The surface energy converted to the 
function of T and P.  
 
3.2.2. Vibrational entropy contribution 
In addition to the electronic surface energy, the difference in vibrational free 
energy between surface and bulk was calculated using the method described in 
section 2.3.4. Figure 3.3(a) shows the evaluated total surface energy including both 
the electronic and vibrational contributions, 𝛾 𝛾 ∆𝛾 . Compared to Fig. 
3.2(b), the surface energies of the reconstructions were entirely lowered by different 
amounts, which is caused by the different bonding state of each reconstruction. From 
this figure, the most stable reconstruction under a given T–P condition can be 
identified and Fig. 3.3(b) shows the resulting surface phase diagram of GaAs (100). 
The experimental conditions where the reconstruction transitions from c(4×4) to (2×4) 
and from (2×4) to (4×2) occurred are indicated by the triangular and circular marks, 
respectively. The closeness between the experimental points and theoretical 






Figure 3.3 (a) Total surface energy ( 𝛾 𝛾 ∆𝛾 ) of GaAs (100) 
reconstructions as a function of T and P, and (b) surface phase diagram of GaAs 
(100). The experimental T–P conditions where reconstruction transitions from c(4×4) 
to (2×4) and from (2×4) to (4×2) were observed are indicated by the triangular and 
circular marks, respectively, for comparison. 
 
3.2.3. Configurational entropy contribution 
Around transition T–P conditions in which there is little energy difference between 
two or more surface reconstructions, the coexistence of multiple reconstructions was 
observed: mixture of c(4×4) with various types of dimers under low T condition 
[3,11], that of c(4×4) with (2×4) [3], and that of (2×4) with (4×2) [2]. The observed 
mixed or coexisting phases are originated from the configurational entropy [12,13] 
and reflect the fact that a real situation is not the ground state but ensemble of 
possible configurations with statistical probability. At a given T and P, the probability 
of filling area (A) with reconstruction i (𝑐 ) can be predicted by the partition function 
Z [12,13]: 
𝑍 ∑ 𝑍 ∑ 𝑔 exp 
,
,  (3.1) 




𝑐  𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛𝑠 ,  (3.3) 
where 𝛾  is the surface energy of reconstruction i; 𝑔  is the degeneracy factor 
related to the surface symmetry; 𝑛  and 𝑚  indicate cell sizes of reconstruction 
i(n×m); and 𝜎  is the number of symmetry operation of reconstruction i(n×m) 
as summarized in Table 3.1.  
The values of 𝛾  in Eq. (3.1) were already calculated as a function of T and P, 
and thus it was possible to predict the T–P dependent 𝑐 . Figure 3.4(a) shows the 
probability obtained from the electronic surface energy (𝛾 ) of GaAs (100) as a 
function of T at a fixed PAs of 4×10-9 atm. On the other hand, Fig. 3.4(b) shows the 
result from the total surface energy (𝛾 𝛾 ∆𝛾  ). As mentioned above, 
various configurations of homodimer and heterodimers exist in c(4×4) symmetry. 
The total sum of the probability of all c(4×4) configurations is denoted as ‘c(4×4) 
all’ in Fig. 3.4. The separated probability contributions from each c(4×4) 
configuration are represented in the lower panel of Fig. 3.4. These clearly 
demonstrate that the c(4×4) heterodimers enhance the existence probability of c(4×4) 
at low T region and show the transition of the dominant surface structures: c(4×4) 
with various configurations → mixture of c(4×4) with (2×4) → (2×4) → mixture of 
(2×4) with (4×2) → (4×2) as T increases. In the case that the surface vibration effects 
were considered, the transition T where the existence probability of two different 
reconstructions becomes similar (~ 0.5) is predicted to be 760–790 K for the 
transition from c(4×4) to (2×4) and ~850 K for the transition from (2×4) to (4×2), 
respectively. The overall calculations show remarkable agreement with the previous 
experimental observations carried out under common MBE condition (~4×10-9 atm): 




of c(4×4) with (2×4) at around 760 K [3], and that of (2×4) with (4×2) at around 850 
K [2]. 
 
Table 3.1 Two-dimensional symmetry group (2SG), the number of symmetry 
operations (𝜎 ), and degeneracy factor (𝑔 ) for the various reconstructions of 
GaAs (100). For the c(4×4) heterodimers, the configuration having the lowest 








α2(4×2) p1 1 8 ζa(2×4) pmm 4 2 
α3(4×2) pmm 4 2 α2(2×4) p1 1 8 
β2(4×2) pm 2 4 α3(2×4) pmm 4 2 
β3(4×2) pm 2 4 β2(2×4) pm 2 4 
β3’(4×2) p1 1 8 β3(2×4) pm 2 4 
ζ(4×2) pmm 4 2 mixed dimer(2×4) pm 2 4 
c
(
cmm 8 2 c(4×4) As3 (IV) p1 2 8 
c
(
p1 2 8 c(4×4) As3 (V) p1 2 8 
c(4×4) As5 (II) cm 4 4 c(4×4) As3 (VI) p1 2 8 
c(4×4) As4 (I) p2 4 4 c(4×4) As2 (I) p2 4 4 
c(4×4) As4 (II) p1 2 8 c(4×4) As2 (II) p1 2 8 
c(4×4) As4 (III) cm 4 4 c(4×4) As2 (III) cm 4 4 
c(4×4) As4 (IV) p1 2 8 c(4×4) As2 (IV) p1 2 8 
c(4×4) As4 (V) cm 4 4 c(4×4) As2 (V) cm 4 4 
c(4×4) As4 (VI) cmm 8 2 c(4×4) As2 (VI) cmm 8 2 
c(4×4) As3 (I) cm 4 4 c(4×4) As1 (I) p1 2 8 
c(4×4) As3 (II) p1 2 8 c(4×4) As1 (II) cm 4 4 






Figure 3.4 Existence probability of each reconstruction evaluated from (a) electronic 
surface energy (𝛾 ) and (b) total surface energy (𝛾 𝛾 ∆𝛾 ) of GaAs (100) 
reconstructions as a function of T at a fixed PAs of 4×10-9 atm. 
 
3.3 Conclusion 
Starting from conventional surface energy calculation as a function of chemical 
potential, the surface energy was converted to functions of T and PAs by the 
assumption that the GaAs surface is in equilibrium with the surrounding gas mixture 
consisting of As2 and As4 molecules. Then, vibrational surface energy was evaluated 
by the difference in vibrational free energy between surface and bulk and 
additionally included to obtain total surface energy (𝛾 𝛾 ∆𝛾 ). This total 
surface energy of GaAs (100) reconstructions was used to evaluate the existence 




the consideration of both vibrational and configurational entropy within the ab initio 
thermodynamics, the coexistence and the probability change of the various 
reconstructions were successfully predicted under arbitrarily given T–P conditions. 
This kind of prediction enabled us to directly compare the calculations with 
experiments, and was well matched with the previous experimental observations. 
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Chapter 4. Equilibrium crystal shapes of GaAs 
 
4.1. Introduction 
Depending on substrate orientation and T–P conditions of vapor-phase growth 
techniques, such as SA-MBE and SA-MOVPE, the changes in crystal morphology 
occur [1-3]. Many experiments have been carried out to tailor the crystal morphology 
by controlling the growth conditions. However, the control of the morphology has 
been attempted by heuristic approaches. To obtain III-V crystals in highly controlled 
manner, the interrelationship between the growth conditions and the crystal 
morphology has to be theoretically elucidated. Despite the crucial role of the surface 
energy and its anisotropy, a way of theoretically predicting the T–P dependent 
surface energy and crystal shape has yet to be developed [4-8]. This is because the 
conventional DFT calculations give us surface energy and following ECS as a 
function of chemical potential [9-11]. In this chapter, the changes in surface energy 
of several low-index surfaces and ECS were predicted as a function of the practical 
experimental variables of T and P by extending the method applied to GaAs (100) in 
chapter 3 to other surfaces. It enabled us to promote direct comparison of the 
calculated ECSs with experimentally grown shapes. In addition, a new (111)B 
reconstruction which is stabilized at high T by high entropy was proposed. The 
energetic and dynamical stability of this reconstruction were thoroughly confirmed 
and a correspondence between the calculated ECSs and experimental shapes was 
achieved only when both the new reconstruction and vibrational surface energy were 
considered [12]. The correspondence between ECSs and experimental shapes 




to equilibrium. It also emphasizes that the inclusion of the surface vibration effects 
is crucial for the materials exposing various surfaces with different bonding states, 
and that the suggested new (111)B reconstruction is highly probable to exist. 
                                                                                 
4.1.1. Dependence on temperature and pressure conditions 
When epitaxial growth of GaAs is conducted on GaAs or Si (100) substrate by the 
SA methods, the faceted crystal shapes are formed, which are mainly composed of 
several low-index surfaces: (100), (110), (111)A, and (111)B. The portion of each 
surface in the faceted morphology depends on T–P conditions. Experimentally, the 
crystal shapes with high fraction of (111)B facets were observed under low T 
conditions, while the symmetric morphologies showing similar surface area of 
(111)A and (111)B were formed under high T conditions of SA-MOVPE [1,2]. The 
main discrepancy between previous theoretical predictions on the GaAs ECS and 
experimental shapes is the existence of (111)B facets at high T. Under As-rich 
conditions corresponding to low T and high P, all the four considered surfaces were 
calculated to be exposed in the theoretical ECSs [9] in agreement with the 
experimental observations [1]. However, the previous theoretical works reported the 
absence of the (111)B facets under Ga-rich conditions [9], showing inconsistency 
with the experimental shapes exposing similar area of (111)A and (111)B facets. 
 
4.1.2. Candidate structures of reconstructions 
The discrepancy between the calculated ECSs and experimental shapes was 
previously attributed to the lack of computational capability to get surface energy of 




under high T conditions [13-15]. Calculation for such large size reconstruction was 
beyond the computational capability at the time that such theoretical works were 
conducted. In this study, all of the recently proposed structures, which were not 
considered in the previous works, were calculated including (113)A and (113)B as 
well as (111)B (√19×√19) reconstructions. Figure 4.1 shows the atomic structures of 
all the considered reconstructions, which were generated by referring to the previous 
reports for each surface: (100) [9,16,17], (110) [9], (111)A [9,18], (111)B [9,18,19], 





Figure 4.1 Top view of the atomic structures of GaAs (a) (100), (b) (110), (c) (111)A, 
(d) (111)B, (e) (113)A, and (f) (113)B reconstructions. All the surface areas 
correspond to the surface unit cell, except the ideal(1×1), whose surface unit cell 







4.2. T–P variation of crystal shape 
 
4.2.1. Equilibrium crystal shape by electronic surface energy 
The electronic surface energies (𝛾  of the reconstructions in Fig. 4.1 are 
shown in Fig. 4.2 as a function of As chemical potential (𝜇 ). As the chemical 
potential changes, the surface reconstruction of each surface orientation will be 
changed to the one with the minimum surface energy. Figure 4.3 shows the 
corresponding minimum surface energies connecting the most stable reconstruction 
for each surface. In this figure, the point where the slope of the line changes 
corresponds to the transition point of the reconstruction. In addition, the 
experimentally relevant growth conditions are indicated as the shaded gray area and 
a T–P condition (973 K, 10-3 atm), the highest value of As chemical potential among 
the experimental conditions, is denoted [1,2,4]. It should be noted that the typical 






Figure 4.2 Calculated electronic surface energies of GaAs (a) (100), (b) (110), (c) 
(111)A, (d) (111)B, (e) (113)A, and (f) (113)B. For each surface, the reconstructions 








Figure 4.3 Calculated minimum surface energies of GaAs for the several low-index 
surfaces. The shaded area corresponds to the experimentally relevant growth 
conditions. 
 
Such as the conversion from As chemical potential to T–P we did for GaAs (100) 
in chapter 3 by the assumption of the chemical equilibrium between the surface and 
surrounding gas (𝜇 𝜇  ), 𝛾 𝜇   in Fig. 4.3 was also 
converted to 𝛾 𝑇,𝑃  using the method described in section 2.3.3 and the 
evaluated value of 𝜇 𝑇,𝑃  ) in section 2.3.2. From the calculated 
𝛾 𝑇,𝑃  for each surface orientation, the variation in ECS as a function of T 
and PAs was obtained through Wulff construction theory [24]. The simple explanation 
about the theory is described in section 2.4.1 and we used Wulffman among the 
available Wulff construction programs (Wulffman [25], Wulffmaker [26], and 
SOWOS [27]) to display the Wulff shape (i.e., ECS). 
Figure 4.4 shows the calculated ECSs of GaAs in the range of T and PAs belonging 
to the shaded area in Fig. 4.3. They are mainly composed of (100), (110), (111)A, 




experimentally observed shapes of GaAs were composed of (100), (110), (111)A, 
and (111)B facets exposing similar area of (111)A and (111)B [1,2]. Although this 
study calculated electronic surface energies ( 𝛾   of more reconstructions 
compared to the previous theoretical work [9], including (111)B (√19×√19), (113)A, 
and (113)B, the discrepancy between calculations and the experiments remains 
unsolved. Therefore, surface vibration effects were additionally considered, as 
discussed in next section. 
 
Figure 4.4 Top view of GaAs ECSs along the [001] direction constructed from 
electronic surface energy (𝛾  around experimental growth conditions. 
 
4.2.2. Vibrational entropy contribution 
The surface vibration for the ECS prediction might be more crucial than 
reconstruction prediction of a single surface, because the significantly different 
bonding geometry of each surface can cause the highly anisotropic vibrational effects. 




between surface and bulk was calculated using the method described in section 2.3.4. 
By extending the calculation to the other surfaces, the effects of the surface vibration 
on the anisotropic surface energy were considered. Figure 4.5(b) shows the minimum 
total surface energies (𝛾 𝛾 ∆𝛾  ) evaluated for each surface. Since the 
phonon calculation for surface requires lots of computational cost, the vibrational 
surface energy was evaluated only for the reconstructions with low electronic surface 
energy as indicated by the bold lines in Fig. 4.2. 
 
Figure 4.5 (a) Calculated electronic surface energies (𝛾  and (b) total surface 
energies (𝛾 𝛾 ∆𝛾 ) of GaAs for the several low-index surfaces as a 
function of T and PAs. 
 
Using the total surface energies, the T–P dependent variation in ECS was again 
obtained as shown in Fig. 4.6. The morphology difference between Fig. 4.4 and 4.6 
implies the anisotropic effects of the surface vibration on the surface energy (∆𝛾 ). 
Compared to Fig. 4.4, the area of (113)A surfaces (yellow) is reduced, which agrees 
better with the experimental shapes [1,2]. Nevertheless, the (111)B facets are still 
not exposed in the GaAs ECSs, remaining inconsistency with the experimental 





Figure 4.6 Top view of GaAs ECSs along the [001] direction constructed from total 
surface energy (𝛾 𝛾 ∆𝛾  around experimental growth conditions. 
 
4.2.3. A new (111)B reconstruction at high T 
The discrepancy between the calculated ECSs and experimental shapes is likely 
to be caused by one of the two possibilities: (ⅰ) the equilibrium was not reached in 
the growth experiments and the experimental shapes were determined by kinetics 
rather than thermodynamics; (ⅰⅰ) there is an unknown reconstruction on (111)B 
surface whose surface energy is lower than the already known reconstructions (Fig. 
4.1). In this study, we checked the second possibility by evaluating various types of 
new reconstruction on the (111)B surface. As a result, a new (111)B reconstruction, 
Ga-vacancy α(2×2), was proposed as the stable one under high T conditions. 
This reconstruction was made from the substitution of the uppermost As atoms in 
(111)B As vacancy(2×2) by Ga atoms, as shown in Fig. 4.7(a). After the relaxation 




identical to that of the Ga atoms at the 2nd layer. The corresponding bond lengths, 
denoted in Fig. 4.7(a), are almost comparable to the bond lengths of the bulk Ga in 
orthorhombic phase (2.45-2.73 Å) calculated under the same calculation conditions. 
The idea of this new reconstruction is based on the general tendency that a 
reconstruction having a large number of Ga atoms tends to be favorable under Ga-
rich conditions, and vice versa. The dynamical stability of the (111)B Ga vacancy 
α(2×2) was also confirmed by the absence of any negative frequency in the band 
structure (Fig. 4.7(b)) and DOS (Fig. 4.7(c)) in the surface phonon. It should be noted 
that the frequency of the surface phonon (black lines) is significantly lower than that 
of the bulk phonon (shaded gray area), presumably due to the weak bonding between 
Ga atoms on the surface. The surface phonon mode at the 𝛤 point with the highest 
frequency (the red circle in Fig. 4.7(b), 6.38 THz) is represented by red-blue arrows 















Figure 4.7 (a) Atomic structure of (111)B Ga-vacancy α(2×2). The red-blue arrows 
for the atoms at the uppermost layer denote the surface phonon mode at the 𝛤 point 
with the highest frequency. (b) Band structure and (c) DOS of surface phonon of the 
(111)B Ga-vacancy α(2×2) (black line), with the projection of bulk phonon of ZB-
GaAs onto the 2D Brillouin zone (shaded gray area). 
 
In addition to the dynamical stability, the energetic stability of the (111)B Ga 
vacancy α(2×2) reconstruction was confirmed by surface energy calculations. In fact, 
the surface energy of Ga vacancy α(2×2) was predicted to be higher than that of 
Filled(√19×√19) when considering only the electronic surface energy (𝛾  as 
shown in Fig. 4.8(b). However, dramatic changes in the order of surface energy occur 
when considering the total surface energy ( 𝛾 𝛾 ∆𝛾𝑣𝑖𝑏   as clarified in 
comparison between Fig. 4.8(c) and 4.8(d). Figure 4.8(d) confirms that the Ga 




interest (high T) on the (111)B surface. This is because the amount of surface energy 
reduction by the vibrational surface energy (∆𝛾𝑣𝑖𝑏) of the Ga vacancy α(2×2) is much 
larger than that of the other (111)B reconstructions. This is presumably originated 
from the lower frequency of the surface vibration resulting from the weak bonding 
between Ga atoms in the Ga vacancy α(2×2) reconstruction. Figure 4.8(a) clearly 
shows that phonon frequency of the Ga vacancy α(2×2) is much lower than that of 
the other (111)B reconstructions as well as bulk ZB-GaAs (shaded gray area). These 
calculation results are consistent with the previous experimental studies observing 
the high T transition from (√19×√19) on the GaAs (111)B surface through RHEED 
[14] and STM [15]. In addition, the tendency for the surface structure with 
electronically weak bonding to become stable under a high T condition was also 
reported in the previous calculation for a different material system, which was called 
















Figure 4.8 (a) Surface phonon DOS of GaAs (111)B reconstructions (black lines) 
having low surface energy. Bulk phonon of ZB-GaAs is represented as shaded area 
for comparison. (b) Electronic surface energies (𝛾  of the (111)B reconstructions 
as a function of As chemical potential. The reconstructions with low surface energy 
are highlighted by green bold lines. (c) The electronic and (d) total surface energies 
(𝛾 𝛾 ∆𝛾  as a function of T at a fixed PAs of 10-5 atm. The reconstructions 
with the lowest surface energy are highlighted by green bold lines. 
 
Including both the surface vibration effects and the new (111)B Ga vacancy 
α(2×2), the T–P dependent variation in ECS was finally constructed as shown in Fig. 
4.9. The large reduction of (111)B surface energy by the new reconstruction 
contributes to the obvious existence of the (111)B facets. The exposure of (111)B 
facets in the ECS under high T (i.e., Ga-rich) conditions is well matched with the 




and the experimental shapes implies that the equilibrium is reached in the previous 
growth experiments. It is notable that the correspondence was achieved only when 
both the new reconstruction and vibrational surface energy were considered, as 
shown in Fig. 4.10 where the variation in ECS is represented with respect to the 
changes in calculation method at a fixed T of 1023 K and PAs of 10-5 atm. 
 
Figure 4.9 After consideration of (111)B Ga-vacancy α(2×2) reconstruction, top 
view of GaAs ECSs along the [001] direction constructed from total surface energy 











Figure 4.10 Changes in calculated ECS of GaAs at a fixed T of 1023 K and PAs of 
10-5 atm. Top view of the ECS constructed from (a) electronic surface energy (𝛾 , 
(b) total surface energy (𝛾 𝛾 ∆𝛾 , and (c) the total surface energy after 
consideration of (111)B Ga-vacancy α(2×2). 
 
4.3 Conclusion 
In this chapter, the ECS of GaAs was predicted as a function of T and PAs by 
expanding the method applied to GaAs (100) surface to other low-index surfaces: 
(110), (111)A, (111)B, (113)A, and (113)B. The anisotropic vibration effects were 
investigated by showing the significant dependence of vibrational surface energy on 
the surface reconstruction and orientation. This leads to the large difference between 
ECS prediction from electronic surface energy and that from total surface energy 
including both the electronic and vibrational contributions. In particular, a new 
(111)B reconstruction, Ga vacancy α(2×2), was proposed to be stabilized at high T 
by high vibrational entropy. The dynamical and energetic stability of this 
reconstruction was confirmed. Both the new reconstruction and vibrational surface 
energy contributed to the significant reduction of (111)B surface energy, leading to 
the ECS prediction in agreement with the experimental shapes exposing similar area 
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Chapter 5. Nanowire growth of GaAs 
 
5.1. Introduction 
Over the past decades, the III-V semiconductor NWs have attracted substantial 
attention as an ideal system for the growth mechanism study [1-3] and electronic-
photonic device applications [4-6]. Therefore, extensive experiments have been 
attempted to grow high-quality III-V NWs using vapor-phase growth techniques, 
which have shown promising developments by careful control of the growth 
variables: growth mode, growth conditions of T and P, and substrate orientation. It 
has been found that under narrow T–P range, the unidirectional growth along a 
certain crystallographic direction (<111>B for GaAs) is induced [7-15], and that the 
involvement of stacking-fault (SF) and polytypism in the grown NW depends on the 
T–P conditions [16-18]. Nevertheless, the effects of the growth variables have not 
yet been fully elucidated and the lack of atomic-scale understanding deters the 
precise control of the NW growth.  
In this chapter, an ab initio approaches will be provided to take a step forward in 
the theoretical modeling on the growth of GaAs NWs. In order to understand the 
effects of growth conditions and directions, we investigated the vapor-phase growth 
kinetics under arbitrary T–P conditions by combining the atomic-scale calculation 
with the stochastic growth model. Considering the entropy contribution and the 
electronic energy, the change in Gibbs free energy, composed of the chemical 
potential and surface energy, was evaluated at each stage of adsorption, nucleation, 
and growth as a function of T and P. It enabled us to predict the T–P dependent 




stacking sequences: ZB, SF, twin (TW), and WZ. As a result, the reason why the 
unidirectional growth of GaAs happens only along one specific direction, <111>B, 
was demonstrated as the excessive source supply to (111)B surface induced by 
preferential adsorption under narrow T–P conditions [19]. In addition, the intriguing 
asymmetry (polarity) in stacking behavior during the growth along the two opposite 
polar directions, <111>A and <111>B, and its dependence on growth condition were 
fundamentally elucidated, showing a perfect agreement with experimental 
observations [20].  
The proposed ab initio approaches are truly independent of any empirical data, 
bridging the gap between atomic-scale static calculation and kinetic growth process 
under arbitrary vapor-phase conditions. Therefore, it will contribute to the nanoscale 
growth of various materials, including other III-V and II-VI NWs and two-
dimensional materials, where the precise control of the growth and stacking 
sequence is important for their properties. 
 
5.1.1. Growth methods of nanowire 
Various methods have been exploited to promote the unidirectional growth of 
GaAs. The Au-catalyzed vapor-liquid-solid (VLS) method [7,8] has been most 
widely used for the synthesis of NWs, which promotes the axial growth rate by using 
a metal catalyst (usually Au) that fosters both the adsorption (gathering the vapor 
sources) and nucleation (incorporation into GaAs). The oxide-assisted growth (OAG) 
method [9] is based on suppressing the growth rate along the lateral directions by 
covering the GaAs core with a Ga2O3 oxide shell. In the SA epitaxy methods, the 




[21]: (ⅰ) when an effective As/Ga ratio is lower than 1, the excess Ga atoms are 
accumulated on the surface, leading to the formation of liquid Ga droplets, and the 
NW growth proceeds through the VLS mechanism (called self-catalyzed or Ga-
assisted growth); (ⅰⅰ) when an effective As/Ga ratio is higher than 1, on the other 
hand, the liquid droplets no longer remain and the NW growth proceeds through the 
non-catalytic facet-driven method (or called vapor-solid, VS). Since the As element 
is much more volatile than the Ga element, the effective As/Ga ratio of 1 is generally 
achieved at an actual As/Ga ratio higher than 10. Among the various growth methods 
of NW, we are going to focus on the VS growth of GaAs NWs. 
 
5.1.2. Anisotropic growth and preferential nucleation 
While all of the above-mentioned methods have been shown to produce GaAs 
NWs, it has proven challenging to successfully remove the liquid phase catalysts or 
surface oxide layer without damaging the GaAs NWs in VLS or OAG, respectively. 
Therefore, the VS growth has been expected to be a promising way to form sharp 
heterostructures excluding an unintentional incorporation of foreign impurities 
[22,23]. The vapor-phase growth techniques of SA-MBE and SA-MOVPE have been 
utilized to induce the VS growth of GaAs NWs. 
However, there are constraints in growth directions and T–P conditions to realize 
the NW growth by the VS method. It has been reported that the GaAs NWs prefer to 
grow along the <111>B direction under limited T–P conditions [11-15]. The GaAs 
NWs did not grow under too low T and high P conditions, while the unidirectional 
growth along the <111>B was promoted when T increases and P decreases [13,14]. 




suggested to be relevant to the suppression and enhancement of the unidirectional 
growth along the <111>B direction. That is, As-trimer(2×2) reconstruction, which is 
stable under low T and high P conditions, was related to the suppressed growth rate 
along the <111>B direction, while (√19×√19) reconstruction, which is stable under 
high T and low P conditions, was expected to enhance the axial growth rate [15,17]. 
However, there has been lack of satisfactory explanation about the interrelationship 
between the surface reconstruction and the unidirectional VS growth. 
The mechanism can be estimated to be the formation of facets depending on the 
growth conditions, which induces the difference in relative growth rate along the 
different crystallographic surfaces. In particular, the preferential nucleation at one 
interface was proposed as the general mechanism that describes why NWs grow 
faster along one direction than along the others [24]. Therefore, the orientation-
dependent nucleation rate, written in Eq. (2.19) in section 2.5.1, is likely to be a key 
factor to elucidate why the unidirectional growth happens along the <111>B 
direction under the constrained T–P conditions. The nucleation rate is specifically 
determined by two terms: the rate of source supply onto each surface and nucleation 
barrier on each surface. Both of them depend on T–P dependent surface structures. 
In section 5.2, we will demonstrate the fundamental mechanism behind the 
constrained growth of the VS NWs, by showing that the preferential adsorption of 
As atoms occurs on the (111)B surface at narrow range of T–P conditions, leading to 
relatively high rate of source supply and nucleation on the (111)B surface. 
 
5.1.3. Asymmetric stacking along polar direction 




secondary phase of WZ, has remained as a challenging task in the NW growth of ZB 
III-V [3,25]. These defects are particularly harmful in III-V NWs, because SF-
induced TW and ZB-WZ polytypism degrade the carrier mobility and optical 
response [26,27]. To eliminate the involvement of SF and polytypism, considerable 
experiments have been performed by manipulating the growth conditions and 
substrate orientation; the density of the stacking defects has been reported to 
decrease by increasing T [16-18] and decreasing P [18] as well as by changing the 
growth direction from <111>B to <111>A [28,29] for GaAs NWs grown by the SA 
epitaxy method. However, the mechanism behind such heuristic findings has not yet 
been fully understood.  
In particular, the asymmetric stacking along the two opposite polar directions, 
<111>A and <111>B, is an intriguing and unique property of III-V NWs compared 
to the group IV NWs with diamond cubic structure (centrosymmetric Fd3m). The 
crystallographic origin is that both the ZB (F43m) and WZ (P63mc) structures of 
GaAs are non-centrosymmetric and the common growth directions, <111> of ZB and 
<0001> of WZ, are polar. The NWs grown along A- (cationic) and B- (anionic) polar 
directions are referred to as <111>A (A-polar) and <111>B (B-polar) NWs, 
respectively [10,28]. Here, for ZB-GaAs, the <111>A NW will be briefly represented 
as ANW, where the growing surface corresponds to the (111)A (i.e., Ga-terminated 
(111), (111), (111), and (111)), while the <111>B NW will be represented as BNW 
exposing (111)B (i.e., As-terminated (111), (111), (111), and (111)) as the growing 
surface. 
In the previous theoretical approaches, the formation of polytypism in GaAs NWs 




of secondary WZ segments in ZB NWs was attributed to the corresponding small 
radius having high surface-to-volume ratio and lower surface energy of WZ 
compared to ZB [32]. However, this thermodynamic model cannot explain the 
experimentally observed difference in SF density between the GaAs ANWs and 
BNWs [28,29]. Given that the growth directions of the ANW and BNW are just 
opposite each other, there is no reason for the total energy of the SF-embedded NW 
to depend on the growth direction, either <111>A or <111>B. This is because the 
usual stacking fault energy does not reflect the polarity dependence, hence is 
identical for both the ANW and BNW. 
The critical limitations in the previous thermodynamic approaches imply that a 
different point of view is necessary to explain the different stacking behavior of 
ANW and BNW. We started this research from the intuitions: (ⅰ) kinetic aspects must 
be a dominant factor of the defect formation; (ⅰⅰ) the determination of stacking 
sequence must be accidentally and stochastically determined during the adsorption-
nucleation-growth kinetic processes; (ⅰⅰⅰ) the difference in reconstruction structure 
between (111)A and (111)B surfaces is likely to play a critical role, resulting in the 
asymmetric stacking behavior. In section 5.3, the mechanism on the asymmetric 
stacking behavior and its dependence on growth conditions will be discussed, by 
calculating the T–P dependent nucleation rate with possible stacking sequences (ZB, 
SF, TW, and WZ) for the ANW and BNW. The dependence of stacking formation on 
the T–P conditions and growth directions, predicted from ab initio calculations, was 
directly comparable to the experimental observations and showed remarkable 





5.2. Anisotropic adsorption and growth 
In this section, the mechanism of the facet-driven VS growth of GaAs BNWs will 
be theoretically investigated by verifying how the relative growth rate of (111)B 
surface overwhelms those of the other surfaces in a certain T–P range. Specifically, 
how the nucleation rate on (111)B surface is much faster than that on the other 
surfaces will be discussed. 
 
5.2.1. Preferential nucleation and nanowire growth 
In order to demonstrate the preferential nucleation on one specific surface, the 
high rate of source supply, 𝐶 𝑆𝑢𝑟𝑓,𝑇,𝑃  in Eq. (2.19), or the low nucleation barrier, 
∆𝐺∗ 𝑆𝑢𝑟𝑓,𝑇,𝑃  in Eq. (2.19), must be verified on the surface. As will be shown 
in section 5.3, there is no difference in nucleation barrier between the ANW and 
BNW. Therefore, it can be inferred that the preferential nucleation on the (111)B 
surface is caused by the extremely high rate of source supply on the (111)B surface. 
In particular, for the facet-driven VS growth, the way to supply Ga and As sources 
to each surface is the vapor phase adsorption. Therefore, the formation of facets and 
the changes in surface reconstruction, caused by the changes in T–P, govern the 
anisotropic source supply onto each surface.  
 
5.2.2. Adsorption on surface reconstruction 
First, the stable reconstructions under the experimentally relevant conditions were 
identified for the several low-index surfaces. The surface energy of the various 
reconstructions was calculated as a function of T and PAs following the methods 




energies of the low-index surfaces including (100), (110), (111)A, and (111)B at 
fixed PAs of 4×10-9 and 10-5 atm, respectively. Each PAs corresponds to the common 
pressure exploited in the MBE and MOVPE experiments and the shaded gray areas 
correspond to the T range under which the vapor-phase growth of GaAs has been 
conducted. In the figure, the corresponding reconstructions are also denoted along 
with the lowest surface energy lines for each surface. Note that the (113)A and 
(113)B surfaces were not considered here because their facets do not appear in the 
ECSs as confirmed in chapter 4. 
Figure 5.1 indicates that the reconstruction changes occurs only for the (111)B 
surface within the experimentally relevant T window. This implies that the (111)B 
surface is the most feasible origin of the experimental observations, the T–P 
dependent growth and no growth of GaAs BNWs. It is notable that previous reports 
suggested that the As-trimer(2×2) (at low T and high P) and the filled(√19×√19) 
reconstructions (at high T and low P) contribute to the suppressed and enhanced 
growth rate along the <111>B direction, respectively [15,17]. In contrast, according 
to this calculation results, the As-trimer(2×2) is stable at substantially lower T than 
the experimentally relevant T range. In fact, the reconstruction might not have been 
formed on the (111)B surface in the previous experiments. Instead, the 
filled(√19×√19) and Ga-vacancy α(2×2) reconstructions are likely to be the actual 









Figure 5.1 Calculated minimum surface energies including both the electronic and 
vibrational terms (𝛾 𝛾 ∆𝛾 ) of GaAs (100), (110), (111)A, and (111)B 
surfaces. The results are presented as a function of T at fixed PAs of (a) 4×10-9 and 
(b) 10-5 atm, which correspond to the common P of MBE and MOVPE experiments, 
respectively. The shaded gray areas correspond to the experimentally relevant 
conditions and the reconstructions with the lowest energy are denoted for each 
surface. 
 
As next step, the adsorption energy was evaluated on the stable reconstructions. 
Figure 5.2 shows the atomic structures of the most stable reconstructions in the range 
of the shaded areas in Fig. 5.1. The most stable reconstructions were considered as 
adsorbent to the incoming adsorbates. The symmetrically inequivalent sites on the 
stable reconstructions, denoted in Fig. 5.2, were selected as possible adsorption sites. 
Then, the energy of an adsorbed atom at each adsorption site was calculated using 
the following equation in the case of the Ga adsorption on (100) surface as an 
example: 
𝐸 𝐸 ∙ 𝐸 ,  (5.1) 




without an adsorbed Ga atom, respectively. The energies of the Ga (As) atom 
adsorbed at each adsorption site were calculated using Eq. (5.1) and all the values 
are summarized in Table 5.1 (Table 5.2). In this tables, the lowest energy for each 
reconstruction is underlined and the corresponding site is likely to be the most 
probable adsorption site. 
 
Figure 5.2 Top view of the atomic structures and considered adsorption sites on 
GaAs (a) (100) ζ(4×2); (b) (110) cleavage(1×1); (c) (111)A Ga-vacancy(2×2); and 
(d) (111)B filled(√19×√19) and Ga-vacancy α(2×2) reconstructions. All of the 
presented surface areas correspond to the reconstructed unit cell, except for the (110) 
cleavage(1×1), whose unit cell (marked by gray rectangle at the right bottom corner) 
was enlarged in order to obtain sufficient in-plane distance between the same 








Table 5.1 Energies of a Ga atom adsorbed at the sites indicated in Fig. 5.2. The 
lowest energy is underlined for each reconstruction. 
  
EGa(ad) (eV) for each site 
1 2 3 4 5 6 7 












-2.59 -2.59 -2.57 -2.72 -3.08 -3.06 -2.72 
(111)B Ga-vacancy 
α(2×2) 
-3.33 -3.33 -3.33 -3.31 -3.04 -3.31 -3.02 
 
Table 5.2 Energies of an As atom adsorbed at the sites indicated in Fig. 5.2. The 
lowest energy is underlined for each reconstruction. 
  
EAs(ad) (eV) for each site 
1 2 3 4 5 6 7 












-4.40 -4.41 -4.41 -3.72 -4.15 -4.24 -4.06 
(111)B 
Ga-vacancy 





5.2.3. Preferential adsorption on (111)B surface 
Finally, the anisotropic adsorption behavior was discussed in terms of the 
adsorption difference between different surfaces in contact with the same reference 
state, the surrounding vapor environment. The vapor environment was assumed to 
be composed of Ga(g), As2(g), and As4(g) in accordance with the practical conditions 
in MBE and MOVPE systems for the GaAs growth. Its adsorption-desorption 
behavior, whether adsorption or desorption is more preferred, was determined by the 
criteria depicted in Fig. 2.14 in section 2.5.2. Since an element prefers to move from 
a higher chemical potential to a smaller chemical potential system, the adsorption 
will be preferred if the chemical potential of vapor phase is higher than that of 
adsorbed state. In the case of the Ga adsorption on (100) surface as an example, the 
adsorption might be favorable if 𝐸  is lower than 𝜇 . 
By combining the variation in the stable reconstructions (Fig. 5.1) and the lowest 
energy of a Ga atom adsorbed on each reconstruction (Table 5.1), the variation of the 
minimum energy of an adsorbed Ga atom (𝐸 ) was evaluated as a function of 
T at a fixed PAs of 10-5 atm, as shown in Fig. 5.3(a). The reason why only the (111)B 
surface (green line) shows the abrupt change is due to the reconstruction change from 
filled(√19×√19) to Ga-vacancy α(2×2). In this figure, the chemical potentials of Ga 
in gas phase (𝜇 ), calculated using the method described in section 2.3.2, are 
represented by black solid lines. The PGa was set to be 10~100 times lower than the 
PAs because the usual As/Ga ratio is much higher than 10 during the VS growth of 
GaAs. Note that the energy of Ga adsorbed on (111)B surface is lower than 𝜇  




the Ga atoms in the vapor will prefer to be adsorbed on the (111)B surface. This will, 
in turn, enhance the growth along the <111>B direction, i.e., the BNW growth. 
While the Ga adsorption on (100) and (111)A surfaces is expected to be 
unfavorable, the chance of such adsorption on (110) surface cannot be ignored. This 
is consistent with the previous reports that the Ga atom can be supplied to (111)B 
surface from not only the direct adsorption on the (111)B surface but also the surface 
diffusion through (110) sidewalls of NWs [8,14,21]. In contrast, the sidewall 
diffusion is not expectable for As atom. 
Figure 5.3(b) shows the minimum energy of an adsorbed As atom (𝐸 ) for 
each surface, along with its chemical potential in the gas phase (𝜇  ) as a 
function of T at a fixed PAs of 10-5 atm. In stark contrast to Ga element, most of the 
𝜇   was lower than the 𝐸  , suggesting that the As adsorption on the 
crystal facets will be much more difficult than the Ga adsorption. This is consistent 
with the much higher vapor pressure of As than Ga. In addition, these results coincide 
with the previous experimental findings that the surface diffusion through (110) 
sidewalls of NWs is almost improbable for As element [8,14,21]. According to Fig. 
5.3(b), this is because the As adsorption on (110) surface leads to a large energy 
increase so the diffusion length of As on the (110) is very short. Nevertheless, there 
is a relatively narrow T range (980~1018 K) in which the As adsorption on the (111)B 
surface is expected to be favorable. Considering that the adsorption on the other 
surfaces is not preferred and the direct adsorption is the only way to supply As atom 
to the (111)B surface, the exclusively large amount of As sources will be provided 






Figure 5.3 Calculated minimum energies of (a) Ga and (b) As atom adsorbed on 
each surface and its chemical potential in gas phase as a function of T at a fixed PAs 
of 10-5 atm. For the chemical potential of Ga in gas phase, 10~100 times lower values 
of PGa compared to the PAs were used. Note that the abrupt change of the (111)B 
surface is due to the reconstruction change as denoted. 
 
Figure 5.3(b) implies that the As adsorption on the (111)B surface becomes 
preferred as the stable reconstruction changes from filled(√19×√19) to Ga-vacancy 
α(2×2). However, the As adsorption start to be desorbed again when T exceeds a 
critical point. This boundary conditions imposed on As element may be highly 
relevant to the peculiar VS growth behavior: the unidirectional growth of GaAs did 
not happen under SA-MOVPE conditions of either too low T (below 873 K) or too 
high T (above 1073 K) [13,14,17]. Accordingly, all the T–P range at which 𝐸  
is lower than 𝜇  was evaluated and presented as green area in Fig. 5.4(a).  
Under the T–P conditions indicated by the green area, the exclusive source supply 
on the (111)B surface will be achieved, leading to the extremely high rate of 
nucleation on the (111)B surface compared to the other surfaces. Therefore, these 




unidirectional growth along the <111>B direction is induced as schematically 
depicted in Fig. 5.4(b). For verification, the previous VS growth conditions of the 
GaAs BNWs using SA-MOVPE [11-15,17,18] and SA-MBE [21,33] are also 
indicated in Fig. 5.4(a) by the blue and red rectangular areas, respectively. The 
experimental conditions for the successful growth of GaAs BNWs, marked by (O) 
in the index column, are around 973~1023 K for SA-MOVPE and ~903 K for SA-
MBE, which are located within the green area. On the other hand, the experimental 
conditions under which GaAs BNWs failed to grow, marked by (X) in the index 
column, are confirmed to be far out of the calculated range. The correspondence 
between the theoretically predicted T–P range and the experimental growth 
conditions confirms that the unidirectional growth, allowed along the <111>B 
direction under the limited T–P conditions, is caused by anisotropic source supply 
















Figure 5.4 (a) Calculated T–P range in which the As adsorption on (111)B surface 
is exclusively favorable (green area). The rectangular area surrounded by the solid 
line represents the experimental conditions for the successful growth of GaAs NWs, 
while the rectangular area surrounded by the dashed lines represents the 
experimental conditions under which GaAs BNWs failed to grow, by non-catalytic 
VS methods: SA-MOVPE (blue) and SA-MBE (red). (b) Schematic depiction of the 
criteria for whether the NW grows or not. 
 
5.3 Asymmetric nucleation and stacking sequence 
 
5.3.1. Nucleation and growth model 
As confirmed by the in situ transmission electron microscopy (TEM) observations 
on GaAs VLS NW [34,35] and tungsten oxide VS NW [36], the NW growth proceeds 
through layer-by-layer mechanism initiated by a nucleus on each layer (i.e., birth and 
spread). Figure 5.5 schematically depicts the repetitive growth processes: nucleation 
and process. After the preferential adsorption (section 5.2) on the growing crystal (c) 
surface, the adsorbed source (s) will be incorporated into a nucleus (n) to promote 
the unidirectional growth, as described in terms of the preferential interface 




sequence that was determined during the nucleation stage. Therefore, it is reasonable 
to assume that the stacking sequence of each layer in NWs is determined during the 
nucleation stage. 
The NWs grown by the SA epitaxy tend to generate hexagonal cross-section with 
{110} side facets [13,15,17,37] as shown in Fig. 5.5. Therefore, the form of the 
crystal and nucleus was set to the hexagonal prism composed of (111)A or (111)B 
top surface and {110} side surfaces of the ZB structure: ‘volume (V)’, ‘perimeter 
length (P)’, and ‘top surface area (A)’ terms in the change in Gibbs free energy (that 
is, Eq. (2.20) in section 2.5.3) were set to √ 𝑟 ℎ , 6𝑟ℎ , and √ 𝑟  , respectively; 
𝛾  was given by the surface energy of either (111)A or (111)B; and 𝛾  was 
given by the surface energy of (110). In addition, according to the layer-by-layer 
mechanism, the height (ℎ ) of the nucleus was assumed to be one Ga–As bilayer 
thickness along the <111> direction, 3.24 Å. 
Nucleation can occur on the top surface without SF and on the top surface with 
SF, distinguished by nucleation-I and nucleation-II in Fig. 5.5, respectively. It should 
be noted that the change in Gibbs free energy by the formation of a nucleus, ∆𝐺  
in Eq. (2.20), depends on 𝛾  of the previously formed layers. This means that 
nucleation on the current layer highly depends on the surface structure of the 
previously formed underlying layer. Therefore, the situation will be different 
between the nucleation-I and nucleation-II, and each nucleation will be separately 








Figure 5.5 Schematic of the nanowire growth processes for the facet-driven VS 
method. 
 
5.3.2. Nucleation Ⅰ: zinc-blende vs. stacking-fault 
Figure 5.6 shows the procedure to evaluate ∆𝐺   for the simplest case, 
nucleation-I-w/o-SF in the upper panel of Fig. 5.5: a nucleus without SF is formed 
on the crystal surface without SF. In this case, the top surfaces before and after the 
nucleation are identical, which means that the third term in Eq. (2.20), the change in 
top surface energy, is zero. The values of the other terms, the change in chemical 
potential by the incorporation of sources into the nucleus, ∆𝜇 , and the appearing 
side surface energy, 𝛾 , were obtained as a function of T and PAs (= PAs2+PAs4) 




Figure 5.6(a) shows the calculated chemical potentials of the nucleus (𝜇  
and sources (𝜇  and 𝜇 ) in the most stable phase under the relevant T at a 
fixed PAs of 3×10-9 atm: ZB for n(GaAs), orthorhombic for s(Ga), and gas mixture 
consisting of As2 and As4 molecules for s(As), respectively. The methods to calculate 
the chemical potential of solid and vapor phases are described in section 2.3.1 and 
2.3.2, respectively. These values were used to obtain the T–P dependent 
incorporation energy, ∆𝜇 𝜇 𝜇 𝜇 , as shown in Fig. 5.6(b). 
The decrease in ∆𝜇   with decreasing T indicates that the driving force for 
nucleation becomes stronger as T decreases. Figure 5.6(c) shows the minimum total 
surface energies for the (110), (111)A and (111)B surfaces calculated by using the 
method described in section 2.3.3 and 2.3.4. Figure 5.6(d) shows the calculated 
∆𝐺  (thick black curve) in Eq. (2.20) as a function of the nucleus radius (𝑟) at fixed 
T of 913 K and PAs of 3×10-9 atm, which is the common growth condition of GaAs 
using MBE [21,28]. The gray line with negative values corresponds to the first term 
in Eq. (2.20), which acts as the driving force for nucleation, while the orange line 
with positive values corresponds to the second term in Eq. (2.20), which acts as the 
energy cost for nucleation. It is notable that the nucleation barrier, ∆𝐺∗  , 
becomes twice for the nucleus of two bilayers (ℎ= 6.48 Å), implying that nucleation 










Figure 5.6 (a) Chemical potentials of GaAs nucleus (n), Ga source (s), As source (s), 
and (b) the change in chemical potential by the incorporation of sources into the 
nucleus as a function of T at a fixed PAs (= PAs2+PAs4) of 3×10-9 atm. (c) Total surface 
energy (𝛾 𝛾 ∆𝛾 ) of the most stable reconstructions as a function of T at 
a fixed PAs of 3×10-9 atm. (d) The change in Gibbs free energy by the nucleation-Ι-
w/o-SF (thick black curve) as a function of nucleus radius at fixed T of 913 K and 
PAs of 3×10-9 atm. The gray and orange lines denote the first and second terms in Eq. 
(2.20), respectively. 
 
On the other hand, if an SF accidentally forms at the top surface during growth, 
nucleation-I-w/-SF in the lower panel of Fig. 5.5, there will be additional energy for 
the change in top surface energy, the third term in Eq. (2.20). That is, the top surface 




than, the top surface energy before the nucleation, 𝛾 . To estimate the amount 
of the additional energy cost, reconstructed structures without and with SF on the top 
layer were generated. From now on, the T range where the Ga-vacancy α(2×2) is 
the most stable reconstruction of the (111)B surface will be focused on, because the 
study in section 5.2 confirmed that BNWs start to grow when the stable 
reconstruction of (111)B is Ga-vacancy α(2×2). 
Figure 5.7(a) and (b) reveal the side views of the reconstructions without and with 
SF, respectively, for the GaAs ANW and BNW. Three types of stacking sequence 
along the <111> direction of the ZB structure are represented by the notation {‘a’, 
‘b’, ‘c’} for Ga atoms, and {‘A’, ‘B’, ‘C’} for As atoms. The stacking sequence of 
ANW is denoted from left to right, while that of BNW is denoted from right to left, 
to emphasize that <111>B is the opposite direction of <111>A. The stacking 
sequence of ANW with nucleus having no SF (ANW-ZB) is presented by 
(⋯aAbBcCa)Ab, and the counterpart of BNW (BNW-ZB) is presented by 
Ca(AbBcCaA⋯), as shown in Fig. 5.7(a). The two characters outside of the 
parentheses, ‘Ab’ in ANW-ZB and ‘Ca’ in BNW-ZB, correspond to the topmost 
stacking sequence of the nucleus bilayer, respectively.  
In this regard, the stacking sequence of ANW with nucleus having SF (ANW-SF) 
is presented by (⋯aAbBcCa)Ac, and that of BNW (BNW-SF) is presented by 
Ba(AbBcCaA⋯), as shown in Fig. 5.7(b). The atoms located in the faulted stacking 
sequence are highlighted by red color. Figure 5.7(c) shows the top views of the 
topmost Ga–As bilayer for the (111)A Ga-vacancy(2×2) without and with SF, while 
Fig. 5.7(d) shows those for the (111)B Ga-vacancy 𝛼(2×2) without and with SF. The 




noted that the positions of {‘a’, ‘b’, ‘c’} and {‘A’, ‘B’, ‘C’} notations in Fig. 5.7 
correspond to the ideal bulk positions, while the open and closed circles correspond 
to the reconstructed positions of Ga and As atoms, respectively. Therefore, the slight 
mismatches between the notations and the circles show the reconstruction and 
relaxation of the surface atoms. 
 
Figure 5.7 Side views of GaAs (111)A Ga-vacancy(2×2) (left) and (111)B Ga-
vacancy α(2×2) (right) (a) without, and (b) with SF at the topmost layer. (c) Top 
views of (111)A Ga-vacancy(2×2), and (d) (111)B Ga-vacancy α(2×2) 
reconstructions without, and with SF. The {‘a’, ‘b’, ‘c’} notations for Ga atoms and 
{‘A’, ‘B’, ‘C’} notations for As atoms correspond to the ideal bulk positions. In the 
top view, only the atoms at the topmost bilayer are presented, and a vacant site is 
denoted by the blue arrow. 
 




5.7 were calculated as a function of T at a fixed PAs of 3×10-9 atm as shown in Fig. 
5.8(a). Figure 5.9 shows the surface phonon DOSs of the corresponding 
reconstructions along with the bulk phonon DOS of ZB-GaAs. As expected, the 
surface energy with SF is higher than that without SF for both the (111)A and (111)B 
surfaces. It should be noted that the amount of surface energy increase by SF, ∆𝛾  
in Fig. 5.8(b), is precisely identical to the third term in Eq. (2.20), the change in top 
surface energy during the nucleation-I-w/-SF. 
 
Figure 5.8 (a) Total surface energy (𝛾 𝛾 ∆𝛾 ) of (111)A Ga-vacancy(2×2) 
(purple line) and (111)B Ga-vacancy α(2×2) (green line) without (solid line), and 
with (dashed line) SF. (b) The amount of surface energy increase by the SF formation 











Figure 5.9 Surface phonon DOSs of (a) (111)A Ga-vacancy(2×2) and (b) (111)B 
Ga-vacancy 𝛼(2×2) without (solid line), and with (dashed line) SF. The shaded area 
corresponds to the bulk phonon DOS of ZB-GaAs. 
 
Figure 5.10(a) shows the change in Gibbs free energy for ANW-SF (purple line) 
and BNW-SF (green line) in comparison with that for ANW-ZB and BNW-ZB (solid 
black line) at T of 913 K and PAs of 3×10-9 atm. Since the T-dependent ∆𝜇  , 
𝛾 , and 𝛾 𝛾 𝛾  values were already obtained in Fig. 
5.6(b), (c), and 5.8(b), respectively, the critical radius (𝑟∗) and nucleation barrier 
(∆𝐺∗ ) could be obtained under arbitrary T conditions, as shown in Fig. 5.10(b) and 
(c). These results demonstrate that as T increases, the 𝑟∗ and ∆𝐺∗  increase, which 
indicates that nucleation becomes difficult. In addition, it is notable that the 𝑟∗ of 
ANW-SF is larger than that of BNW-SF and the corresponding ∆𝐺∗  is also higher 
for ANW-SF than for BNW-SF due to the higher energy cost shown in Fig. 5.8(b).  
Using the calculated nucleation barriers, the formation probability of SF sequence 











∆ ∗ ,  (5.2) 
where 𝑁   and 𝑁   are the nucleation rate, Eq. (2.19), with SF- and ZB-
stacking sequences, respectively; and ∆𝐺∗  and ∆𝐺∗  are the nucleation 
barrier for SF- and ZB-stacking, respectively. The rate of source supply (𝐶 ) is 
determined by the surface orientation and regardless of the stacking sequence in the 
nucleus. Therefore, all the pre-exponential factors in Eq. (5.2) can be eliminated 
when calculating 𝑃  for each surface.  
The corresponding 𝑃  is much lower for the growth along <111>A than along 
<111>B, as shown in Fig. 5.10(d). This prediction agrees well with the experimental 
observations about the polarity dependent stacking that the presence of SF-induced 
TW in BNWs is largely reduced in ANWs [28,29]. It should be also noted that 
𝑃  decreases as T increases, even though thermal energy in Eq. (5.2) increases. 
This is because the ∆𝐺∗  difference between SF- and ZB-stacking becomes larger 
with increasing T, as shown in Fig. 5.10(c). It clearly explains why the SF density 












Figure 5.10 (a) Change in Gibbs free energy by the nucleation-Ι-w/o-SF (black line) 
and nucleation-Ι-w/-SF (purple and green lines correspond to the growth along 
<111>A and <111>B, respectively) at T of 913 K and PAs of 3×10-9 atm. 
Corresponding (b) critical radius of nucleus (𝑟∗), (c) nucleation barrier (∆𝐺∗ ), and 
(d) formation probability of SF (𝑃 ) as a function of T at PAs of 3×10-9 atm. 
 
As the surface reconstruction was important for determining the growth direction 
of the NW (section 5.2) and the ECS (chapter 4), it plays a critical role even for 
nucleation. Figure 5.11(a)-(d) shows the atomic structures without reconstruction 
corresponding to those with reconstruction in Fig. 5.7(a)-(d). The surface energy 
without reconstruction is much higher than that with reconstruction by more than 40 




through the lower barrier path by transiently forming reconstruction on the top 
surface of a nucleus. In addition, ∆𝛾  for (111)B is larger than that for (111)A if 
the surface reconstruction is not considered, as shown in Fig. 5.11(f). This is contrary 
to the results in Fig. 5.8(b), leading to inconsistent calculations with experiments. It 
should be pointed out that the estimated size of the top surface area, using the 𝑟∗ (≅ 
12 Å) of Fig. 5.10(b), is comparable to the area of 28 (1×1) primitive cells of (111) 






















Figure 5.11 Side views of unreconstructed GaAs (111)A and (111)B surfaces (a) 
without, and (b) with SF at the topmost layer. (c) Top views of the unreconstructed 
(111)A and (d) (111)B surfaces without, and with SF. Corresponding (e) total surface 
energy (𝛾 𝛾 ∆𝛾 ) at PAs of 3×10-9 atm without (solid line), and with 
(dashed line) SF. For comparison, the surface energy of (2×2) reconstructions is also 
presented, which is identical to Fig. 5.8. (f) The amount of surface energy increase 





5.3.3. Nucleation ⅠⅠ: twin vs. wurtzite 
Once a nucleus without SF is formed having a larger radius than 𝑟∗, it propagates 
across the top surface and repeats the same process in the next layer, as shown in the 
upper panel of Fig. 5.5, i.e., (⋯aAbBcCa)Ab will proceed to (⋯aAbBcCaAb) and 
(⋯aAbBcCaAb)Bc for ANW-ZB, while Ca(AbBcCaA⋯) will proceed to 
(CaAbBcCaA⋯) and Bc(CaAbBcCaA⋯) for BNW-ZB. On the other hand, once a 
nucleus with SF is accidentally formed having a larger radius than 𝑟∗, the nucleus 
quickly propagates across the top surface resulting in a SF layer at the top of NW, 
i.e., (⋯aAbBcCa)Ac proceeds to (⋯aAbBcCaAc) for ANW-SF and Ba(AbBcCaA⋯) 
proceeds to (BaAbBcCaA⋯) for BNW-SF. Then, the further growth proceeds by the 
nucleation-II as shown in the lower right panel of Fig. 5.5: nucleation on the crystal 
surface with SF. When one Ga–As bilayer is added onto the crystal surface with SF, 
the top surface of the nucleus has two possibilities of stacking sequences: TW- and 
WZ-stacking. The TW-stacking sequence of ANW-TW is (⋯aAbBcCaAc)Cb and 
that of BNW-TW is Cb(BaAbBcCaA⋯), as shown in Fig. 5.12(a). On the other hand, 
the WZ-stacking of ANW-WZ is (⋯aAbBcCaAc)Ca and that of BNW-WZ is 
Ab(BaAbBcCaA⋯), as shown in Fig. 5.12(b). 
As for the nucleation-I, the total surface energies, γ 𝛾 ∆𝛾  , of the 
reconstructions having TW- and WZ-stacking sequences were calculated as shown 
in Fig. 5.12(c). The surface phonon DOSs of the corresponding reconstructions are 
shown in Fig. 5.13. Figure 5.12(d) shows the amount of surface energy increase by 
TW- and WZ-stacking regarding to the reconstruction with ZB-stacking, as denoted 
as ∆𝛾  and ∆𝛾 , respectively. The notations in Fig. 5.12(d) highlight the TW 





Figure 5.12 Side views of GaAs (111)A Ga-vacancy(2×2) and (111)B Ga-vacancy 
α(2×2) having (a) TW-, and (b) WZ-stacking sequences. Corresponding (c) total 
surface energy (𝛾 𝛾 ∆𝛾 ) of TW- and WZ-stacking in comparison with 
that of ZB-stacking. (d) The amount of surface energy increase by each stacking with 












Figure 5.13 Surface phonon DOSs of (a) (111)A Ga-vacancy(2×2) and (b) (111)B 
Ga-vacancy 𝛼(2×2) with TW- (solid line), and WZ- (dashed line) stacking at the 
topmost layers. The shaded area corresponds to the bulk phonon DOS of ZB-GaAs. 
 
It should be noted that the nucleus in ANW-WZ and BNW-WZ is no longer ZB 
phase. Therefore, when calculating the change in Gibbs free energy for the 
nucleation with WZ-stacking, the values of volume incorporation energy and side 
surface energy were evaluated using WZ phase: the change in chemical potential by 
the incorporation of sources into WZ-GaAs rather than ZB-GaAs; and the change in 
side surface energy by the formation of WZ{1120} side facets rather than ZB{110}. 
Figure 5.14 shows the calculated values of the WZ phase, along with the 
corresponding values of the ZB phase for comparison. For the remaining third term 
in Eq. (2.20), the T-dependent change in top surface energy was obtained, by using 
the surface energy of the underlying SF-stacking (before the nucleation-II) and that 








Figure 5.14 (a) Change in chemical potential by the incorporation of sources into 
the nucleus of ZB (gray) and WZ phase (sky blue). (b) Total surface energy (𝛾
𝛾 ∆𝛾 ) of the most stable reconstructions including WZ (1120) cleavage as 
a function of T at a fixed PAs of 3×10-9 atm. (c) Surface phonon DOSs of (110) 
cleavage (dark yellow line) and (11 2 0) cleavage (red line). The shaded area 
corresponds to the bulk phonon DOSs of ZB (gray) and WZ (sky blue). 
 
Figure 5.15(a) shows the change in Gibbs free energy by the formation of a 
nucleus with TW- and WZ-stacking in ANW and BNW at 913 K and PAs of 3×10-9 
atm, which is comparable to Fig. 5.10(a). Both the critical radius of the nucleus in 
Fig. 5.15(b) and the nucleation barrier in Fig. 5.15(c) are larger for WZ-stacking than 
TW-stacking, regardless of the NW growth direction. Figure 5.15(d) shows the 




was obtained by changing the terms in Eq. (5.2) from ∆𝐺∗  to ∆𝐺∗ , and 
from ∆𝐺∗  to ∆𝐺∗ , respectively. Since the difference between ∆𝐺∗  
and ∆𝐺∗  is lower in BNW than in ANW, as shown in Fig. 5.15(c), the 𝑃  
during nucleation-II is predicted to be higher in BNW than in ANW. This prediction 
is well-matched with the experimental observation that the local WZ segment is 
easily observed in BNW, while a continuous WZ section is never observed in ANW 






















Figure 5.15 (a) Change in Gibbs free energy by the nucleation-ΙΙ-TW (dashed line) 
and nucleation-ΙΙ-WZ (dotted line) for the growth along <111>A (purple line) and 
<111>B (green line) at T of 913 K and PAs of 3×10-9 atm. Corresponding (b) critical 
radius of nucleus (𝑟∗), (c) nucleation barrier (∆𝐺∗ ), and (d) formation probability of 
WZ-stacking (𝑃 ) as a function of T at PAs of 3×10-9 atm. 
 
So far, the calculation results are presented only at the fixed PAs of 3×10-9 atm, 
which corresponds to the common MBE conditions. Since the T–P dependent terms 
in Eq. (2.20), e.g., ∆𝜇 𝑇,𝑃  and 𝛾 𝑇,𝑃 , can be calculated by the same method, 
such prediction can be extended to any pressure. Figure 5.16(a) and (b) show the 
results for 𝑃   (extension of Fig. 5.10(d)), and 𝑃   (extension of Fig. 




conditions under which filled(√19×√19) reconstruction is more stable than Ga-
vacancy α(2×2) on the (111)B surface. Under this T–P condition, the GaAs BNW 
growth is not expected to occur as discussed in section 5.2. Previous experimental 
works reported SF density of 0.03 and 0.006 (= 3.24 Å/531 Å, where 531 Å is the 
average SF-free length) at 1,063 [16] and 1,123 K [17], respectively, measured by 
TEM for GaAs BNWs grown by SA-MOCVD (PAs ~10-5 atm). These experimental 
values, indicated by circular and square marks in Fig. 5.16(a), respectively, are very 
close to the prediction on 𝑃 . 
The overall prediction clearly demonstrates that the density of SF-induced TW 
and secondary WZ phase in GaAs <111> NWs can be reduced by more than one 
order by switching the polarity from the BNW to ANW. The prediction also suggests 
an alternative way that the planar defects may be suppressed by using higher T or 
lower P than the common growth conditions of MBE or MOCVD. However, there 
will be a limitation for increasing T or decreasing P, since the driving force becomes 
weaker and the nucleation barrier along the <111> direction becomes higher, as 
shown in Fig. 5.6(b), 5.10(c), and 5.15(c). This may cause the preferential nucleation 
along the <111> direction to no longer occur. Furthermore, increasing T or 
decreasing P lowers the chemical potential of the vapor phase, which can result in 
the decomposition of the solid into vapor under extreme conditions. In fact, there are 









Figure 5.16 Contour plot on the formation probability of (a) SF-stacking (𝑃 ) 
during nucleation-Ι, and (b) WZ-stacking (𝑃 ) during nucleation-ΙΙ. The dark 
gray area corresponds to the T–P conditions, where filled(√19×√19) reconstruction 
is more stable than Ga-vacancy α(2×2) on (111)B surface. The green circular and 
square marks correspond to the SA-MOCVD conditions (~10-5 atm) of previous 
experiments, in which the SF density of GaAs BNWs grown at 1,063 and 1,123 K 
was statistically measured to be 0.03 and 0.006, respectively, by TEM. 
 
5.4 Conclusion 
In this chapter, the modeling of GaAs NW growth was carried out by focusing on 
the nucleation kinetics during the facet-driven VS growth processes: the repetition 
of adsorption, nucleation, and propagation. All the anisotropic interactions between 
vapor sources and solid surfaces were identified to be highly related to the 
reconstruction change. At the first part, the reason why the unidirectional growth is 
allowed only along <111>B direction in the limited T–P conditions was explained, 
by showing the difference in nucleation rate among the different crystallographic 




experimentally relevant T–P range, while the As adsorption is preferred in the limited 
T–P range on the (111)B surface. The exclusive source supply onto the (111)B 
surface results in the preferential nucleation and NW growth along the <111>B 
direction. At the second part, the dependence of nucleation with various stacking 
sequences on T, P, and polarity was predicted. By comparing the nucleation rate and 
the formation probability of ZB-, SF-, TW-, and WZ-stacking between ANW and 
BNW, the effects of T–P growth conditions and polarity direction on each stacking 
sequence were quantitatively explained at the atomic-scale. As a result, the formation 
probabilities of SF and secondary WZ were found to decrease with increasing T or 
decreasing P, which agreed well with available experiments. In addition, by showing 
that the formation probability of the stacking defects in the BNW is about ten times 
higher than that in the ANW, the intriguing asymmetric stacking behavior during the 
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Abstract (in Korean) 
 
지난 수십년 동안, 온도 압력과 같은 성장 조건 혹은 성장 방향을 
조절함으로써 기상 증착 방법으로 나노스케일 III-V 재료를 성장시키는 
것은 굉장히 많은 발전을 이루었다. 이와 같은 나노스케일 성장에 
대해서는, 성장 조건에 따라 변하는 표면 에너지나 구조가 기체 소스와 
결정 표면의 이방성 상호작용을 결정짓는다. 그럼에도 불구하고, 
원자스케일에서의 이해 부족은 실험과 이론적 시도를 여전히 경험적인 
수준에 머무르게 하여, 성장을 미세하게 조절하기 위한 발전을 더디게 
해왔다. 이 학위 논문은 III-V 나노재료의 성장을 모델링 함에 있어, 
이론적인 접근 방법이 한 단계 더 발전하기 위해 필요한 밀도범함수론에 
기반한 제일원리 열역학 계산 방법을 제시한다.  
첫번째로, 대표적인 III-V 화합물 반도체인 GaAs (100) 표면 구조의 
변화를 온도 압력에 대한 함수로 계산하였다. 제일원리 계산과 기상 
증착 시스템의 열역학적 모델링을 조합하여, 임의의 온도 압력 조건에서 
표면 상 변화를 예측할 수 있었다. 또한 기존의 원자스케일 계산에서 
주로 무시되어 왔었던 표면 진동과 배치 엔트로피가 계산 예측에 어떤 
영향을 미치는지 분석하였다. 두번째로, GaAs 의 평형 결정 형상을 
계산된 저지수 표면들의 표면에너지로부터 예측하였다. 이때, 높은 
엔트로피 효과에 의해 고온 조건에서 안정해지는 새로운 (111)B 표면 
구조를 제시하였다. 마지막으로, GaAs 나노와이어가 <111>B 단일 




나노와이어가 성장할 때 적층 결함의 형성이 극성에 영향을 받는 이유를 
설명했다. 단일 방향으로 성장하는 메커니즘은 서로 다른 결합 상태를 
가지는 결정 표면에 대한 이방성 흡착에 의해 기인하는 것으로, 이는 
표면 방향 별로 핵형성 속도의 현저한 차이를 유발하는 것으로 밝혀졌다. 
또한 zinc-blende 구조에서 극성 방향인 <111> 의 서로 반대 방향, 
<111>A 와 <111>B, 으로 성장할 때 나타나는 적층 순서의 비대칭 
형성은 (111)A 와 (111)B 의 표면 구조 차이에서 기인하는 것으로 
설명되었다.  
이번 학위 논문에서 제시한 전체적인 제일원리 기반의 계산 방법은 
실험 데이터를 전혀 필요로 하지 않으면서도 임의의 온도 압력 조건에서 
일어나는 성장 과정을 예측할 수 있게 한다. 계산을 통한 예측이 실험 
관측과 놀랍도록 잘 맞는 것은 이 시뮬레이션 방법의 타당성을 
검증해준다. 따라서 여기서 제시된 방법은 GaAs 뿐만 아니라 다른 
재료의 나노스케일 성장을 예상하고 조절하는데 많은 도움이 될 수 있을 
것이다. 
 
핵 심 어: III-V 표면 구조, 평형 결정 형상, 나노와이어, 이방성 성장, 
제일원리 열역학, 표면 진동 
학 번: 2015-20877 
 
