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Introduction
Video compression technologies have continued to evolve and improve in the coding efficiency in past decades. This is evident with the development of several successful video coding standards, such as MPEG1 [1] , MPEG2 [2] , H.264/MPEG-4 Advanced Video Coding (AVC) [3] and the most recent HEVC [4] . Although the storage capacity and the transmission bandwidth continue to increase, further improvement in video coding efficiency is still of prime interest due to the advent of large data size video applications. A variety of video applications such as Broadcast Video, Video Telephony and Video on Demand (VOD) requires better compression with acceptable perceptual reconstruction quality, instead of bit accurate (high PSNR) reconstruction [5] . This is because the human brain is able to decipher important variations in data at scales lower than those of the viewed object [6, 7] . The conventional method does not account for Human Visual System (HVS) or content of information [8] . As a result, various new generation compression technologies have been developed to improve the coding efficiency further. Though the recent deployment of the HEVC has reduced the hunt for a new generation video compression technology, compression still remains a potential research area (especially for an application where bit accurate reconstruction is not a must requirement, for example a video texture [9] ). In addition, the new challenges in compression such as UHD TV [10] , 3D Video and Cloud Storage have created a lot of recent interest and therefore we also discuss about the relevance of new generation compression methods in this context.
The new generation research on video compression suggests various schemes to exploit the statistical, temporal and perceptual redundancy across frames in the appearance of an object and texture present to achieve a higher compression rate than that of conventional video coding schemes such as H.264/HEVC. The advances in pattern recognition, computer vision and advanced signal processing tools and techniques have contributed significantly towards pre-processing and feature based analysis of picture contents. The goal of a novel contemporary lossy compression scheme should be to reduce the entropy while preserving the perceptual quality of the frame using high-level computer vision tools and techniques. Most of these high-level processing techniques result in a small number of semantically relevant salient features, which can represent the entire signal very accurately. Efficient pre-processing and modelling of the video content with temporal link is the most challenging aspect of such an algorithm. A model for image sequence can be constructed by any of the following two methods: (a) Model Learned/Formulated apriori, (b) Models Generated on the fly. When the model is learned apriori, the model remains same throughout the duration of the video sequence, whereas when the model is learn on-the-fly it keeps adapting through the duration of the video sequence. The most cited model based compression method includes, (i) Geometric / Structural model such as Mesh based model [11, 12] , (ii) Object based model like Eigen-space models & Probabilistic model [13, 14, 15] (iii) Higher order multiresolution motion model [16] , (iv) 3D Mosaic representation [17, 18] and (v) Texture based compression [19, 20, 21, 22] . Next, we present a brief discussion on these techniques.
1.1

Geometric mesh modelling
Geometric models are extracted on the y from the scene using computer vision techniques based on structure from motion and self-calibration methods [23, 24, 25, 26, 27, 28] . Tung et al. [29] have suggested a 3D video compression scheme based on multi-resolution Reeb Graph [30] which is used as a motion descriptor to track similar nodes all along the 3-D video sequence. The next step in model based compression is the efficient encoding of the extracted model along with the control parameters. Most of the older geometry compression methods are predictive schemes [31, 32, 33, 34] that are tightly coupled with the connectivity coding methods. Recently Authors in [35, 36, 37] have proposed scalable predictive coding which supports spatial as well as temporal scalability. Principal component analysis (PCA) based representation of a mesh sequence [38, 39] and transform based mesh geometry coding [40, 41, 42, 43, 44] are some of the popular methods of mesh parameters coding. Though the 3D model based video compression looks a natural fit, their success in image and video application are limited primarily because of two reasons, (i) the projection of the 3D scene onto the image plane results in a large information reduction and therefore a 3D reconstruction becomes very difficult and has to overcome many ambiguities, (ii) such techniques are computationally complex as the model needs to be extracted and adapted regularly for a dynamic scene. Because of this, most of the practical compression schemes are based on random process models.
1.2
Object based parametric model
In the appearance based object modelling approach, a moving object in a scene is tracked through an appearance based tracker (for example an Eigen tracker) and represented in the form of the projection coefficients onto the learned subspace and motion parameters [45, 13, 46] . The encoder codes the estimated objects (in the form of the projection coefficients onto the learned subspace and motion parameters) along with the background reconstruction error and object reconstruction error. Figure  1 , provides an overall system view of a typical object based video compression method. The main problem in objectbased coding is the automatic extraction and modelling of objects directly from the image intensities. This task may require complex image analysis techniques to segment the scene into homogeneous regions or even user interaction so that image regions correspond to real objects on the scene. A content-based image analysis is proposed recently using Principal Component Analysis (PCA) and Self Organising Map (SOM) targeting to image retrieval application [47] . There are two kinds of methodologies available in the literature for automatically extracting objects in the frame. The first category is off-line analysis [48] and the second one is on-the-fly object detection [49] . The off-line object analysis is computationally complex which prevent its usage in on-line applications required in the embedded system. The on-the-fly object detection approaches are mostly based on initial statistical change detection step but lack the generalization and robustness. A proper semantic object segmentation applies to every scenario is still unreported.
1.3
Higher order multi-resolution motion model
The conventional motion estimation techniques are not efficient in the prediction of complex motion regions involving rotation and zoom and thus limiting the overall compression which can be achieved. HEVC [4] and H.264 [3] approximates such complex motion by dividing bigger blocks and using multiple reference frames, but the corresponding motion vectors, block mode signalling and RD optimization are substantial overheads which affect the overall coding gain [50] . The new generation parametric video compression framework proposes various new motion estimation strategy such as affine based motion model [51, 52, 53, 54, 55, 56, 57] , Multi-resolution motion estimation [58, 59, 60] and a tracker based motion estimation [61] to handle the complex motion like rotation and zoom and to improve the coding efficiency. A 3D-to-2D transformational approach proposed to exploit the complex spatio-temporal correlation through 2-D spatial transform [62, 63] . A local restricted-affine based motion representation leads to greater flexibility and robustness in classifying the dynamic activity of the objects in any region of the video [16, 64] .
1.4
3D Mosaic representations
The motivation for Mosaic Based Compression (MBC) is the observation that the physical world observed by a camera typically consists of some moving objects over a dominant stationary background. The large scale temporal and spatial co-relation of this background layer is highly compressible [65] . There are three technical challenges in generating a content based 3-D mosaic representation from a long image sequence. They are: i) how to estimate a robust and accurate camera orientation for many video frames, ii) how to generate a seamless video mosaic with motion parallax, and iii) how to reconstruct a 3-D large-scale urban scenes Some work has been done in 3-D reconstruction of panoramic mosaics [66, 67] with an off-centre rotation camera, but the methods are limited to a fixed view-point camera instead of a moving camera, and usually the results are low-level 3-D depth maps of static scenes, instead of high-level 3-D structural representations for both static and dynamic target extraction and indexing. Zhu et all [17, 68] have suggested a Content-Based 3D Mosaic representation for long video sequences of 3-D and dynamic urban scenes captured by a camera on a mobile platform based on parallel perspective push broom stereo geometry algorithm [69] . Figure 2 , shows an overall structure of mosaic based coding. In order to use the 3D content based mosaic representation for real applications, further enhancements are needed, for example in the current implementation, only 3-D parametric information of planar patches in a single reference mosaic is obtained. This needs to be further extended to produce multiple depth maps with multiple reference mosaics due to different viewing directions shown in mosaics. The camera orientation estimation with many video frames is still a challenging issue and finally, the computation cost of the mosaic generation due to the registration of each frame is also a matter of concern in this area.
1.5
Texture Based Compression
Textures [9] are homogeneous patterns that contain spatial, temporal, statistical and perceptual redundancies, which intensity or colour alone cannot describe adequately. Texture based video compression is getting a special attention in the compression world for three reasons. They are: (i) texture is perceived in such a manner that it does not demand bit accurate reconstruction [70, 71, 5] , (ii) the quasi-stationary pattern in texture enables the reconstruction of the visually-similar texture by exploiting its statistical properties at decoder, (iii) the conventional block-based transform does not work well for texture data due to its fine details and high-frequency components. Texture analysis and synthesis based video compression scheme [72, 21, 73] is one such method which addresses the issues with the texture video compression. Texture video in-painting based strategy [74, 75, 76, 77, 78, 79] has shown lot of potential in the image and video synthesis and achieved an acceptable perceptual quality level to be integrated in the user applications. Video epitomes [80, 81] were recently proposed as patch based probabilistic modelling approach for video texture synthesis. The prime focus of this paper is to review in detail all the texture analysis and synthesis based compression techniques using advanced signal processing tools especially in the context of new compression problem such as UHD TV, Cloud storage and 3D Video applications.
The rest of the paper is organized as follows: Section 2, provides an exhaustive review of texture based Video Compression methods. Section 3 contains the relevance of parametric compression in the context of next generation multimedia applications. In Section 4, we present our analysis followed by a conclusion in Section 5.
Texture Analysis and Synthesis
Texture analysis [82, 83, 84] includes efficient representation and encoding of texture data, while texture synthesis [85, 86, 87] reproduces a perceptually acceptable texture data at the decoder for compression [88, 89] . We present the discussion in two broad categories i.e. Texture Analysis and Texture Synthesis. This is for the ease of presentation only. Texture Analysis and Texture Synthesis are used in combination for all video compression techniques. Figure 3 , provides a generic overview of a typical texture analysis and synthesis based video compression system.
2.1
Texture Analysis
Texture analyser block in Figure 3 , has three major functions, (i) separate texture and non-texture region in a video sequence, (ii) efficient representation and feature extraction of the texture data and (iii) efficient encoding of texture and non-texture data. Texture feature extraction is used to measure local texture properties in an image or video and is further utilized for segmentation and synthesis purposes. Generally four approaches have been used to extract texture features viz. statistical-based methods, model-based methods, transform or spatial-frequency methods and structural methods.
In statistical methods, characteristics of homogeneous regions are chosen as the texture features such as the cooccurrence matrix or geometrical features such as edges [90] . Model-based methods assume that the texture can be described by a stochastic model and uses model parameters to segment the texture regions. Authors in [91] proposed a multiresolution Gaussian autoregressive model and in [92] , an image model is proposed using an autoregressive time series. Wavelets based sub-band decomposition is often used in spatial-frequency methods [93] . Portilla and Simoncelli [94, 95] have proposed a statistical model for texture images based on joint statistical constraint on the wavelet coefficients. Structural methods are based on the concept that textures are composed of patterns that are wellde ned and spatially repetitive [96] . The spatial texture models described above operate on each frame of a sequence independently of the other frame in the same sequence. This can create a visual artefact across the sequence. One can address this problem by using spatialtemporal texture models [97, 98] or using motion compensation for the texture models in each frame [70] . Once the texture features are extracted and feature vectors formed, segmentation is used to divide the image into different regions based on their texture properties. Two different techniques are generally used i.e. direct segmentation or classification methods [99, 93, 100] and a grouping metric [90, 91] .
Parametric Texture Analysis
In the following sub section, we present Matched Wavelet and Empirical Mode Decomposition as a 2-D signal analysis and parametric feature extraction tools. In the later part of the paper we discuss an application of these tools in the video compression framework proposed by the authors.
Statistically Matched Wavelet. Over the last decade, a lot of work has been carried out by various researchers to find wavelets matched to signal to provide the best representation for a given signal. Gupta et al. [101] have estimated matched wavelets for deterministic signals in the time domain. The method is based on maximizing the projection of the given signal onto a successive scaling subspace and minimization in the wavelet subspace. Tewfik et al. [102] have also designed a wavelet matched to a signal in the time domain. Rao and Chapa [103] have later proposed an algorithm to design a wavelet matched to a signal. They have proposed a solution to find a wavelet that looks like the desired signal for the case of orthonormal multiresolution analysis with bandlimited wavelets. However, the method is computationally expensive, and the problem has been addressed for deterministic signals only. A similar work have been carried out by Wu-sheng [104] and Tsatsanis [105] to design signal-adapted filter banks, but these methods find the solution of constrained minimization problems in terms of a coding gain criterion that lead to very complicated solutions. Aldroubi and Unser [106] have proposed a method to find a matched wavelet by projecting the signal on to an existing basis. Most of these methods are presented for a two-band wavelet system and are quite complex.
Gupta et al. [107] , have later proposed Statistically Matched Wavelet (SMW) for the estimation of wavelets that is matched to a given signal in the statistical sense. Estimation of analysis wavelet filters from a given signal is the major contribution of this work. This concept is further extended for 2-D data by the authors in [108] and used for document retrieval application. Figure. 4 give an overview of a generic 2-D two-band separable kernel wavelet system. In this figure, x and y represents the horizontal and vertical directions respectively. The scaling filter is represented by f 0x and f 0y while the wavelet filter is represented by f 1x and f 1y corresponding to the horizontal and vertical direction. The dual of them are represented by h 0x , h 0y , h 1x and h 1y . The input to this system is a 2-D signal (for example a video frame). The output of Channel-1 in Fig. 4 is called approximation sub-space or scaling sub-space while the outputs of the other three channels (Channel-2,3,4 in Fig. 4 ) are called detail sub-space. This system is designed as a biorthogonal wavelet system so that it satisfies the conditions for perfect reconstruction of the two-band filter bank. Statistically matched wavelet based representation of a picture causes most of the captured energy to be concentrated in the approximation subspace, while very little information is retained in the detail subspace [108] . [109] , [110] . The IMFs are obtained from the signal by means of an algorithm called the sifting process. The sifting procedure is based on two constraints: (i) each IMF has the same number of zero-crossings and extrema, (ii) each IMF has symmetric envelopes de ned by the local maxima and minima respectively. Furthermore, it assumes that the signal has at least two extrema.
Nunes et al. [112] have extended 1D-EMD and suggested an implementation of 2D-EMD called as a Bidirectional Empirical Mode Decomposition (BEMD) targeting image compression application [113] . Two open issues were observed with BEMD : (i) exploitation of the internal direction in an image in BEMD, and (ii) feature extraction and utilization from BEMD. Liu et al. [114] have extended the basic idea and propose Directional EMD (DEMD), considering a dominant image direction and three feature values are extracted from decomposed components for each pixel. This method is used for texture classification [115] and image segmentation [116, 114] .
The inherent image direction, can be estimated from the maximum of the Radon transform of the spectrum [117] using a Wold decomposition-based method [118] . DEMD has provided a robust algorithm for image processing application; however two issues required further attention: (i) sifting stopping rule, and (ii) stopping criterion of DEMD decomposition process. Initially Huang et al [111] have implemented a Cauchy-like convergence criterion [119] for automatically deciding when to stop sifting. Based on minimizing the difference between residuals in successive sifts to below a predetermined level, this criterion did not explicitly take into account the two IMF conditions, so the predetermined level could be obtained without the two IMF conditions being satisfied [120] . Rilling et al [121] have devised an alternate stopping criterion using two thresholds, one designed to ensure globally small fluctuations in the mean of the cubic splines from zero, and the second allowing small regions of locally large deviations from zero.
Comparative study with Fourier and Wavelet proved that EMD decomposition provides much better temporal and frequency resolutions [122] Zhang et al. [117] propose a DEMD-based image synthesis approach with a small representative texture sample used as a reference. This texture sample is decomposed using DEMD for efficient representation of the texture information. To reconstruct a full-resolution image, the authors start from a highest level (say, k) of the DEM decomposition of the representative sample. They construct the k-th IMF corresponding to the full-resolution size by taking information from smaller patches inside the sample, and placing them in the template for the full-resolution IMF (with overlap, to enforce smoothness). For the next lower IMF (k 1th) onwards, the authors perform a correlation search for each smaller block in the full-resolution template, with the closest-matching smaller block in the k 1th level decomposition of the representative texture sample. The synthesized full-resolution image is the DEMD synthesis of the full-resolution IMFs. This approach shows good results for textured image synthesis with perceptually acceptable quality. However this approach leaves the following important questions unanswered: (a) the selection criterion for the small representative texture: its size and location, (b) selection criterion for the size of the patch, and the extent of the overlap (10-20% of the patch size in examples in the paper), (c) objective assessment of the quality of the synthesized image, (d) the level of IMF decomposition required for optimal synthesis, (e) inability to handle texture sequences with irregular patterns, as the authors themselves mention [117] .
Texture Synthesis
Texture synthesis process can be broadly classified as parametric approach [123, 124, 94, 95, 125, 126, 72] , where an image sequence is modelled by a number of parameters such as the histogram or correlation of pixel values, and non-parametric approaches [127, 128, 86, 85, 129, 21] , where synthesized texture is derived from an example texture as the seed that is known a priori. Inverse texture synthesis based scheme has been proposed in [87] , where given an input texture, a reference is synthesized that allows subsequent re-synthesis of a new instance and shown promising results.
Parametric approach can be further categorized into blockbased approaches [72, 130, 131, 132, 133] and region-based approaches [65, 134, 135, 136, 137] . The block-based parametric approaches allows easy integration of synthesis based techniques into hybrid block-based codecs as H.264/AVC and HEVC while targeting a pixel-accurate reconstruction of the input signal. In general, this kind of coding framework replaces, improves or extends the existing intra-and inter-prediction modes with recent coding methods exploiting the perceptual redundancy. Alternatively, region based parametric approaches allows for design of content-adaptive compression methods with perceptually acceptable reconstruction. In such schemes exact pixel reconstruction is not the goal, instead the aim is synthesizing the pixels at the decoder with visual correctness instead of bit-accurate reconstruction.
The most promising block-based parametric coding approach in recent times are based on Auto Regressive (AR) [130, 138] and Auto Regressive Moving Average (ARMA)-based modelling [131, 132, 133] methods. Khandelia et al [130] have proposed an AR-based hybrid video codec that provides significant compression gain (up to 54.52 % at QP=12, for Bridge far video sequence) over the standard H.264 for similar visual quality. In this method, each block is first classified as an edge or non-edge block using gradient-based edge detector. The non-edge blocks are coded using a spatio-temporal auto-regressive model. The AR coefficients are sent to the decoder as a side information. All edge-blocks are encoded using standard block-based coding scheme such as H.264. Experimental results presented by the author suggest that the compression gain drops for increased QP. In the ARMA-based synthesis model presented in [131, 132] , an extrapolated frame replaces the previous frame in the reference picture buffer using the concept of H.264/AVC. The authors use the ARMA-based non-rigid texture synthesis approach as proposed in [123] for the frame extrapolation. The authors propose to use five previously generated training frames for synthesizing the current frame. This algorithm was integrated into the JM12.4 reference software and a bit rate saving of upto 10% were claimed for "Container" QCIF sequence at QP=23 using PSNR as the quality criterion. The authors [132] have further enhanced their algorithm and suggested using multi-pass encoding with the position of the reference picture changing during each pass. The position of the synthesized picture in the decoded picture buffer is adaptively estimated. Bit rate savings of upto 15% were claimed for the "bridge far" QCIF sequence at QP=23 as compared to H.264(JM12.4). Targeting to improve the coding gain further over H.264, Chen et al. [133] have proposed a novel non-rigid texture model [123] and proved that this scheme performs better as compared to Stojanovic et al. [131] for global illumination changes between frames and for intra prediction. AR-and ARMA based approach are suitable for the textures with stationary data, like steady water, grass and sky, however they are not suitable for structured texture with non-stationary data as blocks with non-stationary data are not amenable to AR modelling. Further, they are block-based approaches, and blocking artefacts can appear in the synthesized image. Parametric approaches can achieve very high compression for the sequence with dominant texture areas at low computational cost.
In the region-based parametric approach, Wang et al. [65] have proposed to represent a coherent motion region as a set of overlapping layers and model the texture by a set of affine parameters. The author suggested to send the alpha, intensity and motion parameters as side information and proposed to use JPEG framework for coding the layers. This approach requires a very precise segmentation of the input video to reduce the visual artefacts. Since the proposed scheme is in an open-loop framework, there is no mechanism to identify artefact due to erroneous segmentation. Dumiritas et al. [139, 134] have proposed a compression method based on texture replacement, where it replaces the input texture with a perceptually similar texture. The input is separated into replaceable and nonreplaceable region at the encoder. Parameters are extracted for replaceable region using Wavelet and sent to decoder as a side parameter. Non-replaceable regions are encoded using a standard compression scheme. Replaceable textures are removed from the encoding process and synthesized at the decoder using side information. The application of such an approach is limited to sequence with no or very little global motion of the replaceable textures. Ndjiki-Nya et. al. [140] has proposed a texture analysis and synthesis framework using the frame-to-frame displacement and image warping techniques. This method is however not effective for non-rigid texture objects and the frame-byframe synthesis can yield temporal inconsistencies. A similar texture synthesis technique based on texture analysis and segmentation using frame-to-frame mapping and edgebased inpainting was proposed in [135, 136, 141] . The authors claimed to achieve up to 35% bit rate saving compared to H.264 for the same visual quality. The author in [135, 136] however do not specify, how visual quality was assessed. The method presented by Oh et al. [142] uses a low quality video as side information to synthesize the texture at the decoder. The proposed approach is effective to control the quality of the synthesized texture and allows for a quality vs compression trade-off. A cube-based texture growing method was proposed in [143, 144] , which can be viewed as an extension of [85] from image to video. Temporal consistency is claimed in [143] due to cube-based synthesis. However, the global texture structure can be easily broken by texture growing with the raster-scanning order. Also, the output texture tends to have repeated patterns because of the fixed size cube-based growing procedure. Zhang and Bull [137, 71] have proposed a region-based texture synthesis model where each synthesizable frame is segmented into homogeneous regions using spatial texture segmentation method [145] and textured and non-textured regions are separated based on statistical properties [146] . The motion vectors in rigid texture regions are used to compute the parameters of a perspective motion model based on least square method. In this method authors have made an assumption that the variation in a texture is temporally uniform across a small group of frames (five frames in this work). Authors claims a significant bit rate saving (up to 50% for high bit rate encoding) as compared to H.264 for similar visual quality.
Non-parametric approaches are mostly based on Markov Random Field (MRF) theory [147, 148, 9, 149, 85, 143] and can be classified as pixel-based approaches [128] or patchbased approaches [85, 150, 151] . Efros and Leung [128] proposed pixel-based non-parametric sampling to synthesize texture. Wei and Levoy [148] further improve the method using a multi-resolution image pyramid based on a hierarchical statistical method. A limitation of the above pixel-based methods is an incorrect synthesis owing to incorrect matches. Patch based methods overcome this limitation by considering features matching patchboundaries with multiple pixel statistics. The popular choices for patch-based methods are based on graph-cut techniques [85, 152] . Nonparametric approaches can be applied to a wide variety of textures (with irregular and structural texture patterns) and provide better perceptual results (higher Mean Opinion Score (MOS) values). However, these schemes are often computationally more complex
Compressive Sensing Based Texture Synthesis
Leveraging on the concept of transform coding, Compressive Sensing (CS) [153, 154] [162] have used a 3D wavelet based inversion algorithm to achieve video CS for single-pixel cameras. A more sophisticated method was developed in [164] , where the evolution of a scene is modelled by a linear dynamical system (LDS) and the LDSs parameters are estimated from the compressive measurements. Authors in [165, 166] have developed a coarse-to-ne algorithm which alternates between temporal motion estimation and spatial frame reconstruction in the wavelet-domain. Mun and Fowler [167] have used optical ow to estimate the motion field of the video frames, and the estimation is performed alongside reconstruction of the video frames. Cossalter et al. [168] have proposed a joint compressive video coding and analysis scheme for object tracking application. In this work, the authors have proposed to combine the process of video frame acquisition, compression and analysis and demonstrate the coding gain as compared to various multistage synthesis approaches. Recently, authors in [169] , have suggested a compressive coded video compression scheme using motion estimation in the measurement domain using circulant Compressive Sensing Matrices [170] . Other popular algorithms for video CS have been based on total variation (TV) [171] and dictionary learning [172] . Total Variation (TV) methods assume that the gradient of each video frame is sparse and attempts to minimize the l p norm of the gradient frames summed over all time steps. Dictionary-based methods represent each video patch as a sparse linear expansion in the dictionary elements. The dictionary is often learned offline from training video and the sparse coefficients of a video patch can be achieved by sparse-coding algorithms. The Gaussian Mixture Model (GMM) [173, 174] is another popular approach being used in various learning tasks, such as classification & segmentation [175, 176] and image denoising, inpainting and deblurring [177] . Most of the results presented in the literature are based on synthetic sequences and can be extended for real video sequence with reduced CS complexity. Table. 1 provides a comparative view of a selected texture analysis and synthesis based coding scheme proposed in the literature. We have done the comparative study of the various fundamental research and further evolutions in the Texture analysis and Synthesis based image and video compression schemes. The attributes compared are based on data analysis and synthesis model, compression results, objective and subjective quality of reconstruction and the reference data used for the reconstruction. The block-based parametric video compression (such as AR [130] and ARMA [132] ) can provide high compression with medium to low computational cost, however they are not suitable for modelling of structural texture. Region based parametric model [137] can synthesize wide variety of texture including structural texture pattern; however they are not amenable to standard video compression framework like H.264/AVC and HEVC. Also region-based modelling with non-parametric synthesis framework is computationally complex and requires more storage capacity. Rate-distortion optimization is still an open issue with region-based video coding and subjective quality assessment technique such as HVS is not fully understood so far. A region based compression approach based on rate-distortion study and inter wavelet sub-band correlation has been proposed claiming better compression results as compared to 2D-SPIHT [178] . Advanced signal processing tools like SMW and DEMD provide very efficient representation of the texture data and can be effectively used for texture video compression. Statistically Matched Wavelet based texture representation results in most of the captured energy to be concentrated in the approximation sub-space, while very little information is remains in the detail sub-space [179] .
Discussion
3
New Context of Compression Problem
In this section we present the new challenges in compression of real life video applications such as HDR, Cloud Storage, 3D TV and discuss about the relevance of Parametric Compression methods in this context.
Ultra High Definition TV (UHD TV)
The UHD TV provides Higher Spatial Resolutions (HSR, hereafter) of 4K and 8K, Higher Temporal Resolutions (HTR, hereafter) of 100/120fps, High Dynamic Range (HDR, hereafter), and 10-bit Wide Colour Gamut (WCG, hereafter). ITU-R has recently announced a new recommendation on UHDTV in collaboration with experts from television industry, broadcasting organizations and regulatory institutions in its Study Group 6 [10] . High Temporal resolution increase the required bit rate due to more pictures to be encoded and more details in moving scenes and therefore become more challenging to encode temporal content with dynamic complex motion such as rotation and zoom. HDR [181] contains more information to encode as it encodes all the luminance level and dynamic range of 15log 10 (while standard image and video format do not exceed the dynamic range of 3log 10 ). Existing standard image and video compression schemes such as H.264 and HEVC generally supports only Low Dynamic Range (LDR) format and can encode only integer numbers. The transmission of HDR content requires a framework which can support beyond LDR (Low Dynamic Range) being supported by the conventional methods. Luminance encoding of HDR pixels should take into account the limitations of the human visual system and the fact that the human eye can perceive only limited numbers of luminance level and colours. This issue can be addressed using texture analysis and synthesis based compression framework using efficient representation and encoding of the huge texture data generated from the HDR content (Details of such techniques are discussed in Sec. 2).
3.2
3D Video
3D Video content is available in games, home entertainment and surveillance applications and further increasing to many more multimedia applications. The 3D data are primarily driven by the number of cameras and may limit the deployment especially when receivers have limited bandwidth and demands strong compression with perceptually acceptable reconstruction quality. The 3D video standards include multiview video plus depth (MVD) [182] which can allow the efficient coding of the multiview video. An extension of AVC, which is referred as MVC [183] supports coding of two or more views and improves coding efficiency through exploitation of interview redundancy, however it still produces a bit rate according to number of coded views and produces large amounts of data to be coded limiting to deploy 3D based-applications for the end-user. The main challenges in Multi-view Video Coding (MVC) is to enable a large number of views at the decoder side from a limited number of information coded at encoder and to adapt the bit-rate to available resources [184] .
The MVD data format enables more efficient compression techniques for coding of multiview texture video data in a parametric compression framework using automatic view synthesis [185, 186] . Stefanoski et al. [185] have proposed to extract warp information based on image-domainwarping and use it to produce the rendered views in a parametric image warping framework. Image-domainwarping relies on an automatic estimation of sparse disparities and image saliency information. Similarly, Plath et al. [186] propose an optimized and computationally efficient adaptive image warping scheme that prevents holes during the view synthesis using depth map pre-processing. An alternative learning-based approach to render a 3D
image from a 2D image is presented in the paper [187] based on learning a point mapping from local image attributes to scene-depth. Authors in [188, 189] propose a joint texture and depth data coding scheme using the motion vector of a texture picture as a prediction for co-located motion vector of its corresponding depth picture. NdjikiNya et al. [190] have proposed a depth image-based rendering (DIBR) approach with texture synthesis from an MVD representation for 3D video compression application. In this work the foreground and background are warped separately and virtual views are constructed using depth map (DM). The other methods presented in the literature for 3D video representation is that instead of encoding and transmitting the texture and depth image pairs of different viewpoints to the decoder, encode the captured texture and depth pixels as a triangular mesh and depth based texture coding method [191, 192, 193] from the corresponding texture images. The depth map has a strong correlation with its associated texture data, so it can be utilized to improve texture coding efficiency.
3.3
Cloud Storage
According to a study [194] by 2018, global IP traffic will reach 1.6 zettabytes per year. Therefore, an important research issue is how to process such large amounts of multimedia content which is stored in and crossed over the cloud. Cloud Storage [195, 196] enables a new paradigm for data management by providing remote storage that can effectively process the multimedia applications. Millions of photo image frames are being stored over cloud per day. Individual images are generally stored using a standard image compression scheme such as JPEG2000, however it is not efficient as it does not exploit inter image redundancy. Li et al. [197] review and discuss various cloud storage techniques and they are evolving rapidly. Upadhyay et al. [198] have proposed an efficient cloud file compression scheme based on segmentation and de-duplication method. Kau et al. [199] propose an adaptive predictive coding scheme with predictor coefficients adapted by the least square optimization. The prediction errors are then encoded using a conditional arithmetic coder. The authors in [200] have proposed to organise the images as a pseudo video sequence and compress the sequence like a video using standard transformation and block-based motion compensation approach. These techniques however do not consider the fact that pseudo sequence is quite different from natural videos in terms of inter-image disparity. The images may have been captured at different locations, viewpoints and focal lengths making it very di cult to model them using global transformation (especially when they have been captured at different times with varying illumination and shadow). In addition MSE based prediction criterion will not be suitable for such conditions and therefore pixel based standard image and video compression techniques (such as JPEG2000, H.264/HEVC) does not solve the efficient image storage issues over the cloud. Hou et. al. [201, 202] , have recently proposed some improvements over the texture synthesis scheme targeting to cloud storage applications. New generation feature based parametric compression framework can be a potential alternative for efficiently compressing and storing the images for cloud computing application. • In the conventional video compression methods such as H.264/AVC and HEVC, data acquisition and encoding are carried out on the entire signal, while most of the transformed data is discarded in the compression processes and thereby significantly wasting storage resources and high computational cost (This is more relevant in the case of texture video because of its ne detail and high frequency component). Conventional blockbased transform used for exploiting the spatial redundancy does not work well for texture data due to its ne detail and high frequency components. Moreover the conventional block-based translation motion model used for temporal redundancy exploitation is not suited for texture with dynamic motion. This is true especially for highly textured surface with camera motion where block-based model produces a large residual signal. In order to address texture content, a content adaptive encoder with perceptual reconstruction at decoder has been required.
• Statistical model based texture synthesis [95, 126] generally fails for structural texture patterns. DEMD based texture synthesis approach presented in [117] is unable to handle the texture sequence with irregular patterns. AR-and ARMA based approaches [130, 132] are not suitable for structured texture with non-stationary data as blocks with non-stationary data are not amenable to AR modelling. Block-based parametric approaches can also create blocking artefacts in the synthesized texture. Region-based parametric approach on the other hand can synthesize a variety of textures however they are computationally complex and segmentation stage [203] needs to be absolutely accurate else there can be a propagation error. Region-based parametric approach cannot be seamlessly integrated with-in the state-of-the-art standard video codecs such as H.264/AVC and HEVC. A hybrid-approach combining the advantage of block-based representation and region-based synthesis may address the above described issues.
• Most of the new generation video compression methods make the use of new generation computer vision tools and techniques for data processing and feature extraction, however they are still based on Shannon-Nyquist sampling, thus do not fully exploit the inherent sparsity present in the signal. The texture analysis algorithm presented in the literature does not fully exploit the perceptual redundancy present in the video data, which could result in much higher compression at an acceptable psycho-visual quality. This leads to a requirement of an efficient data representation prior to encoding. Application of an advanced signal processing tools such as SMW and DEMD for a 2-D signal representation and feature extraction generating lot of interest in the research community.
• In the example based texture synthesis scheme, the quality of the synthesized texture is directly linked to the content and size of the example texture and prone to the propagation error. Therefore a direct relationship between the synthesized texture quality and bit-rate control is difficult. For the texture synthesis scheme based on side information, efficient encoding of the side information is still an open issue and directly linked to the decoder complexity.
• The conventional motion estimation techniques are not efficient in the prediction of complex motion regions involving rotation and zoom and thus limiting the overall compression which can be achieved. HEVC [4] and H.264 [3] approximates such complex motion by dividing bigger blocks and using multiple reference frame, but the corresponding motion vectors, block mode signalling and RD optimization are substantial overheads which affect the overall coding gain. A ne motion model has been proposed to address the issue, however it has its own overhead and suitable for a specific sequence involving prominent motion across frames.
• Only parametric model based video compression system (despite its abilities to achieve higher compression) lacking generalization and robustness against the scene change of the traditional signalbased video coding technique (for instance H.264 and HEVC) and therefore provides lots of interest in the research community to combine the bene t of the conventional video compression scheme with that of new generation parametric or nonparametric based schemes. Rate-distortion measurement is another open area and the key question is how to perform a joint optimization for both perceptually relevant and irrelevant regions in a model-based parametric video coding.
• Finally a unified test framework is required for evaluating the performance of any proposed algorithm across a broad range of content types.
The most important attributes to be evaluated for video coding includes assessment of the complexity vs rate-distortion, coding gain vs quality etc. As a result a universal platform for objective comparison of all parametric video coding algorithms is required. A wide tests database with various texture video sequences are required in order to enhance and measure the proposed methods more accurately so that these new approaches can be considered as part of future video coding standards.
4.1
Our Contributions, In a Nutshell
Motivated by these observations, we have proposed an application of Statistically Matched Wavelet for efficient representation of the texture data and an efficient texture synthesis in a compressive sensing framework [179] . In this work, We propose to encode not the full-resolution statistically matched wavelet sub-band coefficients (as normally done in a standard wavelet based image compression) but only the approximation sub-band coefficients (LL) using a standard image compression scheme like JPEG2000(which accounts for 1/4th of the total coefficients and can be represented using fewer bits). The detail sub-band coefficients, that is, HL, LH, and HH (which account for 3/4th of the total coefficients, are jointly encoded in a compressive sensing framework and can therefore be represented with fewer measurements. The experimental results prove that the proposed algorithm can handle a variety of texture synthesis such as periodic, aperiodic and structural pattern with significant compression gain. Our other work suggested a Directional Empirical Mode Decomposition based Video Image frame representation and synthesis [204, 205] in a compressive sensing framework. We have extended this method to a video application and proposed an integrated video compression framework based on DEMD [180] which results in significant compression gain (up to 50%) as compared to H.264/AVC for similar perceptual quality. Figure 5 , shows that the compression in the proposed framework is better than a standard MPEG2/H.264/HEVC encoding. Our proposed scheme is a hybrid approach, combining the advantages of parametric and non-parametric methods, which enables us to handle a wide variety of textured videos which cannot be accounted for by either method alone. DEMD can handle textures with stationary and non-stationary data. The scheme is in an H.264-/MPEGbased framework, for better compatibility with existing video coding standards. We take advantage of the temporal encoding efficiency of standard video coding frameworks (H.264/MPEG) to encode the DEMD residues frames.
In our recent publication [64] , we have demonstrated the capability of the higher-order affine based motion model in a multi-resolution framework. Fig. 6 shows a representative example: a comparison of the RD plot for the 'Park Scene (1080P)' and 'Cactus (1080P)' for the proposed method (HM Affine ), and that of a pure HEVC encoding (HM). The proposed method shows a trend of higher PSNR values at smaller bit rates, an indication of better coding efficiency with higher fidelity to the original unencoded video.
General Discussion and Analysis
We 
