Abstract. We review two classical constructions of the cyclotomic p-adic Lfunction attached to a Hecke cusp form for Γ0(N ) and recall some facts about its set of zeros. After that, we firstly prove that for a weight 2 cusp form, its attached Mazur-Tate-Teitelbaum p-adic L-function is not identically zero over the group of p-adic units, furthermore, if p is an ordinary prime for the cusp form and a primitive root modulo N , the p-adic L-function is not identically zero modulo p provided that not all the modular integrals vanish modulo p. Secondly, we prove that this p-adic L-function has a non zero derivative at s = 1. As a corollary, it follows that the p-adic analytic rank of an elliptic curve defined over Q is finite.
Introduction
The techniques of p-adic interpolation initiated by Kubota-Leopoldt (c.f. [10] ) and Iwasawa (c.f. [7] ) revealed that replacing the analytic L-function associated to a number field by a p-adic analogous leads to a closer relation to the arithmetical properties. This point of view motivated in the early 70's an investigation of the conjecture of Birch and Swinnerton-Dyer along p-adic lines. In [11] a p-adic L-function is associated to a modular elliptic curve, or more generally, to a weight 2 cusp form for Γ 0 (N ).
In [12] , a more ambitious study is worked out, considering both the good ordinary and supersingular reduction as well as the split multiplicative reduction cases. Supported by numerical evidence and seeking for an analogy with the analytic setting, the mentioned paper takes under consideration certain natural objects in the non-archimedean framework, such as the p-adic regulator, the padic height pairing or the extended Mordel-Weil group to establish a good number of conjectural relations, most ostensibly the exceptional zero conjecture and the p-adic analogous of the Birch and Swinnerton-Dyer conjecture.
The general idea that for an elliptic curve E defined over Q the p-adic Lfunction captures more naturally the arithmetic than its classical analytic Lfunction has been supported by a certain number of successes such as the proofs of the exceptional zero conjecture by Greenberg and Stevens (c.f [6] ) and that of Kato's inequality (c.f [8] ):
(E(Q)).
A wide range of generalizations has been worked out during the last ten years, such as the definition of a p-adic L-function in the anticyclotomic case for quadratic imaginary fields, and the statement of a p-adic version of the Birch and Swinnerton-Dyer conjecture in this setting (c.f. [3] ), in which, anew, one of the two inequalities has been proved, in the same direction that in Kato's result (c.f. [2] ).
The reverse inequalities remain much more mysterious both in the cyclotomic and anticyclotomic settings. In general, to find upper bounds for the order of vanishing of the p-adic L-functions at s = 1 or to precise the number of zeros inside a p-adic disc seems everything but straightforward. In 2008, Henri Darmon formulated two questions in this direction: first, whether the p-adic L-function associated to a weight 2 cusp form for Γ 0 (N ) vanishes identically over the set {1} × Z p or not, and secondly, if the p-adic L-function is not identically zero modulo p provided that at least one modular integral attached to the mentioned cusp form does not vanish modulo p. The present article implies a negative answer to the first question and a partial positive answer for the second one. Section 1 is dedicated to recall some classical material on cusp forms, modular symbols and p-adic distributions. We compare here the constructions of the padic L-function worked out in [12] and [14] .
In section 2, following [18] and [1] we investigate some ultrametric analogues of the Stone-Weierstrass theorem. We apply these results as a key tool to establish that the p-adic L-function attached to a weight 2 cusp form for Γ 0 (N ) does not vanish identically over the group of units provided that p ≥ 3. As a corollary, in the ordinary case, it follows the finitude of the set of zeros of this p-adic Lfunction, as well as the fact that if p is a primitive root of N this function does not vanish identically modulo p if not all the modular integrals are divisible by p.
In section 3, we exploit the previous non vanishing results, in conjunction with some estimations of the moments of the p-adic L-function to prove our main result: the finitude of the order of vanishing of the p-adic L-function associated to a weight 2 cusp form at s = 1 for prime numbers p ≥ 5.
From now on, p will denote a prime number, f a modular form, and the set of all p-adic integers congruent to a mod p n will be denoted by a + p n Z p or D(a, p n ) and D(a, p n ) will stand for the set {b ∈ Z p : |a − b| p < p −n }.
Preliminaries

Special values of cusp forms.
Here we follow [5] . See also [13] or [4, ch. 2] . Let f be a weight k cusp form for Γ 0 (N ). Let us consider its Fourier expansion
For a complex number s in R := {s ∈ C : Re(s) > k 2 + 1} the following series is well defined and uniformly convergent
This series defines a holomorphic function on the complex right half plane R.
Let us denote by S k (Γ 0 (N )) the C-vector space of all weight k cusp forms for Γ 0 (N ) and by T n the n-th Hecke operator acting on S k (Γ 0 (N )). By a normalized newform we mean an eigenfunction for the full Hecke algebra such that a 1 , the first term of its Fourier expansion, equals 1.
If f is a normalized newform, then for all n T n (f ) = a n f .
We denote by K f the field Q({a n : n ≥ 1}) (which is a finite algebraic Qextension) and by O f its ring of integers.
The following identity holds:
Exploiting cuspidality and modularity, one easily sees that the right hand side of the equality defines an entire function, which we will denote by Λ(f, s). It is a remarkable fact that Λ(f, s) satisfies a functional equation allowing us to extend L(f, s) as an entire function.
Explicitly, one begins by considering the following linear involution:
where
Using the modularity, one gets the following identity:
where ǫ = ±1 depending only on f . If f is a normalized newform, then, it is also an eigenfunction for w N , and the functional equation (1.2) reads
More in general, let now χ be a primitive Dirichlet character of conductor n, coprime to N and τ (χ) its attached Gauss sum. It can be lifted to Z, and this lifting will be again denoted by χ.
We define the twist of f by χ to be
Its twisted L-series is formally defined by
χ(n)a n n s .
Note that since χ(n) is a root of unity for all n, this series defines again a holomorphic function on the complex right half plane R. Define
It is not difficult to get the following identity (Birch's lemma):
The following notation will also be used later
Notice that if χ is a Dirichlet character of conductor n,
The function Λ (f, χ, s) satisfies a functional equation, similar to eq. (1.2), allowing us to extend it as an entire function. For details, see [12, pp. 9-10] .
By a central point, we mean an integer j ∈ {1, ..., k − 1} and by a critical value an element of the set {λ(f, r, j) : j ∈ {1, ..., k − 1}, r ∈ Q}.
For j ∈ {1, ..., k − 1} we set
The set of critical values has an interesting structure: Theorem 1.1. (Drinfeld-Manin) Let f be a weight k cusp form for Γ 0 (N ). There exists Ω + ∈ R and Ω − ∈ iR such that for 1 ≤ j ≤ k − 1,
In other words, there exists a O f -lattice Σ f of rank 2, such that, λ(f, r, j) ∈ Σ f for r ∈ Q, and for 1 ≤ j ≤ k − 1.
Proof. c.f. [4] The complex numbers λ(f, r, j) and λ ± (f, r, j) for j ∈ {1, ..., k − 1} and r ∈ Q are known in the literature as modular integrals. They depend on the choice of the generators of the O f -lattice.
we mean the set of polynomials with coefficients in Z and degree at most k − 2. Following [12] , we can define the modular symbols associated to f by:
extending the definition by linearity to the whole P k−2 [Z] . Or alternatively, following [14] :
, and S ⊂ Q such that for all r ∈ S, −r ∈ S, then Φ f (P, r) = 0 for all r ∈ S if and only if Φ ± f (P, r) = 0 for all r ∈ S.
The study of the zeros of the L-series attached to a cusp form at the central points is a difficult and interesting topic. An important tool in this direction is the following theorem due to Rohrlich (c.f. [17] ) Theorem 1.3. Let f be a weight 2 normalized new form for Γ 1 (N ) with character Ψ. Let P a finite set of primes and X P the set of all primitive Dirichlet characters unramified outside P ∪{∞} . Then, for all but finitely many χ ∈ X P , L (f, χ, 1) = 0.
If we set X = {p}, for a Dirichlet character χ of conductor p n , by looking at the discriminant of Q ({χ(j); 0 ≤ j ≤ p n − 1}), we see that χ ramifies at X, so we have the following Corollary 1.4. If f is a weight 2 normalized new form for Γ 0 (N ), then for n ∈ N big enough there exists a n coprime to p such that an p n +i∞ an p n f (s)ds = 0 .
1.2. p-adic distributions and measures. The main references are [14] and [12] . For a systematic study on p-adic distributions and measures, see [9, ch. 2] . Let p be a prime number, fixed from now on. Suppose that f ∈ S k (Γ 0 (N )) is a normalized eigenform with T p (f ) = a p f . We further suppose that p ∤ N ; this condition will translate to the fact that the elliptic curve E f provided by the Eichler-Shimura construction will have good reduction at p.
Let us recall that the Hecke polynomial attached to f is defined to be
For each root α of this polynomial and for each polynomial P ∈ P k−2 [Z], following [14] we can define
Since f is an eigenform for T p and α is a root of the Hecke polynomial, we get
in the sense of [9] .
Alternatively, following, [12] , we can define for every
Remark 1.5. We will write µ f,α instead of µ f,α,1 and µ ± f,α instead of µ ± f,α,1 . Theorem 1.1 implies that for every a coprime to p,
Hence µ f,α vanishes identically if and only if both µ
Let us decompose
If for one of the roots, say, α 1 , ord p (α 1 ) = 0, we say that the prime p is ordinary for f . Otherwise, we call the prime p supersingular. We are using here the p-adic norm || normalized so that |p| = p −1 . We will say that a root α of the Hecke polynomial is admissible if ord p (α) < k − 1. In the ordinary case there is only one admissible root, while in the supersingular case, both of them are admissible.
The case in which ord p (α 1 ) = ord p (α 2 ) is known in the literature as "the most supersingular case". We have an interesting instance of this situation when a p = 0. For a detailed analysis of this case, see [14] . Definition 1.6. Let f be a weight k normalized newform, P a polynomial in P k−2 [Z] and p a prime number. The Mazur-Swinnerton-Dyer distributions attached to f and P are defined as
• If p is ordinary for f : µ ± f,α 1 ,P where α 1 is the unique root of the Hecke polynomial which is a p-adic unit.
• If p is supersingular for f : µ ± f,α i ,P ; i = 1, 2 where α 1 and α 2 are the two roots of the Hecke polynomial. Remark 1.7. We can equivalently follow [12] 
, as in eq. 1.7, for an allowable root α.
Remark 1.8. If f is a cusp form for Γ 0 (N ) with Nebentypus, the concept of admissible root, ordinary and supersingular primes are also defined in [12] . It is also possible to extend these definitions to the case in which p|N , covering the split multiplicative reduction case in the elliptic curve setting.
1.3. p-adic integration. Let us denote by F LC (Z * p , Q p ) the set of all locally constant Q p -valued functions on Z * p , and by C(Z * p , Q p ) the set of all continuous Q p -valued functions on Z * p . Since the p-adic topology is totally disconnected, one has
The set of all compact-open subsets of Z * p will be denoted by CLO Z * p . If V p is a C p -vector space, by a V p -valued p-adic integral we mean a function
which is C p -linear in the first argument and finitely additive in the second. For a more general definition, see [12] .
For an ordinary prime p, we consider the unique admissible root α, and since both µ ± f,α,P are bounded, we can integrate continuous Q p -valued functions in a natural way, by uniform approximation by locally constant functions. For a detailed study on this topic, see [9] .
The definition of an integral in the supersingular case requires some more work; first of all one has to restrict the class of functions which can be integrated.
The class of all locally analytic p-adic functions over a compact-open subset K of Z p will be denoted by LA(K). Note that the convergence of the series in D(a i , p m ) is equivalent to the fact that lim n→∞ p nm c n = 0.
Our aim here is to follow [12] in the particular case of a cusp form for Γ 0 (N ) to define an p-integral depending on an admissible root, both in the ordinary and in the supersingular case. By O p we mean the integral closure of Z in C p , after fixing, from now on, an embedding of Q in Q p and hence in C p . Theorem 1.10. Let f be a weight k cusp form for Γ 0 (N ). For each admissible root α of the Hecke polynomial, there exist two maps
is Q p -linear the first argument and finitely additive in the second.
We denote
These ideals satisfy the following
and, since p m |a ′ − a, we get
We can now proceed with the proof of 1.10.
Uniqueness: If we are given two pairs of integral operators I ± (f, α) and
Hence, for a locally analytic function F , with F (x) = n≥0 c n (x − a) n in D(a, p m ), we will have
Hence taking fine enough partitions of Z * p , and applying the finite additivity, we will have
Existence: Our candidate for U F dµ ± f will be the limit of certain "Riemann sums", made up truncating the Taylor series of F until the k − 2-th term in each disc of a fine enough partition of U , and then integrating the terms (x − a i ) j with 0 ≤ j ≤ k − 2.
Let a ≡ a ′ mod p m so that D(a, p m ) = D(a ′ , p m ′ ) and write
Truncate the power series in each disc, until the k − 2-th summand
and, since p m |a − a ′ ,
Hence, if we are able to define I ± f satisfying 3 for polynomials of degree ≤ k − 2,
We define
Therefore, if Z * p is the disjoint union of D(a i , p m ) with m big enough, we can define the Riemann sums to be
They are actually defined modulo
. Since for all m ≥ 1, I m+1 ⊂ I m , the Riemann sums converge. Remark 1.12. Once we fix an embeddingQ ⊂Q p , it is possible to define an integral I f,α taking values in the C p -vector space V p,f = C p ⊗ Σ f . Analyzing questions of convergence in this two-dimensional vector space requires to define a norm over it. Since all of them are equivalent (see. [18] ), it suffices to endow V p,f with the sup-norm
In particular, for the V p,f -valued integral, conclusion (4) in Thm. 1.10 reads
Remark 1.13. In the ordinary case for S 2 (Γ 0 (N )), this construction agrees, by uniqueness, with the Lebesgue integral, as explained in [9] Ch. 2, since in this situation we are dealing with a p-adic measure.
1.4. p-adic L-functions. Let us denote by Hom cont (Z * p , C p ) the set of all continuous p-adic characters. Since continuous characters are locally analytic, one has the following Definition 1.14.
We can alternatively define
For x ∈ Z * p one can write
where ω(x) is the unique (p − 1) th root of unity in Z * p congruent to a mod p, and x ∈ 1 + pZ p .
Let us consider the family of all characters of the form χ s (x) = x s for s ∈ Z p .
It is interesting to restrict the domain of the p-adic L-function to this set of characters, since it yields to a natural way of associating p-adic L-functions to modular abelian varieties.
Thus, for an allowable root α, let us denote
The next result offers an alternative expression of the p-adic L-function that will be used later. Lemma 1.15. Let α be an allowable root for f , then
Proof. We observe first that both integrals define continuous V p,f -valued functions in Z p . Secondly, we have
Both terms are p-adic continuous characters, so we can take the integral
But for all s ∈ Z p one has
The result follows now by continuity. U stands for a compact-open set of Z * p , F for a locally analytic function over Z * p , P for a polynomial in P k−2 [Z] and f , as usual, for a cusp form for Γ 0 (N ). Let us consider the map g(
Finally, U * will denote the image of U under g.
We can apply [12, Theorem 17.1] to S k (Γ 0 (N )) to obtain the following Proposition 1.17. For an allowable root α and with the former notations,
Proof. First, we observe that D(a, p n ) * = D(a ′ , p n ) where a ′ is an integer such that aa ′ N ≡ −1 mod p n .
With the same notation as in subsection 1.1, we recall that Λ(f, r, s) satisfies a functional equation analogous to eq. (1.2). It explicitly reads
which, in terms of the p-adic distribution, we can write as
By taking partitions of U , it suffices to prove the result for a compact-open disc D(a, p n ). But, retaining the notations of the proof of theorem 1.10, if F a stands for the truncation of the Taylor series of F in D(a, p n ) until the (k − 1)-th term, one has
where a * = −1/N a ∈ Z * p . Thus, it suffices to prove the result for polynomials in P k−2 [Z], for then it will be true for the Riemann sums for D(a,p n ) F . But this is nothing else than eq. 1.8
As a corollary we have the following Proposition 1.18. Given f a normalized weight 2 newform, the functional equation reads
Proof. When f is a normalized new form, f * = ±f , and we have
Non vanishing properties
Let us observe first, that at least for weight 2 cusp forms for Γ 0 (N ), both in the ordinary and supersingular cases, the associated p-adic L-function is not identically zero over the set of all continuous p-adic characters: indeed, if f is a cusp form for Γ 0 (N ), p does not divide N and χ is a finite order p-adic character of conductor p n , in [12, pp.20-21 ] is proven the following identity:
L(fχ, 1).
Which in conjunction with theorem 1.3 allows us to conclude the non vanishing of L p,f,α for an allowable root α. The goal of this section is to investigate the non vanishing of this p-adic L-function over a smaller domain: the set of all continuous p-adic characters of the form χ(x) = x s for some s ∈ Z * p . For such purpose we need some results on approximation of p-adic continuous functions by polynomials.
2.1. Approximation by polynomials. Given φ : K −→ Q p a continuous function over a compact subset K ⊂ Q p , its norm is defined by
For a detailed study of p-adic normed spaces as well as of p-adic differentiation, c.f. [18] For k ≤ n, we say that a sequence {F m } m≥0 of C n (Z * p , Q p ) functions is kuniformly strongly convergent to F if for every ǫ > 0 there exists N = N ǫ,k such that for m ≥ N F
The following strong version of the Stone-Weierstrass approximation theorem, a proof of which can be found in [1, Thm. 1.4], holds in the p-adic setting: Theorem 2.1. Let φ : K −→ Q p be a C n function over a compact subset K of Q p . Then there exists a sequence of polynomials {p k (x)} ⊂ Q p [X] n-uniformly strongly convergent to φ. Remark 2.2. The construction of the approximating polynomials is quite explicit, and they have all their roots in Q p provided that K ⊂ Z p .
For a subset S ⊂ Z p , denote by χ S its characteristic function. For the purpose of the present work, it will be sufficient to approximate these functions. For doing this, we will use the following version of the Stone-Weierstrass approximation theorem: Let {a i } N i=1 be a set of p-adic units non congruent one to each other modulo p r and put
For every m ≥ 0 we can apply proposition 2.3 to get a sequence of polynomials {P n } n≥1 ⊂ Z p [X] m-uniformly strongly converging to χ B 0 in B = Z p , i.e. 
Proof. First, we apply proposition 2.3 to get a (k − 1)-uniformly strongly approximating sequence of polynomials
We set
n,i j ∈ Z p , and Proof. The "only if" part is obvious. Hence, if for instance L p,f,α identically vanishes, for n ≥ 1, and a is coprime to p, we can use proposition 2.4 to approximate χ D(a,p n ) uniformly by polynomials in such a way that we can interchange the uniform limit with the integral. Thus µ f,α (D(a, p n )) = 0.
2.2.
The non vanishing on Z * p . We can now prove the main result of this section: Theorem 2.7. Let f be a weight 2 normalized eigenform for Γ 0 (N ), p > 2 be a prime number and α an admissible root of the Hecke polynomial. Then there exist s ∈ Z * p such that L p,f,α (s) = 0.
Proof. From Cor. 2.6, it suffices to prove that µ f,α is not identically zero on the measurable sets of Z * p . This, by remark 1.5, is equivalent to the fact that one of both µ ± f,α does not vanish identically. Thus, we will proof that there exist s ∈ Z * p such that at least one of the two functions L ± p,f,α (s) = 0. By proposition 1.18, it suffices to proof that there exists s ∈ Z p such that at least one of the two functions L ± p,f,α (s) = 0. If this were not the case, for n ≥ 1 and a coprime to p, we would have
We observe that the family of complex analytic functions
converges uniformly to the function
and by cuspidality we get
Which in conjunction with eq. (2.2) leads to
Thus, a p n +i∞ a p n f (it)dt = 0 for any n ≥ 1 and a coprime to p , a contradiction with corollary 1.4.
We can substantially improve this result in the ordinary case:
Theorem 2.8. If p is ordinary for f , then one of the two L ± p,f,α has a finite amount of zeros.
Proof. Take the p-adic L-function which does not vanish identically over Z * p , say L
Since for ordinary primes µ + f,α is a p-adic measure, the integral on compact sets commutes with uniform limits of sequences of continuous functions. Thus,
But the p-adic logarithm takes values in the disc D(0, p 1 p−1 ) and the integral is bounded , say, by a constant M . On the other hand, n! = p n−σn p−1 u n with u n a p-adic unit. Hence, we have
This tells us, that the series converges on the compact-open ball D(0, 1) ⊂ C p , and, furthermore, the coefficients are bounded.
Since the series is not identically zero, thus, we can apply Weierstrass preparation theorem to get the decomposition
], a unit in the ring of p-adic formal series.
Corollary 2.9. If p is ordinary for f , then L p,f,α has a finite amount of zeros.
The degree of the polynomial that appears in the proof of theorem 2.8 is related with the Newton polygon of the power series defining L p,f,α .
Explicitly, denoting by a n the n − th term of the power series, if the sum of the lengths of all the segments of slope ≤ 0 of this Newton polygon is finite, the degree of P equals this sum, otherwise, the last segment of the polygon has slope 0 and since the power series converges on D(0, 1), there is a greatest n such that (n, ord p (a n )) lies on this segment. In this case, the degree of the polynomial equals this greatest n. See [9] , p. 97.
This suggests that one could perform explicit computations for counting the zeroes of the p-adic L-functions in the ordinary case. In [15] one can find a detailed list of the zeroes of the p-adic L-functions attached to certain modular forms for Γ 0 (N ) for N = 11, 14, 32.
The situation in the supersingular case is completely different: Theorem 2.10. (Mazur) Let f be a weight k eigenform for Γ 0 (N ), and p a supersingular prime for f . If α i i = 1, 2 are the two allowable roots of the Hecke polynomial, then at least one of the two p-adic L-functions vanishes over an infinite subset of p-adic continuous characters.
Proof. c.f. [14] pp. 532-533.
2.3.
We have the following Theorem 2.11. Assume that N and p > 2 are prime, p is ordinary and a primitive root modulo N . If the p-adic L-function vanishes identically modulo p over Z * p , then all the modular integrals are divisible by p.
Proof. Assume the hypotheses to be true. We prove that all the modular integrals of the form λ(f, Thus, we are reduced to prove that all the modular integrals λ(f, a p n , 1) with n ≥ 1 are divisible by p. But if this were not the case, there would exist a minimal n 0 ≥ 1 and an integer a 0 coprime to p such that λ(f, a 0 p n 0 , 1) would not be divisible by p. Hence, for the unique allowable root α, the measure µ f,p,α (D(a 0 , p n 0 )) would not be divisible by p. On the other hand, by Prop. 2.4 we can grant the existence of a sequence of polynomials
which is a contradiction.
To complete the proof, let us notice that since f ∈ S 2 (Γ 0 (N )), the set of modular integrals has a structure of Z-module, finitely generated by the elements {λ(f, 0, 1), λ(f, [4] , pp. 21-25) and since p is a primitive root of N , for all k ∈ {1, 2, ..., N − 2}, there exists n k ≥ 1 and a k coprime to p such that λ(f, Once we know that for an admissible root α, the associated p-adic L-function L p,f,α (or equivalently, the two functions L ± p,f,α ) is not identically zero, we exploit this fact to prove our main result: Theorem 3.1. If f a weight 2 normalized eigenform for Γ 0 (N ), p a prime number and α an allowable root for the Hecke polynomial, then
First, we recall the following standard notation
Both normed linear spaces are Banach spaces with respect to the norm
Denote {D i = D(i, p)} 1≤i≤p−1 . The union of these discs is Z * p . Denote by ω i the unique p − 1-th root of unity congruent to i mod p.
Let us write, for an admissible root α
Since n! = p n−σn p−1 u n , with u n ∈ Z * p and σ n the sum of the p-adic digits of n, we can write
Proposition 3.2. Given p > 3 a prime number, for any sequence {u k } of p-adic units, the following sequence is in c 0 (C p )
we have with the former notations
We denote by a k n the quantity a n 1,i a
with γ n,i ∈ Ω f . Thus,
Combining this with the strong triangle inequality,
Thus,
p jm e n−j (x − 1, ..., x − n) .
Since (λ n ) n is bounded, the result follows in this case.
b) Assume that the result holds for j ≥ 1. We have to prove (3.2). First, a straightforward computation shows that
We need the following Lemma 3.4. c 1 = j + 1.
Proof. Let us introduce the notation D(x) := 1. We have
Where the missing terms are symmetrical polynomials of degree less than n−j −1 in the variables x 1 , x 2 , ..., x n multiplied by p km with k ≥ 2. Now, c 1 is the number of times that a fixed monomial x i 1 ...D(x i k )...x i n−j appears repeated in the sum, that is to say, the number of possible choices for the index i k among the variables {x 1 , ..., x n } − {x i 1 , ..., x i k−1 , x i k+1 , ..., x i n−j }, which is j + 1.
Returning to the proof of prop. 3.3, let us notice that
hence, using the lemma 3.4, we have
and the result holds.
We proceed now with the proof of theorem 3.1:
Proof. Since L p,f,α does not identically vanish, there exists k ≥ 0 such that
Let us define the non-empty set Σ = {k ≥ 0 :
If this set is finite, we look at its maximal element, k, and taking the k-th derivative of
Hence, we can suppose that this set is infinite.
The k n − th term in the sum has the form
. If we denote by a i,j the k i − th derivative of q k j (s) at s = 1, we can consider the linear endomorphism ψ of c 0 (C p ) defined by
r=n a r,n x n . Notice that since a i,j ∈ Z p , ψ is well defined and one has ||ψ(v)|| ≤ ||x||, hence it is a continuous map, but this fact will not be used in the sequel.
We can see this endomorphism as being represented by an infinite matrix (a i,j ) i,j≥1 which is upper triangular. with θ r ∈ Z * p for r ∈ {1, 2, ..., k j − k i } but −σ k j −r + σ k j −k i −r + σ k i = (p − 1)ord p k j + k i − r k i (c.f. [9] ), which ensures us that
Hence, φ is well defined and its associated matrix M φ is upper triangular with ones in the diagonal. To prove the injectivity, we proceed by steps:
Step 1. We consider M This matrix, from a file onwards becomes upper triangular, with ones on the diagonal, hence we can formally compute the determinant det(M i,j φ ) expanding along the first row; the result is finite sum of finite products of the terms a i,j k i ! ∈ Z p , hence a p-adic integer.
Step 2. We put together all the adjoint matrices and take the transpose, obtaining an upper-triangular matrix with entries in Z p and ones on the diagonal. We write a few terms of this matrix: Step 3. By construction, for all x ∈ c 0 (C p ), since M φ , M ′ φ are upper triangular infinite matrices with ones on the diagonal and entries in Z p one has
i.e, φ ′ is a right inverse of φ.
Since D is trivially injective, so is ψ, completing the proof of proposition 3.5 and theorem 3.1.
In particular, for an elliptic curve E/Q of conductor N , we can consider its attached complex analytic L-series, and look to a p , its p-th term. We consider the polynomial H(x) = X 2 − a p X + p, and by modularity, one gets a weight 2 normalized eigenform f for Γ 0 (N ) such that T p (f ) = a p . For α an allowable root of H, one defines the corresponding p-adic L-function of E by setting
Corollary 3.6. Given E/Q an elliptic curve, if p is prime and α an allowable root of the Hecke polynomial, ord s=1 L p,f,α (s) < ∞.
