It is shown that, for open sets in classical potential theory and -more generally -for elliptic harmonic spaces, the set of Jensen measures for a point is a simple union of closed faces of a compact convex set which has been thoroughly studied a long time ago. In particular, the set of extreme Jensen measures can be immediately identified. The results hold even without ellipticity (thus capturing also many examples for the heat equation) provided a rather weak approximation property for superharmonic functions or a certain transience property holds.
Starting with [5, 6] several papers have been written in the last years, where Jensen measures play a central role [15, 13, 10, 1, 12, 14] . The purpose of this note is to stress that (at least in classical potential theory and -more generally -for elliptic P-harmonic spaces Y ) the set of Jensen measures (for a point x with respect to Y ) is a simple union of closed faces of the thoroughly studied compact convex set of representing measures (for x with respect to the cone of potentials on Y ). In particular, the set of extreme Jensen measures can be immediately identified using results which are known even for general balayage spaces since 25 years (Theorem 2 and its consequences Corollary 4 and Theorem 6).
The statements hold even without ellipticity (thus capturing also many examples for the heat equation) provided Y satisfies some (rather weak) approximation property (AP) for superharmonic functions or a transience property (TP). In classical potential theory, (TP) is not only a sufficient, but also a necessary condition for the property that every probability measure, which has compact support in Y and is a representing measure for x with respect to potentials on Y , is a Jensen measure For Jensen measures with respect to compact sets see the equalities (13) and (14) . To work in reasonable generality, let Y be a P-harmonic Bauer space (which covers also the heat equation). Let P(Y ) be the set of all continuous real potentials on Y and, for every open set U in Y , let S(U) denote the set of all superharmonic functions on U. We recall that S + (Y ) is the set of all superharmonic limits of increasing sequences in P(Y ).
Given a Borel set E in Y , let C(E) be the set of all continuous real functions on E. For every convex cone F of lower semicontinuous functions f : E → (−∞, ∞] and x ∈ Y , let M x (F ) denote the set of all positive Radon measures µ on Y which are supported by E such that, for every f ∈ F , µ(f − ) < ∞ and µ(f ) ≤ f (x) 1 , and let ext M x (F ) denote the set of all extreme points of the convex set M x (F ). We recall that
∈ A} (see [11] 
Given x ∈ Y and an open neighborhood U of x, let J x (U) denote the set of all Jensen measures for x with respect to U, that is,
For example, for every open set V such that x ∈ V ⊂⊂ U, the harmonic measure µ
x is contained in J x (U). We observe that S(U) in (3) can be replaced by S(U) ∩ C(U), since every u ∈ S(U) is the limit of an increasing sequence in S(U) ∩ C(U). If constants are harmonic, then, of course, every µ ∈ J x (U) is a probability measure.
Let us note that our assumptions do not exclude that Y is compact. An example is given by the operator u ′′ = u on the circle {z ∈ Ê 2 : |z| = 1}, where the derivatives are taken with respect to arc length.
Proof. Let Y be compact. Then S(U) = S + (U) by the minimum principle (and the constant function 0 is the only harmonic function on Y ). Hence J x (Y ) = M x (P(Y )), and the proof is finished by (2) .
In the following, we assume that
1 We write µ(f ) instead of f dµ. 
THEOREM 2. Let x ∈ Y and suppose that the union of all
Hence (4) and our assumption imply (5) . Moreover, again by [4, VII.9.5], (7) ext
where β(U c ) is the largest finely closed subset of U c such that U c \β(U c ) is semipolar. To prove (6) it is sufficient to know that β(U c ) is a subset of U c containing the interior of U c . Indeed, given a finely open set V such that x ∈ V ⊂⊂ Y , we may choose an open set U ⊂⊂ Y such that V ⊂ U, and then ε
Then, by (7) and (1),
For a first application of Theorem 2, we introduce the following approximation property: By Theorem 2, we now obtain the following.
3 If Y is a P-harmonic Brelot space satisfying the axiom of domination, then we may replace "V finely open" by "V fine domain" (see [7, Theorem 12.7] ). 4 We say that a subset of Y is bounded, if it is relatively compact, unbounded, if not. 
Hence µ(u) ≤ u(x), µ ∈ J x (U), and the proof is finished by Theorem 2. 
Proof. Indeed, supp µ is the compact set ∂V \ (−2, 2) × {0} in Y and µ(1) = 1.
For every n ∈ AE, let V n := {(y ′ , t) ∈ V : t < −1/n} and x n := (0, −2/n).
Then, for every u ∈ S(Y ) ∩ C(Y ),
Therefore µ ∈ J x (Y ). Now let U be an open set such that x ∈ U ⊂⊂ Y and supp µ ⊂ U. There exists η > 0 such that the line segment {1} × (−η, 0) does not intersect U. For y = (y ′ , t) ∈ U, let u(y) := 0, if t ≤ −η or y ′ < 1, and u(y) := t + η, if t > −η and y ′ > 1. Then u ∈ S(U) and µ(u) > 0 = u(x). Hence µ / ∈ J x (U).
For a second application of Theorem 2, which yields an even stronger result, we introduce the following transience property:
(GTP) There is a strictly positive harmonic function h 0 on Y such that, for every compact K in Y , the set {R
We say that (TP) holds if (GTP) is satisfied with h 0 = 1. To get a first feeling for (GTP) let us assume for the moment that h 0 > 0 is a harmonic function on Y . Then (GTP) certainly holds if (8) lim sup y→∞ R (with h 0 ) . Then, for every x ∈ Y ,
THEOREM 6. Suppose that (GTP) holds
Moreover, (5) and (6) hold.
Proof. We fix a point x ∈ Y , a compact K in Y , and define
By assumption, there exists a bounded open neighborhood
then we obtain, by (4) , that (9) holds, and the proof is finished by Theorem 2.
To prove (10) we observe that N is a closed face of M x (P(Y )). Hence it suffices to show that
So let us fix µ ∈ ext M x (P(Y )), µ = ε x , such that supp µ ⊂ K and µ(h 0 ) = h 0 (x). By (2), there is a finely closed G δ -set F such that x / ∈ F and µ = ε 
So we may assume that
x , and note that
where the last equality follows by [4, VI.9.4] . If τ = 0, then
and therefore
For classical potential theory, we have the following strong converse to Theorem 6.
Proof. We may assume without loss of generality that Y is connected. a) . In the first case, (TP) holds, since Y is a bounded regular set. In the second case, every p ∈ P(Y ) is increasing, whereas the function z → −z is harmonic on Y , and therefore ε y ∈ M x (P(Y )) \ J x (Y ), whenever a < y < x < ∞. Similarly, if Y = (−∞, a).
So let d ≥ 2 and suppose that (TP) does not hold. Then Y = Ê d , and there exist a compact set K in Y and x n ∈ Y \ K such that R K 1 (x n ) = 1, for every n ∈ AE, and the sequence (x n ) is unbounded in Y . So, for every n ∈ AE,
Let us assume first that sup n∈AE |x n | = ∞. Fixing any z ∈ Ê d \ Y , we may choose
, and hence µ n / ∈ J xn (Y ). Next, we suppose that sup n∈AE |x n | < ∞. Then (x n ) has a limit point z ∈ ∂Y , and we may choose n ∈ AE such that u z (x n ) > u z on K. Now −u z (x n ) < µ n (−u z ), and again µ n / ∈ J xn (Y ). Thus in both cases (12) does not hold. This finishes the proof. We fix a compact K in Y and claim that R K 1 < 1 outside the compact setK. So let W be a connected component of Y \ K which is unbounded in Y . By ellipticity, it suffices to show that R K 1 (y) < 1 for some point y ∈ W . Clearly, this is true, if W is unbounded in X, since R Proof. By assumption, there exists a connected component C of ∂Y and a connected open neighborhood U of C which does not intersect Y r . Then the set U ∩ ∂Y is polar, and hence U \ ∂Y is connected (see [2, Corollary 5.1.5] ). This implies that U \ ∂Y = U ∩ Y . Let V be an open set such that C ⊂ V and V ⊂ U. We fix z ∈ C and x ∈ V ∩ Y such that |x − z| < dist(z, ∂V ), and define ν := µ V x . Then ν ∈ M x (P(Y )), since polar sets are removable singularities for functions in P(Y ). However, −u z > −u z (x) on ∂V , and hence ν(−u z ) > −u z (x), ν / ∈ J x (Y ).
Combining Theorem 6 with Propositions 8 and 10 we obtain the following result. • (WRP) holds.
• (TP) holds.
• U ⊂⊂Y J x (U) = J x (Y ) = {µ ∈ M x (P(Y )) : supp µ ⊂⊂ Y, µ(1) = 1}.
• J x (Y ) = {µ ∈ M x (P(Y )) : supp µ ⊂⊂ Y, µ(1) = 1}.
