Automatic detection of facial expressions attracts great attention due to its potential applications in human-computer interaction as well as in human facial behavior research. Most of the research has so far been performed in 2D. However, as the limitations of 2D data are understood, expression analysis research is being pursued in 3D face modality. 3D can capture true facial surface data and is less disturbed by illumination and head pose. At this junction we have conducted a comparative evaluation of 3D and 2D face modalities. We have investigated extensively 25 action units (AU) defined in the Facial Action Coding System. For fairness we map facial surface geometry into 2D and apply totally data-driven techniques in order to avoid biases due to design. We have demonstrated that overall 3D data performs better, especially for lower face AUs and that there is room for improvement by fusion of 2D and 3D modalities. Our study involves the determination of the best feature set from 2D and 3D modalities and of the most effective classifier, both from several alternatives. Our detailed analysis puts into evidence the merits and some shortcomings of 3D modality over 2D in classifying facial expressions from single images.
Introduction
The human face is an effective carrier of various types of communicative and emotional information. From facial expressions one can infer about mental and/or physiological states, and can read social communicative messages instantaneously. Some examples of information displayed by the face are basic emotions like joy, anger and fear [1] or a host of other mental states like boredom and concentration [2] . Instances of reflection of physiological conditions are pain [3] and tiredness. Finally, facial expressions and head gestures are instrumental in regulating verbal communication [4] ; also they produce non-verbal social interaction signals, such as winking [5] . The variety of facial signal sources indicate the potential of applications of automated expression recognition. Expression detectors can be useful in the design of intelligent human-computer interaction systems, in developing affective interfaces, or to enhance man-machine communication as in the case of driver fatigue monitoring.
Majority of previous works on automated expression recognition has focused on the classification of the six basic emotions, which have been assumed to be universal [1] . There exist a number of detection methods that can successfully identify the basic emotions under controlled conditions, and good surveys of these methods can be found in [6, 7] . The common approach in these methods is to directly identify the expressions from the face image data. One difficulty with this approach in real life conditions is that, emotion classes and communicative intents can be displayed as facial expressions in very diverse ways. Furthermore, there exist a much richer set of identifiable facial expressions of interest beyond the basic six. As the variety and types of expressions increase, training for expression recognition directly become proportionally cumbersome. In this respect, the paradigm of coded facial actions has the potential to be more flexible in expression interpretation. In this paradigm, facial expressions are decomposed into local deformations. Any expression can then be recognized based on the dictionary and the extracted codes of local deformations. Among the existing facial coding methodologies, a widely accepted one in the literature is the Facial Action Coding System (FACS) which defines 44 action units (AUs) to code the expressions [8] .
The focus of this study is to assess the relative merits of the 3D and 2D modalities for subject-independent AU detection. We do a detailed comparison of 3D vs. 2D using alternative recognition techniques on the basis of extensive experimentation. Previous 3D studies can be found [9] [10] [11] [12] [13] [14] [15] . Preliminary parts of our work on 3D vs. 2D comparison were presented in [16] . Our contributions to AU detection and expression recognition can be summarized as follows:
1. Automatic recognition of 3D facial expressions: Previous 3D algorithms required detection of facial landmark points, which could total anywhere between 64 and 82 facial feature points. Hence either they are not fully automated or prone to consequence of landmark detection failures. By means of data-driven analysis, we bypass the landmarking requirement, and present the first fully automatic pure 3D analysis in the literature. 2. Improvements over the state-of-the-art AU detection: We prove that 3D AU detection is better than 2D AU detection, in addition to being more robust against pose and illumination. Furthermore fusion of 2D and 3D also yields promising results. We want to emphasize that our investigation of 3D vs. 2D modality in expression recognition is by far more thorough than any such in the literature. For instance [14] only compares recognition of 7 AUs while we address a richer repertoire of 25 AUs. In addition, we perform ROC analyses of AU detection and evaluate statistical significance (confidence intervals, paired t-test) of the performance scores. 3. Wider variety of expressions: While previous 3D studies have been focused on prototypical expressions, we experiment with 25 AUs that are found singly or in various combinations, thus explore a wider range of facial expressions. To this purpose, we develop and use a database of much richer set of expressions and perform analysis in terms of facial action units. Furthermore the database AUs have been annotated with five different intensity scales allowing for detection assessment of low intensity expressions.
In our assessment we resort to techniques that enable a fair comparison of 3D vs. 2D. First, we use data-driven techniques that naturally avoid biases of model-driven methods. Second, we map 3D face information, whether curvature or depth, into 2D, and then apply the same set of algorithms on both modalities. Thus 2D data modality and 3D modality are made to compete on a fair ground.
The paper is organized as follows. Section 2 briefly describes the FACS system, and details the AU detection research and the 3D modality in expression recognition. Section 3 introduces the two Facial Action Unit databases. These are the two databases, annotated with certified FACS coders that we use in all our experimentation. Section 4 presents our 3D AU detection approach. In Section 5 we present the experimental setup and the various techniques that are involved. Section 6 is devoted to the experimental results where detection statistics of 25 AUs are presented via ROC analyses. This section includes tests for lower intensity AUs, a problem not yet addressed in the literature. Finally conclusions are drawn in Section 7.
Literature survey

Facial action coding system
FACS has been developed by behavioral scientists [8] to enable objective measurements of facial activity. It can be interpreted as the alphabet of facial expressions under some simplifying assumptions. FACS has been employed as a solution in a diverse set of problems. Some application examples where FACS has been particularly useful are as follows: Testing theories of emotion and affective processing in the brain [17] ; detecting emotions from reflexes such as startling [18] ; discriminating between lying and telling the truth [19] ; the way cues about smoking invoke ambivalent reactions in refrained smokers [20] ; determining if variables other than nurturing attitudes exert an effect on the affective relationship between mothers and newborns [21] ; discriminating a faked expression of pain from a genuine one even in children [22] ; assessing how depression affects reactions to hilarious stimuli [23] ; and prediction of psychopathological conditions [24] .
FACS incorporates 44 AUs, which are very closely related to muscle activations, but the coding rules are based on observations made from images. FACS makes a distinction between upper and lower face AUs and necessitates evaluating them in isolation. In cases where certain action units interact and create a nonadditive combination, coders use modified criteria for the rating of AUs. Finally, FACS also provides for the intensity rating of AUs on a five point scale. A sample coding for disgust expression with the corresponding 3D data is shown in Fig. 3a . Notice that this sample involves many lower and upper facial AUs, and also some asymmetry is involved.
Due to the countless rules defined in FACS and subtleties of AUs, encoding is a difficult and time consuming process, and requires certification. Also, due to the human factor in coding, analysis may be subjective by nature and is prone to human mistakes. Therefore, an automated coding system of facial actions not only will ease the tedious human effort, but will be free of human errors.
Automated detection of facial actions from 2D images
Compared to recognition of prototype expressions, automatic detection of AUs is a more challenging problem since there are only subtle differences between some of the AUs, and also the appearance of an AU can change a lot when it occurs in combination with other AUs. Several methods have been proposed to cope with the AU detection problem. One can classify them either according to the model-driven vs. data-driven criterion or according to the static data vs. temporal data criterion.
In this context model-driven means incorporation of some prior knowledge about human-faces at any level, from modeling facial landmark configurations to modeling of holistic appearance and shape variations. Among these techniques, Tian et al. [25] fit geometric models of facial features in the form of ellipses and curves, and apply wrinkle detectors. Pantic and Rothcrantz [26] extract geometric features from fiducial points, and they use profile as well as frontal views to benefit from depth information. Statistical face models, like active shape models (ASM) and active appearance models (AAM), are proven techniques for model-based facial analysis. Lucey et al. [27] apply both 2D and 3D AAM tracking to classify four upper face AUs. In contrast, direct image-based analysis is performed by data-driven techniques. A recent example of this method category is the work of Bartlett et al. [28] . They perform local analysis with Gabor wavelets coefficients that are chosen automatically by the AdaBoost algorithm.
For the sake of completeness, we have to mention the works that made use of temporal information. Video contains richer information about expressions than static images. Among authors that have tried to benefit from it, Tong et al. [29] have employed the approach in [28] together with Dynamic Bayesian Networks and thus exploited the dynamic and semantic relationships of AUs. However, learning temporal and semantic relationships has the risk of increasing dependency on the context of the training data. Use of temporal information at feature level is also possible as done by Yang et al. [30] who proposed dynamic Haar-like features.
3D modality
Despite considerable progress in the automatic detection of AUs using 2D luminance images, the success rate may have hit a performance ceiling. It is conjectured that 3D face data can alleviate difficulties inherent in 2D modality since 3D enables true facial surface measurements, and hence, subtle differences of AUs may be better discriminated and we may go beyond the limits of 2D. The advantages of 3D measurements have already been demonstrated in the context of face recognition, as 3D is immune to illumination and to some extent to pose variations. Illumination and pose are important roadblocks also in automatic expression recognition. The potential of AU detection based on 3D observations has not been sufficiently explored, though there has been some work done on 3D six universal emotions [1] (these are happiness, surprise, fear, anger, sadness, disgust). For instance, using 64 manually marked points, Wang et al. [9] have divided 3D faces into regions and extracted regional histograms of surface curvatures. Other 3D methods proposed for emotion identification also have this handicap of depending on an excessive number of feature points [10] [11] [12] [13] .
There has been recently also some work on expression recognition using simultaneous 2D and 3D video [14, 15] . Both of these two independent works perform model-based analysis on 2D luminance images, by either ASMs or AAMs, to track more than 80 facial points from which 2D and 3D data features are then extracted. However, these studies are mostly on prototypical emotional expressions and consider AU detection in a limited way. For instance, only 11 singly occurring posed AUs are recognized in [15] with a rulebased classification.
Facial action unit databases
We test the performance of our AU detection algorithm comparatively on two face expression databases, namely the Bosphorus database and the Cohn-Kanade database. Brief descriptions of these are given below.
Bosphorus database
In order to evaluate the potential of the 3D modality for facial expression analysis, we prepared an extensive facial expression database, called Bosphorus Database 1 [31] , where 3D faces were acquired with a structured light system and the companion 2D face images with a normal light camera. The image acquisition was done under good illumination conditions and without any background clutter. The color images have 1600 Â 1200 resolution and the number of points on 3D faces varies roughly between 30 and 50 K depending on the size of the face and due to the 1/6 down-sampling of the depth maps. The decimation is automatically made by the acquisition system on each dimension. Our database contains 105 subjects enacting a large repertoire of expressions, and displaying systematic head poses (13 fixed rotations including yaw, pitch and cross rotations) and occlusions (beard, mustache, glasses, hand, hair, etc.), resulting in a total of 4666 number of face scans. The facial expressions were instructed by the experimenter and the ground-truth FACS annotations were obtained by one certified FACS coder. Some of the characteristics of the database are as follows: The majority of the subjects are aged between 25 and 35, mostly Caucasian, and the cohort consists of 60 men and 45 women in total. We employed 29 professional actors and actresses for acting the expressions while the rest were recruited from students and staff. Thirty five men had beard/mustache (19 of them are intense and 16 of them are moderate). Seventy one subjects were recorded with 54 different face scans (neutral, AU, universal emotion) while a minority of 34 subjects had 31 scans having fewer number of expressions.
This database is a contribution to the open-access repertoire of expression databases and its importance stems from the fact it contains various posed expressions (up to 35 per subject) including the six basic emotions. Furthermore complete intensity codes for all expressions are available as annotated by a certified FACS coder.
We selected 25 AUs, split between seven lower AUs and 18 upper facial AUs, and tested them over 2902 neutral and expression samples in the Bosphorus database. Some examples of these lower and upper facial AUs are shown in Figs. 7 and 8 . In Fig. 1 we also show the pitch, yaw and roll statistics of our database estimated using 22 landmark points. Notice that, even with intended frontal acquisition, there exists non-negligible out-of-plane rotations especially in vertical direction.
Cohn-Kanade database
The Cohn-Kanade DFAT-504 [32] database is the best known AU coded facial expression database, and this was employed to compare 2D performances. The Cohn-Kanade DFAT-504 database contains digitized video clips of several (up to 23 per subject) instructed facial expressions captured from 97 university students. Each clip starts with a neutral face and ends with the apex frame of an expression. We have used 972 neutral and apex expression frames extracted from the videos as test material for 19 AUs that had sufficient number of samples for experimentation.
We would like to point out to differences between the CohnKanade and the Bosphorus databases. First, Bosphorus is richer in that it contains every AU set that Cohn-Kanade has, in addition to several other AUs that Cohn-Kanade does not possess. Second, Bosphorus database contains subjects with some form of facial hair, which affects significantly facial albedo. Third, an important advantage is that Bosphorus has complete intensity codes whereas CohnKanade has them only for some.
Overview of automatic 3D AU detector
The detection of AUs observed in 3D faces is carried out on 2D maps of these surfaces. There are three main reasons of implementing the expression recognition in 2D: First, 2D mapping enables time efficient expression recognition. Second, after resampling on image grid, analysis is not affected by differences in surface mesh resolution and topology. Third, once we map the surface geometry onto a 2D image we can utilize proven processing methods for 2D images. More importantly, this gives us the opportunity to compare the performance of 2D and 3D modalities under the same set of algorithms, so that their only difference is the way the data is captured, that is, whether with a light camera or with a depth camera.
The majority of 2D and all the 3D methods in the literature for expression recognition are based on model-driven techniques (landmark detection, AAMs, etc.). Prior information in these methods in the form of face models is advantageous since it simplifies the learning and analysis processes, they can help to better cope with adverse conditions such as pose variations, and require in general smaller amount of data for learning.
In contrast, we follow a data-driven approach instead of modeldriven methods due to several reasons. Our first motivation is to focus on comparison of the two data modalities, and we do not want any bias coming from model design to influence these assessments. Assumptions made for modeling can unwittingly favor one of the modalities. Second, via a data-driven analysis we bypass the intermediate step of model fitting, which usually involves detection and tracking of a high number of landmarks. There is no guarantee that the processing for the intermediate steps is adequately robust. Third, model construction is a tedious process, for instance statistical models require manual landmarking of a dataset, or parametric models require quite an amount of time and expertize for preparation. Also, some of the most popular model-based AU detection techniques like AAMs are influenced by the subjects' facial texture, and do not permit person-independent systems.
The flowcharts of our 2D AU and 3D AU detectors are depicted in Fig. 2 . We basically adapt the state-of-the-art technique of Bartlett et al. [28] who apply AdaBoost and Gabor analysis over 2D luminance images. However, as shown in Fig. 2 , we additionally compare various feature extraction and classification algorithms.
The 2D AU detection method is straightforward, and involves the registration step followed by the feature extraction and classification stages (Fig. 2a) . In the case of 3D AU detection (Fig. 2b) , first, a 3D surface is reconstructed by fitting piecewise planar surfaces to the depth image that results in a triangular wireframe structure. Also, texture mapping onto reconstructed surface is performed from the luminance data, if available. Since 3D acquisitions are typically noisy, several noise filtering steps are applied to remove the spikes, to smooth the data and to fill in the holes. The smoothed 3D surface is registered for pose normalization, whether manually based on landmarks or automatically using a rigid-registration algorithm, and then it is mapped onto the 2D image plane. The surface geometry and the available surface luminance data are re-sampled on the image grid according to this mapping. Having converted the 3D face to a 2D image, we apply several feature extraction and classification techniques. The multitude of methods permits us to achieve a more thorough comparison of the 3D and 2D data modalities. At the classification stage, there is the opportunity to fuse the information coming from luminance and that coming from geometry. Notice that, by canceling the luminance channel we are able to compare pure 3D vs. pure 2D luminance, and on the other hand by canceling the geometry channel we are able to compare 2D luminance data vs. 3D pose normalized luminance data, as will be made more clear in Section 5.6.
We want to underline that all the components of our 3D recognition scheme is fully automatic using ICP-based rigidregistration. Manual landmarking was solely done in the context of comparing the performances of two AU-recognition methods, so that any performance drop due to registration errors would not eclipse the comparison results. In fact, in Section 6.5, we also compare the performance with automatic registration (ICP method) and with manually aided registration (landmark method). Even with fully automatic 3D detection our method is still superior in performance to its competitor.
Scope of experiments
The primary goal of the experiments is to investigate expression recognition capability enabled by 3D vs. that of 2D data modality. Since our approach is based on 2D maps of 3D surfaces, we first find the best 2D representation among several alternatives, and then proceed to assess various feature extraction and classification algorithms. We also investigate the following four aspects of the problem: (i) Fusion of 3D and 2D modalities to make use of any available complementary information for improved performance. (ii) Whether moderately non-frontal 2D luminance images can benefit by the pose normalization information provided by the companion 3D facial surfaces. (iii) Manual vs. automatic pose alignment. (iv) Assessment of the detection performance of action units at low intensities. In this sequel we briefly describe the techniques employed in the comparative evaluations.
Registration of faces
The common approach in 2D facial image registration is to first find eye centers, then align the face accordingly using 2D rotation, translation and scaling. Though a 3D version of eye detection is possible, 3D data offer a more convenient way for registration without using any landmarks. We align faces by the Iterative Closest Point (ICP) [33] algorithm with respect to a reference 3D face model, which is a chosen neutral face in our experiments. The ICP algorithm that we employ matches the surface normals to find correspondences. However, when it comes to compare the methods, in order to preclude any misalignment effects due to automatic registration, 2D luminance images have been normalized using manually determined eye centers and 3D data are normalized with 3D landmarks. In all our experiments, 2D registered faces (both for 2D and 3D modalities) are all re-sampled at 96 Â 96 pixel resolution.
2D mapping of 3D facial surfaces
Given a 3D surface, various 2D images can be created according to both the mapping function and representation of the 3D geometry. Some of the 2D surface representations are illustrated in Fig. 3b and further explained in the sequel. We apply two different techniques, which are based on projection and surface parameterization, to map 3D surfaces onto 2D planes. The mapping also involves separate scaling of horizontal and vertical dimensions to best fit to the square image domain (see Fig. 3b ). Scaling coefficients are determined by the following procedure. First, a mean bounding box is estimated from the 2D-mapped face meshes, which is then enlarged by one standard deviation, respectively, from each side. The scaling and translation which maps this final box to 96 Â 96 image grid are calculated, and finally applied to all 3D-to-2D mapped faces.
3D-2D mapping by projection:
The simplest means of 3D-2D mapping is projection, and orthogonal projection is a convenient way to analyze frontal faces. With multiple view systems, it may also be beneficial to employ environmental mapping techniques, like cylindrical or spherical projection. In our case we use orthogonal projection since our 3D digitizer is a single camera system and our purpose is to make comparison with conventional 2D single camera images. 2. 3D-2D mapping by surface parameterization: A drawback of the projection methods is that the resulting maps may not be bijective due to the occurrence of many-to-one mapping instances. This happens in regions where projection direction and surface normals are almost perpendicular to each other, and as a consequence surfaces can not be represented adequately. For frontal orthogonal projection, lossy mapping occur on the nose wings and on parts of the cheeks receding to the background. We can utilize mesh parameterization techniques to ensure bijective mapping. Several mesh parameterization techniques have been developed in computer graphics for texture and detail maps of plausible virtual models [34] , for face recognition [35] and for tracking of facial surfaces [36] .
We have considered an angle-preserving parameterization method, known as least squares conformal mapping (LSCM) [37] . Angle-preserving property of a mapping yields consistent shapes in 2D images, i.e., topology of the facial features do not differ from one mapping to another, and it is achieved by constraining surface boundaries to fixed coordinates on the plane. The LSCM method is solved linearly, hence it is a much faster technique than many other parameterizations that require non-linear optimization. In Fig. 3b , the orthogonally mapped and conformally (LSCM) mapped mean curvature images are displayed for comparison. In these figures we observe the two most prominent effects of LSCM on the facial surfaces: first, nose wings are better represented and the upper part of nose cone is narrowed to generate this extra surface area; second, the face center is narrowed to allow room for cheek regions. When the entire face surface is represented by conformal mapping on the same 2D domain, some regions need to contract to make room for others, and this is the main trade-off between orthogonal projection and conformal mapping. Finally, recall that the LSCM method requires that surfaces possess a disk topology (0-genus mesh with borders). This topology constraint can be violated either by acquisition noise where holes can occur, or naturally due to nose holes and the mouth cavity. To guarantee seamless application of LSCM, we fill in all the holes, whether due to noise or due facial holes by surface interpolation in the preprocessing stage. This is even true for wide open mouths which is smoothly interpolated to guarantee continuity of the curvature field. In fact, none of the results with open mouth images seem to suffer performance degradation.
Representations of surface geometry
Using any one of the 2D mapping technique the 3D face surface data (geometric or texture) are re-sampled on a regular image grid. This is achieved very rapidly, even for high resolution meshes, by utilizing graphics hardware. As seen in Fig. 3b , the final step is the extrapolation of the mapped values outside the 2D domain regions of the surface. This is needed to smooth the abrupt passage from the delineated region of support of the 3D face and its background. A satisfactory extrapolation is obtained by an efficient image in-painting algorithm [38] . We consider four types of geometry data since representations of surface information other than 3D coordinates can be more suitable for analysis of deformations. Fig. 3b displays these data types in the form of the 2D mapped images of a face surface. curvatures are extracted by the local analysis of the differential structure of the surface and they measure the amount of surface bending in different directions. In this respect, they are good candidates of surface features for the analysis of facial deformations. 3. Gaussian curvature: Gaussian curvature is the product of the principal curvatures, k 1 Â k 2 , and it is an intrinsic measure of curvature. 4. Shape index: Shape index has been developed to measure the local shape by a single number in a continuous range, but at the expense of curvedness information. In contrast to mean and Gaussian curvature at a point, shape index directly represents the local shape. It is calculated from the principal curvatures as follows:
Curvature related data types also have the advantage of being rotation and translation invariant.
Image features
One can classify feature extraction techniques as model-driven and data-driven techniques. Notice that in the feature extraction context, model-driven does not mean use of face models, but it implies the use of predetermined forms of feature measurement rather than extracting the feature function or form. For the sake of clarity, we would like to emphasize that in our work we only perform data-driven expression analysis whether using data-driven features or model-driven features. In fact, we employed one model-driven feature extraction technique, namely, Gabor Wavelets, and two datadriven feature extraction methods, namely, Independent Component Analysis (ICA) and Non-Negative Matrix Factorization with Sparseness Constraints (NMFSC). Notice that all three feature methods yield appositely local analysis results since AUs happen locally.
Our choice for Gabor Wavelets stems from a recent study [39] on smile detection where it was shown that Gabor Wavelets were one of the best among other model-driven features such as box filters, edge orientation histograms, and local binary patterns. Among data-driven techniques, i.e., methods that construct subspaces from data and select features, ICA has been used for classifying facial actions [40] . In addition, we employ a more recent method, NMFSC, for our experimentation. We believe that data-driven feature extraction methods can play an important role when comparing data modalities as they may reveal better their intrinsic nature. Finally, we also evaluate the use of difference images obtained by subtracting the neutral image of a subject in order to reduce ambiguities due to subject identity. The details of these three feature types are as follows:
Gabor wavelets: Gabor wavelets have a proven history of success in facial analysis tasks [41] . Since the effective support of a Gabor basis is limited and inversely proportional to its frequency, the resulting analysis remains local.
In our implementation of Gabor analysis we have used eight directions and nine scales so that their Gabor wavelengths vary in the range of 2-32 pixels in half octave intervals, as in [28] . Although the resulting feature vector has 9 Â 8 Â 96 Â 96¼ 663,552 components, not all of them are informative and in fact only a very small portion is selected as described in Section 5.5. This method together with AdaBoost feature selection has been first applied by Bartlett et al. [28] and is the state-ofthe-art for 2D AU detection.
Independent Component Analysis (ICA): The version of the ICA algorithm we apply maximizes the mutual information as in [40] , and we select 200 ICA coefficients as features. In Donato et al. [40] ICA has achieved the same AU recognition performance as the Gabor analysis.
Non-Negative Matrix Factorization with Sparseness Constraints
(NMFSC): NMF is a matrix factorization technique capable of learning parts of images which can be combined additively to reconstruct the image. In this respect NMF seems ideally fitted to our AU detection problem. Previously NMF has only been applied for emotional expression recognition, as with the local NMF technique (LNMF) [42, 43] . However, in our experiments neither NMF nor LNMF resulted in successful AU detection, both for 3D and 2D modalities. In fact, the resulting NMF bases were not sufficiently local, they were noisy, i.e., we experienced convergence problems. A more recent extension of NMF, called Non-Negative Matrix Factorization with Sparseness Constraints (NMFSC), imposes sparseness constraints on the solution [44] . A very nice property of this method is that it allows explicit control of the sparseness level in the range [0,1]; moreover, resulting representations are observed not to be very sensitive to the chosen sparseness level. In our experiments we obtained good results with setting sparseness level of the NMFSC basis matrix to 0.8.
Classification methods
To classify and detect AUs we have used AdaBoost classifier, Support Vector Machines (SVMs), and Naïve Bayes classifiers. In a combined implementation, AdaBoost is used as an effective feature selector. This is followed by a SVM or a Naïve Bayes classifier, which is trained with these AdaBoost-selected features. In this work, we resort to the nearest mean classifier in the role of a weak classifier. Recall that AdaBoost and linear SVM have been successfully used previously to discriminate AUs from luminance images [28] . In addition to linear SVM, we also tested RBF SVM. We have observed that the performance of SVM was very sensitive to its chosen parameters, i.e., capacity and RBF kernel spread. Therefore we searched for the optimal hyper-parameters over the training set of each AU by 10 fold cross-validation. Though this makes training time quite lengthy when a large search space size is involved, we believe it was necessary for a thorough assessment of SVMs since the use of fixed parameters, as often done in the literature, has the risk of yielding suboptimal detectors.
Moreover, to find out the potential of generative classifiers in AU detection we have applied Naïve Bayes, which is a simple generative classifier. Notice that for each AU we train a separate binary classifier.
Fusion of 3D geometry with luminance data
We address fusion of the 3D geometry and 2D luminance modalities from two different points of view. The first question is whether or not the two modalities contain complementary information useful for AU detection. We expect complementary information because factors like skin pigmentation and facial hair change the facial albedo, factors that can not be captured in 3D modality. Most of the albedo variations occur on lips, eyes and eyebrows, facial features that have high importance in recognition of expressions. Moreover, acquisition noise and the consequent smoothing operations on 3D may cause loss of some details like wrinkles. These concerns motivate us to investigate the fusion of the two modalities. For this purpose we apply feature selection on the combined set of Gabor features of geometry and luminance data. More explicitly, after that the magnitudes of Gabor wavelets have been calculated at every pixel both on the geometry (3D) and luminance (2D) channels, Adaboost selects the most discriminative wavelet components which are more effective in classifying different types of samples at different locations, scales and orientations from the two data modalities. We consider any improvement resulting from this fusion as an indication that the two modalities bear complementary information.
The second question we address is whether it is possible to make use of 3D information to obtain better luminance data. Since one of the advantages of 3D is more accurate pose normalization, we can adaptively resample luminance images in order to get rid of small out-of-plane rotations that inevitably occur, even when acquisitions were intended to be frontal. We therefore generate a sampling grid to frontalize the luminance image of the face from the pose learned using the 3D facial surface meshes. Here we profit from the correspondences of range and luminance data provided by the software of the acquisition device. Hereafter we call these 3D-aided luminance images as 3D luminance since its domain becomes 3D surface after the texture mapping stage (Fig. 2b) . A sample 2D mapped image of 3D luminance is shown in Fig. 3b together with other geometry map images.
Evaluation methodology
In our experimentation each AU is treated separately; in other words, we develop 25 detectors, one for each AU. Any face image involving the target AU, alone or in combination with other co-existing AUs, is treated as a positive sample of that AU class, while all other images that do not involve the target AU are considered as negative samples. All the experiments are performed using 10-fold subject cross-validation, i.e., in each fold training subjects are never used in testing. However, the dataset partitioning problem was not straightforward since in the Bosphorus dataset AUs were not distributed evenly among the subjects. We solved this problem by creating different subject partitions for each AU so that each fold becomes balanced with respect to its positive samples.
Every AU in the Bosphorus dataset has been annotated with its intensity level. This enables us to examine the detection performance as a function of the intensity. The five intensity levels in FACS range from slightest level A to strongest level E. In our experiments we had to exclude the AU samples with intensity level A, since even the expert annotators are not very sure of their scores at this level. The low intensity B level AUs are tested separately from the group of C, D, E levels to see the effect of weak intensity. Thus, we developed the AU detectors by training them with C, D, and E intensity level AUs and testing them first with AUs having C, D or E intensity levels (strong set), and then with AUs at the B intensity level alone (weak set).
To compare the performance of different methods and compare the pros and cons of the 3D and 2D modalities, we express the detector performance in terms of ROC curves. ROC curves show hit rate (ratio of true positives to all positives) vs. false alarm rate (ratio of false positives to all negatives) for varying thresholds. To have a single figure of merit that summarizes an ROC curve, Area under the Curve (AuC) measure is used; recall that AuC is equivalent to the theoretical maximum achievable correct rate in a binary classification problem. In this way, we avoid measures like correct recognition, hit and false alarm rates which can sometimes be quite misleading since they depend on the operation threshold. Disproportionate positive and negative populations, which is typical in AU detection experiments because of the very high number of negatives, is another cause of misinformation in case the evaluation is based on correct recognition rate alone. ROC analysis is performed over the combined cross-validation sets, and thus one AuC measure is obtained for each AU. The overall performance score is found by weighted averaging of individual AU performances (AuC) where the weights correspond to the proportion of the number of positive samples in each AU set.
To show the significance of the findings, we estimate 95% confidence intervals (2 Â standard error) over the AuC values of the test sets for each AU. We also perform paired t-test under 5% significance level in order to test whether the average AuC for individual AUs is significantly changing with modality. The significance of the overall results is estimated by weighted sum of the distributions that are described by sample AuC means and standard errors, where weights are the number of positive samples in each AU set. By this way we obtain the 95% confidence intervals of the overall performance scores.
Results and discussions
Best image features for 3D and 2D modalities
We first explore the best image features for 3D and 2D modalities. Fig. 4 shows the detection results obtained with RBF SVM for three types of features extracted from 2D images. The 3D data is represented by the mean curvature field and 2D data by the luminance field (both sampled at 96 Â 96 pixels), from which we extract 200, respectively, ICA, NMFSC, and Gabor features. For any type of extracted feature 3D modality is superior, and even the worst 3D result is higher than the best 2D result.
Among the feature types Gabor magnitudes are the best, both for 2D and 3D, and under the three classification methods (linear SVM, RBF SVM and Naïve Bayes). Table 1 shows that Gabor features, as applied on the mean curvature, outperform all the other feature types by a significant margin. This is in contrast to the work of Donato et al. [40] who reported recognition rates that were similar between Gabor and ICA. This may be due to the differences in the databases since theirs is simpler than ours (20 vs. 105 subjects, 12 vs. 25 AUs) and they perform separate analyses on isolated lower and upper AU image sets; in contrast ours contain many AU combinations in addition to a higher number of AUs, and also we do not separate the analyses of lower and upper part AUs. We have not found a clear-cut difference between the two sparse subspace methods, that is, ICA and NMFSC.
When we analyze the performance loss in 2D visa-vis 3D modality (Fig. 4) , the performance gap is much wider (about 6% drop) for the subspace methods (ICA and NMFSC) as compared to the Gabor method (2% drop), in each case to the disadvantage of 2D modality. A possible explanation is that, since subspace bases are learned from data in contrast to fixed Gabor wavelets, subspace techniques may be more susceptible to variations unrelated to expressions found in 2D luminance images. These variations can be caused by differences in skin tone or facial hair, by shadows, or by out-of-plane rotation, which apparently impact 3D less. Fig. 4 also shows the performance attained with difference images. Taking the difference of images with respect to their neutral provides small improvement in the curvature feature while it does not gain anything in 2D. Finally, according to Table 1 , for 2D luminance and 3D mean curvature images RBF SVM is the best classifier with all feature extraction methods.
Best 2D representation for 3D data
As described in previous sections, the surface geometry data is first acquired in 3D, and then mapped onto 2D either with orthogonal projection or via conformal mapping technique. This is followed by the extraction of (200) Gabor magnitude features via AdaBoost, separately for each AU. However, since different surface geometry features carry not the same information as explained in Section 5.3, we also investigated their fusion for possible performance improvement. For this purpose we first combine the 200 AdaBoost-selected Gabors from each surface geometry image into a vector, and then apply a second AdaBoost to select 200 features. Table 2 lists the results for various representations under different classifiers in two sections. In the top section we see the results separately for each representation, and in the bottom their fusion results. The first relevant outcome of this experiment is the superiority of the curvature related geometry information compared to depth information. Though the differences are small, the mean curvature seems to be the best among the three curvature types, and this holds consistently for all four classifiers. Notice that this table also compares the performance of LSCM mapped facial surfaces. We see that the performances of the mean curvature under orthogonal mapping and conformal mapping are on a par.
We experimented geometry fusion with different combinations as seen in the bottom section of Table 2 . These results empirically proves first that, depth data is not useful in fusion with curvature data, as seen both from the first and third feature fusion rows. Second, fusion of shape index with any of the other two curvature data types is beneficial under all classifiers, and the best result is obtained by its fusion with mean curvature features. While the best geometry feature is mean curvature with 95.5% average AuC, it attains 96.3% in fusion with the shape index. Therefore, in the rest of the paper, we consider this geometry fusion technique when assessing the 3D modality in AU detection.
Pure 3D AU detection vs. 2D AU detection
The AU detection performances from 2D luminance images of the Bosphorus and Cohn-Kanade databases are given in the first two columns of Table 3 . These two databases yield very similar detection performances: in fact, the score of the best classifier, RBF SVM, is 93.7% AuC on the Cohn-Kanade and 93.5% on the Bosphorus database. The fact that the confidence intervals are slightly larger in the Cohn-Kanade can be explained with the smaller number of samples in that database. We also found that RBF SVM has the potential to improve 2D AU detection. According to the paired t-test under 5% significance level, RBF SVMs are significantly better than AdaBoost and linear SVMs for eight of the 25 AUs, and when averaged over all the 25 AUs the overall score is seen to improve by slightly more than 1%.
In Table 3 we see that 3D modality is uniformly superior to 2D modality under all types of classifiers, and for all the various feature transforms as given in Fig. 4 . For example, the best couple of feature (i.e., the combination of mean curvature and shape index) and classifier (Naïve Bayes) achieves 96.3% average AuC under 3D modality, scoring 2.8% improvement over the 2D, and also with a higher confidence (smaller interval). The only exception is depth features from 3D whose performance is almost the same as that of 2D images (Tables 2 and 3) .
Average AU detection statistics do not necessarily show all the interesting aspects and can hide important performance differentials for some AUs. When we portray detection rate of each AU in Fig. 6a , we observe that the advantages of 2D and 3D modalities differ from AU to AU. As a case in point, consider the bar that belongs to AU 23 and of which there are 63 realizations in the dataset. The darker part of the bar indicates that 2D data achieves only 62% correct detection while 3D data achieves 86%; conversely, consider the bar of AU 6 (102 instances in the dataset). In this case 3D data achieves 92% while 2D is better at 96% correct detection rate. We can conclude that in general 3D data considerably improves the detection of lower facial AUs. Note that in a previous study [14] , which is based on landmarks and use of dynamic information via HMMs, the advantage of 3D had been shown for seven AUs (1, 2, 4, 5, 15, 20, 27) . Their results show that the average correct classification rate rises from 80.5% to 87.3% with 3D, although the statistical significance of these performance differences is not documented. Our average classification rate over the same AUs is 97.3% for both modalities, however, performance differentials vary from AU to AU. Also average AuC values of these seven AUs, which measure the performance for all possible threshold values in contrast to correct classification rate, are 95.5% and 95.7% for 2D and 3D, respectively. Notice that our higher rates may be due to the superiority of data-driven Gabor-based analysis over landmark-based recognition.
When we examine individual AUs we first see that improvements on the detection of AU 23 (Lip Tightener) and AU 24 (Lip Presser) are outstanding. AU 23 was shown to be one of the most difficult AUs both for automatic detection [28] and for human experts [45] since it is often confused with AU 24. 2D color, 3D surface, 3D mean curvature images belonging to four different instantiations of this AU, both in isolated appearance, and also in combination with other AUs are shown in rows four and five of (a,b) . ROC curves of 2D and 3D data are also compared in Fig. 5 for some of these AUs. 3D is not necessarily always more advantageous. Some of the AUs have comparable detection rates in the two modalities. For instance, AU 12 (Lip Corner Puller) and AU 1 (Inner Brow Raise) achieve almost the same detection level in either modality, and also quite high levels of about 98% and 96%, respectively. Two instances of AU 12 are shown in the (i) and (p) cells of Fig. 7 , and two instances of AU 1 are in the (a) and (c) cells of Fig. 7 . Moreover, we can see from Fig. 6a that non-negligible performance degradations occur on eye related upper face AUs in 3D data. According to the paired t-test, degradations on AU 5 (Upper Lid Raise), AU 6 (Cheek Raise), AU 7 (Lids Tight) and AU 43 (Eye Closure) are statistically significant. This may be explained by two factors. First, 2D eye texture and especially appearance of pupils are very informative for AU scoring. Second, eye region can be quite noisy with structured light based 3D acquisition due to eyelashes and glitters. This may hide necessary surface detail for detection. ROC curves for 2D and 3D modalities are compared for these AUs in Fig. 5 , and some instances are given in Fig. 7 : AU 5 in (a,b), AU 6 in (d), AU 7 in (c-e) and AU 43 in (f). The differing performances of 2D and 3D modalities with respect to upper and lower face AUs is summarized in Table 4 . Clearly 3D is better on the average for lower face and 2D is better (though to a lesser degree) for upper face AUs.
Fusion of 3D and 2D modalities
For modality fusion, we select maximum 200 features by AdaBoost over the pool of 400 Gabor features composed of 200 3D pose corrected luminance features (3D Lum.) and 200 3D geometry features (combination of Gabors on surface mean curvature and shape index images as explained in Section 6.2). We have also observed that when we applied the feature selection over the combined set of all Gabor features the performance differences were insignificant. Notice that since AdaBoost terminates the feature selection loop if no further improvement is observed over the training set, we obtained fewer number of features (less than 200) for some AUs. The selected features were almost equally split between geometry and luminance modalities; for example, the percentage of geometry features averaged The AU code number is written at the bottom, the number of total positive samples is written above it, and in between, a star, when it occurs, denotes an AU with significant performance differential (paired t-test). over 250 experimentation runs, i.e., 25 AUs Â 10 folds, was 53%. For upper and lower faces this percentage was 51% and 55%, respectively. Since in AdaBoost the initially selected features are more effective in discrimination, we also found these percentages in the first 20 features as 51%, 43% and 54% for the whole, upper and lower face, respectively. These percentages show that though almost equal number of features comes from the two modalities, for upper face luminance features are more effective.
As seen in Table 3 , the fusion of 2D and 3D provides additional 0.6% increase over 3D data, achieving 96.9% average AuC (under Naïve Bayes). Fig. 6b compares 3D geometry vs. feature fusion of 3D geometry and luminance modalities on individual AUs. The improvements brought by fusion over the 3D modality were found to be statistically significant on seven of the AUs. All the AUs for which the 3D detection is inferior to 2D, i.e. the eye related ones (AU 5, 6, 7 and 43), as shown in Fig. 6a , are within those seven AUs. Moreover, we observe the improvements by fusion with respect to lower and upper facial regions in Table 4 , which tells us that greater portion of the performance gain was realized in the upper face. These results obtained by feature fusion indicate first, the existence of useful complementary information between the two modalities, and second, show that the relative weakness of 3D on the upper face region (only for eye region) can be compensated by feature fusion with the 2D data.
Effect of 3D pose normalization
A previous study [9] had showed that when recognizers using 2D data, trained with frontal faces and tested with faces subjected to systematically increasing pitch and yaw rotations, the expression recognition performance dropped dramatically while 3D recognition performance remains constant. This is because in 2D one has to confront substantial distortion and occlusion effects due to out-of-plane rotations. In our study we have also evaluated the effect of 3D pose on the performance of the algorithm using the available head rotations in our database, as evidenced in the yaw, pitch and tilt angle histograms in Fig. 1 . We have also investigated the effect of head pose on 2D face images, both using the originally captured luminance image, and the luminance image pose corrected via 3D information.
We observe the effect of 3D pose normalization with respect to 2D normalization by comparing the average AuC scores in the Bosphorus database: 93.5% for 2D luminance, 94.7% for 3D luminance and 96.3% for 3D geometry (with RBF SVM). It is interesting to note that although no 3D geometry related feature is used, we still obtain 1.2% performance gain when 2D modality is aided (pose corrected) by 3D modality. The major difference between the direct 2D luminance and 3D luminance images is in the registration phase. 3D data permits better normalization and thus luminance data is compensated somewhat for moderate outof-plane rotations. Recall that even for frontal images, unintentional slight in-plane and out-of-plane small pose variations always occur. We also observe from Table 3 that automatic pose normalization by ICP causes performance degradations. The drops from 96.3% to 95.3% in pure 3D detection and from 96.9% to 96.1% in detection by luminance and geometry fusion point out to the possible improvements that may be attained if better registration techniques can be employed for fully automatic 3D systems.
Performance of action units at low intensity
In real life, facial expressions often occur in a broad range, including low intensities. Naturally, this makes the already challenging AU detection problem even more difficult as differences among AUs or between an AU and the neutral state become more subtle. Bartlett et al. [28] found 21% drop (from 92% to 71%) on average AuC values when their detectors were tested on a spontaneous expression database instead of posed expressions.
In order to see detection potential of lower intensity actions, we use only the B level samples as positives. The same subject crossvalidation partitions as in the previous experiments are used, that is, training sets are not modified, they still consist of C, D and E level AUs, and the negative test samples consist of all other AUs. Hence, the only difference in the setup is the use of low intensity positive test samples instead of higher intensity samples. Table 5 gives the results for the 2D, 3D, and fusion. The performance ordering for the three 2D, 3D and fusion cases are the same as before, but we see severe 13-14% point performance drops on average AuCs: from 93.5% to 79.6% for 2D, from 96.3% to 83.6% for 3D and from 96.9% to 85.4% for fusion. Also, the confidence intervals increase by more than a factor of two. For these difficult low intensity B expressions 3D outperforms 2D by 4%. Recall that the improvement of 3D over 2D for higher intensity (C,D,E) AUs was 2.8%. Fig. 6c compares the differences between 3D and 2D modalities for low intensity AUs. Conclusions similar to those given in Section 6.3 can be drawn: in general, lower face AUs are more easily detected with 3D as compared to upper AUs. Paired t-tests indicate 12 of AUs as significantly differing between the modalities, 11 AUs in favor of 3D and 2 AUs in favor of 2D (Fig. 6c ). Low and high intensity samples of some of the significantly different AUs are illustrated in Fig. 8 in both 2D and 3D modality. We want to point out some interesting cases. For instance, AU 9 (Nose Wrinkler) maintains its high detection rate under either modality, and for AUs 25 (Lips Part), AU 22 (Lip Funneler) and AU 4 (Brow Lowerer) the detection rates drop considerably with 2D data while 3D detectors are still performing reasonably well. On the other hand, degradation in the detection of AU 43 (Eye Closure) is much more in 3D than its 2D counterpart, which may be related to eye texture and 3D acquisition noise as mentioned in Section 6.3.
Assessment of the classifiers
In all the experiments we employed AdaBoost, Naïve Bayes, SVMs with linear and RBF kernels. In general, the best performances were obtained with RBF SVM and Naïve Bayes. AdaBoost and linearSVMs obtain clearly lower detection results. RBF SVM for luminance data (Table 3) , and for all of 3D geometry representations, except shape index (Table 2 ). These observations are also made from Table 1 under different feature extraction techniques. The superiority of RBF SVM stems from its ability in handling various types of non-linearities. It is known that depending on the Gaussian-spread and SVM-capacity parameters, non-linearities in a quite wide range can be captured by RBF SVMs. In our work, we have optimized these hyper-parameters for each AU. One of the two reasons why RBF SVM outperforms linear-SVM could be the high degree of variability found in AU instances. Our database involves many co-articulated AUs, asymmetric occurrences, instances with varying intensity levels which in turn may cause irregular dispersion of samples in the feature space. All these variations may not be handled by linear discrimination as effectively as the non-linear counterpart provided by RBFs. The second reason may be the high degree of variations of luminance data in the Bosphorus database. Though we had planned to preclude lighting variations for 3D vs. 2D comparison by acquiring images in a controlled environment, we still have high degree of textural variations (albedo), especially due to facial hair. It is possible that RBFs demonstrate clear advantage with luminance data due to these inherent variations. One may wonder, why then Naïve Bayes performs on a par with the RBF SVM on the Cohn-Kanade database. However, Cohn-Kanade database does not involve facial hair (except a slight mustache for one subject) out of 97 subjects, in contrast to our database which involves 35 men with beard/mustache (19 intense, 16 moderate facial hair) out of 105 subjects.
On the other hand Naïve Bayes was superior with shape index representation of 3D data (also with any fusion that involves the shape index) and was a close runner-up of RBF SVM with Gabor features applied on the remaining 3D surface geometry images. In fact, the best performance in our work was obtained with Naïve Bayes when shape index, mean curvature and luminance were fused (Table 3) . Naïve Bayes is one of the simplest classifiers and is based on strong assumptions such as Gaussian distribution, uncorrelated samples and linear separability, and yet it is successful with 3D, though not as much with 2D. We conjecture that Naïve Bayes owes its good performance to the suitability of 3D data features vis-a-vis 2D data features. These outcomes suggest that RBF SVM must be used for 2D modality, while with 3D modality either Naïve Bayes or RBF SVM can be used. Recall that the Naïve Bayes alternative is extremely simple in training compared to SVM and it does not suffer from overlearning problem of the discriminative classifiers.
Conclusion
We have systematically evaluated the use of 3D data for the subject-independent facial action unit detection and compared with conventional 2D camera images. In our AU detection approach we map the facial surface geometry onto 2D and use statistical learning techniques. This 3D-to-2D mapping enables us to make one-to-one comparisons of the two modalities under the same set of algorithms. Furthermore our wholly data-driven analysis precludes any bias of model-driven techniques, a crucial factor for fair assessment. With extensive experimentation over 25 selected AUs via ROC analyses and evaluation of the statistical significance of the performance scores we showed the pros and cons of the data modalities. The main findings and improvements over the state-of-the-art in AU detection are as follows:
1. Our results show that 3D modality offers significant advantages in AU detection and performs overall better than the 2D under the same feature extraction and classification algorithms. In general, lower face AU detections benefit more from 3D as compared to 2D. A case in point is the considerable improvement in the detection rate of AU 23, which is difficult even for certified coders [45] . This AU is useful, for instance, in telling a genuine expression of pain from a faked one [22] . 3D also proves its value for low intensity expressions. In the case of the next to the lowest intensity level (level B), while many AUs degrade for 2D, 3D data can maintain overall higher performance. Nevertheless, there are some upper face AUs where 2D outperforms 3D. An explanation for the lower success rate of 3D for upper face AUs is the fact that 3D sensing noise is excessive in the eye region, and misses the eye texture information. Since neither 3D nor 2D is uniformly better over all AUs, it is natural to think of their complementary roles. The feature fusion of the two modalities proves advantageous, and in particular, compensates for weakness of 3D on the eyes. 2. We point out some useful guidelines: First, the best 3D representation for AU detection is the surface curvature, and fusion of mean curvature and shape index achieves the top performance. Second, the most effective feature set is Gabor wavelets that are selected by AdaBoost. Alternative local analysis tools such as ICA and NMFSC do not prove as effective. Third, for 3D AU detection, Naïve Bayes proves to be a better classifier as compared to AdaBoost, linear and RBF SVMs. However, for 2D AU detection, RBF SVM is the choice classifier since it even improves the results over the state-of-the-art in 2D AU detection [28] . Fourth, if neutral faces are available, use of difference images slightly improves the performance for 3D, but for 2D, it does not seem to be beneficial.
As a side note, we want to emphasize the importance of the normalization. This has been put into evidence, first, when we compared direct luminance images (referred to as 2D Lum. in the tables) and the pose corrected luminance images resampled according to 3D information (referred to as 3D Lum. in the tables), and second, when we compared manual normalization and automatic ICP normalization.
In summary, the improvements are as follows: from 92.4% to 93.5% for 2D AU detection due to the use of RBF kernel SVMs; to 94.7% when we benefit from 3D data for normalization of luminance data; to 96.3% when 3D modality is used; and to 96.9% when 2D luminance and 3D geometry modalities are fused.
Currently there are some limitations for 3D systems such as higher cost, the need to project a light pattern onto the subject's face, difficulty of real-time 3D video acquisition ability. The latter two are essential for spontaneous expression analysis, which is the future trend. 3D video databases were not available until very recently, which obliged the researchers to work with posed and still faces, and there are still no 3D spontaneous databases. Also, FACS coded 3D video databases are required.
However, 3D acquisition devices that are sufficiently accurate, operate in real-time and are non-invasive (not disturbing the subjects by visible light) are becoming a possibility [46, 47] . With such progress in 3D sensing technology, 3D spontaneous expression databases will be available. Spontaneous expressions differ from posed ones by involving higher degree of out-of-plane head movements, involvement of more subtle expressions, and not clearly delineated onset and offset instances. This is the next challenge in automatic expression analysis. Based on the success of 3D in handling posed faces and on the benefits of 2D þ 3D cooperation for subtle low intensity AUs, our work will progress toward 3D affective man-machine interfaces with spontaneous expression.
