Motivated by problems in data clustering, we establish general conditions under which families of nonparametric mixture models are identifiable, by introducing a novel framework involving clustering overfitted parametric (i.e. misspecified) mixture models. These identifiability conditions generalize existing conditions in the literature, and are flexible enough to include for example mixtures of Gaussian mixtures. In contrast to the recent literature on estimating nonparametric mixtures, we allow for general nonparametric mixture components, and instead impose regularity assumptions on the underlying mixing measure. As our primary application, we apply these results to partition-based clustering, generalizing the notion of a Bayes optimal partition from classical parametric model-based clustering to nonparametric settings. Furthermore, this framework is constructive so that it yields a practical algorithm for learning identified mixtures, which is illustrated through several examples on real data. The key conceptual device in the analysis is the convex, metric geometry of probability measures on metric spaces and its connection to the Wasserstein convergence of mixing measures. The result is a flexible framework for nonparametric clustering with formal consistency guarantees.
Introduction
In data clustering, we provide a grouping of a set of data points, or more generally, a partition of the input space from which the data points are drawn [31] . The many approaches to formalize the learning of such a partition from data include mode clustering [21] , density clustering [55, 60, 62, 63] , spectral clustering [50, 58, 75] , K-means [47, 48, 61] , stochastic blockmodels [3, 26, 37, 57] , and hierarchical clustering [19, 32, 69] , among others. In this paper, we are interested in so-called model-based clustering where the data points are drawn i.i.d. from some distribution, the most canonical instance of which is arguably Gaussian model-based clustering, in which points are drawn from a Gaussian mixture model [7, 23 ]. This mixture model can then be used to specify a natural partition over the input space, specifically into regions where each of the Gaussian mixture components is most likely. When the Gaussian mixture model is appropriate, this provides a simple, well-defined partition, and has been extended to various parametric and semi-parametric models [11, 27, 73] . However, the extension of this methodology to general nonparametric settings has remained elusive. This is largely due to the extreme non-identifiability of nonparametric mixture models, a problem which is well-studied but for which existing results require strong assumptions [14, 40, 42, 68] . It has been a significant open problem to generalize these assumptions to a more flexible class of nonparametric mixture models.
Unfortunately, without the identifiability of the mixture components, we cannot extend the notion of the input space partition used in Gaussian mixture model clustering. Nonetheless, there are many practical clustering algorithms used in practice, such as K-means and spectral techniques, that do estimate a partition even when the data arises from ostensibly unidentifiable nonparametric mixture models, such as mixtures of sub-Gaussian or log-concave distributions [1, 43, 49, 59] . A crucial motivation for this paper is in addressing this gap between theory and practice: This entails demonstrating that nonparametric mixture models might actually be identifiable given additional side information, such as the number of clusters K and the separation between the mixture components, used for instance by algorithms such as K-means.
Let us set the stage for this problem in some generality. Suppose Γ is a probability measure over some metric space X, and that Γ can be written as a finite mixture model Γ = K k=1 λ k γ k , λ k > 0 and
where γ k are also probability measures over X. The γ k represent distinct subpopulations belonging to the overall heterogeneous population Γ. Given observations from Γ, we are interested in classifying each observation into one of these K subpopulations without labels. When the mixture components γ k and their weights λ k are identifiable, we can expect to learn the model (1) from this unlabeled data, and then obtain a partition of X into regions where one of the mixture components is most likely. This can also be cast as using Bayes' rule to classify each observation, thus defining a target partition that we call the Bayes optimal partition (see Section 7 for formal details). Thus, in studying these partitions, a key question is when is the mixture model (1) identifiable? Motivated by the aforementioned applications to clustering, this question is the focus of this paper. Note that under parametric assumptions such as Gaussianity of the γ k , it is well-known that the representation (1) is unique and hence identifiable [8, 38, 67] . These results mostly follow from an early line of work on the general identification problem [2, 66, 67, 74] . Such parametric assumptions rarely hold in practice, however, and thus it is of interest to study nonparametric mixture models of the form (1), i.e. for which each γ k comes from a flexible, nonparametric family of probability measures. In the literature on nonparametric mixture models, a common assumption is that the component measures γ k are multivariate with independent marginals [25, 29, 30, 44, 68] , which is particularly useful for statistical problems involving repeated measurements [12, 34] . This model also has deep connections to the algebraic properties of latent structure models [4, 13] . Various other structural assumptions have been considered including symmetry [14, 40] , tail conditions [42] , and translation invariance [28] . The identification problem in discrete mixture models is also a central problem in topic models which are popular in machine learning [5, 6, 65] . Most notably, this existing literature imposes structural assumptions on the components γ k (e.g. independence, symmetry), which are difficult to satisfy in clustering problems. Are there reasonable constraints that ensure the uniqueness of (1), while avoiding restrictive modeling assumptions on the γ k ?
In this paper, we establish a series of positive results in this direction, and as a bonus that arises naturally from our theoretical results, we develop a practical algorithm for nonparametric clustering. In contrast to the existing literature, we allow each γ k to be an arbitrary probability measure over X. We propose a novel framework for reconstructing nonparametric mixing measures by using simple, overfitted mixtures (e.g. Gaussian mixtures) as mixture density estimators, and then using clustering algorithms to partition the resulting estimators. This construction implies a set of regularity conditions on the mixing measure that suffice to ensure that a mixture model is identifiable. As our main application of interest, we apply this to problems in nonparametric clustering.
In the remainder of this section, we outline our major contributions. We then present a high-level geometric overview of our method in Section 2 before proceeding to the main results of the paper. Section 3 covers the necessary background required for our abstract framework. In Section 4, we present a detailed construction that takes a mixture distribution Γ and outputs its mixing measure Λ, culminating in our main theorem on identifiability. In Section 5 we discuss how to use this construction to define a consistent estimator of the parameter Λ, and then in Section 6 we provide explicit examples of mixture models that satisfy our assumptions. In Section 7 we apply these results to the problem of clustering and prove a consistency theorem for this problem. Section 8 introduces a simple algorithm for nonparametric clustering along with some experiments, and Section 9 concludes the paper with some discussion and extensions.
Contributions. At a high-level, our contributions are the following:
• A new identification criterion for nonparametric mixture models based on a property we call clusterability (Definition 4.3);
• Extending model-based clustering to more general nonparametric settings;
• A practical algorithm for nonparametric clustering.
Each of these contributions builds on the previous one, and provides an overall narrative that strengthens the well-known connections between identifiability in mixture models, cluster analysis, and nonparametric density estimation. Our main results can be divided into three main theorems:
1. Nonparametric identifiability (Section 4). We formulate a general set of assumptions that guarantee a family of nonparametric mixtures will be identifiable (Theorem 4.1), based on two properties we introduce: regularity (Definition 4.1) and clusterability (Definition 4.3).
2. Estimation (Section 5). We show that a simple clustering procedure will correctly identify the mixing measure that generates Γ as long as the γ k are sufficiently well-separated in Hellinger distance (Proposition 5.1), and this procedure defines an estimator that consistently recovers the nonparametric clusters given i.i.d. observations from Γ (Theorem 5.4). We also discuss conditions for both Hellinger and uniform convergence of the resulting estimators of the mixture components.
3. Clustering (Section 7). We make connections with the so-called Bayes optimal partition (Definition 7.1), and extend this notion to general nonparametric settings by using our results on nonparametric mixtures (Theorem 7.2).
Furthermore, we construct explicit examples of nonparametric mixture models that satisfy our assumptions in Section 6. In particular Theorem 6.2 establishes the existence of such families and Figure 4 illustrates some examples. As a final contribution, we invoke this analysis to construct an intuitive algorithm for nonparametric clustering, which is investigated in Section 8.
Overview
Before outlining the formal details, we present an intuitive geometric picture of our construction in Figure 1 . At a high-level, our strategy for identifying the mixture distribution (1) is the following: If the mixing measure constructed by the above procedure converges to Λ, then Λ must be identifiable. While this procedure makes intuitive sense, one of the main thrusts of this paper is outlining a way to make this procedure well-defined in the sense that it will always return the same mixing measure. This is a surprisingly subtle problem and requires careful consideration of the various spaces involved, so the formal details of this analysis are postponed until Section 4. Furthermore, although we have used mixtures of Gaussians to approximate Γ in this example, our main results will apply to any properly chosen family of base measures.
Of course, this construction is not guaranteed to succeed for arbitrary mixing measures Λ, which will be illustrated by the examples in Section 3.2. Thus, a key aspect of our analysis will be to provide assumptions that ensure the success of this construction. Intuitively, it should be clear that as long as the γ k are well-separated, the corresponding mixture approximation will consist of Gaussian components that are also well-separated. Unfortunately, this is not quite enough to imply identifiability, as illustrated by Example 5. This highlights some of the subtleties inherent in this construction. In the sequel, we formalize these ideas and introduce the concepts of regularity (Section 4.3) and clusterability (Section 4.4), which axiomatize the conditions needed in order for Λ to be reconstructed-and hence identified-from Γ. Then in Sections 5 and 6, we discuss the existence of nontrivial mixture distributions that satisfy these conditions as well as how to learn such mixtures from data. 
Preliminaries
Our approach is general, built on the theory of abstract measures on metric spaces [54] . In this section we introduce this abstract setting, outline our notation, and discuss the general problem of identifiability in mixture models. We deliberately include plenty of examples in order to help acquaint the reader with our particular notation and problem setting. For a more thorough introduction to the general topic of mixture models in statistics, see Lindsay [46] , Ritter [56] , Titterington et al. [70] .
Nonparametric mixture models
Let (X, d) be a metric space and P(X) denote the space of regular Borel probability measures on X with finite rth moments (r ≥ 1). Define P 2 (X) = P(P(X)), the space of (infinite) mixing measures over P(X). In this paper, we study finite mixture models, i.e. mixtures with a finite number of atoms. To this end, define for s ∈ {1, 2, . . .}
and L s = L ∩ P 2 s (X) for any L ⊂ P 2 (X). We consider P(X) and P 2 (X) as metric spaces by endowing P(X) with the Hellinger metric ρ and P 2 (X) with the L r -Wasserstein metric W r (r ≥ 1). When Λ ∈ P 2 K (X) and Λ ∈ P 2 K (X), the L r -Wasserstein distance between Λ and Λ is given by the optimal value of the transport problem
where the infimum is taken over all couplings σ, i.e. probability measures on P(X) × P(X) with marginals Λ and Λ . For more on Wasserstein distances and their importance in mixture models, see Nguyen [51] . Given Λ ∈ P 2 0 (X), define a new probability measure m( · ; Λ) ∈ P(X) by
where γ 1 , . . . , γ K are the mixture components (i.e. a particular enumeration of supp(Λ)) and λ 1 , . . . , λ K are the corresponding weights. Formally, for any Borel set A ⊂ X we have a function h A :
This uniquely defines a measure called a mixture distribution over X. In a slight abuse of notation, we will write m(Λ) as shorthand for m( · ; Λ) when there is no confusion between the arguments. An element
i.e. the family of mixture distributions over X induced by L, which can be regarded as a formal representation of a statistical mixture model. We will adopt the shorthand M(X) = M(P 2 (X)) and M s (X) = M(P 2 s (X)). Remark 3.1. This abstract presentation of mixture models is needed for two reasons: (i) To emphasize that Λ is the statistical parameter of interest, in contrast to the usual parametrization in terms of atoms and weights; and (ii) To emphasize that our approach works for general measures on metric spaces. This will have benefits in the sequel, albeit at the cost of some extra abstraction here at the onset. Note that we will work exclusively with finite mixtures, i.e. P 2 0 (X), a space which should be contrasted with the more complex space of infinite measures P 2 (X).
Remark 3.2. The Hellinger distance ρ can be replaced by any metric on P(X); our use of the Hellinger distance is purely for conceptual clarity. By contrast, our convergence results are particular to the Wasserstein distance W r . Remark 3.3. As a convention, we will use upper case letters for mixture distributions (e.g. Γ, Q) and mixing measures (e.g. Λ, Ω), and lower case letters for mixture components (e.g. γ k , q k ) and weights (e.g. λ k , ω k ).
We conclude this subsection with some examples to help fix ideas and notation.
Example 1 (Gaussian mixtures). Let G ⊂ P 2 (R p ) denote the subset of mixing measures whose support is contained in the family of p-dimensional Gaussian measures. Then M(G) is the family of Gaussian mixtures, and M 0 (G) is the family of finite Gaussian mixtures. It is well-known that M 0 (G) is identifiable.
Example 2 (Sub-Gaussian mixtures). Let K be the collection sub-Gaussian measures on R, i.e.
for some c > 0 and all t > 0}, and K ⊂ P 2 (R) be the subset of mixing measures whose support is a subset of K. Then M(K) is the family of sub-Gaussian mixture models and M 0 (K) is the family of finite sub-Gaussian mixtures. This is a nonparametric mixture model, since the base measures K do not belong to a parametric family. Extensions to sub-Gaussian measures on R p are natural.
Obviously, these examples can be extended to arbitrary parametric and nonparametric families. Our definition of mixtures over subsets of mixing measures-as opposed to over families of component distributionsmakes it easy to encode additional constraints, as in the following example.
Example 3 (Constrained mixtures). Continuing Example 1, suppose we wish to impose additional constraints on the family of mixture distributions. For example, we might be interested in Gaussian mixtures with at most L components, whose means are contained within some compact set M ⊂ R p , and whose covariance matrices are contained within another compact set V ⊂ PD(p), where PD(p) is the set of p × p positive-definite matrices. Define
Then M(G L,M,V ) is the desired family of mixture models.
is a mixture model depending on some covariates Z. We assume here that (Z, Y ) ∈ W ×X where (W, d W ) and (X, d X ) are metric spaces. This is a nonparametric extension of the usual mixed linear regression model. To recover the mixed regression model, assume Λ has at most K atoms and
By further allowing the mixing measure Λ = Λ(Z) to depend on the covariates, we obtain the nonparametric generalization of a mixture of experts model [15, 39, 41] .
Identifiability in mixture models
Recall that a mixture model (3) is injective. For a good overview of this problem from a more classical perspective, see Hunter et al. [40] and Allman et al. [4] . The main purpose of this section is to highlight some of the known subtleties in identifying nonparametric mixture models. Unsurprisingly, whether or not a specific mixture m(Λ) is identified depends on the choice of L. If we allow L to be all of P 2 (X), then it is easy to see that M(L) is not identifiable, and this continues to be true even if the number of components K is known in advance (i.e. L = P 2 K (X)). Indeed, for any partition {A k } K k=1 of X and any Borel set B ⊂ X, we can write
and thus there cannot be a unique decomposition of the measure Γ into the sum (1). Although this example allows for arbitrary, pathological decompositions of Γ into conditional measures, the following concrete example shows that solving the nonidentifiability issue is more complicated than simply avoiding certain pathological partitions of the input space.
Example 5 (Sub-Gaussian mixtures are not identifiable). Consider the mixture of three Gaussians m(Λ) in Figure 2 . We can write m(Λ) as a mixture in four ways: In the top panel, m(Λ) is represented uniquely as a mixture of three Gaussians. If we allow sub-Gaussian components, however, then the bottom panel shows three equally valid representations of m(Λ) as a mixture of two sub-Gaussians. Recalling Examples 1 and 2, it follows that m(Λ) is identified with respect to G, but not with respect to K. Indeed, even if we assume the number of components K is known and the component means are well-separated, m(Λ) is non-identifiable with respect to K: Just take K = 2, |a 1 − a 2 | > 0 and move a 3 arbitrarily far to the right.
Much of the existing literature makes assumptions on the structure of the allowed γ k , which is evidently equivalent to restricting the supports of the measures in L (e.g. Example 1). Our focus, by contrast, will be to allow the components to take on essentially any shape while imposing regularity assumptions on the mixing measures Λ ∈ L. In this sense, we shift the focus from the properties of the "local" components to the "global" properties of the mixture itself. 
Nonparametric identifiability
Fix an integer K and let L ⊂ P 2 K (X) be a family of mixing measures. In particular, we assume that K-the number of nonparametric mixtures-is known; in Section 9 we discuss the case where K is unknown. In this section we study conditions that guarantee the injectivity of the canonical embedding m : L → M(L) using the procedure described in Section 2. Throughout this section, it will be helpful to keep Figure 1 in mind for intuition.
Projections
We begin by formalizing the first step (1) in our construction from Section 2. In order to ensure that the overfitted mixture approximation is unique, we will be interested in the Hellinger projection of Γ = m(Λ) onto "well-behaved" families of mixture distributions. Specifically, we will assume in the sequel that
is an indexed collection of families of mixing measures that satisfies the following:
The purpose of {Q L } is to approximate Γ with a sequence of mixing measures of increasing complexity, as quantified by the maximum number of atoms L, which will be taken to be much larger than K in practice. Although our results will apply to generic collections satisfying Conditions (A1)-(A3), we will often be interested in a particular collection induced by a subset Q ⊂ P 2 (X). Specifically, we make the following assumption on Q:
Note that if Q satisfies Condition (A), then {Q L } automatically satisfies Conditions (A1)-(A3). These conditions allow for substantial generality, however, in practice it is often enough to take Q = G, i.e. the set of Gaussian mixing measures (or some subset thereof as in Example 3). Note that in this special case, for
In the sequel, assume Q is fixed and Q L is defined as in Condition (A). Define the usual ρ-projection by
T L Γ may be empty, set-valued, or unique depending on Γ [16] . We assume L is such that T L Γ is unique and well-defined for every Γ ∈ M(L), so that the projection map
that sends a mixture distribution to its mixing measure. Thus we can unambiguously write
and further define
An example of the measure Q * and its mixing measure Ω * are depicted in Figure 1b .
Remark 4.1. The number of overfitted mixture components L will play an important but largely unheralded role in the sequel. For the most part, we will suppress the dependence of various quantities (e.g. Q * , Ω * ) on L for notational simplicity. We typically assume that L is sufficiently large in the sense that L ≥ L 0 for some fixed L 0 ≥ K, and the phrase "for all sufficiently large L and n" we mean that there exist L 0 ≥ K and n 0 ≥ 0 such that L ≥ L 0 and n ≥ n 0 .
We conclude this section with some examples of base families Q that satisfy Condition (A).
Example 6 (Gaussian mixtures). An obvious choice for Q is G, the set of Gaussian mixtures. This has the appealing property of universal approximation: Any Γ ∈ P(X) can be approximated arbitrarily well by some Q ∈ Q L , as long as L is large enough. In fact, we can limit this family much further while still retaining universal approximation using known results for approximating densities with radial basis functions [17, 52, 53] .
Example 7 (Gamma mixtures). Suppose X = [0, ∞) and let Q be the family of mixing measures over Gamma distributions. Then any measure Γ ∈ P(X) can be approximated by a mixture of Gamma distributions [10, 72] . This provides a rich model for censored data on the real line.
Example 8 (Exponential family mixtures). Generalizing Examples 6 and 7, we can take Q to be mixtures over an exponential family [8] . In this case, the expressivity of Q (and hence Q L ) will depend on the choice of exponential family.
Assignment functions
The projection
, however, it contains many more components L than the true number of nonparametric components K. The next step is to find a way to "cluster" the components of Q * into K subgroups in such a way that each subgroup approximates some γ k . This is the second step (2) in our construction from Section 2. To formalize this, we introduce the notion of assignment functions.
Denote the set of all maps α :
by A L→K -a function α ∈ A L→K represents a particular assignment of L mixture components into K subgroups. Thus, we will call α an assignment function in the sequel and a sequence {α L } of assignment functions such that α L ∈ A L→K will be called an assignment sequence. The set of all assignment sequences is denoted by A
Now define
Here, δ q is the point mass concentrated at q . Note the normalizing constant k (α), which is needed to ensure that Q k (α) is indeed a probability measure. These quantities define a single, aggregate K-mixture by
Note that as measures, Q(α) = m(Ω(α)) = Q for any assignment α and any mixture Q. The difference lies in how we organize the components into K groups: Different choices of α lead to different groupings of the L overfitted components q (Figure 1c) , and hence different mixing measures Ω(α) (Figure 1d ). Finally, for any L ≥ 1, define
i.e. Q L→K is the collection of all mixing measures formed by clustering together the L atoms of some
is an atomic mixing measure whose atoms come from M 0 (Q). Informally, we hope that Q k (α) is able to approximate γ k , in a sense that will be made precise in the next section.
Regular mixtures
Given a nonparametric mixture m(Λ), its ρ-proj-ection Q * = L =1 ω * q * , and an assignment function α, define * k (α) as in (7) and Q * k (α) and Ω * k (α) as in (8) . We'd like Q * k (α) to approximate γ k , but this is certainly not guaranteed for any α. The third step (3) in our construction is to find such an assignment. This will be broken into two related assumptions: Regularity (present subsection) and clusterability (next subsection).
The following notion of regularity encodes the kind of behaviour we seek in an assignment:
When Λ is Q L -regular, we will also call m(Λ) Q L -regular.
General conditions under which Definition 4.1(a) holds can be found in [16] and the references therein. See also Section 6. Let us pause to review what we have developed so far. If a mixing measure Λ is Q L -regular, then the ρ-projections of m(Λ) can always be grouped in such a way that each group approximates the nonparametric component γ k and its mixing weight λ k . Note that we have not said anything yet about how one might find such an assignment, but only that it exists. The problem of identifying α will be discussed in Section 4.4 and Section 5. For now, all we need is that Q L is regular in the sense that m(Λ) can be globally approximated with some mixture in M(Q L ) (Definition 4.1(a)) and that the parameters of Λ can be locally approximated via a sequence of assignment maps {α L } (Definition 4.1(b)).
Remark 4.2. There is always a mixture distribution Q = L =1 ω q and an assignment function α such that lim L→∞ Q k (α) = γ k and lim L→∞ k (α) = λ k . Taking Q = G, it suffices to approximate each γ k independently via mixtures of Gaussians Q k , k = 1, . . . , K and let Q = K k=1 λ k Q k . What the definition of regularity (namely, Definition 4.1(b)) requires, however, is that not just that such an approximation exists, but that this local approximation is achieved specifically by the ρ-projection Q * . Although this is not always guaranteed, regularity simply asks that Q * -the closest mixture to Γ-is no worse than Q , which suggests that this condition is fairly weak.
. 2 Figure 3 : Example of a non-regular mixture from Example 9.
Thus, the expressivity of the collection {Q L } constrains how large a regular family can be. Fortunately, for many families such as Gaussian mixtures, it is possible to approximate arbitrary measures; i.e. ∪ ∞ L=1 M(Q L ) = P(X). Thus this is not much of a constraint in practice.
In Section 6, we will provide some concrete examples of regular families. For now, we conclude this section with the following (somewhat pathological) example of where regularity fails.
Example 9 (Failure of regularity). Let g ± ∼ N (±a, 1) and G ∼ N (0, σ 2 ) where σ 2 > 0, and define for some 0 < β 1 < β 2 < 1,
See Figure 3 . In this example, K = 2. If Q L = G L , then for any L > 3, Q * = Γ, and there is no way to cluster the 3 components into 2 mixtures of Gaussians that approximate the γ k . The problem here is that γ 1 and γ 2 "share" the same Gaussian component G, which evidently cannot be assigned to both γ 1 and γ 2 .
Clusterable families
The concept of regularity is a weak condition that summarizes the most basic behaviour that we seek in a mixture distribution Γ = m(Λ). To exploit this behaviour in order to identify Λ from Γ, we need to impose a slightly stronger assumption. 
Definition 4.3 (Clusterable family). A family of mixing measures
defines a regular assignment sequence (Definition 4.2). This will be discussed in more detail in the next section; please see equation (10) and Remark 4.4.
In contrast to regularity-which merely asserts the existence of a regular assignment sequence for Λ-clusterability takes this requirement one step further by requiring that a regular assignment sequence can in fact be determined from the ρ-projections T L (m(Λ)) alone. The terminology "clusterable" is intended to provoke the reader into imagining χ L as a cluster function that "clusters" the L components and L weights of Q * together in such a way that Ω * (α) approximates Λ. The problem of constructing a cluster function χ L is a fascinating one, and will be taken up in Section 5. There, we will show that under a separation condition on the γ k , regular assignment sequences can be recovered by single-linkage clustering, so this assumption is not vacuous. For the remainder of this section, however, we take this assumption on faith in order to complete our journey to identify Λ from Γ alone.
Main result
The final step (4) in our construction is to show that the constructed mixing measure Ω * (α L ) converges to Λ when L → ∞. The rationale for introducing the concept of clusterability in the previous section is that this is precisely the condition that ensures this will happen for every Λ ∈ L. When this is the case, the mixture model M(L) is identifiable:
As illustrated by the cautionary tales from Examples 5 and 9, identification in nonparametric mixtures is a subtle problem, and this theorem thus provides a powerful general condition for identifiability in nonparametric problems. In Section 6 we will construct some explicit examples of mixture models that are clusterable.
The idea behind the proof is to invoke clusterability to obtain a cluster function χ L which-when combined with the machinery previously introduced-yields a complete roadmap that takes us from a mixture distribution m(Λ) to a mixing measure Ω(α L ) over K atoms. The following diagram summarizes this roadmap:
From this roadmap, we can invoke regularity to show that Ω(α L ) will be close to Λ in Wasserstein distance as L gets large. Remark 4.4. Let us pause to unpack the sequence of maps given by (10) . The functions M L and α L are needed for technical reasons to properly identify a mixing measure of interest, and T L is a well-known projection operator. What's novel is the cluster function χ L , which can be interpreted as a cluster function that takes in L "points" and returns an assignment of these L points into K clusters. This cluster assignment is represented by the assignment map χ L (Ω * ) ∈ A L→K .
So far, Theorem 4.1 merely asserts some abstract conditions that guarantee identifiability. These conditions depend crucially on the choice of Q L and having a family L that is clusterable. It remains to discuss (a) How to choose Q L , and (b) When L is clusterable. The latter issue is the main topic of the next section. For (a), it suffices to use Q L = G L in most situations. This will be corroborated by our experiments in Section 8. If it is known that the data is censored or fat-tailed, then other choices may be more appropriate (e.g. families of Gamma or t-distributions), but this is problem-dependent.
Estimation
We now turn our attention to the problem of identifying and learning a mixing measure Λ in practice. This will be broken down into two steps: 1) We first show that under a natural separation condition on the γ k , regular assignment sequences can be recovered at the population-level (Section 5.1), and 2) We extend these results to the case where we have i.i.d. samples from m(Λ) (Section 5.2). Most importantly, the results of this section imply that there exist nontrivial families of clusterable mixtures, and moreover these families can in fact be learned from data. In Section 6 we will provide explicit examples of such families.
Separation and clusterability
Theorem 4.1 is abstract and relies on the existence of a cluster function that can reconstruct regular assignments from just the overfitted mixing measure Ω * . In this section, we make these concepts more concrete by constructing an explicit cluster function via a simple distance-based thresholding rule, which is equivalent to performing single-linkage clustering. Thus, this cluster function can be used in practice without knowing the optimal threshold in advance.
Given Ω ∈ Q L with atoms q , define the Hellinger diameter of Ω by ∆(Ω) := sup{ρ(q, q ) : q, q ∈ conv(supp(Ω))} where conv( · ) denotes the convex hull in P(X). We will be interested in the special case Ω = Ω *
Finally, define the Hellinger distance matrix by
Our goal is to show that if the atoms of Λ are sufficiently well-separated, then the cluster assignment α can be reconstructed by clustering the distance matrix
(hence the choice of terminology clusterable). More precisely, we make the following definition:
It turns out that separation on the order η(α) (cf. (11)) is sufficient to define a cluster function:
Suppose that the ρ-projection Q * = T L Γ exists and is unique for some L ≥ K and α ∈ A L→K . If Λ is 4η(α)-separated, then
Moreover, α can be recovered by single-linkage clustering on D * .
Thus, the assignment α can be recovered by single-linkage clustering of D * without knowing the optimal threshold η(α). Now suppose Λ is a regular mixing measure and let
and note that η(Λ) is independent of the choice of regular assignment sequence {α L }. Moreover, we have
is a measure of the "width" of the approximating mixtures Q * k (α L ), as measured by their Hellinger diameter. The following corollary, which is an immediate consequence of Theorem 4.1 and Proposition 5.1, establishes that control over η(Λ) is sufficient for L to be clusterable:
is a family of regular mixing measures such that for every Λ ∈ L there exists ξ > 0 such that Λ is (4 + ξ)η(Λ)-separated. Then L is clusterable and hence identifiable.
Thus, we have a practical separation condition under which a regular mixture model becomes identifiable:
The nonparametric components γ k must be separated by a gap proportional to the Hellinger diameters of the approximating mixtures Q * k (α L ) (i.e. in the limit). This highlights the issue in Example 5-although the means can be arbitrarily separated, as we increase the separation, the diameter of the components continues to increase as well. Thus, the γ k cannot be chosen in a haphazard way (see also Example 9). The separation condition (16) is quite weak, but no attempt has been made here to optimize this lower bound. For example, a minor tweak to the proof can reduce the constant of 4 to any constant b > 2. Although we expect that a more careful analysis can weaken this condition, our main focus here is to present the main idea behind identifiability and its connection to clusterability and separation, so we save such optimizations for future work. Further, although Proposition 5.1 justifies the use of single-linkage clustering in order to group the components {q * }, one can easily imagine using other clustering schemes. Indeed, since the distance matrix D * is always well-defined, we could have applied other clustering algorithms such as complete-linkage hierarchical clustering, K-means, or spectral clustering to D * to define an assignment sequence {α L }. Any condition on D * that ensures a clustering algorithm will correctly reconstruct a regular assignment sequence then yields an identification condition in the spirit of Proposition 5.1. For example, if the means of the overfitted components q * are always well-separated, then simple algorithms such as K-means could suffice to identify a regular assignment sequence. This highlights the advantage of our abstract viewpoint, in which the specific forms of both the assignment sequence {α L } and the cluster functions χ L are left unspecified.
Estimation of clusterable mixtures
Our results so far provide a framework for learning nonparametric mixture measures in principle, however, our discussion has so far been restricted to population-level properties of such measures. To complete this circle of ideas, it remains to discuss how to estimate Λ from data.
Suppose
where we have written Ω * = Ω * L to emphasize the dependence on L. For example, Ω could be the minimum Hellinger distance estimator (MHDE) from Beran [9] . Since L is a known quantity, the corresponding estimation problems are always well-specified, i.e. both Ω L and Ω * L have the same, known number of components. As usual, for brevity we will omit the dependence of Ω * = Ω * L on L and Ω = Ω L,n on L and n in the sequel. Write
Without loss of generality, assume that the atoms are re-arranged so that sup ρ( q , q * ) → 0. Define
Then ε represents the estimation error, which vanishes as n increases, and δ represents the approximation error, which vanishes as L increases.
Suppose that the ρ-projection Q * = T L Γ exists and is unique for some L ≥ K. Suppose further that L, α ∈ A L→K , and n satisfy
If Λ is 4η(α)-separated, then ρ( q i , q j ) ≤ η if and only if α(i) = α(j), and the assignment function α can be recovered by single-linkage clustering on D = D( Ω).
For each L and n, let α = α L,n ∈ A L→K denote the assignment map induced by Proposition 5.3. With this notation, another way to phrase this result is that for sufficiently large L and n, we have α = α. In other words, single-linkage clustering of D yields the same clusters as the assignment α. Proposition 5.3 is a finite sample result that holds for all sufficiently large L and n. By taking the limit as L, n → ∞, we can show that Λ is asymptotically learnable.
Theorem 5.4. Suppose Λ is a regular mixing measure such that Λ is (4 + ξ)η(Λ)-separated for some ξ > 0. Then
Moreover, for fixed L and α satisfying the conditions of Proposition 5.3, we also have
Thus, we have a Wasserstein consistent estimate of Λ and Hellinger consistent estimates of the component measures γ k . In applications, it will often be useful to strengthen the latter to uniform convergence of the densities (assuming they exist). When the families Q L are equicontinuous, this is guaranteed by Theorem 1 of Sweeting [64] . We store this corollary away here for future use:
Corollary 5.5. Let g k be the density of Q k ( α L,n ) and f k be the density of γ k . If the families Q L are equicontinuous for all L, then g k → f k pointwise and uniformly over compact subsets of X as L, n → ∞.
In fact, even weaker assumptions than equicontinuity are possible; see for example Cuevas and GonzalezManteiga [22] .
Remark 5.1. It is interesting to inquire how to choose L = L n as a function of the sample size n in Theorem 5.4. As the proof of Theorem 5.4 shows, this is entirely governed by the rate of convergence of W r ( Ω, Ω * ). To the best of our knowledge, such rates have not been established in the literature (e.g. for the MHDE of a misspecified mixture model), and this is an interesting direction for future work.
Examples
Corollary 5.2 identifies two key assumptions necessary to identify a mixture model via Theorem 4.1: Regularity and separation. As Example 9 indicates, these conditions are nontrivial and can fail to hold in practice. Fortunately, it is easy to construct a rich collection of nonparametric mixture models that are both regular and well-separated, which we present here.
Given a Borel set Q ⊂ P 2 (X) and any integer K define
where we recall that Q 0 is the subset of finite mixing measures in Q (Section 3.1). Then F(Q; K) ⊂ P 2 K (X) is the collection of mixing measures whose atoms themselves consist of finite mixture distributions from M 0 (Q). Note that F(Q; K) is not the same as P K (Q 0 ) since (22) also requires that no two Λ k have overlapping supports (i.e. share a common atom). This assumption precludes the pathology from Example 9 and allows the atoms γ k themselves to have overlapping supports. Finally, since M 0 (Q) is a nonparametric family of distributions (since there is no bound on the total number of atoms), F(Q; K) is a genuine nonparametric mixture model. Lemma 6.1. For any Q ⊂ P 2 (X) satisfying Condition (A) and any integer K ≥ 1, the family
Example 10 (Mixtures of Gaussian mixtures). By choosing Q = G in (22), we obtain the family F(G; K) of mixtures of Gaussian mixtures, i.e. a mixture model whose atoms are themselves Gaussian mixtures. Two such examples are depicted in Figure 4 . In particular, the atoms γ k can approximate any distribution on X. It follows that any Γ ∈ P(X) can be approximated by a mixture distribution from M(F(G; K)) for some K.
Example 11 (Mixtures of exponential family mixtures). Since finite mixtures of exponential family distributions are identifiable [8] , the previous example can be extended to mixtures of exponential family mixtures. For example, by taking Q to be the family of Gamma mixing measures (Example 7), F(G; K) represents the family of finite mixtures of Gamma mixtures, which can be used to model heavy-tailed and censored data.
Lemma 6.1 indicates that such mixtures are always regular, however, to be identifiable Theorem 4.1 requires that they also be clusterable. As noted by the previous examples, the family F(G; K) can be quite large, so it should not come as a surprise that such mixtures are not in general identifiable. Thus, combining Lemma 6.1 with Corollary 5.2, we have the following identifiability result for subfamilies L ⊂ F(Q; K):
Thus, for example, any family of sufficiently well-separated mixtures of Gaussian mixtures is identifiable, and in fact learnable by Theorem 5.4.
Remark 6.1. Since Hellinger separation is a weaker criterion than mean separation, Theorem 6.2 does not require that the mixture distributions in M(L) have components with well-separated means. In fact, each γ k could have identical means (but different variances) and still be well-separated. This is illustrated with a real example in Figure 4b . This suggests that identifiability in mixture models is more general than what is needed in typical clustering applications, where a model such as Figure 4b would usually not be considered to have two distinct clusters. The subtlety here lies in interpreting clustering in P(X) (i.e. of the q * ) vs. clustering in X (i.e. of samples Z (i) ∼ Γ), the latter of which is the interpretation used in data clustering.
Bayes optimal clustering
As an application of the theory developed in Sections 4 and 5, we extend model-based clustering [11, 27] to the nonparametric setting. Given samples from Λ, we seek to partition these samples into K clusters. More generally, Λ defines a partition of the input space X, which can be formalized as a function c :
where K is the number of partitions or "clusters". First, let us recall the classical Gaussian mixture model
is a collection of Gaussian density functions, then for any choice of λ k ≥ 0 such that k λ k = 1 the combination
is a GMM. The model (23) is of course equivalent to the integral (3) (see also Example 1), and the Gaussian densities f k (z; a k , v k ) can obviously be replaced with any family of parametric densities f k (z; φ k ). Intuitively, the density F has K distinct clusters given by the K Gaussian densities f k , defining what we call the Bayes optimal partition over X into regions where each of the Gaussian components is most likely. It should be obvious that as long as a mixture model M(L) is identifiable, the Bayes optimal partition will be well-defined and has a unique interpretation in terms of distinct clusters of the input space X. Thus, the theory developed in the previous sections can be used to extend these ideas to the nonparametric setting. Since the clustering literature is full of examples of datasets that are not well-approximated by parametric mixtures [e.g. 50, 71] , there is significant interest in such an extension. In the remainder of this section, we will apply our abstract framework to this problem. First, we discuss identifiability issues with the concept of a Bayes optimal partition (Section 7.1). Then, we provide conditions under which a Bayes optimal partition can be learned from data (Section 7.2). 
Bayes optimal partitions
Throughout the rest of this section, we assume that X is compact and all probability measures are absolutely continuous with respect to some base measure ζ, and hence have density functions. Assume Γ is fixed and write F = F Γ for the density of Γ and f k for the density of γ k . Thus whenever Γ ∈ M 0 (X) is a finite mixture we can also write
For any Λ ∈ P 2 K (X), define the usual Bayes classifier [e.g. 24]: c Λ (x) := arg max
Note that c Λ is only well-defined up to a permutation of the labels (i.e. any labeling of supp(Λ) defines an equivalent classifier). Furthermore, c Λ (x) not properly defined when λ i f i (x) = λ j f j (x) for i = j. To account for this, define an exceptional set
In principle, E 0 should be small-in fact it will typically have measure zero-hence we will be content to partition X 0 = X − E 0 . Recall that a partition of a space X is a family of subsets
We denote the space of all partitions of X by Π(X). The following definition is standard from the literature [e.g. 18, 27]:
Definition 7.1 (Bayes optimal partition). Define an equivalence relation on X 0 by declaring
This relation induces a partition on X 0 which we denote by π Λ or π(Λ). This partition is known as the Bayes optimal partition.
Remark 7.1. Although the function c Λ is only unique up to a permutation, the partition defined by (27) is always well-defined and independent of the permutation used to label the γ k .
Given samples from the mixture distribution Γ = m(Λ), we wish to learn the Bayes optimal partition π Λ . Unfortunately, there is-yet again-an identifiability issue: If there is more than one mixture measure Λ that represents Γ, the Bayes optimal partition is not well-defined.
Example 12 (Non-identifiability of Bayes optimal partition). In Example 5 and Figure 2 , we have four valid representations of Γ as a mixture of sub-Gaussians. In all four cases, each representation leads to a different Bayes optimal partition, even though they each represent the same mixture distribution.
Clearly, if Λ is identifiable, then the Bayes optimal partition is automatically well-defined. Thus the theory from Section 4 immediately implies the following:
is a clusterable mixture model, then there is a well-defined Bayes optimal partition π Γ for any Γ ∈ M(L).
In particular, whenever M(L) is clusterable it makes sense to write c Γ and π Γ instead of c Λ and π Λ , respectively. This provides a useful framework for discussing and analyzing partition-based clustering in nonparametric settings. As discussed previously, a K-clustering of X is equivalent to a function that assigns each x ∈ X an integer from 1 to K, where K is the number of clusters. Clearly, up to the exceptional set E 0 , (25) is one such function. Thus, the Bayes optimal partition π Γ can be interpreted as a valid K-clustering.
Learning partitions from data
Write Γ = m(Λ) and assume that Λ is identifiable from Γ. Suppose we are given i.i.d. samples
∼ Γ and that we seek the Bayes optimal partition π Γ = π Λ . Our strategy will be the following:
1. Use a consistent estimator Ω to learn Ω * for some L K;
2. Theorem 5.4 guarantees that we can learn a cluster assignment α L,n such that Ω( α L,n ) consistently estimates Λ;
The hope, of course, is that π( Ω( α L,n )) → π Γ . There are, however, complications: What do we mean by convergence of partitions? Does π( Ω( α L,n )) even converge? Instead of working directly with the partitions π( Ω( α L,n )), we will work with the Bayes classifier (25) . Write g and G for the densities of q and Q, respectively, and
Then G k is the density of Q k ( α L,n ), where here and above we have suppressed the dependence on α L,n . Now define the estimated classifier (cf. (25))
By considering classification functions as opposed to the partitions themselves, we may consider ordinary convergence of the function c L,n to c Γ , which gives us a convenient notion of consistency for this problem. Furthermore, we can compare partitions by comparing the Bayes optimal equivalence classes A k := c −1 (k) = {x ∈ X : c(x) = k} to the estimated equivalence classes A L,n,k := c −1
is the usual symmetric difference of two sets. Specifically, we'd like to show that the difference A k A L,n,k is small. To this end, define a fattening of E 0 by
Then of course E 0 = E 0 (0). When the boundaries between classes are sharp, this set will be small, however, if two classes have substantial overlap, then E 0 (t) can be large even if t is small. In the latter case, the equivalence classes A k (and hence the clusters) are less meaningful. The purpose of E 0 (t) is to account for sampling error in the estimated partition.
The uniform convergence assumption in Theorem 7.2 may seem strong, however, recall Corollary 5.5, which guarantees uniform convergence whenever Q L is equicontinuous. For example, recalling Examples 1 and 3, it is straightforward to show the following:
is a compact subset of G and υ is any measure on X. If Λ is a Q Lclusterable measure, then there exists a sequence t L,n → 0 such that c L,n (x) = c Λ (x) for all x ∈ X − E 0 (t L,n ) and
A concrete example of a compact subset of G was given in Example 3. We can interpret Theorem 7.2 as follows: As long as we take L and n large enough and the boundaries between each pair of classes is sharp (in the sense that υ(E 0 (t L,n )) is small), the difference between the true Bayes optimal partition and the estimated partition becomes negligible. In fact, it follows trivially from Theorem 7.2 that c L,n → c Λ uniformly on X − E 0 (t) for any fixed t > 0. Thus, Theorem 7.2 gives rigourous justification to the approximation heuristic outlined above, and establishes precise conditions under which nonparametric clusterings can be learned from data. Remark 7.2. The sequence t L,n is essentially the rate of convergence of G k → γ k . It is an interesting question to quantify this convergence rate more precisely, which we have left to future work.
Experiments
The theory developed so far suggests an intuitive meta-algorithm for nonparametric clustering. This algorithm can be implemented in just a few lines of code, making it a convenient alternative to more complicated algorithms in the literature. The purpose of this section is merely to illustrate how our theory can be translated into a simple and effective meta-algorithm for nonparametric clustering, which should be understood as a complement to and not a replacement for existing methods that work well in practice.
As in Section 7, we assume we have i.i.d. samples
. Given these samples, we propose the following meta-algorithm:
2. Define an estimated assignment function α by using single-linkage clustering to group the components of Q together;
3. Use this clustering to define K mixture components Q k ( α);
4. Define a partition on X by using Bayes' rule, e.g. (28) (29) .
Note that Figure 4 already illustrates two examples where this procedure succeeds in the limit as n → ∞. To further assess the effectiveness of this meta-algorithm in practice, we evaluated its performance on simulated data. In our implementation we used the EM algorithm with regularization and weight clipping to learn the GMM Q in step 1, although clearly any algorithm for learning a GMM can be used in this step. We call the resulting algorithm NPMIX (for N onP arametric MIX ture modeling). To illustrate the basic idea, we first implemented four simple one-dimensional models:
(i) GaussGamma (K = 4): A mixture of two Gaussian distributions, one gamma distribution, and a Gaussian mixture.
(ii) Gumbel (K = 3): A GMM with three components that has been contaminated with non-Gaussian, Gumbel noise.
(iii) Poly (K = 2): A mixture of two polynomials with non-overlapping supports.
(iv) Sobolev (K = 3): A mixture of three random nonparametric densities, generated from random expansions of an orthogonal basis for the Sobolev space
The results are shown in Figure 5 . These examples illustrate the basic idea behind the algorithm: Given samples, overfitted mixture components (depicted by dotted lines in Figure 5 ) are used to approximate the global nonparametric mixture distribution (solid black line). Each of these components is then clustered, with the resulting partition of X = R depicted alongside the true Bayes optimal partition. In each case, by choosing to cut the cluster tree to produce K components, the induced partitions provided appear to provide sensible and meaningful approximations to the true partitions.
To further validate the proposed algorithm, we implemented the following two-dimensional mixture models and compared the cluster accuracy to existing clustering algorithms on simulated data: (v) Moons (K = 2): A version of the classical moons dataset in two-dimensions. This model exhibits a classical failure case of spectral clustering, which is known to have difficulties when clusters are unbalanced (i.e. λ 1 = λ 2 ). For this reason, we ran experiments with both balanced and unbalanced clusters.
(vi) Target (K = 6): A GMM derived from the target dataset ( Figure 8 ). The GMM has 143 components that are clustered into 6 groups based on the original Target dataset from [71] .
Visualizations of the results for our method are shown in Figures 6, 7 , and 8. One of the advantages of our method is the construction of an explicit partition of the entire input space (in this case, X = R 2 ), which is depicted in all three figures. Mixture models are known to occasionally lead to unintuitive cluster assignments in the tails, which we observed with the unbalanced Moons model. This is likely an artifact of the sensitivity of the EM algorithm, and can likely be corrected by using a more robust mixture model estimator in the first step.
We compared NPMIX against four well-known benchmark algorithms: (i) K-means, (ii) Spectral clustering, (iii) Single-linkage hierarchical clustering, and (iv) A Gaussian mixture model (GMM) with K components. We only considered methods that classify every sample in a dataset (this precludes, e.g. density-based clustering). Moreover, of these four algorithms, only K-means and GMM provide a partition of the entire input space X, which allows for new samples to be classified without re-running the algorithm. All of the methods (including NPMIX) require the specification of the number of clusters K, which was set to the correct number according to the model. In each experiment, we sampled random data from each model and then used each clustering algorithm to classify each sample. To assess cluster accuracy, we computed the adjusted (ii) Gumbel. (iii) Poly. RAND index (ARI) for the clustering returned by each method. ARI is a standard permutation-invariant measure of cluster accuracy in the literature. The results are shown in Table 1 . On the unbalanced Moons data, NPMIX clearly outperformed each of the four existing methods. On balanced data, K-means, spectral clustering, and GMM improved significantly, with spectral clustering performing quite well on average. All four algorithms were still outperformed by NPMIX. On Target, the results were more interesting: Both single-linkage and spectral clustering perform very well on this dataset. NPMIX shows more variance in its performance, as indicated by the high median (0.998) and lower mean (0.696). On 57/100 runs, the ARI for NPMIX was > 0.99, and on the rest the ARI was < 0.6. This is likely caused by sensitivity to outliers in the Target model, and we expect that this can be corrected by using a more robust algorithm (e.g. instead of the vanilla EM algorithm). As our motivations are mainly theoretical, we leave more detailed fine-tuning of this algorithm and thorough side-by-side comparisons to future work. For example, by using the learned mixture density to remove "background samples" (e.g. as in density-based clustering), this algorithm can be trivially improved.
Discussion
We have established a new set of identifiability results for nonparametric mixtures that rely on the notion of clusterability. In particular, our results allow for an arbitrary number of components and for each component to take on essentially any shape. The key assumption is separation between the components, which allows simple clustering algorithms such as hierarchical clustering to recover individual mixture components from an overfitted mixture density estimator. Furthermore, we established conditions under which identified mixtures and their partitions can be consistently estimated from data. We also discussed applications to data clustering, including a nonparametric notion of the Bayes optimal partition and an intuitive meta- The assumption that the number of components K is known is of course restrictive in practice, however, this assumption can be substantially relaxed as follows: If K is unknown, simply test whether or not there exists a K such that the separation criterion (16) holds. If such a K exists and is unique, then the resulting K-mixture is identifiable. In practice, however, there may be more than one value of K for which (16) holds. Furthermore, if Λ is identifiable for some K, it may not be the case that Λ is identifiable for K < K owing to the separation criterion (15) (cf. (11)). Of course, such an exhaustive search may not be practical, in which case it would be interesting to study efficient algorithms for finding such a K.
It would also be interesting to study convergence rates for the proposed estimators. In particular, there are two important quantities of interest in deriving these rates: The sample size n and the number of overfitted components L. Interestingly, it was only recently that the minimax rate of estimation for parametric mixtures was correctly determined [33] , which is n 1/(4(s−s0)+2) in the L 1 -Wasserstein metric, where s 0 is the true number of mixture components and s is the number used in estimation. See also [20, 35, 36, 51] . In the general case, this is also related to problems in agnostic learning [45] . In our nonparametric setting, we expect these rates to depend on both L and n. Furthermore, it is necessary to control the distance between the ρ-projection Q * and Γ, which depends on the choice of L alone. This latter problem will almost certainly require imposing additional regularity conditions on Γ. Understanding these convergence rates is also essential to prescribing the number of components L given the sample size n. In Table 1 : Average and median adjusted RAND index (ARI) for N = 100 simulations of three different nonparametric mixture models.
practice, one should take L < n, however, a more detailed comparison is left to future work. Finally, it would be of significant interest to apply existing clustering theory to find new conditions that guarantee clusterability in the same way that Proposition 5.1 shows that separability is sufficient for singlelinkage clustering. We have already noted that the separation constant 4η(α) can be reduced. Furthermore, in simulations we have observed that complete-linkage is often sufficient when working with the proposed NPMIX algorithm. But under what precise conditions on Γ is complete-linkage sufficient? By applying known results from the clustering literature, it may be possible to extend our results to prove deeper identifiability theorems for nonparametric mixtures.
