Abstract-Attack graphs are a powerful tool for security risk assessment by analysing network vulnerabilities and the paths attackers can use to compromise valuable network resources. The uncertainty about the attacker's behaviour and capabilities make Bayesian networks suitable to model attack graphs to perform static and dynamic analysis. Previous approaches have focused on the formalization of traditional attack graphs into a Bayesian model rather than proposing mechanisms for their analysis. In this paper we propose to use efficient algorithms to make exact inference in Bayesian attack graphs, enabling the static and dynamic network risk assessments. To support the validity of our proposed approach we have performed an extensive experimental evaluation on synthetic Bayesian attack graphs with different topologies, showing the computational advantages in terms of time and memory use of the proposed techniques when compared to existing approaches.
INTRODUCTION
T HE estimated spending in 2015 for state-of-the art protections against cyber-attacks amounts to more than 76 billion [1] . Nevertheless, efforts to protect networks cannot cope with the sophistication of attackers, as shown by the history of data-breaches organizations have suffered over the years, including in recent times. [2] . However, it is not always possible to patch all existing vulnerabilities, since, for example, some systems cannot be interrupted or a lack of manpower prevents from doing so. Therefore, one way to optimize resources and effort required to protect a network is to firstly assess its risks, and then prioritize the most critical threats. This requires estimating the risk exposures, given the threat likelihood and the severity of the impacts [3] , and then use these values to select appropriate countermeasures. The accuracy of this process produces not only a better prioritization of the threats to address, but also an improved return-on-investment. This approach, however, does not consider the dependencies between vulnerabilities, thus limiting the usefulness of the risk analysis.
These shortcomings can be addressed with Attack Graphs (AGs) [4] , [5] , [6] , which represent prior knowledge about vulnerabilities and network connectivity, enabling system administrators to reason about threats and their risks in a formal way. In fact, AGs permit a priori analysis of the possible avenues an attacker can exploit to compromise the system. Hence, they can be used to focus on the mosteffective threats and produce a better selection of countermeasures [7] , which is also known as static analysis.
On the other hand, proactive security hardening is not always the best strategy. As discussed in [8] , reactive security can be competitive with proactive security when the reactive defender does not overreact to the last attack but learns from past experience. In this sense, AGs can also be used to dynamically profile the attacker's paths, to understand which nodes are more likely to be attacked in the next steps. They can also be used to evaluate the security risk for valuable resources in the network and reason about the nodes that may be already compromised when we observe evidence of an ongoing attack. Since organizations are often under attack, this dynamic analysis gives system administrators important insights in understanding where they should spend their efforts in real-time, and what are the most vulnerable targets.
Both static and dynamic analysis of AGs have inherent probabilistic characteristics given the uncertainty about the attackers' ability to successfully exploit vulnerabilities. In this sense, Bayesian Networks (BNs) provide an appropriate framework to model AGs since they depict causal relationships between random variables in a compact way. This approach has already been proposed in the literature on AGs.
[9] present a Bayesian AG (BAG) to model potential attack paths in a network, using Variable Elimination (VE) as an algorithm for inference on the Bayesian model. [10] , [11] present mechanisms to calculate the conditional probability tables, which represent the combined effect of vulnerabilities to compromise a node in BAG models. More recently, [12] present a BN framework to perform risk assessment and propose risk mitigation strategies in the context of AGs.
However, none of the above propose appropriate and efficient algorithms for inference on their models, i.e., to calculate the probabilities that an attacker can compromise the network nodes. Note that computing unconditional probabilities in BNs is an NP-Hard problem. Therefore, the use of efficient inference techniques is important to reduce the time and computational resources required and improve the applicability of BNs for the static and dynamic analysis of AGs. More concretely, in [10] , [11] no mechanism is proposed to calculate the unconditional probabilities of compromising each node. Forward-backward propagation is proposed to perform inference in [12] . However, as shown in [13] , [14] , this technique is only valid when the corresponding graph is a chain, which is not true for AGs in general. Finally, although the VE algorithm proposed in [9] is valid for inference in BAGs, its computational complexity limits its applicability to small graphs, especially in the case of the dynamic analysis where the time to respond to an attack is of essence. It is also worth noting that none of the previous papers reports an experimental evaluation of the time and memory required by the techniques proposed to assess their suitability for static and dynamic analysis of AGs.
The main contributions of this paper are the following:
• We propose a revised BAG model valid for the static and dynamic analysis of AGs. This model aims to overcome some limitations of previous models, such as the undesirable effects of adding a prior on the attacker capabilities, and to serve as a core framework for further model extensions, such as zero-day vulnerabilities, attacker's capabilities, real behaviour of Intrusion Detection Systems (IDSs), or dependences between vulnerabilities, among others.
• Although exact inference in probabilistic graphical models is NP-Hard, we propose to use message passing algorithms such as Belief Propagation (BP) (for inference Attack Trees) and Junction Tree (JT) (for general AGs), to efficiently calculate the unconditional probabilities that the nodes have been compromised considering, if applicable, evidence of an ongoing attack.
• To assess the applicability of the proposed algorithms, and to show limitations of existing approaches, we provide a comprehensive experimental evaluation using synthetic AGs. Our results show that the JT algorithm can be applied to AGs of hundreds of nodes, corresponding to networks of thousands of nodes. As far as we know, this is the first experimental evaluation in the literature of AGs that analyses the time and memory requirements for static and dynamic inference in BAGs.
• Our results also show the importance of clustering when modelling with AGs. We show that the JT algorithm in clustered networks scales linearly in the number of nodes for dynamic inference, which makes it suitable for use in practical settings. Fortunately, clustering occurs in most corporate networks where hosts are grouped e.g., into different subnetworks, for management and networking.
The rest of the paper is organised as follows. In Section 2 we review the concept of AGs. In Section 3 we present a BAG model that considers and improves upon existing models in the literature. In Section 4 we present Variable Elimination, Belief Propagation, and Junction Tree as procedures to perform exact inference on BAGs and Bayesian Attack Trees. Experimental results on static and dynamic inference of AGs are shown in Section 5. In Section 6 we sketch some possible extensions of the BAG model. Finally, in Section 7 we present the main conclusions and further research directions.
ATTACK GRAPHS
AGs are graphical models that depict the knowledge about vulnerabilities, and their interaction, in a network, by show- Fig. 1 . Simple example of a network configuration and the corresponding logical AG taken from [21] , [22] .
ing different paths that an attacker can take to reach a given goal. This is possible by exploiting vulnerabilities in sequence, each successful exploit giving the attacker more security privileges towards the goal. Two main types of AG representations are used in the literature, namely state-based representations and logical AGs.
In state-based representations [4] , [5] , [15] , [16] , [17] each node in the AG depicts the state of the whole network after a simple atomic attack, and contains a table with global variables defining the state of the complete network. This limits the practical application of this kind of AGs to very small networks [18] , [19] , [20] due to the combinatorial explosion in the number of states and variables when increasing the number of nodes. Moreover, state-based AGs can contain duplicate attack paths that differ only in the order of the attack steps. This also contributes to increase the complexity of the graph.
In contrast, logical AGs can be defined as bipartite graphs which depict the dependencies between exploits and security conditions [18] . These representations rely on the concept of monotonicity: The attacker never relinquishes privileges once obtained. Although this is not completely realistic under some specific attacks, it is in most cases a valid assumption. Monotonicity allows to remove duplicated paths and results in a Directed Acyclic Graph (DAG), which grows polynomially with the number of vulnerabilities and the number of connected pairs of hosts [6] . Formally, we can define an AG (in the logical representation) as a directed bipartite graph G = (E ∪ C, R r ∪ R i ), where the vertices E and C are the sets of exploits and security conditions, respectively, and the edges R r ⊆ C × E and R i ⊆ E × C are require and imply relations. Figure 1 shows a simple scenario, taken from [21] , [22] , where the Host 1 offers File Transfer Protocol (FTP), Secure Shell (SSH), and Remote Shell (RSH), whilst Host 2 offers FTP and RSH. The firewall allows FTP, SSH, and RSH traffic from external users (Host 0) to both servers. The goal of the attacker is to gain root privileges on Host 2. In the AG, the conditions are represented as circles where the host involved is inside the parentheses, while vulnerabilities are depicted in rectangles, indicating the source and destination host inside the parentheses, i.e (source, destination). In Figure 1 , it can be appreciated that the attacker can follow three possible paths to achieve his goal. The probabilities that an attacker can successfully exploit the vulnerabilities in the network given in [22] , using the Base Score metric of the CVSS score, are: 0.8 for ftp rhost, 0.1 for ssh bof, 0.9 for rsh, and 0.1 for local bof. Note that these probabilities do not take into account the attacker's capabilities and estimate only their average probability of successful exploitation. Modelling the attacker's capabilities is beyond the scope of this paper.
BAYESIAN ATTACK GRAPHS
As logical representations of the AGs result in DAGs, Bayesian Networks (BNs) are suitable to model the AGs and perform static and dynamic analysis, thus allowing to calculate the probability of an attacker to reach each state (security condition) in the graph.
The use of BNs for AGs was first introduced in [9] for the dynamic analysis of AGs. The authors proposed using the VE algorithm [23] to calculate the probability that an attacker can reach a security state given prior knowledge of the current state reached by the attacker. They also propose to use the Most Probable Explanation (MPE) algorithm (relying on VE) to compute the nodes that the attacker has possibly already compromised. However, VE can be computationally expensive compared to other inference algorithms such as Junction Tree (JT). Furthermore, the authors do not propose an elimination ordering algorithm before applying VE, which has significant impact on the algorithm's performance, as we show in Section 5. Finally, we consider that the use of MPE is not appropriate in the context of AGs and can lead to misleading conclusions about the network state of the, as further discussed in Section 4.
[11] and [10] show how to calculate the conditional probability tables in a Bayesian Attack Graph (BAG) as the combined effect of vulnerabilities in a network. In [21] , a Dynamic BN is proposed to also model temporal factors that affect the impact of the vulnerabilities, however they do not provide any mechanism to make inference in their models. [12] proposes a risk management framework using BNs to assess the chances of network compromise at run-time and mitigation strategies with AGs using the probabilities calculated by the Bayesian model. However, the authors propose to use forward-backward propagation for inference in the model, which is not appropriate for general AGs, as this algorithm can only be applied to chains, not to general graphs [13] , [14] .
A BN is a directed graphical model where the nodes represent random variables and the directed edges represent the dependencies between random variables, forming a DAG. Let X = {X 1 , ..., X n } be a set of random variables (continuous or discrete). The joint probability distribution can be written as:
so that, under the BN representation, for each node X i there is a directed edge from each node in the set of parents nodes pa i of X i pointing to X i . For example, the joint probability distribution of the BAG depicted in Figure 2 can be written as:
Model assumptions
In this paper, we will make the following assumptions to build the BAG from the standard logical representation: 1) There are no dependencies between vulnerabilities: Successful exploitation of one vulnerability by an attacker does not change the probability of successfully exploiting other vulnerabilities.
2) The probability of successful exploitation of a vulnerability is assumed to be constant in time and does not depend on the attacker's skills. Although in [21] a dynamic network is proposed to model the dynamic aspects of vulnerabilities, the potential changes in these probabilities are slow enough (they can change in the scope of days or weeks) to be considered constant. Then, it is better to recompute the model when there are changes, than to increase the complexity of the model to deal with the dynamic aspects of the probability of exploitation of vulnerabilities.
3) The attacker's capabilities are not considered or, at least, all the potential attackers are supposed to have the same skills and attack preferences. 4) We do not consider zeroday vulnerabilities, social engineering attacks, and insider attacks. 5) The Intrusion Detection System (IDS) does not trigger false alarms. Although we assume that some events may be stealthy, i.e. not detected by the IDS. Although the assumptions can seem restrictive, they are common in the literature of AGs. The aim of this paper is to propose efficient probabilistic inference mechanisms for the dynamic analysis of AGs. Nevertheless, the inference algorithms proposed in this paper can be applied to other extended and more flexible BAG models, as discussed in Section 6.
Under these assumptions, the nodes in the BAG represent the different security states that an attacker can reach. We model the behaviour of these states as Bernoulli random variables, so that the probability of a node X i to be compromised is 1 Pr(X i = T ) = p, and, consequently, the probability of a node not to be compromised is Pr(
In Figure 2 we show the BAG generated from the standard AG depicted in Figure 1 along with the probabilities for each node to be compromised by an attacker. In the BAG, the initial node, A ≡ user(0), represents that the attacker has user privileges on his own machine with probability 1.
Conditional Probability Distributions
Under the BN representation, the information available at each node is the conditional probability distribution of a node to be compromised given its parent nodes, i.e., p(X i |pa i ). From a security view point, these conditional probabilities represent the probabilities of an attacker to reach a security state X i given the observations of the set 1. In the following, to simplify the mathematical notation, we will refer to the unconditional probability of a node to be compromised as Pr(X i ). of preconditions pa i that allow the attacker to compromise X i by exploiting the vulnerabilities e i . These vulnerabilities are those that link pa i with X i in the original bipartite AG. We consider that the probabilities of successfully exploiting vulnerabilities are parameters of the model (instead of random variables) which allow to calculate the conditional probability tables that define p(X i |pa i ).
The scores provided by the Common Vulnerability Scoring System (CVSS) [24] can be used to estimate p vj , the probability of an attacker successfully exploiting a vulnerability v j . Although CVSS scores are intended to estimate the impact of a vulnerability rather than its probability of it being successfully exploited, in the absence of other better indicators, CVSS scores or some of their submetrics are often used in the literature e.g., [12] , [21] , [25] as an acceptable estimate. Whilst [12] , [21] , [25] use the entire CVSS score, in our opinion, the exploitability submetric is more appropriate since it tries to measure the difficulty of exploiting a vulnerability. This is also proposed in [12] .
For the AG in Figure 1 we have used the probabilities of exploitation given by [22] , which only consider the Base Score metric of the CVSS score.
To calculate the conditional probability distributions p(X i |pa i ) given the probabilities of successfully exploiting the vulnerabilities that allow an attacker reach a security condition from pa i , we consider two possible cases [12] : A logical AND where all the preconditions should be met in order to compromise node X i . This can be expressed as:
A logical OR where only one of the preconditions in pa i needs to be satisfied to execute an exploit and compromise node X i . This can be calculated using the noisy-OR formulation [26] , so that:
In the Supplementary Material we show through an example how to compute the conditional probability tables for the AND and OR cases for a random variable with three parent nodes.
Effect of the prior probability on the initial state
In this subsection we discuss the effect of the initial node of the BAG, which represents the initial state of the attacker Unconditional probabilities for the previous BAG when evidence that the attacker has compromised node E is observed. The result is the same than in the case of observing the same evidence for the BAG in Figure  2 .
(for example, node A in Figure 2 ). In our opinion, this node does not represent a random variable, since it only represents that the attacker has full rights on his own machine. This is equivalent to consider that Pr(X 0 ) = 1, where X 0 is a Bernoulli random variable that models the initial state of the attacker, although X 0 is not really random, since it can take only the value T . This contrasts with other approaches that consider X 0 as a random variable.
Concretely, in [12] , they propose to use this node to reflect some subjective prior knowledge of the attacker capabilities by letting the administrator set the value of Pr(X 0 ). This has two main shortcomings: Firstly, modelling the attacker's capabilities only describes a subjective average behaviour of different kinds of attackers and secondly, the effect of this prior can lead to misleading conclusions in the dynamic analysis of the AG, especially when reasoning using new evidence about nodes that an attacker may have already compromised.
To illustrate this let us use the example shown in Figure  3 .(a), where we have the same BAG as in Figure 2 , but with the prior belief on the initial state to the attacker set to Pr(A) = 0.7, instead of 1. As expected, the unconditional probabilities of the other nodes decrease with respect to the probabilities calculated in Figure 2 . However, once we observe some evidence of an attack and recompute the unconditional probabilities, as shown in Figure 3 .(b), we observe that an attacker has compromised node E. The result is the same regardless of the value of Pr(A). But analysing the differences between the unconditional probabilities before and after observing the attack, for the case where Pr(A) = 1, all nodes have increased their probabilities except D. This indicates that the attacker has compromised node C and possibly node B. In contrast, if Pr(A) = 0.7 we observe that, given the evidence of attack at node E, the probabilities of all the nodes have increased. This can be misleading, since there is no reason to think that the attacker followed the path from A to D or that the attacker capabilities to compromise D have increased. This effect can hinder reasoning about the possible attack paths that the attacker could follow or the nodes that may have been already compromised.
Finally, to calculate the unconditional probabilities of the BAG more efficiently, we propose to use one initial node (the initial state of the attacker) for each possible initial attack path. This does not affect the value of the unconditional probabilities of the rest of the nodes (with and without evidence of any possible attack), but it allows to break some loops in the graph which reduce the complexity of the inference algorithms described in the following sections. For example, following these guidelines, the BAG in Figure  2 becomes a tree, as shown in Figure 4 , which makes it suitable to use BP to efficiently calculate the unconditional probabilities of all the nodes. It is also interesting to note that splitting the initial state of the attacker in different nodes, even if the prior belief on the attacker capabilities is not set to 1, we can track the possible paths that the attacker followed when we observe evidence, since, under this assumption, all the possible initial attack paths are now considered independently.
EXACT INFERENCE IN BAYESIAN ATTACK GRAPHS
For the analysis of AGs, we are interested in calculating the unconditional probability distributions p(X i ), rather than p(X i |pa i ), to calculate the probability that an attacker can reach a given security condition, and thus, the risk. Using Bayes rule it is possible to calculate p(X i ) from the conditional probability distributions:
where X − X i indicates that we sum over all the set of random variables X except X i . However, the exact calculation of (5) is an NP-Hard problem [26] , [27] . In our case, as each node corresponds to a Bernoulli random variable, the memory required to store the joint probability distribution p(X) grows as 2 n . For example, the joint probability distribution for a BAG with 40 nodes, using 8 bytes to store each entry in the table, requires 2 40+3 /1, 024 3 = 8, 192 Gigabytes of memory. Thus, applying brute force for inference in probabilistic graphical models is not a reasonable approach in terms of computational time and memory, even for small graphs and the use of efficient algorithms is a strong requisite.
In the literature on BAGs this issue has not been covered adequately. In [10] , [21] , [22] static and dynamic BAG models are proposed, describing how to calculate the conditional probability tables, but the authors do not propose any method to compute the unconditional probabilities. [12] proposes to use forward-backward propagation. However, this procedure is only valid for chains [13] , [14] and cannot be applied to general AGs. Finally, the VE algorithm [23] is proposed for inference in [9] . Although this is an efficient technique to calculate the unconditional probabilities, the authors in [9] do not propose any heuristic to find a reasonable elimination ordering for VE. This issue impacts significantly the performance of the algorithm and, moreover, finding the optimal elimination order turns out to also be an NP-Hard problem [28] . [9] also lacks an experimental evaluation to assess the validity and scalability of the algorithm in the context of AGs.
VE is also used in [9] for Maximum A Posteriori estimation to provide the MPE. However, these MAP estimations can lead to misleading conclusions in the context of AGs. For the example in Figure 2 , the result of the MPE queries when there is no evidence of attacks is that all the nodes except G are in the True state (and then G is in the False state). The attacker would have therefore already compromised all the nodes except G, which makes no sense. In this case we can easily show that MPE is useless to assess the security risk in AGs.
In the next section, we first review VE algorithm, explaining how it can be applied for inference on BAGs and then, we describe the BP and JT algorithms, which efficiently calculate the unconditional probabilities on BNs using a message passing approach. This reduces significantly the average computational complexity with respect to VE.
Variable Elimination
VE or Bucket Elimination was first introduced by [29] and revisited in [23] as a heuristic to efficiently compute the unconditional probabilities in BNs and Markov Random Fields (MRFs). In essence, to address the exponential blowup when computing the marginal probabilities it looks for factors in the joint distribution that depend only on a small number of variables, computes them once and then caches the results to avoid generating them exponentially many times [26] .
For example, consider the probability p(G) that an attacker can obtain root privileges on Host 2, in the AG shown in Figure 2 . We can then write p(G) as:
As discussed before, computing the joint distribution scales in time and memory as O(2 n ), with n = 7 in this case. In contrast to this brute force approach, VE proceeds by grouping factors that involve the same variables and marginalizing (summing over) those variables. Then, we can re-write p(G) as:
Evaluating this expression from right to left we can recursively eliminate all the variables in the BN except G.
In this case, we follow the elimination ordering Ω = {A, B, C, D, E, F }. The steps of elimination using the VE algorithm are shown in Table 1 : At each step we create a new factor φ i by multiplying all the factors that involve the variable we want to eliminate, and then, we marginalize the corresponding variable from the factor φ i . Figure 2 to calculate p(G) using the elimination order Ω = {A, B, C, D, E, F }.
Var. Factors
The same principle applies when we observe evidence of compromise on some of the nodes and we want to compute the posterior probabilities of the nodes given the evidence. In this case, as described in [13] , [26] , we first compute the joint probability distribution of the query variable and the evidence, and then, divide by the marginal probability of the observed evidence. For example, if we observe that an attacker has compromised node C in Figure 2 (the attacker has user privileges on Host 1), the posterior probability of G given the evidence is then calculated as:
The computational cost of the algorithm is exponential in the scope of the biggest factor created during elimination, i.e., the factor with the maximum number of variables. In the example shown in Table 1 , the biggest factor is φ 1 , whose scope is A, B, C, D. This requires to compute a table with 2 4 = 16 entries, whereas the computation of the expression in (6) requires a table with 2 7 = 128 entries. So, even in this simple example we can notice significant savings.
The variables' elimination order has a significant impact on the size of the intermediate factors created, and thus, in the computational complexity of the algorithm [26] , [30] . For instance, if in the previous example we apply the alternative elimination ordering Ω ′ = {B, A, C, D, E, F }, the factor created to first eliminate B is φ
The rest of the elimination steps are the same as those in Table 1 . With this elimination ordering the maximum scope of the biggest factor is reduced from 4 to 3.
Although finding the elimination order that minimizes the scope of the biggest factor is also NP-Hard [26] , several greedy heuristics [26] , [30] , [31] , [32] provide reasonably good elimination orders at reduced computational cost. These rely on the concept of an induced graph: The graph obtained when eliminating a variable from the original one. They aim to provide orderings that induce small graphs, which corresponds to eliminating variables so that the scope of the intermediate factors φ i and τ i remains as small as possible. Some criteria that have been commonly used for this task are [26] , [30] : 1) Min-neighbours: At each step of VE elimination we eliminate the node with the fewest number of neighbours in the current graph; 2) Min-fill: At each step we eliminate the node whose removal implies adding the smallest number of edges in the induced graph; 3) Minweight: At each step we remove the node with the minimum product of weights of its neighbours, where the weights are the number of elements in the scope of the conditional probability associated to the node (for example, in the BAG in Figure 2 , the weight for node E would be 3 × 3 = 9, since its neighbours C and F have 3 variables in their scope); 4) weighted-min-fill: At each step we eliminate the node with the smallest sum of weights of the edges that need to be added to the graph due to its elimination, where the weight of an edge is the product of weights of the corresponding nodes associated to that edge.
The use of the VE algorithm for BAGs was previously proposed in [9] . However, the authors use the algorithm from [23] , where no elimination ordering is proposed. In the experiments described in Section 5, we will show the impact of the elimination ordering in terms of the time and memory required to compute the unconditional probabilities.
Finally, as discussed in [13] , the main disadvantage of VE, in addition to the exponential scalability with the scope of the biggest factor, is its inefficiency when we compute multiple queries, e.g. when we want to calculate the unconditional probabilities of all the nodes in the graph. In VE we need to compute the elimination ordering and the factors each time we make a query, whereas other algorithms like BP or JT cache information (messages) that can be re-used to efficiently compute the marginal probabilities in a BN or a MRF as we explain next.
Belief Propagation
Like VE, BP is an algorithm to efficiently compute the unconditional probabilities in BNs and MRFs when the structure of the graph is a tree or a polytree. Although this is not the general structure of AGs, this technique can be applied to Attack Trees (ATs) [33] . BP is also referred as the sum-product algorithm and it is based on probabilistic message passing. This also is the basis of the JT algorithm which can be applied to any kind of BN and that we describe in Section 4.3. The first version of BP for trees was first proposed in [34] and, then, extended in [35] for the case of polytrees, although the complete formulation of BP is only introduced in [36] .
To describe the algorithm we follow a similar approach as in [37] , using factor graph [38] , [39] representations. As explained before BNs (and MRFs) allow to express the joint probability distribution of several random variables as the product of factors over subsets of those variables. Factor graphs make this decomposition more explicit by introducing additional nodes for the factors themselves in addition to the nodes representing the random variables, resulting in a bipartite graph.
For example, the joint probability of the BAG shown in Figure 4 can be expressed as:
where the factors f i (X i ) are:
The corresponding factor graph representation is shown in Figure 5 . It is important to note that for a given BN or MRF there can exist more than one factor graph. BP works by passing real valued functions called messages among neighbouring nodes in the tree or polytree network. Since the factor graph induces a bipartite graph, we can distinguish two different types of messages: From variable to factor and from factor to variable. Messages from
where µ f k ,Xi (X i ) are the messages from the set of factor nodes in the neighbourhood of X i except f j . On the other hand, messages from a factor node f i to a variable node X j in the neighbourhood of f i are calculated as:
where X s is the set of variable nodes in the neighbourhood of f i except X j . When a variable X i is a leaf node, the corresponding messages to the factors in its neighbourhood are equal to one, i.e. µ Xi,fj (X i ) = 1. On the contrary, if a factor f i is a leaf node in the graph, messages to a variable node in its neighbourhood are µ fi,Xj (X j ) = X k ∈Xs f i (X j , X s ).
BP computes all the messages from all node variables to their corresponding factors and vice versa starting from the leafs nodes and propagating the messages across the tree or polytree graph according to the following rule: A node N (variable or factor node) cannot send a message to other node M until N receives all messages from its neighbour nodes except M .
An example of the message passing process of BP for the factor graph in Figure 4 is shown in the Supplementary Material.
Once all messages are computed, the unconditional probability for a node X i , provided that the graph is a BN, can be calculated as:
where F i are the factor nodes in the neighbourhood of X i . In the case of MRFs, the same principle applies, but the product of the messages results in an unnormalized version of p(X i ), though the calculation of the normalizing constant is straightforward. In contrast to VE, where we need to run the whole algorithm for each marginal probability that we compute, BP can efficiently calculate all the marginal probabilities by computing all the messages once and storing them.
So when we observe evidence of compromise in some of the graph's nodes, only the factors that depend on the values that have changed need to be re-computed. For example, if the attacker has compromised node D, i.e he has acquired a trust relation with Host 2 from his machine, when computing messages involving factor f 1 we should take into account only the values of the function for which D = T , so that
which requires only to consider the elements of the conditional probability table for p(D|A 1 ) where D = T . On the other hand, when computing the messages from factors to variable nodes involving observed variables, i.e. variables for which we observe evidence, we do not need to sum over these observed variables to obtain the corresponding message.
The details about the computational complexity of BP will be discussed in Section 4.3, since BP can be considered a especial case of the JT algorithm.
Junction Tree
In this section we describe the JT or clique tree algorithm, a method that takes the advantage of the message passing scheme of BP to compute all the marginals of a BN or a MRF, but applied to general graphs like in the case of VE rather than just trees and polytrees. The aim of JT is to create a tree structure where the nodes represent clusters of the random variables in the graph, and then, apply message passing as in BP, to compute the unconditional probabilities. This method is equally applicable to both BNs and MRFs.
In [36] , besides presenting BP algorithm for polytrees, a simple approach to cluster nodes in general graphs is also described. However, the technique proposed produces very inefficient trees [26] . In contrast, following the lines of BP, the two variants of JT algorithm, namely the ShenoyShafer algorithm [40] , [41] and the Hugin algorithm [42] , [43] produce more efficient trees by clustering nodes. Both techniques rely on the same principles although they differ in the way the messages are computed. In the following, we will use the Shenoy-Shafer method which uses the same message passing scheme that we described for BP. A detailed comparison of Hugin and Shenoy-Shafer can be found in [44] .
The first step of the JT algorithm is to create a cluster graph with a tree structure from the initial BN (or MRF). This can be viewed as an extension of factor graphs that clusters several random variables between two factors where each random variable can appear in more than one cluster node. As a requisite for the JT algorithm, the cluster or clique tree must also satisfy the running intersection property: If a random variable X i appears in two cluster nodes, X i ∈ C j and X i ∈ C k , then, X i also appears in each cluster node in the unique path existing between C j and C k in the clique tree.
As shown in [26] , an execution of VE induces a cluster graph with a tree structure that satisfies the running intersection property. There are also other procedures that rely on creating a chordal graph by moralizing and triangulating the original BN or MRF, so that each clique in the chordal graph is a cluster node in the clique tree. However, for the sake of clarity and since both solutions have a similar computational burden, we prefer to describe the use of VE as a method to obtain the clique tree.
To describe the procedure of generating the clique tree we use the BAG shown in Figure 2 and the corresponding execution of VE following the elimination order Ω = {A, B, C, D, E, F } shown in Table 1 . First of all, we create a initial factor f ′ i for each φ i used in the computation of VE. Then, we draw an edge between f ′ i and f ′ j if the factor generated from τ i is used in the computation of τ j . In our example, we have and edge between the factors f Figure 6.(a) . However, we can reduce the tree by removing redundant factors i.e., those whose scope is a subset of the scope of adjacent factors, removing also the corresponding cluster nodes between the implied factors. This is the case of factors f respectively. Finally, we add to each leaf factor node a cluster node, which becomes a leaf node, with the random variables that are in the scope of that factor but are not in the other cluster nodes associated to it. For example, for f Once we have defined the factors and obtained the reduced JT, as in the case of BP, we associate each f i with different factors from the joint probability distribution. This can be done by simply assigning the set of factors used at each step in VE to the corresponding factor in the clique tree. In the considered example, one possible assignment is thus the following:
To calculate the unconditional probabilities in the JT we use the same message passing scheme as in BP. The only difference with respect to BP is that the scopes of the messages from nodes to factors and from factors to nodes, given in equations (11) and (12), depend on multiple random variables rather than just one. For example, the scope of the message from cluster node A, B to f 1 is A, B, i.e. µ AB,f1 (A, B). The list with all the messages that are needed to calculate the marginal probabilities are shown in the Supplementary Material.
The unconditional joint probability for the variables in cluster node X s , provided that the graph is a BN, is given by:
where F s are the factor nodes in the neighbourhood of the cluster node X s . To calculate the marginal probability for one random variable in the set X s from p(X s ), we just sum over the rest of the variables in X s . For example, the expression to calculate p(C), the probability that an attacker obtains user privileges in Host 1, is given by:
Evidence of compromise can be included in the inference using the JT algorithm in the same way as in BP, as previously described.
Finally, as in the case of VE, the computational complexity of the JT algorithm is exponential in the scope of the biggest factor in the clique tree. Concretely, if all the variables in the graph are discrete and have K possible values each (in the case of the BAG, K = 2), JT scales in time and space as O(|F |K s ), where |F | is the number of factors and s is the size of the scope of the largest factor in the clique tree. JT therefore suffers from the same scalability problems as VE. However, for JT, we only need to run VE to create the clique tree once and then compute and store all the messages, which is significantly more efficient than in the case of VE, where we need to run the algorithm from the start each time we want to compute the marginal probability for a single node.
EXPERIMENTS
In this section we present the experimental results comparing the performance of JT to that of the VE algorithm in the version used in [9] . More broadly the purpose of the experiments is to analyse the performance of VE and JT algorithms for inference in BAGs in terms of both time and the memory requirements to compute the marginal probabilities. This allows us to examine their suitability for static and dynamic analysis of AGs, since the BAG models proposed in the literature [9] , [12] , [22] have not been evaluated experimentally. Through these experiments we also want to highlight the differences between VE and JT when used for inference in BNs and the impact of an elimination ordering heuristic. For VE we establish the elimination ordering at random, since in [9] no elimination ordering algorithm is proposed, whereas for JT, we use the min-weight heuristic [26] to find the elimination ordering needed to build the clique tree. For the implementation of both algorithms we use the Bayes Net toolbox for Matlab 2 . In order to provide a comprehensive evaluation of the algorithms we have used synthetic AGs for the experiments, as many graphs of different sizes and structure are needed to provide meaningful results. Given that generating AGs for real systems is far from trivial, such a broad range of AGs is not available empirically. The typical structures of AGs are not clear from the examples encountered in the literature, and we expect them to vary significantly since they depend on both the network topology and the number of vulnerabilities. Considering these limitations and, in order to give a good insight of the performance of VE and JT we have considered two kind of structures for our synthetic 2. The implementation is available at https://github.com/bayesnet/bnt AGs: Random graphs, where we control the in-degree of the nodes (which is related to the number of vulnerabilities that a node in the network can have), and cluster graphs, where we explore the behaviour of the algorithms with respect to the size of the clusters. For real scenarios we expect to have a range of possible structures between these two kind of graphs depending on the actual network topology. We also include in our discussion an example of AG generated using a realistic use-case representative of the corporate network of an SME.
The values of the probabilities of exploitation of vulnerabilities needed to build the conditional probability tables are drawn at random, as well as the kind of logical conditions to build these tables: AND/OR. It is important to note that this does not have an impact in the time or memory required to calculate the unconditional probabilities with VE and JT, but only in the values of the probabilities of the nodes.
AG example
For the first example, we have built a realistic small use-case scenario, to show the results of our proposed techniques in a understandable way. Later, we will show more tests performed on larger AGs generated synthetically.
In Figure 7 , we have depicted a typical network for an SME. In detail, we have two internal LANs (one for finance/accounting, one for technicians), a Wireless LAN for visitors coming into the premises (but that, if compromised, can be also used to reach the internal network), and finally a DMZ hosting the SME servers (in the example, a public Web Server, a Mail Server, and a Local Database used to store public and private data). For each node, we show in Figure  7 the set of reachable ports, and from which node they are reachable (this includes those ports open/filtered by the firewall as well as those open/closed by local firewalls, switches, routers, etc.). In addition, we have highlighted some vulnerabilities that might be present on the network nodes. For each vulnerability, we have reported the port on which it can be exploited (if remote), the CVE identifier, the type of vulnerability (DoS, elevation of privilege, etc.), and the likelihood of exploiting it. We have based this likelihood on the CVSS Exploitability Subscore (divided by 10). Although, as discussed in Section 3, this is not sufficient, as other aspects need to be taken into account such as the resources/skills of the attackers and the knowledge of the existence of an exploit, among others, this is in line with existing use in the literature. In our particular example, when the CVSS Exploitability Subscore is 1.0 (which means, an exploit already exists and it is ready/easy to use), we have decided to lower the value to 0.95, since a probability of successful exploitation of 1.0 would mean that the attacker has already reach the next security state without necessarily exploiting the vulnerability, which is not true.
In Figure 8 we show the corresponding BAG where the goal of the attacker is assumed to be to compromise the Database Server. It is important to note that we have clustered all the (similar) users in one single node in the BAG, and similarly for the system administrators. From an AG perspective, compromising one or several machines with the same behaviour (in terms of connectivity, services running, and vulnerabilities) can be considered the same in Fig. 7 . Example of a network representative of an SME.
terms of privilege escalation to compromise a given target; although in terms of the potential damage that an attacker can cause to a network, (for example in terms of information leaks) the number of similar compromised machines can be very important. Furthermore, although clustering similar machines in our example is a simplification of the reality (we assume that the behaviour is exactly the same, which is not the real case in most corporate networks) the approximation still depicts in quite a realistic way the kind of AG we can produce for typical corporate networks.
In our example, we do not consider insider attackers, and we assume that an attacker can start an attack to the corporate network from the Internet or trying to access it illegally from the visitors Wireless LAN.
Using the JT algorithm, the time required to create the clique tree and to compute the marginal probabilities for each node in the BAG, shown in Figure 8 , is less than 0.05 seconds on a common desktop computer, which makes JT suitable as a tool for the analysis of this AG.
Although this example intends to be representative of a real scenario in a small corporate network, in some practical situations we can expect more complex and much larger AGs. Then, to assess the suitability of JT for the analysis of AGs, in the rest of the experiments we use synthetic AGs with varying numbers of nodes and topologies, and compare the results with the VE algorithm proposed by [9] .
AGs with pseudo-random structure
For this kind of graphs we build the BAG directly by generating random DAGs where we limit the maximum number of parents for each node. This corresponds to limiting the maximum number of vulnerabilities that can allow an attacker to obtain a certain security condition. In our opinion, this assumption is reasonable since, in real scenarios, we expect to have a reduced number of vulnerabilities that allow an attacker to compromise a node in the network. Then, for each node in the graph X j , we randomly select the number of parents by drawing an random integer n p in the interval [1, m] uniformly, where m is the maximum number of possible parents. After that, we randomly select Fig. 8 . BAG for the network in Figure 7 showing the unconditional probabilities that an attacker can successfully reach a security state for all the nodes in the BAG.
n p parent nodes for X j from the set of nodes in the BAG for which X j is not a parent node (to avoid directed cycles). For m, we have explored the values 2, 3, and 4. For the number of nodes n in the graph we have explored values in the range [10, 220] . However, depending on the algorithm and the value of m we have limited the value of n because of physical memory limitations. For example, VE could only be applied to random networks with m = 4 up to n = 60 nodes. For each value of n and m, we have generated 20 random networks and, for each network, we compute the unconditional probabilities for all the nodes with VE and JT.
In Figure 9 we show the average time required to compute all the unconditional probabilities for VE and JT. In the case of JT, the measured time includes the time required to find the elimination order, build the clique tree, compute all the messages, and calculate the marginal probabilities. It can be appreciated the remarkable difference in performance of both algorithms: JT is much faster than VE in all the cases considered. For example, for n = 130 and m = 2, the average time to compute the unconditional probabilities is less than 1 second for JT, whereas for VE is almost 1000 seconds. As described in Section 4, JT only needs to build the clique tree and compute the message once, while in VE we have to compute everything each time we want to calculate the unconditional probability in one node of the network, which is much less efficient. Besides this, the elimination ordering also plays an important role in the time performance of the algorithms: a good elimination ordering algorithm can reduce the scope of the factors appearing in the clique tree (or the φ i factors in VE), and thus reduce the size of the tables that need to be computed. As we show next, this also has an impact in the memory needed for these inference algorithms.
The average number of nodes in the scope of the biggest factor for both, VE and JT, as a function of the number of nodes is shown in Figure 10 . This corresponds to the number of variables of the biggest φ i and f i for VE and JT respectively. We can appreciate, that, again, JT is more efficient than VE in all the cases. In this case, the difference between results is only due to the elimination ordering algorithm. As mentioned before, we have not used any elimination ordering algorithm for VE, as none was proposed in [9] , whereas for JT we are using the min-weight heuristic. In the case of using the same elimination ordering algorithm, we should expect similar results for VE and JT. Then, we can observe the computational savings in terms of memory (and then, also in time) when using an elimination ordering heuristic. It is important to note also that the tables needed to compute the factors in VE and JT grows exponentially with the number of variables in the scope of the factors. For example, for n = 130 and m = 2 the average number of nodes in the biggest factor for VE is approximately 23, whereas for JT is 14. This means that the average memory required to store these factors (considering that we use 8 bytes to store each entry in the table) is 2 23+3 /1024 2 = 64 Megabytes for VE without an elimination ordering heuristic and only 2 14+3 /1024 2 = 0.125 Megabytes for JT using the min-weight heuristic.
As described in Section 4, when evidence of compromise is observed in some of the graph nodes, the JT algorithm does not need to build the clique tree again but only to recompute the messages taking into account the evidence. In this sense, static analysis with the JT algorithm consists in building the clique tree, computing all the messages and calculating the unconditional probabilities in the absence of any evidence of compromise. In contrast, dynamic analysis consists only in recomputing all the messages and recalculating the marginal probabilities (conditioned on the evidence). This scenario is frequent in AG analysis by correlating with compromise evidence from IDS and Security Information and Event Management (SIEM) at run-time. Figure 11 shows the difference in time between the static and the dynamic analysis using the JT for graphs with m = 4 and nodes n varying from 10 to 90. For the dynamic analysis we randomly select one node where we consider evidence has been observed. It is interesting to note that, although the time to recompute the probabilities is lower, the difference is not very significant. This means that, for these kind of pseudo-random graphs, the bottleneck of the JT algorithm is the computation of the messages rather than the elimination ordering algorithm applied to build the tree, since the number of variables for each factor is high (at least for some factors), as we can observe in Figure 10 . This is due to the fact that the generated graphs are highly connected. This kind of analysis does not apply in the case of VE as the steps to compute the marginal probabilities are the same under the static and the dynamic analysis.
AGs with cluster structure
To generate synthetic graphs with a cluster structure, we have considered networks with clusters of the same size, n c . Then, for each cluster, we have generated pesudo-random subgraphs using the same procedure as before, limiting the maximum number of parents for a given node to m. Finally, we have included dependencies between clusters by adding one edge from one node in each cluster to one node in other clusters provided that the added edge preserves the DAG structure required for BNs. For the first experiment with cluster based graphs we have set n c = 10 and varied the number of nodes in the network from 100 to 1000. Then, we have measured the time required to compute the unconditional probabilities using VE (with random elimination ordering) and JT (using min-weight to build the clique tree) for both the static and the dynamic analysis, considering that we observe evidence at one node. The results in Figure 12 show again a significant difference in performance between JT and VE, as in the case of pseudorandom graphs. This difference is mainly due to the fact that in VE we need to recompute everything each time we calculate the marginal probability for a node rather than the lack of an elimination ordering heuristic for VE.
We can observe in Figure 12 that the time to calculate the marginal probabilities required by VE for the static and the dynamic analysis is almost the same. This is not surprising since, as mentioned before, VE basically performs the same operations for both analyses. In contrast, we can appreciate a noticeable difference for JT between the measured time for the static and the dynamic analysis. In this case, the proportion of time required to build the clique tree is significantly higher than the proportion of time needed to compute all the messages and calculate the probabilities. Note that this is just the opposite behaviour from what we have observed for pseudo-random networks. This behaviour can be explained by the clustered structure of the graph, which renders smaller factors in the clique tree.
In this experiment we have omitted the results showing the memory used by the algorithms, as the cluster size, rather than the number of nodes, is the variable that mainly determines the size of the maximum number of variables for each factor in VE and JT. Thus the maximum number of variables for the biggest factor remains broadly constant with the number of nodes in the graph. However, as in the case of pseudo-random graphs, the use of min-weight heuristic to find an elimination ordering reduces significantly the memory required by JT compared to VE.
Finally, in Figure 13 we show the performance of JT for the static and the dynamic analysis in cluster graphs whilst varying the size of the clusters (from 10 to 50) and the size of the graph (from 100 to 1000), setting m = 4. As in Figure 12 , the difference in time between the two analyses is significant. Moreover we can appreciate a different behaviour: Whilst the time required for static analysis still scales exponentially with the number of nodes, that required for dynamic analysis broadly scales linearly with the number of nodes. The exponential behaviour of the static analysis is due to the elimination ordering algorithm used to build the clique tree. However, the clustered structure of the graph combined with the weak dependencies between clusters, result in factors of a similar size regardless of the size of the network. This allows the computation of the messages and of the probabilities to scale nearly linearly.
It is further interesting to highlight the reduced time (less than 1 second) required by JT to recompute the unconditional probabilities in the dynamic analysis when we observe evidence of compromise. This makes JT an appealing choice to perform dynamic analysis on real AGs, so that risk mitigation strategies can be applied. This contrasts with the very high cost of recomputing the same probabilities for VE, which renders it unusable for practical purposes. However, the exponential memory and time scalability of JT (and so, VE) for the static analysis, still limits the application of the algorithm to medium size graphs and is dependent of the topology of the AG.
The nearly linear scalability for the dynamic analysis of clustered BAGs with the JT algorithm reflects the importance of the granularity at which modelling with AGs is applied, and in particular considering the sub-network struc-ture of corporate networks. For example, the AG model in [45] only considers vulnerabilities that let an attacker move from one subnetwork to another. From the AG perspective this means that compromises within a subnetwork are considered equivalent for the risk assessment of the whole network. In this sense, intermediate levels of granularity can be adopted to achieve better accuracy when modelling the AG. In any case, taking into account the cluster structure of networks in AG modelling is a key aspect to be considered to perform a tractable dynamic risk assessment of networks with BAGs using the JT algorithm.
EXTENSIONS OF THE BAYESIAN ATTACK GRAPH MODEL
The BAG model presented in Section 3 can be extended to take into account further aspects and represent more realistic scenarios.
The effect of zero-days vulnerabilities can be taken into account by adding one extra node (with no parents) connected to each of the security condition nodes in the graph. The difficulty lies in estimating a reasonable score to rate their probability of successful exploitation when building the conditional probability tables. Although in [12] they let the administrator of the network quantify the effect of the zero-days vulnerabilities, this is not a trivial task. The same reasoning applies when considering insider or social engineering attacks.
To model the uncertainty about the evidence that a node may be compromised, as derived from IDS and SIEM information, we should include correction terms in equations (3) and (4) . One possible solution is to add one extra parent node for each existing node in the BAG, setting the prior probabilities of these added nodes to 1 (as in the case of the attacker's initial state node). Then, we can use the error probability of the IDS as a parameter to build the conditional probability tables of the corresponding nodes. The modification of (3) to compute the probability table in the AND case including this uncertainty results in:
In the OR case, the modification of expression (4) is given by:
where p e is the error probability of the IDS.
In [10] a dynamic BN is proposed to consider variations of the temporal metrics in the CVSS scores. Although the theoretical model in [10] is correct, as the temporal metrics do not change rapidly over time, the extra level of complexity induced by the dynamic BN, which requires adding extra nodes to the network, limits the application of the model in real scenarios. It would perhaps be more reasonable, in terms of computational complexity, to update the conditional probability distributions in the model we propose when there are changes in the CVSS scores. To support this claim, the experimental results in Section 5 show the computational cost implications of augmenting the complexity of the BAG.
CONCLUSIONS
We have proposed in this paper a BN model for AGs and efficient exact inference techniques for their static and dynamic analysis. These techniques allow to assess the security risk of the nodes in a network against cyber-attacks by calculating the probabilities that an attacker can compromise each node given the nodes that have been already compromised (if any). These calculations can help system administrators to choose the most appropriate countermeasures during an ongoing attack.
We have reviewed and proposed solutions to the shortcomings of existing BAG models in the literature, such as the implications of adding prior probabilities in the attacker's capabilities. In this sense, although some of the assumptions in our model are still restrictive, we have proposed and sketched some direct extensions of the Bayesian model that we will consider in our future work.
We have also shown the limitations of previous state-ofthe-art techniques to perform static and dynamic analysis of BAG, and the importance of using efficient algorithms to calculate the marginal probabilities on the nodes. To support this, we have presented an extensive experimental evaluation with synthetic AGs to measure the time and memory required to calculate these marginal probabilities. This stands in contrast with related work in the literature where such analysis is missing. Our experimental results show the usefulness of the JT algorithm to perform static and dynamic analysis of AGs for graphs with hundreds of nodes, which in most cases would correspond to corporate networks of thousand of nodes (depending on the number of existing vulnerabilities). We have shown the important improvements of the JT algorithm in terms of time and memory with respect to the VE algorithm proposed in [9] to calculate the marginal probabilities in BAGs. The results indicate that VE is not suitable for the dynamic analysis of AGs, since the time required to recompute the marginal probabilities in the graph is too high, limiting the reaction time of system administrator to respond to an ongoing attack.
Finally, we have also shown the importance of modelling AGs with a higher level of granularity, taking into account the subnetworks structure of typical corporate networks. The network clustering enables the dynamic analysis to become tractable and scales linearly in the number of nodes. This is important, particularly as evidence of compromise from IDS and SIEM information may arrive at a fast pace.
Further research directions include to explore more scalable inference techniques that allow to perform dynamic analysis of AGs in larger networks, to extend the BAG model to make it less restrictive, and to investigate more accurate mechanisms to estimate the probability of exploitation of vulnerabilities rather than using CVSS scores. Furthermore, beyond the static and dynamic analysis, we can extend our BAG model to other purposes, such as to prioritise forensic investigations, given the usefulness of AGs for this task [46] .
