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ABSTRACT
Recommendations Regarding Q-Matrix Design and Missing Data Treatment
in the Main Effect Log-Linear Cognitive Diagnosis Model
Rui Ma
Educational Inquiry, Measurement, and Evaluation, BYU
Doctor of Philosophy
Diagnostic classification models used in conjunction with diagnostic assessments are to
classify individual respondents into masters and nonmasters at the level of attributes. Previous
researchers (Madison & Bradshaw, 2015) recommended items on the assessment should measure
all patterns of attribute combinations to ensure classification accuracy, but in practice, certain
attributes may not be measured by themselves. Moreover, the model estimation requires large
sample size, but in reality, there could be unanswered items in the data. Therefore, the current
study sought to provide suggestions on selecting between two alternative Q-matrix designs when
an attribute cannot be measured in isolation and when using maximum likelihood estimation in
the presence of missing responses. The factorial ANOVA results of this simulation study indicate
that adding items measuring some attributes instead of all attributes is more optimal and that
other missing data treatments should be sought if the percent of missing responses is greater than
5%.

Keywords: diagnostic classification model, log-linear cognitive diagnostic model, Q-matrix,
missing data, classification accuracy, attribute reliability
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CHAPTER 1
Introduction
Diagnostic classification models (DCMs) are statistical models used to classify
respondents into one of two categories (mastery vs. nonmastery) for each unique attribute. In
educational settings, their potential use is to give feedback to individual examinees on their
strengths and weaknesses at the level of measured subskills or attributes.
Applications of DCMs have been concentrated in using assessments that were developed
for purposes other than diagnosis, such as the Test of English as a Foreign Language (TOEFL;
von Davier, 2005) and the Michigan English Language Assessment Battery (MELAB; Li &
Suen, 2013). This procedure is a reversed process insomuch that the Q-matrix, which specifies
which attributes should be measured by which items, is constructed after the questions have been
developed for another purpose. Nevertheless, this is a common practice as (a) the underlying
cognitive process or strategies for specific tasks may not be clearly supported by theory; (b)
development of assessments for diagnostics is a demanding process, as described in Bradshaw
(2017); and (c) the large sample size requirement (Kunina-Habenicht, Rupp, & Wilhelm, 2012)
for model estimation is hard to obtain, while using already developed standardized tests provides
a convenient large sample size.
As the first issue relates to specific disciplines and should be discussed case by case, this
study intends to make informed recommendations for the last two of the three issues mentioned
above: assessment development and model estimation regards to sample size.
Although research findings from standard testing offer insight, in order to fully realize the
power of DCMs, diagnostic assessments have to be used. A diagnostic assessment usually takes
place at the beginning of a course or instructional treatment. The assessment results are then used
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to inform the respondents about their strengths and weaknesses and where they need to focus
their study efforts. To optimize the classification accuracy, researchers have made
recommendations on the Q-matrix design (Madison & Bradshaw, 2015). However, these
recommendations may be impossible to follow in practice, especially with attributes that cannot
be measured in isolation. For example, in solving linear algebra, removing parentheses is almost
always followed by combining like terms.
The other issue in practice is the presence of unanswered items, also referred to as
missing responses. The patterns of these missing responses can be missing completely at random
(MCAR), missing at random (MAR), missing not at random (MNAR), or any combinations of
them. It is expected that respondents are not all masters of all measured attributes. Given the
nature of diagnostic assessments, these tests are also supposed to be low-stakes. As a result, as
students skip questions which they consider to be too hard and not worth the effort, responses
that are missing may occur. In order to meet the requirement of large sample size, researchers
always need to make decisions regarding these missing responses rather than deleting the entire
case containing missing responses. In fact, one of the obstacles of DCM application is
classification accuracy in the presence of missing responses (Rupp & Templin, 2008). A handful
of published DCM studies have reported how missing responses were handled (Ayers, Nugent,
& Dean, 2009; Gu, 2012; Hansen, 2013; Harrison, Bradshaw, Naqvi, Paff, & Campbell, 2017;
Lee, Park, & Taylan, 2011; Sheehan, Tatsuoka, & Lewis, 1993; Skaggs, Wilkins, & Hein, 2016;
Templin & Hoffman, 2013; Xin & Zhang, 2015). Among them is the demonstration of using
Mplus to estimate the log-linear cognitive diagnostic model (LCDM) by Templin and Hoffman
(2013), and the authors suggested letting missing responses be handled automatically by the
maximum likelihood estimation. While their demonstration serves as a guide for practitioners,
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how well maximum likelihood estimation handles missing responses in terms of classification
accuracy and attribute reliability and when practitioners should seek out advanced missing data
treatments described in the above studies remain unclear.
Statement of the Purpose
To help future researchers and practitioners make informed decisions about designing Qmatrices with attributes that cannot be measured in isolation, and what to do about missing
responses, the current simulation study investigates how well the full information maximum
likelihood (FIML) estimation procedure in Mplus estimates the main effect LCDM in the
presence of missing responses across several Q-matrix designs and with varying sample sizes in
terms of classification accuracy and attribute reliability.
Research Questions
The research questions were as follows:
1. Under the condition of a balanced Q-matrix design, what is the effect of different
percentages of missing responses (5%, 10%, 15%, 20%, and 30%) on attribute classification
accuracy, profile classification accuracy, and attribute reliability across sample sizes (500; 1,000;
and 2,000) in all missing data mechanism conditions (MCAR, MAR, and MNAR), compared
with complete data?
2. When an attribute cannot be measured in isolation (unbalanced Q-matrix), what is the
effect of different percentages of missing responses (5%, 10%, 15%, 20%, and 30%) on attribute
classification accuracy, profile classification accuracy, and attribute reliability across sample
sizes (500; 1,000; and 2,000) in all missing data mechanism conditions (MCAR, MAR, and
MNAR), compared with complete data?
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3. Between the two alternative Q-matrix designs, which one obtains higher attribute
classification accuracy, profile classification accuracy, and attribute reliability?
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CHAPTER 2
Review of Literature
In this section, I briefly introduce different diagnostic classification models (DCMs) and
the role of the Q-matrix design in DCM applications. The common phenomenon of missing
responses in educational research, missing data mechanisms, and common missing data
treatments (MDTs) will also be discussed. In the end, I will present missing response studies in
the DCM context.
Diagnostic Classification Models
Diagnostic classification models (DCMs), also known as cognitive diagnostic models
(CDMs; Henson & Douglas, 2005), are a series of statistical models that assume that mastery of
certain skills or attributes contribute to a correct response to an item. Some DCMs are
compensatory (or disjunctive) models, and some are noncompensatory (or conjunctive) models
(Rupp & Templin, 2008). An assumption associated with the use of compensatory models is that
not all attributes mapped onto the item have to be present to reach a correct answer. That is, the
lack of some attributes can be compensated by mastering other attributes. The assumption of
noncompensatory models is that all attributes measured by the item have to be mastered for
producing the correct answer. A correct answer under this assumption is produced only by
examinees who master all attributes other than guessing, while a correct answer under the
compensatory assumption can be produced by examinees with mastery of different combinations
of the attributes. Although hierarchical relations among attributes based on substantive theory
have been integrated into some models, these studies are rarer, so these models are not studied
here.
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Several DCMs have appeared in the literature. Commonly studied general models include
(a) the generalized deterministic input noisy and gate (G-DINA) model (de la Torre, 2011), (b)
the general diagnostic model (GDM; von Davier, 2005), and (c) the log-linear cognitive
diagnostic model (LCDM; Henson, Templin, & Willse, 2009). These general models can be
constrained to either noncompensatory models or compensatory models, which rely on more
restricted assumptions. Common dichotomous noncompensatory models are the deterministic
input noisy and gate (DINA; Haertel, 1989; Junker & Sijtsma, 2001) model and the reduced
reparameterized unified model (R-RUM; Chiu & Köhn, 2016; Henson, Templin, & Douglas,
2007); common dichotomous compensatory models are the deterministic input noisy or gate
(DINO; Templin & Henson, 2006) model and compensatory reparameterized unified model (CRUM; Hartz, 2002). Each of these models will be discussed subsequently.
General models. The G-DINA model is a general model which can be constrained to
several reduced models. For every item, it assumes the existence of a baseline probability, which
is the probability of a correct response when there is no mastery of any of the required attributes.
It further allows a different additive effect of mastering an additional attribute, of mastering
different level of interaction effect, and of mastering all the required attributes.
The G-DINA model with dichotomously scored items uses an identity link function,
according to de la Torre (2011):
𝐾𝐾 ∗

𝐾𝐾 ∗

𝐾𝐾 ∗ −1

𝐾𝐾 ∗

𝑗𝑗
𝑗𝑗
𝑗𝑗
𝑗𝑗
∗
∑𝑘𝑘=1
𝛼𝛼𝑙𝑙𝑙𝑙
P(𝑋𝑋𝑗𝑗 =1|𝛼𝛼𝑙𝑙𝑙𝑙
) = 𝛿𝛿𝑗𝑗0 + ∑𝑘𝑘=1
𝛿𝛿𝑗𝑗𝑗𝑗 𝛼𝛼𝑙𝑙𝑙𝑙 + ∑𝑘𝑘′=𝑘𝑘+1
𝛿𝛿𝑗𝑗𝑗𝑗𝑗𝑗′ 𝛼𝛼𝑙𝑙𝑙𝑙 𝛼𝛼𝑙𝑙𝑙𝑙′ ...+ 𝛿𝛿𝑗𝑗12...𝐾𝐾𝑗𝑗∗ ∏𝑘𝑘=1

Where

𝑋𝑋𝑗𝑗 =1

is the correct response on item j;

𝛿𝛿𝑗𝑗0

is the intercept for item j;

∗
𝛼𝛼𝑙𝑙𝑙𝑙

is a vector whose elements indicate actual measured attributes by item j;

(1)
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𝐾𝐾𝑗𝑗∗

is the number of attributes actually measured by item j;

𝛿𝛿𝑗𝑗𝑗𝑗𝑗𝑗′

is the interaction effect coefficient due to 𝛼𝛼𝑘𝑘 and 𝛼𝛼𝑘𝑘′ ; and

𝛿𝛿𝑗𝑗𝑗𝑗

is the main effect coefficient due to 𝛼𝛼𝑘𝑘 ;

𝛿𝛿𝑗𝑗12...𝐾𝐾𝑗𝑗∗ is the interaction effect coefficient due to 𝛼𝛼1 ,..., 𝛼𝛼𝐾𝐾𝑗𝑗∗ .

In the G-DINA model, 𝛿𝛿𝑗𝑗0 and 𝛿𝛿𝑗𝑗𝑗𝑗 are usually nonnegative, but the interaction effect

coefficients can take on any values. It is also reasonable to impose a monotonicity constraint
where the mastery of increased number of attributes does not associate with a decrease in correct
response probability.
General diagnostic models (GDMs; von Davier, 2005) is another general model
framework. Models in that category are based on extensions of latent class models, the Rasch
model, item response theory models, and skill profile models. The class of GDMs allows
arbitrary attribute mastery levels and levels of an attribute required for the item. The log ratio of
the probability of getting a certain score to the probability of producing a completely wrong
answer for an item is determined by the item difficulty of obtaining the score and a linear
combination of attribute discriminations of each attribute measured by the item. de la Torre
(2011) stated that with dichotomous items, GDM uses a log link function instead of an identity
function of the G-DINA model. GDM not only encompasses compensatory as well as
noncompensatory models but also allows partial credit attribute entries in the Q-matrix and
polytomously scored items. However, GDM is the least studied general CDM, and its link to
other reduced models is unclear (Henson et al., 2009).
On the contrary, a special case of GDM, the LCDM (de la Torre, 2011; Henson et al.,
2009; Jurich & Bradshaw, 2014), is more commonly studied than the GDM. Similar with item
response modeling, the LCDM uses a logit link function, as introduced by de la Torre (2011):
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The LCDM assumes both responses and latent attributes are dichotomous rather than
allowing them to be polytomous as the GDM does. That is, respondents are assumed to either
possess an attribute or not, and items are either correct or incorrect. With an attribute-item
mapping called a Q-matrix (discussed in the next section), and with a reference group consisting
of respondents who have not mastered any of the attributes, the LCDM needs an additional
constraint, which is the probability of a correct answer is equal or greater with additional
mastered attributes (monotonicity). The logit of the probability of answering an item correct is
expressed as the mastery of the number the attributes measured by the item compared with the
reference group consisting of respondents who have mastered none of the attributes. Because of
this simple interpretation, the LCDM is the focus of this article, and the following will introduce
four common reduced models and how the LCDM can be constrained to DINA, R-RUM, DINO,
and C-RUM (Henson et al., 2009).
The deterministic input noisy and gate model. The DINA model is a simple
noncompensatory model that only estimates two parameters per item (Henson et al., 2009;
Roussos, Templin, & Henson, 2007), assuming the probability of a correct answer for an item
depends on how easy it is to guess and how easy it is to carelessly produce a wrong response.
One parameter is called guessing; it estimates the probability of producing the correct answer
without mastering all the required attributes. The other parameter is slipping; it estimates the
probability of not producing the correct answer with all the required attributes mastered. The
DINA model assumes the probability of answering the item correctly having mastered all
required attributes to be higher than the probability of guessing the correct answer without
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mastering all the required attributes (Henson et al., 2009). The LCDM can be constrained to the
DINA model by setting the discrimination of the interaction term of all required attributes
positive and setting other discrimination parameters to 0, and then by making a transformation of
the parameters (Henson et al., 2009).
The reduced reparameterized unified model. The R-RUM is a reduced version of the
reparameterized unified model (RUM; Hartz, 2002). The RUM is also called the Fusion model
(Hartz & Roussos, 2008; Li, Hunter, & Lei, 2016). With both the R-RUM and the Fusion model,
the probability of a correct response to an item decreases with an increased number of
unmastered attributes (Henson et al., 2009). The Fusion model and R-RUM have been
commonly used in analyzing data from language assessments. For example, Kim (2015) applied
the R-RUM to an English as a Second Language (ESL) placement test to provide feedback, Jang,
Dunlop, Wagner, Kim, and Gu (2013) used the R-RUM to analyze an elementary level reading
achievement test to classify Grade 6 students’ reading skill mastery, and Jang (2009a) used the
Fusion model on data collected from a second language reading comprehension test and
examined the use of diagnostic feedback. The Fusion model assumes that the Q-matrix does not
cover all attributes involved to reach a correct answer for the item and that the model involves a
continuous residual parameter indicating any skill unspecified by the Q-matrix (Hartz &
Roussos, 2008). However, Roussos, DiBello, Henson, Jang, and Templin (as cited in Jang,
2009a) indicated, this continuous parameter “soaks up” most of the variance in the item response
if a test has a single dominant dimension, so the R-RUM which does not have this parameter is
usually used to analyzed real data (Henson et al., 2007; Jang, 2009b; Rupp, Templin, & Henson,
2010). The R-RUM can be constrained from LCDM by redefining parameters and mathematical
transformations (Chiu & Kӧhn, 2016; Henson et al., 2009).
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The deterministic input noisy or gate model. In addition to the two commonly used
noncompensatory models, the DINO model is a simple compensatory model. Similar to the
DINA model, the DINO model also estimates the guessing and slipping parameters. However,
the DINO model does not require mastery of all related attributes, but rather it treats the
attributes as equivalent alternatives. The assumption is that the probability of answering the item
correctly having mastered at least one attribute is higher than the probability of guessing the
correct answer without mastering any of the attributes (Henson et al., 2009). Therefore, the
probability of a correct response per item is modeled to be the same for examinees who master
any number of the attributes. To derive the DINO model from the LCDM, all the absolute values
of the main effects and interaction effects are constrained to be the same and the only one of
these effects contributes to the model when there is mastery of more than one of the measured
attributes, following which parameter transformation needs to be performed (Köhn & Chiu,
2016).
The compensatory reparameterized unified model. The last compensatory model
introduced here is the C-RUM model. The C-RUM is the compensatory counterpart of R-RUM.
Similar with the R-RUM, the C-RUM does not have a latent continuous parameter to account for
any ability not specified by the Q-matrix (Yi, 2012). For each item, the log odds of the
probability of a correct answer is estimated by an intercept parameter at the item level and
unique contributions of mastery of each measured attribute by the Q-matrix (Yi, 2012). That is, if
an item measures more than one attribute, there is no interaction effect among the attribute in the
model, and mastering of one attribute is assumed to be independent from mastering other
attribute (Henson et al., 2009). Therefore, the C-RUM can be obtained by setting the interaction
effects from the LCDM to be 0 (Henson et al., 2009; Rupp et al., 2010).
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There are several reasons why the C-RUM is preferable to other models. First, the CRUM statistical properties resemble the ones of the LCDM, a general model. Yi (2012) fitted the
LCDM, C-RUM, DINA, DINO, and NIDO to data collected from a large-scale language
assessment and found that the LCDM produced the best fit based on RMSEA and relative fit
indices (AIC, BIC, and sample size adjusted BIC) and the differences between the C-RUM and
the LCDM in the indices were small. In terms of profile classifications and individual profiles,
the C-RUM was more similar than other models with the LCDM. Similarly, Jurish and Bradshaw
(2014) found that higher order interaction effects did not produce added benefit based on the
information criteria and the likelihood ratio test when they were choosing among a series of
LCDM and reduced LCDMs. The ability of producing similar results to the general model is
evident that the C-RUM has the potential to be used in practical situations. Second, the C-RUM
does not have as high demand on sample size (Kunina-Habenicht et al., 2012). KuninaHabenicht et al. (2012) found that the intercept and main effect parameters of the LCDM were
reasonably on target with sample sizes of 1,000 and 10,000, and that even with the large sample
size, some interaction parameter estimates were noticeably imprecise. They further observed that
in terms of latent class distributions and identical classification rates, the estimation results of the
true model and the correctly specified model with main effects only were almost identical. They
then stated that “the correct specification of interaction effect parameters does not seem
necessary for many practical situations” (p.77). Following that suggestion, Kunina-Habenicht,
Rupp, and Wilhelm (2017) used the LCDM with main effects only (C-RUM) without
implementing the full LCDM to investigate the reliability and incremental validity of DCM
scores. Having observed empirical DCM studies, I found that the sample size was as low as 138
in Sorrel et al. (2016) in an effort to demonstrate using DCMs to score situational judgement
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tests and the largest sample size was 10,000 from Ravand (2016) demonstrating using the GDINA model with the reading comprehension section of the Iranian National University
Entrance Examination. In other words, the demand of large sample size for precise estimation of
interaction effect parameters is hard to meet in practice. Third, the C-RUM parameters are
meaningful, as are other DCM models, at item level among compensatory models. The intercept
parameter can be interpreted as the logit of the probability of producing a correct answer to an
item if none of the measured attributes is mastered, and each slope parameter can be interpreted
as the increase in logit when the corresponding attribute is mastered. Although other DCMs have
their own advantages, this study focuses only on the C-RUM.
Although there are DCMs developed for modeling attribute hierarchy (Templin &
Bradshaw, 2014) and polytomously scored responses (von Davier, 2005), this article focuses
only on modeling unstructured attribute relations and dichotomously scored responses.
Q-matrix Design
Aside from compensatory and noncompensatory contributions of the attributes to the
correctness of the item, the attribute-item matching within an assessment is another consideration
for DCM applications. This matching is specified in an incidence matrix called a Q-matrix
(Tatsuoka, 1990). A Q-matrix is a two-dimensional matrix with 0s and 1s as the cell entries. Its
common layout includes a row representing each item, and a column representing each attribute.
If an item measures an attribute, the corresponding cell entry is 1, and otherwise 0. The structure
of the Q-matrix mainly reflects the number of attributes, the number of items, and combinations
of attributes measured by each item. Table 1 is an example of a Q-matrix, outlining a three-item
test assessing four attributes: (a) division of integers; (b) addition/subtraction; (c) removing
parentheses; and (d) combining like terms. Item1 measures addition/subtraction; item 2 measures
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division of integers, addition/subtraction, and combining like terms; and item 3 measures all four
attributes. In this design, the third attribute, removing parentheses, is only measured once and is
only measured in the presence of all other attributes. Ideally, the Q-matrix is developed as part of
the test specification prior to item development. The complexity of the Q-matrix is measured by
the number of attributes per item (Madison & Bradshaw, 2015). The more complex the Q-matrix
is, the higher the number of attributes per item.

Table 1
Q-matrix Example
Item
No.

Item

Division of
Integer

Addition/Subtraction

Removing
Parentheses

Combining Like
Terms

1

x-3=5

0

1

0

0

2

4x+1=6x-7

1

1

0

1

3

5(x-4)-x=12

1

1

1

1

Note. This Q-matrix is only for illustration. A three-item test is not long enough to provide diagnostic
information.

Several studies have found that the structure of the Q-matrix influences classification
accuracy. Under the assumption that the Q-matrix is specified correctly, DeCarlo (2011) stated
that the design of the Q-matrix can influence classification accuracy in the context of the DINA
model and higher order models. Similarly, in the LCDM context, Kunina-Habenicht et al. (2012)
found that the classification accuracy was higher in conditions with three attributes and 50 items
than with five attributes and 25 items, indicating that few attributes and more items are
associated with higher classification accuracy. In empirical studies for diagnostic assessment
development, the number of attributes was around three to four (Harrison et al., 2017; Templin &
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Hoffman, 2013), and the number of items had a larger range. For example, the instrument of
Jurich and Bradshaw (2014) contained 17 items, while Harrison et al. (2017) had 52 items in
their final instrument.
Concerned with achieving classification accuracy, researchers have conducted simulation
studies to come up with guidelines for the Q-matrix design. Chiu, Douglas, and Li (2009)
suggested that each attribute be measured in isolation by at least one item in DINA and DINO.
Madison and Bradshaw (2015) argued, however, that general DCMs do not have such
requirement for classification accuracy because each attribute is modeled individually but may
have other requirements for model identification. Having conducted a simulation study in the
context of the LCDM, Madison and Bradshaw recommended each attribute should be measured
at least once in isolation if it could be isolated, and that no two attributes should always be
measured together. The way attribute 3 (removing parentheses) is measured in Table 1 violates
this guideline because it is measured only once and only measured in the presence of other
attributes. Madison and Bradshaw also indicated that several factors have the potential to impact
classification accuracy and model interpretation including the discrimination power of the items,
sample size, length of the assessment, number of attributes, correlations among attributes, and
interaction among attributes. Bradshaw (2017) further recommended a relatively balanced design
in which a variety of attribute combinations are specified so that no identical response patterns
can be produced by respondents from different classes of classification. Ayers et al. (2009)
offered a more explicit definition of a balanced Q-matrix design: “all single skill items occur the
same number of times, and each combination of skills occurs the same number of times” (p. 2).
The Q-matrix in Table 1 is an unbalanced design because not all combinations of attributes
appeared.
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Empirical studies so far, however, rarely follow these guidelines to design the Q-matrix
and then write items following the Q-matrix specification. For example, Bradshaw, Izsák,
Templin, and Jacobson (2014) developed a diagnostic test of assessing teachers’ understandings
of rational numbers from identifying attributes, writing items, conducting task analysis, to
refining the items. The final product contained four attributes and 27 items, including 19 items
measuring a single attribute and eight items measuring two of the four attributes. Similarly, in
the Autism Stigma and Knowledge Questionnaire developed by Harrison et al. (2017), there
were 52 items and four attributes in total, and 46 of the items measured a single attribute and
seven items measuring the 4th attribute paired with another attribute. This pattern of singleattribute items combined with pair-attribute items is also found in Kunina-Habenicht, Rupp, and
Wilhelm (2009). There were 87 items in the arithmetic skills test measuring four attributes, and
only 22 items measured a combination of two attributes in Kunina-Habenicht et al. (2009).
Examples of single-attribute-item-instrument can also be found. For example, each of the 17
items of the student learning outcomes assessment in Jurich and Bradshaw (2014) measured one
of the four attributes.
These practices not only stifle DCMs’ potential of accurate classification with short
multidimensional assessments but also greatly increase the possibility of introducing irrelevant
attributes when developing test items without the Q-matrix specification. Q-matrices are
typically developed after the responses have been collected in empirical studies. To meet the
large sample size requirement for model estimation, researchers tend to analyze responses
obtained from large-scale assessments which are created for the purpose of placement or
selection rather than diagnosis. When these tests are created, what is expected of the
respondents’ holistic ability is what leads the test writing process. Test writers do not have to
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consider the strategies or cognitive processes needed to accomplish each task on the test. For
DCM purposes, each item is assigned attributes after the test has been developed, leaving the Qmatrix as a description of the test instead of a specification of the test. While the assignment
could be accurate, items could measure attributes other than specified in the descriptive Qmatrix, and the structure of the Q-matrix, such as the number of times an attribute is measured is
out of the control of the researcher.
While the above approach is less optimal, there are barriers to item writing in accordance
to the pre-specified Q-matrix. More specifically, there could be attributes that cannot be
measured in isolation and are always measured in conjunction with another attribute. Take the Qmatrix in Table 1 as an example. Attribute 3, removing parentheses, is almost unavoidably
measured with attribute 4, combining like terms because after distributing, like terms are likely
to appear. If there are no like terms after distributing, such as 4(x+1) = 20, distributing may not
even be a step in solving the problem because dividing both sides of the equation by 4 could
remove the parentheses. Another example can be found in reading assessments. Inferencing from
context as a reading skill may not easily isolated from other reading skills, such as understanding
the main idea and identifying logic of arguments, for a specific reading text. As a result, a
balanced Q-matrix design may be implausible in practice.
Missing Response Issue
Researchers and practitioners attempting to use DCMs for diagnostic purposes face the
difficulties of both designing a practical, statistically-satisfying Q-matrix and meeting the sample
size requirement. In regard to retaining a large sample size, an additional, practical decision they
have to make regards how to deal with missing responses. Given that a diagnostic test is difficult
for respondents and is typically viewed by them as being as a low-stakes testing situation, they
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are likely omit responding to some questions. Discarding cases with missing responses defeats
the point of having a large sample size. Large sample size is needed for DCM model estimation
because of the large number of possible response patterns. Take a 20-item test with three
attributes for example. If it is a dichotomously scored test, the number of response patterns is
220 (=1048576), so many the response patterns are not observed. Cases with missing responses

could provide some information for model estimation. Rupp and Templin (2008) even identified
that classification accuracy in the presence of missing responses needed more informative
research before DCMs could be applied.
Missing Data Mechanisms
Although the term missing response accurately describes the nonresponding phenomenon
in educational settings, in the literature, the term missing data is used. Even though missing data
have existed as long as the field of measurement, there had not been systematic studies before
Rubin (1976) identified three missing data mechanisms. Missing data mechanism or missingness
is a widely cited term “to describe the rates and patterns of missing values and to capture roughly
possible relationships” (Schafer & Graham, 2002, p.150) between the missing pattern and the
missing value themselves. The missing data mechanisms are also referred to as three types of
missing data:
1. Missing completely at random (MCAR).
2. Missing at random (MAR).
3. Missing not at random (MNAR).
MCAR indicates that the values of missing data and the patterns of missing data do not
consistently relate to the values of other observed or unobserved data. For example, in
educational settings, missing data produced by design, in which certain items are administered to
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a randomly selected sample and other items are administered to another randomly selected
sample, is usually considered as MCAR because the could-have-been responses to the unseen
items are not associated with other items or other latent traits of the participant.
The second missing data mechanism is MAR, which refers to the phenomenon that the
missingness is related to the values of observed data but unrelated to the values of missing data
themselves (Rubin, 1976). For example, if a questionnaire contains a question asking for a
response conditioned upon the answer to the previous question, the missingness of the response
to the second question is related to the response to the first one. Causes of MAR can be attributed
to the design of data collection in which certain data are not collected based on the values of
observed data, but sometimes MAR is assumed because the values of the missing data are not
known (Schafer & Graham, 2002).
If the missingness relates to the values of the missing variables, the type of missingness is
MNAR, the third missing data mechanism. This could be the case where missingness is related
to unobserved traits. For example, if missing academic records are of students who could have
obtained low scores if they had taken the assessment, it will be MNAR. In some cases, plausible
MAR is actually MNAR, depending on the relation among variables. Again, these are
assumptions and are almost impossible to verify.
All three missing data mechanisms are possible in educational settings (Finch, 2008). For
example, if test takers who have a low score on a certain item also tend to miss another item, it
could be that the test takers skip the second item because it is as difficult as the first item, but it
could also be because the test takers arrive at an impossible answer, and they choose to skip it. In
the former scenario, the test takers could arrive at the correct answer, so the missingness would
be classified as MAR. The latter scenario would be classified as MNAR in which the
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missingness relates to the values of missing data. If the test taker skips items inadvertently
(Finch, 2008), the missingness would be classified as MCAR.
Common Missing Data Treatments
Common missing data treatments (MDTs) can be classified into three categories: (a)
deletion methods, (b) substitution or imputation methods, and (c) direct parameter estimation
without imputation (maximum likelihood estimation). In this section, I will give conceptual
explanations of these MDTs and present an overview of MDTs in educational research. Table 2
lists some deletion methods and imputation methods that commonly appear in the literature.
Although each might have demonstrated its use, those methods do not adequately account for the
noise or variability of missing values, and for this reason. Rubin developed multiple imputation
(MI) in 1978 (Sinharay, Stern, & Russell, 2001) to solve this problem. The advantage of MI is
that “the inferences—standard errors, p-values, etc.—obtained from MI are generally valid
because they incorporate uncertainty due to missing data” (Schafer & Olsen, 1998, p. 548). The
assumptions of MI are that (a) the imputation model is “compatible with the analyses to be
performed on the imputed datasets” (Schafer & Olsen, 1998, p. 550) and reflects variable
associations in the subsequent analyses, that (b) the prior distribution is reasonable, and that (c)
the missingness is MCAR. In the MI process, each missing value is imputed with a plausible
value based on the observed data. Once all the missing values are imputed, an imputed data set
with no missing values is produced. This procedure is conducted m (m > 1) times with the
plausible values having a residual distribution to account for inherent uncertainty in sampling
distribution. MI produces m datasets, and then each data set is analyzed individually to produce
m results. The results are then combined according to Rubin’s rules to arrive at the final result.
Although previous guideline suggested that m = 10 was sufficient, further study by Bodner
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(2008) suggested that more was needed. Several algorithms other than using the residual
distribution have been used to produce each individual imputed data set in MI, including the
expectation-maximization (EM) algorithm and the data augmentation (DA) algorithm, which
will be introduced below.
Maximum likelihood estimation. When missing data are present, maximum likelihood
(ML) estimation can be used for parameter estimation so that population parameter estimates are
the most probable values to produce the sample data (Baraldi & Enders, 2010). The underlying
assumptions are multivariate normality (Enders, 2001) and MAR or MCAR. Nevertheless,
Schafer and Olsen (1998) pointed out that dichotomous variables could also be imputed with ML
and that rounding of the results to zero or one was common. However, when missing data is
present, the robustness of ML chi-square no longer holds, even though it may be robust enough
when the multivariate normality assumption is violated for complete data (Savalei, 2008).
Enders (2001) introduces full information maximum likelihood (FIML) as one of the
maximum likelihood algorithms. FIML directly estimates parameters without imputing missing
values (Enders, 2001). As an ML algorithm, the assumptions of FIML are also that the values of
variables involved achieve multivariate normality and that missing values have the probability of
being inferred from the available data (the missing data mechanism is MAR or MCAR). In other
words, the second assumption is met for FIML only “if the ‘cause’ of missingness is included in
the analysis model” (Enders, 2008, p. 436). It is conceptually similar to pairwise deletion (PD) in
that it utilizes information from all the observed data including cases where missing values exist,
but mathematically it is unrelated to PD (Enders, 2001). Mplus uses FIML estimation to deal
with missing values by default (Bowen, 2015).
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Table 2
Summary of Missing Data Treatments
MDT

Meaning
Deletion method

Listwise deletion (LD)

Only retaining complete cases for analysis

Pairwise deletion (PD)

Disregarding missing values “based on an analysis-by-analysis basis”
(Baraldi & Enders, 2010, p. 10)
Imputation method

Zero imputation (IN)

Treating missing values as incorrect

Mean imputation

Filling in missing values with the mean of the person, of the variable, or of
the data set

Corrected item mean

Filling in missing values with weighted variable mean (Huisman &

imputation (CM)

Molenaar, 2001)

Two-way imputation

Filling in missing values with the sum of observed case mean and

(TW)

observed variable mean subtracted by the overall mean of all the observed
values in the data set (van Ginkel, van der Ark, & Sijtsma, 2007)

Response-function

For dichotomously scored test, the first step is to estimate a person’s score

imputation (RF)

without missing items by multiplying the mean score with the number of
observed items minus one. Then, estimate the probability of having the
estimated score based on the test. The last step is to draw a number from
the Bernoulli distribution with that probability, and this value is used as
imputed value. (Sijtsma & van der Ark, 2003)

Regression-based

Filling in missing values with predicted values from observed values

imputation
Stochastic regression

Incorporating an error term in the regression equation in the imputation

imputation

process

Hotdeck imputation

Filling in missing values with the values of similar cases based on
observed variables
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The Expectation-Maximization (EM) algorithm. Enders (2001) also introduced the
EM algorithm as one of the ML algorithms. The EM algorithm is used to produce imputed data
sets or estimates of a mean vector and covariance matrix (Enders, 2001). It also assumes that
multivariate normality exists and that the observed values contain information of the missing
values (Enders, 2001). Enders conceptually introduced the procedure: The EM algorithm is an
iterative process cycling through two steps—the E step and the M step. In the E step, the missing
values are filled in with expected values based on the observed data and the estimated covariance
matrix; in the M step, the mean vector and covariance matrix are estimated based on the imputed
complete data. The two steps are repeated until the difference of the result from the current
iteration and the previous one meets certain convergence criterion. One criticism of the EM
algorithm approach is that it lacks residual variability, but the bootstrap technique and adding a
correction factor can be used to mitigate the drawback (Enders, 2001). The EM algorithm is also
recommended as a tool for MI because of excellent starting values of parameter estimation and
of the predicting ability of the convergence behavior (Schafer & Olsen, 1998).
Data augmentation (DA). Schafer and Olsen (1998) introduced DA as a tool for MI.
Similar to EM, DA is an iterative process, but instead of updating the parameter estimates based
on tentative estimates from the previous cycle, the parameter estimates are drawn from a
Bayesian posterior distribution based on the imputed data set (Little & Rubin, 2002).
Convergence is reached when the parameter distribution is stable. Running the DA algorithm m
times will produce m imputed data sets composing of the result of MI.
The above MDTs are by no means comprehensive. There are specific MDTs created for
specific use, such as the technique developed by Lang and Little (2014) for hypothesis testing
with incomplete data, and the method developed by Song and Lee (2006) for analyzing a
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multisample nonlinear structural equation model. Because this section only serves as a brief
introduction to common MDTs, and the MDT research in the DCM context is at the initial stage,
other more specific MDTs are not included here.
Overview. Educational researchers rarely report the percentage of missing responses and
how they were handled. Peugh and Enders (2004) conducted a methodological review of
reporting MDTs in 16 educational research journals published in the year 1999 and 23 published
in 2003 respectively. They found that among the studies published in 1999, at least 16% of the
studies had missing data and the percentage ranged from less than 1% to 67%. All these studies
used traditional missing-data techniques, including LD, PD, mean imputation, and regression
imputation, with the majority of the studies adopting LD, PD, or a combination of the two. On
the other hand, the percentage of studies in 2003 had detectable missing data increased to 42%,
but the MDT usage pattern did not change much. More recently, Pichette, Béland, Jolani, and
Leśniewska (2015) surveyed language researchers and found that the most common methods to
treat missing data of binary outcome were LD, leaving them to the software, PM, and IN. Vague
reporting of the presence of missing data and MDTs and using traditional methods also prevail in
the more specific DCM context.
Missing Data Treatments in Diagnostic Classification Model Context
Similar to the findings of Peugh and Enders (2004) and of Pichette et al. (2015), a
thorough search in the literature indicated that researchers in DCM contexts rarely report the
percentage of missing data or how they were handled in their research. Eight studies
acknowledged the existence of missing responses, and some of them reported the missing data
treatments (MDTs) (Table 3). As shown in Table 3, the most common approach for treating
missing responses was to treat missing responses as incorrect responses (Hansen, 2013; Harrison

24
et al., 2017; Lee et al., 2011). The other approach was to leave the missing responses to the
estimating software. For example, Templin and Hoffman (2013) mentioned that Mplus could
handle missing responses, so they did not take additional action to handle them. Even though Gu
(2012) implemented a unique treatment—assigning the item option least selected to the missing
value, the approach is only feasible for polytomously coded multiple-choice items and is beyond
the scope of this study.
Two of the remaining studies (Sheehan et al., 1993; Skaggs et al., 2016) dealt with
missing responses from unadministered items, and neither of them included these items in the
analysis, which is a different issue from respondents not providing a response to a seen item.
The last two studies from the search indicated that missing responses in DCM should not
be ignored. Xin and Zhang (2015) recognized that the assumptions made about the missing data
were required in equating, but they did not address this issue in their proposed method using
attribute mastery profile. Similarly, considering the mastery profile, Ayers et al. (2009)
conducted simulation studies and found that the classification accuracy decreased as the
percentage of missing responses increases (under MCAR) with the Bayesian estimation
procedure, based on the agreement between the true skill profiles and the clustering results.
Although these studies did not focus on MDT, the results showed that the missing response issue
in DCM should be further studied.
In summary, educational researchers in the DCM context in general use LD, PM, or IN,
or leave missing responses to the software. Although advanced MDTs have been developed in
contexts such as SEM and IRT, it is unclear how well DCMs are estimated in the presence of
missing data.
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Table 3
Diagnostic Classification Model Studies Mentioned Missing Data
Study

Purpose

Data source

DCM

Treatment of missing data

Ayers,
Nugent, &
Dean
(2009)

To compare three estimate
methods of student attribute
knowledge.

Simulated
data

DINA

NM for DINA; zero imputation for
sum scores; ignore the items for
capacity matrix

Gu (2012)

To explore additional
information gained through
distractors from the multiplechoice test items.

Simulated
data and real
data

DINA

Missing responses were assigned
the item option least selected by
the sample

Hansen
(2013)

To propose a DCM that
accounts for item local
dependence.

Simulated
data and real
data

LCDM

Zero imputation

Harrison,
Bradshaw,
Naqvi,
Paff, &
Campbell
(2017)

To examine the psychometric
properties of an autism
spectrum disorder knowledge
measure

Real data

---

“Don’t know” = IN

Lee, Park,
& Taylan
(2011)

To obtain item information
and attribute mastery
information

Real data

DINA

IN

Sheehan,
Tatsuoka,
& Lewis
(1993)

To introduce a modification
to the rule space model for
processing response vectors
containing missing data.

Real data

Rule
space
model

Only responses to administered
items were compared to the ideal
response vectors of those items.

Skaggs,
Wilkins, &
Hein
(2016)

To explore the grain size and
sample size on parameter
recovery

Real data

GDM

Mdltm program marked not
administered booklets as not
reached

Templin &
Hoffman
(2013)

To demonstrate using Mplus.

Real data

LCDM

FIML (Handled by Mplus)

Xin &
Zhang
(2015)

To propose a local equating
method without an anchor
test.

Simulated
data

DINA

NA

Note. DCM = Diagnostic classification model; DINA = Deterministic input noisy and gate model; NA =
Not apply; NM = No mention; LCDM = Log-linear cognitive diagnostic model

26
Review of DCM Missing Data Studies
There have been four studies regarding missing data in the DCM context. Zhang (2014)
studied the missing patterns, and three studies (Dai, 2017; Dai, Svetina, & Chen, 2018; Sünbül,
2017) directly focused on MDTs.
Zhang (2014) investigated the relationships between missingness and students’
characteristics and between missingness and the skill mastery profile. The data were from the
2006 Ontario Secondary School Literacy Test in which the students were instructed to answer all
items. In his preliminary study, Zhang compared IN and leaving missing responses blank when
estimating the R-RUM to select a more ideal method to handle missing data. For each of the
skills, he compared the probability of skill mastery estimated by the two methods for the group
of respondents who did not have missing responses and for the group who had missing
responses. He found that while the probability estimates for students who did not have missing
responses did not differ, treating missed items as incorrect lowered the probability estimates. He
continued his research leaving missing responses blank using the software Arpeggio (DiBello &
Stout, 2008). He found that (a) the majority examinees did not have any missing responses; (b)
items measuring more difficult attributes and items that were more difficult tended to have more
missing responses; (c) when students had high numbers of missing responses, they tended to be
not-reached items; and (d) missing responses were related to examinee characteristics. He also
stated that “if nonresponse is concentrated in items that require particular skills, the accuracy of
the estimates for those skills will be lower than for other skills” (p. 79), which could be
addressed by Q-matrix design. Since diagnostic tests are typically low-stakes tests and since
respondents are usually allowed enough time to complete the entire test, not-reached items
should rarely occur. In the current study, I did not treat unreached items differently from missing
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responses in general. One salient difference between high-stakes tests and diagnostic tests
regarding unanswered items lies in respondents’ obligation to provide all answers. Under highstakes settings, examinees may be more willing to guess and have fewer nonresponses, while
respondents to diagnostic tests could feel not as pressured to provide answers to all questions
because of their characteristics, because of their lack of mastery or test-taking skills, or because
of unwillingness. However, it is reasonable to assume that the missingness is related to attribute
difficulty, item difficulty, and examinee characteristics, that is, MNAR or MAR; on the other
hand, as Finch (2008) stated, the missingness is produced by respondents inadvertently skipping
items, which indicates MCAR.
The three MDT studies were conducted in the DINA model context. Some of the
simulation conditions from these studies are shown in Table 4.
Table 4
Simulation Conditions of Previous Three Studies

Dai (2017)

Dai, Svetina, & Chen
(2018)

Sünbül (2017)

Missing data
mechanisms

MAR, MNAR, MIXED

MAR, MNAR

MAR, MCAR

Missing rates

0%, 5%, 10%, 30%

0%, 10%, 20%, 30%

5%, 10%, 15%

Sample sizes

1,000

500; 1,000; 2,000

1,000; 2,000; 3,000

Number of attributes

3, 5, 8

3, 5

4

35

20, 40

10, 30

High U (.05, .25);
Low U (.25, .45)

U (0, .2)

—-

Conditions

Number of items
Item discrimination a

Note. aItem discrimination is based on a uniform distribution of slipping and guessing parameters.
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Dai (2017) explored the effect of MDTs (IN, person mean imputation [PM], TW, RF, and
EM) on the recovery of item parameters and of the attribute profile. Three Q-matrix designs were
used, and the average numbers of attributes measured per item were 1.77, 2.57, and 3.71 in the
three-attribute, five-attribute, and eight-attribute Q-matrices respectively. He generated missing
responses of MAR by referring to a hypothetical continuous variable as the proxy inversely
related with the probability of missing data. MNAR missing responses were generated by
assigning a higher probability of missing to incorrect responses and lower probability of missing
to correct responses in the complete data set. The MIXED missing responses were generated
through the approach of De Ayala, Plake, and Impara (2001): the probability of omitting an item
was stochastically related to the correctness of the response and to the relative frequency of
omission of all respondents in the specific total score fractile. Mean bias and root mean squared
error (RMSE) of the slipping and guessing parameters, attribute-wise classification accuracy, and
pattern-wise classification accuracy were used as criteria to evaluate the performance of each of
the MDTs. Dai reached the conclusion that (a) as the missing rate increased, the differences
among MDT performances became more prominent, especially under MAR and MNAR
conditions, that (b) although all MDTs’ performance in classification accuracy decreased with an
increase in missing rate, EM performed relatively better in all MAR, MNAR, and MIXED
conditions, and PM performed relatively worse, and that (c) IN performed consistently below
satisfying in all three missing data mechanism conditions, while PM was only acceptable under
MAR with high item discrimination.
The superiority of EM is also supported Dai et al. (2018) in a different context. They
investigated the effect of four MDTs (IN, logistic regression imputation, LD, and EM) on two Q-
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matrix refining methods, and they found that the patterns in both MAR and MNAR data were
similar—EM and logistic regression imputation performed superior with EM slightly better.
The third study (Sünbül, 2017) focusing on MDTs also involved IN and EM as in Dai
(2017) and Dai et al. (2018), together with PM and TW. Similarly, Sünbül (2017) found that IN
had higher average RMSEA and lower pattern-wise classification accuracy with MAR and
MCAR data, compared with PM, TW, and EM. In Sünbül’s study, missing data under MAR
were created based on the total score, higher total scores associating with lower missing rate.
Although she neither introduced the structure of the Q-matrix nor specified how the mean
RMSEA and pattern-wise classification accuracy were computed, her conclusions echoed the
results of Dai (2017) indicating: IN, as a common MDT, is not satisfying.
Although the above studies contribute to the literature, some of the decisions made
regarding the simulation process could be improved to better assist practitioners in practical
settings. From a theoretical perspective, using PM, TW, and RF as MDTs in the context of DCM
ignores the multidimensional nature of the data because these methods work best when the data
are unidimensional. Additionally, the way MAR data were generated in all three studies was
related either to a hypothetical normally distributed continuous variable (as in Dai, 2017; Dai et
al., 2018) or to the sum score (as in Sünbül, 2017), assuming missingness related to general
ability instead of attribute difficulty. From a practical perspective, the favored MDT, the EM
algorithm, requires deep statistical knowledge, which hinders its use by practitioners. In the
previous section, I found that practitioners rarely employ such advanced methods of treating
missing data. Therefore, easy, accessible MDT should be studied, and FIML was chosen in this
study.
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The authors of all the above studies recognized that the DINA model had stringent
assumptions and recommended further research on other models. As mentioned above the
LCDM is a general model that is also widely used in the field. Additionally, the use of this model
has been demonstrated in several studies (Kunina-Habenicht et al., 2017). Especially, Templin
and Hoffman (2013) have provided easily accessible guidance on using SAS to generate macros
to produce syntax that can be used in Mplus, and Templin (2016) has published the R functions
for the same purpose. Considering the easy access of R (R Core Team, 2019), the current study
used the Mplus Automation package (Hallquist & Wiley, 2018) in R and Mplus to handle
missing data.
I investigated three measures as indicators for the estimation: (a) attribute classification
accuracy, (b) profile classification accuracy, and (c) attribute reliability. Attribute classification
accuracy was defined as the percentage of accurate mastery classification at the attribute level,
that is, the percentage of respondents where the estimated attribute mastery from the estimation
and the known attribute mastery were the same. Profile classification accuracy was also defined
as the percentage of accurate mastery classification, but at the profile level. The attribute
classification accuracy and the profile classification accuracy were values within the range of 0
and 1, and since profile classification accuracy encompasses all measured attributes, it was
expected to be lower than attribute classification accuracy. Attribute reliability was defined to
measure attribute classification consistency, calculated according to Templin and Bradshaw
(2013).
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CHAPTER 3
Method
The purpose of this study was twofold: (a) to investigate how well the MLR estimator
which uses the full information maximum likelihood technique (FIML) to handle missing data in
Mplus estimating the main effect LCDM, or C-RUM, in the presence of missing responses, and
(2) to make recommendations on choosing between two alternative, unbalanced Q-matrix
designs. In this study, I conducted simulation studies using conditions reflecting scenarios
practitioners would likely be in.
Simulation Study
In this section, I describe the simulation conditions in detail.
Q-matrix. As the literature review indicates, the majority of diagnostic instruments
consist of three to four attributes. The current study included three-attribute Q-matrices.
Considering the practical challenges in writing items prescribed by the Q-matrix, researchers
could encounter situations where certain attributes cannot be measured in isolation. For example,
to assess skills to solve linear algebra equations, there is the skill involving how to and when to
simplify an equation by removing parentheses. Removing parentheses and distributing terms is
almost always followed by combining like terms. Hence, it would be unrealistic to isolate this
skill alone. Therefore, the Q-matrix design (Appendix A, Appendix B, and Appendix C) in the
current study reflected both the balanced design and the scenario where an attribute cannot be
isolated (Table 5).
For the ideal three-attribute Q-matrix, BAL-3, I used the one used in Dai et al. (2018)
with 20 items. The numbers of items ensured that all combinations could be measured and that
there were not too many items to burden the respondents. DCM studies have generally used
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instruments containing 20 to 30 items. For example, reading comprehension assessments of Chen
and Chen (2016), Kim (2015), Li et al. (2016), and Ravand (2016) contained 26, 30, 20, and 20
items respectively; situational judgement tests of García, Olea, and de la Torre (2014) and Sorrel
et al. (2016) contained 26 and 23 items respectively.

Table 5
Q-matrix Description

Q-matrix

Number
of
attributes
per item

Description

BAL-3

1.65

Single attributes and paired attributes were measured three times; all
three attributes combined are measured twice

PAIR-3

1.85

All combinations were measured three times, except for the single focal
attributes; the last two items measure two different combinations of the
focal attribute and one other attribute

ALL-3

1.95

All combinations were measured three times, except for the single focal
attributes; the last two items measure all three attributes

Note. The focal attribute is assumed not to be isolated in PAIR-3 and ALL-3.

Following the example of Madison and Bradshaw (2015), I focused on one focal attribute
(FA) in the analysis of attribute classification and attribute reliability. Because more than one
attribute is specified in the test, the FA was selected to be the attribute of focus for simplicity
when measuring attribute classification accuracy and attribute reliability. In order to reflect more
authentic situations, the FA in each of the unbalanced Q-matrices were assumed to be
unisolatable. It is worth pointing out that the FA was assumed to be measured in conjunction
with any of the other attributes, which is different from Madison and Bradshaw. In some of their
Q-matrices, the FA could only be combined with another specific attribute. This design could be
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appropriate to show that the mastery of FA relies on the mastery of another attribute, but because
attribute hierarchy is not the focus of this study, this design is not used in the current study.
Two versions of an unbalanced Q-matrix were created. Because FA cannot be measured
by itself, the unbalanced Q-matrices shared the same 12 items that did not measure FA in
isolation. With a fixed test length, that left eight items to be matched to attributes. To follow the
recommendation of Madison and Bradshaw (2015), six of the eight items replicated each
attribute combination, and two items were left. One version of the unbalanced Q-matrixes
(PAIR-3) had those two items measuring pairs of FA and another attribute. As in the example of
linear algebra, distributing is measured either together with combining like terms or together
with operating across the equal sign. The second version of the unbalanced Q-matrix (ALL-3)
had the remaining two items measuring all three attributes. That is, distributing is measured
together with combining like terms and operating across the equal sign in all the rest of the items.
Sample sizes. The sample sizes in DCM studies range from 138 in Sorrel et al. (2016) to
10,000 in Ravand (2016), while some were slightly above 2,000 (Chen & Chen, 2016; Li &
Suen, 2013) and some were slightly less than 2,000 (Kim, 2015). Because most simulation
studies had sample size of 1,000, the current study uses sample sizes of 500; 1,000; and 2,000.
Item and attribute conditions. In this study, I adopted the simulation conditions of
Madison and Bradshaw (2015) in terms of items and attributes: (a) the probability of correct
response interval for complete nonmasters was between .10 and .30; (b) the probability of correct
response interval for masters of one attribute was between .35 and .45, (c) the probability of
correct response interval for masters of two attributes was between .46 and .70, (d) the
probability of correct response interval for complete masters as between .75 and .90; (e)
tetrachoric correlation was fixed at .70; and (f) attribute mastery base rate as .5.
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The intercepts were drawn from U (-2.197, -0.847) on the logit scale corresponding to the
probability interval of correct response for complete nonmasters of .10 and .30 as mentioned
above. All interaction terms were set to 0, which means the data generating model was the main
effect LCDM, or the C-RUM. When it came to generating the main effects, the procedure
depended on the number of attributes assessed by the item. If an item measured one attribute, the
main effect was drawn from a uniform distribution with a minimum of the difference of 1.099
and the intercept and a maximum of the difference of 2.197 and the intercept so that the
probability of complete masters were within the interval of .75 and .90. If an item measured two
attributes, main effects were drawn so that the sum of either main effect and the intercept was
between -0.619 and -0.200 (corresponding to the probabilities of correct response from masters
of one attribute which were .35 and .45) and that the sum of the intercept and two main effects
were between 1.099 and 2.197 (corresponding to the probabilities of correct response from
masters of all attributes which were .75 and .90). If an item measured three attributes, main
effects were drawn so that the sum of either main effect and the intercept was between -0.619
and -0.200 (corresponding to the probabilities of correct response from masters of one attribute
which were .35 and .45), the sum of any two main effects and the intercept was between -0.160
and 0.847 (corresponding to the probabilities of correct response from masters of two attributes
which were .46 and .70), and that the sum of the intercept and all three main effects was between
1.099 and 2.197 (corresponding to the probabilities of correct response from complete masters
which were .75 and .90).
Missing percentage. It is reasonable to assume that the test is beyond the respondents’
current ability and a higher missing rate can be expected, but it is also reasonable to assume that
the respondents try hard to guess especially in multiple-choice tests, so a lower missing rate can
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also be expected. As Peugh and Enders (2004) found missing rates could range from less than
1% to 67% in educational research, it is hard to speculate a reasonable range for simulation.
Therefore, this study will use missing rates from the previous three studies, 0%, 5%, 10%, 15%,
20%, and 30%. In total, the study contains 144 simulation conditions with missing values (3 Qmatrices * 3 sample sizes and 3 Q-matrices * 3 sample sizes * 3 missing data mechanisms * 5
missing rates), which are summarized in Table 5 and Table 6. Each simulation condition will be
repeated 100 times.

Table 6
Simulation Conditions
Characteristic
Number of attributes and items
Sample sizes
Tetrachoric correlations among attributes

Value/ Interval
3 attributes with 20 items
500; 1,000; 2,000
.70

Probability of correct response interval for complete
nonmasters

(.10, .30)

Probability of correct response interval for complete
masters

(.75, .90)

Missing data mechanism
Missing rates

MCAR, MAR, MNAR
0%, 5%, 10%, 15%, 20%, and 30%

Note. Complete nonmasters do not master any attributes; complete masters have mastered all
attributes.

Data sets containing missing responses. Data sets containing missing responses were
generated from the corresponding complete data set. For each of the 100 complete data sets, I
generated a separate data set under MCAR, MAR, and MNAR missing data mechanisms. For
each simulated data set, there were two conditions needed to be met: (a) the missing rate
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specified by the study, and (b) the propensity of missing for each cell dictated by the missing
data mechanism. In order for both conditions to be met at the same time, a transformation was
made of the missing propensity matrix so that the mean of all the cells was the specified missing
rate.
The missing propensity matrices for the three missing data mechanisms were specified
differently. For the MCAR data set, the missingness cannot be predicted. Therefore, the missing
propensity matrix of the size of the complete data was created with the cells being random draws
from a uniform U (0,1). The MAR data set generation process is detailed in Appendix D. The
missingness was inversely related to attribute difficulties defined as the difference of 1 and the
marginal probability of mastering the attribute, or the probability of not mastering the attribute.
For the MNAR data set, the missingness was specified to be related to the incorrectness of each
item. If the response in the complete data was wrong, the corresponding cell had a higher
propensity of being missing. To differentiate MNAR from MAR, the missing propensity matrix
for MNAR was specified such that the corresponding correct response cells were random draws
from U (0.5, 1) and the corresponding incorrect response cells were random draws from U (0,
0.5).
Analysis
Each simulated data set was analyzed using FIML in Mplus with the C-RUM model and
corresponding Q-matrix. For each analysis, EAP attribute estimates, MAP attribute estimates,
and MAP profile estimates were saved using R.
The attribute classification accuracy of FA and profile classification were calculated as
previously described, holding the known attribute mastery or the known latent class membership
as the standard. Due to maximum likelihood estimation, some values of marginal attribute
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estimates were greater than one, and the value of 1 was used to replace those values in the
process of calculating attribute reliability of FA.
Prior to answering the research questions, the convergence rates for each of the
simulation conditions were calculated and were reported in the next section. Although the
convergence rates do not answer research questions directly, they provide the sample size
context for the study and for making recommendations.
Research question 1. Under the condition of a balanced Q-matrix design, what is the
effect of different percentages of missing responses (5%, 10%, 15%, 20%, and 30%) on attribute
classification accuracy, profile classification accuracy, and attribute reliability across sample
sizes (500; 1,000; and 2,000) in all missing data mechanism conditions (MCAR, MAR, and
MNAR), compared with complete data?
To answer research question 1, only data from BAL-3 were used for the analysis.
Factorial ANOVA analyses were conducted with each of the three measures as a separate
dependent variable and the following independent variables: missing percentage, sample size,
missing data mechanism. Because of the large sample size, 𝜂𝜂 2 was examined to isolate the

important effects rather than simply relying on the p-values. Additionally, line graphs were
graphed with y-axis being the measure (attribute classification accuracy, profile classification
accuracy, or reliability), x-axis being the percentage of missing responses to assist understanding
of the results of factorial ANOVA results.
Research question 2. When an attribute cannot be measured in isolation (unbalanced Qmatrix), what is the effect of different percentages of missing responses (5%, 10%, 15%, 20%,
and 30%) on attribute classification accuracy, profile classification accuracy, and attribute
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reliability across sample sizes (500; 1,000; and 2,000) in all missing data mechanism conditions
(MCAR, MAR, and MNAR), compared with complete data?
To answer research question 2, the same analyses for question 1 were conducted with Qmatrices PAIR-3 and ALL-3 instead of BAL-3. The results would be presented in a similar way,
separating the results for each Q-matrix.
Research question 3. Between the two alternative Q-matrix designs, which one obtains
higher attribute classification accuracy, profile classification accuracy, and attribute reliability?
Attribute classification accuracy, profile classification accuracy, and attribute reliability
were compared between PAIR-3 and ALL-3 matrices, and Cohen’s d would be reported as effect
sizes. Boxplots of both Q-matrices across missing rates for each of the three measures would be
presented in the next section.
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CHAPTER 4
Results
As anticipated, not all analyses converged. Table 7 reports the convergence rate for each
simulation condition as described in Table 5 and Table 6. Each simulation condition was
repeated 100 times, so the number of converged analyses for each condition was the product of
100 and the corresponding convergence rate. Model convergence criteria were default settings
with the maximum number of iterations of the EM algorithm set at 500 across all conditions.
Research Question 1
Under the condition of a balanced Q-matrix design, what is the effect of different
percentages of missing responses (5%, 10%, 15%, 20%, and 30%) on attribute classification
accuracy, profile classification accuracy, and the attribute reliability across sample sizes (500;
1,000; and 2,000) in all missing data mechanism conditions (MCAR, MAR, and MNAR),
compared with complete data?
Attribute classification accuracy. Factorial ANOVA results showed that the missing
percentage [F (5, 4745) = 589.555, p < .001] and the sample size [F (2, 4745) = 7.001, p < .001]
were statistically significant effects, but other than the missing percentage (𝜂𝜂 2 =0.382), all other

effects (sample size, missing data mechanism, and all possible interaction effects among these
factors) had negligible effect sizes. Figure 1 and Figure 2 illustrate that attribute classification

accuracy did not differ much across missing data mechanism or sample size as the colored dots
and lines are close together.
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Table 7
Convergence Rate Based on Simulation Condition
Condition
BAL-3
500
MCAR
MAR
MNAR
1,000
MCAR
MAR
MNAR
2,000
MCAR
MAR
MNAR
PAIR-3
500
MCAR
MAR
MNAR
1,000
MCAR
MAR
MNAR
2,000
MCAR
MAR
MNAR
ALL-3
500
MCAR
MAR
MNAR
1,000
MCAR
MAR
MNAR
2,000
MCAR
MAR
MNAR

Percent of Missing Data
10%
15%

0%

5%

20%

30%

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

1.00
.98
1.00

.97
.99
1.00

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
.99

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

.98
.98
.98

.99
.95
.96

.95
.93
.96

.95
.91
.90

.89
.86
.87

.87
.86
.85

1.00
1.00
1.00

1.00
1.00
1.00

1.00
.99
1.00

1.00
.99
1.00

.99
1.00
1.00

.98
.96
.97

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

.91
.91
.91

.92
.88
.89

.89
.80
.89

.90
.72
.85

.82
.64
.84

.71
.52
.73

.97
.97
.97

.99
.97
.98

.96
.96
.99

.94
.97
.95

.92
.99
.95

.90
.88
.95

1.00
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00

1.00
.99
1.00

1.00
1.00
1.00

.99
1.00
1.00

1.00
1.00
1.00

1.00
1.00
1.00
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Figure 1. Attribute classification accuracy across missing data mechanisms under BAL-3 Qmatrix design.

Figure 2. Attribute classification accuracy across sample sizes under BAL-3 Q-matrix design.
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Profile classification accuracy. Factorial ANOVA results showed that the missing
percentage [F (5, 4745) = 1278.314, p < .001], the sample size [F (2, 4745) = 19.870, p < .001],
and the missing data mechanism [F (2, 4745) = 5.376, p < .01] were statistically significant
effects, but other than the missing percentage (𝜂𝜂 2 =0.571), all other effects had negligible effect
sizes. Figure 3 and Figure 4 illustrate that profile classification accuracy did not differ much

across missing data mechanisms or sample sizes. Figure 3 and Figure 4 illustrate that profile
classification accuracy did not differ much across missing data mechanism or sample size as the
colored dots and lines are close together.

Figure 3. Profile classification accuracy across missing data mechanisms under BAL-3 Q-matrix
design.
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Figure 4. Profile classification accuracy across sample sizes under BAL-3 Q-matrix design.
Attribute reliability. Factorial ANOVA results showed that the missing percentage [F
(5, 4745) = 782.535, p < .001], the sample size [F (2, 4745) = 41.625, p < .001], the missing data
mechanism [F (2, 4745) = 3.040, p = .048], and the two-way interaction between missing
percentage and sample size [F (10,4735) = 2.881, p<.01] were statistically significant effects, but
other than the missing percentage (𝜂𝜂 2 =0.445) and the sample size (𝜂𝜂 2 =0.009), all other effects

had negligible effect sizes. Figure 5 and Figure 6 illustrate that attribute reliability did not differ
much across missing data mechanism or sample size as the colored dots and lines are close
together.
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Figure 5. Attribute reliability across missing data mechanisms under BAL-3 Q-matrix design.

Figure 6. Attribute reliability across sample sizes under BAL-3 Q-matrix design.
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Summary. Although the effects that were statistically significant from the factorial
ANOVA were not consistent across measures, from the perspective of effect size, only missing
percentage had an effect on all dependent measures. Each measure has a tendency of decreasing
with the increase of missing percentage regardless of the missing data mechanism. An
unexpected phenomenon of higher attribute reliability associated with small sample size is
noticed in Figure 6, and this issue is discussed in the later chapter.
Research Question 2
When an attribute cannot be measured in isolation (unbalanced Q-matrix), what is the
effect of different percentages of missing responses (5%, 10%, 15%, 20%, and 30%) on attribute
classification accuracy, profile classification accuracy, and the attribute reliability across sample
sizes (500; 1,000; and 2,000) in all missing data mechanism conditions (MCAR, MAR, and
MNAR), compared with complete data?
Attribute classification accuracy with PAIR-3. Factorial ANOVA results showed that
the missing percentage [F (5, 4608) = 53.282, p < .001] and the sample size [F (2, 4608) =
153.744, p < .001] were statistically significant effects, and only these two effects had
nonnegligible effect sizes (missing percentage 𝜂𝜂 2 =0.445 and sample size 𝜂𝜂 2 =0.059). Figure 7
illustrates that attribute classification accuracy did not differ much across missing data
mechanism, and Figure 8 illustrates that attribute differed among three sample sizes.
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Figure 7. Attribute classification accuracy across missing data mechanisms under PAIR-3 Qmatrix design.

Figure 8. Attribute classification accuracy across sample sizes under PAIR-3 Q-matrix design.
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Profile classification accuracy with PAIR-3. Factorial ANOVA results showed that the
missing percentage [F (5, 4608) = 253.243, p < .001] and the sample size [F (2, 4608) = 200.614,
p < .001] were statistically significant effects, and only these two effects had nonnegligible effect
sizes (missing percentage 𝜂𝜂 2 =0.201 and sample size 𝜂𝜂 2 =0.064). Figure 9 illustrates that profile

classification accuracy did not differ much across missing data mechanism, and Figure 10
illustrates that profile classification accuracy did differ across three sample sizes.

Figure 9. Profile classification accuracy across missing data mechanisms under PAIR-3 Qmatrix design.
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Figure 10. Profile classification accuracy across sample sizes under PAIR-3 Q-matrix design.
Attribute reliability with PAIR-3. Factorial ANOVA results showed that only the
missing percentage [F (5, 4608) = 47.418, p < .001] was statistically significant, and only this
effect had nonnegligible effect size (𝜂𝜂 2 =0.049). Figure 11 and Figure 12 illustrate that attribute

reliability did not differ much across missing data mechanism or sample size as the colored dots
and lines are close together.
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Figure 11. Attribute reliability across missing data mechanisms under PAIR-3 Q-matrix design.

Figure 12. Attribute reliability across sample sizes under PAIR-3 Q-matrix design.
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Attribute classification accuracy with ALL-3. Factorial ANOVA results showed that
several effects were statistically significant: the missing percentage [F (5, 4368) = 10.373, p
< .001], the sample size [F (2, 4368) = 113.540, p < .001], the missing data mechanism [F (2,
4368) = 9.668, p < .001], the two-way interaction between sample size and the missing data
mechanism [F (4, 4368) = 3.149, p=.0135], and the three-way interaction [F (16, 4368) = 3.667,
p < .001]. Three effects had nonnegligible effect sizes: missing percentage (𝜂𝜂 2 =0.011), sample

size (𝜂𝜂 2 =0.048), and the three-way interaction among missing percentage, sample size, and

missing data mechanism (𝜂𝜂 2 =0.012). Figure 13 illustrates that attribute classification accuracy

did not differ more than .10 across missing data mechanisms, and Figure 14 illustrates that
attribute classification accuracy differ across sample sizes.

Figure 13. Attribute classification accuracy across missing data mechanisms under ALL-3 Qmatrix design.
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Figure 14. Attribute classification accuracy across sample sizes under ALL-3 Q-matrix design.

Profile classification accuracy with ALL-3. Factorial ANOVA results showed that all
effects were statistically significant: the missing percentage [F (5, 4368) = 62.504, p < .001], the
sample size [F (2, 4368) = 137.047, p < .001], the missing data mechanism [F (2, 4368) =
12.424, p < .001], the two-way interaction between missing percentage and sample size [F (10,
4368) = 2.692, p < .01], the two-way interaction between missing percentage and missing data
mechanism [ F (8, 4368) = 2.796, p < .01], and the two-way interaction between sample size and
missing data mechanism [F (4, 4368) = 5.403, p< .001], and the three-way interaction [F (16,
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4368) = 5.697, p < .001]. Three effects had nonnegligible effect sizes: missing percentage
(𝜂𝜂 2 =0.061), sample size (𝜂𝜂 2 =0.053), and the three-way interaction among missing percentage,
sample size, and missing data mechanism (𝜂𝜂 2 =0.018). Figure 15 and Figure 16 illustrate that

profile classification accuracy differ across missing data mechanisms and sample sizes.

Figure 15. Profile classification accuracy across missing data mechanisms under ALL-3 Qmatrix design.
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Figure 16. Profile classification accuracy across sample sizes under ALL-3 Q-matrix design.

Attribute reliability with ALL-3. Factorial ANOVA results showed that the missing
percentage [F (5, 4368) = 26.535, p < .001] and the missing data mechanism [F (2, 4368) =
7.632, p < .001] are statistically significant, while only the missing percentage (𝜂𝜂 2 =0.029) was
an influential factor. Figure 17 and Figure 18 illustrate that attribute reliability did not differ
much across missing data mechanisms and sample sizes.
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Figure 17. Attribute reliability across missing data mechanisms under ALL-3 Q-matrix design.

Figure 18. Attribute reliability across sample sizes under ALL-3 Q-matrix design.
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Summary. For both PAIR-3 and ALL-3 Q-matrix designs, missing percentage was
influential on all three measures, sample size was influential on attribute classification accuracy
and profile classification accuracy. A general trend was that as the missing percentage increased
and the sample size decreased, the accuracy measures decreased. Similar phenomena with BAL3 on attribute reliability were observed and are discussed in the later chapter.
Research Question 3
Between the two alternative Q-matrix designs, which one obtains higher attribute
classification accuracy, profile classification accuracy, and attribute reliability?
PAIR-3 consistently obtained higher measurements than ALL-3 did with Cohen’s d for
attribute classification accuracy of 0.30, Cohen’s d for profile classification accuracy of 0.25,
and Cohen’s d for attribute reliability of 0.23. Boxplots in Figure 19-21 facilitate visualizing the
differences between PAIR-3 and ALL-3 for all three measures across sample size. As shown in
the figure, there are long trailing tails toward the low values on all three measures, and further
investigation indicates that low classification accuracy measures are associated with small
sample size and that low reliability is associated with both high missing percentage and small
sample size.
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Figure 19. Boxplot of attribute classification accuracy by Q-matrix design.
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Figure 20. Boxplot of profile classification accuracy by Q-matrix design.
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Figure 21. Boxplot of attribute reliability by Q-matrix design.
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CHAPTER 5
Discussion
Despite the great potential of DCMs to give detailed feedback to individual examinees, a
variety of methodological issues and practical issues stand in the way of realizing this potential.
This study sought to inform practitioners regarding the effects of missing responses on
classification accuracy and attribute reliability. Depending on how the diagnostic information is
used, inaccurate mastery classification likely leads to wrong diagnoses and treatment
prescriptions in psychological settings and wasted time and effort in studying already mastered
attributes in educational settings. For example, if a questionnaire measuring three symptoms is
used to diagnose a certain mental illness, which is analogous to an assessment with three
attributes, accurately classifying whether each symptom exists will lead to a decision as to
whether someone has the mental illness. A false negative classification error may cause a person
who needs to be treated be ignored, and a false positive classification error may cause a person
who does not need treatment be given treatments. This section discusses possible reasons for the
observed phenomenon with attribute reliability and provides recommendations for handling
missing responses, Q-matrix design, and future research.
Attribute Reliability
The results of the analyses showed a consistent pattern of attribute reliability being
associated with small sample size, which is contrary to common belief that large sample size
provides more accurate estimates and leads to higher reliability. In this context reliability is a
measure of the consistency of the classification decisions, and it is related to test length, base
rates, attribute correlation, and sample size (J. Templin, personal communication, Sep. 23, 2019).
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To test if bias could have potentially caused the observed phenomenon, attribute reliability with
known item parameters for complete data sets were calculated (Table 8).

Table 8
Comparison of Average Reliability with Known and Estimated Item Parameters
Sample Size
500
1,000
2,000

Average Theoretical Reliability
Based on Specified Parameters
.827
.827
.828

Average Reliability
(Converged Data Sets)
.830
.828
.828

Note. All analyses with known item parameters converged, and the third column only included
analyses results of which the analyses with unknown item parameters reached convergence.
From Table 8, although the smallest sample size is associated with high reliability in the
third column, it is the reverse in the second column, indicating that the nonconvergence could
cause the observed phenomenon that small sample sizes are associated with high reliability
estimates. Because the convergence rate is lower with smaller sample sizes, we may expect
inflated reliability for small sample sizes. The nonconvergence could also explain the nonlinear
trend we observe in for attribute reliability for PAIR-3 and ALL-3 matrices (see Figure 12 and
Figure 18).
Another reason that could explain the large inflation with small sample size is bias of the
attribute reliability. Johnson and Sinharay (2019) indicated that larger positive bias of attribute
reliability was associated with smaller sample size, which means attribute reliability gets inflated
to a greater degree for small sample size than for large sample size. Comparing the values in
Table 8 with the average attribute reliability obtained from the simulation, which is .950 for
sample size of 500, .946 for sample size of 1,000, and .946 for sample size of 2,000, we could
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observe large inflation with small sample sizes. Therefore, attribute reliability bias could be
another reason for higher attribute reliability with small sample size.
Research has not ceased to define reliability for DCMs and explore the properties of each
of the definitions (Johnson & Sinharay, 2018, 2019). Future research could be conducted with
other reliability measures in the context of missing responses.
Recommendations for Handling Missing Responses
The results for balanced Q-matrix show that the missing percentage was the most
influential factor on attribute classification accuracy, profile classification accuracy, and
reliability, and that both missing percentage and sample size are influential on the three measures
for alternative Q-matrix designs. Therefore, the percentage of missing responses should be taken
into consideration for the estimation process. It is observed that even with complete data, the
measures decreased from BAL-3 to PAIR-3 to ALL-3, and that profile classification accuracy
was lower than attribute classification accuracy across all conditions. Despite these trends across
Q-matrices, sample sizes, and percentages of missing responses, it was noticeable that with 5%
missing responses, the measures were close to the complete data analyses. Nevertheless, if the
percentage of missing is greater than 5%, classification accuracy measures are noticeably
divergent from the accurate classification. This diagnostic information could lead to inaccurate
feedback to more examinees. Therefore, I recommend looking into other missing data treatments
such as imputation to improve classification accuracy and attribute reliability with the percent of
missing greater than 5%, rather than relying on maximum likelihood estimation.
Recommendations for Q-Matrix Design
Madison and Bradshaw (2015) have already recommended a balanced Q-matrix design,
and this study is seeking to help researchers make informative decisions on what to do if an
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attribute can never be measured in isolation with a fixed test length. From research question 3, I
recommend PAIR-3 over ALL-3 design for attributes that cannot be measured in isolation
because this design obtains higher classification accuracy measures and attribute reliability, and
the convergence rate is higher.
It is important to reiterate the assumptions about the attribute and the design of the Qmatrix to provide context for the recommendation so that researchers and practitioners may make
their own judgments. It was assumed that one of the three measured attributes could not be
measured alone in a test item and that this attribute could be measured in combination with any
of the other attributes. Under these assumptions, and after following the guidelines of Madison
and Bradshaw (2015) to fill a 20-item test with all combinations three times, there were two
spare items. PAIR-3 and ALL-3 differed in those two items: the two items in PAIR-3 measured
the FA and one other attribute, while the two items in ALL-3 measured all three attributes. The
study focused on manipulating the remaining items for Q-matrix design after populating the
matrix with all attribute combinations, and PAIR-3 was superior.
While there was a FA in this study, attribute classification accuracy and attribute
reliability are higher for PIAR-3 than for ALL-3. The recommendation could be different if
another attribute that could be measured in isolation were the focal attribute, if the last two items
in PAIR-3 measured attributes other than the FA, or if a different DCM were used. These
questions need to be answered by future research, and researchers and practitioners should make
their decision based on their purpose.
Limitations
The way the MAR condition was simulated in this study was related to the estimated
attribute mastery which reflected how the correctness of the responses was generated. Therefore,
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this way of simulating the MAR condition might have been confounded with the MNAR
condition, which was simulated based on the correctness of the responses. This way of
simulating the MAR condition was not employed by previous researchers. Dai (2017) and Dai et
al. (2018) used a hypothetical continuous variable to create fractiles to determine the probability
of missingness for each respondent, and Sünbül (2017) used the total score. It follows that the
influence of the particular way of simulating the MAR condition on the results is hard to
pinpoint.
As with all simulation studies, although the purpose was to generalize, there were
limitations to how far the generalization would go. In this study, the specific simulation
conditions, including model selection, Q-matrix design, base rates, attribute correlations,
master’s probability for correct responses, and sample size, led to the observed results and
consequently the recommendations. Although the simulation conditions were intended to imitate
practical scenarios, these conditions may confine how good the recommendations would be in
specific situations.
Implications for Test Developers
Although diagnostic assessments have the advantage of producing accurate classification
information with short test, test developers are encouraged to set reasonable expectations of how
long the test should be and how many times each attribute is measured. From Figure 1 to Figure
18, it is observed that with the increase of the missing percentage, all three dependent variables
(attribute classification accuracy, profile classification accuracy, and attribute reliability)
decreased. However, all the aggregated values in those figures were no less than .75. The
positive results were obtained probably due to the length of the test. In the 20-item test, the FA
was measured 11 times in all matrices. Allowing the attribute to be measured sufficient times
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could be a vital factor in diagnostic assessment design to achieve optimal person parameters.
High missing percentage (30%) could play a more detrimental role in a shorter test in terms of
classification accuracy and attribute reliability. Test developers should do their best to adhere to
the suggestions from Madison and Bradshaw (2015) to ensure that each attribute is measured
sufficient times.
Implications for Future Research
I suggest future researchers use other ways to simulate the MAR condition so that the
effect of missing data mechanism could be further explored. Although the current study showed
that missing data mechanisms (MCAR, MAR, and MNAR) were not influential in (a) attribute
classification accuracy, (b) profile classification accuracy, and (c) attribute reliability, the results
might not hold using different ways to simulate the MAR condition. In the current study, the
MAR condition was related to the estimated attribute mastery from the complete data, and the
MNAR condition was related to the correctness of the response. Although the MAR condition
did not directly relate to the correctness, attribute mastery was estimated from the data, and
therefore, the MAR condition was indirectly related to the MNAR condition. Given this logic,
the differences among the three missing data mechanisms could have been disguised. As Zhang
(2014) identified that the missingness related to the individual respondent’s characteristics,
future research could employ how Dai (2017) simulated the MAR condition and generate a
hypothetical variable to represent the characteristics of individual respondents, and have that
predict the missingness.
Additionally, future researchers could incorporate levels of association of the missing
data in MAR and MNAR conditions and explore how the strength of the association plays a role
in the estimation process. For example, for the MNAR condition, the small association could be
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that the incorrect responses have a low probability of being missing such as drawing from U
(0,0.2), and the large association could be that the incorrect responses have a high probability of
being missing such as drawing from U (0.6, 0.9).
As previous section mentioned, the interpretations of the results and the
recommendations were limited to the simulation conditions in this study. To explore how well
these recommendation holds, these conditions could be altered to further study the research
questions.
Finally, this study only investigated person parameters, and I suggest future researchers
explore the effects of Q-matrix design, sample size, missing data mechanism, and missing
percentage on the bias of item parameters. While person parameters are important to investigate
because these parameters are the bases of the diagnostic results, item parameters are important
for calibration purposes so that these estimates would be used as known parameters for future
assessments. Future researchers are suggested to bring this research topic to the realm of item
parameters.
Conclusion
This study explored Q-matrix design and maximum likelihood estimation for the C-RUM
using simulations. A total of 144 simulation conditions were executed, including three Qmatrices (BAL-3, PAIR-3, and ALL-3), three sample sizes (500; 1,000; and 2,000), six missing
percentages (0%, 5%, 10%, 15% 20%, 30%), and three missing data mechanisms (MCAR,
MAR, and MNAR). The results showed that PAIR-3 was superior than ALL-3 in that it obtained
higher attribute classification accuracy, profile classification accuracy, and attribute reliability,
and the results also indicated that maximum likelihood estimation could handle the percentage of
missing less than 5%. It is recommended that with a fixed length test, practitioners could fill up
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the matrix with items measuring paired attributes instead of items measuring all attributes, and
that more advanced missing data treatments could be sought if the percentage of missing is larger
than 5%.
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APPENDIX A
Balanced Q-Matrix BAL-3
Item
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Note. Entries of 0 were removed for the ease of view.
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APPENDIX B
Unbalanced Q-Matrix PAIR-3
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Note. Entries of 0 were removed for the ease of view.
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APPENDIX C
Unbalanced Q-Matrix ALL-3
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Note. Entries of 0 were removed for the ease of view.
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APPENDIX D
MAR Data Set Generation Procedure
This appendix gives an example of how the MAR data sets were generated in the study.
The Q-matrix and estimated marginal probabilities of attribute mastery are created to illustrate
this procedure. Table D1 shows a hypothetical matrix with three items. Each item measures
different combinations of three attributes. Table D2 shows the estimated marginal attribute
mastery probabilities from the complete data.

Table D1
Q-Matrix
Item
1
2
3

Attribute 1
1
0
1

Attribute 2
1
1
1

Attribute 3
0
0
1

Attribute 2
.1
.1
.4

Attribute 3
.5
.1
.5

Table D2
Estimated Marginal Probabilities of Attribute Mastery
Respondent
1
2
3

Attribute 1
.2
.6
.3

Information from Table D1 and Table D2 are then used to generate an initial matrix that
will indicate the missingness of each response. For example, item 1 measures two attributes, and
the marginal probability of mastering the two attributes for respondent 1 respectively are 0.2 and
0.1, the corresponding cell in the missing propensity matrix would be 1.7 (calculated by 1-0.2+10.1) (Table D3). Because the propensity matrix contained values larger than 1, it was
transformed so that all values were between 0 and 1 (Table D4). The transformed propensity
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matrix is then used in combination with the set missing percentage to generate missing
responses.

Table D3
Initial Missing Propensity Matrix
Respondent
1
2
3

Item 1
.8+.9=1.7
.4+.9=1.3
.7+.6=1.3

Item 2
1-.1=0.9
1-.1=0.9
1-.4=0.6

Item 3
.8+.9+.5=2.2
.4+.9+.9=2.2
.7+.6+.5=1.8

Item 1
0.69
0.44
0.44

Item 2
0.19
0.19
0

Item 3
1
1
0.75

Table D4
Final Propensity Matrix
Respondent
1
2
3

