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Abstract
Historians create structure in our collective understanding of past events. When writing narrative history,
they establish connections between significant events, the contexts in which these events occurred, and
the people who participated in them. Most of the knowledge created by historians still exists in the
form of unstructured texts. This poster presents an exploration of the applicability of the concept of
semantic relatedness to historiographical research. Computational methods are applied on texts about the
history of the Roman Empire to identify named entities and build word-word relatedness matrices. These
matrices are then analyzed to reveal larger thematic structures that characterize a particular historian’s
view of historical events. This analysis demonstrates the value of semantic relatedness for the unsupervised
detection of common themes and unusual outliers in the narrative texts historians have created to store
our collective knowledge of the past.
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1 Introduction
The value of taking the works of historians as an object of academic scrutiny has long been recognized in
the discipline of historiography. Relatively new to the toolbox of historiographical research, however, are
the opportunities afforded by computational methods developed over the past several decades. In particular,
techniques developed for the purposes of information retrieval have in recent years found successful application
in literary studies and the historical research of primary sources. One of the core ideas motivating these
techniques is the idea that the meaning of a word can be represented by the sum of the contexts in which that
word appears. Methods motivated by this idea have been quite successful in solving information retrieval
problems, as they cluster documents and match queries by exposing the latent meaning behind a given
document’s textual surface. Literary theorists and historians have found applications for these methods
that go beyond indexing and retrieval (Moretti, 2013; Jockers, 2013). By applying them to large corpora
of literature or primary sources, these scholars are able to detect trends and uncover new knowledge the is
capable of supporting and expanding the knowledge created by traditional, “close-reading” methods. There
is little to suggest that similar opportunities do not exist at the intersection of historiography and computing.
This poster investigates how the concept of semantic relatedness can be applied to works of narrative history,
and what new factors must be taken into account when this concept is applied outside of information retrieval
and linguistics.
2 Methods
Semantic relatedness relies heavily on the vector space model (Salton, 1989), which conceptualizes the objects
being analyzed as multidimensional vectors of features. A given input text may be represented in this manner
as a sentence-word matrix S ∈ Rm×n where m represents the number of sentences in the document and n
represents the number of unique terms being included in the analysis. This decomposition is achieved using
the Punkt tokenizer in the Natural Language Toolkit (NLTK) (Bird, Klein, & Loper, 2009) in conjunction
with a list of stop words that excludes common function words from the sentence-word matrix. NLTK also
includes a maximum entropy part-of-speech tagger trained on the Penn Treebank (Marcus, Marcinkiewicz, &
Santorini, 1993) and a maximum entropy named-entity classifier (Song, Maeda, Walker, & Strassel, 2014)
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trained on the ACE 2007 Multilingual Corpus. These are employed to add part-of-speech and named-entity
status to each term during the process of decomposition.
Each element sij of the matrix S takes the value of 0 or 1, indicating whether or not the i-th sentence
contains the word wj . The word-word co-occurrence matrix C can be obtained by left-multiplying the
sentence-word matrix by its transpose: C = SᵀS. The diagonal elements cii of C represent the number of
times wi occurred throughout the entire document, while off-diagonal elements cij represent the number of
times wi and wj occurred together in a sentence. For some metrics, the occurrence count on the diagonal of
C adds unnecessary noise, so D is defined as a special variant of C where all diagonal elements Dii = 0.
Cosine similarity between named entities forms the basis of this analysis. For a given set of named
entities of interest, the similarity between entities i and j can be computed by extracting their respective
context vectors from D plugging them into the following formula:
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After identifying a set of named entities of interest, it becomes possible to quantify the similarities and
differences between these entities as delineated by the historian who authored the text. In other words, this
method foregrounds the organizational structure an individual author imposes upon the historical events and
significant figures of the past.
Figure 1: Visualization of cosine similarity between named entities and frequently-occurring nouns in
Edward Gibbon’s Decline and Fall of the Roman Empire, Vol. 1
3 Preliminary Results
Figure 1 is a network visualization of a matrix representing cosine similarity between a selection of named
entities and frequently-occurring words in Edward Gibbon’s The Decline and Fall of the Roman Empire,
Volume 1. Each element Aij in the matrix A contains the cosine similarity the context vectors of words i and
j extracted from the co-occurrence matrix D. Following the core tenet of the distributional hypothesis (Harris,
1970), two words are similar if they co-occur with similar neighbors. A matrix containing such similarities
loans itself readily to a network visualization where each edge is weighted by the strength of the similarity.
Similarity networks tend to be dense, and so this is a visualization of the network backbone extracted by a
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minimum spanning tree Pathfinder algorithm (Chen, 2004). Nodes were assigned to communities using a
modularity optimization algorithm (Blondel, Guillaume, Lambiotte, & Lefebvre, 2008); in the visualization a
node’s color indicates its community assignment.
A coherent structure emerges from the similarity matrix. Gibbon was a true adherent to the "Great
Man theory" of history (Carlyle, 1907), and so it is no surprise that the word emperor takes center stage.
This word connects to specific emperors such as Constantine and Constantius, who themselves become hubs
linked to the prominent themes of their reigns. Rome’s volatile interactions with the Persian Empire and
the Germanic tribes also form their own thematic communities. This topical framework of Gibbon’s texts
is useful not only for exploring Rome’s history, but particularly aids in dissecting Gibbon’s 18th century
perspective on classical Rome.
Any measure of cosine similarity may be transformed into a measure of cosine distance by subtracting
its value from 1. Patterns of similarity may be identified in a subset of entities by analyzing cosine similarity
through agglomerative hierarchical clustering.
Figure 2: Hierarchical Clustering of Place Mentions in Edward Gibbon’s Decline and Fall of the Roman
Empire, Vol. 1
Figure 2 represents such a hierarchical clustering on a subset of identified place names in Gibbon’s
text. The cognitive structure Gibbon grafts into the geography of the ancient world is immediately apparent.
In late classical Rome, the center of action is in the Eastern Provinces; Gaul and Italy are drifting further
from their earlier, prominent positions and Spain and Britain are mere afterthoughts. Germany and Persia
occupy their own cluster as non-Roman territories antagonistic to the Empire; this status, however, makes
them more relevant to the main storyline of Gibbon’s work than the increasingly irrelevant frontiers of Britain
and Spain.
The clustering of Emperors depicted in Figure 3 confirms traditional thinking on the classification of
Roman Emperors, but also reveals some unique features of Gibbon’s take on leaders of classical Rome. To the
the left are the Emperors who dominate the narrative storyline of Volume 1, to the right are those who "set the
stage" for the 4th century. In the right group, the seven emperors to the left are the exemplary leaders, while
the seven to the right are cast in a negative light in Gibbon’s writing. This approach to dissecting historians’
texts can add new nuance to well-established historiographical perspectives: while Gibbon’s evaluation of the
philosopher-emperor Marcus Aurelius is generally positive, he is ultimately grouped in the rightmost group of
ineffectual or wicked emperors. A close reading of Gibbon’s text reveals that the author lays considerable
blame at the feet of Marcus Aurelius for enabling the catastrophic reign of his dissolute son, Commodus.
The subjects of historians’ writing are intrinsically chronological, and thus semantic relatedness
measures have the potential not only to reveal the structure of historians’ perspectives, but also how those
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Figure 3: Hierarchical Clustering of Emperors Mentions in Edward Gibbon’s Decline and Fall of the Ro-
man Empire, Vol. 1
structures change over time. Figure 4 depicts a multidimensional scaling (Mardia, 1978) of the cosine distance
between the city names rome and constantinople from each of the separate 6 volumes in Gibbon’s work.
Multidimensional scaling reduces the dimensionality of the cosine similarity vectors to two, allowing distances
and movement in high-dimensional spaces to be visually approximated. The lines connecting the city names
trace each city’s movement through the semantic space created by Gibbon as later volumes succeed earlier ones.
In the early Empire, Rome is the beating heart of politics, military, and culture, and the yet-to-be-founded city
of Constantinople is only referenced occasionally in anticipation. As the chronological narrative proceeds and
Constantine founds the new capital on the Bosphorus, Rome recedes into the background and Constantinople
has fully taken Rome’s old semantic position in Volume 6.
4 Conclusion and Future Directions
This poster reports on the preliminary results of ongoing research on ways computational methods can
uncover the structures historians create to frame our understanding of the past. The use of the concept of
semantic relatedness shows great promise in this effort. The results of the method described above revealed
the ways in which Gibbon’s narrative is in sync with general conceptions of Roman history, but also hinted
at areas in which Gibbon crafts a unique or "outlier" interpretation of past events. Broadly, such methods,
when employed alongside traditional historical research methods, have the potential to both scaffold or
challenge established historical conclusions. This approach also introduces the possibility of systematically
comparing the views of multiple historians in a consolidated corpus of historical works. By arranging such
a corpus in chronological order, it may also be possible to track how historians’ perspectives change over
time. Future research in this area will attempt to incorporate pronoun anaphora resolution and named-entity
disambiguation to extract a more fine-grained view of how similar text mentions of named entities are.
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Figure 4: Movement in semantic space of the terms rome and constantinople over 6 volumes of Gibbon’s
Decline and Fall
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