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When studying fluid-body interactions in the low-Froude limit, traditional asymptotic
theory predicts a waveless free-surface at every order. This is due to the fact that the waves
are in fact exponentially small—that is, beyond all algebraic orders of the Froude number.
Solutions containing exponentially small terms exhibit a peculiarity known as the Stokes
phenomenon, whereby waves can ‘switch-on’ seemingly instantaneously across so-called
Stokes lines, partitioning the fluid domain into wave-free regions and regions with waves.
In three dimensions, the Stokes line concept must extend to what are analogously known
as ‘Stokes-surfaces’. This paper is concerned with the archetypal problem of uniform flow
over a point source—reminiscent of, but separate to, the famous Kelvin wave problem. In
theory, there exist Stokes surfaces i.e. manifolds in space that divide wave-free regions
from regions with waves. Previously, in Lustri & Chapman (2013) the intersection of
the Stokes surface with the free-surface, z “ 0, was found for the case of a linearised
point-source obstruction. Here we demonstrate how the Stokes surface can be computed
in three-dimensional space, particularly in a manner that can be extended to the case of
nonlinear bodies.
1. Introduction
In the classic Kelvin wave problem, one considers the production of waves in a uniform
stream as flow passes a ship modeled as a point source at the origin. As shown by Kelvin
[cf. Darrigol (2005)], the mathematical model can be posed in terms of Fourier integrals,
after which an asymptotic analysis in the downstream limit predicts the well-known
V-shaped wave pattern [see e.g. Eggers (1992), Pethiyagoda et al. (2014)]. In situations
where the point source is submerged, the analysis is rendered more difficult (Lustri &
Chapman 2013), and this is a scenario we shall discuss in the paper.
The Kelvin point-source model provides a geometrical linearisation of more complicated
wave-generating bodies; however, where it is important to analyse flows around blunt-
bodied obstructions with nonlinear geometries, it can be advantageous to develop
asymptotics in the low-Froude or low-speed limit (Ogilvie 1968). This is characterised by
small values of the Froude number, F , defined via
 ” F 2 “ U
2
gL
, (1.1)
which provides a measure of the relative balance between inertial forces, governed by the
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velocity and length scales, U and L, and gravitational forces, governed by the acceleration
due to gravity, g.
Unfortunately, the study of the low-Froude limit, Ñ 0, presents notable challenges
first remarked by Ogilvie (1968), and now referred to as the ‘low-speed paradox’ (Tulin
2005). Specifically, suppose we write the velocity potential, φ, as a series expansion in :
φpx, y, zq “ φ0px, y, zq ` φ1px, y, zq ` 2φ2px, y, zq ` . . . . (1.2)
The leading-order term, φ0, corresponds to the so-called double-body flow where the free-
surface surface is flat. This term then encodes the information of the problem geometry;
in our case this consists of uniform flow over a submerged point-source at p0, 0,´hq:
φ0 “ Uxlomon
Uniform flow
´ δ
4pi
#
1a
x2 ` y2 ` pz ´ hq2 `
1a
x2 ` y2 ` pz ` hq2
+
looooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooon
point-source terms
. (1.3)
The leading-order approximation, φ0, is wave-free, and as remarked by Ogilvie (1968),
the subsequent terms, φ1, φ2, etc. will also fail to capture wave phenomena. The waves
are in fact exponentially small and beyond-all-orders of the algebraic expansion in .
In fact, as consequence of the singularly perturbed nature of Ñ 0, the base series in
(1.2) diverges. The divergent expansion can be optimally truncated, and the exponentially
small remainder sought. This yields
φpx, y, zq “
Nÿ
n“0
nφnpx, y, zq `
”
Apx, y, zqe´χpx,y,zq{ ` c.c.
ı
. (1.4)
Above, χpx, y, zq is an important function known as the singulant. We will typically
write the real-valued waves in complex exponential form (c.c. for complex conjugate).
Thus, Reχ provides a measure of the exponential dependence of the waves and this
is shown in Fig. 1. Exponential asymptotics provides those tools for derivation of the
exponentially-small contributions (Boyd 1999).
There is a subtle aspect involving the exponentially-small waves in (1.4). These waves
do not exist at all points in R3, but rather, they may switch-on across certain critical
manifolds known as Stokes surfaces. That is, in certain regions of the physical flow, A
in (1.4) is identically zero, but A becomes non-zero upon crossing a Stokes surface; this
is illustrated in Fig. 2. This peculiar transition is known as the Stokes Phenomenon,
and is generic to many singularly perturbed problems. In two-dimensional free-surface
flows, the Stokes Phenomenon governs the generation of surfaces waves across Stokes lines
(Chapman & Vanden-Broeck 2006). In standard differential equations theory, the simple
analogue that will be familiar to most readers is the transition from exponential decay to
oscillatory in the Airy equation (Berry & Howls 2015) that occurs across the origin.
For a given three-dimensional fluid-structure interaction problem in the Ñ 0 limit,
the question is whether the Stokes surface(s) can be established. In this paper, we shall
demonstrate a numerical methodology that allows Stokes surfaces to be derived for linear
geometrical problems (such as the submerged point-source problem), but that can be
generalised to nonlinear geometries.
2. Background and open questions
The study of water waves produced by flows past wave-generating bodies is extensive
and we refer readers to the literature reviews found in Stoker (1957); Wehausen & Laitone
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Figure 1: Fluid configuration: (a) A numerical surface wave calculated for  “ 0.15. The
underlying steady flow is in the positive x-direction. A point-source (indicated by a bold
circle) is placed below the free-surface (indicated by shaded light grey). The interaction
of this flow with the point-source induces a downstream wavetrain. (b) The schematic
of the wavetrain. Longitudinal and transverse waves form a wavetrain similar to—but
distinct from—that seen in the classic Kelvin-ship problem
φ ∼ φ0
φ ∼ φ0 +Ae−χ/ + c.c.
Stokes surface
Figure 2: The Stokes surface: traversing a Stokes surface induces a switch-on of an
exponential term in the solution.
(1960); Wehausen (1973); Tulin (2005). The key distinction of our work is in the analysis
of low-speed or low-Froude flows past submerged point sources. The unique exponential
smallness of the waves in this regime distinguish the problem from the many other linear
water-wave problems (e.g. the classic Kelvin problem) of the past.
Classically, Keller (1979) studied the Kelvin wave problem of a moving source on the
free-surface, and showed the solution of the Eikonal equation is obtained by the method
of characteristics, establishing the study of ray theory [see Chapman et al. (1998) and
others]. In the case of Keller (1979), the source lies on the physical free-surface, and
waves are associated with real-valued rays which emanate from the source point. Two
natural questions arise: namely how these techniques relate to problems of a submerged
body, and how they relate to bodies possessing non-negligible size: so-called bluff-bodied
objects. The first of these questions was studied by Lustri & Chapman (2013), who
demonstrated that in the case of a submerged body the analysis is beyond the scope of
traditional real-ray methods as used by Keller (1979). Instead the specialised technique of
complex-ray theory is required. This study also highlighted the close association between
the Stokes phenomenon and the generation of free-surface waves by interactions with
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submerged solid bodies. Using complex-ray theory, Lustri & Chapman (2013) showed
that the linearised point-source problem admits explicit solutions on the free-surface.
The family of solutions found for the singulant govern the location of the Stokes
lines on the free-surface. In essence, these functions are restrictions of the more general
three-dimensional singulant to the free-surface, and thus the Stokes lines discovered by
Lustri & Chapman (2013) are the intersections of three-dimensional Stokes surfaces with
the free-surface. In two-dimensional problems, recent exponential asymptotic analysis [by
Trinh & Chapman (2013) and others] has shown that the Stokes lines associated with
this phenomenon emanate from certain points on solid boundaries (often cusps or corners
of the object). In this paper we shall address the following questions:
(i) What is the nature of the singulant and the associated Stokes surface (the so-called
Stokes structure) in three dimensions?
(ii) In many wave-structure problems of this type which do not use a linear reduction,
we are unable to obtain the singulant in exact form. What methods would be
appropriate to use when such exact solutions are not available?
(iii) Would these methods be suitable for investigating the corresponding nonlinear
point-source problem?
Finally, we note that the reduction of two-dimensional surface flows to a one dimensional
boundary integral is a powerful tool and has been the subject of much study recently [see
e.g. Vanden-Broeck (2010) for boundary integral numerics, and Crew & Trinh (2016) for
boundary integral analytic continuation]. However, the application of these methods to
three-dimensional problems is problematic due to the reliance on results of single variable
complex analysis for which the higher dimensional analogue is not clear. Instead, a direct
treatment of Laplace’s equation for the velocity potential, ∇2φ “ 0 must be performed.
3. The necessity of complex-ray theory
As we have discussed, the primary focus of the study shall be the so-called ‘singulant’
function, χpxq, which characterises exponential terms of the form Apxq expp´χpxq{q.
A significant part of this work relies on working in higher-dimensional complex space
(notably x P C3), so here we shall clarify why the theory must be developed in this space.
For clarity, let us introduce the spaces:
real fluid volume: V “ tx “ px, y, zq P R3 : 0 ď z ď ηpx, yqu, (3.1)
real free surface: F “ tpx, yq P R2, z “ ηpx, yqu. (3.2)
In §4, we shall see that the singulant is governed by the boundary value problem involving
the Eikonal equation,
χ2x ` χ2y ` χ2z “ 0, in the fluid, x P V, (3.3a)
χz “ χ2x, on the free-surface, x P F . (3.3b)
χ “ 0 on x2 ` y2 ` pz ˘ hq2 “ 0. (3.3c)
where subscripts denote partial differentiation. Important to note is that the condition
(3.3b) is produced by a linearisation about a uniform flow (i.e. δ ! 0 in (1.3)). As will be
outlined in §4, the final condition is required for consistency between leading-order and
late-order terms of the velocity potential, φ. Notice that χ is zero at a location related to
the two physical source points at z “ ˘h.
More specifically, we face the following problems:
(i) We might attempt to solve (3.3a) and (3.3c), imposing some behavioural condition
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near the two source points p0, 0,˘hq and tracing out rays. However, there is no
guarantee that such rays would reach z “ 0, or that if they were to reach, that
they would satisfy (3.3b).
(ii) Thus we would attempt to substitute (3.3b) into (3.3a) and solve the limited
problem of χ2x ` χ2y ` χ4x “ 0 on z “ 0. However, the source condition (3.3c) is
now x2 ` y2 ` h2 “ 0, which is not satisfied at any real values of x and y. Instead,
the problem can be solved as a complex-ray problem with rays originating from
x2 ` y2 ` h2 “ 0 for complex x, y P C.
In this paper we therefore leverage complex-ray theory in a non-standard manner. Our
method is comprised of two parts. The first considers a sub-problem on the complexified
free-surface (four-dimensions, of which the physical free-surface is a two-dimensional
subspace), while the second part extends the complexified free-surface solution into
the complexified fluid-domain (six-dimensions, of which the physical fluid-domain is a
three-dimensional subspace). By the method of complex-rays, a solution in real-space,
say χ, is typically recovered as a real-space restriction of its analytic continuation χ˜ in
complex-space, i.e. χ “ χ˜ˇˇR3 . Complex-ray methods therefore often rely on understanding
the relationship between real and complex domains. A visualisation of these spaces is
presented in Fig. 5. Finally, we note the solubility of the problem (3.3) via Fourier analysis
and the method of steepest descents (for details, see App. B). However, in utilising
complex-ray theory we develop a generalisable framework by which we may study fully
nonlinear problems. For discussion, see §9. In summary, this paper shall:
(i) Present a numerical scheme to recover exponentially-small waves via complex-ray
theory.
(ii) Use this scheme to reproduce the results of Lustri & Chapman (2013), and extend
the results into the inner-fluid domain, revealing the associated three-dimensional
Stokes structure.
(iii) Leverage algebraic solutions of the linearised problem to perform far-field asymp-
totics of the solutions. In particular, we shall confirm certain conjectures about
the connection between the submerged source problem and the famous Kelvin
problem [see Kelvin (1887)] in both far-field, and shallow-source limits.
4. Mathematical formulation
We consider a steady, irrotational, incompressible, free-surface gravity flow with surface
tension neglected. After suitable nondimensionalisation, the governing equations are
formulated in terms of the velocity potential, φ,
∇2φ “ δpx, y, z ` hq in the fluid, (4.1a)
with the kinematic and dynamic (Bernoulli) conditions on the free-surface, z “ ηpx, yq,
∇φ ¨ n “ 0 on z “ ηpx, yq, (4.1b)

2
p|∇φ|2 ´ 1q ` z “ 0 on z “ ηpx, yq, (4.1c)
where n is the unit outward-pointing normal to the free-surface. The nondimensional
parameter, , denotes the square of the Froude number, and measures the relative balance
between inertial and gravitational forces (which are assumed to act in the negative z
direction),
 “ U
2
gL
. (4.2)
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As such, the low-Froude limit corresponds to  Ñ 0. We consider the regime in which
0 ă δ ! , where δ quantifies a small perturbation to the uniform flow,
φ “ x` δφ˜.
A balance in (4.1c) requires η “ δη˜. Under these conditions, our governing equations
become
∇2φ˜ “ 0, ´8 ă z ă 0, (4.3a)´
η˜x ´ φ˜z
¯
` δ
´
φ˜xη˜x ` φ˜y η˜y
¯
“ 0, on z “ 0, (4.3b)´
φ˜x ` η˜
¯
` δ 
2
|∇φ˜|2 “ 0, on z “ 0. (4.3c)
Neglecting terms of Opδq and dropping hats, the velocity potential, φ, and the free-surface,
η, are sought via the asymptotic series
φ “
8ÿ
n“0
nφn, η “
8ÿ
n“0
nηn. (4.4)
Evaluation at Opnq yields
∇2φn “ 0, ´8 ă z ă 0, (4.5a)
ηnx ´ φnz “ 0, on z “ 0, (4.5b)
φpn´1qx ` ηn “ 0, on z “ 0. (4.5c)
In the limit Ñ 0 Bernoulli’s equation (4.1c) implies that η0 “ 0. This can be understood
as gravity dominance forcing a flat free-surface at leading-order. Thus for the point-source
problem, we may use the method of images to infer the leading-order velocity potential,
φ0px, y, zq “ ´ 1
4pi
#
1a
x2 ` y2 ` pz ´ hq2 `
1a
x2 ` y2 ` pz ` hq2
+
. (4.6)
The key to capturing the exponentially small terms is to study the behaviour of the
dominant terms in the limit nÑ8 in order to deduce the nature of the singulant, χ.
4.1. Divergence of the asymptotic expansion
The ideas for estimating divergent tails follow from the work of Chapman et al. (1998)
(for ODEs), and Chapman & Mortimer (2005) (for PDEs). We note that in (4.1c) the
asymptotic parameter, , multiplies the highest derivative, producing a relationship
between higher-order series terms and the derivatives of lower-order terms. Thus a
singularity present in the lower-order terms in the series will be transmitted and amplified
in the power through subsequent terms and cause the expansion to diverge like a factorial-
over-power. This suggests the ansatz
φn „ Apx, y, zqΓ pn` γq
χpx, y, zqn`γ , and ηn „
Bpx, y, zqΓ pn` γq
χpx, y, zqn`γ , (4.7)
where Γ denotes the Gamma function, and F, γ and χ are functions that do not depend
on n. We emphasise that the function χ is the same singulant appearing in the exponent of
(1.4). Its presence as the denominator in the late-order ansatz provides an interpretation
for the condition (3.3c), namely that χ “ 0 at singularities of the leading-order solution.
Important to note when using this ansatz is that we assume that singularities are well-
separated; as shown in Trinh & Chapman (2015), in problems with coalescing singularities
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it is necessary to use a more general exponential-over-power form, however we shall not
encounter such problems. Making use of this ansatz in the system (4.5), we may derive
from the governing equations for the velocity potential those for the singulant,
χ2x ` χ2y ` χ2z “ 0, ´8 ă z ă 0, (4.8a)
´Aχx `B “ 0, on z “ 0, (4.8b)
Bχx ´Aχz “ 0, on z “ 0. (4.8c)
For a non-trivial χ, the latter two equations demand that
χz “ χ2x, on z “ 0. (4.9)
Using this condition, the elimination of χz in the Eikonal equation (4.8a) yields the
governing equation for the singulant, χ, on the free-surface,
χ2x ` χ2y ` χ4x “ 0, on z “ 0. (4.10)
We note that obtaining free-surface solutions for χ is critical for the recovery of the
singulant away from the free-surface as we shall outline in §8.
4.2. Optimal truncation and Stokes line smoothing
Following Trinh & Chapman (2013) [for a comprehensive exposition, see Lustri (2012)],
the optimal truncation point, N , of a divergent series is typically where successive terms
are approximately equal, i.e. where∣∣∣∣ NφNN´1φN´1
∣∣∣∣ „ 1.
By substitution of the late-term ansatz, we see that N „ |χ|{, and so for any fixed point
with χ ‰ 0, we have that N Ñ8 as Ñ 0. As a result, it is precisely the behaviour of
these late-order terms that governs the Stokes switching which we wish to determine.
Upon truncation, the asymptotic series (4.11) become
φ “
N´1ÿ
n“0
nφn `RN , η “
N´1ÿ
n“0
nηn ` SN , (4.11)
where N is sought so as to minimise the remainders RN and SN . We note that following
Lustri & Chapman (2013), choosing N according to the above rule suffices for the purposes
of this analysis. For a more detailed examination see Trinh (2011); Chapman et al. (1998).
Upon substitution of the truncated forms into (4.1) the series terms are eliminated at
each order due to (4.3), and we are left with
∇2SN “ 0, ´8 ă z ă 0, (4.12a)
RNz ` SNx “ 0 on z “ 0, (4.12b)
RNx ` SN “ ´NφpN´1qx on z “ 0. (4.12c)
Following Lustri & Chapman (2013), as Ñ 0 this system is satisfied by the WKB-like
ansatz
RN „ Φpxqe´χpxq{, SN „ Hpxqe´χpxq{, (4.13)
where χpxq is one of the solutions to the governing system for the singulant, (4.8). This
establishes a connection between the exponentially-small remainder and the late-order
ansatz (4.7) by the presence of χ in both. The criterion observed in Dingle (1973) states
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that an exponential term of the form (4.13) (with χ “ χ1, say) switches-on a further
exponential term (with χ “ χ2, say) when we have
Impχ1q “ Impχ2q, and Repχ2q ě Repχ1q. (4.14)
The first may be interpreted as an equal phase requirement, and the second a condition
of subdominance. Making use of the Dingle criterion, we see that exponentially small
ripples of the form (4.13) first emerge when
Impχq “ 0, and Repχq ě 0. (4.15)
This is caused by Stokes switching due to the base solution (represented by χ1 “ 0, due
to its algebraicity in ). We note that the singularity providing the largest switching term
is that which leads to the smallest value of | Impχq| on the real axis. We shall assume this
is the nearest singularity to the real axis, as is typically (though not always) the case [see
e.g. Trinh et al. (2011)].
5. Complex-ray theory for the singulant
As noted in the previous section, on the free-surface the singulant, χ, is governed by
(4.10), and moreover it is known that the singulant vanishes at singular points, specifically
those given by (3.3c). On the free-surface, this corresponds to the condition that
χ “ 0 on x2 ` y2 ` h2 “ 0. (5.1)
Following Ockendon et al. (2003) and others, we proceed to seek a solution by use of
Charpit’s method. To this end, we introduce
p “ χx, q “ χy. (5.2)
Rays are defined as parametrised solutions to Charpit’s equations, in the variable τ ,
dx
dτ
“ 2p` 4p3, dy
dτ
“ 2q, dχ
dτ
“ 2p4,
dp
dτ
“ 0, dq
dτ
“ 0.
(5.3)
The initial data, at τ “ 0, given by (5.1) closes the system. In order for the initial
conditions to be in the desired form, given by
px, y, p, q, χq “ px0, y0, p0, q0, 0q at τ “ 0, (5.4)
we introduce the parametrisation variable, s, such that
x0psq “ s, y0psq “ ˘i
a
s2 ` h2, χ0psq “ 0. (5.5)
We emphasise that s P C in general (cf. discussions in §3). The initial conditions p “ p0psq
and q “ q0psq may be determined by using the Eikonal equation (4.10) and applying the
chain rule to dχ{ds. This gives
p20 ` q20 ` p40 “ 0, (5.6)
p0 ` dy0
ds
q0 “ 0. (5.7)
Using these two equations we may eliminate q0 (as long as y
1
0 ‰ 0,8 i.e. we have
s ‰ 0,˘ih), and this gives
p20
˜
1` 1
y10
2
¸
` p40 “ 0. (5.8)
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Following our assumption of y10 ‰ 0, we see from (5.7) that p0 “ 0 leads to the trivial
solution for χ. Thus excluding this trivial branch, we obtain initial conditions for p and q,
given by
q0psq “ ´p0
y10
, p0psq “ ˘i
˜
1` 1
y10
2
¸1{2
. (5.9)
Substitution of (5.5) then produces
p0 “ ˘h
s
and q0 “ ip0
?
h2 ` s2
s
. (5.10)
We note that there are two branches contained here, and we shall clarify later which
branch choices should be considered.
5.1. Analytic solutions
In the case of Charpit’s equations (5.3), solutions may be obtained by direct integration;
this gives rays of the form
x “ x0 ` p2p0 ` 4p30qτ, (5.11a)
y “ y0 ` 2q0τ, (5.11b)
χ “ 2p40τ. (5.11c)
From (5.11c), both solutions for p0 yield
χ “ 2h
4τ
s4
. (5.12a)
Moreover, rearrangement for τ in (5.11a) produces
τ “ ¯ s
3ps´ xq
2hp2h2 ` s2q , (5.12b)
where the sign choice is written so as to produce branches consistent with (5.10). Using
the solutions (5.10) for p0 and q0 along with (5.12b) in (5.11b) produces a quartic equation
for s,
px2 ` y2qs4 ` 4xh2s3 ` ph2x2 ` 4h2y2 ` 4h4qs2 ` 4h4xs` p4y2h4 ` 4h6q “ 0. (5.12c)
This equation admits four solutions for s which, along with the choice of sign in (5.12b)
generate eight distinct branches of the singulant, χ. We adopt the naming convention of
Lustri & Chapman (2013), labeling the four branches associated with longitudinal waves
χL1, . . . , χL4, while those associated with transverse waves are labeled χT1, . . . , χT4. For
brevity, we present free-surface contour plots of only two branches; one of longitudinal
type and one of transverse type, which we label χL1 and χT1 respectively; see Fig. 3. As
may be readily seen from symmetries in the above terms, further branches are given by
χL2 “ χL1, χT2 “ χT1,
χL3 “ ´χL1, χT3 “ ´χT1,
χL4 “ ´χL1, χT4 “ ´χT1,
(5.13)
where the bar denotes complex conjugation.
5.2. Physical validity of free-surface solutions
The radiation condition of §4 implies the presence of only the wave-free base solution
(4.11) upstream of the point-source. The branches χL1, χL2, χT3, and χT4 satisfy the
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Figure 3: Contour plots of the singulant branches of χL1 and χT1.
Dingle criterion [cf. (4.15)] on the line x “ 0. However we note that
RepχT3q, RepχT4q Ñ ´8 when y “ 0, xÑ8, (5.14)
and therefore if waves of the form e´χ{ exist in this limit, they violate the condition
of a bounded far-field. These branches are therefore precluded from being switched-on
across x “ 0. Thus we conclude that the line x “ 0 is a Stokes line across which only
the branches χL1 and χL2 are switched-on by the base solution (4.11). We note the
conjugacy of these branches implies real-waves on the surface. In addition to the switching
of the longitudinal waves by the base series via (4.15), in this problem we also have the
occurrence of a higher-order Stokes line where switching is caused by active exponential
terms in the solution, this is then given by
ImpχL1,2q “ ImpχT1,2q, and RepχT1,2q ě RepχL1,2q. (5.15)
along the curve in Fig. 6b. It is across this line that transverse branches χT1 and χT2 are
switched-on by χL1 and χL2 respectively. We note that branches χL3, χL4, χT3, and χT4
remain dormant throughout. The solution schematic is presented in Fig. 6b: the solution is
waveless in region A, composed of longitudinal waves (represented by branches χL1, χL2)
in region B, and both longitudinal and transverse waves (represented by χL1, χL2, χT1,
and χT2) in regions C.
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6. Asymptotics for far-field and shallow point-source
We now examine the behaviour of the singulant, χ, in both the far-field limit and the
limiting case in which the point-source approaches the free-surface. In both cases, we
demonstrate an intimate connection between this problem and the classical Kelvin problem
[see Kelvin (1887)]. First, we show that in the far-field limit, x Ñ 8, the higher-order
Stokes line (shown in Fig.6b) coincides with the Kelvin angle of arctanp1{?8q « 19.47˝.
Second, in the case of the point-source approaching the surface, hÑ 0, and for any fixed
x ą 0, we show that the higher-order Stokes line coincides with the Kelvin angle. This
provides an extension to Lustri & Chapman (2013) who considered the case of h “ 0.
6.1. Far-field limit
We now show that the higher-order Stokes line tends to the Kelvin angle in the far-field.
Specifically, let us examine the far-field behaviour restricted to y “ αx with α P R. We
seek the solution to the quartic equation, (5.12c), in asymptotic form
s “ s0 ` s1
x
` . . . . (6.1)
At leading order, Opx2q, the quartic equation becomes
p1` α2qs40 ` h2p1` 4α2qs20 ` 4h4α2 “ 0, (6.2)
and this admits four distinct solutions, given by
s01˘pαq “ ˘ih
a
1` 4α2 `?1´ 8α2?
2` 2α2 , s02˘pαq “ ˘ih
a
1` 4α2 ´?1´ 8α2?
2` 2α2 . (6.3)
It may be shown that solutions s01˘px, yq recover the far-field behaviour of longitudinal
branches, while s02˘px, yq recover the behaviour of transverse branches. Thus when
combined with the choice of sign for τ in (5.12b), the far-field behaviours of all eight
branches are captured by the series (6.1). Let us denote the critical value as
α‹ ” 1?
8
,
corresponding to the Kelvin angle. We see that at this value the branches degenerate to
form only two distinct solutions for s0,
s01˘pα‹q “ ˘ih
c
2
3
, s02˘pα‹q “ ˘ih
c
2
3
.
Thus at the Kelvin angle we have that longitudinal and tranverse branches are of equal
phase. Further, for |α| ă α‹, the real components of the singulant are,
Re rχps01˘qs “ 2hp1` α
2q
5` 8α2 `?1´ 8α2 , Re rχps02˘qs “
2hp1` α2q
5` 8α2 ´?1´ 8α2 .
It may be readily seen that for 0 ă α ă α‹, we have Re rχps01˘qs ă Re rχps02˘qs, so it
follows that the Dingle criterion is satisfied in the limit |α| Õ α‹. Thus we conclude that
in the far-field, x Ñ 8, the higher-order Stokes line approaches the Kelvin angle, and
moreover the higher-order Stokes line is confined to the inside of the Kelvin wedge (cf.
Fig. 6).
6.2. Shallow point-source limit
We now show that the higher order Stokes line coincides with the Kelvin wedge in the
limiting case of a shallow point-source, hÑ 0. Following the same approach as above, we
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consider behaviour on the line y “ αx. We pose an asympotitic series for s in ascending
powers of the point-source depth parameter, h,
s “ s0 ` hs1 ` . . . . (6.4)
At leading order, Op1q, the quartic equation (5.12c) evaluates to
s40x
2p1` αq “ 0. (6.5)
This produces the trivial leading-order solution, s0px, yq “ 0. The three subsequent orders
[Ophq,Oph2q, and Oph3q] all vanish upon substitution of s0 “ 0. The first nontrivial
evaluation is at Oph4q, where we obtain the four solutions
s41˘pαq “ ˘i
a
1` 4α2 `?1´ 8α2?
2` 2α2 , s42˘pαq “ ˘i
a
1` 4α2 ´?1´ 8α2?
2` 2α2 . (6.6)
By comparison of these terms with those in (6.3), we see that we may apply precisely the
same arguments seen in the previous section. It follows that we may conclude that the
higher order Stokes-line approaches the Kelvin angle as hÑ 0.
7. Numerical computation of singulant branches
The key idea is that there is a link between s-space and px, yq-space, this is a difficult to
explore as the partitioning of s-space is highly dependent on the choice of parametrisation
[cf. (5.5)]. In order to handle this we design an algorithm which is explained as follows
(i) Start with a parameter value s “ s0, and a particular choice of py0-sign, p0-signq
[determining a branch of y and p via (5.5)]. These three choices determine a
particular complex-ray.
(ii) Generate data for x, y, . . . , χ on the finely meshed rectangular region in τ -space
by integrating Charpit’s equations (5.3) using any standard ODE solver (in our
case ode113 in Matlab).
(iii) Record the intersection of the zero-contours of Impxq and Impyq, at τ “ τ‹.:
(iv) Calculate the values of x‹, y‹, . . . , χ‹ at the intersection point τ‹ via interpolation.
This gives the value of χ at px‹, y‹q P R2.
Upon repetition for many choices of s “ s0, the landscape of χpx, yq emerges. We shall see
shortly that different regions in s-space, along with different choices of py0-sign, p0-signq
generate the eight different solution branches. For further insight into the inversion
relationship sØ px, yq, see App. A wherein we identify the natural partition of s-space
according to this relationship (see Fig. 4). We note that while this analysis is helpful, it is
not necessary for the numerical schemes of this section, and indeed for many problems
such an analysis is not possible. With this in mind, we proceed as though the relationship
is not known in advance. We now outline a continuation-like scheme by which we obtain
solution data at sequential values of s “ s0. We refer to these collectively as a ‘walk ’
and each such evaluation as a ‘step’ of the walk. With sufficient steps, each walk will
comprehensively span one region in the s-space. For a visualisation of the relationship see
Fig. 4. The numerical procedure is as follows:
(i) Select a value of py0-sign, p0-signq which shall remain fixed throughout, and pick
an initial point in s-space, s “ s0. Choose some large value L P R` which will
bound the walk by maxp|x|, |y|q “ L.
: For some special values of s0, these contours will be parallel, but due to the particulars of
our scheme, we shall not concern ourselves with this.
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(ii) Pick an initial step distance and direction and determine the values of x‹, y‹, χ‹
for this new point.
(iii) A change of sign in x‹, y‹, or a very large value of maxp|x‹|, |y‹|q will inform us
that have strayed outside of our desired region. In this case, interatively halve
the step distance and repeat step (ii) until either the new point falls within the
desired region, or we exceed some specified iteration limit.
(iv) If the iteration limit is exceeded we choose a new step direction.
(v) Proceed to walk in this new direction with original step distance.
Using this procedure we are able to develop an understanding of the association between s-
and px, yq-spaces, and the results of this procedure are illustrated in Fig. 4. In particular,
this visualises the process by which we may construct each of the singulant branches.
8. Three-dimensional Stokes structure using complex-rays
In this section, we outline the crucial ideas for how the main result of this work—the
three-dimensional Stokes structure presented in Fig. 6—may be generated. Later in §9
we shall discuss how these ideas may be extended to nonlinear problems. In this section,
we extend the complex-ray method may of §5 so that we may recover the singulant in
three-dimensions, i.e. away from the free-surface and within the physical fluid. Recall
from §4 that within the fluid domain, ´8 ă z ď 0, the singulant χ is governed by the
Eikonal equation (4.8a). The motivation for solving on the free-surface was the lack of
freely available initial data (see Sect. 3). However, we now demonstrate how suitable
initial data for an analogous three-dimensional method is obtained.
Now let us introduce
pˆ “ χxˆ, qˆ “ χyˆ, rˆ “ χzˆ, (8.1)
where, we introduce hats for the purpose of distinguishing the notation from free-surface
data obtained by the method of §5 [however, we note these represent the same spacial
variables, in particular that χˆpxˆ, yˆ, 0q “ χpx, yq]. Analogously to the previous section
we permit our independent variables so be complex: x, y, z P C, and in accordance with
complex-ray theory, the physical fluid domain is a real subspace. For brevity, we shall
omit repetition of the details similar to those of §4. Charpit’s equations may be integrated
directly, producing rays of the form
xˆ “ 2pˆ0t` xˆ0, yˆ “ 2qˆ0t` yˆ0, zˆ “ 2pˆ20t` zˆ0, χˆ “ χˆ0, (8.2)
where we have used (4.9) to eliminate r0. We note that the parametric variable, t is
distinct from the parameter τ in §5. We choose the in initial curve at t “ 0 to correspond
to z “ 0, the complexified free-surface. We write this in the form
xˆ0 “ xpτ, sq, yˆ0 “ ypτ, sq, zˆ0 “ 0, χˆ0 “ χpτ, sq, (8.3)
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Figure 4: Recovery of the eight singulant branches by numerical complex-rays.
Solid arrows denote mappings from the s-plane to px, yq P R2 with the labeled
choice of py0-sign, p0-signq. Dotted arrows represent the combination of quadrants
to recover each particular branch of the singulant χ (cf. Fig. 3)
.
For a given value of s and a particular choice
of py0-sign, p0-signq [cf. (5.5), and (5.10)], there
is a complex-ray which intersects real-space at
some critical value of its parameter τ “ τ‹psq.
Thus substitution of τ‹psq into the ray equations
(5.11) defines a map in which s ÞÑ px, y, χq. By
the method outlined in § 7, we may associate
regions in s-space with their images in px, yq-
space under this mapping. In Fig. 4, this is
visualised in step 1 . We find that in this
manner, s-space is partitioned into eight regions,
each corresponding to a quadrant in px, yq-space.
In this way, the correspondences between s-
regions and px, yq quadrants are indicated with
matching patterns in Fig. 4. For a single choice
of py0-sign, p0-signq, this process provides only
partial information for a particular singulant
branch. We must therefore repeat this process for
more choices of py0-sign, p0-signq to produce the
remaining data and stitch together the results.
This process is visualised in step 2 . For instance,
data for the branch χL1 in the second and fourth
quadrants is obtained via rays corresponding to
py0-sign, p0-signq “ p`,´q (step 1 ), while we
obtain data in the first and fourth quadrants
via rays corresponding to py0-sign, p0-signq “
p´,`q. The four quadrants are then combined
appropriately (step 2 ).
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where the right hand sides are given by rays (5.11), and pˆ0 and qˆ0 are given by (5.10).
We emphasise at this point the complex nature of the two-dimensional ray method of
§5, in particular that the complex-rays allow us to obtain solution data for the entire
complexified free-surface. Thus, initial data of the form (8.3) is available to us. In order to
recover singulant in physical space, we now look for intersections of the three-dimensional
complex-rays, (8.2), with real-space. This occurs when
Im xˆ “ Im yˆ “ Im zˆ “ 0. (8.4)
For given initial conditions (i.e. fixed τ and s), this represents an overdetermined
system of three equations for two unknowns, Reptq and Imptq. Thus, in general only rays
originating from special points will intersect real space. The first two real-space conditions,
Impxq “ 0 and Impyq “ 0, are satisfied by
t‹px0, y0, p0, q0q “ ´ q01x02 ´ p01y02
2 pp02q01 ´ p01q02q ` i
q02x02 ´ p02y02
2 pp02q01 ´ p01q02q , (8.5)
where we use notation of the form x0 “ x01 ` ix02. To address the overdetermined nature
of the system, we impose a requirement that the initial conditions be chosen in a particular
manner. Substituting t‹px0, y0, p0, q0q into the final real-space condition, Impzq “ 0, yields
the requirement on the initial data,
Im
 
p20 t
‹rxˆpτq, yˆpτq, p0, q0s
( “ 0. (8.6)
This defines a contour in τ -space. Each three-dimensional complex-ray originating from
this contour will intersect real-px, y, zq space at t “ t‹. Thus each s value produces a
family of real-px, y, zq intersections. A visualisation of this process is presented in Fig. 5.
9. Discussion
This paper was driven by two principal motivations. First was to extend to the work of
Lustri & Chapman (2013) who had studied linearised flow past a submerged source in the
low-Froude limit and uncovered the Stokes structure—that is, the family of Stokes lines
across which exponentially small waves switch-on—on the free-surface. Additionally, we
wished to develop a method which would be applicable to a wider class of problems than
linearised gravity flow. The work of Lustri & Chapman (2013) relied on a complex-ray
approach in which the linear PDEs governing the problem were solved analytically, with
the respective solution branches revealing the nature of the Stokes structure. These results
naturally provoke the question of the existence of Stokes surfaces, the three-dimensional
analogue of Stokes lines, within the fluid. The nature of such structures was not addressed
by Lustri & Chapman (2013), and indeed the two-variable complex-ray approach utilised
by the authors for the free-surface problem is not sufficient to reveal Stokes phenomena
within the fluid. Our aim, therefore, was to develop a method which both replicates
the results of Lustri & Chapman (2013) on the fluid free-surface and reveals the three-
dimensional Stokes structure. In this paper, we have reproduced these findings numerically,
and have developed a numerical method which confirms what physical intuition would
suggest; that there exists a similarly sophisticated Stokes structure within the fluid itself.
We believe Fig. 6 is the first visualisation of such three-dimensional structures.
Is it necessary to resort to complex-ray theory? In essence, the singulant is governed by
a first order boundary-value problem (with boundary constraints given by (3.3c) along
with (3.3b) on z “ 0). Crucially these curves are themselves partially intersecting. In
order to ensure both conditions are satisfied, we intitialise our method at the intersection
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complex-ray propagates through px, yq P C2 space
(cf. §5).
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ered at the R2-space intersection.
3 : In order to recover the singulant value in
px, y, zq P R3 space, initial data is harvested from
the dotted curve given in (8.6).
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Figure 5: A visualisation of the complex-ray procedures presented in §5 and §8. The physical free-surface is indicated by the horizontal
plane with grey shading. When the solution at a given point is analytically continued we visualise this as an embedded plane (R2) or
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Figure 6: (a): Longitudinal branches are switched-on across the Stokes surface defined by x “ 0 separating regions A and B, and switch-on
transverse branches across the higher-order Stokes surface (meshed), separating regions B and C. (b): The solution is composed of regions
in which the solution has no waves (A), longitudinal waves (B), and both longitudinal and transverse waves (C). (c): Solution schematic
imposed over the numerical free-surface.
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of these two boundaries in complex-space; meaning that any ray scheme will necessarily
require complex-rays. We note also the importance in understanding the relationship
between solutions in complex-space and those in real-space. For two-dimensional problems,
the utility of complex-rays is well documented [see e.g. Chapman et al. (1999)]. In such
contexts, a single complexified independent variable may be readily associated with
real space by the natural mapping C Ñ R2 [see e.g. Crew & Trinh (2016)]. In higher
dimensions, the ambiguous relationship between C2 and R3 makes the complexification
of two or more variables considerably more complicated.
What other problems can be studied using this complex-ray approach? Our method
may in principle be applied to any generic problem governed by a first order PDE with
sufficient known data along a curve. In particular, the method is well suited to problems
requiring the solution of a singulant function as we know it must vanish on the curve
along which the velocity potential is singular. Thus, a natural extension to this work is
to the problem of linearised gravity-capillary flow over a submerged source, where the
governing equation in place of (4.10) is
β2χ4x ` pχ2x ` χ2yqrβτpχ2x ` χ2yq ´ 1s2 “ 0,
where β and τ are associated with the Froude and Weber numbers respectively [see Lustri
et al. (2019)].
Despite the method making no assumption of linearity in the underlying equations, the
recovery of the singulant for the nonlinear problem is nontrivially more complicated, with
the corresponding analysis generating the free-surface solvability condition
χz “ pχxφ0x ` χyφ0yq2
in place of (9). This produces the governing equation for χ,
χ2x ` χ2y ` pχxφ0x ` χyφ0yq4 “ 0,
leading to a considerably more complicated problem due to the governing equations
containing derivatives of a singular φ0. This problem is not amenable to analytical
solution, however, the numerical complex-ray methods developed in this work may in
principle be applied to this more general problem. In particular, the three-dimensional
portion of the complex-ray scheme of §8 relies only on the Eikonal equation (4.8a), a
linear PDE. Thus, this crucial part of the method remains simple even when studying
the problem without linearisation assumptions. In all cases, the logistical difficulty of
the stitching procedure outlined in §7 depends upon the simplicity of correspondence
between physical space and parameter space. In linear problems, this may be established
analytically. However, for nonlinear problems, such a-priori information is not available,
thus an application of the numerical method of §7 to such problems will likely necessitate
a fine meshing of the parameter space. In Fig. 7 we present one preliminary numerical
result from the nonlinear submerged point-source problem, namely the Stokes line on the
free-surface, i.e. the intersection of the Stokes surface with the free surface [see Fitzgerald
(2018)].
May the Fourier analysis method be applied to nonlinear problems? The efficacy of the
Fourier approach of §B relies on the linearity of the underlying governing equations. For the
nonlinear problem described above, reformulation of corresponding governing equations
in terms of Fourier variables requires the use of convolutions, greatly exacerbating the
process of obtaining Fourier solutions.
May the methods developed in this paper be used to model flow around three-dimensional
bluff bodies? It is known [see Liu & Tao (2001)] that more general bodies may be modeled
using a composition of point-sources. A firm understanding of the nonlinear point-source
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First, in Chap. 2 we derive the necessary ray equations to deal with
nonlinear potentials, and consider necessary initial conditions for application
of a numerical scheme.
Next, in Chap. 3 we use the convenience of two dimensions to analytically
find Stokes lines in the fluid, for later comparison with numerical results.
Following this, in Chaps. 4 and 5, we develop numerical methods to
directly find Stokes lines/surfaces for nonlinear two- and three-dimensional
flows. For the more difficult 3D situation of Chap. 5 we apply the method
for the case of flow past a source, and compare with the results of Lustri
and Chapman [2013].
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Figure 1.2: Shown blue are points of intersection (shown blue) of a 4D
Stokes surface due to flow past a point source (placed at (x, y, z) =
(0, 0,  0.5), strength   =  0.3) with the real free surface. Found with
the numerical method of Chap. 5. Shown dashed black is the intersection
predicted by the linear method from Lustri and Chapman [2013].
1.1 exponential asymptotics
While traditional asymptotic methods provide crucially useful insights into
many problems, they face a fatal difficulty: In many physical problems,
key features of the solution scale like e const./✏ where ✏ ⌧ 1 is a positive
perturbation parameter [Boyd, 1999]. As suggested, the problem of free-
surface waves for gravity-driven potential flows in the low-Froude limit is
one such example. This means that they are completely invisible to normal
asymptotic expansions in powers of ✏. In many practical applications, the
3
Figure 7: The intersection of the Stokes surface with the free-surface for the problem of
nonlinear flow over a point-source of Op1q strength.
problem, underpinned by the methods of this work may extended to a theory for more
general nonlinear obstructions.
Appendix A. Analysis of the parameter space
Recalling that Charpit’s equations (5.3) imply that p ” p0 and q ” q0, let us define
Xpsq :“ dx
dτ
“ 2p0psq ` 4p30psq, and Y psq :“ dydτ “ 2q0psq. (A 1)
In this linear problem, Charpit’s equations (5.3) may be solved explicitly, giving rays
xpτ ; sq “ x0psq `Xpsqτ, and ypτ ; sq “ y0psq ` Y psqτ, (A 2)
We see that these rays intersect real-px, yq space when
τ “ τ‹psq “ 1
D
pX1 Im y0 ´ Y1 Imx0 ` ipY2 Imx0 ´X2 Im y0qq ,
where X “ X1 ` iX2, Y “ Y1 ` iY2, and Dpsq :“ X2Y1 ´X1Y2. Thus the intersection
points of the complex-ray in real-px, yq space are px‹psq, y‹psqq “ pxpτ‹; sq, ypτ‹; sqq. At
this point, we note there is a natural partitioning of s-space by the curves along which
|x‹psq| ` |y‹psq| Ñ 8. This partition produces eight sub-regions of s-space, labeled as
in the centroid of Fig. 4. As it transpires, these regions recover distinct branches of the
singulant, χ, when we construct their images in px, yq-space in the manner illustrated in
Fig. 4.
A.1. Observations on the inversion relationship sØ px, yq
(i) The s-plane is partitioned into eight distinct regions of interest seperated by the
zero contours of 1{x‹psq and 1{y‹psq. we label these regions I1, . . . , I4, O1, . . . , O4
(as given in Fig. 4).
(ii) Regions I1, . . . , I4 produce branches of the singulant of a longitudinal type (χL),
while regions O1, . . . , O4 produce those of a transverse type (χL and χT respectively,
Fig. 3).
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(iii) For each branch of the singulant, χ, the quadrants in px, yq-space are composed as
follows
(a) Vertically adjacent quadrants correspond to the same region in s-space
via complex-rays with opposing choices of (y0-sign, p0-sign).
(b) Diagonally opposite quadrants correspond to vertically adjacent region
sin s-space via complex-rays with matching choices of (y0-sign, p0-sign).
Appendix B. Examination by Fourier analysis and steepest descent
paths
We now provide a brief overview of an alternative derivation of the singulant using Fourier
analysis, and show how the Stokes phenomenon may be realised by studying the steepest
descent approximations of the respective Fourier integrals. In the context of steepest
descents, the Stokes phenomenon corresponds to a sudden change in saddle contributions
to the steepest descent path; it is in this context that the Dingle criterion (4.14) can be
most readily intuited. Our Fourier analysis follows the methods found in Noblesse (1981),
Hermans (2011), and others. We study higher-order terms, collectively ψ, in the velocity
potential expansion seen in §4,
φ “ ´ 1
4pi
a
x2 ` y2 ` pz ´ hq2 ´
1
4pi
a
x2 ` y2 ` pz ` hq2 ` ψ. (B 1)
Following Lustri & Chapman (2013) we re-formulate the problem in terms of Fourier
variables k and l, leading to an integral form for the velocity potential,
ψpxq “ 
4pi2
ˆ 8
´8
ˆ 8
´8
k2eρpz´hq
ρpρ´ k2qe
ikx`ily dk dl, (B 2)
where ρ “ ?k2 ` l2. We note the presence of integrand singularities on the real k-axis;
the difficulty in handling inverse Fourier transforms with singular integrands in a well
defined manner is addressed in Noblesse (1981); Eggers (1992); Hermans (2011), and
others. In particular, Noblesse (1981) outlines how a variety of equivalent analyses which
may be performed using different but equivalant forms of the above integral expression,
and compares their relative merits. One such representation is obtained by transforming
to polar coordinates and setting ρ “ u{cos2pϕq, producing the expression
ψpxq “ 1
4pi2
ˆ 2pi
0
ˆ 8
0
u
p1´ uq cos2pϕqe
Kpϕ;xqu dudϕ, (B 3)
with the exponent given by
Kpϕ;xq “ sec2pϕq rir cospϕ´ θq ` pz ´ hqs .
In this form, the singular behaviour of the integrand is consolidated into a single simple
pole at u “ ´1 on the real u-axis. Following Noblesse (1981), Hermans (2011), and others,
the radiation condition may be satisfied by appropriate consideration of the integral
contribution from this pole. If cospϕ´ θq ą 0, to ensure convergence we close the inner
integral in the first quadrant, indenting so as to enclose the pole if x ą 0, and exclude the
pole if x ă 0. Conversely if cospϕ´ θq ă 0 we close the integral in the fourth quadrant
and apply the opposite indentation procedure [cf. Hermans (2011) p.37]. Accordingly,
there is a natural decomposition of the velocity potential into what Noblesse (1981) refers
to as near-field disturbance, and wave disturbance,
ψpxq „ Npxq `W pxq.
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The near-field disturbance is given by
Npxq “ 1
4pi
˜ˆ 2pi
0
´
ˆ 8
0
´
ˆ
C1
ˆ `8i
0
`
ˆ
C2
ˆ 0
´8i
¸
sec2pϕq up1´ uqe
Ku dudϕ, (B 4)
while so-called wave disturbance oscillatory contributions are contained in the term
W pxq “ iHpxq
2
ˆˆ
C1
´
ˆ
C2
˙
sec2pϕqeK{ dϕ. (B 5)
The contours of integration are given by
C1 “ tϕ | 0 ď ϕ ă 2pi, cospϕ´ θq ą 0u ,
C2 “ tϕ | 0 ď ϕ ă 2pi, cospϕ´ θq ă 0u ,
while Hpxq denotes the Heaviside unit-step function.
B.1. Approximating the oscillatory integral by steepest descents
In the asymptotic limit  Ñ 0 the exponentially small terms seen in §4 may be
obtained via the method of steepest descents. For a comprehensive review of the steepest
descents method, see e.g. Bleistein & Handelsman (1986). In essence, it is an asymptotic
technique which enables the approximation of certain integrals by the evaluating only their
contributions at certain critical points; in particular branch singularities and so-called
saddle points. As applied to the oscillatory term, W pxq, we may expect saddle point
contributions from stationary values of the integrand exponent of (B 5), i.e. at the zero
locations, ϕs, of
K 1pϕq “ ir rsinp2ϕ´ θq ` 3 sinpθqs ` 4 sinpϕqpz ´ hq
2 cos3pϕq . (B 6)
Each critical point has an associated steepest descent contour, following ImpKq “ const.
and such that RepKq is maximised at ϕs. The goal of the method is to replace the
original integration contour with a path composed of one or more contours of steepest
descent according to Cauchy’s theorem. Thus, a saddle point contributes to the final
integral approximation if and only if it is both possible and necessary for the steepest
descent path to contain the contour of that particular saddle; we note that integration
end points always contribute. For each such critical point, it may be shown [see Bleistein
& Handelsman (1986)] that the integral contributions are proportional to
Apx, y, zq exp
„
K pϕspx, y, zqq


. (B 7)
By comparing this with the exponentially small terms (4.13), we note the natural
association between the saddle point exponents, Kpϕspx, y, zqq, and the singulant,
χpx, y, zq. Although the exact locations of the saddles are not explicitly soluble, we
may leverage conjugate symmetries in the exponent, Kpϕpx, y, zqq, to show that a saddle
located at ϕ “ ϕs implies the location of a further saddle point at ϕs ` pi. To see this, we
note the relation
K 1pϕ` piq “ ´ir rsinp2ϕ´ θq ` 3 sinpθqs ` 4 sinpϕqpz ´ hq
2 cos3pϕq “ K
1pϕq.
Furthermore, K satisfies the relationship Kpϕ ` piq “ Kpϕq, and so the branches
corresponding to the saddles ϕspx, y, zq and ϕspx, y, zq`pi are conjugate pairs. Indeed we
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see the same conjugacy relations between saddle contributions as those between singulant
branches (cf. §5.1).
B.2. The higher-order Stokes phenomenon
As emphasised in Bleistein & Handelsman (1986), a crucial step in the method of steepest
descents is a justification for the replacement of the integration contour with the final
steepest descents path. In practice, this is satisfied if we can perform a continuous
deformation between the paths. For the integral evaluated at px, y, zq « p8.29, 1.11, 0q,
indicated by b in Fig. 6, a sketch of such a deformation is presented in Fig. 8. We
note that this point is inside region C, thus we expect saddle point contributions of
both longitudinal and transverse type. Indeed, the final steepest descent path passes
through both of these saddle types. By comparing the steepest descent contours in this
case with those in which the integration is performed at a location in region B, it may
be verified that it is unnecessary to proceed through transverse saddle points and thus
waves of this type remain inactive here. In Fig 9, we compare the equal-phase contours,
ImpKpϕqq “ ImpKpϕsqq, as we traverse the higher-order Stokes line transition from region
B into region C, and note the transition of these contours as the higher-order Stokes line
is crossed.
B.2.1. Local analysis of branch singularities
We note the presence of critical points of the integrand when cospψq “ 0 i.e.
ϕ0n “ pn` 1{2qpi. (B 8)
To study the local behaviour of the exponent function, K, we introduce
Meim “ ir cosppi{2´ θq ` z ´ h, (B 9)
ρeiσ “ ϕ´ pi{2. (B 10)
In the vicinity of these singular points, we have that
K „ M
ρ2
eipm´2σq (B 11)
“ M
ρ2
sinpm´ 2σq ` iM
ρ2
cospm´ 2σq, (B 12)
From this we see that equal phase contours ImpKq “ C [i.e. paths of steepest de-
scent/ascent in RepKq] are given by
ρ “
c
M
C
sinpm´ 2σq. (B 13)
Thus the equal phase paths connect to the singular points (B 8) with separation angles
given by
σ ´ m
2
Ñ npi
2
, as ρÑ 0. (B 14)
Moreover, as ρÑ 0 we have that
RepKq Ñ ´8 if ´ 3pi
4
ă σ ´ m
2
ă ´pi
4
, (B 15)
RepKq Ñ 8 if ´ 3pi
4
ă σ ´ m
2
ă ´pi
4
. (B 16)
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Figure 8: A continuous deformation of the integration contour r0, 2pis into the path of
steepest descent for a point in region C, px, y, zq « p8.29, 1.11, 0q [cf. Fig 6].
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(a) px, yq « p6.71, 0.89q P B.
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(b) px, yq « p7.48, 0.99q
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(c) px, yq « p8.29, 1.11q P C.
Figure 9: Equal phase contours (paths of steepest descent/ascent) for locations slightly
left of, on, and slightly right of the higher-order Stokes line.
Thus the equal-phase contours connect to the singular points at intervals of pi{2 and are
located alternatingly in the centre of the hills and valleys of RepKq (see Fig. 8. For every
choice of θ, the integration path r0, 2pis enters the singular points in a valley of RepKq
(and thus the integral is well defined). For a given valley, deformation that complies with
Cauchy’s theorem must preserve for each valley the number of paths entering minus those
exiting throughout the deformation. In region B (see Fig. 6) it is not possible to deform
in such a way that also produce a steepest descent path which passes through transverse
type saddles.
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