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Abstract :We introduce a general scheme that permits to generate successive min-max problems for
producing critical points of higher and higher indices to Palais-Smale Functionals in Banach manifolds
equipped with Finsler structures. We call the resulting tree of minmax problems a minmax hierarchy.
Using the viscosity approach to the minmax theory of minimal surfaces introduced by the author in a series
of recent works, we explain how this scheme can be deformed for producing smooth minimal surfaces
of strictly increasing area in arbitrary codimension. We implement this scheme to the case of the 3-
dimensional sphere. In particular we are giving a min-max characterization of the Clifford Torus and
conjecture what are the next minimal surfaces to come in the S3 hierarchy. Among other results we prove
here the lower semi continuity of the Morse Index in the viscosity method below an area level.
Math. Class. 49Q05, 53A10, 58E12, 49Q10
I Introduction
A classical variational approach to the eigenvalue problem for the Laplacian on a closed oriented rieman-
nian manifold (Nn, h) is given by the Rayleigh quotient method. It can be sketched as follows.
Introduce the Hilbert Sphere
S :=
{
u ∈W 1,2(Nn) ;
∫
Nn
|u|2 dvolh = 1
}
We consider first
λ1 := inf
u∈S
E(u) :=
∫
Nn
|du|2 dvolh and C1 := {u ∈ S ; ∆hu = λ1u}
where ∆h is the positive Beltrami Laplace Operator on N
n. Iteratively we introduce Ek−1 := Span Ck−1⊕
Ek−2 (with the convention E0 = {0})
λk := inf
u∈S∩E⊥k−1
E(u) :=
∫
Nn
|du|2 dvolh and Ck := {u ∈ S ; ∆hu = λku} ' Snk−1
where E⊥k−1 is the space orthogonal to Ek−1 for the L
2 scalar product and nk := dim Span(Ck).
Assume now that we don’t want to make use neither of the linear nature of the problem nor on
the existence of the scalar product. An alternative way to obtain the Laplace Eigenspaces and Laplace
Eigenvalues is given by what we call a Minmax Hierarchy. A Minmax Hierarchy in this framework is the
following iterative construction. Starting from λ1, C1 = {−u1, u1} and 1 = n1 := dim Span(C1) which
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were obtained by a strict minimization of the Dirichlet energy in S, in order to produce λ2 without using
the scalar product one could proceed as follows. Introduce
Sweep1 :=
{
u ∈ Lip([−1,+1],S) s. t. u−1 = −u1 and u+1 := u1
}
One has
λ2 = inf
u∈Sweep1
max
y∈[−1,+1]
E(uy)
Using the classical Palais deformation theory one produces critical point of E in S realizing λ2. Introduce
C2 := {u ∈ S ; ∆hu = λ2u} and call n2 := dim Span(C2) and N2 = n1 + n2. It is clear that by taking a
minmax based on the space of 1 dimensional paths connecting elements from C2 would lead to nothing
since points in C2 can be connected within C2 ' Sn2−1 (i.e. n2 > 1). We introduce instead Y2 := Bn2×Bn1
SweepN2 :=
{
u ∈ Lip(Y2,S) ; ∀ z ∈ ∂Bn2 u(z,·) ∈ Sweep1
(u·)−1(C2) ∩ ∂Y2 = ∂Bn2 × {0} ; deg(u|∂Bn2×{0}) = +1
}
One then proves (see subsection II.2)
λ3 = inf
u∈SweepN2
max
y∈Y2
E(uy)
We construct inductively
i) A sequence of integers nk ∈ N∗
nk := dim (Ck) + 1
ii) A sequence SweepNk ⊂ Lip(Yk,S) where Yk := Bnk ×Bnk−1 · · ·Bn1 characterized as follows
∀u ∈ SweepNk ∀z ∈ ∂Bnk u(z,·) ∈ SweepNk−1
iii) we have u−1(Ck−1) ∩ (∂Bnk × Yk−1) = ∂Bnk × {0},
deg(u|∂Bnk×{0}) = +1
iv) for dimYk−1 > 0 (i.e. k > 2)
max
y∈Bnk× ∂Yk−1
∫
Nn
|duy|2 dvolh < λk−1
With this definition for SweepNk one proves (see subsection II.2)
λk = inf
u∈SweepNk
max
y∈Yk
∫
Nn
|duy|2 dvolh
The goal of the present work is first to extend the notion of Minmax hierarchies to the general non-
linear framework of a Banach Manifold for Lagrangians satisfying the Palais-Smale condition. In the
second part of the work we establish that the above definition of a Minmax Hierarchy extends to the
framework of minimal surfaces in Mm a closed sub-manifold of an euclidian space RQ and to illustrate
this definition by concrete construction of Hierarchies for minimal surfaces in the sphere S3. The Hilbert
2
sphere S introduced for the eigenvalue problem above is replaced by the union of the Hilbert manifolds
made of W 3,2−immersions of all the oriented closed surfaces.
Imm(Mm) :=
⋃
g∈N
Imm(Σg,Mm)
More precisely we are considering the quotients of these spaces by, Diff ∗+(Σ
g) the marked positive diffeo-
morphisms of the Σg, the positive diffeomorphisms fixing a given point
M(Mm) :=
⋃
g∈N
Imm(Σg,Mm)/Diff ∗+(Σ
g) .
The main idea is to take advantage of the topology of the space of critical points at the rank k − 1 in
order to produce a minmax problem with a Width
Wk(M
m) := inf
~Φ∈SweepNk
max
y∈Yk
Area (~Φ(y))
strictly larger than the k − 1−one :
Wk−1(Mm) < Wk(Mm) (I.1)
The sweep-out admissible families SweepNk are made of maps from an Nk dimensional polyhedral chain
into M and the successive integer Nk are called Minmax Indices of the hierarchy. In theorem II.1 we prove
that the definition of the Minmax Hierarchy corresponding to the set of conditions i)...iv) but for the space
M and the area gives the strict inequality (I.1). Then, we implement the viscosity method1 introduced in
[24] in order to produce smooth, possibly branched, minimal immersions realizing the widths Wk(M
m).
In the case of the eigenvalue problem above, the simplicity of the topology of the Hilbert sphere S makes
the successive existence of the spaces SweepNk rather straightforward. This is not the case anymore for
the space M. The complexity of the topology of this Hilbert manifold is the main difficulty for producing
an infinite hierarchy and this question should be studied more systematically in forthcoming works.
In order to illustrate the notion of Minmax Hierarchy in the framework of minimal surfaces we are
taking the simplest possible case : that is Mm = S3. We construct the 2 first elements of the hierarchy
which should be branching staring at the 2nd level and we have
W1(S
3) = 4pi < W2(S
3) = 2pi2 < W3(S
3)
moreover the minmax indices are
N1 = 1 , N2 = 5 and N3 = 8 .
We are proving in section V that the first width W1(S
3) is exactly achieved by the geodesic spheres (index
1), the second by the Clifford tori (index 5) and we conjecture that the third and the forth are achieved
by minimal surfaces of genus 2 both and index respectively 8 and 9.
While it is clear that W1(S
n) = 4pi for any n ≥ 3 it would be interesting to study the value W2(S4).
We clearly have W2(S
4) ≤ 2pi2. Observe that the viscosity method prevents the Veronese Surface of area
6pi to be obtained in the minmax hierarchy, as we define it below, since one has excluded immersions of
non-oriented surfaces (only an even cover of it, with area at least 12pi, can be obtained).
1The advantage of the viscosity method over previous minmax methods for minimal surfaces such as the GMT approach
of Almgren-Pitts or the Dirichlet energy method of Colding Minicozzi is threefold : it gives regularity in arbitrary co-
dimensions, it gives automatically a genus upper-bound, it gives automatically an index upper-bound in terms of the
dimension of the parameter space.
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It should be noted that the passage from SweepNk−1(M
m) to SweepNk(M
m) requires the choice
of a non zero element2 of H∗(Ck−1,Z2). While this choice was more or less unique in the eigenvalue
problem above since Ck−1 ' Snk−1, this is not anymore the case for the minimal surface problem. Hence
there should be as many SweepNk(M
m) as choices of non zero elements in H∗(Ck−1,Z2). In that sense a
Minmax Hierarchy should be seen as being a tree more than a sequence - which was specific to the “linear
problem” of finding the eigenvalues. There could moreover be non-isotopic components in SweepNk(M
m)
each generating a new branch of the hierarchy.
Coming back to the S3 case, starting at the rank k ≥ 3 if the minimal surfaces realizing Wk(S3)
have no special continuous symmetry coming from the action of SO(4) (unlike the geodesic spheres and
the Clifford tori for the rank respectively 1 and 2) hence we expect each connected components of Ck
to be diffeomorphic to SO(4) ' SO(3) × S3. Consequently, the only possibilities3 for the jumps in the
dimension of parameter space are given by
nk ∈ {1, 2, 3, 4, 5, 6, 7} .
In generic situation, for a manifold Mm equipped with a metric such that the minimal surfaces are
isolated (see on that subject [33]) we expect
n1 = m− 2 and ∀ k > 1 nk = 1 .
One would for instance take “eversion type” sweep-outs SweepNk(M
m) = Sweepm−3+k(M
m) whose
“core” is for instance a path connecting a minimal surface with a given orientation and the same surface
with the opposite orientation.
One has to bound the genus in each class SweepNk(M
m) in order to have the realization of Wk(M
m).
This can be achieved by imposing this bound in the definition of SweepNk(M
m). The need to increase
the topology of the considered surfaces in a Minmax Hierarchy is sometimes required for passing form
the rank k to the rank k + 1. As a matter of example, we can take again the S3 case. On can restrict
to genus 0 surfaces in the definition of Sweep1(S
3) but in order for the next space Sweep5(S
3) not to be
empty we have to allow the genus to be non zero (to be one in fact : we have Sweep5(S
2, S3) = ∅ while
Sweep5(T
2, S3) 6= ∅). This explains why, by using the freedom of increasing the genus while passing from
one level of the hierarchy to the next, one could hope to produce an infinite hierarchy for a given space
Mm. This would give minimal surfaces realizing the infinitely many successive widths Wk(M
m). A major
question would then be to understand asymptotically the behavior of Wk(M
m) in a given branch of the
hierarchy. In case Wk(M
m) would have a sub-linear growth with respect to k one would immediately
deduce the existence of infinitely many closed minimal surfaces in Mm.
One could a-priori define Minmax hierarchies for non oriented surfaces or for surfaces with boundary
(the last case being interesting in relation with the search of free boundary surfaces). One would then
have to extend the viscosity method to these two frameworks. In the simplest framework Mm = B3 one
would consider for Sweep1(B
3) families of immersions of the disc D2 intersecting ∂B3 orthogonally at
their boundary and realizing a sweep out of B3. The free boundary oriented discs realize obviously the
first step of the hierarchy. Hence one has
W1(B
3) = pi , n1 = 1 , C1 ' S2 and n2 = 3 .
2Observe that in the definition of the hierarchy for the eigenvalue problem above we were considering the cohomology
for the group G = Z. Because of orientation problems explained below we had to reduce to the more coarse group G = Z2
for the minimal surface case.
3We are using that the cohomology groups of SO(4) are given by the truncated polynomial algebra
H∗(SO(4),Z2) = Z2[b1, b3]/(b41, b23)
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One would probably need to “increase the topology” by considering immersions of the annulus A instead
of D2 as described in section V and illustrated by the figures 6 and 7 . One would then expect W2(B
3)
to be achieved by a free boundary annulus of index at most N2 = n1 + n2 = 1 + 3 = 4. The so called
critical catenoids are then obvious candidates4 for realizing W2(B
3). Do we then have
W2(B
3) = 2piΛ−2 ? where Λ tanh Λ = 1 .
The space of oriented critical catenoids is diffeomorphic to two disjoint copies5 of RP 2 (the images by
SO(3) of a given critical catenoid with the two possible orientations). Exactly two values of n3 can be then
considered a-priori. Either n3 = 2 or n3 = 3, this would correspond to take the generator respectively of
H1(RP 2,Z2) and of H2(RP 2,Z2) or n3 = 1, this last case would correspond to perform an eversion of
the critical catenoid in B3 preserving the boundary transverse to ∂B3. The two alternatives correspond
to two branches of the hierarchy tree. The first alternatives n3 = 2, 3 should probably require to “increase
the topology” as before by taking a genus zero surface with 3 boundary components while in the second
case n3 = 1 one could restrict to immersions of the annulus A itself without having to increase the
topology. This second case is of special interest because it could possibly produce a “new” free boundary
annulus in B3 with index 5. For the remaining minmax of free boundary zero genus surfaces one should
use non zero elements of
H∗(SO(3),Z2) = Z2[b]/b4
hence we have nk ∈ {1, 2, 3, 4}.
II The general Definition of Minmax Hierarchies.
We shall denote PN the category of N−dimensional compact manifolds orientable or non orientable, with
or without boundary.
II.1 The abstract scheme under the Palais Smale assumption.
Let M be an Hilbert manifold modeled on an Hilbert space H or more generally a Banach Manifold
modeled on a Banach space E and assume that it is complete for the Palais distance dP induced by
the associated Finsler Structure ‖ · ‖ on TM. We shall restrict to the first case of an Hilbert manifold
while considering exclusively issues related to indices.
Let E be a C2 functional on M which is assumed to satisfy the Palais-Smale assumption that is
∀ Φi ∈M s. t. lim sup
i→+∞
E(Φi) < +∞ , lim
i→+∞
‖DE(Φi)‖Φi = 0
then
∃Φi′ and Φ∞ ∈M s. t. dP(Φi′ ,Φ∞) −→ 0 and DE(Φ∞) = 0
A Minmax Hierarchy for the Functional E requires the following objects
a) a sequence (finite or infinite) of non zero integers n1, n2, · · ·
b) a sequence denoted
SweepNk ⊂
{
(Y, ~Φ) ; Y ∈ PNk and ~Φ ∈ LipP (Y,M)
}
where Nk := n1 + · · ·+ nk and called Nk−Sweepout space of the hierarchy
4See remark V.1 which is making a more precise conjecture on this second level of the hierarchy for free boundary
surfaces.
5Recall that
H∗(RP 2,Z2) = Z2[a]/a3
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c) we have
∀ (Y, ~Φ) ∈ SweepNk ∃Z ∈ PNk−1 s.t. ∂ Y = ∂(Bnk × Z)
d) we have
∀ x ∈ ∂Bnk
(
Z, ~Φ(x, ·)
)
∈ SweepNk−1
e) a strictly increasing sequence of positive numbers (the k−Widths of the hierarchy)
Wk := inf
(Y,~Φ)∈SweepNk
max
y∈Y
E(Φ(y))
f) for any homeomorphism Ξ of M satisfying
Ξ(Φ) = Φ if E(Φ) ≤Wk−1 − ηk
for some 0 < ηk < Wk−1 −Wk−2 we have
Ξ
(
SweepNk
) ⊂ SweepNk
Using classical Palais deformation theory which applies to E (see [26]) we obtain the existence of a
sequence Φk such that
E(Φk) = Wk .
furthermore that the Banach Manifold M is in fact Hilbert and that D2E(Φ) is Fredholm we can ensure6
that Ind(Φk) ≤ Nk where Ind is the Morse Index of E (i.e. the maximal dimension of a vector space
on which D2E is strictly negative).
Of course the main issue in order to generate such a hierarchy is to guarantee the series of strict
inequalities between the successive Wk. We shall now explain a scheme that leads to such a series Wk.
The first element in a hierarchy is an arbitrary admissible familly of the form
Sweepn1 ⊂
{
(Y,Φ) ∈ Pn1 × Lip(Y,M)
}
such that there exists W1 > 0 satisfying
inf
(Y,Φ)∈Sweepn1
max
y∈Y
E(Φ(y)) = W1
and there exists η > 0 such that for all homeomorphism Ξ of M equal to the identity for E(Φ) < W1 − η
one has
Ξ(Sweepn1) ⊂ Sweepn1 .
Assuming now the hierarchy is constructed up to the order k−1, we introduce the notation for l = 1 · · · k−1
Cl := {Φ ∈M ; , E(Φ) = Wl and DE(Φ) = 0}
We are going to make the following assumption
(H1) Cl is a smooth compact sub-manifold of M
For any ε > 0 we denote
Ol(ε) := {Φ ∈M ; dP(Φ, Cl) < ε}
6We shall recall the arguments leading to these assertions in the proof of theorem II.1
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Let εl > 0 be fixed such that 2εl < infj<l dP(Cl, Cj) and
∃ pil ∈ LipP (Ol(εl), Cl) s. t. ∀ Φ ∈ Cl pil(Φ) = Φ
as given by [14]. The tubular neighborhood Ol(εl) of Cl will simply be denoted Ol. Because respectively
of proposition A.1 there exists δl > 0 such that
∀ (Y, ~Φ) ∈ SweepNl , maxy∈Y E(Φ) ≤Wl + δl
=⇒ dP(Φ(Y ), Cl) < εl .
(II.1)
This being established we define nk as follows. Let nk ∈ N∗ such that7
Hnk−1(Ck−1,Z2) 6= 0
and choose ωk−1 being a non zero element of Hnk−1(Ck−1,Z2).
Under the previous notations we define SweepNk to be the set of pairs (Y,
~Φ) such that
i)
Y ∈ PNk , Φ ∈ LipP(Y ,M) .
ii) There exists Z ∈ PNk−1 s.t.
∂Y = ∂ (Bnk × Z)
iii) We have
∀ x ∈ ∂Bnk
(
Z, ~Φ(x, ·)
)
∈ SweepNk−1
and
max
y∈∂Y
E(Φ(y)) ≤Wk−1 + 2−1 δk−1
iv) Let
ΩΦ := {y ∈ ∂Y ; dP(Φ(y), Ck−1) < εk−1}
we have8
[ΩΦ∩ ({x}×Z)] ∈ HNk−1( ΩΦ, ∂ ΩΦ,Z2) is Poincare´ dual to (pik−1 ◦Φ)∗ωk−1 ∈ Hnk−1(ΩΦ,Z2)
v) We have
max
y∈Bnk×∂Z
E(Φ(y)) ≤ Wk−1 − δk−1 .
Theorem II.1. Under the hypothesis (H1) and assumptions i)...v) we have
Wk−1 + δk−1 ≤Wk (II.2)
and {SweepNl}l≤k defines a Minmax Hierarchy. Consequently, for any l ≤ k there exists Φl such that
E(Φl) = Wl , DE(Φl) = 0
7The reason why we are working with Z2 cohomology comes from the fact that we are going to use Thom’s resolution of
Steenrod problem regarding the realization of Z2−homology classes by continuous images of smooth manifolds (see [29]).
8Observe that [ΩΦ ∩ ({x} × Z)] ∈ HNk−1 (ΩΦ,Z2) is independent of x ∈ ∂Bnk for nk > 1.
7
〈
(πk−1 ◦ Φ)∗ωk−1 ; [ΩΦ ∩ Z × {x}]
〉
̸= 0
πk−1 ◦ Φ
ωk−1Ck−1
Bnk
Y
ΩΦ
ΩΦ ∩ Z × {x} (Y,Φ) ∈ SweepNk
(Z × {x},Φ) ∈ SweepNk−1
Z × {x}
Fig. 3: Minmax Hierarchy
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Assuming furthermore that the Banach Manifold M is in fact Hilbert and that D2E(Φ) is Fredholm for
any Φ, we have
Ind (Φl) ≤ Nl (II.3)
where Ind is the Morse Index of E (i.e. the maximal dimension of a vector space on which D2E is
strictly negative).
2
Proof of theorem II.1. We shall first prove by induction that Wk−1 + δk−1 ≤Wk. Assume this is not
the case but assume Wl−1 + δl−1 ≤Wl for l ≤ k − 1. Choose (Y, ~Φ) ∈ SweepNk such that
max
y∈Y
E(Φ(y)) ≤Wk−1 + δk−1 (II.4)
Consider
ΛΦ = {y ∈ Y ; dP(Φ(y), Ck−1) < εk−1} .
and denote ΞΦ := ∂ΛΦ ∩ int(Y ). Since y → dP(Φ(y), Ck−1) is lipschitz we can assume, without loss of
generality, that ΞΦ realizes an homology manifold which makes (ΞΦ, ∂ΞΦ) a Poincare´ duality pair .
For εk−1 chosen small enough we have
F (Φ) ≤Wk−1 − δk−1 =⇒ dP(Φ, Ck−1) > εk−1
thus v) implies
ΞΦ ∩ (∂Bnk × Z) = ∅
hence
∂ ΞΦ = ∂ ΩΦ
We shall now prove the following.
Claim 1
[∂ ΩΦ ∩ ({x} × Z)] ∈ Im ∂∗ ,
where ∂∗ is the boundary operator
∂∗ : HNk−1(ΞΦ, ∂ ΞΦ,Z2) −→ HNk−1−1(∂ ΞΦ,Z2)
We recall the following relative Poincare´ duality commutative diagram
Hp−1(∂ ΞΦ,Z2)
δ∗−−−−→ Hp(ΞΦ, ∂ ΞΦ,Z2) j
∗
−−−−→ Hp(ΞΦ,Z2) i
∗
−−−−→ Hp(∂ ΞΦ,Z2)yD yD yD yD
HNk−1−p(∂ ΞΦ,Z2)
i∗−−−−→ HNk−p−1(ΞΦ,Z2)
j∗−−−−→ HNk−p−1(ΞΦ, ∂ ΞΦ,Z2) ∂∗−−−−→ HNk−p−2(∂ ΞΦ,Z2)
where the vertical arrows are Poincare´ isomorphisms simply denoted by D and given, modulo a sign, by
cap products respectively with [ΞΦ] or [∂ ΞΦ]. We apply this diagram to the case p = nk − 1. The map
pik−1 ◦ Φ is well defined on ΞΦ and
(pik−1 ◦ Φ)∗ωk−1 ∈ Hnk−1(ΞΦ,Z2)
It is clear that the image of (pik−1 ◦ Φ)∗ωk−1 by the restriction map i∗ is (pik−1 ◦ Φ)∗ωk−1 itself where
Φ is restricted to Z × ∂Bnk . Let U ∈ HNk−1(ΞΦ, ∂ ΞΦ,Z2) be the Poincare´ dual to (pik−1 ◦ Φ)∗ωk−1 ∈
Hnk−1(ΞΦ,Z2). Because of the last part of the above diagram we have that
∂∗U is the Poincare´ dual to (pik−1 ◦ Φ)∗ωk−1 ∈ Hnk−1(∂ ΞΦ,Z2)
We shall now make use of the following lemma
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Lemma II.1. The assumption
[ΩΦ ∩ ({x} × Z)] ∈ HNk−1(ΩΦ, ∂ΩΦ,Z2) is Poincare´ dual to (pik−1 ◦ Φ)∗ωk−1 ∈ Hnk−1(ΩΦ,Z2)
implies
[∂ ΩΦ ∩ ({x} × Z)] ∈ HNk−1−1(∂ ΩΦ,Z2) is Poincare´ dual to (pik−1 ◦ Φ)∗ωk−1 ∈ Hnk−1(∂ΩΦ,Z2)
2
Proof of lemma II.1 . The lemma is a direct consequence of the following relative Poincare´ duality
commutative diagram
Hnk−1(ΩΦ,Z2)
i∗−−−−→ Hnk−1(∂ΩΦ,Z2)yD yD
HNk−1(ΩΦ, ∂ΩΦ,Z2)
∂∗−−−−→ HNk−1−1(∂ΩΦ,Z2)
2
End of the proof of claim 1. Hence, since by the previous lemma [∂ ΩΦ ∩ ({x} × Z)] is also Poincare´
dual to (pik−1 ◦ Φ)∗ωk−1 ∈ Hnk−1(∂ ΞΦ,Z2), by uniqueness of the Poincare´ dual we have
[∂ ΩΦ ∩ ({x} × Z)] = ∂∗U
and [∂ ΩΦ ∩ ({x} × Z)] is a boundary in ΞΦ and the claim is proved. Using Thom’s proof of Steenrod
Problem on the realization of Z2 homology classes by continuous images of smooth un-oriented manifolds
(see theorem III.2 in [29]), we can assume that the concrete chain U in Y is the image of an element in
PNk−1 . By an abuse of notation we identify U with this element in PNk−1 . By ”pushing” U inside Y \ΛΦ,
and summing this with the homology manifolds Z×{x}\ΩΦ∩({x}×Z) we obtain and (V,Φ) ∈ SweepNk−1 .
Because of (II.4) we have
max
y∈V
E(Φ(y)) ≤Wk−1 + δk−1
Using proposition A.1 we then have the existence of yε ∈ V such that dP(Φ(y), Ck−1) < εk−1 which is a
contradiction. Hence we have
Wk−1 + δk−1 ≤Wk
Consider a Pseudo-gradient for E on M∗ := M \ {Φ ; DE(Φ) = 0}. We choose a cut-off for the action
of the Pseudo-gradient above the energy levels Wk−1 + δσk−1/2 in order for the flow to preserving the
membership in SweepNk . Following the classical Palais deformation arguments (see for instance [26]) we
deduce the existence of Φk such that E(Φk) = Wk and DE(Φk) = 0.
Assuming now M defines in fact an Hilbert manifold modeled on an Hilbert space H and that D2E is
everywhere Fredholm. Denote
∂ SweepNk :=
{
(Z,Ψ) ∈ PNk−1 × Lip(∂(Bnk × Z),M) ; ∃ (Y,Φ) ∈ SweepNk
∂Y = ∂(Bnk × Z) ; Φ = Ψ on ∂Y
}
By definition we have
SweepNk ⊂
{
C ∈ CNk ∃(Z,Ψ) ∈ ∂ SweepNk ∂C = Ψ∗[∂(Bnk × Z)]
}
where CNk is the space of Nk−polyhedral chains in M. Observe that [C] ∈ HNk(M, ∂(Bnk × Z)) is non
trivial. Indeed, assume there exists D ⊂ B such that ∂D = ∂C we would have Wk < Wk−1 + 2−1δk−1
which contradicts (II.2) . Hence SweepNk is by definition an homological family of dimension Nk with
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boundary the cycles Ψ∗[∂(Bnk×Z)] (see [10]). Using corollary 10.5 of [10] we obtain (II.3). This concludes
the proof of theorem II.1. 2
We observe that the topological condition regarding Φ on ΩΦ is preserved by enlarging the set.
Precisely the following lemma holds.
Lemma II.2. Let V ⊂ Z × ∂Bnk such that ΩΦ ⊂ V and such that pik−1 ◦Φ extends continuously on V .
Let ω ∈ Hnk−1(V ) given by ω := j∗(pik−1 ◦Φ)∗ωk−1 where j is the canonical inclusion map j : ΩΦ → V .
Assume
[V ∩ ({x} × Z)] ∈ HNk−1(V, ∂V,Z2) is Poincare´ dual to ω ∈ Hnk−1(V,Z2)
for some x ∈ ∂Bnk , then the condition iv) is satisfied. 2
Proof of lemma II.2. The inclusion map j induces a map on relative Nk−1−chains as follows
j : CNk−1(V, ∂V,Z2) → CNk−1(ΩΦ, ∂ΩΦ,Z2) .
by restriction to Ω~Φ. We then have the restriction operator
j∗ : HNk−1(V, ∂V,Z2) → HNk−1(ΩΦ, ∂ΩΦ,Z2) .
For any α ∈ HNk−1(ΩΦ, ∂ΩΦ,Z) we have for the cup product (pik−1◦Φ)∗ωk−1 ^ α ∈ HNk−1+nk−1(ΩΦ, ∂ΩΦ,Z2)
〈(pik−1 ◦ Φ)∗ωk−1 ^ α, [ΩΦ]〉 = 〈(pik−1 ◦ Φ)∗ωk−1 ^ α, j∗ [V ]〉
= 〈j∗ ((pik−1 ◦ Φ)∗ωk−1 ^ α) , [V ]〉 = 〈ω ^ j∗α, [V ]〉 = 〈j∗α, ω _ [V ]〉
We are assuming that ω is Dual to [V ∩ ({x} × Z)] ∈ HNk−1(V, ∂V,Z2) in other words
[V ∩ ({x} × Z)] = ω _ [V ]
Hence we have proved that ∀α ∈ HNk−1(ΩΦ, ∂ΩΦ,Z)
〈(pik−1 ◦ Φ)∗ωk−1 ^ α, [ΩΦ]〉 = 〈j∗α, [V ∩ ({x} × Z)]〉 = 〈α, j∗[V ∩ ({x} × Z)]〉 = 〈α, [ΩΦ ∩ ({x} × Z)]〉
Which implies
[ΩΦ ∩ ({x} × Z)] = (pik−1 ◦ Φ)∗ωk−1 _ [ΩΦ]
Hence [ΩΦ ∩ ({x} × Z)] is dual to (pik−1 ◦ Φ)∗ωk−1 and the lemma is proved. 2
Remark II.1. For n1 = 1 one can afford to restrict to (Y, ~Φ) ∈ Sweep1 where Y = (−1,+1) moreover
one can replace Hn2−1(C1,Z2) by Hn2−1(C1,Z) (which is “richer”) in the definition of SweepN2 . This is
due to the fact that the chain U in the proof of theorem II.1 can be taken to be a segment homeomorphic
to (−1,+1) and that there is no orientation problem at this first level of the hierarchy in the case n1 = 1.
The whole proof in this case for the passage from k = 1 to k = 2 is transposable word by word by replacing
Z2 by Z. 2
II.2 Minmax Hierarchies in the Linear case of Laplace Eigenvalues.
The purpose of this section is to express the Rayleigh quotient for computing the eigenvalues of the
laplacian on a closed surface as a particular case of the Minmax hierarchies. We adopt the notations
from the introduction and we define the Hierarchy by i), ii), iii) and iv). It is clear that it is a particular
case of the hierarchies defined in the previous section and hence, because of theorem II.1 we have a strictly
increasing sequence of eigenvalues µk such that
µk := inf
u∈SweepNk
max
y∈Yk
E(uy)
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The problem is to show that we indeed “capture” all the successive eigenvalues of the Laplacian. It
suffices to show then that
µk ≤ λk . (II.5)
We prove (II.5) by induction. Let Fl be the vector eigenspace associated to λl. By induction assumption
we have nl = dimFl = dim Cl + 1 We take for ωl the generator of Hnl−1(Cl,Z2) ' Z2 (we obviously have
Cl ' Snl−1. Let u1 · · ·uk be an arbitrary choice of eigenfunctions in S for λ1 < · · · < λk. We denote by
SO(Fl) the space of positive isometries of the euclidian spaces Fl.
Let u : (−1,+1)k × SO(F2)× · · ·SO(Fk−1) −→ S given by
u(t1 · · · tk, R2 · · ·Rk−1) :={
cos(
pitk
2
)uk + sin(
pitk
2
)
(
cos(
pitk−1
2
)Rk−1 uk−1 + sin(
pitk−1
2
)
(
· · ·
(
cos(
pit2
2
)R2 u2 + sin(
pit2
2
)u1
)))}
It is straightforward to check that, assuming µl = λl for l < k we have u ∈ SweepNk and moreover
max
(t1···tk,R2···Rk−1)∈(−1,+1)k×SO(F2)×···SO(Fk−1)
E (u(t1 · · · tk, R2 · · ·Rk)) ≤ λk
This proves (II.5).
III Index Control in the Viscosity Method.
Let Mm be a closed sub-manifold of an euclidian space RQ. We denote by Σg a closed oriented 2
dimensional manifold of genus g.
Imm(Σg,Mm) :=
{
~Φ ∈W 2,4(Σg,Mm) ; rank (d~Φx) = 2 ∀x ∈ Σg
}
We equip Imm(Σg,Mm) with the W 3,2 topology which makes it a Hilbert manifold (see [26]). From [22]
we know that every pair ~Φ1 and ~Φ2 of embeddings of Σ
g in Imm(Σg,Mm) are regular homotopic : there
exists a diffeomorphism Ψ of Σg such that ~Φ1 and ~Φ2 ◦Ψ are in the same path connected component of
Imm(Σg,Mm). We denote by Imm0(Σ
g,Mm) the subspace of Imm(Σg,Mm) in the same path connected
component of an embedding.
We shall denote
Imm(Mm) :=
⋃
g∈N
Imm0(Σ
g,Mm) and Immg0(Mm) :=
⋃
g≤g0
Imm0(Σ
g,Mm)
For any element ~Φ in Imm0(M
m) we denote by Σ~Φ the abstract surface such that
~Φ ∈ Imm(Σ~Φ,Mm).
III.1 The Bundle of W 3,2−immersions of surfaces over the Hilbert Manifold
of Immersed W 3,2−Surfaces.
Let Diff+(Σ
g) be the topological group of positive W 3,2−diffeomorphisms of Σg, isotopic to the identity.
This can be seen as an open subspace of W 3,2(Σg,Σg) which itself defines a Hilbert Manifold (see [26]).
For g = 0 we are marking 3 distinct points, that we denote a1, a2, a3, for g = 1 we are marking one
point that we denote a and for g > 1 no point is marked. We denote by Diff∗+(Σ
g) the sub-group of
Diff+(Σ
g) which are fixing the marked points. In particular for g > 1 we have Diff∗+(Σ
g) = Diff+(Σ
g).
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Recall nevertheless that for any diffeomorphism Ψ isotopic to the identity the Lefschetz Number L(Ψ) is
given by definition by
L(Ψ) = Tr(Ψ|H0(Σg))− Tr(Ψ|H1(Σg)) + Tr(Ψ|H2(Σg)) = 2− 2g
Hence for g > 1 we have L(Ψ) 6= 0 and then Ψ must have at least one fixed point. Due to lemma 1.2 in [4]
we deduce that for any g ∈ N the action of Diff ∗+(Σg) onMg := Imm0(Σg,Mm) is free. We aim to study
the differential structure of this quotient. Since Diff ∗+(Σ
g) misses to be a Banach Lie Group but is only
a topological Group9 with an Hilbert Manifold structure the existence of a differentiable Hilbert structure
on the quotient Imm0(Σ
g,Mm)/Diff ∗+(Σ
g) is not the result of classical consideration and deserves to be
studied with care (Progresses in this direction are given in [1] for W 3,2−embeddings but we are not going
to follow this approach and the one we choose is more specific to surfaces but more precise too) This is
the goal of the next result : theorem III.1.
For any ~Φ ∈ Mg := Imm0(Σg,Mm) we denote P~Φ the L2− orthogonal projection from (∧(0,1)Σ)⊗
2
onto the space of holomorphic quadratic form HolQ(Σ
g, g~Φ)) on (Σ
g, g~Φ) and by P
⊥
~Φ
:= Id − P~Φ. Define
the linear map
D
∗
~Φ : T~ΦMg −→ W 2,2
(
(∧(0,1)Σ)⊗2
)
~w −→ P⊥~Φ
(
∂ ~w ⊗˙ ∂~Φ
)
where, in local complex coordinates for ~Φ we denote
∂ ~w ⊗˙ ∂~Φ := ∂z ~w · ∂z~Φ dz ⊗ dz
We are now going to prove the following theorem
Theorem III.1. Let ~Φ ∈ Imm0(Σg,Mm), then there exists an open neighborhood O~Φ of ~Φ in Imm0(Σg,Mm)
invariant under the action of Diff ∗+(Σ
g) and two smooth maps on O~Φ, equivariant under the action of
Diff ∗+(Σ
g),
~w~Φ : O~Φ −→ Ker(D
∗
~Φ) ⊂ T~ΦMg
and
Ψ~Φ : O~Φ −→ Diff ∗+(Σg)
satisfying
∀ ~Ξ ∈ O~Φ ~Ξ ◦Ψ~Φ(~Ξ) = piMm
(
~Φ + ~w~Φ(
~Ξ)
)
where piMm is the orthogonal projection onto M
m and Υ~Φ := (~w~Φ,Ψ~Φ) realizes a diffeomorphism from
O~Φ onto U~Φ × Diff ∗+(Σg) where U~Φ is a neighborhood of 0 in Ker(D
∗
~Φ). Moreover the map Υ~Φ satisfies
the following equivariance property : ∀ ~Ξ ∈ O~Φ and forall Ψ0 ∈ Diff ∗+(Σg) one has
Ψ~Φ(
~Ξ ◦Ψ0) = Ψ−10 ◦Ψ~Φ(~Ξ) and ~w~Φ(~Ξ ◦Ψ0) = ~w~Φ(~Ξ) .
The space Imm0(Σ
g,Mm)/Diff ∗+(Σ
g) is Hausdorff and defines a Hilbert Manifold such that the pro-
jection map
Imm0(Σ
g,Mm) −→Mg(Mm) := Imm0(Σg,Mm)/Diff ∗+(Σg)
defines a Diff ∗+(Σ
g)−bundle for which (Υ~Φ)~Φ represents a local trivialization. 2
9On the space of W 3,2−diffeomorphisms the right multiplication is smooth but the left multiplication is not differentiable,
the inverse mapping is not C1, there is no canonical chart in the neighborhood of the identity, the exponential map is
continuous but not C1, it is not locally surjective in a neighborhood of the identity, the Bracket operation in the Tangent
space to the identity is not continuous....etc see a description of all these “pathological behavior” for instance in [8] or [19]
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Proof of theorem III.1. We first construct Υ~Φ in a neighborhood of
~Φ. A basis of neighborhoods of
~Φ is given by
Vε~Φ :=
{
~Ξ = piMm
(
~Φ + ~v
)
; ~v ∈ Γ3,2(~Φ∗TMm) ∩W 3,2(Σ,RQ) and ‖~v‖W 3,2 < ε
}
.
for ε > 0 small enough and where Γ3,2(~Φ∗TMm) denotes the W 3,2−sections of the pull-back bundle
~Φ∗TMm, that is the sub-vector space of ~v ∈W 3,2(Σg,RQ) such that ~v(x) ∈ T~Φ(x)Σg for any x ∈ Σg.
For any ~v ∈ Γ3,2(~Φ∗TMm) we consider the tensor in Γ2,2((T ∗Σg)(0,1) ⊗ (TΣg)(1,0)) given by
D
∗
~Φ~v g
−1
~Φ
where g−1~Φ = e
−2λ [∂z ⊗ ∂z + ∂z ⊗ ∂z]
and where is the contraction operator between covariant and contravariant tensors. We denote
I :=
{
D
∗
~Φ~v g
−1
~Φ
; ~v ∈ Γ3,2(~Φ∗TMm)
}
. (III.1)
Recall the definition of the ∂ operator on ∧(1,0)Σg given in local coordinates by
∂ (a ∂z) = ∂za dz ⊗ ∂z .
Denote Hol1(Σ
g) the finite dimensional subspace of Γ3,2(∧(1,0)Σg) made of holomorphic sections10 of
T (1,0)Σg. We shall now prove the following lemma.
Lemma III.1. Under the previous notations we have that ∀ ~v ∈W 3,2(Σg,RQ)
∀ ~v ∈W 3,2(Σ,RQ) ∃ ! f ∈ (Hol1(Σg))⊥ ∩ Γ3,2(∧(1,0)Σg) s. t. ∂f = D∗~Φ~v g−1~Φ . (III.2)
Moreover
‖f‖W 3,2 ≤ C~Φ ‖~v‖W 3,2 . (III.3)
2
Proof of lemma III.1. We have for any α = a ∂z ∈ Γ3,2(∧(1,0)Σg) and β = b dz⊗∂z ∈ Γ2,2((T ∗Σg)(0,1)⊗
(TΣg)(1,0)) ∫
Σg
〈
∂ (a ∂z) , b dz ⊗ ∂z
〉
g~Φ
dvolg~Φ = <
[
i
2
∫
Σg
∂a b e2λ dz ∧ dz
]
= <
[
i
2
∫
Σg
d[a b e2λ] ∧ dz
]
−<
[
i
2
∫
Σg
a ∂z[b e
2λ] dz ∧ dz
]
=
∫
Σg
〈
α,
(
∂
(
β g~Φ
)
2 g
−1
~Φ
)
g−1~Φ
〉
g~Φ
dvolg~Φ
where
g−1~Φ = e
−2λ [∂z⊗∂z+∂z⊗∂z] , (b dz⊗dz⊗dz) 2 g−1~Φ = e
−2λ b dz and (e−2λ b dz) g−1~Φ = e
−4λ f ∂z
10Due to Riemann-Hurwitz Theorem, the holomorphic tangent bundle T (1,0)Σg which is the inverse of the canonical
bundle of the Riemann surface defined by (Σ, g~Φ) has a degree given by
deg
(
T (1,0)Σg
)
=
∫
Σg
c1
(
T (1,0)Σg
)
= 2− 2g
and therefore Hol1(Σg) 6= 0 ⇒ g < 2.
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Hence we have proved that the adjoint of ∂ on Γ((T ∗Σg)(0,1) ⊗ (TΣg)(1,0)) is given by
∂
∗
: β ∈ Γ((T ∗Σg)(0,1) ⊗ (TΣg)(1,0)) −→ ∂∗β =
(
∂
(
β g~Φ
)
2 g
−1
~Φ
)
g−1~Φ ∈ Γ(∧
(1,0)Σg)
We have Im ∂ = (Ker ∂
∗
)⊥. We have that
Ker ∂
∗
=
{
β ∈ Γ((T ∗Σg)(0,1) ⊗ (TΣg)(1,0)) ; β g~Φ ∈ HolQ(Σg, g~Φ))
}
(III.4)
Observe that
∀ γ ∈ Γ
((
(T ∗Σg)(0,1)
)⊗2)
, ∀β ∈ Γ((T ∗Σg)(0,1) ⊗ (TΣg)(1,0))
〈
γ g−1~Φ , β
〉
g~Φ
=
〈
γ, β g~Φ
〉
g~Φ
This implies
γ g−1~Φ ∈ Im ∂ ⇐⇒ γ ∈
(
HolQ(Σ
g, g~Φ)
)⊥
. (III.5)
We deduce (III.2) from (III.5) and (III.3) follows by classical estimates for elliptic complexes in Sobolev
Spaces. 2
Continuation of the proof of theorem III.1. To f ∈ (Hol1(Σg))⊥ ∩Γ3,2(∧(1,0)Σg) solving (III.2) we
assign
X := 2<(f) = 2<((f1 + i f2) ∂z) = (f1 ∂x1 + f2 ∂x2) = X1 ∂x1 +X2 ∂x2 .
Observe that, if we denote ~X := d~Φ ·X, we have
∂
(
~X · ∂~Φ g−1~Φ
)
= ∂
(
e2λ(X1 + iX2) dz g
−1
~Φ
)
= ∂f
Observe also that, since ~X is tangent to the immersion ~X · ∂
(
∂~Φ g−1~Φ
)
= 0 hence
∂f = (∂ ~X · ∂~Φ) g−1~Φ
Using Im ∂ = (Ker ∂
∗
)⊥ and the characterization of Ker ∂
∗
given by (III.4), we have
∂ ~X · ∂~Φ = P⊥~Φ (∂ ~X · ∂~Φ)
and hence
∂f = D
∗
~Φ
~X g−1~Φ (III.6)
We denote 
X 3,2(S2) := {X ∈ Γ3,2(TS2) ; X(ai) = 0 i = 1, 2, 3} ,
X 3,2(T 2) := {X ∈ Γ3,2(TT 2) ; X(a) = 0} ,
X 3,2(Σg) = Γ3,2(Σg) for g > 1
The space of Holomorphic Vector Field on T (1,0)S2 is a 3−dimensional complex vector space given in C,
after the stereographic projection, by
h(z) = (α+ β z + γ z2) ∂z where (α, β, γ) ∈ C3 .
Whereas the space of Holomorphic Vector Field on T (1,0)T 2 is a 1−dimensional complex vector space
given in C by
h(z) = α ∂z where α ∈ C .
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while for g > 1 we have Hol1(Σ
g) = {0}. Hence, for any g ∈ N and any
f ∈ (Hol1(Σg))⊥ ∩ Γ3,2(∧(1,0)Σg) ∃ ! hf ∈ Hol1(Σg) s. t. <(f + hf ) ∈ X 3,2(Σg) (III.7)
moreover the map f → hf from (Hol1(Σg))⊥ ∩ Γ3,2(∧(1,0)Σg) into Hol1(Σg) is linear and smooth. Hence
we can summarize what we have proved so far in the following lemma.
Lemma III.2. Let ~Φ be a W 3,2−immersion. Then the following holds
∀~v ∈ Γ3,2(~Φ∗TMm) ∃ ! X ∈ X 3,2(Σg) s. t.
∂
(
X − iX⊥) = D∗~Φ ~X g−1~Φ = D∗~Φ~v g−1~Φ
where ~X = d~Φ ·X and such that
‖X‖W 3,2 ≤ C~Φ ‖~v‖W 3,2
2
End of the proof of theorem III.1. Let g0 be a smooth reference metric on Σ
g and denote by expg0
the smooth exponential map from TΣ into Σ associated to g0. Let ε > 0 small and denote respectively
X 3,2ε (Σg) :=
{
X ∈ X 3,2(Σg) ; ‖X‖W 3,2 < ε
}
,
and
D⊥ε :=
{
Ψ ∈ Diff∗+(Σ) ; ∃X ∈ X 3,2ε (Σg) s.t Ψ(x) = expg0x (X(x))
}
.
We define
Λ~Φ : Vε~Φ ×D⊥ε −→ Γ2,2((T ∗Σ)(0,1) ⊗ (T ∗Σ)(0,1))
(~Ξ,Ψ) −→ D∗~Φ
(
~Ξ ◦Ψ
)
g−1~Φ
The map is clearly C1 and lemma III.2 gives that
∂ΨΛ~Φ
∣∣
(~Φ,0)
·X = D∗~Φ
(
d~Φ ·X
)
g−1~Φ
realizes an isomorphism between X 3,2 and I (defined in (III.1)). The implicit function theorem gives
then the existence of a C1 map Ψ~Φ(
~Ξ) defined in a neighborhood of ~Φ such that
D
∗
~Φ
(
~Ξ ◦Ψ~Φ(~Ξ)
)
g−1~Φ = 0
and we denote ~w~Φ(
~Ξ) := ~Ξ ◦Ψ~Φ(~Ξ)− ~Φ. Because of the local uniqueness of Ψ~Φ(~Ξ) given by the implicit
function theorem, for any element Ψ0 ∈ Diff∗+(Σ) close to the identity and ~Ξ close enough to ~Φ one has
trivially
D
∗
~Φ
(
~Ξ ◦Ψ0 ◦Ψ−10 ◦Ψ~Φ(~Ξ)
)
g−1~Φ = 0
hence we deduce the equivariance property
Ψ~Φ(
~Ξ ◦Ψ0) = Ψ−10 ◦Ψ~Φ(~Ξ) and ~w~Φ(~Ξ ◦Ψ0) := ~Ξ ◦Ψ~Φ(~Ξ)− ~Φ = ~w~Φ(~Ξ)
This permits to extend Υ~Φ := (~w~Φ,Ψ~Φ) on a neighborhoodO~Φ of ~Φ invariant under the action of Diff∗+(Σ).
We are now proving the Hausdorff property forMg(Σ
g,Mm) := Imm0(Σ
g,Mm)/Diff ∗+(Σ
g). Following
classical considerations (see the arguments in the proof of lemma 2.9.9 of [32]) it suffices to prove that
Γ :=
{
(~Φ, ~Φ ◦Ψ) ; ~Φ ∈ Imm0(Σg,Mm) and Ψ ∈ Diff ∗+(Σg)
}
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is closed in (Imm0(Σ
g,Mm))2. This follows fro the first part of the proof of the theorem. Let (~Φk, ~Ξk :=
~Φk ◦Ψk)→ (~Φ∞, ~Ξ∞) in W 3,2. For k large enough both ~Φk and ~Ξk are included in O~Φ∞ . Because of the
continuity of the map ~w~Φ∞ we have respectively
~w~Φ∞(
~Φk)→ ~w~Φ∞(~Φ∞) = 0 and ~w~Φ∞(~Ξk)→ ~w~Φ∞(~Ξ∞)
The equivariance of ~w~Φ∞ gives ~w~Φ∞(
~Ξk) = ~w~Φ∞(
~Φk) hence ~w~Φ∞(
~Ξ∞) = 0. Thus ~Ξ∞ ◦Ψ~Φ∞ = ~Φ∞ and
this shows that Γ is closed and then M(Σg,Mm) defines an Hausdorff Hilbert Manifold and theorem III.1
is proved. 2
III.2 The Relaxed Area Aσ and the Fredholm Property for D2Aσ(~Φ) on T~ΦM.
We shall denote
M(Mm) :=
⋃
g∈N
Imm0(Σ
g,Mm)/Diff ∗+(Σ
g) .
and
Mg0(Mm) :=
⋃
g≤g0
Imm0(Σ
g,Mm)/Diff ∗+(Σ
g) .
For any immersion ~Φ ∈ Imm(Mm) we denote
F (~Φ) :=
∫
Σ~Φ
[
1 + |~I~Φ|2
]2
dvolg~Φ
where ~I~Φ is the second fundamental form of the immersion ~Φ in M
m.
Observe that
∀ g0 ∈ N ∃ Cg0 > 0 F (~Φ) < Cg0 =⇒ genus (Σ~Φ) ≤ g0 (III.8)
This is a direct consequence of Gauss Bonnet theorem and Cauchy Schwartz inequality.
It is clear that F (~Φ) only depends on the equivalence class [~Φ] of ~Φ in M(Σg,Mm). Since F is a
smooth functional on Imm0(Σ
g,Mm) (see [24]) it descends to a smooth functional on M(Σg,Mm). We
shall now prove the following theorem.
Theorem III.2. Let [~Φ] be a critical point of F in M(Mm). Then the second derivative of F at [~Φ]
defines a Fredholm operator . 2
Proof of theorem III.2. From [13] we know that ~Φ is smooth in a conformal coordinates. We shall be
working in the chart in the neighborhood of [~Φ] in M(Σg,Mm) given by ~w~Φ from theorem III.1. In other
words we identify
T[~Φ]M '
{
~w ∈ Γ3,2(~Φ∗TMm) ; P⊥~Φ
(
∂ ~w ⊗˙ ∂~Φ
)
= 0
}
(III.9)
For such a ~w we denote by q~w the holomorphic quadratic form given by
∂ ~w ⊗˙ ∂~Φ = q~w .
After contracting with the tensor g−1~Φ , this equation becomes
∂
(
~w · ∂~Φ g−1~Φ
)
= −pi~n(~w) · ~h0 + q~w g−1~Φ
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where ~h0 is the trace free part of the second fundamental form, which is orthogonal to the tangent plane
of the immersion and given in local coordinates by
~h0~Φ = ∂z
(
e−2λ∂z~Φ
)
dz ⊗ ∂z .
Using the characterization of Im ∂ = (Ker ∂
∗
)⊥ given by (III.5) we deduce
∂
(
~w · ∂~Φ g−1~Φ
)
= −P~Φ
(
pi~n(~w) · ~h0~Φ
)
where P~Φ is the orthogonal projection onto (HolQ(Σ
g, g~Φ) g
−1
~Φ
)⊥. Denote ~X~w the projection of ~w onto
the tangent plane (i.e. ~X~w = ~w − pi~n(~w)) and let X~w be the vector field on Σ such that d~Φ ·X~w = ~X~w.
Following the computations from the previous subsection we deduce
∂
(
X~w − iX⊥~w
)
= −P~Φ
(
pi~n(~w) · ~h0~Φ
)
(III.10)
Denote
piT : Γ
3,2(~Φ∗TMm) −→ Γ3,2((TΣ)(1,0))
~w −→ X~w − iX⊥~w
In view of the expression of the second derivative D2F given by (A.32) we have that, modulo compact
operators (remembering that ~Φ is smooth), We are reduced11 to study the Fredholm nature of the operator
generated by the following quadratic form
Q~Φ(~w) =
∫
Σ
(1 + |~I~Φ|2g~Φ) |pi~n (D
g~Φd~w)|2g~Φ dvolg~Φ + 2
∫
Σ
∣∣∣∣〈~I~Φ, Dg~Φd~w〉
g~Φ
∣∣∣∣2 dvolg~Φ
combined with (III.10). Hence the Symbols of the generated operator, in local conformal coordinates, is
given by 
2 e−2λpi~n ◦
[
(1 + |~I~Φ|2g~Φ)|ξ|4 + 2 e−4λ
∑
i,j,k,l
~Ikl ⊗~Ikl ξi ξj ξk ξl
]
◦ pi~n
(ξ1 + i ξ2) ◦ piT
This is clearly the symbol defining an elliptic operator on Γ3,2(~Φ∗TMm) and D2F is Fredholm on T[~Φ]M.
This concludes the proof of theorem III.2. 2
III.3 Lower Semi-Continuity of the Morse Index in the Viscosity Method.
In the applications below, we shall mostly consider the area lagrangian
Area(~Φ) =
∫
Σ~Φ
dvolg~Φ
or its relaxations of the form
Aσ(~Φ) := Area(~Φ) + σ2 F (~Φ) = Area(~Φ) + σ2
∫
Σ~Φ
[
1 + |~I~Φ|2
]2
dvolg~Φ .
11The sum of a Fredholm operator with a compact operator is Fredholm.
18
where σ > 0. The work [24] has been devoted to the asymptotic analysis of sequences of critical points
of Aσk , with uniformly bounded Aσk energy and satisfying the so called entropy condition
σ2k F (
~Φk) = o
(
1
log σ−1k
)
as σk goes to zero. (III.11)
It is proved in this two work that, modulo extraction of a subsequence, the immersions ~Φk varifold con-
verges towards a 2-dimensional integer rectifiable stationary varifold v∞ of Mm which is parametrized12
precisely there exists a riemann surface (S∞, h) a map ~Ψ∞ ∈W 1,2(S∞,Mm) which is almost everywhere
conformal and an integer multiplicity θ ∈ L∞(S∞,N∗) such that
∀ F ∈ C∞(Mm)
∫
S∞
θ
[〈
d(F ◦ ~Ψ∞) · d~Ψ∞
〉
h
− F (~Ψ∞) ~IMm(d~Ψ∞, d~Ψ∞)h
]
dvolh = 0 . (III.12)
where ~IMm is the second fundamental form of Mm ↪→ RQ. When
lim sup
k→+∞
Area(~Φk) <
8pi
‖~IMm‖∞
, (III.13)
then θ ≡ 1 and according to [25] the map ~Ψ∞ defines a smooth minimal embedding. Indeed we have by
(III.12) that v∞ has an L∞ generalized mean curvature in RQ equal |d~Ψ∞|2h dvolh a.e. on S∞ to
~HRQ := − |d~Ψ∞|−2h ~I(d~Ψ∞, d~Ψ∞)h
Under the assumptions (III.13), using Li-Yau upper-bound of the density in RQ (see [16]), we have
Θ∞(~p) ≤ 1
4pi
∫
S∞
| ~HRQ |2 N 2−1 |d~Ψ∞|2h dvolh ≤
‖~IMm‖∞
4pi
lim sup
k→+∞
Area(~Φk) < 2 (III.14)
where Θ∞ is the density of the varifold v∞ at ~p. This gives that θ < 2 everywhere and hence θ = 1 a.e.
on S∞ since v∞ is integer.
The question to compare the Morse index of the limiting surface for the area with the Morse index
of the sequence ~Φk for the relaxed functionals A
σk was left open in these works. We are now giving an
answer to that question assuming the upper bound (III.13).
Theorem III.3. Let ~Φk be a sequence of immersions of a closed surface Σ
g, critical points of Aσk and
such that
lim sup
k→+∞
Aσk(~Φk) < +∞ and σ2k
∫
Σg
(1 + |~I~Φk |2)2 dvolg~Φk = o
(
1
log σ−1k
)
Then there exists a subsequence ~Φk′ such that the corresponding immersed surface converges in varifolds
towards a parametrized integer rectifiable stationary varifold v∞ := (S∞, ~Ψ∞, N) moreover we have
genus (S∞) ≤ g .
Finally if (III.13) holds or more generally if we know that ~Φk bubble tree W
1,2 converges13 then θ ≡ 1
and ~Ψ∞ is a minimal conformal immersion satisfying
Ind (~Ψ∞) ≤ lim inf
k→∞
Indσk′ (~Φk′) (III.15)
12The regularity of such parametrized integer rectifiable stationary varifold, which is a very peculiar subclass of integer
rectifiable stationary varifold, is studied in [21].
13We expect this to hold for any quasi-minimizing sequence and in particular for solutions to Minmax problems in general.
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where Ind(~Ψ∞) is the maximal dimension of a subspace of T~Ψ∞(S∞)M on which D
2Area(~Ψ∞) is strictly
negative and Indσk(~Φk) is the maximal dimension of a subspace of T~Φk(Σg)M on which D
2Aσk(~Φk) is
strictly negative. 2
Proof of theorem III.3. We shall assume that Σg is connected. We shall present the computations for
Mm = Sm. The general constraint generates lower order terms whose abundance could mask the true
reason why the theorem is true whereas the same terms in the Mm = Sm case are easier to present. The
first part of the theorem is the main results of [24] . It remains to prove the inequality (III.15) under
the assumption (III.13). The first derivative of the area of an immersion (possibly branched) of a closed
surface Σ into RQ is given by (see [24])
DArea(~Φ) · ~w =
∫
Σ
〈
d~Φ ; d~w
〉
g~Φ
dvolg~Φ
and the second derivative14
D2Area(~Φ) · (~w, ~w) =
∫
Σ
[
〈d~w ; d~w〉g~Φ +
∣∣∣∣〈d~Φ ; d~w〉
g~Φ
∣∣∣∣2 − 2−1 ∣∣∣d~Φ⊗˙ d~w + d~w⊗˙ d~Φ∣∣∣2
]
dvolg~Φ
where in coordinates d~Φ⊗˙d~w := ∑i,j ∂xi~Φ · ∂xj ~w dxi ⊗ dxj .
Since θ = 1 a.e. on S∞ and, following the proof of the main theorem of [24], we can extract a
subsequence that we keep denting ~Φk such that we have a bubble tree strong W
1,2 convergence of ~Φk
towards a minimal (possibly branched) immersion ~Ψ∞ of a surface S∞. More precisely, if one denotes
{Sj∞}j∈J to be the connected components of S∞, for every j ∈ J there exists N j points {aj,l}l=1···Nj
(containing in particular the possible branched points of ~Ψ∞ and a converging sequence of constant
scalar curvature metrics hjk of volume one and for any δ > 0 a sequence of conformal embeddings φ
j
k from
(Sj∞ \ ∪N
j
l=1Bδ(a
j,l), hjk) into (Σ
g, g~Φk) such that
~Ψjk :=
~Φk ◦ φjk −→ ~Ψ∞ strongly in W 1,2loc (Sj∞ \ ∪N
j
l=1Bδ(a
j,l)) (III.16)
We shall need the following intermediate lemma
Lemma III.3. Under the previous assumptions and notations we have
~Ψjk :=
~Φk ◦ φjk −→ ~Ψ∞ strongly in C0loc(Sj∞ \ ∪N
j
l=1Bδ(a
j,l)) (III.17)
2
Proof of lemma III.3. Let x0 ∈ Sj∞ \ ∪N
j
l=1Bδ(a
j,l). For r small enough we have in a conformal chart
with respect to the limiting metric hj∞∥∥∥∥∥∥
 ∂x1 ~Ψ∞
∂x2
~Ψ∞
− eλ(x0) ( ~e1(x0)
~e2(x0)
)∥∥∥∥∥∥
L∞(Br(x0))
≤ C r (III.18)
14 A reader familiar to the rich literature in geometry and geometric measure theory on minimal surface theory in 3
dimension might not recognize the most commonly used expression of the second derivative of the area by the mean of the
Jacobi field. This classical presentation of D2Area has the advantage to “reduce” this operator to an operator on function
by introducing the decomposition ~w = w~n. This decomposition however is not “analytically” favorable since ~n has a-priori
one degree of regularity less than ~w. This observation is at the base of the analysis of the Willmore functional as it has
been developed by the author in the recent years.
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where (~e1(x0), ~e2(x0)) is an orthonormal family in T~Ψ∞(x0)M
m. Let ε > 0. Because of the strong W 1,2
convergence, for k large enough we have (omitting to write the upper index j)
∫
B2ε2 (x0)
∣∣∣∣∣∣
 ∂x1 ~Ψk
∂x2
~Ψk
− eλ(x0) ( ~e1(x0)
~e2(x0)
)∣∣∣∣∣∣
2
dx2 ≤ C ε4 (III.19)
and ∫
B2ε2 (x0)
∣∣∣~Ψk − ~Ψ∞∣∣∣2 dx2 ≤ ε8
Hence, using the mean value theorem, we have the existence of rk ∈ (ε2, 2ε2) such that∫
∂Brk (x0)
∣∣∣∣∣∣
 ∂x1 ~Ψk
∂x2
~Ψk
− eλ(x0) ( ~e1(x0)
~e2(x0)
)∣∣∣∣∣∣ dl ≤ C ε2
and ∫
∂Brk (x0)
∣∣∣~Ψk − ~Ψ∞∣∣∣ dl ≤ C ε4 (III.20)
This implies in particular∫ 2pi
0
∣∣∣∂θ [~Ψk(rk, θ)− rk eλ(x0) cos θ ~e1(x0)− rk eλ(x0) sin θ ~e2(x0)]∣∣∣ dθ ≤ C ε2
which gives
‖~Ψk(rk, θ)− ~Ψk(rk, 0)− rk eλ(x0) (cos θ − 1) ~e1(x0)− rk eλ(x0) sin θ ~e2(x0)‖L∞([0,2pi]) ≤ Cε2
From (III.20) we deduce that there exists θk ∈ [0, 2pi] such that |~Ψk(rk, θk) − ~Ψ∞(rk, θk)| < C ε2 hence
we deduce, since ‖~Ψ∞ − ~Ψ∞(x0)‖L∞(Brk (x0)) ≤ C ε2 that
‖~Ψk(rk, θ)− ~Ψ∞(x0)‖L∞([0,2pi]) ≤ Cε2
Assume there would exists a point x1 ∈ Brk(x0) such that
|~Ψk(x1)− ~Ψ∞(x0)| > ε
Then,  being fixed, using the almost monotonicity formula lemma III.1 of [24], for k large enough we
would obtain
Area(~Ψk(Brk(x0))) ≥ c0 ε2
Since hjk converges strongly in any C
l norm towards hj∞ and since ~Ψk is conformal with respect to h
j
k,
we would then deduce ∫
Brk (x0)
|∇~Ψk|2 dx2 ≥ c1 ε2
But from (III.18) and (III.19) we have
∫
Brk (x0)
|∇~Ψk|2 dx2 ≤ C ε4. This is a contradiction. Thus we
have proved that for k large enough we have
‖~Ψk − ~Ψ∞‖L∞(Bε2 (x0)) ≤ ε
which implies the lemma. 2
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End of the proof of theorem III.3.
For δ small enough and k′ large enough the subdomains Ωjk(δ) := φ
j
k(S
j
∞ \ ∪N
j
l=1Bδ(a
j,l)) are disjoint
and
lim
δ→0
lim
k→+∞
Area
~Φk
Σg \ ⋃
j∈J
Ωjk(δ)
 = 0
Let ~w1 · · · ~wN a family of N independent smooth vectors in W 2,4(~Ψ∗∞TMm) on the Span of which D2Area
is strictly negative. We can assume without loss of generality that the ~wi are C
∞One modifies each of
these vectors in the following way. For each i ∈ {1 · · ·Q} for each j ∈ J and each l ∈ {1 · · ·N j} we
introduce (after identifying for each j and l the tangent planes to Mm around ~Φ∞(aj,l) with the one at
exactly ~Φ∞(aj,l))
~w δi (x) =

~wi(x) for |aj,l − x| ≥
√
δ
~wi(x) χ
δ(|x− aj,l|) for δ ≤ |aj,l − x| ≤ √δ
0 for |aj,l − x| ≤ δ
where we take χ δ(s) to be a slight smoothing of log(s/δ)/ log(1/
√
δ) One verifies that ~w δi ∈ C∞(S∞)
strongly converges towards ~wi in W
1,2(S∞,RQ) and therefore, in view of the explicit expression of
D2Area(~Ψ∞) · (~w, ~w), there exists δ small enough such that ~w δ1 · · · ~w δN a family of N independent smooth
vectors in W 2,4(~Ψ∗∞TM
m) on the Span of which D2Area is strictly negative. We fix such a δ.
Let ρ > 0 small enough such that for any z ∈ Mm the map ~Ψ∞ is injective on each components of
~Ψ−1∞ (B
Q
ρ (z)) ⊂ Sj∞. Let {χs(z)}s∈{1···N} be a finite smooth partition of unity of Mm ⊂ RQ such that
the support of every χs is included in an m−ball of radius ρ. We denote the connected components of
~Ψ−1∞ (Supp(χs)) in S∞ by Ω
t
s for t = 1 · · ·ns and ωts are the corresponding characteristic functions. We
have that χs(~Ψ∞(x)) ωts(x) is smooth for any s ∈ {1 · · ·N} and any t ∈ {1 · · ·ns} and moreover
d(χs(~Ψ∞(x)) ωts(x)) = d(χs(~Ψ∞(x))) ω
t
s(x)
We can then write each ~w δi in the form
~w δi (x) =
N∑
s=1
χs(~Ψ∞(x))
ns∑
t=1
~vt,s(~Ψ∞(x)) ωts
where ~vt,s are smooth functions. For any s =∈ {1 · · ·N} since the components Ωts are disjoint to each
other for t ∈ {1 · · ·ns} We can include them in strictly larger disjoint open sets Ωts ⊂ Ω˜ts and we denote
ω˜ts the corresponding characteristic functions. We still have of course
~w δi (x) =
N∑
s=1
χs(~Ψ∞(x))
ns∑
t=1
~vt,s(~Ψ∞(x)) ω˜ts
moreover, since ~Ψk uniformly converges of towards ~Ψ∞ on Sj∞ \∪N
j
l=1Bδ(a
j,l), for k large enough, we have
for every s and t
d(χs(~Ψk(x)) ω˜
t
s(x)) = d(χs(
~Ψk(x))) ω˜
t
s(x)
It is clear that
~w δi,k(x) :=
N∑
s=1
χs(~Ψk(x))
ns∑
t=1
~vt,s(~Ψk(x)) ω˜
t
s −→ ~w δi (x) strongly in W 1,2loc (Sj∞ \ ∪N
j
l=1Bδ(a
j,l)) (III.21)
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Using the compositions with the maps (φj,k
′
)−1 we extend the ~w δi,k, that we still denote ~w
δ
i,k to the whole
of Σg by taking ~w δi,k = 0 on Σ
g \⋃j∈J Ωjk′(δ). We see ~w δi,k as vectors in RQ and we denote by pijk′ the
map from Sj∞ \ ∪N
j
l=1Bδ(a
j,l) into the space of projection matrices which to x ∈ assigns the orthogonal
projection from T~Ψj
k′ (x)
RQ into T~Ψj
k′ (x)
Mm. In other words, let Pz to be the C
1 map from Mm into the
space of Q×Q matrices which assigns the orthogonal projection onto TzMm, we have pijk′(x) := P~Ψj
k′ (x)
and we have
pijk′ −→ P~Ψ∞ strongly in W
1,2
loc (S
j
∞ \ ∪N
j
l=1Bδ(a
j,l)) (III.22)
On Sj∞ \ ∪N
j
l=1Bδ(a
j,l) we denote ~u δi,k′(x) := pi
j
k(x)(~w
δ
i,k). Because of (III.22) we have
~u δi,k −→ ~w δi strongly in W 1,2(Sj∞) . (III.23)
Consider now the symmetric matrix
D2Area(~Φk)(~u
δ
i,k, ~u
δ
i′,k) =
card(J)∑
j=1
∫
Sj∞
[〈
d~u δi,k ; d~u
δ
i′,k
〉
g~Ψj
k
+
〈
d~Ψjk ; d~u
δ
i,k
〉
g~Ψj
k
〈
d~Ψjk ; d~u
δ
i′,k
〉
g~Ψj
k
]
dvolg~Ψj
k
− 2−1
card(J)∑
j=1
∫
Sj∞
〈
d~Ψjk⊗˙ d~u δi,k + d~u δi,k⊗˙ d~Ψjk, d~Ψjk⊗˙ d~u δi′,k + d~u δi′,k⊗˙ d~Ψjk
〉
dvolg~Ψj
k
Let f and g be two smooth functions supported on ~Ψ∞(Sj∞ \ ∪N
j
l=1Bδ(a
j,l)) then one has∫
Sj∞
< d(f(~Ψk)), d(g(~Ψk)) >g~Ψk
dvolg~Ψk
=
∫
Sj∞
< d(f(~Ψk)), d(g(~Ψk)) >hjk
dvolhjk
And since hjk converges in any norms towards h
j
∞, because of the strong W
1,2 convergence of ~Ψk on
Sj∞ \ ∪N
j
l=1Bδ(a
j,l) one has∫
Sj∞
< d(f(~Ψk)), d(g(~Ψk)) >g~Ψk
dvolg~Ψk
−→
∫
Sj∞
< d(f(~Ψ∞)), d(g(~Ψ∞)) >g~Ψ∞ dvolg~Ψ∞ (III.24)
In a conformal chart for hjk we denote e
λj
k′ := |∂x1 ~Ψjk′ | = |∂x2 ~Ψjk′ |. Because of the strong W 1,2 convergence
(III.16) we have
eλ
j
k′ −→ eλj∞ = |∂x1 ~Ψ∞| = |∂x2 ~Ψ∞| a. e. in Sj∞ .
Since eλ
j
∞ > 0 almost everywhere on Sj∞ we have e
−λj
k′ −→ e−λj∞ almost everywhere and then for i = 1, 2
∂xi
~Ψjk/e
λjk −→ ∂xi ~Ψj∞/eλ
j
∞ almost everywhere
Let f ,g, φ and ψ be 4 smooth functions on Mm where f and g are supported on ~Ψ∞(Sj∞ \∪N
j
l=1Bδ(a
j,l))
one has in local conformal coordinates
< d(f(~Ψjk))⊗ d(φ(~Ψjk)), d(g(~Ψjk))⊗ d(ψ(~Ψjk)) >g~Ψj
k
dvolg~Ψj
k
=∑
µ,ν=1,2
e−2λ
j
k∂xµf(
~Ψjk) ∂xνφ(
~Ψjk) ∂xµg(
~Ψjk) ∂xνψ(
~Ψjk) dx1 ∧ dx2
Because of the above
e−2λ
j
k∂xµf(
~Ψjk) ∂xνφ(
~Ψjk) ∂xµg(
~Ψjk) ∂xνψ(
~Ψjk) −→ e−2λ
j
∞∂xµf(
~Ψj∞) ∂xνφ(~Ψ
j
∞) ∂xµg(~Ψ
j
∞) ∂xνψ(~Ψ
j
∞)
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almost everywhere and we have moreover
|e−2λj∞∂xµf(~Ψj∞) ∂xνφ(~Ψj∞) ∂xµg(~Ψj∞) ∂xνψ(~Ψj∞)| ≤ C |∇~Ψjk|2 → |∇~Ψj∞|2 strongly in L1
Hence the generalized dominated convergence theorem implies∫
Sj∞
< d(f(~Ψjk))⊗ d(φ(~Ψjk)), d(g(~Ψjk))⊗ d(ψ(~Ψjk)) >g~Ψj
k
dvolg~Ψj
k
−→
∫
Sj∞
< d(f(~Ψj∞))⊗ d(φ(~Ψj∞)), d(g(~Ψj∞))⊗ d(ψ(~Ψj∞)) >g~Ψj∞ dvolg~Ψj∞
Similarly we also have∫
Sj∞
〈
d(f(~Ψjk)), d(g(
~Ψjk))
〉
g~Ψk
〈
d(φ(~Ψjk)), d(ψ(
~Ψjk))
〉
g~Ψk
dvolg~Ψj
k
−→
∫
Sj∞
〈
d(f(~Ψj∞)), d(g(~Ψ
j
∞))
〉
g~Ψ∞
〈
d(φ(~Ψj∞)), d(ψ(~Ψ
j
∞))
〉
g~Ψ∞
dvolg~Ψj∞
Combining all the above gives
D2Area(~Φk)(~u
δ
i,k, ~u
δ
i′,k) −→ D2Area(~Φ∞)(~w δi , ~w δi′) (III.25)
Hence, for k large enough (D2A(~Φk)(~u
δ
i,k, ~u
δ
i′,k))i,i′=1···N defines a strictly negative quadratic form.
Using now lemma A.2 below we deduce that for any i, i′ ∈ {1 · · ·N}
σ2k
∣∣∣D2F (~Φk)(~u δi,k, ~u δi′,k)∣∣∣ ≤ Cσ2k [F (~Φk) + Area(~Φk)1/4 F (~Φk)3/4] = o(1) (III.26)
Combining (III.25) and (III.26) we obtain that for k large enough (D2Aσk(~Φk)(~u
δ
i,k, ~u
δ
i′,k))i,i′=1···N defines
a strictly negative quadratic form. This implies inequality (III.15) and theorem III.3 is proved. 2
IV Minmax Hierarchies for the area
IV.1 Definition of the F−distance on M(Mm).
For any immersion ~Φ ∈ Imm(Σg,Mm) we can define the corresponding oriented varifold in Mm as follows
∀ϕ ∈ C0(G˜2(Mm)) V~Φ(ϕ) :=
∫
Σg
ϕ
(
~Φ(x), ~Φ∗TxΣg
)
dvolg~Φ
where G˜2(M
m) is the Grassmann bundle of oriented 2 planes in TMm over Mm. When ϕ is just a
function in Mm we keep denoting
V~Φ(ϕ) :=
∫
Σg
ϕ
(
~Φ(x)
)
dvolg~Φ
We call the F−distance between 2 immersions ~Φ and ~Ψ of respectively 2 oriented closed surfaces Σg and
Σh
F(~Φ, ~Ψ) := sup
‖ϕ‖Lip≤1
V~Φ(ϕ)− V~Ψ(ϕ) + F
(
~Φ∗[Σg]− ~Ψ∗[Σh]
)
where F is the usual Flat norms between 2-cycles and ~Φ∗[Σg] and ~Ψ∗[Σh] denote respectively the push
forwards by ~Φ and by ~Ψ of the currents of integration along respectively Σg and Σh. Observe that V and
24
F are independent of the oriented parametrization and hence these two functions “descend” to M(Mm).
We shall also use the following function which defines a distance on M(Mm).
F˜(~Φ, ~Ψ) := F(~Φ, ~Ψ) + |F (~Φ)− F (~Ψ)| .
Given a metric space (X, d) we say that a map ~Φ is F−Lipschitz from X into M(Mm) if it satisfies
∃ K > 0 s.t. ∀ x, y ∈ X F(~Φ(x), ~Φ(y)) ≤ K d(x, y)
The space of F−lipschitz maps from X into M(Mm) is denoted
LipF (X,M(M
m)) .
IV.2 The viscosity Limits of Minmax Hierarchies for the Area.
We shall first introduce a modified hierarchy Wσk for A
σ which limit will be the hierarchy for the area.
In this sub-section we are assuming a genus bound g ≤ g0 and we are working in Mg0(Mm).
The first element in a hierarchy can be given by n1 = N1 = m− 2 and is the same as in the previous
subsection.
SweepN1(M
m) :=

(Y, ~Φ) ; Y ∈ Pm−2 ~Φ ∈ Lip(Y,Mg0(Mm))
~Φ∗
[
Y × Σ~Φ
]
generates Hm(M
m,Z)
∀ y ∈ ∂Y Aσ(~Φ(y)) < W1(Mm)

where W1(M
m) is the usual Width of a closed manifold that is the minimal maximal area needed to
sweep-out Mm. Denote for σ > 0
Wσ1 (M
m) := inf
(Y,~Φ)∈Sweep0N1 (S0,Mm)
max
y∈Y0
Aσ(~Φ(t))
where
Y0 :=
{
y ∈ Y ; Area(~Φ(y)) > 2−1W 00
}
and we will simply write Wl(M
m) for W 0l (M
m). Assuming now the hierarchy is constructed up to the
order k − 1, we introduce the notation for l = 1 · · · k − 1
Cl := {T ∈ Z2(Mm) ; Area(T ) = Wl(Mm) and T is a current of integration on a minimal surface }
We are going to make the following assumption
(H1) Cl is a smooth compact sub-manifold of Z2(Mm)equipped with the flat norm 15.
For any ε > 0 we denote
Ol(ε) :=
{
~Φ ∈Mg0 ; dF(~Φ, Cl) < ε
}
Let εl > 0 be fixed such that
∃ pil ∈ LipF (Ol(εl), Cl) s. t. ∀ ~Φ ∈ Cl pil(~Φ) = ~Φ (IV.1)
as given by [14]. The tubular neighborhood Ol(εl) of Cl for the F−distance will be denoted Ol. We shall
denote
SweepNl(M
m)0 :=
{
~Φ ∈ SweepNl(Mm) ; Aτl(~Φ) ≤W τll (Mm) + δl
}
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where τl and δl are given by theorem A.1 for ε := εl/2 and are characterized by the following assertion
∀ (Y, ~Φ) ∈ SweepNl(Mm) Aτl(~Φ) ≤W τll (Mm) + δl =⇒ dF (~Φ(Y ), Cl) < 2−1 εl (IV.2)
We define nk as follows. Let nk ∈ N∗ such that
Hnk−1(Ck−1,Z2) 6= 0
and choose ωk−1 being a non zero element of Hnk−1(Ck−1,Z2).
Under the previous notations we define SweepNk(M
m) to be the set of pairs (Y, ~Φ) such that
i)
Y ∈ PNk , ~Φ ∈ Lip(Y ,Mg0)
ii) There exists Z ∈ PNk−1 s.t.
∂Y = ∂ (Bnk × Z)
iii) there exists
~Ψ ∈ LipF
(
∂Bnk ,SweepNk−1(M
m)0
)
and
max
x∈∂Bnk
dF(~Φ(x, ·), ~Ψ(x)) < 2−1 εk−1
iv) Let
Ω~Φ :=
{
y ∈ ∂Y ; dF(~Φ(y), Ck−1) < εk−1
}
we have
[Ω~Φ∩ ({x}×Z)] ∈ HNk−1( Ω~Φ, ∂ Ω~Φ,Z2) is Poincare´ dual to (pik−1 ◦ ~Φ)∗ωk−1 ∈ Hnk−1(Ω~Φ,Z2)
v) We have ∀x ∈ Bnk
lim sup
z→∂Z
Area(~Φ(x, z)) < Wk−1 − δk−1
We shall consider the following important property
(Pk) ∀ ε > 0 ∃ δ > 0 ∀A ∈ SweepNk(Mm) max~Φ∈A Area(
~Φ) < Wk(M
m) + δ =⇒ dF(A, Ck) < ε
The following proposition holds
Theorem IV.1. Assume (Pl) holds for any l ≤ k then
Wk(M
m) < Wk+1(M
m) (IV.3)
and for εk > 0, τk > 0 and δk > 0 satisfying (IV.1) and (IV.2) chosen small enough in the definition
of SweepNk(M
m)0 then SweepNk+1(M
m) is an admissible family that is to say : There exists η > 0 such
that for any homeomorphism Ξ of Mg0 satisfying
∀ ~Φ ∈Mg0 s. t. Area(~Φ) ≤Wk(Mm)− η =⇒ Ξ(~Φ) = ~Φ
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then
Ξ
(
SweepNk+1(M
m)
)
⊂ SweepNk+1(Mm) .
Thus there exists a parametrized interger rectifiable stationary varifold vk+1 := (Sk+1, ~Ψk+1, θk+1) such
that
genus (Σ~Ψk+1) ≤ g0 , Area (~Ψ) = Wk+1(Mm)
Assuming
Wk+1(M
m) <
8pi
‖~IMm‖∞
then θk+1 ≡ 1, ~Ψk+1 is a smooth conformal minimal embedding and
Ind (~Ψk+1) ≤ Nk+1 .
2
Before proving the previous theorem we observe that the main result of [23] gives
Theorem IV.2. For m = 3 the hypothesis (Pk) holds for all k. 2
Remark IV.1. In concrete situations (the next section will be illustrating that fact) the most delicate
part in going from k− 1 to k in the construction of the hierarchy is not really to fix ωk and nk (there are
sometimes several choices) or to construct ~Φx all along the boundary of Y in such a way that iv) holds.
The difficulty is more to find Y , and some extension ~Φ inside Y . The freedom to change the topology of
the surface and to pass from a given surface at the level k− 1 to another surface, usually of higher genus,
at the level k is given in order to ease the construction of ~Φ inside Y as it is illustrated again in the next
section.
Remark IV.2. In generic situations one could expect Cl to be made of isolated points (see the main result
of [33]). It contains in particular one minimal surface and the same one with opposite orientation. Then
one would take nl = 1 and ∂B
1 = {−1} ∪ {+1} and we would be considering the boundary data to be on
Z×{−1} an arbitrary element of SweepNl(Mm) satisfying (IV.2) and at Z×{+1} we would take exactly
the same element of SweepNl(M
m) but with opposite orientation. The elements in SweepNl+1(M
m) would
then consist of eversions of elements in SweepNl(M
m).
Proof of theorem IV.1. The fact that property (Pk−1) implies (IV.3) is established by following word
by word the arguments in the first part of the proof of theorem II.1.
Let
Wσk (M
m) := inf
(Y,~Φ)∈SweepNk (M
m)
max
y∈Y
Aσ(~Φ) .
and we shall simply use the notation Wk(M
m) for W 0k (M
m). It is clear that Wσk (M
m) is an increasing
function of σ and k. Moreover
lim
σ→0
Wσk (M
m) = Wk(M
m) . (IV.4)
We assume that δk−1 and τk−1 have been chosen small enough in the definition of SweepNk−1(M
m)0 in
such a way that
∀x ∈ ∂Bnk max
z∈Z
Area(~Ψ(x, z)) ≤Wk−1(Mm) + 4−1 (Wk(Mm)−Wk−1(Mm)) (IV.5)
This implies for a fixed ~Φ ∈ SweepNk(Mm) and σ small enough
∀x ∈ ∂Bnk max
z∈Z
Aσ(~Φ(x, z)) ≤Wk−1(Mm) + 2−1 (Wk(Mm)−Wk−1(Mm)) (IV.6)
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We consider the subpart of SweepNk(M
m) such that the inequality (IV.6) holds (this can only increase the
value of Wσk (M
m) but not the limiting value of Wk(M
m). Using [26] (working with gradients multiplied
by cut-offs above the Aσ energy level Wk−1(Mm) + 2−1 (Wk(Mm)−Wk−1(Mm)) < Wσk (Mm)) combined
with corollary 10.5 of [10] we obtain the existence of σi → 0 and ~Φσi ∈Mg0 such that
Wσik (M
m) = Aσi(~Φσi) , DAσi(~Φσi) = 0 and Indσi (~Φσi) ≤ Nk
(σi)2
∫
Σ~Φσi
(1 + |I~Φσi |2)2 dvol~Φσi = o
(
1
log(σi)−1
)
,
where Indσi (~Φσi) is the largest dimension of a sub-vector space ofW 3,2((~Φσi)
∗
TMm) on whichD2Aσi(~Φσ
i
)
is strictly negative. Using now theorem III.3 we obtain theorem IV.1. 2
V An example of Hierarchies of Minmax Problems for the Area
in S3.
Lemma V.1. For any ~Φ ∈ Imm0(Σg, S3) there exists ~Φ(t) ∈ LipF
(
(−1, 1), Imm0(Σg, S3)) such that
~Φ∗[(−1, 1)× Σg] = ωS3 (V.7)
and
∃ t0 ∈ (−1, 1) ~Φt0 = ~Φ (V.8)
and
lim
t→±1
|V~Φ(t)|(G˜2(S3)) = 0 (V.9)
2
Proof of lemma V.1.
Definition V.1. We call a sweep-out of S3 by Σg the space of ~Φ(t) ∈ LipF
(
(−1, 1), Imm0(Σg, S3))
satisfying (V.7) and (V.9). We denote this space by Sweep1(Σ
g, S3). For any ~Φ ∈ Imm0(Σg, S3), the
family of ~Φ(t) ∈ LipF
(
(−1, 1), Imm0(Σg, S3)) satisfying (V.7), (V.8) and (V.9) is denoted Sweep1(~Φ)
and is equipped with the metric issued by F
F(~Φ(·), ~Ψ(·)) := sup
t∈(−1,1)
F(~Φ(t), ~Ψ(t)).
Observe that because of (V.9) we have
lim
t,t′→±1
F(~Φ(t), ~Φ(t′)) = 0
2
We denote for any ~Φ ∈ Imm0(Σg, S3)
W1(~Φ) := inf
~Φ(t)∈Sweep1(~Φ)
max
t∈(0,1)
Area(~Φ(t))
From [15] and [11] (see also [27]) combined with [2] we deduce the following result.
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Theorem V.3. We have
W1(S
3) = inf
~Φ∈Imm0(Σg,S3)
W1(~Φ) = 4pi (V.10)
moreover W1(~Φ) = 4pi if and only if there exists ~Φ(t) ∈ Sweep1(~Φ) and t0 ∈ (−1,+1) such that ~Φt0(Σg) is
a geodesic 2-sphere. Denote S the space of geodesic oriented 2-spheres in S3 identified with their current
of integration. We have moreover16
∀ ε > 0 ∃ δ > 0 ∀ ~Φ ∈ Imm0(Σg, S3) ∀ t ∈ (−1, 1) s.t. M
(
~Φ∗[(−1, t)× Σg]
)
∈ (−δ + pi2, pi2 + δ)
then Area(~Φ(t)) ≤W1(S3) + δ =⇒ F
(
(~Φ(t))∗[Σg], S
)
≤ ε .
for some S ∈ S. 2
Observe that S canonically identifies to the Grassman manifold of oriented 3-planes in R4 :
G˜3(R4) ' S3 .
For every ~Φ(t) ∈ Sweep1(~Φ) and every t ∈ (−1, 1) we denote by
Vol~Φ(t) := M
(
~Φ∗[(−1, t)× Σg]
)
and let ωS3 to be the class in H
3(S3,Z2) such that
< ωS3 , [S
3] >H3,H3= +1 .
With the above notations we have the following proposition.
Proposition V.1. Let ε > 0 such that there exists a lipschitz projection onto the space of geodesic sphere
S in the F−neighborhood of S. Denote δ0 > 0 the constant given by theorem V.3. For any g > 0 there
exists ~Φ ∈ LipF(B4,Sweep1(Σg, S3)) such that
sup
y∈B4×{±1}
W1(~Φ(y)) ≤ 4pi − δ0
moreover for any z ∈ ∂B4
pi∗S ωS3 _
[
Vol δ~Φ
]
=
[
Vol δ~Φ ∩ {z} × (−1,+1)
]
for some 0 < δ < δ0 where Vol
δ
~Φ
:= Vol−1~Φ ([pi
2 − δ, pi2 + δ]). An element ~Φ ∈ LipF(B4,Sweep1(Σg, S3))
satisfying all the above is called a g−sweep-out of order 5 in S3. The space of of g−sweep-out of order 5
in S3 is denoted by Sweep5(Σ
g, S3). We have that
Sweep 5(T
2, S3) 6= ∅ .
Moreover
inf
~Φ∈Sweep5(T 2,S3)
max
y∈(−1,1)×B4
AreaS3 (~Φ(y)) < 8pi . (V.11)
2
16We are using the fact that |S3|/2 = pi2.
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Before proving this proposition in the following subsection we first shall make the link with the
general definition of Minmax Hierarchies as defined in the previous section. For any Y ∈ P1 and
~Φ ∈ LipF(Y, Imm0(Σg, S3)) one has
4pi ≤ max
t∈Y
Area(~Φ(t))
therefore it suffices to restrict to domains Y = (−1,+1) and the definition of Sweep1(S3) above does not
include the mention of the domain Y . We have then
n1 = 1 and W
0
1 (S
3) = 4pi
Then we have n2 = 4 and C02 = S ' S3 and pi2 = piS . We choose ω2 = ωS3 where ωS3 is the class in
H3(S3,Z2) such that
< ωS3 , [S
3] >H3,H3 6= 0 .
For every ε > 0 there exists δ > 0 such that
Ξ~Φ :=
{
(z, t) ∈ ∂B4 × (−1,+1) ; dF(~Φ(z, t), C01) < ε
}
⊂ Vol−1~Φ ([pi
2 − δ, pi2 + δ]) .
Hence we can use both remark II.1 and lemma II.2 to deduce that condition iv) is satisfied. Now, we have
imposed Y = B4× (−1, 1) and Z = (−1, 1). A-priori this is too restrictive in order to apply theorem II.1.
However the argument applies because Nk−1 = n0 = 1. Then the chain U is one dimensional and can be
modified to coincide with a segment and belong to the class Sweep1(S
3). Thus we have
4pi = W 01 (S
3) < W 02 (S
3) = inf
~Φ∈Sweep 5(T 2,S3)
max
y∈B4×(−1,1)
Area (~Φ(y)) < 8pi (V.12)
and Sweep1(S
2, S3) and Sweep 5(T
2, S3) realizes a Minmax hierarchy. We shall prove bellow that
W 02 (S
3) = 2pi2 and C01 = {Clifford Tori} ' CP1 × CP1
We will then comment on the possibility how to extend this hierarchy to an uncountable one but we will
first spend the next subsection to prove proposition V.1.
V.1 Explicit constructions of Sweep-outs of various orders of B3 and S3 by
surfaces of various topologies.
Before proving the proposition above we are going to prove a series of intermediate lemma. Let C be the
set of oriented large circles (i.e. closed geodesics) in S2 :
C ' S2
and, in a small enough neighborhood of C for the Flat norm (i.e. F−1(·, C) < εC) within the space
of oriented 1 dimensional cycles Z1(S2), we consider a F−lipschitz projection piC . We denote by
SP2(Imm
0(S1, S2)) the 2-fold symmetric product of the space Imm0(S1, S2) of immersions of circles
in S2 isotopic17 to any large circle.
Lemma V.2. There exists a map in ~Ξ ∈ LipF
(
B3, SP2(Imm
0(S1, S2))
)
such that
∀σ ∈ ∂B3 F
(
~Ξ(σ)∗
(
[S1] + [S1]
)
, C
)
< εC (V.13)
and the map
σ ∈ ∂B3 −→ piC
(
~Ξ(σ)∗
(
[S1] + [S1]
)) ∈ C ' S2 (V.14)
has a degree ±1. 2
17There are exactly two connected components of the immersions of S1 in S2, the one of the equator and the one of the
eight.
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The existence of such a map is illustrated by figure 1 which is showing a “slice” of such a map restricted
to the half disc B3 ∪ {x2 = 0, x1 > 0} and which is taken to be axially symmetric. It is important to
observe that the two discs cannot be “indexed” continuously on the whole ball B3 and that it is necessary
to take the symmetric product SP2(Imm
0(S1, S2)) .
Proof of lemma V.2. We shall restrict to circles in S2 of constant curvatures (i.e. boundaries of
geodesic balls in S2). This space identifies canonically to C := S2× (−1,+1). Recall that the Symmetric
product operation is an homotopy functor (see [12] page 481) and hence, since C is obviously homotopy
equivalent to C ' S2 we have that
SP2(C) ' SP2(S2) ' CP2
The last homotopy equivalence (due to [17]) and can be seen as follows. To a pair of points in S2 '
CP1 ' C ∪ {∞} we assign the family of order 2 polynomials having these points as roots. The space of
order two polynomials identifies to CP2
∀ {a+, a−} ∈ SP2(C) ϕ({a+, a−}) = [1, a+ + a−, a+a−] ∈ CP2
and ϕ(a+,∞) = [0, 1/a+, 1] and ϕ(∞,∞) = [0, 0, 1]. On ∂B3 ' C ∪ {∞} we take
~Ξ(σ) := {(σ, 0), (σ, 1)}
Observe that the map
ϕ ◦ ~Ξ(σ) = [1, 2<(σ), |σ|2]
is pulling back the Ka¨hler form (that we express in the chart [z0, z1, z2]→ (z1/z0, z2/z0) = (w1, w2)
ωCP2 =
i
2pi|w|4
(|w|2dw1 ∧ dw1 + |w|2dw2 ∧ dw2 − w1 w2 dw1 ∧ dw2 − w2 w1 dw2 ∧ dw1)
to zero. Hence ϕ ◦ ~Φ is homotopically trivial and can be extended continuously throughout B3 and this
proves the lemma.
An alternative proof of lemma V.2 is also given by the following explicit example : We assume that
~Ξ is axially symmetric in the following sense. Writing
~Ξ(x, y, z) = {(σ1, t1), (σ2, t2)}
we choose first
~Ξ(Rzφ(x, y, z)) :=
{
(Rzφ(σ1), t1), (R
z
φ(σ2), t2)
}
(V.15)
where Rzφ is the rotation of axis Oz and angle φ. Then we choose
i) For θ ∈ [−pi/2, pi/2] and 0 < r < 1/2 we set
~Ξ(r cos θ, 0, r sin θ) := {((cos θr, 0, sin θr),−1/2), (cos θr, 0,− sin θr),−1/2)} (V.16)
where θr := (1− 2r)pi/2 + 2 r |θ|
ii) For θ ∈ [−pi/2, pi/2] and 1/2 ≤ r < 1 we set
~Ξ(r cos θ, 0, r sin θ) := {((cos θ, 0, sin θ),−r), (cos θ, 0,− sin θ),−1 + r)} (V.17)
2
We introduce now the space
SP ∗2 (Imm
0(S1, S2)) :=
{{γ, γ′} ∈ SP2(Imm0(S1, S2)) ; γ(S1) ∩ γ′(S1) = ∅} .
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Fig. 1: An extension inside B3 of a degree −1 Map into geodesic circles on ∂B3
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Let A be the following annulus A := B1\B1/2 and we denote by Imm0T (A,B3) the space of immersions
of the annulus A which are sending the boundary of A transversally to the boundary of B3 and regular
homotopic in this class to the intersection of B3 with the catenoid (cosh s cos θ, cosh s sin θ, s). We
shall now deform the element ~Ξ := {γ, γ′} ∈ SP ∗2 (Imm0(S1, S2)) constructed in the proof of lemma V.2
into a new map ~Ξ∗ taking values into SP ∗2 (Imm
0(S1, S2)) this time while preserving the main properties
(V.13) and (V.14). Moreover we are going to assign to this map a map ~Ψ ∈ LipF(B3, Imm0T (A,B3)) whose
boundary is ~Ξ∗. The set of oriented flat discs bounding a large circle in S2 will be denoted D and identifies
to the space C ' S2 above. We call a 1 sweep-out of B3 by A a map ~Φ(t) ∈ LipF((−1,+1), Imm0T (A,B3))
such that
~Φ∗ ([(−1,+1)×A]) generates H3(B3, ∂B3,Z)
This space is denoted Sweep1(A,B
3).
Definition V.2. The space of maps ~Φ ∈ LipF(B3,Sweep1(A,B3)) ⊂ LipF(B3× (−1,+1), Imm0T (A,B3))
such that there exists 0 < ε < εD and all z ∈ ∂B3 satisfying
(piD ◦ ~Φ)∗ωD _ [Ω~Φ] = [Ω~Φ ∩ {z} × (−1,+1)] in H1(Ω~Φ, ∂Ω~Φ,Z2)
where
Ω~Φ :=
{
(z, t) ∈ ∂B3 × (−1,+1) ; dF(~Φ(z, t),D) < ε
}
Such a space is called 4−sweep-outs of B3 by A. The set of 4−sweep-outs of B3 by A is denoted
Sweep4(A,B
3). 2
We have the following lemma.
Lemma V.3.
Sweep4(A,B
3) 6= ∅ .
Moreover, there exists ~Φ ∈ Sweep4(A,B3) such that
max
(z,t)∈B3×(−1,+1)
AreaS3(~Φ(z, t)) < 4pi (V.18)
where AreaS3 is the area taken with respect to the metric obtained by pulling back the standard metric on
S3 using the stereographic projection. 2
Proof of lemma V.3. Let ~Ξ be the map given by (V.15), (V.16) and (V.17). We shall first construct a
modification ~Ξ∗ of ~Ξ which takes values in SP ∗2 (Imm
0(S1, S2)). We do it as follows. We first construct
a map ~Ψ from the half disc D2+ given by
D2+ :=
{
(x, 0, z) ; x2 + z2 < 1 x > 0
}
into SP ∗2 (ImmT ([0, 1], D
2)) where ImmT ([0, 1], D
2) is the space of smooth immersions of segments in the
discs without boundary inside the disc and cutting ∂D2 transversally. We shall denote by ~Ψ this map.
Step 1. Construction of ~Ψ ∈ LipF(D2+ × (−1, 1), SP ∗2 (ImmT ([0, 1], D2)).
Let Ω(r, θ) be the following subdomains of D2
i) For θ ∈ [−pi/2, pi/2] and 0 < r < 1/2 we set
Ω(r, θ) :=
{
(x1, x2) ∈ D2 ; x1 cos θr + x2 sin θr > −1/2
}
∩{(x1, x2) ∈ D2 ; x1 cos θr − x2 sin θr > −1/2} (V.19)
where θr := (1− 2r)pi/2 + 2 r |θ|
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Fig. 6:
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ii) For θ ∈ [−pi/2, pi/2] and 1/2 ≤ r < 1 we set
Ω(r, θ) :=
{
(x1, x2) ∈ D2 ; x1 cos θ + x2 sin θ > −r
}
∩{(x1, x2) ∈ D2 ; x1 cos θ − x2 sin θ > −1 + r} (V.20)
Since Ω(r, θ) is obtained by intersecting two half planes and one disc, it is convex. The intersection of the
boundary of Ω(r, θ) with the interior of D2 is made either of two disjoint segments, one single segments
or the union of two segments intersecting at their ends inside D2. It is not difficult to verify that the
domain of points (x, z) = (r cos θ, r sin θ) where D2 \ Ω(r, θ) is connected is diffeomorphic to a disc. We
denote this domain by U . On ∂U ∩ {(x, z) ; x2 + z2 < 1 , x > 0} the two segments given by ~Ξ(x, 0, z)
intersect at exactly one point which is on the boundary of D2. We denote by J(x, z) this point. Observe
that ∂U ∩ {(x, z) ; x2 + z2 < 1 , x > 0} is a connected strict subset of ∂U ' S1. For that reason18 one
can produce a continuous map S = (P1, P2) ∈ C0(U, (D2)2) from U into the space of oriented segments
in D2 such that for any (x, z) ∈ U
P1(x, z) ∈ D2 P2(x, z) ∈ ∂Ω(r, θ) ∩D2 s. t. (P1(x, z), P2(x, z)) ⊂ D2 \ Ω(r, θ)
and
P1(x, z) = P2(x, z) = J(x, z) on ∂U ∩ {(x, z) ; x2 + z2 < 1 , x > 0} .
We split the segments [P1, P2] into two parallel segments in such a way to construct a “canal” Cε(r, θ)
joining Ω(r, θ) to ∂D2 inside D2 \ Ω(r, θ) splitting this last set into two components (see figure 6). The
boundary of the new two components of D2 \ (Ω(r, θ)∪Cε(r, θ)) realizes the map ~Ψ restricted to the half
disc {(x, z) ; x2 + z2 < 1 , x > 0}. The extension on B3 is obtained by the imposed axial symmetry
(V.15)
For t ∈ (0, 1) one modifies continuously ~Ψ by taking Ωt(r, θ) to be the following subdomains of D2
i) For θ ∈ [−pi/2, pi/2] and 0 < r < 1/2 we set
Ωt(r, θ) :=
{
(x1, x2) ∈ D2 ; x1 cos θr + x2 sin θr > −1/2− t/2
}
∩{(x1, x2) ∈ D2 ; x1 cos θr − x2 sin θr > −1/2− t/2} (V.21)
where θr := (1− 2r)pi/2 + 2 r |θ|
ii) For θ ∈ [−pi/2, pi/2] and 1/2 ≤ r < 1 we set
Ωt(r, θ) :=
{
(x1, x2) ∈ D2 ; x1 cos θ + x2 sin θ > −(1− t) r − t
}
∩{(x1, x2) ∈ D2 ; x1 cos θ − x2 sin θ > −1 + r(1− t)} (V.22)
the rest of the construction of ~Ψ for t ∈ (0, 1) is following in a continuous way all the above steps for
constructing ~Ψ at t = 0 replacing continuously Ωt(r, θ) by Ω(r, θ) as well as taking the size of the canal
εt tending to zero as t→ +1 (see a slice for θ = 0 in the upper half part of figure 7).
The construction of ~Ψ for t < 0 is following a slightly different procedure. We consider the same
sets Ωt(r, θ) as defined by the formulas (V.21) and (V.22) and where t ∈ (−1, 0). Starting from the sets
Ωt(r, θ) ∪ Cεt(r, θ) we continuously translate this set such that it is not changed on the vertical axis but
in such a way that
lim
t→−1
max
r,θ
Area (Ωt(r, θ) ∪ Cεt(r, θ)) = 0
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(see a slice for θ = 0 in the lower half part of figure 7).
Step 2. Construction of ~Ξ∗ ∈ LipF(B3 × (−1,+1), SP ∗2 (ImmT (S1, S2)).
We first construct the map ~Ξ∗ on the half disc D2+ :=
{
(x, 0, z) ; x2 + z2 < 1 x > 0
}
. We define
~Ξ∗(x, 0, z) to be given by the union of portion of vertical circles in S2 = {(x1, x2, x3) ; x21 + x2 + x23 = 1}
given by the intersection between S2 and union of vertical portions of planes whose intersection with
D2 := {(x1, x2) ; x21 + x22 < 1} is exactly given by the map ~Ψ previously constructed. In other words, if
Let pi3 denotes the canonical projection from B
3 into D2 given by
pi3 ; (x1, x2, x3) ∈ B3 −→ (x1, x2) ∈ D2
We have
∀(x, 0, z) ∈ D2+ ∀ t ∈ (−1,+1) pi3 ◦ ~Ξ∗(x, 0, z, t) = ~Φ(x, 0, z, t) . (V.23)
The complete map ~Ξ∗ is finally constructed from it’s restriction on the half disc D2+ by imposing the
rotation invariance (V.15).
Step 3. Construction of ~Φ ∈ Sweep4(A,B3) satisfying (V.18).
We first construct the map from the half disc D2+ :=
{
(x, 0, z) ; x2 + z2 < 1 x > 0
}
. We first bound
the non-parallel parts of ~Ξ∗(x, 0, z, t) by their vertical parts. This constructs partly ~Φ(x, 0, z, t). The
parallel parts of ~Ξ∗(0, 0, z, t) are also bounded by the corresponding vertical discs. Now coming to the
“canal parts” pi−13 (∂Cεt(r, θ))∩ S2 are bounded by a tiny catenoid of area O(εt) included in B3 and also
bounding the vertical lines given by the boundary of the non parallel parts of ~Φ∗(x, 0, z, t). Finally, we
extends continuously the small catenoid junctions to the points (x, 0, z) where Cεt(r, θ) = ∅ by small tubes
of area O(εt) connecting the two vertical discs bounded by ~Ξ∗(x, 0, z, t) and included in pi−13 (Ωt(r, θ)) in
such a way that the tubes are axially symmetric for (0, 0, z) on the z axis. This defines ~Φ(x, 0, z) for
every (x, 0, z) ∈ D2+. The complete map ~Φ is finally constructed from it’s restriction on the half disc D2+
by imposing the rotation invariance (V.15). One easily verify that ~Φ as it has been constructed is an
element of Sweep4(A,B
3).
Modulo an error bounded by O(εt) the whole area of the resulting immersed annulus ~Φ(x, y, z) is
given for every point (x, y, z) by a pair of subsets of vertical discs included in B3 which are at a distance
bounded form below by a positive constant. The maximal area for a flat disc in B3 for the metric induced
by the pull-back of the S3 metric by the inverse of the stereographic projection is exactly achieved by
discs passing through the center and is equal to 2pi. Hence we have established (V.18). This concludes
the proof of lemma V.3. 2
Proof of proposition V.1. Denote ε1 · · · ε4 the canonical basis of R4. Let φ ∈ [0, 2pi] and ψ ∈ [0, pi) we
denote 
εφ,ψ1 := cosψ(cosφ ε1 + sinφ ε2) + sinψ ε4
εφ,ψ2 = − sinψ ε1 + cosψ ε2
εφ,ψ3 = ε3
εφ,ψ4 = − sinψ(cosφ ε1 + sinφ ε2) + cosψ ε4
18We have indeed a trivial fibration over U ' D2 and the boundary value one subsegment of ∂U can be extended to the
whole of U continuously by parallel transport
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in such a way that ε0,0i = εi. Let Π
ψ
φ be the stereographic projection with respect to ε
φ,ψ
4 from S
3 onto
Span
{
εφ,ψ1 , ε
φ,ψ
2 , ε
φ,ψ
3
}
. We interpret this projection as taking values into R3 by using the isomorphism
x1 ε
φ,ψ
1 + x2 ε
φ,ψ
2 + x3 ε
φ,ψ
3 −→ (x1, x2, x3)
Consider the plane in R3 passing through the origin and orthogonal to the vector of coordinates (cos θ, 0, sin θ).
It’s preimage by Πψφ is a geodesic S
2 in S3 (i.e. an element of S) given by the intersection between S3
and the hyperplane of R4 passing through the origin and orthogonal to
d
(
Πψφ
)−1∣∣∣∣
(0,0,0)
· (cos θ, 0, sin θ) = cos θ εφ,ψ1 + sin θ εφ,ψ3
= (cos θ cosψ cosφ, cos θ cosψ sinφ, sin θ, cos θ sinψ)
(V.24)
Hence the map given in spherical coordinates by
(φ, ψ, θ) ∈ [0, 2pi)× [0, pi)× [−pi/2, pi/2] −→
(
Πψφ
)−1
({(cos θ, 0, sin θ), 0}) ∈ S is a deg. 1 map. (V.25)
Let ~Φ(x, t) be the map constructed in the proof of lemma V.3. For all (φ, ψ) in [0, 2pi] r ∈ [0, 1] we
denote
~Λ(r cos θ εφ,ψ1 + r sin θ ε
φ,ψ
3 , t) := (Π
ψ
φ )
−1
{
~Φ(r cos θ, 0, r sin θ, t)
}
We have that for every (r, θ, φ, ψ, t) the image ~Λ(r cos θ εφ1 + r sin θ ε
ψ
3 , t) is an annulus intersecting
transversally the geodesic 2−sphere given by v ∈ S3 s.t. εφψ4 · v = 0. We complete such an immersion
by using a reflexion with respect to the hyperplane x ∈ R4 such that εψ4 · x = 0 in order to obtain an
oriented torus (after possibly smoothing the resulting surface along the edge realized by the connecting
parts in case ~Λ(r cos θ εφ1 + r sin θ ε
ψ
3 , t) is not intersecting ε
ψ
4 · x = 0 orthogonally). We observe that the
resulting map, due to (V.25) belongs to Sweep5(T
2, S3) and because of (V.18) it satisfies
max
y∈(−1,1)×B4
AreaS3 (~Λ(y)) < 8pi .
This concludes the proof of proposition V.1. 2
V.2 Area Minmax in Sweep5(T
2, S3).
V.2.1 The second level of the S3 hierarchy and a minmax characterization of Clifford Tori.
Theorem V.4. We have
W2(S
3) := inf
~Φ∈Sweep5(T 2,S3)
max
y∈(−1,1)×B4
AreaS3 (~Φ(y)) = 2pi
2
and is achieved exactly and exclusively by the isometric image of the Clifford Torus.
2
Proof of theorem V.4. Let ~Φ be the element of Sweep5(T
2, S3) constructed in the proof of proposi-
tion V.1 and satisfying (V.11). Introduce the family Sweep5(S
3) to be the subspace of pairs (Y,Ψ) such
that Y ∈ P5 and Lip(Y, Imm1(S3)) and satisfying i)... v) in the definition of Minmax hierarchy. We
clearly have ~Φ ∈ Sweep5(S3) and hence W2(S3) < 8pi. Using theorem IV.1 and theorem IV.2 we deduce
that
W1(S
3) < W2(S
3) < 8pi
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and W2(S
3) is achieved by a smooth minimal surface of genus less than one and index less than 5. It
cannot be neither a geodesic sphere which has area 4pi or several geodesic sphere (or a multiple covering
of a geodesic sphere) that would have more that 8pi area (8pi > 2pi2). Hence, using Urbano’s result [31] we
deduce that the surface is a Clifford torus and W2(S
3) = 2pi2. This concludes the proof of theorem V.4.
2
Open Problem V.1. In a similar manner we expect the critical catenoids to be the unique solutions of
the following minmax problem
W2(B
3) = inf
~Φ∈Sweep4(A,S3)
max
y∈(−1,1)×B3
AreaR3 (~Φ(y))
where Sweep4(A,S
3) is the admissible family defined in definition V.2 which we proved to be non empty
in lemma V.3. Hence we should have W2(B
3) = 2piΛ−2 where Λ tanh Λ = 1. 2
Remark V.3. In recent works (see [7] and [30]) the critical catenoids have been characterized as being
the unique free boundary surfaces, different from the flat discs, of index less or equal than 4. This
result should play the role of Urbano’s result, in the proof of theorem V.4, in the way to prove the above
conjecture. What is missing at this stage is the free boundary version of our result theorem III.3. 2
V.2.2 An alternative proof of theorem V.4 using Bryant’s Computations of the Conformal
Volumes of the CMC Clifford tori.
We are giving now an argument that leads to a new proof of theorem V.4 modulo some weakening of the
notion of Sweep5(T
2, S3) and allow some singularities of zero measure.
Using in particular remark II.1 we can define Sweep5(T
2, S3) to be the elements
~Φ ∈ LipF(B4,Sweep1(T 2, S3))
(where the definition of Sweep1(T
2, S3) is the one we gave in the previous sub-sections) satisfying
• i) There exists K compact in ∂B4 such that
∀ z ∈ ∂B4 \K lim
ρ→1
~Φ(ρz)→ ~Ψ(z)
where ∀ z ∈ ∂B4 \K
~Ψ ∈ Sweep1(S2, S3) and sup
t∈(−1,+1)
Area(~Ψ(z, t)) ≤ 4pi + δS/2
• ii) Let Λ~Φ := {(z, t) ∈ B4 × (−1,+1) ; dF(~Φ(z, t),S) < εS} then
lim
t→1
H3 (piS (Λ~Φ ∩ (B4 × (t,+1) ∪B4 × (−1,−t)))) = 0
It is not difficult to see that our main result theorem IV.1 extends to this weaker notion of hierarchy
including singularities. We are now making use of the computation of the conformal volume of the CMC
Clifford tori given in [3]. For any b ∈ R+∗ we consider the family of Clifford Tori Clb in S3 given by
Clb : (θ, φ) ∈ R/2piZ× R/2piZ −→ 1√
1 + b2
(eiθ, b eiφ) (V.26)
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(for b = 1 this projection is nothing but the Willmore torus). For t ∈ (−1, 1) let bt := (1 + t)/(1 − t).
Observe that
t ∈ (−1,+1) −→ Clbt ∈ Sweep1(T 2, S3)
Now for ~a ∈ B4 we consider the conformal transformation from S3 into S3 given by
ϕ~a(~z) := (1− |~a|2) ~z − ~a|~z − ~a|2 − ~a (V.27)
and we introduce the map
~Φ : (~a, t) ∈ B4 × (−1,+1) −→ ϕ~a ◦ Clbt .
Observe that
~Φ ∈ LipF(B4,Sweep1(T 2, S3)) and ∀ t ∈ (−1,+1) lim sup
|~a|→+1
Area(Φ(~a, t)) ≤ 4pi = W1(S3)
Denote for s < 1
Ω~Φ(s, t) :=
{
~a ∈ ∂B4s (0) ; dF(~Φ(~a, t),S) < εS
}
It is not difficult to prove that
Ω~Φ(t) := lims→1
Ω~Φ(s, t) =
{
(
1√
1 + b2t
(i eiθ, bt i e
iφ) ; (θ, φ) ∈ R/2piZ× R/2piZ
}
.
Introducing now Ω~Φ := Ω~Φ((−1,+1)) since the map
(t, θ, φ) ∈ (−1,+1)× R/2piZ× R/2piZ −→ 1√
1 + b2t
(i eiθ, bt i e
iφ) ∈ S3 \ Γ±
where Γ+ := C ⊕ 0 ∩ S3 and Γ− := 0 ⊕ C ∩ S3 is an homeomorphism and one verifies that for every
z ∈ ∂B4 \K where K := Γ+ ∪ Γ−
[Ω~Φ ∩ {z} × (−1,+1)] ∈ H1(Ω~Φ, ∂ Ω~Φ,Z) is Poincare´ dual to ~Φ∗ pi∗S ωS .
From [3] we have
∀ t ≥
√
2− 1√
2 + 1
max
~a∈B4
Area
(
~Ψ(~a, t)
)
=
8
3
√
2
3
pi2
√
1 + t2
1 + t
∀ t ≤ −
√
2 + 1√
2 + 1
max
~a∈B4
Area
(
~Ψ(~a, t)
)
=
8
3
√
2
3
pi2
√
1 + t2
1− t
∀ t ∈
[
−√2 + 1√
2 + 1
,
√
2− 1√
2 + 1
]
max
~a∈B4
Area
(
~Ψ(~a, t)
)
= 2 pi2
1− t2
1 + t2
(V.28)
Hence from (V.28) we deduce
max
y∈B4×(−1,+1)
Area(~Φ(y)) ≤ 8pi
2
3
√
2
< 2 (4pi) = 8pi .
The rest of the proof follows as before after having verified that theorem IV.1 holds for this weaker notion
of Sweep5(T
2, S3) and observed that the conditions i) and ii) are fulfilled for this 5 dimensional family
of conformal transformations of CMC Clifford tori. 2
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Remark V.4. One could wonder if the min-max characterization of the Clifford Tori given by theo-
rem V.4 is related to the one given by Marques and Neves in their proof of the Willmore conjecture.
For any minimal immersion of non zero genus ~Φ : Σg → S3, the associated canonical family as it has
been de-singularized in [18] along ~Φ(Σg) can be seen as an element of Sweep5(S
3) taking values into the
2-rectifiable cycles Z2(S3) instead of Imm(Σg, S3). Moreover it is continuous with respect to the Flat
distance F and not necessary with respect to the F distance (when the focal set of ~Φ(Σg) has non zero 2
dimension). In order to obtain the Willmore conjecture as a corollary of theorem V.4 one would have to
“smooth-out” the de-singularized canonical family of Marques and Neves of any minimal immersion of
area less than 8pi in order to make it as an element of Sweep5(Σ
g, S3) as we defined it in the previous
section. 2
V.3 Towards Higher Order Sweep-Outs and Higher Levels in the S3 Hierar-
chy.
This subsection is more of speculative nature. Denote by T the space of cycles given by the courant
of integration of T , the image in S3 by an arbitrary isometry of the oriented Clifford Torus for which we
have singled out an orientation of the closed geodesics of minimal lengths compatible with the orientation
of the torus. To every such a torus we can assign the oriented core circle which is the unique large circle
equidistant to the whole torus contained inside the domain S3+,T of S
3 having T as a boundary and
homologous to one of these oriented geodesics in S3+,T . Vice versa, any oriented large circle in S
3 being
given, there exists a unique embedded T ∈ T equipped with an orientation of it’s closed geodesics of
minimal length whose core circle is given by this circle. Hence T identifies with the space of oriented
large circles in S3 which itself identifies to the Grassmann manifold G2(R4) of oriented 2-planes in R4.
Recall that
G˜2(R4) ' S2 × S2
where for any (x, y) ∈ S2 × S2 the first entry x corresponds to a choice of a complex structure Jx on R4
compatible with the flat metric and the associated oriented 2 plane is given by it’s intersection with S3
and corresponds to pi−1x ({y}) where pix is the Hopf fibration compatible with Jx in the sense that pix is
holomorphic from (R4 \ {0}, Jx) into CP1. Since H2(S2×S2,Z2) = Z2⊕Z2 there are two choices for ωT
and the tree hierarchy is splitting into two branches.
Hence, denoting by Σ2 the abstract closed oriented surface of genus 2, one aims to construct an
element in Sweep8(Σ
2, S3) which is going to be a map in
Lip(B3,Sweep5(Σ
2, S3))
whose restriction to ∂B3 is going to be ε−close to a map from S2 into Sweep5(T 2, S3) with maximal area
ε close to 2pi2 and such that the topological constraint
∀ z ∈ ∂B3 [Ω~Φ ∩ {z} × (−1,+1)] ∈ H5(Ω~Φ, ∂ Ω~Φ,Z2) is Poincare´ dual to ~Φ∗ pi∗T ωT
is satisfied. The restriction of ~Φ to B3 × {0} should be given by the connected sum of the two Hopf
tori given by the pre-image by the Hopf fibration of the map ~Ξ∗(0, ·) showed in figure 6 which has been
constructed in the step 2 of the proof of lemma V.3.
Instead of looking for an almost explicit example as we did in the lower levels of the S3 hierarchy,
the existence of Sweep8(Σ
2, S3) could be investigated more “abstractly” by constructing first a smooth
inclusion map
ι : Sweep5(T
2, S3) −→ Sweep5(Σ2, S3)
and by studying the boundary operator ∂∗ in the following associated exact sequence
...
j∗−−−−→ pi3(Sweep5(Σ2, S3),Sweep5(T 2, S3)) ∂∗−−−−→ pi2(Sweep5(T 2, S3)) ι∗−−−−→ ...
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Then the next step in the hierarchy should produce index 9 surfaces19, still of genus 2, obtained by
everting the sweep-outs Sweep8(Σ
2, S3) from one orientation to the other. A more systematic study of
the successive elements in the S3 hierarchy should be the subject of a forthcoming work.
A Appendix
We are using the following proposition which is fairly standard in Palais deformation theory but for which
nevertheless we give a proof below.
Proposition A.1. Let {SweepNl}l≤k be a minmax hierarchy for a C2 Lagrangian E on a Banach man-
ifold M. Assume moreover that E satisfies the Palais Smale condition. Then for any ε > 0 there exists
δ > 0 such that
∀ (Y,Φ) ∈ SweepNk maxy∈Y E(Φ(y)) < Wk + δ
then there exists yεk ∈ Y and a critical point Φk of E in M such that
E(Φk) = Wk and dP(~Φ(y
ε
k),Φk) < ε .
where dP is the usual Palais distance issued from the Finsler structure induced by the Banach Manifold
structure on M 2
Proof of proposition A.1. Let δ > 0 such that
Wk−1 + δ < Wk .
Consider the pseudo-gradient Xk defined in M and locally lipschitz in M \M∗ and multiply by a cut-off
function supported in [Wk − δ,Wk + δ] and equal to one on [Wk − δ/2,Wk + δ/2] in such a way that we
have
∀Φ ∈M ‖Xk(Φ)‖Φ ≤ ‖DE(Φ)‖Φ
and
E(Φ) ∈ [Wk − δ/2,Wk + δ/2] ⇒ 〈Xk(Φ), DE(Φ)〉TΦM,T∗ΦM > ‖DE(Φ)‖
2
Φ
Since the pseudo-gradient is supported in the level sets larger than Wk−1 it’s flow φt generates a family
of homeomorphisms preserving SweepNk due to the conditions iii) and v) in the definition of a hierarchy.
For any η ∈ (0, δ/2) and any (Y,Φ) ∈ SweepNk such that
max
y∈Y
E(Φ(y)) ≤Wk + δ/2
we consider the images (Y, φt(Φ)) ∈ SweepNk . Denote by dP the Palais distance associated to the Finsler
structure ‖ · ‖ and for which (M, dP) is complete (see [26]). Following lecture 2 of [26] we have for all
y ∈ Y and any t1 < t2 < tymax
dP (φt1(Φ(y)), φt2(Φ(y))) ≤ 2
√
t2 − t1
[
E(φt1(
~Φ(y)))− E(φt2(~Φ(y)))
]1/2
(A.1)
where tymax is the maximal existence time of φt(Φ(y)). For a given y ∈ Y , assuming tymax < +∞, because
of the previous inequality φt(Φ(y)) realizes a Cauchy sequence for dP. Since M is complete for dP, the
only possibility is that limt→tymax φt(Φ(y)) ∈M∗. Assume first that
∀ y ∈ Y E(Φ(y)) ≥Wk − δ ⇒ ‖DE(Φ(y))‖Φ(y) ≥ δ1/4
19Observe that one of the Lawson surfaces, ξ1,2, having genus 2 is conjectured by A.Neves in [20] to be of index 9.
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Let T > 0 and α > 0 such that
∀ t < T ∀ y ∈ Y E(φt(Φ(y))) ≥Wk − δ ⇒ ‖DE(φt(Φ(y)))‖φt(Φ(y)) ≥ δ1/4
We have for any Φ ∈ E−1([Wk − δ/2,Wk + δ/2])
− dE(φt(Φ))
dt
∣∣∣∣
t=0
≥ ‖DE(Φ)‖2Φ
This implies
max
y∈Y
E(φT (Φ(y))) ≤Wk + δ/2−
√
δ T
Denote Tmax the first time such that either
∃ y ∈ Y s.t. tymax = Tmax
which implies DE(φTmax(
~Φ(y)) = 0 and E(φTmax(Φ(y))) ≥Wk − δ or
∃ y ∈ Y E(φt(Φ(y))) ≥Wk − δ and ‖DE(φTmax(Φ(y)))‖φTmax (Φ(y)) = δ1/4
We clearly have
√
δ Tmax ≤ δ/2. This implies using (A.1)
max
y∈Y
dP(Φ(y), φTmax(Φ(y))) ≤ δ1/4
√
Wk/2
Collecting the various cases and summarizing we have obtained the following :
∀ δ > 0 and ∀ (Y,Φ) ∈ SweepNk if maxy∈Y E(Φ(y)) < Wk + δ
then ∃ y ∈ Y and Φδ ∈M s.t. |E(Φδ)−Wk| ≤ δ
and ‖DE(Φδ)‖ ≤ δ1/4 moreover dP(Φδ,Φ(y)) ≤ δ1/4
√
Wk/2
(A.2)
We claim now that
∀ ε > 0 ∃ δ > 0 s.t. ∀ Φδ ∈M s.t. |E(Φδ)−Wk| ≤ δ
and ‖DE(Φδ)‖ ≤ δ1/4 then ∃ Φ0 ∈M
s. t. E(Φ0) = Wk , DE(Φ0) = 0 and dP(Φδ,Φ0) ≤ ε
(A.3)
This fact is a direct consequence of the Palais Smale Condition . Indeed if (A.3) would be false there
would exist ε0 > 0, a sequence δi → 0 and a sequence Φδi such that
|E(~Φδ)−Wk| ≤ δi and ‖DE(Φδi)‖ ≤ δ1/4i
but Φδi would stay at a Palais distance larger than ε0 to any critical point to E at the level set Wk which
contradicts (P.S.).
Combining (A.2) and (A.3) we obtain
∀ ε > 0 ∃ δ > 0 s.t. ∀ (Y,Φ) ∈ SweepNk if maxy∈Y E(Φ(y)) < Wk + δ
then ∃ ~Φ0 ∈M s. t. E(Φ0) = Wk , DE(Φ0) = 0
and ∃ y ∈ Y s. t. dP(Φ(y),Φ0) ≤ ε
This concludes the proof of proposition A.1. 2
The previous proposition extends to the non Palais-Smale case in the framework of the viscosity
method to the following theorem.
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Theorem A.1. Let β(0) > 0, let g ∈ N, Mm be a closed sub-manifold of an euclidian space RQ and
A be a subset of the power set ℘(Imm(Σg,Mm)) of compact subsets of Imm(Σg,Mm) (equipped with the
W 2,4−topology) which is invariant under the space of homeomorphisms of Imm(Σg,Mm) which coincides
with the identity on Area−1([0, β(0)− η]) for some η > 0 and assume
β(0) = inf
A∈A
sup
~Φ∈A
Area (~Φ)
Then, for any ε > 0 there exists τ > 0 and δτ > 0 such that, for any A ∈ A satisfying
sup
~Φ∈A
Aτ (~Φ) < β(τ) + δτ ,
then
dF(A, C0) < ε ,
where C0 is the non empty space of smooth minimal immersions (possibly branched) of area equal to β(0).
2
Before proving theorem A.1 we shall be proving the following intermediate lemma.
Lemma A.1. Under the same assumptions as the ones of theorem A.1 introduce for σ > 0
β(σ) = inf
A∈A
sup
~Φ∈A
Aσ(~Φ) ,
where
Aσ(~Φ) := Area (~Φ) + σ2
∫
Σg
[
1 + |~I~Φ|2
]2
dvolg~Φ ,
and ~I~Φ denotes the second fundamental form of the immersion ~Φ into M
m.
Let σ < τ an assume β(σ) < β(τ)
∀A ∈ A s. t. max
~Φ∈A
Aτ (~Φ) ≤ β(τ) + (β(τ)− β(σ))
then
dP(A, C˜τ,σ) < C (β(τ)− β(σ))1/6 ,
where
C˜τ,σ :=

~Φ ∈ Imm0(Σg,Mm) ; Aτ (~Φ) ∈ [2β(σ)− β(τ), 2β(τ)− β(σ)] ,
‖DAτ (~Φ)‖~Φ < C (β(τ)− β(σ))1/3
and (τ2 − σ2)
∫
Σg
[
1 + |~I~Φ|2
]2
dvolg~Φ ≤ 3 (β(τ)− β(σ))

6= ∅ .
where C > 0 is a universal constant. 2
Proof of lemma A.1. Denote
Aτ,σ :=
{
A ∈ A ; max
~Φ∈A
Aτ (~Φ) ≤ β(τ) + (β(τ)− β(σ))
}
Observe that
∀A ∈ Aτ,σ ∀ ~Φ ∈ A
β(σ)− (β(τ)− β(σ)) ≤ Aσ(~Φ) =⇒ (τ2 − σ2)
∫
Σg
[
1 + |~I~Φ|2
]2
dvolg~Φ ≤ 3 (β(τ)− β(σ))
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Let Xτ be a Lipschitz pseudo-gradient on Imm0(Σ
g,Mm) equipped with the W 2,4−Finsler structure
described in [26]. We have on (Imm0(Σ
g,Mm))∗ := Imm0(Σg,Mm) \ {~Φ ; DAτ (~Φ) = 0}〈
Xτ (~Φ), DAτ (~Φ)
〉
≥ ‖DAτ (~Φ)‖2~Φ and ‖Xτ (~Φ)‖~Φ ≤ 2 ‖DAτ (~Φ)‖~Φ (A.4)
Introduce χ ∈ C∞(R) such that χ ≡ 1 on [1/2,+∞) and χ ≡ 0 on R− and multiply the pseudo-gradient
by the following cut-off
X˜τσ(~Φ) := χ
(
Aσ(~Φ)− 2β(σ) + β(τ)
2β(σ)− β(τ)
)
Xτ (~Φ)
in order for the pseudo-gradient to deform the elements from Aτ in the zone exclusively where Aσ(~Φ) ≥
2β(σ)− β(τ) and hence in the zone where ∫
Σg
[
1 + |~I~Φ|2
]2
dvolg~Φ ≤ 3 (β(τ)− β(σ)).
Introduce the unique flow issued from the Lipschitz vector-field on (Imm0(Σ
g,Mm))∗ given by
dϕt(~Φ)
dt
= − X˜τσ(ϕt(~Φ))
ϕ0(~Φ) = ~Φ
Let A ∈ Aτ arbitrary. It is proved in [26] that the flow starting from A exists for all time as long as
‖DAτ (ϕt(A))‖ > 0. We have ∀Φ ∈ A A
σ(ϕt(~Φ)) ≤ Aτ (ϕt(~Φ)) ≤ Aτ (~Φ) ≤ 2β(τ)− β(σ) ,
Aσ(~Φ) ≤ 2β(σ)− β(τ) =⇒ ∀ t > 0 ϕt(~Φ) = ~Φ
(A.5)
It is proved in [24] that, for any ~w ∈W 2,4 ∩W 1,∞(Γ
(
~Φ∗TMm
)
)∣∣∣DAσ(~Φ) · ~w −DAτ (~Φ) · ~w∣∣∣ ≤ C [β(τ)− β(σ) + (τ2 − σ2)1/4 (β(τ)− β(σ))3/4] ‖~w‖~Φ (A.6)
Let η > 0 such that
C
[
β(τ)− β(σ) + (τ2 − σ2)1/4 (β(τ)− β(σ))3/4
]
≤ η (A.7)
where C > 0 is the constant in (A.6)
Assume
∀ ~Φ ∈ A Aσ(~Φ) > 2β(σ)− β(τ) =⇒ ‖DAτ (~Φ)‖ > η
Let Tmax > 0 such that
∀ t ∈ [0, Tmax) , Aσ(ϕt(~Φ)) > 2β(σ)− β(τ) =⇒ ‖DAτ (ϕt(~Φ))‖ > η
From [26] we have combining (A.6) and (A.7) that
∀ t ∈ [0, Tmax) , Aσ(ϕt(~Φ)) > β(σ)− 2−1(β(τ)− β(σ)) =⇒ dA
σ(ϕt(~Φ))
dt
≤ −η
2
2
(A.8)
Since, for all t > 0 there must always exist ~Φ ∈ A such that Aσ(ϕt(~Φ)) ≥ β(σ) (by definition of β(σ))
and since
∀A ∈ Aτ,σ ∀ ~Φ ∈ A Aσ(~Φ) ≤ β(σ) + 2 (β(τ)− β(σ)) (A.9)
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we have
η2 Tmax ≤ 4 (β(τ)− β(σ)) . (A.10)
We chose β(τ)− β(σ) = η3 which implies Tmax ≤ η. Hence we have
∃ t ∈ [0, η] ~Φ ∈ A s. t. Aσ(~Φ) > 2β(σ)− β(τ) , ‖DAσ(ϕt(~Φ))‖ < (β(τ)− β(σ))1/3
and 2β(τ)− β(σ) > Aτ (ϕt(~Φ) > Aσ(ϕt(~Φ)) > 2β(σ)− β(τ)
(A.11)
Using (A.1) we have
dP(ϕt(~Φ), ~Φ) ≤ C√η and (τ2 − σ2)
∫
Σg
[
1 + |~Iϕt(~Φ)|2
]2
dvolg~Φ ≤ 3 (β(τ)− β(σ)) (A.12)
This implies lemma A.1. 2
Lemma A.2. Let Mm be a closed sub-manifold of the euclidian space RQ. For any W 2,4−immersion ~Φ
of an oriented closed surface Σ we denote
F (~Φ) :=
∫
Σ
(
1 + |~I~Φ|2g~Φ
)2
dvolg~Φ
where ~I~Φ is the second fundamental for of the immersion into M
m. The lagrangian F is C2 and there
exists a constant C depending only on Mm such that for any perturbation ~w of the form ~v ◦ ~Φ one has
|DF (~Φ)(~v(~Φ))| ≤ C
∫
Σ
(
1 + |~I~Φ|2g~Φ
) [
(1 + |~I~Φ|2g~Φ) |∂~v|(~Φ) + |~I~Φ|g~Φ |∂
2~v|(~Φ)
]
dvolg~Φ (A.13)
and
|D2F (~Φ)(~v(~Φ), ~v(~Φ))| ≤ C
∫
Σ
(
1 + |~I~Φ|2g~Φ
) [
(1 + |~I~Φ|2g~Φ) |∂~v|
2(~Φ) + |∂2~v|2(~Φ)
]
dvolg~Φ (A.14)
2
Proof of lemma A.2.
In local coordinates we denote the second fundamental form
~I~Φ = pi~n
(
d2~Φ
)
= pi~n
(
∂2xixj
~Φ
)
dxi ⊗ dxj
we have
|~I~Φ|2g~Φ :=
∣∣∣pi~n (d2~Φ)∣∣∣2
g~Φ
=
∑
i,j,k,l
gikgjlpi~n∂
2
xixj
~Φ · pi~n∂2xkxl~Φ (A.15)
Denote piT the projection onto the tangent plane to the immersion. We have in local coordinates
piT ( ~X) =
2∑
i,j=1
gij ∂xi
~Φ · ~X ∂xj ~Φ (A.16)
Hence
pi~n
dpi~n
dt
∣∣∣∣
t=0
( ~X) = −
2∑
i,j=1
gij ∂xi
~Φ · ~X pi~n
(
∂xj ~w
)
(A.17)
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We have clearly
dgij
dt
= ∂xi
~Φ · ∂xj ~w + ∂xi ~w · ∂xj ~Φ
Hence
dgij
dt
= − gikgjl
[
∂xk
~Φ · ∂xl ~w + ∂xk ~w · ∂xl~Φ
]
:= −2 (d~Φ⊗˙Sd~w)ij (A.18)
We have then
d|~I~Φ|2g~Φ
dt
∣∣∣∣∣
t=0
= 2
〈
pi~n
(
d2~Φ
)
, pi~n (D
g~Φd~w)
〉
g~Φ
− 4
(
g ⊗ (d~Φ⊗˙Sd~w) ~I~Φ⊗˙~I~Φ
)
(A.19)
where is the contraction operator between 4−contravariant and 4−covariant tensors and
Dg~Φd~w :=
[
∂2xixj ~w −
2∑
rs=1
grs∂xr
~Φ · ∂2xixj ~Φ ∂xs ~w
]
dxi ⊗ dxj . (A.20)
This gives in particular that
d
dt
∫
Σ
(1 + |~I~Φ|2g~Φ)
2 dvolg~Φ
∣∣∣∣
t=0
= DF (~Φ)(~w)
= 4
∫
Σ
(1 + |~I~Φ|2g~Φ)
[〈
~I~Φ, D
g~Φd~w
〉
g~Φ
− 2
(
g ⊗ (d~Φ⊗˙Sd~w)
) (
~I~Φ⊗˙~I~Φ
)]
dvolg~Φ
+
∫
Σ
(1 + |~I~Φ|2g~Φ)
2
〈
d~Φ; d~w
〉
g~Φ
dvolg~Φ
(A.21)
For ~w := ~v
(
~Φ
)
we have
∂2xixj ~w −
2∑
rs=1
grs∂xr
~Φ · ∂2xixj ~Φ ∂xs ~w =
Q∑
α,β=1
∂2zαzβ~v(
~Φ) ∂xi
~Φα ∂xj
~Φ β
+
Q∑
α=1
∂zα~v(
~Φ)
[
∂2xixj
~Φα −
2∑
rs=1
grs∂xr
~Φ · ∂2xixj ~Φ ∂xs~Φα
]
We have
piT
(
∂2xixj
~Φ
)
=
2∑
rs=1
grs ∂2xixj
~Φ · ∂xr ~Φ ∂xs~Φ . (A.22)
Hence
∂2xixj
~Φ−
2∑
rs=1
grs∂xr
~Φ · ∂2xixj ~Φ ∂xs~Φ = pi~n(∂2xixj ~Φ) =~Iij .
This implies that
Dg~Φd~w =
Q∑
α,β=1
∂2zαzβ~v(
~Φ) d~Φα ⊗ d~Φ β +
Q∑
α=1
∂zα~v(
~Φ)~Iαij (A.23)
We deduce
|DF (~Φ)(~v(~Φ))| ≤ C
∫
Σ
(
1 + |~I~Φ|2g~Φ
) [
(1 + |~I~Φ|2g~Φ) |∂~v|(~Φ) + |~I~Φ|g~Φ |∂
2~v|(~Φ)
]
dvolg~Φ (A.24)
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We now compute the second derivative
d
dt
DF (~Φt)(~w)
∣∣∣∣
t=0
= 4
∫
Σ
(1 + |~I~Φ|2g~Φ)
[〈
~I~Φ, D
g~Φd~w
〉
g~Φ
− 2
(
g ⊗ (d~Φ⊗˙Sd~w)
) (
~I~Φ⊗˙~I~Φ
)] 〈
d~Φ; d~w
〉
g~Φ
dvolg~Φ
+
∫
Σ
|1 + |~I~Φ|2g~Φ |
2
∣∣∣∣〈d~Φ; d~w〉
g~Φ
∣∣∣∣2 + 8 ∣∣∣∣〈~I~Φ, Dg~Φd~w〉
g~Φ
− 2
(
g ⊗ (d~Φ⊗˙Sd~w)
) (
~I~Φ⊗˙~I~Φ
)∣∣∣∣2 dvolg~Φ
+ 4
∫
Σ
(1 + |~I~Φ|2g~Φ)
d
dt
[〈
~I~Φt , D
g~Φtd~w
〉
g~Φt
− 2
(
g~Φt ⊗ (d~Φt⊗˙Sd~w)
) (
~I~Φt⊗˙~I~Φt
)]
dvolg~Φ
+
∫
Σ
(1 + |~I~Φ|2g~Φ)
2 〈d~w; d~w〉g~Φ dvolg~Φ − 2
∫
Σ
(1 + |~I~Φ|2g~Φ)
2
(
d~Φ⊗˙Sd~w
) (
d~Φ⊗ d~w
)
dvolg~Φ
(A.25)
We have in one hand
pi~n
d
dt
~I~Φt = pi~n (D
g~Φd~w) (A.26)
in the other hand
d
dt
(
2∑
r=1
grs~Φt
∂xr
~Φt · ∂2xixj ~Φt
)
=
2∑
r=1
grs ∂xr
~Φ · ∂2xixj ~w + grs ∂xr ~w · ∂2xixj ~Φ +
dgrs
dt
∂xr
~Φ · ∂2xixj ~Φ
=
2∑
r=1
grs ∂xr
~Φ · ∂2xixj ~w + grs ∂xr ~w · pi~n(∂2xixj ~Φ) +
dgrs
dt
∂xr
~Φ · ∂2xixj ~Φ
+
2∑
r,k,l=1
grs gkl ∂xr ~w · ∂xk~Φ ∂xl~Φ · ∂2xixj ~Φ
(A.27)
we have
2∑
r=1
dgrs
dt
∂xr
~Φ · ∂2xixj ~Φ = −
2∑
r,k,l=1
grk gsl ∂xr
~Φ · ∂2xixj ~Φ
[
∂xk ~w · ∂xl~Φ + ∂xl ~w · ∂xk~Φ
]
= −
2∑
r,k,l=1
glk gsr ∂xl
~Φ · ∂2xixj ~Φ ∂xk ~w · ∂xr ~Φ + glk gsr ∂xl~Φ · ∂2xixj ~Φ ∂xr ~w · ∂xk~Φ
(A.28)
Combining (A.27) and (A.28) we obtain
d
dt
(
2∑
r=1
grs~Φt
∂xr
~Φt · ∂2xixj ~Φt
)
=
2∑
r=1
grs ∂xr
~Φ · (Dg~Φd~w)ij +
2∑
r=1
grs ∂xr ~w ·~Iij (A.29)
Thus
d
dt
(Dg~Φtd~w) = −
2∑
i,j=1
[
2∑
r=1
grs ∂xr
~Φ · (Dg~Φd~w)ij ∂xs ~w + grs ∂xr ~w ·~Iij ∂xs ~w
]
dxi ⊗ dxj (A.30)
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Combining (A.18), (A.26) and (A.30) we obtain
d
dt
[〈
~I~Φt , D
g~Φtd~w
〉
g~Φt
− 2
(
g~Φt ⊗ (d~Φt⊗˙Sd~w)
) (
~I~Φt⊗˙~I~Φt
)]
= |pi~n (Dgd~w)|2g~Φ −
〈
~I ;
2∑
i,j=1
gij∂xi
~Φ ·Dgd~w ∂xj ~w
〉
g~Φ
+ 4
[
(d~Φ⊗S d~w)⊗ (d~Φ⊗S d~w)
]
(~I⊗˙~I)
−4
(
g ⊗ (d~Φ⊗S d~w)
) (
~I⊗ pi~n(Dgd~w) + pi~n(Dgd~w)⊗~I
)
− 2 (g ⊗ (d~w ⊗S d~w)) (~I⊗˙~I)
(A.31)
Combining (A.25) and (A.31) gives
D2F (~Φ)(~w, ~w) =
4
∫
Σ
(1 + |~I~Φ|2g~Φ)
[〈
~I~Φ, D
g~Φd~w
〉
g~Φ
− 2
(
g~Φ ⊗ (d~Φ⊗˙Sd~w)
) (
~I~Φ⊗˙~I~Φ
)] 〈
d~Φ; d~w
〉
g~Φ
dvolg~Φ
+
∫
Σ
|1 + |~I~Φ|2g~Φ |
2
∣∣∣∣〈d~Φ; d~w〉
g~Φ
∣∣∣∣2 + 8 ∣∣∣∣〈~I~Φ, Dg~Φd~w〉
g~Φ
− 2
(
g ⊗ (d~Φ⊗˙Sd~w)
) (
~I~Φ⊗˙~I~Φ
)∣∣∣∣2 dvolg~Φ
+ 4
∫
Σ
(1 + |~I~Φ|2g~Φ)
|pi~n (Dg~Φd~w)|2g~Φ −
〈
~I~Φ ;
2∑
i,j=1
gij∂xi
~Φ ·Dgg~Φd~w ∂xj ~w
〉
g~Φ
 dvolg~Φ
+ 16
∫
Σ
(1 + |~I~Φ|2g~Φ)
[
(d~Φ⊗S d~w)⊗ (d~Φ⊗S d~w)
]
(~I~Φ⊗˙~I~Φ) dvolg~Φ
− 16
∫
Σ
(1 + |~I~Φ|2g~Φ)
(
g~Φ ⊗ (d~Φ⊗S d~w)
) (
~I~Φ ⊗ pi~n(Dg~Φd~w) + pi~n(Dg~Φd~w)⊗~I~Φ
)
dvolg~Φ
− 8
∫
Σ
(1 + |~I~Φ|2g~Φ)
(
g~Φ ⊗ (d~w ⊗S d~w)
)
(~I~Φ⊗˙~I~Φ) dvolg~Φ
+
∫
Σ
(1 + |~I~Φ|2g~Φ)
2 〈d~w; d~w〉g~Φ dvolg~Φ − 2
∫
Σ
(1 + |~I~Φ|2g~Φ)
2
(
d~Φ⊗˙Sd~w
) (
d~Φ⊗ d~w
)
dvolg~Φ
(A.32)
For ~w := ~v(~Φ), using (A.23), we deduce
|D2F (~Φ)(~v(~Φ), ~v(~Φ))| ≤ C
∫
Σ
(
1 + |~I~Φ|2g~Φ
) [
(1 + |~I~Φ|2g~Φ) |∂~v|
2(~Φ) + |∂2~v|2(~Φ)
]
dvolg~Φ (A.33)
This concludes the proof of lemma A.2. 2
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