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ABSTRACT
In regression analysis, the use of the ordinary least squares (OLS) method is inadvisable when
dealing with outlier or extreme observations. As a result, we require a method of robust estimation in
which the estimation value is not significantly affected by outlier or extreme observations. Four
methods of estimation will be compared in this paper in order to determine the best estimation: the
M estimation method, the Least Trimmed Square Estimator, the S-estimation method, and the MM
estimation method in robust regression. We discover that the best method is the MM-estimation
method in this study. The M-estimation method is an extension of the maximum likelihood method,
whereas the MM estimation method is a development of the M-estimation method, and the Sestimation method is related to the M-estimation method due to the use of the M-estimation residual
scale. While robust regression methods can significantly improve estimation precision, they should
not be used in place of more traditional methods.

Keywords: Ordinary Least Squares, Robust Estimation, M-estimation, S-estimation, MM
estimation, and Monte Carlo Simulation
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CHAPTER ONE
GENERAL INTRODUCTION
1.1 Background
Multiple regression techniques are used for prediction and theoretical explanation in
education, psychology, sociology, economics, and businesses. Multiple regression is a statistical
technique used to determine the degree of relationship between a dependent variable and a collection
of independent variables (Anderson and Schumacker 2003). A model of multiple regression that could
be used to describe this relationship is 𝑦 = 𝛽0 + 𝛽1 𝑥1 + 𝛽2 𝑥2 + ⋯ + 𝛽𝑘 𝑥𝑘 + 𝜀 (Montgomery, Peck,
and Vining 2021). To allow for proper interpretation of data analysis, certain assumptions must be
met. The ordinary least squares regression (OLS) makes the following assumptions: residual errors are
normally distributed, have equal variance at all levels, and are uncorrelated with independent variables.
When these assumptions are violated, the OLS approach generates indeterminate prediction estimates
(Wang et al. 1997). A similar issue arises when multiple linear regression is used in the presence of
outliers (Hutcheson and Sofroniou 1999). Outliers violate the normally distributed error assumption.
They can be classified according to their geographical location ( x-axis direction, the y-axis direction
or both axes simultaneously). See figures 1.1, 1.2, and 1.3. An outlier in the y-axis direction may have
a minor effect on the estimation of the regression coefficients, whereas an outlier in the x-axis
direction may have a greater effect. Outliers can be classified according to their impact; that is, their
leverage and influence. When an observation is isolated from other data, it can be considered a leverage
point. A data point is considered to be a good leverage point if it lies close to the line of best fit but is
dispersed among the rest of the data. This is because it decreases the size of the standard error (Leroy,
and, and 1987 n.d.). Another metric of impact is influence, which refers to the fact that it attracts the
prediction equation to itself, implying that it has a discernible effect on the model coefficients. Cook's
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D or DFFITS and DFBETA are diagnostic procedures that can be used to determine influence
(Welsch and Welsch 1980).

Figure 1.1: X-Axis Outlier

Figure 1.2: Y-Axis Outlier

Figure 1.3: Both X-Axis and Y-Axis Outlier
Researchers should conduct a thorough examination of their data to ensure that the underlying
assumptions are met (Wilkinson et al. n.d.). Outlier detection can be accomplished through the use of
graphical or statistical methods. The Mahalanobis distance, also known as the diagonal of the hat
matrix, is a frequently used statistical measure for locating outliers. “ It determines the distance
between the Xs and their centroid, taking into account the Xs' correlational and variational structure”
(He and Fox 1997). While Mahalanobis distance is a frequently used method for locating outliers, it
does not provide a foolproof method for detecting outliers. Other outlier diagnostic techniques are
referred to as deletion statistics, and they are extremely useful for identifying high-leverage outliers.
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Numerous statistics on deletion are available, including Cook's D, studentized residuals, and
jackknifed residuals (Hutcheson and Sofroniou 1999). Outliers can be located graphically using a
histogram of residuals, a plot of residuals versus fitted values, or a plot of responses versus fitted
values, as well as partial residual plots. While these methods are extremely useful for locating outliers,
they can introduce complications if the outliers are high-leverage, x-axis outliers. When one or more
outliers are detected, a researcher has three options: ( ignore, delete, or accommodate). A second
option for dealing with outliers is to accommodate them. Accommodation is achieved through the
application of one of several robust regression estimation techniques.
In signal processing, statistics, and machine learning, robust regression in the presence of
outliers is critical. Although the problem was first stated and solved using classical methods several
decades ago, it has recently gained increased attention in the context of sparse modeling, where several
significant contributions have been made (Papageorgiou, Bouboulis, and Theodoridis 2015). The term
"robustness" refers to the efficiency with which a method solves a learning task from data
contaminated by large values of outliers, a topic that has occupied the scientific community for more
than half a century (Barmish and Lagoa 1997; Hansen and Sargent 2008). A robust regression
procedure is one that minimizes the effects of highly influential observations that would occur if least
squares were used. In other words, a robust procedure tends to leave outlier residuals large, which
makes identifying influential points easier. Additionally, when the underlying distribution is normal
and there are no outliers, robust estimation should produce the same results as least squares. The
Princeton robustness study served as the impetus for much of the work in robust regression (Andrews
1974). As a result, numerous robust estimator types have been proposed. Voir (Andrews 1974; Street,
Carroll, and Ruppert 1988; Hogg 1974; 1979; P. Huber 1996; Statistics and 1972 n.d.; statistics and
1973 n.d.; Krasker and Welsch 1982; Leroy, and, and 1987 n.d.). While several robust regression
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estimation methods have been demonstrated to be truly superior in all outlier data configurations,
none has been demonstrated to be truly superior in all outlier data configurations.
Numerous authors, including (Brown and Maritz 1982) and (Penev and Raykov 1993),
demonstrated that the presence of outliers has a significant effect on the estimation of the standard
measurement error model. The influence curve was invented by (Statistician and 1987 n.d.) and is
critical for determining an estimator's sensitivity to the presence of an outlier. Muller, Kelley, and
Glasser (1984) also computed the influence curves for orthogonal regression estimators with known
covariance matrices for measurement errors. Kelley identified possible outliers in the data set using
the sample influence function but did not propose a solution to the outlier problem. (Zhao and Lee
1995) also used influence functions to demonstrate that extreme observations have an effect on the
fitted line in the direction orthogonal to the fitted line. To justify their influence diagnostics,
perturbation arguments and one-step asymptotic approximations were used.
(Brown and Maritz 1982) demonstrated through simulation that when the explanatory variable
is contaminated with extreme values, the mean squared error of the ordinary least square estimator of
the slope parameter in an error measurement model can be smaller than when the explanatory variable
is contaminated with the usual method of moments estimator. (Brown and Maritz 1982) examined the
functional measurement error model with an equation error, replicating each observation exactly
twice. They used replication to estimate the covariance matrix of the error measurement. Carrol and
Gallo demonstrated that the M-estimator of is consistent and has a normal distribution in the limit
under some strong assumptions about the scale estimator. The scale parameter assumption was
necessary to avoid concurrent estimation of location and scale parameters and was also used in their
simulation studies, where they used the median absolute deviation from the modified method of
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moments. In the presence of extreme observations, it was observed that M-estimators and bounded
influence function estimators performed better than the conventional method of moments estimators.
(Martin and Zamar 1989) conducted research on orthogonal regression M-estimators for the
absence of an equation. He demonstrated that the M-estimator is robust and consistent when the loss
function is bounded, and the measurement errors are elliptically distributed. Zamar emphasized the
critical nature of a robust estimate in the M-estimation problem. Additionally, he developed an
algorithm for calculating a robust estimate of the scale parameter based on orthogonal residuals and
the orthogonal regression M-estimator. The authors investigated the classical and generalized M
estimators for the measurement error model with no equation error (Cheng, Statistics, and 1992 n.d.).
They established a lower bound on the asymptotic variance of generalized M-estimators and also
demonstrated that the lower bound can be obtained in the absence of an intercept and given the scale.
The authors conducted a comprehensive simulation study that addresses the M-estimation problem
in the simple linear functional relationship model with no equation error (Mohamed, Abdullah, and
Muthu 1989). He then considered a criterion function that assigns different weights to deviations in
the X- and Y-axes. He also presented a computational scheme based on an iteratively reweighted
regression method for simultaneously down weighting extreme deviation in the X- and Y-directions.
(Mohamed, Abdullah, and Muthu 1989) makes a strong assumption that the scale estimator is fixed at
the start of the iteration and emphasizes that correct down weighting is only possible if the direction
of the extreme deviation is known. Additionally, he acknowledges that such information is unlikely to
exist in real-world situations, necessitating the imposition of a weighting scheme on each of the
model's variables.
Normality, independence, identical distributions, linearity, and stationary stochastic processes
are all frequently used assumptions in statistics. (Almongy and Almetwaly, n.d.) compared the methods
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of Least Absolute Deviations (LAD) estimation, Least Median of Squares (LMS) estimation, Least
Quantile of Squares (LQS) estimation, Least Trimmed Squares (LTS) estimation, Reweighted Least
Squares (LTS.RLS) estimation, M.Huber (MH) estimation, and method o As a general rule, such
assumptions are approximations to reality, and the questions arise as to how frequently deviations
occur in practice, what effect they have on unknown statistical procedures, and how to develop more
robust procedures.
One of the primary reasons for developing statistical methods is to account for the presence
of outliers, or highly influential data points. The y variable has a detrimental effect on the regression
methods' performance but could not be avoided. The purpose of this study is to compare and evaluate
five robust regression estimation techniques to the conventional least squares regression estimation
technique (OLS) using Monte-Carlo simulation and real data. The mean square error (MSE) and bias
were used to compare the robust techniques to the OLS regression technique.
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CHAPTER TWO
LITERATURE REVIEW
The purpose of this chapter is to examine robust regression and related statistical techniques.
Additionally, the literature review will compare the least square regression method, the least trimmed
square estimator, the M-estimator, the MM-estimator, and the S-estimator in detail. To ensure the
study is comprehensive, the literature review will not be based solely on the findings of one study, but
on an amalgamation of the findings of multiple researchers.

2.1 Outlier, Leverage and High Influential Data
To begin, it's critical to distinguish three critical types of data in terms of robustness - outlier,
leverage, and highly influential data - and to explain their distinctions and connections.

2.1.1 Outliers
An outlier is an observation that deviates significantly from the norm. In statistics, outliers are
not defined rigorously; determining whether a data point is an outlier is ultimately a subjective exercise.
Essentially, how people choose a data model determines the assumption about the data's "normal"
behavior. Given this, I examined how statisticians define "outliers" from a variety of perspectives.
(Hawkins 1980a) defined an outlier as "an observation that appears to deviate significantly from the
other members of the sample in which it occurs," but this is deemed insufficient because it is
susceptible to human expectation. Certain data points may be outliers in one distribution but not in
another.
(Bulletin and 1984 n.d.) provided a broader but more specific definition of outliers. They
distinguished extreme observations from outliers and contaminants and redefined outliers as
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observations that appear to be inconsistent with the rest of the data. Extreme observations may
represent a data set's smallest and greatest values. Contaminants are data points that have "slipped"
upward relative to the original distribution. Both extreme observations and contaminants can be
outliers in their own right, and vice versa. Long after that, (Gupta et al. 2014) classified outliers into
noise and anomalies according to analyst interest.
Three distinct purposes for outliers are defined by (“Iglewicz and Hoaglin (1993) - Google
Scholar” n.d.).
1. Labeling outliers - Identify and investigate potential outliers
2. Accommodation for outliers - Make use of robust statistical techniques to account for outlying
observations.
3. Identification of outliers - Using formal tests, determine whether the observations are outliers.

2.1.2 Hat Matrix and Leverage
When discussing outliers and robust statistics, it is critical to have a firm grasp on how the hat
matrix H behaves. Numerous scholars have emphasized the importance of the H and leverage hii
when analyzing a classical linear regression model. The Hat matrix is also referred to as a projection
matrix or influential matrix. Given is a hat matrix.
𝑯 = 𝑿(𝑿𝑻 𝑿)−𝟏 𝑿𝑻
H determines the variances and covariances of 𝑦̂ and 𝑒, since 𝑉𝑎𝑟(𝑦̂) = 𝜎 2 𝑯 and
𝑉𝑎𝑟(𝑒) = 𝜎 2 (𝑰 − 𝑯) . The diagonal elements of the hat matrix are given by 𝒉𝒊𝒊 = 𝒙′ 𝒊 (𝑿′ 𝑿)−𝟏 𝒙𝒊
where 𝑥 ′ 𝑖 is the i-th row of the X matrix and ℎ𝑖𝑖 is the standardized measure of the i-th observation
from the center of the x-space. The average size of the hat diagonal is 𝑝⁄𝑛. Traditionally, any

9
ℎ𝑖𝑖 >

2𝑝⁄
𝑛 is a leverage point (2002) (Montgomery, Peck, and Vining). It can be defined as the

distance between a data point and the centroid of all observations in the independent variable's space.
Concentrate on any observation for which the hat diagonal is greater than twice the average

2𝑝⁄
𝑛

(Leroy, and, and 1987 n.d.). Further studies show that the diagonal elements ℎ𝑖𝑖 of the hat matrix H
1

can be written as ℎ𝑖𝑖 = 𝑛 +

𝑥𝑀𝐷𝑖 2
𝑛−1

where 𝑥𝑀𝐷𝑖 is the Mahalanobis Distance.

𝑥𝑀𝐷𝑖 = √(𝑥 ∗ 𝑖 − 𝑥̅ )′ 𝑆 ∗ (𝑥 ∗ 𝑖 − ̅̅̅
𝑥 ∗)

and ̅̅̅
𝑥 ∗ and 𝑆 ∗ are the mean vector and the covariance matrix of the independent variables respectively;
and 𝑥𝑀𝐷𝑖 2 follows approximately a chi-square distribution with 𝑝 − 1 degrees of freedom when the
assumptions of the ordinary least square estimation method hold.
When outliers are present, the two statistics ̅̅̅
𝑥 ∗ and 𝑆 ∗ are not robust ;as suggested by (P. J.
Rousseeuw and van Zomeren 1990) robust distance can be obtained for the whole data after
substituting ̅̅̅
𝑥 ∗ and 𝑆 ∗ with robust estimates for the mean vector and the covariance matrix. This is
given as.

𝑥𝑅𝐷𝑖 = √(𝑥𝑖 ∗ − ̅̅̅
𝑥 ∗ 𝑏 )′ 𝑆 ∗−1 (𝑥𝑖 ∗ − ̅̅̅
𝑥𝑏 ∗ )

2.1.3 High Influential Data and Summary
The term "highly influential data" refers to data points whose removal significantly alters the
estimation of the regression coefficients. They may be thought of as the result of leverage and outliers.
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As discussed in Chapter 1, outlying data can be classified into three categories (see Figures 1.1, 1.2,
and 1.3).
1. In y-space, outlying. These are data points that are close to the sample center but have larger
y-values than other data points. They may be considered outliers or highly influential data
points, but they do not constitute leverage.
2. Extending into x-space. These are data points for leverage with a normal y-value.
3. Both in y- and x-space. These data are located away from the center but have no effect on
either of the parameters, so even though they are considered leverage, they do not have a
high level of influence.

2.2 Diagnostic Measurements of Outliers
Typically, we are unable to detect deviations from underlying assumptions by examining
standard summary statistics such as t or F statistics or 𝑅 2 . These are "global" model properties, and
as such do not guarantee model sufficiency (Montgomery, Peck, and Vining 2021). We will examine
the two most frequently used diagnostic statistics for detecting outliers in this section: the Studentized
residual and the Cook's distance. (Hossain, Papers, and 1991 n.d.) conducted a comparison of various
methods for detecting influential observations in linear regression models. The results indicate that
the Studentized residual is appropriate for detecting outliers with an abnormally large variance value
and that the Cook's distance is appropriate for detecting influential observations.
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2.2.1 Studentized Residual
Studentized residuals provide another method for identifying outliers. The idea is to delete
observations one by one, refining the regression model each time with the remaining 𝑛 − 1
observations. The true values are then compared to their fitted values calculated using models without
the observation. Studentized residuals are produced by standardizing the deleted residuals. (1991;
ORR, SACKETT, and DUBOIS).We can denote the residuals vector as
𝒆 = (𝑰 − 𝑯)𝒚
where 𝑯 = 𝑿(𝑿𝑻 𝑿)−𝟏 𝑿𝑻 is the hat matrix and the 𝑣𝑎𝑟(𝑒𝑖 ) = (1 − ℎ𝑖𝑖 )𝜎 2 . The hat matrix has
several useful properties. It is symmetric (𝑯′ = 𝑯) and idempotent (𝑯𝑯 = 𝑯). From section
2.1.2, about the expression ℎ𝑖𝑖 we know that the closer 𝑥𝑖 is to 𝑥̅ , the larger is the variance of the
residuals, and the further 𝑥𝑖 is from 𝑥̅ , the smaller is the variance of the residuals. This indicates that
the location of the observation has an effect on the variance of the ordinary results (Montgomery,
Peck, and Vining 2021). It is prudent to use a set of residuals with a constant variance, and residual
studentization is demonstrated to be independent of scale parameters (Cook, methodology, and 1982
n.d.). The term "studentized residual" refers to

𝑟𝑖 =

𝑒𝑖
𝜎̂ √(1 − ℎ𝑖𝑖 )

where 𝜎̂ 2 is the unbiased estimate of the variance of the error term and (1 − ℎ𝑖𝑖 ) is the unbiased
estimate of the variance of 𝑒𝑖 .
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2.2.2 Cook’s Distance
The Cooks Distance was invented by Cook, an American statistician (1977). It is another
effective technique for identifying outliers. Data points or observations with a large Cooks Distance
should be investigated further because they may contain critical information or may be contaminants
that should be eliminated (Kim and Storer 1996). The Cooks Distance is defined as

𝐷𝑖 =

̂
̂ ′ ′
̂
̂
(𝛽
(−𝑖) − 𝛽 ) 𝑋 𝑋(( 𝛽(−𝑖) − 𝛽 )
𝑝𝑠 2

; 𝑖 = 1,2, ⋯ , 𝑛

̂
where 𝛽̂ is the least squares estimate of 𝛽, 𝛽
(−𝑖) is the least square estimate of 𝛽 with the ith point
deleted, 𝑝 is the number of parameters and 𝑠 2 is the sample variance. Points with large values of
𝐷𝑖 have considerable influence on the least square estimates 𝛽̂ . The 𝐷𝑖 statistic may be rewritten as

𝐷𝑖 =

𝑟𝑖 2 𝑉𝑎𝑟(𝑦
̂)
𝑟𝑖 2 ℎ𝑖𝑖
𝑖
=
,
𝑝 𝑉𝑎𝑟(𝑒𝑖 )
𝑝 1 − ℎ𝑖𝑖

𝑖 = 1,2, ⋯ , 𝑛

where the studentized residual is denoted by,r-i.
A conservative approach to deleting highly influential observations is based on the fact that
Cook's Distance is typically measured in terms of the F-statistic with p and 𝑛 − 𝑝 as the degree of
freedom, so we can use 𝐹(𝑝,𝑛−𝑝,1−𝛼) as the yard stick. The value of 𝛼 = 50%, (an approximate 50%
confidence region for 𝛽 based on the complete data set), could be interpreted as deletion of the ith
point moves the least square estimate from the center to the boundary of the 50% confidence
interval.
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Figure 2.1: Cook’s Distance (Kim and Storer 1996)

2.3 Robust Statistical Methods
I introduce commonly used robust statistical methods in this section. Section 2.3.1 would
begin with a discussion of the Ordinary Least Squares Method. While it is not robust, it is quite
adaptable and can be used in conjunction with other methods. Section 2.3.3 illustrates the M-estimator
method, while sections 2.3.4, 2.3.5, and 2.3.6 discuss the S-estimator, MM-estimator, and least
trimmed squares estimation methods, respectively.

2.3.1 Ordinary Least Squared Estimator (OLS)
The least squares regression technique is a subset of regression that is used to determine the
best fit line for a set of data. The method is required for visual correlation between a dependent and
an independent variable or variables to be displayed. Finally, each data point illustrates the relationship
between an unidentified dependent variable and a recognized independent variable (Almetwally, El
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Sayed Mubarak, and Almongy 2018). The method's objective is to generate a straight line that
simplifies the understanding of the correlation between variables (Kilmer, biology, and 2017 2017).
While the method is straightforward, it fails to account for outliners, which may result in incorrect
conclusions being drawn. Plotting data points on the y and x axes is always the first step in the square
regression method. Following that, a line of best fit is drawn to demonstrate the variables' overall
correlation (Almetwally, El Sayed Mubarak, and Almongy 2018). While this method is easier to
implement, it does not always demonstrate the exact correlation between variables when their
relationship is not "normal."

2.3.2 Robust Regression
Robust regression, in the context of robust statistics, refers to regression analytical methods
that overcome the limitations associated with non-parametric and traditional parametric approaches.
As stated in (Mathematics and 2013 n.d.), statistical assumptions are primarily approximations of
reality. The author asserts that robust regression models are required in glistening linear relationships
when significant outliers are present or when random variations in the data cannot be accounted for
within the constraints of reality assumptions. Additionally, (Susanti et al. 2014) asserts that robust
regression is an ideal statistical tool to use when the residual distribution deviates from what is
considered normal. By addressing outliers in the data, one can infer that the deduced results have a
higher degree of accuracy. Numerous statistical models can be used under the umbrella of robust
regression.
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2.3.3 M-estimation
According to (Deng et al. 2014), Huber was the first to propose the M-estimator method (P.
J. Huber, Wiley, and New York Chichester Brisbane Toronto Singapore 1981), (statistics and 1973
n.d). (Dalalyan and Thompson 2019). The M-estimator is a continuation, or rather, an extrapolation,
of the location M-estimation. Generally, the method strikes a balance between the resistance of the
Least Absolute Value estimator and the efficiency of the least square approach. Maximum likelihood
estimation, denoted by the letter M, is a type of estimation. As shown below, the M-estimation method
is best represented by the equation presented (Susanti et al. 2014);
𝑛

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 𝜌(𝑒𝑖 ) = 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝜌(𝑦𝑖 − 𝑥𝑖 ′ 𝛽)
𝑖=1

The M-estimator is not necessarily scale invariant that is, if the errors 𝑦𝑖 − 𝑥𝑖 ′ 𝛽 were
multiplied by a constant, the new solution to the above equation might not be the same as the old
one. To obtain a scale-invariant version 0, we usually solve
𝑛

𝑛

𝑖=1

𝑖=1

𝑒𝑖
𝑦𝑖 − 𝑥𝑖 ′ 𝛽
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 𝜌( ) = 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 𝜌(
)
𝑠
𝑠

where s is a robust estimate of scale. A popular choice for s is the median absolute deviation
𝑠 = 𝑚𝑒𝑑𝑖𝑎𝑛|𝑒𝑖 − 𝑚𝑒𝑑𝑖𝑎𝑛(𝑒𝑖 )|/0.6745
0.6745 is the tuning constant that makes s an approximately unbiased estimator of σ if n is
large and the error distribution is normal
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To minimize ∑𝑛𝑖=1 𝜌(

𝑦𝑖 −𝑥𝑖 ′ 𝛽
𝑠

), equate the first partial derivatives of 𝜌 with respect to

𝛽𝑗 (j=0,1,….,k) to zero, yielding a necessary condition for a minimum. This gives 𝑝 + 𝑘 system of
equations.
𝑛

∑ 𝑥𝑖𝑗 𝜓(
𝑖=1

𝑦𝑖 − 𝑥𝑖 ′ 𝛽
) = 0,
𝑠

𝑗 = 0,1, . . . , 𝑘

where 𝜓 = 𝜌′ and 𝑥𝑖𝑗 is the ith observation on the jth regressor and 𝑥𝑖0 − 1. In general the
𝜓 function is nonlinear and the above equation must be solved using iterative methods. Several
nonlinear optimization techniques could be employed, iteratively reweighted least squares (IRLS) is
most widely used.

̂0 is available and
Using iteratively reweighted least squares, suppose that an initial estimate 𝛽
that s is an estimate of scale. Then,

𝑛

𝑛

𝑖=1

𝑖=1

𝑥𝑖𝑗 {𝜓[(𝑦𝑖 − 𝑥𝑖 ′ 𝛽)/𝑠]/(𝑦𝑖 − 𝑥𝑖 ′ 𝛽)/𝑠}(𝑦𝑖 − 𝑥𝑖 ′ 𝛽)
𝑦𝑖 − 𝑥𝑖 ′ 𝛽
∑ 𝑥𝑖𝑗 𝜓(
)=∑
= 0,
𝑠
𝑠
𝑗 = 0,1, . . . , 𝑘
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as
𝑛

∑ 𝑥𝑖𝑗 𝑤𝑖0 (𝑦𝑖 − 𝑥𝑖 ′ 𝛽) = 0,

𝑗 = 0,1, . . . , 𝑘

𝑖=1

where
̂
𝑦 −𝑥 ′ 𝛽
𝜓( 𝑖 𝑖 0
𝑠

𝑤𝑖0 = {
1

̂
𝑦 −𝑥 ′ 𝛽
( 𝑖 𝑖 0)
𝑠

̂0
𝑖𝑓 𝑦𝑖 ≠ 𝑥𝑖 ′ 𝛽

̂0
𝑖𝑓 𝑦𝑖 ≠ 𝑥𝑖 ′ 𝛽

̂
𝑦 −𝑥 ′ 𝛽
𝜓( 𝑖 𝑖 0

At the next step we recompute the weights from 𝑤𝑖0 = {
1

𝑠
̂0
𝑦𝑖 −𝑥𝑖 ′ 𝛽
(
)
𝑠

̂0
𝑖𝑓 𝑦𝑖 ≠ 𝑥𝑖 ′ 𝛽

̂0
𝑖𝑓 𝑦𝑖 ≠ 𝑥𝑖 ′ 𝛽

̂1 instead of 𝛽
̂0. The iteratively reweighted least-squares procedure could be implemented
but using 𝛽
using a standard weighted least-squares computer program.
Robust regression procedures can be classified by the behavior of their ψ function. The ψ
function controls the weight given to each residual and (apart from a constant of proportionality) is
some- times called the influence function.
The influence function measured the influence of an observation on the value of the parameter
estimate. For example for the least squares with 𝜌(𝑥) =

𝑥2
2

, the influence function is 𝜓(𝑥), that is the
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influence of an observation on the estimate increases linearly with the size of its error, which confirms
the non-robustness of the least squares estimate.
M-estimation is distinct from square regression in that it entails parameter estimation using
OLS as well as the calculation of the residual value and weighted values. The fundamental distinction
is that, whereas square regression models seek to find the best fit line, M-estimation looks for outliers
in the data. The algorithm for calculating M is detailed below.
Algorithm 11
1. OLS is used to estimate regression coefficients on data.
2. Regression model's assumptions are validated
3. Determine whether any data points are outliers.
4. Calculate the parameter that is estimated 𝛽̂0 with OLS.
5. Determine the residual value 𝑒𝑖 = 𝑦𝑖 − 𝑦̂𝑖
6. Calculate value 𝜎̂𝑖 = 1.4826 𝑀𝐴𝐷
𝑒
7. Calculate value 𝑢𝑖 = 𝑖⁄𝜎𝑖
8. Calculate the weighted value

9. Calculate 𝛽̂
𝑀 using weighted least squares (WLS) method with weighted 𝑤𝑖 .
10. Repeat steps 5-8 to obtain a convergent value of 𝛽̂
𝑀.
11. To ascertain whether independent variables have a significant effect on the dependent
variable, a significance test is used.

1

Susanti, Yuliana, and Hasih Pratiwi. "M estimation, S estimation, and MM estimation in robust
regression." International Journal of Pure and Applied Mathematics 91, no. 3 (2014): 349-360.
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2.3.3.1 Huber Estimator
The Huber estimator, introduced by Huber (1964), is the most widely used general method of
robust regression (Hampel 1992). It is almost as efficient as the conventional least square method.
The Huber method's influence function is as follows:

and the weight function that corresponds to it is

Where, k is an arbitrarily large number.

2.3.3.2 Bi-Weight Estimates
Biweight estimates behave slightly differently than Huber weights but are calculated similarly.
The biweight objective function is resistant to extreme-tail observations, and the influence function
tends to zero. A tuning constant has been specified for this function; 𝑐 = 4.685 × 𝑆 ≅ 7 MADs.
When sampling from a normal population, it achieves a 95% efficiency rate. Taking the derivative of
Ψ𝐻 (𝑦; 𝜃) gives the weights applied to each observation. The distinction between the two weight
functions is more pronounced at the extremes. The bi-weight function is slightly more resistant to
outliers than the Huber estimation function (Montgomery, Peck, and Vining 2021). The table below
summarizes the OLS method's objective function and weight function, as well as the Huber and
Bisquare estimates.
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Table 2.1 The objective function and weight function of the OLS method

2.3.4 S- Estimation
As with the M-estimation method, the S-estimation method is a robust regression technique,
which means that it is not susceptible to outliers. Susanti et al. (2014) state that the S-estimation
method was proposed by (P. Rousseeuw and Yohai 1984). The S-estimation method is related to the
M-estimation method in that it uses the M-estimation residual scale. However, the S-estimation
method seeks to address limitations associated with M-estimation methods, including a disregard for
data distribution, as the M-estimation method uses only medians as weighted values. The Sestimation employs standard deviation residuals to compensate for the M-inability estimation's to
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accurately capture the distribution of the data. As shown below, the S-estimator can be defined
algebraically:
𝛽̂𝑠 = 𝑚𝑖𝑛𝛽𝜎̂𝑠 (𝑒1 , 𝑒2 , ⋯ , 𝑒𝑛 )
with determining robust estimator 𝜎̂𝑠 and satisfying
𝑛

𝑚𝑖𝑛 ∑ 𝜌(
𝑖=1

𝑦𝑖 − ∑𝑛𝑖=1 𝑥𝑖𝑗 𝛽𝑗
)
̂
𝜎𝑠

Where,
𝑚𝑒𝑑𝑖𝑎𝑛|𝑒𝑖 − 𝑚𝑒𝑑𝑖𝑎𝑛(𝑒𝑖 )|
; 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 1
0.6745
̂
𝜎𝑠 =

𝑛

{

1
√ ∑ 𝑤𝑖 𝑒𝑖 2
𝑛𝑘

𝑛

𝑚𝑖𝑛 ∑ 𝜓 𝑥𝑖𝑗 (
𝑖=1

; 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 > 1

𝑖=1

𝑦𝑖 − ∑𝑛𝑖=1 𝑥𝑖𝑗 𝛽𝑗
) = 0, 𝑗 = 0,1, ⋯ , 𝑘
̂
𝜎𝑠

𝜓 is a function as derivative 𝜌:
𝑢𝑖
𝑢𝑖 (1 − ( )2
𝜓(𝑢𝑖 ) = 𝜌𝑖 (𝑢𝑖 ) = {
𝑐 , |𝑢𝑖 | ≤ 𝑐
0 , |𝑢𝑖 | > 𝑐
′

Unlike the square regression method, the S-estimation method also examines the data for the
presence of outliers. It is distinguished from M-estimation, however, by the use of standard deviation
rather than medians. Algorithm 2 represents several stages in the estimation of S.
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Algorithm 22
1. Utilize OLS to estimate regression coefficients on the data.
2. Validate the regression model's assumptions
3. Identify outliers in the data.
4. Calculate the parameter that is estimated ̂𝛽0 with OLS.
5. Determine the residual value 𝑒𝑖 = 𝑦𝑖 − 𝑦̂𝑖
6. Calculate value

𝑚𝑒𝑑𝑖𝑎𝑛|𝑒𝑖 − 𝑚𝑒𝑑𝑖𝑎𝑛(𝑒𝑖 )|
; 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 1
0.6745
̂
𝜎𝑖 =

𝑛

{

1
√ ∑ 𝑤𝑖 𝑒𝑖 2
𝑛𝑘

; 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 > 1

𝑖=1

𝑒
7. Calculating value 𝑢𝑖 = 𝑖⁄̂
𝜎𝑖
8. Calculate weighted value

9. Calculate 𝛽̂𝑠 using weighted least squares (WLS) method with weighted 𝑤𝑖 .
10. Rep steps 5-8 until a convergent value of 𝛽̂𝑠 .
11. To determine whether independent variables have a significant effect on the dependent
variable, conduct a significance test.

2

Susanti, Yuliana, and Hasih Pratiwi. "M estimation, S estimation, and MM estimation in robust
regression." International Journal of Pure and Applied Mathematics 91, no. 3 (2014): 349-360.
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2.3.5 MM Estimation
Additionally, MM estimation is a model that is encapsulated within robust regression. MM
estimation is a combination of M and S estimation. The method makes use of S-estimation to minimize
the residual extent associated with M-estimation. Following that, the result is analyzed using Mestimation methods to determine the regression parameters. The MM estimation method's objective
is to arrive at Exceptionally high breakdown values for solutions. The breakdown value is simply a
count of outliers whose impact on the data can be addressed previously; this outliner points have an
effect on the data. The difference between the MM-estimation and the square regression model is that
the MM-estimation detects the presence of outliers (Tharmaratnam and Claeskens 2013). The MM
estimator (Modified M estimator) is denoted by the following.
𝑛

𝑚𝑖𝑛 ∑ 𝜌1 ′ (
𝑖=1

𝑦𝑖 − ∑𝑘𝑗=0 𝑥𝑖𝑗 𝛽𝑗
)𝑥𝑖𝑗 = 0
𝑠𝑀𝑀

where, 𝑠𝑀𝑀 is the standard deviation calculated from the residuals of the S-estimation method. The
objective of MM estimators is to maximize the breakdown value while remaining efficient.This
approach is applicable to mixed linear models as well. The difference between this estimator and the
Huber estimator is in the weight function, 𝑢𝑀𝑀 (𝑑), which is now defined using a descending score.
−1

∑ 𝑢𝑀𝑀 (𝑑) 𝑥𝑖 ′ ∑(𝑦𝑖 − 𝑥𝑖 𝛽) = 0
𝑠

MM estimators have a BP of 0.5 and are extremely efficient when the errors have a normal distribution.

2.3.6 Least Trimmed Squares Estimation
The method of Least Trimmed Squares Estimation (LTS) was invented by (P. J. Rousseeuw
1984).This method given by 𝛽̂𝐿𝑇𝑆 = 𝑎𝑟𝑔𝑚𝑖𝑛 𝑄𝐿𝑇𝑆 (𝛽) 𝑤ℎ𝑒𝑟𝑒 𝑄𝐿𝑇𝑆 (𝛽) = ∑ℎ𝑖=1 𝑒𝑖 2 . The squared
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residuals are sorted from largest to smallest and include only the lower 50% of the data. The LTS is
𝑛

determined by minimizing the ordered squared residuals of h, where ℎ = 2 + [(𝑝 + 1)/2], n and p
are the sample size and number of parameters respectively. Under this method, the most extreme
positive or negative residuals are excluded from the summation which allows those outlier points to
be excluded completely. In terms of breakdown, LTS is considered to be a high breakdown method
with a breakdown point of 50%.

2.3.7 Comparison of Robust Regression and the Square Regression Method
Different regression models produce results with varying degrees of efficiency, depending on
their ability to conceal or address outliner points in the data set. All robust regression methods are
distinguished from square regression methods by their ability to detect and resist the effect of
deduced outcome outliers (Kilmer, biology, and 2017 2017). As a result, robust regression methods
account for the possibility that some data points are off the line of best fit. By omitting such points,
skewed results are produced. Finding results that account for the presence of outliers in the data
requires the use of the robust regression over square regression method. According to (Susanti et al.
2014), several factors should be considered prior to deciding on the best regression method to use.
The optimal regression technique must be capable of identifying variables that affect the dependent
variable and the correlation method. The method should estimate the regression model using the
square regression method, taking all factors into account. The chosen method should be capable of
detecting outliers in the data set (Wah et al., n.d.). Typically, estimation of regression models requires
the use of M, S, and MM estimation. Such an approach would ensure the production of results that
not only acknowledge but also resist the model's effect of outliers in the data.
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CHAPTER THREE
CONSTRUCTION OF COMPARISON
We will examine the methods and procedures used to compare the four robust regression
methods to the conventional least square regression method in this chapter. The model is designed
with contamination in mind, and the characteristics of the resulting data set are evaluated using some
model assumptions. Finally, we examine the characteristics of robust estimation methods.
3.1 Model Designing
The previous chapter introduced the concept of outliers. The definition of an outlier is
frequently based on implicit assumptions about the data structure and detection method used.
However, some definitions are regarded as sufficiently broad to encompass a range of data and
methods. According to (Hawkins 1980b), an outlier is an observation that deviates significantly from
other observations, raising suspicion that it was generated by a different mechanism. The three robust
regression methods were compared to the least squares method (OLS). These robust regression
methods are frequently used when data contains outliers. In terms of efficiency, breakdown, leverage
points, and coefficient of determination, the OLS is compared to other well-known robust estimation
methods. The coefficient of determination is a well-known measure of statistics' effectiveness. The Rsquare statistic indicates the model's goodness of fit and is defined as

𝑅2 =

𝑆𝑆𝑅𝑒𝑔
𝑆𝑆𝑒𝑟𝑟𝑜𝑟
=1−
𝑆𝑆𝑇𝑜𝑡𝑎𝑙
𝑆𝑆𝑇𝑜𝑡𝑎𝑙

This coefficient is used to compare the OLS method to robust regression estimates in linear
regression models (Gürünlü Alma 2011).
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3.2 Assumptions in Multiple Linear Regression
A multiple regression model is one that includes more than one regressor variable. We will
discuss the major assumptions we made in our study of regression analysis (Jie Ding Regina 2015) in
this section (Montgomery, Peck, and Vining 2021). Consider a collection of independent observations
(𝑥𝑖 , 𝑦𝑖 ) 𝑖 = 1,2, ⋯ , 𝑛 with specified relationship
𝑦𝑖 = 𝛼 + 𝛽𝑖 𝑥𝑖 + ⋯ + 𝜀𝑖
Where applicable, the following assumptions must be considered:
i.

𝑦𝑖 is the response variable in the ith observation/trial

ii.

𝑥𝑖 is the explanatory variable; it is either a constant or a random variable measured
without error. If 𝑥𝑖 is a random variable, it is assumed to be independently and
identically distributed with 𝐸(𝑥𝑖 ) = 0 and 𝜎 2 (𝑥𝑖 ) = 𝜎𝑥 2

iii.

The error terms are uncorrelated 𝑐𝑜𝑣(𝜀𝑖 , 𝜀𝑗 ) = 0, 𝑖 ≠ 𝑗.

iv.

The errors are normally distributed 𝑁(0, 𝜎 2 ).

3.3. The Model and Data Properties
The data sets are generated from the model 𝑦𝑖 = 𝛽0 + 𝛽𝑖 𝑥𝑖 + ⋯ + 𝜀𝑖 𝑖 = 1,2, ⋯ , 𝑛 . Two
models with distinct regression coefficients were considered. Model one's regression coefficients
include the following: 𝛽0 = 5, 𝛽1 = 1.2, 𝛽2 = 3 and the regression coefficients used in our second
model were as follows:𝛽0 = 0, 𝛽1 = −2, 𝛽2 = 0.5 . The errors are assumed to be independent that is
𝑁(0,1). Two explanatory variables were included in our data set : 𝑥1 and 𝑥2 . Independent sampling
is used to determine the explanatory variables where:
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𝑥1 is normal with a mean of 5 and a standard deviation of 2; 𝑁(5,2) and 𝑥2 is from a uniform
distribution on the interval (3,10). The sample data sets were generated with n=50 and n=200 as the
sample sizes. To move a specified number of good data points away from the line of best fit created
x-axis or y-axis outlier data. To simulate various types of outliers, outliers were placed in two distinct
locations. These data point placements represent outliers on both the x and y axes.
(2𝑥, 2𝑦, 𝜎; 4𝑥, 4𝑦, 𝜎) (Gürünlü Alma 2011).

3.4

Properties of Robust Regression
This section discusses two critical characteristics of robust estimators: breakdown and

efficiency. We will observe that an estimator's breakdown point is a practical consideration that should
be considered when selecting a robust estimation procedure. M-estimates, on average, perform poorly
in terms of breakdown point. This has resulted in the development of numerous additional alternative
procedures.

3.4.1 Breakdown Point
The finite-sample breakdown point is the smallest fraction of outlier data that renders the
estimator ineffective. The smallest possible breakdown point is 1/n, which means that a single
observation can significantly distort the estimator, rendering it useless to the regression model builder.
OLS has a breakpoint of 1/n.
M-estimates, like OLS, can be influenced by x-space outliers. As a result, the class of Mestimators has a breakpoint of 1/n. This has the potential to have a negative impact on their practical
utility, as it can be difficult to determine the extent to which the sample contains anomalous data. The
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majority of seasoned data analysts believe that the percentage of data contaminated by erroneous data
typically ranges between 1 and 10%. As a result, we generally want an estimator's breakdown point to
be greater than 10%. This resulted in the development of estimators with a high breakdown point
(Mahot et al. 2012).

3.4.2 Efficiency
Assume that a data set contains no significant errors, no influential observations, and that the
observations follow a normal distribution. If we use a robust estimator on such data, we want the
results to be nearly identical to those obtained with OLS, as OLS is the appropriate technique for such
data. The efficiency of a robust estimator can be calculated as the difference between the residual
mean square obtained using OLS and the residual mean square obtained using the robust procedure.
Clearly, we want this metric to be close to unity (Mahot et al. 2012).
The robust regression literature places a high premium on asymptotic efficiency, that is, the
efficiency of an estimator as the sample size n approaches infinity. While this is a useful concept for
comparing robust estimators, many practical regression problems require small to moderate sample
sizes (n 50, for example), and small-sample efficiencies are known to deviate significantly from their
asymptotic values. As a result, a model builder should be interested in the asymptotic behavior of any
estimator that may be used in a given situation, but not excessively so. What matters more practically
is the finite-sample efficiency, or how well a particular estimator performs with reference to OLS on
"clean" data with sample sizes consistent with those relevant to the problem at hand. The ratio of the
OLS residual mean square to the robust estimator residual mean square is used to define the robust

29
estimator's finite-sample efficiency, where OLS is applied only to clean data. Monte Carlo simulation
techniques are frequently used to evaluate the efficiency of finite-sample methods.

3.3.3 Bound Influence
The third desirable property, bound influence, is concerned with the outliers' location. Least
square estimation is more sensitive to observations outside the regressor or X-space region. The
objective of robust techniques in this regard is to limit the influence of these external factors.
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CHAPTER 4
THE SIMULATION STUDY: MONTE-CARLO EXPERIMENT
We use Monte Carlo simulation to compare the least square estimation method (LTS) to the
least trimmed square method, the M-estimation method (M-Huber (MH), M-Bisquare ), the MMestimation method, and the S-estimation method. R-programming software was used to implement
the code for data simulation and outlier generation. The following conditions were included in the
study: the number of explanatory variables, the density of outliers, and the location of outliers. For
model one and model two, the regression equations contained two explanatory variables. Two levels
made up the outlier location. We compared OLS with four robust regression techniques in each of
the data configurations. Comparing robust regression methods demonstrates the methods' sensitivity.

4.1 Design of the Simulation
Monte Carlo simulations were conducted using the following data generation procedures:
Obtain the error term (𝜀) using normal distribution (𝑛, 0, 𝜎). With two independent variables, 𝑥1
and 𝑥2 , we generate or model, where 𝑥1 follows a normal distribution with mean of 5 and standard
deviation of 2 and 𝑥2 follows a uniform distribution on the interval (3,10). Assume that for our
multiple regression model 1; 𝛽0 = 5, 𝛽1 = 1.2, 𝛽2 = 3 and for our second model 𝛽0 = 0, 𝛽1 =
−2, 𝛽2 = 0.5
We choose sample sizes of n=40 and 200 to test our robustness. This is then used to compare the
various robust estimation methods to the OLS method of estimation. Unless otherwise specified, all
simulation results are based on 1000 replications. All computations are performed using the R
programming language. The simulation methods are compared according to the parameters of the
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estimation method, their bias, and their mean square errors (MSE). When compared to the OLS's
mean square error for such robust methods.
𝑀𝑆𝐸 = 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 + 𝑏𝑖𝑎𝑠 2
where 𝛽̂ is the estimated value of 𝛽.
Note that that M-Huber (MH), M-Bisquare will be considered as the M-estimation method in this
thesis.

4.2 The Simulation Results
Table 4.1: Simulation Results for Model 1 (n=40) : 𝒚 = 𝟓 + 𝟏. 𝟐𝑿𝟏 + 𝟑𝑿𝟐 + 𝜺
n=40

Bias

Methods

MSE

𝛽0

𝛽1

𝛽2

𝛽0

𝛽1

𝛽2

OLS

-0.0153151

-0.0002159045

0.005659408

0.5378546

0.007319059

0.007286664

M.Huber

-0.01628664

0.003221223

0.00349592

0.5751602

0.007987689

0.007822238

M.Hampel

-0.00461234

0.0001776328

0.00382641

0.5481215

0.00757659

0.007328784

M.Bisquare

-0.01375804

0.00323443

0.003078885

0.5874095

0.008256744

0.007942047

MM

-0.1132297

0.02169234

0.0003542463

0.69084

0.007505807

0.008020623

S

-0.007047235

-0.004299584

0.00568654

0.6039657

0.007356631

0.008115886

LTS

0.009645489

0.01296552

-0.01141337

0.6963354

0.0103504

0.01068904

Table 4.2: Simulation Results for Model 1 (n=200) : 𝒚 = 𝟓 + 𝟏. 𝟐𝑿𝟏 + 𝟑𝑿𝟐 + 𝜺
n=200

Bias

Methods

MSE

𝛽0

𝛽1

𝛽2

𝛽0

𝛽1

𝛽2

OLS

0.03350267

0.003496928

-0.006702574

0.09369706

0.001464979

0.001027607

M.Huber

0.03140019

0.002621504

-0.005807035

0.09929329

0.001449985

0.001097519

M.Hampel

0.03369789

0.003162171

-0.006597805

0.09522133

0.001459326

0.001028739

M.Bisquare

0.03341481

0.002521672

-0.006066522

0.09941735

0.001450492

0.001090892

MM

-0.01211838

-0.001759227

0.002540681

0.08761645

0.00126444

0.0013697

S

0.01404632

0.001682625

-0.003320916

0.08152772

0.001533006

0.001079077

LTS

0.01468018

-0.006010253

0.001545999

0.1090522

0.001960299

0.001902686
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Table 4.3: Simulation Results for Model 2 (n=40) : 𝒚 = 𝟎 − 𝟐𝑿𝟏 + 𝟎. 𝟓𝑿𝟐 + 𝜺
n=40

Bias

Methods

MSE

𝛽0

𝛽1

𝛽2

𝛽0

𝛽1

𝛽2

OLS

-0.0153151

-0.0002159045

0.005659408

0.5378546

0.007319059

0.007286664

M.Huber

-0.01628664

0.003221223

0.00349592

0.5751602

0.007987689

0.007822238

M.Hampel

-0.00461234

0.0001776328

0.00382641

0.5481215

0.00757659

0.007328784

M.Bisquare

-0.01375804

0.00323443

0.003078885

0.5874095

0.008256744

0.007942047

MM

-0.1132297

0.02169234

0.0003542463

0.69084

0.007505807

0.008020623

S

-0.007047235

-0.004299584

0.00568654

0.6039657

0.007356631

0.008115886

LTS

0.009645489

0.01296552

-0.01141337

0.6963354

0.0103504

0.01068904

Table 4.4: Simulation Results for Model 2 (n=200) : 𝒚 = 𝟎 − 𝟐𝑿𝟏 + 𝟎. 𝟓𝑿𝟐 + 𝜺
n=200

Bias

Methods

MSE

𝛽0

𝛽1

𝛽2

𝛽0

𝛽1

𝛽2

OLS

0.03350267

0.003496928

-0.006702574

0.09369706

0.001464979

0.001027607

M.Huber

0.03140019

0.002621504

-0.005807035

0.09929329

0.001449985

0.001097519

M.Hampel

0.03369789

0.003162171

-0.006597805

0.09522133

0.001459326

0.001028739

M.Bisquare

0.03341481

0.002521672

-0.006066522

0.09941735

0.001450492

0.001090892

MM

-0.01211838

-0.001759227

0.002540681

0.08761645

0.00126444

0.0013697

S

0.01734591

0.001840418

-0.003875267

0.0805138

0.001528343

0.001050835

LTS

0.01468018

-0.006010253

0.001545999

0.1090522

0.001960299

0.001902686

4.3 Summary and Conclusions from Simulation Results
The simulation results was run for two sample sizes: a sample size (n=40) and a large sample size
(n=200). For small sample sizes, the robust regression models are preferred when dealing with bias
coefficients for both models( with the M. Hampel estimator being most efficient), whereas when
dealing with MSE coefficients, the OLS model is preferred ( most efficient since it has a lower
MSE).For larger sample sizes, the robust regression models is preferred when dealing with
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𝛽0 and 𝛽1 biased coefficients (more efficient for the M Hampel estimator) while 𝛽2 biased coefficients works well
with the OLS model. Similarly, when dealing with MSE coefficients, the robust regression models are preferred for
𝛽0 and 𝛽1 coefficients while OLS model is preferred for 𝛽2 coefficients.
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CHAPTER 5
APPLICATION TO REAL DATA
Robust regression estimators' numerical output can be represented numerically using real data.
The case study of triglycerides is used to develop an algorithm for weighting multiple linear regression
and to compare three models: multiple linear regression (model 1), weighted least square by standard
deviation (model 2), and weighted least square by variance (model 3). The models are estimated using
four different robust methods: M-estimation, Least Trimmed Square estimation, S-estimation, and
MM-estimation. This case study makes use of the SAS programming language. The data set consists
of 39 observations and nine variables. Table 5.1 contains a description of the data.

5.1 Variables
Table 5.1 Description of Variables
DESCRIPTION OF THE VARIABLES
VARIABLES

CODE

DESCRIPTION

Triglycerides

Y

Triglyceride’s level of patients (mg/dl)

Weight

X1

Weight

Total Cholesterol

X2

Total cholesterol of patients (mg/dl)

Proconvertin

X3

Proconvertin

Glucose

X4

Glucose level of patients (mg/dl)

Hdl-Cholesterol

X5

High density lip protein cholesterol (mg/dl)

Hip

X6

Hip circumference (cm)

Insulin

X7

Insulin level of patients (IU/ml)

Lip

X8

Taking lipid lowering medication (0=no, 1=yes)

Source: (Ahmad, Shafiq Ansari, and Ahmad 2013)
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1.

We follow the following procedures to accomplish the research objectives.

2. The first step is to narrow down the data set to those that have a significant effect on triglyceride
levels. The following step is to model a linear regression model and run the regression to obtain
the residuals.
3. Comparison of robust regression estimates obtained in step 1 using the multiple linear regression
model.
4. Calculate the Residuals in their Absolute and Squared Forms
5. Conduct a Regression Analysis Calculate the Absolute and Squared Residuals in order to obtain
an estimate of the standard deviation and variance.
6. Calculate the Weight Using the Standard Deviation and Variances Estimated
7. Conduct a Weighted Least Squares Analysis Using the Weighted Standard Deviation Estimated.
8. Conduct a Weighted Least Squares Analysis Using the Weighted Variances Estimated.
9. Conduct Robust Regression, comparing four different estimation methods: LTS, M, MM, and
S-Estimation For Weighted Least Squares Using Estimated Standard Deviation-model 2.
10. Conduct a Robust Regression, comparing four different estimation methods: LTS, M, MM, and
S-Estimation For Weighted Least Squares Using Estimated Variances-model 3.

5.2 Results
Table 5.2 summarizes the results of the multiple regression analysis performed on the original
data. As can be seen from the table, variables X4 and X are highly significant in the data, as their p
values are less than 0.05. The parameter estimates for weighted multiple linear regression are given in
Table 5.3. According to table 5.3, X1, X4, and X7 are significant for the weighted least square standard
deviation, while X4 and X7 are significant for the weighted least square by variance.
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Table 5.2 : Parameter Estimates for the Original Data.
Variables
Parameter Estimates
Standard Error

P value

Intercept

-86.56544

102.93662

0.4070

X1

-1.08598

0.95288

0.2634

X2

-0.06448

0.21973

0.7712

X3

0.61857

0.36615

0.10502

X4

1.10882

0.33989

0.0028

X5

-0.52289

0.57119

0.3673

X6

0.81327

1.38022

0.5601

X7

2.77339

1.25026

0.0343

X8

22.40585

14.51449

0.1331

Table 5.3: Parameter Estimates for Weighted Multiple Regression
Weight Least Square MLR ( SD)
Weight Least Square MLR (V)
Variables

Parameter

Standard

Estimate

Error

Parameter

Standard P value

Estimate

Error

-150.25787

90.05385

0.1056

-139.33900

90.60374

0.1353

X1

-1.30694

0.59423

0.0357

-1.19482

0.68833

0.0936

X2

-0.01586

0.17670

0.9291

0.05784

0.19730

0.7716

X3

0.44460

0.35706

0.2227

0.36626

0.44452

0.4169

X4

0.89106

0.38240

0.0267

1.01359

0.37253

0.0111

X5

-0.23352

0.44853

0.6064

-0.24328

0.52342

0.6457

X6

1.74405

1.10677

0.1256

1.35688

1.20057

0.2680

X7

2.81731

1.29607

0.0377

3.17543

1.31793

0.0228

X8

16.87506

10.34963

0.1135

15.78743

12.16151

0.2048

Intercept

P value
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Figure 5.1: Fit Diagnostics for Y
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Figure 5.2: Fit Diagnostics for Y-Weighted Least Square Standard Deviation
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Figure 5.3: Fit Diagnostics for the Weighted Least Square using Variance

We will examine the mean square errors or calculate the square root of the mean square error
from the diagnostic plots above in order to determine the model's absolute fit to the data and the
degree to which the data points match the model predicted values. When examining the diagnostic
plots, a lower MSE indicated a more accurate fit. MSE for weighted least squares by variance is less
than that for weighted least squares by standard deviation (MSE=1.7202) and multiple regression
(MSE = 1323.6). In comparison to the plots in figures 5.1 and 5.2, the diagnostic fit of weighted
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standard deviation multiple regression in figure 5.2 produces a higher R-square value. A greater Rsquare value indicates a more accurate model and a better fit of the data to the model.
Table 5.4 Comparison of the Models using Robust Methods
Model 1
Model 2
Method
Outlier Leverage
𝑹𝟐 Outlier Leverage
𝑹𝟐

Model 3
Outlier Leverage

𝑹𝟐

M

0.0000

0.2051

0.4662 0.0769

0.2051

0.5761 0.1622

0.1892

0.5090

LTS

0.1282

0.2051

0.7289 0.1282

0.2051

0.7289 0.1351

0.1892

0.7032

S

0.0000

0.2051

0.5230 0.0000

0.2051

0.6079 0.0000

0.1892

0.5232

MM

0.0000

0.2051

0.4602 0.0000

0.2051

0.5843 0.0000

0.1892

0.5214

Table 5.4 compares four different robust estimation methods: multiple linear regression
(model 1), weighted least squares with standard deviation (model 2), and weighted least squares with
variance (model 3). (M estimation, LTS estimation, S estimation and MM estimation). In comparison
to the other robust estimation methods, LTS estimation has a high R-square in the three models. The
S estimation method also has a higher -square than the MM and M estimation methods, but the MM
is more efficient and better at generating outliers than the M estimation method. Because the M
estimation method is not robust against high leverage points, it should be used only in situations where
high leverage points are not present; otherwise, we can use the MM estimation method.

5.3 Conclusion
We discussed how to compare the OLS estimation method to the M-estimation method
(Huber-estimation method, M.Hampel-estimation method, M.Bisquare-estimation method), the Sestimation method, the LTS-estimation method, and the MM-estimation method. In the presence of
outliers, using the robust estimation method tends to improve efficiency and reduce bias in
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comparison to using classical estimation methods. MM is more efficient than the S method and
performs better in generating outlier-generated error distributions. Because the M-estimator is not
robust against high leverage points, it should be used only in situations where high leverage points are
not present; however, we can also use the MM estimation method. According to the results of our
Monte Carlo simulation, the best method for estimation is the MM method.
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APPENDICES

Appendix One

R CODES FOR MONTE CARLO SIMULATION
#set.seed(13436962)
set.seed(13449499)
#monte carlo simulation
n <- c(40,200) #sample size
m <- 100 #number of simulation iterations
betaMatrix <- matrix(NA,100,3)
listMSE <- c()
for(i in 1:2)
{
x1 <- rnorm(n=n[i],mean = 5, sd =2)
x2 <- runif(n=n[i],min = 3,max = 10)
for(j in 1:m){
#simulate the error term m=100 times...
error <- rnorm(n = n[i], mean =0,sd = 1)
y <- 5 + 1.2*x1 + 3*x2 + 0.30* error
#y<- 0 + -2*x1 + 0.5*x2 + error
#lm.out <- lm(y~x1+x2) # OLS ESTIMATOR
#plot(lm.out)
library(MASS)
#lm.out <- rlm(y~x1+x2,method="M",psi= psi.huber) # M.Huber Method
#lm.out <- rlm(y~x1+x2,method="M",psi= psi.hampel)# M.Hampel Method
#lm.out <- rlm(y~x1+x2,method="M",psi= psi.bisquare)# M.Bisquare Method
lm.out<- rlm(y~x1+x2, method = "MM") #MM-Estimator
library(robustbase)
#lm.out<- ltsReg(y~x1+x2, method = "lts") #lts-Estimator
#lm.out <- lmrob(y~x1+x2,init="S") # S-estimator
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#lm.out <- lmrob(y~x1+x2,init.S="MS")# MM based initials of coefficient S -estimator
betaMatrix[j,] <- lm.out$coefficients
mysummary <- summary(lm.out)
listMSE[j] <- mysummary$sigma^2 #get MSE per iteration
}
beta_mean <- apply(betaMatrix,2,mean)
estimation_bias <- beta_mean - c(5,1.2,3)
#estimation_bias <- beta_mean - c(0,-2,0.5)
beta_var <- apply(betaMatrix,2,var)
beta_mse <- estimation_bias^2 + beta_var
cat("Sample size = ",n[i],"\n")
cat("beta_mean

=

",beta_mean,"\nestimation_bias

=

",estimation_bias,"\nbeta_var

",beta_var,"\nbeta_mse = ",beta_mse,"\nModel MSE = ",mean(listMSE))
cat("\n\n")
}

=
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Appendix Two
SAS CODES FOR APPLICATION TO REAL DATA
Title ‘Alternative Modeling on Weighting Multiple linear regression’;
Data hospital;
input Y X1 X2 X3 X4 X5 X6 X7 X8;
Datalines;
168 85.77 209 110 114 37 130.0 17 0
304 58.98 228 111 153 33 105.5 28 1
72 33.56 196 79 101 69 88.5 6 0
119 49.00 281 117 95 38 104.2 10 1
116 38.55 197 99 110 37 92.0 12 0
87 44.91 184 131 100 45 100.5 18 0
136 48.09 170 96 108 37 96.0 13 1
78 69.43 163 89 111 39 103.0 8 0
223 47.63 195 177 112 39 95.0 15 0
200 55.35 218 108 131 31 104.0 33 1
159 59.66 234 112 174 55 114.0 14 0
181 68.97 262 152 108 44 114.5 20 1
134 51.49 178 127 105 51 100.0 21 0
162 39.69 248 135 92 63 93.0 9 1
96 56.58 210 122 105 56 103.4 6 0
117 63.48 252 125 99 70 104.2 10 0
106 66.70 191 103 101 32 103.3 16 0
120 74.19 238 135 142 50 113.5 14 1
119 60.12 169 98 103 33 114.0 13 0
116 36.60 221 113 88 60 94.3 11 1
109 56.40 216 128 90 49 107.1 13 0
105 35.15 157 114 88 35 95.0 12 0
88 50.13 192 120 100 54 100.0 11 0
241 56.49 206 137 148 79 113.0 14 1
175 57.39 164 108 104 42 103.0 15 0
146 43.00 209 116 93 64 97.0 13 0
199 48.04 219 104 158 44 97.0 11 0
85 41.28 171 92 86 64 95.4 5 0
90 65.79 156 80 98 54 98.5 11 1
87 56.90 247 128 95 57 106.3 9 0
103 35.15 257 121 111 69 89.5 13 0
121 55.12 138 108 104 36 109.0 13 0
223 57.17 176 112 121 38 114.0 32 0
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76 49.45 174 121 89 47 101.0 8 0
151 44.46 213 93 116 45 99.0 10 1
145 56.94 228 112 99 44 109.0 11 0
196 44.00 193 107 95 31 96.5 12 0
113 53.54 210 125 111 45 105.5 19 0
113 35.83 157 100 92 55 95.0 13 0
;
Run;
ods rtf file='result_ex1.rtf' ;
/* This first step is to make the selection of the data that have a
significant impact on triglyceride levels. The next step is to perform
the procedure of modeling linear regression model and run the regression
to get the residuals*/
proc reg data= hospital;
model Y = X1 X2 X3 X4 X5 X6 X7 X8;
output out=work.pred r=residual;
run;
/* comparison of the model-multiple linear regression*/
proc robustreg data= hospital;
model Y = X1 X2 X3 X4 X5 X6 X7 X8/ diagnostics leverage;
output out=work.pred r=residual;
run;
ods graphics on;
proc robustreg method=lts data= hospital;
model Y = X1 X2 X3 X4 X5 X6 X7 X8/ diagnostics leverage;
output out=work.pred r=residual;
run;
ods graphics off;
proc robustreg method=s data= hospital;
model Y = X1 X2 X3 X4 X5 X6 X7 X8/ diagnostics leverage;
output out=work.pred r=residual;
run;
proc robustreg method=mm data= hospital;
model Y = X1 X2 X3 X4 X5 X6 X7 X8/ diagnostics leverage;
output out=work.pred r=residual;
run;
/* Compute the Absolute and Squared Residuals*/
data work.resid;
set work.pred;
absresid=abs(residual);
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sqresid=residual**2;
/* Run a Regression Compute the Absolute and Squared Residuals to Get
Estimated Standard Deviation and Variances*/
proc reg data=work.resid;
model absresid=X1 X2 X3 X4 X5 X6 X7 X8;
output out=work.s_weights p=s_hat;
model sqresid=X1 X2 X3 X4 X5 X6 X7 X8;
output out=work.v_weights p=v_hat;
run;
/* Compute the Weight Using Estimated Standard Deviation and Variances*/
data work.s_weights;
set work.s_weights;
s_weight=1/(s_hat**2);
label s_weight = "weights using absolute residuals";
data work.v_weights;
set work.v_weights;
v_weight=1/v_hat;
label v_weight = "weights using squared residuals";
/* Do a Weighted Least Squares Using the Weight from the Estimated
Standard Deviation*/
proc reg data=work.s_weights;
weight s_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8;
run;
/* Do a Weighted Least Squares Using the Weight from the Estimated
Variances*/
proc reg data=work.v_weights;
weight v_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8;
run;
/* Do Robust Regression, a Four Estimation Method to compare which are
LTS, M, MM and S-Estimation For Weighted Least Square using estimated
Standard Deviation-model 2*/
proc robustreg data=work.s_weights;
weight s_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8 / diagnostics leverage;
run;
proc robustreg method=lts data=work.s_weights;
weight s_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8 / diagnostics leverage;
run;
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proc robustreg method=s data=work.s_weights;
weight s_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8 / diagnostics leverage;
run;
proc robustreg method=mm data=work.s_weights;
weight s_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8 / diagnostics leverage;
run;
/* this gives the plot for leverage and outliers for the lts method*/
ODS GRAPHICS ON;
proc robustreg method=lts data=work.s_weights PLOTS=ALL;
weight s_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8 /
leverage(opc mcdinfo) diagnostics;
run;
ODS GRAPHICS OFF;
/* Do a Robust Regression, a Four Estimation Method compare which are
LTS, M, MM and S-Estimation For Weighted Least Square using estimated
Variances-model 3*/
ods graphics on;
proc robustreg data=work.v_weights;
weight v_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8 / diagnostics leverage;
run;
proc robustreg method=s data=work.v_weights;
weight v_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8 / diagnostics leverage;
run;
proc robustreg method=LTS data=work.v_weights;
weight v_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8 / diagnostics leverage;
run;
/* this gives the plot for leverage and outliers for the lts method*/
ODS GRAPHICS ON;
proc robustreg method=lts data=work.v_weights PLOTS=ALL;
weight v_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8 /
leverage(opc mcdinfo) diagnostics;
run;
ODS GRAPHICS OFF;
proc robustreg method=mm data=work.v_weights;
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weight v_weight;
model Y = X1 X2 X3 X4 X5 X6 X7 X8 / diagnostics leverage;
ods graphics off;
run;

