Modern robotics applications are becoming more complex, due to increasing numbers of resources to be controlled. An excellent example of this is the use of active vision in tasks which previously relied solely on static imaging. Although there are many advantages of active over passive vision [1, 2] , it is known that the control of active vision devices (AVD's) is both complex and computationally intensive, as the AVD combines perception and action using multiple sensors and actuators.
Introduction
Modern robotics applications are becoming more complex, due to increasing numbers of resources to be controlled. An excellent example of this is the use of active vision in tasks which previously relied solely on static imaging. Although there are many advantages of active over passive vision [1, 2] , it is known that the control of active vision devices (AVD's) is both complex and computationally intensive, as the AVD combines perception and action using multiple sensors and actuators.
In order to meet the computational demands of such systems and to support distributed sensors and actuators, multiple processors may be required. A distributed, realtime architecture is needed to provide required processing while meeting application-specified timing constraints. Missing a deadline in such a system can lead to high-cost consequences; for example, when autonomous robots handle radioactive materials or when human life is involved. Therefore, services offered must be available and provide guarantees despite the occurrence of faults (fault tolerance). In particular, for real-time systems, fault tolerance techniques must guarantee that timing constraints are met, in addition to functional correctness. For this reason, fault tolerance in real-time robotic environments is a difficult problem to overcome.
In this paper, we present a distributed real-time architecture which provides the ability to combine the perceptive capabilities of active vision with the active capabilities of other robotic devices as well as several levels of fault tolerance. We present a complex task in satellite retrieval and show how the architecture can provide solutions both for the task 's real-time requirements and fault tolerance. Before describing our new approach, we briefly review, in the next section, representative work related to this paper.
Related Work
In recent years, active vision has become an area of intensive research. Active vision, which was first introduced in [2] and later explored in [1] and [3] , requires explicit control of the sensory system to improve robustness and eliminate ill-posed conditions. It has been shown that by actively controlling the vision system, many classic computer vision problems become easier to solve [1] .
Although many researchers have looked into problems of combining perception and action at the micro level of the active vision device, relatively little work has been done in integrating active vision into more complex systems. In [4] , Crowley and Christensen discuss a sophisticated architecture and system called 'VAP/SAVA' for the integration and control of a real-time active vision system. Their architecture was designed as a continuously operating process, but does not provide tolerance to faults. It is mainly a hardware approach to real-time imaging.
Fault tolerance has been extensively studied for many general-purpose applications. All of these techniques have a common element: redundancy. Several concepts developed for the support of general-purpose fault tolerance can be adapted to execute in real-time environments. This is the case with broadcast and multicast communication primitives [5] and group memberships when managing replicated procedure calls [6, 7] as well as error detection in both control flow errors [8] and functional errors [9] .
Fault-tolerance research in real-time environments has mostly been addressed in a static way [10] , by using hardware replicas [11, 12] or software alternatives [13] . A hybrid system [14, 15] combines hardware redundancy with the ability to distribute computations, but still lacks in flexibility. Fault-tolerant techniques are essential for successful missions [16] .
Some recent work dealing with fault tolerance in robotics has been carried out by several researchers. At the system level, fault tolerance is researched in [17] , where Tso et al. discuss a control system in which system-level fault tolerance is integrated with task-level handling of uncertainties and unexpected events. Visinsky et al. [18] present a layered fault-tolerance framework which provides fault tolerance at the servo, interface and supervisor layers. Their work makes use of analytical redundancy, where measured system outputs are compared with the corresponding expected outputs derived from a model of the system behavior. Our work differs from the above in that we present a practical architecture which integrates the aspects of real-time, multi-level fault tolerance, and the ability to control multiple active vision and robotic devices. To the best of our knowledge, real-time fault tolerance in active vision systems has not yet been addressed.
Model of computation
Many systems focus on a single type of redundancy, such as replicated hardware. However, a comprehensive framework to combine different types of redundancy according to user needs is lacking. In previous work we have developed a scheme that addresses task-and application-level fault tolerance [19] . At the task level, individual tasks have associated monitors that perform error detection and reporting, as well as some error handling. These monitors report to higher-level monitors that maintain more sematic information and are able to broaden the fault coverage. At each monitoring level there is an error handler (EH) associated with the monitor which performs the error-handling actions. At the application level tasks are replicated and interconnected, creating a resilient application. The number of replicas created depends on the criticality of the application and of the individual tasks. Although there are no assumptions on the relative speed of the replicas, they may execute concurrently to minimize the error-detection and recovery latencies.
In addition to task-and application-level fault tolerance, a new approach for achieving fault tolerance at the system level, scenario changes [20] , defines a mechanism by which the guarantees of applications accepted for execution may be revoked in a controlled fashion. It encompasses reconfiguration (i.e. redistribution of applications in the resources of the system), load-shedding, which address a single form of recovery, timing faults or transient overloads, and exception handling, such as in Stoyenko's seminal work [21] . The implementation of such scenario-switching techniques is done transparently to the user.
Architecture
Complex perception-action robotic applications, which integrate the perceptive capabilities of active vision with the active capabilities of a variety of robotic devices, demand sophisticated architectures. We must view perception and action on a micro level, looking only at the AVD as it must operate in an independent perception-action cycle to control its own movements. At the macro level, the information provided by the AVD is used to drive the actions of the other robotic devices. In this section we introduce the general architecture used in our work, which addresses both micro and macro levels in a unified manner.
In Section 4 we discuss how fault tolerance is added to the general architecture, using the scenario changes mechanism [20] .
The control of robotic devices is typically divided into three levels: high, medium and low. Figure 1(a) depicts the relationship among these three levels.
While this hierarchy is appropriate for devices such as manipulators, it is insufficient for the active image processing and composition of active vision routines required by active vision. In order to modularize these various levels of processing, we propose that, in the case of AVD's, two As shown in Figure 1 (b), the low level is responsible for providing pre-attentive image processing. The AIPL performs filtering and fusion to provide data to the set of attentive routines found in the AVIL. The AVIL in turn is responsible for composing the higher level attentive routines, according to changing requirements, and also for compensating system delays. In our implementation, all three of these levels are accessible from the command interface at the medium level, facilitating development and simulation.
The basic architecture used in this work provides a logical instantiation of the augmented control hierarchy of Figure 1 (b). The physical instantiation will be presented later. The basic architecture provides both an interactive user interface/development component and a real-time component: the host and target machines, respectively, which can be seen in Figure 2 . By the nature of the different speed requirements necessary for interactive processing on the host machine and real-time processing on the target machines, these components are decoupled. The non-realtime interactive and developmental components of the architecture are separated from a low-level target module which uses hardware software applicable to real-time activities. Communications between the two components is implemented as message passing, using a well-defined protocol.* On the target machine, the target server T receives messages from the host server H and uses the messages to update shared target machine local variables which are then interpreted by other target processes. The Active Image Processing process (AIP) is responsible for data filtering and fusion. The AV-integration process (AVI) is responsible for compensating system delays and composing higher-level attentive active vision processes into continuously running perception-action processes. The motion control process (MOT) provides servo control to the robotic actuators. Vision processes (VIS) carry out the pre-attentive image processing, while the (LNS) processes provide lens control.
AVI is implemented using the Robot Schemas (RS) notation introduced by Lyons [23] . RS provides a language for specifying process concurrency and captures the temporal and structural dependencies required to implement complex perception tasks. One of the novel features of our architecture is the inclusion of AVI on both the host and target machines. By distributing RS, we provide mechanisms for both rapid prototyping (when the AVI module on the host machine is used offline) and experimentation purposes (when the AVI modules on the target machines execute in real-time).
Composition of primitive routines into complex activities is achieved by traversing a parse tree built from an expression in RS notation. For instance, target location is represented by the parse tree shown in Figure 3 . The application of object recognition on an AVD such as a stereo robotic head is composed of the tasks of peripheral motion detection followed by fixation on the object creating the detected motion and recognition of the fixated object to determine if it is of interest. The target location example above illustrates the RS operators of sequential composition (;), concurrent composition (|) and synchronous recurrent * The interactive/development facilities of the architecture will not be discussed here. A thorough discussion of this component can be found in [22] . composition (:;). We call a set of executing applications a scenario. The transition from one scenario to another can be implemented by the termination of one tree and the execution of another. A computing system executes exactly one scenario at a time. For example, an AVD consisting of a camera mounted on a robotic arm trying to intercept a moving target may consist of four major scenarios, namely target location, tracking/interception, recovery and contingency. † Our implementation of the interface facilities provides users with a standard interface to robotic manipulators, dextrous robotic hands, and AVDs. Each device is controlled by a real-time target machine configured and connected to the device. Figure 4 (a) illustrates the configuration of the full architecture when multiple devices are being controlled (a robotic manipulator, a stereo robotic head, and a dextrous robotic arm), and Figure 4 (b) illustrates the target machine configured for the stereo robotic head. Each device in our system is connected to a target machine similar to the one discussed above but configured for the particular device connected, as shown in Figure 4 (a).
Approach
Since several applications may be controlled by a single target system, in order to comply with the deadlines of tasks, we need to make sure that the target systems will not be overloaded with computations. To verify the feasibility of the schedules generated, we use a real-time scheduling algorithm, such as Rate Monotonic (RM) [24] , Earliest Deadline First (EDF) [24] , or time-line-based algorithms [25] .
The EDF or RM algorithms check whether a set of periodic tasks meets deadlines, according to the utilization of the task set. Consider a task set T = {t 1 , t 2 , …, t n } with execution requirements c 1 , c 2 , …, c n and periods p 1 , p 2 , …, p n . The utilization of task i is defined as the percentage of CPU needed for the task to execute, that is: U i = . A task set can be scheduled within their deadlines if the following relation holds:
In our implementation we use the RM method for the control of such applications, since there are few levels of priority needed in this system.* Each of the target systems implement RM to verify the feasibility of the tasks submitted to it. Note, however, that the general approach is the same, regardless of the scheduling algorithm used.
In addition to guaranteeing timely execution, we provide redundancy at different levels of the system, in order to be able to tolerate different types of faults. This means that the fault model is more flexible than if a single type of fault tolerance were being used. We allow, for example, one or more actuators to fail, one or more of the subcomponents of the target machines to fail, and so on.
The basic architecture described earlier was used to obtain a fault-tolerant architecture, shown in Figure 5 . This architecture provides fault tolerance at several levels. Using the language of [20] , fault tolerance at the unit level is provided by replicating device hardware (for example, multiple vision boards) as we will see in the example later in the paper. At the application level, fault tolerance is provided by replicating the hardware and software of the target machine. Here, faults related to processing unit failure including CPU, vision card, motor drivers, etc., can be tolerated. At the system level, fault tolerance is achieved by replicating the hardware and software components so that failure of a host machine does not prohibit continued system execution.
As mentioned above, the AVIs in the target machines parse and execute the trees for AVI implementation. After an output is generated, the target machines exchange information about the generated output in order to verify that all replicated target machines for a device computed the same values. This is done by the voter, which produces a unique message from those that it receives and sends a single message to the AVD/actuator. The voter also determines if a fault has occurred in one of the target modules. It is the responsibility of the voter to determine which (if any) of the target modules has failed, and to perform appropriate system reconfiguration in such an event. Failure criteria include timeouts and differing input from duplicate target modules.
The voter can be located in several physical locations, namely in the actuator, in a separate machine, or implemented in a distributed fashion among all the target systems. It is important to note that the different options present different overheads, advantages and disadvantages. For example, the centralized voter residing in one of the target machines becomes a bottleneck for the voting procedure and represents a single point of failure (if that particular target machine fails, the entire scheme fails, since there is no output message to the AVD/actuator). To solve these problems, one can locate the voter inside the AVD/actuator, but this requires either modifying the hardware or modifying the software at the AVD/actuator, neither of which is simple or cheap to achieve.
Experimental Configuration
Our experimental configuration consists of an active vision head with four degrees of freedom (shown in Figure 6(a) ), an AdeptOne robot arm (depicted as the docking vehicle on the left part of Figure 6 (b)) with a camera mounted on it, and a satellite being held by a Scorbot-ER-9 robot arm (on the right part of Figure 6(b) ). The entire configuration is shown in Figure 6 (c).
The docking vehicle attempts to intercept the moving satellite by adjusting its position according to satellite motion information provided by the camera mounted on the arm. Additionally, the active vision head provides information to help guide the docking process by evaluating the satellite's trajectory. As a result of the satellite's motion and due to the nature of the control application, deadlines are imposed on each of the tasks that must be carried out.
Let us assume that in the operation of such a docking procedure there are fourteen scenarios, namely target location, long-range tracking/docking, close-range tracking/ docking, interception and several scenarios for recovery/ contingency.
Let A i be a scenario composed of a set of applications (denoted by numbers, described in Table 1 ) and ⇒ define the transitions between scenarios. The symbols '+' and 'Ϫ' following the applications indicate varying times required to perform the same activity with varying quality: more and less accuracy, with more or less CPU required, respectively. Typically, the more important tasks will be carried out by '+' applications and the less important by 'Ϫ' applications. The symbol '++' indicates extra time with diminished accuracy, due to the hardware incompatibility. Figure 7 (a) shows the sets of applications in each scenario as well as the transitions from one scenario to the next. Since these applications are extremely compute-intensive, they run in parallel in a dual-CPU system (hence the two sets of applications). Figure 7 (b) summarizes the CPU utilization of the various scenarios.
In the target location scenario (A 1 ), the head is executing a motion detection procedure. When a moving target is detected, the verification procedure is run and a saccade is invoked; therefore, this scenario consists of applications {1, 2, 3}. A scenario change is triggered when the satellite is fixated, moving to the long-range tracking/docking scenario (A 2 ). This is an example of changes that include total reconfiguration of the task sets being executed: {1, 2, 3} ⇒ {4+, 7}{5+, 6}. In this scenario and the next (short-range tracking/docking (A 3 )), four tasks are being executed: smooth pursuit, docking, trajectory estimation and time-tocontact. Smooth pursuit is used by the head to track the satellite and improve satellite trajectory estimation. The camera mounted on the AdeptOne computes the needed information to control the arm for the docking procedure, while time-to-contact measures the time until contact with the satellite is made. Long-range tracking/docking is, in effect, from the time the satellite is recognized and fixated upon until the timeto-contact module determines that the distance from the docking vehicle to the satellite is less than some threshold (70 cm in our experiments), at which point a scenario change is triggered to short-range tracking/docking (A 3 ). While the distance between the docking vehicle and the satellite is greater than threshold, trajectory estimation plays a greater role in the control of the system, as we are positioning the docking vehicle relative to the satellite. Therefore, we use high-quality algorithms (in terms of accuracy) for smooth pursuit and trajectory estimation. Once the distance to the satellite drops below the threshold, the results of the docking and time-to-contact modules become more important than trajectory estimation, as the trajectory should not change too much, but we need high accuracy in the time-to-contact computations because the distance from the satellite is very small and errors can be catastrophic (i.e. overshooting and hitting the satellite). For this reason, tracking/docking has been divided into two scenarios, long-range and short-range.
FAULT-TOLERANT REAL-TIME ACTIVE VISION
The last normal scenario change occurs in the case in which the time-to-contact approaches 0: the system changes to the interception scenario (A 4 ). However, we must also consider that several faults can occur in the system: each of the boards in the target systems can fail, or each of the cameras can fail. Therefore, in what follows we examine the different scenarios that are reached when each of these faults occur.
If a vision board in one of the target machines fails, the system must adapt to the new situation and may need to gracefully degrade the quality of its services. This can be implemented with scenario changes: {4+, 7}{5+, 6} ⇒ {4+, 5, 6-, 7-} (i.e. A 2 ⇒ F 3L ) in the case of board failure, while in the long-range tracking/docking scenario, and {4, 6+}{5+, 7} ⇒ {4-, 5-, 6, 7} (i.e. A 3 ⇒ F 3s ) when board failure occurs while in the short-range tracking/docking scenario. Note that in this case the graceful degradation also includes reconfiguration, since all applications will run on a single vision board. In this situation, since there is a single non-failed board, the procedures are less accurate but will be able to complete their required tasks (probably in a longer time interval or with more tries). If the failed component is replaced and/or fixed, the scenarios again change from recovery to tracking/interception, that is, {4+, 5, 6-, 7-} ⇒ {4+, 7}{5+, 6} (i.e. F 3L ⇒ A 2 ), or {4-, 5-, 6, 7} ⇒ {4, 6+}{5+, 7} (i.e. F 3S ⇒ A 3 ), which represents the reallocation of tasks.
In the case that a camera fails, there are several possible cases:
(i) Arm camera fails. In this case, since the docking procedure needs to be carried out with guidance from the head, more computationally intensive procedures must be executed (with only information from head cameras). If the arm camera fails while in long range-tracking and docking, we use the applications 4 + + and 7 +, instead of 4 + and 7. In the case of arm camera failure while in short-range tracking and docking, we would like to use applications 5+ and 6 + +. However, these applications have a utilization of 86.0%, which exceeds the limit for the RM scheduling algorithm. Therefore, we must reconfigure the application allocation. In this case, we would use scenario {4+, 6 + +}{5+, 7}. (ii) Arm camera fails, and application degradation and duplication are performed. In this case, the user wants the extra ability of tolerating more faults, such as the failure of one of the vision boards. Therefore, if failure occurs while in long-range tracking and docking, a degraded mode is entered, with scenario {4, 5, 6, 7-}{4, 5, 6, 7-}. That is, smooth pursuit and trajectory estimation are done using less accurate algorithms or lower sampling rates. The same holds for the time-tocontact procedures: the head camera tries to guide the docking procedure based on a sideways view, using the 6+ algorithm. Therefore, if failure occurs while in short-range tracking and docking, we enter the scenario {4-, 5, 6+, 7-}{4-, 5, 6+, 7-}. The scenario is duplicated in both vision boards allowing for tolerance of the failure of one of the vision boards. (iii). Head camera fails. This situation is analogous to case 1; however, the head camera rather than the arm camera fails. In this case, since trajectory estimation needs to be carried out with guidance from the arm camera, more computationally intensive procedures must be executed (with only information from the arm camera). If the head camera fails while in long-range tracking and docking, we use the applications 4 + + and 7+, instead of 4+ and 7. In the case of arm camera failure while in short-range tracking and docking, we would like to use applications 5+ and 6 + + However, these applications have a utilization of 86.0%, which exceeds the limit for the RM scheduling algorithm. Therefore, we must reconfigure the application allocation. In this case, we would use scenario {4+, 6 + +}{5+, 7} (iv) Head camera fails, and application degradation and duplication are performed. This case is similar to case 2. The new duplicated scenario will be {4+, 5-, 6-,7}{4+, 5-, 6-, 7} if failure occurs: while in longrange tracking and docking. Similarly, the new duplicated scenario will be {4-, 5, 6+, 7-}{4-, 5, 6+, 7-} if failure occurs while in short-range tracking and docking. Here, time-to-contact is done less accurately through the arm-mounted camera in order to use the resources to execute the trajectory estimation. The docking process requires more computational power, since the input is received from the arm-mounted camera.
Experiments
The goal of our experiments is to verify the effectiveness of our architecture. To show this, we have implemented the experimental configuration described earlier.
In what follows, we describe how we have implemented on our architecture four techniques for performing smooth pursuit and docking) as well as two techniques for computing timeto-contact. Each module was analysed in terms of execution time and quality. With respect to fault tolerance, we check the accuracy of the different scenarios. We tested the scenarios for graceful degradation in terms of the accuracy of the modules involved and timing analysis for scenario switching. In the following subsections we will discuss our experiments in more detail. We begin with a detailed description of our experimental platform.
Experimental platform
All experiments conducted for this work were performed at the Intelligent Systems Laboratory at the Israel Institute of Technology -Technion (ISL). The architecture used in the ISL consists of two PC's: one a Pentium and the other a 486. Each PC contains an image processing card. The Pentium is used to control the TRH, while the 486 is connected to the camera mounted on the manipulator. Both PCs (target machines) communicate with each other and a Sun workstation (host machine) via ethernet. IVP-150 -these cards provide frame grabbing and image processing, and are capable of performing operations such as thresholding, convolution and image differencing at frame rates; (e) Motorola PC-LabCard: this card provides general purpose A/D and D/A conversions. It has been adapted to control the lenses of the TRH.
Techniques for smooth pursuit and docking
Smooth pursuit and docking are both based on motion analysis. In our experiments, we have implemented the following four motion analysis techniques which serve as the basis for both smooth pursuit and docking. The four techniques serve as the different levels of service for scenario-changing purposes.
(i) Blob tracking. Applications 4-and 6-are implemented based on blob tracking. Due to its simplicity and suitability for real-time implementation, blob tracking has been perhaps the single most commonly used technique for motion detection in tracking systems. Numerous works such as [26] have reported systems that are able to track a black or white blob. The source for many of these systems is a moving light such as a flashlight. For evaluation of blob tracking, a black blob moving over a white background was used. The algorithm thresholds the input image to remove any spurious pixels, then computes the centroid of the blob. Blob tracking is the fastest of our implemented motion detection techniques. A sample can be computed in 13.3 ms.
(ii) Edge tracking. Applications 4 and 6 are implemented based on edge tracking. Edge tracking is similar in nature to blob tracking; however, rather than finding the centroid of the entire blob, the centroid of blob edges is found. In order to find the edges, an edge operator is used on the input image.
In our implementation of edge tracking, we first use the Sobel edge detector [27] to find image edges, then threshold the results to remove any spurious pixels. The centroid of the edges is then computed. A sample using edge tracking can be computed in 19.4 ms. (iii) Template matching. Applications 4+ and 6+ are implemented based on template matching. For each template location, a similarity measure is computed, indicating how well the template matches the image at the current template location. The template location which provides the maximal similarity measure is selected as the location of the object in the image. Differences in various template-matching techniques are usually found in the method used for computing the similarity measure. Several common techniques include the Sum of Squared Differences (SSD) technique and Normalized Cross Correlation. We use the SSD for computing the similarity measure in our implementation.
Our implementation of template matching makes use of the DSP on the BarGold image processing card, where a function efficiently implementing SSD correlation of a 15 ϫ 15 pixel template with the entire 100 ϫ 100 fovea yields the location with highest similarity. Using template matching, a sample can be computed in approximately 30.1 ms. (iv) Image differencing. Applications 4 + + and 6 + + are implemented based on image differencing. Differencing segments the scene into static and moving regions, as only objects that have changed position between two consecutive images will have non-zero pixel values. In our implementation of image differencing, the centroid of all pixels falling above a gray-scale threshold was computed over a two times sub-sampled fovea of 100 ϫ 100 pixels in the difference image. Using image differencing, a sample can be computed in 47.2 ms.
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Motion analysis evaluation
The motion analysis techniques outlined above possess differing characteristics of both time and quality. To identify these characteristics, we measured the ability of each technique to track various combinations of objects and backgrounds. Figure 9 illustrates two of these combinations. In all, we tested six such combinations, where objects range from a simple blob to the satellite, and backgrounds range in complexity from a constant black background (as found in space) to backgrounds with randomly placed objects.
In each experiment, a robotic manipulator (holding the tracked object) effects horizontal translatory motion consisting of two motion segments: from the starting location to a location 200 cm to the right, and return to the starting location. The speed of the manipulator was set so that the entire 400 cm manipulator motion was completed in approximately 15 s.
Each module was designed to output tracking results in terms of the number of pixels that the object deviates from the image center. We recorded each motion sequence to videotape and extracted from the tape the pixel distance between image center and a central point on the moving object over the duration of the tracking. Tracking results of each module were classified as a success if some part of the object was located at the image center during the entire motion sequence) and a failure otherwise. Tracking module timing and module success ratios are given in the table of Figure 10 (a). The plot of the data given in Figure 10 (b) shows that using an algorithm with a slower execution speed leads to greater success.
The execution time gives the speed at which each module runs independently. However, in order to obtain comparable results, we eliminate variations in sampling rate which may influence the performance of the modules (often smaller execution times lead to improved performance). We normalized the sampling rate by running all modules each time while actuating the motors based on the results of only the particular module we were testing (this leads to the period of 110.0 shown in Table 1 for smooth pursuit and docking). Figure 11 shows that the tracking results of applications 4-and 4. 4-is a faster but less accurate algorithm. It is clear from the figure that the faster algorithm leads to a degradation in tracking stability.
Techniques for time-to-contact
We have implemented two time-to-contact (TTC) modules. One module is divergence-based, while the other is modelbased. It was shown in [28] that the rate of change of the area of an object, divided by the area, is proportional to the divergence. Using the divergence we can approximate the TTC. In the model-based approach we track known features to find the changes in the apparent length. These changes were used to approximate TTC in a similar manner.
Time-to-contact evaluation
The time-to-contact modules were part of the configuration illustrated in Figure 6 (c) (an AdeptOne robot arm with a mounted camera (docking vehicle), a satellite being held by a Scorbot-ER9 robot arm and a stereo robot head). Figure  12 (a,c) shows the view of the satellite from the docking vehicle and head, respectively. The velocity of the motion was initially set at 5 cm/s. At a distance of 70 cm the velocity drops to 2 cm/s (in accordance with the scenario switch A 2 ⇒ A 3 ). All computations were performed in a fovea of 170 ϫ 170 pixels. Both techniques were tested with a period of 100 ms. The divergence-based technique runs at 50 Hz, while the model-based method runs at 200 Hz. ) shows the performance of the divergence-based technique (application 7) over the same motion. It is clear from the figures that the divergencebased technique leads to more stable estimates of TTC than the model-based technique. TTC stability becomes increasingly important the closer the docking station is to the satellite. We would like to avoid a situation such as the TTC module giving a false measurement of a distance in short range. This can lead to a failure in docking as well as damage both to the satellite and docking vehicle. In order to avoid this situation we switch scenarios A 2 ⇒ A 3 when the satellite is at a distance of 70 cm. As a result of this scenario switch, application 7 replaces application 7-. The scenario switch is shown in Figure 13 (c). The discontinuity in the figure is a result of the new TTC stemming from the decrease in velocity from 5 cm/s to 2 cm/s*.
Scenario switching
When a fault is detected, the system must appropriately reconfigure tasks according to the scenario changes. Task reconfiguration introduces overhead in the system which must be accounted for. In order to quantify task reconfiguration overhead, we have experimented with various legal scenario changes according to our experimental scenario. The results of the timing analysis are presented in Table 2 . We performed each scenario switch 1000 times, accumulating the time and then averaging the results to obtain the values in Table 2 . The diagonal in the table represents the time it takes to initialize the scenario. Measurements are given in seconds.
Conclusion
We presented two main elements in this paper: a novel architecture for real-time active vision systems, and enhancement of the architecture with a unified approach for fault tolerance. The integration of real-time fault-tolerant active vision systems into robotics applications both enhances the functionality of such systems as well as ensuring their ability to perform well despite the occurrence of faults. These capabilities are increasingly important in many areas such as space applications, nuclear plant control and security systems.
FAULT-TOLERANT REAL-TIME ACTIVE VISION 155 Figure 11 . Tracking results from two motion modules. We designed our architecture with inherent fault-tolerant properties in order to cope with real-time and robotics requirements. Such design was used to enable flexible fault tolerance, in terms of software and hardware redundancy and reconfiguration. With our fault tolerance approach, the software functions and hardware devices are protected against failures, and allow tolerance to faults at different levels of abstraction. Due to our modular architecture users are able to execute the applications in the system in a dual mode of operation, namely simulation and experimentation (for rapid prototyping and testing, respectively).
In the experimental section, we presented our implemented platform and architecture. We describe four motion analysis modules and two time-to-contact modules, analysing them with respect to execution time and reliability. Additionally, we experimented with recovery latency (scenario switching) and showed that the overhead is quite low. These experiments provided information critical for scenario scheduling and allowed us to validate the results and performance of our system. The architecture is not limited to the particular scenario of our experiments, and can be easily adapted to many such problems. The algorithms we tested solve generic visual tasks such as tracking and time-to-contact, etc. We show how real-time demands impose changes in computational processes or forces their adjustment as a result of hardware faults. 
