Motivated by questions on the delocalization of random surfaces, we prove that random surfaces satisfying a Lipschitz constraint rarely develop extremal gradients. Previous proofs of this fact relied on reflection positivity and were thus limited to random surfaces defined on highly symmetric graphs, whereas our argument applies to general graphs. Our proof makes use of a cluster algorithm and reflection transformation for random surfaces of the type introduced by SwendsenWang, Wolff and Evertz et al. We discuss the general framework for such cluster algorithms, reviewing several particular cases with emphasis on their use in obtaining theoretical results. Two additional applications are presented: A reflection principle for random surfaces and a proof that pair correlations in the spin O(n) model have monotone densities, strengthening Griffiths' first inequality for such correlations.
Introduction
Our purpose in this paper is two-fold. First, we consider random surface models satisfying a Lipschitz constraint, that is, random surfaces whose gradients are constrained to be at most 1. For such surfaces we prove that extremal gradients (close to 1 in magnitude) are very unlikely to occur on any given set of edges. This is established for all Lipschitz random surface models whose interaction potential is monotone. The question of controlling the extremal gradients of random surfaces was explicitly asked in [25, Section 6] where such control was a key ingredient in proving that Lipschitz (and more general) random surfaces delocalize in two dimensions. Such a control was achieved in [25] via the use of reflection positivity (through the chessboard estimate) and as such was limited to random surfaces defined on a torus graph. In contrast, our result applies to random surfaces defined on an arbitrary, bounded degree, graph. New delocalization results may be obtained as a consequence as briefly discussed in Section 6. Our proof makes use of a cluster algorithm and reflection transformation for random surfaces of the type introduced by Swendsen-Wang [32] , Wolff [37] (see also Brower and Tamayo [7] ) and Evertz, Hasenbusch, Lana, Marcu, Pinn and Solomon [17, 22] .
Our second goal is to discuss cluster algorithms of the above type in some generality. Such cluster algorithms, commonly used in Monte-Carlo simulation of the models, rely on finding a discrete, Ising-type, symmetry in the spin space of the corresponding model (unlike the symmetries used in the reflection-positivity method which are symmetries of the underlying graph on which the model is defined). In Section 2 we discuss their general framework, reviewing in detail the cases of the Potts model, random surfaces, spin O(n) model, Sheffield's cluster-swapping method and reversible Markov chains. Our review emphasizes the use of the algorithms in obtaining theoretical results and we demonstrate such use in two additional applications whose proof via the algorithms is relatively straightforward: A reflection principle for random surfaces and a proof that pair correlations in the spin O(n) model have monotone densities, strengthening Griffiths' first inequality [20, 19] for such correlations.
We are by no means the first to discuss theoretical applications of cluster algorithms. Many such results are known in the literature including a work of Aizenman [1] , following Patrascioiu and Seiler [26] , on decay of correlations in Lipschitz spin O(2) models, a work of Burton and Steif [8, Section 2] on characterizing the translation-invariant Gibbs states of a certain subshift of finite type, works of Chayes-Machta [12, 13] , Chayes [11] and Campbell-Chayes [9] relating phase transitions of spin systems with percolative properties of the graphical representation defined by their cluster algorithm, Sheffield's cluster swapping algorithm [29, Chapter 8] used in the characterization of translation-invariant gradient Gibbs states of random surfaces (see also Van den Berg [35] for a related swapping idea used to study uniqueness of Gibbs measures) and a recent work of Armendáriz, Ferrari and Soprano-Loto [2] on phase transition in the dilute clock model. However, these works mostly make use of ad-hoc transformations suitable to the task at hand and we feel that further emphasis of the unifying framework may still be of interest.
Random surfaces
We begin by introducing the random surface model. Let G = (V, E) be a finite connected graph (all our graphs will be simple, undirected and without self-loops or multiple edges) and V 0 ⊆ V be a non-empty subset of the vertices. Let U be a potential, defined to be a measurable function U : R → (−∞, ∞] satisfying U (x) < ∞ on a set of positive Lebesgue measure and U (x) = U (−x) for all x. The random surface model with potential U , normalized to be 0 at the subset V 0 , is the probability measure µ U,G,V0 on functions ϕ : V → R defined by dµ U,G,V0 (ϕ) := 1 Z U,G, V0 exp − {v,w}∈E
where dϕ v denotes the Lebesgue measure on ϕ v , δ 0 is a Dirac delta measure at 0 and Z U,G,V0 :=ˆexp − {v,w}∈E
dϕ v which we shall assume satisfies Z U,G,V0 < ∞
for µ U,G,V0 to be well-defined (the fact that Z U,G,V0 > 0 follows from our definition of potential). For our applications we restrict attention to monotone potentials, when U satisfies
This assumption implies that the density of a surface increases when its gradients are decreased (in absolute value). In addition, we often consider finitely-supported potentials in the sense that
This assumption implies that a random surface configuration ϕ sampled from µ U,G,V0 is a Lipschitz function, almost surely, in the sense that |ϕ v − ϕ w | ≤ 1 for all adjacent v, w.
We note that assumption (2) , that µ U,G,V0 is well-defined, is a consequence of (3) and (4) . An important example of a random surface satisfying (3) and (4) is the case that U is given by the hammock potential,
In this case, the random surface is sampled uniformly among all Lipschitz functions normalized to be 0 on V 0 .
Extremal gradients
Our main result deals with random Lipschitz functions in the sense of (5) . How rare are extremal gradients in such surfaces, edges {v, w} ∈ E on which |ϕ v − ϕ w | ≥ 1 − ε for some small ε? In [25, Section 6] it was asked whether, under mild assumptions on the potential U , such gradients are exponentially suppressed ('controlled gradients property') in the sense that for each δ > 0 there exists ε > 0, depending only on δ and U (not on the graph G), such that for any distinct edges
A similar formulation was given for random surfaces with more general potentials. The controlled gradients property was established in [25] , for rather general potential functions, when the graph G is a torus in Z d (a box with periodic boundary conditions), using reflection positivity (via the chessboard estimate). This property was a key ingredient in showing that two-dimensional random surfaces delocalize for a large class of potential functions including the hammock potential (6) . The work [25] continues the delocalization results of Brascamp, Lieb and Lebowitz [3, Section V] and extends the class of potentials treated there, so it is interesting to note that the arguments of [3] relied on a related property [3, inequality (16) ]. Our main result establishes the controlled gradients property for Lipschitz random surfaces with monotone potentials on general, bounded degree, graphs. Theorem 1.1. Let G = (V, E) be a finite connected graph with maximal degree ∆, let V 0 ⊆ V be non-empty, let U be a potential satisfying (3) and (4) and let ϕ be randomly sampled from µ U,G,V0 . Then for any 0 < ε ≤
and where C(∆) depends only on ∆.
To illustrate the result we note that when U = U hammock we have δ(U, ε) = ε and, in addition, that if G is a tree then the probability in (7) exactly equals ε k . We note that the dependence on the maximal degree ∆ in (7) cannot be completely removed. Indeed, suppose G = K n,n is a complete bipartite graph with partite classes V 1 , V 2 . Take the boundary set V 0 = {v 0 } for some v 0 ∈ V 1 , take U = U hammock and let ϕ be randomly sampled from µ U,G,V0 . It is straightforward to check that for any 0 < ε < 1,
with the exponent 2n − 1 significantly smaller than the amount n 2 of edges between V 1 and V 2 in G. Notwithstanding the above, we point out that Theorem 1.1 remains true if ∆ is replaced by the maximal degree over all vertices other than the vertices of V 0 . In fact, inequality (7) holds for a given set of edges {v 1 , w 1 } , ..., {v k , w k } when ∆ is replaced by the maximal degree of vertices in {v 1 , w 1 , ..., v k , w k } \ V 0 , and this is the phrasing that we shall establish in the proof. This fact will allow us to work with the graph in which the set V 0 is contracted to a single vertex.
In Section 6 we briefly discuss the consequences of Theorem 1.1 to the delocalization of random surfaces.
Reflection principle for random surfaces
Let us first remind the reflection principle for simple random walk, a fundamental relation between the distributions of the maximum of the walk and the value at its endpoint. Let (X j ), 0 ≤ j ≤ n, be a simple random walk. That is, X 0 = 0 and {X j − X j−1 }, 1 ≤ j ≤ n, are independent increments, each uniformly distributed on {−1, 1}. Then the reflection principle states that for all integer k, m satisfying m ≥ max{0, k},
The law of the maximum of the walk is obtained as an immediate consequence,
In the standard proof of the reflection principle one reflects the final segment of the walk around height m and observes that this is a one-to-one transformation between the events in the two sides of (8) .
As our main tool in this work is a reflection transformation for random surfaces, one may naturally wonder whether it yields an analogue of (8) . This turns out to be the case, as we now proceed to describe. We mention that while our main interest is in random surfaces, the result applies equally well to random walks (having symmetric increments with monotone densities), as these can be seen as random surfaces on a line segment graph, and yields a bound similar to that obtained from Doob's maximal inequality.
We first describe what replaces the maximum in (8) . Let G = (V, E) be a graph, V 0 ⊆ V be nonempty and ϕ : V → R. Let us write {V 0 ϕ<m ← −− → v} for the event that there exists a path v 0 , v 1 , . . . , v k in G such that v 0 ∈ V 0 , v k = v and ϕ vi < m for all i. We write {V 0 ϕ<m ← −− → v} for the complementary event, that the 'height barrier' between V 0 and v is at least m, meaning that on any path from V 0 to v there is some vertex w with ϕ w ≥ m. We similarly define {V 0
Observe that in the one-dimensional case, when V = {0, 1, . . . , n} with E = {{i, i + 1} : 0 ≤ i < n} and V 0 = {0}, we have {V 0 ϕ<m ← −− → n} = {max{ϕ i : 0 ≤ i ≤ n} ≥ m}, so that our definition generalizes that of the maximum in (8). Theorem 1.2. Let G = (V, E) be a finite connected graph, let V 0 ⊆ V be non-empty, let U be a potential satisfying the monotonicity condition (3) and the assumption (2) that µ U,G,V0 is well-defined. Let ϕ be randomly sampled from µ U,G,V0 . Then
If, additionally, U satisfies the finite-support condition (4) then
The above theorem gives an analogue of (9) for random surfaces and our proof proceeds by first establishing an analogue of (8), see Section 3. We remark that the lower bound in (10) is trivial, as
The improved lower bound (11) does not hold without additional assumptions (such as (4)) as one can check on the example of the single-edge graph, V = {0, 1}, E = {{0, 1}}, V 0 = {0} and v = 1, taking, e.g., U (x) = x 2 and m large. A discussion of the relation of the above results to the study of excursion-set percolation of random surfaces appears in Section 6.
Spin systems
Our final result concerns the monotonicity of densities in spin O(n) models and is closely related to an inequality of Armendáriz, Ferrari and Soprano-Loto function U and normalized to equal e 1 := (1, 0, . . . , 0) ∈ S n−1 at the subset V 0 , is the probability measure µ U,G,n,V0 on functions ϕ : V → S n−1 defined by
where ·, · denotes the standard inner product in R n , µ S n−1 denotes the uniform measure on S n−1 , δ e1 is a Dirac delta measure at e 1 and
which we shall assume satisfies 0 < Z U,G,n,V0 < ∞
for µ U,G,n,V0 to be well-defined. The standard spin O(n) model is obtained as the special case where U (r) = −βr, with β representing the inverse temperature. Special cases of the standard spin O(n) model have names of their own: The case n = 1 is the Ising model, the case n = 2 is the XY model, or plane rotator model, and the case n = 3 is the Heisenberg model. Observe that when ϕ is randomly sampled from µ U,G,n,V0 , the distribution of ϕ v is absolutely continuous with respect to 
and that (13) holds. Let ϕ be randomly sampled from µ U,G,n,V0 . Then for any v ∈ V \ V 0 , there exists a version of the density d v satisfying
We make a few remarks regarding the theorem: The conclusion of the theorem implies that E( σ v , e 1 ) ≥ 0 for all v ∈ V , as in Griffiths first inequality [20, 19] . However, we are not aware that the monotonicity of the density has been noted in earlier works, even for the standard ferromagnetic spin O(n) model (when U (r) = −βr with β > 0) with n ≥ 2.
The result need not hold without the monotonicity condition (14) . Indeed, monotonicity is a necessary condition when G is the single-edge graph V = {0, 1}, E = {{0, 1}} with x = 0, y = 1.
An analogous result holds for random surface models of the type (1) as we now state. This result, however, follows easily from convexity considerations as explained in Section 4. Theorem 1.4. Let G = (V, E) be a finite connected graph, let V 0 ⊆ V be non-empty, let U be a potential satisfying the monotonicity condition (3) and the assumption (2) that µ U,G,V0 is well-defined. Let ϕ be randomly sampled from µ U,G,V0 . Then for any x ∈ V , |ϕ x | has a non-increasing density with respect to Lebesgue measure on [0, ∞).
We mention that analogous results to Theorem 1.3 and Theorem 1.4 remain valid for clock models (spins on equally spaced points of S 1 ) and integer-valued height functions, respectively, and that our proofs apply to this setup without change.
Cluster algorithms and reflection transformations
In this section we describe the cluster algorithms and reflection transformations on which our results are based. As mentioned in the introduction, such ideas are not new, starting with the pioneering works of Swendsen-Wang [32] and Wolff [37] , they have been developed by many authors, mostly in the context of fast simulation algorithms (cluster algorithms) but also in theoretical contexts; see [23, 10, 30, 12, 13, 31] for surveys and some recent results. Nevertheless, we believe that there is still room for presenting the special case that we rely upon in some generality, highlighting connections with previous works, to raise further awareness to the general framework and its potential theoretical use.
Let (S, S) be a measurable space and let G = (V, E) be a finite graph. For each vertex v ∈ V , let λ v be a (finite or infinite) measure on (S, S) and for each edge {v, w} ∈ E, let h {v,w} : S × S → [0, ∞) be a measurable function satisfying
The model is defined by the probability measure µ λ,h,G on configurations ϕ : V → S given by
where we note that h {v,w} (ϕ v , ϕ w ) is well defined due to the symmetry (16) and where
and we make the assumption that
The reflection transformation is based on a function τ : S → S with the following properties: For some set V 0 ⊆ V , τ is an involution:
Here V 0 plays the role of the 'boundary' of G in the sense that we think of (λ v ), v ∈ V 0 , which are possibly concentrated on a single value, as prescribing boundary conditions for the measure µ λ,h,G . We allow the possibility that V 0 = ∅ corresponding to free boundary conditions (but in any case we require (18)). We call a τ satisfying the above properties a reflection. The reflection τ identifies 'embedded Ising spins' in the model in the following sense. Suppose ϕ is randomly sampled from µ λ,h,G and define
Then, conditioned on ψ, each ϕ v has at most two possible values, and the joint distribution of these new 'binary spins' is that of an Ising model (with general coupling constants, not necessarily of one sign, and zero magnetic field).
Fix a reflection τ . We define a joint probability distribution, the τ -Edwards-Sokal coupling, on pairs (ϕ, ω) where ϕ : V → S is a configuration and ω : E → {0, 1} may be thought of as a set of edges, by the following prescription: The marginal distribution of ϕ is µ λ,h,G .
Given ϕ, the (ω {v,w} ) are independent and satisfy P(ω {v,w} = 1 | ϕ) = p {v,w} (ϕ), {v, w} ∈ E, (22) where
where we set
) is well defined due to the assumptions (16), (19) and (21) . Unfortunately, the marginal distribution of ω does not seem to have a simple formula in general. We note for later use the following immediate property, Conditioned on ϕ, ω {v,w} = 0 almost surely for all edges {v, w} with h {v,w} (τ (ϕ v ), ϕ w ) ≥ h {v,w} (ϕ v , ϕ w ).
(23) In particular, if τ (ϕ v ) = ϕ v then ω {v,w} = 0 for all edges {v, w} incident to v. We also observe that if h {v,w} takes values in {0, 1}, as in the case of the hammock potential (see (6) ), then p {v,w} (ϕ) also belongs to {0, 1}, almost surely, so that ω is a deterministic function of ϕ.
We proceed to describe the reflection transformation. 
That is, ϕ ω,x is formed by applying τ to all vertices in the ω-connected component of x, unless this connected component intersects V 0 in which case ϕ ω,x = ϕ. The following lemma shows that this transformation preserves the τ -Edwards-Sokal distribution.
Lemma 2.1. Let (ϕ, ω) be randomly sampled from the τ -Edwards-Sokal coupling. For each x ∈ V , (ϕ ω,x , ω) has the same distribution as (ϕ, ω).
Of course, the equality in distribution (25) implies also that ϕ ω,x has the same distribution as ϕ, leading to a natural Markov chain on configurations. In the context of the spin O(n) model (see also below), the fact that τ is applied to a single connected component of ω in each update is one of the innovations introduced by Wolff in his pioneering work [37] . We remark, however, that the equality in distribution (25) remains true when the vertex x is chosen as a function of ω. That is, for any function
More generally, (ϕ, ω) has the same distribution as (ψ, ω) where ω determines whether ψ = ϕ or ψ = ϕ ω,x(ω) . These facts can be deduced in a straightforward manner from (25) itself. By composing several operations of the type (ϕ, ω) → (ϕ ω,α(ω) , ω) one may define various other measure-preserving transformations. For instance, in a Swendsen-Wang-type update, one applies τ with probability 1/2 independently to each of the ω-connected components which do not intersect V 0 . Another possibility, when V 0 is a singleton, is to either apply τ to the ω-connected component of x, or to the complement of this connected component, according to whether the component intersects V 0 . We use a variant of this latter choice in Section 5 below.
Proof of Lemma 2.1. It is sufficient to prove that
for all choices of A v ∈ S for v ∈ V and ω 0 : E → {0, 1}. Fix such (A v ) and ω 0 . For brevity, we introduce the notation
Our definitions yield the following formula for the right-hand side of (26),
We proceed to evaluate the left-hand side of (26) . Define V ω0,x to be the set of vertices on which τ is applied in the definition of ϕ ω0,x . Precisely,
With this definition,
whence the left-hand side of (26) satisfies
To simplify the last integral, we make the change of variables ϕ → ψ where
This mapping is one-to-one as τ is invertible by (19) . In addition, it preserves the measure v∈V λ v by (20) and the fact that V 0 ∩ V ω0,x = ∅. Thus,
Comparing (27) and (28) we see that (26) is a consequence of
for all {v, w} ∈ E. The equality (29) is trivial in the case that v, w / ∈ V ω0,x . In the case that v, w ∈ V ω0,x it follows from (21) by using that
Lastly, in the case that, say, v ∈ V ω0,x and w / ∈ V ω0,x , using now the involution property (19) ,
where the equality ( * ) follows by separately considering the two cases h {v,w} (τ (ϕ v ), ϕ w ) ≥ h {v,w} (ϕ v , ϕ w ) and h {v,w} (τ (ϕ v ), ϕ w ) < h {v,w} (ϕ v , ϕ w ). This finishes the proof of the lemma.
One typical use of the reflection transformation described above and Lemma 2.1 is to define a reversible Markov chain (a 'cluster algorithm') on the set of configurations with stationary distribution µ λ,h,G . A step of this chain starting at ϕ is conducted by deciding on some x ∈ V (possibly randomly), then sampling ω : E → {0, 1} from the conditional distribution (22) and finally outputting ϕ ω,x . Such Markov chains sometimes mix faster than the more traditional Glauber dynamics, especially near critical points of the model, and are used in practice in Monte-Carlo simulations of the model (e.g., for Ising and spin O(n) models following Swendsen-Wang [32] and Wolff [37] . See [34] , [21] for recent polynomial-time mixing bounds). Our emphasis, however, will be on theoretical applications.
We now illustrate the general construction above with specific examples: Potts model: The q-state Potts model (with free boundary conditions) is obtained by taking S = {1, 2, . . . , q} (with the discrete sigma algebra), all λ v equal to the counting measure, V 0 = ∅ and h {v,w} (a, b) = exp(βδ a,b ), {v, w} ∈ E, a, b ∈ S, where δ a,b is the Kronecker delta function. Let τ : S → S be any involution. One checks simply that τ satisfies (20) and (21) so that τ is a reflection.
The model is called ferromagnetic when the parameter β is non-negative. In this case, the general prescription (22) for the distribution of ω becomes
In particular, the value of ϕ is constant on each ω-connected component. In this case the marginal distribution of ω is explicit and given by the q-random cluster model. Applying τ to the values of ϕ on ω-connected components leads to the Swendsen-Wang Markov chain. The model is called anti-ferromagnetic when β is negative. In this case, the general prescription (22) becomes
In particular, on each path in the subgraph given by ω −1 (1) the value of ϕ alternates between two distinct values a, b ∈ S with b = τ (a). We note in passing that in the limiting case β = −∞, corresponding to ϕ being a uniformly sampled proper q-coloring, the ω-connected components are exactly the Kempe chains of the pairs a, b ∈ S with b = τ (a). In the anti-ferromagnetic case, applying τ to the values of ϕ on ω-connected components leads to the Wang-Swendsen-Kotecký [36] Markov chain.
Random surfaces: The random surface measure µ U,G,V0 defined in (1), having potential U and normalized to be 0 on V 0 , fits the framework (17) by taking S = R (with the Borel sigma algebra),
For each m ∈ R let τ m : R → R be the 'reflection around m' mapping. That is,
It is straightforward to check the conditions (19) , (20) and (21) and conclude that τ m is a reflection for any random surface measure µ U,G,V0 . In this case, the general prescription (22) for the distribution of ω becomes
The following consequence plays a central role in the proofs of our main theorems:
If U is monotone in the sense of (3) then, almost surely, on each ω-connected component C either ϕ v > m for all v ∈ C, or ϕ v < m for all v ∈ C, or C = {v} and ϕ v = m.
This follows from (31) by noting that if U is monotone and
Extensions of the above ideas to integer-valued random surfaces (when a measure on ϕ : S → Z is defined analogously) follow in a similar manner, with the reflection height m restricted to Z ∪ (Z + 1 2 ). The reflection principle for simple random walk (see (8) ) can be seen as a reflection transformation of an integer-valued random surface on a one-dimensional graph. Markov chain algorithms for simulating random surfaces based on the above ideas were developed by Evertz, Hasenbusch, Lana, Marcu, Pinn and Solomon [17, 22] .
We are not aware of a simple expression for the marginal distribution of ω.
Spin O(n) model: The spin O(n) measure µ U,G,n,V0 defined in (12) , having integer n ≥ 1, potential U and normalized to equal e 1 = (1, 0, . . . , 0) on V 0 , fits the framework (17) by taking S = S n−1 ⊆ R n (with the sigma algebra inherited from
For each a ∈ S n−1 let τ a : S n−1 → S n−1 be the 'reflection around the hyperplane orthogonal to a' mapping. That is,
It is straightforward to check the conditions (19) , (20) and (21), verifying along the way that τ a is an isometry, and conclude that τ a is a reflection for any spin O(n) measure µ U,G,n,V0 . In this case, the general prescription (22) for the distribution of ω becomes
Again, the following consequence plays a central role in our proof of Theorem 1.3:
If U is non-increasing in the sense of (14) then, almost surely, on each ω-connected component C either a, ϕ v > 0 for all v ∈ C, or a, ϕ v < 0 for all v ∈ C, or C = {v} and a, ϕ v = 0.
This follows from (34) by noting that if U is non-increasing and a, ϕ v a, ϕ
Extensions of the above ideas to clock models (when ϕ takes values in a set of q equally-spaced marks on S 1 ) follow in a similar manner, with the vector a restricted to be one of the marks or exactly in between two marks. Wolff's algorithm [37] pioneered the use of the above ideas to fast simulation algorithms for the spin O(n) model.
We are not aware of a simple expression for the marginal distribution of ω. Nevertheless, Chayes [11] , Chayes-Campbell [9] , following Chayes-Machta [12, 13] , have considered the standard spin O(n) model with n ∈ {2, 3} and proved that the distribution of ω has positive association (every two monotone increasing functions of ω are non-negatively correlated), that an infinite ω-connected component (in a suitable infinite-volume limit) arises if and only if there is positive magnetization in the spin model and related results.
Cluster swapping: The term cluster swapping was coined by Sheffield [29, Chapter 8] for the following setup, in the special setting of random surfaces. A related swapping idea was used by Van den Berg [35] to study uniqueness of Gibbs measures. Let V 0 ⊆ V . Let µ λ 1 ,h,G , µ λ 2 ,h,G be general measures of the type (17) , with the same h and with λ
2 be independent samples from µ λ 1 ,h,G and µ λ 2 ,h,G respectively. We regard the pair (ϕ 1 , ϕ 2 ) as a configuration (ϕ 1 , ϕ 2 ) : V → S × S which is sampled from the measure µ λ 1 ×λ 2 ,h×h,G , where
Let τ : S × S → S × S be the 'swap' mapping, defined by
It is straightforward to check the conditions (19) , (20) and (21) and conclude that τ is a reflection for µ λ 1 ×λ 2 ,h×h,G . In this case, the general prescription (22) for the distribution of ω becomes
, 0 .
We
This follows from (37) by noting that,
Writing
w (but at least one inequality is strict) then p ∈ [0, 1] whence convexity of U implies that [29] used the cluster swapping idea in his investigation of the translation-invariant gradient Gibbs measures of random surfaces, in the real-and integer-valued cases, with strictly convex potentials (following Funaki-Spohn [18] for the real-valued case). Along the way, he uses cluster swapping in a beautifully simple manner to obtain monotnicity in boundary conditions and log-concavity of the singlesite marginal distributions in random surfaces with convex potentials in the real-and integer-valued cases [29, Section 8.2] .
Reversible Markov chains: We point out that reversible Markov chains in discrete time also fit the framework (17) . For simplicity, we discuss the case where the state space of the chain is countable. Let S be a finite or countable set (with the discrete sigma algebra) and let P = (P (a, b) ) a,b∈S be the transition probabilities for a reversible Markov chain on S. Thus we assume that P (a, b) ≥ 0 for all a, b ∈ S and b∈S P (a, b) = 1 for all a ∈ S and, additionally, that there exists a probability distribution π on S such that
We also assume, for simplicity, that π(a) > 0 for all a ∈ S, as occurs for irreducible chains.
A finite sequence X 0 , X 1 , . . . , X n of S-valued random variables is a sample of the Markov chain if
for some initial probability distribution µ on S. Defining a) by (38), we may rewrite (39) as
which fits into the framework (17) with the graph G = (V, E) having V = {0, 1, . . . , n} and E = {{0, 1}, . . . , {n − 1, n}}, the single-site measures λ 0 = µ and λ j = π for 1 ≤ j ≤ n and the interaction functions h {j−1,j} = h for 1 ≤ j ≤ n. Thus, if one has in hand a reflection τ : S → S, one may apply the general reflection transformation procedure to the reversible Markov chain. In this setting, letting V 0 := {0}, the conditions (19), (20) and (21) defining a reflection translate to the following:
In all the examples above, the functions h {v,w} were chosen the same for all {v, w} ∈ E. We point out that non-homogeneous setups may arise even in the investigation of homogeneous models, as in the discussion at the end of Section 4.
The usefulness of the above discussion is demonstrated in the next sections where we prove our main theorems, with the proofs in Section 3 and Section 4 being particularly short.
Sublevel set connectivity for random surfaces
In this section we prove Theorem 1.2. As remarked there, the lower bound in (10) is trivial so we focus here on proving the upper bound and (11) .
As in the theorem, let G = (V, E) be a finite connected graph, let V 0 ⊆ V be non-empty, let U be a potential satisfying the monotonicity condition (3) and the assumption (2) that µ U,G,V0 is well-defined. Let ϕ be randomly sampled from µ U,G,V0 . We first prove a more general inequality than the upper bound in (10),
where 2m − D := {2m − t : t ∈ D}. The upper bound in (10) follows since
We proceed to prove (40). Let τ m be the reflection introduced in (30). Let ω : E → {0, 1} be sampled according to (31) and note that, as a consequence of (32), we have
where we write A 1 ⊆ A 2 (mod P), for events A 1 , A 2 , to indicate that P(A 1 \ A 2 ) = 0. Thus
where we recall the definition of ϕ ω,v from (24). Thus,
where the last equality follows from Lemma 2.1. This establishes (40). Now suppose, additionally, that U satisfies the finite-support condition (4). We again prove a more general inequality than needed,
The inequality (11) is a consequence of (41) and the symmetry of ϕ v as
To see (41), we now consider the reflection τ m+ 1 2 . Again, we let ω : E → {0, 1} be sampled according to (31) (with respect to τ m+ 1 2 ) and note that, by (32) ,
Additionally, the finite-support condition (4) implies that on the event {ϕ v ≥ m + 1} any path connecting V 0 and v must pass through a vertex w on which ϕ w ∈ [m, m + 1]. Since τ m+ 1 2 preserves the interval [m, m + 1] we conclude that
Altogether, we conclude that, for each Borel D ⊆ (−∞, m],
where we used Lemma 2.1 in the last step. This concludes the proof of (41).
Monotonicity of pair correlations in spin O(n) models
In this section we prove Theorem 1.
and consider the reflection along the hyperplane orthogonal to a, as defined in (33),
As explained, τ a is a reflection for the spin O(n) model with potential U . In addition τ a (b 2 ) = b 1 . Moreover, we observe that
and that
Choose r > 0 sufficiently small that
where we write B(b 2 , r) := {b ∈ R n | b − b 2 2 ≤ r} for the closed Euclidean ball of radius r around b. As before, we let ω : E → {0, 1} be sampled according to (34) (with respect to τ a ). The relations (42) and (43) combined with the property (35) imply that
Consequently, recalling the definition of ϕ ω,v from (24) and the fact that τ a (b 2 ) = b 1 and τ a is an isometry,
Since ϕ ω,v has the same distribution as ϕ, we have
Fix a version d v of the density of ϕ v with respect to µ S n−1 , which we assume is rotationally symmetric in the sense that d v (b) is a function of b, e 1 . As We may prove Theorem 1.4, regarding the monotonicity of marginal densities in random surfaces, in exactly the same manner, replacing the reflection τ a on S n−1 by the reflection τ m on R. For variety (and possible interest in other contexts), we briefly explain an alternative route to the proof of Theorem 1.4 via convexity considerations (we are not aware of such an alternative for proving Theorem 1.3).
When the potential U is a convex function, the distribution of µ U,G,V0 is log-concave and centrally symmetric (invariant to a global sign flip), whence the marginal distribution of ϕ x is also log-concave and centrally symmetric so that |ϕ x | has a non-increasing density. While our assumption that U is monotone does not imply that U is convex, it allows us to decompose the distribution of µ U,G,V0 as a mixture of centrally-symmetric log-concave distributions and deduce Theorem 1.4 as before. The decomposition is a special case of the Edwards-Sokal decomposition [16] and we briefly describe it next.
Let t = (t e ) e∈E ∈ (0, ∞) E and define the measure µ t,G,V0 by
where Z t,G,V0 is a normalizing constant. In other words, the measure µ t,G,V0 is uniform on the set of all t-Lipschitz functions, functions changing by at most t {v,w} on the edge {v, w}, normalized to be 0 at V 0 . In particular, µ t,G,V0 is log-concave and centrally-symmetric. We say that µ t,G,V0 is the measure of a random surface with inhomogeneous hammock potentials. Recalling our assumption that U is monotone in the sense (3), let us suppose, for convenience, that e −U is right continuous on [0, ∞) (noting that the measure µ U,G,V0 is invariant to changing the value of U at countably many points). Define the measure λ U with the Lebesgue-Stieltjes differential, Since U is symmetric, we can write
Substituting this expression for exp (−U (x)) in the density of µ U,G,V0 given in (1) shows, after a short calculation, that µ U,G,V0 is a mixture, with respect to t, of measures of the form µ t,G,V0 .
As remarked in Section 1.2, analogs of Theorem 1.3 and Theorem 1.4 continue to hold for clock models and integer-valued random surfaces, with the same proofs. To prove the analog of Theorem 1.4 via the convexity approach, one needs to know that if the potential U , now defined on integers, is convex in a suitable sense then the marginal distribution of ϕ x is log-concave (in a suitable sense). Such a result was proved by Sheffield [29, Lemma 8.2.4 ] (using the cluster-swapping method described in Section 2).
Estimating the probability of having extremal gradients
In this section we prove Theorem 1.1.
Let G = (V, E) be a finite connected graph and let V 0 ⊆ V be non-empty. Let U be a potential satisfying assumptions (3) and (4), and recall from Section 1 the random surface measure µ U,G,V0 . Observe that if any of the given edges {v 1 , w 1 }, . . . , {v k , w k } has both endpoints in V 0 then the conclusion (7) of Theorem 1.1 follows trivially as the gradient of ϕ on that edge is zero almost surely. We assume henceforth that each of the given edges has at most one endpoint in V 0 . Without loss of generality, we now assume that V 0 is a singleton, that is,
as we can replace our graph with the graph in which all vertices in V 0 have been identified to a single vertex v 0 , erasing self-loops and keeping a single representative of each multiple edge, and note that the random surface measure is naturally preserved under this operation. This identification operation may substantially increase the degree of v 0 , possibly beyond the maximal degree in the original graph. Thus, we will take care not to rely on the degree of v 0 in our proofs. The degrees of all other vertices cannot increase under the identification operation. To address these issues it is convenient to define, for a given set of edges F ⊆ E, ∆(F ) := max{deg(w) : ∃{v, w} ∈ F, w = v 0 } where we write deg(w) for the degree of w in the graph G, so that ∆(F ) is the maximal degree of a vertex other than v 0 in one of the edges of F . For brevity we write
We start with several definitions which will be used throughout the section. For a given set of edges H ⊆ E, let Orient(H) := {(v, w) : {v, w} ∈ H} stand for all orientations of the edges of H. For brevity, we denote the set of all oriented edges by E := Orient(E).
We will frequently reference the event that the random surface has extremal gradients on a given set of edges. This event will be used both for oriented and for unoriented sets of edges and thus we define, for each 0 < ε < 1,
Theorem 1.1 is proved as a consequence of three lemmas which we now proceed to describe. Diluting the given edge set. We partition the real line into 9 sets, each of which is an arithmetic progression of intervals, as follows
The main property of these domains which we shall make use of is that, for each j, the set D j is invariant to reflection with respect to numbers in
The sets D j are in fact invariant to reflections with respect to numbers in the larger set j 4 + 1 1 8 Z but this will not be used in our proof.
Given a set of oriented set, we define the event that the value of the surface on the first vertex of each oriented edge belongs to D j ,
and also
We will make use of certain separation properties between oriented edges as given in the following definition.
Definition 5.1. (Separated set). A subset of oriented edges H ⊆ E is said to be separated if
In words, a separated set of oriented edges is a set in which every two edges are either disjoint or coincide in their first vertex and in which no edge is oriented towards v 0 .
Our first lemma shows that the probability of Ext(F, ε), for a given F ⊆ E, may be bounded in terms of the probability of Ext( H, ε) ∩ Ω( H), for some large separated H ⊆ Orient(F ).
Lemma 5.2. Let 0 < ε < 1, let F ⊆ E be a non-empty set of edges and let ϕ be randomly sampled from µ U,G,v0 . Then there exists a separated set H ⊆ Orient(F ) satisfying | H| ≥ |F | 9∆(F ) and
Unlocking edges. We now describe the key step in our proof. Suppose that the random surface ϕ has an extremal gradient on the oriented edge e = (v, w), oriented towards w, say, in the sense that ϕ w − ϕ v ≥ 1 − ε. If ϕ u is not much higher than ϕ w for all neighbors u of w, then we may change the value of the surface on w, thereby reducing the gradient on (v, w) without reducing significantly the density under the random surface measure (see Lemma 5.5 below). Therefore, the difficulty in showing that extremal gradients are rare lies in the possibility that the edge with the extremal gradient is being 'locked' into this extreme position by a neighbor of one of its endpoints. Our next definition quantifies the notion that an edge is not locked in such a manner.
We define the corresponding event as U e := { e is unlocked in ϕ} .
The following key lemma will allow us to reduce our study of extremal edges to the case that these edges are unlocked.
Lemma 5.4. Let 0 < ε < 1, let H ⊆ E be a non-empty, separated set of oriented edges, let e = (v, w) ∈ H and let ϕ be randomly sampled from µ U,G,v0 . Then
The proof of the lemma uses the reflection transformation described in Section 2. The probability that an unlocked edge is extremal. As noted above, if an edge (v, w) ∈ E has an extremal gradient and is unlocked in the surface ϕ, then we may change ϕ w to reduce the gradient on the edge while controlling the change in the density of the surface under the measure µ U,G,v0 . This idea is quantified by the next lemma.
Lemma 5.5. Let 0 < ε ≤ 1 8 , let e = (v, w) ∈ E with w = v 0 and let ϕ be randomly sampled from µ U,G,v0 . Then (U, e, ε) , almost surely, where 1 A denotes the indicator random variable of the event A and where we write
The above three lemmas are proved in the next section. We now explain how Theorem 1.1 follows as a consequence of them.
Proof of Theorem 1.1. Let 0 < ε ≤ 1 8 , let F ⊆ E be a non-empty set of edges and let ϕ be randomly sampled from µ U,G,v0 . Our goal is to estimate the probability of Ext(F, ε).
Using Lemma 5.2, let H ⊆ Orient(F ) be a separated set satisfying | H| ≥ |F | 9∆(F ) and
Let e = (v, w) ∈ H. By Lemma 5.4, we have
We note that, as H is a separated set, the events Ext( H \ { e}, ε), Ω( H \ { e}) and U e are measurable with respect to the random variables (ϕ u ) u∈V \{w} . Thus, using Lemma 5.5, we may estimate
Recall from the statement of Theorem 1.1 that
and observe that, as w = v 0 since H is separated and as U (3/4) ≥ U (0) by our assumption that U is non-decreasing on [0, ∞),
Putting together (52), (53) and (54), we conclude that
Iterating this estimate over all edges in H shows that
Substituting this estimate into (51) and using the fact that | H| ≥ |F | 9∆(F ) , we have
This concludes the proof of Theorem 1.1, given the above lemmas, with the constant C(∆) = 2 10∆+2 .
Proof of Lemma 5.2
Proof. Assign an orientation to the edges of F , chosen arbitrarily except for the rule that edges having v 0 as an endpoint are oriented to have v 0 as their first vertex. Denote the resulting set of oriented edges by F . Let ϕ be randomly sampled from µ U,G,v0 . Observe that there is a 1 ≤ j ≤ 9 and a (random) subset
. In addition, we may choose a (random) separated subset
Indeed, this may be done in a greedy manner: Sequentially, for each edge (v, w) still in F ′ , we discard from F ′ all edges (x, y) with either x = w or y = w, discarding in this way at most deg(w) − 1 ≤ ∆(F ) − 1 edges. In conclusion, defining
, H is separated (55)
we have shown that, almost surely, ϕ ∈ Ω( H) for some H ∈ H. Thus, using that |H| ≤ 2
Proof of Lemma 5.4
Fix 0 < ε < 1, a non-empty, separated set of oriented edges H ⊆ E and an oriented edge e = (v, w) ∈ H. Let ϕ be randomly sampled from µ U,G,v0 . As the events Ω j ( H) which comprise Ω( H) are disjoint, it suffices to prove that
Thus we also fix 1 ≤ j ≤ 9. Define the subset M j of the real line by
so that m(ϕ) is on the same side of ϕ v as ϕ w and m(ϕ) = ϕ v on the event Ω j ( H). Define also
where, as usual, sign(x) = 1 if x > 0, sign(x) = −1 if x < 0 and sign(x) = 0 if x = 0. We shall prove that for each W ⊆ V and m ∈ M j ,
Proof. The claim follows from the fact that τ m (D j ) ⊆ D j since m ∈ M j , as noted in (48). 
In both cases |ϕ
] as ϕ is a Lipschitz function. As ϕ v , ϕ u ≤ m we conclude from the definition of ϕ ω,W , the fact that ϕ x > m for all x ∈ W and property (32) that, almost surely, |ϕ , from which it follows that ϕ ω,W ∈ U e .
Proof of Lemma 5.5
Fix 0 < ε ≤ 1 8 and e = (v, w) ∈ E with w = v 0 . Let ϕ be randomly sampled from µ U,G,v0 . The conditional density of ϕ w given (ϕ u ) u∈V \{w} equals
Thus, the lemma will follow by showing that
Taking into account the Lipschitz assumption (4), we see it suffices to prove the pair of inequalities,
We prove only inequality (66) as inequality (65) follows from it by applying a global sign change to ϕ. We assume that U e holds as (66) is trivially verified otherwise. In addition, we assume that
as otherwise, using the Lipschitz assumption (4), the left-hand side of (66) is zero, again verifying (66) trivially. We proceed to estimate separately the two integrals in (66). First, using the assumption (3) that U is non-decreasing on [0, ∞),
Second, observe that max u:{u,w}∈E
as U e holds and therefore, using also (67),
Using again the non-decreasing assumption (3) and the assumption that ε ≤ 
Plugging the inequalities (68) and (69) into (66) and comparing with the definition of δ(U, e, ε) verifies the inequality (66) and finishes the proof of the lemma.
Discussion and open questions
Extremal gradients. Theorem 1.1 provides quantitative estimates on the rarity of extremal gradients in random surfaces satisfying a Lipschitz constraint and having a monotone interaction potential. Its proof makes use of a cluster algorithm for random surfaces and thus provides an alternative to a previous approach via reflection positivity [25, Theorem 3.2] . The main advantage of the cluster algorithm approach is that it applies to random surfaces defined on general graphs and thus removes a chief limitation of the reflection positivity proof which is restricted to torus graphs. However, the proof presented in this paper introduces new limitations which it would be desirable to remove. Specifically, the current proof applies only to Lipschitz surfaces with monotone interaction potential whereas one may expect, as put forth explicitly in [25, Section 6] , that results analogous to Theorem 1.1 should hold almost without restriction on the potential function (some integrability conditions are required for the model to be well defined) and such a result indeed holds on torus graphs as shown with the reflection positivity method [25, Theorem 3.2] . Theorem 1.1 may be used together with the arguments of [25] to prove the delocalization of random surfaces in cases not previously known. For instance, delocalization would follow for random surfaces whose potential satisfies (3) and (4) (such as the hammock potential (6)) on finite connected domains of Z 2 with Dirichlet boundary conditions (when V 0 is the set of boundary vertices of the domain), or any other choice of the non-empty normalization set V 0 . The same techniques should apply to show delocalization on many (finite domains in) infinite graphs on which simple random walk is recurrent.
Extremal gradients in spin systems. Similarly to the previous point, it is also of interest to extend the control of extremal gradients to the spin system setting. Bricmont and Fontaine [5] show that extremal gradients are unlikely in the XY (spin O(2)) model (allowing even for multi-body interactions and external magnetic fields). Their proof makes use of Ginibre's extension of Griffiths' inequalities [20, 19] and thus does not extend to the spin O(n) model with n ≥ 3, where they obtain somewhat weaker results instead. As cluster algorithms are available in some generality for spin O(n) models (as reviewed in Section 2), it is possible that our approach to the control of extremal gradients may be extended to the spin system setting and provide additional results for models in which Ginibre's inequality is unavailable.
Excursion-set percolation. The reflection principle for random surfaces given in Theorem 1.2 may remind the reader of the study of excursion-set percolation in random surfaces. Initiated by Lebowitz-Saleur [24] and Bricmont-Lebowitz-Maes [6] , this line of investigation focuses on the percolative properties of the set {v ∈ V : ϕ v ≥ h}. Triggered by its relations with the random interlacement model [33, 28] introduced by Sznitman, the subject has recently seen significant activity; see [15] and references within. In these studies, one starts with the infinite-volume limit of a random surface ϕ on Z d , typically the Gaussian free field with Dirichlet boundary conditions (see [6, 27] for an exception), and aims to study the set of h ∈ R for which there is, almost surely, percolation in the set of vertices v with ϕ v ≥ h (that is, there is an infinite connected component of vertices v with ϕ v ≥ h). For the Gaussian free field, it is known [6, 28] that for each d ≥ 3 there is an h * (d) ∈ R such that percolation occurs if h < h * (d) and does not occur if h > h * (d). Moreover, h * (d) > 0 in any dimension d ≥ 3; for high dimensions this was shown in [28] and was strengthened to every d ≥ 3 in the very recent [15] . Theorem 1.2 seems far from the state-of-the-art of these studies but does provide an alternative approach to one of the basic, simple, results in this direction. It was shown in [6] that for any strictly convex potential U and any ε > 0, in the infinite-volume limit on Z d of the random surface measure with Dirichlet boundary conditions, the set of vertices x with ϕ x ≥ −ε percolates almost surely. We discuss this result in the context of Theorem 1.2. Let G = (V, E) be a finite connected graph, let V 0 ⊆ V be non-empty, let U be a potential satisfying the monotonicity condition (3) and the assumption (2) that µ U,G,V0 is well-defined and let ϕ be randomly sampled from µ U,G,V0 . Then, for any ε > 0 and v ∈ V \ V 0 , by (10) 
If, in addition, U satisfies the finite-support condition (4) then, relying now on (11), we obtain an inequality in the opposite direction,
When the potential U is strictly convex, one has available the Brascamp-Lieb inequality [4] which bounds the variance of ϕ x by the variance of the Gaussian free field on the same graph. Together with (70) this can be used to show that the probability that in a discrete cube graph {−L, . . . , L} d in Z d , d ≥ 3, the origin is connected to the boundary of the cube via vertices v with ϕ v ≥ −ε is uniformly positive as L tends to infinity. Conversely, the same probability in dimension d = 2 necessarily tends to zero as L increases when U satisfies the finite-support condition and is twice-continuously differentiable on its support, by (71) and the delocalization results of [25] .
Correlation of gradients. One approach to bounding the fluctuations of random surfaces proceeds via control of the correlations of gradients of the surface. Consider a random surface ϕ sampled from the measure µ U,G,V0 (see (1) ) with G = (V, E) a finite, connected graph and V 0 ⊆ V a non-empty set on which ϕ is set to zero. One may then express the height of the surface at some vertex x / ∈ V 0 as a linear combination of the gradients of the surface. That is, if E denotes the set of oriented edges of G (both orientations of each edge appear in E) one writes
for a suitable choice of coefficients c (u,v) . Among the many possible choices of these coefficients, Brascamp, Lieb and Lebowitz [3, Section VII] consider the one obtained from the Green's function g of the graph G by writing
where g y is the expected number of visits to x of a simple random walk on G started at y and stopped when it first hits V 0 (the factor for large u − z would imply that the fluctuations of the surface at the origin remain bounded uniformly in L. Such decay is expected but seems quite difficult to establish. Recently, Conlon and Fahim [14] used PDE tools to establish asymptotic formulas for the covariance which imply such decay when the potential function U satisfies 0 < inf U ′′ (x) ≤ sup U ′′ (x) < ∞ and certain additional assumptions.
The above discussion provides motivation for studying the gradient-gradient covariances of random surfaces as appear in (73). It is interesting whether the cluster algorithms used in this work (see Section 2) can provide additional tools for controlling such covariances. Indeed, one may try to reflect the value of ϕ at v around the height ϕ u , thus reversing the gradient on the edge (u, v). The contribution to the covariance on the event that this reflection leaves the gradient on the edge (z, w) unchanged is exactly zero as the reflection is a measure preserving one-to-one mapping. Thus, this approach connects the problem of estimating the gradient-gradient covariances to the problem of controlling properties of the reflected cluster (of v, when reflecting around the height ϕ u ) in the cluster algorithm. Related connections in the spin system settings were found by Chayes [11] and Campbell-Chayes [9] . It is unclear whether this connection can simplify the problem.
