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Monodromy zeta functions at infinity, Newton
polyhedra and constructible sheaves ∗
Yutaka Matsui† Kiyoshi Takeuchi‡
Abstract
By using sheaf-theoretical methods such as constructible sheaves, we generalize
the formula of Libgober-Sperber [15] concerning the zeta functions of monodromy
at infinity of polynomial maps into various directions. In particular, some formulas
for the zeta functions of global monodromy along the fibers of bifurcation points of
polynomial maps will be obtained.
1 Introduction
After two fundamental papers [2] and [24], numerous papers have been written to study
the global behavior of polynomial maps f : Cn −→ C. For a polynomial map f : Cn −→ C,
it is well-known that there exists a finite subset B ⊂ C of C such that the restriction
Cn \ f−1(B) −→ C \B (1.1)
of f is a locally trivial fibration over C \B. We denote by Bf the smallest subset B ⊂ C
satisfying this condition and call its elements bifurcation points of f . Let F = f−1(c)
(c ∈ C \Bf ) be the generic fiber. Then we obtain a monodromy representations
Ψj : π1(C \Bf ; c) −→ Aut(Hj(F ;C)) (1.2)
for j ≥ 0. Despite important contributions by many mathematicians, these monodromy
representations still remain mysterious. The aim of this paper is to prove some formulas for
the zeta functions associated to these representations by sheaf-theoretical methods. Our
results will be completely described by certain Newton polyhedra associated to f . In order
to explain our results more precisely, first let us recall the definition of the monodromy
at infinity of f studied by many mathematicians. Let CR = {x ∈ C | |x| = R} (R ≫ 0)
be a sufficiently large circle in C such that Bf ⊂ {x ∈ C | |x| < R}. Then by restricting
the locally trivial fibration
Cn \ f−1(Bf) −→ C \Bf (1.3)
to CR we obtain a geometric monodromy automorphism
Φ∞f : f
−1(R)
∼
−→ f−1(R). (1.4)
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We define the monodromy zeta function at infinity ζ∞f (t) ∈ C(t)
∗ of f by
ζ∞f (t) :=
∞∏
j=0
det(id− tΦj)
(−1)j , (1.5)
where
Φj : H
j(f−1(R);C) ∼−→ Hj(f−1(R);C) (j = 0, 1, . . .) (1.6)
are the isomorphisms induced by Φ∞f . Various formulas for monodromy zeta functions at
infinity were obtained by Libgober-Sperber [15], Garc´ıa-Lo´pez-Ne´methi [5], Gusein-Zade-
Luengo-Melle-Herna´ndez [7], [8] and Siersma-Tiba˘r [25] etc. In particular, Libgober-
Sperber [15] proved a beautiful formula which expresses the monodromy zeta function at
infinity of a polynomial f(x) ∈ C[x1, x2, . . . , xn] in terms of its Newton polytope at infin-
ity. In this paper, by using some functorial properties of nearby cycle and constructible
sheaves, we first give a new proof to this Libgober-Sperber’s formula and generalize it to
non-convenient polynomials (see Theorem 3.6 (i)). We eliminate the points of indetermi-
nacy of the meromorphic extension f˜ of f(x) ∈ C[x1, x2, . . . , xn] to the compactification
of (C∗)n used in the proof of [15] by blowing up it several times and prove a formula for
the monodromy zeta function ζ∞f (t) by calculating that of a constructible sheaf on the
resulting complex manifold. This functorial proof leads us to various applications. For
example in Section 3 and 4, for any bifurcation point b ∈ Bf of f(x) ∈ C[x1, x2, . . . , xn]
we prove explicit formulas for the global monodromy zeta function ζbf(t) ∈ C(t)
∗ along the
fiber f−1(b) obtained by restricting the locally trivial fibration Cn \ f−1(Bf) −։ C \ Bf
to a small loop {x ∈ C | |x − b| = ε} (0 < ε ≪ 1) around b ∈ Bf ⊂ C. One of the
most unexpected results we obtain in Section 3 is that the constant term a = a0 ∈ C of a
non-convenient polynomial f(x) =
∑
v∈Zn≥0
avx
v is a bifurcation point of f in general. In
Corollary 4.5 and 4.9, we will give some formulas which express the jumping number
χ(f−1(a))− χ(f−1(c)) ∈ Z (1.7)
of the Euler characteristic of the central fiber f−1(a) from that of the general fiber f−1(c) in
terms of a Newton polyhedron of f−a. Note that Siersma-Tiba˘r [25] also proved formulas
for the global monodromy zeta function ζbf(t) along the fiber f
−1(b) (b ∈ Bf) by completely
different methods. However the results in [25] are described by the polar curves associated
with f and their relation with the Newton polyhedron of f is not clear. Note also that in [8,
Theorem 4] Gusein-Zade-Luengo-Melle-Herna´ndez obtained a formula for ζbf(t) by using
the meromorphic extension f˜ − b of f − b to the projective space Pn. In order to use their
formula, we have to compute the monodromy zeta functions of the meromorphic function
f˜ − b at all points of {f = b} ∩ H∞, where H∞ = Pn \ Cn is the hyperplane at infinity.
Our formulas for ζbf(t) in Theorem 4.3, 4.8 and 4.11 are directly described by the Newton
polyhedron of f . In the final section, we prove also a generalization of Libgober-Sperber’s
formula to polynomial maps f = (f1, f2, . . . , fk) : Cn −→ Ck (1 ≤ k ≤ n). Namely
we study the global Milnor fiber f−1(c) of f associated with the complete intersection
subvariety {f1 = f2 = · · · = fk = 0} in Cn, where c ∈ Ck is a generic point, i.e. a point
outside the discriminant D ⊂ Ck of f : Cn −→ Ck. The results we obtain in Section 5 are
described also by certain Newton polyhedra defined by f1, f2, . . . , fk ∈ C[x1, x2, . . . , xn]
and can be considered as the global versions of the theorem of Kirillov [13] and Oka [22].
Finally, let us mention that the sheaf-theoretical methods we used in this paper can be
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applied also to other problems. For example, in [19] we computed the monodromy zeta
functions of Milnor fibers over general singular toric varieties. In another recent paper
[18], some applications of our methods to A-discriminant varieties are given. Moreover in
[27] we used the methods developed in this paper to obtain a formula for the monodromy
at infinity of A-hypergeometric functions.
2 Preliminary notions and results
In this section, we introduce basic notions and results which will be used in this paper.
In this paper, we essentially follow the terminology of [3] and [11]. For example, for a
topological space X we denote by Db(X) the derived category whose objects are bounded
complexes of sheaves of CX-modules on X .
Definition 2.1 Let X be an algebraic variety over C. Then
(i) We say that a sheaf F onX is constructible if there exists a stratificationX =
⊔
αXα
of X such that F|Xα is a locally constant sheaf of finite rank for any α.
(ii) We say that an object F of Db(X) is constructible if the cohomology sheaf Hj(F)
of F is constructible for any j ∈ Z. We denote by Dbc(X) the full subcategory of
Db(X) consisting of constructible objects F .
Recall that for any morphism f : X −→ Y of algebraic varieties over C there exists a
functor
Rf∗ : D
b(X) −→ Db(Y ) (2.1)
of direct images. This functor preserves the constructibility and we obtain also a functor
Rf∗ : D
b
c(X) −→ D
b
c(Y ). (2.2)
For other basic operations Rf!, f
−1, f ! etc. in derived categories, see [11] for the detail.
Next we introduce the notion of constructible functions and explain its relation with
that of constructible sheaves.
Definition 2.2 Let X be an algebraic variety over C and G an abelian group. Then we
say a G-valued function ρ : X −→ G on X is constructible if there exists a stratification
X =
⊔
αXα of X such that ρ|Xα is constant for any α. We denote by CFG(X) the abelian
group of G-valued constructible functions on X .
Let C(t)∗ = C(t) \ {0} be the multiplicative group of the function field C(t) of the
scheme C. In this paper, we consider CFG(X) only for G = Z or C(t)∗. For a G-valued
constructible function ρ : X −→ G, we take a stratification X =
⊔
αXα of X such that
ρ|Xα is constant for any α as above. Denoting the Euler characteristic of Xα by χ(Xα),
we set ∫
X
ρ :=
∑
α
χ(Xα) · ρ(xα) ∈ G, (2.3)
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where xα is a reference point in Xα. Then we can easily show that
∫
X
ρ ∈ G does
not depend on the choice of the stratification X =
⊔
αXα of X . Hence we obtain a
homomorphism ∫
X
: CFG(X) −→ G (2.4)
of abelian groups. For ρ ∈ CFG(X), we call
∫
X
ρ ∈ G the topological (Euler) integral of ρ
over X . More generally, for any morphism f : X −→ Y of algebraic varieties over C and
ρ ∈ CFG(X), we define the push-forward
∫
f
ρ ∈ CFG(Y ) of ρ by(∫
f
ρ
)
(y) :=
∫
f−1(y)
ρ (2.5)
for y ∈ Y . This defines a homomorphism∫
f
: CFG(X) −→ CFG(Y ) (2.6)
of abelian groups. If G = Z, these operations
∫
X
and
∫
f
correspond to the ones RΓ (X ; · )
and Rf∗ respectively in the derived categories as follows. For an algebraic variety X over
C, consider a free abelian group
Z(Dbc(X)) :=
{ ∑
j : finite
aj[Fj ]
∣∣∣∣∣ aj ∈ Z, Fj ∈ Dbc(X)
}
(2.7)
generated by the objects Fj ∈ D
b
c(X) in D
b
c(X) and take its subgroup
R := 〈[F2]− [F1]− [F3]|F1 −→ F2 −→ F3
+1
−→ is a distinguished triangle〉 ⊂ Z(Dbc(X)).
(2.8)
We set Kbc(X) := Z(D
b
c(X))/R and call it the Grothendieck group of D
b
c(X). Then the
following result is well-known (see for example [11, Theorem 9.7.1]).
Theorem 2.3 The homomorphism
χX : K
b
c(X) −→ CFZ(X) (2.9)
defined by taking the local Euler-Poincare´ indices:
χX([F ])(x) :=
∑
j∈Z
(−1)jdimCH
j(F)x (x ∈ X) (2.10)
is an isomorphism.
For any morphism f : X −→ Y of algebraic varieties over C, there exists also a com-
mutative diagram
Kbc(X)
Rf∗
//
≀χX

Kbc(Y )
≀χY

CFZ(X)
R
f
// CFZ(Y ).
(2.11)
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In particular, if Y is the one-point variety {pt} (Kbc(Y ) ≃ CFZ(Y ) ≃ Z), we obtain a
commutative diagram
Kbc(X) χ(RΓ (X; · ))
,,YY
YY
YY
YY
YY
YY
YY
YY
YY
Y
≀ χX

Z.
CFZ(X)
R
X
22eeeeeeeeeeeeeeeeee
(2.12)
Among various operations in derived categories, the following nearby cycle functor
introduced by Deligne will be frequently used in this paper (see [3, Section 4.2] for an
excellent survey of this subject).
Definition 2.4 Let f : X −→ C be a non-constant regular function on an algebraic
variety X over C. Set X0 := {x ∈ X | f(x) = 0} ⊂ X and let iX : X0 −֒→ X , jX : X \
X0 −֒→ X be inclusions. Let p : C˜∗ −→ C∗ be the universal covering of C∗ = C \ {0}
(C˜∗ ≃ C) and consider the Cartesian square
X˜ \X0
//
pX

C˜∗
p

✷
X \X0
f
// C∗.
(2.13)
Then for F ∈ Dbc(X) we set
ψf (F) := i
−1
X R(jX ◦ pX)∗(jX ◦ pX)
−1F ∈ Db(X0) (2.14)
and call it the nearby cycle of F .
Since the nearby cycle functor preserves the constructibility, in the above situation we
obtain a functor
ψf : D
b
c(X) −→ D
b
c(X0). (2.15)
As we see in the next proposition, the nearby cycle functor ψf generalizes the classical
notion of Milnor fibers. First, let us recall the definition of Milnor fibers and Milnor
monodromies over singular varieties (see for example [26] for a review on this subject).
Let X be a subvariety of Cm and f : X −→ C a non-constant regular function on X .
Namely we assume that there exists a polynomial function f˜ : Cm −→ C on Cm such that
f˜ |X = f . For simplicity, assume also that the origin 0 ∈ Cm is contained in X0 = {x ∈
X | f(x) = 0}. Then the following lemma is well-known (see for example [17, Definition
1.4]).
Lemma 2.5 For sufficiently small ε > 0, there exists η0 > 0 with 0 < η0 ≪ ε such that
for 0 < ∀η < η0 the restriction of f :
X ∩ B(0; ε) ∩ f˜−1(D(0; η) \ {0}) −→ D(0; η) \ {0} (2.16)
is a topological fiber bundle over the punctured disk D(0; η)\{0} := {z ∈ C | 0 < |z| < η},
where B(0; ε) is the open ball in Cm with radius ε centered at the origin.
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Definition 2.6 A fiber of the above fibration is called the Milnor fiber of the function
f : X −→ C at 0 ∈ X and we denote it by F0.
Proposition 2.7 ([3, Proposition 4.2.2]) There exists a natural isomorphism
Hj(F0;C) ≃ Hj(ψf (CX))0 (2.17)
for any j ∈ Z.
By this proposition, we can study the cohomology groups Hj(F0;C) of the Milnor fiber
F0 by using sheaf theory. Recall also that in the above situation, as in the same way as
the case of polynomial functions over Cn (see [20]), we can define the Milnor monodromy
operators
Φj : H
j(F0;C)
∼
−→ Hj(F0;C) (j = 0, 1, . . .) (2.18)
and the zeta-function
ζf,0(t) :=
∞∏
j=0
det(id− tΦj)
(−1)j (2.19)
associated with it. Since the above product is in fact finite, ζf,0(t) is a rational function
of t and its degree in t is the topological Euler characteristic χ(F0) of the Milnor fiber F0.
Similarly, also for any y ∈ X0 = {x ∈ X | f(x) = 0} we can define Fy and ζf,y(t) ∈ C(t)∗.
This classical notion of Milnor monodromy zeta functions can be also generalized as
follows.
Definition 2.8 Let f : X −→ C be a non-constant regular function on X and F ∈
Dbc(X). Set X0 := {x ∈ X | f(x) = 0}. Then there exists a monodromy automorphism
Φ(F) : ψf (F)
∼
−→ ψf (F) (2.20)
of ψf (F) in D
b
c(X0) associated with a generator of the group Deck(C˜∗,C
∗) ≃ Z of the
deck transformations of p : C˜∗ −→ C∗ in the diagram (2.13). We define a C(t)∗-valued
constructible function ζf(F) : X0 −→ C(t)∗ on X0 by
ζf,x(F)(t) :=
∏
j∈Z
det (id− tΦ(F)j,x)
(−1)j (2.21)
for x ∈ X0, where Φ(F)j,x : (H
j(ψf (F)))x
∼
−→ (Hj(ψf(F)))x is the stalk at x ∈ X0 of the
sheaf homomorphism
Φ(F)j : H
j(ψf (F))
∼
−→ Hj(ψf (F)) (2.22)
associated with Φ(F).
The following proposition will play a crucial role in the proof of our main theorems.
For the proof, see for example, [3, p.170-173] and [23].
Proposition 2.9 Let π : Y −→ X be a proper morphism of algebraic varieties over C
and f : X −→ C a non-constant regular function on X. Set g := f ◦ π : Y −→ C,
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X0 := {x ∈ X | f(x) = 0} and Y0 := {y ∈ Y | g(y) = 0} = π
−1(X0). Then for any
G ∈ Dbc(Y ) we have ∫
π|Y0
ζg(G) = ζf(Rπ∗G) (2.23)
in CFC(t)∗(X0), where ∫
π|Y0
: CFC(t)∗(Y0) −→ CFC(t)∗(X0) (2.24)
is the push-forward of C(t)∗-valued constructible functions by π|Y0 : Y0 −→ X0.
Finally we recall Bernstein-Khovanskii-Kushnirenko’s theorem [12].
Definition 2.10 Let g(x) =
∑
v∈Zn avx
v be a Laurent polynomial on (C∗)n (av ∈ C).
(i) We call the convex hull of supp(g) := {v ∈ Zn | av 6= 0} ⊂ Zn ⊂ Rn in Rn the
Newton polygon of g and denote it by NP (g).
(ii) For a vector u ∈ Rn, we set
Γ(g; u) :=
{
v ∈ NP (g)
∣∣∣∣ 〈u, v〉 = min
w∈NP (g)
〈u, w〉
}
, (2.25)
where for u = (u1, . . . , un) and v = (v1, . . . , vn) we set 〈u, v〉 =
∑n
i=1 uivi.
(iii) For a vector u ∈ Rn, we define the u-part of g by
gu(x) :=
∑
v∈Γ(g;u)
avx
v. (2.26)
Definition 2.11 Let g1, g2, . . . , gp be Laurent polynomials on (C∗)n. Then we say that
the subvariety Z∗ = {x ∈ (C∗)n | g1(x) = g2(x) = · · · = gp(x) = 0} of (C∗)n is non-
degenerate complete intersection if for any covector u ∈ Zn the p-form dgu1 ∧dg
u
2 ∧· · ·∧dg
u
p
does not vanish on {x ∈ (C∗)n | gu1 (x) = · · · = g
u
p (x) = 0}.
Theorem 2.12 ([12]) Let g1, g2, . . . , gp be Laurent polynomials on (C∗)n. Assume that
the subvariety Z∗ = {x ∈ (C∗)n | g1(x) = g2(x) = · · · = gp(x) = 0} of (C∗)n is non-
degenerate complete intersection. Set ∆i := NP (gi) for i = 1, . . . , p. Then we have
χ(Z∗) = (−1)n−p
∑
a1,...,ap≥1
a1+···+ap=n
VolZ(∆1, . . . ,∆1︸ ︷︷ ︸
a1-times
, . . . ,∆p, . . . ,∆p︸ ︷︷ ︸
ap-times
), (2.27)
where VolZ(∆1, . . . ,∆1︸ ︷︷ ︸
a1-times
, . . . ,∆p, . . . ,∆p︸ ︷︷ ︸
ap-times
) ∈ Z is the normalized n-dimensional mixed vol-
ume of ∆1, . . . ,∆1︸ ︷︷ ︸
a1-times
, . . . ,∆p, . . . ,∆p︸ ︷︷ ︸
ap-times
with respect to the lattice Zn ⊂ Rn.
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Remark 2.13 Let Q1, Q2, . . . , Qn be integral polytopes in (Rn,Zn). Then their normal-
ized n-dimensional mixed volume VolZ(Q1, Q2, . . . , Qn) ∈ Z is given by the formula
n!VolZ(Q1, Q2, . . . , Qn)
= VolZ(Q1 +Q2 + · · ·+Qn)−
n∑
i=1
VolZ(Q1 + · · ·+Qi−1 +Qi+1 + · · ·+Qn)
+
∑
1≤i<j≤n
VolZ(Q1 + · · ·+Qi−1 +Qi+1 + · · ·+Qj−1 +Qj+1 + · · ·+Qn)
+ · · ·+ (−1)n−1
n∑
i=1
VolZ(Qi), (2.28)
where VolZ( · ) ∈ Z is the normalized n-dimensional volume.
3 Monodromy at infinity and Newton polyhedra
In this section, we apply our methods to the monodromy at infinity of polynomials on Cn
studied by Gusein-Zade-Luengo-Melle-Herna´ndez [7], [8], Libgober-Sperber [15], Garc´ıa-
Lo´pez-Ne´methi [5] and Siersma-Tiba˘r [24], [25] etc. Hereafter we denote Z≥0 by Z+.
Definition 3.1 ([15]) Let f(x) =
∑
v∈Zn+
avx
v ∈ C[x1, x2, . . . , xn] (av ∈ C) be a polyno-
mial on Cn. We call the convex hull of {0} ∪ NP (f) in Rn the Newton polygon of f at
infinity and denote it by Γ∞(f).
For a subset S ⊂ {1, 2, . . . , n} of {1, 2, . . . , n}, let us set
RS := {v = (v1, v2, . . . , vn) ∈ Rn | vi = 0 for ∀i /∈ S}. (3.1)
We set also ΓS∞(f) = Γ∞(f) ∩ R
S.
Definition 3.2 We say that a polynomial f(x) ∈ C[x1, x2, . . . , xn] on Cn satisfies the
condition (∗) if ΓS∞(f) = {0} or the dimension of Γ
S
∞(f) is maximal i.e. equal to ♯S for
any subset S of {1, 2, . . . , n}.
Recall that a polynomial f(x) on Cn is called convenient if the dimension of ΓS∞(f)
is equal to ♯S for any S ⊂ {1, 2, . . . , n}. Therefore convenient polynomials on Cn satisfy
our condition (∗).
Definition 3.3 ([14]) We say that a polynomial f(x) =
∑
v∈Zn+
avx
v ∈ C[x1, x2, . . . , xn]
(av ∈ C) on Cn is non-degenerate at infinity if for any face γ of Γ∞(f) such that 0 /∈ γ
the complex hypersurface
{x = (x1, x2, . . . , xn) ∈ (C∗)n | fγ(x) = 0} (3.2)
in (C∗)n is smooth and reduced, where we set fγ(x) =
∑
v∈γ∩Zn+
avx
v ∈ C[x1, x2, . . . , xn].
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Now let f(x) be a polynomial on Cn. Then it is well-known that there exists a finite
subset B ⊂ C of C such that the restriction
Cn \ f−1(B) −→ C \B (3.3)
of f is a locally trivial fibration. We denote by Bf the smallest subset B ⊂ C verifying
this condition and call it the bifurcation set of f . Our objective here is the study of the
following monodromy zeta functions.
Definition 3.4 (i) Take a sufficiently large circle CR = {x ∈ C | |x| = R} (R ≫ 0)
in C such that Bf ⊂ {x ∈ C | |x| < R}. By restricting the locally trivial fibration
Cn \ f−1(Bf) −։ C \ Bf to CR ⊂ C \ Bf , we obtain the geometric monodromy at
infinity
Φ∞f : f
−1(R)
∼
−→ f−1(R). (3.4)
We denote the zeta function associated with Φ∞f by ζ
∞
f (t) ∈ C(t)
∗ and call it the
monodromy zeta function at infinity of f .
(ii) For a bifurcation point b ∈ Bf of f , take a small circle Cε(b) = {x ∈ C | |x− b| = ε}
(0 < ε ≪ 1) around b such that Bf ∩ {x ∈ C | |x − b| ≤ ε} = {b}. We denote by
ζbf(t) ∈ C(t)
∗ the zeta function associated with the geometric monodromy
Φbf : f
−1(b+ ε)
∼
−→ f−1(b+ ε) (3.5)
obtained by the restriction of Cn \ f−1(Bf ) −։ C \Bf to Cε(b) ⊂ C \ Bf . We call
ζbf(t) the monodromy zeta function of f along the fiber f
−1(b).
To compute the monodromy zeta function ζbf(t) ∈ C(t)
∗ of f along the fiber f−1(b) of
b ∈ Bf , it is very useful to consider first the following rational function ζ˜bf(t) ∈ C(t)
∗. Let
f−1(b) =
⊔
α Zα be a stratification of f
−1(b) = {f−b = 0} such that the local monodromy
zeta function ζf−b(t) of f is constant on each stratum Zα. Denote the value of ζf−b(t) on
Zα by ζα(t) ∈ C(t)∗. Then the following definition does not depend on the stratification
f−1(b) =
⊔
α Zα.
Definition 3.5 We set
ζ˜bf(t) :=
∫
f−1(b)
ζf−b(t) =
∏
α
{ζα(t)}
χ(Zα) ∈ C(t)∗ (3.6)
and call it the finite part of ζbf(t).
As is clear from the definition, the finite part ζ˜bf(t) of ζ
b
f(t) is calculated only by the
behavior of f on f−1(b) ⊂ Cn. For each subset S ⊂ {1, 2, . . . , n} such that ΓS∞(f) ) {0},
let {γS1 , γ
S
2 , . . . , γ
S
n(S)} be the (♯S− 1)-dimensional faces of Γ
S
∞(f) satisfying the condition
0 /∈ γSi . For 1 ≤ i ≤ n(S), let u
S
i ∈ (R
S)∗ ∩ ZS be the unique non-zero primitive vector
which takes its maximum in ΓS∞(f) exactly on γ
S
i and set
dSi := max
v∈ΓS∞(f)
〈uSi , v〉 ∈ Z>0. (3.7)
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We call dSi the lattice distance from γ
S
i to the origin 0 ∈ R
S. For each face γSi ≺ Γ
S
∞(f),
let L(γSi ) be the smallest affine linear subspace of R
n containing γSi and VolZ(γ
S
i ) ∈ Z>0
the normalized (♯S − 1)-dimensional volume of γSi with respect to the lattice Z
n ∩L(γSi ).
Then by using these normalized volumes we have the following result.
Theorem 3.6 Let f(x) ∈ C[x1, x2, . . . , xn] be a polynomial on Cn. Assume that f satis-
fies the condition (∗) and is non-degenerate at infinity. Then we have
(i) (cf. [15]) The monodromy zeta function ζ∞f (t) at infinity of f is given by
ζ∞f (t) =
∏
S : ΓS∞(f)){0}
ζ∞f,S(t), (3.8)
where for each subset S ⊂ {1, 2, . . . , n} such that ΓS∞(f) ) {0} we set
ζ∞f,S(t) :=
n(S)∏
i=1
(1− td
S
i )(−1)
♯S−1VolZ(γ
S
i ). (3.9)
(ii) Assume moreover that f is convenient. Then for any bifurcation point b ∈ Bf of f
we have
ζbf(t) = ζ˜
b
f(t). (3.10)
Proof. (i) Since the monodromy operators
Hj(f−1(R);C)
∼
−→ Hj(f−1(R);C) (j = 0, 1, 2, . . .) (3.11)
for R≫ 0 are defined over Z and their eigenvalues are roots of unity by the monodromy
theorem, ζ∞f (t) is equal to the zeta function associated with the linear transformations
Hj(f
−1(R);C)
∼
−→ Hj(f
−1(R);C) (j = 0, 1, 2, . . .) (3.12)
on homology groups. By the isomorphism Hj(f
−1(R);C) ≃ H2n−2−jc (f
−1(R);C), we
see that ζ∞f (t) coincides with the monodromy zeta function of the constructible sheaf
Rf!CCn ∈ Dbc(C) along a sufficiently large circle CR ⊂ C (R ≫ 0). Let us restate this
result more precisely by using the nearby cycle functor. Let j : C −֒→ P1 = C ⊔ {∞}
be the compactification and set F := j!(Rf!CCn) ∈ Dbc(P
1). Take a local coordinate h of
P1 in a neighborhood of ∞ ∈ P1 such that ∞ = {h = 0}. Then the monodromy zeta
function of the nearby cycle ψh(F) ∈ D
b
c({∞}) at the point∞ ∈ P
1 is nothing but ζ∞f (t).
Namely we have
ζ∞f (t) = ζh,∞(F)(t) ∈ C(t)
∗. (3.13)
Now let us consider Cn as a toric variety associated with the fan Σ0 in Rn formed by the
all faces of the first quadrant Rn+ := (R≥0)
n ⊂ Rn. Let T ≃ (C∗)n be the open dense torus
in it and for each subset S ⊂ {1, 2, . . . , n} denote by TS ≃ (C∗)♯S the T -orbit associated
with the (n− ♯S)-dimensional face
σS = Rn+ ∩ {u = (u1, . . . , un) | ui = 0 for ∀i ∈ S} (3.14)
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of Rn+. Then we obtain a decomposition
Cn =
⊔
S⊂{1,2,...,n}
TS (3.15)
of Cn into T -orbits. Set FS := j!(Rf!CTS) ∈ D
b
c(P
1). Then by a standard argument we
get
ζ∞f (t) =
∏
S⊂{1,2,...,n}
ζh,∞(FS)(t) ∈ C(t)∗. (3.16)
Let fS : TS ≃ (C∗)♯S −→ C be the restriction of f to TS ⊂ Cn. Since for S ⊂ {1, 2, . . . , n}
such that ΓS∞(f) = {0} the function fS = f |TS is constant, we have ζh,∞(FS)(t) ≡ 1.
Hence it remains for us to show that ζh,∞(FS)(t) = ζ
∞
f,S(t) for any S ⊂ {1, 2, . . . , n} such
that ΓS∞(f) ) {0}. Here we shall prove this equality only for the case where S = S0 :=
{1, 2, . . . , n} and TS = T = (C∗)n. The proof for the cases S ( {1, 2, . . . , n} is essentially
the same. Now recall the construction of a compactification of T ≃ (C∗)n used in the
proof of [15, Theorem 1]. First let Σ1 be the dual fan of Γ∞(f) ⊂ Rnv in the dual vector
space Rnu = (R
n
v )
∗ of Rnv . Next by subdividing Σ1 we construct a fan Σ in R
n
u such that
the toric variety XΣ associated with it is complete and smooth. Then T ≃ (C∗)n is an
open dense subset of XΣ and f |T : T −→ C can be extended to a meromorphic function
f˜ on XΣ which has points of indeterminacy in general. For a cone σ in Σ by taking a
non-zero vector u ∈ rel.int(σ) in the relative interior rel.int(σ) of σ we define a face γ(σ)
of Γ∞(f) by
γ(σ) =
{
v ∈ Γ∞(f)
∣∣∣ 〈u, v〉 = min
w∈Γ∞(f)
〈u, w〉
}
. (3.17)
By the construction of Σ, this face γ(σ) does not depend on the choice of u ∈ rel.int(σ).
Now, following [15], we say that a T -orbit in XΣ is at infinity if the corresponding cone σ
in Σ satisfies the condition 0 /∈ γ(σ). It is easy to see that the points of indeterminacy of
f˜ are contained the union of T -orbits at infinity in XΣ. Let T1, T2, . . . , Tl be the (n− 1)-
dimensional T -orbits at infinity in XΣ. We call their closures Di := Ti toric divisors at
infinity in XΣ. For any i = 1, 2, . . . , l, the toric divisor Di is a smooth subvariety in XΣ
and f˜ has a pole along it. For each i = 1, 2, . . . , l, let σi ∈ Σ be the 1-dimensional cone in
Σ which corresponds to the T -orbit Ti ≃ (C∗)n−1 ⊂ XΣ. We denote the unique non-zero
primitive vector in σi∩Zn by ai. Then the order mi > 0 of the pole of f˜ along Di is given
by the formula
mi = − min
v∈Γ∞(f)
〈ai, v〉. (3.18)
By the non-degeneracy of f at infinity, in an open neighborhood of
⋃l
i=1Di (= the union
of T -orbits at infinity) there exists a smooth hypersurface Z which satisfies the conditions:
(a) f˜ has a zero of order one on Z \ (
⋃l
i=1Di).
(b) Any T -orbit at infinity in XΣ intersects Z transversally.
(c) For any T -orbit Tσ (σ ∈ Σ) at infinity in XΣ, the set of points of indeterminacy of
f˜ on Tσ is Tσ ∩ Z.
The smooth hypersurface Z is uniquely determined by these conditions (a)-(c). We
can show the existence of Z as follows. Let Tσ (σ ∈ Σ) be a T -orbit at infinity
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and {ai1 , ai2 , . . . , aiq , b1, . . . , br} the set of the non-zero primitive vectors on the edges
of σ such that minv∈Γ∞(f)〈bi, v〉 = 0 for i = 1, 2, . . . , r. Then in an open neigh-
borhood of Tσ in XΣ there exists a local coordinate system y1, y2, . . . , yn such that
Tσ = {y1 = · · · = yq+r = 0, yq+r+1, . . . , yn 6= 0} ≃ (C∗)n−q−r and the meromorphic
function f˜ has the form
f˜(y) =
s(y)
y
mi1
1 y
mi2
2 · · · y
miq
q
(mi1 , . . . , miq > 0), (3.19)
where s(y) is a holomorphic function whose zero set is a smooth hypersurface intersecting
Tσ transversally. In this open set ofXΣ, Z is explicitly defined by Z = {s(y) = 0}. In order
to eliminate the indeterminacy of the meromorphic function f˜ on XΣ, we first consider
the blow-up π1 : X
(1)
Σ −→ XΣ of XΣ along the (n − 2)-dimensional smooth subvariety
D1∩Z. Then the indeterminacy of the pull-back f˜ ◦π1 of f˜ to X
(1)
Σ is improved. If f˜ ◦π1
still has points of indeterminacy on the intersection of the exceptional divisor E1 of π1
and the proper transform Z(1) of Z, we construct the blow-up π2 : X
(2)
Σ −→ X
(1)
Σ of X
(1)
Σ
along E1 ∩ Z
(1). By repeating this procedure m1 times, we obtain a tower of blow-ups
X
(m1)
Σ −→
πm1
· · · · · · −→
π2
X
(1)
Σ −→
π1
XΣ. (3.20)
Then the pull-back of f˜ to X
(m1)
Σ has no indeterminacy over T1 (see the figures below).
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Z
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Next we apply this construction to the proper transforms of D2 and Z in X
(m1)
Σ . Then
we obtain also a tower of blow-ups
X
(m1)(m2)
Σ −→ · · · · · · −→ X
(m1)(1)
Σ −→ X
(m1)
Σ (3.21)
and the indeterminacy of the pull-back of f˜ to X
(m1)(m2)
Σ is eliminated over T1 ⊔ T2. By
applying the same construction to (the proper transforms of) D3, D4, . . . , Dl, we finally
obtain a birational morphism
π : X˜Σ −→ XΣ (3.22)
such that g := f˜ ◦π has no point of indeterminacy on the whole X˜Σ (see also [6, p.602-604]
and [9, Theorem 7.21]). Then we get a commutative diagram of holomorphic maps
T = TS0

 ι
//
f |T

X˜Σ
g

C 
 j
// P1
(3.23)
and an isomorphism
FS0 = j!R(f |T )!CT (3.24)
≃ Rg∗ι!CT (3.25)
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in Dbc(P
1) (g is proper). Hence in order to prove
ζh,∞(FS0)(t) = ζh,∞(Rg∗ι!CT )(t) = ζ
∞
f,S0
(t) (3.26)
we can apply Proposition 2.9 to the proper morphism g : X˜Σ −→ P1. By calculating the
monodromy zeta function of ψh◦g(ι!CT ) at each point of (h ◦ g)−1(0) = g−1(∞) ⊂ X˜Σ, we
can easily prove that
ζh,∞(FS0)(t) = ζh,∞(Rg∗ι!CT )(t) (3.27)
=
l∏
i=1
(1− tmi)χ(Ti\Z). (3.28)
Let us set δi := {v ∈ Γ∞(f) | 〈ai, v〉 = −mi} ⊂ Γ∞(f) for i = 1, 2, . . . , l. Note that δi
are (not necessarily (n− 1)-dimensional) faces of Γ∞(f). Then by Bernstein-Khovanskii-
Kushnirenko’s theorem (Theorem 2.12), χ(Ti\Z) is (−1)
n−1 times the normalized (n−1)-
dimensional volume VolZ(δi) of δi. Therefore we can eliminate the terms (1 − t
mi)χ(Ti\Z)
for 1 ≤ i ≤ l such that VolZ(δi) = 0 from (3.28) and obtain the desired result
ζh,∞(FS0)(t) =
n(S0)∏
i=1
(
1− td
S0
i
)(−1)♯S0−1VolZ(γS0i )
(3.29)
= ζ∞f,S0(t). (3.30)
This completes the proof of (i).
(ii) Recall that in the proof of (i) we identified Cn with the toric variety associated with
the fan Σ0. Since f is convenient, Σ0 is an open subfan of Σ1. Then, without subdividing
the cones in Σ0 ⊂ Σ1 we can construct a subdivision Σ of Σ1 such that the associated
toric variety XΣ is complete and smooth. Namely Cn is an affine open subset of XΣ. Let
ι′ : Cn −֒→ XΣ be the inclusion. Then by eliminating the points of indeterminacy of the
meromorphic extension f˜ of f to XΣ along toric divisors at infinity in XΣ as in (i) we
obtain a commutative diagram of holomorphic maps
Cn 
 ι′
//
f

X˜Σ
g′

C 
 j
// P1
(3.31)
and an isomorphism
F = j!Rf!CCn (3.32)
≃ Rg′∗ι
′
!CCn. (3.33)
Now let h′ be a local coordinate of P1 on an open neighborhood of the bifurcation point
b ∈ P1 such that b = {h′ = 0}. Then we have
ζbf(t) = ζh′,b(F)(t) (3.34)
= ζh′,b(Rg
′
∗ι
′
!CCn)(t). (3.35)
Therefore, as in the proof of (i), by applying Proposition 2.9 to the proper morphism
g′ : X˜Σ −→ P1 we can easily prove the desired result
ζbf(t) = ζ˜
b
f(t). (3.36)
This completes the proof. ✷
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Corollary 3.7 Let f(x) ∈ C[x1, x2, . . . , xn] be a polynomial on Cn. Assume that f
is convenient and non-degenerate at infinity. Let b ∈ Bf be a bifurcation point of
f such that the complex hypersurface f−1(b) ⊂ Cn has only isolated singular points
{p1, p2, . . . , pk} ⊂ f
−1(b). Denote by ζi(t) the local monodromy zeta function ζf−b,pi(t)
of the complex hypersurface f−1(b) = {f − b = 0} at pi. Then we have
ζbf(t) = ζ˜
b
f(t) = (1− t)
χ(f−1(b)\{p1,p2,...,pk})
k∏
i=1
ζi(t). (3.37)
Remark 3.8 For k ∈ N, we denote the Lefschetz number of (Φ∞f )
k by Lk(Φ∞f ). Since we
have
ζ∞f (t) = exp
(
−
∞∑
k=1
Lk(Φ∞f )
k
tk
)
, (3.38)
we can calculate the Lefschetz number Lk(Φ∞f ) as follows. Namely, in the situation of
Theorem 3.6 we have
Lk(Φ∞f ) =
−1
(k − 1)!
(
d
dt
)k (
log
(
ζ∞f (t)
)) ∣∣∣
t=0
(3.39)
=
∑
S : ΓS∞(f)){0}
n(S)∑
i=1
(−1)♯SVolZ(γ
S
i )
(k − 1)!
(
d
dt
)k (
log (1− td
S
i )
) ∣∣∣
t=0
(3.40)
=
∑
S : ΓS∞(f)){0}
∑
0≤i≤n(S)
dSi |k
(−1)♯S−1VolZ(γ
S
i )d
S
i . (3.41)
By this formula we observe that Lk(Φ∞f ) does not always vanish (compare this result with
the one obtained by A’Campo in [1]). Indeed in the case where f(x1, x2) = x1(x
2
1x
2
2 − 1)
we have Lk(Φ∞f ) = −1 for any k ∈ N. Moreover, if we set Zf(r) :=
d
dr
log (ζ∞f (e
r)), then
we obtain also a functional equation
Zf(r) + Zf(−r) =
∑
S : ΓS∞(f)){0}
n(S)∑
i=1
(−1)♯S−1VolZ(γ
S
i )d
S
i (3.42)
= degt ζ
∞
f (t) = χ(f
−1(R)). (3.43)
We can obtain similar formulas also for other topological zeta functions.
4 Global monodromy along central fibers
From now on, we shall generalize Theorem 3.6 (ii) to non-convenient polynomials. In
Theorem 4.3 and 4.8 below, we obtain unexpected results that the constant term a =
a0 ∈ C of a non-convenient polynomial f(x) =
∑
v∈Zn+
avx
v (av ∈ C) on Cn often becomes
a bifurcation point of f . In what follows, we assume always that the dimension of the
Newton polygon at infinity Γ∞(f) of f(x) ∈ C[x1, . . . , xn] is n. We consider the n-
dimensional cone Cone∞(f) = R≥0Γ∞(f) generated by Γ∞(f) in Rn.
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Definition 4.1 For a polynomial f(x) =
∑
v∈Zn+
avx
v (av ∈ C) on Cn with the constant
term a := a0 ∈ C, we set
Γbif(f) := NP (f − a) + Cone∞(f) ⊂ Rn. (4.1)
We call Γbif(f) the bifurcation Newton polygon of f at a.
If n = 2, the following definition is useful. Let Rnu = (R
n
v )
∗ be the dual vector space of
Rnv and consider the first quadrant R
n
+ = R
n
≥0 ⊂ R
n
u in it and its interior Int(R
n
+) = R
n
>0.
Definition 4.2 Let f(x) =
∑
v∈Zn+
avx
v (av ∈ C) be a polynomial on Cn and c ∈ C.
Then we say f is non-degenerate (resp. strongly non-degenerate) along the fiber f−1(c) if
for any u ∈ Rnu \ R
n
+ (resp. for any non-zero u ∈ R
n
u \ Int(R
n
+)) the complex hypersurface
{x = (x1, . . . , xn) ∈ (C∗)n | (f − c)u(x) = 0} (4.2)
in (C∗)n is smooth and reduced.
Note that in the above definition we do not assume that the dimension of NP (f − c)
is n.
Theorem 4.3 Let f(x) =
∑
v∈Z2+
avx
v (av ∈ C) be a polynomial on C2 with the constant
term a := a0 ∈ C.
(i) Assume that f is non-degenerate along the fiber f−1(a). Then we have
ζaf (t) =
l∏
j=1
(1− tdj )−VolZ(γj) × ζ˜af (t), (4.3)
where γ1, γ2, . . . , γl are the 1-dimensional compact faces of Γbif(f) whose inner
conormal vectors are contained in R2u \ R
2
+, dj ∈ Z>0 is the lattice distance from
γj to the origin 0 ∈ R2v and VolZ(γj) is the normalized volume of γj with respect to
the lattice Z2 ∩ L(γj).
(ii) For a complex number c 6= a, assume that f is non-degenerate along the fiber f−1(c).
Then we have
ζcf(t) = ζ˜
c
f(t). (4.4)
NP (f   a)
Figure 4
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Proof. Since the proof of (ii) is similar, we prove only (i). As in the proof of Theorem 3.6,
let Σ0 be the fan in R2u formed by faces of the first quadrant R
2
+. We also denote by Σ1 the
dual fan of the 2-dimensional polytope Γ∞(f) ⊂ R2v. For j = 1, 2, . . . , l, let uj ∈ R
2
u \ R
2
+
be the primitive inner conormal vector of γj in Z2 ⊂ R2u and consider the rays (i.e. 1-
dimensional cone) rj = R≥0uj in R2u generated by uj. By subdividing Σ1 by r1, r2, . . . , rl,
we obtain a fan Σ2 in R2u. Then there exists a subdivision Σ of Σ2 which contains the
unique 2-dimensional cone in Σ0 such that the associated toric variety XΣ is smooth. In
this situation, C2 is an affine open subset of the smooth toric surfaceXΣ. Let T ≃ (C∗)2 be
the open dense torus in XΣ which acts XΣ itself. Then by the non-degeneracy of f along
the fiber f−1(a), the closure C of the complex curve C = {x ∈ C2 | f(x)−a = 0} ⊂ C2 in
XΣ intersects each T -orbit in XΣ \C2 transversally. Now, as in the proof of Theorem 3.6,
by eliminating the points of indeterminacy of the meromorphic extension f˜ of f to XΣ, we
construct a complete surface X˜Σ and the following commutative diagram of holomorphic
maps:
C2

 ι
//
f

X˜Σ
g

C 
 j
// P1.
(4.5)
Let h be a local coordinate of P1 in a neighborhood of a ∈ P1 such that a = {h = 0}.
Then by using the properness of g we obtain
ζaf (t) = ζh,a(j!Rf!CC2)(t) = ζh,a(Rg∗ι!CC2)(t). (4.6)
By Proposition 2.9, for the calculation of ζh,a(Rg∗ι!CC2)(t) it suffices to calculate the
monodromy zeta function of ψh◦g(ι!CC2) at each point of (h ◦ g)−1(0) = g−1(a) ⊂ X˜Σ. If
we denote by Tj (≃ C∗) the 1-dimensional T -orbit in XΣ \ C2 which corresponds to the
ray rj, we can easily see that
ζh,a(Rg∗ι!CC2)(t) =
l∏
j=1
(1− tdj )χ(Tj\C) × ζ˜af (t). (4.7)
Since χ(Tj \ C) = −VolZ(γj) by Bernstein-Khovanskii-Kushnirenko’s theorem (Theorem
2.12), we obtain the desired formula (4.3). ✷
Example 4.4 ([2]) Let f(x1, x2) be a polynomial on C2 defined by
f(x1, x2) = x1 − x
2
1x2 = x1(1− x1x2). (4.8)
In this case, the constant term a of f is 0 and by using the homeomorphism f−1(0) ≃ C⊔C∗
we have ζ˜0f (t) = (1− t). Then by Theorem 4.3 we obtain
ζ0f (t) = (1− t)
−1 × ζ˜0f (t) = 1 (4.9)
(see also [25, Example 6.1]). Since 0 ∈ C is the unique bifurcation point of the polynomial
map f : C2 −→ C in this case, we have ζ0f (t) = ζ
∞
f (t) and the equality ζ
0
f (t) = 1 can be
deduced also from Theorem 3.6 (i).
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Since for the constant term a = a0 ∈ C of a non-convenient polynomial f(x) =∑
v∈Z2+
avx
v on C2 the global fiber f−1(a) ⊂ C2 may have multiplicities, we regard f−1(a)
as a reduced divisor and let p1, p2, . . . , pk be the isolated singular points of f
−1(a). We
set µi := 1 − deg(ζf−a,pi(t)) ∈ Z. Then by using the fact that the degree of ζ
a
f (t) in t is
the Euler characteristic of the general fiber f−1(c) (c ∈ C \ Bf) we can easily prove the
following formula for the jumping number
χ(f−1(a))− χ(f−1(c)) (4.10)
of the Euler characteristic of f−1(a) from that of the general fiber f−1(c).
Corollary 4.5 Let f(x) =
∑
v∈Z2+
avx
v (av ∈ C) be a polynomial on C2 with the constant
term a = a0 ∈ C. Assume that f is non-convenient and strongly non-degenerate along
the fiber f−1(a). We define two non-negative integers m1, m2 ∈ Z+ by
m1 := min{v1 | v = (v1, v2) ∈ NP (f − a)}, (4.11)
m2 := min{v2 | v = (v1, v2) ∈ NP (f − a)}. (4.12)
Denote by Lx ∈ Z+ (resp. Ly ∈ Z+) the length (normalized 1-dimensional volume) of the
segment NP (f−a)∩{v2 = m2} (resp. NP (f−a)∩{v1 = m1}). Then for any c ∈ C\Bf
we have
χ(f−1(a))− χ(f−1(c)) =
l∑
j=1
dj · VolZ(γj) +
k∑
i=1
µi +K, (4.13)
where the last term K is defined by
K :=

(m2 − 1)Lx + (m1 − 1)Ly (m1, m2 > 0),
(m1 − 1)Ly (m1 > 0, m2 = 0, (m1, m2) /∈ supp(f)),
(m1 − 1)(Ly − 1) (m1 > 0, m2 = 0, (m1, m2) ∈ supp(f)),
(m2 − 1)Lx (m1 = 0, m2 > 0, (m1, m2) /∈ supp(f)),
(m2 − 1)(Lx − 1) (m1 = 0, m2 > 0, (m1, m2) ∈ supp(f)).
(4.14)
Proof. By the strong non-degeneracy of f along the fiber f−1(a), the closure C of the
complex curve C = {x ∈ (C∗)2 | f(x)−a = 0} ⊂ (C∗)2 in C2 intersects 1-dimensional tori
C∗×{0}, {0}×C∗ ⊂ C2 transversally. Moreover, by Bernstein-Khovanskii-Kushnirenko’s
theorem (Theorem 2.12), we obtain
♯{C ∩ (C∗ × {0})} = Lx, ♯{C ∩ ({0} × C∗)} = Ly. (4.15)
Then the result follows easily from Theorem 4.3. ✷
To extend Theorem 4.3 to the case n ≥ 3, we need the following definition.
Definition 4.6 Let f(x) =
∑
v∈Zn+
avx
v (av ∈ C) be a polynomial on Cn with the constant
term a := a0 ∈ C. For S ⊂ {1, 2, . . . , n} such that ΓS∞(f) ) {0} (⇐⇒NP (f−a)∩R
S 6= ∅),
we set
ΓSbif(f) := Γbif(f) ∩ R
S ⊂ RS. (4.16)
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The following definition is just a slight a modification of the standard one.
Definition 4.7 Let f(x) =
∑
v∈Zn+
avx
v (av ∈ C) be a polynomial on Cn and c ∈ C.
Then we say that f is strictly non-degenerate along the fiber f−1(c) if for any non-zero
u ∈ (Rn)∗ the complex hypersurface
{x = (x1, x2, . . . , xn) ∈ (C∗)n | (f − c)u(x) = 0} (4.17)
in (C∗)n is smooth and reduced.
For each S ⊂ {1, 2, . . . , n}, consider the algebraic torus
TS := {x = (x1, . . . , xn) ∈ Cn | xi = 0 (i /∈ S), xi 6= 0 (i ∈ S)} ≃ (C∗)♯S (4.18)
and the standard decomposition Cn =
⊔
S⊂{1,2,...,n} TS of C
n. Let fS : TS ≃ (C∗)♯S −→ C
be the restriction of f to TS ⊂ Cn. Then for c ∈ C and a subset S ⊂ {1, 2, . . . , n} such
that ΓS∞(f) ) {0} (⇐⇒ fS − c is not constant), by taking the Euler integral of the local
monodromy zeta function ζfS−c(t) over {fS(x)−c = 0} ⊂ TS we obtain a rational function
ζ˜cf,S(t) ∈ C(t)
∗.
Theorem 4.8 Let f(x) =
∑
v∈Zn+
avx
v (av ∈ C) be a polynomial on Cn with the constant
term a := a0 ∈ C.
(i) Assume that f is strictly non-degenerate along the fiber f−1(a). Then the mon-
odromy zeta function ζaf (t) is given by
ζaf (t) =
∏
S : ΓS∞(f)){0}
ζaf,S(t), (4.19)
where for each S ⊂ {1, 2, . . . , n} such that ΓS∞(f) ) {0} we set
ζaf,S(t) :=
ν(S)∏
j=1
(1− te
S
j )(−1)
♯S−1VolZ(δ
S
j ) × ζ˜af,S(t). (4.20)
Here {δS1 , δ
S
2 , . . . , δ
S
ν(S)} is the set of (♯S − 1)-dimensional compact faces of Γ
S
bif(f),
eSj ∈ Z>0 is the lattice distance from δ
S
j to the origin 0 ∈ R
S and VolZ(δ
S
j ) is the
normalized (♯S− 1)-dimensional volume of δSj with respect to the lattice Z
n ∩L(δSj ).
(ii) For a complex number c 6= a, assume that f is strictly non-degenerate along the fiber
f−1(c). Then we have
ζcf(t) = ζ˜
c
f(t). (4.21)
Proof. (i) First note that for S ⊂ {1, 2, . . . , n} such that ΓS∞(f) = {0} the function fS−a
on TS ≃ (C∗)♯S is identically zero. Let h be a local coordinate of C in a neighborhood of
a ∈ C such that a = {h = 0}. Then as in the proof of Theorem 3.6 (i), it is enough to
prove that for any S ⊂ {1, 2, . . . , n} such that ΓS∞(f) ) {0} we have
ζh,a(R(fS)!CTS)(t) = ζ
a
f,S(t). (4.22)
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We prove this equality only for the case where S = S0 := {1, 2, . . . , n}. Let T := TS0 =
(C∗)n be the open dense torus in Cn. Let Σ1 be the dual subdivision of NP (f − a) in
Rnu = (R
n
v )
∗. Note that Σ1 is not necessarily a fan in Rnu since here we do not assume
that the dimension of NP (f −a) is n. By dividing Σ1 into strongly convex rational cones
and applying some more subdivisions if necessary, we obtain a fan Σ in Rnu such that the
associated toric variety XΣ is smooth and complete. Then T = (C∗)n is an open dense
subset of XΣ. By eliminating the points of indeterminacy of the meromorphic extension
f˜ of f to XΣ as in the proof of Theorem 3.6 (i), we obtain a complete variety X˜Σ and the
following commutative diagram of holomorphic maps.
T

 ι
//
fS0=f |T

X˜Σ
g

C 
 j
// P1.
(4.23)
By Proposition 2.9, for the calculation of ζh,a(R(fS0)!CT )(t) = ζh,a(Rg∗ι!CT )(t), it suffices
to calculate the monodromy zeta function of ψh◦g(ι!CT )(t) at each point of (h ◦ g)−1(0) =
g−1(a) ⊂ X˜Σ. Then, as the proof of Theorem 3.6 (i), we can easily prove the equality
(4.22).
(ii) In the same way as the proof of (i), for c 6= a we can prove that
ζcf(t) =
∏
S : ΓS∞(f)){0}
ζ˜cf,S(t). (4.24)
By the strict non-degeneracy of f along the fiber f−1(c), the hypersurface {f(x)− c = 0}
in Cn intersects TS transversally for any S ⊂ {1, 2, . . . , n} such that ΓS∞(f) ) {0}. Then
for such S the local monodromy zeta functions ζfS−c,x(t) and ζf−c,x(t) coincide each other
at any point x of {fS(x) − c = 0} ⊂ TS. Moreover, for S ⊂ {1, 2, . . . , n} such that
ΓS∞(f) = {0} the function fS − c = f |TS − c on TS is identically equal to the “non-zero”
complex number a− c. This implies that the hypersurface {x ∈ Cn | f(x)− c = 0} ⊂ Cn
does not intersect such TS. Summarizing these arguments we obtain
ζ˜cf(t) =
∏
S : ΓS∞(f)){0}
ζ˜cf,S(t) (4.25)
= ζcf(t). (4.26)
This completes the proof. ✷
Now let f(x) =
∑
v∈Zn+
avx
v (av ∈ C) be a polynomial on Cn with the constant
term a := a0 ∈ C and c ∈ C. Assume that f is strictly non-degenerate along the fiber
f−1(c). Then by the proof of Theorem 4.8 (ii), for any S ( S0 := {1, 2, . . . , n} such that
ΓS∞(f) ) {0} the complex hypersurface f
−1
S (c) in TS ≃ (C
∗)♯S is smooth.
Corollary 4.9 In the situation as above, assume moreover that the complex hypersurface
f−1S0 (c) in T := TS0 ≃ (C
∗)n has only isolated singular points p1, p2, . . . , pk ∈ f
−1
S0
(c). For
1 ≤ i ≤ k denote by ζi(t) (resp. µi ≥ 1) the local monodromy zeta function (resp. the
local Milnor number) of f−1S0 (c) at pi. Then we have
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(i) If c = a, the monodromy zeta function ζaf (t) is given by
ζaf (t) =
∏
S : ΓS∞(f)){0}
ζaf,S(t), (4.27)
where we set
ζaf,S0(t) :=
ν(S0)∏
j=1
(1− te
S0
j )(−1)
♯S0−1VolZ(δ
S0
j )× (1− t)χ(f
−1
S0
(a)\{p1,p2,...,pk})×
k∏
i=1
ζi(t) (4.28)
and for each S ( S0 = {1, 2, . . . , n} such that ΓS∞(f) ) {0} we set
ζaf,S(t) :=
ν(S)∏
j=1
(1− te
S
j )(−1)
♯S−1VolZ(δ
S
j ) × (1− t)χ(f
−1
S (a)). (4.29)
Here {δS1 , δ
S
2 , . . . , δ
S
ν(S)} and e
S
j ∈ Z>0 etc. are the ones used in Theorem 4.8 (i).
(ii) If c 6= a, the monodromy zeta function ζcf(t) is given by
ζcf(t) = (1− t)
χ(f−1S0
(c)\{p1,p2,...,pk}) ×
k∏
i=1
ζi(t)×
∏
S(S0 : ΓS∞(f)){0}
(1− t)χ(f
−1
S (c)). (4.30)
(iii) If c = a, for any c′ ∈ C \Bf we have
χ(f−1(a))−χ(f−1(c′)) = (−1)n
k∑
i=1
µi+
∑
S : ΓS∞(f)){0}
(−1)♯S

ν(S)∑
j=1
eSj · VolZ(δ
S
j )
+1.
(4.31)
In many cases we can easily rewrite the result of Theorem 4.8 (i) in terms of the finite
part ζ˜af (t) of ζ
a
f (t). For this purpose, we introduce the following definition.
Definition 4.10 Let h(x) =
∑
v∈Zn+
avx
v ∈ C[x1, x2, . . . , xn] (av ∈ C) be a polynomial on
Cn. We associate to it a polynomial h˜(x) ∈ C[x1, x2, . . . , xn] defined by
h˜(x) :=
h(x)
xm11 x
m2
2 · · ·x
mn
n
, (4.32)
where for 1 ≤ i ≤ n we set
mi := min{vi | v = (v1, v2, . . . , vn) ∈ NP (h)}. (4.33)
(i) We say that h is semi-convenient if h˜ is convenient.
(ii) We say that h is quasi-convenient if for any face σ ≺ Rn+ of R
n
+ such that dimσ ≥ 1
we have NP (h˜) ∩ σ 6= ∅.
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Note that by definition semi-convenient polynomials are quasi-convenient. Moreover
any polynomial on C2 is quasi-convenient.
Theorem 4.11 Let f(x) =
∑
v∈Zn+
avx
v (av ∈ C) be a polynomial on Cn with the constant
term a := a0 ∈ C. Assume that f −a is quasi-convenient and f is strictly non-degenerate
along the fiber f−1(a). Then we have
ζaf (t) =
∏
S : ΓS∞(f)){0}

l(S)∏
j=1
(1− td
S
j )(−1)
♯S−1VolZ(γ
S
j )
× ζ˜af (t), (4.34)
where for each S ⊂ {1, 2, . . . , n} such that ΓS∞(f) ) {0}, {γ
S
1 , γ
S
2 , . . . , γ
S
l(S)} is the set
of the (♯S − 1)-dimensional compact faces of ΓSbif(f) whose inner conormal vectors are
contained in RS \ RS+ and d
S
j ∈ Z>0 is the lattice distance from γ
S
j to the origin 0 ∈ R
S.
Proof. First, by Theorem 4.8 we have
ζaf (t) =
∏
S : ΓS∞(f)){0}

ν(S)∏
j=1
(1− te
S
j )(−1)
♯S−1VolZ(δ
S
j ) × ζ˜af,S(t)
 , (4.35)
where {δS1 , . . . , δ
S
ν(S)} is the set of (♯S − 1)-dimensional compact faces of Γ
S
bif(f) and
eSj ∈ Z>0 is the lattice distance from δ
S
j to the origin 0 ∈ R
S. As we saw in the proof of
Theorem 4.8 (ii), the strict non-degeneracy of f along the fiber f−1(a) implies that∫
TS
ζf−a(t) = ζ˜
a
f,S(t) (4.36)
for any S ⊂ {1, 2, . . . , n} such that ΓS∞(f) ) {0}. For such S ⊂ {1, 2, . . . , n}, we shall
define three subsets IS1 , I
S
2 , I
S
3 of {1, 2, . . . , ν(S)} as follows. For 1 ≤ j ≤ ν(S), let
uSj ∈ (R
S)∗ ∩ ZS be the (unique) non-zero primitive vector which takes its minimum in
ΓSbif(f) exactly on the compact face δ
S
j . Let R
S
+ be the first quadrant of R
S. Then we set
IS1 := {1 ≤ j ≤ ν(S) | u
S
j ∈ Int(R
S
+)}, (4.37)
IS2 := {1 ≤ j ≤ ν(S) | u
S
j ∈ ∂R
S
+}, (4.38)
IS3 := {1 ≤ j ≤ ν(S) | u
S
j ∈ R
S \ RS+}. (4.39)
We thus obtain a decomposition {1, 2, . . . , ν(S)} = IS1 ⊔I
S
2 ⊔I
S
3 . For j ∈ I
S
2 , the primitive
vector uSj must lie on one of the coordinate axes of R
S. Indeed, assume that uSj ∈ ∂R
S
+
does not lie on any coordinate axis of RS. Then by the quasi-convenience of f − a the
dimension of the supporting face δSj of u
S
j in Γ
S
bif(f) is less than (♯S−1), which contradicts
our assumption dimδSj = ♯S−1. For j ∈ I
S
2 , let Sj be the subset of S such that R
Sj is the
orthogonal complement of the coordinate line RuSj in R
S. Note that for j ∈ IS2 we have
♯Sj = ♯S − 1 and Γ
Sj
∞(f) = {0} (⇐⇒ NP (f − a) ∩ RSj = ∅). Then by using the strict
non-degeneracy of f along the fiber f−1(a), it is easy to show that∫
TSj
ζf−a(t) = (1− t
eSj )(−1)
♯S−1VolZ(δ
S
j ) (4.40)
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for any j ∈ IS2 . Conversely, by the quasi-convenience of f − a, for any non-empty S ⊂
{1, 2, . . . , n} such that ΓS∞(f) = {0} (⇐⇒ NP (f − a) ∩ R
S = ∅) there exist at most one
subset S ′ ⊂ {1, 2, . . . , n} such that S ⊂ S ′, ♯S ′ = ♯S + 1 and ΓS
′
∞(f) ) {0}. If there is no
such S ′ for S, by [22, Chapter I, Example (3.7)] we have ζf−a,x(t) = 1 for any x ∈ TS and
hence ∫
TS
ζf−a(t) = 1. (4.41)
Moreover, for the empty subset S = ∅ ⊂ {1, 2, . . . , n} we have TS = {0} ⊂ Cn and∫
TS
ζf−a(t) = ζf−a,0(t) ∈ C(t)∗ is calculated by Varchenko’s formula ([28]) as
∫
T∅
ζf−a(t) =
∏
S : ΓS∞(f)){0}
∏
j∈IS1
(1− te
S
j )(−1)
♯S−1VolZ(δ
S
j )
 . (4.42)
Summarizing these arguments, we obtain
ζ˜af (t) =
∏
S⊂{1,2,...,n}
∫
TS
ζf−a(t) (4.43)
=
∏
S : ΓS∞(f)){0}
 ∏
j∈IS1 ⊔I
S
2
(1− te
S
j )(−1)
♯S−1VolZ(δ
S
j )
× ∏
S : ΓS∞(f)){0}
ζ˜af,S(t). (4.44)
Finally, by comparing (4.35) with (4.43) we obtain the desired formula:
ζaf (t) =
∏
S : ΓS∞(f)){0}
∏
j∈IS3
(1− te
S
j )(−1)
♯S−1VolZ(δ
S
j )
× ζ˜af (t). (4.45)
This completes the proof. ✷
5 Monodromy at infinity of complete intersections
In this section, we extend our results to surjective polynomial maps f =
(f1, f2, . . . , fk) : Cnx −։ C
k
y (1 ≤ k ≤ n) defined by polynomials f1, . . . , fk ∈ C[x1, . . . , xn]
on Cn. It is well-known that there exists a complex hypersurface D ⊂ Cky such that the
restriction Cnx \ f
−1(D) −։ Cky \D of f is a locally trivial fibration. We assume that the
k-th coordinate axis
Ak := {y1 = y2 = · · · = yk−1 = 0} ≃ Cyk (5.1)
intersects D at finite points: ♯(Ak ∩ D) < +∞. Then there exists a finite subset B ⊂
Ak ≃ C and a Zariski open subset U ⊂ Cky such that Ak \ B ⊂ U and the restriction
f−1(U) −։ U of f is a locally trivial fibration. We denote by Bf,k ⊂ Ak ≃ C the smallest
subset of Ak verifying this condition and call it the bifurcation set of f on Ak. Set
W := {x ∈ Cn | f1(x) = f2(x) = · · · = fk−1(x) = 0}. (5.2)
Then by our assumption the restriction g : W −→ Ak of f induces a locally trivial fibration
W \ g−1(Bf,k) −։ Ak \Bf,k. (5.3)
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Definition 5.1 (i) Take a sufficiently large circle CR = {yk ∈ C ≃ Ak | |yk| = R}
(R ≫ 0) in Ak such that Bf,k ⊂ {yk ∈ C ≃ Ak | |yk| < R}. By restricting the
locally trivial fibration g : W \ g−1(Bf,k) −։ Ak \Bf,k to CR ⊂ Ak \Bf,k, we obtain
the k-th principal geometric monodromy at infinity
Φ∞f,k : g
−1(R)
∼
−→ g−1(R) (5.4)
of f = (f1, f2, . . . , fk) : Cnx −։ C
k
y . We denote the zeta function associated with
Φ∞f,k by ζ
∞
f,k(t) ∈ C(t)
∗ and call it the k-th principal monodromy zeta function at
infinity of f .
(ii) For a bifurcation point b ∈ Bf,k of f on Ak, take a small circle Cε(b) = {yk ∈ C ≃
Ak | |yk − b| = ε} (0 < ε≪ 1) around b such that Bf,k ∩ {yk ∈ C ≃ Ak | |yk − b| ≤
ε} = {b}. We denote by ζbf,k(t) ∈ C(t)
∗ the zeta function associated with the k-th
principal geometric monodromy
Φbf,k : g
−1(b+ ε)
∼
−→ g−1(b+ ε) (5.5)
obtained by the restriction of g : W \g−1(Bf,k) −։ Ak\Bf,k to Cε(b) ⊂ Ak\Bf,k. We
call ζbf,k(t) the k-th principal monodromy zeta function of f along the fiber g
−1(b).
In what follows, we always assume that fk ∈ C[x1, . . . , xn] satisfies the condition (∗)
(see Definition 3.2). Then the Minkowski sum
P∞(f) := NP (f1) + · · ·+NP (fk−1) + Γ∞(fk) (5.6)
is an n-dimensional polytope in Rnv . For each subset S ⊂ {1, 2, . . . , n} of {1, 2, . . . , n}
such that ΓS∞(fk) = Γ∞(fk) ∩ R
S ) {0} (⇐⇒ dimΓS∞(fk) = ♯S), we set
I(S) := {1 ≤ j ≤ k − 1 | NP (fj) ∩ RS 6= ∅} ⊂ {1, 2, . . . , k − 1} (5.7)
and m(S) := ♯I(S) + 1. Moreover for the (♯S)-dimensional cone R≥0ΓS∞(fk) in R
S denote
by Cone∗S its dual cone in (R
S)∗.
Definition 5.2 (i) For a polynomial h(x) =
∑
v∈NP (h) avx
v ∈ C[x1, . . . , xn] (av ∈ C)
on Cn and S ⊂ {1, 2, . . . , n}, we define a polynomial hS(x) on Cn by
hS(x) :=
∑
v∈NP (h)∩RS
avx
v. (5.8)
Moreover for each u ∈ (RS)∗ we set
Γ(hS; u) :=
{
v ∈ NP (h) ∩ RS
∣∣∣∣∣ 〈u, v〉 = minw∈NP (h)∩RS〈u, w〉
}
. (5.9)
(ii) Let S ⊂ {1, 2, . . . , n}. For j ∈ I(S) ⊔ {k} and u ∈ (RS)∗, we define the u-part
fuj ∈ C[x1, . . . , xn] of fj by
fuj (x) :=
∑
v∈Γ((fj )S ;u)
avx
v, (5.10)
where fj(x) =
∑
v∈NP (fj)
avx
v.
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Note that by the definition of ΓS∞(fk) and Cone
∗
S for any S ⊂ {1, 2, . . . , n} such that
ΓS∞(fk) ) {0} and u ∈ (R
S)∗ \ Cone∗S we have
Γ((fk)S; u) =
{
v ∈ ΓS∞(fk)
∣∣∣∣∣ 〈u, v〉 = minw∈ΓS∞(fk)〈u, w〉
}
. (5.11)
Definition 5.3 We say that f = (f1, . . . , fk) is non-degenerate at infinity if for any
S ⊂ {1, 2, . . . , n} such that ΓS∞(fk) ) {0} and u ∈ (R
S)∗ \ Cone∗S the following two
subvarieties in (C∗)n are non-degenerate complete intersections.
{x ∈ (C∗)n | fuj (x) = 0 for any j ∈ I(S)}, (5.12)
{x ∈ (C∗)n | fuj (x) = 0 for any j ∈ I(S) ⊔ {k}}. (5.13)
For each subset S ⊂ {1, 2, . . . , n} such that ΓS∞(fk) ) {0} (⇐⇒ dimΓ
S
∞(fk) = ♯S),
consider the Minkowski sum
P S∞(f) :=
∑
j∈I(S)
(NP (fj) ∩ RS) + ΓS∞(fk) (5.14)
in RS. Then P S∞(f) is a (♯S)-dimensional polytope in R
S. Let γS1 , γ
S
2 , . . . , γ
S
n(S) be the
facets ((♯S− 1)-dimensional faces) of P S∞(f) whose inner conormal vectors u 6= 0 ∈ (R
S)∗
are contained in (RS)∗ \ Cone∗S. For 1 ≤ i ≤ n(S), we denote by u
S
i ∈ (R
S)∗ \ Cone∗S the
unique primitive vector in ZS ⊂ (RS)∗ which takes its minimum in P S∞(f) exactly on γ
S
i .
For j ∈ I(S) ⊔ {k} and 1 ≤ i ≤ n(S), we set
γ(fj)
S
i := Γ((fj)S; u
S
i ). (5.15)
Note that we have
γSi =
∑
j∈I(S)⊔{k}
γ(fj)
S
i . (5.16)
For S ⊂ {1, 2, . . . , n} such that ΓS∞(fk) ) {0}, m(S) ≤ ♯S and 1 ≤ i ≤ n(S), we define a
positive integer dSi by
dSi := − min
w∈ΓS∞(fk)
〈uSi , w〉 ∈ Z>0 (5.17)
and set
KSi :=
∑
α1+···+αm(S)=♯S−1
αq ≥ 1 for q ≤ m(S) − 1, αm(S) ≥ 0
VolZ(γ(fj1)
S
i , . . . , γ(fj1)
S
i︸ ︷︷ ︸
α1-times
, . . . , γ(fjm(S))
S
i , . . . , γ(fjm(S))
S
i︸ ︷︷ ︸
αm(S)-times
).
(5.18)
Here we set I(S) ⊔ {k} = {j1, j2, . . . , jm(S)−1, k = jm(S)} and
VolZ(γ(fj1)
S
i , . . . , γ(fj1)
S
i︸ ︷︷ ︸
α1-times
, . . . , γ(fjm(S))
S
i , . . . , γ(fjm(S))
S
i︸ ︷︷ ︸
αm(S)-times
) (5.19)
is the normalized (♯S − 1)-dimensional mixed volume of
γ(fj1)
S
i , . . . , γ(fj1)
S
i︸ ︷︷ ︸
α1-times
, . . . , γ(fjm(S))
S
i , . . . , γ(fjm(S))
S
i︸ ︷︷ ︸
αm(S)-times
(5.20)
(see Remark 2.13) with respect to the lattice Zn ∩ L(γSi ).
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Remark 5.4 If ♯S − 1 = 0 (=⇒ m(S) = 1), we set
KSi = VolZ(γ(fk)
S
i , . . . , γ(fk)
S
i︸ ︷︷ ︸
0 times
) := 1 (5.21)
(in this case γ(fk)
S
i is a point).
Theorem 5.5 Assume that f = (f1, . . . , fk) is non-degenerate at infinity. Then the k-th
principal monodromy zeta function ζ∞f,k(t) at infinity of f is given by
ζ∞f,k(t) =
∏
S : ΓS∞(fk)){0}, m(S)≤♯S
ζ∞f,k,S(t), (5.22)
where for each S ⊂ {1, 2, . . . , n} such that ΓS∞(fk) ) {0} and m(S) ≤ ♯S we set
ζ∞f,k,S(t) :=
n(S)∏
i=1
(1− td
S
i )(−1)
♯S−m(S)KSi . (5.23)
In particular, the Euler characteristic of the general fiber of f : Cn −։ Ck is equal to
∑
S : ΓS∞(fk)){0}, m(S)≤♯S
(−1)♯S−m(S)
n(S)∑
i=1
dSi ·K
S
i . (5.24)
Proof. As in the proof of Theorem 3.6 (i), ζ∞f,k(t) is equal to the monodromy zeta function
of the nearby cycle ψh(j!(R(fk)!CW ) ∈ Dbc({∞}), where j : C ≃ Ak −֒→ P
1 is the inclusion
and h is a local coordinate of P1 in a neighborhood of ∞ ∈ P1 such that ∞ = {h = 0}.
Then by the standard decomposition Cn =
⊔
S⊂{1,2,...,n} TS of C
n in the proof of Theorem
3.6 (i), we obtain a decomposition
ζ∞f,k(t) =
∏
S⊂{1,2,...,n}
ζh,∞(j!(R(fk,S)!CW∩TS))(t), (5.25)
where fk,S : TS −→ C is the restriction of fk to TS ≃ (C∗)♯S ⊂ Cn. In this situation, it
suffices to prove that
ζh,∞(j!(R(fk,S)!CW∩TS))(t) =
{
ζ∞f,k,S(t) (Γ
S
∞(fk) ) {0}, m(S) ≤ ♯S),
1 (otherwise).
(5.26)
If ΓS∞(fk) = {0}, then fk,S is constant on TS and ζh,∞(j!(R(fk,S)!CW∩TS))(t) = 1. Hence
we may assume that ΓS∞(fk) ) {0} from the first. We prove the above assertion (5.26)
only for the case where S = S0 := {1, 2, . . . , n}. First, let Σ1 be the dual fan of the
n-dimensional polytope P S0∞ (f) = P∞(f) ⊂ R
n
v . Next, by subdividing Σ1 we construct a
fan Σ in Rnu = (R
n
v )
∗ such that the toric variety XΣ associated with it is complete and
smooth. Then just as in the proof of Theorem 3.6 (i), we can construct a smooth variety
X˜Σ and the following commutative diagram of holomorphic maps:
T := TS0

 ι
//
fk,S0

X˜Σ
ρ

C 
 j
// P1.
(5.27)
25
Since ρ is proper, we obtain
ζh,∞(j!(R(fk,S0)!CW∩T )(t) = ζh,∞(Rρ∗ι!CW∩T )(t). (5.28)
Then by Proposition 2.9 for the calculation of ζh,∞(Rρ∗ι!CW∩T )(t) it suffices to calculate
the monodromy zeta function of ψh◦ρ(ι!CW∩T ) at each point of (h ◦ ρ)−1(0) = ρ−1(∞) ⊂
X˜Σ. Now, let r1, r2, . . . , rl be the 1-dimensional cones (i.e. rays) in Σ such that ri \ {0} ⊂
Rnu \ Cone
∗
S0
and Ti the (n − 1)-dimensional T -orbit in XΣ which corresponds to ri ∈ Σ
(i = 1, 2, . . . , l). We denote by ui ∈ Zn \ {0} the (unique) primitive vector on the ray
ri. If we choose an n-dimensional cone σi in Σ such that ri ≺ σi, then in the affine open
subset Cn(σi) ≃ Cny ⊂ XΣ associated with σi we have
Ti = {y ∈ C
n(σi) | y1 = 0, y2, y3, . . . , yn 6= 0}. (5.29)
Moreover for 1 ≤ j ≤ k the meromorphic extension f˜j of fj |T to Cn(σi) ≃ Cny has the
form
f˜j(y) =
1
y
mij
1
× fσij (y), (5.30)
where fσij (y) is a polynomial on C
n(σi) and we set
mij = − min
w∈NP (fj)
〈ui, w〉 ∈ Z. (5.31)
Note that mik > 0 for any 1 ≤ i ≤ l. By the non-degeneracy at infinity of
f = (f1, f2, . . . , fk), the two subvarieties
{y ∈ Cn(σi) | f
σi
1 (y) = · · · = f
σi
k−1(y) = 0}, (5.32)
{y ∈ Cn(σi) | f
σi
1 (y) = · · · = f
σi
k−1(y) = f
σi
k (y) = 0} (5.33)
in Cn(σi) intersect Ti transversally. Let us set s
σi
j := f
σi
j |Ti : Ti −→ C (i = 1, 2, . . . , l).
Then by the construction of the variety X˜Σ we can easily show that
ζh,∞(Rρ∗ι!CW∩T )(t) =
l∏
i=1
(1− tmik)χ(Zi) , (5.34)
where we set
Zi :=
 ⋂
j∈I(S0)
{sσij = 0}
 \ {sσik = 0} ⊂ Ti (5.35)
(in the case S = S0 we have I(S0) = {1, 2, . . . , k − 1} and m(S0) = k). By Bernstein-
Khovanskii-Kushnirenko’s theorem (Theorem 2.12), if ui is not one of the vectors
uS01 , u
S0
2 , . . . , u
S0
n(S0)
, the Euler characteristic χ(Zi) of Zi is zero. Moreover by the same
theorem, if ui = u
S0
p for some 1 ≤ p ≤ n(S0), we have
χ(Zi) = (−1)
n−kKS0p = (−1)
♯S0−m(S0)KS0p . (5.36)
Hence we obtain the desired result
ζh,∞(Rρ∗ι!CW∩T )(t) =
n(S0)∏
i=1
(1− td
S0
i )(−1)
♯S0−m(S0)K
S0
i . (5.37)
This completes the proof. ✷
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To give an explicit formula for the k-th principal monodromy zeta function ζbf,k(t) ∈
C(t)∗ of f along the fiber g−1(b) for b ∈ Bf,k, let us consider the following rational
function ζ˜bf,k(t) ∈ C(t)
∗. Let g−1(b) =
⊔
α Zα be a stratification of g
−1(b) such that the
local monodromy zeta function ζfk−b(CW )(t) is constant on each stratum Zα. Denote the
value of ζfk−b(CW )(t) on Zα by ζα(t) ∈ C(t)
∗. Note that by the results of [13], [19] and
[22], the local monodromy zeta function ζfk−b(CW )(t) is explicitly calculated in general.
Then the following function ζ˜bf,k(t) does not depend on the stratification g
−1(b) =
⊔
α Zα
of g−1(b).
Definition 5.6 We set
ζ˜bf,k(t) :=
∫
g−1(b)
ζfk−b(CW )(t) =
∏
α
{ζα(t)}
χ(Zα) ∈ C(t)∗ (5.38)
and call it the finite part of ζbf,k(t).
Theorem 5.7 Assume that the polynomial fk is convenient and f = (f1, . . . , fk) is non-
degenerate at infinity. Then for any bifurcation point b ∈ Bf,k of f on Ak we have
ζbf,k(t) = ζ˜
b
f,k(t). (5.39)
Since the proof of Theorem 5.7 is similar to those of Theorem 3.6 (ii) and 5.5, we omit
it. By Theorem 5.7, if the polynomial fk is convenient, there is no contribution to ζ
b
f,k(t)
from the infinity in general. In order to treat the case where fk is not convenient, we
introduce the following definition.
Definition 5.8 Let f = (f1, f2, . . . , fk), g etc. be as above and c ∈ C ≃ Ak a complex
number. Then we say that f is strictly non-degenerate along the fiber f−1((0, 0, . . . , c)) ≃
g−1(c) if for any S ⊂ {1, 2, . . . , n} such that ΓS∞(fk) ) {0} and any non-zero u ∈ (R
S)∗
the following two subvarieties in (C∗)n are non-degenerate complete intersections.
{x ∈ (C∗)n | fuj (x) = 0 for any j ∈ I(S)}, (5.40)
{x ∈ (C∗)n | fuj (x) = 0 for any j ∈ I(S) and (fk − c)
u(x) = 0 }. (5.41)
In what follows, we denote the constant term of fk by a ∈ C. Let S be a subset
of {1, 2, . . . , n} such that ΓS∞(fk) ) {0} (⇐⇒ dimΓ
S
∞(fk) = ♯S). Then it is easy to see
that there exist only finitely many primitive vectors wS1 , w
S
2 , . . . , w
S
ν(S) ∈ Int(Cone
∗
S) in
ZS ⊂ (RS)∗ such that the dimension of the Minkowski sum∑
j∈I(S)
δ(fj)
S
i + δ(fk − a)
S
i (5.42)
is (♯S − 1), where we set
δ(fj)
S
i := Γ((fj)S;w
S
i ) (5.43)
for j ∈ I(S) and
δ(fk − a)
S
i := Γ((fk − a)S;w
S
i ). (5.44)
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For S ⊂ {1, 2, . . . , n} such that ΓS∞(fk) ) {0}, m(S) ≤ ♯S and 1 ≤ i ≤ ν(S), we define a
positive integer eSi by
eSi := min
v∈NP (fk−a)∩RS
〈wSi , v〉 ∈ Z>0 (5.45)
and set
LSi :=
∑
α1+···+αm(S)=♯S−1
αq ≥ 1 for q ≤ m(S)− 1, αm(S) ≥ 0
VolZ(δ(fj1)
S
i , . . . , δ(fj1)
S
i︸ ︷︷ ︸
α1-times
, . . . , δ(fjm(S) − a)
S
i , . . . , δ(fjm(S) − a)
S
i︸ ︷︷ ︸
αm(S)-times
),
(5.46)
where we set I(S) ⊔ {k} = {j1, j2, . . . , jm(S)−1, k = jm(S)} as before.
As in Section 4, for each S ⊂ {1, 2, . . . , n} consider the algebraic torus
TS := {x = (x1, . . . , xn) ∈ Cn | xi = 0 (i /∈ S), xi 6= 0 (i ∈ S)} ≃ (C∗)♯S (5.47)
and the standard decomposition Cn =
⊔
S⊂{1,2,...,n} TS of C
n.
Let fk,S : TS ≃ (C∗)♯S −→ C be the restriction of fk to TS ⊂ Cn. Then for c ∈ C
and a subset S ⊂ {1, 2, . . . , n} such that ΓS∞(fk) ) {0} (⇐⇒ fk,S − c is not constant),
by taking the Euler integral of the local monodromy zeta function ζfk,S−c(CW∩TS) over
TS ∩W ∩ {fk(x) − c = 0} we obtain a rational function ζ˜cf,k,S(t) ∈ C(t)
∗. Note that by
the results of [13], [19] and [22], the local monodromy zeta function ζfk,S−c(CW∩TS) can
be explicitly calculated in general.
Theorem 5.9 In the situation as above, assume moreover that f is strictly non-
degenerate along the fiber f−1((0, 0, . . . , 0, c)) ≃ g−1(c). Then we have
(i) If c is the constant term a of fk, the k-th principal monodromy zeta function ζ
a
f,k(t)
of f along the fiber g−1(a) is given by
ζaf,k(t) =
∏
S : ΓS∞(fk)){0}, m(S)≤♯S
ζaf,k,S(t), (5.48)
where for each S ⊂ {1, 2, . . . , n} such that ΓS∞(fk) ) {0} and m(S) ≤ ♯S we set
ζaf,k,S(t) :=
ν(S)∏
i=1
(1− te
S
i )(−1)
♯S−m(S)LSi × ζ˜af,k,S(t). (5.49)
(ii) If c 6= a, we have
ζcf,k(t) =
∏
S : ΓS∞(fk)){0}, m(S)≤♯S
ζ˜cf,k,S(t). (5.50)
(iii) If c 6= a and for any S ⊂ {1, 2, . . . , n} such that ΓS∞(fk) ) {0} we have m(S) = k
(e.g.f1, f2, . . . , fk−1 are convenient), then the k-th principal monodromy zeta func-
tion ζcf,k(t) of f along the fiber g
−1(c) is given by
ζcf,k(t) = ζ˜
c
f,k(t). (5.51)
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Proof. The proofs of the assertions (i) and (ii) are similar to those of Theorem 4.8 and
5.5. Namely for each S ⊂ {1, 2, . . . , n} such that ΓS∞(fk) ) {0} we construct a good toric
compactificationXS of TS as in Theorem 4.8 and 5.5. Ifm(S) > ♯S, then by the strict non-
degeneracy of f along f−1((0, 0, . . . , 0, c)) the closure of TS ∩W in XS does not intersect
XS \ TS. In other words, TS ∩W is compact and hence a finite set. This implies that we
have ζ˜af,k,S(t) = 1 for m(S) > ♯S. Since the remaining parts of the proof of (i) and (ii) are
completely analogous to those of Theorem 4.8 and 5.5, we omit the detail. Finally let us
prove the assertion (iii). By the strict non-degeneracy of f along f−1((0, 0, . . . , 0, c)) and
the assumptions in (iii) we see thatW intersects TS transversally for any S ⊂ {1, 2, . . . , n}
such that ΓS∞(fk) ) {0}. In this case, the monodromy zeta functions ζfk,S−c(CW∩TS)(t)
and ζfk−c(CW )(t) coincide each other at any point of TS ∩W ∩{fk(x)− c = 0}. Then the
result follows from the argument in the proof of Theorem 4.8 (ii). ✷
Finally, we shall give a generalization of Theorem 4.11 to the case k ≥ 2. For each
S ⊂ {1, 2, . . . , n} such that ΓS∞(fk) ) {0}, we set
{i1 < i2 < · · · < il(S)} := {1 ≤ i ≤ ν(S) | w
S
i /∈ R
S
+}. (5.52)
Then we have the following theorem.
Theorem 5.10 In the situation as above, let a ∈ C be the constant term of fk and assume
that fk − a is quasi-convenient (resp. f1, f2, . . . , fk−1 are convenient). Assume moreover
that f is strictly non-degenerate along the fiber f−1((0, 0, . . . , 0, a)) ≃ g−1(a). Then the
k-th principal monodromy zeta function ζaf,k(t) of f along the fiber g
−1(a) is given by
ζaf,k(t) =
∏
S : ΓS∞(fk)){0}, ♯S≥k

l(S)∏
q=1
(1− t
eSiq )
(−1)♯S−kLSiq
× ζ˜af,k(t). (5.53)
Proof. As the proof of Theorem 4.11, we can rewrite the result of Theorem 5.9 (i) by
using the finite part ζ˜af,k(t) of ζ
a
f,k(t). For this purpose, we used also a special case of [19,
Theorem 3.12]. Since the proof is completely analogous to that of Theorem 4.11, we omit
the detail. ✷
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