We discuss fluctuating order in a quantum disordered phase proximate to a quantum critical point, with particular emphasis on fluctuating stripe order. Optimal strategies for deriving information concerning such local order from experiments are derived with emphasis on neutron scattering and scanning tunnelling microscopy. These ideas are applied to two model systems -the exactly solvable one dimensional electron gas with an impurity, and a weakly interacting 2D electron gas. Finally, we extensively review experiments on the cuprate high temperature superconductors which can be analyzed using these strategies. We adduce evidence that stripe correlations are widespread in the cuprates.
I. INTRODUCTION
Ordered states of matter are characterized by a broken symmetry. Depending on various real-world details, this may be relatively easier or harder to detect experimentally, but once detected it is unambiguous. The notion that order parameter fluctuations are important in the disordered phase proximate to an ordered state is a rather obvious extension of the idea of broken symmetry. However, this notion is more difficult to define precisely, much less to detect experimentally. To develop this important notion, we will discuss strategies for detecting quantum fluctuating stripe order in the putative stripe liquid phase of the high temperature superconductors (1) . More generally, we are interested in electronic liquid crystalline states and their associated fluctuations,(5) but the results are also easily generalized to other forms of order (6) .
Since the whole notion of fluctuating order is based on proximity of an ordered state, it is essential first to establish the existence of the "nearby" ordered state by directly detecting the relevant broken symmetry. The ordered phase may be induced by making small changes to the chemical composition of the material, applying pressure or magnetic fields, etc. Unless an actual ordered state can be reached, it is dangerous to speculate about the effects of related fluctuating order.
Typically, the best way to detect both the broken symmetry state and the relevant fluctuations is by measuring the appropriate dynamical structure factor, S(q, ω). Indeed, X-ray and neutron scattering studies have provided the best evidence (1; 12) of ordered and fluctuating stripe phases, as we shall discuss. However, in many interesting materials, appropriate crystals are not available and so such experiments are not possible. Here, probes of local order, such as nuclear magnetic resonance (NMR), nuclear quadrupole resonance (NQR), muon spin rotation (µSR), and scanning tunneling microscopy (STM) techniques, may be the best available. All of these are quasi-static (i.e., nearly zero frequency) probes. In a pure quantum system, in its disordered phase, the orderparameter fluctuations are typically gapped, with a characteristic gap frequency that grows with the distance ℓ to the quantum critical point. Thus, unless something is done to "pin" these fluctuations, they are invisible to these local probes. Such pinning is induced by boundaries, vortices, crystal-field effects, weak quenched disorder, etc. This is uniquely a problem associated with quantum fluctuations, and does not have an analogue in classical critical phenomena.
In this article, we first discuss results obtained for solvable model systems, which we analyze in various ways to illustrate the optimal strategies for extracting information about local order. In particular, much of this discussion addresses the character of the local order in a quantum disordered phase close to a quantum critical point; we believe that the intuitions gleaned from this study are more generally valid, but without the nearness to the critical point as a small parameter, it is difficult to treat the more general problem in a controlled fashion. We also review in some depth, although by no means exhaustively, the experimental evidence of various forms of stripe order in the cuprate superconductors. There are several related topics that we do not cover in this article; instead, we direct the interested reader to recent reviews. Specifically, the mechanism of stripe formation (15) is not discussed at all, and the possible relevance (24) of local stripe order to the mechanism of high temperature superconductivity and to the various remarkable normal state properties observed in the cuprates is only touched on briefly. The present paper should, in our opinion, be considered in the context of the broader issue of the role of "competing orders" in the high temperature superconductors.(28) The reader may also want to refer to other recent reviews of the evidence of stripes in the cuprates, of which some recent ones are listed in Ref. (34) .
In Section II we discuss basic scaling considerations that govern the relevant length, frequency, and energy scales of fluctuating order in the neighborhood of a quantum critical point, and the consequences of the pinning induced by disorder and other perturbations. We show that it is the low frequency part of the dynamical structure factor, rather than its integral over all frequencies, that contains the clearest information concerning local order. We also define a new response function which determines the local density-of-states modulations induced by a weak impurity potential. Finally, we sketch various possible versions of the phase diagram of a system with competing stripe and superconducting phases, to illustrate how the various considerations apply in different circumstances.
In Section III, we consider a theoretically well understood system, the one dimensional electron gas (1DEG) in the presence of an impurity. We compute the local density of states (as would be measured in STM) and the dynamical structure factor, and show by this explicit example how the general considerations articulated in the present paper are manifest in this solvable model. (The 1DEG can also be viewed as a quantum critical state associated with CDW order.) In addition to its pedagogical value, this section contains explicit results that should be useful for analyzing STM experiments on quasi 1D systems with dilute impurities, such as (35) the chain-layers of YBCO, or STM experiments on carbon nanotubes (36) . In Section IV we repeat the DOS calculation in the context of a simple system with quasi-particles: the weakly interacting electron gas in two dimensions.
In Section V we discuss applications of these ideas to experiments in the cuprates; in Section V.A we discuss diffraction studies, and in Section V.B STM studies. This latter section contains new insights concerning the optimal way to analyze STM data to extract information about fluctuating order; applying these ideas to the recent experimental results of Hoffman et al. (37; 38) , and Howald et al. (39) , clearly reveals the existence of a nearby stripe ordered phase in optimally doped BSCCO. (This conclusion is in agreement with the inferences drawn from the data by Howald et al., but in disagreement with the inferences drawn by Hoffman et al.; we will discuss the origins of the differing conclusions.) Section V.C contains a discussion of experiments to detect local nematic order, and a discussion of recent STM evidence of such order on the same BSCCO surfaces. In Section V.D, we discuss indirect evidence of stripe order that comes from the "1/8 anomaly." Throughout the paper, our most important conclusions are embodied in five numbered "Lessons," which are summarized in Section VI.
II. GENERAL CONSIDERATIONS A. Stripe ordered phases
"Stripes" is a term that is used to describe unidirectional density wave states, which can involve unidirectional charge modulations ("charge stripes") or coexisting charge and spin density order ("spin stripes"). (40) In 2D, an ordered stripe phase with the stripes running in the y direction gives rise to new Bragg peaks in the electron charge density (and corresponding peaks in the nuclear density) at k = ±k ch = ±δ chêx and harmonics, where δ ch = 2π/λ ch and λ ch is the charge stripe period. Where spin order coexists with charge order, new magnetic Bragg peaks occur at harmonics of k = k s = π ± (1/2)k ch where π = π[ê x +ê y ] is the Néel ordering vector. (Note, in a crystal, wave vector equalities are always to be interpreted as meaning equal up to a reciprocal lattice vector.)
Charge stripes break rotational symmetry and translation symmetry perpendicular to the stripes-in a crystal, these are to be interpreted as breaking of the crystal symmetry group, rather than the continuous symmetries of free space. The relevant order parameter, ρ k ch , is the Fourier component of the electron charge density at the ordering wave vector. If the state is, in addition, a conducting or superconducting electron fluid, it is a charge stripe smectic. Spin stripes, in addition, break spin-rotational and time reversal invariance (although a particular combination of time reversal and translation is preserved). Wherever there is spin stripe order, there is necessarily (42) charge stripe order, as well. The new order parameter which distinguishes the spin stripe phase, s ks , is the Fourier component of the spin-density.
There is more than one possible stripe liquid phase. In particular, there is the possibility of a "stripe nematic" phase, in which thermal or quantum fluctuations have caused the stripe ordered state to melt (i.e., translational symmetry is restored) but orientational symmetry remains broken (i.e. a snapshot of the system is more likely to see stripe segments oriented in the y than x direction). This state shares with a stripe-ordered state a precise definition in terms of broken symmetry. The order parameter can be taken to be any physical quantity transforming like a traceless symmetric tensor. For instance, the traceless part of the dielectric tensor is a measure of nematic order of the charge fluid. In two dimensions, a useful nematic order parameter is also
where R is a rotation by π/2, and
is the thermodynamic (equal time) structure factor. More exotic states can also occur, such as a "nematic spin-nematic," which breaks rotational, spin rotational, and time reversal symmetry, but not the product of R and time reversal (43) .
B. Fluctuating order near a quantum critical point
We consider a system in a quantum disordered phase near to a quantum critical point beyond which the ground state would be ordered (44; 45) . To be concrete, we will discuss charge stripe order, but the considerations have more general validity. By the quantum disordered phase, we mean one in which there is no long-range stripe order as T → 0, but there may be other forms of order, for instance superconducting order, so long as we are nowhere near the quantum critical point for this other order.
The charge-density dynamical structure factor, S ch (k, ω), for k in the neighborhood of k ch , measures the collective fluctuations which are most sensitive to the proximity of the quantum critical point. The scaling theory of quantum critical phenomena tells us that, on the quantum disordered side of the quantum critical point, there are diverging length and time scales, ξ ∼ ℓ −ν and τ ∼ ℓ −νz where ν is a critical exponent, z is the dynamical critical exponent, and ℓ is a dimensionless measure of the distance to the quantum critical point (46) .
In the quantum disordered phase, and in the absence of quenched disorder, the fluctuation spectrum typically (47) has a gap, which we will denote by E G , related to the correlation time by the scaling law E G ∼h/τ ∼ ℓ νz . Forhω slightly larger than E G , S(k, ω) has a pole corresponding to a sharply defined elementary excitation; this "soft-mode" is the quantity which condenses across the quantum critical point, so its quantum numbers and characteristic wave vector directly encode the nature of the nearby ordered state. At somewhat higher energy (typically, forhω > 3E G ) S(k, ω) exhibits a multiparticle continuum. Deep in the continuum the system effectively exhibits scale invariance and it behaves in much the same way as if it were precisely at the quantum critical point. Both in this high frequency regime and at the quantum critical point the notion of a quasi-particle is, truly speaking, ill-defined, although for systems with small anomalous dimension η (the typical case for D ≥ 2) the continuum will often exhibit features (branch-points, not poles) whose dispersion resembles that of the Goldstone modes of the ordered phase. (49) A classical critical point is described by thermodynamics alone, so none of these dynamical considerations affect the critical phenomena. In particular, it follows from the classical limit of the fluctuation-dissipation theorem that S(k) = T χ(k, ω = 0), so S has the same critical behavior as the (static) susceptibility, χ, even though S involves an integral over the dynamical structure factor at all frequencies. Consequently, a growing peak in S(k) at the ordering vector, k = k ch with width |k − k ch | ∼ 1/ξ, and amplitude S(k ch ) ∼ |T − T c | −γ reflects the presence of fluctuating stripe order near a thermal transition. Here γ = ν(2 − η) is typically about 1 or greater, so the amplitude is strongly enhanced.
The situation is quite different at a quantum critical point, where the dynamics and the thermodynamics are inextricably linked. Here, the fact that by far the largest contribution to S(k) comes from the high frequency multi-particle continuum which does not directly probe the fluctuating order means that the relevant structure in S(k) is relatively small, and can be very difficult to detect in practice. To see this, we compare the expressions in terms of the dissipative response function, χ ′′ (k, ω), for the susceptibility (obtained from the Kramers-Krönig relation) and S(k) (obtained from the fluctuation-dissipation theorem):
In the limit T → 0, coth(βhω) → 1; then clearly, the factor 1/ω weights the important low frequency part of the integral expression for χ much more heavily than in the expression for S. Consequently, it follows under fairly general circumstances from the scaling form of
is strongly divergent in the neighborhood of the quantum critical point, while S(k ch ) ∼ ℓ νz−γ = ℓ −ν(2−z−η) is much more weakly divergent, or, if perchance z ≥ 2 − η, not divergent at all.
At criticality (ℓ = 0) similar considerations imply that S(k, ω) is a less singular function at small momentum/frequency then the corresponding susceptibility (see Sec. III).
These considerations apply even on the ordered side of the quantum critical point, where the Bragg peak makes an exceedingly small (although sharp) contribution to the total structure factor which vanishes in proportion to ℓ 2β . By contrast, the Bragg peak constitutes the entire contribution to S(k, ω = 0), and is the dominant piece of the structure factor integrated over any small frequency window which includes ω = 0.
Lesson #1: There is an important lesson concerning the best way to analyze experiments to be gleaned from this general discussion. It is the low frequency part of S(k, ω) which is most directly sensitive to the stripe order. Rather than analyze S(k), information concerning local stripe order is best obtained by studying χ(k, ω = 0) or by analyzing the partially-frequency-integrated spectral function,
where on the ordered side of the critical point, the smaller Ω the better, while on the quantum disordered side, Ω must be taken larger than E G /h, but not more than a few times E G /h. This quantity is less severely contaminated by a "background" arising from the incoherent high energy excitations. As we will discuss in Sec. V.A, this is precisely the way local stripe order is best detected in clean, high temperature superconductors.
C. How weak disorder can make life simpler
In the absence of quenched disorder, there is no useful information available from the structure factor at frequencies less than E G , which means in particular that static experiments (ω = 0) are blind to fluctuating order. However, a small amount of quenched disorder, with characteristic energy scale V dis ∼ E G but much smaller than the "bandwidth" of the continuum of the spectral function, has important effects on the low energy states. It is intuitively clear that induced low frequency structure of S(k, ω) will be largest for values of k where, in the absence of disorder, S has spectral weight at the lowest frequencies, i.e. for k ∼ k ch . Although, the effects of quenched randomness on the pure critical theory can be subtle (50) and rarely well understood (unless disorder happens to be irrelevant) the generation of zero energy states is generic.
Lesson # 2: The upshot is that the effect of weak quenched disorder in a quantum disordered phase is to produce a low frequency "quasi-elastic" part of the spectral function S(k, ω). In other words, disorder will eliminate the spectral gap, but will only weakly affect the partially integrated spectral function, Eq. (2.4), with the integration scale set by V dis . In particular, in the presence of weak disorder, the static structure factor, S(k, ω = 0), should exhibit similar k dependence asS(k, Ω), and so can be used to reveal the nature of the nearby ordered phase.
D. Response functions
To formalize some of these notions, we consider the somewhat simpler problem of the response of the system to a weak, applied external field which couples to the order parameter. In a quantum disordered phase the existence of an order parameter can only be made apparent directly by coupling the system to a suitable symmetry-breaking field. For a charge-stripe smectic, a non-uniform potential couples to the order parameter and thus serves as a suitable symmetry breaking field. Thus, the Fourier component V k of a weak potential induces a non-vanishing expectation value of the order parameter which, in linear response, is
The linear response law of Eq. (2.5) is valid provided V k is sufficiently small. However, if the typical magnitude of V with Fourier components in the range |k − Q ch | ξ < ∼ 1, 
Many local probes, including STM and NMR, are more sensitive to the (LDOS) local density of electronic states, N (r, E). Again, in the quantum disordered state, translation invariance implies that, in the absence of an external perturbation, N (r, E) = N 0 (E) is independent of r. In the presence of a weak potential, it is possible to define a relation for the local density of states
where N (k, E) is the Fourier transform of N (r, E). From linear response theory it follows that
where θ is the Heaviside function, Ψ † σ is the electron creation operator, andn = σ Ψ † σ Ψ σ is the electron density operator. Note that, despite appearances, E is not a frequency variable, but is rather the energy at which the time independent density of states is measured. A simple sum-rule relates χ ch to χ DOS :
where f (E) is the Fermi function. It is also interesting to consider stripe orientational, or nematic, order. Since χ ch (k) is a property of the uniform fluid phase, it respects all the symmetries of the underlying crystal; in particular, if rotation by π/2, is a symmetry of the crystal, then χ ch (k) = χ ch (R[k]), so no information about incipient nematic order can be obtained to linear order in the applied field. However, the leading non-linear response yields a susceptibility for the nematic order parameter, defined in Eq. (2.1), as
This non-linear susceptibility (χ nem contains a fourdensity correlator) diverges at the nematic to isotropic quantum critical point, and we would generally expect it to be largest for Q ≈ Q ch . It is important to note that the density modulations, reflecting the proximity of stripe order, are a first order effect, while the nematic response, which differentiates Q ch from R[Q ch ], is second order, and so will tend to be weaker, even if the nematic quantum critical point is nearer at hand than that involving the stripe ordered state. At a first level of approximation, it is possible to view weak quenched disorder as a random, applied field, V . Thus, the results of this subsection shed light on the weak disorder problem.
E. Phase diagrams
When there is more than one competing ordered phase, the phase diagram can be very complicated, and moreover can be quite different, depending on various microscopic details. Nonetheless, it is often useful to have a concrete realization of the phase diagram in mind, especially when thinking about issues related to order, and order parameter fluctuations. In this subsection, we sketch schematic phase diagrams which characterize some of the ordered phases and fluctuation effects discussed above; the reader is cautioned, however, that the shape, topology, and even the number of ordered phases may vary for material-specific reasons. Figure 1 (a) represents the essential features we have in mind, in the absence of any quenched disorder. Here, there is a stripe ordered phase which occurs at low doping and low temperature, with a phase boundary which ends at a quantum critical point deep in the superconducting phase. In the region marked "fluctuating stripes," there is significant local stripe order whose character is governed by the proximity to the quantum critical point. Notice that this fluctuation region extends into the stripe ordered phase itself; although there is true long-range stripe order in this region of the phase diagram, the degree of striping at the local level is much greater than the small ordered component close to the quantum critical point. There is no universal statement possible concerning how far the fluctuating stripe region extends beyond the ordered phase. Clearly, if the region in which there is local stripe order does not at least include the entire region of the phase diagram in which high temperature superconductivity occurs, it cannot be essential for the mechanism of superconductivity.
Under many circumstances, the stripe ordered phase will not end at a quantum critical point, but rather will terminate at a first order line (33) . If the transition is only weakly first order, this will not affect the general considerations presented here. If it is strongly first order, fluctuation effects are much weaker, and the effects of even very weak quenched disorder are much more severe than in the case of a continuous transition. We do not have much concrete to say about this latter case, although it is likely relevant to some systems, perhaps including the organic superconductors.(51) Figure 1 (b) is a more ornate version of the phase dia-gram, in which all the different broken symmetry phases discussed in the present paper are exhibited. Here, we illustrate the case in which the nematic, charge, and spin ordering occur at distinct transitions, under which circumstances the nematic ordering must precede the charge ordering, which must in turn precede the spin ordering (42) . In sketching the global shape of the phase diagram, we have included the prejudice that static stripe order, especially static spin-stripe order, competes strongly with superconductivity, but that a degree of local stripe order is necessary for high temperature pairing-the latter prejudice is reflected in the vanishing of the superconducting T c as the local stripe order is suppressed upon overdoping. However, these prejudices affect only the interplay between stripe order and superconducting order in the phase diagram, and not the central features on which we focus in the present article, concerning the character of fluctuating stripe order. (In general, there are also distinctions between commensurate and incommensurate, diagonal and vertical, bond-centered and site centered stripe order, so the same general considerations could lead to significantly more complicated phase diagrams.) The effect of an externally applied magnetic field on the competition between superconducting and stripe order has been treated recently in several papers. (54) Finally, Fig. 1(c) shows the effect of weak disorder on the phase diagram illustrated in Fig. 1(b) ; all phase transitions involving breaking of spatial symmetries are rounded by quenched disorder, so the only true phase transitions are a superconducting and a spinglass transition, although the spin-glass should have a local stripe character-it is(59) a "cluster spin glass." Note that quenched disorder generally introduces some frustration (60) , so where in the absence of quenched disorder the spin-freezing temperature is large, quenched disorder tends to suppress it. Conversely, where quantum fluctuations have destroyed the ordered state, the additional "pinning" effect of quenched disorder can lead to a spin-glass phase extending beyond the border that the magnetic phase would have in the zero disorder limit.
III. ONE-DIMENSIONAL LUTTINGER LIQUID
In this section, we show how the general features described above play out in the case of the 1DEG. For simplicity, we present results for a spin-rotation-invariant Tomanaga-Luttinger liquid (TLL); in a forthcoming publication (61) we will provide details of the derivations, and will also discuss the Luther-Emery liquid (LEL), i.e. the spin-gap case. Both the TLL and the LEL are quantum critical (62) with z = 1. So long as the charge Luttinger parameter is in the range 0 < K c < 1 (which is typically the case for repulsive interactions), the charge susceptibility of the TLL diverges as k → 2k F as
This system can rightly be viewed as a quantum critical CDW state. (The CDW fluctuations are still stronger in the LEL case, where the susceptibility exponent is replaced by K c − 2.) Thus, it is the perfect laboratory for testing the validity of the general scaling considerations of Section II. The charge density structure factor of the TLL is the Fourier transform of the more readily evaluated space time structure factor
where the charge correlation functionS(r, t) is given by
where explicit expressions for S 0 , S 2kF , etc. are given in the literature. (62) These expressions can be Fourier transformed (although in general, this must be done numerically) to yield expressions for the dynamical structure factor. Since the LL is quantum critical, this (and other) correlation functions have a scaling form; for example, near 2k F (i.e. for small q)
where a = 1 − K c and D is an ultraviolet cutoff, i.e. the bandwidth of the TLL. Φ 2kF depends implicitly on the dimensionless parameters K c and vc vs with v c and v s respectively, the charge and spin velocities,. (Spin rotation invariance constrains the spin Luttinger exponent K s to be equal to 1.) To exhibit the general features we are interested in, while making the Fourier transform as simple as possible, we can consider the limit T = 0 and set
For fixed ω, as a function of q, the dynamic structure factor exhibits a multi-particle continuum for −ω/v ≤ q ≤ ω/v, but it does have singular structure, which can be thought as an image of the Goldstone (phason) modes one would find were there true CDW order:
The equal time structure factor can also be readily computed by integrating the dynamical structure factor; as q → 0
where A and A ′ are numbers of order 1 and α is a short distance cutoff which we take to be α ∼ v/D. As promised, this singularity is much weaker than that exhibited by χ, and indeed the 2k F component of the structure factor remains finite (but not differentiable) as
We now turn to the spatial structure induced by a single impurity in the 1DEG, which we locate at the origin. For a Luttinger liquid with repulsive interactions the charge Luttinger parameter K c lies in the range 0 < K c < 1. For K c in this range, the 2k F component of an impurity potential, whose amplitude we will denote by Γ, is a relevant perturbation (65) with (boundary) scal-
such that excitations with energy large compared to T K see a weak backscattering potential, and are thus only weakly perturbed by the impurity. Conversely, for energies low compared to T K the system is controlled (65) by the fixed point at Γ → ∞. However, at this fixed point, the high energy cutoff is replaced by a renormalized cutoff, D → T K .
We begin, therefore, by considering the limit Γ = ∞, i.e. a semi-infinite system with x ≥ 0 and the boundary condition that no current can flow past x = 0. This solution is accurate for all energies |E| ≪ T K . The Fourier transform of the impurity induced DOS
(3.8) can be computed using exact expressions for the appropriate single particle Green function (66):
where g 0 (x, t) is the long wavelength part and g 2kF (x, t) is the 2k F part. We will be interested in the 2k F component which clearly contains information about CDW correlations in this semi-infinite 1DEG, and for which a general expression in space and time has been given by Eggert and others (66) . 2k F part of N (k, E) can be expressed in terms of the scaling function Φ as
where b = (1 − K c ) 2 /4K c and B is a dimensionless constant; we have left implicit the dependence on the dimensionless parameters K c and v c /v s .
The scaling form of N (k, E), given in Eq. 3.10, expresses that fact that the Luttinger liquid is a quantum critical system. The spectrum of the Luttinger liquid and the existence of a charge-ordered state induced by the impurity, dictate entirely the structure of the scaling function Φ (x, y): it has a multi-soliton continuum for both right and left moving excitations, each with leading thresholds associated with one-soliton states carrying separate spin and charge quantum numbers and moving at their respective velocities, as well as a non-propagating feature associated with the pinning of the CDW order by the impurity. Thus, the STM spectrum exhibits all the striking features of the Luttinger liquid: spin-charge separation and quantum criticality, i.e. fluctuating order. The beauty of the 1DEG is that much of this can be worked out explicitly.
In Figs. 3a and 3c, we show the scaling function computed numerically for various representative values of the parameters. The plots show the real and imaginary parts of N (2k F + q, E) at fixed E/k B T as a function of of the scaled momentum,hv c q/k B T , for |q| ≪ k F . For comparison, we also show (129) in Figs. 3b and 3d, the single particle spectral function A(k F + q, ω) that would be measured in an angle resolved photoemission experiment (ARPES) on the same system in the absence of an impurity. There are several things to note about these plots: 1) Because of the quantum critical scaling form, high energy and low temperature are equivalent. Note, however, that in interpreting the large E/k B T spectra as representative of the low temperature behavior of the system, it is important to remember that the thermal scaling of the k-axis of the figure hides the fact that all features of the spectrum are becoming sharper as T → 0; this is made apparent in Fig. 4. 2) It is clear that there are right dispersing features of the scaling functions characterized by the spin and charge velocities. The interference between dispersing features of the ARPES spectrum near k F and −k F can be loosely thought of as giving rise to the dispersing features in the STM spectrum; indeed, as K c → 1 (the non-interacting limit), it is easy to show that Re{N (2k F + q, E)} ∝ A(k F + q/2, E). However, it is also clear from the figure that the stronger the interactions, the less direct is the resemblance between N (2k F + q, E) and A(k F + q/2, E). 3) There is also a very weak feature in the spectrum, visible only at quite large E/k B T (compare Figs. 3 and 4), which disperses in the opposite direction (left) to the main features of the spectra with velocity −v c . Because these spectra are shown only for k's in the neighborhood of +2k F (or +k F for A(k, E)), there is no symmetry between right and left moving excitations. If we showed the spectra on a larger scale, there would of course be the mirror symmetric spectra near −2k F (or −k F ) as required by Kramer's theorem. 4) In the STM spectrum, but not in the ARPES spectrum, there is a feature near q = 0 which does not disperse strongly with increasing energy; this is directly related to the pinned CDW order. Note that for K c = 0.5, this feature is weak in Fig. 3 , and only becomes prominent at very large E/k B T , as shown in Fig. 4 ; but this is the most important feature of the data if one is interested in evidence of pinned CDW order.
To further illustrate these points, we have obtained analytic expressions for the singular pieces of N (k, E) at T = 0, for a general value of the charge Luttinger parameter in the range of interest 0 < K c < 1, and general v c /v s . N (k, E) has power law singularities as 2E/hv c q → ±1, 2E/hv c q → 0, and 2E/hv c q → ∞ and 2E/hv c q → v s /v c . Physically the non-analyticities at 2E/hv c q = ±1 and 2E/hv s q = 1 represent the threshold of the continuum of propagating excitations moving to the right and to the left respectively. The singularity at 2E/hv c q → ∞ corresponds to the 2k F CDW stabilized (pinned) by the boundary. Close to the right dispersing charge-related singularity at q → 2E/hv c we find
(3.11) where A + is a finite complex coefficient determined by the strength of the singularity. An important feature of this result is that as E goes through this singularity at fixed q, the phase of N (2k F + q, E) jumps by π(b − 1/2). (See Fig. 4 .) Close to the right dispersing spin-related singularity at q → 2E/hv s we find
(3.12) where A ′ is another complex coefficient. In the noninteracting limit K c = 1 and v s = v c , these two singularities coalesce into a simple pole for a particle moving to the right. However, for K c < 1, the TLL does not have quasi-particles but massless soliton states instead. As usual, the power laws reflect the multi-soliton continuum. (More generally, the limit v s /v c → 1 is somewhat subtle(61).) Similarly, for q → −2E/hv c
where, once again, A − is a finite complex coefficient specific to this singularity. However, unlike the singularity at E = +hv c q, the behavior near E = −hv c q although non-analytic is not divergent since b > 0 for repulsive interactions.
Lesson #3: From this explicit example we learn that dispersing features in an STM measurement that resemble the interference effects that arise from non-interacting quasiparticles do not necessarily imply the existence of well defined quasiparticles! In addition to propagating excitations, we also find that N (2k F + q, E) has a singularity associated with the non-propagating CDW as q → 0;
which diverges as q → 0. This singularity also exhibits a phase jump as q → 0 ± , equal to π(1 − K c )/2. Finally, at low voltages E → 0 and at fixed q, we find
It is interesting to compare N (k, E) with the DOS averaged over some energy scale,
However, the expression we have used for N (k, E) was derived for an infinite strength scattering potential, and so is only valid up to energies of the order of T K ≪ D. This condition is met by taking 1/T K as a short-time cutoff needed to compute the "almost equal-time" Green's function. This integrated quantity is shown in Fig. 5 for representative parameters. at T = 0, and in the limit as q → 0, N (2k F + q, T K ) has the asymptotic behavior
(3.17) Both the integrated induced tunneling density of states and the induced tunneling density of states at fixed voltage E diverge like q −(1−Kc)/2 . However, the big difference is that N (k, E) has dispersing singularities in addition to the non-dispersing singularity at k → 2k F , while singularity at k → 2k F is the only singular feature ofÑ (k, E). Thus,Ñ (k, T K ) is more easily analyzed for evidence of an almost ordered CDW state.
At energies E > T K , the response of the system to the presence of the impurity is weak (i.e. proportional to Γ), and can be computed in perturbation theory. For instance, in the weak impurity limit T K → 0 the integrated response of the system over all energies is dominated by the high energy, perturbative regime where at T = 0 we find
where
It is also worth noting that the impurity induced local DOS at a fixed finite distance x from the impurity . In (a) and (c), the density of states oscillations are induced by an impurity scatterer at the origin with TK ≫ E. In the STM spectra, the real and imaginary parts are represented by the solid and dashed lines, respectively. The curves are offset by E/T and we have adopted unitsh = 1 and kB = 1.
is always large at low energies |E| ≪ v/x compared to the background DOS of the clean TLL
This is yet another illustration of the way impurities enhance the low energy effects of fluctuating order.
FIG. 4 Low temperature (E/kBT = 100) form of the STM spectra with k near 2kF for the same parameters as in Fig.  3 ; a) is for Kc = 0.5 and b) Kc = 0.17. Here, we have expressed
where the amplitude is shown as a solid line and the phase as a dashed line.
IV. TWO-DIMENSIONAL FERMI LIQUID
As a final example, we consider the application of these ideas to the case of weakly interacting electrons in 2D. To obtain explicit results, we will consider electrons with a quadratic dispersion ǫ k =h 2 k 2 /2m. Consider for instance χ DOS (E, k), the new susceptibility defined in Eq. (2.8). We find that for the 2DEG it is given by
Here, the subscript 0 is introduced for later convenience to signify χ in the non-interacting limit, and once again θ(x) is the Heaviside (step) function. For fixed E as a function of k, this quantity diverges along curves in k space where ǫ k = 4E (|k| = 2k F ). Note that the fact that χ 0 vanishes for ǫ k < 4E is a peculiarity of the 2D case with infinite quasiparticle lifetime. For instance, in 3D, which also has a singularity as ǫ k → 4E, but is non-zero (and positive) for all E > 0. In contrast, as shown in Section III, in a 1D Luttinger liquid the induced density of states has a phase jump as k crosses any of the propagating or non-propagating singularities. It is straightforward to see that both in 2D and the 3D a finite lifetime of the quasiparticles leads to a rounding of the singularities and that in 2D it also leads to a positive induced density of states for all E > 0. It is also simple to verify that to non-linear order in the external potential, the induced density of states in 2D may or may not have a phase jump across the singularity depending on the details of the perturbing potential. For instance, the induced DOS produced by a single impurity can be computed (from the impurity t-matrix); it exhibits sign reversal (π phase shift) across the singularity at ǫ k = 4E for a repulsive potential, but not for an attractive one. In contrast, any bf k space structure that arises from proximity to a quantum critical point is derived from the susceptibility, χ(k), which is real and positive, so it always produces a signal whose phase is constant. (See below.) Lesson # 4: The density of states modulations induced by weak disorder in a non-interacting metal are quite different in character from those expected from the proximity to a CDW quantum critical point, both in that they disperse strongly as a function of energy, and the peak intensities lie along curves (surfaces in 3D) in k space, as opposed to the structure associated with isolated points in k space expected from near critical fluctuations(67).
The charge susceptibility itself, χ 0 (k), is well known from many studies of the 2DEG. It has an extremely weak non-analyticity, whenever |q| = 2k
The inverse Fourier transform of this meager nonanalyticity is what gives rise to the famous Friedel oscillations in the neighborhood of an isolated impurity,
What this means is that, for all intensive purposes, the Friedel oscillations are all but invisible in the Fourier transform of any conceivable STM experiment on a simple metal in D > 1. Some non-trivial method of data analysis is necessary, instead. (69) It is worthwhile considering the effects of interactions on this picture. For weak enough interactions, the effects can be treated in a Hartree-Fock approximation. Thus, if we absorb any interaction induced changes in the band parameters into a renormalized band structure, the only change in the above analysis is that the external perturbation, V k in Eqs. 2.5 and 2.7 must be replaced by an effective potential, V k → V k + U k ρ k , where U (which can be weakly k dependent) is the strength of the electronelectron repulsion. This leads to the usual RPA expression for the susceptibilities of the interacting system, and to
(It is the fact that E is a probe energy, not a frequency, which is responsible for the fact that it is simply χ 0 (k), rather than a frequency dependent factor, which appears in the expression for χ DOS (k, E).) Not surprisingly, since χ 0 (k) is finite for all k, for small U there is little qualitative difference between χ 0 (k) and χ(k). However, if we imagine, as is often done (although we are not aware of any reason it is justified) that this RPA expression applies qualitatively for larger magnitude of U , then as a function of increasing magnitude of U we would eventually satisfy a Stoner criterion for CDW U k χ(k) = 1.
Here, due to the relatively weak k dependence of χ 0 , the CDW ordering vector Q ch is determined as much by the k dependence of U as by effects intrinsic to the 2DEG. Following this line of analysis, let us consider the behavior of χ DOS (k, E) in the quantum disordered phase close to such a putative Stoner instability. Then, for k close to Q, the k dependence comes primarily from the first term, while the voltage dependence comes primarily from the band-structure:
Conversely, for k far from the ordering vector, both the k and E dependence of χ are determined largely by χ 0 . Although the calculations are somewhat more involved (and therefore must be implemented numerically), the same sort of weak coupling analysis can be carried out in the superconducting state. Oscillations induced by a mean-field with period 4, representing stripes with various internal structures in a d-wave superconductor, were carried out by Podolsky et al. (70) . As expected, the stripes induce oscillations in the LDOS with the period 4, but with energy dependences which reflect both the quasi-particle dispersion, and the specific stripe structure assumed. Impurity induced oscillations in the LDOS in a d-wave superconductor were computed by Byers et al (71) and Wang and Lee (68) , and the effects of proximity to a stripe ordered state, at RPA level, were investigated by Polkovnikov et al. (72) . In all cases, the interference and the stripe related effects interact in fairly complex ways, that require detailed analysis to disentangle. Lesson #5: Thus, depending on what regions of k space are probed, the STM spectrum can either be dominated largely by band-structure effects, or by the incipient CDW order. The most singular enhancement of the STM signal is expected to occur at energies such that a dispersing feature reflecting the underlying bandstructure passes through the ordering wave-vector.
FIG. 6
The RPA expression for χDOS(k, E) is plotted as a function of momentum at a fixed, low energy E − µ = .2µ. A small decay rate, Γ = .025µ, is included to round the singularity and produce a finite χ0(k, E) at all k. We have taken the following phenomenological form for χ(k) = A(ξkF ) 2 exp[−ξ2(k − Q ch )2] written in terms of ξ -the correlation length of CDW order (appropriate for γ = 2). The figure was plotted with ξ = 5kF −1 and Q ch = 1.8kF .
V. REGARDING EXPERIMENTS IN THE CUPRATES
Even where broken symmetry associated with stripe order has ultimately been proven to exist, establishing this fact has often turned out to be difficult for a number of practical reasons. In addition, since quenched disorder is always a relevant perturbation (in renormalization group sense), macroscopic manifestations of broken spatial symmetries are sharply defined only in the zero disorder limit. Nevertheless, the existence of some form of order which coexists with superconductivity has implications for the phase diagram which can, in principle and sometimes in practice, be tested by macroscopic measurements. A particularly revealing set of phenomena occur when the strength of the superconducting order is modulated by the application of an external magnetic field. (31; 38; 55; 56; 57; 58; 72; 73; 74; 75; 76; 77; 78) Moreover, as discussed in Sec. V.C, from measurements of macroscopic transport anisotropies, electronic nematic order (e.g., point-group symmetry breaking) has been identified beyond all reasonable doubt in quantum Hall systems, (79) 
However, most searches for stripe order rely on more microscopic measurements, especially elastic neutron scattering. One aspect of this that has caused considerable confusion is that, unless an external perturbation (such as weak crystalline orthorhombicity) aligns the stripes in one direction, one generally finds equal numbers of y directed and x directed domains, leading to quartets of apparently equivalent Bragg peaks, rather than the expected pairs. Fortunately, where sufficiently long-ranged order exists, it is possible, by carefully analyzing the scattering data, to distinguish this situation from a situation in which the peaks arise from a more symmetric "checker-board" pattern of translation symmetry breaking. From elastic neutron scattering (i.e., measurements of both the magnetic and the nuclear S(k, ω = 0)), and to a lesser extent from X-ray scattering, it has been possible to establish the existence of stripe-ordered phases in a wide range of members of the lanthanum cuprate family of high temperature superconductors: La We now turn to the core problem: Given a system which in the absence of quenched disorder or explicit symmetry breaking terms is in an isotropic fluid state, how is the existence of substantial local stripe order identified?
A. Diffraction from stripes
Peaks in S(k, ω) at the characteristic stripe ordering vectors indicate a degree of local stripe order. The k width of these peaks can be interpreted as an indication of the spatial extent of local stripe order, and the low frequency cutoff as an indication of the typical stripe fluctuation frequency. So long as there is no spontaneous symmetry breaking, S(k, ω) necessarily respects all the point-group symmetries of the crystal, and thus will necessarily always show peaks at quartets of k values, never the pairs of k values of a single-domain stripe ordered state.
Low frequency spin fluctuations with relatively sharp peaks at incommensurate wave vectors were detected many years ago in inelastic neutron scattering studies(102; 103; 104) of "optimally-doped" (x ≈ 0.15, T c ∼ 38 K) La 2−x Sr x CuO 4 . However, not until the discovery(105) of "honest" stripe-ordered phases in the closely related compound La 1.6−x Nd 0.4 Sr x CuO 4 was the interpretation of these peaks as being due to stripe fluctuations made unambiguously clear. For instance, as shown in Fig. 7 , the magnetic structure factor at low temperature and small but finite frequency,hω = 3 meV, looks very similar (in absolute magnitude and width) both La 1.6−x Nd 0.4 Sr x CuO 4 with x = 0.12, where elastic scattering indicating static ordered stripes has been detected, (105) and in La 2−x Sr x CuO 4 with x = 0.15, where no such static order is discernible.(106) As discussed in the previous section, this is precisely the expected(49) behavior near a quantum critical point, where presumably the partial substitution of La by Nd has moved the system from slightly on the quantum disordered to slightly on the ordered side of a stripe ordering quantum critical point. (107) We can now confidently characterize La 2−x Sr x CuO 4 over an extremely broad range of doping as either being in a stripe-ordered, or a nearly ordered stripe-liquid phase.
An important test of this idea comes from studies of the changes in S(k, ω) produced by weak disorder. Specifically, in Fig. 8 , we compare the low frequency (108) and elastic(109) pieces of the magnetic structure factor of La 2−x Sr x CuO 4 in the presence and absence of a small concentration (1.2%) of Zn impurities. (Zn substitutes for Cu.) As one might have expected, the Zn slightly broadens the k space structure, although not enormously.(86; 110) Most dramatically, the Zn "pins" the stripe fluctuations, in the sense that what appears only as finite frequency fluctuation effects in the Zn free material, is pushed to lower frequencies and even to ω = 0 by the quenched disorder (111) .
The issue still remains actively debated whether or not various fluctuation effects seen in neutron scattering studies of the other widely studied families of high tem-perature superconductors, especially YBa 2 Cu 3 O 6+y and Bi 2 Sr 2 CaCu 2 O 8+δ , can be associated with stripe fluctuations. We will not review this debate here, but will touch on it again in Secs. V.B and V.C, below.
One question arises (115) concerning how we can distinguish a fluctuating stripe phase from a fluctuating checkerboard phase, which breaks translation symmetry but preserves the symmetry under exchange of x and y? Of course, the strongest indication that stripes, rather than checkerboards are responsible for the observed fluctuations comes from the presence of "nearby" stripeordered phases, and the absence of any clear evidence of actual ordered checkerboard phases in any doped antiferromagnet, to date. However, in theoretical studies (116) both types of order appear to be close to each other in energy, so this argument should not be given undue weight.
Where both spin and charge peaks are observed, it turns out that there is a straightforward way to distinguish. From Landau theory, it follows (42) that there is a preferred relation between the spin and charge ordering wave-vectors, Q s + Q ′ s = Q ch . For stripe order, this means that the spin and charge wave-vectors are parallel to each other, and related (up to a reciprocal lattice vector) by the relation 2Q s = Q ch . However, in the case of checkerboard order, the dominant spin ordering wavevector is not parallel to the charge ordering wave vectors; if Q ch = ±δ chêx and Q ′ ch = ±δ chêy , the corresponding spin ordering vectors, (126) in simple metals produced by the presence of a defect are directly related to Fermi-surface-derived non-analyticities in the susceptibility, χ(k). However, "generalized Friedel oscillations" can occur in more diverse systems in which the relevant structure in χ(k) is not directly related to any feature of a Fermi surface. For instance, a bosonic superfluid on a lattice close to a second order transition to an insulating, bosonic crystalline phase would exhibit generalized Friedel oscillations with the characteristic wave length of the roton-minimum-these oscillations, in a very direct sense, would image the fluctuating crystalline order present in the fluid state.
There are a few important features of generalized Friedel oscillations which follow from general principles. If the liquid state is proximate to a highly anisotropic state, such as a stripe state, the values of k = Q at which χ has maxima will reflect the pattern of spatial symmetry breaking of the ordered state, but χ(k) will respect the full point-group symmetry of the crystal unless the liquid state spontaneously breaks this symmetry, e.g. is a nematic. So, the generalized Friedel oscillations around a point impurity in a stripe liquid phase will inevitably form a checker-board pattern, unless some form of external symmetry breaking field is applied (72). Distinguishing "just Friedel oscillations" from "generalized Friedel oscillations" may not always be straightforward, as discussed in Secs. III and IV.
There is another form of spatial modulation of the density of states, one with a period which disperses as a function of the probe energy, which is sometimes (incorrectly, we believe) referred to in the STM literature as Friedel oscillations. This latter effect, which was first demonstrated by Cromie et al. (127) , is produced by the elastic scattering of quasiparticles of given energy off an impurity. The resulting interference between scattered waves leads to variations of the local density of states at wave vectors Q = k − k ′ , where k and k ′ are the wave-vectors of states with energy E = ǫ(k) = ǫ(k ′ ), as determined by the band-structure, ǫ(k). Generalized versions of these oscillations can occur even when there are no well defined quasi-particles, so long as there are some elementary excitations of the system with a well-defined dispersion relation, as is shown in Sec. III.
Modulations which reflect the spectrum of elementary excitations are distinguishable(128) from those related to incipient order in a variety of ways: Whereas incipient order produces effects peaked at isolated ordering vectors, Q, independent of energy, the single particle effects are peaked along extremal curves in k space which disperse as a function of E. Peaks in the Fourier transformed LDOS, N (k, E), produced by incipient order tend to be phase coherent while other features either have a random phase, or a phase that is strongly energy dependent. Indeed, the phase information may be the best way to distinguish the consequences of incipient order from interference effects.
To demonstrate the effect of the phase, assume we have measured N L (r, E) the LDOS at a particular bias voltage, V = E/e, on a sample of size L×L. Its Fourier transform, N L (k, E), has an arbitrary k-dependent but Eindependent phase, e −ik·r0 , which depends on the choice of origin of coordinates, r 0 . As discussed above, N L (k, E) can be expected to have contributions from incipient order (with wave vector Q), dispersing quasi-particles, and noise. Integrating the signal over a finite energy window yields the quantityÑ (k, E), in which the contributions from incipient order from the entire range of integration add constructively, while other features tend to interfere destructively. This mode of analysis is particularly useful if an energy window can be found in which none of the dispersing features expected on the basis of bandstructure considerations have wave vectors equal to the expected ordering wave vector, Q. (A complementary mode of analysis, which emphasizes the dispersing features of the data, is discussed in Sec. IV.) Indeed, Howald et al. have already demonstrated the first half of this point (39) in STM studies of a very slightly overdoped sample of Bi 2 Sr 2 CaCu 2 O 8+δ (T c = 86). They identified a non-dispersing peak in N (k, E) at k = ±Q ch ≈ ±(2π/a)(0.25, 0) and k = ±R[Q ch ] = ±(2π/a)(0, 0.25) (see Fig. 9 ), and showed that at these wave numbers, the Fourier transform of the phase of N (k, E) is energy independent for E between 0 and 40 meV, at which point the amplitude crosses through zero-i.e., the sign of the signal changes. The constancy of the phase implies that the location in real-space of the density of states modulation is fixed at all energies, which strongly indicates that it reflects pinned incipient order.
However, as explained above, the existence of incipient order can be magnified if we integrate the LDOS as a function of energy. In Fig. 9(a) we show data from Howald et al. (39; 120) in which the values of dI/dV ∝ N L (k, E) were obtained by a Fourier transform of a real space image at various voltages, V = E/e, on a patch of surface of size L = 160Å. Here, k is taken to lie along the 1, 0 direction. In Fig. 9b , we show the same data integrated over energy from 0 to E, I/V ∝Ñ L (k, E). It is apparent that integration enhances the strength of the peak at Q ch , and depresses the remaining signal, especially when E is smaller than the maximum superconducting gap value, ∆ 0 ≈ 35 meV. A similar analysis of the energy integrated quantity, N (k, E = 12 meV), was adopted previously by Hoffman et al (38) in their STM experiments on density of states oscillations associated with vortex cores in the superconducting state of similar materials. Very large amplitude oscillations (much larger than the disorder induced signal discussed until now) were observed with the same characteristic wave vector, k = Q ch . We consider this to be the most direct evidence to date of incipient stripe order in optimally doped Bi 2 Sr 2 CaCu 2 O 8+δ .
Concerning differing interpretations of the STM spectra
As mentioned in the introduction, there is controversy in the literature concerning the interpretation of the STM spectra, although there seems to be no disagreement concerning the data itself. Specifically, Hoffman et. al. (37) have recently suggested that there is no need to invoke incipient stripe order to interpret any of the STM spectra. While it is certainly true(37; 68) that much of the observed STM spectrum comes from dispersive features associated with the elementary excitations of the system (although these are almost certainly(129; 131) not, for the most part(132), well defined quasiparticles), we feel that when the data are analyzed as in Fig. 9 , it demonstrates that interference effects cannot account for the behavior of the low energy part of the spectrum. However, since this point is important and disputed, it is worth examining in a bit more depth.
The failure of interference effects to account for the observed low energy spectra is particularly clear, in our opinion, given the "band structure" that has been deduced(133; 134) from ARPES experiments. It turns out that the k dependence of the electron spectral function measured by ARPES can be well approximated by a phenomenological quasiparticle band structure. Using this band structure (133) , one can readily compute the expected(68; 71; 135) interference effects due to quasiparticles with energies (139; 140; 141) .) What this means is that no peak structure in N (k, E) at energies E ≤ 15 meV can be attributed to quasiparticle interference effects! In this context, particular attention should be paid to the peak at k = Q ch seen in the curves in Fig. 9 with E ≤ 15meV, and to the peaks observed by Hoffman et. al. (38) be-low 12 meV in vortex core halos. The absence of low energy peaks in the interference signal at the stripe ordering vector can be verified by comparison with explicit microscopic calculations; for instance, N (k, E) was recently computed by Polkovnikov et. al. (135) for noninteracting quasi-particles scattering from a point impurity; it is apparent from their Fig. 4 that, at energies of 20 meV and below, there is a local minimum in the neighborhood of k = Q ch ! One further feature of all the data that has been reported to date is worth commenting on-this is the large (factors of 2 or 3) differences that are observed(37) in the peak intensities at Q ch and R[Q ch ]. Systematic experiments have not, yet, been conducted to verify whether this effect is real, or an experimental artifact. If it is not an artifact, then this observation is among the first microscopic pieces of evidence of a strong local tendency to stripe orientational (i.e. nematic) order. In addition, such large anisotropies are something that cannot be accounted for in any simple way by quasi-particle interference (nor local checkerboard order). It is important to bear in mind, however, that even if the observed anisotropy reflects nematic order, it is expected to decrease in magnitude (39) in direct proportion to A −1/2 , where A is the area of the field of view, due to the unavoidable domain structure produced by quenched disorder. In any case, this is an extremely interesting feature of the data to pursue.
C. Detecting Nematic Order
While stripe order necessarily implies nematic order, the converse is not true. Although nematic order involves the spontaneous breaking of a spatial (pointgroup) symmetry, when there is no accompanying breaking of translation symmetry, even the identification of the ordered state is somewhat subtle, and this holds doubly for fluctuation effects. Moreover, since quenched disorder is always relevant and results in domain structure, true macroscopic measurements of spontaneous nematic symmetry breaking are not possible. The difficulty of detecting the rotational-symmetry breaking associated with ordered stripes is illustrated by the case of La 2−x Sr x NiO 4+δ , a non-superconducting structural analogue of La 2−x Sr x CuO 4 . Even transmission electron microscopy, which is capable of measuring over a fairly small sample area, tends to yield superlattice diffraction peaks for stripe order that reflect the 4-fold symmetry of the NiO 2 planes in the tetragonal crystal structure. (142) Only recently have electron diffraction patterns consistent with the 2-fold symmetry of an ordered stripe domain been reported. (143) Thus, almost all tests of nematic order in solids necessarily involve the observation of an unreasonably large, and strongly temperature dependent anisotropy in the electronic response to a small symmetry breaking field which favors the x direction over the y direction.
Transport Anisotropies
An example of a system in which this approach has been successfully applied is provided by the 2DEG in quantum Hall devices. While the fractional quantum Hall effect dominates the physics at very high magnetic fields, at intermediate magnetic fields (so that more than one Landau level is occupied), it has recently been discovered (79) that there are a set of anisotropic states which have been identified (144; 145) as being quantum Hall nematics, and which can be thought of as melted versions of the long predicted (146) quantum Hall smectic (or stripe) phases. These phases are characterized by a large resistance anisotropy, ρ xx ≫ ρ yy , which onsets very strongly below a characteristic temperature, T n ∼ 100 mK. The precise origin of the symmetry breaking field which aligns the nematic domains in these experiments has not been unambiguously determined. (147) However, by applying (145; 148) an in-plane magnetic field, the magnitude of the symmetry breaking field can be varied, and the transition can be significantly rounded (giving evidence (145) that local stripe order persists up to temperatures well in excess of T n ), and even the orientation of the nematic order can be switched, resulting in a state with ρ xx ≪ ρ yy .
Experiments that involve such fine control of an external symmetry-breaking field are considerably harder to carry out in the context of the cuprates. Some of the relevant materials, such as Bi 2 Sr 2 CaCu 2 O 8+δ and La 2−x Sr x CuO 4 with x > 0.05, have an orthorhombic axis at 45
• to the expected stripe directions (i.e., a nematic phase can be defined in terms of spontaneous breaking of the mirror plane which lies along the orthorhombic a-axis.) In these materials, if one wishes to align the nematic domains, one must apply a suitable external symmetry-breaking field such as a uniaxial strain or inplane magnetic field; however, such experiments tend to be challenging.
When the principle axes of an orthorhombic phase lie parallel to the expected stripe directions, the orthorhombicity (typically < 2% in cuprates) plays the role of a small, external symmetry-breaking field. Examples where this occurs are superconducting YBa 2 Cu 3 O 6+y with 0.35 ≤ y ≤ 1 and non-superconducting La 2−x Sr x CuO 4 with 0.02 ≤ x < 0.05. In both of these cases, resistivity anisotropies as large as a factor of 2 have been observed (80) in detwinned single crystals. Moreover, as in the quantum Hall case, this anisotropy is strongly temperature dependent; in La 2−x Sr x CuO 4 , |ρ aa /ρ bb − 1| < 10% for temperatures in excess of T n ∼ 150 K. Polarization dependent measurements of the infra-red conductivity on a detwinned x = 0.03 crystal of La 2−x Sr x CuO 4 reveal that the frequency dependence of the conductivity anisotropy has a scale comparable to kT n . (149) Large anisotropies in the frequencydependent conductivity have also been observed (150) in YBa 2 Cu 3 O 6+y and in YBa 2 Cu 4 O 8 , although in those cases, some part of the conductivity anisotropy must be due directly to the Cu-O chains. Taken together, these various observations are circumstantial evidence of a fair degree of local stripe order, and of the presence of a nematic phase-the trouble being that, without a somewhat quantitative theory (which does not exist), it is hard to say how large an observed resistance anisotropy must be to be accepted as being an "unreasonably large" response to the orthorhombicity, that is, one that can only be understood in terms of the alignment of nematic domains.
More subtle investigations of orientational symmetry breaking can be undertaken by studying the transport in the presence of a magnetic field. A very clever approach along these lines was introduced by Noda, Eisaki, and Uchida (151) . They applied a voltage along one axis of the CuO 2 planes and a magnetic field perpendicular to the planes in order to break the 4-fold symmetry of the crystal structure and to obtain evidence of onedimensional charge transport. In a stripe-ordered state, the geometry used should be sensitive primarily to those domains in which the stripes are aligned parallel to the direction of the applied voltage. For x ≤ 1 8 , they found that, within the stripe-ordered phase, the transverse conductivity tends to zero at low temperature while the longitudinal conductivity remains finite. (This effect has been explained in terms of the electron-hole symmetry of a Finally, we note that there is a very direct way to detect nematic order using light scattering. This approach is well known from studies of classical nematic liquid crystals (157) . Recently Rübhausen and coworkers (158) have used light scattering techniques to study the behavior of the low-frequency dielectric tensor of the manganite Bi 1x Ca x MnO 3 near and below the charge-ordering transition at T co ∼ 160K. In these experiments, a pronounced anisotropy of the dielectric tensor was found with a sharp temperature-dependence near T co . Raman scattering studies by the same group show that long range positional stripe order sets in only at much lower temperatures. These experiments suggest that this manganite is in a nematic state below the transition at T co , and long range charge stripe order occurs at much lower temperatures.
Anisotropic Diffraction Patterns
A more microscopic approach is to directly measure the nematic order parameter, Q k of Eq. (2.1), by diffraction. This was done (more or less) by Mook et al. (159) , in neutron scattering studies of the magnetic dynamic structure factor of a partially (2 to 1) detwinned sample of YBa 2 Cu 3 O 6+y with y = 0.6 and T c ≈ 60 K. No elastic scattering corresponding to actual stripe order was detected; however, well developed structure was observed in the inelastic spectrum at the two-dimensional wave vectors Q s ≈ (0.5 ± 0.1, 0.5) and Q ′ s ≈ (0.5, 0.5 ± 0.1) in units of 2π/a. Remarkably, the intensities of the peaks at Q s were found to be about a factor of 2 larger than those of the Q ′ s peaks, consistent with the supposition that, in a single twin domain, the incommensurate inelastic structure is entirely associated with ordering vectors perpendicular to the chain direction, i.e. Q Q ≈ 1.
Although the presence of chains in this material certainly means that there is no symmetry operation that interchanges the a and b axes, the copper-oxide planes are nearly tetragonal. Thus, it seems to us that the extreme anisotropy of the inelastic scattering is very strong evidence of a nematic liquid phase in this material. As pointed out by Mook et al., (159) this conclusion also offers a potential explanation for the observed(150) large but nearly temperature independent superfluid anisotropy in the a-b plane. We have not found any published data on the temperature dependence of Q Q ch ; the identification of a characteristic temperature, T n , above which the anisotropy decreases substantially from its low temperature value would go a long way toward confirming that the superfluid anisotropy is a collective effect, and not a straightforward consequence of the presence of chains in the crystal.
Interesting anisotropies have also been observed in optical phonon branches of YBa 2 Cu 3 O 6+y with y = 0.6. The identification by Mook et al.(159) of an anomalous broadening of a bond-bending mode at a wave vector expected for charge-stripe order is potentially the most direct evidence of nematic order. However, conflicting results have been reported by Pintschovius et al.(160) , who have instead observed a zone-boundary softening of the bond-stretching mode propagating along b but not for that along a. This latter anisotropy is unlikely to be directly associated with a stripe modulation wave vector since the anomaly occurs along the direction parallel to the Cu-O chains. Of course, this does not necessarily rule out a connection with stripes, as the softening might be associated with anisotropic screening due to charge fluctuations along the stripes.
In an attempt to understand the effects of stripe order on phonons, a neutron scattering study (161) was recently performed on La 1.69 Sr 0.31 NiO 4 . Although the charge-ordering wave vector did not play an obvious role, the high-energy bond-stretching mode propagating parallel (and perpendicular) to the stripe modulation exhibited an energy splitting toward the zone boundary, while along the Ni-O bond direction (at 45
• to the stripes) a softening from zone center to zone boundary was observed with a magnitude similar to that in the cuprates. A better understanding of the nature of the relevant electron-phonon coupling processes is required to make progress here.
STM Imaging of Nematic Order
Because it is a local but spatially resolved probe, STM is actually the optimal probe of nematic order. One way it can be used, which is illustrated in Fig. 10 , has been explored by Howald et al.(39; 120) What is shown here is a filtered version of N (r, E) measured on a patch of surface of a very slightly overdoped crystal of Bi 2 Sr 2 CaCu 2 O 8+δ (T c = 86 K). Specifically, Howald et al. defined a filtered image
where in the present case, the filter function, f , has been defined so as to accentuate the portions of the signal associated with stripe order
For intermediate values of Λ, the filtered image shows only that portion of the signal we have associated with pinned stripes. The roughly periodic structure in the image has period 4a-we know independently from the analysis in Section V.B that there is prominent structure in the raw data with this period, but even were there not, the filtering would build in such structure. However, what is clear from the image is that there is a characteristic domain structure, within which the stripes appear to dominantly lie in one direction or the other. The domain size is seen to be on the order of 100Å ∼ 25a, which is large compared to Λ −1 and, more importantly, roughly independent (120) of the precise value of Λ. This domain size is a characteristic correlation length of the pinned nematic order.
This particular method of analysis builds directly on the realization of the nematic as a melted stripe ordered state. Indeed, looking at the figure, one can clearly identify dislocations and disclinations in what looks like a fairly well developed locally ordered stripe array.
More generally, STM could be used to directly measure the two independent components of a suitably defined traceless symmetric tensor density. The simplest such quantities are
Of course, these quantities, like the local density of states itself, will typically have features which reflect the inter- ference between elementary excitations, and other extraneous information. To obtain a better view of the long wave-length nematic correlations, we should again integrate these densities over a suitable energy interval, Ω, and filter out the short wavelength components:
where f might be a Gaussian filter, as in Eq. (5.2), but without the cosine factors. A map of Q f should produce a domain structure, similar to that shown in Fig. 10 , but without all the short wavelength detail. Where the domain size, L N , is large compared to a, the resulting picture should look qualitatively the same independent of the range over which the signal is coarse-grained, so long as L N ≫ Λ −1 ≫ a. The above procedure should work well if there are no other long-wavelength features in the data. Unfortunately, for BSCCO, the inhomogeneities in the gap structure (39; 122) hamper such a procedure. (105) following the discovery of stripe order in La 1.6−x Nd 0.4 Sr x CuO 4 is that this 1/8 anomaly is associated with a commensurate lockin of the stripe structure-at x = 1/8 the preferred spacing between charge stripes is 4 lattice constants, so there is an additional commensuration energy which stabilizes stripe order at this particular hole density.
While it is possible to imagine other forms of CDW order which would similarly be stabilized at x = 1/8, there can be no doubt that in this family of materials the 1/8 effect is associated with stripe order. This has been confirmed, for example, in La 2−x Sr x CuO 4 where quasi-elastic magnetic scattering from spin-stripe order has been detected(85; 86) for x in the neighborhood of 1/8; in low-energy inelastic measurements, Yamada et al. (114) have shown that the magnetic peak width is most narrow at x = 1/8. Correspondingly, slow (probably glassy) spin fluctuations have been detected by µSR in the same material with a somewhat arbitrarily defined onset temperature, T g (x), which has(166) a pronounced peak at x = 1/8. The fact that quasi-elastic magnetic order as detected by neutron scattering onsets at a considerably higher temperature than that detected by µSr is clearly a consequence of the inevitable glassiness of a density-wave transition in the presence of quenched disorder; it reflects the differences in the time scales of the two probes, not the presence of two distinct ordering phenomena. More recently, new experiments on La 2−x Sr x CuO 4 as a function of x show pronounced singularities in the x dependence of the c-axis Josephson plasma edge (149) and in the low temperature thermal conductivity(167); these effects can be interpreted straightforwardly in terms of a peak in the stability of the charge-stripe order at x = 1/8. Furthermore, chargestripe order has now been detected directly by neutron diffraction (84) , an indirect method to look for the presence of local stripe order in other families of cuprate superconductors is to test whether a 1/8 anomaly can be induced by Zn substitution. In the case of YBa 2 Cu 3 O 6+y , there already exists in the literature strong evidence from the work of Tallon and collaborators (170) that the "60-K plateau" in the y dependence of T c is not, primarily, a reflection of some form of oxygen ordering in the chain layers, as is commonly assumed, but is rather a barely resolved 1/8 anomaly; this conclusion is also supported by a Ca-substitution study (171) and by a recent study of transport properties. (172) To further test this idea, Koike and collaborators(171; 173; 174) studied the doping dependence of T c , and of (175; 176) for the single-layer system Bi 2 Sr 2−x La x CuO 6+δ . While it is clear that more work is needed to test the connection between the "1/8 anomaly" and stripe pinning in these various systems, we consider this a promising approach to the problem, as it permits evidence of local order to be obtained using a variety of probes which can be applied in materials for which large crystals, and/or easily cleaved surfaces are not easily obtained.
E. Other Probes
It is clear that the most direct evidence for stripes comes from techniques that can provide images of charge, spin, and/or lattice modulations in real space (STM) or in reciprocal space (diffraction techniques). We have already discussed neutron and X-ray diffraction, but explicit mention should also be made of transmission electron microscopy (TEM). The charge stripes in La 2−x Sr x NiO 4+δ were first detected by TEM,(142) and a recent study has provided high-resolution TEM images of local stripe order in La The work by Imai's group (185) suggesting that local stripe order in variants of La 2−x Sr x CuO 4 could be detected through the "wipeout effect" of Cu NQR has motivated a considerable number of further studies using Cu and La NMR and NQR. (186; 187; 188; 189; 190; 191; 192; 193; 194; 195) Although there has been some con-troversy over details of the interpretation (and in certain cases, there may be differences between samples), it is now generally agreed that NQR and NMR are sensitive to the onset of slow spin fluctuations whose appearance tends to correlate with the onset of local charge stripe pinning as determined by diffraction. In particular, the glassy nature of the ordering has been investigated. In the case of Eu-doped La 2−x Sr x CuO 4 , related information has been obtained by electron-spin resonance detected from a very low density of Gd impurities. (196; 197) A recent Cu NQR and Y NMR study (198) has shown that similar signatures are observed in Ca-doped YBa 2 Cu 3 O 6 , consistent with the µSR study of Niedermayer et al., (87) and suggestive of the presence of pinned stripes in that system at low temperatures. Direct evidence for local spatial inhomogeneities in La 2−x Sr x CuO 4 has been obtained from studies of NMR line broadening (199) and frequency-dependent NQR relaxation rates (200) Several recent NMR studies (201; 202; 203; 204) have exploited the magnetic-field dependence of the technique to probe the spatial variation of nuclear spin-lattice relaxation rates in the vortex lattice state of cuprate superconductors. Vortex cores are region of suppressed superconductivity, so if there is a competing spin-stripe ordered phase, it will be enhanced and pinned (55; 56) (207) two other studies, focusing on the effect of a magnetic field on inelastic scattering, found no low frequency enhancement. (208; 209) It has been demonstrated that stripe order has an impact on phonon heat transport. (210) The thermal conductivity increases slightly on cooling through the charge-ordering transition, exhibiting a normal peak at ∼ 25 K. The suppression of the latter peak in superconducting La 2−x Sr x CuO 4 has been attributed to the scattering of phonons by fluctuating stripes. (211) The doping dependence of the thermal conductivity measured in YBa 2 Cu 3 O 6+y and in mercury-cuprates has been interpreted as evidence for a 1/8 anomaly in those materials.(212) An enhancement of the thermal conductivity in La 1.88 Ba 0.12 CuO 4 was originally noted by Sera et al. (213) Indirect evidence of some form of local charge order can also be gleaned from the response of a system to electro-magnetic radiation (214) . For instance, Raman scattering (215) was recently used to reveal charge ordering, and more importantly (for present purposes) to detect the effect of collective CDW motion at higher temperatures in Sr 12 Cu 24 O 41 , a ladder system with a local electronic structure very similar to that of the cuprate superconductors. Careful measurements of the optical response of optimally doped YBa 2 Cu 3 O 6+y have revealed(216; 217) infrared active phonons with oscillator strength comparable to those in the undoped insulating compound. This has been plausibly interpreted as giving evidence of "fluctuating charge inhomogeneities" in the copper-oxide planes -the point being that for the phonons to be unscreened at that frequency, their local environment on some scale must be insulating.
ARPES experiments can also be interpreted as giving indirect evidence of local stripe order. At an empirical level, this can be done by looking (218; 219) at the evolution of the ARPES spectra in a sequence of materials in the La 2 CuO 4 family in which various types of stripe order have been detected; this provides a basis for identifying similar features in the ARPES spectrum of materials in which stripe order has not been established. For instance, stripe long-range order produces a tendency for the Fermi surface in the antinodal region of the Brillouin zone to be flat (one-dimensional), and to supress spectral weight in the nodal region. Some of these same features, especially the differing impact on the nodal and antinodal regions, are induced by Zn doping of Bi 2 Sr 2 CaCu 2 O 8+δ , as wellplausibly reflecting(220) the tendency of Zn to pin local stripe order. More broadly, many of the most striking features of the observed(134; 138; 141; 221; 222) ARPES spectra can be naturally interpreted in terms of an underlying quasi one-dimensional electronic structure (20) . Examples of this are the disappearence of the the coherent quasi-particle peak(223) upon heating above T c , the dichotomy between the widths of the peaks as a function of momentum and energy in the normal state spectrum (129; 131) , and the general structure of the spectra and the evolution of the Fermi surface with doping. (224; 225; 226; 227; 228; 229) Finally, several probes have been used to search for the inhomogeneous distribution of bond-lengths expected from the lattice response to local charge stripe order. Pair-distribution-function (PDF) analysis of scattering data and extended X-ray absorption fine structure (EX-AFS) spectroscopy can detect instantaneous distributions of nearest-neighbor bond lengths. Both techniques have the potential to provide indirect evidence of dynamical, as well as static, stripes; however, whether they have sufficient sensitivity to detect the very small bond-length variations associated with charge modulation in the cuprates remains a topic of some contention. Božin et al. (230) reported a doping-dependent broadening of the in-plane Cu-O bond-length distribution in La 2−x Sr x CuO 4 detected by PDF analysis of neutron powder diffraction data. While the reported doping dependence is intriguing, the maximum enhancement of the bond-length spread is much too large to be compatible with the Debye-Waller factors measured in a single-crystal neutron diffraction experiment on La (237) have been attributed to transitions associated with dynamic stripes, but the magnitude of the displacements and the temperature dependence are difficult to reconcile with other experiments.
In short, these various local measures of the distribution of lattice displacements are, in principle, a very good way to look for local charge-ordering tendencies, but it is important to reconcile the results obtained with different techniques. Where apparent inconsistencies exist, they must be resolved before unambiguous inferences can be made.
VI. CONCLUSIONS
There are many reasons why identifying and studying fluctuations associated with the presence of "nearby" ordered states has become one of the main thrusts in the study of cuprate superconductors and related materials. To some extent, these states are interesting just because they occur somewhere in the (multidimensional) phase diagram of these intriguing materials. Quantum critical points associated with some of these orders have been proposed to be the explanation of the notoriously peculiar high-temperature ("normal state") behavior observed in many experiments. The possibility that certain local orders are inextricably linked with the phenomenon of high-temperature superconductivity is the most enticing reason of all. However, before we can determine whether a particular form of local order, such as local stripe order, could possibly be central to the problem of high temperature superconductivity, we need to determine whether or not it is ubiquitous in the families of materials which exhibit high-temperature superconductivity. Regardless of one's motivation, it is clear that the ability to identify the proximity to an ordered phase by the signatures of "fluctuating order" is very useful. This paper has focused on practical considerations pertinent to this task.
A combination of rather general scaling considerations concerning quantum critical phenomena, and specific insights gleaned from the solvable models studied, has lead us to articulate a number of "lessons" concerning the optimal way of obtaining information about nearby ordered states from experiment. 1) The information is best obtained from the low-frequency part of the dynamic structure factor, preferably integrated over a small, but non-zero range of frequencies, with the scale of frequencies set by the characteristic frequency of quantum fluctuations, E G /h. 2) Weak disorder can make it easier, especially for static probes, to image the local order, as it can pin the fluctuations without greatly disrupting the intrinsic correlations. 3) Dispersing features give information about the elementary excitations of the system; however, distinguishing dispersing features that arise from well defined quasi-particles characteristic of a well ordered or entirely disordered phase, from the multiparticle continua characteristic of quantum critical points can be exceedingly subtle. Specifically, even where one set of experiments can be sensibly interpreted in terms of band-structure effects, care must be taken in interpreting this as evidence of well defined electron-like quasiparticles. 4) Several aspects of the E and k dependence of the LDOS in the presence of weak disorder allow one, in principle, to distinguish interference effects from those of pinned incipient order. Interference effects in 2D produce peaks along curves in k space which disperse as a function of energy in a manner which is directly related to the quasi-particle dispersion relations, such as could be measured in ARPES, and they may (or may not) have a strongly energy dependent phase. Pinning of incipient order produces peaks at well defined points in k space which depend only weakly if at all on energy, and generally have an energy independent phase. 5) It will often be true that interference effects and collective pinning will jointly produce complicated k and E dependent properties that arise from a combination of both effects, especially in energy ranges in which both the dispersing and non-dispersing features lie at nearby values of k.
In Section IV of this paper, we applied these ideas to an analysis of the evidence of local stripe order in a number of neutron scattering and STM measurements on various cuprate superconductors. The evidence of both spinand charge-stripe order is unambiguous in the La 2 CuO 4 family of high-temperature superconductors. However, there is increasingly strong evidence of substantial local charge-stripe order, and probably nematic order as well, in Bi 2 Sr 2 CaCu 2 O 8+δ and YBa 2 Cu 3 O 6+y .
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