This paper presents a computational solution to the multistationarity problem for any power-law kinetic system, i.e., to determine if such a system can have multiple positive equilibria within a stoichiometric class. The approach combines (i) the extension of the Higher Deficiency Algorithm of Ji and Feinberg for mass action systems to power-law kinetic systems with reactant-determined interactions (i.e., reactions branching from the same reactant complex have identical kinetic order vectors) and (ii) the CF-RM method which transforms any power-law system to a dynamically equivalent one with reactant-determined interactions. We apply the approach to models of anaerobic yeast fermentation and monolignol biosynthesis in populus xylem, both in the GMA (generalized mass action) format of Biochemical Systems Theory. We establish their monostationarity, i.e., for any set of rate constants, the systems have at most one positive steady state. We also provide examples of the broader scope of our approach for deficiency one power-law kinetic systems in comparison to the extension of Feinberg's Deficiency One Algorithm to such systems. Such examples have the capacity for multistationarity for particular rate constants.
Introduction
Multistationarity is the existence of two or more steady states (or equilibria) in a dynamical system. Biological phenomena such as cellular decision processes can exhibit multistationarity. Chemical Reaction Network Theory (CRNT) is being used to study biological systems. In fact, it was used to analyze multistationarity of signal transduction motifs [17] . In [14] , it was shown that multistationarity can occur in multilayered protein kinase cascades. CRNT was also used to show that the assumption of a distributive mechanism for double phosphorylation and dephosphorylation is essential for multistationarity even on a single cascade level [4] .
A kinetic system induces some differential equations. Its reaction network, regardless of the kinetics, imposes the trajectories to not generally free to wander arbitrarily. When a point lies on a trajectory passing through another point, the corresponding vectors to these points are "stoichiometrically compatible". In other words, a trajectory passing through a point must lie entirely within a stoichiometric compatibility class containing the point. In view of the forward invariance of this class with respect to the dynamics of the system, one may determine if there exist multiple equilibria within a stoichiometric compatibility class [6, 12] . For the special case of open networks, with stoichiometric subspace equal to the whole species space, the uniqueness is absolute. In particular, if one can show that a kinetic system is at most monostationary in a unique stoichiometric compatibility class, then it does not have the capacity to admit multiple equilibria, no matter what (positive) values the rate constants assume.
Feinberg introduced a novel and pioneering achievement in 1995 known as the Deficiency One Algorithm (DOA) for mass action kinetics (MAK) [7] . It is a significant complement to the Deficiency One Theorem (DOT) which covers precisely the cases which are not in the scope of the DOT. In other words, if a reaction network with deficiency one that does not satisfy the conditions of the DOT, one may use the DOA. The DOA was recently extended to power law kinetic systems with reactant-determined interactions (denoted by PL-RDK) by Fortun et al. [9] . On the other hand, the higher deficiency algorithm (HDA) for MAK is given in the Ph.D. thesis of Ji [10] . It is a reformulation of the works of Feinberg's DOA [7, 8] and Ellison's Advanced Deficiency Algorithm (ADA) which already handles MAK with higher deficiency [5] . Their results were already implemented in CRNToolbox [11] . When you input a specific reaction network, this software outputs its basic properties. It also reports whether the MAK system has the capacity to admit multiple equilibria based on the Deficiency Theorems, the DOA, the ADA, the HDA, and some other tests.
The primary goal of this paper is to study the set PLK of power law kinetics. We deal with the extension of HDA for MAK [10] to the power-law kinetics (PLK system). Here, we first extend the existing higher deficiency algorithm for MAK to the set PL-RDK of systems with reactant-determined interactions (i.e., reactions with the same reactant have identical kinetic order vectors). Then, we use the CF-RM method (transformation of complex factorizable kinetics by reactant multiples) to obtain a dynamically equivalent PL-RDK from a given PLK with non-reactant-determined interactions (PL-NDK system), on which the extended algorithm is also applied. When one applies the CF-RM to a PL-NDK system, the resulting PL-RDK system usually increases the deficiency of the network. Hence, for a deficiency-one PL-NDK system, the DOA by Fortun et al. [9] may not be able to handle the problem of multistationarity. Our results complete the solution to the problem of determining whether a PLK system has the capacity to admit multiple equilibria with a given network of "any" deficiency.
In the algorithm, we consider a subset of the set of reactions R called an orientation, denoted by O. Then the orientation O induces a partition of the subnetwork into equivalence classes and the network is partitioned into fundamental classes. A system of equations and/or inequalities will be obtained and checked whether a solution called signature exists. If such a signature exists, then the kinetic system has the capacity to admit multiple equilibria. If no signature exists for all possible construction of the system of equations and/or inequalities, then the kinetic system does not have the capacity to admit multiple equilibria, no matter what positive values the rate constants assume. This paper is designed in the following manner. Section 2 provides preliminaries of chemical reaction networks and chemical kinetic systems which are essential for the latter discussion. Section 3 introduces the theory, the steps, and application of the HDA for PL-RDK. In particular, we apply the HDA to the GMA model of anaerobic fermentation pathway of Saccharomyces cerevisiae in Chapter 8 of [18] , and to the example given in [9] from Anderies et al.'s pre-industrial carbon cycle [1] . We also highlight the advantage of HDA for reaction networks with deficiency one which are not "regular" since this is outside the scope of the DOA for PL-RDK. Section 4 presents a brief discussion of the CF-RM method which transforms a PL-NDK system into a dynamically equivalent PL-RDK system. This section also considers the application of the algorithm to the mathematical model of monolignol biosynthesis in populus xylem given in [13] . We also give an example of a weakly reversible PL-NDK system with deficiency one and apply the CF-RM transformation and the HDA to highlight further the significance of the algorithm. Finally, we provide a summary of our results, conclusions and outlook.
Preliminaries
In this section, we present some fundamentals of chemical reaction networks and chemical kinetic systems. These concepts are provided in [6] and in [10] . Definition 2.1. A chemical reaction network N is a triple (S , C , R) of nonempty finite sets where S , C , and R are the sets of m species, n complexes, and r reactions, respectively, such that
We can view C as a subset of R S ≥0 . The ordered pair (C i , C j ) corresponds to the reaction C i → C j .
Definition 2.2. The molecularity matrix, denoted by Y , is an m × n matrix such that Y ij is the stoichiometric coefficient of species X i in complex C j . The incidence matrix, denoted by I a , is an n × r matrix such that
The stoichiometric matrix, denoted by N , is the m × r matrix given by N = Y I a .
Definition 2.3. The reaction vectors for a given reaction network (S , C , R) are the elements of the set
Definition 2.4. The stoichiometric subspace of a reaction network (S , C , R), denoted by S, is the linear subspace of R S given by
The rank of the network, denoted by s, is given by s = dim S. The set (x + S) ∩ R S ≥0 is said to be a stoichiometric compatibility class of x ∈ R S ≥0 .
Definition 2.5. Two vectors x, x * ∈ R S are stoichiometrically compatible if x − x * is an element of the stoichiometric subspace S.
We can view complexes as vertices and reactions as edges. With this, chemical reaction networks can be seen as graphs. At this point, if we are talking about geometric properties, vertices are complexes and edges are reactions. If there is a path between two vertices C i and C j , then they are said to be connected. If there is a directed path from vertex C i to vertex C j and vice versa, then they are said to be strongly connected. If any two vertices of a subgraph are (strongly) connected, then the subgraph is said to be a (strongly) connected component. The (strong) connected components are precisely the (strong) linkage classes of a chemical reaction network. The maximal strongly connected subgraphs where there are no edges from a complex in the subgraph to a complex outside the subgraph is said to be the terminal strong linkage classes. We denote the number of linkage classes, the number of strong linkage classes, and the number of terminal strong linkage classes by l, sl, and t, respectively. A chemical reaction network is said to be weakly reversible if sl = l, and it is said to be t-minimal if t = l. Definition 2.7. For a chemical reaction network, the deficiency is given by δ = n − l − s where n is the number of complexes, l is the number of linkage classes, and s is the dimension of the stoichiometric subspace S. Definition 2.8. A kinetics K for a reaction network (S , C , R) is an assignment to each reaction j : y → y ′ ∈ R of a rate function K j :
∈ Ω K , and K j (c) ≥ 0 for each c ∈ Ω K . Furthermore, it satisfies the positivity property: supp y ⊂ supp c if and only if K j (c) > 0. The system (S , C , R, K) is called a chemical kinetic system. Definition 2.9. The species formation rate function (SFRF) of a chemical kinetic system is given by
The ODE or dynamical system of a chemical kinetics system is dx dt = f (x). An equilibrium or steady state is a zero of f .
Definition 2.10. The set of positive equilibria of a chemical kinetic system (S , C , R, K) is given by
A chemical reaction network is said to admit multiple equilibria if there exist positive rate constants such that the ODE system admits more than one stoichiometrically compatible equilibria.
The power-law kinetics is defined by an r×m matrix F , called the kinetic order matrix and a vector k ∈ R R , called the rate vector.
If the kinetic order matrix is the transpose of the molecularity matrix, then the system becomes the well-known mass action kinetics (MAK). Definition 2.12. A PLK system has reactant-determined kinetics (of type PL-RDK) if for any two reactions i, j with identical reactant complexes, the corresponding rows of kinetic orders in F are identical. That is, f ik = f jk for k = 1, 2, ..., m. A PLK system has non-reactant-determined kinetics (of type PL-NDK) if there exist two reactions with the same reactant complexes whose corresponding rows in F are not identical.
The T -matrix is the m × n r truncated Y matrix where the nonreactant columns are removed.
Higher Deficiency Algorithm for Power-Law Systems with Reactant-Determined Interactions
Using the discussion of the higher deficiency theory and algorithm for mass action kinetics (MAK) in [10] , we develop a version for the powerlaw reactant-determined kinetics (PL-RDK). The algorithm basically follows that of MAK where each reaction y → y ′ corresponds to a column in the molecularity matrix Y . In the case of PL-RDK, the reaction y → y ′ corresponds to a row in the kinetic order matrix and correspondingly, to a column in the T -matrix. With this, we modified the existing results by considering the T -matrix instead of the molecularity matrix of the reaction network.
Higher Deficiency Theory for Power-Law Systems with Reactant-Determined Interactions
Let (S , C , R, K) be a PL-RDK system. If the system admits two positive and distinct equilibria, say c * and c * * , then we have 
We consider corresponding changes in [10] for our theory to suit the power-law kinetics. 
i. If y → y ′ is irreversible then g y→y ′ > 0, h y→y ′ > 0, and ρ y→y ′ = e T.y·µ .
ii. Suppose y → y ′ is reversible.
a. If g y→y ′ > 0, then either ρ y→y ′ = e T.y·µ = e T .y ′ ·µ , ρ y→y ′ > e T.y·µ > e T .y ′ ·µ , or ρ y→y ′ < e T.y·µ < e T .y ′ ·µ .
b. If g y→y ′ < 0, then either ρ y→y ′ = e T .y ′ ·µ = e T.y·µ , ρ y→y ′ > e T .y ′ ·µ > e T.y·µ , or ρ y→y ′ < e T .y ′ ·µ < e T.y·µ .
c. If g y→y ′ = 0 and h y→y ′ > 0 then e T.y·µ > e T .y ′ ·µ .
d. If g y→y ′ = 0 and h y→y ′ < 0 then e T.y·µ < e T .y ′ ·µ .
e. If g y→y ′ = h y→y ′ = 0 then e T.y·µ = e T .y ′ ·µ .
Proof. Assume y → y ′ is irreversible. Then, g y→y ′ = κ y→y ′ > 0, h y→y ′ = κ y→y ′ e T.y·µ > 0, and
g y→y ′ e T.y·µ and κ y ′ →y e T.y·µ − e T .y ′ ·µ = g y→y ′ ρ y→y ′ − e T.y·µ . Hence,
Similarly, we can solve for the value of κ y→y ′
The conclusions follow immediately.
We modified the lemmas in [10] to come up with Lemmas 3.1, 3.2, and 3.5 to suit the PL-RDK systems. We now introduce partitions of O and R. Specifically, we will partition O into equivalence classes and then R into fundamental classes. Let ω y→y ′ |y → y ′ ∈ R O be the standard basis for R O . Reactions y → y ′ , y → y ′ ∈ O are related by ∼ if there exists a nonzero α such that ω y→y ′ − αω y→y ′ ∈ Ker ⊥ L O . It is easy to see that the relation ∼ is indeed an equivalence relation. We define the equivalence class of a reaction y → y ′ under the relation ∼ by [y → y ′ ] = { y → y ′ ∈ O| y → y ′ ∼ y → y ′ }. We call the equivalence classes as P i where i runs through the number of classes induced by the equivalence relation ∼. In particular, if there is a reaction such that ω y→y ′ ∈ Ker ⊥ L O , we label the equivalence class containing y → y ′ as P 0 . We set P 0 = ∅ if there is no such equivalence class exists. 
Lemma 3.6 leads to partitioning the orientation O into the zeroth equivalence class P 0 , if it exists, and the nonzeroth equivalence classes P i where i ≥ 1. We now define fundamental classes. The reactions y → y ′ and y → y ′ in R belong to the same fundamental class if at least one of the following holds [10] .
i. y → y ′ and y → y ′ are the same reaction.
ii. y → y ′ and y → y ′ are reversible pair.
iii. Either y → y ′ or y ′ → y, and either y → y ′ or y ′ → y are in the same equivalence class on O.
We label the fundamental class containing P i as C i . A fundamental (equivalence) class is said to be reversible if each reaction in the fundamental (equivalence) class is reversible (with respect to R). If at least one of the reaction is irreversible, then the class is said to be nonreversible. If P i is nonreversible, we pick any irreversible reaction to be the representative of P i . Otherwise, we pick any irreversible reaction as the representative. We identify the ith reaction in W with y i → y i ′ . Let W be the collection of all such representatives from P i where i = 1, 2, ..., w. Note that |W | = w. 
For i = 1, 2, ..., w, let P i be the equivalence class with y i → y i ′ as represen-
ρ y→y ′ for some nonzero α y i →y ′ i . The rest follows analogously from Lemma 3.5.
For each nondegenerate fundamental class C i , we assume a 3-shelf bookcase to store all reactions in C i . Let y → y ′ be a reaction in a nondegenerate fundamental class C i . Then we define the shelving of y → y ′ in the following manner.
isfy the conditions given in Lemma 3.7. Then the following holds for a nondegenerate C i .
i. All irreversible reactions in C i (i ≥ 1) must belong to the middle shelf.
ii. y → y ′ ∈ C i must belong to the upper shelf if ρ y i →y i ′ ≤ 0.
iii. If a reaction is reversible, then the reaction and its reversible pair must belong to the same shelf.
iv. Any two reactions in C i with the same reactant complex must belong to the same shelf.
v. Each reaction whose reactant complex lies in a nonterminal strong linkage class must belong to the middle shelf.
vi. Each reaction whose reactant complex lies in a terminal strong linkage class of the fundamental subnetwork must belong to the same shelf.
vii. If for a nondegenerate C i (i ≥ 1), N i forms a big (undirected) cycle (with at least three vertices), then its reactions are all in a terminal strong linkage class (after successful realignment of orientation) and belong to the middle shelf, where N i is the subnetwork generated by reactions in P i .
Proof. By considering the columns of the T -matrix instead of the columns of the molecularity matrix, we obtain an analogous proof to to one given in [10] .
Otherwise, we take M y i →y i ′ to be an arbitrarily large and negative number. Notice that from Lemma 3.5 to Lemma 3.7, we restrict the problem by considering a representative of each of the classes instead of all the elements of the whole class. The following lemma is a version of Lemma 3.7 for fundamental classes in the context of
For i = 1, 2, ..., w, let P i be the equivalence class with y i → y i ′ as representative. Moreover, let ρ y i →y i ′ = h y i →y i ′ g y i →y i ′ for nondegenerate fundamental classes
For any nonzero sign pattern which is sign-compatible with KerL O , we have a solution of nonzero g ∈ KerL O with such sign patterns.
We now focus our attention in depicting what is meant by a "valid" pair of sign patterns for
i. If C i (i = 1, 2, ..., w) is nonreversible then the signs of g W (y → y ′ ) and h W (y → y ′ ) are both positive.
ii. For every reaction y → y ′ in W , v 1 y i →y i ′ and g W (y → y ′ ) have the same sign, and v 2
In other words, a pair of sign patterns for g W and h W are said to be valid, if it is nonzero and sign compatible with
At this point, we assume that there is a sign pattern for
For j = 1, 2, ..., q, where q is the dimension of Ker ⊥ L O ∩ Γ W , we also define the following sets.
and
Equations (1) and (2) can be written as the following equations.
Lemma 3.11.
[10] Suppose a reaction network satisfies the following properties for an orientation O:
is the same as the ratio of the signs of h W (y i → y i ′ ) and g W (y i → y i ′ ). Further, suppose there exist h W , g W ∈ R O ∩Γ W with a valid pair of sign patterns such that Equations (3), (4), and (5) are satisfied. Then the following holds for j = 1, 2, ..., q:
is strictly greater than one element in Q j 1 .
If
3. If
That is, at least one of these holds:
i. There exist an element a from one of multisets Q j 1 and Q j 2 , and b < c from the other such that a is between b and c, i.e., b < a < c.
ii. All the elements in the multisets Q j 1 and Q j 2 are equal or there for Ker ⊥ L O ∩ Γ W such that its basis graph is a forest, a valid pair of sign patterns for h W , g W , and a set of parameters 
is precisely the ratio of the signs of h W (y i → y i ′ ) and g W (y i → y i ′ ) that satisfies the conditions in Lemma 3.11, and iv. a shelving assignment exists for each nondegenerate fundamental class that satisfies the conditions in Lemma 3.8
which together satisfy the conditions in Lemma 3.9 in terms of g W (y i → y i ′ ), h W (y i → y i ′ ), and ρ W (y i → y i ′ ). Theorem 3.14 is supported by the previous lemmas. It summarizes all the steps in the algorithm. We present Table 1 to compare the propositions in this subsection to the propositions given in [10] (on the right).
Application to the Model of Anaerobic Fermentation in Yeast
In this section, we present the steps of the higher deficiency algorithm for PL-RDK. Our steps are still based on the steps given in [10] with the modified theory given in Section 3.1. We derive a novel result about the GMA model of anaerobic fermentation pathway of Saccharomyces cerevisiae in Chapter 8 of [18] : its monostationarity, i.e., it has at most one steady state for any set of rate constants. The model has the following reactions.
In [2], the system was referred to as ERM0-G and it was shown that the deficiency of the network is 7, and the system has reactant-determined kinetics. The T -matrix is given below.
In our example, each reaction is irreversible. Thus, O = R. The equivalence classes obtained from the last statement of Remark 3.15 are named as P i for i = 0. We check the following statements.
(a) All reactions in P 0 are reversible (with respect to R).
(b) For two irreversible reactions (with respect to R), y → y ′ and y → y ′ in the same P i , there exists α > 0 such that v l y→y ′ = αv l y→y ′ for all 1 ≤ l ≤ d.
If one of the statements (a) and (b) is not satisfied, then the system does not have the capacity to admit multiple equilibria, and we exit the algorithm.
STEP 2: FINDING EQUIVALENCE CLASSES AND FUNDAMEN-TAL CLASSES 
Below is basis for KerL O obtained by solving
Notice that there is no row with zero entry so P 0 is empty. We partition O into its equivalence classes.
The equivalence classes and the fundamental classes based on the given basis for KerL O are provided in Table 2 . STEP 3: FINDING THE COLINKAGE SETS In this step, we divide the reaction network into subnetworks in such a way that all reactions belonging from the same fundamental class are in the same subnetwork. We again refer to Table 2 .
STEP 4: PICKING W ⊆ O Recall that an equivalence class is reversible if all of its reactions are reversible with respect to the original network R. However, it is nonreversible, if it contains an irreversible reaction. We pick a representative reaction for each of the P i 's such that if a class P i is nonreversible, we pick an irreversible reaction. Otherwise, we pick any reversible reaction. The collection of all the representatives from P i where i = 1, 2, ..., w is the set W with w as its number of elements.
In our example, since there are 11 equivalence classes, w = 11. For P 1 , we choose R 1 . Similarly, we choose R 8 for P 7 . Since the rest of each P i has only one element, we have no choice but to choose these reactions as representatives. The i th reaction in W is identified as y i → y i ′ . For instance, R 8 will be identified as y 7 → y ′ 7 . STEP 5: REALIGNING THE ORIENTATION (if needed) For each nonzeroth equivalence class P i with 1 ≤ i ≤ w, for any reaction y → y ′ in P i , there exists an α y→y ′ > 0 such that v l y i →y ′ i = α y→y ′ v l y→y ′ for all the basis elements v 1 , v 2 , ..., v d (for KerL O ). If this statement does not hold, we then realign the orientation (or choose another orientation) until it is already satisfied. In the given example, the statement is satisfied so we go to the next step.
To simplify this step, from STEP 2, we just consider the rows of the reactions in W . Moreover, a basis for Ker ⊥ L O ∩ Γ W is also given below. i. If C i (i = 1, 2, ..., w) is nonreversible then the signs of g W (y → y ′ ) and h W (y → y ′ ) are both positive.
ii. For every reaction y i → y ′ i in W , v 1 y i →y i ′ and g W (y → y ′ ) have the same sign, and v 2 y i →y i ′ and h W (y → y ′ ) have the same sign, for some
In other words, a pair of sign patterns for g W and h W are said to be valid, if it is nonzero and sign compatible with KerL O | W .
In this step, we choose two sign patterns for R O such that the following holds:
i. The sign patterns are not the zero vector at the same time.
ii. Both of the sign patterns are sign-compatible with KerL O .
iii. For each sign pattern and each nonreversible equivalence class P i , the sign assigned on the representative (and all reactions in P i ) is positive.
Since each P i is nonreversible, the sign patterns for g W and h W must be positive.
STEP 9: SHELVING REACTIONS IN THE NONDEGENERATE C i 's From the previous step, we pick the sign patterns to be positive. We refer to Lemma 3.8. In particular, we use (i) or (v). Hence, we have the following shelving assignment.
We refer to Lemma 3.9. For each nondegenerate C i , if ρ W (y i → y i ′ ) > 0, let M i = ln (ρ W (y i → y i ′ )). Otherwise, let M i to be an arbitrary large and negative number. Suppose C i is a nondegenerate fundamental class. If y → y ′ ∈ C i is on the middle shelf, then T .y · µ = M i is added to the system. If the given reaction is on the upper shelf, then T .y · µ > M i is added to the system. If the given reaction is on the lower shelf, then T .y · µ < M i is added to the system. Now, from a reversible reaction y → y ′ of P 0 , it is automatic that T .y · µ = T .y ′ · µ should be added to the system. −0.2344µ
Suppose C i is nondegenerate and let y → y ′ in P i . If g W (y i → y ′ i ) > 0 and y → y ′ is on the upper shelf, or if g W (y i → y ′ i ) < 0 and y → y ′ is on the lower shelf, then we add T .y · µ < T .y ′ · µ to the system. However, if g W (y i → y ′ i ) > 0 and y → y ′ is on the lower shelf, or if g W (y i → y ′ i ) < 0 and y → y ′ is on the upper shelf, then we add T .y · µ > T .y ′ · µ to the system. We skip this step since the upper and the lower shelves are both empty. STEP 12: ADDING EQUALITIES AND INEQUALITIES FROM P i 's WITH DEGENERATE C i 's Suppose C i is degenerate and let y → y ′ in P i . If h W (y i → y ′ i ) > 0 then we add T .y · µ > T .y ′ · µ to the system. However, if h W (y i → y ′ i ) = 0 then we add T .y · µ = T .y ′ · µ to the system. Otherwise, we add T .y · µ < T .y ′ · µ to the system.
Our example has no degenerate C i . 
Since our example has no degenerate C i , we only consider the "nonsegregated case". We take the required sum as zero if the degenerate set is empty. Recall that two multisets Q 1 and Q 2 are nonsegregated if at least one of the following two cases holds:
i. There exist a from Q 1 or Q 2 , and b < c from the other such that b < a < c.
ii. All elements in the two multisets are equal, or there exist a, b ∈ Q 1 and c, d ∈ Q 2 such that c = a < b = d.
From STEP 10, we already have M 3 = M 5 . Hence, from b 1 , (ii) holds, and so M 3 = M 1 = M 5 . In a similar manner, we obtain M 7 = M 3 = M 9 from b 2 . Finally, from b 3 , we have no choice but to set M 2 = M 4 = M 6 = M 11 = M 8 = M 10 . STEP 14: CHECKING FOR SOLUTION OF THE SYSTEM If the system of equations and inequalities is linear, then the system obtained from STEP 10 to STEP 13 is complete. If it has a solution, then it is called a signature. However, if the system is nonlinear, then additional nonlinear constraints are needed to make it complete. If a partial linear system we obtained from STEP 10 to STEP 13 has a solution, then it is called a pre-signature. If none of such inequality systems has a solution, then additional nonlinear constraints are not needed, and we conclude that the system does not have the capacity to admit multiple equilibria.
This step checks when one obtains a µ which is sign-compatible with the stoichiometric subspace S. In other words, we check if there is a linear combination of a basis for S that has the same sign with µ.
At this point, we have the following system. −0.2344µ
Ignoring the last two equations, we obtain the following values.
Hence, for the system to be consistent, we must force M 11 = −(9147500M 1 )/1154713 − (10000M 3 )/3941. Thus, M 11 cannot be equal to any of the rest of the M i 's. Since the system is inconsistent, there is no need to put additional nonlinear equations from STEP 7. Therefore, we cannot find a signature µ and the system does not have the capacity to admit multiple equilibria. We exit the algorithm.
STEP 15: REPEATING STEPS 13 to 14 STEPS 13 and 14 are repeated for every choice of M equations/inequalities. A choice is picking one subcase in STEP 13. STEP 16: REPEATING STEPS 9 to 15 All the possible shelving assignments in STEP 9 are repeated in this step.
STEP 17: REPEATING STEPS 8 to 16 All sign pattern choices for g W , h W ∈ R O ∩ Γ W in STEP 8 are repeated in this step. If there is no signature or pre-signature was found, then the system does not have the capacity to admit multiple stady states, no matter what positive values of the rate constants we assume.
We now check our results. Suppose we ignore the value of M 11 and choose M 1 = M 2 = ... = M 10 = 1, then the equilibria c * * and c * are given in Table 3 . We choose κ in Table 4 , a linear combination of the given basis for KerL O . Hence, it satisfies 16 . In ERM0-G, not only the network properties are essential for the algorithm but we are also particular with the kinetic order values of the kinetic system. From STEPS 1 to 9, we use the structure of the reaction network alone. Within these steps, the orientation is partitioned into equivalence classes. With respect to this partitioning, consequently, the reaction set is partitioned into fundamental classes. Until the assignment of sign patterns for the fundamental classes and the shelving assignment of the reactions in these classes, there is no use of the kinetic order values in the T -matrix. The use of these values takes place from STEPS 10 to 14 when we form the system of equations/inequalities until we solve such system.
A Comparison with the Deficiency One Algorithm for PL-RDK systems
In this section, we compare the HDA and the DOA on regular networks. Specifically, we apply the HDA on the main example of [9] , the Anderies et al. pre-industrial carbon cycle model in [1] and we compare the results. Note that this deficiency-one model has the capacity for multistationarity for some rate constants [9] . 
89423, q 1 = 0.425693, p 2 = −0.270554, q 2 = 0.438628 STEP 1: CHOOSING AN ORIENTATION We just choose the forward reactions.
STEP 2: FINDING EQUIVALENCE CLASSES AND FUNDAMEN-TAL CLASSES
We now get a basis for KerL O by solving the following equation
Hence, v 1 = v 2 and v 3 = 0. Thus, a basis for KerL O is given below.
STEP 3: FINDING THE COLINKAGE SETS For the given reaction network, we obtain the following subnetworks. C 0 subnetwork :
The strong linkage sets are as follows: within C 0 :
In the given example, we skip this step.
When the cardinality q of the basis is zero, the existence of the forest basis is assured. Hence, the resulting inequality system is automatically linear.
Since P 1 is nonreversible, the sign pattern for g W and h W for y 1 → y 1 ′ must be positive.
From the middle shelf, we obtain the equation
From P 0 , we add µ A 2 = µ A 3 to the system. We have the following system.
We take (−2, 1, 1) so that µ is sign-compatible with σ ∈ S. Thus, µ is a signature and the reaction network has the capacity to admit multiple equilibria. This is consistent with the results of Fortun et al. when they applied the deficiency-one algorithm for PL-RDK in [9] .
We now focus our attention on the definition of a regular network. Let C 1 , C 2 , ... , C t denote the complex sets of the terminal strong linkage classes and let C ′ = t k=1 C i . i. The reaction vectors are positively dependent, i.e., there exists a set of positive numbers α ij for all (i, j) ∈ R such that
ii. N is t-minimal.
iii. The complexes i and j form a cut pair ∀ i, j ∈ C ′ such that (i, j) ∈ R.
Positive dependency is a necessary condition for the existence of a positive equilibrium. In this section, we present examples where HDA can obtain reasonable results for deficiency one, non-t-minimal networks and networks without the cut-pairs property, which are both outside the scope of the DOA for PL-RDK. Example 3.20. Consider the following reaction network and its kinetic order matrix. One can easily check that this network has 1 linkage class and 2 terminal strong linkage classes, and hence, not t-minimal. Its deficiency is 1, its rank is 2, and it is not weakly reversible. Moreover, the system is PL-RDK. Since one of the conditions for regularity of a reaction network is not satisfied, the DOA for PL-RDK is not applicable. We will show that this system has the capacity to admit multiple steady states using the HDA. In this example, we will not show all the steps in the HDA. A basis for KerL O is {(1, 1, 1)} which induces the following partition:
Each reaction is irreversible so we have the following shelving assignment: M 1 = C 1 . Thus, we have the equation: −0.3µ X 1 = M 1 = 0.83µ X 2 . The basis for Ker ⊥ L O ∩ Γ W is trivial so the system is complete. We choose µ = (2, 2(−0.3/0.83)) which is sign-compatible with σ = (1, −1) ∈ S. (You can choose other µ X 1 , say µ X 1 = 1 and σ which is sign-compatible with µ, say σ = (2, −2).) Take κ = (1, 1, 1) from the given basis for KerL O .
The equilibria c * * and c * are given in Table 5 . We refer to Table 6 and check that y→y ′ ∈R κ y→y ′ (y ′ − y) = 0 and y→y ′ ∈R κ y→y ′ e T.y·µ (y ′ − y) = 0 are both satisfied since κ y→y ′ e T.y·µ = k y→y ′ c * T.y is a multiple of the vector κ.
Another way of checking is by looking at f (x) = N K (x) where N is the stoichiometric matrix and verify that this is a zero vector. Indeed, we can show that the following are both the zero vector. 
The network has 2 linkage classes and 3 terminal strong linkage classes, and hence, not t-minimal. Its deficiency is 1, its rank is 3 and it is not weakly reversible. Moreover, the system is PL-RDK. Also, the complexes A 1 + A 2 and 2A 3 do not form a cut pair. Since neither of last two conditions for regularity of a reaction network is satisfied, the DOA for PL-RDK is not applicable. We will also establish that this system has the capacity to admit multiple steady states using the HDA.
The following is a basis for
The basis for KerL O given above induces the following partition:
Each reaction is irreversible so we have the following shelving assignment: M 1 = C 1 , M 2 = C 2 , and M 3 = C 3 . Thus, we have the equations:
From these equations, we get µ = (1, 0, 1) which is sign-compatible with The equilibria c * * and c * are given in Table 7 . We refer to Table 8 and check that Indeed, the following are both the zero vector. 
Additional Useful Propositions
The following propositions are useful in determining if a chemical reaction network does not have the capacity to admit multiple steady states if the reaction has at least one irreversible inflow reaction or irreversible outflow reaction. Proposition 3.22. Let (S , C , R, K) be a PL-RDK system. Suppose it has an irreversible inflow reaction 0 → A. Let D be the set of all reactions with A in either reactant or product complex, not including the chosen reaction 0 → A. If A does not appear for each simplified reaction vector in D, then the system does not have the capacity to admit multiple equilibria.
Proof. Suppose an irreversible inflow reaction 0 → A exists. By definition of orientation, the reaction 0 → A must be an element of any orientation. Let O be an orientation. In STEP 2 of the algorithm, we are getting KerL O . At this point, we solve for the α y→y ′ 's given the equation
Since after simplifying the reaction vectors, A does not appear in reaction vector y ′ − y for each reaction y → y ′ , the reaction 0 → A corresponds to a row with all entries 0. Since 0 → A is irreversible, then it must be placed on the zeroth equivalence class P 0 . But for a system to have the capacity to admit multiple equilibria, each element in P 0 must be reversible (given in STEP 2). Proposition 3.23. Let (S , C , R, K) be a PL-RDK system. Suppose it has an irreversible outflow reaction B → 0. Let D be the set of all reactions with B in either reactant or product complex, not including the chosen reaction B → 0. If B does not appear for each simplified reaction vector in D, then the system does not have the capacity to admit multiple equilibria.
Proof. The proof is similar to the proof of Proposition 3.22.
The propositions above are usually applied for total representation of a reaction network where there are several independent variables. In this representation, for each interaction X 1 → X 2 with regularity arrow from each element of {X j }, the reaction X 1 + X j → X 1 + X j is associated, and any interaction without regulatory arrow are kept as it is [2] . By satisfying the assumptions, one can decide whether a system has the capacity to admit multiple equilibria.
Higher Deficiency Algorithm for Power-Law Non-Reactant-Determined Kinetics

The CF-RM Method
In this subsection, we present the CF-RM transformation method (transformation of complex factorizable kinetics by reactant multiples). Further discussion can be found in [16] . From a given a PL-NDK system, one can construct a PL-RDK system using this method. In this process, at each reactant complex, the branching reactions are partitioned into CF-subsets. A particular CF-subset contains reactions having the same kinetic order vectors. An NF-reactant complex is one with more than one CF-subset. For each subset, a complex is added to both the reactant and the product complexes of a reaction. This leaves the reaction vectors unchanged. Hence, the stoichiometric subspace remains the same which guarantees the dynamic equivalence of the original and its transform. Under this method, the kinetic order matrix does not change as well.
Let N = (S , C , R) be a reaction network and ρ : R → C be the reactant map. If y ∈ C , then ρ −1 (y) is its reaction set. Let ι : R → R S be the interaction map of the system. This map assigns to each reaction its kinetic order row in the kinetic order matrix. If x ∈ ι ρ −1 (y) then {r ∈ ρ −1 (y)|ι(r) = x} is called a CF-subset of y. We denote the number of CF-subsets of y by N R (y). There are |ι ρ −1 (y) | such subsets. Note that a reactant complex is a CF-reactant complex if and only if N R (y) = 1.
The CF-RM method is given by the following steps. Since we leave each CF-reactant complex unchanged, no new reactant is introduced at a CF-reactant complex. Hence, the total number of new reactants is given by (N R (y) − 1) with the sum taken over all reactants. We provide two illustrations of our computational approach. The first one is an application to the mathematical model of monolignol biosynthesis in Populus xylem. On the other hand, we also show how it can determine multistationarity of a deficiency one power law kinetic system with nonreactant-determined interactions.
Application to the Mathematical Model of Monolignol Biosynthesis in
Populus Xylem The GMA model is given in [13] . The reaction network is given in the supplementary materials in [2] . The embedded representation of the network, which was called ECJ5-G, has the following reactions:
11 : X 5 + X 11 → X 7 + X 11 R 12 : X 5 + X 7 → X 5 + X 8 R 13 : X 6 → X 8 R 14 : X 6 + X 8 → X 6 + X 9 R 15 : X 7 + X 9 → X 9 + X 10 R 16 : X 9 → 0 R 17 : X 9 → X 11 R 18 : X 10 + X 11 → X 11 R 19 : X 11 → 0 R 20 : X 11 → X 12 R 21 :
The deficiency is 5. Moreover, it was shown that the network has nonreactant-determined kinetics [2] . We need to convert the system into PL-RDK since irreversible reactions might change after the application of the CF-RM transformation as the orientation depends on the irreversible reactions. We summarize the transformation of ECJ5-G in Table 9 .
Based on the kinetic order matrix of ECJ5-G (please see Appendix A), the NF-reactant complexes are X 1 , X 2 , X 3 , X 9 and X 11 . For the node X 3 , the kinetic order rows of the reactions R 7 and R 8 are the same but these differ from that of R 6 . We choose to modify R 6 by adding X 3 to its reactant and product complexes to get R 6 : 2X 3 → X 3 + X 4 . We apply this process to each of the remaining NF-reactant complexes. Hence, we obtain the network by modifying the reactions R 2 , R 5 , R 6 , R 16 , and R 19 , which yields to a dynamically equivalent PL-RDK system. Under the CF-RM transformation, the reaction network has the following reactions.
R 15 : X 7 + X 9 → X 9 + X 10 R 16 : 2X 9 → X 9 R 17 : X 9 → X 11 R 18 : X 10 + X 11 → X 11 R 19 : 2X 11 → X 11 R 20 : X 11 → X 12 R 21 : X 12 → 0 We can follow the steps of HDA but in this example, we will make the solution as short as possible. 
Note that R 1 and R 2 correspond to the rows with equal entries. These reactions must belong to the same equivalence class. Furthermore, both reactions are irreversible so they must be put in the middle shelf and we obtain: −0.47794µ X 1 = M 1 = 0.5999µ X 1 which is a contradiction. Thus, we cannot find a µ which is sign compatible with S. Therefore, the system does not have the capacity to admit multiple equilibria.
A Deficiency One PL-NDK System
In this section, we present a weakly reversible PL-NDK system with deficiency one and we apply the combined CF-RM and HDA approach. Typically, the deficiency will increase. Hence, only the HDA can handle the resulting PL-RDK system. This example further emphasizes the advantages of the HDA over the DOA for deficiency one systems. 
The network has 1 linkage class and 1 strong linkage class which is terminal. Its deficiency is 1 and its rank is 1. Moreover, it is weakly reversible. Consider the following kinetic order values: for R 1 : 0, for R 2 : 0.5, for R 3 : 1, and for R 4 : 0.5. Hence, the system is PL-NDK. Using the CF-RM transformation, we modify R 3 : 3A 1 → 4A 1 . The deficiency of the CFtransform is 2. We set O = {R 1 , R 3 , R 4 } and the following are bases for KerL O and KerL R , respectively. Unlike the previous examples where each reaction is irreversible, the reaction network in this example has reversible reactions and later we will show the importance of KerL R . The basis for KerL O given above induces the following partition: P 1 = {R 1 } ⊂ C 1 = {R 1 , R 2 }, P 2 = {R 3 } = C 2 , and P 3 = {R 4 } = C 3 . In C 1 , consider sign pattern (+, 0) for (g W , h W ) and the rest are positive since they are nonreversible. Then, we have the following shelving assignment: U 1 = C 1 , M 2 = C 2 , and M 3 = C 3 which gives M 1 < 0µ A 1 < 0.5µ A 1 , 1µ A 1 = M 2 , and 0.5µ A 1 = M 3 . Now, a basis for for Ker ⊥ L O ∩ Γ W is {(−1, −1, 2)} and we choose M 1 < M 3 < M 2 . Moreover, take κ = (2, 1, 1, 1), a linear combination of the basis elements for KerL R so y→y ′ ∈R κ y→y ′ (y ′ − y) = 0. From the sign pattern of C 1 and we recall from our theory (for reversible reactions) that g 0→A 1 = κ 0→A 1 −κ A 1 →0 = 2−1 > 0 and h 0→A 1 = κ 0→A 1 e 0 − κ A 1 →0 e 0.5µ A 1 = 0. Hence, 2e 0 = 1e 0.5µ A 1 and µ A 1 = ln 4 which satisfies the obtained system. Choose σ = 3 ∈ S so c * * = 1 and c * = 4. We can verify that the following equations hold. Note that if we choose other values for κ, say κ = (4, 1, 1, 2), then we have µ A 1 = ln 16, and this still gives rise to multiple equilibria.
Conclusions and Outlook
We summarize our results and provide some direction for future research.
reversible PL-NDK system with deficiency one and we applied the CF-RM transformation and the HDA. Under the CF-RM, the deficiency of a network typically increases. Hence, only the HDA can handle the resulting PL-RDK system which further emphasizes its advantage.
5. We can also look into the nonlinear case where there is no forest basis and find an example that would be able to apply the algorithm. In addition, one can explore a possible extension of the algorithm to Rate constant-Interaction map-Decomposable (RID) kinetics with interaction parameter maps.
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where a 1,1 = −0.47794, a 2,1 = 0.59999, a 3,2 = 0.99825, a 3,5 = −0.022332, a 4,2 = 1, a 5,2 = 0.5 a 6,3 = 1, a 7,3 = 0.5, a 8,3 = 0.5, a 9,4 = 0.96124, a 10,5 = 0.99712, a 11,5 = 0.99873, a 11,11 = −0.045397, a 12,5 = −0.017678, a 12,7 = 0.75486, a 13,6 = 0.70877, a 14,6 = −0.0064468, a 14,8 = 0.9928, a 15,7 = 1, a 15,9 = −0.95962, a 16,9 = 0.53629, a 17,9 = 0.55846, a 18,10 = 0.99521, a 18,11 = −0.27645, a 19,11 = 0.99432, a 20,11 = 0.041357, a 21,12 = 0.053547
