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DYNAMICAL MODELS AND THE ONSET OF CHAOS IN SPACE
DEBRIS
ALESSANDRA CELLETTI, CHRISTOS EFTHYMIOPOULOS, FABIEN GACHET,
CA˘TA˘LIN GALES¸, AND GIUSEPPE PUCACCO
Abstract. The increasing threat raised by space debris led to the development of
different mathematical models and approaches to investigate the dynamics of small
particles orbiting around the Earth. Such models and methods strongly depend on the
altitude of the objects above Earth’s surface, since the strength of the different forces
acting on an Earth orbiting object (geopotential, atmospheric drag, lunar and solar
attractions, solar radiation pressure, etc.) varies with the altitude of the debris.
In this review, our focus is on presenting different analytical and numerical approaches
employed in modern studies of the space debris problem. We start by considering a
model including the geopotential, solar and lunar gravitational forces and the solar
radiation pressure. We summarize the equations of motion using different formalisms:
Cartesian coordinates, Hamiltonian formulation using Delaunay and epicyclic variables,
Milankovitch elements. Some of these methods lead in a straightforward way to the
analysis of resonant motions. In particular, we review results found recently about the
dynamics near tesseral, secular and semi-secular resonances.
As an application of the above methods, we proceed to analyze a timely subject
namely the possible causes for the onset of chaos in space debris dynamics. Precisely,
we discuss the phenomenon of overlapping of resonances, the effect of a large area-to-
mass ratio, the influence of lunisolar secular resonances.
We conclude with a short discussion about the effect of the dissipation due to the
atmospheric drag and we provide a list of minor effects, which could influence the
dynamics of space debris.
1. Introduction
Space activity around the Earth underwent a phenomenal growth in the last decades
with very rich benefits for public and private companies, and ordinary people. Our
planet is now surrounded by a huge population of satellites located in all orbital zones
with the most diverse tasks. At the end of their lifetime in the re-entry phase or during
breakup events, fragments are generated and can be injected in different orbits. Moreover,
accidents due to impacts with natural bodies or even collisions between spacecraft greatly
contribute to produce whole swarms of new orbiting objects. The proliferation of this
crowd of space debris is now realized to be a serious threat to current and future missions,
and a concrete source of risk for man operated spacecraft ([40, 42]).
Space agencies have seriously considered the extent of the danger and started space
situational awareness programs to investigate all sources of hazard both for Earth and
its orbiting environments. Among these programs, monitoring and cataloguing the space
debris population is now an ongoing activity with an ever enriching database. On the
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theoretical side, it is of paramount importance to understand the dynamical evolution
of this population in order to forecast the most relevant issues and program mitigation
strategies. New end-of-life procedures and deployment techniques are currently under
development.
Our purpose in the present review is to make a summary of the most important an-
alytical approximations which have been developed so far in the literature, in order to
describe the dynamical evolution of Earth-orbiting space debris and artificial satellites.
In recent times, several works have been devoted to the modeling of space debris (see,
e.g., [10, 25, 71, 73] and references therein) and to the applications of tools from dynam-
ical systems theory to the study of the regular or chaotic behavior of space debris (see,
e.g., [11, 29, 62, 74]). Different approaches have been used in the literature, for example
the integration of Cartesian equations, the use of action-angle Delaunay variables, the
formulation of the model through Milankovitch or epicyclic variables. Each approach
has specific advantages and possible drawbacks. This paper aims to provide a systematic
exposition of the main analytical approaches to describe the dynamics of space debris.
We also review the occurrence of different kinds of resonant motions and we describe
possible mechanisms for the onset of a chaotic behavior.
Our review of the dynamics is based on a case classification, taking into account the
most general structural and operating features characterizing an object at altitudes
varying from the lower atmosphere up to the geostationary orbit. The above analysis in-
cludes objects characterized by the most general structural features and operating from
the lower atmosphere up to the geostationary orbit. Our analysis includes the most
relevant perturbations of the underlying Keplerian dynamics, namely the gravitational
influence of the geopotential, the attraction of Sun and Moon, the effect of the solar
radiation pressure (hereafter SRP) and the atmospheric drag. An appropriate balance
of these sources is necessary according to the orbital regions and the physical properties
of the orbiting body, so that each dynamical model is devised by including only non-
negligible contributions. This procedure allows us to capture the most relevant aspects
of the dynamical evolution with simple analytical tools. Using such models as start-
ing points, more refined predictions can be obtained in a further stage with dedicated
numerical integrations.
When studying space debris one typically distinguishes between three main regions, re-
ferred to as Low–Earth–Orbits (hereafter LEO), Medium–Earth–Orbits (hereafter MEO)
and geosynchronous–Earth–Orbits (hereafter GEO), which are briefly introduced as fol-
lows.
LEO is the region between 90 and 2 000 km, which is affected (in order of importance)
by the gravitational attraction of the Earth, air drag, Earth’s oblateness, the attraction
of the Moon, the influence of the Sun and the SRP.
MEO is the region between 2 000 and 30 000 km, which is affected (again in order of
importance) by the gravitational attraction of the Earth, Earth’s quadrupole J2, followed
by the actions of J22, Moon and Sun (with an ordering of these three effects varying
according to the altitude) and SRP. In particular, GPS satellites are located at about
26 560 km from Earth’s center, they orbit with a velocity of about 3.9 km/sec and a
period of 12h (sidereal time), which corresponds to a 2:1 resonance.
GEO is the region at distances larger than 30 000 km, which is affected, in order, by the
gravitational attraction of the Earth, Earth’s quadrupole, the attraction of Moon and
Sun, higher-order terms of the geopotential and the SRP. In particular, geostationary
orbits are located at about 42 164 km from Earth’s center with a period of 24h which
corresponds to the 1:1 synchronous resonance. In GEO, any decay mechanism due to
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atmospheric friction is absent; each satellite in a geostationary orbit is assigned to an
orbital slot of about 0.1◦ of width in longitude. Any debris created in this region will
stay there almost forever.
The hierarchies of forces listed above determine the relative magnitude of the per-
turbations and henceforth the models devised to investigate their effects on the orbital
elements. The geopotential and the lunisolar attraction induce long–term and secular
variations in some orbital elements, precisely the eccentricity e, the inclination i, the
argument of perigee ω and the longitude of the ascending node Ω. For example, the lu-
nisolar secular resonances cause long–period changes of the eccentricity and can modify
the configuration of the navigation constellations ([60, 65]). The solar radiation pres-
sure is due to the absorption and reflection of photons by the surface of the body and
depends on the area–to–mass ratio A/m and on the orientation of the reflecting surface
with respect to the direction of the Sun. In the models presented here, we restrict to
the case of the cannonball approximation, namely the simplifying assumption with the
surface always perpendicular to Sunlight. This very simple choice has the advantage of
including SRP in the set of Hamiltonian perturbations. For 0.01 ≤ A/m ≤ 0.1 m2/kg,
the effect of the radiation pressure is mainly a long periodic change of e and ω (see, e.g.,
[62, 71, 74]).
Atmospheric drag is a dissipative effect and therefore one cannot use Hamiltonian
formulations. However, in the LEO region, where friction forces are the dominant per-
turbation and are quite well modelled, semi-analytical treatments are possible and the
main effects are easily described (compare with [13]). For a space debris with area–to–
mass ratio of the order of 0.01 m2/kg, the orbital lifetime in a circular orbit with radius
of about 250 km is less than 20 days. At 400 km the lifetime is less than 200 days,
while at 800 km it can reach hundreds of years. However, atmospheric models are gradu-
ally less accurate in the transition between LEO and MEO orbits and the corresponding
dynamical effects are therefore poorly described.
As an indicative list of references for past numerical studies of the motion in the GEO
domain see [3, 27, 45, 46, 47, 57, 64]. We emphasize that the analytical techniques
discussed below, besides recovering most of the results found in numerical studies, offer
valuable insight into the interpretation of the results.
In the Hamiltonian framework, the natural approach is based on canonical pertur-
bation theory. By using appropriate sets of canonical variables, the geopotential, the
lunisolar attraction and the SRP can be expressed in forms suitable for the series expan-
sions needed in perturbation methods. However, for each orbital region with its proper
hierarchy of perturbations, it is useful to select the main contributions and perform a
proper ordering of terms, to better grasp the dominant dynamical behaviour (see, e.g.,
[29]). This objective is pursued by averaging or by applying more general canonical
transformations leading to normal form Hamiltonians.
We stress the fundamental fact that different, possibly complementary, approaches are
very useful in order to construct the simplest model to describe each dominant effect.
For this reason, we devote the first part of this paper to review different formulations
which are shortly described below.
(i) The Cartesian setting (see Section 2) has a special role in numerical simulations,
since one can propagate all effects. It often provides a way to test the accuracy
of other methods, especially when based on truncated series expansions of the
potential term.
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(ii) A Hamiltonian approach using Delaunay variables (see Section 3) leads naturally
to the determination of the existence, location and stability of resonances, which
are of paramount importance for the analysis of the long-term evolution. This
approach allows also to distinguish between different types of resonances, e.g.
tesseral, secular, semi-secular (see Section 4).
(iii) A formulation of the problem using Milankovitch elements (see Section 5) is di-
rectly linked to two vectorial first integrals of the two-body problem; these ele-
ments provide useful geometrical insights.
(iv) A Hamiltonian approach using epicyclic variables (see Section 6) allows to imple-
ment an easier algebra to compute normal forms.
Overall, we are faced with dynamical systems endowed with generic, namely non-
integrable, dynamics. This means that, when the perturbations are small, a phase-
space is mostly regular and filled by quasi-periodic orbits. Normal forms can be used to
construct approximate integrals of motion, which can be considered as effective proper
elements for them. Increasing the size of the perturbations and/or in presence of strong
resonance conditions, chaotic orbits start to play an important role. The assessment
of the relevance of chaotic dynamics is another fundamental issue concerning the fate of
debris populations. In Section 7 we will illustrate several case-studies in which the chaotic
evolution of the orbital elements can be traced due to certain classes of perturbations.
The structure of this paper is the following: in Section 2 we provide the setting for the
Earth gravitational potential (geopotential) and the equations of motion in the standard
Cartesian coordinates; in Section 3 we recall orbital elements and Delaunay variables,
and use them to express the equations of motion in canonical form, including the time-
dependent terms due to the Moon and Sun; in Section 4 resonances are identified and
analysed in each orbital region; in Section 5 we recall Keplerian elements in vector form
(Milankovitch elements); Section 6 is devoted to the analysis of the geostationary secular
dynamics performed with the aid of epicyclic variables; in Section 7 we perform a general
study of the chaotic dynamics by evaluating the Fast Lyapunov Indicator to discriminate
between regular and chaotic solutions of the equations of motion; in Section 8 the semi-
analytical models of drag are revised; in Section 9 a list of small additional effects,
neglected in the present study, is given; we give some conclusions in Section 10. In the
Appendix we briefly recall the chaos indicators used in Section 7.
2. The model in the Cartesian framework
We consider a small body, say a space debris S, subject to the gravitational attraction
of the Earth, including the oblateness of our planet, the influence of the Moon, Sun
and solar radiation pressure. For the moment we disregard any other additional force
that might affect the dynamics of the space debris, like Earth’s atmosphere, solar wind,
Poynting-Robertson effect, etc.
To introduce the equations of motion, we consider two different frames of reference
with the origin in the center of the Earth: (i) a quasi–inertial frame with unit vectors
{e1, e2, e3} fixed; (ii) a synodic frame with unit vectors {f1, f2, f3} along axes rotating
with the same angular velocity of the Earth.
To get rid of the rotation of the Earth, we introduce the variable θ, which denotes the
sidereal time, defined by the apparent diurnal motion of the stars. Moreover, let r be
the radius vector associated to S and let (x, y, z) be the coordinates in the quasi–inertial
frame, while (X, Y, Z) denote the coordinates in the synodic frame:
r = xe1 + ye2 + ze3 = Xf1 + Y f2 + Zf3 .
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The relation of the unit vectors within the two frames is f1f2
f3
 = R3(θ)
 e1e2
e3
 ,
where R3(θ) is the rotation matrix of angle θ around the third axis. The relation between
the coordinates in the two frames is given by xy
z
 = R3(−θ)
 XY
Z
 . (2.1)
2.1. Equations of motion. Using the above notation, we can write the equations of
motion adding the contributions due to the Earth, including its oblateness, the solar and
lunar attractions, as well as the solar radiation pressure:
r¨ = − G
∫
VE
ρ(rp)
r− rp
|r− rp|3 dVE − GmS
( r− rS
|r− rS|3 +
rS
|rS|3
)
− GmM
( r− rM
|r− rM |3 +
rM
|rM |3
)
+ FSRP . (2.2)
In (2.2) we denote by G the gravitational constant, ρ(rp) is the density at the point rp, VE
is the volume of the Earth, mS, mM are the masses of the Sun and Moon, respectively,
rS, rM denote the position vectors of the Sun and Moon with respect to the center of the
Earth. Finally, FSRP denotes the effect of the solar radiation pressure (in short, SRP),
which can be written as follows:
FSRP = Cr Pr a
2
S
(A
m
) r− rS
|r− rS|3 ,
where Cr is the reflectivity coefficient, depending on the optical properties of the surface
of the space debris, Pr is the radiation pressure for an object located
1 at aS = 1AU ,
A
m
is the area–to–mass ratio with A the cross–section of the space debris and m its mass.
Let us denote by ∇F and ∇I the gradients in the synodic and quasi–inertial reference
frames, respectively:
∇F ≡ ∂
∂X
f1 +
∂
∂Y
f2 +
∂
∂Z
f3 , ∇I ≡ ∂
∂x
e1 +
∂
∂y
e2 +
∂
∂z
e3 .
The equations of motion (2.2) can then be expressed as
r¨ = − R3(−θ) ∇FV (r) + GmS ∇I
( 1
|r− rS| +
r · rS
|rS|3
)
+ GmM ∇I
( 1
|r− rM | +
r · rM
|rM |3
)
+ Cr Pr a
2
S
A
m
r− rS
|r− rS|3 , (2.3)
where the potential energy due to the Earth’s attraction is given by
V (r) = −G
∫
VE
ρ(rp)
|r− rp| dVE . (2.4)
1AU stands for Astronomical Unit; 1AU corresponds to the average Earth-Sun distance, approxi-
mately equal to 1.496 · 108 km.
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2.2. Expression of the Earth’s potential in spherical harmonics. In this section
we express the potential energy V in (2.4) in spherical harmonics. To this end, in the
synodic reference frame we can write
X = r cosφ cosλ
Y = r cosφ sinλ
Z = r sinφ ,
where (r, λ, φ) are spherical coordinates with the longitude 0 ≤ λ < 2pi and the latitude
−pi
2
≤ φ < pi
2
. Let RE denote the Earth’s equatorial radius. The series expansion of the
gravity geopotential in terms of the spherical harmonics is given by
V (r, φ, λ) = −GME
r
∞∑
n=0
(RE
r
)n n∑
m=0
Pnm(sinφ) (Cnm cosmλ+ Snm sinmλ) . (2.5)
In (2.5) the quantities Pnm are defined in terms of the Legendre polynomials Pn(x) as
Pnm(x) ≡ (1− x2)m2 d
m
dxm
{Pn(x)} ,
where Pn(x) ≡ 12nn! d
n
dxn
{(x2 − 1)n}. The constants Cnm, Snm are defined as follows
Cnm ≡ 2− δ0m
ME
(n−m)!
(n+m)!
∫
VE
( rp
RE
)n
Pnm(sinφp) cos(mλp)ρ(rp) dVE
Snm ≡ 2− δ0m
ME
(n−m)!
(n+m)!
∫
VE
( rp
RE
)n
Pnm(sinφp) sin(mλp)ρ(rp) dVE ,
where ME is the mass of the Earth, (rp, λp, φp) denote the spherical coordinates associated
to a point P inside the Earth and, again, rp is its radius vector (δjm is the Kronecker
symbol).
In the reference frame centered on the Earth’s center of mass, one has that C10 =
C11 = S11 = 0; moreover, following [24] (see also Table 1), the values of C21 and S21 are
very small, so that we may neglect the contribution of these harmonics in the Cartesian
equations. The expansion of the Earth’s gravity potential up to n = m = 2 is given by
V (r, φ, λ) ' −GME
r
− GME
r
(RE
r
)2 [1
2
(3 sin2 φ− 1)C20
+3C22 cos
2 φ cos 2λ+ 3S22 cos
2 φ sin 2λ
]
.
The coefficients C20 and C22 can be written in the form:
C20 =
A+B − 2C
2MER2E
, C22 =
B − A
4MER2E
,
where A < B < C denote the principal moments of inertia.
In the synodic frame the potential can be written as
V (X, Y, Z) = −GME
r
− GME
r
(RE
r
)2 [
C20
(3Z2
2r2
− 1
2
)
+ 3C22
X2 − Y 2
r2
+ 6S22
XY
r2
]
.
By using (2.1), we compute the first term of the right hand side of (2.3) as
R3(−θ)∇FV (r) =
(∂V
∂X
cos θ − ∂V
∂Y
sin θ
)
e1 +
(∂V
∂X
sin θ +
∂V
∂Y
cos θ
)
e2 +
∂V
∂Z
e3 .
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Introducing the notation
C−S ≡ C22 cos 2θ − S22 sin 2θ , C+S ≡ C22 sin 2θ + S22 cos 2θ ,
we obtain the following equations of motion, with harmonics up to degree and order two:
x¨ = −GMEx
r3
+
GMER2E
r5
{C20(3
2
x− 15
2
xz2
r2
) + 6C−S x+ 6C
+
S y +
15x
r2
[C−S (y
2 − x2)− 2xyC+S ]}
− GmS
( x− xS
|r− rS|3 +
xS
r3S
)
− GmM
( x− xM
|r− rM |3 +
xM
r3M
)
+ Cr Pr a
2
S
(A
m
) x− xS
|r− rS|3
y¨ = −GMEy
r3
+
GMER2E
r5
{C20(3
2
y − 15
2
yz2
r2
) + 6C+S x− 6C−S y +
15y
r2
[C−S (y
2 − x2)− 2xyC+S ]}
− GmS
( y − yS
|r− rS|3 +
yS
r3S
)
− GmM
( y − yM
|r− rM |3 +
yM
r3M
)
+ Cr Pr a
2
S
(A
m
) y − yS
|r− rS|3
z¨ = −GMEz
r3
+
GMER2E
r5
{C20(9
2
z − 15
2
z3
r2
) +
15z
r2
[C−S (y
2 − x2)− 2xyC+S ]}
− GmS
( z − zS
|r− rS|3 +
zS
r3S
)
− GmM
( z − zM
|r− rM |3 +
zM
r3M
)
+ Cr Pr a
2
S
(A
m
) z − zS
|r− rS|3 .
In a similar way, we may derive the contribution of the harmonics of any degree and
order. In fact, for a specific problem, we consider those Earth’s gravity harmonics that are
relevant for the given situation. For instance, in the study of the tesseral (or gravitational)
resonances 1:1 and 2:1, we found that it is enough to expand the Earth’s potential up to
degree and order n = m = 3 ([10]). For different resonances, other harmonics might be
relevant.
A list of some coefficients Cnm, Snm up to degree and order 4, as well as of the
coefficients Jnm computed through the formulae Jnm =
√
C2nm + S
2
nm for m > 0 and
Jn0 = Jn = −Cn0, is given in Table 1 below, which is derived from the EGM2008 model
([24], see also [17]).
3. Delaunay variables
The purpose of this section is to give a Hamiltonian formulation of the equations
of motion using a suitable set of action-angle variables and taking into account the
geopotential as well as the lunisolar perturbations. In this Section we focus on objects
with small area–to–mass ratio; therefore, we disregard the influence of the solar radiation
pressure, whose investigation will be postponed to Section 7.2.
We introduce the Delaunay variables (L,G,H,M, ω,Ω), which can be defined in terms
of the orbital elements Υ = (a, e, i,M, ω,Ω) by means of the relations
L =
√
µEa , G = L
√
1− e2 , H = G cos i , (3.1)
where µE = GME, a is the semimajor axis, e the eccentricity, i the inclination, M
the mean anomaly, ω the argument of perigee, and Ω the longitude of the ascending
node. The orbital elements of the small body are referred to the celestial equator. The
corresponding Hamiltonian can be written as
H = − µ
2
E
2L2
+HEarth(Υ, θ)−RSun(Υ,ΥS)−RMoon(Υ,ΥM) , (3.2)
8 A. CELLETTI, C. EFTHYMIOPOULOS, F. GACHET, C. GALES¸, AND G. PUCACCO
where θ denotes the sidereal time, we denote by ΥS = (aS, eS, iS,MS, ωS,ΩS), ΥM =
(aM , eM , iM ,MM , ωM ,ΩM) the orbital elements of Sun and Moon, while HEarth, RSun,
RMoon describe the perturbations due to the Earth, Sun and Moon, respectively.
The perturbations due to Sun and Moon will be made explicit in Sections 3.2 and 3.3.
We remark that the orbital elements of Sun and Moon are known functions of time. In
fact, the variation of the Sun’s orbital elements with respect to the celestial equator is well
approximated by linear functions of time. Concerning the Moon, its elements referred
to the ecliptic (and not to the celestial equator) vary linearly in time (see [31, 35, 48]).
Therefore, in modeling the lunisolar perturbations, it is important to use the equatorial
elements of the Sun and the ecliptic elements of the Moon.
With this setting, the Hamiltonian H in (3.2) has three degrees of freedom and an
explicit time dependence. The associated canonical equations are:
M˙ =
∂H
∂L
, L˙ = − ∂H
∂M
ω˙ =
∂H
∂G
, G˙ = −∂H
∂ω
Ω˙ =
∂H
∂H
, H˙ = −∂H
∂Ω
.
3.1. The perturbation due to the Earth. In the geocentric (quasi–inertial) frame,
the Hamiltonian part HEarth can be written as (see [39])
HEarth = −µE
a
∞∑
n=2
n∑
m=0
(RE
a
)n n∑
p=0
Fnmp(i)
∞∑
q=−∞
Gnpq(e) Snmpq(M,ω,Ω, θ) . (3.3)
The terms Fnmp appearing in (3.3) are called the Kaula’s inclination functions, and
are defined by (see, e.g., [38])
Fnmp(i) =
∑
w
(2n− 2w)!
w!(n− w)!(n−m− 2w)!22n−2w sin
n−m−2w i
m∑
s=0
(
m
s
)
coss i
×
∑
c
(
n−m− 2w + s
c
)(
m− s
p− w − c
)
(−1)c−k , (3.4)
where k = [n−m
2
], [·] denotes the integer part, the index w runs between zero and the
minimum between p and k, c is taken over all values such that the binomial coefficients
are not zero. The functions Gnpq, called eccentricity functions, are given by
Gnpq(e) = (−1)|q|(1 + β2)nβ|q|
∞∑
k=0
PnpqkQnpqkβ
2k , (3.5)
where
β =
e
1 +
√
1− e2 ,
while
Pnpqk =
h∑
r=0
(
2p′ − 2n
h− r
)
(−1)r
r!
((n− 2p′ + q′)e
2β
)r
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with h = k + q′ when q′ > 0 and h = k when q′ < 0, and
Qnpqk =
h∑
r=0
( −2p′
h− r
)
1
r!
((n− 2p′ + q′)e
2β
)r
,
where h = k when q′ > 0 and h = k − q′ when q′ < 0, p′ = p and q′ = q when p ≤ n/2,
p′ = n− p and q′ = −q when p > n/2.
In (3.3), the quantities Snmpq are defined by
Snmpq =
[
Cnm
−Snm
]n−m even
n−m odd
cos Ψnmpq +
[
Snm
Cnm
]n−m even
n−m odd
sin Ψnmpq ,
where
Ψnmpq = (n− 2p)ω + (n− 2p+ q)M +m(Ω− θ) .
Remark 1. If we introduce the quantities Jnm and λnm defined through the relations
Jnm =
√
C2nm + S
2
nm if m 6= 0 , Jn0 ≡ Jn = −Cn0 ,
Cnm = −Jnm cos(mλnm) , Snm = −Jnm sin(mλnm) ,
then we can write Snmpq in the form
Snmpq =
{ −Jnm cos Ψ˜nmpq , if n−m is even ,
−Jnm sin Ψ˜nmpq , if n−m is odd ,
where
Ψ˜nmpq = (n− 2p)ω + (n− 2p+ q)M +m(Ω− θ)−mλnm .
The values of λnm, up to degree and order 4, are given in Table 1.
n m Cnm Snm Jnm λnm
2 0 -1082.6261 0 1082.6261 0
2 1 -0.000267 0.0017873 0.001807 −81◦· 5116
2 2 1.57462 -0.90387 1.81559 75◦· 0715
3 0 2.53241 0 -2.53241 0
3 1 2.19315 0.268087 2.20947 186◦· 9692
3 2 0.30904 -0.211431 0.37445 72◦· 8111
3 3 0.100583 0.197222 0.22139 80◦· 9928
4 0 1.6199 0 -1.619331 0
4 1 -0.50864 -0.449265 0.67864 41◦· 4529
4 2 0.078374 0.148135 0.16759 121◦· 0589
4 3 0.059215 -0.012009 0.060421 56◦· 1784
4 4 -0.003983 0.006525 0.007644 −14◦· 6491
Table 1. A list of the coefficients Cnm, Snm, Jnm (in units of 10
−6) and
the quantities λnm; the values are computed from [24].
10 A. CELLETTI, C. EFTHYMIOPOULOS, F. GACHET, C. GALES¸, AND G. PUCACCO
Remark 2. As it is common in the literature, the terms of the expression (3.3) are called
tesseral when n 6= m and m 6= 0, they are named sectorial when n = m 6= 0 and they are
called zonal when n 6= 0 and m = 0.
We provide now the analytical expansion of the solar and lunar disturbing functions
appearing in (3.2).
3.2. The solar disturbing function RSun. When writing the gravitational potential
due to the Sun, we can express the solar and satellite elements ΥS = (aS, eS, iS,MS, ωS,ΩS)
and Υ = (a, e, i,M, ω,Ω) with respect to the equator (see [38]). We start by assuming
that the Sun moves on a Keplerian orbit with semimajor axis aS = 1AU , eccentricity
eS = 0.0167, inclination iS = 23
◦26′21.406′′, argument of perigee ωS = 282.94◦, longitude
of the ascending node ΩS = 0
◦. The mean anomaly changes as M˙S ' 1◦/day.
According to [38], the expansion of the gravitational solar potential is given by
RSun = GmS
∞∑
l=2
l∑
m=0
l∑
p=0
l∑
h=0
∞∑
q=−∞
∞∑
j=−∞
al
al+1S
m
(l −m)!
(l +m)!
× Flmph(i, iS)Hlpq(e)Glhj(eS) cos(ϕlmphqj) , (3.6)
where
Flmph(i, iS) ≡ Flmp(i) Flmh(iS) ,
ϕlmphqj ≡ (l − 2p)ω + (l − 2p+ q)M − (l − 2h)ωS − (l − 2h+ j)MS +m(Ω− ΩS)
with mS denoting the mass of the Sun; the quantities m are defined as
m =
{
1 if m = 0 ,
2 if m ∈ Z\{0} ,
the functions Hlpq(e) and Glhj(eS) are the Hansen coefficients X l,l−2pl−2p+q(e), X−(l+1),l−2hl−2h+j (eS)
(see [32]), while the functions Flmp(i) and Flmh(iS) are given in (3.4).
We remark that the same expansion holds for the Moon (provided the solar elements
are replaced by the lunar ones), when the Moon’s orbital elements are referred to the
equator.
3.3. The lunar disturbing function RMoon. Following [31, 35, 48], the effect of the
Moon on the satellite’s orbits is conveniently described when the orbital elements of the
satellite are given with respect to the equatorial plane and those of the Moon with respect
to the ecliptic plane.
Taking into account that the main perturbing effect on the Moon is caused by the
Sun, it turns out that the motion of the elements of the Moon when referred to the
celestial equator is nonlinear; in particular, the changes of the argument of perigee and
the longitude of the ascending node are nonlinear. Indeed, the latter varies between
−13◦ and +13◦ with a period of 18.6 years. To bypass this problem, one can express
the lunar elements with respect to the ecliptic plane. In such case, the inclination iM
becomes nearly constant (in analogy to aM and eM), while the changes of the argument of
perihelion ωM and that of the longitude of the ascending node ΩM become approximately
linear (see for example [68]) with rates of change, respectively, equal to ω˙M ' 0.164◦/day,
Ω˙M ' −0.053◦/day, while the mean anomaly changes as M˙M ' 13.06◦/day. As a
consequence, the quantity ωM + ΩM has a period of 8.85 years, while ΩM varies with a
period of 18.6 years.
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To write the potential due to the Moon, let us start with the assumption that the
trajectory of the Moon is a Keplerian ellipse with semimajor axis aM = 384 748 km, ec-
centricity eM = 0.0549 and inclination iM = 5
◦15′. The expansion of the lunar disturbing
function is given, e.g., in [16] (see also [48]), as follows:
RMoon = GmM
∑
l≥2
l∑
m=0
l∑
p=0
l∑
s=0
l∑
q=0
+∞∑
j=−∞
+∞∑
r=−∞
(−1)m+s (−1)k1 ms
2aM
(l − s)!
(l +m)!
(
a
aM
)l
× Flmp(i)Flsq(iM)Hlpj(e)Glqr(eM)
× {(−1)k2Um,−sl cos (θ¯lmpj + θ¯′lsqr − yspi)+ (−1)k3Um,sl cos (θ¯lmpj − θ¯′lsqr − yspi)} ,
(3.7)
where ys = 0 for s even and ys = 1/2 when s is odd, k1 = [m/2], k2 = t(m+ s− 1) + 1,
k3 = t(m+ s) with t = (l − 1) mod 2, the quantities θ¯lmpj, θ¯′lsqr are given by
θ¯lmpj = (l − 2p)ω + (l − 2p+ j)M +mΩ ,
θ¯′lsqr = (l − 2q)ωM + (l − 2q + r)MM + s(ΩM − pi/2) ,
while the functions Um,sl are defined as (compare with [16])
Um,sl =
min(l−s,l−m)∑
r=max(0,−(m+s))
(−1)l−m−r
(
l +m
m+ s+ r
) (
l −m
r
)
cosm+s+2r(
ε
2
) sin−m−s+2(l−r)(
ε
2
) ,
where z = cos2( ε
2
) and ε denotes the obliquity of the ecliptic, which is equal to ε =
23◦26′21.45′′
The functions Flmp(i) and Flmh(iM) have been introduced in (3.4), while Hlpj(e) and
Glqr(eS) are the Hansen coefficients X l,l−2pl−2p+j(e), X−(l+1),l−2ql−2q+r (eM).
3.4. Effects of J2. From the infinite number of harmonic terms of the series expansions
(3.3), (3.6) and (3.7), only a few are really important for a specific case study. When
dealing with resonant motions, these terms are discriminated by analysing the cosine
arguments and averaging over the fast angles, as well as by determining the dominant
harmonic terms.
To have a rough estimate of the rate of variation of the Delaunay angles, which makes
possible the analysis of cosine arguments of the Fourier expansions (3.3), (3.6) and (3.7),
it is important to recall which are the principal secular effects of the J2 zonal harmonic
(compare with [39, 41]).
In MEO, for small area–to–mass ratio objects, the perturbations due to the Earth’s
oblateness J2 are at least one order of magnitude larger than the other effects. As a
consequence, the secular effects on space debris orbits may be estimated with a good
enough accuracy by a simplified model described just by a single term (of the order of
J2) in the series expansion (3.3), namely the term corresponding to n = 2, m = 0, p = 1,
q = 0.
We stress that J2 plays a very important role not only in estimating the secular effects
upon the space debris orbits, but also for being responsible of both, the occurrence of the
phenomenon of overlapping of tesseral resonances and the occurrence of lunisolar secular
resonances. As it will be shown in Section 7, J2 has a very clear role in the chaotic
variation of the orbital elements, in particular the semimajor axis and the eccentricity.
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In the light of the previous discussion, we find important to recall the solution asso-
ciated to the Hamiltonian obtained by summing the Keplerian part −µ2E/(2L2) and the
secular part (namely, the term of the series (3.3) for which n = 2, m = 0, p = 1, q = 0).
Since F201(i) = 0.75 sin
2 i − 0.5 and G210(e) = (1 − e2)−3/2 (see (3.4) and (3.5)), from
(3.1) we obtain the Hamiltonian
HKepler+J2 = −
µ2E
2L2
+
R2EJ2µ
4
E
4
1
L3G3
(
1− 3H
2
G2
)
.
Since the angles in HKepler+J2 are ignorable, it follows that L, G and H are constant,
while the Delaunay variables M , ω and Ω vary linearly in time with rates
M˙ =
µ2E
L3
− 3R
2
EJ2µ
4
E
4
1
L4G3
(
1− 3H
2
G2
)
,
ω˙ =
3R2EJ2µ
4
E
4
1
L3G4
(
−1 + 5H
2
G2
)
,
Ω˙ = −3R
2
EJ2µ
4
E
2
H
L3G5
. (3.8)
By using the relations (3.1) and the fact that µ
1/2
E R
−3/2
E ' 107.1 [day−1], we can rewrite
the relations (3.8) in terms of the orbital elements as:
M˙ ' 6135.7
(RE
a
)3/2
− 4.98
(RE
a
)7/2
(1− e2)−3/2(1− 3 cos2 i) o/day ,
ω˙ ' 4.98
(RE
a
)7/2
(1− e2)−2(5 cos2 i− 1) o/day ,
Ω˙ ' −9.97
(RE
a
)7/2
(1− e2)−2 cos i o/day .
(3.9)
Therefore, we are led to summarize as follows the main effects of J2: a slow change of
the rate of the mean anomaly, a precession of the perigee and a secular regression of the
orbital node.
4. Resonances
In (3.3), (3.6) and (3.7) we have expressed the perturbations due to the Earth, Sun
and Moon as series involving an infinite number of combinations of the following angles:
θ, M , Mb, ω, ωb, Ω and Ωb, with b = S,M . From all possible combinations, relevant for
the long–term evolution of the orbital elements are only those which involve some specific
cosine arguments. The degree of influence of the harmonic terms in the series expansions
depends on the explored region and the scale of time for which the dynamics is studied.
We can classify all arguments by considering the frequencies (or periods) associated
with the cosine arguments in the expansions (3.3), (3.6) and (3.7). Thus, since the
frequency of θ is equal to a rotation per sidereal day, in view of (3.9) and Sections 3.2
and 3.3, it follows that the angles M and θ are rapidly varying quantities, MM and MS
change with constant moderate rates, ΩS and ωS may be considered constant, while ω,
ωM , Ω and ΩM undergo slow variations.
Comparing the space debris problem with some classical models in Celestial Mechan-
ics, for instance the Sun–Jupiter–asteroid three-body problem, we notice that there is
an important difference between the time scales of variation of the angles involved in
the expansions of the corresponding disturbing functions. For the Sun–Jupiter–asteroid
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system (see, e.g., [55]), one has two types of angles: fast angles (the mean anomalies
of the perturbed and perturbing bodies) and slow angles (the argument of pericentre
and the longitude of the ascending node for both, the asteroid and Jupiter). The terms
of the disturbing function for the three-body problem may be classified as: secular (in-
dependent of the fast angles), short periodic (involve fast angles) and resonant (imply
commensurabilities between the fast angles). In the context of the space debris problem,
one has three categories of angles: fast angles (M and θ), semi–fast angles (MM and
MS) and slow angles (ω, ωM , Ω and ΩM). Although this classification of the angles is
rather conventional, it gives a clear idea, at least within10 MEO and GEO, on the rate
of variation of the angles appearing as cosine arguments of the expansions.
In the light of the above discussion, we may adopt a classification of the terms of
the expansions (3.3), (3.6) and (3.7) as follows. Arguments that do not depend on the
sidereal time θ and the mean anomalies M , MS, MM give rise to secular terms. If the
trigonometric arguments are independent of θ and M , but depend on either MS or MM ,
then we speak about semi–secular terms. Finally, the arguments involving the fast angles
give rise either to resonant terms, when there is a commensurability between θ˙ and M˙ ,
or to short periodic terms, when θ˙ and M˙ are not commensurable.
Resonances involving commensurabilities between the Earth’s rotation period and the
orbital period of the space debris ([8, 10, 11, 74]) are called tesseral (or gravitational)
resonances. It is remarkable that tesseral resonances provoke variations of the semimajor
axis on a time scale of the order of hundreds of days. Their effects have been studied
in [8, 10, 11, 12, 13, 74], within LEO, MEO and GEO, as well as outside the geostationary
ring.
Beside tesseral resonances, another class of commensurabilities, called lunisolar reso-
nances, affects the motion of space debris (and artificial satellites). In principle, follow-
ing [35], there are 15 possible types of third-body (lunar and solar) resonances. This
classification accounts for all possible resonances involving a third–body perturber: sec-
ular resonances, semi–secular resonances and mean motion resonances. However, within
third–body resonances, only some specific resonances affect the dynamics.
Since in a given orbital elements’ region the mean motion resonances occur when the
ratio of the orbital periods of the perturbed and perturbing bodies equals a rational
number, such resonances do not occur in LEO, MEO or GEO, but rather at a much
larger distance from the center of the Earth. Therefore, the mean motion resonances are
less interesting for the space debris problem.
The same situation holds for the semi–secular resonances, at least in MEO and GEO.
Indeed, since the semi–secular resonances involve the mean anomalies of the Moon and
Sun, whose rates of variation are M˙M ' 13◦/day, M˙S ' 1◦/day, it turns out that these
resonances mostly take place in the LEO region (see Section 4.3). Since the semi–secular
resonances occur at specific altitudes, the width of such resonances is small, and since
the air drag provokes a decay of the orbits on relatively short time scales, one expects
that these resonances play a minor role in the long–term evolution of space debris.
On the contrary, the secular resonances are of seminal importance in understanding
the global dynamics of space debris, in particular in the MEO region. Involving com-
mensurabilities among the slow frequencies of the orbital precession of a satellite and the
perturbing body ([16, 20, 25, 30, 35, 60]), the secular resonances influence the evolution of
the eccentricity and inclination on time scales of the order of tens (or hundreds) of years.
10In LEO, the rate of variation of the angles ω and Ω is comparable with those of the angles MS and
MM (see (3.9), where RE/a is close to one).
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In addition, the phenomenon of overlapping of secular resonances possibly contributes to
the design of disposal orbits ([61]). Although in a few years the MEO region will be pop-
ulated by four complete constellations of satellites, namely GPS, GLONASS, Galileo and
BeiDou, there are no internationally agreed mitigation guidelines as it happens within
LEO and GEO (see [37]). However, it is important to stress that in the neighborhood
of the above mentioned navigation satellite systems in MEO, the secular resonances give
rise to an intricate dynamics, with a consequent difficulty in choosing the best disposal
scenario.
4.1. Tesseral resonances. Once we have listed the possible resonances that affect the
motion of a space debris, we discuss now how we can construct a simplified model that
describes, with a good enough accuracy, the resonant dynamics. We focus first on tesseral
resonances, which are formally defined as follows.
Definition 3. A j : ` tesseral (or gravitational) resonance with j, ` ∈ Z+ occurs whenever
the orbital period of the debris and the rotational period of the Earth are commensurable
of order j/`. Expressed in terms of the orbital elements, we have a j : ` gravitational
resonance, whenever the following relation is satisfied:
` M˙ − j θ˙ = 0 , j, ` ∈ Z+ . (4.1)
We remark that in concrete astronomical cases, the expression (4.1) is satisfied within
a definite accuracy and it cannot be satisfied exactly.
From Kepler’s third law, a j : ` resonance corresponds to the semimajor axis aj:` =
(j/`)−2/3 ageo, where ageo = 42 164.17 km denotes the semimajor axis of the geosyn-
chronous orbit. We report in Table 2 an estimate of the position of different resonances
as derived from Kepler’s third law. In fact, due to perturbations, in particular the in-
fluence of J2, the exact position of the resonances depends of the values of the orbital
elements (see [11]).
j : ` a in km j : ` a in km
1:1 42 164.2 4:3 34 805.8
2:1 26 561.8 1:2 66 931.4
3:1 20 270.4 1:3 87 705.0
3:2 32 177.3 2:3 55 250.7
4:1 16 732.9
Table 2. Semimajor axis a of some gravitational resonances of order j : `
with j, ` ∈ Z+.
A key point in the study of resonant dynamics is the analysis of only those harmonic
terms in the expansions (3.3), (3.6) and (3.7) that really count for a given j : ` tesseral
resonance. In this way, the computational effort is considerably decreased and the global
dynamics is more clearly understood. The procedure for the selection of the dominant
terms is the following.
First, we identify the resonant terms. To this end, it is worth to underline that the
expansions of the lunar and solar potentials do not contain resonant terms. Indeed, since
(3.6) and (3.7) are independent on the sidereal time θ, the long–term variation of the
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semimajor axis is directly affected by the resonant part of the geopotential. According
to the averaging principle (see, e.g., [55]), the effects of the short periodic terms average
out over a long time-scale. Hence, such terms can be dropped from the expansions (3.3),
(3.6) and (3.7), and we can focus only on the most relevant terms. We drop also the
semi-secular terms from the expansions, since their effects average out over a long enough
interval of time, but also because they do not affect directly the variation of the semimajor
axis. Moreover, their magnitude is much smaller than that of the most influent secular
terms, at least in MEO.
Then, we compute the secular part of the Hamiltonian. This part influences also
the long–term behavior of the semimajor axis, though indirectly. Being independent
on the mean anomaly M , the secular part is not involved explicitly in the canonical
equation describing the evolution of L (or the semimajor axis). However, the long–term
evolution of the other orbital elements (equivalently, the other Delaunay variables) is
directly affected by the secular Hamiltonian. In particular, as effect of J2 (see Section 3.4),
the argument of perigee ω and the longitude of the ascending node Ω vary slowly over
time and therefore they indirectly affect the evolution of the semimajor axis, since the
canonical equation describing the evolution of the semimajor axis involves all orbital
elements as parameters. In MEO, due to the variation of ω, described by (3.9), the
phenomena of splitting or overlapping of tesseral resonances occurs (see [11]). Such
phenomena lead to chaotic variations of the semimajor axis. The secular part due to
the Moon and Sun has also an indirect role in the variation of semimajor axis, since it
induces basically a long–term variation of the eccentricity and inclination. However, the
time scale of variation is totally different: the semimajor axis varies on a time scale of the
order of hundreds of days, while the evolution of the eccentricity and inclination occurs
on a much longer time scale, of the order of tens (or hundreds) of years. For regions
located outside the geostationary ring, the influence of the Moon and Sun is larger than
that of J2, and thus ω and Ω vary as effect of the secular part due to the Moon and Sun,
rather than under the influence of J2.
In [10, 11], by comparing the results obtained within the Hamiltonian framework with
those provided by the Cartesian model described in Section 2, it was noticed that for the
tesseral resonances located in MEO and GEO, one can rely on a simplified model that
disregards the secular part corresponding to Sun and Moon. On the contrary, for the
tesseral resonances located outside the geostationary ring (see [12]), one should consider
the effects of Sun and Moon. In the following, for completeness, we describe both the
secular part due to the Earth’s potential and that due to the Moon and Sun.
Finally, in order to reduce the number of harmonics to just those which really shape
the dynamics, we perform an analysis of the dominant terms in specific regions of the
orbital element’s space. This procedure is described in detail in [10] and applied to some
tesseral resonance studied in [11, 12].
In practical computations, the analysis of dominant terms allows us to reduce the
discussion to a limited number of terms and to provide an indication of the optimal
degree of expansion. More precisely, for a given j : ` resonance, we truncate HEarth up
to an optimal degree N , namely we consider a finite series expansion of the form
HEarth = HsecEarth +Hres j:`Earth +HnonresEarth ∼=
N∑
n=2
n∑
m=0
n∑
p=0
∞∑
q=−∞
Tnmpq , (4.2)
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where we split the Hamiltonian part HEarth into the secular part HsecEarth, the resonant
contribution Hres j:`Earth, and the non-resonant part HnonresEarth . In formula (4.2) we have intro-
duced the coefficients Tnmpq defined by
Tnmpq = −µER
n
E
an+1
Fnmp(i)Gnpq(e)Snmpq(M,ω,Ω, θ) .
The secular part due to the Earth’s potential is obtained by taking the terms correspond-
ing to m = 0 and n− 2p+ q = 0. Although one may limit to the J2 approximation of the
secular part, for |J2|  |Jn|, n > 2, in practical computations we consider the expansion
of the secular part up to n = 4. Thus, up to the second order in the eccentricity, we
obtain the following expression:
HsecEarth ∼=
µER
2
EJ2
a3
(3
4
sin2 i− 1
2
)
(1− e2)−3/2
+
2µER
3
EJ3
a4
(15
16
sin3 i− 3
4
sin i
)
e(1− e2)−5/2 sinω
+
µER
4
EJ4
a5
[(
−35
32
sin4 i+
15
16
sin2 i
)3e2
2
(1− e2)−7/2 cos(2ω)
+
(105
64
sin4 i− 15
8
sin2 i+
3
8
)
(1 +
3e2
2
)(1− e2)−7/2
]
. (4.3)
The resonant part corresponding to a resonance of order j : ` is obtained by retaining
the terms Tnmpq for which j(n−2p+q) = `m. Expansions for specific low-order resonances
can be found, e.g., in [10, 11, 12]. As an example, we provide here the expansion up to
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second order in the eccentricity and fourth power of RE of the 2:1 resonance:
Hres 2:1Earth ∼=
µER
2
EJ22
a3
{
−3
8
e(1 + cos i)2 cos(M − 2θ + 2ω + 2Ω− 2λ22)
+
9
4
e sin2 i cos(M − 2θ + 2Ω− 2λ22)
}
+
µER
3
EJ32
a4
{15
64
e2 sin i(1 + cos i)2 sin(M − 2θ + 3ω + 2Ω− 2λ32)
+
15
8
(
1 + 2e2
)
sin i(1− 2 cos i− 3 cos2 i) sin(M − 2θ + ω + 2Ω− 2λ32)
− 165
64
e2 sin i(1 + 2 cos i− 3 cos2 i) sin(M − 2θ − ω + 2Ω− 2λ32)
}
+
µER
4
EJ42
a5
{e
2
(105
8
sin2 i cos i(1 + cos i)− 15
8
(1 + cos i)2
)
cos(M − 2θ + 2ω + 2Ω− 2λ42)
+
5e
2
(105
16
sin2 i(1− 3 cos2 i)− 15
4
sin2 i
)
cos(M − 2θ + 2Ω− 2λ42)
}
+
µER
4
EJ44
a5
{105
32
e2(1 + cos i)4 cos[2(M − 2θ + 2ω + 2Ω− 2λ44)]
+
105
4
(
1 + e2
)
sin2 i(1 + cos i)2 cos[2(M − 2θ + ω + 2Ω− 2λ44)]
+
1575
8
e2 sin4 i cos[2(M − 2θ + 2Ω− 2λ44)]
}
.
(4.4)
In conclusion, a simplified model able to describe the main dynamical features of the
j : ` resonance is provided by the Hamiltonian
Hj:`Kepler+Earth = −
µ2E
2L2
+HsecEarth +Hres j:`Earth ,
which is obtained from the general Hamiltonian (3.2) by retaining the relevant secular
and resonant harmonic terms from the expansion of the Earth’s potential. This model
was validated in [10, 11, 12] by performing numerical integrations in Cartesian variables
of the more compete model including the gravitational attraction of the Sun, Moon as
well as solar radiation pressure (see Section 2).
As mentioned above, a more complete Hamiltonian, allowing to model also lunisolar
secular resonances, is obtained by including the secular part of the expansions (3.6) and
(3.7). We stress again that, as effect of tesseral resonances, the semimajor axis varies
on a time scale of the order of hundreds of days, while, due to secular resonances, the
evolution of the eccentricity and inclination occurs on a much longer time scale, of the
order of tens (or hundreds) of years. The model including the secular contributions of
Sun and Moon is described by the Hamiltonian
Hj:` = − µ
2
E
2L2
+HsecEarth +HsecSun +HsecMoon +Hres j:`Earth , (4.5)
where
HsecSun = −RSun, HsecMoon = −RMoon , (4.6)
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and RSun and RMoon are obtained by averaging RSun and RMoon, respectively, over both
the mean anomaly of the small body and the mean anomaly of the third–body perturber.
Considering the expansions (3.6) and (3.7) up to degree 2 in the ratio of semimajor
axes and averaging over the mean anomalies M and Mb, b = S,M , one obtains (see also
[15]):
RSun = GmS
2∑
m=0
2∑
p=0
a2
a3S
1
(1− eS)3/2 m
(2−m)!
(2 +m)!
F2mp(i) F2m1(iS)
×X2, 2−2p0 (e) cos
(
(2− 2p)ω +m(Ω− ΩS)
)
,
(4.7)
and
RMoon = 1
2
GmM
2∑
m=0
2∑
s=0
2∑
p=0
a2
a3M
1
(1− eM)3/2 (−1)
[m
2
] m s
(2− s)!
(2 +m)!
× F2mp(i) F2s1(iM) X2, 2−2p0 (e)
×
{
Um,−s2 cos
(
(2− 2p)ω +mΩ + sΩM − spi
2
− yspi
)
+ Um,s2 cos
(
(2− 2p)ω +mΩ− sΩM + spi
2
− yspi
)}
.
(4.8)
4.2. Secular resonances. Provoked by the complex interaction between the Earth’s
oblateness and the gravitational attraction of Sun and Moon, the secular resonances are of
great importance in the long–term stability of satellites and space debris, in particular in
the MEO region where the satellite navigation systems are located. Such resonances occur
whenever there is a commensurability between the slow frequencies of orbital precession
of the debris and the perturbing body (see [35]).
Although the variation of the orbital elements of an Earth’s satellite under the gravita-
tional attraction of Sun and Moon is investigated since the mankind started the conquest
of the space (see [19, 38, 43, 44, 56, 70]), the effects of secular resonances are not yet
completely understood, and they are still largely studied both qualitatively and quantita-
tively (see [1, 7, 14, 15, 16, 18, 20, 21, 30, 59, 60, 65, 66, 75]). The growth in eccentricity,
which may decrease the perigee altitude even down to the LEO region, the overlapping
of nearby secular resonances, the bifurcation of equilibria are only some of the dynamical
phenomena that can occur in the physical model, and that are definitely important in
astrodynamics, as well as from the mathematical point of view.
Following [7, 15, 35, 65] we introduce the following definition of a lunar and solar
gravity secular resonance.
Definition 4. A solar gravity secular resonance occurs whenever there exist (k1, k2, k3, k4) ∈
Z4\{0}, such that
k1ω˙ + k2Ω˙ + k3ω˙S + k4Ω˙S = 0 . (4.9)
We have a lunar gravity secular resonance whenever there exists a vector (k1, k2, k3, k4) ∈
Z4\{0}, such that
k1ω˙ + k2Ω˙ + k3ω˙M + k4Ω˙M = 0 . (4.10)
We stress that the above definition of secular resonance is as general as possible.
However, given the fact that in MEO the lunar and solar expansions may be reduced to
the simplified forms (4.7) and (4.8), that is they are truncated to the second order in the
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ratio of semimajor axes and averaged over M and Mb, with b = S,M , the Hamiltonian
turns out to be independent of ωM and ωS. Therefore, one has k3 = 0 in (4.9) and (4.10).
Moreover, since Ω˙S ' 0, the relations (4.9) and (4.10) associated to (4.7) and (4.8) can
be written in the form:
(2− 2p)ω˙ +mΩ˙ = 0 , m, p = 0, 1, 2 , (4.11)
and
(2− 2p)ω˙ +mΩ˙ + sΩ˙M = 0 , m, p = 0, 1, 2, s = −2,−1, 0, 1, 2 , (4.12)
respectively.
Provided the region of interest is outside the libration region of a j : ` tesseral res-
onance2, one may reduce the problem to the following two degrees of freedom non-
autonomous Hamiltonian:
Hsec = HsecEarth +HsecSun +HsecMoon , (4.13)
whereHsecEarth, HsecSun andHsecMoon are defined by the relations (4.3), (4.6), (4.7) and (4.8). In
fact, as it was noted in [14, 15, 20, 30], we may further reduce the degree of computations
by taking a quadrupolar approximation of the secular part due to the Earth (up to the
second power of RE). In (4.13) we neglected the Keplerian part, since M is an ignorable
variable and, therefore, L is constant.
As pointed out in [35] (see also [15, 20, 30, 65]), some resonances turn out to be
independent on a, e, and they depend only on the inclination. The general class of
resonances depending only on the inclination is characterized by the relation k1ω˙+k2Ω˙ =
0, k1, k2 ∈ Z. From this class, the most important ones are those for which k1, k2 ∈
{−2,−1, 0, 1, 2}. In fact, under the quadrupolar approximation (see (4.7) and (4.8)),
the only possible resonances are: (i) the critical inclination resonance ω˙ = 0 at 63.4◦ or
116.4◦; (ii) the polar resonance Ω˙ = 0 at 90◦; (iii) and the linear combinations: ω˙+Ω˙ = 0
at 46.4◦ or 106.9◦, −ω˙ + Ω˙ = 0 at 73.2◦ or 133.6◦, −2ω˙ + Ω˙ = 0 at 69.0◦ or 123.9◦,
2ω˙ + Ω˙ = 0 at 56.1◦ or 111.0◦.
Since the GNSS constellations are located close to the inclinations 56.1 and 64.3,
the most significant resonances from the practical perspective are the following ones:
2ω˙+Ω˙ = 0 for Galileo, GPS and BeiDou, and ω˙ = 0 for GLONASS. Current studies (see
[1, 59, 61, 66] and the references therein) investigate some end-of-life disposal strategies
for the GNSS constellations, in order to avoid, in the future, the problems already faced
in the LEO and GEO environments.
The resonances involving k1 and k2 with |k1| > 2 or/and |k2| > 2 occur at higher degree
expansions of the lunar and solar disturbing functions, their influence being negligible in
the MEO region.
Since a cosine argument of RMoon could depend also on ΩM , which varies periodically,
then beside the above mentioned resonances depending only on inclinations, one also has
the commensurability relations (4.12) that involve the frequency Ω˙M . These resonances
depend also on the eccentricity and semimajor axis. One can reformulate the problem
by saying that each resonance of the classes (i), (ii) and (iii) splits into a multiplet of
resonances. This splitting phenomenon is responsible for the existence of a very complex
web–like background of resonances in the phase space, which leads to a chaotic variation
2The libration island associated to a tesseral resonance does not exceed 100 km in width (compare
with [10, 11]).
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of the orbital elements. An analytical estimate of the location of the resonance corre-
sponding to each component of the multiplet, as a function of eccentricity and inclination,
can be obtained by using (3.9) (see, for example, Figure 2 in [25] or [60]). In [14, 16],
we have shown the web structure of resonances in the space of the actions, emphasizing
how resonances overlap for various values of the semimajor axis.
Let us mention that, beside the splitting and overlapping phenomena, the dynamics
of the secular resonances shows another interesting behavior, namely the bifurcation of
equilibria, for which we refer to [14, 15] for further details.
4.3. Semi–secular resonances. According to the classification of the harmonic terms
of the expansions (3.6) and (3.7), we define the semi–secular resonances as follows (com-
pare with [36]).
Definition 5. A solar semi–secular resonance occurs whenever
(l − 2p)ω˙ +mΩ˙− (l − 2h+ j)M˙S = 0 , l ∈ Z+ , m, p, h = 0, 1, 2, ..., l , j ∈ Z.
We have a lunar semi–secular resonance whenever
(l − 2p)ω˙ +mΩ˙± [(l − 2q)ω˙M + (l − 2q + r)M˙M + sΩ˙M ] = 0 ,
l ∈ Z+ , m, p, q, s = 0, 1, 2, ..., l , r ∈ Z.
By taking a quadrupolar approximation of the expansions (3.6) and (3.7), namely
considering l = 2, it follows that the possible resonances have the form:
αω˙ + βΩ˙− γM˙S = 0 , α ∈ {±2, 0} , β ∈ {±2,±1, 0} , γ ∈ Z\{0} (4.14)
for the Sun and
αω˙ + βΩ˙ + αM ω˙M + βM Ω˙M − γM˙M = 0 , α , αM ∈ {±2, 0} ,
β, βM ∈ {±2,±1, 0}, γ ∈ Z\{0}
for the Moon.
In the remainder of this Section, we show that such resonances are possible for relatively
small values of the semimajor axis, typically in LEO and in regions close to LEO, provided
the value of the eccentricity does not exceed a threshold value. For instance, if e < 0.4,
then a semi–secular resonance can occur only if a < 18 611 km. For smaller values of
the eccentricity, the bounds on the semimajor axis are smaller than 18 611 km. On the
contrary, if the eccentricity is large enough, then semi–secular resonances may occur for
every value of the semimajor axis.
Let us discuss the case of the solar semi–secular resonances, since the lunar case can
be treated in a similar way.
We shall disregard the semi–secular resonances for which γ = ±1, since in this case
the magnitude of the resonant terms is very small. Indeed, when l − 2h + j = ±1 and
l = 2, it follows that |j| is an odd number. Taking into account that the semi–secular
resonant terms are of the order O(e|j|S ), and eS is small, it follows that such resonances
will have a small influence on the dynamics3.
Therefore, we can take |γ| ≥ 2. Since MS ' 1o/day, the relations (3.9) and (4.14)
yield
[4.98α(5 cos2 i− 1)− 9.97β cos i](RE/a)7/2(1− e2)−2 = γ .
3As a comparison, for the secular resonances (4.11) and (4.12), the secular resonant terms are of the
order O(1) in eS and eM , respectively.
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For a given value of the eccentricity, say e = 0.4, the upper bound of the region where
semi–secular resonances are possible, is obtained by taking the maximum value of the
function f(i, α, β) = |4.98α(5 cos2 i − 1) − 9.97β cos i| for i ∈ [0o, 180o], α ∈ {±2, 0}
and β ∈ {±2,±1, 0}, namely the value 59.78, which is obtained for i = 0o, α = 2 and
β = −2, and the minimum value of |γ|, that is |γ| = 2. Hence, we get at most the bound
a = 18 611 km, which occurs when computing the maximum value of |f | for e = 0.4 and
|γ| = 2. A simple computation shows that, varying i in the interval [0o, 180o] and e in
the interval [0, 0.4], it follows that the majority of semi–secular resonances occur most
likely in LEO or nearby LEO.
5. Milankovitch variables
The set of coordinates to which we refer as Milankovitch elements ([53]) can be conve-
niently used to describe the satellite’s dynamics as shown in [63]. This set of coordinates
uses two vectorial integrals of the 2-body problem. The first vector integral is the angular
momentum vector, say H, which is assumed to be perpendicular to the instantaneous
orbital plane and it is equal to the double of the areal velocity. The second vector integral
is the Laplace-Runge-Lenz vector, say b = µEe, where e denotes the eccentricity vector
(see also [2]).
Averaging over the mean anomaly of the particle and limiting ourselves to consider
the secular Hamiltonian, the semimajor axis is constant; we can scale H by the factor√
µa and define the scaled angular momentum as
h =
1√
µa
r ∧ v ,
where r is the position vector of the particle and v its velocity in an inertial frame. We
can express the eccentricity vector as
e =
1
µ
v ∧ (r ∧ v)− rˆ ,
rˆ being the unit state vector.
Denoting by h, e the averaged vectors and setting h, e the norms of h, e, then the
equations of motion are given by
˙¯h = h¯ ∧ 1√
µa
∂R¯(h¯, e¯)
∂h¯
+ e¯ ∧ 1√
µa
∂R¯(h¯, e¯)
∂e¯
˙¯e = e¯ ∧ 1√
µa
∂R¯(h¯, e¯)
∂h¯
+ h¯ ∧ 1√
µa
∂R¯(h¯, e¯)
∂e¯
, (5.1)
where R¯ is the average over the mean anomaly of the disturbing function R obtained as
the sum of the energy potentials due to the Earth (VGEO), Sun (VSun), Moon (VMoon) and
SRP (VSRP ). Following [63], the equations (5.1) admit two integrals: h¯ · e¯ and h¯ · h¯+ e¯ · e¯.
To get physically meaningful solutions, one needs to consider the motion on the manifold
restricted to h¯ · e¯ = 0 and h¯ · h¯ + e¯ · e¯ = 1 ([69]).
We now list the averaged components of the potential in terms of the Milankovitch
elements (see [62]).
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Concerning the geopotential VGEO reduced to its main contribution through the J2
term, we have that the averaged potential is given by
V¯GEO =
nC20
4a2h3
[
1− 3(pˆ · hˆ)2
]
,
where n is the mean motion n = (µE/a
3)
1
2 , pˆ is the unit vector along the direction of the
Earth’s maximum axis of inertia. For the solar potential VSun and the lunar potential
VMoon, we have that, under the quadrupolar approximation, their averages can be written
as
V¯Sun =
3µS
4nd3S
[
5(dˆS · e)2 − (dˆS · h)2 − 2e2
]
,
V¯Moon =
3µM
4nd3M
[
5(dˆM · e)2 − (dˆM · h)2 − 2e2
]
,
where dˆS is the unit vector of the Sun with respect to the Earth, and dˆM the one to the
Moon with respect to Earth, the quantities DS, dM , e represent the norms of dS, dM, e.
Finally, the averaged potential for SRP is
V¯SRP =
3
2
√
a
µ
β
d2S
dˆS · e ,
where β = (1 + ρ)A/mPΦ with ρ the reflectance, A/m the area-to-mass ratio and PΦ the
solar radiation constant. In conclusion, the secular equations in terms of Milankovitch
elements are given by (5.1) with R¯ = V¯GEO + V¯Sun + V¯Moon + V¯SRP .
6. Epicyclic variables
A different approach to model an Earth-orbiting particle can be given in terms of the
so-called epicyclic variables (see (6.3) below). The Hamiltonian formulation in terms of
the epicyclic variables turns out to be convenient, since i) it puts the Hamiltonian in
action-angle variables, and ii) it simplifies the algebra compared to regular expansions
in elements made in most analytical studies. We recall here a model developed in [29],
particularly apt to study the GEO region, containing all major perturbations: the geopo-
tential including the zonal coefficient J2 and the tesseral J22 terms, the solar potential up
to order 2 in the ratio of the geocentric distances to the particle and to the third body,
the Moon’s one up to order 4, due to its proximity, and the solar radiation pressure using
the cannonball model and neglecting Earth shadows. We follow here the treatment of
[29], where a step-by-step approach is taken.
We consider an Earth-centered inertial reference frame, whose z-axis is aligned with
the rotation axis of the Earth, and whose x-axis points for instance towards the mean
equinox on JAN 1 2000 at noon (EME2000 reference frame), the y-axis completing the
right-handed frame. We attach to this frame the classical cylindrical coordinates (ρ,Φ, z).
The Hamiltonian of the system is then:
H(pρ, pΦ, pz, ρ,Φ, z, t) =
pρ
2
2
+
pΦ
2
2ρ2
+
p2z
2
+ V (ρ,Φ, z, t) ,
where
pρ = ρ˙ , pΦ = ρ
2Φ˙ , pz = z˙ ,
and V represents the potential derived from all forces accounted for in the model. We
have:
V = VGEO + VMoon + VSun + VSRP ,
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where VGEO is the geopotential, VMoon, VSun the gravitational perturbation potentials of
the Moon and Sun respectively, and VSRP the solar radiation pressure potential. The
dependence on time of V comes from the position of the Moon and Sun; to make the
system autonomous and to make explicit the intrinsic frequencies of the system, we
extend the phase space by adding 5 degrees of freedom. To this end we introduce:
ϕE = ΩEt , ϕM = ΩM t , ϕMa = ΩMat , ϕMp = ΩMpt , ϕMs = ΩMst
with
ΩE = 131850
◦ yr−1
ΩM = 359.99049
◦ yr−1
ΩMa = 4771.9886753
◦ yr−1
ΩMp = 40.6901335
◦ yr−1
ΩMs = 19.3413784
◦ yr−1.
In the above formulae, ΩE denotes the Earth’s sidereal rotation rate about its axis in
inertial space with an associated period of about one day, ΩM the rotation rate of the
Earth around the Sun with an associated period of about about one year, and ΩMa , ΩMp ,
ΩMs are associated to the Moon’s motion. More precisely ΩMa is the monthly rotation
rate of the Moon, here specifically equal to the anomalistic month, ΩMp is linked to
the precession of its perigee with an associated period of 8.85 years, and finally ΩMs
is linked to the precession of its node with an associated period of 18.6 years. These
new angles (ϕE, ϕM , ϕMa , ϕMp , ϕMs) are associated with conjugate momentum variables,
the so-called dummy action variables (IE, JM , JMa , JMp , JMs). The extended Hamiltonian
now reads
H(pρ, pΦ, pz, IE, JM , JMa , JMp , JMs , ρ,Φ, z, ϕE, ϕM , ϕMa , ϕMp , ϕMs) =
=
pρ
2
2
+
pΦ
2
2ρ2
+
p2z
2
+ V (ρ,Φ, z, ϕE, ϕM , ϕMa , ϕMp , ϕMs)
+ ΩEIE + ΩMJM + ΩMaJMa + ΩMpJMp + ΩMsJMs .
(6.1)
The final step to render the Hamiltonian autonomous is the introduction of the angle
ϕ = Φ−ΩEt, which corresponds to the longitude in an Earth fixed reference frame, prov-
ing convenient since the geopotential depends on this quantity. Through the canonical
transformation Φ = ϕ + ϕE, pΦ = pϕ, IE = JE − pϕ, the Hamiltonian (6.1) takes the
form
H ≡ H(pρ, pΦ, pz, JE, JM , JMa , JMp , JMs , ρ, ϕ, z, ϕE, ϕM , ϕMa , ϕMp , ϕMs) =
=
pρ
2
2
+
pϕ
2
2ρ2
+
p2z
2
− ΩEpϕ + V (ρ, ϕ, z, ϕE, ϕM , ϕMa , ϕMp , ϕMs)
+ ΩEJE + ΩMJM + ΩMaJMa + ΩMpJMp + ΩMsJMs .
(6.2)
Under the quadrupolar assumptions mentioned above, we have that VGEO is given by
VGEO = − µE√
ρ2 + z2
+
√
5C¯2,0µER
2
E
2(ρ2 + z2)3/2
− 3
√
5C¯2,0µER
2
Ez
2
2(ρ2 + z2)5/2
−
√
15µER
2
E
2(ρ2 + z2)3/2
(
1− z
2
ρ2 + z2
)(
C¯2,2 cos(2ϕ) + S¯2,2 sin(2ϕ)
)
,
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where C¯nm, S¯nm are the normalized spherical harmonic coefficients, defined as
C¯nm =
√
(n+m)!
2(2n+ 1)(n−m)! Cnm , C¯n0 =
1√
2n+ 1
Cn0 ,
S¯nm =
√
(n+m)!
2(2n+ 1)(n−m)! Snm , m > 0 .
We recall that the lunisolar perturbations are described by the following potentials:
VSun = −GmS
(
1
|r− rS| −
r · rS
|rS|3
)
and
VMoon = −GmM
(
1
|r− rM| −
r · rM
|rM|3
)
with the particle’s state vector given by
r =
 ρ cos Φρ sin Φ
z
 =
 ρ cos(ϕ+ ϕE)ρ sin(ϕ+ ϕE)
z
 ,
while rS and rM are the Sun and Moon state vectors, respectively. Their expressions can
be found in [54] and depend on (ϕM , ϕMa , ϕMp , ϕMs). We refer to [29] for full a complete
description of the equations of motion.
The solar radiation pressure energy potential under the cannonball approximation
reads as
VSRP = CrPr a
2
S
A
m
1
|r− rS|
with Cr the reflectivity coefficient, Pr = 4.56 × 10−6 Nm-2 is the radiation pressure for
an object located at aS = 1 AU, and A/m the area-to-mass ratio. We point out that
it is crucial to consider the Sun moving on an inclined ellipse for the SRP potential,
otherwise, as [71] remarks, having a fixed Sun-Earth distance in the estimation of SRP
can induce spurious long-period terms in eccentricity and inclination evolution.
To introduce epicyclic variables to study the motion at GEO, one needs to define the
geostationary radius. To this end we isolate the axisymmetric part of the geopotential,
that we write as
VGEO0(ρ, z) = −
µE√
ρ2 + z2
+
√
5C¯2,0µER
2
E
2(ρ2 + z2)3/2
− 3
√
5C¯2,0µER
2
Ez
2
2(ρ2 + z2)5/2
.
The angular velocity of an equatorial circular orbit at the distance ρ is given by
W (ρ) =
√√√√1
ρ
dVGEO0(ρ, z)
dρ
∣∣∣∣∣
z=0
.
The radius ρc at which W (ρc) = ΩE is the geostationary radius. The angular momentum
per unit mass of a particle in circular orbit at the geostationary radius is equal to pc =
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ΩEρ
2
c . We then call effective potential the quantity
VGEOeff =
p2c
2ρ2
+ VGEO0(ρ, z) .
The effective potential describes the epicyclic oscillations of particles in nearly circu-
lar orbits under the axisymmetric potential VGEO0(ρ, z) with (preserved) value of the
z-component of the angular momentum pϕ = pc. The radial and vertical epicyclic fre-
quencies are then κρ and κz, respectively, with
κρ =
√
d2VGEOeff
dρ2
, κz =
√
d2VGEOeff
dz2
.
This definition stems from the fact that setting ρ = ρc + δρ, and expanding VGEOeff up
to terms of second degree in δρ and z, we have
VGEOeff = const+
1
2
κ2ρδρ
2 +
1
2
κ2zz
2 + . . .
In a neighborhood of the geostationary radius, it is natural to define the displacement
δρ = ρ − rc, Jϕ = pϕ − pc. Expanding the Hamiltonian in δρ and Jϕ, we obtain from
(6.2):
H =
(
p2ρ
2
+
p2z
2
+
1
2
κ2δρ2 +
1
2
κ2zz
2
)
+ ΩEJE + ΩMJM + ΩMaJMa + ΩMpJMp + ΩMsJMs
+Hpert(Jϕ, δρ, ϕ, z, ϕE, ϕM , ϕMa , ϕMp , ϕMs)
with Hpert a polynomial in δρ, z, up to second degree in J
2
ϕ, and trigonometric in all the
angular variables.
We finally introduce the epicyclic action-angle variables (Jρ, ϕρ) and (Jz, ϕz) defined
as
δρ =
√
2Jρ
κ
sin (ϕρ) , z =
√
2Jz
κz
sin (ϕz) ,
pρ =
√
2κJρ cos (ϕρ) , pz =
√
2Jzκz cos (ϕz) ,
(6.3)
which lead to the following Hamiltonian
H(Jρ, Jϕ, Jz, JE, JM , JMa , JMp , JMs , ϕρ, ϕ, ϕz, ϕE, ϕM , ϕMa , ϕMp , ϕMs)
= κJρ + κzJz + ΩEJE + ΩMJM + ΩMaJMa + ΩMpJMp + ΩMsJMs + h.o.t ,
(6.4)
where h.o.t. denotes terms of order higher than 2 in the actions. From the Hamiltonian
(6.4) we understand the convenience of the epicyclic variables as action-angle variables,
since at the zeroth order, we have the integrable part depending just on the actions,
coupled with the associated frequencies of the angles. One can then study the dynamics
by applying the method of normal forms by Lie Series as done in [29] (see [22, 23, 33] for
further references).
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7. Onset of chaos in the conservative regime
The determination of the regular and chaotic behavior of space debris is nowadays of
seminal importance, since the different character of the dynamics might strongly con-
tribute whether to place a debris in a stable region or rather move it toward a chaotic
zone. In particular, inserting a space debris along the unstable manifold of an hyper-
bolic equilibrium point might allow to move the debris without too much effort toward
convenient regions, even possibly the graveyard zones. Hence, the transition from a
regular to a chaotic motion can be used to move the debris within different regions,
possibly paving the way to the design of disposal orbits. This is a focus topic, which cer-
tainly deserves dedicated studies. However, this analysis cannot be performed without
an accurate knowledge of the mechanisms leading to chaos, which will be summarized in
Sections 7.1-7.3.
In the past years much effort has been devoted to understand which are the most
important factors which contribute to the onset of chaos. Such analysis strongly depends
on the region where the debris is located, since - as we already mentioned - in LEO the
dissipative atmospheric drag plays a special role, in MEO lunisolar secular resonances
are particularly relevant, in GEO the effects of Sun, Moon and SRP strongly affect
the dynamics. On the other hand, the analysis depends also on the scale of time and
the orbital elements emphasized, since the overlapping of tesseral resonances leads to
a chaotic variation of the semimajor axis on a relatively short time (tens to hundreds
of days), while the eccentricity varies chaotically, as effect of the overlapping of secular
resonances, on a much longer (secular) timescale.
In this Section we review some of the main effects which contribute to the onset of
chaos. The list is not intended to be exhaustive, but rather to give an idea of how chaos
is generated or, maybe, could be even artificially induced.
7.1. Overlapping of tesseral resonances. As effect of the secular part Hsec, which is
dominated by a term of the order of magnitude of J2, the frequencies ω˙ and Ω˙ are not zero,
but rather they may be computed as a function of eccentricity and inclination by using
the relations (3.9). Since the geopotential is a sum of trigonometric terms depending on
the angle Ψnmpq = (n − 2p)ω + (n − 2p − q)M + m(Ω − θ), as noted in [10, 11], for a
specific resonance and for different values of the indexes, the angles Ψnmpq are stationary
at different locations, thus giving rise to a multiplet of resonances in which each resonance
is split. Taking advantage from the pendulum-like structure associated to each term of
the expansion, we can estimate the amplitude corresponding to the different components
of the multiplet. For a j : ` gravitational resonance, by retaining the Keplerian part, the
secular part and the resonant term corresponding to the q–th component of the multiplet,
we obtain the Hamiltonian function
Hj:`q = −
µ2E
2L2
+Hsec +Aq cs
(
`M + j(Ω− θ) + (`+ q)ω
)
, (7.1)
where Aq = Aq(L,G,H) is an explicit function of the actions and cs can be either cosine
or sine, as in (4.4).
Normalizing the units such that θ˙ = 1, then from the resonance relation and Kepler’s
third law, we obtain that the resonant value of the action L is Lres =
(
`µ2E
j
) 1
3
. Expanding
(7.1) around Lres up to second order, one is led to the pendulum–like Hamiltonian:
Hj:`q = α(L− Lres)− β(L− Lres)2 +Aq(Lres, G,H) cs
(
`M + j(Ω− θ) + (`+ q)ω
)
,
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Figure 1. Splitting and superposition of resonances: FLI for the 4:1
resonance for e(0) = 0.3, ω(0) = 0o, Ω(0) = 0o: i(0) = 32o (left); i(0) = 47o
(right). σ41 is the resonant angle (compare with [11]) and a is the semimajor
axis.
where
α ≡ µ
2
E
L3res
+
∂Hsec
∂L
(Lres, G,H, ω,Ω)
β ≡ 3µ
2
E
2L4res
− 1
2
∂2Hsec
∂L2
(Lres, G,H, ω,Ω) .
As shown in [11], the resonant island associated to the q–th component of the j : `
resonance has the semi-amplitude ∆aq given by
∆aq =
1
µE
(2Aq
β
+ 2Lres
√
2Aq
β
)
.
On the basis of the above formula, we proceed to measure the amplitude of the resonant
island associated to each component of the multiplet. When such width is larger than
the distance between nearby resonances, then we have a splitting phenomenon, otherwise
we have a superposition of resonances with a consequent onset of chaotic motions. An
example of splitting and superposition of resonances is given in Figure 1, where the
Fast Lyapunov Indicator (see the Appendix for details) is computed for discriminating
between regular and chaotic motions.
We remark that the onset of chaos due to overlapping of resonances can also be gen-
erated by changing the orbital elements, most notably the eccentricity, the inclination,
the argument of perigee and the longitude of the ascending node.
7.2. High area-to-mass ratio objects. Objects with high area-to-mass ratios have
been discovered in the early 2000s ([67]); they exhibit a peculiar behavior, and are sus-
pected to come from thermal insulation layers ([51]).
We can write the potential associated to the SRP as
VSRP = CrPra
2
S
A
m
1
|r− rS|
= CrPra
2
S
A
m
1
rS
∞∑
j=1
(
r
rS
)j Pj(cosQ) , (7.2)
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Figure 2. FLI for the 1:2 resonance, under the effects of the geopoten-
tial and SRP, for i(0) = 0o, e(0) = 0.25, ω(0) = 0o, Ω(0) = 0o: A/m =
0 [m2/kg] (top left); A/m = 1 [m2/kg] (top right); A/m = 5 [m2/kg] (bot-
tom left); A/m = 20 [m2/kg] (bottom right). σ12 is the resonant angle
(compare with [12]) and a is the semimajor axis.
where we denoted by Q the angle between the Sun and the geocentric radius of the
debris. The position of the Sun is taken from [54], and normalized with respect to the
geostationary distance aGEO = 42 164.17 km as well as with a unit of time τ chosen
such that the period of the Earth’s rotation becomes equal to 2pi. Next, we compute
the expansion of (7.2) up to third order in the Legendre polynomials, we neglect terms
with coefficients less than a specific error, and we average over the mean anomaly. The
resulting expression of the approximate form of VSRP is the following ([12]):
V appSRP = −a e
A
m
(
− 4.838 10−7 sin(−0.00546061 θ + ω)
− 4.836 10−7 sin(−0.00546061 θ + ω)− 0.000028751 sin(−0.0027303 θ + ω)
+ 1.239 10−6 sin(0.0027303 θ + ω) + 5.425 10−6 cos(−0.0027303 θ + ω)
+ 1.141 10−7 cos(ω + 0.0027303 θ)
)
.
We report in Figure 2 the FLI plots for the 1:2 resonance, under the effects of the
geopotential and SRP for different values of A/m. Increasing the area-to-mass ratio, one
gets a web of resonances which give rise to a large chaotic region covering an area of several
hundreds kilometers. Extensive studies related to the dynamics of high area-to-mass ratio
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geosynchronous space debris may be found in various papers (see [50, 71, 72, 73, 74] and
references therein). We mention that the long–term evolution of space debris under
various effects, including the solar radiation pressure, was investigated in [9].
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Figure 3. The effect of the resonance 2ω˙ + Ω˙ = 0. Left panel: the
maximum eccentricity reached in 200 years (color bar), as a function of
the initial longitude of the ascending node Ω and the argument of perigee
ω. The semimajor axis is a = 26 520 km and the initial conditions are
e(0) = 0.05122 and i(0) = 56o at the initial Epoch J2000 (January 1,
2000, 12:00 GMT). The green–black circles represent the orbits analyzed
in Figure 4. Middle panel: same conditions as for the left panel, but ΩM
is considered constant. Right panel: bifurcation of equilibria, as shown
by the one–degree–of–freedom toy model obtained from the Hamiltonian
(4.13), after passing through a canonical transformation to the resonant
variables, averaging the resulting Hamiltonian over the non–resonant angle
and taking ΩM constant (see [14]). The phase space portrait is obtained
for the same value a = 26 520 km of the semimajor axis as for the left and
middle panels.
7.3. Lunisolar secular resonances. By shaping the long–term dynamics of satellites
and space debris, lunisolar secular resonances play an essential role in designing the
end-of-life disposal strategies. An extensive literature is devoted to the study of various
disposal scenarios for the GNSS constellations, by evaluating the effects induced by the
secular resonances (see [1, 18, 21, 61, 65, 66] and references therein). It is beyond the
scope of this paper to recall these strategies, but rather we focus on some dynamical
features of the secular resonances. More precisely, we discuss some aspects concerning
the eccentricity growth, the overlapping of secular resonances, and the bifurcation of
equilibria, by highlighting their effects on the long–term complex evolution of the medium
Earth orbits.
Usually, in studying end-of-life disposal strategies, one investigates the eccentricity
growth of the orbits located at several hundreds kilometers from the nominal constel-
lation, as a function of the initial phase angles Ω and ω, and over a given interval of
time of about 200 years (see [1, 59, 61, 66]). The left panel of Figure 3 is an eccentricity
growth map, obtained by propagating the initial conditions a = 26 520 km, e = 0.05122,
i = 56o for a large variety of initial orientation phases, and recording the maximum value
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Figure 4. Integration of the two orbits highlighted in the left panel of
Figure 3 (green-black circles). The initial phase angles are ω(0) = 190o
and Ω(0) = 140o for the top panels and, respectively, ω(0) = 30o and
Ω(0) = 250o for the bottom plots. The other data are a = 26 520 km,
e(0) = 0.05122, i(0) = 56o. The results obtained by using the Hamiltonian
(4.13) are represented with the red color, while the black color is used for
the Cartesian model, which includes the Earth’s gravity harmonics up to
degree and order n = m = 3, the attraction of the Sun and Moon, as well
as the influence of the solar radiation pressure with A/m = 0.01 m2/kg.
The horizontal line in the middle bottom plot indicates the eccentricity
value leading to re-entry.
of eccentricity computed for each orbit. We stress that Figures 3 and 4 may be consid-
ered as an application for the BeiDou constellation, since we used the same value of the
semimajor axis as that suggested in [1] (see Table 2) for the eccentricity growth scenario.
However, our intention is not to discuss the possible disposal scenarios, but rather to
interpret the eccentricity growth maps from the viewpoint of nonlinear dynamics.
The middle panel of Figure 3 is obtained by considering ΩM as a constant, while the
other conditions are the same as for the left plot of Figure 3. Comparing the left and
the middle panels of Figure 3, it is clear that the regression of the lunar nodes has a
great influence in shaping the long-term dynamics of medium-Earth orbits. As it was
pointed out in [25, 60], the motion of the lunar nodes is responsible for the existence of a
stochastic web with possible overlapping resonances, thus provoking the onset of chaos.
However, concerning the growth in eccentricity, the middle panel shows that this phe-
nomenon could be explained as an effect of the single resonance 2ω˙ + Ω˙ = 0. Along this
line, we represent in the right plot of Figure 3 the phase portrait of the one-degree-of-
freedom toy model obtained as follows. We consider the 2-dimensional, non-autonomous
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Hamiltonian (4.13); after implementing a canonical transformation to pass to resonant
variables, we average the Hamiltonian over the non-resonant angle and then we take
ΩM as constant. The resulting Hamiltonian, to which we refer as the toy model, has
one degree of freedom (compare with [14, 15]). Beside the eccentricity growth, this toy
model shows another phenomenon, namely the bifurcation of equilibria. The right plot
of Figure 3 shows two kinds of equilibrium points, the first one at high eccentricities
(for 2ω + Ω = 360o k, k ∈ Z), and the other one at relatively small eccentricities (for
2ω + Ω = 180o + 360o k, k ∈ Z). An initial condition taken inside the libration region
corresponding to the equilibrium located at high eccentricities leads to a large excursion
in eccentricity and to a slow change of the resonant angle around 360o k, k ∈ Z. On the
contrary, inside the libration region corresponding to the other equilibrium point, one has
smaller excursions in eccentricity, while the resonant angle varies around 180o + 360o k,
k ∈ Z.
The dynamical picture described above, predicted by an integrable toy model, could
be considered as starting point for understanding the evolution of real orbits. When
the two degrees of freedom non–autonomous Hamiltonian (4.13) is considered, then the
complexity of the model increases; for example, the phase space becomes four dimen-
sional, the secular resonances can overlap, the orbital elements may vary chaotically, the
libration regions occupy different zones of the phase space. However, by analysing the
eccentricity growth map shown in Figure 3, we can identify the two kinds of libration
regions predicted by the toy model. Figure 4 shows the evolution of two sample orbits,
represented by the green–black circles in Figure 3. The orbit analysed in the top panels
of Figure 4 is located inside the libration region that leads to small variations of the
eccentricity and oscillations of the resonant angle around 180o. The other orbit is inside
the libration region which leads to large excursions in eccentricity, while the resonant
angle varies around 360o. As it was stressed above, the variation of orbital elements is
not regular due to the overlapping of resonances.
As a final remark, we mention that the results obtained by using the Hamiltonian
(4.13) are validated in Figure 4 by a comparison with the model developed in Cartesian
coordinates (see Section 2) that includes the geopotential, the gravitational attraction of
Sun and Moon and the solar radiation pressure.
8. Dissipative effects: the atmospheric drag
Above 50 km from the Earth’s surface the density of the atmosphere can be assumed
sufficiently low to be approximated as laminar air currents. Assuming that the atmo-
sphere corotates with the Earth (i.e., disregarding the effect of winds), neglecting the
thermal motion of molecules and considering just accelerations in the direction of the
satellite velocity vector, the acceleration of the satellite due to atmospheric drag can be
modeled as
ad = −CD
2
ρ(|r|)A
m
r˙′2
r˙′
r˙′
,
where r˙′ is the velocity of the satellite relative to the particles with norm r˙′, say
r˙′ = r˙− ωE ∧ r
with ωE = ωEe3 the angular velocity of the Earth and where the coefficient CD can be
assumed within 2 ≤ CD ≤ 2.5, where CD = 2.2 holds for spherical satellites. Notice that
ωE ∧ r = −ωEye1 + ωExe2 ,
r˙′2 = (r˙− ωE ∧ r) · (r˙− ωE ∧ r) = |r˙|2 − 2(ωE ∧ r) · r˙ + |ωE ∧ r|2
= (x˙2 + y˙2 + z˙2)− 2ωE(xy˙ − x˙y) + ω2E(x2 + y2) .
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The density can be assumed to vary with the altitude above the surface, say h = |r|−RE;
one can use the barometric formula:
ρ(h) = ρ0 e
−h−h0
H0 ,
where ρ0 is the density at the reference altitude h0 and H0 is the scaling height at h0.
Reference empirical values are given in Table 3 ([49]).
Altitude h0 (km) Atm. scale height H0 (km) Mean density ρ0 (kg/m
3)
0 8.4 1.2
200 37.5 2.53 · 10−10
400 58.2 2.72 · 10−12
600 74.8 1.04 · 10−13
800 151 9.63 · 10−15
1000 296 2.78 · 10−15
1250 408 1.11 · 10−15
1500 516 5.21 · 10−16
2000 829 −
Table 3. The atmospheric scale height and the mean density as a function
of the altitude.
In order to get the equations for (L,G,H,M, ω,Ω) including the effect due to the
atmospheric drag, we can use the derivatives
L˙ =
∂L
∂a
a˙
G˙ = L˙
√
1− e2 + ∂G
∂e
e˙
H˙ = G˙ cos i−G sin i di
dt
,
where, taking the average of the dissipative contribution over the mean anomaly (see
[17]), we obtain:
a˙ = − 1
2pi
∫ 2pi
0
Bρv
a
1− e2
[
1 + e2 + 2e cos f − ωE cos i
√
a3(1− e2)3
µE
]
dM ,
e˙ = − 1
2pi
∫ 2pi
0
Bρv
[
e+ cos f − r
2ωE cos i
2
√
µEa(1− e)2
(
2(e+ cos f)− e sin2 f
)]
dM ,
di
dt
= 0 , (8.1)
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where f is the true anomaly, p = a(1 − e2), ωE is the Earth’s rotation rate, ρ the
atmospheric density, B = CD
A
m
is the ballistic coefficient and the satellite’s velocity
relative to the atmosphere is given by
v =
√
µE
p
(1 + e2 + 2e cos f)
(
1− (1− e
2)
3
2
1 + e2 + 2e cos f
ωE
n∗
cos i
)
,
where n∗ is the mean motion of the satellite.
Remark 6. i) The equations (8.1) are averaged over M and therefore M˙ does not
appear.
ii) To simplify the computations of the averages, one can expand the arguments in
the integrals in Fourier series of M .
iii) The dissipative parameter is played by Bρ, where CD ∼ O(1), ρ ∼ 10−10 or
even smaller (A
m
is a conservative parameter). If B = 0, then the system is
conservative.
iv) The dissipative effect influences just a˙, e˙ and not the other variables (in particular
the angle variables).
9. Minor effects
Beside the geopotential, lunar and solar attractions, and the solar radiation pressure,
there exists a number of effects of less entity, which however should be considered when
computing the long-term behavior of space debris. Below is a partial list, which is
definitely not exhaustive, but it might serve as an indication of some minor effects in
space debris dynamics.
(1) Equinoctial precession of the Earth: due to this effect, the longitude of the equinox
changes with respect to the ecliptic by 0.013845o/yr. Hence, the Earth-centered
reference frame is non-inertial and this induces a long-period variation of the
orbital elements, especially close to the stable and unstable equilibria ([5]).
(2) Earth’s shadowing effects, which are taken into account at each revolution by
computing the non-singular mean longitude at shadow entry and at shadow exit.
The successive eclipses produce a fluctuation in the solar radiation caught by the
debris ([26, 34, 72]).
(3) Poynting-Robertson drag which, beside the solar radiation pressure, includes a
dissipative contribution, whose effect is relevant on long time scales and for specific
values of the orbital elements ([52]).
(4) Ocean tides, which induce a time variation of the spherical harmonic coefficients
Cnm, Snm of the geopotential (see [17]).
(5) Terrestrial tides, which provoke a time variation of the spherical harmonic coeffi-
cients as given in [58], see also [17].
(6) Yarkovsky effect, which is a thermal force affecting the orbit of the debris.
(7) Earth’s radiation pressure emitted from the Earth with two components: the
infrared and the optical radiation.
(8) Relativistic effects, inducing a relativistic acceleration on the satellite, which is
composed by several factors, like the spherical central body term and its oblate-
ness correction, the geodesic precession, the relativistic rotational energy and the
Lense-Thirring acceleration.
(9) Planetary forces, which are relevant at high altitudes, especially in GEO and for
external resonances.
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10. Conclusions
The awareness that space debris can produce serious concerns for Earth orbiting satel-
lites has increased the interest toward the dynamics of small objects orbiting our planet.
The models describing the dynamics vary according to the altitude of the space debris.
For this reason it is essential to understand where the object is located and which are the
main forces acting on it. Once the model is defined, one can proceed to investigate the dy-
namics using the appropriate formulation: Cartesian, Delaunay, Milankovitch, epicyclic
variables. A special role is played by resonances which are of different type: tesseral, sec-
ular and semi-secular resonances. This classification leads to highlight different factors
which contribute to the onset of chaos as some parameters are varied.
The overlapping of tesseral resonances is a well-known source of chaos, which might
be obtained by a change of the orbital parameters, in particular the inclination and/or
eccentricity, or rather by increasing the area-to-mass ratio of the space debris. This result
leads to design possible disposal strategies, which are reminiscent of the methods for
describing interplanetary trajectories by using low-energy orbits: whenever the change
of parameter generates chaos, one can move the space debris within different regions.
Another important role in designing disposal orbits is played by lunisolar resonances,
especially within the GNSS constellations. Remarkable effects due to such resonances
are the growth of the eccentricity or the appearance of bifurcations of equilibria, as it
can be deduced from the analysis of the averaged Hamiltonian.
The success of using analytical tools to justify unusual phenomena or to foresee the
dynamics motivates this work, which collects all major formalisms for the study of space
debris dynamics and hopefully it will serve as reference for future developments.
Appendix: Chaos Indicators
In order to investigate the stability of the dynamics, several tools have been introduced.
Among them, the most familiar one is the Lyapunov characteristic exponent ([6]). How-
ever, for our particular needs, it is more convenient and useful to compute a quantity
called the Fast Lyapunov Indicator, hereafter FLI ([28]). Here we briefly recall how these
quantities are defined.
The Lyapunov characteristic exponent provides evidence of the chaotic character of
the dynamics of a given dynamical system, since it measures the divergence of nearby
trajectories. For a phase space of dimension N , there exist N Lyapunov exponents,
although the largest one is the most significative and is what we refer to as the Lyapunov
exponent. This is due to the exponential rate of divergence, so that the greatest exponent
dominates the overall separation.
A practical procedure to compute the Lyapunov exponents is the following ([4]): let
ξ = (L,G,H, `M − jθ, ω,Ω) be the phase state associated with the Hamiltonian, e.g.
(4.5). We can generically denote the evolution in phase space as determined by the
vector field
ξ˙ = f(ξ) , ξ ∈ R6 ,
and the evolution on the tangent space by the corresponding variational equations
η˙ =
(
∂f(ξ)
∂ξ
)
η , η ∈ R6 .
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We can assign the initial conditions by choosing ξ(0) and each component of η(0) =
ηj(0) eˆj in a basis eˆj of the tangent space. Then, we can compute the quantities
χj ≡ lim
t→∞
lim
||η(0)||→0
1
t
log
|ηj(t)|
|ηj(0)| , j = 1, ..., 6 ,
where ‖ · ‖ denotes the Euclidean norm. When dealing with a Hamiltonian dynamical
system only N/2 of the χj are actually meaningful, so in our case we would have three
exponents. In view of the exponential rate of divergence, we can concentrate on the
greatest of them and estimate it by means of the formula
χ ≡ lim
t→∞
1
t
log
||η(t)||
||η(0)|| ,
where ||η(t)|| is the phase-space distance at time t between trajectories at initial distance
||η(0)||. In practice, to overcome overflows, this procedure is implemented by dividing
the whole time-span t into a set of sampling times τ and renormalizing the solution
||η(nτ)||, n = 1, 2, ... at each sampling time ([6]).
In order to investigate the stability of the dynamics for the models described in the
previous sections, we prefer to compute the Fast Lyapunov Indicator, which is defined
as the value of the largest Lyapunov characteristic exponent at a fixed time (see [28]).
By comparing the values of the FLIs as initial conditions or parameters are varied, one
obtains an indication of the dynamical character of the phase-space trajectories as well
as of their chaoticity/regularity behaviour. The explicit computation of the FLI proceeds
as follows: the FLI at a given time T ≥ 0 is obtained by the expression
FLI(ξ(0), η(0), T ) ≡ sup
0<t≤T
log ||η(t)|| .
In practice, a reasonable choice of T makes faster the computation of the FLI when
compared with previous expressions for the χ’s where, in principle, very long integration
times are required to obtain a reliable convergence process.
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