Abstract. This contribution wishes to argue in favour of increased interaction between experts on finite monoids and specialists of theory of computation. Developing the algebraic approach to formal computations as well as the computational point of view on monoids will prove to be beneficial to both communities. We give examples of this two-way relationship coming from temporal logic, communication complexity and boolean circuits. Although mostly expository in nature, our paper proves some new results along the way.
Introduction
This paper is an invitation to members of the semigroup community to increase their interaction with colleagues working in the theory of computation. We are convinced that computational theorists generate ideas that can be extremely profitable in the study of semigroups and that, in turn, semigroup theorists can adapt their techniques to problems in theoretical informatics. Increased collaboration will be beneficial to both groups.
Our first point is that the notion of formal computation is fascinating both from a strictly mathematical point of view and also from an epistemological one. Investigations of computational issues give rise to questions that satisfy the most demanding criteria of mathematical "beauty" and "elegance". The bonus is that it is not so far-fetched to view the human brain as a computational device so that our whole understanding of the universe is mediated through some sort of "computation".
Since Gödel and Turing, formal computations have been recognized as legitimate objects of investigations and their theory serves as the foundations of computer science (which could hardly be called a "science" if this theory did not exist). This last fact is recognized by granting agencies all over the world and computation theorists are certainly among the mathematicians with the easiest access to funding. The idea of computation is now being exported to other scientific disciplines: one can for instance argue that bioinformatics is an attempt to view DNA as a "computer" and exploit this perspective. This will be much more fundamental to the development of bioinformatics than the strict usage of gigantic computing power to handle massive sets of data.
Our second point is that semigroup theory could and should be among the areas of classical mathematics that have the most to say about computations, just like logic, probability and combinatorics. Looking at finite semigroups as computational devices that recognize languages has proved to be extremely fruitful both for the semigroup community and for the formal language community and it is fair to say that no one doing research on finite semigroups can ignore their computational flavour. Moreover, all computer science students are introduced to formal computations via the deterministic finite automaton model, which is close enough to a finite semigroup that we can disregard the distinction. Unfortunately, this association is short-lived: theoretical computer science quickly abandons the DFA model to study more general devices and the major conferences in the field hardly have any contributions dealing with questions on finite automata. Similarly, semigroup theory does not seem to have much interest in facing the mathematically difficult challenges arising from computations.
Our last point is that this state of affairs could and should change. Semigroups constitute the most natural computation devices and our community should explicitly include in its mission the development of algebraic tools that can be used in the investigations of computations. Semigroup theorists can both benefit and contribute by increasing their interaction with theoretical computer scientists.
In this paper, we will sketch three areas where such interaction has proved fruitful: temporal logic, communication complexity and boolean circuits. In these (very incomplete) notes we will try to point out both the gains in our understanding of semigroups as well as the new light brought from algebra to computation theorists. As will be seen, key questions are still open and there is great potential for creative members of our community to impact non-trivially on a mathematical area of prime importance. We generally follow standard notation as can be found e.g. in [19, 20] and, unless specified otherwise, we refer the reader to that book for notions that are not explicitly defined here.
Temporal Logic and Block Products
Temporal logic (TL) is a formalism commonly used to analyze behaviours of dynamic processes [12] . We will consider this framework in the context of finite strings. The seminal work of Kamp [15] established that a language can be described by a TL formula if and only if it is star-free, i.e. if and only if its syntactic monoid is aperiodic. A small fragment of the full logic was algebraically analyzed in [11] and complete algebraic characterizations of the levels of the natural TL hierarchies were given in [35, 34] . In this section, we outline the approach of [34] and show how it impacts on our understanding of monoids.
The key link between two-sided temporal logic and finite monoids rests on the notion of block-product first introduced in [24] . The block product of two monoids S and T , denoted S T is a two-sided version of the wreath product: its underlying set is S T ×T × T with the multiplication given by
where g : T × T → S is given by g(x, y) = f 1 (x, t 2 y)f 2 (xt 1 , y).
As we shall see the investigations on temporal logic have shed new light on this operation. We begin by giving a congruence description of block products, based on [32] .
Let M be a finite monoid and A a finite alphabet. We define a congruence on A * by letting x ≡ M,A y if and only if φ(x) = φ(y) for any morphism φ : A * → M . We will usually abbreviate this as ≡ M when the alphabet used is clear from context. It is easy to see that ≡ M is the coarsest congruence on A * such that A * / ≡ M belongs to the variety generated by M . We next describe the congruence ≡ S T on A * : we set x ≡ S T y if and only if x ≡ T y and h(x) ≡ S h(y) where
and h(y) are therefore words over the alphabet A * / ≡ T ×A × A * / ≡ T ). We leave it as an exercise to verify that indeed x ≡ S T y if and only if φ(x) = φ(y) for every morphism A * → S T . As usual, we extend the operation to varieties by defining V W = {M : M ≺ S T for some S ∈ V and T ∈ W}. In view of the above, A * /α ∈ V W if and only if α ⊇≡ S T for some S in V and T in W. A well known result about block product decompositions is that the variety A of aperiodic monoids is the smallest variety satisfying V = J 1 V, where J 1 is the variety of semilattices.
It was immediately noticed that is not associative and that in general (U V) W U (V W) but only the second type of bracketing (the "stronger" one) was ever considered before [29] . In that paper, it was established that the first bracketing is the one to be considered in relation to temporal logic.
In [33] , using Ehrenfeucht-Fraissé games, Thérien and Wilke showed that a language can be decribed in so-called unary temporal logic (UTL) iff its syntactic monoid belongs to the variety DA. Later building on the work of [34] , Straubing and Thérien [29] proved that DA is in fact the smallest variety satisfying V = V J 1 . This induces a parametrization for DA as
We now proceed to show that this parametrization actually corresponds to the natural parametrization of UTL.
In (two-sided) unary temporal logic, formulae are constructed using subsets of the alphabet A, Boolean connectives and the temporal operators Eventuallyin-the-future and Eventually-in-the-past . These formulas are interpreted at positions in strings according to the following rules. Let x = x 1 . . . To describe languages, we use formulas which are Boolean combinations of subformulas, each of which has either or as top level operator. Note that consequently, if B ⊆ A, the subformula B by itself is not associated to a language. To associate languages to formulas, we proceed by extending the above semantics to include: (x, 0) |= φ if and only if there is 0 < j ≤ n such that (x, j) |= φ; (x, n + 1) |= φ if and only if there is 1 ≤ j < n + 1 such that (x, j) |= φ;
and we define L( φ) = {x : (x, 0) |= φ} and L( φ) = {x : (x, n + 1) |= φ}. Boolean operators have their natural meaning. For example, note that we have:
The natural parametrization of UTL is in terms of the number of nested and appearing in a formula. Let us denote by UTL k the class of languages that can be described by a UTL formula in which at most k / operators appear nested one inside the other.
Proof. We only sketch the argument as it relies heavily on material already presented in [34] . For k = 1, it is well-known that a language has its syntactic monoid in DA 1 = J 1 iff it is a boolean combination of sets of the form A * BA * with B ⊆ A, and these are easily seen to be exactly what can be expressed with UTL formulas of depth 1. Furthermore, one can assume that the only temporal operator occuring in these formulas is (or symmetrically ). For k > 1, in one direction it is enough to show that [x] ≡S T can be expressed by a formula of depth k when S ∈ DA k−1 and T ∈ J 1 . The non-trivial part is to show that L = {y ∈ A * : h(y) ≡ S h(x)} has the property. By the induction hypothesis, there is a formula φ of depth k − 1 on the alphabet
≡T ) in φ can be replaced by the subformula a ∧ φ 1 ∧ φ 2 , where φ 1 describes [u] ≡T using only and φ 2 describes [v] ≡T using only, to yield a formula of depth k which can be checked to describe L.
For the converse, let φ be a UTL formula of depth k. Let us write x ≡ k y to denote the fact that x and y are congruent in the free A-generated monoid of DA k . We need to show that x |= φ iff y |= φ. Let φ 1 , . . . , φ s be the maximal subformulas of depth 1 that appear in φ. We observe the following:
This means that the following process is well-defined; replace in φ every occurrence of φ j by the set
This yields a formula ψ of depth k − 1 over the new alphabet and it can be shown that x |= φ iff h(x) |= ψ; by the induction hypothesis, h(x) ≡ k−1 h(y) implies h(x) |= ψ iff h(y) |= ψ, and this in turns implies y |= φ.
In the full temporal logic one also uses the binary temporal operators Until and Since. In the previous theorem, we proved that the nesting of and operators in temporal logic was tightly related to forming block products with J 1 on the algebraic side; similarly, the nesting of Until and Since operators can be shown to be in correspondence with block products involving the variety R 1 ∨ L 1 defined by the equations x 2 = x and xyxzx = xyzx. It can further be shown that any TL formula is equivalent to one in which no / operator appears in the scope of an Until or a Since. This has the remarkable algebraic consequence that
we have the following:
All varieties of the form DA k and V k are known to be decidable [34] but the decision procedures based on the category approach (see [36, 32] ) are terribly inefficient. In view of the connection between these varieties and the natural hierarchies appearing in temporal logic, we suggest it is an important question to design better algorithms to test membership for these varieties.
We close this section by observing the following. R 1 and L 1 both have the property that their closure under weakly bracketed iterated block product is equal to A, the variety of aperiodic monoids. These are the only two minimal varieties with this property; this follows from the easily proved fact that (DA G) (J G) = DA G, where J is the variety of J-trivial monoids and G is the variety of all groups.
Communication Complexity
We refer the reader to the book of Kushilevitz and Nisan [16] for a fascinating introduction to communication complexity and its countless applications to computation theory.
In the classical communication complexity model, two players, Alice and Bob, wish to collaborate to compute a function f (x, y). Alice is given x ∈ X while Bob is given y ∈ Y and we assume that they each have unlimited computing power. In order to compute f , Alice and Bob exchange information according to some fixed, previously agreed upon protocol and the last bits exchanged should encode f (x, y). The communication complexity of f , denoted D(f ) is the worstcase number of bits exchanged on any pair (x, y) ∈ X ×Y when using an optimal protocol. The model can also be used to study functions f : A n → B which are not explicitly given as functions of two variables: for any partition of the n inputs into two sets, we can naturally view f as a function of two inputs and we choose a partition that maximizes the complexity of the ensuing communication problem. In other words, we assume that the input is split in a fixed but adversarial way between Alice and Bob. In general, we will look at the communication complexity of f : A * → B and thus consider D(f ) : N → N as a function of the input length and study its asymptotic behaviour.
Specifically, we will consider the problem of computing multiplication in some finite monoid M : Alice and Bob receive n elements m 1 , m 2 , . . . , m n and their goal is to compute their product in M . In this case, the most unfavorable input partition is easily seen to be that where Alice is only given the odd-indexed m i while Bob receives the even-indexed m i (or vice versa). We denote by D(M ) the communication complexity of this problem.
We will also consider two variants of this model. In the simultaneous model, no interaction is allowed: Alice and Bob both send a message to some trusted referee having no access to the input and who must be able to deduce the value of f based solely on the communication that he received. In the probabilistic model, we assume that each player has access to a private source of random bits and require that the result of the protocol be correct with probability at least 3/4 for any input. We denote by D (M ) and R(M ) respectively, the simultaneous and probabilistic communication complexity of computing multiplication in M .
It can easily be verified that for any increasing f : N → N, the class {M :
} forms a variety and similarly for D (M ) and R(M ). Surprisingly, there are very few (distinct) such varieties and the question was completely resolved in [31] . Let Com denote the variety of commutative monoids, DO be the variety of monoids whose regular D-classes form orthodox subsemigroups, V = DO ∩ Ab the variety of monoids in DO whose subgroups are all Abelian and W the variety of monoids in DO satisfying exwyf = ewxyf = exywf for any x, y and any idempotents e, f with e ≤ J w and f ≤ J w.
Proof. We know that W is contained in DO and if u, v are elements of a subgroup of M with identity e = u ω = v ω , then by definition of W, we have uv = euve = evue = vu.
These four varieties suffice to characterize the deterministic, probabilistic and simultaneous communication complexity of any finite monoid: otherwise.
In turn, this theorem yields tight bounds on the communication complexity of any regular language in each of the three models and these results help explain why certain regular languages have historically been key examples in communication complexity. Such insight on these models would not have been possible without the use of semigroup theoretic ideas.
The variety W is not so well-known but Theorem 3 establishes its computational significance. We provide next some characterizations of it.
For a word u ∈ A * and a letter a ∈ A, we denote by |u| a the number of occurrences of a in u and by α t (u)
-|x| a ≡ |y| a (mod p) for each a ∈ A; -α t (x) = α t (y) and for any factorization x = x 0 ax 1 with |x 0 | a < t (resp. |x 1 | a < t) there exists a factorization y = y 0 ay 1 with α t (x 0 ) = α t (y 0 ) and
Let T t denote the aperiodic monoid with a single generator and satisfying m t+1 = m t . We now define x ≡ ℓ1 Acom,t y if x ≡ Tt y and for every
there is a factorization y = y 0 ay 1 with y 0 ≡ Tt x 0 and y 1 ≡ Tt x 1 .
We denote ℓ1 A com the variety of monoids that divide some A * / ≡ ℓ1 Acom,t . Our presentation of this congruence and our choice of notation stresses that these are exactly the monoids dividing the block product of a locally trivial category and a commutative aperiodic monoid (see e.g. [21] ).
Lemma 2. The following are equivalent for a monoid M :
Proof. 1 ⇔ 2 is immediate from our definition of W and 2 ⇔ 3 is a straightforward exercise. Note that 3 is most useful to obtain the upper bounds on D (M ) and R(M ) for M ∈ W while the identities of 2 are central to the lower bound arguments for M ∈ W.
It is quite obvious from the definition of ≈ t,p that W is the join of Ab with an aperiodic variety parametrized by ≈ t,1 . The link to ℓ1 A com stems from the simple observation that x and xa (or ax) are T t -equivalent if and only if |x| a ≥ t.
A tricky multiparty extension of the above communication complexity model was proposed by [9] : k parties now wish to compute f (x 1 , x 2 , . . . , x k ) with player P i having access to all the inputs except x i . There is a large overlap in the information held by each player as any input is available to all but one party. Here also, the players exchange information according to some fixed protocol, the last bits of which are f (x 1 , x 2 , . . . , x k ). For k = 2, this model is equivalent to the classical two-party model described above and more generally we denote by D k (f ) the k-party communication complexity of f . For a monoid M , we denote D k (M ) the k-party complexity of computing the product m 1 m 2 . . . m n when m j is unknown to the i th party for j ≡ i (mod k). It can easily be verified that D k+1 (M ) ≤ D k (M ) and this difference can be dramatic as the next example shows: Example 1. Consider the R-trivial, idempotent monoid R 1 = {1, a, b} with multiplication given by xy = x for any x = 1. Evaluating the product m 1 m 2 . . . m n boils down to deciding whether the first m i which is not 1 (if any) is equal to a or b and one can use this observation to get: D 2 (R 1 ) = Θ(log n). On the other hand, if m t is that first non-identity element in the sequence, three players can figure out its value as follows: each player in turn tells his partners whether the first non-identity m i that he has access to (if any) is a or b. Two of the three players do have access to m t and will thus send the correct value while the other player might err. Thus five bits of communication will suffice (an extra two bits is needed to verify that some m i is not 1) to evaluate the product, regardless of input length. For a group G, we have
There is only little known, however, about the varieties U k = {M : D k (M ) = O(1)} for specific k. Since the case of groups is completely resolved, we focus on the aperiodic case: from the previous theorem, U k ∩ A ⊆ DA and we have seen that the variety of aperiodic monoids with bounded 2-party communication complexity is A Com . These investigations have led us to propose a new parametrization of DA via congruences as follows: for any s ≥ 1 and t ≥ 1 we define ∼ s,t on A * . First, for any t, we let x ∼ 1,t y for all x, y. Then recursively, we define x ∼ s,t y for s ≥ 2 if and only if 1. x ∼ s−1,t y; 2. α t (x) = α t (y); 3. For all x = x 0 ax 1 and y = y 0 ay 1 with |x 0 | a = |y 0 | a ≤ t, we have x 0 ∼ s−1,t y 0 and x 1 ∼ s−1,t y 1 ;
4. For all x = x 0 ax 1 and y = y 0 ay 1 with |x 1 | a = |y 1 | a ≤ t, we have x 0 ∼ s−1,t y 0 and x 1 ∼ s−1,t y 1 .
The following basic facts can be obtained The first statement is trivial, while the second follows by observing that ∼ 3,t =≈ t,1 . We will not explicitly prove the other two but mention that (3) can be proved by adapting the arguments of [33] . Finally, the upper bound of (4) is based on an iterative use of the trick described in Example 1 and its optimality is unresolved although we conjecture: This is easily shown to hold for k = 2 (see Theorem 3) and some very nice lower bounds of [22] can be exploited to show that any aperiodic monoid outside ℓ1 A com has 3-party communication complexity at least Ω(log log log n). The conjecture is still open for any k ≥ 4 and we believe that any progress on it first necessitates a better description of the varieties
For instance, we do not know how this parametrization of DA relates to the one given in Section 2 or whether a simple algebraic operation relates F k+1 and F k . Answering these questions and possibly obtaining identities that characterize F k are crucial to identify specific monoids for which we will later need to prove communication complexity lower bounds (note that the latter is probably quite difficult however). The multiparty communication model has very nice properties and its applications to other areas of theoretical computer science are numerous [16] , yet our understanding of its power is quite limited. The above conjecture would constitute a very nice first step in changing this state of affairs and we believe that it provides equally challenging problems to semigroup theory and to computation theory. Furthermore, as we shall see in the next section, bounds on the communication complexity of monoids can help us understand their limitations as computational devices.
Boolean Circuits
Because of their simplicity, circuits provide an intuitively appealing model to analyze computations [27, 37] . For our purposes, we will formalize the model of n-input circuits over the alphabet A as follows: the circuit consists of a directed acyclic graph where nodes of fan-in 0 (input gates) are labeled with "x i = a?" for some 1 ≤ i ≤ n and a ∈ A, nodes (or gates) of fan-in k ≥ 1 are labeled with some symmetric Boolean function f : {0, 1} k → {0, 1} and there is a unique node of fan-out 0 (output gate). Such a machine recognizes a subset of L ⊆ A n in a natural way. We recognize L ⊆ A * by using a sequence (C n ) n≥0 such that C n is an n-input circuit recognizing L ∩ A n . If the sequence is uniform, that is if a description of C n can be effectively computed given n then any language recognized in this way is decidable. There are virtually no lower bound results about this model exploiting uniformity assumptions (with the notable exception of [1, 2] ) and we will simply consider non-uniform circuits.
Circuits are usually parametrized by size (number of nodes), depth (longest path from input node to output node) and instruction set (Boolean functions allowed as labels on non-input nodes). For a family of circuits (C n ) n≥0 , size and depth are of course functions giving for each n the size/depth of C n . It is standard practice to abuse terminology by dropping the cumbersome reference to the sequence (C n ) n≥0 and simply saying that L ⊆ A * is recognized by a circuit of size s(n) and depth d(n). Among the most commonly studied circuit classes, we find: We will from now on identify a class of circuits with the class of languages it recognizes. Separating the computing power of the above classes turns out to be extremely difficult and the current knowledge can be summarized by the following. For any integer q and any prime p:
The class NC 1 admits an interesting algebraic characterization: an n-input program of length s over M is a sequence (i 1 , f 1 ) . . . (i s , f s ) with 1 ≤ i j ≤ n and f j : A → M . This program transforms an input x 1 . . . x n ∈ A n into the monoid element f 1 (x i1 ) . . . f s (x is ) in M . Fixing a set F of accepting elements we can thus recognize subsets of A n in a new way. As in the circuit case, we will say that L is recognized by a program of length s(n) over M if there exists a sequence (φ n ) n≥0 , where φ n has size s(n) and recognizes L ∩ A n . The following result is well known in Boolean circuit theory:
. For a language L ⊆ A * , the following are equivalent:
1. L ∈ NC 1 ; 2. L can be recognized by a polynomial length program over a finite monoid M ; 3. L can be recognized by a polynomial length program over a non-Abelian simple group.
This theorem is actually an easy consequence of an earlier result of [17] but was rediscovered independently. It is most interesting that other natural subclasses of NC 1 have very nice algebraic descriptions (see e.g. [18, 28] ). In particular if we denote by P(V) the class of languages recognized by polynomial length programs over some monoid in V, then it can be shown ( [7] ) that: A major open problem in this field is to separate ACC 0 from NC 1 . This is equivalent to proving that the word problem of the group A 5 can not be recognized by programs of polynomial length over a solvable monoid. As of yet, the best known results only state that programs over a monoid in G p * Ab that compute multiplication in A 5 require exponential length [6] and these arguments can in fact be extended to LG p m Com [30] . The next challenge is to prove a similar lower bound for a group outside the varieties G p * Ab and the most reasonnable targets seem to be in G p * G nil,2 or more generally G p * G nil . This will most certainly require that the current combinatorial methods be combined with more and more sophisticated group theoretical tools (see for example the use of representation theory and Fourier analysis in [14] ).
A 
Because, LI m DD k is contained in DD k+1 , the programs over that variety recognize only languages which are Boolean combinations of AC 0 k+1 and we further conjecture:
Note that a necessary condition for this conjecture to hold would be to establish that the monoid C k defined above is not in LI m DD k−1 . Proof. It is known that LI m DD 1 = DA [25] and we will bound P(DA) by exploiting the communication complexity bounds presented in Section 3. Alternatively, we could establish the lemma using either the methods of [18] or a recent characterization of P(DA) in terms of decision trees of bounded rank [13] .
Let f : A * → {0, 1} be computed by a family (φ n ) n≥0 of programs over a monoid M ∈ DA with length bounded by the polynomial p(n). Suppose now that Alice and Bob want to compute the output of the program φ n (x) with x ∈ A n . The output of each instruction of φ n depends on a single letter of x and can therefore be computed by one of Alice or Bob, regardless of how the knowledge of x is partitioned between the two players. Their task is thus to evaluate in M a product m 1 m 2 . . . m p(n) where each m i is known to one of them. By Theorem 3, this can be done with communication O(log(p(n))) and so we have D(f ) = O(log n). On the other hand, the function Equality given by Equality(x, y) = 1 if and only if x = y is easily seen to lie in AC 0 2 but to have communication complexity Θ(n).
Conjecture 2 is open for any k ≥ 2 and is quite closely related to open communication complexity conjectures about the cc-polynomial-hierarchy introduced by [4] .
We finally mention an intriguing question about monoids whose mulitplication can be computed by circuits of linear size. Because Boolean circuits compute Boolean-valued functions, we define an instance of the multiplication problem for M as a pair (m 1 m 2 . . . m n , t) with m i , t ∈ M which is to be accepted if and only if m 1 · m 2 · . . . · m n = t.
Lemma 5. If multiplication in S can be computed by linear-size AC 0 (resp. CC 0 , ACC 0 ) circuits, then for any T ∈ J 1 (resp. T ∈ Ab, T ∈ (J 1 ∨ Ab)) the multiplication in S T can also be computed by linear-size AC 0 (resp. CC 0 , ACC 0 ) circuits.
Proof. It suffices to show that for any alphabet A and any word x in A * the language {y ∈ A n : y ≡ S T x} can be recognized in linear size. Consider the case T ∈ J 1 and suppose |x| = n. We need to determine [x] ≡T and [h(x)] ≡S , where h(x) is the word of length n over the alphabet
≡T is determined by the set of letters that appear in x; for each letter a, we can use a single OR gate to check if a appears or not in x, and then a (fixed-size) boolean combination of such gates can determine [x] ≡T . To get the second condition, the hypothesis on S tells us that a linearsize circuit can determine [h(x)] ≡S , given X 1 , · · · , X n . It thus suffices to show that each X i can be set up from a 1 , · · · , a n in constant size. This is clear that for each of the n prefixes of x and each of its n suffixes, the ≡ T -class can be determined as above with fixed-size circuitry, and that consequently each X i can be determined with fixed-size circuitry. This of course involves reusing the input gates "x i = a?
′′ as often as necessary. The case T ∈ Ab is dealt with in exactly the same way, using MOD q -gates instear of OR, where q is the exponent of T . The last case is a trivial combination of the first two. Corollary 1. If M lies in DA (resp. G sol , DA * G sol ) then multiplication in M can be computed by linear-size AC 0 (resp. CC 0 and ACC 0 ) circuits.
Proof. For a variety V, we define the weak block product closure of V (denoted wbpc(V)) as the union of all
We have already mentioned in Section 2 that wbpc(J 1 ) = DA and it can further be proved that wbpc(Ab) = G sol and wbpc(J 1 ∨ Ab) = DA * G sol [29] and this yields the corollary.
Converse statements are an important challenge. Currently, although there are functions in AC 0 known to require super-linear size circuits [10] , these are very unnatural. It is very tempting to conjecture that there are regular languages in AC 0 that cannot be done in linear size, e.g. the language A * ac * aA * over the three-letter alphabet. We should stress also that the variety DA * G sol is not known to be decidable and Corollary 1 further motivates the importance of that question.
Conclusion
In this paper, we have used temporal logic, communication complexity and boolean circuits to argue in favour of greater interaction between semigroup theory and theory of computation. Investigations in temporal logic have brought to light the usefulness of parenthesizing iterated block products in the non-standard way and several important algorithmic questions arise from this work. Communication complexity has received tremendous attention in many areas of computer science and we have shown that key open problems seem to be naturally addressable with algebraic methods. Finally, boolean circuits of small depth also provide a long list of algebraic questions whose answers would have major impact on our understanding of computations.
There are of course other areas where the collaboration algebra-computation could be profitable: constraint satisfaction problems [8, 26] , quantum automata [3] , probabilistic models of computation, ... We hope that more and more members of our community will take up the challenge and explicitly include theory of computation as an important application domain of their algebraic expertise.
