In this paper, we present a new evolutionary technique to train three general neural networks. Based on family competition principles and adaptive rules, the proposed approach integrates decreasing-based mutations and self-adaptive mutations to collaborate with each other. Different mutations act as global and local strategies respectively to balance the trade-off between solution quality and convergence speed. Our algorithm is then applied to three different task domains: Boolean functions, regular language recognition, and artificial ant problems. Experimental results indicate that the proposed algorithm is very competitive with comparable evolutionary algorithms. We also discuss the search power of our proposed approach.
Introduction
As widely recognized, artificial neural networks (ANNs) 18 achieve complex computational tasks, such as language recognizer and autonomous robotic control. 19 In addition to having approximation capabilities for multilayer feed networks in numerous functions, 14 ANNs avoid the bias of a designer in shaping system development owing to their flexibility, robustness, and tolerance of noise. Learning in ANNs with fixed structures can be formulated as a weight training process, which is used to minimize the total error between the actual output and the target output of an ANN in order to achieve an optimal set of connection weights of an ANN.
Many learning approaches have been proposed to train ANNs. One of the most widely used approaches is back propagation 23, 11, 21 which is a gradient decent search algorithm. Back propagation is susceptible to being trapped into local optima and is inefficient in terms of searching for a global minimum of a function which is vast, multimodal, and nondifferentiable. 19, 24 In addition, back propagation produces worse recurrent networks than non-gradient methods when an application requires memory retention according to a theoretical perspective. 6 An evolutionary algorithm is a non-gradient method and a very promising direction for global search to avoid the disadvantages of back propagation. 24 At the same time, evolutionary algorithms do not need the gradient and differentiable information when they are applied to train ANNs. Recently, they have been successfully applied to train or evolve various ANNs structures for many application domains. Several pertinent researches 20, 19, 30 have demonstrated that the search speed of evolutionary algorithms is competitive with back propagation if genetic operators are well-designed.
Evolutionary methodologies can be categorized as genetic algorithms, 12 evolutionary programming, and evolution strategies. 3 Applying genetic algorithms to train neural networks may be unsatisfactory because recombination operators incur several problems, such as competing conventions 24 and the epistasis effect. 7 To achieve a better performance, the approaches in Refs. 20 and 30 use real-valued representation and promote the ability of mutation operators to reduce the above drawbacks. On the other hand, evolution strategies and evolutionary programming use real-valued representation and focus on self-adaptive Gaussian mutation. 3 Despite successful implementation of the mutation operator for various numerical optimization problems and its reputation as a good operator for local search, self-adaptive Gaussian mutation does not perform well for certain specific functions and it is easily trapped into local optima for rugged functions. 36, 35 In this paper, we propose an evolutionary algorithm, adaptive mutations genetic algorithm, hereafter called AMGA, to train neural networks. The core philosophy of AMGA is to design operators for cooperating with each other in order to achieve good performance. AMGA integrates self-adaptive mutations with decreasing-based mutations by using the family competition and adaptive rules to balance the search power of the local search and global search. These mutations heavily rely on the same factor, step size, that decides the perturbation size. The selfadaptive mutations adjust the step sizes by using a stochastic mechanism, and decreasing-based mutations employ a fixed rate to decrease the step sizes. The adaptive rules are applied to monitor the evolution processes to control the step sizes for integrating self-adaptive mutations with decreasing-based mutations. Family competition is derived from (1+λ)-ES 3 and acts as a local search procedure. Our proposed approach has been successfully applied to optical thin-film coatings, 32 global optimization, 34 and flexible ligand docking. 33 The proposed algorithm is applied to train ANNs for three different problem areas: Boolean functions learning, 23 regular language recognition, 28, 21, 11 and artificial ant problems. 15, 17, 1 Experimental results show that AMGA is able to optimize the connection links of ANNs for these problems and is more robust than the well-known comparable evolutionary algorithms.
The rest of this paper is organized as follows. Section 2 describes the basic neural models and evolutionary algorithms. Section 3 introduces the evolutionary nature of AMGA. Next, Secs. 4 and 5 present the simulated experiments of AMGA and compare with other methods on Boolean functions and the regular language recognition, respectively. Section 6 summarizes the simulation results of two artificial ant problems. Section 7 investigates the performance of AMGA. Conclusions are finally made in Sec. 8.
Artificial Neural Networks and
Evolutionary Algorithms 2.1. Artificial neural networks Figure 1 shows three general three-layer neural structures that are able to approximate arbitrarily functions.
14 Figures 1(a) and 1(b) depict a fully connected feedforward network and a fully connected with shortcuts feedforward network, respectively. Figure 1 (c) shows a fully connected with shortcuts recurrent neural network, which can be used to save context information via internal states so that it is appropriate for tasks which must store and update context information. A shortcut is a connection link, which is directly connected from an input node to an output node. Each shaded circle in Fig. 1 represents a neuron.
In AMGA, the formulation of training these structures in Fig. 1 is similar. Thus, only the structure in Fig. 1(a) is considered when formulating the problem of training ANNs. Z, z 1 , . . . , z l , and Y , y 1 , . . . , y m , are the inputs with l elements and the outputs with m nodes, respectively. The output value of a node in the hidden layer and in the output layer can be formulated as
and
respectively, where f is the following sigmoid function:
w ij denotes the synaptic weights between input nodes and hidden nodes, w jk denotes the synaptic weights between hidden nodes and output nodes, and q is the number of hidden nodes. Our approach is to learn the weights of an ANN based on evolutionary algorithms. In AMGA, we optimize the connection weights (e.g. w ij and w jk in Fig. 1(a) ) to minimize the mean square error over a validation set containing T patterns:
where m is the number of output nodes, y k (I t ) and O k (I t ) are the actual and desired outputs of output node k for input pattern I t . The formulation is used as the fitness function of each individual (an ANN) in AMGA except the artificial ant problems. Our approach trains ANNs shown in Figs. 1(a) and 1(b) for Boolean functions and trains ANNs shown in Fig. 1 (c) for seven regular language recognition and two artificial ant problems. Applying recombination operators to train neural networks creates a particular problem called competing conventions. 24 Under these circumstances, the objective function may become a many-to-one function because different networks may perform the same function and exhibit the same fitness value, as illustrated by two examples in Figs. 2(a) and 2(b). Given two such networks, recombination creates an offspring with two hidden neurons that perform nearly the same function. The performance of the offspring in Fig. 2(c) is worse than its parents, i.e., the networks of Figs. 2(a) and 2(b), because it is unable to perform the function of the other hidden neuron. The number of competing conventions grows exponentially with the number of hidden neurons. 24 
The structures of evolutionary algorithms
Despite the philosophies, evolutionary algorithms share the same general computational structure shown in Fig. 3(a) . They operate on a population, denoted as P (g), of µ candidates at generation g in parallel. These µ candidates are evaluated by calculating their fitness values, and such a value typically represents the absolute "worth" of an individual. An offspring population P (g) of size λ is generated by genetic operators, such as recombination and mutation, from the population P (g). These λ offspring individuals are evaluated by computing the fitness values. The next parent population is selected on the basis of the fitness values to drive the process towards better solutions. These three types of standard evolutionary algorithms is not very efficient. Therefore, many modifications have been proposed to improve solution quality and to speed up convergence. 4 Two widely used techniques have been proposed to improve the performance of standard evolutionary algorithms. First, the approach illustrated in Fig. 3(b) incorporates heuristics into evolutionary algorithms. This kind of approaches usually provides a better tradeoff between computational cost and global optimality of the found solutions.
13 For example, incorporating back propagation into genetic algorithms to train neural networks is widely used to achieve good performance. 16 Generally, the local search methods and genetic operators in the hybrid method often worked separately.
The other structure of an evolutionary algorithm shown in Fig. 3 (c) simultaneously employs multiple genetic operators 20,31 to achieve better performance. Generally, these approaches work by assigning a list of parameters to determine with what probability (p i ) each operator in the operator pool is employed. Then, an adaptive mechanism is applied to change these probabilities to reflect the performance of the operators. It means that the mechanism increases the likelihood (p i ) if an operator performs well and decreases the likelihood of an operator performing poorly. However, these approaches have two drawbacks: (1) The relationship among various operators is competitive because the probabilities of applying them depend on their own performance, and the sum of these probabilities is 1.0. (2) The adaptive mechanism may guide these approaches towards local optima. For instance, an operator may perform well on some local optimum regions, and the adaptive mechanism subsequently increases the probability to apply this operator to bias to this local optimum area.
Adaptive Mutations Genetic Algorithm
In this section, we describe the adaptive mutations genetic algorithm (AMGA) for training an ANN (Fig. 4) . AMGA incorporates three mutation operators: decreasing-based Cauchy mutation (M dc ), selfadaptive Cauchy mutation (M c ), and self-adaptive Gaussian mutation (M g ). The core philosophy of AMGA to design mutation operators by using the adaptive rules and family competition for cooperating each other. 
The main steps of family competition.
The AMGA in Fig. 4 works as follows. Initially, N networks are generated. The fitness value of each network is evaluated. AMGA then enters the main evolutionary loop consisting of three stages: decreasing-based Cauchy mutation stage, self-adaptive Cauchy mutation stage, and self-adaptive Gaussian mutation stage. Each stage is realized by the FC adaptive procedure (Fig. 4(b) ) to generate a new quasi-population (P 1 (g) or P 2 (g) with N solutions) as the parent of the next stage. As shown in Fig. 4 , these stages differ only in the mutations used and in some parameters which are population (P , P 1 (g) or P 2 (g)) and family competition lengths
The L d and L a denote the family competition lengths of the decreasing-based stage and the self-adaptive mutation stage, respectively. The main components of the FC adaptive procedure are family competition, adaptive rules, and replacement selection.
During the family competition procedure, each individual (I 1 ) sequentially becomes the "family father". With a probability p c , this "family father" and another solution (I 1 1 ) randomly chosen from the rest of the parent population are used as parents to do a recombination operation. Then the new offspring or the "family father" (if the recombination is not conducted) is operated on by a mutation to generate a offspring (C 11 ). For each "family father", such a procedure is repeated L times. Finally L solutions (C 11 , . . . , C 1L ) are produced but only the one (C 1 best ) with the best value of fitness function survives. Since we create L solutions from the same "family father" and perform a selection, this is a family competition strategy. We thought this was a good way to avoid the premature convergence but also to keep the spirit of local searches, because of these suspicions, and results agree.
34
Two adaptive rules are implemented to adapt step sizes when self-adaptive mutations are used in FC adaptive procedure. AMGA adjusts the step sizes while mutations are applied, however, such updates may be insufficient. According to dynamic evolutionary information, adaptive rules are designed to decrease the step sizes of self-adaptive mutations or to grow the step sizes of decreasing-based mutations in order to create the relationship of mutations after the family competition procedure. Finally, the selection operator, called replacement selection, is used to select the better individual from family parent (I 1 ) and its best individual (C 1 best ) for each family parent. Then, adaptive rules are used to construct the relationship of the decreasing-based mutation and the self-adaptive mutations immediately after family selection. Therefore, there are only N individuals which form the new quasi-population, the parent population of the next stage. According to the procedure of family competition, AMGA will generate LN (e.g.
In the following subsections, we describe the components of the AMGA: the chromosome representation, genetic operators, and the adaptive rules.
Chromosome representation
In AMGA, each network is represented as (x, σ, v, ψ), and each vector is composed of n elements, where n denotes the number of connection weights of an ANN. The vector x is an optimized connection weights of an ANN; σ, v, and ψ are the respective step-size vectors of decreasing-based Cauchy mutations, self-adaptive Gaussian mutation, and self-adaptive Cauchy mutation of x, respectively. 
Recombination operators
The advantages or disadvantages of a recombination for a particular objective function can hardly be accessed in advance. 4 Therefore, we implement two simple recombination operators to generate offspring: modified discrete recombination and intermediate recombination.
3 Here we would like to mention again that recombination operators are activated with only a probability p c . The optimizing solution (x) and a step size (σ, v, or ψ) are recombined in a recombination operator.
Modified Discrete Recombination: The original discrete recombination 3 generates a child that inherits genes from two parents with equal probability. Here the two parents of the recombination operator are the "family father" and another solution randomly selected. Our experience indicates that FCEA can be more robust if the child inherits genes from the "family father" with a higher probability. 34 Therefore, we modified the operator to be as follows: For a "family father", applying this operator in the family competition is viewed as a local search procedure because this operator is designed to preserve the relationship between a child and its "family father".
Intermediate Recombination: We define intermediate recombination as:
where w is v, σ, or ψ based on the mutation operator applied in the family competition. For example, if self-adaptive Gaussian mutation is used in this FC adaptive procedure, x in (6) and (7) is v. We follow the work of the evolution strategies community 5 to employ only intermediate recombination on stepsize vectors, that is, σ, v, and ψ. Figure 6 shows a recombination example in the self-adaptive Gaussian mutation stage. The offspring c is generated from the family parent a and the parent b by applying the modified discrete recombination for the connection weights x and the intermediate recombination for the step size v. In other words, the σ and ψ are unchanged and only the x and v are recombined in the self-adaptive Gaussian mutation stage.
Mutation operators
Mutations are the main operators of our AMGA. After the recombination, a mutation operator is applied to each family parent or the new offspring generated from the recombination. In AMGA, the mutation is performed independently on each vector element by adding a Gaussian or Cauchy distributed random value with expectation zero and standard deviation (step size) φ
where x i is the ith connection link of x, x i is ith connection link of x mutated from x, and D(·) is a random variable of a probability distribution. In this paper, D(·) is denoted as N (0, 1) (C(1)) for Gaussian mutation (Cauchy mutation). φ is usually called the step size of Gaussian or Cauchy mutation. Therefore, the performance of the three mutations heavily depends on the step size φ. Decreasing-Based Cauchy Mutation: The decreasing-based Cauchy mutation controls σ by decreasing it with a fixed decreasing rate γ. It works as
where γ is 0.95 in our experiments; C j (t) is a renewed Cauchy distribution random variable with parameter t for each connection link of x. In our experiments, t is set to 1. Self-adaptive Gaussian Mutation: Schwefel 26 proposed a self-adaptive technique, called selfadaptive Gaussian mutation. It is accomplished by first mutating step size v j . Next, the connection link x j is mutated by adding a normally distributed random value with zero and v j as expectation and standard deviation, respectively. This operator is realized by using the following Eqs. (11) and (12):
where N (0, 1) is a normal distribution with mean 0 and standard deviation 1. In addition, N j (0, 1) is a renewed normal distribution random variable for each connection link of x. In AMGA, we follow 5 to set τ and τ as ( √ 2n) −1 and ( 2 √ n) −1 , respectively. Self-Adaptive Cauchy Mutation: Cauchy distribution has recently gained increasing popularity in practical applications to replace Gaussian mutation 36 to achieve good performance for multimodal functions with many local optima. Selfadaptive Cauchy mutation is accomplished by first mutating step size ψ j and then mutating the respective optimizing connection link x j by adding a Cauchy distributed random value with ψ j . This operator can be represented as
where C j (t) is a renewed Cauchy distribution random variable with parameter t for each connection weight of x. Note that self-adaptive Cauchy mutation is similar to self-adaptive Gaussian mutation except that (12) is replaced by (14) . That is, they implement the same step-size control but use different means of updating x. Figure 7 reveals the difference between Gaussian distribution and Cauchy distribution. Cauchy mutations are able to make larger perturbation than Gaussian mutations when they have the same step sizes. This implies that Cauchy mutations have higher probability to escape from local optima than Gaussian mutation does. However, the order of local convergence is identical for Gaussian and spherical Cauchy distributions, whereas non-spherical Cauchy mutations lead to slower local convergence. self-adaptive mutations and decreasing-based mutations, respectively. The locations of equal probability of the offspring generated from the parents by self-adaptive mutations form hyperellipses where the parents are the centers of these hyperellipses because the step sizes are adapted by stochastic techniques in Eqs. (11) and (13) . In contrast, the locations of equal probability of generated offspring by decreasing-based mutations are hypershperes around the parents because in each dimension, a deterministic approach, i.e., Eq. (9) consistently controls the step sizes. Although our previous study 35 showed that self-adaptive mutations converge faster than decreasing-based mutations does, self-adaptive mutations are more easily trapped into local optima than decreasing-based mutations for rugged multimodal functions.
Adaptive rules
The performance of Gaussian and Cauchy mutations is heavily influenced by the step sizes. In this paper, we use three mechanisms, i.e. self-adaptive (Eqs. (11) and (13)), deterministic (Eq. (9)), and adaptive mechanism, to adjust their step sizes. The first two mechanisms are applied when mutations are used. However, such updates insufficiently consider the performance of the whole family. Therefore, after family competition, some additional rules are implemented:
• A-decrease-rule: Immediately after self-adaptive mutations, we decrease the step-size vector ψ or v of the family parent a if all generated offspring are worse than a. It works in the following way:
if a is better than its best child, (15) where γ is the decreasing rate (γ = 0.95 in our experiments) and ζ is v or ψ. In other words, when there is no improvement after self-adaptive mutations, we may propose that a more conservative, that is, smaller, step size tends to make better improvement in the next iteration.
• D-increase-rule: It is difficult, however, to decide the rate γ of decreasing-based mutations. Unlike self-adaptive mutations which adjust step sizes automatically, its step size goes to zero as the number of iterations increases. Therefore, it is essential to employ a rule which can enlarge the step size in some situations. The step size of the decreasing-based mutation should not be too small, when compared to step sizes of selfadaptive mutations. Here, we propose to increase σ if one of the two self-adaptive mutations generates better offspring. To be more precise, after a self-adaptive mutation, if the best child with step size v is better than its family father, the step size of the decreasing-based mutation is updated as follows:
where v c mean is the mean value of the vector v; and β is 0.2 in our experiments. Note that this rule is applied in stages of self-adaptive mutations but not of decreasing-based mutations.
Boolean Functions Learning
In this section, AMGA is applied to train ANNs for six well-known Boolean function problems. 23 To compare with previous works, 25,27,30 AMGA uses the same structures which are standard fully connected networks with a bias neuron as Figs. 1(a) and 1(b). These six structures are summarized as follows:
1. Xor: An ANN has 2 input nodes, 2 hidden nodes, and 1 output node. There are 9 connection weights and 4 input patterns. The output value is the Exclusive OR of the input bits. 2. Parity: An ANN has 4 input nodes, 4 hidden nodes, and 1 output node. There are 25 connection weights and 16 input patterns. The output value is 1 if there is an odd number of 1s in the input patterns. 3. Encoder: An ANN has 8 input nodes, 3 hidden nodes, and 8 output nodes. There are 59 connection weights and 8 input patterns. The output pattern is the same as the input pattern. 4. Symmetry: An ANN has 4 input nodes, 2 hidden nodes, and 1 output node. There are 13 connection weights and 16 input patterns. The output value is 1 if the input string is symmetric about their center of the input patterns. 5. Addition: An ANN has 4 input nodes, 4 hidden nodes, and 3 output nodes. These are 35 connection weights and 16 input patterns. The output pattern is the result of the sum of the two 2-bits input strings. 6. Negation: An ANN has 4 input nodes, 3 hidden nodes, and 3 output nodes with shortcut connection weights connected directly from input nodes to output nodes ( Fig. 1(b) ). These are 39 connection weights and 16 input patterns. The output pattern is equal to the three rightmost input bits if the leftmost one is 0, to their negations if the leftmost one is 1.
Herein, binary input patterns are used and a network is trained to generate output values ranging from 0 to 1. The fitness function of a network is defined as Eq. (4). A training input pattern is classified correctly if the tolerance of |y k (I t ) − O k (I t )| is below 0.1 where y k (I t ) and O k (I t ) are defined in Eq. (4). A network is convergent if the network classifies all the training input patterns.
Evolution begins by initializing all the connection weights x of each network to random values between −0.1 and 0.1. The initial values of step sizes for decreasing-based mutation (M dc ), self-adaptive Gaussian mutation (M g ), and self-adaptive Cauchy mutation (M c ) are 0.4, 0.1, and 0.1, respectively. The family competition lengths in the decreasingbased stage (L d ) and self-adaptive stages (L a ) are 6 and 9, respectively. AMGA generates 720 networks, i.e. (6 + 9 + 9) · 30, in one generation if the population size is 30. The population size is 10 for Xor, Encoder, and symmetric problems and is 30 for parity, addition, and negation problems. The rate of recombination (p c ) is 0.2. These parameter values except for the population size are applied to all problems addressed herein. The parameter settings are summarized in Table 1 . 30 needed only around 500 function evaluations to resolve Xor problem. However, it used a population of 5,000 and 2 million function evaluations to solve 2-bit adder and the classified rate is only 56%. GENITOR II 30 , a distributed version of GENITOR, can increase classified rate to 93% in the Addition problem. However, its population size is also 5,000 and the number of function evaluations also reaches 2 million. In contrast to these approaches, AMGA only needs 256,464 function evaluations and the successfully classified rate is up to 96% by using small population size, i.e., 30, for Addition problem. 
Inducing Regular Languages
Grammar induction has been applied in several practical applications, such as structural pattern recognition, automatic software synthesis, and programming. 2 In this section, we use a widely discussed regular language set to verify that our algorithm is more robust than other ones. The grammar induction and language acquisition from a set of training data, including positive and negative instances, is a hard problem, even for regular grammar.
2 More recently, the connectionist community has discussed the training of recurrent neural networks for inducing finite state languages. 1, 11, 21, 29 Those investigators have studied a set of seven relatively simple grammars 28 by using back propagation methods, 11, 29 cascaded method, 21 and evolutionary programming 1 to train networks. The cascaded method is a widely used constructive algorithm which starts with a minimum network and adds new layers, nodes, and connections if necessary during training. Those cascade networks are trained with back propagation. Table 3 lists these seven regular languages and their respective training sets, including positive and negative examples. Notably, these training sets are unbalanced, incomplete and varied widely in their ability to define the intended regular language.
To compare with previous works, AMGA uses recurrent networks to recognize the seven regular languages. The network structure consists of an input unit, an output unit, and five hidden units. The structure resembles the one shown in Fig. 1(c) . Although the structure is a general three-layer recurrent one, this problem does not consider shortcuts. The fitness function of a network is also defined as Eq. (4). The input I t is the input language instance and the symbols 0 and 1 in the string I t are represented by −1 and 1, respectively. The output value O k (I t ) is either 1 for positive examples or 0 for negative examples. A training instance is recognized if the tolerance |y k (I t ) − O k (I t )| ≤ . These symbols, I t , y k (I t ), and O k (I t ) are defined in Eq. (4). We follow the previous research 1, 29 to set to 0.1 and 0.4 in training phase and testing phase, respectively. In the testing phase, the best network in the population is tested on the set of all strings whose length is less than ten. It is tested on 1024 testing strings. Accuracy is measured as the percentage of 1024 strings that are correctly classified by the best network. A network is convergent if the network classifies all the training instances. AMGA is compared with the approaches in Refs. 1, 21 and 29. All parameter values are set to those in Table 1 and population size is 20. Each experiment of AMGA on each language is executed for 50 runs. Each run is halted if the number of function evaluations is up to 30,000 or a network is convergent. Table 4 compares our AMGA with back propagation, 29 cascaded method, 21 and evolutionary programming 1 on these seven languages. Table 4 shows that cascaded networks with back propagation 21 required the fewest function evaluations, and evolutionary programming required the largest function evaluations among these method. For convergence rate and best accuracy, AMGA is the best one.
Furthermore, we draw Fig. 9 based on the best accuracy and the number of function evaluations for these seven languages to compare AMGA, back propagation, 29 and evolutionary programming (GNARL).
1 Figure 9 (a) reveals that our AMGA has the "best accuracy" on all languages among these methods. The evolutionary algorithm 1 cannot converge on languages 3 and 5. For languages 5 and 6, the convergent rates of our AMGA are 98% and 94%, respectively. The convergent rates of the two languages can reach 100% if the family competition length is 12 and population size is 30. The cascaded method 21 is unable to converge on languages 6, and its convergence rate is below 50% on languages 2 and 7. Figure 9 (b) reveals the following that AMGA requires much less function evaluations than the evolutionary algorithm for all languages. For languages 5, 6, and 7, AMGA uses much more function evaluations than back propagation. In contrast, our AMGA performs better than back propagation on "best accuracy". According to Table 4 and Fig. 9 , AMGA can train recurrent networks to induce regular languages within a limited number of function evaluations and can obtain reliable accuracy.
The Ant Problems
This study applies AMGA to experiment with a complex search and collection tasks, i.e., tracker task "John Muir Trail"
15 and "Santa Fe Trail". 17 In these two problems, a simulated ant is placed on a twodimensional toroidal grid that contains a trail of food. The ant traverses the grid to collect any food encountered along the trail. This task requires to train a neural network, i.e., a simulated ant, that collects the maximum number of pieces of food during the given time steps. Figure 10 presents these two trails. Each black box in the trail stands for a food unit. The difference between these two instances is the distribution of the trail. Thus, only the environment of the "John Muir Trail" is considered when describing this task. According to the environment of Ref. 15 , the ant stands on one cell, facing one of the cardinal directions; it can sense only the cell ahead of it. After sensing the cell ahead of it, the ant must take one of four actions: move forward one step, turn right 90
• , turn left 90
• , and no-op (do nothing). In the optimal trail of the "John Muir Trail", there are 89 food cells, 38 no food cells, and 20 turns. Therefore, the number of minimum steps for eating all food is 147 time steps. On the other hand, an ant requires at least 165 time steps to completely travel the optimal trail of the "Santa Fe Trail".
We follow the work of Ref. 15 . That investigation not only used finite state machines and recurrent neural networks to represent the problem, but also used the traditional bit-string genetic algorithm to train the structures. The recurrent network used for controlling the simulated ant is the full connection with shortcuts structure shown in Fig. 1(c) . Each simulated ant is controlled by a network having two input nodes and four output nodes. The "food" input is 1 when the food is present in the cell ahead of the ant; and the second "no-food" is 1 in the absence of the food in the cell in front of the ant. Each output unit corresponds to a unique action: move forward one step, turn right 90
• , or noop. Each input node is connected to each of the five hidden nodes and to each of the four output nodes. The five hidden nodes are fully connected in the hidden layer. Therefore, this structure is a full connection with shortcuts recurrent neural network; its total number of links with bias input is 72.
To compare with previous research, the fitness is defined as the number of pieces of food eaten within 200 time steps for "John Muir Trail", and within 250, 300, and 400 time steps for "Santa Fe Trail". The population size is 50, and all parameter values are shown in Table 1 . AMGA is tested on each problem for 25 runs. Each run is terminated if the number of function evaluations is up to 300,000 or the best ant finds 89 food pieces. Figure 11 depicts a typical search behavior and the traveled path of a simulated ant that is controlled by our evolved neural network. The number in the cell is the time step to reach the cell. The symbol * denotes a cell traveled by an ant when the cell is empty. Figures 11(a) and 11(b) indicate that the ant requires 195 and 247 time steps to seek all 89 food pieces in the environment of "John Muir Trail" and of "Santa Fe Trail", respectively. Figure 12 displays the convergence curves of two ant problems. Figure 12 Figure 12 (b) presents the convergence curves of the "Santa Fe Trail" within three given time steps: 250, 300, and 400. Table 5 compares our AMGA, evolutionary programming, 1 and genetic algorithm 15 on the "John Muir Trail" ant problem. The successful rate of finding 89 food pieces for AMGA is 80% in 25 runs, and the ant forages at least 86 food pieces for the remaining 20% of runs. The successful rate can be improved to 96% when the population is 100 and the number of function evaluations is up to 500,000. Jefferson et al. 15 used traditional genetic algorithms to solve "John Muir Trail". That investigation encoded the problem with 448 bits and used a population of 65,536 to achieve the task in 100 generations. Their approach required 6,553,600 networks to forage 89 food pieces exactly within 200 time steps. In contrast to Jefferson's solution, our AMGA uses population sizes 50 and 100, and only requires about 126,000 and 284,000 function evaluations, respectively, to eat 89 food pieces within 195 time steps.
Evolutionary programming 1 used population size 100 to solve this ant problem. Its best fitness value is only 82, and its the average number of function evaluations is about 184,250. Its solution quality is worse than our AMGA. These results are summarized in Table 5 .
Next, AMGA compares with genetic programming 17 on the "Santa Fe Trail" ant problem. Table 6 summarizes the results of both approaches. Within the same time steps and solution quality, AMGA only requires one third the number of function evaluations of genetic programming. Genetic programming needs large population size, over 1,000, and 400 time steps to solve this problem. On the other hand, AMGA uses small population size, 50, and 250 time steps to obtain better performance than genetic programming. Tables 5 and 6 show that our AMGA, even with small population size, is very competitive with evolutionary programming and genetic programming both in the number of function evaluations and the solution quality for artificial ant problems. 
A study of AMGA
We study several characteristics of main components, i.e., multiple mutations, family competition, and adaptive rules, in order to observe the search behavior of our AMGA. We implement nine approaches which are designed by using different combinations of these main components. In order to obtain large different performance between each approach, we select the difficult problems in each application domains, and then we can easily describe the influence of these main components in AMGA. Table 7 shows the experimental results of these nine approaches in terms of three Boolean functions, three inducing regular languages, and Jefferson's ant problem.
Each approach shown in Table 7 is one of a combination of three mutation operators and adaptive rules applied in our AMGA. For example, the M c approach only uses self-adaptive Cauchy mutation; the M dc + M c approach integrates decreasingbased Cauchy mutation with self-adaptive Cauchy mutation. The FCL1 AMGA and FCL2 AMGA approaches are the special cases of our AMGA, and both their L d and L a are set to 1 and 2, respectively. The NCR AMGA approach is also a special case of our AMGA but it does not apply adaptive rules, i.e., A-decrease-rule and D-increase-rule described in Table 7 . Various approaches of operators used in our AMGA are compared. The maximum numbers of function evaluations of each run on Boolean functions, regular languages, and the ant problem are 500,000, 50,000, and 250,000, respectively. M dc , Mc, and Mg represent different mutations used in AMGA.
Method
Boolean Table 7 . (1) Generally, the approaches of a combination of multiple mutations perform better than the approaches of unary-operator mutation. However, the number of function evaluations does not increase much when using multi-operator approaches. For example, our AMGA which combines M dc , M c , and M g has the best performance among all approaches. In addition, the number of function evaluations of AMGA is very competitive with other approaches for all testing problems. (2) The adaptive rules for creating the relationship between mutation operators by controlling their step sizes are useful because NCR AMGA consistently performs worse than AMGA. (3) The family competition length is a critical factor of AMGA because FCL1 AMGA has worst performance among AMGA, FCL1 AMGA , and FCL2 AMGA . To obtain better performance for hard problems, such as the artificial ant problems, we have to enlarge the family competition length. (4) Cauchy mutations perform better than Gaussian mutations on training neural networks for all testing problems except Parity problem in Boolean functions learning and language 3 in regular language recognition.
Conclusions and Future Works
This study has demonstrated that AMGA is a robust approach to train feedforward and recurrent neural networks. The proposed evolutionary approach combines decreasing-based mutations with self-adaptive mutations to enhance the performance based on family competition and adaptive rules. In our approach, the decreasing-based mutation with large initial step sizes is a global search strategy, and the self-adaptive mutations with family competition procedure and replacement selection are local search strategies. These mutation operators can be integrated to closely cooperate with each other.
To illustrate the effectiveness of AMGA, we apply AMGA to train different neural structures with the same parameter settings for three task domains: Boolean functions, inducing regular languages, and the artificial ant problems. The experimental results verify that AMGA is more robust than the comparative evolutionary algorithms which are several instances of genetic algorithms, evolution strategies, genetic programming, and evolutionary programming. We believe that the flexibility and robustness of our AMGA make it a global optimization tool for other task domains.
In order to further improve the performance qualities of the AMGA and the fields of its applications, several modifications and extensions should be investigated in the future as suggested below:
• We focus on training the weights of a fixed ANN in this work. We will extend AMGA to automatically evolve both architectures and connection weights simultaneously because to design a near optimal ANN architecture for some application domains is an important issue.
• In this paper, the constant family competition lengths, L d and L a , are used which means that the neighborhood sizes are kept fixed throughout the genetic run. However, a more flexible mechanism may improve the performance. That is, the family competition length of the local search should be adapted at each generation according to the performance improvement of mutations and the morphology of the landscape. Preliminary experimentation shows that the mechanism has a significant impact on the performance of the AMGA.
