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Abstract
In this paper, six constructions of difference families are presented. These constructions make
use of difference sets, almost difference sets and disjoint difference families, and give new point of
views of relationships among these combinatorial objects. Most of the constructions work for all
finite groups. Though these constructions look simple, they produce many difference families with
new parameters. In addition to the six new constructions, new results about intersection numbers
are also derived.
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1 Introduction
Let G be a group of order v. A (v,K, γ;u) difference family (DF) in G is a collection of subsets of
G, D = {D1,D2, . . . ,Du}, such that the multiset union
u∑
i=1
{xy−1 : x, y ∈ Di, x 6= y} = γ(G \ {1}),
where K is the set of cardinalities of all the base blocks Di and 1 is the identity element of G. In the
case of K = {k}, it is called a (v, k, γ;u) difference family. If these Di’s are pairwise disjoint, D is
called a disjoint difference family (DDF). If a (v, k, γ;u) difference family exists, we have
uk(k − 1) = γ(v − 1). (1)
Our definition of difference families here is taken from the monograph [4].
Difference families are well studied [5, 12, 7, 14, 15, 17, 21, 32]. A lot of information on difference
families can be found in the monograph [4]. Difference families have applications in coding theory
and cryptography [25]. For various applications, it is necessary to develop constructions of difference
families with flexible parameters.
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Let G be a group of order v and D a k-subset of G. The set D is a (v, k, λ) difference set (DS) in
G if the differences
d1d
−1
2 , d1, d2 ∈ D, d1 6= d2
represent each nonidentity element of G exactly λ times. We call D an Abelian ( resp. cyclic) difference
set if G is an Abelian (resp. cyclic) group. Notice that D is a (v, k, λ) difference set if and only if
|D ∩ Dw| = λ for all nonidentity element w of G. It follows from [4, Corollary 1.8] that the form
d−11 d2, d1, d2 ∈ D may also represent each nonidentity element g exactly λ times. The reader is
referred to [4] for further information on difference sets.
In this paper, we present four constructions (Theorems 1, 2, 3, 4) of difference families using
difference sets. Three of them work for all finite groups, while one requires that G be Abelian. In
Section 4, in order to obtain more general results, we use balanced incomplete block designs (defined
in Section 4) to construct difference families (Theorem 3). As an application, a new construction
(Corollaries 10, 11) of difference families using difference sets is obtained. In Section 5, we present
a construction (Theorem 4) using Abelian difference sets, and determine the intersection numbers
(defined in Section 5) for several cases. Moreover, we use Gauss sums to compute the intersection
numbers for general cases of the Singer difference sets (Theorem 12). It is noted that a particular case
of the intersection number problem is solved in [18] using geometric arguments and this problem is
also considered in a recent paper [22].
In Section 6, we first use near-resolvable block designs to construct difference families and then
apply the construction to disjoint difference families to obtain a specific class of difference families.
Let G be an Abelian group of order v. A k-subset D of G is a (v, k, λ, t) almost difference set (ADS)
in G if the difference function dD(w) = |D ∩Dw| takes on λ altogether t times and λ + 1 altogether
v − 1− t times when w ranges over all the nonidentity elements of G. The reader is referred to [1] for
a survey of almost difference sets. In Section 7, we give a construction of difference families employing
almost difference families (Theorem 16). We make concluding remarks in Section 8.
2 The first construction with difference sets
In this section, we give the first construction of difference families using difference sets.
Theorem 1. Let D be a (v, k, λ) difference set in a group G. For any nonidentity element x ∈ G,
define the set
Dx = D ∩Dx,
where Dx := {dx : d ∈ D}. Then F = {Dx : x ∈ G \ {1}} is a (v, λ, λ(λ − 1); v − 1) difference family
in G.
Proof. Let G∗ = G \ {1}. Since D is a (v, k, λ) difference set, |Dx| = λ for every x ∈ G∗. Now we need
to compute the multiset M := {d−11 d2 : d1, d2 ∈ Dx, x ∈ G∗|d1 6= d2}. For each g ∈ G∗, there are λ
pairs (d1, d2) ∈ D ×D such that g = d−11 d2. Let (d1, d2) be such a pair, where d1 ∈ D and d2 ∈ D.
We compute the multiplicity of g = d−11 d2 in M . For this fixed pair (d1, d2), the number of x ∈ G∗
such that
d1 ∈ Dx and d2 ∈ Dx
is equal to
|Dd−11 ∩Dd−12 | − 1 = |D ∩Dd−12 d1| − 1 = λ− 1.
Hence, the multiplicity of g in M is λ(λ − 1). This is true for every g ∈ G∗. The conclusion of this
theorem then follows.
Applying Theorem 1 to known Abelian difference sets, we obtain difference families with new
parameters described in the following corollaries.
Corollary 1. Let m ≥ 3 be an integer, and let q be a power of a prime. If D is the Singer difference
set in (F∗qm/F
∗
q ,×) with parameters [28](
qm − 1
q − 1 ,
qm−1 − 1
q − 1 ,
qm−2 − 1
q − 1
)
,
2
then {Dx : x ∈ F∗qm/F∗q \ {1}} is a difference family in (F∗qm/F∗q,×) with parameters(
qm − 1
q − 1 ,
qm−2 − 1
q − 1 ,
qm−2 − 1
q − 1
qm−2 − q
q − 1 ;
qm − q
q − 1
)
.
If D is the Singer difference set in (F∗qm/F
∗
q ,×) with parameters [28](
qm − 1
q − 1 , q
m−1, qm−2(q − 1)
)
,
then {Dx : x ∈ F∗qm/F∗q \ {1}} is a difference family in (F∗qm/F∗q,×) with parameters(
qm − 1
q − 1 , q
m−2(q − 1), qm−2(q − 1)(qm−2(q − 1)− 1); q
m − q
q − 1
)
.
Corollary 2. Let q ≡ 3 mod 4 be a power of an odd prime. If D is the set of all quadratic residues
in (Fq,+), then D is a (q, (q − 1)/2, (q − 3)/4) difference set in (Fq,+) [26], and {Dx : x ∈ F∗q} is a
(q, (q − 3)/4, (q − 3)(q − 7)/16; q − 1) difference family in (Fq,+).
If D consists of all the quadratic nonresidues in (Fq,+) and 0, then D is a (q, (q+1)/2, (q +1)/4)
difference set in (Fq,+), and {Dx : x ∈ F∗q} is a (q, (q+1)/4, (q+1)(q− 3)/16; q − 1) difference family
in (Fq,+).
Corollary 3. Let q = 4t2 + 1 be a power of a prime, where t is odd. If D is the set of all biquadratic
residues in (Fq,+), then D is a (q, (q−1)/4, (q−5)/16) difference set in (Fq,+) [10], and {Dx : x ∈ F∗q}
is a (q, (q − 5)/16, (q − 5)(q − 21)/256; q − 1) difference family in (Fq,+).
If D is the complement of the biquadratic-residue difference set, then D is a (q, (3q + 1)/4, (9q +
3)/16) difference set in (Fq,+), and {Dx : x ∈ F∗q} is a (q, (9q + 3)/16, (9q + 3)(9q − 13)/256; q − 1)
difference family in (Fq,+).
Corollary 4. Let q = 4t2 + 9 be a power of a prime, where t is odd. If D consists of all biquadratic
residues and zero in (Fq,+), then D is a (q, (q + 3)/4, (q + 3)/16) difference set in (Fq,+) [19], and
{Dx : x ∈ F∗q} is a (q, (q + 3)/16, (q + 3)(q − 13)/256; q − 1) difference family in (Fq,+).
If D is the set of all biquadratic nonresidues, then D is a (q, (3q− 3)/4, (9q− 21)/16) difference set
in (Fq,+), and {Dx : x ∈ F∗q} is a (q, (9q − 21)/16, (9q − 21)(9q − 37)/256; q − 1) difference family in
(Fq,+).
Corollary 5. Let q = 8t2+1 = 64s2+9 be a power of a prime, where t and s are odd. If D is the set
of all octic residues in (Fq,+), then D is a (q, (q − 1)/8, (q − 9)/64) difference set in (Fq,+) [10], and
{Dx : x ∈ F∗q} is a (q, (q − 9)/64, (q − 9)(q − 73)/642; q − 1) difference family in (Fq,+).
If D is the complement of the octic-residue difference set, then D is a (q, (7q + 1)/8, (7q + 1)/64)
difference set in (Fq,+), and {Dx : x ∈ F∗q} is a (q, (7q+1)/64, (7q +1)(7q− 63)/642; q− 1) difference
family in (Fq,+).
Corollary 6. Let q = 8t2 + 49 = 64s2 + 441 be a power of a prime, where t is odd and s is even. If
D consists of all the octic residues and zero in (Fq,+), then D is a (q, (q+7)/8, (q +7)/64) difference
set in (Fq,+) [10], and {Dx : x ∈ F∗q} is a (q, (q + 7)/64, (q + 7)(q − 57)/642; q − 1) difference family
in (Fq,+).
If D is the set of all the octic nonresidues, then D is a (q, (7q − 7)/8, (49q − 105)/64) difference
set in (Fq,+), and {Dx : x ∈ F∗q} is a (q, (49q − 105)/64, (49q − 105)(49q − 169)/642 ; q − 1) difference
family in (Fq,+).
Corollary 7. Let q and q + 2 both be prime powers. If D is the twin-prime-power difference set in
(Fq×F(q+2),+), then D is a (q(q+2), (q2+2q−1)/2, (q2+2q−3)/4) difference set in (Fq×F(q+2),+)
[29, 31], and
{Dx : x ∈ Fq × F(q + 2) \ {(0, 0)}}
is a (q(q+2), (q2+2q−3)/4, (q2+2q−3)(q2+2q−7)/16; q2+2q−1) difference family in (Fq×F(q+2),+).
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If D is the complement of the twin-prime-power difference set, then D is a (q(q + 2), (q2 + 2q +
1)/2, (q2 + 2q + 1)/4) difference set in (Fq × F(q + 2),+) [31], and
{Dx : x ∈ Fq × F(q + 2) \ {(0, 0)}}
is a (q(q+2), (q2+2q+1)/4, (q2+2q+1)(q2+2q−3)/16; q2+2q−1) difference family in (Fq×F(q+2),+).
The following families of difference sets yield automatically difference families with new parameters:
• Hadamard difference sets with parameters (4s2, 2s2 − s, s2 − s) [4].
• Chen difference sets with parameters(
4q2t
q2t − 1
q2 − 1 , q
2t−1
(
2(q2t − 1
q + 1
+ 1
)
, q2t−1(q − 1)q
2t−1 + 1
q + 1
)
,
where q is a prime power and t is any positive integer [8].
Next, we give an example using nonabelian difference sets.
Example 1. In [27, Example 2.1.8], there is a nonabelian (100, 45, 20) difference set. By Theorem 1,
we can get a (100, 20, 380; 99) difference family in an nonabelian group. This example is interesting as
Abelian (100, 45, 20) difference sets do not exist by known results.
Table 1 summarizes the new parameters of difference families using Abelian difference sets obtained
in this section.
Table 1: Parameters of the difference families obtained in Section 2, where k and γ are the block size
and frequency respectively.
v k γ u G reference
qm−1
q−1
qm−2−1
q−1 k(k − 1) v − 1 (F∗qm/F∗q,×) Cor. 1
qm−1
q−1 q
m−2(q − 1) k(k − 1) v − 1 (F∗qm/F∗q,×) Cor. 1
q q−34 k(k − 1) v − 1 (Fq,+) Cor. 2
q q+14 k(k − 1) v − 1 (Fq,+) Cor. 2
q q−516 k(k − 1) v − 1 (Fq,+) Cor. 3
q 9q+316 k(k − 1) v − 1 (Fq,+) Cor. 3
q q+316 k(k − 1) v − 1 (Fq,+) Cor. 4
q 9q−2116 k(k − 1) v − 1 (Fq,+) Cor. 4
q q−964 k(k − 1) v − 1 (Fq,+) Cor. 5
q 7q+164 k(k − 1) v − 1 (Fq,+) Cor. 5
q q+764 k(k − 1) v − 1 (Fq,+) Cor. 6
q 49q−10564 k(k − 1) v − 1 (Fq,+) Cor. 6
q(q + 2) q
2+2q−3
4 k(k − 1) v − 1 (Fq × Fq+2,+) Cor. 7
q(q + 2) q
2+2q+1
4 k(k − 1) v − 1 (Fq × Fq+2,+) Cor. 7
q q−34
k(k−1)
2
v−1
2 (Fq,+) Cor. 2
3 The second construction with difference sets
Now we introduce the second construction of difference families using difference sets. The following
well-known result is useful in this section.
Lemma 1. [4] Let G be a group of order v and S = {B1, · · · , Bs} be a family of base blocks whose
G-stabilizer are all trivial. Then S is a (v, k, λ; s) difference family if and only if the design S generated
by S is a 2-(v, k, λ) design.
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We show the following result.
Lemma 2. Let D be a (v, k, λ) difference set in a group G of order v. If there exist x, g ∈ G∗ , G\{1}
such that (Dx)
g = (D ∩Dx)g , Dg ∩Dxg = Dx, then ord(g) | λ, where ord(g) denotes the order of g
in the group G.
Proof. Assume x, g ∈ G∗ such that (Dx)g = Dx. Let N = 〈g〉 be the cyclic subgroup generated by
g. Define the group N acting on Dx by α
gi = αgi,∀α ∈ Dx, gi ∈ N . Clearly this action is faithful.
Therefore, for each α ∈ Dx, the length of its orbit is |N |/|Nα| = |N |, which implies that ord(g) = |N |
divides the cardinality of Dx, which is λ.
An immediate useful result is as follows.
Lemma 3. Let D be a (v, k, λ) difference set in G with order v. Assume that gcd(v, λ) = 1. Then the
G-stabilizer of the block Dx = D ∩Dx is {1} for any x ∈ G∗.
Proof. Since the order of any g ∈ G∗ is a divisor of v and gcd(v, λ) = 1, we have gcd(ord(g), λ) = 1.
By Lemma 2, we prove the result.
We are interested in the difference set D whose G-stabilizers of all Dx are trivial. First, if the order
v of G is even, then G has involutions. Obviously any involution g may fix the base block Dg. Indeed,
(Dg)
g = Dg ∩Dg2 = Dg. Therefore, we have the following corollary.
Corollary 8. Let G be a group of order v and D a k-subset of G, where v is even. Assume that D is
a (v, k, λ)-difference set of G. Then gcd(v, λ) > 1.
Now a natural question arises: when gcd(v, λ) > 1, whether there exists any difference set D of G
such that all base blocks Dx = D∩Dx have the trivial G-stabilizer under the action Dgx = Dg∩Dxg?
The following result gives a positive answer. A difference set D is called a skew Hadamard difference
set if D∩D(−1) = ∅,D∪D(−1) = G \ {1}. A skew Hadamard difference set has always the parameters
(v, (v − 1)/2, (v − 3)/4). Skew Hadamard difference sets are related to planar mappings, pseudo-Paley
graphs and presemifields, see [30, 11]. They are known to exist in Abelian groups (Corollary 9) and
non-Abelian groups [16].
Lemma 4. Let D be a (v, k, λ) skew Hadamard difference set in G with order v. For any x ∈ G∗, the
G-stabilizer of Dx = D ∩Dx is {1}.
Proof. Fix an x ∈ G∗, assume that there exists g ∈ G∗ such that (Dx)g = Dg ∩ Dxg = Dx.
Clearly |Dx| = λ and we write Dx = {a1, a2, · · · , aλ} ⊂ D. Now we have {a1g, a2g, · · · , aλg} =
{a1, a2, · · · , aλ}. By Lemma 2, we have ord(g) := t | λ. Assume that λ = ℓt and now we may rewrite
Dx as follows (relabel the elements in Dx if necessary):
Dx = {a1, a1g, · · · , a1gt−1︸ ︷︷ ︸
t
, · · · , a(ℓ−1)t+1, a(ℓ−1)t+1g, · · · , a(ℓ−1)t+1gt−1︸ ︷︷ ︸
t
}.
Now we assume D = {a1, · · · , aλ, b1, · · · , bk−λ}. Notice that Dx ⊂ D and g can be represented by
the form (ajg
i−1)−1 · ajgi for 1 ≤ i ≤ t, 1 ≤ j ≤ ℓ. Therefore, g is represented ℓt = λ times as the
differences of elements in D. This implies that b−1i bj 6= g for all 1 ≤ i, j ≤ k − λ, i.e., bjg, bjg−1 6∈ D
for all 1 ≤ j ≤ k − λ. Since G∗ is the disjoint union of D and D(−1), if all bjg, bjg−1 6= 1, we have
|D(−1)| = 2(k − λ) = (v + 1)/2 6= (v − 1)/2 = k. Now w.l.o.g we assume b1g = 1 (the case that
b1g
−1 = 1 is similar and we omit it), i.e., g = b−11 . Since
D(−1) = {b1g−1, b2g, b2g−1, · · · , bk−λg, bk−λg−1}, (2)
we see that g = big
−1 for some 1 ≤ i ≤ k − λ as otherwise g = big for some 1 ≤ i ≤ k − λ which
would imply that bi = 1. Hence g
2 = bi which means that g
3 = b−11 bi and from this we conclude that
ord(g) = 3. On the other hand, D(−1) can be represented alternatively as:
D(−1) = {a−11 , g−1a−11 , ga−11 , · · · , a−1(ℓ−1)t+1, g−1a−1(ℓ−1)t+1, ga−1(ℓ−1)t+1, g, b−12 , · · · , b−1k−λ}. (3)
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Observe that D(−1) satisfies the following property: If x ∈ D(−1) and gx ∈ D(−1), then g2x ∈ D(−1).
First, we show that it is impossible to have brg = b
−1
i and brg
−1 = b−1j simultaneously for 1 ≤
i, j, r ≤ k − λ. Suppose this is the case, then we have big = g−1b−1r g, big−1 = g−1b−1r g−1, bjg = gb−1r g
and bjg
−1 = gb−1r g−1. Since gb−1r g ∈ D(−1) and g(gb−1r g) ∈ D(−1), by the observation, we have
g2(gb−1r g) = b−1r g ∈ D(−1), similarly, b−1r g−1 ∈ D(−1). Suppose b−1r g−1 = big−1 for some 1 ≤ i ≤ λ−k,
then b−1r = bi which is a contradiction, hence b−1r g−1 = big for some 1 ≤ i ≤ λ − k, and we obtain
b−1r g = bi but b
−1
r g ∈ D(−1) while bi ∈ D. Hence, for a fixed r, at least one of brg and brg−1 must take
the form of a−1i for some 1 ≤ i ≤ λ.
Next, we consider brg = a
−1
i and brg
−1 = b−1j . Since a
−1
i = brg, ga
−1
i = gbrg ∈ D(−1) and g−1a−1i =
g−1brg ∈ D(−1). On the other hand, since bj = gb−1r , we have bjg = gb−1r g ∈ D(−1) and bjg−1 =
gb−1r g
−1 ∈ D(−1). Suppose bjg = a−1p for some 1 ≤ p ≤ λ, then ga−1p = g−1b−1r g ∈ D(−1) but its inverse
g−1brg is also in D(−1), so bjg 6= a−1p for all 1 ≤ p ≤ λ. Suppose bjg−1 = a−1p for some 1 ≤ p ≤ λ, then
ga−1p = g
−1b−1r g
−1 but its inverse gbrg is also in D(−1). Similarly, we can rule out the possibility of the
case of brg = b
−1
j and brg
−1 = a−1i simultaneously. Hence for all i > 1, b
−1
i can neither be represented
in the form of b−1j g nor in the form of b
−1
j g
−1 for any 1 ≤ j ≤ k − λ. Hence, the G-stabilizer of
Dx = D ∩Dx is {1}.
Now we are ready to describe the second construction of difference families.
Theorem 2. Let D be a (v, k, λ) difference set in G with order v. Assume D satisfies one of the
following cases:
(1) v is odd and gcd(v, λ) = 1,
(2) D is a skew difference set.
(4)
Then for any disjoint union H1 ∪H2 ∪ {1},H1 = H(−1)2 of G, the two collections F1,F2 of subsets of
G
F1 = {Dx : x ∈ H1} and F2 = {Dx : x ∈ H2}
are both (v, λ, λ(λ − 1)/2) difference families of G, where Dx = D ∩Dx.
Proof. Let D = (G,B) be the block design generated by the difference set D, where B = {Dx :
x ∈ G}. Clearly D is a symmetric (v, k, λ) design. Now define the block design D∩ = (G,B∩) by
B∩ = {Dx ∩Dy : x, y ∈ G,x 6= y}, It is obviously that the collections H1,H2 are both base blocks for
D∩. It is not difficult to show that D∩ is a 2 − (v, λ, λ(λ − 1)/2) design. By Lemmas 1, 3, 4, we see
that F1,F2 are both (v, λ, λ(λ − 1)/2) difference families.
Remark 1. For difference sets which are not of the two types (4), Theorem 2 may not be true.
We give an example here. Let D = {1, w,w2, w4, w5, w8, w10} be a (15, 7, 3) Singer difference set
of F∗24 , where w is a primitive element. Given a disjoint union of G
∗ = H1 ∪ H2, where H1 =
{w11, w13, w14, w3, w5, w7, w9},H2 = {w,w12, w2, w4, w6, w8, w10},H1 = H(−1)2 . Using MAGMA to
compute the ordinary differences of the blocks in F1,F2 we obtain {212, 32}, which means 12 elements
in F∗16 appears twice and 2 elements appears three times. Therefore, F1,F2 are not difference families.
Notice that here D has the parameters of skew Hadamard difference sets but D ∩D(−1) 6= ∅.
Corollary 9. Let q ≡ 3 mod 4 be a prime power. If D is the set of all quadratic residues in Fq, then
{Dx : x ∈ D} is a (q, (q − 3)/4, (q − 3)(q − 7)/32; (q − 1)/2) difference family in (Fq,+).
Example 2. Let D be all the set of quadratic residues modulo 11. Then D is a (11, 5, 2) skew difference
set in (Z11,+). The following blocks form a (11, 2, 1; 5) difference family in (Z11,+):
{4, 5}, {1, 4}, {5, 9}, {3, 9}, {1, 3}.
There are several families of skew Hadamard difference sets (see [11, 13, 16]). They give difference
families with similar parameters.
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4 The third construction with difference sets
We will give the third construction of different families in this section. In order to obtain more gen-
eral results, we will first use balanced incomplete block designs for the construction. As an application,
difference families are obtained using difference sets.
A (v, k, λ, r, b) incidence structure D = (V,B) is called a balanced incomplete block design (BIBD)
if the vertex set V with v points is partitioned into a family B of b subsets (blocks) in such a way
that any two points determine λ blocks with k points in each block, and each point is contained in r
different blocks. For a BIBD D, it is well known that r, b can be determined by v, k, λ as follows:
b =
v(v − 1)λ
k(k − 1) and r =
λ(v − 1)
k − 1 .
Therefore, a (v, k, λ, r, b)-BIBD is commonly written as a (v, k, λ)-BIBD. In the following, for a set X
and an integer 0 ≤ s ≤ |X|, the notation
(
X
s
)
means the collection of the subsets of X with cardinality
s.
Theorem 3. Let D = (V,B) be a (v, b, r, k, λ)-BIBD. Define
B+s = {B +X|B ∈ B,X ∈
(
V −B
s
)
} for 0 ≤ s ≤ v − k and
B−s = {B −X|B ∈ B,X ∈
(
B
s
)
} for 0 ≤ s ≤ k.
Then (V,B+s ) is a (v, k + s, λ+s )-BIBD and (V,B−s ) is a (v, k − s, λ−s )-BIBD, where
λ+s = λ
(
v − k
s
)
+ 2(r − λ)
(
v − k − 1
s− 1
)
+ (b− 2r + λ)
(
v − k − 2
s− 2
)
and
λ−s = λ
(
k − 2
s
)
.
Proof. First, we prove λ+s is a (v, k + s, λ
+
s )-BIBD. Clearly we only need to prove for any two points
x, y ∈ V, there are λ+s blocks containing them. Now consider the following three cases of the block
B ∈ D:
Case (1): the block B contains both x and y. Clearly for each such B, there are
(
v−k
s
)
choices of
X such that x, y ∈ B +X. Since D is a (v, k, λ)-BIBD, we have λ
(
v−k
s
)
blocks B +X in this case.
Case (2): the block B contains one and only one of x and y. Now assume x ∈ B, y 6∈ B. Clearly
there are r − λ such blocks B. For each of such blocks B, we choose a subset X of V −B containing
y, which have (v − k − 1, s − 1) choices. Therefore, we have altogether (r−λ)
(
v−k−1
s−1
)
blocks B+X.
A calculation of the symmetric case x 6∈ B, y ∈ B contributes another (r − λ)
(
v−k−1
s−1
)
blocks.
Case (3): the block B does not contain any of x and y. Now assume x, y 6∈ B, then clearly there
are b− λ− 2(r− λ) = b− 2r+ λ such blocks B. For each such block B, there are
(
v−k−2
s−2
)
choices X
such that x, y ∈ B+X. Therefore, in this case there are altogether (b−2r+λ)
(
v−k−2
s−2
)
blocks B+X
such that x, y are both in. Combining cases (1), (2), (3), we prove the result. Similar arguments may
show B−s is a (v, k − s, λ−)-BIBD, we omit it here.
Now let D be a (v, k, λ) difference set of a group G. Then the block design D generated by D is a
(v, k, λ)-BIBD. Apply Theorem 3 on D, we have the following two constructions of difference families
using difference sets. Notice that b = v, r = k for D.
Corollary 10. Let G be a group of order v and D a (v, k, λ) difference set in G. Let s be an integer
with 1 ≤ s ≤ v − k − 1. For each X ∈
(
G−D
s
)
, define
DX = D +X.
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Then {DX : X ∈
(
G−D
s
)
} is a (v, k + s, λ+s ;u) difference family in G, where
λ+s = λ
(
v − k
s
)
+ 2(k − λ)
(
v − k − 1
s− 1
)
+ (v − 2k + λ)
(
v − k − 2
s− 2
)
, u =
(
v − k
s
)
.
Corollary 11. Let G be a group of order v and D a (v, k, λ) difference set. Let s be an integer with
1 ≤ s ≤ k − 1. For each X ∈
(
D
s
)
, define
DX = D −X.
Then {DX : X ∈
(
D
s
)
} is a (v, k − s, λ−s ;u) difference family in G, where
λ−s = λ
(
k − 2
s− 2
)
, u =
(
k
s
)
.
5 The forth construction with difference sets
Now we present the final construction of difference families using difference sets.
5.1 The construction
Theorem 4. Let G be an Abelian group and D a (v, k, λ) difference set of G. Let H be a subgroup
of G and |G : H| = ℓ. Let 1 = g0, g1, . . . , gℓ−1 be a complete set of coset representatives of G. For
each gi, define Digi = D ∩Hgi. Then {D0,D1, . . . ,Dℓ−1} is a (v,K, λ) difference family of H, where
K = {|Di| : 0 ≤ i ≤ ℓ− 1}.
Proof. First notice that Di ⊂ H. Now it follows from D = D ∩G =
ℓ−1⋃
i=0
(D ∩Hgi) and D is a (v, k, λ)
difference set that
DD(−1) =
(
ℓ−1∑
i=0
Digi
)ℓ−1∑
j=0
D
(−1)
i g
−1
i


=
ℓ−1∑
i,j=0
DiD
(−1)
j gig
−1
j
= k − λ+ λ (Hg0 +Hg1 + · · · +Hgℓ−1) .
Comparing the terms which fall into H we have
ℓ−1∑
i=0
DiD
(−1)
i = k − λ+ λH,
which implies that {D0,D1, · · · ,Dℓ−1} is a (v,K, λ) difference family of H.
This is a generic construction in the sense that it works for any Abelian difference set. The numbers
ki = |Di| for 0 ≤ i ≤ ℓ − 1 are called intersection numbers with respect to H (see [4, P. 331-332]).
However, the cardinalities ki of the base blocks Di may be hard to determine in some cases. This will
be seen in subsequent sections when we deal with difference families obtained from specific classes of
cyclic difference sets.
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5.2 Determination of intersection numbers
5.2.1 General bounds
We first give some basic properties of the intersection numbers ki’s as following. A proof may be
found in [4, Lemma 5.4].
Lemma 5. Let the symbols and notations be the same as above. For the cardinalities ki we have the
following.
1.
∑ℓ−1
i=0 ki = k.
2.
∑ℓ−1
i=0 k
2
i = λ(n− 1) + k.
3.
∑ℓ−1
i=0 kik(i+τ2) mod ℓ = λn for each τ2 with 0 < τ2 < ℓ.
Note that the three relations among the cardinalities ki described in Lemma 5 are similar to those
for perfect nonlinear functions described in [6]. In addition, these ki are the same as those developed
by Baumert [2].
In view that it is very hard to determine these parameters ki in some cases, the following theorem
is useful. The bounds on ki given in Theorem 5 are general ones. For specific difference sets D and
groups G, better bounds may exist. For instance in [22, Lemma 2.2], the author gave the bounds for
ki when D is a cyclic difference set in (Fpm,+).
Theorem 5. Let the symbols and notations be the same as above. Then
k
ℓ
−
√
(k − λ)(ℓ− 1)
ℓ
≤ ki ≤ k
ℓ
+
√
(k − λ)(ℓ− 1)
ℓ
, 0 ≤ i ≤ ℓ− 1.
Proof. Let ki =
k
ℓ + λi for 0 ≤ i ≤ ℓ− 1. It is clear that
ℓ−1∑
i=0
λi = 0 as
ℓ−1∑
i=0
ki = k. By Lemma 5,
λ(n− 1) + k =
ℓ−1∑
i=0
k2i =
ℓ−1∑
i=0
(k
2
ℓ2
+ λ2i +
2kλi
ℓ )
= k
2
ℓ +
ℓ−1∑
i=0
λ2i .
Therefore,
ℓ−1∑
i=0
λ2i = λ(n− 1) + k − k
2
ℓ =
1
ℓ (λ(nℓ− ℓ) + kℓ− k2)
= 1ℓ (λ(v − 1)− λ(ℓ− 1) + kℓ− k2) = 1ℓ (k(k − 1)− λ(ℓ− 1) + kℓ− k2)
= 1ℓ (k − λ)(ℓ− 1).
Now we have
−
√
(k − λ)(ℓ− 1)
ℓ
≤ λi ≤
√
(k − λ)(ℓ− 1)
ℓ
and the proof is completed.
5.2.2 The case ℓ = 2, 3, 4
Next we determine the intersection numbers ki’s for ℓ = 2, 3, 4.
Theorem 6. If ℓ = 2, then (k0, k1) = (
k+
√
k−λ
2 ,
k−√k−λ
2 ) or (
k−√k−λ
2 ,
k+
√
k−λ
2 ).
Proof. The proof is straightforward by replacing ℓ = 2 in Lemma 5.
An immediate corollary on the existence of Abelian difference sets may be derived.
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Corollary 12. Let D be a (v, k, λ) difference set in G with order v, where v is an even integer. Then
k − λ is a square.
As a corollary of Theorem 6, we have the following.
Corollary 13. If D is a cyclic difference set with parameters (4u2, 2u2 − u, u2 − u) and ℓ = 2, then
we have
(k0, k1) = (u
2, u2 − u) or (k0, k1) = (u2 − u, u2).
The determination of the parameters ki for the case ℓ = 3 is nontrivial. The following lemma will
be used for the case ℓ = 3.
Lemma 6. [23] Let a be a positive integer. Then the equation x2+ y2+xy = a is solvable (has integer
solutions) if and only if, for every prime p dividing a such that p 6= 3 and p 6≡ 1 mod 6, an even power
of p exactly divides a.
Let ℓ = 3. To determine k0, k1, k2, we need to solve the following system of equations:

k0 + k1 + k2 = k,
k20 + k
2
1 + k
2
2 = λ(n− 1) + k,
k0k1 + k1k2 + k0k2 = λn.
(5)
Two solutions (k0, k1, k2) and (k
′
0, k
′
1, k
′
2) of (5) are equivalent if {k0, k1, k2} = {k′0, k′1, k′2} as mul-
tisets. It follows from the second and the third equation of (5) that
(k0 + k1)
2 + (k1 + k2)
2 + (k0 + k2)
2 = 4λn + 2(k − λ).
Let x = k0 + k1 = k − k2, y = k1 + k2 = k − k0. We have then
x2 + y2 + (2k − x− y)2 = 4λn + 2(k − λ). (6)
Simplifying (6) gives that
x2 + y2 + xy − 2k(x+ y) = −λn− k2. (7)
In the following we distinguish between the cases k ≡ 0 mod 3 and k 6≡ 0 mod 3.
Case 1. Assume that k ≡ 0 mod 3. Setting s = x− 2k3 , t = y − 2k3 , we obtain from (7) that
s2 + t2 + ts =
1
3
(k − λ). (8)
The above computations use the fact that k(k − 1) = λ(v − 1). The following result is obvious from
the above discussions.
Lemma 7. If k ≡ 0 mod 3, then the system of equations (5) is solvable if and only if (8) is solvable.
By Lemmas 7 and 6, we have the following.
Theorem 7. Let the symbols and notations be as above. If k ≡ 0 mod 3, then the system of equations
(5) is solvable if and only if the canonical factorization of the integer 13(k − λ) has the following form
1
3
(k − λ) = a2 · 3b · pα11 · · · pαtt ,
where no prime divisors of a are of the form 6k+1, and b, t, αi are integers, and pi are distinct primes
with pi ≡ 1 mod 6 for 1 ≤ i ≤ t. Moreover, when the set of equations (5) is solvable, all the inequivalent
solutions of (5) are: (
k
3
− t′, k
3
+ s′ + t′,
k
3
− s′
)
,
(
k
3
+ t′,
k
3
− t′ − s′, k
3
+ s′
)
,
where s′2 + s′t′ + t′2 = 13(k − λ) and s′ ≥ t′.
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Case 2. If k 6≡ 0 mod 3, multiply 9 on both sides of (7) and set s = 3x− 2k, t = 3y − 2k. By (7)
we have
(s+ 2k)2 + (t+ 2k)2 + (s+ 2k)(t+ 2k)− 6k(s + t+ 4k) = −9(λn+ k2).
Simplifying the above equation yields that
s2 + t2 + st = 3(k − λ). (9)
For an arbitrary solution (s, t) of (9), if (5) has a solution (k0, k1, k2), then (s + 2k mod 3, t +
2k mod 3) = (0, 0). This is equivalent to saying that (s mod 3, t mod 3) = (1, 1) if k ≡ 1 mod 3; and
(s mod 3, t mod 3) = (2, 2) if k ≡ 2 mod 3. We have the following result.
Theorem 8. Let the symbols and notations be as above. If k 6≡ 0 mod 3, then the system of equations
(5) is solvable if 3(k − λ) is a positive integer with the following canonical factorization
3(k − λ) = a2 · 3b · pα11 · · · pαtt ,
where no prime divisors of a are of the form 6k+1, and b, t, αi are integers with b ≥ 1, and pi are distinct
primes with pi ≡ 1 mod 6 for 1 ≤ i ≤ t. Moreover, assume that the system of equations (5) are solvable.
Let (s′, t′) be a solution with (s′ mod 3, t′ mod 3) = (1, 1) (resp. (2, 2)) when k ≡ 1 (resp 2) mod 3,
then all the inequivalent solutions of (5) are:(
k + t′
3
,
k + s′ + t′
3
,
k − s′)
3
)
,
(
k − t′
3
,
k − s′ − t′
3
,
k + s′
3
)
,
where s′2 + s′t′ + t′2 = 3(k − λ) and s′ ≥ t′.
Remark 2. Usually it is difficult to find out the solutions of the equation x2 + xy + y2 = a for
arbitrary a and there does not exist an unifying method (see [23]). However, for specific a, it is possible
to determine the solutions. For example, when a = 3r, the solutions can be found in [20].
We now deal with the case that ℓ = 4, and will need the following lemma proved by Fermat in the
sequel [24].
Lemma 8. Write the canonical factorization of N in the form
N = 2α
∏
p≡1 mod 4
pβp
∏
q≡3 mod 4
qγq .
Then N can be expressed as a sum of two squares of integers if and only if all the exponents γq are
even.
Also, N is a sum of two relatively prime squares if and only if it is not divisible by 4 and not
divisible by any prime congruent to 3, modulo 4.
We need also the following.
Theorem 9. If a prime p ≡ 3 mod 4 divides a2 + b2 for two integers a and b, then p divides both a
and b.
Let v = 4u2, and let D be a cyclic Hadamard difference set in Z4u2 with parameters (4u
2, 2u2 −
u2, u2 − u;u2). It is known that u must be odd. As before, we use ki to denote the cardinalities of the
base blocks Di obtained from D when n = u
2 and ℓ = 4. In this case, the relations among these ki in
Theorem 5 become 

k0 + k1 + k2 + k3 = 2u
2 − u,
k20 + k
2
1 + k
2
2 + k
2
3 = u
4 − u3 + u2,
k0k2 + k1k3 =
(u2−u)u2
2 .
(10)
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Combining the second and the third equations in (10) yields
u2 = (k0 − k2)2 + (k1 − k3)2. (11)
By Theorem 9, Lemma 8 and (11), let u = u1(r
2 + s2) for an odd integer u1, two integers r and s
with r > s and gcd(r, s) = 1, where u1 contains only prime factors congruent to 1 modulo 4, and the
factorization of r2+ s2 has only prime factors congruent to 3 modulo 4. Then it is well known that all
the solutions of (11) are of the form

k0 − k2 = u1(r2 − s2),
k1 − k3 = 2u1rs,
u = u1(r
2 + s2).
(12)
Combining (10) and (12 ), we have proved the following.
Theorem 10. Let v = 4u2, and let D be a cyclic Hadamard difference set in Z4u2 with parameters
(4u2, 2u2−u2, u2−u, u2). As before, we use ki to denote the cardinalities of the base blocks Di obtained
from D when n = u2 and ℓ = 4. Then we have
k0 =
u2 + u− 2u1s2
2
, k2 =
u2 − u+ 2u1s2
2
, k1 =
u2 − u+ 2u1rs
2
, k3 =
u2 − u− 2u1rs
2
.
For any given u, u1 is fixed, but the factorization of u/u1 into r
s + s2 may not be unique. The
system of equations in (10) may have more than one solutions (k0, k1, k2, k3).
5.2.3 Specific constructions with Singer difference sets
In this section, we will determine the intersection numbers in the case that D is the Singer difference
sets in (Fqm ,+). Fist, we present results on group characters, cyclotomy and Gaussian sums which
will be needed in the sequel.
Let Trq/p denote the trace function from Fq to Fp. An additive character of Fq is a nonzero function
χ from Fq to the set of complex numbers such that χ(x+ y) = χ(x)χ(y) for any pair (x, y) ∈ F2q. For
each b ∈ Fq, the function
χb(c) = e
2π
√−1Trq/p(bc)/p for all c ∈ Fq (13)
defines an additive character of Fq. When b = 0, χ0(c) = 1 for all c ∈ Fq, and is called the trivial
additive character of Fq. The character χ1 in (13) is called the canonical additive character of Fq.
A multiplicative character of Fq is a nonzero function ψ from F
∗
q to the set of complex numbers
such that ψ(xy) = ψ(x)ψ(y) for all pairs (x, y) ∈ F∗q × F∗q. Let g be a fixed primitive element of Fq.
For each j = 0, 1, . . . , q − 2, the function ψj with
ψj(g
k) = e2π
√−1jk/(q−1) for k = 0, 1, . . . , q − 2 (14)
defines a multiplicative character of Fq. When j = 0, ψ0(c) = 1 for all c ∈ F∗q, and is called the trivial
multiplicative character of Fq.
Let q be odd and j = (q− 1)/2 in (14), we then get a multiplicative character η such that η(c) = 1
if c is the square of an element and η(c) = −1 otherwise. This η is called the quadratic character of
Fq.
Let r be a prime power and r− 1 = nN for two positive integers n > 1 and N > 1, and let α be a
fixed primitive element of Fr. Define C
(N,r)
i = α
i〈αN 〉 for i = 0, 1, ..., N − 1, where 〈αN 〉 denotes the
subgroup of F∗r generated by αN . The cosets C
(N,r)
i are called the cyclotomic classes of order N in Fr.
The cyclotomic number of order N , denoted (i, j)N , are defined as
(i, j)N = |(C(N,r)i + 1)
⋂
C
(N,r)
j |,
where 0 ≤ i, j ≤ N − 1 and |A| denotes the number of elements in the set A.
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The Gaussian periods are defined by
η
(N,r)
i =
∑
x∈C(N,r)i
χ(x), i = 0, 1, ..., N − 1,
where χ is the canonical additive character of Fr.
The values of the Gaussian periods are in general very hard to compute. However, they can be
computed in a few cases. The following is the classical result of uniform cyclotomy.
Lemma 9. [3] Assume that p is a prime, e ≥ 2 is a positive integer, r = p2jγ, where N |(pj + 1) and
j is the smallest such positive integer. Then the cyclotomic periods are given by
Case A. If γ, p, p
j+1
N are all odd, then
ηN/2 =
(N − 1)√r − 1
N
, ηi = −1 +
√
r
N
, for all i 6= N
2
.
Case B. In all the other cases,
η0 = −(−1)γ
√
r +
(−1)γ√r − 1
N
, ηi =
(−1)γ√r − 1
N
, for all i 6= 0.
In this section we consider the cyclic difference families obtained from the Singer difference sets
with parameters
(
qm−1
q−1 ,
qm−1−1
q−1 ,
qm−2−1
q−1
)
. Our task is to determine the cardinalities ki of the base
blocks Di.
First we give a construction of cyclic difference sets with Singer parameters. Let q be a power of a
prime p, and let m be a positive integer. Let g be a generator of Fqm . Define α = g
q−1 and
D
(m,q)
b =
{
0 ≤ i < q
m − 1
q − 1 : Tr(α
i) = b
}
, b ∈ Fq,
where Tr(x) is the trace function from Fqm to Fq.
We will need the following lemma.
Lemma 10. Let notations be as above. Then
(1) gcd(q − 1,m) = gcd(q − 1, qm−1q−1 );
(2) Fqm
∗ = H × Fq∗ if and only if gcd(q − 1,m) = 1, where H = 〈α〉 is the cyclic group generated
by α in the multiplicative group of Fqm;
(3) |D(m,q)0 | = q
m−1−1
q−1 if and only if gcd(q − 1,m) = 1.
Proof. (1) Obviously.
(2) Note that H = 〈α〉 = 〈gq−1〉 and Fq∗ = 〈g
qm−1
q−1 〉. We only need to prove that H ∩ Fq∗ = {1} if
and only if gcd(q − 1,m) = 1. This follows from gcd(q − 1, qm−1q−1 ) = gcd(q − 1,m).
(3) Let G = Z(qm−1)/(q−1). Let ξp be a primitive p-th root of unity and χ(x) = ξ
Trqm/p(x)
p , where
x ∈ Fqm . It is clear that χ is an additive character of Fqm . By (2) in this Lemma, we have
∑
y∈F∗q
χ(yH) =
χ(F∗qm) = −1 if and only if gcd(q − 1,m) = 1. Now
|D(m,q)0 | = 1q
∑
y∈Fq
∑
x∈G
ξ
Trq/p(yTrqm/q(α
x))
p
= 1q
∑
y∈Fq
∑
x∈G
χ(yαx)
= 1q (|G|+
∑
y∈F∗q
∑
x∈G
χ(yαx))
= 1q
(
qm−1
q−1 +
∑
y∈F∗q
χ(yH)
)
= 1q
(
qm−1
q−1 + χ(Fqm
∗)
)
= 1q
(
qm−1
q−1 − 1
)
= q
m−1−1
q−1 .
(15)
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The proof is completed.
Now we describe a family of difference sets with Singer parameters.
Theorem 11. Let notations be as above. Then D
(m,q)
0 is a(
qm − 1
q − 1 ,
qm−1 − 1
q − 1 ,
qm−2 − 1
q − 1
)
difference set in Z(qm−1)/(q−1) if and only if gcd(q − 1,m) = 1.
Proof. It is equivalent to proving that D = {x ∈ H|Tr(x) = 0} is a
(
qm−1
q−1 ,
qm−1−1
q−1 ,
qm−2
q−1
)
difference
set in H if and only if gcd(q − 1,m) = 1, where H = 〈α〉 is the cyclic group generated by α in the
multiplicative group of Fqm . By Lemma 10 (3), |D| = qm−1−1q−1 if and only if gcd(q − 1,m) = 1. Now
define a mapping Tα : H → H by Tα(x) = xα. It is easy to verify that Tα is an automorphism of the
development of D, say D = Dev(D). Clearly 〈Tα〉 ∼= H and 〈Tα〉 acts sharply transitive on D, then
by [4, Theorem 1.6], D is a
(
qm−1
q−1 ,
qm−1−1
q−1 ,
qm−2−1
q−1
)
difference set. We complete the proof.
The D
(m,q)
0 of Theorem 11 is a difference set only under the condition that gcd(q − 1,m) = 1 and
should be equivalent to the classical Signer difference set. However, we do not have a proof of the
equivalence.
We assume gcd(q − 1,m) = 1 from now on in this section. Let qm−1q−1 = nℓ with n > 1 and ℓ > 1.
Define
Ωi =
{(
qm − 1
q − 1 j + (q − 1)i
)
mod (q − 1)ℓ : 0 ≤ j ≤ q − 2
}
.
Note that
gcd((qm − 1)/(q − 1), q − 1) = gcd(q − 1,m) = 1.
We have
gcd(ℓ, q − 1) = gcd(n, q − 1) = 1.
It can the be seen that
Ωi = {(ℓj + i(q − 1)) mod ℓ(q − 1) : 0 ≤ j ≤ q − 2}. (16)
Let D = D
(m,q)
0 in Theorem 11 and for 0 ≤ i ≤ n− 1 define
Di = {x : 0 ≤ x ≤ n− 1|Tr(αℓx+i) = 0}.
Let ξp be a primitive p-th root of unity and χ(x) = ξ
Trqm/p(x)
p , where x ∈ Fqm . It is clear that χ is an
additive character of Fqm . It then follows from (16) that
ki = |Di| = 1q
∑
y∈Fq
n−1∑
x=0
ξ
Trq/p(yTrqm/q(α
ℓx+i))
p
= 1q
∑
y∈Fq
n−1∑
x=0
χ(yαℓx+i)
= 1q (n+
∑
y∈F∗q
n−1∑
x=0
χ(yαℓx+i))
= 1q (n+
∑
y∈F∗q
n−1∑
x=0
χ(yg(q−1)i · g(q−1)ℓx))
= 1q

n+ ∑
y∈F∗q
∑
t∈C((q−1)ℓ,qm)0
χ(yg(q−1)i · t)


= 1q
(
n+
∑
j∈Ωi
χ(C
((q−1)ℓ,qm)
j )
)
= 1q
(
n+ χ(C
(ℓ,qm)
i′ )
)
,
(17)
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where i′ = i(q − 1) mod ℓ.
Now we are ready to determine the cardinalities ki in certain special cases. First we have the
following result.
Lemma 11. (1) gcd(ℓ, 2)=1.
(2)
ℓ−1∑
i=0
χ(C
(ℓ,qm)
i′ ) = −1, where i′ = i(q − 1) mod ℓ.
Proof. (1) If q is odd, then clearly m is odd as gcd(q − 1,m) = 1. Now qm−1q−1 = 1 + q + · · · + qm−1 is
odd and 2 ∤ q
m−1
q−1 . If q is even, then
qm−1
q−1 is always an odd integer. The result follows.
(2) By Theorem 5 we have that
ℓ−1∑
i=0
ki = k. By Eq. (17),
|D| = qm−1−1q−1 =
ℓ−1∑
i=0
ki =
ℓ−1∑
i=0
1
q
(
n+ χ(C
(ℓ,qm)
i′ )
)
= 1q (ℓn+
ℓ−1∑
i=0
χ(C
(ℓ,qm)
i′ )
= 1q (
qm−1
q−1 +
ℓ−1∑
i=0
χ(C
(ℓ,qm)
i′ )),
where i′ = i(q−1) mod ℓ. It is easy to see that the above equation holds if and only if
ℓ−1∑
k=0
χ(C
(ℓ,qm)
i′ ) =
−1.
We can determine the cardinality ki for certain cases. Using Lemma 9, we have the following result.
Theorem 12. Let r = qm. Assume that p is a prime, ℓ ≥ 2 is a positive integer, r = p2jγ, where
ℓ|(pj + 1) for some j and j is the smallest such positive integer. Then the cardinalities ki of the base
blocks Di are given as follows.
Case A. If γ, p, p
j+1
ℓ are all odd, then
ki′ =
r − 1 + ((ℓ− 1)√r − 1)(q − 1)
ℓ(q − 1)q , i
′(q − 1) ≡ ℓ
2
mod ℓ,
ki =
(r − 1)− (1 +√r)(q − 1)
ℓ(q − 1)q , for all i(q − 1) 6≡
ℓ
2
mod ℓ.
Case B. In all the other cases,
k0 =
r − 1− (q − 1)[(−1)γ(ℓ− 1)√r + 1]
ℓ(q − 1)q ,
ki =
r − 1 + (q − 1)[(−1)γ√r − 1]
ℓ(q − 1)q , for all 0 < i < ℓ.
Proof. The conclusions follow from (17) and Lemma 9.
Remark 3. The determination of ki for Singer difference sets are also discussed in [18]. However,
the author of [18] considered only the case ℓ = q + 1 and used geometric arguments, where ℓ is defined
in Theorem 12. Recently, we noticed that this problem is also discussed in [22].
Next we give an example.
Example 3. Let q = 2, r = q6, and ℓ = 3. Let g be a primitive element of Fr and α = g. By Theorem
11, the set
D = {i : 0 ≤ i < q6 − 1|Tr(αi) = 0}
is a (63, 31, 15) difference set in Z63. By Theorem 4, we get a (21, {9, 13}, 15; 3) difference family in
Z63 with the following base blocks:
D0 = {0, 3, 5, 6, 9, 10, 12, 13, 15, 17, 18, 19, 20},
D1 = {0, 1, 2, 3, 5, 9, 11, 13, 16},
D2 = {0, 1, 2, 4, 5, 6, 10, 11, 18}.
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5.2.4 The construction with twin-prime difference sets
In this section, we determine the cardinalities ki of the blocks of the cyclic difference family obtained
from the the twin-prime difference sets.
Theorem 13. Let q and q + 2 be prime powers. Then the set
D = {(x, y) : x ∈ Fq, y ∈ Fq+2|x, y both are nonzero squares or nonsquares or y = 0}
is a (q(q + 2), q
2+2q−1
2 ,
q2+2q−3
4 ) difference set in (Fq,+)× (Fq+2,+).
Since we only consider cyclic difference sets, we assume q and q+2 are both primes in this section.
Let G = (Fq,+)× (Fq+2,+), it is clear that G ∼= Zq(q+2) as gcd(q, q + 2) = 1. Let
φ : Zq(q+2) → Zq × Zq+2
defined by φ(x) = (x mod q, x mod (q + 2)). By the Chinese Remainder Theorem, φ is a group
isomorphism. Let D be the twin-prime difference set in Theorem 13. As in Section 5.1, let s(t) be the
characteristic sequence of D. Assume v = ℓn = q(q+2), then (ℓ, n) can either be (q, q+2) or (q+2, q).
For 0 ≤ i ≤ ℓ− 1, define the sequence
si(t) = s(ℓt+ i), 0 ≤ t ≤ n− 1.
It can be seen that 1 = si(t) = s(ℓt+ i) if and only if φ(ℓt+ i) ∈ D. Now we give the following result.
Theorem 14. Let notations be as above in this section and ki = |Di| for 0 ≤ i ≤ ℓ− 1.
(1) If (ℓ, n) = (q, q + 2), then
ki =
{ q+3
2 if i 6= 0
1 if i = 0.
(2) If (ℓ, n) = (q + 2, q), then
ki =
{ q−1
2 if i 6= 0
q if i = 0.
Proof. We only prove (1) as the proof of (2) is similar. For 0 ≤ i ≤ q− 1, we have 1 = si(t) = s(qt+ i)
if and only if
φ(qt+ i) = ((qt+ i) bmod q, (qt+ i) bmod (q + 2)) = (i, (qt + i) bmod (q + 2)) ∈ D.
It is easy to verify that {(qt + i) bmod (q + 2) : t ∈ Fq+2} = Fq+2. We only need to prove that
(qt1 + i) 6≡ (qt2 + i) bmod (q + 2) for t1, t2 ∈ Fq+2, t1 6= t2. When 0 6= i ∈ Fq, we have
ki = |{t ∈ Fq+2|si(t) = 1}|
= |{t ∈ Fq+2|(i, (qt+ i) bmod (q + 2)) ∈ D}|
= q+12 + 1.
Similarly, ki = 1 when i = 0. This completes the proof.
Remark 4. By Theorem 14, k0 = 1 when (ℓ, n) = (q, q+2). It is clear that we may delete D0 and get
a (q + 2, q+32 ,
q2+2q−3
4 ; ℓ− 1) difference family in Zq+2.
Similarly, it can be seen that D0 = Fq when (ℓ, n) = (q + 2, q). After deleting D0, we get a
(q, q−12 ,
q2+2q−3
4 ; ℓ− 1) difference family in Zq.
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Example 4. Let q = 11, then
D = {(x, y) : x, y both are nonzero squares or nonsquares or y = 0}
is a (143, 71, 35) difference set in Z143. If (ℓ, n) = (q, q+2), by Theorems 4, 14 and Remark 4 we have
a (13, 7, 35; 10) difference family in Z13 with the following base blacks:
{0, 3, 4, 5, 6, 9, 11}, {1, 2, 4, 5, 6, 8, 9},
{0, 2, 4, 7, 8, 9, 10}, {0, 1, 2, 4, 5, 10, 11},
{0, 1, 6, 7, 9, 10, 11}, {0, 2, 3, 4, 6, 7, 12},
{0, 1, 3, 4, 5, 7, 8}, {1, 2, 3, 4, 7, 9, 11},
{0, 1, 2, 5, 7, 9, 12}, {0, 1, 2, 3, 6, 8, 10}.
If (ℓ, n) = (q+2, q), we have a (11, 5, 35; 12)) difference family in Z11 with the following base blocks:
{0, 4, 5, 6, 8}, {0, 1, 2, 4, 7}, {0, 1, 2, 4, 7}, {0, 2, 3, 4, 8},
{0, 1, 5, 8, 10}, {0, 3, 7, 8, 9}, {1, 3, 4, 5, 9}, {0, 1, 2, 6, 9},
{0, 1, 3, 6, 10}, {1, 2, 3, 5, 8}, {0, 3, 5, 6, 7}, {1, 4, 6, 7, 8}.
6 The construction with disjoint difference families
The fifth construction of difference families is presented in this section. Similar to Section 4, we
first use near-resolvable block design to obtain more general construction of difference families and
then apply it on disjoint difference families to obtain a specific construction.
A partial parallel class is a set of blocks that contain no point of the design more than once. A near
parallel class is a partial parallel class missing a single point. A (v, k, k−1) near-resolvable block design
(NRB) is a (v, k, k − 1)-BIBD with the property that the blocks can be partitioned into near-parallel
classes. For such a design, every point is absent from exactly one class, which implies that it has v
near parallel classes.
Theorem 15. Let D = (V,B,R) be a (kn + 1, k, k − 1)-NRB and, for any fixed s between 1 and n,
let Rs be the set of all possible unions of s pairwise distinct blocks belonging to the same near parallel
class of F . Then D∪ = (V,Rs) is a (kn+ 1, ks, λs)-BIBD with λs = (k− 1)
(
n−1
s−1
)
+ (kn− k)
(
n−2
s−2
)
.
Proof. We only need to prove that for any two points x, y ∈ V, there are exactly λs blocks containing
them. Notice that every near parallel class of R has n blocks. Clearly if either x or y are not in a near
parallel class C of R, then all possible unions of s pairwise distinct blocks belonging to C do not contain
x, y. Since D has v = kn + 1 near parallel classes and every point is absent from exactly one class,
there are v − 2 = kn − 1 near parallel classes containing both x, y. Next, we consider the following
two cases of the near parallel class C containing x, y of R: (1) C contains the block B ∈ B such that
x, y ∈ B. Clearly there are k − 1 such classes and for each such class there are
(
n−1
s−1
)
choices of the
other s−1 blocks of D. So altogether there are (k−1)
(
n−1
s−1
)
blocks of D∪ containing x, y in this case;
(2) C does not contain the block B ∈ B such that x, y ∈ B. Now it is not difficult to see that there
are (v − 2)− (k − 1) = (kn− 1)− (k − 1) = kn− k such near parallel classes of D and every class has(
n−2
s−2
)
choices of the other s− 2 blocks of D. Therefore, for this case there are (kn− k)
(
n−2
s−2
)
blocks
of D∪ containing x, y. Combining cases (1) and (2), we prove the result.
Now let D = {D1,D2, . . . ,Du} be a (v, k, k − 1) disjoint difference family of G. Then the block
design D = (G,B) is a (v, k, k − 1)-NRB, where B = {Dix : 0 ≤ i ≤ u, x ∈ G}.
Corollary 14. Let G be a group of order v, and let D = {D1,D2, . . . ,Du} be a collection of k-subsets
of G. For each 1 ≤ s ≤ u− 1, let Ωs = {x ∈ 2U , |x| = s}, µ =
(u
s
)
and ti =
(
u−i
s−i
)
for i = 1, 2, where
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U = {1, 2, · · · , u} and 2U is the power set of U . If D is a partition of G\{1G} and a (v, k, k−1;u)-DDF
in G, then {⋃
i∈x
Di : x ∈ Ωs
}
is a (v, sk, t1(k − 1) + t2(v − k − 1);µ)-DF in G.
An example of (v, k, k − 1)-DDF is as follows. Let q be a power of an odd prime, and let α be a
generator of F∗q. Assume that q − 1 = el, where e > 1 and l > 1 are integers. Define C(e)0 to be the
subgroup of F∗q generated by α
e, and let C
(e)
i := α
iC
(e)
0 for each i with 0 ≤ i ≤ e − 1. These C(e)i are
called cyclotomic classes of order e with respect to F∗q.
Lemma 12. (Wilson [32]) Let q − 1 = el and let q be a power of an odd prime. Then D :=
{C(e)0 , . . . , C(e)e−1} is a (q, (q − 1)/e, (q − 1− e)/e, e)-DDF in (Fq,+).
Corollary 15. Let q − 1 = el and let q be a power of an odd prime. Let D := {C(e)0 , . . . , C(e)e−1} be the
(q, (q − 1)/e, (q − 1 − e)/e, e)-DDF in (Fq,+). For each 1 ≤ s ≤ e − 1, let Ωs = {x ∈ 2U , |x| = s},
µ =
( e
s
)
and ti =
(
e−i
s−i
)
for i = 1, 2, where U = {1, 2, · · · , e− 1} and 2U is the power set of U . Then
{⋃
i∈x
Di : x ∈ Ωs
}
is a (q, s(q − 1)/e, t1(q − 1− e)/e + t2(eq − q + 1− e)/e;µ)-DF in (Fq,+).
Proof. The conclusion follows from Corollary 14 and Lemma 12.
7 The construction with almost difference sets
Finally, we describe the construction of difference families using almost difference sets. Let D be a
(v, k, λ, t) almost difference set in G. Suppose that the differences
d1 − d2, d1, d2 ∈ D, d1 6= d2
represent each element in T exactly λ times and each nonzero element in G \ T exactly λ + 1 times.
For each t ∈ T define the subset
∆t = {d− t : d ∈ D|d− t 6∈ D},
and δt is defined to be an arbitrary element in ∆t. Now for each x ∈ G∗,
D¯x =
{
Dx if x 6∈ T
Dx ∪ {δx} if x ∈ T, (18)
where Dx = D ∩ (D + x).
Theorem 16. The set {D¯x : x ∈ G∗} is a (v, λ+1, λ(λ+ 1); v − 1) difference family in G if and only
if for each t ∈ T ,
|{x ∈ G∗|δt, δt + t ∈ D¯x}| = λ.
Proof. Let G∗ = G \ {0}. Since D is a (v, k, λ; t) almost difference set, |Dx| = λ for every x ∈ T and
|Dx| = λ+ 1 for every x ∈ G∗ \ T . By the definition of D¯x we see that D¯x = λ+ 1 for all x ∈ G∗.
We now compute the multiset M := {d1 − d2 : d1, d2 ∈ D¯x, x ∈ G∗|d1 6= d2}. Clearly there are
λ(λ+ 1)(v − 1) differences d1 − d2 in M .
Case 1: For each g ∈ G∗ \ T , there are λ + 1 pairs (d1, d2) ∈ D × D such that g = d1 − d2. Let
(d1, d2) be such a pair, note that Dx ⊆ D¯x for all x ∈ G∗. Using the same argument in Theorem 1 we
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see that d1 − d2 appears at least (λ + 1) − 1 = λ times in M . Hence the multiplicity of g in M is at
least λ(λ + 1). Since |G∗ \ T | = v − t− 1, at least (v − t− 1)λ(λ + 1) differences d1 − d2 are used in
M in this case.
Case 2: For each g ∈ T , there are λ pairs (d1, d2) ∈ D × D such that g = d1 − d2. Similarly, for
each such pair (d1, d2), the difference d1 − d2 appears at least λ times. Now by the definition of D¯g,
we have g = (δg + g) − δg. Since δg 6∈ D and δg + g = (d − g) + g ∈ D for some d ∈ D, the difference
g = (δg + g) − δg is not included in the above λ differences. Now we compute the multiplicity of
(δg + g) − δg in M . The number of x ∈ G∗ such that
δg + g ∈ D¯x and δg ∈ D¯x
is equal to λ by the assumption. Hence, the multiplicity of g in M is at least λ+ λ2 = λ(λ+ 1) and
at least λ(λ+ 1)t differences in M are used in this case.
Combining the above two cases, we use at least (v − t− 1)λ(λ+ 1) + λ(λ+ 1)t = λ(λ+ 1)(v − 1)
differences with the form in M . However, there are λ(λ + 1)(v − 1) differences altogether in M .
Therefore, the multiplicity of each element in G∗ is λ(λ+ 1) and we prove the necessary part.
Conversely, if {D¯x : x ∈ G∗} is a (v, λ+ 1, λ(λ+ 1); v − 1) difference family, the conclusion follows
easily.
Let q ≡ 1 mod 4 be a power of a prime. Let D be the set of all quadratic residues in (Fq,+). It is
known that D is a (q, (q − 1)/2, (q − 5)/4; (q − 1)/2) almost difference set in (Fq,+).
For each x ∈ F∗q, define
Dx = D ∩ (D + x),
whereD+x = {d+x : d ∈ D}. It follows from the cyclotomic numbers of order two that |Dx| = (q−5)/4
if x is a quadratic residue in F∗q and |Dx| = (q − 1)/4 if x is a quadratic nonresidue in F∗q [29].
We now define for each x ∈ Fq
D¯x =
{
Dx if x is not a square
Dx ∪ {0} if x is a square. (19)
Theorem 17. Then {D¯x : x ∈ F∗q} is a (q, (q − 1)/4, (q − 1))(q − 5)/16); q − 1) difference family in
(Fq,+).
Proof. In the proof of Theorem 16, let T = D and let δx = 0 for all x ∈ D. The condition |{x ∈
G∗|0, t ∈ D¯x}| = p−54 = λ is clearly satisfied. Then the conclusion of this theorem follows from that of
Theorem 16.
Example 5. Let q = 13. Then the following blocks form a (13, 3, 6; 12) difference family in (F13,+):
{0, 4, 10}, {1, 3, 12}, {0, 4, 12}, {0, 1, 3}, {1, 4, 9}, {3, 9, 10},
{3, 4, 10}, {4, 9, 12}, {0, 10, 12}, {0, 1, 9}, {1, 10, 12}, {0, 3, 9}.
8 Concluding remarks
In this paper, we presented six constructions of difference families. Four of them employ difference
sets, one uses disjoint difference families and the other one uses almost difference sets. All constructions
do not require that G be Abelian, except the forth one. The third and fifth constructions yield more
general constructions of difference families using BIBDs and NRBs. These new constructions yield
many new parameters of difference families. Furthermore, they established new bridges between these
combinatorial objects and difference families.
As a summary, Table 2 lists all parameters of difference families obtained in this paper. Unlikely
Table 1, we only give the parameters from the generic constructions, i.e., using the parameters of
the difference sets, disjoint difference families, or almost difference sets. In Table 2, the symbol ⋆
denotes the constructions use difference sets, ♣ denotes the ones use disjoint difference families and ♠
denotes the ones use almost difference sets. The parameters v, k, λ are the ones of the corresponding
combinatorial objects.
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Table 2: Summary of parameters of difference families in this paper, where k is the block size, γ is the
frequency
v k γ Conditions reference
v λ λ(λ− 1) Thm. 1 ⋆
v λ λ(λ− 1)/2
v odd and gcd(v, λ) = 1, or
D is a skew Hadamard
difference set
Thm. 2 ⋆
v k + s
λ
(
v−k
s
)
+ 2(k − λ)
(
v−k−1
s−1
)
+(v − 2k + λ)
(
v−k−2
s−2
) 1 ≤ s ≤ v − k − 1 Cor. 10 ⋆
v k − s λ
(
k−2
s−2
)
1 ≤ s ≤ k − 1 Cor. 11 ⋆
n K λ
G is Abelian, ∀n | v
K is the set of the block sizes
depends on D
Thm. 4 ⋆
v sk (k − 1)
(
n−1
s−1
)
+ (kn− k)
(
n−2
s−2
)
D is a (v, k, k − 1)-DDF in G Cor. 14 ♣
v λ λ(λ+ 1)
D is (v, k, λ, t)-ADS in G,
|{x ∈ G∗|δt, δt + t ∈ D¯x}| = λ
for each t ∈ T,
Thm. 16 ♠
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