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Abstract
We consider stochastic zero-order optimization problems, which arise in settings
from simulation optimization to reinforcement learning. We propose an adaptive
sampling quasi-Newton method where we estimate the gradients of a stochastic
function using finite differences within a common random number framework. We
employ modified versions of a norm test and an inner product quasi-Newton test
to control the sample sizes used in the stochastic approximations. We provide
preliminary numerical experiments to illustrate potential performance benefits of
the proposed method.
1 Introduction
We consider unconstrained stochastic optimization problems of the form
min
x∈<d
F (x) = Eζ [f(x, ζ)] , (1)
where one has access only to a zero-order oracle (i.e., a black-box procedure that outputs realiza-
tions of the stochastic function values f(x, ζ) and cannot access explicit estimates of the gradient
∇xf(x, ζ)). Such stochastic optimization problems arise in a plethora of science and engineering
applications, from simulation optimization [4, 9, 11, 15] to reinforcement learning [3, 13, 17]. Several
methods have been proposed to solve such “derivative-free” problems [1, 12].
We propose finite-difference stochastic quasi-Newton methods for solving (1) by exploiting common
random number (CRN) evaluations of f . The CRN setting allows us to define subsampled gradient
estimators [∇F FDi (x)]j := f(x+ νej , ζi)− f(x, ζi)ν , j = 1, . . . , d (2)
∇F FDSk (x) :=
1
|Sk|
∑
ζi∈Sk
∇F FDi (x), (3)
which employ forward differences for the i.i.d. samples of ζ in the set Sk and whereby the parameter ν
needs to account only for numerical errors. This gradient estimation has two sources of error: error due
to the finite-difference approximation and error due to the stochastic approximation. The error due to
stochastic approximation depends on the number of samples |Sk| used in the estimation. Using too few
samples affects the stability of a method using the estimates; using a large number of samples results
in computational inefficiency. For settings where gradient information is available, researchers have
developed practical tests to adaptively increase the sample sizes used in the stochastic approximations
and have supported these tests with global convergence results [5, 6, 7, 16]. In this paper we modify
these tests to address the challenges associated with the finite-difference approximation errors, and
we demonstrate the resulting method on simple test problems.
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2 A Derivative-Free Stochastic Quasi-Newton Algorithm
The update form of a finite-difference, derivative-free stochastic quasi-Newton method is given by
xk+1 = xk − αkHk∇FFDSk (xk), (4)
where αk > 0 is the steplength, Hk is a positive-definite quasi-Newton matrix, and∇F FDSk (xk) is the
(e.g., forward) finite-difference subsampled (or batch) gradient estimate defined by (3). We propose
to control the sample sizes |Sk| over the course of optimization to achieve fast convergence by using
two different strategies adapted to the setting where no gradient information is available.
Norm test. The first test is based on the norm condition [7, 10]:
ESk [‖∇F FDSk (xk)−∇F (xk)‖2] ≤ θ2‖∇F (xk)‖2, (5)
which is used for controlling the sample sizes in subsampled gradient methods. We note that the
finite-difference approximation error (first pair of terms) in∇F FDSk (xk)−∇F (xk) = ∇F FDSk (xk)−∇FSk(xk) +∇FSk(xk)−∇F (xk) is nonzero and can be upper bounded (independent of Sk) for
any function f(·, ζ) with L-Lipschitz continuous gradients:
‖∇F FDSk (xk)−∇FSk(xk)‖2 ≤
(
Lν
√
d
2
)2
, where∇FSk(xk) :=
∑
ζi∈Sk ∇xf(xk,ζi)
|Sk| ; (6)
the proof is given in the supplementary material. Therefore, one cannot always satisfy (5); moreover,
satisfying (5) might be too restrictive. Instead, we propose to look at the norm condition based on the
finite-difference subsampled gradient estimators. That is, we use the condition
ESk [‖∇F FDSk (xk)−∇F FD(xk)‖2] ≤ θ2‖∇F FD(xk)‖2, ∇F FD(xk) :=
[
F (xk+νej)−F (xk)
ν
]d
j=1
,
(7)
for which ESk [∇F FDSk (xk)] = ∇F FD(xk) and which corresponds to a norm condition where the
right-hand side of (5) is relaxed. The left-hand side of (7) is difficult to compute but can be bounded
by the true variance of individual finite-difference gradient estimators; this results in
Ei[‖∇F FDi (xk)−∇F FD(xk)‖2]
|Sk| ≤ θ
2‖∇F FD(xk)‖2. (8)
Approximating the true expected gradient and variance with sample gradient and variance estimates,
respectively, yields the practical finite-difference norm test:
1
|Svk |−1
∑
ζi∈Svk ‖∇F
FD
i (xk)−∇F FDSk (xk)‖2
|Sk| ≤ θ
2‖∇F FDSk (xk)‖2, (9)
where Svk ⊆ Sk is a subset of the current sample (batch). In our algorithm, we test condition (9);
whenever it is not satisfied, we control |Sk| such that the condition is satisfied.
Inner product quasi-Newton test. The norm condition controls the variance in the gradient esti-
mation and does not utilize observed quasi-Newton information to control the sample sizes. Recently,
Bollapragada et al. [6] proposed to control the sample sizes used in the gradient estimation by ensuring
that the stochastic quasi-Newton directions make an acute angle with the true quasi-Newton direction
with high probability. That is,
(Hk∇F FDSk (xk))T (Hk∇F (xk)) > 0 (10)
holds with high probability. This condition can be satisfied in expectation at points that are sufficiently
far away from the stationary points; that is, for points xk such that ‖∇F (xk)‖ > λmax(Hk)Lν
√
d
2λmin(Hk)
,
where λmax(Hk) and λmin(Hk) > 0, are the largest and smallest eigenvalues of Hk, respectively
(see supplementary material). Hence, the condition (10) can be satisfied with high probability at
points xk that are sufficiently far away from being stationary points. We must control the variance in
the left-hand side of (10) to achieve this objective. We note that the quantity Hk∇F (xk) cannot be
computed directly; however, it can be approximated by Hk∇F FD(xk). The condition is given as
ESk
[(
(Hk∇F FDSk (xk))T (Hk∇F FD(xk))−
∥∥Hk∇F FD(xk)∥∥2)2] ≤ θ2‖Hk∇F FD(xk)‖4, (11)
2
where ESk
[
Hk∇F FDSk (xk)
]
= Hk∇F FD(xk). The left-hand side of (11) can be bounded by the true
variance, as done before. Therefore, the following condition is sufficient for ensuring that (11) holds:
Ei
[(
(Hk∇F FDi (xk))T (Hk∇F FD(xk))− ‖Hk∇F FD(xk)‖2
)2]
|Sk| ≤ θ
2‖Hk∇F FD(xk)‖4. (12)
Approximating the true expected gradient and variance with sample gradient and variance estimates
results in the practical finite-difference inner product quasi-Newton test:
1
|Svk |−1
∑
ζi∈Svk
(
(Hk∇F FDSk (xk))THk∇F FDi (xk)− ‖Hk∇F FDSk ‖2
)2
|Sk| ≤ θ
2‖Hk∇F FDSk (xk)‖4, (13)
where Svk ⊆ Sk is a subset of the current sample (batch).This variance computation requires only one
additional Hessian-vector product (i.e., the product of Hk with Hk∇F FDSk (xk)). In our algorithm, we
test the condition (13); whenever it is not satisfied, we control |Sk| to satisfy the condition.
Finite-difference parameter and steplength selection. We select the finite-difference parameter
ν by minimizing an upper bound on the error in the gradient approximation. Assuming that numerical
errors in computing f(x, ζ) are uniformly bounded by m yields the parameter value ν∗ := 2
√
m
L .
This finite-difference parameter is analogous to the one derived in [14], which depends on the variance
in stochastic noise; however, in the CRN setting we need to account only for numerical errors.
We employ a stochastic line search to choose the steplength αk by using a sufficient decrease condition
based on the sampled function values. In particular, we would like αk to satisfy
FSk
(
xk − αkHk∇F FDSk (xk)
) ≤ FSk(xk)− c1αk(∇F FDSk (xk))THk∇F FDSk (xk), (14)
where FSk(xk) =
1
|Sk|
∑
ζi∈Sk f(xk, ζi) and c1 ∈ (0, 1) is a user-specified parameter. We employ a
backtracking procedure wherein a trial αk that does not satisfy (14) is reduced by a fixed fraction τ < 1
(i.e., αk ← ταk). One cannot always satisfy (14), since the quasi-Newton direction −Hk∇F FDSk (xk)
may not be a descent direction for the sampled function FSk at xk. Intuitively, at points where the
error in the sample gradient estimation error ∇F FDSk (xk)−∇FSk(xk) dominates the sample gradient
itself, measured in terms of the matrix norm ‖ · ‖Hk , this condition may not be satisfied, and the line
search fails. In practice, stochastic line search failure is an indication that the method has converged
to a neighborhood of a solution for the sampled function FSk , and the solution cannot be further
improved. Therefore, one can use the line search failure as an early stopping criterion.
We also note that because of the stochasticity in the function values, it is not guaranteed that a decrease
in stochastic function realizations can ensure decrease in the true function. A conservative strategy to
address this issue is to choose the initial trial steplength to be small enough such that the increase
in function values (when the stochastic approximations are not good) is controlled. Following the
strategy proposed in [6], we derive a heuristic to choose the initial steplength as
αˆk =
(
1 +
Varζi∈Svk
(∇FFDi (xk))
|Sk|‖∇F FDSk (xk)‖2
)−1
, (15)
where Varζi∈Svk
(∇FFDi (xk)) := ∑i∈Svk ‖∇F FDi (xk)−∇F FDSk (xk)‖2|Svk |−1 is the sample variance used in (9).
Stable quasi-Newton update. In BFGS and L-BFGS methods, the inverse Hessian approximation
is updated by using the formulae
Hk+1 = V
T
k HkVk + ρksks
T
k , ρk = (y
T
k sk)
−1, Vk = I − ρkyksTk , (16)
where sk = xk+1−xk and yk is the difference in the gradients at xk+1 and xk. In stochastic settings,
several recent works [2, 6, 18] define yk as the difference in gradients measured on the same sample
Sk to ensure stability in the quasi-Newton approximation. We follow the same approach and define
yk := ∇F FDSk (xk+1)−∇F FDSk (xk). (17)
However, even though computing gradient differences on common sample sets can improve stability,
the curvature pair (yk, sk) still may not satisfy the condition yTk sk > 0 required to ensure positive
definiteness of the quasi-Newton matrix. Therefore, in our tests we skip the quasi-Newton
update if the condition yTk sk > β‖sk‖2 is not satisfied with β = 10−2.
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Figure 1: Chebyquad function results for a single run: Using fabs (left column) and frel (right
column) with σ = 10−3 (top row) and σ = 10−5 (bottom row).
Convergence results. We leave to future work the settings under which one can establish global
convergence results to a neighborhood of an optimal solution for the proposed methods.
3 Numerical Experiments
As a demonstration, we conducted preliminary numerical experiments on stochastic nonlinear least-
squares problems based on a mapping φ : Rd → Rp affected by two forms of stochastic noise:
frel(x, ζ) :=
1
1 + σ2
p∑
j=1
φ2j (x)(1 + ζj)
2 and fabs(x, ζ) :=
p∑
j=1
(φj(x) + ζj)
2 − σ2, (18)
where ζ ∼ N (0, σ2Ip) and Eζ [f(x, ζ)] =
∑p
j=1 φ
2
j (x). In both cases, the function f(·, ζ) and the
expected function Eζ [f(·, ζ)] are twice continuously differentiable. Here we report results only for φ
defined by the Chebyquad function from [8] with d = 30, p = 45, and an approximate noise-free
value F ∗ = 0.0174.
We implemented two variants, “FD-Norm” and “FD-IPQN”, of the proposed algorithm using L-BFGS
with |Sk| chosen based on either (9) or (13), respectively. We also implemented a finite-difference
stochastic gradient method (“FD-SG”) xk+1 = xk − α∇FDSk (xk), where∇FFDSk (xk) is defined in
(3) and |Sk| = |S0|. We report results for the best version of FD-SG based on tuning the constant
steplength for each problem (e.g., considering α0 = 2j , for j ∈ {−20,−19, . . . , 9, 10}). We use the
initial sample |S0| = 64 for larger variance (σ = 10−3) problems and |S0| = 2 for smaller variance
problems (σ = 10−5) in all the methods.
Figure 1 measures the error in the function, F (x)− F ∗, in terms of the total (i.e., including those in
the gradient estimates, curvature pair updates, and line search) number of evaluations of f(x, ζ). The
results show that both variants of our finite-difference quasi-Newton method are more efficient than
the tuned finite-difference stochastic gradient method. Furthermore, the stochastic gradient method
converged to a significantly larger neighborhood of the solution as compared with the quasi-Newton
variants. No significant difference in performance was observed between the norm test and inner
product quasi-Newton test. These preliminary numerical results show that the modified tests have
potential for stochastic problems where the CRN approach is feasible.
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Supplementary Material
Finite-difference approximation error. For any ν > 0 and any function f(·, ζ) with L-Lipschitz
continuous gradients, we have that
‖∇F FDSk (xk)−∇FSk(xk)‖2 =
d∑
j=1
 1
|Sk|
∑
ζi∈Sk
(
f(xk + νej , ζi)− f(xk, ζi)
ν
− [∇xf(xk, ζi)]j
)2
≤
d∑
j=1
1
|Sk|
∑
ζi∈Sk
(
f(xk + νej , ζi)− f(xk, ζi)
ν
− [∇xf(xk, ζi)]j
)2
≤
d∑
j=1
1
|Sk|
∑
ζi∈Sk
(
Lν
2
)2
=
(
Lν
2
)2
d,
where the first equality is by the definitions of∇F FDSk (xk) and∇FSk(xk) = 1|Sk|
∑
ζi∈Sk ∇xf(x, ζi).
The first inequality is due to the fact that (a1 + a2 + · · ·+ an)2 ≤ n(a21 + a22 + · · ·+ a2n), and the
second inequality is due to
f(y, ζ) ≤ f(x, ζ) + (y − x)T∇xf(x, ζ) + L
2
‖y − x‖2, ∀x, y ∈ Rd.
In a similar manner, we can show that, for the true gradients, the error due to finite-difference
approximation is bounded. That is,
‖∇F FD(xk)−∇F (xk)‖2 =
d∑
j=1
(
F (x+ νej)− F (x)
ν
− [∇F (xk)]j
)2
≤
(
Lν
2
)2
d. (19)
Inner product quasi-Newton expected condition. Consider the following:
ESk [(Hk∇F FDSk (xk))T (Hk∇F (xk))] = (Hk∇F FD(xk))T (Hk∇F (xk))
= (Hk(∇F FD(xk)−∇F (xk)))T (Hk∇F (xk)) + ‖Hk∇F (xk)‖2,
where we used
ESk [∇F FDSk (xk)] = ESk
 1
|Sk|
∑
ζi∈Sk
[
f(xk + νej , ζi)− f(xk, ζi)
ν
]d
j=1
 = ∇F FD(xk),
and we have,
(Hk(∇F FD(xk)−∇F (xk)))T (Hk∇F (xk))
≤ ‖Hk∇F (xk)‖‖Hk‖‖∇F FD(xk)−∇F (xk)‖
≤ ‖Hk∇F (xk)‖‖Hk‖Lν
√
d
2
,
where the last inequality is due to (19). Therefore,
ESk [(Hk∇F FDSk (xk))T (Hk∇F (xk))] ≥ ‖Hk∇F (xk)‖2 − ‖Hk∇F (xk)‖‖Hk‖
Lν
√
d
2
≥ ‖Hk∇F (xk)‖
(
‖Hk∇F (xk)‖ − ‖Hk‖Lν
√
d
2
)
.
For any xk such that ‖∇F (xk)‖ > λmax(Hk)Lν
√
d
2λmin(Hk)
, where λmax(Hk), λmin(Hk) > 0 are the largest
and smallest eigenvalues of Hk, respectively, it thus follows that
ESk
[
(Hk∇F FDSk (xk))T (Hk∇F (xk))
]
> 0.
6
Numerical experiments setup. In the tests of the proposed algorithm, we use θ = 0.9, finite-
difference parameter ν = 10−8, L-BFGS memory parameter m = 10, and line search parameters
(c1 = 10−4, τ = 0.5). None of these parameters have been tuned to the problems being considered.
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