Routing is a vital part of today's communication networks and without it; data can never get past its originating subnet. It requires the implementation of a set of communication rules and guidelines called Routing Protocols. Each of these protocols has different features and performance capabilities, with different architectures and route processing algorithms. The data travels between local and wide area networks via different network topologies and is handled by different protocols within and outside different Autonomous Systems (AS). A secure and scalable communication platform relies on the selection of the right communication protocols. This plays an important role in the establishment and maintenance of successful communication grids, with the dynamic nature of the Internet connections and communication between different Autonomous Systems. This research paper presents a simulation as a comparative study of the Interior Gateway Routing Protocols (IGRP) in varying scenarios. Their performance was analysed and discussed by observing the generated traffic to identify the best combination of protocols for efficient data delivery. GNS3 network simulation software was used to create and implement the scenarios, and WireShark was used to capture the data packets.
Introduction
In today's era, communication networks are growing rapidly to accommodate the increasing needs for file transfer, print sharing, video streaming and video conferencing. With this rapid growth, technological inventors are tasked with the need for efficient solutions and applications for the network data forwarding issues. A network is a connection of multiple hosts, either with cables or wirelessly, so as to exchange information. To determine compatibility with other networks, the Open Systems Interconnection (OSI) reference model was created [1] . The model is divided into 7 layers, Application, Presentation, Session, Transport, Network, Data-Link and Physical. Routing protocols are implemented in the network layer. These protocols provide the rules for routers on how they intercommunicate to share information. Routing protocols are the electronic equivalent of the best way to send a parcel/postcard from one end of the world to another. A network router functions by reading the destination address marked in an incoming IP (Internet Protocol) packet, consulting its own internal information about the best outgoing link (or path) for this packet and finally forwarding the packet. Some routing protocols learn about destinations via Routing-by-Rumor, which means the interface cannot actually communicate directly with the rumored interface, but can find a neighboring router, who can do it [2] .
Among the Interior Routing Protocols, OSPF and EIGRP are considered as the pre-eminent protocols for real-time applications. Intermediate System to Intermediate System (IS-IS) allows large scalability of networks and so is more popular with service providers. BGP is the only existing Exterior Gateway Routing Protocol and serves as the protocol that allows different Autonomous Systems (AS) to intercommunicate. An Autonomous System is simply a group of networks under the same administrative control. The whole internet today is comprised of multiple Autonomous Systems intercommunicating with each other.
Since each protocol has a unique set of features, the right choice of routing protocol depends on parameters unique to the network in which the protocol implemented. Related works [3] have shown EIGRP to be a better choice when dealing with real time applications within the network like instant-messaging and video-conferencing; whereas OSPF and IS-IS are better suited for scalable networks and service providers. Combining multiple protocols to get the best features, among all protocols has been a theoretical recommendation submitted by other researchers [4] .
In this research paper, three scenarios running on different combinations of multiple routing protocols are implemented on GNS3 network simulation software. Wireshark is used to observe the data transmission traffic. The results observed provides a guideline of the best combination of the protocols for any given scenario with specific parameters.
Literature Review
Over the past two decades a lot of research has been submitted about Comparative Performances of the Interior Gateway Routing Protocols, each of them used different parameters for the comparison. Along with the interior protocols, there is an exterior gateway protocol known as Border Gateway Protocol (BGP) used to intercommunicate between multiple ASs. BGP is only advisable when there is the case of multi-homing to multiple ISP's (Internet Service Providers) or when it is tried to communicate with an alternate AS [5] . It is observed [6] that OSPF has the best detection mechanism but is practically more suitable for limited networks because of the higher possibility for packets to drop from different areas, while EIGRP is better suited for scalable networks. Another research [4] yielded results showing that EIGRP is more suitable for topologies with few routers, while IS-IS is ideal for complex topologies because of its higher scalability feature. In another study [7] , varying sizes of topologies have been implemented. Upon the observed results and analysis, it was concluded that EIGRP is better suited for networks with critical delivery that cannot tolerate any form of errors, while OSPF is more suitable for networks with bandwidth constraints.
Furthermore, Stretch [8] suggested the implementation of multiple Interior Gateway Routing protocols within a single topology so as to be able to use the best protocols for higher throughput and lower bandwidth utilization as a more effective approach to gain higher throughput while minimizing bandwidth utilization. This paper implements the suggestions outlined by Stretch [8] , which is, multiple protocols within a single topology. The suggestion [8] highlights the theoretical advantages of implementing multiple protocols, with the purpose of harnessing the best features of both at any given time. Multiple scenarios were created to implement the different combinations of the best pairings of the protocols from the results analysed. The Interior Gateway Routing Protocols have two broad classifications, Distance-Vector and Link State. The Distance-Vector Protocols use the Bellman-Ford algorithm which calculates the shortest path from a single node considering the negative edge weights. Data is forwarded using the best paths selected from the routing tables. These Protocols are further classified into RIP (version 1 -version 2) and EIGRP. The Link-State Routing Protocols on the other hand, calculate the best path from source to destination using the Djikstra algorithm, then present this information to all neighboring routers in the form of three routing tables. The Link-State Routing Protocols are further classified into OSPF and IS-IS and also have the added advantage of being able to segment a network into multiple administrative clusters, known as areas [9, 10, 11] .
Routing Protocols Overview

RIP version 1(V1) & version2 (V2)
Routing Information Protocol is among the earliest introduced routing protocols. V1 works by sending out a copy of its routing table to neighbors every 30 seconds. It also sends triggered updates whenever the metric of a route changes. V2 was introduced as an upgrade to V1. V2 is classless and supports VLSM (variable length subnet mask). It uses up all the unused fields available in the original protocol to support its enhancements. The Advantages and disadvantages of RIP are listed below [11, 12] . 
Intermediate System to Intermediate System (IS-IS)
Intermediate System to Intermediate System (IS-IS) is mostly used by service providers, because it is a good protocol for large internetworks due to its simplicity and stability. It has a better support for MPLS. This protocol is similar to OSPF, as it also uses areas to break down the routing domain into smaller regions. It also establishes adjacencies using Hello packets and exchange link state information using LSPs. IS-IS provides a multi-level hierarchy called area-routing, causing information about the topology within a defined area of the AS to be hidden from routers outside this area [15, 16] .
Level 1 occurs within the IS-IS area. All devices in this level have a single area address, and routing is done by looking at the locally significant address portion and choosing the lowest-cost path.
Level 2 learns the location of Level 1 routing areas and builds an inter-area routing tables. All ISs on this level use the destination area address to route traffic using the lowestcost path. There are a number of differences that exist between OSPF and IS-IS, some of them are explained below [15, 16] .
• Backbone Areas: In IS-IS, the backbone area is the most complete collection in level 2, level 1-2 routers and the paths between them.
• Area Boundaries: In IS-IS, the area boundary is on a link between routers while in OSPF, the ABR is the boundary • Update Exchange: IS-IS is more scalable than OSPF in the sense that it sends out a combined number of updates in one single LSP, while OSPF sends out LSPs for every change that occurs in the routing table.
• Area Types: OSPF has more area types; examples are standard, stub and Not-so-stubby area (NSSA)
• Metrics: OSPF has a scaled metric. This means that based on the bandwidth of a link, the metric will be scaled. In IS-IS every link has a metric of 10 and you must manually change it to show the preference of a link.
Experiment Setup
In this case study three network scenario models were created to test the suggestion from the researchers stated by Stretch [8] . The simulated scenarios were designed to be as realistic as possible, so that actual implementation on the hardware would be more seamless. All the models were designed to be connected with a single internet service provider (ISP) in the form of a router. Hosts were used only to test connectivity from end to end, and to examine how long it takes to recalculate the routes in the event of a link failure. The simulation was done on GNS3software, with packet capture and network analyzer tool Wireshark.
The first scenario ( Figure 2 ) was created to accommodate a simple topology, limited to 4 routers with 1 serving as an ISP, 3 switches connected to the remaining 3 routers, and a host from each network attached to each router to test the connectivity and to monitor the traffic from each end of the topology.
Figure 2. Scenario 1 (RIPv2 and EIGRP)
The second scenario (Figure 3 ) was similar to the first, the difference was the inclusion of 2 routers in the other cluster, each connected to the same ISP on different ends. The first cluster served as a backbone area for OSPF, which is implemented independently and is evaluated with EIGRP configured on the other cluster. The ISP was connected via the default route to both clusters. The third scenario (Figure 4 ) was more complex compared to the earlier scenarios, with 8 routers including one service provider. The connection was in the form of a tree topology, where 1 router is connected to the ISP, and the other two routers had separate branches that served as the stub areas. Only two protocols of IS-IS and OSPF are implemented in this scenario, because these two are more similar than the other routing protocols (RIP, RIPv2, and EIGRP) and they are tailor-made to communicate within and between the large regions with segmented areas. 
Experiment, Results and Discussions
Scenario 1
The scenario was first run on RIPv2 and then on EIGRP, and both situations were analysed separately. The timestamp of each frame and the total number of frames were recorded. After the separate analysis, the serial links between R1, R3, R2 and R4 were configured with RIPv2 and EIGRP respectively. The link between R1 and R2 was removed to check the effectiveness of the redundant link between R1 and R3. To allow the protocols to communicate with each other, the redistribution command was used. Each simulation was recorded for a period of 300 seconds. For further testing, after the result analysis, multiple hosts were added to each connected network to study the convergence time under a higher traffic load. R19 served as an individual host used to test the connectivity after redistribution to monitor and record the generated traffic by both protocols ( Figure 5 ). For EIGRP, the traffic generated from initiation of the adjacent neighbor was recorded and monitored (Fig 7) . The data recorded from the simulation time in Wireshark (table 5) was used to plot the graph of results displayed in (Figure 8 ). The captured results show that there is a better communication grid when RIP and EIGRP work together after redistribution of both than when only a single protocol is running on all three routers. This is likely because of the hybrid feature in EIGRP is working with the routing-byrumor feature of RIP. RIP is observed to have much lower traffic as compared to EIGRP even when multiple hosts were added to the topology.
Scenario 2
As a result of segmentation into separate areas and the protocols running simultaneously, this scenario had a different approach than the first. Area 1 and area 2 were connected to the same ISP, but were also set to redistribute and intercommunicate. Results of connectivity within both areas were separately monitored, before the intercommunication link was configured.
Since each routing domain was already established and working separately, the amount of traffic from each end was monitored and recorded before redistributing to each domain. As R2 is the router that connected each branch of the separate protocols, redistribution was done from this node; then the generated traffic was recorded (Figure 10, 11) . Figure 11 . OSPF traffic through R2 after redistribution It was observed that even when multiple hosts were added to the topology to generate heavy traffic, the size of the frames remained relatively the same, and the simulation and observation time also remained similar.
The data recorded from the simulation in Wireshark (table 6) was used to plot the graph of results displayed in Figure  12 . 
Total observation time 320s
After Redistribution
Total captured frames 225
Total captured bytes 148*64 = 9472
Total observation time 320s
The results indicate that OSPF and EIGRP also work better in a network topology when communicating with each other than when only a single protocol is being run. The traffic remained constant even when multiple hosts were included. 
Scenario 3
This scenario had the same basic approach as the second, in that different branches were specifically assigned to a particular protocol. The areas were configured and monitored separately before the intercommunication grid was configured. Each seperated domain was also monitored in this scenario before implementing and monitoring the redistribution node.
For this scenario, R2 was the redistributing node for it had interfaces running both protocols. A redundant link was included between R3 and R4, but was not configured so as to avoid routing loops. For testing purposes, the furthest node in the OSPF area was used to ping the furthest node in the IS-IS area. The test was successful, as seen in Figure 14 . After the successful connectivity, the traffic generated by both protocols was monitored and recorded ( Figure 15, 16,  17 ). There is a slight variation in the data recorded from Wireshark because while the data capture times were being monitored, the router simulation time was not monitored. The results analysis showed that OSPF communicates better. This is an unexpected result, as IS-IS is theoretically and practically known to have the fastest convergence. When both protocols were able to communicate, the result showed that after convergence, the protocols communicated better with the added destinations to the routing tables. The initial decline followed by the exponential increase in the performance of the intercommunicating protocols could be attributed to the recalculation of routes because of the increased number of LSP's with the new information coming from the routing tables of both protocols.
Conclusions
Based on the simulation results detailed above, it can be concluded that EIGRP and OSPF are the best combination of protocols for a given network with about 1000 hosts. However, a combination of EIGRP and RIPv2 would be better suited for a smaller network because of the absence of segmented areas. IS-IS has been known to be the best protocol for ISP's and really large enterprises because of its scalability, fast convergence and added advantage of not needing IP connectivity to communicate with neighbors.The results also show that IS-IS communicates well with OSPF, as a result of attribution to the OSPF similarities. So a combination of the two protocols would be better than configuring only 1 of them for a scenario with complex parameters.
Future Work
The one varying parameter in this analysis is the size of the topology. Improvements in future work can include metrics on the interfaces, like bandwidth, distance, Bit Error Rate (BER) and the delay. Since Link-State Routing Protocols are very complex and unpredictable, more time could be spent analysing the value of parameters that need to be set. Simulation of very large data volume will help us verify the performance.
Implementation can be done on the equipment so as to gain a more realistic level of traffic from each end of the topologies and their actual performances. Another improvement can be made by introducing BGP as the external protocol of choice. Packet capture can be done from one AS to another for a more realistic comparison of the respective protocol performance.
