We study the asymptotic behaviour of solutions of the differential equationẋ
Introduction and preliminaries
This paper discusses the asymptotic properties of solutions of the delay differential equation ( 
1.1)ẋ(t) = −p(t)[x(t) − kx(t − τ (t))] + q(t),
t ∈ I = [t 0 , ∞),
where k = 0 is a real constant, p, q ∈ C(I), p > 0 on I, τ ∈ C 1 (I), τ > 0, t − τ (t) → ∞ as t → ∞ and 0 < ζ ≤τ < 1 on I for a real scalar ζ. Throughout this paper we assume that these assumptions on τ are fulfilled (the remaining requirements on p and q will be introduced later). Equation (1.1) with such a delay has been investigated in many particular cases. The well known pantograph equation (1.2)ẋ(t) = a x(λt) + b x(t) may serve as a prototype of (1.1). The name pantograph originated from the work of Ockendon & Taylor [18] on the collection of current by the pantograph head of an electric locomotive. Equations of similar forms appear in many applications such as astrophysics, probability theory on algebraic structures, spectral problem of the Schrödinger equations or quantum mechanics (see [1] , [19] or [20] ). Particularly, the nonhomogeneous pantograph equation
was derived in [7] as the mathematical model for a problem in electric locomotion. Among the works on equations (1.2), (1.3) we can mention especially those by Kato & McLeod [10] and Lim [15] .
The qualitative investigations concerning (1.2) and (1.3) were later extended to more general cases, e.g., to the vector case and nonautonomous case, to equations with a variable (unbounded) delay and to neutral equations (see [8] , [9] , [13] , [14] or [16] ). For further related results see also [2] , [6] , and [11] .
Particularly, Makay & Terjéki [17] established conditions under which all solutions ofẋ
are asymptotically logarithmically periodic. The generalization of this result has been done in [5] , where the asymptotic behaviour of all solutions of
was related to the behaviour of the Schröder functional equation
where
Our aim is to establish asymptotic conditions on the forcing term q under which results of this type remain valid also for equation (1.1) . Note that equation (1.1) with a positive coefficient at x(t) has been studied in [3] , where the asymptotics of solutions have been determined by means of the behaviour of a solution of the auxiliary differential equatioṅ
Nevertheless, we show that certain similarities in the asymptotics of solutions in both sign cases can be observed.
By a solution of equation (1.1) (and other delay equations occuring in this paper) we mean a real valued function x ∈ C([τ (t 0 ), ∞)) satisfying the given equation for all t ∈ [t 0 , ∞). Similarly we introduce the notion of a solution for the Schröder equation (1.5) .
Using the step method we can easily prove the following existence result. 
Then there exists a unique positive solution ϕ ∈ C 1 (I 0 ∪ I) of (1.5) such that ϕ(t) → ∞ as t → ∞,φ is positive and bounded on I and ϕ ≡ ϕ 0 on I 0 .
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Results and proofs
In this section, we present asymptotic bounds for all solutions x of (1.1). We recall that all the assumptions imposed on τ in Section 1 are fulfilled and suppose that ϕ is a solution of the corresponding Schröder equation with the properties guaranteed by Proposition 1.
First we state the following auxiliary result.
Proposition 2. Let ϕ be a solution of (1.5) from Proposition 1. Let x be a solution of the equation
Proof. This result has been proved in particular cases
The generalization of both proofs to our case is quite simple and is therefore omitted.
Proposition 3. Let ϕ be a solution of (1.5) from Proposition 1. Let x be a solution of (1.1), where
β−θ ) as t → ∞ for suitable reals β and α <θ < θ, then
where δ > max (α + β, log |k|/ log λ −1 ).
Proof. The asymptotic relation (2.2) follows immediately from Proposition 2. We prove the validity of (2.3).
If we introduce the function y =ẋ, then y defines a solution of the delay equatioṅ
which is equation (2.1) with coefficients
and f (t) =q(t) − q(t)ṗ(t)/p(t), t ∈ I. To apply Proposition 2 to this transformed equation we verify its assumptions. First, 
Since log N log λ −1 = log |k|λθ log λ −1 = log |k| log λ −1 −θ, a repeated application of Proposition 2 yields
Now we formulate the main result which is a refinement of the previous asymptotic estimates.
Theorem. Let ϕ be a solution of (1.5) from Proposition 1. Let x be a solution of (1.1) and assume that all the assumptions of Proposition 3 are fulfilled. If we put ω := log |k|/ log λ −1 , then
First we recall the following auxiliary asymptotic result on a special difference equation. This result will be utilized in the proof of Theorem.
Proposition 4 ([15, Lemma 1]). Let z be a solution of the difference equation
where c > 0 is a real constant, l is a complex constant such that |l| = exp{−ρc} for a suitable ρ > 0 and g is a continuous function fulfilling the property q(s) = O(exp{−κs}) as s → ∞ for a suitable κ > 0. Then
Proof of Theorem. Let δ > max (α + β, ω). We set
in (1.1) and obtain the differential-difference equation 
Then we consider equation (2.4) in the form (2.5)
Using the asymptotic properties
and the above derived estimates on z and z we can rewrite (2.5) into the asymptotic form
where σ = min (θ − α, δ − α − β) > 0. To prove the required asymptotic bounds we utilize the previous Proposition 4.
ω log ϕ(t)) as t → ∞. Finally let ω < α + β. If we take a suitable δ ∈ (α + β,θ + β), then
Remark. As we have already mentioned in Section 1, equation (1.1) with a positive coefficient at x(t) was the subject of asymptotic investigations in [3] . It is natural to expect that the behaviour of the solutions at infinity described in [3] is quite different from that described in the previous Theorem. Indeed, if p is nondecreasing and q fulfils some asymptotic bounds, then for any solution x of (1.1) (with the positive sign at x(t)) there exists a (possibly zero) constant L ∈ R such that
. Of course, the exponential behaviour (if L = 0) of solutions cannot be estimated via terms occuring in the previous Theorem. However, if relation (2.6) holds with L = 0, then using our notation we have x(t) = O((ϕ(t) ω ) as t → ∞ for any such solution (see [3, Lemma 2] ).
Examples
In this section, we illustrate the presented asymptotic estimates in some particular cases of equation (1.1). First note that equation (1.1) involves the nonhomogeneous linear delay equation with constant coefficients where a = 0, b < 0 are real scalars. Applying the previous Theorem to equation (3.1) (i.e., with p ≡ −b and k = a/(−b)) we obtain the estimates derived in [4, Theorem 2.3] . Hence, we have generalized these estimates to the nonautonomous equation (1.1) (moreover, some assumptions considered in [4] have been weakened).
Another particular case of (1.1) is the corresponding homogeneous equation, i.e. equation of the form (1.4) investigated in [5] . In the cited paper the asymptotics of all solutions of (1.4) are related to the behaviour of the function (ϕ(t)) ω occuring in the previous Theorem. Here we have posed conditions on q and its derivative under which a similar asymptotic formula holds for the solutions of the nonhomogeneous equation (1.1).
Now we pay our attention to equation (1.1) with a specified form of a lag. To apply the conclusions of Theorem we should be able to solve the corresponding Schröder equation. As an illustration we consider equation (1.1) with a linearly transformed argument (i.e., t − τ (t) = λt + µ) and equation (1.1) with a power argument (i.e., t − τ (t) = t ξ ). In both cases we can find the required solution of (1.5), (1.6) as follows:
In the general case (if we cannot find the explicit form of a solution of the Schröder equation) we can either use some asymptotic treatment on this equation (see [12] ) or replace this functional equation by the corresponding functional inequality.
Corollary 1. Let x be a solution of
as t → ∞ for suitable reals β, α <θ < θ and if ω := log |k|/ log λ −1 , then
Proof. The assertion follows from Theorem applied to equation (3.2).
Example 1. Consider the equation
where k = 0, 0 < λ < 1, α < 1 and β, µ are reals. If ω := log |k|/ log λ −1 , then estimates (3.3) hold for any solution x of (3.4). where k = 0, 0 < ξ < 1, p, q ∈ C 1 (I), p(t) ≥ L/(log t) α ,ṗ(t) ≤ M p(t)/(log t) θ for suitable reals L, M > 0 and α < θ ≤ 1. If q(t) = O((log t) β ) as t → ∞, q(t) = O((log t) β−θ ) as t → ∞ for reals β, α <θ < θ and if ω := log |k|/ log ξ −1 , then (3.6)
x(t) = O((log t) ω ) as t → ∞ if α + β < ω, x(t) = O((log t) ω log log t) as t → ∞ if α + β = ω, x(t) = O((log t) α+β ) as t → ∞ if α + β > ω.
Example 2. Consider the equation (3.7)ẋ(t) = −(log t) −α [x(t) − kx(t ξ )] + (log t) β , t ∈ I = [1, ∞),
where k = 0, 0 < ξ < 1, α < 1 and β are reals. If ω := log |k|/ log ξ −1 , then estimates (3.6) hold for any solution x of (3.7).
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