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Abstract
It has been suggested that a population of unresolved millisecond pulsars (MSPs)
could explain the observed Galactic Center Excess (GCE). However, it has been
claimed that, based on the luminosity distribution of observed MSPs, many would
already have been resolved. In this work, gamma-ray MSPs detected by the Fermi
Large Area Telescope (Fermi-LAT) and the GCE data are used to constrain the
luminosity function through the use of a Markov chain Monte Carlo (MCMC) algo-
rithm. The results indicate that it is indeed possible that a population of unresolved
MSPs with the same luminosity distribution as those observed are the source of the




1.1 The Galactic Center Gamma-Ray Excess . . . . . . . . . . . . . . . . 2
1.2 Millisecond Pulsars . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Pulsars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 Neutron Stars . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.3 Formation of Millisecond Pulsars . . . . . . . . . . . . . . . . 7
2 Method 9
2.1 Modelling a Population of Millisecond Pulsars . . . . . . . . . . . . . 9
2.2 Markov Chain Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . 16
3 Results 24
3.1 Lognormal Luminosity Distribution with Spherically Symmetric Bulge 25
3.2 Lognormal Luminosity Distribution with X-shaped Bulge . . . . . . . 33
3.3 Simple Power Law Luminosity Distribution with Spherically Sym-
metric Bulge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40







1.1 ATNF pulsar periods and time derivatives . . . . . . . . . . . . . . . 3
1.2 Galactic coordinates of ATNF pulsars . . . . . . . . . . . . . . . . . . 4
1.3 ATNF pulsar periods and characteristic ages . . . . . . . . . . . . . . 5
1.4 ATNF pulsar periods and surface magnetic fields . . . . . . . . . . . 6
1.5 Relationship between equilibrium period and accreted mass . . . . . . 8
2.1 Disk spatial distribution . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Spherically symmetric bulge spatial distribution . . . . . . . . . . . . 12
2.3 X-shaped bulge spatial distribution . . . . . . . . . . . . . . . . . . . 14
2.4 Second pulsar catalog detection threshold . . . . . . . . . . . . . . . . 15
3.1 Results for lognormal luminosity distribution and spherical bulge model 26
3.2 Simulated longitude data for lognormal luminosity distribution and
spherical bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Simulated latitude data for lognormal luminosity distribution and
spherical bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Simulated distance data for lognormal luminosity distribution and
spherical bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5 Simulated flux data for lognormal luminosity distribution and spher-
ical bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.6 Probability of N observed MSPs inside and outside the projected
bulge using lognormal luminosity distribution and spherical bulge model 30
3.7 Simulated Galactic Center excess for lognormal luminosity distribu-
tion and spherical bulge model . . . . . . . . . . . . . . . . . . . . . . 31
3.8 Probability of N observed bulge MSPs for lognormal luminosity dis-
tribution and spherical bulge model . . . . . . . . . . . . . . . . . . . 31
3.9 Probability of N observed bulge MSPs for lognormal luminosity dis-
tribution and spherical bulge model with double or quadruple sensi-
tivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.10 Results for lognormal luminosity distribution and X-shaped bulge model 33
ii
3.11 Simulated longitude data for lognormal luminosity distribution and
X-shaped bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.12 Simulated latitude data for lognormal luminosity distribution and X-
shaped bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.13 Simulated distance data for lognormal luminosity distribution and
X-shaped bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.14 Simulated flux data for lognormal luminosity distribution and X-
shaped bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.15 Probability of N observed MSPs inside and outside the projected
bulge using lognormal luminosity distribution and X-shaped bulge
model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.16 Simulated Galactic Center excess for lognormal luminosity distribu-
tion and X-shaped bulge model . . . . . . . . . . . . . . . . . . . . . 38
3.17 Probability of N observed bulge MSPs for lognormal luminosity dis-
tribution and X-shaped bulge model . . . . . . . . . . . . . . . . . . 38
3.18 Probability of N observed bulge MSPs for lognormal luminosity dis-
tribution and X-shaped bulge model with double or quadruple sensi-
tivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.19 Results for simple power law luminosity distribution and spherical
bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.20 Simulated longitude data for simple power law luminosity distribution
and spherical bulge model . . . . . . . . . . . . . . . . . . . . . . . . 41
3.21 Simulated latitude data for simple power law luminosity distribution
and spherical bulge model . . . . . . . . . . . . . . . . . . . . . . . . 42
3.22 Simulated distance data for simple power law luminosity distribution
and spherical bulge model . . . . . . . . . . . . . . . . . . . . . . . . 43
3.23 Simulated flux data for simple power law luminosity distribution and
spherical bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.24 Probability of N observed MSPs inside and outside the projected
bulge using simple power law luminosity distribution and spherical
bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.25 Simulated Galactic Center excess for simple power law luminosity
distribution and spherical bulge model . . . . . . . . . . . . . . . . . 45
3.26 Probability of N observed bulge MSPs for simple power law luminos-
ity distribution and spherical bulge model . . . . . . . . . . . . . . . 45
iii
3.27 Probability of N observed bulge MSPs for simple power law luminos-
ity distribution and spherical bulge model with double or quadruple
sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.28 Results for simple power law luminosity distribution and X-shaped
bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.29 Simulated longitude data for simple power law luminosity distribution
and X-shaped bulge model . . . . . . . . . . . . . . . . . . . . . . . . 48
3.30 Simulated latitude data for simple power law luminosity distribution
and X-shaped bulge model . . . . . . . . . . . . . . . . . . . . . . . . 49
3.31 Simulated distance data for simple power law luminosity distribution
and X-shaped bulge model . . . . . . . . . . . . . . . . . . . . . . . . 50
3.32 Simulated flux data for simple power law luminosity distribution and
X-shaped bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.33 Probability of N observed MSPs inside and outside the projected
bulge using simple power law luminosity distribution and X-shaped
bulge model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.34 Simulated Galactic Center excess for simple power law luminosity
distribution and X-shaped bulge model . . . . . . . . . . . . . . . . . 52
3.35 Probability of N observed bulge MSPs for simple power law luminos-
ity distribution and X-shaped bulge model . . . . . . . . . . . . . . . 52
3.36 Probability of N observed bulge MSPs for simple power law luminos-
ity distribution and X-shaped bulge model with double or quadruple
sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1 Contour plot of luminosity function parameters for lognormal lumi-
nosity distribution and spherical bulge model . . . . . . . . . . . . . . 57
4.2 Contour plot of luminosity function parameters for lognormal lumi-
nosity distribution and X-shaped bulge model . . . . . . . . . . . . . 58
iv
List of Tables
2.1 Model parameter boundaries . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 Mean values and errors for lognormal luminosity distribution and
spherical bulge model parameters . . . . . . . . . . . . . . . . . . . . 25
3.2 Probability of observing bulge MSPs and expected number for log-
normal luminosity distribution and spherical bulge model . . . . . . . 27
3.3 Mean values and errors for lognormal luminosity distribution and X-
shaped bulge model parameters . . . . . . . . . . . . . . . . . . . . . 34
3.4 Probability of observing bulge MSPs and expected number for log-
normal luminosity distribution and X-shaped bulge model . . . . . . 35
3.5 Mean values and errors for simple power law luminosity distribution
and spherical bulge model parameters . . . . . . . . . . . . . . . . . . 41
3.6 Probability of observing bulge MSPs and expected number for simple
power law luminosity distribution and spherical bulge model . . . . . 42
3.7 Mean values and errors for simple power law luminosity distribution
and X-shaped bulge model parameters . . . . . . . . . . . . . . . . . 48
3.8 Probability of observing bulge MSPs and expected number for simple
power law luminosity distribution and X-shaped bulge model . . . . . 49
4.1 Average relative difference between model distances and estimated
distances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Broken power law luminosity model parameters . . . . . . . . . . . . 60
A.1 Spherically symmetric bulge Galactic Center excess data . . . . . . . 66
A.2 X-shaped bulge Galactic Center excess data . . . . . . . . . . . . . . 67




An excess of gamma radiation of unknown origin has been detected in Fermi Gamma-
Ray Large Area Telescope (Fermi-LAT) data extending ∼ 10◦ from the direction of
the Galactic Center [1–9]. The source of this Galactic Center Excess (GCE) was
thought to be the self-annihilation of Weakly Interacting Massive Particles (WIMPs)
due to the location and spectrum of the emission. A less exotic possibility is that
there is a large population of unresolved point sources emitting gamma-rays which
are distributed according to the radial power law ρ(r) ∝ r−2.4 where r is distance
from the Galactic Center. More recent work has indicated that the GCE has a com-
ponent which is not spherically symmetric [10] and the GCE appears to be spatially
correlated with the X-shaped structure in the Galactic bulge and the nuclear stellar
bulge [11]. This supports the hypothesis that the GCE originates from a population
of unresolved point sources rather than dark matter. Due to their similar spectra,
two possible sources are millisecond pulsars (MSPs) [3, 5, 12] or young pulsars [13].
It has been claimed, however, that if MSPs with the same luminosity distribution as
those observed were the source of the GCE many would already have been detected
[14–16].
In this work the GCE and MSPs detected in Fermi-LAT data are used to evaluate
the luminosity distribution of MSPs. This is done for two models of the bulge
population of MSPs, one where the GCE is assumed to be emitted from MSPs
which have a spherically symmetric distribution, and another for the case where the
GCE is associated with the X-shaped structure. In Chapter 2 the Bayesian Markov
chain Monte Carlo (MCMC) based approach to the problem is described as well
as the method used to model populations of MSPs and the GCE. The results are
presented in Chapter 3. These results are discussed in Chapter 4 and conclusions
are given in Chapter 5. The data used is shown in the Appendix. The remainder of
this chapter provides more background on the GCE and MSPs.
1
1.1 The Galactic Center Gamma-Ray Excess
The spectral peak of the GCE occurs at ∼ 2 GeV and the maximum intensity is
located in the direction of the Galactic Center where there is expected to be a high
density of dark matter. Based on this it has been suggested that the excess is
caused by the self-annihilation of dark matter, with a Navarro-Frenk-White (NFW)




γ (1 + (r/rs)
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(β−γ)/α (1.1)
where rs = 23.1 kpc, α = 1, and β = 3. This distribution is the density of dark
matter at distance r. An inner slope γ = 1.2 fits the data well with the signal
produced at a point on a line of sight proportional to ρ(r)2 [4]. Gordon and Macias
[4] also found that WIMPs of mass 20 to 60 GeV annihilating to a pair of leptons
τ+τ− and quarks bb̄ fits the data.
In addition to the work of Macias et al. [11] on the X-shaped bulge, recent
studies [17, 18] have provided further support for the possibility that the GCE
is entirely caused by a population of point sources. Bartels et al. [18] claim to
have detected the clustering of photons that would be expected to occur if the
excess emission was from a population of dim sources. Lee et al. [17] uses non-
Poissonian photon statistics to similarly suggest that a population of unresolved
sources produces the excess rather than the smooth NFW profile of dark matter.
However, these studies may not have found evidence of a point source population
below the detection threshold but could instead be simply detecting variations in
the gamma-ray flux associated with the small scale structure of a mismodeled diffuse
background [19].
1.2 Millisecond Pulsars
The gamma-ray spectra of MSPs are similar to that of the GCE [5] suggesting the
possibility that a population distributed throughout the central bulge of the Milky
Way, but not luminous enough to be detected, could largely produce the observed
excess. MSPs are pulsars observed by Fermi-LAT as gamma-ray pulsations with
periods on the order of milliseconds.
2
1.2.1 Pulsars
Pulsars are rapidly rotating neutron stars with strong magnetic fields, they emit a
beam of radiation along the magnetic axis that can be observed when that beam
is pointing in the direction of the observer [20]. The periodic pulsations that result
allow the rotational period P of the neutron star to be measured, as well as the
rate of change of the period Ṗ . This data is shown for pulsars in the ATNF catalog
[21] in Fig. 1.1. From this figure, it can be seen that MSPs spin down extremely
slowly in comparison to typical pulsars. The measured Ṗ can be affected by the
proper motion of the pulsar so Ṗ was used with corrections for this Shklovskii effect





































Figure 1.1: The periods and period derivatives of pulsars from the ATNF pulsar
catalog [21]. Crosses are pulsars with binary companions.
From measurements of P and Ṗ other properties of a pulsar can be derived. One
of these is the rate at which a pulsar is losing rotational kinetic energy [22]:

















Figure 1.2: The positions in galactic coordinates of pulsars from the ATNF pulsar
catalog [21].
where I = 1045 g cm2. It is this loss of energy which powers the emission of radiation.





This gives an estimate for the age of the pulsar that may be accurate to within a
factor of 2 or 3 [23]. Fig. 1.3 plots P against τc for ATNF pulsars. It can be seen
that MSPs tend to be significantly older than other pulsars, with characteristic ages
of on the order of several billion years instead of the 106 to 108 years typical for
other pulsars.
Assuming the magnetic axis is orthogonal to the rotation axis, the magnetic field






where c is the speed of light in a vacuum and RNS = 10 km is assumed to be the
radius of a neutron star. Fig. 1.4 plots P against BS for the ATNF pulsars. From
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this it is clear that MSPs have magnetic fields that are considerably weaker than






























Figure 1.3: The periods and characteristic ages of pulsars from the ATNF pulsar
catalog [21].
An estimate of distance can be made using the dispersion measure. This is
due to the fact that different radio frequencies will arrive at different times as a
result of the interstellar medium. For a single pulse of radiation from the pulsar,
lower frequencies will arrive later than higher ones, and this delay is dependant on
distance. The dispersion measure can be found from [24]:











where ∆t is the delay between the arrival of a high frequency νhi and a low frequency
νlo and DM is the dispersion measure. Then the distance d can be found by solving





































Figure 1.4: The periods and magnetic field at the surface of pulsars from the ATNF
pulsar catalog [21].
tribution of free electrons, such as the NE2001 model [25]. There is the potential,
however, for large systematic uncertainties in these distance estimates.
1.2.2 Neutron Stars
Neutron stars are stars with small radii of ∼ 10 km, masses of on the order of
1.5M and therefore extremely high densities of ∼ 1015 g cm−3 [23, 26, 27]. They
are formed in supernovae which occur when electron degeneracy pressure fails to
prevent the iron core of a massive star (M & 8M) from gravitational collapse,
causing a shock which blows away the remaining material [27].
Potekhin [27] divides the structure of a neutron star into several regions. The
atmosphere is an extremely thin layer of plasma which emits thermal radiation. This
layer has a thickness ranging from millimeters to tens of centimeters depending on
temperature. The atmosphere has an effective temperature of ∼ 106 K with a
density ranging ∼ 10−4 to ∼ 106 g cm−3 at the bottom depending on various factors
such as the magnetic field. The second region described by Potekhin [27] is the
ocean, which is largely composed of nuclei and electrons. The outer crust is similar
6
to the ocean but fully ionized. The inner crust, which has densities of greater than
∼ 5×1011 g cm−3, is composed of a neutron superfluid as well as heavy nuclei rich in
neutrons which form a lattice along with degenerate electrons. It is relatively thick
at around 1− 2 km. The mantle consists also of neutron superfluid and degenerate
electrons. In addition, the nuclei are likely found with various non-spherical shapes
known as nuclear pasta [23]. The core, which contains almost the entire mass of the
star, is divided into two components, the inner core, and the outer core. The outer
core may consist of a neutron superfluid with the protons forming a superconductor
as well as electrons and muons. The inner core would likely be composed of more
exotic matter.
1.2.3 Formation of Millisecond Pulsars
The basic process behind the formation of an MSP is the transfer of mass and angular
momentum from a binary companion to an ordinary pulsar [28]. This requires
a binary system containing a massive star. The binary system must also then
survive the supernova in which a pulsar is formed from core of this massive star
[24]. Eventually, the binary companion will evolve into a giant, at which point it
may overflow it’s Roche lobe and an accretion disk will form around the pulsar.
This accretion of material onto the neutron star increases it’s angular momentum,
spinning up the pulsar. The period will at some point reach an equilibrium Peq
which according to Tauris et al. [29] is:















where M is the mass of the neutron star, Ṁ is the rate at which mass is accreted
and ṀEdd is the Eddington accretion limit [29]:









where X is the hydrogen mass fraction. The accretion rate cannot be higher than
this limit as this is where the force of gravitation towards the neutron star is balanced
by the outward force caused by radiation pressure. This radiation occurs because
friction is heating the material being accreted onto the neutron star, generating
X-rays [24].
Tauris et al. [29] also show that at the equilibrium period Peq, the total mass of






































Figure 1.5: The accreted mass necessary to spin up a pulsar to the equilibrium
period Peq. M = 1.5M was assumed.
A pulsar spun up in this fashion by the accretion of matter from a binary com-
panion is said to have been recycled. As can be seen in Fig. 1.1, MSPs are indeed
very likely to be found in binary systems, whereas other pulsars only very rarely
have a companion. There are, however, a number which appear to be isolated. Some
of these may have been Black Widows, where, due to a small orbit and low mass,
ablation of the companion by the pulsar wind has entirely destroyed it [30]. An-





Table A.3 contains a list of 71 MSPs found within the Fermi Large Area Telescope
third source catalog (3FGL) [31]. The table presents the position of each MSP
in galactic coordinates, the gamma-ray flux in the 100 MeV to 100 GeV energy
range, spectral parameters, and distance estimates. These MSPs were found by
searching the Australia Telescope National Facility (ATNF) pulsar catalog [21] for
pulsars with periods of less than 10 milliseconds and which were not associated with
globular clusters. These MSPs were then used if a gamma-ray source recorded as
being associated with the pulsar was found in the 3FGL catalog. A small number
of additional MSPs were identified through the use of an online list1 and also found
in the 3FGL catalog.
2.1 Modelling a Population of Millisecond Pul-
sars
To simulate a GCE and population of observed MSPs to compare with data, the un-
derlying population of MSPs must be modelled. This requires spatial and luminosity
models, and for the MSPs around the Galactic Center that may be responsible for
the excess, a distribution of spectra.
Two different luminosity functions were considered, a lognormal distribution
(also used by Hooper and Mohlabeng [14]) and a simple power law. The lognormal
distribution is one in which the logarithm (of any base) of luminosity is normally















where L is luminosity, Lmed is the median luminosity, and ln(Lmed) and σL are the
mean and standard deviation of the normal distribution in ln(L). This distribution is
defined for (0,∞), but the integral is finite. The simple power law, defined between







L−α, α 6= 1
((ln(Lmax)− ln(Lmin))L)−1, α = 1
(2.2)
If x, y, and z define the position of an MSP in a Cartesian coordinate system with the
origin at the Galactic Center, this position can be converted to a location in galactic
coordinates. Galactic coordinates define a direction by longitude l and latitude b,
where (l, b) = (0, 0) is the direction of the Galactic Center. If the position of the sun
is chosen to be (x, y, z) = (−r, 0, 0) (r = 8.25 kpc was assumed), the positions
of MSPs in Cartesian coordinates are related to l, b and distance d by:
x = d cos(l) cos(b)− r
y = d sin(l) cos(b)
z = d sin(b)
(2.3)
The spatial distribution of MSPs was divided into two components. One of these
components models a population of MSPs scattered throughout the Milky Way disk











x2 + y2, Ndisk is the total number of MSPs in the disk, and σr and σz
are scale parameters. An example distribution of disk MSPs is shown in Fig. 2.1.
The circular symmetry of the disk model around the z-axis means a natural way
to generate random samples would be to do so in cylindrical coordinates. To sample
a random point from this spatial model, |z| is drawn from an exponential distribution
with scale parameter σz, then z is assigned either |z| or −|z| each with probability
0.5. A value for θ is then drawn from a uniform distribution on the interval [0, 2π).

























Figure 2.1: Simulated spatial distribution of disk MSPs using σr = 5 kpc, σz = 0.75
kpc.
The factor of r is related to the volume element dV = r dr dz dθ. A simple way to
sample the distribution in Eq. (2.5) is to perform a transformation on uniformly dis-
tributed random numbers [32]. Let f(u) define some normalized probability density
function, with it’s integral F (u) the cumulative probability distribution, then if v is
drawn from a uniform distribution on the interval [0, 1], we can transform it using
the following:
u = F−1(v) (2.6)











r and θ can be converted to Cartesian coordinates by:
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x = r cos(θ)



















Figure 2.2: Simulated spatial distribution of spherically symmetric bulge MSPs with
rbulge = 3.1 kpc.
The second component of the spatial distribution models the bulge population of




r−2.4, 0 ≤ r < rbulge (2.9)
where r =
√
x2 + y2 + z2, Nbulge is the total number of bulge MSPs and rbulge is the
maximum extent of the bulge. This distribution, shown in Fig. 2.2, is spherically
symmetric, so it was sampled randomly using spherical coordinates where:
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x = r cos(θ) sin(φ)
y = r sin(θ) sin(φ)
z = r cos(φ)
(2.10)
and for which the volume element is dV = r2 sin(φ) dr dθ dφ. The density does not
depend on θ so it is uniformly distributed on [0, 2π). The radial coordinate r is




r−0.4, 0 ≤ r < rbulge (2.11)




Finally, we draw φ from:
f(φ) = sin(φ), 0 ≤ φ < π (2.13)
which, again by Eq. (2.6), can be done using:
φ = cos−1(1− 2v) (2.14)
In addition to the spherically symmetric bulge model, an alternative model in which
the bulge is X-shaped [11] was also used. In this case, the spatial distribution is
the same, but accepting only points randomly generated inside the projected X-
shaped structure in galactic coordinates. This X-shaped bulge distribution is shown
in Fig. 2.3.
Once the positions and luminosities of a population of MSPs (in both the disk
and bulge) were simulated, an observed population could be found by applying a
detection threshold based on the flux of each MSP. The relationship between flux





A resolved MSP is one for which F ≥ Fth where Fth is the threshold flux. As in the
work by Hooper and Mohlabeng [14], the threshold did not solely depend on location





























where Kth and σth are parameters, and µth(l, b) depends on latitude and longitude.
The second Fermi Large Area Telescope catalog of gamma-ray pulsars [20] included
an attempt to find the detection threshold as a function of l and b by adding sim-
ulated point sources and attempting to fit the data. The natural logarithm of the
threshold flux at l and b according to that catalog is µth(l, b). This flux threshold
is shown in Fig. 2.4, the higher detection threshold around b = 0◦ is caused by the
galactic plane. Abdo et al. [20] point out that these reported detection thresholds
are likely to be underestimates, Kth is included as a parameter to account for this.
The purpose of drawing Fth from the lognormal distribution is to approximate the
variation that may occur due to uncertainty in the estimated threshold, or charac-
teristics specific to individual pulsars, such as their spectra or light curves.
To simulate the GCE, a distribution of spectra must be modelled for the bulge
MSPs. In the 3FGL catalog sources were fitted with three different spectral shapes.
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Figure 2.4: Second pulsar catalog flux detection threshold. This has been multi-
plied by a factor of two as the original estimates are believed to underestimate the
sensitivity to point sources. This is Figure 16 from Abdo et al. [20].

































Each simulated bulge MSPs was assigned the spectral shape and best fit parameters
of a random resolved MSP as found in Table A.3. The proportionality constant was
then found by requiring the energy integral over the spectrum (from 0.1 to 100 GeV)








The simulated GCE was then the sum of the spectra of all the MSPs in the relevant
region of interest. This region is the 7◦ × 7◦ box around the galactic center in the
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case of the spherically symmetric bulge, and for the X-shaped bulge it is the entire
simulated bulge (which is inside a 15◦ × 15◦ region).
2.2 Markov Chain Monte Carlo
In 2.1 a model was described which can produce a simulated population of MSPs,
decide which are resolved and simulate a GCE based on the bulge MSP population.
To find the parameters which may best reproduce the data, it is necessary to have
a method for randomly sampling an arbitrary and potentially complex probability
distribution of any number of dimensions.
The Metropolis algorithm is a Markov chain Monte Carlo (MCMC) method
that attempts to generate a Markov chain of points distributed according to some
probability density p(x). Starting from an initial point x0 and using some proposal
distribution q(y|x) which is symmetric (q(y|x) = q(x|y)), the standard Metropolis
algorithm operates as follows at iteration t [33]:
1. Propose a new point y drawn from q(y|xt−1)
2. Calculate acceptance probability α = min(1, p(y)
p(xt−1)
)
3. Draw random number r from uniform distribution on [0, 1)
4. If r < α, xt = y, otherwise xt = xt−1
Following a large number of iterations the distribution of points in the Markov chain
will converge to p(x).
An inappropriate proposal distribution can cause the Markov chain to converge
too slowly, requiring the use of very long chains. If, for example, the proposal distri-
bution is too small, the algorithm will take a long time to fully explore the parameter
space. If the proposal distribution is too large, the acceptance probability α may of-
ten be close to 0 and therefore the vast majority of proposal points may be rejected.
To resolve this issue the adaptive Metropolis algorithm developed by Haario et al.
[34] was used. The adaptive Metropolis uses a multivariate normal distribution to
propose new points. The mean of this proposal distribution at iteration t is xt−1
with covariance matrix Ct. This covariance matrix is constructed from all previous
points in the chain:
Ct = sd cov(x0, . . . , xt−1) + sdεId (2.21)
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where sd = (2.4)
2/d, d being the number of dimensions, ε is a small constant and
cov(x0, . . . , xt−1) the covariance matrix of all the points in the history of the chain
is:






















For the first t0 iterations an initial covariance matrix for the proposal distribution
is used. Since this choice of initial Ct may be quite poor, the first t0 points in the
chain included only accepted moves, this ensured that when the covariance matrix
was first constructed, it was not possible that no new points had been accepted. So
that those initial t0 iterations would not have any significant effect on the covariance
matrix in the long run, t0 was chosen such that t0  tmax, where tmax is the total
length of the chain.
The probability distribution that was explored using this MCMC method was
[33]:
p(θ|y) ∝ p(θ)p(y|θ) (2.24)
where θ is the model parameters, y is the observed data, p(θ|y) is referred to as the
posterior, p(θ) the prior on the model parameters, and p(y|θ) = L(θ|y) is the likeli-
hood. The prior includes information about our prior beliefs about the distribution
of the parameters. The likelihood is the probability of the data according to the
model.
A common way to calculate the likelihood is to bin data such that ni is the
number of observations in bin i, then, using the model, calculate the expected
number of observations in each bin λi. One way to find λi is by integrating the model
density function over the bin. Alternatively, as that may be difficult to do efficiently,
it could be estimated by sampling the model a large number of times, binning
the simulated data, and normalizing to the appropriate total expected number of













where N is the number of bins and λtot =
∑N
i=1 λi. With a relatively small number
of observations, it is better to use an unbinned likelihood [35]. If the size of the bins





where S is the set of all indices for bins where ni = 1. If we define the average
density ρi = λi/Vi where Vi is the size of the bin (not necessarily in a 3 dimensional










where N is now the number of observations and f(xi) is the modelled density at
each observation.
The parameters explored by the MCMC algorithm were:
1. The total expected number of observed MSPs λres.





3. Luminosity function parameters log10(Lmed) and σL for the lognormal case,
and α, log10(Lmin) and log10(Lmax) for the simple power law case.
4. The flux threshold distribution parameters Kth and σth.
5. A distance parameter for each observed MSP di.
λres is used as a parameter (rather than fixing it to the observed number of MSPs)
because the observed number is essentially drawn from a Poisson distribution with
an unknown expected value. The parameters λres, σth and all di were required to be
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greater than 0 and σL was restricted to values above 0.5. A lower limit of 0.8 for σL is
justified by Hooper and Mohlabeng [14] by considering the luminosity distribution of
those MSPs with parallax distance measurements. Here, those measurements were
included as priors on the distance parameters corresponding to those MSPs. The
distance priors were normal distributions constructed from the measurements and
their errors. Distance measurements derived from the dispersion measure were not
included due to uncertainty about these estimates, instead these distance parameters
were only constrained by the spatial model. Prior boundaries were also used for
log10(Lmed), log10(Lmin), log10(Lmax) and Kth, these were located in places where
either the likelihood was either very low (the proposed set of parameters would be
extremely unlikely to be accepted) or where the likelihood becomes insensitive to
the parameter. Table 2.1 lists boundaries placed on each of the parameters, only
one of these, the lower boundary on log10(Lmin), has an effect on the results as seen
in Chapter 3 and this is discussed in Chapter 4.















Table 2.1: Boundaries used for each parameter in MCMC simulation.
For simplicity, the spatial parameters were fixed at σr = 5 kpc and σz = 0.75
kpc for the disk model, these values were chosen for consistency with previous work
which tends to suggest σz is likely in the range 0.4−1 and σr in the range 3−8 [14, 36–
38]. Markov chains were also constructed using different spatial parameters in order
to estimate systematic uncertainties. For the spherically symmetric bulge model
rbulge = 3.1 kpc was used for consistency with the work of Hooper and Mohlabeng
[14]. For the X-shaped bulge rbulge = 1.5 kpc, this was chosen to be approximately
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the same size as the X-shaped structure in galactic coordinates.
The likelihood used could be separated into two major components and written
as:
L = LGCELobs (2.29)
The first, LGCE, is a likelihood calculated using the GCE data in Tables A.1 and A.2
and comparing it to that predicted by the parameters. The second component of the
likelihood, Lobs, compares the predicted density of resolved MSPs to the observed
MSP data.
Before the likelihood can be found it is necessary to find the number of MSPs
in the disk and bulge implied by the parameters. Let pd and pb be the probability
of an MSP being observed in the disk and bulge respectively, then Ndisk and Nbulge
can be found using the following two equations:
λres = pdNdisk + pbNbulge
rd/b = Ndisk/Nbulge
(2.30)








It is not practical to find pd and pb exactly as this would require a multidimen-
sional integral for every iteration of the MCMC algorithm. A simplistic way to
approximate pd or pb would be to draw a large number of simulated MSPs from the
corresponding model (disk or bulge) and use the fraction that are resolved. However,
this method has a significant disadvantage, the number of MSPs that it would be
necessary to simulate to ensure the result is reasonably accurate could potentially be
extremely large. This is because the number of simulated MSPs that are resolved is
Poisson distributed, therefore for a relative error of on the order of 1% we may wish
to continue drawing from the disk model until we have several thousand resolved
(usually pb  pd and rd/b ∼ 1 so accuracy is less important for the bulge), but
for luminosity functions which produce few highly luminous MSPs this could mean
millions of draws from the model.
There is a simple improvement that can be made by recognising that position in
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l, b and d allows a luminosity threshold Lth to be found. Before running the MCMC
algorithm for each Markov chain, distributions of points were generated according
to the disk and bulge spatial models and the position of each point was converted
to l, b and d, in addition, for each point, a random number u was drawn from the
unit normal distribution to allow us to account for the uncertain flux threshold.
Using Eq. (2.15) and the fact that the logarithm of the flux threshold is normally
distributed with scale parameter σth, the luminosity threshold for point i is:
Lth,i = 4πd
2
i exp(µth(li, bi) +Kth + σthui) (2.32)






p(L > Lth,i) (2.33)
whereN is the total number of points, p(L > Lth,i) is the probability that a randomly
generated luminosity is greater than the threshold and p represents either pd or
pb. Because the same spatial distribution and distribution of ui is used for each
iteration of the algorithm, it can be guaranteed that a particular set of parameters
will always give the same result for Ndisk and Nbulge. A further improvement that
was made involved generating distant points with lower probability but giving them
a larger weight in the calculation of p. This ensures a larger proportion of points
have relatively low Lth,i. Without this, if the luminosity function parameters give a
distribution heavily weighted towards lower luminosities, p might effectively depend
on a small number of points. Not only could this result in large errors, but if this
issue is resolved by simply generating more points, it also means a large amount of
time is spent evaluating p(L > Lth,i) which have a negligible contribution.
The expected excess that would be produced by the bulge MSPs can be found by































are respectively the simulated and observed GCE with
uncertainty σ2data,i at Ei. Before running the MCMC algorithm, a large number of
points were generated following the bulge model but without assigning any lumi-
nosity. Using the distances and spectral parameters for each point, Eq. (2.20) and
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to be calculated for any E. From this result, the expected













. As they do not contribute, the differential flux for points outside the








is independent of the
luminosity distribution, so for each iteration of the MCMC algorithm, the expected






































expected differential flux for a single MSP.
The second component of the likelihood Lobs, using the form of Eq. 2.28, is
proportional to the product of exp(−λres) and the average density of resolved MSPs











where i represents an observed MSP of which there are Nobs. The factor d
2
i is the
Jacobian for the transformation of the MSP density distribution to the spherical
coordinate system [33]. The cylindrical and spherical coordinates rcyl,i, zi and rsph,i
can be found from li, bi and di:
rcyl,i =
√
d2i − d2i sin2(bi)− 2di cos(bi) cos(li)r + r2
zi = di sin(bi)
rsph,i =
√
d2i − 2di cos(bi) cos(li)r + r2
(2.37)
and f(ln(Fi)) is:
f(ln(Fi)) ∝ p(Fi > Fth,i)p(Fi|Fdata,i, σdata,i)p(ln(Li)) (2.38)
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where p(Fi > Fth,i) is the probability the flux is greater than the threshold for
galactic coordinates li and bi, p(ln(Li)) is the log luminosity probability distribution
with Li = 4πd
2
iFi and p(Fi|Fdata,i, σdata,i) is a normal distribution with the observed
flux and uncertainty as the mean and standard deviation respectively. In practice,
f(ln(Fi)) was only numerically integrated in the region where it was not negligible.
This integral is equivalent to an integral over linear flux:∫ ∞
−∞





f(Fi) ∝ p(Fi > Fth,i)p(Fi|Fdata,i, σdata,i)p(Li)4πd2i
= p(Fi > Fth,i)p(Fi|Fdata,i, σdata,i)p(Li)
Li
Fi







is the Jacobian of the transformation from flux to luminosity [33].
The Jacobian for a transformation from x to ln(x) is x, this allows p(Li)Li to be
replaced with p(ln(Li)). This same transformation also means f(ln(Fi)) = f(Fi)Fi,
resulting in Eq. (2.38).
Twelve Markov chains were constructed of five million iterations each for four
different models. These were the cases where the bulge was spherically symmetric or





For each of the four models corner plots are presented [39] showing the results
of the MCMC simulations. These figures show histograms of the two parameters




), the luminosity function
parameters, and the two flux threshold distribution parameters. In addition to those
histograms, these figures display the distributions for each pair of model parameters
along with 68% and 95% contours. The distance parameters are not shown as these
were nuisance parameters necessary to convert from flux to luminosity while, for
those without parallax measurements, exploring a wide range of possible distances.
In tables, the mean, statistical error, systematic error, and total error are given for
each of the parameters where the total errors are the statistical and systematic errors
added in quadrature. The units for Lmed, Lmin and Lmax are erg s
−1. The systematic
errors were estimated using four variations of the spatial model. Whereas the main
results were produced using (σr, σz) = (5 kpc, 0.75 kpc), the systematic errors used
(4 kpc, 0.75 kpc), (7 kpc, 0.75 kpc), (5 kpc, 0.5 kpc) and (5 kpc, 1 kpc). If µ was the







(µi − µ)2 (3.1)
where µi are the means for each of the four pairs of spatial parameters.
To show that the distribution of model parameters from the Markov chains fits
the observed data well, for each chain the parameters of a few thousand evenly spaced
points were used to generate a simulated set of resolved MSPs. This simulated data
was binned in l, b, log10(F ) and log10(d) and the means and standard deviations of
each bin are compared to the observed data in a set of figures for each model. The
distribution of the simulated GCE is also plotted along with the measured data. A
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pair of plots are also shown which display the distribution of the number of simulated
resolved MSPs both inside and outside the projected bulge region compared with
the observations. The projected bulge region is all galactic coordinates where the
probability of a bulge MSP being modeled is non-zero. It can be seen for each bulge
model in Figs. 2.2 and 2.3.
For every step in the Markov chains, the expected number of observed bulge
MSPs was found along with the expected number for the cases where the flux
thresholds were divided by factors of two and four. Using the series of expected
values for each of the three cases, Poisson distributions were randomly sampled giv-
ing a discrete distribution of values N , the number of resolved bulge MSPs. From
these three distributions, the overall probability for getting any N can be estimated.
Histograms of these probability distributions are shown for each model along with
a table showing the mean and the probability of N > 0.
3.1 Lognormal Luminosity Distribution with Spher-
ically Symmetric Bulge
In this section the results for the lognormal luminosity function and spherically
symmetric bulge model are presented. In Fig. 3.1, the distribution of points in the
set of Markov chains produced for this model is shown. Correlations can be seen





and σth. Table 3.1 presents the mean and statistical error for each model parameter
along with systematic errors associated with uncertainty in the spatial model.
Parameter Mean Statistical Error Systematic Error Total Error





0.2 0.3 0.1 0.4
log10(Lmed) 31.9 0.5 0.1 0.5
σL 1.4 0.3 0.04 0.3
Kth 2.3 0.3 0.07 0.3
σth 0.7 0.1 0.03 0.1
Table 3.1: Mean values and statistical, systematic and total errors for lognormal
luminosity distribution and spherical bulge model parameters.
A set of figures show the results of using the sets of parameters in the Markov
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Figure 3.1: Distribution of points in Markov chains for the lognormal luminosity
distribution and spherical bulge model.
3.3, 3.4 and 3.5, the binned distributions of resolved MSPs in longitude, latitude,
distance and flux are shown. The distribution of the number of resolved MSPs inside
and outside of the projected bulge region is seen in 3.6. Fig. 3.7 shows the simulated
GCE produced by the bulge population.
Table 3.2 shows the probability of observing any MSPs from the bulge population
and the expected number based on the fitted flux threshold parameters as well
as where the detection sensitivity has been doubled and quadrupled. These three


















Figure 3.2: Simulated observed distribution of MSPs in longitude for the lognormal
luminosity distribution and spherical bulge model.




Table 3.2: Expected number of observed MSPs located in the bulge and probability
of observing one or more for lognormal luminosity distribution and spherical bulge
model.
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Figure 3.3: Simulated observed distribution of MSPs in latitude for the lognormal
luminosity distribution and spherical bulge model.













DM + Parallax Data
Parallax Data
Simulation
Figure 3.4: Simulated observed distribution of MSPs in distance for the lognormal
luminosity distribution and spherical bulge model. DM means dispersion measure
derived distances.
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Figure 3.5: Simulated observed distribution of MSPs in flux for the lognormal lu-
minosity distribution and spherical bulge model.
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Inside Projected Bulge Region














Outside Projected Bulge Region
Figure 3.6: The approximate probability distributions of observing N MSPs inside
and outside the projected bulge using the lognormal luminosity distribution and































Figure 3.7: Simulated Galactic Center excess for the lognormal luminosity distribu-
tion and spherical bulge model.














Figure 3.8: The probability distribution of observing N MSPs from the bulge pop-
ulation based on the lognormal luminosity distribution and spherical bulge model.
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Figure 3.9: The probability distribution of observing N MSPs from the bulge pop-
ulation based on the lognormal luminosity distribution and spherical bulge model
with double or quadruple sensitivity.
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3.2 Lognormal Luminosity Distribution with X-
shaped Bulge
This section presents the results for the model where luminosities have a lognormal
distribution and the X-shaped bulge model is used. The MCMC simulation results
are shown in 3.10. There are, as for the spherically symmetric bulge case, clear
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Figure 3.10: Distribution of points in Markov chains for the lognormal luminosity
distribution and X-shaped bulge model.
The simulated distributions of resolved MSPs in longitude, latitude, distance
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Parameter Mean Statistical Error Systematic Error Total Error





1.6 0.3 0.2 0.4
log10(Lmed) 31.8 0.5 0.09 0.6
σL 1.5 0.4 0.1 0.4
Kth 2.2 0.3 0.05 0.3
σth 0.7 0.1 0.02 0.1
Table 3.3: Mean values and statistical, systematic and total errors for lognormal
luminosity distribution and X-shaped bulge model parameters.
and flux are shown in Figs. 3.11, 3.12, 3.13 and 3.14 with the distribution of the
numbers located inside and outside the region of the projected bulge displayed in
















Figure 3.11: Simulated observed distribution of MSPs in longitude for the lognormal
luminosity distribution and X-shaped bulge model.
The probabilities of observing one or more bulge MSPs and the expected number
of observations are listed in Table 3.4 with the probability distribution of observing
N bulge MSPs displayed in Figs. 3.17 and 3.18.
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Figure 3.12: Simulated observed distribution of MSPs in latitude for the lognormal
luminosity distribution and X-shaped bulge model.




Table 3.4: Expected number of observed MSPs located in the bulge and probability
of observing one or more for lognormal luminosity distribution and X-shaped bulge
model.
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Figure 3.13: Simulated observed distribution of MSPs in distance for the lognormal
luminosity distribution and X-shaped bulge model. DM means dispersion measure
derived distances.














Figure 3.14: Simulated observed distribution of MSPs in flux for the lognormal
luminosity distribution and X-shaped bulge model.
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Figure 3.15: The approximate probability distributions of observing N MSPs inside
and outside the projected bulge using the lognormal luminosity distribution and

































Figure 3.16: Simulated Galactic Center excess for the lognormal luminosity distri-
bution and X-shaped bulge model.















Figure 3.17: The probability distribution of observing N MSPs from the bulge pop-
ulation based on the lognormal luminosity distribution and X-shaped bulge model.
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Figure 3.18: The probability distribution of observing N MSPs from the bulge pop-
ulation based on the lognormal luminosity distribution and X-shaped bulge model
with double or quadruple sensitivity.
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3.3 Simple Power Law Luminosity Distribution
with Spherically Symmetric Bulge
The distribution of samples in the Markov chains for the simple power law luminosity
function and spherically symmetric bulge model is shown in Fig. 3.19. Again, there




, Kth and σth. There is also
a banana-shaped relationship visible between α and log10(Lmax). Table 3.5 lists the
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Figure 3.19: Distribution of points in Markov chains for the simple power law lumi-
nosity distribution and spherical bulge model.
Figs. 3.20, 3.21, 3.22 and 3.23 show the results of simulating populations of MSPs
based on the parameters in the Markov chains. The distributions of the number of
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Parameter Mean Statistical Error Systematic Error Total Error





0.1 0.3 0.2 0.4
α 1.4 0.6 0.2 0.6
log10(Lmin) 31.4 0.2 0.01 0.2
log10(Lmax) 33.6 0.5 0.1 0.5
Kth 2.3 0.3 0.1 0.3
σth 0.7 0.1 0.04 0.1
Table 3.5: Mean values and statistical, systematic and total errors for simple power
law luminosity distribution and spherical bulge model parameters.
MSPs inside and outside the projected bulge region of the sky are shown in Fig. 3.24.
















Figure 3.20: Simulated observed distribution of MSPs in longitude for the simple
power law luminosity distribution and spherical bulge model.
Table 3.6 lists the probabilities of observing one or more bulge MSPs and the
expected number for the fitted flux threshold distribution and the cases where this
sensitivity is doubled and quadrupled. The probability of observing N bulge MSPs
41
















Figure 3.21: Simulated observed distribution of MSPs in latitude for the simple
power law luminosity distribution and spherical bulge model.
in the bulge population for each of these three cases is shown in Figs. 3.26 and 3.27.




Table 3.6: Expected number of observed MSPs located in the bulge and probability
of observing one or more for simple power law luminosity distribution and spherical
bulge model.
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Simulation
Figure 3.22: Simulated observed distribution of MSPs in distance for the simple
power law luminosity distribution and spherical bulge model. DM means dispersion
measure derived distances.














Figure 3.23: Simulated observed distribution of MSPs in flux for the simple power
law luminosity distribution and spherical bulge model.
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Figure 3.24: The approximate probability distributions of observing N MSPs inside
and outside the projected bulge using the simple power law luminosity distribution































Figure 3.25: Simulated Galactic Center excess for the simple power law luminosity
distribution and spherical bulge model.
















Figure 3.26: The probability distribution of observing N MSPs from the bulge
population based on the simple power law luminosity distribution and spherical
bulge model.
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Figure 3.27: The probability distribution of observing N MSPs from the bulge
population based on the simple power law luminosity distribution and spherical
bulge model with double or quadruple sensitivity.
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3.4 Simple Power Law Luminosity Distribution
with X-shaped Bulge
The results of the MCMC simulation for the simple power law luminosity distribu-
tion with X-shaped bulge model are shown in Fig. 3.28. As with the spherically
symmetric bulge model, the banana shaped relationship between α and log10(Lmax)




, Kth and σth. For
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Figure 3.28: Distribution of points in Markov chains for the simple power law lumi-
nosity distribution and X-shaped bulge model.
Modelled populations of MSPs using the MCMC results gave the distributions of
resolved MSPs shown in Figs. 3.29, 3.30, 3.31 and 3.32. Histograms of the number of
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Parameter Mean Statistical Error Systematic Error Total Error





1.6 0.3 0.2 0.4
α 1.5 0.6 0.4 0.8
log10(Lmin) 31.4 0.2 0.05 0.2
log10(Lmax) 34 1 0.5 1
Kth 2.3 0.3 0.03 0.3
σth 0.7 0.1 0.01 0.1
Table 3.7: Mean values and statistical, systematic and total errors for simple power
law luminosity distribution and X-shaped bulge model parameters.
simulated MSPs resolved both inside and outside the region of the projected bulge
















Figure 3.29: Simulated observed distribution of MSPs in longitude for the simple
power law luminosity distribution and X-shaped bulge model.
A list of the expected number and probability of one or more observed bulge
MSPs is found in Table 3.8 and probability distributions for observing N can be
seen in Figs. 3.35 and 3.36.
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Figure 3.30: Simulated observed distribution of MSPs in latitude for the simple
power law luminosity distribution and X-shaped bulge model.




Table 3.8: Expected number of observed MSPs located in the bulge and probability
of observing one or more for simple power law luminosity distribution and X-shaped
bulge model.
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Figure 3.31: Simulated observed distribution of MSPs in distance for the simple
power law luminosity distribution and X-shaped bulge model. DM means dispersion
measure derived distances.














Figure 3.32: Simulated observed distribution of MSPs in flux for the simple power
law luminosity distribution and X-shaped bulge model.
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Figure 3.33: The approximate probability distributions of observing N MSPs inside
and outside the projected bulge using the simple power law luminosity distribution

































Figure 3.34: Simulated Galactic Center excess for the simple power law luminosity
distribution and X-shaped bulge model.
















Figure 3.35: The probability distribution of observing N MSPs from the bulge
population based on the simple power law luminosity distribution and X-shaped
bulge model.
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Figure 3.36: The probability distribution of observing N MSPs from the bulge
population based on the simple power law luminosity distribution and X-shaped




For each of the four models a set of figures are presented in Chapter 3 displaying
simulated data produced using parameter sets in the Markov chains. The simulated
distributions of resolved MSPs in longitude, latitude and flux are similar to those
observed. The simulated GCE that could result from a population of MSPs in
the galactic bulge generally fits the data well for both the spherically symmetric
bulge and X-shaped bulge. Although only distances measured using parallax were
included as priors on the distance parameters, the distance distributions of simulated
resolved MSPs for all models are similar to that observed, including those distances
estimated using the dispersion measure, but with a small downward shift. If, as
the results suggest, the distances estimated using the dispersion measure tend to be
overestimates, then this would also mean that MSP luminosities calculated using
these distances (such as those in Abdo et al. [20]) have been overestimated. To
estimate the size of this, for each di parameter and the distance measurement for





Then the mean si, excluding MSPs which did not have distance estimates, can be
found for each model. Table 4.1 then shows that the distance measurements are on
average around 50% higher than mean distances according to the model, or a shift
of approximately 0.2 in log10(d).
The simulated flux distribution requires the uncertain flux threshold to fit the
data. When instead of Fth being drawn from a lognormal distribution, σth was re-
moved as a parameter and the threshold was simply exp(µth(l, b) +Kth), the MCMC
simulation produces Markov chains with parameters which predict a significantly
larger number of resolved low flux MSPs and few higher flux MSPs, resulting in a
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Model s̄i
Lognormal with Spherical Bulge 0.53
Lognormal with X-shaped Bulge 0.35
Simple Power Law with Spherical Bulge 0.74
Simple Power Law with X-shaped Bulge 0.54
Table 4.1: Average relative difference si between mean model distance parameters
and estimated distances to each MSP. Eq. 4.1 defines si.
poor fit to the flux distribution.
A significant difference between the spherically symmetric and X-shaped bulge
models is the ratio rd/b. For both luminosity functions, the number of MSPs in the
spherically symmetric bulge is similar to the number of disk MSPs. This is not the
case when the X-shaped bulge model is used, here the number of disk MSPs is on
average a factor of five larger, again for both luminosity functions. It can be seen









2 where µ1 and µ2 are the
means with errors σ1 and σ2 for each of the bulge models. This value is 2.47 for
the lognormal luminosity function case, and in the case of the simple power law
luminosity function it is 2.65.
In all four models for which results have been obtained using the MCMC al-




, Kth and σth. There are likely
two causes for this, the first is that if Kth increases so must σth, if it does not
the probability of observing an MSP with flux Fi, p(Fi > Fth,i) in Eq. (2.38),
drops for those MSPs where the measured flux is below the central flux threshold
exp(µth(li, bi) +Kth). The other cause of the correlation between the three variables
is that if the flux threshold generally increases due to an increase in the parameter
Kth, the number of MSPs must increase to compensate for the decrease in resolved
MSPs. Combined with the fact that bulge MSPs are unlikely to be observed which
means Nbulge is largely dependent on the GCE and the luminosity function, the





and σth is then caused by the other two relationships.
The two models using the lognormal luminosity distribution also have a correla-
tion between the two parameters log10(Lmed) and σL. This is because the observed
data could be explained either by a large underlying population of MSPs with a
broad distribution of luminosities and a median lower than those observed, or alter-
natively a smaller population of MSPs with a narrow luminosity distribution and
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median luminosity similar to the observed MSPs. It is likely the luminosity distribu-
tion is also to some extent constrained by the distribution of resolved MSPs in the
sky, for example, a broad luminosity function with a relatively high median would
tend to produce distant resolved MSPs that would be clustered in the direction of
the galactic center, this occurs not only because of the bulge model, but also because
the peak density of the disk spatial model is there. On the other hand, a narrow
luminosity function with a relatively low median would result in the distribution
of resolved MSPs being more evenly distributed in the sky (except at low latitudes
due to the higher flux threshold). This is a result of the fact that MSPs which pass
the flux threshold test would tend to be nearby, and therefore would be found in a
volume throughout which the density of MSPs is approximately constant.
A lower boundary of 31.0 was placed on the log10(Lmin) parameter for the simple
power law luminosity function MCMC simulations. This was used due to the weak
dependence of the likelihood on this parameter as it is reduced beyond this boundary.
The cause of this is the improbability that an MSP with such low luminosities would
be resolved, therefore if Lmin is reduced, Ndisk can simply be increased and the
change in the predicted distribution of resolved MSPs is negligible. This also means,
however, that Lmin cannot actually be constrained using the observed MSP data,
although the MCMC results do allow an upper limit to be placed on it, log10(Lmin) <
31.8 for both bulge models, largely due to that being the approximate log luminosity
of the least luminous MSP with distance measured using parallax. For a similar
reason, the distribution of log10(Lmax) is almost entirely above 33, which is the
approximate log luminosity of the most luminous MSP. There is also a banana-
shaped correlation between α and log10(Lmax). Where log10(Lmax) is lower, the
MCMC algorithm explores a wide range of values for α, however as log10(Lmax)
increases, α is increasingly restricted to higher values. This is simply because a high
log10(Lmax) and lower α would result in a large number of resolved MSPs in the
galactic center region.
Hooper and Mohlabeng [14] used the observed MSPs to attempt to find param-
eters for the lognormal luminosity function by using the product of three binned
likelihoods in longitude, latitude and flux. In each bin the expected number of ob-
servations λi was found by taking a large number of random samples from the model,
binning them and normalizing so that
∑N
i=1 λi = 66, where 66 was the number of






















Figure 4.1: Contour plot of luminosity function parameter distribution showing the
95% contour for the lognormal luminosity distribution and spherical bulge model.
The dashed line is the 2σ contour from [14].
to the results of this work for both the spherically symmetric and X-shaped bulge
models in Figs. 4.1 and 4.2. While there is some agreement, the difference could
be explained in part by the use of the parallax measured distances which were only
used to estimate a lower bound on σL by Hooper and Mohlabeng [14]. The other
significant difference between that study and this work is the form of likelihood used.
Whereas Hooper and Mohlabeng [14] used the product of three likelihoods in each
distribution longitude, latitude and flux, here these were not assumed to be separate.
In addition the bulge model was included as part of the likelihood, not only to find
parameters fitting the GCE, but also because some luminosity distributions could
result in many observed bulge MSPs. This could reduce the likelihood for luminosity
functions which tend to generate high luminosity MSPs with greater probability.
It is also suggested by Hooper and Mohlabeng [14] that a further restriction can
be placed on the luminosity function parameters by considering MSPs located in
globular clusters. These were not taken into account here as it is not certain they
would necessarily have the same luminosity distribution as the disk population.















Figure 4.2: Contour plot of luminosity function parameter distribution showing the
95% contour for the lognormal luminosity distribution and X-shaped bulge model.
The dashed line is the 2σ contour from [14].
bulge should have already been observed if the luminosity distribution is the same
for disk and bulge MSPs. While the probability of observing bulge MSPs varies
depending on the model used, in all cases the results of this work suggest it is
unlikely that a bulge MSP would have been resolved based on the fitted threshold.
Although six of the observed MSPs are inside the projected spherically symmetric
bulge region of the sky, the distances estimated using dispersion measures indeed
indicate that none are inside this bulge. No MSPs were observed in the region of the
projected X-shaped bulge. With four times the current sensitivity to point sources
it is likely, for all but the simple power law luminosity function with an X-shaped
bulge model, that at least one bulge MSP could be resolved. In the case of the
lognormal luminosity distribution with the spherical bulge model it is likely several
would be resolved.
The lognormal distribution of luminosities could occur if surface magnetic field
BS, period P and efficiency η all have lognormal distributions, where luminosity
L = Ėη. Using Eq. 1.2 and Eq. 1.4, the luminosity can then be found in terms of








Assuming RNS = 10, the luminosity distribution median can be written as [14]:





































This differs from the incorrect σL = 4σP +2σB+ση given by Hooper and Mohlabeng
[14]. If Pmed = 4.9 ms and σP = 0.35 as fitted in Hooper and Mohlabeng [14], if
we assume ηmed = 0.1 and if, based on the results of the MCMC simulations for the
two bulge models, Lmed = 7 × 1031 erg s−1, then BS,med ≈ 108 G which is similar
to the ATNF catalog [21] MSPs as seen in the lower left of Fig. 1.4. This period
distribution fit would also suggest that the luminosity function must be relatively
broad, with σL > 1.4. However, correlations between BS, P and η may allow the
luminosity distribution to be narrower.
A broken power law luminosity function, defined between 1032 erg s−1 and 1035









Using this luminosity model, a spherically symmetric bulge model with a 10◦ radius
in the sky and the same disk model used in this work with spatial parameters σr = 5
kpc and σz = 1 kpc, it was shown that the observed data, including the lack of
resolved MSPs from the bulge population, could be explained using the parameters
listed in Table 4.2.
The simple power law is similar to the broken power law where α = α1 and
Lmax = Lbr but with a large α2. It can be seen then, in Figs. 3.19 and 3.28, that the
results of the MCMC simulations for both bulge models are similar to those listed
in Table 4.2.
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α1 α2 Lbr (10
33 erg s−1) Ndisk (L > 10
32 erg s−1) Nbulge (L > 10
32 erg s−1)
0.7 2.5 1.0 9000 17000
1.1 3.0 4.0 6000 13000
1.5 3.5 10.0 8000 16000
Table 4.2: Broken power law luminosity model parameters used by Yuan and Zhang





A Markov chain Monte Carlo (MCMC) algorithm was used to constrain parameters
for a set of models of the Milky Way millisecond pulsar (MSP) population, with the
luminosity distribution being of particular interest. This was performed using the
Galactic Center gamma-ray excess (GCE) data, the locations of observed MSPs in
the sky, their fluxes and those distances where parallax distance measurements were
available.
To confirm that the models could plausibly explain the observations, the Markov
chains of parameters produced by the MCMC simulation were then used to produce
simulated data. The simulated distributions of resolved MSPs were a good fit to the
observed data, as were the simulations of the GCE.
These results indicate that it is possible that the source of the observed GCE
could be an unresolved population of MSPs located around the Galactic Center
with the same luminosity distribution as those observed. If this is indeed the case,
based on these results, it could be expected that an improvement in the gamma-
ray point source detection sensitivity by a factor of around four may allow a small
number of MSPs from this population to be resolved. It was claimed by Hooper
and Mohlabeng [14] that if the GCE was produced by MSPs, many of them would
already have been resolved. Here, it has been shown that this is in fact not the case.
The cause of this disagreement is likely due to Hooper and Mohlabeng [14] using
an approximate likelihood to fit model parameters to the observed MSPs, and not
including the parallax distance and GCE data in that fit.
In this work MSPs present in globular clusters were not included in finding
constraints on the luminosity function parameters. Future work could involve in-
corporating these into the model. Two pulsars were also found in the 3FGL catalog
which were associated with globular clusters, PSR J1823-3021A and PSR J1824-
2452A. Both of these MSPs have unusually high Ṗ values which could indicate they
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may be formed in some alternative process to typical MSPs [40], but this could also
mean they do not have the same luminosity distribution.
Lee et al. [17] used a non-Poissonian template fit (NPTF) to show that the ex-
cess could be explained a population of unresolved point sources below the detection
threshold. A similar conclusion is reached by Bartels et al. [18] using the wavelet
transform of the Fermi Large Area Telescope gamma-ray data. Simulations of pop-
ulations of MSPs with the fitted parameters of this work could be used to check for
consistency with those results.
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E (GeV) dN/dE (GeV−1 cm−2 s−1)
0.46 (1.0± 0.3)× 10−6
0.62 (5± 2)× 10−7
0.84 (3.2± 0.9)× 10−7
1.1 (2.0± 0.5)× 10−7
1.5 (1.4± 0.3)× 10−7
2.0 (6± 1)× 10−8
2.7 (3.7± 0.6)× 10−8
3.6 (1.6± 0.3)× 10−8
4.8 (5± 1)× 10−9
6.5 (3.5± 0.7)× 10−9
8.6 (1.2± 0.3)× 10−9
Table A.1: Galactic Center gamma-ray excess data for spherically symmetric bulge
model. Data from [4].
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E (GeV) dN/dE (GeV−1 cm−2 s−1)
0.77 (1.8± 0.3)× 10−7
1.0 (1.2± 0.1)× 10−7
1.4 (6.9± 0.9)× 10−8
1.8 (3.8± 0.5)× 10−8
2.4 (1.9± 0.2)× 10−8
3.2 (9.1± 0.9)× 10−9
4.3 (5.5± 0.7)× 10−9
5.8 (2.2± 0.3)× 10−9
7.7 (1.0± 0.2)× 10−9
10 (4± 1)× 10−10
14 (2.5± 0.7)× 10−10
18 (1.1± 0.3)× 10−10
24 (3± 2)× 10−11
32 (6± 6)× 10−12
43 (5± 5)× 10−12
58 (6± 5)× 10−12
Table A.2: Galactic Center gamma-ray excess data for X-shaped bulge model. Data
from [11].
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