Abstract-We investigate the energy efficiency-spectral efficiency (EE-SE) trade-off of transmit antenna selection/maximum ratio combining (TAS) scheme. A realistic power consumption model (PCM) is considered, and it is shown that using TAS can provide significant energy savings when compared to multipleinput multiple-output (MIMO) in the low to medium SE region, regardless the number of antennas, as well as outperform transmit beamforming scheme (MRT) for the entire SE range. For a fixed number of receive antennas, our results also show that the EE gain of TAS over MIMO becomes even greater as the number of transmit antennas increases. The optimal value of SE that maximizes the EE is obtained analytically, and confirmed by numerical results. Moreover, the influence of receiver correlation is also evaluated and it is shown that considering a non-realistic PCM can lead to mistakes when comparing TAS and MIMO.
I. INTRODUCTION
T HE USE OF multiple transmit and receive antennas, or multiple-input multiple-output (MIMO) systems, has been shown to significantly improve the spectral efficiency (SE), which has been the main performance indicator for designing and optimizing wireless communication networks [1] . However, due to the increasing global concern about energy consumption, the energy efficiency (EE) became of particular interest [2] . From an EE point of view, the use of multiple antennas could lead to an increased energy consumption, since extra circuit and signal processing are required.
One of the most common assumptions in an energy efficient design is to quantify the network performance in terms of bits/Joule [3] , [4] , i.e., the maximum number of bits that can be delivered by the network normalized by the energy needed to perform their delivery. Alternatively, other metrics may also be assumed, such as the energy/bit to noise spectral density [5] , Manuscript received May 13, 2014 ; revised August 28, 2014 ; accepted October 9, 2014. Date of publication October 20, 2014 ; date of current version December 15, 2014 . This work has been partially supported by CNPq and CAPES (Brazil). The associate editor coordinating the review of this paper and approving it for publication was V. Raghavan or the throughput/energy of the network [6] . More importantly, a fundamental requirement for EE evaluation is to use an appropriate power consumption model (PCM). For instance, the authors in [7] - [9] have shown the impact of considering a realistic PCM in wireless sensor network scenarios, since, when the nodes are closer to each other, the consumption of the RF circuit elements for transmitting and receiving may prevail over the power required for transmission. On the other hand, in the cellular networks context, the authors in [2] , [10] - [12] have shown that a realistic PCM should also consider other important factors, such as the amplifier inefficiency, processing and backhauling power consumption, cooling, etc., since these factors have great impact in the overall system evaluation. Moreover, more than evaluating the performance in terms of SE and EE individually, a unified analysis must balance their relationship [13] . A pioneering analysis of the EE-SE tradeoff in Rayleigh fading channels appeared in [5] , sparking a lot of interest since then [14] - [22] . An important observation presented in [5] is that finding a closed-form expression for the EE as a function of the SE is quite challenging, since this task requires an inverse function of the system capacity. Then, the author proceeds with a first order approximation to the EE-SE trade-off which is tight for the low-SE regime. Besides the detailed introduction to the topic made in [5] , a comprehensive tutorial on the EE-SE trade-off analysis can be found in [14] .
There are several extensions of the original analysis in [5] for many scenarios of interest. In [15] the authors present a detailed analysis of the EE-SE trade-off for the case of MIMO systems, including the impact of antenna correlation, line-of-sight, polarization diversity, and interference. The case of the timeand frequency-selective multipath channels is investigated in great detail in [16] . However, common to the works in [5] , [14] - [16] is the consideration of an ideal PCM, so that the EE is maximized at the low SE region. Recently, the impact of a realistic PCM in the EE-SE trade-off analysis has been considered, for instance in [17] for the case of a MIMO system, showing that in many cases SISO may be actually more energy efficient than MIMO. Later, the work in [17] was extended in [18] , including the analysis of semi-correlated Rayleigh fading scenarios. Moreover, in [19] , distributed MIMO and co-located MIMO are compared in terms of the EE-SE tradeoff. The authors show that distributed MIMO is more energy efficient than co-located MIMO for use at the cell edge. In addition, extensions to cooperative [20] , [21] and automatic repeat request (ARQ) [22] scenarios were recently investigated from the EE-SE trade-off point of view.
It is well known in the literature that MIMO transmit beamforming, also known as maximum ratio transmission (MRT) [23] or MIMO maximum ratio combining (MRC) [24] , [25] , presents superior performance in terms of SE than transmit antenna selection (TAS) [26] , [27] . However, in terms of EE, TAS appears as an interesting solution to reduce the circuitry consumption [28] . In TAS, either the receiver informs the transmitter on the selected antenna number or the transmitter obtains this information via the estimation of the uplink channel in the case of reciprocal uplink/downlink channels. Such technique achieves the same diversity order as other MIMO diversity techniques employing simultaneously all antennas at the transmitter [29] , while decreases the energy consumption. As shown in [30] , which compares TAS and MRT beamforming in terms of EE in a quasi-static fading scenario under a realistic PCM, even though TAS is a sub-optimal strategy under the SE point-ofview [26] , [27] , this fact is compensated by a higher EE [30] . The use of TAS in large MIMO scenarios has been recently investigated in [31] . In that work, the goal was to improve the EE while considering two particular scenarios: i) when the circuit power is comparable to the transmit power and ii) when the circuit power is much smaller than the transmit power, so that it can be ignored. Results show that, if the circuit power is much larger than or comparable to the transmit power, using too many extra antennas can reduce EE, so that a subset of antennas should be used for transmission. However, if the transmit power dominates the circuit power consumption, the EE increases monotonically with the number of selected antennas, so that all antennas should be employed. Nevertheless, the trade-off between SE and EE is not considered neither by [30] , nor by [31] .
In this paper we evaluate the EE-SE trade-off of TAS, which, to the best of the author's knowledge, has not been done in the literature yet. Due to the employment in our analysis of the realistic double linear PCM from [17] , we show that the firstorder approximation usually adopted to represent the capacity in the low-SNR region [5] is not accurate when this realistic model is considered. Thus, one must find a different solution to obtain an invertible expression to the capacity and consequently represent the EE-SE trade-off in a closed-form.
A. Contributions
The contributions of this work can be summarized as follows:
• We analyze the EE-SE tradeoff of TAS considering a practical PCM, which includes factors often not taken into account when analyzing the EE-SE tradeoff, such as the effect of the fixed power consumption required by the circuitry of each RF chain, as well as the non linearity of the power amplifier. As our results demonstrate, by considering a realistic PCM the conclusions differ significantly from the conclusions that would be drawn under an ideal PCM. Moreover, we also show that the first-order approximation usually adopted to represent the capacity in the low-SNR region [5] Our results show that, even though spatial correlation can effectively reduce the efficiency of TAS for the case of small arrays, such decrease in performance is not sufficient to make it less attractive than MIMO for a large SE range. The remainder of this paper is organized as follows. In Section II we introduce the system model and the basics of MIMO systems capacity, the energy consumption model and the EE-SE trade-off formulation. In Section III we present the EE-SE trade-off analysis of TAS, while some numerical results are presented and discussed in Section IV. Finally, Section V concludes the paper.
Notations: We use bold upper case letters to denote matrices, like H, and bold lower case letters to represent vectors, as x, whose transpose conjugate is denoted by x † . log(·) is the natural logarithm, log 2 (·) is the base-2 logarithm, and E[·] is the mathematical expectation. The probability density function (pdf) and cumulative density function (CDF) of a random variable z are given respectively represented by p z (z) and F z (z).
II. PRELIMINARIES

A. System Model
This work considers a wireless communication system where each transmitter is assumed to be equipped with t transmit antennas, while the receiver has r receive antennas. Omitting the time index, the received signal is given by
where x ∈ C t×1 and y ∈ C r×1 are the transmitted and received vectors, respectively, and n ∈ C r×1 is the zero-mean additive white Gaussian noise (AWGN) with variance N 0 per dimension. The total power of the transmitted signal vector is denoted
, while the path-loss between the transmitter and the receiver is denoted by P L . The matrix H ∈ C r×t contains the channel fading coefficients h j,i from transmit antenna i to receive antenna j, modeled as complex Gaussian random variables with zero mean and unit variance and assumed to be independent and identically distributed (i.i.d.) across space and time. Moreover, it is considered that only the receivers have perfect channel state information (CSI).
Then, the average signal-to-noise ratio (SNR) per receive antenna can be expressed as
with B representing the channel bandwidth (in Hertz). Finally, we also define for convenience n = max{t, r} and m = min{t, r}.
1) System Capacity for SISO:
Assume for the moment a single-input single-output (SISO) system, where both transmitter and receiver are single antenna devices (t = r = 1). The instantaneous SNR, subject to the channel realization, is
where h is the short for h 1,1 , and γ is exponentially distributed with meanγ. Therefore, the channel capacity is given by [32] 
2) System Capacity for MIMO: The capacity of the MIMO system from (1), in which m streams are transmitted in parallel, is obtained as
where I m is an m × m identity matrix, and Ξ ∈ C m×m corresponds to a random matrix given by
In the case of i.i.d. Rayleigh fading, it is well-known that (5) becomes
where L α m (x) is the Laguerre polynomial of order m [33, Section 8.970.1]. For the high SNR region, (7) can be approximated as
3) System Capacity for MRT: Multiple-input multipleoutput maximum ratio transmission (MRT), also known as MIMO beamforming (MIMO-BF) or MIMO-MRC, is a transmit beamforming scheme that achieves the maximal overall SNR among diversity multiple antenna schemes, exploiting channel knowledge at both transmitter and receiver [23] - [25] . Different from the MIMO scheme, in the MRT scheme only a single stream is transmitted using the most advantageous of the parallel channels that can be seen after the single value decomposition of the MIMO channel, so that the ergodic capacity becomes [25] 
where λ max is the maximum eigenvalue of Ξ.
B. Energy Consumption Model
In practice, the power consumed by a transmitter, P Tot , is composed not only of the transmit power P Tx , but also of the power consumption related to the circuitry. In this work we adopt the realistic double linear power consumption model (PCM) from [17] . According to the aforementioned model, the total power consumption is given by
where 1 ≤t ≤ t corresponds to the number of active antennas, P t = P Tx /t is the transmit power per active antenna, P 0 is the part of the power that grows linearly witht, P 1 is the part that does not depend ont and thus remains fixed. In (10),
PA is a constant that reflects the influence of the power amplifier (μ PA ), the cooling loss (C C ) and the battery backup and power supply loss (C PSBB ) [17] . Alternatively, we can re-write (10) as a sum of two terms, P Tot = P V + P F , where P V =tΔ P P t is the part that varies with the transmit power, while P F =tP 0 + P 1 remains fixed with respect to P t .
C. Energy Efficiency-Spectral Efficiency (EE-SE) Trade-Off
As introduced in [5] , the concept of EE-SE trade-off expresses the energy efficiency (EE) as a function of the spectral efficiency (SE), balancing their relationship. Let C (bits/s) be the maximum rate of information that can be reliably transmitted and P Tot be the total consumed power for transmitting data at this rate. The EE is then defined as [5] 
which corresponds to the system capacity in bits/Joule. Through the Shannon's capacity theorem [32] , the maximum achievable SE, or equivalently the ergodic channel capacity per unit of bandwidth (in bits/s/Hz), can be expressed as
so that f :γ ∈ [0, +∞) → S ∈ [0, +∞). As presented in [5] , considering an ideal PCM, the most interesting regime for SE is the low-SNR regime, where the maximum EE can be obtained. However, when considering a realistic PCM, this is not necessarily true since there is a fixed power consumption related to the RF circuitry, cooling, processing, etc, and the point of maximum EE usually moves to a higher SNR region. Thus, the first-order capacity approximation proposed in [5] does not perform satisfactorily well when considering a realistic PCM. This is detailed in Appendix A.
Next, we present the EE-SE trade-off of the baseline SISO, MIMO and MRT systems. Moreover, from now on we refer to the EE as E X , where X ∈ {SISO, MIMO, MRT, TAS} corresponds to the scheme under consideration.
1) EE-SE Trade-Off for SISO:
We can re-write the SISO capacity in bits/Joule from (11) as
recalling that S SISO is the achievable SE of SISO, P SISO is the transmit power used for the SISO scheme, and that there is only t = 1 transmit antenna. Moreover, we can see from (2) that
, which leads to
However, let us remark that it is not easy to obtain a closedform expression for E SISO , since f −1 (C SISO ) requires the inverse of the exponential integral in (4).
2) EE-SE Trade-Off for MIMO:
Similarly, the EE of the MIMO system can be written as
sincet = t active transmit antennas. However, a closed-form expression for E MIMO is also hard to be obtained, since (7) involves the Laguerre polynomial of order m. Nevertheless, when resorting to the high SNR approximation from (8), f −1 (C MIMO ) can be approximated as [18] 
which replaced in (15) leads to a closed-form expression to the EE-SE of the MIMO scheme.
3) EE-SE Trade-Off for MRT:
The EE-SE trade-off of the MRT scheme is given by
To obtain a closed-form expression to EE-SE tradeoff of the MRT scheme, one must obtain the inverse function f −1 (C MRT ) in (17) . This can be done by approximating (9) through the method we use next for TAS, which requires the first and second moments of λ max [25] , and further isolatingγ.
III. EE-SE TRADE-OFF FOR TAS
A. System Capacity for TAS
When TAS is employed, onlyt = 1 out of t transmit antennas is selected per transmission block, so that P t = P Tx for this particular antenna. Assuming that, along with TAS, MRC is performed at the receiver side, the system overall SNR can be written as [34] 
where the maximum over i represents that the best out of the t transmit antennas is selected, while the sum corresponds to the MRC output of the r receive antennas [34] . Then, the average capacity of TAS is given by C TAS = E[B log 2 (1 + γ Σ )]. However, since the solution of this equation is not trivial, we follow [35] and expand the TAS capacity in Taylor's series about the expectation value of the effective system SNR γ Σ , which leads to the following approximation:
whereB = B log 2 e, and μ γ and σ 2 γ are the first moment and the variance of γ Σ , respectively.
The pdf of the instantaneous SNR seen at the receiver in a system operating under TAS, with average SNR per receive antennaγ according to (2) , is given by [35] 
(20) Therefore, the first moment of γ Σ is
where K α (y) is a constant given by
with a k (y, i) being the coefficient of
the expansion of (
The variance of γ Σ is then obtained from (23) and (21) as
Nevertheless, even though plugging (24) into (19) expresses a good approximation to the capacity of a TAS scheme, it remains difficult (if possible) to find its inverse with respect toγ. Thus, aiming at finding a closed-form expression for the inverse function f −1 (C TAS ), we define the following lemma.
Lemma 1:
The TAS capacity can be approximated as
Proof: Exploiting the fact that 1+μ γ ≈ μ γ for large values 1 of μ γ , we further approximate (19) , which yields (25).
B. EE-SE Trade-Off for TAS
Theorem 1: The EE-SE trade-off of TAS can be approximated by
2K 1 (r) 2
Proof: From (25), we can isolate the average SNRγ as
Following (11), the TAS scheme capacity in bits/Joule can be then approximated as
which, by plugging (27) and using the fact thatt = 1 active antenna for TAS, leads to (26) , concluding the proof. The closed-form expression for the EE-SE trade-off presented in (26) is useful for the sake of reproducibility or to extend the results to other antenna array sizes, avoiding the need of time-consuming Monte Carlo simulations. Moreover, based on such expression it is possible to obtain the value of SE that maximizes the EE, as presented in what follows.
C. EE Optimization
Theorem 2: For a given number of antennas, the optimal SE S TAS that maximizes the EE of TAS is
where W (·) corresponds to the Lambert-W function [36] . Proof: Taking the first order derivative of (26) with respect toC TAS yields
1 Even being a high-SNR approximation, it performs satisfactorily well for the low-SNR range, and the tightness increases with the number of antenna elements, as is discussed later on.
Then, by setting dE TAS dC TAS = 0 and isolatingC TAS /B, we obtain the closed form expression for the optimal SE that maximizes the EE, as presented in (29) .
D. Energy Efficiency Gain of TAS Over MIMO
To evaluate when the TAS scheme outperforms the MIMO scheme in terms of EE, we follow [17] and define the EE gain as
If an ideal theoretical PCM is considered, where only the transmit power is taken into account, this gain is calculated as
E. Circuit Consumption Optimization
In the double linear PCM, P 0 is the part of the circuit consumption power that grows linearly with the number of active transmit antennas while P 1 remains fixed witht. Obviously if we minimize the P 0 /P 1 ratio, we lower the overall power consumption and consequently maximize the EE. However, let us remark that this ratio is highly dependent on the hardware design, size of the nodes, cooling requirements and power amplifier design and can only be varied by redesigning these aspects. Nevertheless, it is worth mentioning that, although changing this ratio is not very straightforward in practical system, this analysis can be helpful as a design guideline for setting desirable targets for the hardware designers.
F. Effect of Receive Correlation on TAS
In practice, MIMO channels are often correlated, since there are limitations on array spacing, and also restrictions on angular spreads in both transmitter and receiver sides. However, in realistic mobile communication environments, those limitations are commonly leveraged at the mobile users [37] , due to size restrictions. Thus, in what follows we evaluate the impact of receive antenna correlation on the performance of the TAS scheme.
By resorting to the well-known Kronecker model, one can write the correlated channel matrix as
where G ∈ C r×t is composed of i.i.d. complex Gaussian random variables with zero mean and unit variance, and Φ represents the correlation matrix. Since we consider spatial correlation only at the receiver due to sizing constraints, there will be a greater number of antennas at the transmitter (t ≥ r) and H = Φ 1/2 G. To represent the effect of spatial semicorrelation, we consider that the correlation matrix Φ is generated according to the realistic exponential correlation model from [38] : 
Moreover, following the procedure described in [40] , we approximate a sum of independent but not identically distributed (i.n.i.d) Gamma distributed random variables Θ by a single random variable Gamma(κ, Ω κ ), whose parameters are
Therefore, we have the following result regarding the capacity of semi-correlated TAS scheme.
Theorem 3: The capacity of TAS with correlation at the receiver can be approximated as
Proof: Please refer to Appendix B. Finally, the EE-SE trade-off of correlated TAS is obtained similarly to the procedure described in Theorem 1.
IV. NUMERICAL RESULTS
In this section we present some numerical results to evaluate the previous analysis. The considered system parameters are shown in Table I , which corresponds to a macro base station 2 according to [17] .
First, we compare in Fig. 1 the approximated expressions for the TAS capacity with Monte Carlo simulations. As can be noticed, the simulated results (dashed-line) are completely overlapped by the approximation for C TAS given in (19) (dash-dot green line), showing very good accuracy. Moreover, we can also notice that the second approximation proposed in (25) is also very tight when the SNR and the number of antenna increase (different antenna setups are considered: 2 × 2, 4 × 2 and 8 × 4). 2 It is noteworthy that the main conclusions presented in what follows remain the same regardless the choice of the base station model (macro, micro or pico). Thus, for the sake of conciseness, only results for macro base stations are included. (19) and (25), as a function of the average SNR between TX and RX. Complementarily, the tightness of the approximation in (25) is evaluated in terms of the EE-SE trade-off in Fig. 2 , where the EE approximations are very close to the results obtained numerically (solid line). Moreover, Fig. 2 also plots the EE-SE tradeoff for the MRT scheme, obtained by numerically inverting the capacity expression in (17) , which is considerably smaller than that of TAS. This interesting result is a consequence of considering a realistic PCM, i.e., while the fixed power consumption of MRT grows linearly with the number of transmit antennas (as it requires one active RF chain per transmit antenna), only one active RF chain is required by TAS, considerably decreasing the fraction of fixed power consumption. Moreover, since the capacity of MRT is just slightly greater than the capacity of TAS, the latter considerably outperforms the former in terms of EE. Fig. 3 presents the EE-SE trade-off for the MIMO and TAS schemes. 3 In the scenario considered in Fig. 3 , MIMO only achieves a larger EE than TAS in the 2 × 2 case for SE > 6.5 bits/s/Hz. The good performance of the TAS scheme is explained by the fact that only one transmit circuit/power amplifier is turned on at a time, since a single antenna is used to transmit. This is very relevant in the low SE region, as usually the transmit power is small and therefore the fixed power consumption due to the transmit circuitry dominates the overall consumption. Moreover, when the number of transmit antennas increases, even though MIMO achieves an increased capacity, the fixed power consumption due to the transmit circuitry also increases, decreasing the EE. In TAS, the fixed power consumption due to the transmit circuitry does not increase with the number of transmit antennas, as only one is active at a time.
The effect of correlation at the receiver is shown in Fig. 4 , which presents the EE-SE trade-off for the MIMO and TAS schemes with a correlation coefficient of φ = 0.6. In general, very similar conclusions can be obtained once the correlation at the receiver decreases the EE of both schemes. 4 Moreover, although only the case of φ = 0.6 is presented, we can observe that the EE decreases with φ. Fig. 5 deals with the optimal SE value that maximizes the EE of TAS, as a function of M = t × r. The comparison of S TAS obtained analytically in (29) with numerical simulations shows very precise results. Thus, the expression in (29) turns out to be a useful designing tool for a network operating under the TAS scheme, since the optimal number of antennas that maximizes the EE can be selected previously for a given SE. Alternatively, for a given number of antennas, it is also possible to obtain from (29) the SE value that maximizes the EE.
The analysis in Fig. 5 is complemented by Fig. 6 showing the maximal EE achieved by TAS and MIMO when using S TAS and S MIMO , respectively. This figure indicates that it is not possible to compare SE or EE alone for each scheme. As can be seen from Fig. 3 , the maximum of the EE-SE trade-off curve of MIMO occurs at higher spectral efficiencies when compared to TAS. However, the maximum EE achieved by MIMO is often much less than that of TAS when t increases for a fixed r. As we can notice from Fig. 6 , MIMO is more energy efficient than TAS only with few transmit antennas, as when t ≤ r.
Let us now compare the EE gain of the TAS scheme over the MIMO scheme by considering the theoretical PCM, where only the transmit power is taken into account, and the double linear PCM, which also accounts for the power consumed by the circuitry. Fig. 7 plots G EE,Th [with the theoretical PCM in Fig. 7(a) ] and G EE [with the double linear PCM in Fig. 7(b) ] for various antenna configurations as a function of the SE. As expected, the gain decreases as the SE increases in both cases. However, when we compare both figures, some interesting conclusions can be obtained. For instance, since the power consumed by the circuitry dominates the total power consumption for the low SE region, the gains in Fig. 7(b) are lower than in Fig. 7(a) in that region. Moreover, we can also notice that the range in which the TAS scheme outperforms the MIMO scheme [the region where the gain is greater than one, indicated by the solid line in Fig. 7(a) and (b) ] is wider when the double linear PCM is considered.
Next, Fig. 8 also compares the EE gains of the theoretical PCM and the double linear PCM, but as a function of M = t × r. We can see that TAS scheme outperforms the MIMO scheme for low SE values in both cases, regardless the number of antenna elements. As the SE increases, some differences are observed. For instance, when C = 9.0 bits/s/Hz, TAS is always outperformed by MIMO when a theoretical PCM is considered [ Fig. 8(a) ], while TAS becomes more energy efficient than MIMO if we keep increasing the number of antennas with the double linear PCM [ Fig. 8(b) ]. Moreover, we observe that the conclusions are very different comparing both figures. The realistic PCM shows smaller gains, which reinforces the importance of considering a realistic PCM, since the conclusions may change considerably, as shown by Figs. 7 and 8 .
Finally, we plot the EE as a function of the P 0 /P 1 ratio in Fig. 9 , which considers a fixed SE of 7.0 bits/s/Hz. From the figure we observe that when the ratio P 0 /P 1 grows, MIMO becomes less energy efficient than TAS, since P 0 is not multiplied by t in (10) . Also, by the same reason, when the number of antennas increases, the threshold from which TAS is more energy efficient than MIMO decreases. In this example, the P 0 /P 1 thresholds where TAS becomes more energy efficient than MIMO are 122%, 29% and 7% for 2 × 2, 4 × 2 and 8 × 4 configurations, respectively.
V. FINAL COMMENTS
We evaluated the energy efficiency (EE) as a function of spectral efficiency (SE) and the number of antennas of TAS considering a realistic PCM. The optimal SE value that maximizes the EE of the TAS scheme, for a given number of antennas, was obtained in closed-form and supported by numerical results. Our results showed that TAS is in general more energy efficient than MRT and it can be more energy efficient than MIMO in several scenarios, specially in the low SE region and that such advantage increases with the number of transmit antennas. More than that, we also showed that the gain in EE of the TAS scheme over the MIMO scheme increases when the number of receive antennas is small, which may be a more feasible scenario in practice due to the fact that many networks are composed of receive devices with size and complexity limitations. In addition, we also showed the influence of spatial correlation at the receiver, which decreases the performance of TAS but not enough to make it less efficient than MIMO for a large SE range.
APPENDIX A FIRST-ORDER APPROXIMATION TO THE TAS CAPACITY
For determining the first-order approximation to the TAS capacity as shown in [5] , we first need to find the first and second derivatives of (19) with respect to the SNR
and
The slope of the SE versus
in bits/s/Hz/ (3 dB) is then given by
Finally, the first-order approximation to the TAS capacity becomes
where
It can be shown that (40) matches very well the true capacity of TAS in the low-SNR regime. However, it is very optimistic in the high-SNR regime, what is expected. However, note that it is in this high-SNR region that the TAS scheme reaches its maximum EE when a realistic PCM is taken into account, as can be concluded when inspecting Figs. 1 and 2 .
Moreover, in Fig. 10 we investigate the impact of using the first-order approximate capacity expression for calculating the EE-SE trade-off of TAS, both when a realistic PCM is used and when an ideal PCM is used. In Fig. 10(a) we plot the EE-SE trade-off for TAS for several numbers of transmit and receive antennas, considering both the exact capacity of TAS (obtained via Monte Carlo simulations) and the first-order approximate capacity given above, when a realistic PCM is considered. It is clear that the EE-SE trade-off analysis using the first-order approximate capacity is not accurate when this realistic model is considered. Nevertheless, if an ideal PCM is considered, then the first order approximated capacity is sufficient for an adequate EE-SE trade-off analysis as shown in Fig. 10(b) , as the maximum of the EE-SE trade-off curve for the first order approximation and for the exact capacity are the same.
APPENDIX B PROOF OF THEOREM 3
Proof: We begin the proof by using the following multinomial expansion [41] to write the moments of Θ in terms of the individual moments of the r summands 
Replacing (43) 
The pdf and CDF of the resulting random variable Gamma κ, Ω κ can be respectively written as [29] :
where Γ(a) = Due to the max t operation inherent to TAS as presented in (18) , the pdf of γ Σ for a correlated TAS scenario is
To obtain the the first and second moments of γ Σ , we first expand the term [F Θ (γ)] t−1 in (46), as follows
However, due to the presence of the upper incomplete gamma function in (47), this expression is still quite intricate to be solved. Thus, we resort to the following approximation [42] 
which enables us to obtain the mean of γ Σ as
where K(x) is a constant given by 
Although we can obtain a closed-form capacity approximation for the correlated TAS by plugging (49) and (51) into (25) , it remains difficult to find its inverse function due to the confluent hypergeometric function. To avoid that, we approximate 5 κ byκ = κ the nearest integer smaller than κ. The first moment of γ Σ is then approximated as (21)
Similarly, the second moment is 5 Note that, the lower the value of κ, the lower the resulting capacity, since this parameter reflects the diversity order and decreases as the diversity order decreases. Thus, the approximation κ leads to a pessimistic approximation to the capacity.
By inserting (52) and (53) into (25), we obtain the semicorrelated TAS capacity approximation from (36) , concluding the proof.
