Abstract. In this work we explore the family of metrics determined by S-weights, i.e., non-negative functions over finite fields that respect the support. First, we introduce a conditional sum of weights and classify those which every set of equivalent weights is closed under such sums. Then, we introduce an structure to represent all decision criteria which allows us to characterize the group of linear isometries for S-weights sharing the same equivalence class regarding the decoding criterion.
Introduction
In coding theory, there are two main sources of decoding criteria: a probabilistic (Maximum Likelihood Decoding -MLD) and a metric (Minimum Distance Decoding -MDD). While the first one focuses on the properties of the channel and is the optimal criterion (in term of minimizing the error probability of the encoding-transmission-decoding process), the former generally has properties that may help in the implementation of decoding algorithms.
The most important instance of channel is the binary symmetric channel which decoding criterion matches with that determined by the Hamming metric.
The Hamming metric d H has two important properties that make it valuable for replacing the MLD criterion:
P1 Weight condition: The metric d H is determined by the Hamming weight wt H , i.e., d H (u, v) = wt H (u − v).
P2 Support condition: If the vectors u = (u 1 , . . . , u n ) and u = (u 1 , . . . , u n ) are such that u i = 0 whenever u i = 0, then wt H (u) ≥ wt H (u ). In this case we say that the metric respects support.
The first of these conditions gives an important tool for implementing algorithms (the well known syndrome decoding may be performed for every metric determined by a weight) while the second one makes it meaningful in the context of coding theory. Altogether, we term these as our basic decoding conditions (BDC, for short).
In the literature, matching between channels and metrics (that is, the maximum likelihood decoding coincides with nearest neighbor decoding) is not much explored. Despite the large number of channels that are studied and the large number of metrics described in the literature in the context of Coding Theory (see, for example, [Chapter 16] in [3] , and a recent survey of Gabidulin [7] ), there are a few examples of classical metrics and channels matched to each other.
Although matching channels and metrics is not widely studied, we can find in the literature large families of metrics satisfying the basic decoding conditions. We cite, for example, the poset metrics of Brualdi [2] , Gabidulin's combinatorial metrics [6] , poset-block metrics [1] and digraph metrics [5] . All those generalize the Hamming metric and they represent very large families of metrics over a vector space F n q (large in the sense that each of those families grows exponentially with n). Nevertheless, those are not sufficient to determine all the MDD criteria satisfying the support condition 1 . We consider the smallest possible case, n = 2.
Example 1 Let us consider the space F 2 2 = {00, 10, 01, 11}. In this case we have 4 non isomorphic decoding criteria in which only one can not be matched with any of such above mentioned metrics (poset, poset-blocks, combinatorial and digraph). In next table, we present such criteria and point what of these metrics can cover each one.
Criterion
Hamming Poset Poset block Combinatorial Digraph wt(10) = wt(01) < wt(11) wt(10) = wt(01) = wt(11) wt(10) < wt(01) = wt(11) wt(10) < wt(01) < wt(11)
Note that the decoding criterion 0 = wt(00) < wt(10) < wt(01) < wt (11) does not coincide with any of those metrics.
This work is part of the efforts done to fill the gap between the known and studied metrics satisfying the BDC and the space of all possible metrics satisfying the BDC. This work is devoted to explore properties of the BDC. We give a first systematic approach to the space of all metrics satisfying the BDC in which we introduce some operations and present some initial results concerning the effect of these operations on such metrics. Moreover, we cover such problem in a different way which we represent each decoding criterion by a weighted digraph and show that every linear isometry determines an edgeweighted digraph isomorphism.
Metrics respecting support
Over the years, many generalizations of the Hamming metric, which respects support were introduced in order to study those spaces with refined decision criteria. Those new families of metrics have a behavior similar to the Hamming metric, in the sense that, always there is a subfamily which we can explore the remarkable results in coding theory such as MacWilliams' Identity and Extension. But it is due to the fact we know the fundamental structures from where the new families of metrics arises. However, in a more generical case, which we only preserve the properties P1 and P2, we do not know that. This instigates us to think about if/how we can obtain all the decision criteria satisfying the BDC from those well known structures.
Definition 1 A function wt : F n 2 → Z is a weight respecting support 2 (or simply S-weight) if the following holds:
1. wt(u) ≥ 0 and equality implies u = 0;
An S-weight determines a semi-metric, by defining d(u, v) = wt(u − v) and two weights determine the same semi-metric if, and only if, they are equal. Although the distances introduced in the context of Coding Theory are metrics, in this work we are considering such semi-metrics because this will simplify the terminology. Furthermore, every semi-metric d over F n q is decoding equivalent to the metric d defined as
and zero otherwise. So, in order to understand the space of all metrics satisfying BDC (conditions P1 and P2), it is enough to study the space of all S-weights. To be more precise, we are interested in S-weights up to the following equivalence:
Definition 2 We say that two S-weights wt 1 and wt 2 are equivalents if
It is not difficult to check that two S-weights are decoding equivalent if, and only if, they are equivalent (see, for example, [4] ).
Conditional sums
We reserve this subsection to introduce the conditional sum of weights and present a classification for all conditions over the sum of equivalent weights what will preserve the decoding criteria. 
Proof. The proof follows straightforward from definitions. 2 The support of u ∈ F n q is defined by supp(u) = {i ∈ {1, . . . , n} : ui = 0}.
The previous proposition implies that the set of all weights endowed with direct sum or k-sum is a magma, i.e., the set of all weights is closed under "+" or "⊕ k ". Remark 1. We stress that the conditional sum ⊕ k may be replaced by a similar sum in which we consider different conditions respecting 3 the support of vectors u ∈ F n q . For example, given two weights wt 1 and wt 2 , let us consider the Hconditional sum wt 1 ⊕ H wt 2 defined as follows
Next, we turn our attention to classify allowed sums in which a subset of equivalent weights is closed to them, i.e., given two equivalent weights wt 1 and wt 2 we classify those conditional sums ⊕ C such that wt 1 , wt 2 and wt 1 ⊕ C wt 2 are equivalent. The simplest example is the direct sum. We start with the following lemma:
Lemma 1 Let wt 1 and wt 2 be equivalent weights. Suppose that wt 1 ⊕ C wt 2 is also equivalent to wt 1 and wt 2 for a given condition C. Thus, 1. If wt 1 (u) = wt 2 (v) and u satisfies condition C, then v also satisfies the condition C. 2. If wt 1 (u) < wt 2 (v) and u satisfies the condition C, then either v also satisfies the condition C or 2wt 1 (u) < wt 2 (v).
Proof. The proof can be obtained by simple computations and it is omitted.
The previous Lemma establishes those results for two specific equivalent weights. However, if we suppose that wt 1 ⊕ C wt 2 is equivalent to every wt 1 and wt 2 in a same equivalence class, then Item 2 ensures that v also satisfies the condition C. So, in order to simplify we consider a unique representative for the each equivalence class of S-weights and then: Proposition 2 Let wt be a weight. Then, wt ⊕ C wt and wt are equivalent if, and only if,
Proof. It is enough to choose k = min{wt(u) : u ∈ F n q satisfies C}.
Weights respecting support
In this subsection we introduce a familiar structure to represent decoding criteria which satisfy the BDC. Such approach allows us to present a standard form that will be helpful to characterize, partially, a powerful tool called group of linear isometries.
We start by considering an edge-weighted directed graph (shortly termed as δ-digraph) G(V, E, δ), where V = F n 2 is the set of vertices, E = {(u, v) : supp(u) ⊂ supp(v) and d H (u, v) = 1} is the set of directed edges and δ : E → Z is any function, called the edge-weight.
Disregarding edge-weight δ, the digraph is, essentially, the Hamming cube. This means that δ will set the different decoding criteria. Indeed, given an Sweight wt : F n q → N we define δ-digraph as follows δ((u, v)) = wt(v) − wt(u). In this way, given a vector w ∈ F n q let w ∈ F n 2 be such that w i = 1 if w i = 0 and zero otherwise. So that, wt(w) = (u,v)∈T δ ((u, v) ), where T is a trail from the null vector to the vector w . This shows that every S-weight can be represented by a δ-digraph. However, in order to define a δ-digraph determining an S-weight it is required some extra constraints on δ. For example, the following δ-weighted directed graph does not induce an S-weight since δ((00, 10))+δ((10, 11)) = δ((00, 01))+δ((01, 11)), i.e., the summation depends on the trail. We avoid this situation by demanding it as a necessary condition: v) ) is an S-weight if, and only if, (u,v)∈T δ((u, v)) = (u,v)∈T δ((u, v)), for any trails T, T connecting x to y and δ(0, e i ) > 0, for every i ∈ [n].
Proof. The proof follows directly from the definitions and it is omitted due to lack of space.
Next, we explore the behavior of edge-weights when it is representing a known metric. Although similar results can be proven, we restrict to characterize only the combinatorial weights, introduced by Gabidulin, [6] . Let F be a covering set of {1, . . . , n}, then the combinatorial weight is defined by the following wt F (x) = min{|A| : A ⊂ F and A is a covering of supp(x)}.
Proposition 3 Let G(F n 2 , E, δ) be a δ-digraph determined by an S-weight wt. Then, wt is combinatorial if, and only if, δ((u, v)) ∈ {0, 1}.
, and e i always has weight equal to 1, we have that wt does not induce a combinatorial metric. The other hand it is enough construct a covering for the set [n] and it will be omitted due to lack of space.
We reserve the rest of this work to present a standard form for δ-digraph in the sense that graphs with different standard form ensure that S-weights related to them are not equivalent. It will be fundamental to continue this work, in the sense that, such structure may be useful to prove the remarkable coding results such as characterizing the group of linear isometries (crucial to explore equivalence between linear codes), MacWilliams' Identity and Extension Property.
Definition 3 Let G(F n 2 , E, δ) be a δ-digraph. We say that δ : E → N is in a standard form if the following holds: if there is an edge (u, v) ∈ E with δ((u, v)) = k, then there is a vertex w ∈ F n 2 with wt H (w − u) = k − 1 and a maximal trail from u to w with (x,y)∈T δ((x, y)) = k.
The standard form of a δ-digraph is the kernel to study the group of linear isometries of a space with a S-weight. Due lack of space, we devote the rest of this work to enunciate the following results with no comments or proofs.
Proposition 4 Given a permutation φ ∈ S n , consider a map f φ : F n q → F n q defined as f φ ((u 1 , . . . , u n )) = (u φ(1) , . . . , u φ(n) ). If for every T the equality (u,v)∈T δ((u, v)) = (f φ (u),f φ (v))∈f φ (T ) δ((f φ (u), f φ (v))) holds, then f φ is a linear isometry.
Lemma 3 Let wt be an S-weight and G(F n 2 , E, δ) its representation. Let f (e i ) = n j=1 λ j e j , with λ ∈ F q and λ i = 0, be a linear isometry. If λ j = 0 for some j = i, then δ((e i , e i + e j )) = 0.
Lemma 4 If j ∈ supp(f (e i )) and k ∈ supp(f (e j )) then there is f such that k ∈ supp(f (e i )).
Proposition 5 Let φ ∈ S n acting as a permutation of the vertices of a δ-digraph G(F n 2 , E, δ). The map f φ : F n q → F n q , defined by f φ (x 1 , . . . , x n ) = (x φ(1) , . . . , x φ(n) ), is a linear isometry if, and only if, φ(i) ∈ S n is a δ-digraph isomorphism 4 .
