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A method for establishing a basis of double systems in Banach spaces is suggested. A
concrete case of the system of exponentials with complex valued coefficients is considered.
In particular, a final result for a perturbed system of exponentials is obtained.
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1. Introduction
Consider the perturbed system of exponentials
{ei(n+α sign n)t}n∈Z , (1)
where α ∈ R is a real parameter, Z are integers. Beginning from the known results of Paley–Wiener [1] and Levinson [2],
many papers have been devoted to basis properties of system (1) in the spaces Lp ≡ Lp(−π, π), 1 ≤ p < +∞, and
C[−π, π]. Different methods for establishing the basicity of system (1) in Lp, 1 < p < +∞, were considered in [3,4] and a
more general case of system (1)was considered in [5,6]. The final result for the Riesz basicity of system (1) in L2 belongs to [7].
It is worth noting that another variety of this result was obtained in [8]. One can see this or other results in the monographs
[9,10].
In the present paper one abstract method for establishing a basis of double systems in Banach spaces is suggested. The
concrete case {ei(nt+α(t)sign n)}n∈Z is considered, where α ∈ L∞ is some measurable function. In particular, for α(t) ≡ α t the
earlier known final result for the Riesz basicity of system (1) in L2 is obtained.
2. Some denotation and basic results
Accept the following standard denotation. B-space is a Banach space; H-space is a Hilbert space; ‖ · ‖ is a norm in
X; L(X; Y ) is a B-space of bounded operators acting from X to Y ; L(X) ≡ L(X; X); δnk is a Kronecker symbol, Z+ = {0}N ,
C is a complex plane.
We will use the following notation.
Let X be some B-space. If there exist the subspaces (closed) Xk ⊂ X , k = 1, 2, such that X1 X2 = ∅ and X = X1 + X2,
then they say that X is a direct sum of the subspaces X1; X2 and write X = X1+˙X2.
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Definition. We call the double system {x+n ; x−n }n∈N a basis in X , if ∀x ∈ X, ∃!{λ±n }n∈N ⊂ C : x =
∑∞
n=1 λ+n x+n +
∑∞
n=1 λ−n x−n .
In the case of H-space the Riesz basicity is understood in the ordinary sense.
Let B-space X have a decomposition of double system
X = X++˙X−, (2)
on the subspaces X+, X− and the system {x±n }n∈N forms a basis in X±. It is easy to establish the validity of the following
theorem.
Theorem 1. Let H-space X have direct expansion (2) and {x±n }n∈N ⊂ X± be Riesz bases in X±, respectively. If T± are
automorphisms in X and for ∀y ∈ X the equation
T+x+ + T−x− = y,
has a unique solution (x+; x−) ∈ X+ × X−, then the system {T+x+k ; T−x−k }k∈N forms a Riesz basis in X.
Let T± ∈ L(X) be some automorphisms. Take ∀y ∈ X and consider the equation
T+x+ + T−x− = y, (3)
for x± ∈ X±. Accept1T± = T± − I±, where I± : X± → X± are identity operators. Thus, we can rewrite Eq. (3) in the form
x+ +1T+x+ + x− +1T−x− = y.
Define the operator 1T : X → X: 1Tx = 1T+x+ + ∆T−x− for x = x+ + x−, x± ∈ X±. Consequently, ‖1Tx‖ =
‖1T+x+ +1T−x−‖ ≤ ‖1T+‖ ‖x+‖ + ‖1T−‖ ‖x−‖. It is known that ∃m > 0:
‖x+‖ + ‖x−‖ ≤ m‖x‖, ∀x ∈ X . (4)
Concerning this fact see the monograph [11].
inf{m : satisfying(4)} denote by θ(X+; X−) and call a direct norm of expansion (2).
Consequently, ‖x+‖ + ‖x−‖ ≤ θ(X+; X−)‖x‖, ∀x ∈ X . Thus,
‖1Tx‖ ≤ ηθ(X+; X−)‖x‖,
where η = max{‖1T+‖; ‖1T−‖}. As the result, we get: ‖1T‖ ≤ ηθ(X+; X−). Represent Eq. (3) in the form, (I+1T )x = y,
i.e.,
(I +1T )x = y, (5)
where I : X → X is an identity operator. It is clear that Eqs. (3) and (5) are equivalent. If ηθ(X+; X−) < 1, the operator
(I +1T ) is invertible and as a result, Eq. (3) has a unique solution. Take ∀y ∈ X . Let x± ∈ X± be a solution of (3). Expand x±
by the basis {x±k }k∈N ⊂ X± : x± =
∑∞
n=1 a±n x±n . So
y =
∞−
n=1
a+n T
+x+n +
∞−
n=1
a−n T
−x−n .
Thus, an arbitrary element y ∈ X expands by the system {T+x+n ; T−x−k }n,k∈N . Show that such an expansion is unique, i.e., let
the expansion
y =
∞−
n=1
b+n T
+x+n +
∞−
n=1
b−n T
−x−n ,
also hold. Consequently, 0 =∑∞n=1 c+n T+x+n +∑∞n=1 c−n T−x−n , where c±n = a±n − b±n . As T± is an automorphism, it follows
that the series
∑∞
n=1 c±n x±n converges in X±. As the result, 0 = T+y+ + T−y−, where y± =
∑∞
n=1 c±n x±n . It is clear that
y± ∈ X±. Then, from the uniqueness of the solution we get y± = 0 and as a result, c±n = 0,∀n ∈ N ⇒ a±n = b±n ,∀n ∈ N .
This proves the basicity of the system {T+x+n ; T−x−k }n,k∈N in X . It is easy to see that if the systems {x±n }n∈N form Riesz bases
in X±, then {T+x+n ; T−x−n }n∈N forms a Riesz basis in X . So, it is valid
Theorem 2. Let a B-space (H-space) X have an expansion X = X++˙X−, {x±n }n∈N ⊂ X± form a basis (Riesz basis)in X± and
θ(X+; X−) be a direct norm of expansion (2). If η < 1
θ(X+;X−) , the system {T+x+n ; T−x−n }n∈N forms a basis (Riesz basis)in X,
where η = max{‖1T+‖; ‖1T−‖}.
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3. Concrete cases
In the place of X we take a space Lp(−π, π), 1 < p < +∞, X± = H±p , where H±p are ordinary Hardy classes analytic
functions interior and exterior (vanishing at infinity), respectively. Let T±f = A±(t) f (t) be a multiplication operator in Lp
and θ(H+p ;H−p ) be a direct norm of the expansion Lp = H+p +˙H−p . From Theorem 2 we directly get
Corollary 1. Let the following inequality be fulfilled
max( ‖1− A+(t)‖∞; ‖1− A−(t)‖∞ ) < 1
θ(H+p ;H−p ) .
Then the system
{A+(t)eint; A−(t)e−ikt}n≥0;k≥1, (6)
forms a basis isomorphic to {eint}n∈Z in Lp, where ‖ · ‖∞ is an ordinary norm in L∞(−π, π).
In particular, for p = 2 it is clear that θ(H+2 ;H−2 ) =
√
2 and as the result we get
Corollary 2. Let the following inequality be fulfilled
max( ‖1− A+(t)‖∞; ‖1− A−(t)‖∞ ) < 1√
2
.
Then the system (6) forms a Riesz basis in L2(−π, π).
Consider the special case A+(t) ≡ eiα(t), A−(t) ≡ e−iα(t). In this case, we can get the exact result. We have L2 = H+2 +˙H−2 ,
i.e. ∀F ∈ L2 has the expansion F = F+ + F−, where F+ ∈ H+2 , F− ∈ H−2 . It is obvious that the subspaces H+2 and H−2 are
orthogonal, therefore ‖F‖22 = ‖F+‖22 + ‖F−‖22. We must estimate the norm of the operator1Tα : L2 → L2, determined by
the expression:
1TαF = (1− eiα(t))F+ + (1− e−iα(t))F−, F ∈ L2.
Denote u± = ReF± , v± = Im(F±). We have
|F±|2 = |u±|2 + |v±|2, |F |2 = |u+ + u−|2 + |v+ + v−|2.
Thus
|1TαF |2 =
 2 sin2 α
2
− i sinα

(u+ + iv+)+

2 sin2
α
2
+ i sinα

(u− + iv−)
2
= 4 sin4 α
2
(u+ + u−)2 + 4 sin2 α2 sinα(u+ + u−)(v+ − v−)+ sin
2 α(v+ − v−)2
+ 4 sin4 α
2
(v+ + v−)2 + 4 sin2 α2 sinα(v+ + v−)(u− − u+)+ sin
2 α(u− − u+)2
=

4 sin4
α
2
+ sin2 α

(|F+|2 + |F−|2)+

4 sin4
α
2
− sin2 α

(2u+u− + 2v+v−)
+ 4 sin2 α
2
sinα(2v+u− − 2u+v−).
Further, we’ll use the following simple relations
2u+u− = (u+ + u−)2 − (u2+ + u2−), 2v+v− = (v+ + v−)2 − (v2+ + v2−),
2v+u− ≤ v2+ + u2−, −2u+v− ≤ u2+ + v2−.
As a result we get
|1TαF |2 ≤

4 sin4
α
2
+ sin2 α

(|F+|2 + |F−|2)+

4 sin4
α
2
− sin2 α

×[|F |2 − (|F+|2 + |F−|2)] + 4 sin2 α
2
sinα(|F+|2 + |F−|2)
= 4 sin4 α
2
|F |2 + sin2 α[2(|F+|2 + |F−|2)− |F |2] + 4 sin2 α
2
sinα(|F+|2 + |F−|2).
Let |α(t)| ≤ fracπ2,∀t ∈ [−π, π]. Consequently
‖1TαF‖22 ≤ 4 sin4
‖α‖∞
2
‖F‖22 + sin2 ‖α‖∞
∫ π
−π
[2(|F+|2 + |F−|2)− |F |2]dt
+ 4 sin2 ‖α‖∞
2
sin ‖α‖∞‖F‖22 =

2 sin2
‖α‖∞
2
+ sin ‖α‖∞
2
‖F‖22.
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Thus, ‖1Tα‖ ≤ 1 − cos ‖α‖∞ + sin ‖α‖∞. Hence, it directly follows that if ‖α‖∞ < π4 , then ‖1Tα‖ < 1. Absolutely
analogically to the proof of the Theorem 2, we get the validity of the following theorem.
Theorem 3. Let ‖α‖∞ < π4 . Then the system of exponentials {ei(nt+α(t)sign n)}n∈Z forms a Riesz basis in L2.
In the case α(t) = α t , where α ∈ R is a real parameter, we get a exact results for the basicity of system (1) in L2, obtained
earlier by the authors of the papers [3,4,7,8].
Remark. Proceeding from the projectors P± on subspaces X±, generated by expansion (2), we can get another basicity
condition. Namely, instead of (4) we use the inequality ‖x±‖ ≤ ‖P±‖ ‖x‖ and get the estimation
‖1TP‖ ≤ (‖1T+‖ ‖P+‖ + ‖1T−‖ ‖P−‖),
and for the correct solvability of Eq. (3) the condition
‖1T+‖ ‖P+‖ + ‖1T−‖ ‖P−‖ < 1.
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