In this work, we propose an ensemble of classification trees (CT) and artificial neural networks (ANN). Several statistical properties including universal consistency of the classifier are shown and numerical evidence is provided on a real life data set to assess the performance of the model. Our proposed nonparametric ensemble classifier doesn't suffer from the "curse of dimensionality" and can be used in a wide variety of feature selection cum classification problems. It is also shown that the performance of the proposed model is quite better compared to many other state-of-the-art models used for similar situations.
Introduction
Distribution-free classification models are specially used in the fields of statistics and machine learning since more than forty years for their accuracy and ability to deal with high dimensional features and complex data structures. Two such models, CT and ANN have the ability to model arbitrary decision boundaries. To utilize their powers, theoretical frameworks for combining both classifiers are often used jointly to make decisions. The ultimate goal of designing classification models is to achieve best possible performance in terms of accuracy measures for the task at hand [1] . This objective led researchers to create efficient hybrid models and prove their statistical properties to make their best use. Several such models are developed by hybridizing decision tree algorithm with neural networks. Most popular hybrid models in the literature are: neural tree [2] and entropy nets [3] . Neural tree has the advantage of a hierarchical organization together with the perceptron's ability to deal with many variables whereas entropy nets has the edge of having relatively fewer neural connections. Most recent literatures in the field of hybrid models based on CT and ANN are the followings: neural tree networks [4] , adaptive neural tree [5] , flexible beta basis function neural tree [6] and hybrid CT-ANN model [7] . All these hybrid models are empirically shown to be useful in solving real life problems, but the theoretical results are yet to be proved for some of them.
On the theoretical side, the literature is less conclusive, and regardless of their use in practical problems of classification, little is known about the statistical properties of these models. The most celebrated theoretical result has given the general sufficient conditions for almost-sure L 1 -consistency of histogram-based classification and data-driven density estimates [8] . In case of neural networks, it is theoretically proven that if a one-layered neural network is trained with appropriately chosen number of neurons to minimize the empirical risk on the training data, then it results in a universally consistent classifier [9] [10] . But in case of hybrid models, the asymptotic results are less explored in the literature other than few notable works on neural decision trees [11] and neural random forests [12] in the most recent works. But still there exists a gap between theory and practice when different hybrid models are considered.
Motivated by the above discussion, we have proposed in the present paper ensemble CT-ANN model which is an extension of our previous work [7] where we proposed hybrid CT-ANN model that combines both classification tree and neural networks to determine if improved neural network could be developed. In the current work, we have established the consistency results of ensemble CT-ANN model which assures a basic theoretical guarantee of efficiency of the proposed algorithm. In our model, we have used CT as a feature selection algorithm [13] and have justified that CT output plays an important role in further model building using ANN algorithm. The proposed ensemble CT-ANN model has the advantages of significant accuracy and very less tuning parameter. It is also useful for selection of important features and performing classification tasks in high-dimensional problems.
The paper is organized as follows. In section 2, we introduce ensemble CT-ANN model. The main theoretical results are presented in section 3 and application on a real life data set is shown in section 4. Section 5 is fully devoted to the concluding remarks of the paper.
Proposed Model
CT is a nonparametric classification algorithm which has a built-in mechanism to perform feature selection [14] . It is applied to the classification problems in which most commonly used parametric techniques can't perform well. Unlike other classification models, CT doesn't have any strong assumption about normality of the data and homoscedasticity of the noise terms. In our proposed model, we first split the feature space into areas by CT algorithm. Most important features are chosen using CT and redundant features are eliminated. Then we build ANN model using the important variables obtained through CT algorithm along with prediction results made by CT algorithm which is used as an additional input feature in the neural networks. Then ANN model is applied with one (hidden) layer to get the final classification results. The optimum value of number of neurons in the hidden layer is proposed in Section 3. Since, we have taken CT output as an input feature in ANN model, the number of hidden layer is chosen to be one. We have also shown the proposed model to be universally consistent in Section 3. The effectiveness of ensemble CT-ANN model lies in the selection of important features using CT model and also incorporating CT predicted class levels as a feature in ANN model. It is noted that the inclusion of CT output as an input feature increases the dimensionality of feature space that results in better class separability as well. The theoretical set-up is presented in Section 3 which gives robustness and statistical aspects of the proposed model. The informal work-flow of the proposed model is as follows:
• First, apply CT algorithm to train and build a decision tree and record important features.
• The prediction results of CT algorithm is also applied as an additional feature for further modeling.
• Using important input variables obtained from CT along with an additional input variable (CT output), a neural network is generated.
• Run one hidden-layered ANN algorithm with sigmoid activation function and record the classification results.
• The optimum number of neurons in the hidden layer of the model to be chosen as O n dmlog (n) [discussed in Section 3] , where n, d m are number of training samples and number of input features in ANN model, respectively.
Our proposed model can be used for feature selection cum complex classification problems. On the theoretical side, it is necessary to show the universal consistency of the proposed model and other statistical properties for its robustness. We will now introduce a set of regularity conditions to show the consistency of feature selection algorithm (CT) and the role of CT output in the proposed model. Finally consistency of the proposed model and optimal number of neurons in hidden layer will be shown in Section 3. Analogous model for regression problems and related results are addressed in [15] . A flowchart of ensemble CT-ANN model is presented in Figure 1 .
Statistical Properties of the Proposed Model
Our proposed ensemble classifier has the following nomenclature: first, it extracts important features from the feature space using CT algorithm, then it builds one hidden layered ANN model with the important features extracted using CT along with CT outputs as an additional feature. To investigate the statistical properties of the proposed ensemble CT-ANN model, we are first going to show the regularity conditions for consistency of CT algorithm followed by the importance of CT given outputs for further model building. Finally, we are going to discuss the consistency results of ANN algorithm with optimal value of number of neurons in the hidden layer of the model.
Let X be the space of all possible values of p features and C be the set of all possible binary outcomes. We are given a training sample with n observa-
as the subset of L induced by ω i and let L Ω denote the partition of L induced by Ω. The information gain (to be introduced later) from the feature space is used to partition X into a set Ω of nodes and then we can construct a classification function on Ω. There exists a partitioning classification function d : Ω → C such that d is constant on every node of Ω. Now, let us define L to be the space of all learning samples and D be the space of all partitioning classification function, then Φ :
, where φ maps L to some induced partition (L) Ω and ψ is an assigning rule which maps (L) Ω to d on the partition Ω. The most basic reasonable assigning rule ψ is the plurality rule
The plurality rule is used to classify each new point in ω i as belonging to the class (either 0 or 1 in this case) most common in L ω i . This rule is very important in proving risk consistency of the CT algorithm. Now, let us define a binary split function s(ω i ), that maps one node to a pair of nodes, i.e., s(
Binary split function partitions a parent node ω i ⊆ X into a non-empty child nodes ω 1 and ω 2 , called left child and right child node respectively. A set of all potential rules that we will use to split X is a finite set S = {s 1 , s 2 , ....s m }. Define G as a goodness of split criterion which maps (ω i , s) for all ω i ∈ X and s ∈ S to a real number. For any parent node ω i , the goodness of split criterion ranks the split functions. We have used the following impurity function is used as goodness of split criterion:
where, H is taken as Gini Index and can be written as follows:
This criterion assesses the quality of a split s(ω i ) by subtracting the average impurity of the child nodes ω 1 , ω 2 from the impurity of the parent node ω i . The stopping rule in CT is decided based on the minimum number of split in the posterior sample called minsplit (r(ω i )). If r(ω i ) ≥ α, then ω i will split into two child nodes and if r(ω i ) < α, then ω i is a leaf node and no more split is required. Here α is determined by the user, though for practice it is usually taken as 10% of the training sample size. A binary tree-based classification and partitioning scheme Φ is defined as an assignment rule applied to the limit of a sequence of induced partitions
For every node ω i in a partition Ω such that r(ω i ) ≥ α, then the function φ( Ω) splits each node into two child nodes using the binary split in the question set as determined by G . For other nodes
where,
CT as an axis-parallel split on R p splits a node by dividing into child nodes consisting of either side of some hyperplane. We need to show that CT scheme are well defined, which will be possible only if there exists some induced partition
In fact we need to show that the following lemma holds:
Proof. For a wide range of partitioning schemes, the consistency of histogram classification schemes based on data-dependent partitions was shown in the literature [8] . To introduce the theorem, we need to define the following:
For any random variable X and set A, let η n,X (A) = 1 n n i=1 I(X i ∈ A) be the empirical probability that X ∈ A based on n observations and I(z) denotes the indicator of an event C. Now let T = ( Ω 1 , Ω 2 , ...) be a finite collection of partitions of a measurement space X. Define maximal node count of T as the maximum number of nodes in any partition Ω in T which can be written as λ(T ) = sup Ω∈T | Ω|. Also let, ∆(T , L) = |{L Ω : Ω ∈ T | be the number of distinct partitions of a training sample of size n induced by partitions in T . Let ∆ n (T ) be the growth function of T defined as ∆ n (T ) = sup {L:|L|=n} ∆(T , L). Growth function of T is the maximum number of distinct partitions L Ω which partition Ω in T can induce in any training sample with n observations. Take any class A ⊆ R p , S n (A ) = max {B⊂R p :|B|=n} |A ∩ B : A ∈ A | is the maximum number of partitions of B induced by A , where B is some n point subset of R p , called shatter coefficient. For a partition Ω of X, let Ω[x ∈ X] = {ω ∈ Ω : x ∈ ω} be the node ω in Ω which contains x. For a set A ⊆ R p , let D(A) = sup x,y∈A x − y be the diameter of A. Now, for the sake of completeness we are rewriting the Theorem 2 of [8] in our context: Theorem 1. Let (X, Y ) be a random vector taking values in R p × C and L be the set of first n outcomes of (X, Y ). Suppose that Φ is a partition and classification scheme such that Φ(L) = (ψ pl • φ)(L), where ψ pl is the plurality rule and φ(L) = (L)Ω n for someΩ n ∈ T n , where
Also suppose that all the binary split functions in the question set associated with Φ are hyperplane splits. As n → ∞, if the following regularity conditions hold:
and for every γ > 0 and δ ∈ (0, 1),
with probability 1. then Φ is risk consistent.
Proof. For the proof of Theorem 1, one may refer to [8] .
Remark. Now instead of considering histogram-based partitioning and classification schemes, we are going to show the risk consistency of CT as defined above. We can produce a simultaneous result with conditions (3) and (4) of Theorem 1 replaced by a simple condition. Though the shrinking cell condition ((5) of Theorem 1) is also assumed.
Theorem 2. Suppose (X, Y ) be a random vector in R p × C and L be the training set consisting of n outcomes of (X, Y ). Let Φ be a classification tree scheme such that
where, ψ pl is the plurality rule and φ(L) = (L)Ω n for someΩ n ∈ T n , where
Suppose that all the split function in CT in the question set associated with Φ are axis-parallel splits. Finally if for every n and w i ∈Ω n , the induced subset L w i has cardinality ≥ k n , where kn log(n)) → ∞ and (5) holds true, then Φ is risk consistent.
Proof. Since |w i | ≥ k n ∀ w i ∈Ω n , we can write
for everyΩ n ∈ T n and in that case, we will have Now for everyΩ n ∈ T n , using Cover's theorem [16] , any binary split of R p can divide n points in R p in at most n p ways. Using equation (6), we can write
As n → ∞, RHS of equation (7) goes to 0. So condition (4) of Theorem 1 also holds and hence the theorem.
Remark. Note that no assumptions are made on the distribution of the pair (X, Y ) ∈ R p ×C. Also sub-linear growth of the number of cells (condition (3)) and sub-exponential growth of a combinatorial complexity measure (condition (4)) are not required, instead a more flexible restriction such as if each cell of L ω i has cardinality ≥ k n and kn log(n)) → ∞, then CT is said to be risk consistent. So, feature selection using CT algorithm is justified and now we are going to check the importance of CT output in further model building. It is also noted that the choice of important features based on CT is a greedy algorithm and the optimality of local choices of the best feature for a node doesn't guarantee that the constructed tree will be globally optimal [17] .
Using CT given features, a list of important features are selected from p available features. It is noted that CT output also plays an important role in further modeling. To see the importance of CT given classification results (to be denoted by OP in rest of the paper) as a relevant feature, we introduce a non-linear measure of correlation between any feature and the actual class levels, namely C-correlation [18] , as follows:
Definition: C-correlation is the correlation between any feature F i and the actual class levels C, denoted by SU F i ,C . Symmetrical uncertainty (SU) [19] is defined as follows:
where, H(X) is the entropy of a variable X and H(X|Y ) is the entropy of X while Y is observed. We can heuristically decide a feature to be highly correlated with class C if SU F i ,C > β, where β is a relevant threshold to be determined by users. Using definition we can conclude that OP can be taken as a non-redundant feature for further model building. This also improves the performance of the model at a significant rate, to be shown in Section 4. Now, we build ANN model with CT given features and OP as another input feature in ANN model. The dimension of input layer in ANN model, denoted by d m (≤ p), is the number of important features obtained by CT + 1. We will use one hidden layer in ANN model due to the incorporation of OP as an input information in the model. It should be noted that onehidden layer neural networks yield strong universal consistency and there is little theoretical gain in considering two or more hidden layered neural networks [20] . In ensemble CT-ANN model, we have used one hidden layer with k neurons. This makes the proposed ensemble binary classifier less complex and less time consuming while implementing the model. Our next objective is to state the sufficient condition for universal consistency and then finding out the optimal value of k. Before stating the sufficient conditions for the consistency of the algorithm and optimal number of nodes in hidden layer for practical use of the model, let us define the followings: . Given n training sequence ξ n = { (Z 1 , Y 1 ) , ..., (Z n , Y n )} of n i.i.d copies of (Z, Y ) taking values from R dm × C, a classification rule realized by a one-hidden layered neural network is chosen to minimize the empirical L 1 risk. Define the L 1 error of a function ψ : R dm → {0, 1} by J(ψ) = E{|ψ(Z)−Y |}. Consider a neural network with one hidden layer with bounded output weight having k hidden neurons and let σ be a logistic squasher. Let F n,k be the class of neural networks with logistic squasher defined as
Let ψ n be the function that minimizes the empirical L 1 error over ψ n ∈ F n,k . Lugosi and Zeger (1995) has shown that if k and β n satisfy
and there exists δ(> 0) such that
is strongly universally consistent [10] .
Alternatively, J(ψ n ) − J * → 0 in probability, where J(ψ n ) = E{|ψ n (Z) − Y ||ξ n } and J * = inf ψn J(ψ n ) [20] . Write
where, (J(ψ n )−inf ψ∈F n,k J(ψ)) is called estimation error and (inf ψ∈F n,k J(ψ)− J * ) is called approximation error.
Now, we are going to find out the optimal choice of k using the regularity conditions of strong universal convergence and the idea of obtaining upper bounds on the rate of convergence, i.e., how fast J(ψ n ) approaches to zero [21] . To obtain an upper bound on the rate of convergence, we will have to impose some regularity conditions on the posteriori probabilities. Though in case of rate of convergence of estimation error, we will have a distributionfree upper bound [9] . And to obtain the optimal value of k, it is enough to find upper bounds of the estimation and approximation errors. The upper bound of approximation error investigated by Baron [22] , is given in Lemma 2.
Lemma 2. Assume that there is a compact set E ⊂ R dm such that P r{Z ∈ E} = 1 and the Fourier transform P 0 (w) of P 0 (z) satisfies
where c is a constant depending on the distribution.
Remark. The previous condition on Fourier transformation and extensive discussion on the properties of functions satisfying the condition (including logistic squasher function) are given in the paper of Baron [22] . .
Proof. Applying Cauchy-Schwarz inequality in lemma 2, we can write
It is well known [23] that for any ψ
So, the upper bound of approximation error is found to be O
Though the approximation error goes to zero as the number of neurons goes to infinity for strongly universally consistent classifier. But in practical implementation number of neurons is often fixed (eg., can't be increased with the size of the training sample grows). Now, it is enough to bound the estimation error. Let us define r(ψ n ) = E(J(ψ n )) = P (ψ n (Z) = Y ) is the average error probability of ψ n . Using lemma 3 of [9] , we can write that the estimation error is always O kdmlog(n) n .
Bringing the above facts together, we can write
Now, to find optimal value of k, the problem reduces to equating
Remark. We can see a remarkable property of ensemble CT-ANN model from Proposition 1. Since for this class of posteriori probability function as shown in Lemma 2, the rate of convergence does not necessarily depend on the dimension, in the sense that the exponent is constant. Thus, it can be concluded that the proposed model will not suffer from the curse of dimensionality.
The optimal value of hidden nodes is found to be O for achieving utmost accuracy of the proposed model. Since the proposed ensemble classifier possesses the desirable statistical properties, the classifier can be called robust. The practical usefulness and competitiveness of the proposed classifier in solving real life feature selection cum classification problems will be shown in Section 4.
Real Data Analysis
Applying classification models for readmission prediction for diabetes data set 1 is a popular approach [24] . Various statistical and machine learning algorithms were applied on Diabetes 130-US Hospital data set from year 1999 to 2008 available at UCI Machine Learning repository [25] . We have treated diabetes readmission data set as a binary classification problem having response classes as either the patient was readmitted or not. And we are going to compare the proposed ensemble CT-ANN model with standard state-of-the-art classifiers based on the F-measure. We have randomly partitioned the data set into training and testing set using 70% of the data for model building and 30% for performance evaluation.
Before applying the proposed model for analyzing the Diabetes data set, we explore a few popular models like Naive Bayes, CT, support vector machine (SVM) and ANN model. All these models are implemented in R statistical software on a PC with 2.1 GHz processor and 8GB memory. While implementing our proposed model, we first select a set of important features from the data sets using CT algorithm and record CT outputs as well. Then we run one-layered ANN algorithm with the set of important features (obtained by CT) and CT outputs as input features. In the next step we normalize the data set and run ANN model. The optimal choice of neurons in the hidden layer is decided based on the recommendation of the paper in Section 3 (see Proposition 1 and the remark). Performance metric values calculated for each of these models are given in Table 1 which shows that the proposed ensemble classifier outperforms the other above-mentioned models. 
Concluding Remarks
In summary, this article proposes a feature selection cum classification model which is robust in nature. The proposed ensemble CT-ANN model is universally consistent and less time consuming during the actual implementation. We have also found the optimal value of the number of neurons in the hidden layer so that the user will have less tuning parameters to be controlled. The proposed model when applied to real life data set performed better compared to other state-of-the-art models. Though the model may not be that much effective (in terms of having higher accuracy) in situations where feature selection is not a job in classification problems and the data sets have imbalanced class distributions. But the ensemble classifier will have an edge over others where the data analysis requires important variable selections in the early stage followed by predictions using classifiers. Although in this context we proposed the ensemble model for binary classification problem, it remains that a good idea for future research is to extend the approach to multi-class classification problems.
