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THE DUAL CONE OF SUMS OF NON-NEGATIVE CIRCUIT
POLYNOMIALS
MAREIKE DRESSLER, HELEN NAUMANN, AND THORSTEN THEOBALD
Abstract. For the set A of integer points of a convex lattice polytope in Rn+, denote
by Csonc(A) ∈ R[x1, . . . , xn] the cone of sums of non-negative circuit polynomials with
supportA. We derive a representation of the dual cone (Csonc(A))∗ and deduce a resulting
optimality criterion for the use of sums of non-negative circuit polynomials in polynomial
optimization.
1. Introduction
Non-negative polynomials are ubiquitous in real algebraic geometry and their applica-
tions (see, e.g., [2, 11]). Whenever a polynomial p ∈ R[x1, . . . , xn] can be written as a
sum of squares, then it is clearly non-negative on Rn. Recently, there has been quite some
interest in alternative certificates for non-negative polynomials. Iliman and de Wolff intro-
duced the class of sums of non-negative circuit polynomials (SONC) as such an alternative
([8], see also [1, 7, 15]), where non-negativity of a circuit polynomial is characterized in
terms of the circuit number (as detailed in Section 2). This approach is closely related to
the viewpoint of the arithmetic-geometric inequality and the relative entropy formulation
by Chandrasekaran and Shah [4], whose setup is more adapted to the ground set Rn>0 (or,
equivalently, to weighted exponential sums). For specific classes of polynomials, testing
whether a given polynomial p ∈ R[x1, . . . , xn] can be written as a sum of non-negative cir-
cuit polynomials, can be formulated as a geometric program (see [9]) or a relative entropy
program (see [15]).
Let A be the set of integer points of a convex lattice polytope in Rn+, and for k ≥ 2 let
Ik(A) =
{
(α(1), . . . , α(k), β) ∈ Ak+1 : α(1), . . . , α(k) ∈ (2N0)n affinely independent,
β ∈ relint(conv{α(1), . . . , α(k)}) ∩ Nn0
}
.
By convention, set I1(A) = {(α(1)) ∈ A1 : α(1) ∈ (2N0)n}.
For A ∈ Ik(A) let Pn,A denote the set of polynomials in R[x1, . . . , xn] whose supports
are contained in A and which are non-negative on Rn. We can now define the cone of
sums of non-negative circuit polynomials (SONC), see [1, 8].
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Definition 1.1. Let A be the set of integer points of a convex polytope in Rn. The set
Csonc(A) =
∑
A ∈ ⋃n+1k=1 Ik(A)
Pn,A
defines the cone of SONC polynomials whose supports are all contained in A, for short,
the cone of SONC polynomials with support A.
For any set A of integer points of a convex polytope, Csonc(A) is a closed convex cone.
In the current paper, we derive a natural description for the dual cone (Csonc(A))∗, see
Theorem 3.1. This description is a variant of the result of Chandrasekaran and Shah who
provided a description for the dual SAGE cone (sums of arithmetic-geometric exponentials
[4]). For the special case of univariate quartics, we provide a quantifier-free representation
in terms of polynomial inequalities (see Corollary 3.7). Building upon the characterization
of the dual SONC cone, we then deduce a corresponding sufficient optimality criterion for
the SONC approach in polynomial optimization, see Theorem 4.2.
Beyond the specific results, the purpose of the paper is to provide additional under-
standing of the interplay of the SONC and SAGE cones as well as the interplay of the
circuit number in the SONC approach, the relative entropy function underlying the SAGE
approach and the exponential cone from the theory of optimization.
We remark that polynomial optimization techniques based on the SONC cone can
generally be combined with those based on the cone of sum of squares (see [1] and [10]).
The paper is structured as follows. In Section 2, we review the connection between the
circuit number and relative entropy programs. In Section 3, we derive the description of
the dual SONC cone and consider in detail the dual cone for the specific case of univari-
ate quartics. Section 4 applies the characterization on the SONC-based lower bounds in
optimization and provides a sufficient optimization criterion.
2. The circuit number and relative entropy programs
Non-negative circuit polynomials can be characterized either in terms of circuit numbers
or in terms of the relative entropy function. The sets R>0, R+, R−, R6=0 denote the positive,
non-negative, non-positive and non-zero real numbers, respectively.
A circuit polynomial p ∈ R[x1, . . . , xn] is a polynomial of the form p(x) =
∑k
i=1 cix
α(i)+
δxβ, with k ≤ n + 1, coefficients ci ∈ R>0, δ ∈ R, and exponents α(1), . . . , α(k) ∈ (2N0)n
being affinely independent and β ∈ Nn0 , such that β ∈ relint(conv{α(1), . . . , α(k)}).
The circuit number Θp of p is defined as Θp =
∏k
i=1
(
ci
µi
)µi
, where µ ∈ Rk>0 denotes
the barycentric coordinates of β with respect to α(1), . . . , α(k), i.e.,
∑k
i=1 µi = 1 and
β =
∑k
i=1 µiα(i). Note that since relint{α(1)} = {α(1)}, these definitions formally also
make sense for k = 1, but notice that in this case β = α(1).
The relative entropy function D is defined as Rn>0 × Rn>0 → R,
D(ν, λ) =
n∑
j=1
νj log
(
νj
λj
)
, ν, λ ∈ Rn>0
and it can be continuously extended to Rn+ × Rn>0 → R (see [5]).
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On the set Rn, non-negativity of a circuit polynomial has been characterized by Iliman
and de Wolff in terms of the circuit number [8]. On the set Rn>0, non-negativity of a
circuit polynomial has been characterized by Chandrasekaran and Shah [4] in terms of
the relative entropy function. Theorems 2.1 and 2.3 review these statements in a uniform
way (and thus slightly extend them). In particular, the proofs of these statements exhibit
how to transfer from the circuit characterization to the relative entropy characterization
and vice versa. Let e be Euler’s number and 1 denote the all-ones-vector.
Theorem 2.1. For a circuit polynomial p ∈ R[x1, . . . , xn], the following statements are
equivalent.
(1) p is a circuit polynomial which is non-negative on Rn+.
(2) δ ≥ −Θp.
(3) There exists some ν ∈ Rk+ such that
∑k
i=1 α(i)νi = (1
Tν)β and D(ν, e · c) ≤ δ.
The existential quantification in condition (3) is essential for its algorithmic use (see
[4]). However, for the purpose of our analysis, it is useful to characterize for which ν ∈ Rk+
the entropy function D(ν, e · c) in the condition of (3) actually takes its minimum.
Lemma 2.2. Let p ∈ R[x1, . . . , xn] be a circuit polynomial. On the set {ν ∈ Rk+ :∑k
i=1 α(i)νi = (1
Tν)β}, the function ν 7→ D(ν, e · c) (ν ∈ Rk+) takes its minimum value at
e−D(µ,c)µ, where µ denotes the barycentric coordinates of β w.r.t. α(1), . . . , α(k).
Proof. Let µ be the barycentric coordinates of β with respect to α(1), . . . , α(k), and con-
sider the function g : ν 7→ D(ν, ec) = ∑ki=1 νi log νie·ci . We ask for which ρ ≥ 0 the function
h(ρ) = g(ρµ) =
k∑
i=1
ρµi · log
(
ρµi
e · ci
)
is minimized. Its derivative is
h′(ρ) =
k∑
i=1
(
µi · log
(
ρµi
e · ci
)
+ ρµi · 1
ρ
)
= log ρ+ 1 +
k∑
i=1
µi log
(
µi
e · ci
)
= log ρ+D(µ, c),
where we used
∑k
i=1 µi = 1. The derivative becomes zero for
log ρ = −D(µ, c),
and due to h′′(ρ) = 1/ρ, we obtain h′′(ρ∗) > 0 for the root ρ∗ of h′(ρ). Hence, ρ∗ is a
minimum and ρ∗µ minimizes g. 
Proof of Theorem 2.1. The equivalence of (1) and (3) is well-known (see [4, Lemma 2.2]).
We show the equivalence of (2) and (3).
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Let µ be the barycentric coordinates of β w.r.t. α(1), . . . , α(k). By Lemma 2.2, on the
set
∑k
i=1 α(i)νi = (1
Tν)β, the function D(ν, c) is minimized at ρµ where ρ = e−D(µ,c).
Hence, the entropy condition in (3) is equivalent to
D(e−D(µ,c)µ, e · c) ≤ δ,
which can be rewritten as
(2.1) e−D(µ,c)
k∑
i=1
(
µi log
e−D(µ,c)µi
e · ci
)
≤ δ.
Since
k∑
i=1
(
µi log
e−D(µ,c)µi
e · ci
)
=
k∑
i=1
µi
(
log
µi
ci
+ log e−D(µ,c) + log
1
e
)
= D(µ, c)−D(µ, c)− 1,
(2.1) is equivalent to
−e−D(µ,c) ≤ δ
and thus to −∏ki=1 ( ciµi)µi ≤ δ, which is exactly the circuit condition (2). 
Theorem 2.3. For a circuit polynomial p ∈ R[x1, . . . , xn], the following statements are
equivalent.
(1) p is a non-negative circuit polynomial, i.e., a circuit polynomial which is non-
negative on Rn.
(2) |δ| ≤ Θp and β 6∈ (2N0)n or δ ≥ −Θp and β ∈ (2N0)n.
(3) There exists some ν ∈ Rk+ such that
∑k
i=1 α(i)νi = (1
Tν)β and
D(ν, e · c) ≤ −|δ| and β 6∈ (2N0)n or D(ν, e · c) ≤ δ and β ∈ (2N0)n .
The equivalence of (1) and (2) was already shown by Iliman and de Wolff [8]. Here, we
deduce Theorem 2.3 as a consequence of Theorem 2.1.
Proof. If β ∈ (2N0)n, then the statement coincides with Theorem 2.1. If β 6∈ (2N0)n,
then there exists some index j such that βj is odd. Since α(1), . . . , α(k) are even, p is
non-negative on Rn if and only if p is non-negative both on Rn+ and on the orthant
T := {x ∈ Rn : xj ≤ 0, xi ≥ 0 for all i 6= j}. And this is equivalent to p being non-
negative on Rn+ ∪ T . Since p is non-negative on T if and only if p− :=
∑k
i=1 cix
α(i) − δxβ
is non-negative on Rn+, the equivalence of (1) and (2) (respectively of (1) and (3)) follows
by applying the equivalence of (1) and (2) (respectively of (1) and (3)) in Theorem 2.1
twice. 
Example 2.4. Let p = 1 +x2y4 +x4y2 + δx2y2 with δ ∈ R. The circuit number Θp of p is(
1
1/3
)1/3
·
(
1
1/3
)1/3
·
(
1
1/3
)1/3
= 3 .
By Theorem 2.3, p is non-negative on Rn if and only if δ ≥ −3. In the case δ = −3, the
polynomial p is recognized as the well-known Motzkin polynomial (see, e.g., [13]).
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3. The dual cone
For a convex cone C, denote the dual cone by C∗, and let clA be the topological closure
of a set A. We show:
Theorem 3.1. The dual cone (Csonc(A))∗ is{
(vα)α∈A | vα ≥ 0 for α ∈ A ∩ (2N0)n ∧ ∀k ≥ 2 and (α(1), . . . , α(k), β) ∈ Ik(A) :
∃v∗ ≥ |vβ| ∃τ ∈ Rn with v∗ log v
∗
vα(j)
≤ (β − α(j))T τ, 1 ≤ j ≤ k
}
,
where we use the settings 0 · log 0
y
= 0, y · log y
0
=∞ for y > 0 and 0 · log 0
0
= 0.
We immediately obtain the following corollary for the dual of the cone of non-negative
polynomials of total degree at most d, where we set Ad = {α ∈ Nn0 : |α| ≤ d} and
Csonc(d) = Csonc(Ad).
Corollary 3.2. For any number of variables n and any even d ≥ 2, the dual cone
(Csonc(d))
∗ is{
(vα)|α|≤d | vα ≥ 0 for α ∈ Ad ∩ (2N0)n ∧ ∀k ≥ 2 and (α(1), . . . , α(k), β) ∈ Ik(Ad) :
∃v∗ ≥ |vβ| ∃τ ∈ Rn with v∗ log v
∗
vα(j)
≤ (β − α(j))T τ, 1 ≤ j ≤ k
}
.
In order to prepare the proof of Theorem 3.1, we start from the well-known exponential
cone (see, e.g., [3, §6.3.4]). Setting
K = {(x, y, z) ∈ R3 : y · ex/y ≤ z, y > 0},
the exponential cone is defined as
Kexp = clK = K ∪ (R− × {0} × R+).
Kexp is a closed convex cone with nonempty interior.
The following characterization for the relative entropy function D is well known, and
it shows that the relative entropy cone cl{(ν, λ, δ) ∈ R>0 × R>0 × R : D(ν, λ) ≤ δ} can
be viewed as a reparametrization of the exponential cone (see, e.g., [5]).
Proposition 3.3. For ν, λ > 0 and δ ∈ R we have D(ν, λ) ≤ δ if and only if (−δ, ν, λ) ∈
Kexp.
For the sake of completeness, we provide the short proof.
Proof. By definition of the entropy function, D(ν, λ) ≤ δ if and only if ν log ν
λ
≤ δ.
Applying the exponential function on both sides and taking the ν-th root on both sides
gives
ν
λ
≤ (eδ)1/ν = exp
(
δ
ν
)
.
This is equivalent to ν exp(−δ/ν) ≤ λ, i.e., to (−δ, ν, λ) ∈ Kexp. 
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It is well-known that the dual of the exponential cone is
(Kexp)
∗ = cl{(a, b, c) ∈ R<0 × R× R+, c ≥ −a · eb/a−1}(3.1)
= {(a, b, c) ∈ R<0 × R× R+, c ≥ −a · eb/a−1} ∪ ({0} × R+ × R+)
(see, e.g., [6, Theorem 4.3.3]).
Lemma 3.4. (1) The dual cone of
C = cl{(ν, c, δ) ∈ R+ × R>0 × R : D(ν, ec) ≤ δ}
= {(ν, c, δ) ∈ R+ × R>0 × R : D(ν, ec) ≤ δ} ∪ ({0} × R+ × R+)
is the convex cone
C∗ = cl
{
(r, s, t) ∈ R× R>0 × R>0 : t log t
s
≤ r
}
.
(2) The dual cone of cl {(ν, c, δ) ∈ R+ × R>0 × R : D(ν, ec) ≤ −|δ|} is the convex cone
(3.2) cl
{
(r, s, t) ∈ R× R>0 × R 6=0 : ∃t∗ ≥ |t| with t∗ log t
∗
s
≤ r
}
.
Proof. By Proposition 3.3, we have C = {(ν, c, δ) : (−δ, ν, ec) ∈ Kexp}. Hence, by (3.1),
the dual cone is
C∗ =
{
(r, s, t) :
(
−t, r, s
e
)
∈ K∗exp
}
= cl
{
(r, s, t) ∈ R× R>0 × R>0 : s
e
≥ te r−t−1
}
.
Since s
e
≥ te r−t−1 is equivalent to log s
t
≥ r−t , and thus equivalent to t log ts ≤ r, the
statement (1) follows.
Applying (1) with respect to −δ rather than δ gives the auxiliary dual cone
(3.3) (C−)∗ = cl
{
(r, s, t) ∈ R× R>0 × R<0 : (−t) log −t
s
≤ r
}
.
Using the general formula (C1 ∩ C2)∗ = C∗1 + C∗2 for two closed convex cones C1 and C2
(see, e.g., [14]), it then remains to show that the Minkowski sum of C∗ and (C−)∗ equals
(3.2). Since C∗ := {(r1, s1, t1) : (r1, s1,−t1) ∈ (C−)∗}, the Minkowski sum C∗ + (C−)∗
consists of the closure of all the points (r, s, t) ∈ R× R>0 × R such that
(t > 0 and ∃t1 ≥ t with t1 log t1s ≤ r)
or (t < 0 and ∃t2 ≤ t with (−t2) log −t2s ≤ r).
This gives the desired dual in (3.2). 
We obtain the following multivariate version:
Lemma 3.5. (1) The dual cone of cl{(ν, c, δ) ∈ Rn+ × Rn>0 × R : D(ν, ec) ≤ δ} is
cl
{
(r, s, t) ∈ Rn × Rn>0 × R>0 : t log
t
sj
≤ rj for 1 ≤ j ≤ n
}
.
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(2) The dual cone of cl{(ν, c, δ) ∈ Rn+ × Rn>0 × R : D(ν, ec) ≤ −|δ|} is
cl
{
(r, s, t) ∈ Rn × Rn>0 × R 6=0 : ∃t∗ ≥ |t| with t∗ log
t∗
sj
≤ rj for 1 ≤ j ≤ n
}
.
Proof. The cone C = {(ν, c, δ) : D(ν, ec) ≤ δ} can be interpreted as a Minkowski sum∑n
i=1Ci, where Ci ⊆ Rn+ × Rn>0 × R is given by embedding {(νi, ci, δ) : D(νi, eci) ≤ δ}
into the corresponding coordinates of (ν, c, δ), that is,
Ci =
{
(νie
(i), cie
(i), δ) ∈ Rn+ × Rn>0 × R : νi log
(
νi
eci
)
≤ δ
}
,
where e(i) is the i-th unit vector. Hence, C∗i is known from Lemma 3.4(1), and using
(
∑n
i=1Di)
∗ =
⋂n
i=1D
∗
i for any closed convex cones Di (see [14]) proves the first statement.
For the second statement, combine the first statement with Lemma 3.4(2). 
For affinely independent α(1), . . . , α(k) ∈ (2N0)n and β ∈ relint(conv{α(1), . . . , α(k)})∩
Nn0 , denote by
Cnc(α(1), . . . , α(k), β) =
{
(c1, . . . , ck, δ) ∈ Rk+ × R :
k∑
i=1
cix
α(i) + δxβ ≥ 0 on Rn
}
the cone of non-negative circuit polynomials with support contained in (α(1), . . . , α(k), β).
Lemma 3.6. Let k ≥ 2, α(1), . . . , α(k) ∈ (2N0)n be affinely independent and β ∈
relint(conv{α(1), . . . , α(k)}) ∩ Nn0 . The dual cone of Cnc(α(1), . . . , α(k), β) is
cl
{
(v, v0) ∈ Rk>0 × R>0 : ∃τ ∈ Rn with v0 log v0vj ≤ (β − α(j))T τ ∀j
}
if β ∈ (2N0)n,
cl
{
(v, v0) ∈ Rk>0 × R 6=0 : ∃v∗0 ≥ |v0| ∃τ ∈ Rn with
v∗0 log
v∗0
vj
≤ (β − α(j))T τ ∀j} if β 6∈ (2N0)n.
Proof. First assume β ∈ (2N0)n and consider the lifted version
Ĉnc(α(1), . . . , α(k), β) := cl
{
(ν, c, δ) ∈ Rk+×Rk>0×R : D(ν, ec) ≤ δ,
k∑
j=1
α(j)νj = β
k∑
j=1
νj
}
.
By the convexity of the function D, this is a convex cone. The dual of the hyperplane
H :=
{
(ν, c, δ) ∈ Rk × Rk × R :
k∑
j=1
α(j)νj = β
k∑
j=1
νj
}
is
H∗ = span{(βt − α(1)t, . . . , βt − α(k)t, 0, . . . , 0)T : 1 ≤ t ≤ n} .
Hence, applying Lemma 3.5 and using again that (C1 ∩ C2)∗ = (C∗1 + C∗2) for two closed
convex cones C1, C2, the dual of Ĉnc := Ĉnc(α(1), . . . , α(k), β) is
(Ĉnc)
∗ = cl
{
(w, v, v0) ∈ Rk × Rk>0 × R>0 : v0 log
v0
vj
≤ wj, 1 ≤ j ≤ k
}
(3.4)
+ span{(βt − α(1)t, . . . , βt − α(k)t, 0, . . . , 0, 0)T : 1 ≤ t ≤ n}.
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In order to obtain the projection pi of (Ĉnc)
∗ on the (v, v0)-coordinates, we substitute w
into the inequalities in (3.4) and obtain
pi((Ĉnc)
∗) = cl
{
(v, v0) ∈ Rk>0×R>0 : ∃τ ∈ Rn with v0 log
v0
vj
≤ (β−α(j))T τ, 1 ≤ j ≤ k
}
.
This is the desired dual cone (Cnc(α(1), . . . , α(k), β))
∗.
In the case β 6∈ (2N0)n, analogous to Lemma 3.5, the dual cone is given by the Minkowski
sum of Ĉnc and of the dual of
cl
{
(ν, c, δ) ∈ Rk+ × Rk>0 × R : D(ν, ec) ≤ −δ,
k∑
j=1
α(j)νj = β
k∑
j=1
νj
}
.
This yields the dual cone for the case β 6∈ (2N0)n. 
We can now provide the proof of Theorem 3.1.
Proof of Theorem 3.1. From the definition of Csonc(A), we infer
(Csonc(A))∗ =
⋂
A∈⋃n+1k=1 Ik(A)
P ∗n,A
=
⋂
A∈⋃n+1k=2 Ik(A)
{
(Cnc(α(1), . . . , α(k), β))
∗ : (α(1), . . . , α(k), β) ∈ Ik(A)
} ∩ ⋂
A∈I1(A)
P ∗n,A .
Observing
⋂
A∈I1(A) P
∗
n,A = {(vα)α∈A | vα ≥ 0 for α ∈ A ∩ (2N0)n} and using Lemma 3.6,
we obtain for the dual cone (Csonc(A))∗ :{
(vα)α∈A | vα ≥ 0 for α ∈ A ∩ (2N0)n ∧ ∀k ≥ 2 and (α(1), . . . , α(k), β) ∈ Ik(A) :
∃v∗ ≥ |vβ| ∃τ ∈ Rn with v∗ log v
∗
vα(j)
≤ (β − α(j))T τ, 1 ≤ j ≤ k
}
,
where the degenerate cases of taking the logarithm are interpreted as described in the
statement of the theorem.
Note that for even β, the values vβ are always non-negative, so that taking the absolute
value of vβ is just done to allow a convenient notation by avoiding the case distinction. 
The case of univariate quartics. We illustrate Theorem 3.1 by considering the case
of univariate quartics (d = 4). In particular, we derive a representation of the dual cone
in terms of polynomial inequalities (without any quantification such as the variables τ in
Theorem 3.1) and explicate this description in terms of duality theory of plane algebraic
curves.
It is well-known that the dual cone of non-negative univariate polynomials of degree at
most 4 is given by
(P [x]≤4)∗ = {z = (z0, . . . , z4) ∈ R5 : H4(z)  0} ,
THE DUAL CONE OF SUMS OF NON-NEGATIVE CIRCUIT POLYNOMIALS 9
where
H4(z) =
z0 z1 z2z1 z2 z3
z2 z3 z4

is a Hankel matrix.
For the dual of the univariate SONC cone of univariate quartics, an inequality repre-
sentation can be obtained as a corollary of Theorem 3.1:
Corollary 3.7. The dual of the univariate SONC cone Csonc(4) is
(Csonc(4))
∗ = {v ∈ R5 : v0, v2, v4 ≥ 0, v0v2 − v21 ≥ 0, v30v4 − v41 ≥ 0,(3.5)
v0v4 − v22 ≥ 0, v0v34 − v43 ≥ 0, v2v4 − v23 ≥ 0} .
Proof. For the SONC cone and its dual, we have A4 = {0, . . . , 4} and
(3.6) I2(A4) = {(0, 2, 1), (0, 4, 1), (0, 4, 2), (0, 4, 3), (2, 4, 3)}.
Specializing Theorem 3.1 to univariate quartics gives the conditions v0, v2, v4 ≥ 0 as well
as, say, for the circuit (0, 2, 1) in (3.6):
∃v∗1 ≥ |v1| v∗1 log
v∗1
v0
≤ τ and v∗1 log
v∗1
v2
≤ −τ,
which gives the condition v0v2 − (v∗1)2 ≥ 0. This is equivalent to v0v2 − v21 ≥ 0. Similarly,
the other circuits in (3.6) yield
v30v4 − v41, v0v4 − v22 ≥ 0, v0v34 − v43, v2v4 − v23 ≥ 0. 
We illustrate the situation from the viewpoint of duality of plane algebraic curves.
For the dual of the cone Cnc(0, 2, 1) (and analogously, for Cnc(0, 4, 2), Cnc(2, 4, 3)), the
structure of the dual is reflected by the facts that a polynomial p0 + p1x + p2x
2 is non-
negative if and only if the matrix
(
p0 p1/2
p1/2 p2
)
is positive semidefinite and that the cone
of positive semidefinite matrices is self-dual (see [11]). This gives the well-known positive
semidefiniteness condition on the moment sequence (see, e.g., [11]).
For the case Cnc(0, 4, 1), we start from the fact that the polynomial p = p0 + p1x+ p4x
4
is non-negative if and only if the conditions on the circuit number
(3.7) p1 ≤
(
p0
3/4
)3/4
·
(
p4
1/4
)1/4
as well as −p1 ≤
(
p0
3/4
)3/4
·
(
p4
1/4
)1/4
are satisfied. Now consider the case of equality
within the inequality (3.7), which defines a planar projective curve in the homogeneous
variables p0, p1, p2, given by the polynomial
G(p0, p1, p4) =
(
4
3
p0
)3
(4p4)− p41 .
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The dual curve of this projective plane algebraic curve can be computed by considering
the equations
x = λ
dG
dx
(r, s, t), y = λ
dG
dy
(r, s, t), z = λ
dG
dz
(r, s, t), xr + ys+ zt = 0 ,
and eliminating r, s, t, λ. In our situation, we have
x = λ · 3 ·
(
4
3
r
)2
· 4
3
· 4s, y = λ · (−4s3) , z = λ · (4
3
r
)3
· 4.
Using a computer algebra system, the elimination provides the desired equation x3z− y4,
which confirms the inequality v30v4 − v41 ≥ 0 in (3.5). Since v1 occurs with even exponent,
considering instead of (3.7) the version for −v1 leads to the same equation in the curve
viewpoint of the dual.
Clearly, (P [x]≤4)∗ ( (Csonc(4))∗. A specific point in (Csonc(4))∗ \ (P [x]≤4)∗ is, for exam-
ple, z = (z0, . . . , z4) = (2, 0, 1, 1, 1)
T .
Remark 3.8. Since the dual of the cone of non-negative polynomials, in n variables and
of degree at most d is a moment cone, we can interpret the cones in Theorems 3.1, 3.2
and Corollary 3.7 as supersets of moment cones.
4. Dual programs of SONC programs
Let p ∈ R[x1, . . . , xn] with p(x) =
∑
α∈A cαx
α. Set c = (cα)α∈A ∈ RA and identify c
with the corresponding vector in R|A|. For the global optimization problem
inf
x∈Rn
p(x) ,
the general strategy to obtain lower bounds is to consider a conic relaxation (see, e.g.,
[11]). For the SONC cone, the relaxation is given by the conic program
(4.1)
psonc = supγ∈R γ
s.t. p− γ ∈ Csonc(A) .
Its dual is the program
(4.2)
p∗sonc = infv∈RA c
Tv
s.t. v ∈ (Csonc(A))∗.
Note that for specific subclasses of polynomials, the optimization problem (4.1) can be
formulated as a geometric program ([9], for the class of so-called ST-polynomials) or a
relative entropy program [15]. In these cases, the duality theory of geometric programming
and relative entropy programming then also yield formulations for the corresponding duals.
For the SAGE cone, Chandrasekaran and Shah have given a sufficient optimality criterion
[4]. By transferring their result to the dual SONC cone derived in Theorem 3.1, we provide
a sufficient optimality criterion in terms of the underlying primal-dual pair of optimization
problems over the full SONC cone. We first observe that any point x ∈ Rn naturally
induces a point in the dual cone (Csonc(A))∗:
Lemma 4.1. For any x ∈ Rn, we have (xα)α∈A ∈ (Csonc(A))∗.
THE DUAL CONE OF SUMS OF NON-NEGATIVE CIRCUIT POLYNOMIALS 11
Proof. First consider the case x ∈ (R \ {0})n and set v = (vα)α∈A = (xα)α∈A. Clearly
vα ≥ 0 for α ∈ A ∩ (2N0)n.
Now let k ≥ 2 and (α(1), . . . , α(k), β) ∈ Ik(A). Consider
|vβ| log |vβ|
vα(j)
= |xβ| (log |xβ| − log xα(j)) = |xβ| n∑
i=1
log |xi|(βi − α(j)i) ,
so that setting τi = |xβ| log |xi|, 1 ≤ i ≤ n, and v∗ = |vβ| gives
v∗ log
v∗
vα(j)
≤ (β − α(j))T τ .
Hence, v ∈ (Csonc(A))∗.
If one of the components of x is zero, we still have v = (xα)α∈C ∈ (Csonc(A))∗, because
(Csonc(A))∗ is closed. 
We obtain the following sufficient optimization criterion.
Theorem 4.2. Let v ∈ RA be an optimal solution of (4.2), and assume that there ex-
ists z ∈ Rn with v = (zα)α∈A. Then z is an optimal solution of p, and hence p∗sonc =
infx∈Rn p(x).
Proof. Let z ∈ Rn such that v = (zα)α∈A is an optimal point for (4.2). Lemma 4.1 then
implies that z is a minimizer for p. Hence,
inf
x∈Rn
p(x) = p(z) = cTv = p∗sonc ,
which implies the claim. 
5. Final remarks and open question
In the setup of sums of squares based relaxations for polynomial optimization, the
dual view of moments plays a central role, in particular in the situation of constrained
optimization (see, e.g., [11, 12]). In [7], hierarchical relaxations techniques for SONC-
based constrained optimization have been developed. It remains a future task to extend
our results on the dual cone and the duality aspects to these constrained settings.
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