Abstract Consider a smooth bounded domain Ω ⊆ R 3 with boundary ∂Ω, a time interval [0, T ), 0 < T ≤ ∞, and the Navier-Stokes system in [0,
Introduction and main results
Let Ω ⊆ R 3 be a bounded domain with boundary ∂Ω of class C 2,1 , and let [0, T ), 0 < T ≤ ∞, be a time interval. We consider in [0, T ) × Ω, together with an associated pressure p, the following general Navier-Stokes system u t − ∆u + u · ∇u + ∇p = f, div u = k u | ∂Ω = g, u | t=0 = u 0 (1.1)
First we have to give a precise characterization of this general system. To this aim, we shortly discuss our arguments to solve this system in the weak sense (without any smallness assumption on the data). Using a perturbation argument we write u in the form u = v + E, (1.2) and the initial value u 0 at time t = 0 in the form
Here E is the solution of the (linear) Stokes system
with some associated pressure h, and v has the properties with associated pressure p * = p − h and homogeneous conditions for v. Thus (1.6) can be called a perturbed Navier-Stokes system in [0, T ) × Ω. This system reduces the general system (1.1) to a certain homogeneous system which contains an additional perturbation term in the form
Therefore, the perturbed system (1.6) can be treated similarly as the usual Navier-Stokes system obtained from (1.6) with E ≡ 0.
In order to give a precise definition of the general system (1.1) we need the following steps:
First we develop the theory for the perturbed system (1.6) for data f , v 0 and a given vector field E, as general as possible. In the second step we consider the system (1.4) for general given data k, g, E 0 to obtain a vector field E in such a way that u = v + E with v from (1.6) yields a well-defined solution of the general system (1.1) in the (Leray-Hopf type) weak sense.
Thus we start with the definition of a weak solution v of (1.6) under rather weak assumptions on E needed for the existence of such solutions. 
with 4 ≤ s < ∞, 4 ≤ q < ∞, 
In the classical case E ≡ 0 we obtain with (1.8)-(1.11) the usual (Leray-Hopf) weak solution v. As in this case the condition (1.11) already follows from the other conditions (1.8)-(1.10), after possibly a modification on a null set of [0, T ), see, e.g., [16, V, 1.6] . Here (1.11) is included for simplicity. The relation (1.9) and the energy inequality (1.10) are based on formal calculations as for E ≡ 0. The existence of an associated pressure p * such that
in the sense of distributions in (0, T ) × Ω follows in the same way as for E ≡ 0.
In the next step we consider the linear system (1.4). A very general solution class for this system, sufficient for our purpose, has been developed by the theory of so-called very weak solutions, see [1] , [3, Sect. 4] . In particular, the boundary values g are given in a general sense of distributions on ∂Ω. 13) satisfying the compatibility condition 14) where N = N (x) means the exterior normal vector at x ∈ ∂Ω, and ∂Ω . . . dS the surface integral (in a generalized sense of distributions on ∂Ω).
Then there exists a uniquely determined (very) weak solution
of the system (1.4) in [0, T ) × Ω with data k, g, E 0 defined by the conditions:
Moreover, E satisfies the estimate
;q,s;∂Ω,T (1.18)
The trace E | ∂Ω = g is well-defined at ∂Ω for almost all t ∈ [0, T ), and the initial value condition E | t=0 = E 0 is well-defined (modulo gradients) in the sense that
is weakly continuous satisfying
Finally, there exists an associated pressure h such that
holds in the sense of distributions in (0, T ) × Ω.
To obtain a precise definition for the general system (1.1) we have to combine Definition 1.1 and Lemma 1.2 as follows: Then the vector field u = v + E is called a weak solution of the general system (1.1) in [0, T ) × Ω with data f , k, g and initial value u 0 = v 0 + E 0 . Thus it holds
is well-defined by E | ∂Ω = g, and the condition
is well-defined in the generalized sense modulo gradients by (1.19).
Therefore the general system (1.1) has a well-defined meaning for weak solutions u in a generalized sense.
However, if we suppose in Definition 1.3 additionally the regularity properties
and the compatibility conditions
, then the solution E in Lemma 1.2 satisfies the regularity properties
and E | ∂Ω = g, E | t=0 = E 0 are well-defined in the usual sense, see [3, Corollary 5] . Further it holds ∇h ∈ L s (0, T ; L q (Ω)) for the associated pressure h in (1.20). Therefore, u = v + E satisfies in this case the boundary condition u | ∂Ω = g and the initial condition u | t=0 = v 0 + E 0 in the usual (strong) sense.
5
The most difficult problem is the existence of a weak solution v of the perturbed system (1.6). For this purpose we have to introduce, see (2.12) in Sect.2, an approximate system of (1.6) for each m ∈ N which yields such a weak solution when passing to the limit m → ∞. Then the existence of a weak solution u = v + E of the general system (1.6) is an easy consequence.
This yields the following main result.
Theorem 1.4 (Existence of general weak solutions)
Then there exists at least one weak solution v of the perturbed system (1.6) 
and let E be the very weak solution of the linear system (1.4) in [0, T ) × Ω with data k, g, E 0 as in Lemma 1.2. Then u = v + E is a weak solution of the general system (1.1) with data f , k, g and initial value u 0 = v 0 + E 0 in the sense of Definition 1.3.
There are some partial results with nonhomogeneous smooth boundary conditions u | ∂Ω = g = 0 based on an independent approach by Raymond [15] . Further there is a result with constant in time nonzero boundary conditions g, see [4] . Further there are several independent results for smooth boundary values u | ∂Ω = g = 0 in the context of strong solutions u if g or (equivalently) the time interval [0, T ) satisfy certain smallness conditions, see [1] , [3] , [6] , [10] . Our existence result for weak solutions in Theorem 1.4 does not need any smallness condition, like for usual Leray-Hopf weak solutions. But, on the other hand, there is no uniqueness result as for local strong solutions.
A first result on global weak solutions with time-dependent boundary data (and k = div u = 0) can be found in [5] . In that paper, the authors consider general s > 2, q > 3 with 2 s + 3 q = 1; however, in that case, E has to satisfy the assumptions
which is automatically fulfilled in the present article, see Theorem 1.4. Moreover, in simply connected domains or under a further assumption on the boundary data g, the energy estimate (1.28) can be improved considerably.
Preliminaries
First we recall some standard notations. Let
(Ω); div w = 0} be the space of smooth, solenoidal and compactly supported vector fields. Then let
The trace space to W 1,q (Ω) is W 1−1/q,q (∂Ω), 1 < q < ∞, with norm · 1−1/q,q . Then the dual space to W 1−1/q ,q (∂Ω), where
; the corresponding pairing is denoted by ·, · ∂Ω .
As spaces of test functions we need in the context of very weak solutions the space C 2 0,σ (Ω) = {w ∈ C 2 (Ω); w | ∂Ω = 0, div w = 0}; for weak instationary solutions let the space
The pairing of functions on Ω and (0, T ) × Ω is denoted by ·, · Ω and ·, · Ω,T , respectively.
(Ω), 1 < q < ∞, be the Helmholtz projection, and let
(Ω) denote the Stokes operator. We write P = P q and A = A q if there is no
Then there holds the embedding estimate
for v ∈ L q σ (Ω) with constants C = C(Ω, q, α) > 0, β = β(Ω, q) > 0; for details see [2, 7, 8, 9, 11] .
In order to solve the perturbed system (1.6) we use an approximation procedure based on Yosida's smoothing operators
and
where I denotes the identity and −∆ the Dirichlet Laplacian on Ω. In particular, we need the properties
and analogous results for J m v, v ∈ L q (Ω); see [8, 9, 16] . To solve the instationary Stokes system in [0, T ) × Ω, cf. [1, 13, 16, 17, 18] , let us recall some properties for the special system
. The linear system (2.5) admits a unique weak solution 6) satisfying the variational formulation
, and the energy equality
for 0 ≤ t < T . As a consequence of (2.8) we get the energy estimate Consider the perturbed system (1.6) with f = div F , v 0 , k and E as in Definition 1.1, here written in the form
together with the initial-boundary conditions v = 0 on ∂Ω and v(0) = v 0 . In order to obtain the following approximate system, see [16, V, 2.2] for the known case E ≡ 0, we insert the Yosida operators (2.3) into (2.11) as follows:
we write the approximate system (2.12) in the form
as a linear system, see (2.5), with right-hand side depending on v. In this form we use the properties (2.6)-(2.10) of the linear system (2.5).
The following definition for (2.12) is obtained similarly as Definition 1.1.
Then a vector field v = v m , m ∈ N, is called a weak solution of the approximate system (2.12) in [0, T )×Ω with data f , v 0 if the following conditions are satisfied:
The approximate system
The following existence result yields a weak solution v = v m of (2.12) first of all only in an interval [0, T ) where T = T (m) > 0 is sufficiently small. Proof First we consider a given weak solution v = v m of (2.12) in [0, T ) × Ω with any 0 < T ≤ 1. Hence it holds 
Using (2.14) and the energy estimate (2.9) with f 0 , F 0 replaced by f m (v), F − F m (v) we get from (3.2)-(3.5) the estimate
with C = C(Ω) > 0. Applying (2.10) to (2.14) we obtain the equation
where with C as in (3.7). Then (3.7) may be rewritten in the form
Up to now v = v m was a given solution as desired in Lemma 3.1. In the next step we treat (3.8) as a fixed point equation in X T and show with Banach's fixed point principle that (3.8) has a solution v = v m if T > 0 is sufficiently small.
Thus let v ∈ X T and choose 0 < T ≤ min(1, T ) such that the smallness condition 4ad + 2b < 1 ( 3.11) is satisfied. Then the quadratic equation y = ay 2 + by + d has a minimal positive root given by
and, since y 1 = ay
Further let v 1 , v 2 ∈ B T . Then we obtain similarly as in (3.10) the estimate
This means that F T is a strict contraction on B T . Now Banach's fixed point principle yields a solution v = v m ∈ B T of (3.8) which is unique in B T . Using (2.6)-(2.10) with f 0 + div F 0 replaced by f m (v) + div (F − F m (v)) we conclude from (3.8) that v = v m is a solution of the approximate system (2.12) in the sense of Definition 2.1.
Finally we show that v is unique not only in B T , but even in the whole space X T . Indeed, consider any solutionṽ ∈ X T of (2.12). Then there exists some 0 < T * ≤ min(1, T ) such that ṽ X T * ≤ y 1 , and using (3.12), (3.13) with v 1 , v 2 replaced by v,ṽ we conclude that v =ṽ on [0, T * ]. When T * < T we repeat this step finitely many times and obtain that v =ṽ on [0, T ). This completes the proof of Lemma 3.1.
The next preliminary result yields an energy estimate for the approximate solution v = v m of (2.12). It is important that the right-hand side of this estimate does not depend on m ∈ N. This will enable us to treat the limit m → ∞ and to get the desired solution in Theorem 1.4, a) . holds for 0 ≤ t < T .
Proof The proof of (3.14) is based on the energy inequality (2.18). Using similar arguments as in (3.2)-(3.6) we obtain the following estimates of the right-hand side terms in (2.18); here ε > 0 means an absolute constant, C 0 = C 0 (Ω) > 0 and C = C(ε, Ω) > 0 do not depend on m, and α = 2 s In the next step, see §4 below, we are able to let m → ∞ similarly as in the classical case E ≡ 0. This will yield a solution of the perturbed system (1.6).
Proof of Theorem 1.4
It is sufficient to prove Theorem 1.4, a). For this purpose we start with the sequence (v m ) of solutions of the approximate system (2.12) constructed in Lemma 3.3. Then, using Lemma 3.2, we find for each finite T * , 0 < T * ≤ T , some constant C T * > 0 not depending on m such that Hence there exists a vector field 
Moreover, for all t ∈ [0, T * ) we obtain that ∇v 
and that with some constant C = C T * > 0:
Ev m (
as well as
The theorem is proved when we show that (2.16)-(2.18) imply letting m → ∞ the properties (1.8)-(1.10) and the estimate (1.28). This proof rests on the above arguments (4.1)-(4.10).
Obviously, (1.8) follows from (4.1), letting m → ∞. Further, the relation (1.9) follows from (2.17) and (2.4) using that
To prove the energy inequality (1.10) we need in (2.18), letting m → ∞, the following arguments.
The left-hand side of (1.10) follows obviously from (4.4). To prove the righthand side limit m → ∞ in (2.18) we first show that
It is sufficient to prove (4.12) with E replaced by some smooth vector field E such that E −Ẽ q,s;T * is sufficiently small. This follows using (4.9) with E replaced by E −Ẽ. Thus we may assume in the following that E in (4.12) is a smooth function E ∈ C Since E ∈ L 4 (0, T * ; L 4 (Ω)), the convergence EE, ∇v m Ω,T * → EE, ∇v Ω,T * is obvious.
This proves that v is a weak solution in the sense of Definition 1.1. To prove the energy estimate (1.28) we apply (4.4) to (3.14) . This completes the proof. 16 
More general weak solutions
The existence of a weak solution v for the perturbed system (1.6) under the general assumption on E in Theorem 1.4 a) enables us to extend the solution class of the Navier-Stokes system (1.1) using certain generalized data. For simplicity we only consider the case k = 0.
Theorem 5.1 (More general weak solutions) Consider b) Let E in (5.2) be regular in the sense that g and E 0 = E | t=0 in (5.6) have the properties in (1.26). Then the solution u = v + E is correspondingly regular and (5.5) is well-defined in the usual strong sense.
