The Non-Identity Check problem asks whether a given a quantum circuit is far away from the identity or not. It is well known that this problem is QMA-Complete [14] . In this note, it is shown that the Non-Identity Check problem remains QMA-Complete for circuits of short depth. Specifically, we prove that for constant depth quantum circuit in which each gate is given to at least Ω(log n) bits of precision, the Non-Identity Check problem is QMA-Complete. It also follows that the hardness of the problem remains for polylogarithmic depth circuit consisting of only gates from any universal gate set and for logarithmic depth circuit using some specific universal gate set.
Introduction
Quantum circuit is the natural quantum analog of classical circuit and an important model [30] to analyze the power of quantum computation. A quantum circuit is an acyclic network of quantum gates connected by wires. The quantum gates represent feasible quantum operations (unitary operations in our model), involving constant numbers of qubits. The depth of a circuit is the maximum number of quantum gates affecting on any qubit from input to output.
Much of the difficulty in implementing quantum computation is the decoherence effect of the qubits which happens in a very short time. Short depth quantum circuit seems to provide a way to implement as much quantum computation as possible in very limited available time due to the decoherence effect. Thus, analyzing the power of short depth quantum circuit is of significant interest.
A few examples about the power of logarithmic depth quantum circuit have been proposed in the past few years [8, 22] . Besides, a systematic procedure has also been discovered [6] to parallelize a class of quantum circuits to logarithmic depth. The investigation of the power of constant depth quantum circuit has also been started recently [12, 27] . In this paper, we prove the hardness of the Non-Identity Check problem for such short depth quantum circuits.
The Non-Identity Check problem is to decide if a quantum circuit is far away from the identity, given a classical description of the circuit. More generally, one can ask whether two quantum circuits U and V are equivalent or not. But is it easy to see that the equivalence problem can be reduced to the identity check problem of U V † . Classically, similar problems [5, 26, 31] determine whether two given classical circuits are equivalent or not. It turns out that the classical problem can be solved efficiently using a randomized algorithm. That is, the classical problem is in BPP. In contrast, we know that the quantum Non-Identity Check problem is QMA-Complete [14] . This means that the problem is hard even for quantum computers. Moreover, as will be shown in this paper, the hardness remains even when only short depth circuits are considered.
The complexity class QMA is the quantum version of NP. It differs from NP in that the witness can be a quantum state and that the verifier has the power of performing polynomial time quantum computation. A lot has been known about this complexity class. One of the most important facts is that it has a complete problem which naturally generalizes the Boolean Satisfiability problem. The first proof of it by Kitaev [18] serves as the quantum analog of the Cook-Levin theorem [9, 19] . The survey [3] may also be helpful in understanding the original proof.
The Local Hamiltonian problem has been the first known important complete problem for QMA and has also turned out to be the most studied one. In fact, the last few years have witnessed a series of improvements on it [14, 16, 15, 23, 1] , culminating in the result that the problem remains complete even for 1-D local Hamiltonian. Another complete problem for QMA is Non-Identity Check [14] , which is also the main topic of this paper. There haven't been many QMA-Complete problems found. In addition to the Local Hamiltonian and Non-Identity Check problem, we also know that the Local Consistency problem and related variants [20, 21, 29] and the Quantum Clique Problem [4] are QMA-Complete.
The main result of this paper is that Non-Identity Check for short quantum circuits remains QMA-Complete. Formally, we have: Theorem 1. Non-Identity Check of constant depth quantum circuit on n qubits is QMA-Complete if the encoding of the circuit describes each gate to at least Ω(log n) bit of precision.
When a circuit is restricted to consisting of only gates from a finite universal gate set, we can have the following Corollary, which is a direct application of the Solovay-Kitaev Theorem [10] .
Corollary 1.
Non-Identity Check is QMA-Complete for O(log δ (n))-depth quantum circuits of an arbitrary universal gate set on n qubits where δ ≈ 3.
Interestingly, there are more efficient universal gate sets as shown in Ref. [13] . With these special universal gate sets, we could have even shorter depth quantum circuits. Precisely, Corollary 2. There exists a universal gate set such that Non-Identity Check is QMA-Complete for logarithmic depth quantum circuits using this particular universal gate set.
In previous works where the depth is not an issue, it is not necessary to distinguish whether the encoding of the circuit uses a fixed universal gate set or not. But this subtlety is the key point that makes the difference in Theorem 1 and Corollary 1 and 2.
To prove Theorem 1, we will employ the 1-D local Hamilton problem (QMA-Complete) as our starting point, and reduce it to a short circuit Non-Identity Check problem. The reminder of the paper is organized as follows. In the next section, some definitions and notations are summarized. In Section 3, our main result is proved. We conclude with Section 4.
Preliminary
In this section, we explain the notions used in the rest of the paper.
The spectral norm A of matrix A is defined as
and the trace norm A tr defined as
The numerical range of a matrix A is the subset of the complex plain { ψ|A|ψ } and is known to be a convex set. In particular, for normal matrices the numerical range is simply the convex hull of all eigenvalues. For any Hermitian matrix H, λ max (H) and λ min (H) are the largest and smallest eigenvalue of H. Denote the eigenvalue range of H by
The eigenvalues of a unitary matrix U lie on the unit circle of the complex plain. The distribution of the eigenvalues is important to characterize the closeness of U to identity I. See for example the illustration made in Figure 1 where the eigenvalues of U are marked on the unit circle as small hollow circles. Use α max (U ) and α min (U ) to denote the maximal and minimal value of the arguments of eigenvalues of U taken in the interval (−π, π]. They correspond to the argument of point A and C in Figure 1 . Letα(U ) be the length of the shortest arc that contains all eigenvalues of U (which corresponds to arc ⌢ AC in the figure). It was known that U is perfectly distinguishable from I if and only if α(U ) ≥ π [11] . Define a new quantity called phase range as
and extend it to be defined on two unitary operations U and V as The diamond norm [17] serves as a good way of measuring distance of quantum operations. For a superoperator Φ mapping operators acting on Hilbert space H 1 to operators acting on Hilbert space H 2 , define the diamond norm of Φ as
where the maximum is take over density matrices ρ. Let U be the quantum operation corresponding to unitary U as
It was known that [28] 
where I is the identity operation and ν(U ) is the minimum distance of the zero point to the numerical range of U . As U is normal, its numerical range is the convex hull of all of its eigenvalues and the diamond norm is exactly the length of segment AC in Figure 1 . Therefore, we have
Another way to measure the closeness of U and I is the following quantity [14] :
We can also visualize the idea of the definition in Figure 1 . The minimum in Eq. (4) will be achieved when ϕ is the argument of point B in the middle of the arc connection A and C, and the minimum value is the length of segment AB. Its relation with phase range α when α(U ) < π is
When α(U ) = π, they are not related but we will always have
In the rest of this section, we give the definition of complexity class QMA and some of its complete problems. Let Σ be the alphabet {0, 1} and denote by |x| the length of string x. A family of unitary quantum circuits {U x , x ∈ Σ * } is said to be generated in polynomial-time if there is a classical deterministic Turing machine which, on input x, outputs the encoding of circuit U x in time polynomial in |x|. A circuit accepts its input state if the first output qubit is measured to be "1".
The complexity class QMA can be defined as follows.
Definition 1 (QMA).
A language L is in QMA if there is a family of circuits {U x , x ∈ Σ * } generated in polynomialtime together with a polynomial m such that U x acts on m + k qubits and the following holds:
QMA has complete problems. We will make use of the completeness of the Local Hamiltonian problem, especially its 1-D version. Therefore, it will be discussed in more detail although the main focus of this paper is the Non-Identity Check problem.
Consider a Hamiltonian H of an n-particle system with constant local dimension.
The general Local Hamiltonian problem can be formalized as in the following definition. 1) . It is promised that the lowest eigenvalue of H is either smaller than a or larger than b. Output "Yes" in the first case and "No" otherwise.
Definition 2 (Local Hamiltonian Problem). Given a k-local
The problem was first shown to be QMA-Complete for 5-local Hamiltonian [18, 3] . Recent developments have improved this to Hamiltonians with much simpler structures -the 3-local, 2-local, 2-D, and even 1-D cases -all proved to be complete for QMA [16, 15, 23, 1] .
Non-Identity Check problem was first considered in Ref. [14] . It can be stated as:
Definition 3 (Non-Identity Check). Given a classical description of a quantum circuit U on n qubits and two real numbers a, b with b − a ≥ 1/poly(n). It is promised that
is either larger than b or smaller than a. Output "Yes" in the first case and "No" in the second.
In the definition of the problem, the quantity min ϕ U − e iϕ I is used to evaluate the closeness of U to identity. We can also use phase range α(U ) or diamond norm instead. And it's easy to see that, all the three definitions mentioned above can be used in defining the Non-Identity Check problem without changing anything. The point is that they are quantities related to each other by monotonic trigonometric functions. Moreover, the inverse polynomial gap in one of them implies that in the others. In the next section, we will use phase range to define and analyze the Non-Identity Check problem. It is interesting to note at this point that the hardness of Non-Identity Check implies that of the estimation of the diamond norm of the difference of two unitary quantum circuits to inverse polynomial precision.
Hardness of Non-Identity Check for Short Circuits
We will prove the hardness of Non-Identity Check problem for short circuits by reducing the 1-D Local Hamiltonian problem to it. The main technical tool is α, α max , α min discussed in Section 2. Namely, the following lemmas will be useful in the proof. The first two can be found in the Appendix of Ref. [7] and we won't prove them here.
Lemma 1.
For unitary U 1 and U 2 such that
we have
Lemma 2. For Hermitian H, K and
Proof. If either α(U 1 ) or α(U 2 ) equals π, the above equation obviously holds. Now if both α(U 1 ) and α(U 2 ) is less than π, we can choose phases ϕ 1 and ϕ 2 such that
and V 1 and V 2 have eigenvalues of arguments in (−π/2, π/2). The condition in Lemma 1 holds for V 1 and V 2 and it follows that α(V 1 V 2 ) ≤ α(V 1 ) + α(V 2 ) which finishes the proof by noticing that α(U ) is invariant under the change of a global phase in U .
It's interesting to note that Lemma 3 implies that α(U 1 , U 2 ) is a distance measure on the space of
Lemma 4. For unitary U and V
Proof. Since α is a distance measure,
Using Eq. (5) and sin(x) ≥ 2x/π for x ∈ [0, π/2], we have
Lemma 5.
For Hermitian H, K and 0 ≤ H, K, H + K ≤ π, 0 < t < 1,
where c is a constant independent of H, K and t.
Proof. Using the expansion of the matrix exponential function and the condition 0 ≤ H, K, H + K ≤ π, 0 < t < 1, it's easy to show that there exists some constant c 1 such that
The inequality follows immediately from Lemma 4.
With these results in hand, we start the proof of the main result, Theorem 1.
Proof of Theorem 1. As Non-Identity Check of short circuit is a special case of the general Non-Identity Check problem, the fact that it is in QMA follows from the previous result in Ref. [14] . It suffices to prove the hardness result only. We will reduce the 1-D Local Hamiltonian problem to it. Suppose we are given an instance of the 1-D Local Hamiltonian problem which has input H = r i=1 H i and real numbers a, b with at least inverse polynomial gap. H is a Hamiltonian of an n particle system with local dimension d and each term H i is an operator on two neighbouring particles which can be described by a d 2 by d 2 Hermitian matrix. It is a "Yes" instance if there exists some density matrix ρ such that tr(Hρ) ≤ a and a "No" instance if tr(Hρ) ≥ b for all ρ. This problem is known to be QMA-Complete for d ≥ 12. For simplicity, one can always rescale the problem and assume that H i 's are positive semidefinite and H i ≤ 1.
Note that 1-D property of the problem allows us to write H as H odd + H even where H odd and H even each contain local terms acting on different particles. This is illustrated in Figure 2. H odd is the sum of H 1 , H 3 , H Figure 2 : 1-D Local Hamiltonian acts on particle 1 and 2, H 3 acts on particle 3 and 4, etc. H even consists of H 2 , H 4 , . . . where H 2 acts on particle 2 and 3, H 4 acts on particle 4 and 5, etc. The first step in the reduction is to modify the Hamiltonian such that it will have the maximal possible eigenvalue r, where r is the number of local terms. To do this, we add an additional dimension to each particle and label it with |d and consider the Hamiltonian with local terms
It should be understood that H i acts trivially when either particle on which it acts is in state |d . LetH be the sum iH i . It's obvious that |d ⊗n is an eigenstate ofH with eigenvalue r while the smallest eigenvalue ofH equals that of H. The 1-D Hamiltonian problem of H is now reduced to deciding if λ(H), the eigenvalue range ofH, is larger than r − a or smaller than r − b. The eigenvalue range problem can be viewed as the Hamiltonian version of the Non-Identity Check problem for circuits. We will show that it's possible to use circuit Non-Identity Check to solve this eigenvalue range problem of local Hamiltonian. Before further reducing the problem, we normalizeH by dividing 2r/π so that the conditions of the lemmas we will use are met. Denote the normalized Hamiltonian again with H and its local terms with H i for simplicity; but they are no longer the same as they were in the original 1-D Local Hamiltonian problem. After that, we have H ≤ π/2. Let l and s be (r − a)π/2r and (r − b)π/2r respectively. It's a "Yes" instance if λ(H) ≥ l and a "No" instance if λ(H) ≤ s. Notice that l and s have inverse polynomial gap.
We can now construct a Non-Identity problem as follows. The circuit is simply
and the two threshold real numbers a = st, b = lt − ct 2 . Here, t is chosen to be (l − s)/2c where c is the constant in Lemma 5. It's easy to check that b − a has at least inverse polynomial gap. As the local terms H 1 , H 3 , H 5 , . . . in H odd are on different particles, e iHoddt equals the tensor product of e iH1t , e iH3t , e iH5t , . . . and can be implemented in parallel. Similar property holds for H even . Therefore U H is indeed a constant depth circuit.
Since λ(H) is promised either larger than l or smaller than s, we can verify that the promise for the above NonIdentity problem also holds. If λ(H) is larger than l, it follows from Lemma 5 that α(U H ) is at least
It's also easy to check that the eigenvalue range problem of H is a "Yes" (or "No") instance if and only if the NonIdentity Check problem of U H is a "Yes" (or "No") instance.
It's worth noting that the main idea in the proof is highly related to quantum simulation using Trotter expansion
Fortunately however, it is enough to simulate the first round of e A/n e B/n and leave the amplification procedure to the verifier.
The circuit we constructed above contains quantum gates such as e iH1t which need Ω(log n) bits to specify. In order to translate the result to the case where only a finite universal set of quantum gates are allowed, we need to expand each gate in the circuit using Solovay-Kitaev theorem. This will give us the result in Corollary 1. The main problem here is to analyze how the imperfections in each gate will affect the phase range α of the circuit. Suppose we want to use unitary gates U 1 and U 2 but the actual implementations are unitary gates V 1 and V 2 with V 1 = U 1 + E 1 and V 2 = U 2 + E 2 , then
and similarly,
These two facts and Lemma 4 imply that for any circuit C and its imperfect implementation C
where E i 's are the errors in all the gates of C ′ . Thus, the total error in α of the circuit is at most π times the summation of norms of all errors in each gate. It can be made inverse polynomial small and much smaller than the gap of threshold parameter a and b. This validates the claim in Corollary 1.
It's proved in Ref. [13] that there exists some universal gate set such that only O(log(1/ǫ)) number of gates are required to achieve an error bound of ǫ. A similar argument as above gives the proof of Corollary 2.
Conclusion
In this paper, we conclude that Non-Identity Check for constant depth quantum circuit is QMA-Complete given Ω(log n) bit of precision to each gate. However, the depth may vary when using a fixed universal gate set. Employing different versions of Solovay-Kitaev theorem, we are able to prove the hardness for circuits of polylogarithmic or even logarithmic depth.
It is interesting to compare our result with the problem of distinguishing mixed state quantum computation in terms of the diamond norm [2] . Although the main difference is simply whether some output are discarded or not, the problem of distinguishing mixed state quantum computation seems to be much harder. In fact, it was shown to be QIP-Complete [25] . Rosgen [24] further proved that logarithmic depth quantum circuits are as hard to distinguish as polynomial depth quantum circuit and thus distinguishing logarithmic depth mixed state quantum circuits remains QIP-Complete.
We leave the question of the complexity of Non-Identity Check for constant depth quantum circuits with gates from a finite universal gate set as an interesting open problem.
