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Abstract
We show how the linearized equations of motion of any dissipative current are determined by the
analytical structure of the associated retarded Green’s function. If the singularity of the Green’s
function, which is nearest to the origin in the complex-frequency plane, is a simple pole on the
imaginary frequency axis, the linearized equations of motion can be reduced to relaxation-type
equations for the dissipative currents. The value of the relaxation time is given by the inverse of
this pole. We prove that, if the relaxation time is sent to zero, or equivalently, the pole to infinity,
the dissipative currents approach the values given by the standard gradient expansion.
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I. INTRODUCTION
During the last decade, relativistic fluid dynamics has been used as one of the main
theoretical tools [1] in the study of the hot and dense matter created in heavy-ion collisions
at RHIC and, most recently, at LHC. While the properties of non-relativistic fluids are
now well understood [2, 3], the non-trivial physical consequences imposed by causality and
stability of relativistic fluids are still under intense theoretical investigation [4, 5].
In non-relativistic Navier-Stokes theory, the dissipative currents, such as the bulk viscous
pressure, the shear stress tensor, and the heat flow, are assumed to be linearly proportional
to the fluid-dynamical forces, such as spatial gradients of fluid velocity, temperature, and
chemical potential. The constants of proportionality are the bulk viscosity, the shear vis-
cosity, and the heat conductivity. Navier-Stokes theory can be extended by considering
higher-order gradients of fluid velocity, temperature, or chemical potential, leading to the
Burnett equations (including second-order gradients), the super-Burnett equations (includ-
ing third-order gradients) etc. [6]. A systematic derivation of these equations is provided by
the gradient expansion. The first-order truncation of the gradient expansion, i.e., Navier-
Stokes theory, is stable, but not causal, as it allows for propagation of signals with infinite
speed [4]. Higher-order truncations suffer from the Bobylev instability [7], and are thus
neither stable nor causal.
Eckart, and later, Landau and Lifshitz were the first to attempt a relativistic formulation
of fluid dynamics [2, 8]. Their derivation was based on a relativistically covariant exten-
sion of traditional Navier-Stokes theory. The resulting equations coincide with a first-order
truncation of a relativistic formulation of the gradient expansion. Unlike the non-relativistic
case, however, already the first-order truncation of the gradient expansion, i.e., the rela-
tivistic generalization of Navier-Stokes theory, is not only acausal but, unfortunately, also
unstable [4].
Israel and Stewart [9] were among the first to formulate a relativistic theory of fluid
dynamics that respected causality and was potentially stable. Their formulation was a rela-
tivistic extension of Grad’s theory [10], where the fluid-dynamical dissipative currents appear
as dynamical variables which relax to the values of Navier-Stokes theory on characteristic
time scales, usually referred to as relaxation times. Thus, unlike for the gradient expansion
the dissipative currents in Israel-Stewart theory (IS) do not have to be zero in the absence
2
of gradients. Instead, they decay to zero on the time scales given by the relaxation times.
One of the features of Israel-Stewart theory is that it reduces to Navier-Stokes theory in
the limit of vanishing relaxation times. In other words, in Navier-Stokes theory the dissipa-
tive currents relax instantaneously to the values given by the fluid-dynamical forces, which
leads to a violation of causality. For the theory to be causal it is therefore necessary that
the relaxation times assume a non-zero value, but this is not sufficient. It was shown in Ref.
[5] for the case of bulk and shear viscosity that causality imposes a stronger constraint for
IS theories: the ratio of the relaxation times to the viscosity coefficients must exceed certain
values [5]. For instance for the case of shear viscosity only, the ratio of shear relaxation time
τpi to shear viscosity η must obey the relation
τpi
η/(ε+ P )
≥ 4
3(1− c2s)
, (1)
where ε, P , and cs are the energy density, the thermodynamic pressure, and the velocity of
sound, respectively. It was also shown in Ref. [5] that, for relativistic fluids, the causality con-
dition (1) also implies stability of the fluid-dynamical equations. Any physically meaningful
theory of fluid dynamics must not be intrinsically unstable, and any relativistic generaliza-
tion of such a physically meaningful theory must be causal. Therefore, Eq. (1) implies that,
for any non-zero value of viscosity, one cannot take the limit of vanishing relaxation time.
In this sense, the transient dynamics of the dissipative currents cannot be neglected when
dealing with relativistic fluids. This realization forms the basis for the following discussion.
In this paper, we derive the equations of motion for dissipative currents in the linear
regime. We show how the linearized equation of motion of any dissipative current is deter-
mined once the analytical structure of the associated retarded Green’s function is known.
In the case that the singularity of the retarded Green’s function nearest to the origin is a
simple pole on the imaginary axis, we prove that equation of motion can be reduced to a
relaxation-type equation. The relaxation time is equal to minus the inverse of the imaginary
part of this pole. We prove that this prescription gives a value for the relaxation time that,
under certain simplifying assumptions, coincides with the one derived by matching rela-
tivistic fluid dynamics to kinetic theory. We also demonstrate that attempts to derive the
relaxation time from considering the long-wavelength, low-frequency (i.e., fluid-dynamical)
limit of the retarded Green’s function in general fail to give the correct result. This shows
that transient dynamics is determined by the slowest microscopic and not by the fastest
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fluid-dynamical time scale.
This paper is organized as follows. In the next section we define the notation used
throughout this paper. In Sec. III we show the equivalency of the gradient expansion in
coordinate space with a Taylor series in momentum space. In Sec. IV we derive the main
results of this paper and establish the connection between the analytical structure of retarded
Green’s functions and the linear transport coefficients in fluid dynamics. We show in Secs.
VA and VB that the linear transport coefficients computed using either the linearized
Boltzmann equation or via the disturbances in the space-time metric follow the general
method and formulae derived in Sec. IV. In Sec. VI we compare our results to previous
derivations of relaxation-type equations for the dissipative currents based on the gradient
expansion. We conclude this paper with a summary of our results.
II. DEFINITIONS
Let us consider a general linear relation between a dissipative current J (X) and a ther-
modynamical force F (X),
J (X) =
∫
d4X ′GR (X −X ′) F (X ′) , (2)
where X = (t,x) is the coordinate four-vector in space-time. Any translationally invariant
theory that has a linear relation between J and F can always be written in the form of Eq.
(2). In fluid dynamics, J could e.g. be the shear stress tensor πµν and F the shear tensor
σµν , or J could be the diffusion current of a density n and F ∼ ∂n.
We define our Fourier transformation in the following way
A˜ (Q) =
∫
d4X exp (iQ ·X)A (X) , (3)
A (X) =
∫
d4Q
(2π)4
exp (−iQ ·X) A˜ (Q) . (4)
Here, Q = (ω,q) is the momentum four-vector, and Q ·X ≡ qµxµ is the scalar four-product
of the four-momentum vector Q with the coordinate four-vector X . Our metric signature
is ηµν = diag (+,−,−,−). Using this convention, we can rewrite Eq. (2) in terms of the
Fourier transforms of the retarded Green’s function and of the thermodynamic force, G˜R (Q)
and F˜ (Q), respectively, which then gives
J˜ (Q) = G˜R (Q) F˜ (Q) . (5)
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We only consider systems where the microscopic dynamics is invariant under time reversal
and, thus, Re G˜R is an even function of ω, while Im G˜R is an odd function of ω. Note that
Eq. (5) implies that the current J can also be expressed as an integral over Q,
J (X) =
∫
d4Q
(2π)4
exp (−iQ ·X) G˜R (Q) F˜ (Q) . (6)
Thus, G˜R at all frequencies can contribute to the dynamics of J . Equations (2), (5), and (6)
are, of course, equivalent and contain all the information about the underlying microscopic
theory that can be obtained through a linear analysis. In this work, we show how the
analytical structure of the retarded Green’s function G˜R determines the equation of motion
for the current J .
III. EQUIVALENCY BETWEEN GRADIENT EXPANSION AND TAYLOR SE-
RIES
In this section, we show that the gradient expansion in space-time is actually equivalent to
a Taylor series in 4-momentum space. For the sake of simplicity, we suppress any dependence
on spatial coordinates or, equivalently, on 3-momentum, retaining only the dependence on
time t and (complex) frequency ω. The coordinate, or 3-momentum dependence, respec-
tively, will be restored later. We implicitly work in the rest frame of the fluid, such that the
equations of motion do not appear to be relativistically covariant, however, covariance can
be restored by a proper Lorentz-boost.
Let us assume that G˜R (ω) is analytic in the whole complex ω plane. This can be con-
sidered as the limiting case when G˜R (ω) has singularities, but all of them are pushed to
infinity by some suitable limiting procedure. In this situation a Taylor expansion of G˜R (ω)
around the origin has infinite convergence radius and thus provides a valid representation
of G˜R (ω) in the whole complex plane,
G˜R (ω) = G˜R (0) + ∂ω G˜R (ω)
∣∣∣
ω=0
ω +
1
2
∂2ω G˜R (ω)
∣∣∣
ω=0
ω2 +O (ω3) . (7)
Using Eqs. (4) and (7), as well as the Fourier representation of Dirac’s delta function
δ (t− t′) =
∫
dω
2π
exp [−iω (t− t′)] , (8)
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it is straightforward to obtain the general form of GR (t− t′),
GR (t− t′) = G˜R (0) δ (t− t′) + i∂ω G˜R (ω)
∣∣∣
ω=0
∂tδ (t− t′)
−1
2
∂2ω G˜R (ω)
∣∣∣
ω=0
∂2t δ (t− t′) +O
(
∂3t
)
. (9)
Substituting Eq. (9) into Eq. (2) we obtain the following equation of motion for the dissi-
pative current,
J (t) = D¯0F (t) + D¯1∂tF (t) + D¯2∂
2
t F (t) +O
(
∂3t F
)
, (10)
where we introduced the coefficients
D¯0 = G˜R (0) ,
D¯1 = i∂ω G˜R (ω)
∣∣∣
ω=0
, (11)
D¯2 = −1
2
∂2ω G˜R (ω)
∣∣∣
ω=0
,
... (12)
This is nothing but the so-called gradient expansion, in which the current J is expressed in
terms of the thermodynamic force F and its derivatives. Note that the standard gradient
expansion does not involve time derivatives of the thermodynamic force. This is not a
problem, since one can always replace time derivatives with spatial gradients using the
conservation equations of fluid dynamics.
It is important to remark that when the system exhibits a clear separation between the
typical microscopic and macroscopic scales, λ and ℓ, respectively, it is possible to truncate
the expansion on the right-hand side of Eq. (10). A microscopic scale is, for example, the
mean-free path in dilute gases. A macroscopic scale is given by the inverse of the gradient
of a macroscopic variable, such as energy density, charge density, or fluid velocity. Note that
the thermodynamic force, F , is already proportional to a gradient of a macroscopic variable,
and thus F ∼ ℓ−1. Every additional derivative ∂t brings in another inverse power of ℓ,
∂nt F ∼ ℓ−(n+1). The microscopic scale λ is contained in G˜R and its derivatives with respect
to ω. Thus, up to some overall power of λ (which restores the correct scaling dimension),
G˜R(0) ∼ λ, and each additional derivative ∂ω brings in another power of λ, such that
D¯n ∼ λn+1. Therefore, the terms D¯0F , D¯1∂tF , and D¯2∂2t F in Eq. (10) are of order λ/ℓ,
(λ/ℓ)2 and (λ/ℓ)3, respectively. This is a series of powers in the so-called Knudsen number
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Kn ≡ λ/ℓ. If Kn ≪ 1, the gradient expansion of F , Eq. (10), can be truncated at a given
order and one obtains a closed macroscopic theory for the dissipative current J .
IV. THE ROLE OF THE ANALYTICAL STRUCTURE OF G˜R (ω)
In the previous section, it was shown how to relate the gradient expansion of the ther-
modynamical force F with the Taylor expansion of the Green’s function G˜R. The viability
of the latter required the assumption that the singularities of G˜R are pushed to infinity by
some suitable limiting procedure. For instance, if F˜ (ω) has only support in a region of small
|ω|, which is well separated from the singularities of G˜R, one can devise a limiting procedure
that effectively pushes these singularities to infinity. However, a priori it is not at all clear
that F˜ (ω) has vanishing support in the region of the complex ω plane, where G˜R (ω) has
singularities.
Therefore, we have to consider the case that G˜R (ω) has some singularities in the complex
ω plane. This fact necessarily restricts the convergence radius of the Taylor expansion. If
the singularities are simple poles, it is better to use a Laurent expansion around these poles.
A. G˜R (ω) with one pole
In order to illustrate this, we consider a retarded Green’s function, G˜R (ω), with a single
simple pole at ω0. See Fig. 1 for an illustration in the complex plane. A function with a
single pole can always be expressed in the following form,
G˜R (ω) =
f (ω)
ω − ω0 , (13)
where f (ω) is an analytic function in the complex plane. In order for ReG˜R to be an even
function of ω and ImG˜R to be an odd function of ω, we have to require that ω0 ≡ −iζ ,
where ζ is positive and real, for the retarded Green’s function. We also have to require that
Re f(ω) is odd in ω, while Im f(ω) is even in ω. Since J is not a conserved quantity, we
exclude the case where the pole is at the origin, ζ = 0.
Since G˜R (ω) has a pole at ω0, the Taylor series around ω = 0 has a radius of convergence
|ω0| and, consequently, this expansion is not able to describe G˜R (ω) beyond the pole. In
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such cases, the Laurent expansion for G˜R (ω)around the pole ω0 should be used,
G˜R (ω) =
f (ω0)
ω − ω0 + ∂ω f (ω)|ω=ω0 +
1
2
∂2ω f (ω)|ω=ω0 (ω − ω0) +O
[
(ω − ω0)2
]
. (14)
FIG. 1. Analytic structure of the retarded Green’s function with a singularity in ω0. The dashed
line illustrates the radius of convergence of the Taylor expansion around the origin.
The series of positive powers in ω − ω0 can be rearranged into a series of positive powers
in ω. The coefficients of the latter series can be most conveniently expressed by matching
the Laurent expansion to the Taylor expansion around ω = 0. To this end, we expand
f (ω0) (ω − ω0)−1 around the origin. Then we match Eq. (7) with Eq. (14). In this way, we
obtain e.g. for the coefficients of the constant and linear terms in ω
G˜R (0) = −f (ω0)
ω0
+ ∂ω f (ω)|ω=ω0 −
1
2
∂2ω f (ω)|ω=ω0 ω0 + . . . ,
∂ω G˜R (ω)
∣∣∣
ω=0
= −f (ω0)
ω20
+
1
2
∂2ω f (ω)|ω=ω0 + . . . . (15)
We now observe that all constant terms in ω in Eq. (14) can be expressed as G˜R(0) +
f(ω0)/ω0, while all linear terms in ω can be written as ∂ωG˜R(ω)|ω=0 + f(ω0)/ω20. Higher-
order terms in ω can be expressed in a similar fashion. Thus, we can rewrite Eq. (14) in the
following way
G˜R (ω) =
f (ω0)
ω − ω0 +
[
G˜R (0) +
f (ω0)
ω0
]
+
[
∂ω G˜R (ω)
∣∣∣
ω=0
+
f (ω0)
ω20
]
ω +O(ω2). (16)
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The inverse Fourier transform of G˜R (ω) is straightforwardly obtained and has the form
GR (t− t′) = −if (ω0) exp [−iω0 (t− t′)] θ (t− t′) +
[
G˜R (0) +
f (ω0)
ω0
]
δ (t− t′)
+i
[
∂ω G˜R (ω)
∣∣∣
ω=0
+
f (ω0)
ω20
]
∂tδ (t− t′) +O(∂2t ). (17)
This retarded Green’s function is the solution of the following differential equation
∂tGR (t− t′) + iω0GR (t− t′) = iω0G˜R (0) δ (t− t′)
−
[
ω0∂ω G˜R (ω)
∣∣∣
ω=0
− G˜R (0)
]
∂tδ (t− t′) +O
(
∂2t
)
. (18)
Dividing Eq. (18) by iω0, multiplying by F (t
′), and integrating over t′, one now obtains an
equation of motion for the current J defined in Eq. (2), instead of a simple algebraic identity
as in the gradient expansion, cf. Eq. (10). This equation of motion reads
τR∂tJ + J = D0F +D1∂tF +O
(
∂2t F
)
, (19)
where the coefficients are
τR =
1
iω0
=
1
ζ
,
D0 = G˜R (0) ,
D1 = i∂ω G˜R (ω)
∣∣∣
ω=0
+D0τR = τR ∂ω f (ω)|ω=0 . (20)
Note that, in case G˜R(ω) has a single simple pole, Eq. (19) is exact .
It is clear that Eq. (19) is nothing but a relaxation equation which is similar in structure to
that occurring in the transient theories for non-relativistic fluid dynamics proposed by Grad
[10] and extended to relativistic fluids by Israel and Stewart in Ref. [9]. The appearance
of the time derivative of J is due to the existence of the pole in the retarded Green’s
function. Also, the transport coefficient τR, usually known as the relaxation time coefficient,
is directly related to the singularity, ω0 ≡ −iζ , of G˜R (ω). Since ζ > 0, τR is real and
positive, as expected. It is interesting to note that D0 ≡ D¯0, with D¯0 from Eq. (11), while
D1 is not identical to D¯1, cf. see Eqs. (11) and (20).
It should be noted that the right-hand side of Eq. (19) can be truncated using the same
procedure employed for Eq. (10). After this truncation, the dissipative current J satisfies
the following equation,
τR∂tJ + J = D0F +D1∂tF . (21)
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As before, it was assumed that Kn ≪ 1, with Kn being the appropriate Knudsen number,
and terms of order O (Kn3) were dropped.
As was mentioned in the beginning of this section, the Taylor expansion around ω = 0 is
valid in a radius |ω0| around the origin, see Fig. 1. Thus, when the pole is pushed to infinity,
|ω0| → ∞, the radius of convergence of the Taylor series becomes infinite and we should
recover the gradient expansion. In fact, taking the limit |ω0| → ∞, that is, τR → 0, cf. Eqs.
(20), one recovers Eq. (10), with identical coefficients. The coefficient D0 was already seen
to be identical to D¯0, while D1 agrees with D¯1 only in the limit of vanishing relaxation time
[11].
In the case where the thermodynamic force varies slowly on the time scale given by τR,
eventually, i.e., for times t ≫ τR, the dissipative current J will follow the time dependence
imposed by the right-hand side of Eq. (21). In other words, the transient term τR∂tJ in Eq.
(21) will become small. Then it is permissible to replace J in this term by the right-hand
side of Eq. (21), and we obtain up to terms of order O(Kn3)
J ≃ D0F +D1∂tF − τRD0∂tF ≡ D¯0F + D¯1∂tF , (22)
i.e., we recover the result (10) given by the gradient expansion. In this sense, the gradient
expansion is the asymptotic solution of Eq. (19) for time t≫ τR.
For nonrelativistic systems, when the transient dynamics can be neglected at all times,
it is known that the first-order truncation of the gradient expansion can actually serve not
only as an asymptotic solution, but as an effective theory to describe the system, e.g., sub-
stituting the first-order result into the conservation equations one obtains the nonrelativistic
diffusion equation and the nonrelativistic Navier-Stokes equation. However, for relativistic
theories this is not possible because of the violation of causality. As was mentioned in the
Introduction, because of Eq. (1) for any non-zero value of the transport coefficients (shear
viscosity, bulk viscosity, etc.) it is not possible to take the (acausal) limit of vanishing re-
laxation time, if one wants to obtain causal and stable relativistic fluid-dynamical equations
of motion.
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B. G˜R (ω) with two poles
In order to better understand the consequences induced by the retarded Green’s function’s
nontrivial analytic structure, it is useful to analyze in detail the case where G˜R (ω) has two
poles, ω1 and ω2,
G˜R (ω) =
f1 (ω)
ω − ω1 +
f2 (ω)
ω − ω2 . (23)
We employ exactly the same steps as before and expand each term of G˜R (ω) in a Laurent
series around its respective pole. The result is
G˜R (ω) =
f1 (ω1)
ω − ω1 +
f2 (ω2)
ω − ω2 + ∂ω f1 (ω)|ω=ω1 + ∂ω f2 (ω)|ω=ω2
+
1
2
∂2ω f1 (ω)|ω=ω1 (ω − ω1) +
1
2
∂2ω f2 (ω)|ω=ω2 (ω − ω2) +O
[
(ω − ωi)2
]
. (24)
As before, we can match this expansion to the Taylor expansion near the origin. This enables
us to rewrite G˜R (ω) as
G˜R (ω) =
f1 (ω1)
ω − ω1 +
f2 (ω2)
ω − ω2 +
[
G˜R (0) +
f1 (ω1)
ω1
+
f2 (ω2)
ω2
]
+
[
∂ω G˜R (ω)
∣∣∣
ω=0
+
f1 (ω1)
ω21
+
f2 (ω2)
ω22
]
ω
+
[
1
2
∂2ω G˜R(ω)
∣∣∣
ω=0
+
f1(ω1)
ω31
+
f2(ω2)
ω32
]
ω2 +O(ω3). (25)
With the last expression, we can determine the Green’s function GR(t − t′) and also its
equation of motion. Similarly to the previous section, it is straightforward to show that
GR (t− t′) = −i
{
f1 (ω1) exp [−iω1 (t− t′)] + f2 (ω2) exp [−iω2 (t− t′)]
}
θ (t− t′)
+
[
G˜R (0) +
f1 (ω1)
ω1
+
f2 (ω2)
ω2
]
δ (t− t′)
+i
[
∂ω G˜R (ω)
∣∣∣
ω=0
+
f1 (ω1)
ω21
+
f2 (ω2)
ω22
]
∂tδ (t− t′)
−
[
1
2
∂2ω G˜R(ω)
∣∣∣
ω=0
+
f1(ω1)
ω31
+
f2(ω2)
ω32
]
∂2t δ(t− t′) +O(∂3t ) . (26)
The equation satisfied by GR is
−∂2tGR (t− t′) = i (ω1 + ω2) ∂tGR (t− t′)− ω1ω2GR (t− t′) + ω1ω2G˜R (0) δ (t− t′)
+ i
[
ω1ω2∂ω G˜R (ω)
∣∣∣
ω=0
− (ω1 + ω2) G˜R (0)
]
∂tδ (t− t′)
−
[
1
2
ω1 ω2 ∂
2
ω G˜R(ω)
∣∣∣
ω=0
− (ω1 + ω2) ∂ω G˜R(ω)
∣∣∣
ω=0
+ G˜R(0)
]
∂2t δ(t− t′) +O(∂3t ) , (27)
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The main difference to the previous case is that, due to the existence of a second pole, the
Green’s function now satisfies a second -order differential equation, instead of a first-order
one. As will be shown later, the order of the differential equation satisfied by G˜R (ω) is equal
to the number of its singularities. Dividing by −ω1ω2, multiplying the equation by F (t′),
and integrating over t′ we can determine the equation of motion for J ,
χ2∂
2
t J + χ1∂tJ + J = D0F (t) +D1∂tF (t) +D2∂
2
t F (t) +O
[
(λ/ℓ)4
]
. (28)
We introduced the following transport coefficients,
χ2 = − 1
ω1ω2
,
χ1 =
1
iω1
+
1
iω2
,
D0 = G˜R (0) ,
D1 = i∂ω G˜R (ω)
∣∣∣
ω=0
+D0χ1 ,
D2 = −1
2
∂2ω G˜R (ω)
∣∣∣
ω=0
+D1χ1 +D0
(
χ2 − χ21
)
, (29)
Note that χ2 and χ1 have contributions from both poles.
Next, we shall investigate under which circumstances a relaxation equation for J can
be obtained. Due to time reversal invariance, the two poles of G˜R (ω) can appear in two
ways: (i) both poles are on the imaginary axis, in which case we assume, without any loss
of generality, that |ω2| > |ω1|; (ii) both poles have the same imaginary part, but opposite
real parts, being symmetric with respect to the imaginary axis. In this case, |ω1| = |ω2|. See
Fig. 2 for details. Both cases reflect distinct physical scenarios.
Let us consider the case in which the thermodynamic force is turned off, and the current
J is left to relax to equilibrium. This process is governed by the equation
χ2∂
2
t J + χ1∂tJ + J = 0. (30)
This is the equation of motion of a damped harmonic oscillator,
x¨+ 2 γ x˙+ ω20 x = 0 . (31)
The harmonic oscillator is overdamped, if γ > ω0, and underdamped, if γ < ω0. Identifying
the coefficients, we find
γ =
χ1
2χ2
, ω20 =
1
χ2
. (32)
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FIG. 2. Analytic structure of the retarded Green’s function with two singularities, ω1 and ω2. Case
(i), in which both poles are on the imaginary axis, is illustrated on the left. Case (ii), in which
both poles are symmetric around the imaginary axis, is illustrated on the right. The dashed line
illustrates the radius of convergence of the Taylor expansion around the origin.
Therefore, if χ21 > 4χ2, the dissipative current J relaxes to equilibrium without oscillating,
while for χ21 < 4χ2, it relaxes in an oscillatory fashion. Using the definitions (29), we
see that in the overdamped case, 4ω1ω2 > (ω1 + ω2)
2, while in the underdamped case,
4ω1ω2 < (ω1 + ω2)
2.
In case (i), both poles are purely imaginary, ωi ≡ −iζi, with ζi > 0, i = 1, 2. Since always
4ζ1ζ2 < (ζ1 + ζ2)
2, we are in the overdamped limit. In this case, a relaxation equation is
obtained by applying the limiting procedure χ2 → 0. That is, the second pole is pushed to
infinity, in which case the relaxation time is given by the inverse of the first pole,
τR ≡ χ1 = 1
iω1
.
Naturally, this theory is only valid for frequencies that are small compared to the second
pole.
In case (ii), |ω1| = |ω2| and ω1 = −ω∗2. We always have |ω1|2 > (Imω1)2, which can be
rewritten in the form 4ω1ω2 = −4|ω1|2 < (ω1 − ω∗1)2 = (ω1 + ω2)2. Thus, we are in the
underdamped limit. In this case, due to the symmetries of the retarded Green’s function,
one cannot disregard one of the poles while keeping the other. Thus, the term including the
second time derivative of J must be included (otherwise there would be no oscillation) and
the full equation of motion must be solved. It is important to remark that, in this case, the
coefficient χ1 cannot be interpreted as a relaxation time.
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Note that the exponential decay of J(t) in case (i) can also be seen when inserting the
Green’s function G˜R(ω) into Eq. (6) and performing the ω integral via contour integration,
picking up the poles via the residue theorem. In case (ii), one gets an exponentially damped
factor from the imaginary part of the pole, ∼ exp(−|Imωi| t), and an oscillatory factor from
the real part, ∼ exp(iReωi t). If |Imωi| ≫ |Reωi|, the damping is much stronger than the
oscillation, already within a single oscillation, the dissipative current has decayed a couple of
e−folds towards its stationary solution. On the other hand, if |Imωi| ≪ |Reωi|, the current
will oscillate many times before a substantial decay occurs. The oscillatory behavior of the
dissipative current in case (ii) was already noticed in Ref. [12].
It is clear from this analysis that the derivation of relaxation equations for systems with
more than one pole is not possible if the first pole does not lie on the imaginary axis. With
this in mind, we can finally consider the general case of an arbitrary number of poles. The
result will be qualitatively similar to what was found above.
C. G˜R (Q) with N poles
Now we assume that G˜R (Q) has N poles in the complex ω-plane, ω1 (q), . . . , ωN (q).
We furthermore restore the q dependence which was neglected in the previous sections, and
assume that the Green’s function is analytic in q. Since J is not a conserved quantity, we
can safely assume that all poles remain within a finite distance from the origin even when
q → 0. Here we consider the case of a finite (but arbitrarily large) number of poles. Also,
in many cases G˜R (Q) contains branch cuts. We assume that these branch cuts are located
further from the origin of the complex frequency plane than these N poles and thus will not
be considered any further in this work. The retarded Green’s function can be written in the
general form
G˜R (Q) =
N∑
i=1
fi (Q)
ω − ωi (q) =
Ξ (Q)
[ω − ω1 (q)] · · · [ω − ωN (q)] , (33)
where the fi (Q) and Ξ (Q) are analytic functions in the complex ω plane. We now use the
identity
1 + Φ1 (q) (−iω) + . . .+ ΦN (q) (−iω)N = (−1)N [ω − ω1 (q)] · · · [ω − ωN (q)]
ω1 (q) · · ·ωN (q) , (34)
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where
Φm (q) = (−i)m
∑
1≤i1...<im≤N
1
ωi1 (q) · · ·ωim (q)
. (35)
From this expression, we can find the following equation for G˜R (Q),
[
1 + Φ1 (q) (−iω) + . . .+ ΦN (q) (−iω)N
]
G˜R (Q) =
(−1)N Ξ (Q)
ω1 (q) · · ·ωN (q) . (36)
After taking the Fourier transform and expanding the functions Φm (q) in a Taylor series
around q = 0, we obtain a differential equation satisfied by GR. It is clear that this will
be a linear differential equation of order N in time. The equation of motion for J can be
obtained in the same way as before. The result is
χN∂
N
t J + . . .+ χ1∂tJ + J = D0F + . . .+DN∂
N
t F +O
(
∂N+1t F, ∂x
)
. (37)
Here, we omitted all the terms involving spatial derivatives. The coefficients χm are
χm = Φm (0) = (−i)m
∑
1≤i1...<im≤N
1
ωi1 (0) · · ·ωim (0)
. (38)
As before, the coefficients D0, D1 and D2 can be expressed as
D0 = G˜R (ω, 0)
∣∣∣
ω=0
,
D1 = i∂ω G˜R (ω, 0)
∣∣∣
ω=0
+D0χ1 ,
D2 = −1
2
∂2ω G˜R (ω, 0)
∣∣∣
ω=0
+D1χ1 +D0
(
χ2 − χ21
)
, (39)
cf. Eq. (29). In general, the coefficients Dk have the following form
Dk = i
k (−1)N
k!
∂kω Ξ (ω, 0)|ω=0
ω1 (0) · · ·ωN (0) . (40)
We remark that up to now we have not employed any approximation besides the initial
assumptions regarding the singularities of G˜R. As mentioned before, if there is a clear
separation of scales, it is possible to simplify the equation of motion. Since Dn ∼ λn+1,
assuming that λ/ℓ ≪ 1, we can safely assume D0F ≫ D1∂tF ≫ D2∂2t F and truncate the
right-hand side of Eq. (37).
As discussed in the previous section, a relaxation equation can be obtained only for
the cases in which the pole nearest to the origin (in the following referred to as the “first
pole”) lies on the imaginary axis. In this case, the limiting procedure which pushes all the
15
other poles to infinity, χi → 0, i ≥ 2, can be applied without breaking any symmetries of
the retarded Green’s function. Assuming that this can be done, we obtain the following
equation of motion for J
τR∂tJ + J = D0F +D1∂tF +D2∂
2
t F +O
(
D3∂
3
t F, ∂x
)
. (41)
where
τR =
1
iω1 (0)
,
D0 = G˜R (ω, 0)
∣∣∣
ω=0
,
D1 = i∂ω G˜R (ω, 0)
∣∣∣
ω=0
+D0 τR ,
D2 = −1
2
∂2ω G˜R (ω, 0)
∣∣∣
ω=0
+D1 τR −D0 τ 2R , (42)
On the other hand, if the first pole and, for reasons of symmetry, its counterpart on the
other side of the imaginary axis, have nonzero real parts, the dissipative current will oscillate
and the equation of motion cannot be reduced to a simple relaxation equation, even in the
small-frequency domain.
V. APPLICATIONS
A. The Linearized Boltzmann Equation
The discussion presented above is valid for both weakly and strongly coupled theories.
The prime example of a weakly coupled theory is given by the Boltzmann equation. In this
section we calculate the shear viscosity and relaxation time coefficients for a weakly coupled
gas via the Boltzmann equation following the general method presented above.
We start from the relativistic Boltzmann equation
K · ∂fk = C [f ] , (43)
where K = (k0,k), k0 =
√
k2 +m2, and m is the particle mass. We use the notation
fk (X) = f (X,K). We consider the linearized Boltzmann equation around the classical
equilibrium state, f0k ≡ exp (y0k), where y0k = α0− β0Ek, with the inverse temperature β0,
the ratio of the chemical potential to temperature α0, and the energy in the local rest frame
Ek ≡ U ·K, respectively. Here, uµ is the fluid four-velocity.
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The Boltzmann equation can be written as
δf˙k + E
−1
k K · ∇δfk − Cˆ (X,K) δfk = S (X,K) , (44)
where we defined δfk ≡ fk − f0k, A˙ ≡ U · ∂A, ∇µ ≡ ∆µν∂ν , with ∆µν = ηµν − uµuν being
the 3-space projector orthogonal to uµ, and
S (X,K) ≡ f0k
[
−α˙0 + Ekβ˙0 +K ·
(
β0U˙ +∇β0 − E−1k ∇α0
)
+
β0
3
E−1k
(
m2 −E2k
)
θ + β0E
−1
k k
〈µk ν〉σµν
]
. (45)
Here, we introduced the expansion scalar θ ≡ ∂ · U and the shear tensor σµν ≡ ∇〈µu ν〉,
where A〈µν〉 = ∆µναβAαβ with ∆
µναβ =
(
∆µα∆νβ +∆µβ∆να
)
/2 − ∆µν∆αβ/3 being the
double symmetric traceless projection operator. In Eq. (44), we also introduced the collision
operator
Cˆ (X,K) δfk =
1
νEk
∫
dK ′dPdP ′Wkk′→pp′f0kf0k′
(
δfp′
f0p′
+
δfp
f0p
− δfk′
f0k′
− δfk
f0k
)
, (46)
where Wkk′→pp′ is the transition rate, ν is the symmetry factor (ν = 2 for identical particles)
and
dK =
d3k
(2π)3Ek
. (47)
We now consider Eq. (44) in the local rest frame, where U = (1, 0, 0, 0). We assume a
situation where the fluid does not accelerate, U˙ ≡ 0, and does not expand, θ ≡ 0, and where
temperature and chemical potential are constant. With these assumptions the source term
reduces to
S (X,K) = β0f0kE−1k k〈µk ν〉σµν (X) , (48)
and the collision operator no longer depends on X , Cˆ(X,K) ≡ Cˆ(K). The Boltzmann
equation (44) takes the form
∂tδfk + v · ∇δfk − Cˆ (K) δfk = S (X,K) , (49)
where v ≡ k/Ek.
We solve the inhomogeneous, linear, partial integro-differential equation (49) for δfk in
four-momentum space. Taking the Fourier transform we obtain
− iωδf˜k (Q) + iv · q δf˜k (Q)− Cˆ (K) δf˜k (Q) = S˜ (Q,K) . (50)
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From now on, it is important not to confuse the momenta of the particles, K, K ′, P , and
P ′, with the variable Q from the Fourier transformation.
The formal solution of Eq. (50) can be expressed in the following form
δf˜k (Q) =
1
−iω + iv · q− Cˆ (K) S˜ (Q,K) . (51)
Note that the shear stress tensor, πµν , can be expressed in terms of δfk as [14]
πµν =
∫
dK k〈µk ν〉δfk. (52)
Taking the Fourier transform of Eq. (52) and using Eqs. (48) and (51), we obtain
π˜µν (Q) =
∫
dK k〈µk ν〉
1
−iω + iv · q− Cˆ (K)β0f0kE
−1
k k
〈αk β〉σ˜αβ (Q) . (53)
Note that Eq. (53) has the following form,
π˜µν (Q) = G˜µναβR (Q) σ˜αβ (Q) , (54)
where we introduced
G˜µναβR (Q) =
∫
dK k〈µk ν〉
1
−iω + iv · q− Cˆ (K)β0f0kE
−1
k k
〈αk β〉. (55)
As already mentioned, we want to calculate the two main transport coefficients that
describe the linearized dynamics of the shear stress tensor: the shear relaxation time, τpi,
and the shear viscosity coefficient, η. Let us start by defining the function
Bαβ =
1
−iω + iv · q− Cˆ (K)β0f0kE
−1
k k
〈αk β〉, (56)
where, by definition, Bαβ satisfies
[
−iω + iv · q− Cˆ (K)
]
Bαβ (Q,K) = β0E
−1
k k
〈αk β〉f0k. (57)
In general, Bαβ is a function of Q and K. However, from Eqs. (38) and (39) we already know
that, in order to calculate the relaxation time and the viscosity coefficient, it is sufficient to
consider the case q = 0. Then Bαβ = Bαβ (ω,K). The dependence of Bαβ on K can be
expressed via the following expansion,
Bαβ (ω,K) = f0kk
〈αk β〉
∞∑
n=0
an (ω)E
n
k . (58)
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Substituting Eq. (58) into Eq. (55), it follows that
G˜µναβR (ω, 0) =
∞∑
n=0
an (ω)
∫
dK k〈µk ν〉k〈αk β〉Enkf0k
= 2∆µναβ
∞∑
n=0
In+4,2 an (ω) , (59)
where we used [13]
∫
dK k〈µk ν〉k〈αk β〉Enkf0k =
2
5!!
∆µναβ
∫
dK Enkf0k
(
m2 −E2k
)2
, (60)
and introduced the thermodynamic function
Inq =
1
(2q + 1)!!
∫
dKf0kE
n−2q
k
(
m2 −E2k
)q
. (61)
Thus, Eq. (54) can be cast into a more convenient form
π˜µν (ω, 0) = 2G˜R (ω, 0) σ˜
µν (ω, 0) , (62)
where we introduced the retarded Green’s function
G˜R (ω, 0) =
∞∑
n=0
In+4,2 an (ω) . (63)
Since in fluid dynamics the thermodynamic force related to the shear stress tensor is defined
as 2σ˜µν , we kept the factor 2 in Eq. (62). As shown in the previous section, Eqs. (38) and
(39), the shear relaxation time is determined by the first pole, ω1, of G˜R (ω, 0), as
τpi =
1
iω1 (0)
, (64)
while the shear viscosity coefficient is determined by the retarded Green’s function G˜R (ω, 0)
at the origin,
η = G˜R (ω, 0)
∣∣∣
ω=0
. (65)
Thus, the problem of finding the linear transport coefficients has been reduced to determining
the analytic properties of an (ω).
Equations such as Eq. (57) appear quite often in problems involving the extraction of
transport coefficients from the Boltzmann equation. The way to solve this problem is to
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substitute the expansion (58) into Eq. (57), multiply by Emk k
〈µk ν〉, and integrate over dK.
Then one obtains
∞∑
n=0
an (ω)
∫
dKEmk k
〈µk ν〉
[
−iω − Cˆ (K)
]
f0kE
n
kk
〈αk β〉
= β0
∫
dKEm−1k k
〈µk ν〉k〈αk β〉f0k , (66)
Using Eqs. (60) and (61), we can rewrite this in the form
∞∑
n=0
(−iωDmn +Amn) an (ω) = β0Im+3,2 , (67)
where we defined the matrices
Amn∆µναβ = −1
2
∫
dKEmk k
〈µk ν〉Cˆ (K) f0kE
n
kk
〈αk β〉, (68)
Dmn = 1
5!!
∫
dKf0kE
m+n
k
(
m2 −E2k
)2
. (69)
Thus, the formal solution for an(ω) is
am (ω) = β0
∞∑
n=0
[
(−iωD +A)−1]mn In+3,2 (70)
and the expression for G˜R (ω, 0) becomes
G˜R (ω, 0) = β0
∞∑
m=0
∞∑
n=0
Im+4,2
[
(−iωD +A)−1]mn In+3,2. (71)
The poles of the function above can be obtained from the roots of the determinant
det (−iωD +A) = 0 , (72)
which is given by the product of the eigenvalues λn of the operator (−iωD +A). Note
that, because D and A are real matrices, all the poles are on the imaginary axis. Thus, the
truncation of the equation of motion to a relaxation-type form is possible, if the separation
between the poles is large enough. The shear viscosity coefficient is given by
η ≡ G˜R (ω, 0)
∣∣∣
ω=0
= β0
∞∑
m=0
∞∑
n=0
Im+4,2(A−1)mnIn+3,2 . (73)
Thus, in order to find the relaxation times and viscosity coefficients from the linearized
Boltzmann equation one has to invert and compute eigenvalues of infinite matrices. In
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practice, however, one never deals with infinite matrices because the expansion (58) is always
truncated, see, e.g., Chapman-Enskog theory [13].
Let us consider the simplest possible case and take only one term in the expansion (58).
We remark that this corresponds to using the Israel-Stewart 14-moment approximation in
the moments method. Then, G˜R (ω, 0) has the following simple form
G˜R (ω, 0) =
iβ0I32
ω + iA00/I42 . (74)
where we used that D00 = I42. In this case, the retarded Green’s function has only one pole,
ω0 = −iA00/I42. The relaxation time is obtained as
τpi =
1
iω0
=
I42
A00 . (75)
On the other hand, the shear viscosity is given by η = G˜R (ω, 0)
∣∣∣
ω=0
and becomes
η = β0
I42I32
A00 . (76)
In the massless limit, for a gas of hard spheres, one determines A00 to be
A00 = 3
5
I42 n0 σ , (77)
where σ is the total cross section and n0 is the particle number density. Then,
η =
4
3σβ0
, (78)
τpi =
5
3n0σ
, (79)
where we used that, in the massless limit,
I42 = 4
P0
β20
, (80)
I32 =
4
5
P0
β0
, (81)
where P0 is the thermodynamic pressure. Also, in this particular example, one can show
that the ratio η/τpi is independent of the cross section,
η
τpi
= β0I32 . (82)
These are exactly the results obtained in Ref. [14]. This demonstrates that the relaxation
time in IS theories, which determines the time scale of the transient dynamics of the dissipa-
tive currents, is indeed a microscopic and not a fluid-dynamical time scale. It is determined
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by the interparticle scattering rate, and not by the time scales of fluid dynamics located
near the origin of the complex ω−plane. We shall demonstrate in Sec. VI that attempts to
extract the value of the relaxation time from the dynamics on fluid-dynamical time scales
in general fail to give the correct expression.
It is important to remark that by including more terms in the expansion (58) we obtain
a retarded Green’s function with more poles. Furthermore, the expression for the first
pole and, consequently, the relaxation time, will also be modified. All the other transport
coefficients will also receive corrections.
B. Linear Response Theory and Metric Perturbations
We now apply our formalism to the case studied in Ref. [15], where the transport coeffi-
cients are determined from perturbations hµν of the metric tensor
gµν = ηµν + hµν . (83)
This method can be equally applied at strong and weak coupling. The variation of the
energy-momentum tensor T µν due to the metric perturbations is [16]
δT µν (X) =
1
2
∫ ∞
−∞
d4X ′GµναβR (X −X ′) hαβ (X ′) , (84)
where GµναβR (X −X ′) is the retarded Green’s function.
For the sake of simplicity, a very peculiar type of metric perturbation is considered,
hxy = hxy (t, z), with all other components of the metric tensor left unperturbed [15, 17].
For this specific type of metric perturbation, all the other components of δT µν decouple from
the xy component and one arrives at a very simple expression for δT xy [16]
δT xy(t, z) =
∫ ∞
−∞
dt′ dz′GxyxyR (t− t′; z − z′) hxy (t′, z′) . (85)
The energy-momentum tensor T µν is then assumed to have the traditional fluid-dynamical
structure
T µν = ε uµuν −∆µνP + πµν . (86)
For the particular metric perturbation considered here, the effects of bulk viscosity can be
neglected without loss of generality. It is possible to show that
δT xy ≡ T xy(ηµν + hµν)− T xy(ηµν) = −P0 hxy + δπxy . (87)
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where δπxy is the xy component of the shear stress tensor generated by the metric pertur-
bations and P0 is the pressure of the unperturbed state. For the sake of simplicity, the shear
stress tensor of the unperturbed state is set to zero. Also, it is easy to see, using the equa-
tions of motion, that the velocity terms in the energy-momentum tensor do not contribute
to δT xy. Thus, we arrive at the following equation
δπxy = P0 h
xy +
∫ ∞
−∞
dt′ dz′GxyxyR (t− t′; z − z′) hxy (t′, z′) . (88)
After taking the Fourier transform we can show that
δπ˜xy(Q) = G˜R(Q) h˜xy(Q) , (89)
where G˜R(Q) = −P0 + G˜xyxyR (Q). Note that hxy = −hxy. Since the pressure has no
dependence on Q, it is clear that G˜R(Q) has the same analytic structure as G˜
xyxy
R (Q).
Assuming that G˜xyxyR has N poles, ωi(q), and that the first pole is purely imaginary, we
can apply Eq. (41) and obtain the equation of motion for δπxy,
τpi∂tδπ
xy + δπxy = D0hxy +D1∂thxy +D2∂
2
t hxy +O
(
∂3t hxy, ∂
2
zhxy
)
. (90)
Note that if the first pole is not purely imaginary, a simple relaxation equation would not
be able to describe the transient dynamics, even for long times. In Eq. (90), we introduced
the following transport coefficients,
τpi =
1
iω1 (0)
,
D0 = G˜R (ω, 0)
∣∣∣
ω=0
= −P0 + G˜xyxyR (ω, 0)
∣∣∣
ω=0
≡ −P0 + P0 = 0 ,
D1 = i∂ω G˜R (ω, 0)
∣∣∣
ω=0
+ τpiD0 = i∂ω G˜R (ω, 0)
∣∣∣
ω=0
≡ η ,
D2 = −1
2
∂2ω G˜R (ω, 0)
∣∣∣
ω=0
+D1τpi −D0τ 2pi ≡ −
1
2
∂2ω G˜R (ω, 0)
∣∣∣
ω=0
+ ητpi , (91)
The expression for the shear viscosity η is now different from the one in the Boltzmann case,
because 2σxy ≡ ∂thxy, so that the coefficient of the shear tensor is actually D1 (and not D0,
as before). On the other hand, the relaxation time is still given by the inverse of the first
pole.
VI. DISCUSSION
Relaxation-type equations for the dissipative currents have been recently derived in Ref.
[15]. We give a brief account of the strategy employed in that work in terms of our notation.
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The starting point is the gradient expansion (10), assuming that a Knudsen number counting
as explained at the end of Sec. III is applicable. The gradient expansion (10) is not an
equation of motion for the dissipative current, but one can construct one by taking the
first-order solution, J = D¯0 F + O(Kn2), and then replacing the first time derivative of F
on the right-hand side by a time derivative of J ,
J = D¯0 F + D¯1 ∂t
(
J
D¯0
)
+O(Kn3) ⇐⇒ τ¯R ∂tJ + J ≃ D¯0 F , (92)
where τ¯R ≡ −D¯1/D¯0 has the dimension of time. By construction, this is a relaxation-type
equation of motion for the dissipative current J , with a relaxation time τ¯R.
From our previous discussion, however, it is clear that this need not be the correct
equation of motion for the dissipative current. If the poles of the retarded Green’s function
G˜R(ω) associated with the dissipative current J are off the imaginary axis, the equation of
motion for J is never of relaxation type, and the above way to construct one is misleading,
since it fails to capture the correct physics. Only if the first pole of G˜R(ω) lies on the
imaginary axis and is sufficiently separated from the other singularities, one can obtain a
relaxation-type equation for J . In this case, however, the true relaxation time is τR =
1/[iω1(0)], and not τ¯R = −D¯1/D¯0.
There is, however, a particular case, where τR = τ¯R, namely when D1 = 0, i.e., when
Ξ(ω, 0) = const.. This is most easily seen in the one-pole case, where, cf. Eq. (20),
0 = i ∂ωG˜R(ω, 0)
∣∣∣
ω=0
+D0 τR ≡ D¯1 + D¯0 τR , (93)
i.e., τR = −D¯1/D¯0 ≡ τ¯R.
This argument can also be applied to the case discussed in Sec. VB, where the thermody-
namic force is not given by F but by ∂tF . Then, D0 = 0, and D1 = D¯1 = η is the transport
coefficient. In this case, τ¯pi = −D¯2/D¯1, and equivalency to the true relaxation time requires
that D2 = 0, i.e.,
0 = −1
2
∂2ω G˜R (ω, 0)
∣∣∣
ω=0
+D1 τpi ≡ D¯2 + D¯1 τpi , (94)
or
η τpi =
1
2
∂2ω G˜R (ω, 0)
∣∣∣
ω=0
. (95)
This equation is rather similar to the one given in Refs. [15, 17], η τ¯pi = [∂
2
ωG˜R(0)−
∂2qzG˜R(0)]/2 [18]. Here, the additional derivatives with respect to momentum enter be-
cause second-order time derivatives also arise from space-time curvature in Eq. (10) (they
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were not explicitly denoted in that equation), cf. Ref. [15]. These are not subjected to the
construction of a relaxation-type equation for J as explained above. In turn, ητ¯pi receives
an additional contribution from second-order spatial derivatives, for details, see Ref. [15].
Regardless of these considerations, the true relaxation time is always given by the first
pole of the retarded Green’s function. In general, the location of this pole cannot be found
from a truncated Taylor expansion around the origin.
A calculation of the shear viscosity relaxation time coefficient has also been performed in
Refs. [19] within the Mori-Zwanzig formalism [20]. The implications of our findings to those
works will be discussed in detail elsewhere.
VII. SUMMARY
In this work, we have derived equations of motion for the dissipative currents, assuming
these currents to be linearly related to the thermodynamic forces. We have shown how these
equations of motion are determined by the analytical structure of the associated retarded
Green’s function in the complex ω plane. We have demonstrated that the standard gradient
expansion is equivalent to a Taylor expansion of the retarded Green’s function around the
origin in the complex ω plane. This Taylor series is convergent only when all singularities of
the retarded Green’s function are pushed to infinity. In general, however, these singularities
appear at finite values of |ω|, which consequently severely restricts the applicability of the
gradient expansion.
We have furthermore demonstrated that, if the retarded Green’s function has simple poles
in the complex ω plane, the dissipative current obeys a differential equation with source
terms which are the thermodynamic force and gradients thereof. This is different from
the gradient expansion where the current is directly proportional to the thermodynamic
force and its gradients. In general, the equation of motion for the dissipative current is
not a relaxation-type equation. However, in the limit where all singularities of the retarded
Green’s function except the pole nearest to the origin are pushed to infinity, it is possible
to approximate the dynamical equation satisfied by J as a relaxation-type equation, similar
to the ones appearing in Israel-Stewart theory. This is only possible if the first pole is
purely imaginary. The relaxation time is equal to minus the inverse of the imaginary part
of the pole. The gradient expansion constitutes the asymptotic solution of the resulting
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relaxation-type equation, and can be obtained by taking the relaxation time to zero or,
equivalently, pushing the first pole to infinity. This is consistent with the above statement
that the gradient expansion arises from a Taylor expansion of the retarded Green’s function
around the origin.
In relativistic systems, in order to have stable and causal equations of motion for the
dissipative currents one cannot take the relaxation time to be arbitrarily small [5]. Thus,
one cannot push the first pole of the retarded Green’s function to infinity. This is the reason
why one cannot use the gradient expansion to obtain stable and causal equations of motion
for the dissipative currents.
As an example, we have studied the Boltzmann equation for a classical gas and demon-
strated that the retarded Green’s function associated with the shear stress tensor has in-
finitely many simple poles along the imaginary axis. Therefore, it is possible to reduce the
equation of motion for the shear stress tensor to a relaxation-type equation. Our results
are consistent with those of Ref. [14], when one truncates the collision operator at lowest
order. This convincingly demonstrates that the time scale of transient dynamics determined
by the relaxation time is of microscopic, and not of fluid-dynamical origin: it is the slowest
microscopic time scale, not the fastest fluid-dynamical time scale as implicitly assumed in
attempts to extract the relaxation time by expanding the retarded Green’s function around
the origin. Consequently, the expression for the relaxation time derived in Refs. [15, 17] by
using an expansion around the origin is, in general, different from the one derived from the
first pole of the retarded Green’s function. In fact, as we have demonstrated in this work,
when the retarded Green’s function has simple poles off the imaginary axis in the complex
ω plane, the true dynamics of the system at long wavelengths and low frequencies is not
even of relaxation type. Strongly coupled theories, like those emerging from the AdS/CFT
correspondence [16], belong to this class.
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