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VABSTRACT
A theoretical model is presented for the composition and optical 
dispersion of a multiply-ionized plasma The model assumes a monatomic 
gas in local thermodynamic equilibrium, accounts for any number of 
ionization stages and contains a smooth Ecker-Weizel type, reduction of 
the ionization potential.
Concerning the dispersion, particular emphasis has been placed on 
accounting for the excited states. A very good approximation was
obtained in the visible region in terms of an effective electron density
eff eff effand an effective atom density NQ . The calculation of N0
requires the plasma composition and the static polarizabilities of the
ground states of the atoms and ions in the plasma. Theoretical methods
for obtaining the mostly unknown static polarizabilities of the argon
ions are discussed. By using the Sternheimer (1969) method a value for
the static polarizability of Ar II (singly-ionized argon), a^r of
7.4 a* was obtained which agrees with the value of 7.2±0.4 a^  measured
by Bristow (1972).
Detailed calculations were performed for the conditions behind shock 
waves into argon in a range 10* K < T < 6 x 10* K and 10‘ 5 < < 10' * cm ?.
Experimentally, normal shock waves into argon were investigated in
the new high performance Free Piston Shock Tube DDT described by
Sandeman and Allen (1971). It is shown that by using interferometry a
eff effthree-dimensional picture of and NQ can be obtained with one
experiment on a cylindrical axially symmetrical slug of plasma. A method 
was developed to obtain the information contained in such interferograms, 
by digitizing them with an Autodensidater and reducing this data with the
computer.
vi
The experiments on DDT showed no disagreement with the suggested
plasma model and revealed the limits of uniformity and stability of the
shock-heated plasmas. By operating DDT in double-diaphragm mode,
conditions were obtained where the heavy particles were dominated by
Ar 111 (1 * 30000 K, N * 101 7 i.m 3), At such conditions the statice
polarizability of Ar 111, a could be measured within a factor of 2.
Assuming the theoretically calculated plasma composition immediately 
behind the shock front, was obtained as 6.0 , while by neglecting
other heavy particles than Ar III, 7.2 was obrained. Within the 
experimental accuracy both values agree with the theoretically obtained 
value of 5 3 o
Various types of instabilities were observed in the shock-heated 
slug of plasma behind normal shock waves An empirical description of 
the stability limit in DDT was found which is considerably higher and 
probably caused by different mechanisms Lhan the one found by Pert (1970) 
Lor electromagnetically driven shock tubes.
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CHAPTER 1
INTRODUCTION
In recent years there has been an increasing demand for experimental 
methods which measure properties (oscillator strengths, line profiles, 
photo-ionization cross sections, static polarizabilities, etc.) of ions 
and excited states. Such measurements are often done for all particles 
in mind along a column of plasma. In order to produce these particles in 
sufficient numbers, temperatures often well above 10000 K are required.
To be able to interpret experiments of the above kind, the particle 
distribution and often the temperature and electron density distribution 
have to be known along the line of measurement.
In order to be able to perform this type of experiment a source 
giving a uniform slug of plasma of sufficient size and duration is 
required. In addition, a plasma diagnostic technique is needed, in order 
to calibrate this source, so that it can be used as a heat bath for the 
particles to be investigated.
The free piston shock tube of the Physics Department of the 
Australian National University, referred to as DDT, provides such a 
plasma source. Its double diaphragm operation (DD-operation) has been 
described by Sandeman and Allen (1971). It is the aim of this thesis to 
show to what extent DDT in DD and SD-operation (single diaphragm 
operation) can be used as just such a heat bath. In order to achieve 
high electron densities and temperatures, argon was chosen as a test gas, 
because of its relatively low ionization potential (15.755 eV) and high 
atomic weight (39.944 gr/mol).
2In order to calibrate a shock-heated slug of plasma, a plasma
diagnostic technique is needed, which does not disturb the flow
(4- 17 km'sec) and which measures the composition of the shock-heated
slug of plasma as completely as possible in one shot. These severe
requirements can only be approached with interferometry. Two methods
were fully developed for this purpose: the RD-method (explained in
section 42), which gives the radial distribution of specific optical
path ar one wavelength and the CS-method (first described by Sandeman
(1971)), which gives the time-dependent dispersion of the plasma, as will
be explained in section 4.3, It is shown how these two methods can be
combined in order to obtain experimentally the three-dimensionaL
e f f e f fbehaviour of the effective electron and atom density, and NQ
(defined in section 3.3), of a cylindrical slug ot plasma with a circular 
cross section and axial symmetry.
Using interferometry in this manner means that for each interferogram 
between 500 and 2000 points (interference minima and maxima) have to be 
obtained and analysed. It is obvious that this task can be done 
satisfactorily only if the modern data processing facilities are fully 
used. For this purpose appropriate methods were developed to rationalize 
the analysis of interferograms and line spectra-, These methods are 
briefly described in section 4.1; the details can be found in a report 
by Meier (1973).
The theoretical part of this thesis is aimed at interpreting 
interferograms obtained from shock waves into monatomic gases. In 
section 2.1 it is shown that this requires a model for the dynamic 
polarizabilities of the particles involved (free electrons, atoms and 
ions in ground and excited states) and a model for the composition of a 
shock-heated plasma.
3Because DDT considerably extends the range ot temperatures and
electron densities which have so lar been achieved with diaphragm type
shock tubes, particular attention has been paid in section 2,3 to
estimating the mtluence of the excited states on the dispersion So far
the excited states have usually been neglected or accounted tor only
partially- A ilrst attempt to account for the known bound-bound
transitions was reported by Bristow (1971), The discrepancy which he
found between the measured and the calculated electron density can
ef fpossibly be explained with the abovementioned , which accounts for
all excited states. However, Bristow's aim was to measure the static 
polarizability for Ar II ground states, a.^ he achieved this with a 
remarkable accuracy, by using a shock tube with a 10 * 18 cm cross section. 
The discrepancy between his experimental and theoretical value (obtained 
from a variation method based on hydrogen-like wavefunctions) highlights 
the need for a better theoretical approach to the static polarizability. 
Possible methods of calculating the static polarizability are discussed 
in section 2.2 with the excited states and ions of argon in mind, By 
using the Sternheimer method (Sternheimer, 1954 and 1969), a value for
XIWaS ca^cu^ate<  ^which agrees with the experimental value reported by 
Bristow (1971).
With DDT we are in a position to produce plasmas which are dominated 
by Ar III. However could be measured only within a factor of 2,
because our shock tube has only a diameter of 4 cm and because Ar III 
ions could only be obtained with a density of about 3 < 1016 cm 3 (at 
0.1 torr initial pressure).
In sections 3.1 and 3.2 the second theoretical aspect of 
interpreting interferograms, that is, a model for the shock-heated plasma, 
is dealt with. Because of the conditions we can obtain with DDT, such a 
plasma model must properly account for the reduction of the ionization
potential«. The generalized theory of Ecker and Weizel (see Drawin and 
Felenbok, 1965) is used here. Its result (as in Drellishak, 1963) is a 
discontinuous reduction of the ionization potential; it was, however, 
used in a continuous form to be able to differentiate the plasma 
quantities.
The plasma is assumed to be in local thermodynamic equilibrium (LTE), 
an assumption which is discussed in section 4.5. In section 3.1 we have 
used the method of Drellishak (1963) (except for the calculation of the 
enthalpy and the way of accounting for the high excited states) to 
describe the plasma as such. Their report gives the properties of argon 
plasmas as a function of temperature and pressure
In section 3,2 a new approach of solving the plasma equation
simultaneously with other equations, such as the shock equations, is
described. It is shown that such problems can be reduced to two
equations, which have to be solved consistently with the requirement of
the reduction of the ionization potential. This problem is fully
described in a report by Meier (1972), together with the programs used
for the theoretical calculations of argon plasma reported here. The
conditions which are to be expected theoretically behind normal shocks
into argon at initial pressures 0.1- 100 torr are plotted in that report
for a temperature range 10J < T 6 x 104 K and an electron density range
10" 5 < N < 1019 cm 3 . e
If the shock-heated slug of plasma is to be used as a heat bath, one 
is interested not only in the equilibrium conditions behind the shock 
front, but also in how the plasma decays. Horn, Wong and Bershader 
(1967) have explained the decay of argon plasmas where multi-ionization, 
relative diffusion between species, viscosity, body forces and momentum 
loss due to radiation or boundary layer interactions are negligible. 
Except for the region in the shock front dominated by atom-atom
5collisions and for the population of the excited states, they have 
assumed the same plasma model as will be described in section 3.1. The 
decay is then explained in terms of continuum emission and emission from 
spectral lines, which decreases the enthalpy of the plasma. Except for 
the atom-atom collision region, the relaxation time was neglected, which 
means assuming that the plasma can relax to Saha equilibrium faster than 
it is forced to change by radiation loss. Logan (1972) has extended the 
range of this theory and applied it also to refracted and reflected 
shocks.
In section 3.2 a different way of looking at a decaying plasma is 
presented. This method is based on the same physical assumptions as 
those above. It is generally applicable to the region of the shock- 
heated plasma which is in equilibrium and loses energy only. It gives 
the conditions through which such a plasma, described by the conservation 
equation of mass and momentum, decays. This means that the energy loss 
does not have to be specified; in other words,the simplicity of this 
method is paid for by the fact that the timing of the decay is not 
obtained. This way of looking at a decaying plasma is used in section 4.3, 
together with the CS-method,to investigate experimentally how the shock- 
heated plasmas in DDT decay in reality. If this decay mechanism is known, 
then as far as the use of DDT for a heat bath is concerned, the timing of 
the decay can be obtained experimentally.
Interpreting the CS-experiments in this way provides a fairly 
sensitive measure of the degree of leaking of the contact surface. 
Generally speaking, this idea provides an experimental method for 
deciding to what degree the decay of a shock-heated plasma is due to 
energy loss. It is obviously important to establish this assumption 
together with the assumption that the shock wave is one-dimensional 
(section 4.3), before an elaborate theory about the radiative cooling can
6be a p p l i e d  i n  t h e  way d e s c r i b e d  by Horn,  Wong and B e r s h ad e r  (1967 ) .
Having m en t io ned  t h e  l e a k a g e  o f  t h e  c o n t a c t  s u r f a c e ,  we come to  t h e  
most d e c i s i v e  q u e s t i o n  as  f a r  a s  t h e  use  o f  DDT a s  a h e a t  b a th  i s  
c o n c e r n e d .  Tha t  i s :  f o r  wha t  c o n d i t i o n s  can s t a b l e  shock  waves be 
p roduced?  As can  be s e e n  i n  P e r t  ( 1 970 ) ,  i n s t a b i l i t i e s  a c t u a l l y  l i m i t  
t h e  a p p l i c a t i o n  o f  shock  t u b e s  w i t h  e l e c t r o m a g n e t i c  d r i v e s  o f  t h e  t y p e s  
he i n v e s t i g a t e d ,  to  p lasm as  w i t h  on ly  a low d e g r e e  of  i o n i z a t i o n .  As to  
h i s  c r i t e r i a ,  t h e  on ly  way to  push t h i s  l i m i t  up ,  i s  t o  d e c r e a s e  t h e  
shock t u b e  d i a m e t e r .  With DDT, however ,  we can  p roduce  s t a b l e  
c o n d i t i o n s  where Ar I I I  d o m in a te s  t h e  p lasma b e h in d  t h e  shock  f r o n t .  
I n s t a b i l i t i e s  of  v a r i o u s  k i n d s  were a l s o  o b s e rv e d  and c o u ld  be e x p l a i n e d  
w i t h  an e m p i r i c a l  p a r a m e t e r . T h i s  p a ra m e t e r  shows t h a t  t h e  l i m i t  o f  
s t a b i l i t y  i n  DDT i s  not  a s  r i g i d  as  t h a t  f o r  a shock tu b e  w i t h  an 
e l e c t r o m a g n e t i c  d r i v e r ,  i t  can  a c t u a l l y  be pushed up to  h i g h e r  s p e e d s  by 
i n c r e a s i n g  t h e  d r i v e r  gas  d e n s i t y .  The a c t u a l  l i m i t  of  p e r f o r m a n c e  of  
DDT i s  t h e n  d i s c u s s e d  i n  s e c t i o n  4 . 4 ,  b a s ed  on s h o t s  i n t o  a r g o n  and 
n i t r o g e n  a t  room t e m p e r a t u r e s  w i t h  i n i t i a l  p r e s s u r e s  0 .1  t o  70 t o r r .
Throughou t  t h i s  t h e s i s  c g s - u n i t s  a r e  used  u n l e s s  o t h e r w i s e  s t a t e d .  
The n o t a t i o n  of  p h y s i c a l  c o n s t a n t s ,  and t h e i r  v a l u e s , were t a k e n  from 
T a y l o r  e t  a l .  0 9 6 9 ) .
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DYNAMIC POLARIZABILITY OF BOUND STATES
2.1 THEORETICAL INTERPRETATION OF INTERFEROGRAMS
This section is to be considered as an introduction to the 
theoretical part of this thesis. It will show the problems associated 
with interpreting interferograms in terms of the dynamic polarizabilities 
q ^Cjj) of the particles m and their number density N^.
In the experiments reported in chapter 4, we are looking at the end
of the shock tube. Before the shock front passes the end of the tube we
speak of the non-flow region; after the shock front has passed the end
of the tube we speak of the flow region. With such an arrangement in
mind, an interferogram generally shows the difference in optical path,
6'(a,b), between the flow and non-flow region as a function of the variables
a and b. With the experimental method, a and b may be chosen from the
spatial variables x and y, the time t and the wavelength X. Because we
set the conditions in front of the shock (test gas at room temperature
T( =293 K and an initial pressure p ), the optical path of the non-flow
region 6 (a,b) is known. We therefore obtain 6(a,b), the optical path
of the flow region from 6 (a,b) =6 ' (a,b) 4-6 (a,b). With 6 and X in Ä,Nr
6(a,b) is related to the refractive index n(a,b) of the flow region 
(shock-heated slug of plasma) by:
6 (a, b) 10s x
L
[n(a,b) - 1] dz . (2.1.1)
o
The integral is to be performed along the line of measurement z (in cm): 
in our case across the end of the shock tube with diameter L.
8If I n-1 I << 1 and if the interaction between the particles can be 
neglected, n(A) is obtained from the well known relation
n (a) - 1 = 2n 2 N a (A) . (2.1.2)m m m
The sum over m takes into account free electrons and bound states of 
atoms and ions. For the plasmas considered here, |n—11 is of the order 
of 10 J and their pressures p % 100 atm. Ten Seldam and De Groot (1952) 
showed that formula (2.1.2) is applicable within 0.5% for argon at room 
temperature and p < 100 atm. As far as argon plasmas are concerned, an 
investigation by Dr. M. Andrews of the Department of Theoretical Physics 
of the ANU has shown that the effect of the Coulomb fields on the 
polarizability of unbound electrons is negligible for the conditions 
investigated here.
The first difficulty is to obtain n(a,b) from the measured <5(a,b). 
Usually it is assumed that n(a,b) does not vary along the line of 
measurement, which reduces formula (2.1.1) to 5(a,b) = 10H *L•[n(a,b) - 1 ] . 
This assumption is experimentally investigated in section 4.2.
The second difficulty in interpreting interferograms is that there
are usually too many unknowns in formula (2.1.2) for a direct
experimental determination of a particular or »^(A). In section 3.3
it is shown that to a very good approximation the number of unknowns can 
eff effbe reduced to N and ISL , which are determined from n, measured at two e 0
wavelengths. In chapter 4 it is then basically assumed that our
ef ftheoretical knowledge about the a (A) is good enough, so that N andm e
effNQ can be interpreted solely in terms of the N^, which is then used as 
an experimental test of the model of the shock-heated plasma, described 
in section 3.2.
So far we have discussed the global significance of formula (2.1.2). 
If, however, a state m with an emission line at A , is sufficiently
9populated (see section 3.3), then n(A) is dominated entirely by this 
state m for A near a ^ . The hook method of anomalous dispersion (see 
Marlow (1967) and Huber (1971)) then gives the hook separation which is 
proportional to N ^ x f ^ ,  where f^. is the effective (accounting for 
negative dispersion) oscillator strengths of the transition m-k.
Concluding this discussion, formula (2.1.2) was found to be the key
to the interpretation of interferograms in terms of N , a (A) (seem m
Bristow (1971)) and f . .mk
In the remainder of chapter 2, it is shown how the various a (A) arem
obtained. To do so, we change from cgs-units to the more appropriate 
atomic units:
• Length unit = a0 = Bohr radius = 5.29177 15 * 10 J cm.
• Energy unit = R =1 Rydberg = -— = R^ cm (R’ = 109737.312) .z aQ
• Charge unit= e = proton charge.
In formula (2.1.2) a (A) is in units cm' as a function of the wavelengthm
A in Ä. All the following expressions of am (uj) are in units
a0 = 1.48185 * 10 ' ^ cirr , given as a function of w = energy of the photons in
R .
00
The general expression for the dynamic polarizability of the free 
electrons a^tm) is given in the review on "Plasma Diagnostics Based on 
Refractivity" by Asco1i-Bartoli (1968). For the non-relativistic plasmas 
considered here, this expression reduces in the visible region to
a (u) = - A -  ■ (2. 1.3)e or
For bound states Davydov (1966) derived the general quantum 
mechanical expression for the complex polarizability for natural type of 
line broadening. Other broadening mechanisms give a different analytical 
form, but for the present purpose Davydov’s formulae are adequate. They
10
are obtained by solving the Schrödinger equation for a state m perturbed
by an electrical field F(uo). The perturbed wavefunction is obtained
by expanding it into the eigenfunctions of the system ^  (kt m) . The
induced dipole moment p_. is then obtained from f, and the complex
polarizability a =a -+■ iota from u. =a F; the result being m m  m - 1  m-
a (oj ) = 4 2 fm
mk00 ' , —  Ü0 +  %  I
l
mk
k mk [‘“k -“5 +k!mk\1 +fLk“! (2.1.4)
aa (to) m
r , u), v f mk _____
, mk [oj2, - uo; l2 + r* 0)2k 1 mk mkj mk
(2.1.5)
' VThe real part of the polarizability cx^ foo) is related to the refractive 
index (formula (2.1.2)), while the imaginary part, iotm (oo), is related to 
the absorption, as will be discussed in section 2.3. The summation over 
k is to be taken over all states (including the continuum but not state 
m) of the system of which m is a particular state. For bound-bound 
transitions f ^ are the oscillator strengths, the values of which were 
taken from Wiese (1969). For bound-free transitions the sum has to be 
replaced by the integral over the continuum states and f ^  by df^/dE, the 
differential bound-free oscillator strengths (see section 2.3). The line 
width of the transition m-k is given by T the line frequency by
The problems associated with using equation (2.1.4) for argon are: 
(1) The oscillator strengths f ^ are not all known and those which are 
given by Wiese (1969) are mostly quoted with an error of about 30%.
(2) The differential bound-free oscillator strength df^/dE is only known 
for state m = ground state of Ar I.
There are direct ways to calculate am (uj), but in general they are too 
specialized and too complicated to be considered in this context.
However because the important am (^) in formula (2.1.2) are well 
known (free electrons and ground states), it is sufficient to have an
11
approximation for the excited states which gives the right order of 
magnitude. This can be achieved by using formula (2.1.4) combined with 
the sum rules and by making use of the known f and the photo-ionization 
cross sections as will be described in section 2.3.
In section 2.2 we start with a discussion of how the static 
polarizabilities can be calculated, the significance of which was 
outlined in the introduction as far as the ground states of ions are 
concerned. The static polarizability of excited states is also of 
interest, in the sense that it is the first term in an expansion of am (^) 
in a) and that it can be used in a sum rule.
2.2 STATIC POLARIZABILITY
We begin with a discussion concerning ways of approximating wave 
functions, because they are needed in the variation and Sternheimer 
method described in this section. The notation used is as in "A Multi- 
Configuration Hartree-Fock Program" by Froese-Fischer (1969), a 
description of the program which was kindly made available by Professor 
C. Froese-Fischer.
Before such elaborate methods were known the Slater method was 
widely used. It approximates P(n,£;r), the radial part of the wave 
function by:
P(n,£;r) = P'(n;r) Z - S n* (2.2.1)
This is obtained by assuming that the electron is in the field of a 
nucleus of charge Z - S ,  where S is the screening of the other electrons. 
The method by which n*, the effective main quantum number, and S are 
obtained and how the method is used can be found in Hirschfelder (1964a).
An obvious disadvantage of (2.2.1) is that it does not give a 
degeneracy in £, that means the 3s and 3p eigenfunctions are assumed to
12
be the same. In Table 2.2.1 the expectation values of the square radii
r2 of excited states of Ar I Is2 2s2 2p6 3s2 3p5 n*£*, obtained from the n£ r r >
abovementioned program,r2 , are compared with the ones obtained with thenr
Slater method,r|.
n£ r2HF r2S
Is 0.010 0.0096
2s 0.201 0.156
2p 0.175 0.156
JL JLcore for n £ = 4s
3s 2.204 2.50
3p 2.895 2.50
3d 104.1 2.50
4s 34.54 64.3 excited electron
4p 62.58 64.3
5s 184.7 360.0
Table 2.2.1: Comparison between r^, and r| in a2 for excited states of
Ar I.
Table 2.2.1 shows that if we assume r2 to be reasonably accurate,nr
the Slater method provides a satisfactory approximation to the core 
electrons, but is at best approximate for the excited electrons, 
especially for high £ (3d). The approximation is of course even worse 
when the wavefunction is used locally as in the Sternheimer method. We 
conclude that with Hartree-Fock methods available, the Slater method can 
at best be used for rough estimates. For the following calculations we 
therefore use wavefunctions calculated with the abovementioned Multi- 
Configuration Hartree-Fock program; no configuration interaction was 
considered and all wavefunctions of a particular state were calculated 
self-consistently with each other (parameter NIT in the program). The 
program was modified so that Y^^(r) can be punched out in order to obtain
13
2the potential V (r) ----[Z - Y (r)] used in the Sternheimer method.II36 1C IT 36
The wavefunction is given by its radial part P(n,£;r), whose eigenvalue
is E . n i
With such wavefunctions available, there are two ways of looking at 
the perturbed system (with an electrical field F) in order to obtain the 
static polarizability:
(1) In an electrical field F (<< internal field of the atom), the energy 
of the system E = E0 - ^ aF2 - yF, where EQ is the energy of the 
unperturbed system, y the permanent dipole moment and a the static 
polarizability of the system. In the variation method reviewed by 
Buckingham (1937), the perturbed wavefunction ip is expressed in 
parameter form. These parameters are then chosen according to the 
variational principle so as to minimize E - Eg , which then gives a.
(2) F induces a dipole moment y^n  ^= aF, which can be calculated knowing
= f ^ ~ 3 with
a = - 2(\|/0 jhiJjj ) , (2.2.2)
N
where \jQ is the unperturbed wavefunction and hF = - 2 F r. is the
i= 1 1
interaction of the N electrons of the system with the electrical 
field F. The method of calculating within the Hartree-Fock 
approximation is given by Kaneko (1969). It involves solving two 
coupled integro-differential equations. The method proposed by 
Sternheimer (1969) is an approximation to it, obtained by taking 
into account the shielding of the core only with the Sandars function 
f(r). This method is then simple enough to be considered here; it 
involves solving two uncoupled differential equations which have to 
be solved based on the unperturbed radial part of the wavefunction 
P(n,£;r) and the potential V (r) felt by the n£-electrons.
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We w i l l  now d i s c u s s  t h e  two a s p e c t s  i n  d e t a i l  w i th  t h e  v a r i a t i o n  
m ethod and th e  S te rn h e im e r  m ethod, t h e  r e s u l t s  o f  w hich  a r e  g iv e n  i n  
s e c t i o n  2 . 4 .
The p rob lem  w i th  u s in g  th e  v a r i a t i o n  method i s  e x p r e s s in g  th e  
p e r t u r b e d  w a v e fu n c t io n  f  i n  a p a r a m e t r i c  form a d a p te d  t o  t h e  atom  
c o n s i d e r e d .  T h is  h a s  to  be done i n  such  a way t h a t  n o t  to o  many te rm s  
( u s u a l l y  exchange  te rm s)  have  to  be n e g l e c t e d  i n  o r d e r  to  o b t a i n  an  
a p p l i c a b l e  f o rm u la .  No d e r i v a t i o n s  a r e  g iv e n  h e r e ;  th e y  c an  a l l  be 
found  i n  Buckingham (1 9 3 7 ) ,  o r  f o r  t h e  f i r s t  c a s e  c o n s i d e r e d ,  i n  
H i r s c h f e l d e r  (1 9 6 4 a ) .
The s im p l e s t  form  u sed  f o r  ip i s  ip  = (1 + p F )  , w hich means assum ing
t h a t  t h e  w a v e fu n c t io n  i s  a f f e c t e d  ev eryw here  i n  t h e  same way. I f  p i s
d 2c a l c u l a t e d  from  —  ( E - E o ) = 0 ,  c o n s id e r in g  o n ly  te rm s  ~ F  , n e g l e c t i n g
te rm s  su ch  a s  < ip0 | x_^x^ iJj0 ) ( i ^ j ,  x^ = x - c o o r d i n a t e  o f  e l e c t r o n  i )  and 
“ kassum ing  x = 0  f o r  odd k ,  we o b t a i n  t h e  w e l l  known fo rm u la
a _±_9N 2  r* i=  1
( 2 . 2 . 3 )
w here  N i s  t h e  number o f  e l e c t r o n s  i n  t h e  s y s te m  and r ^  t h e  e x p e c t a t i o n  
v a l u e  o f  t h e  s q u a re  o f  t h e i r  d i s t a n c e  from  th e  n u c l e u s .
However t h e r e  i s  t h e  f o l l o w in g  i n c o n s i s t e n c y  i n  t h i s  fo rm u la  ( 2 . 2 . 3 ) :  
F o r  a  h ig h  e x c i t e d  s t a t e  o f  a rg o n  (N = 18) we o b t a i n  a ^ r * w here
H* i s  an  e x c i t e d  s t a t e  o f  h y d ro g en  w i th  t h e  same quantum numbers a s  t h e  
e x c i t e d  e l e c t r o n  i n  A r* . T h is  i s  o b v io u s ly  wrong b e c a u s e  t h e  
p o l a r i z a b i l i t y  f o r  e x c i t e d  s t a t e s  i s  dom ina ted  by th e  e x c i t e d  e l e c t r o n  
w h ich  b e h a v es  s i m i l a r  f o r  b o th  c a s e s ,  t h e r e f o r e  a ^ r * ~ a jj* e x p e c t e d .
To a v o id  t h i s  s h o r tc o m in g  o f  fo rm u la  ( 2 . 2 . 3 ) ,  t h e  u n p e r tu r b e d  wave- 
f u n c t i o n ,  ip0, i s  assumed t o  be  a d e te r m in a n t  o f  o n e - e l e c t r o n  w a v e f u n c t io n s  
i p Q ^ .  The p e r t u r b e d  a r e  th e n  e x p re s s e d  a s  = i p Q ^(1  + q F) . W ith
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even more assumptions (neglecting of exchange terms) than led to the 
expression (2.2.3),
“ V = I mn ( Ä )2 (2-2 '4)n£
is obtained. The summation is to be carried out over all occupied 
n£-subshells, m being the number of electrons in the nil-subshell. This 
formula overcomes the above discrepancy; it is based on a poor 
approximation of the perturbed wavefunction and neglects all exchange 
terms. Forms where was assumed to vary with x were also considered, 
but no better results were obtained. It was concluded that the variation 
method is only useful if the effort to use its formulae is considerably 
less than that for an approximation to the full Hartree-Fock method. The 
best compromise has to be found between, on the one hand, having an 
elaborate form of the perturbed wavefunction which leads to a complicated 
and doubtful expression of the polarizability and, on the other, a 
simple form such as used in deriving expression (2.2.3) which accounts 
for the structure of the atom only in a very limited way. Equation 
(2.2.4) is the result of such a compromise and this formula is used in 
the following when we refer to the variation method.
Using the Hartree-Fock values for r^ , equation (2.2.4) gives
-j- = 34.3 a^  for Ar I ground-state. This value is used to scale the
vargon ion results given in section 2.4 so that a^r ^ = 11.08, the 
experimental value quoted by Dalgarno (1960).
Using a similar notation to Sternheimer (1954 and 1969), the 
Sternheimer method involves solving the differential equation
& * ^ u(r) u Ä(r)*r*f (r) (2.2.5)
for L = £+l, for which case u(r) is referred to as u+ (r) and L = £-1 for 
u_(r). The values of the unperturbed atom e = /1 | ,
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V^(r) = - —  [Z-Yn^(r)] and u^(r) = P(n,£;r) are obtained from the
abovementioned Hartree-Fock program, Z being the charge of the nucleus
(= 18 for argon). According to Sternheimer (1969) the Sandars function 
r3 + a c/ (Z— 1)
f(r) = r3 -|-'a .z/ CZ 1) * w ^ e r e  ac i-s the c o r e  polarizability, 
c ^
In deriving the two differential equations Sternheimer (1954) 
assumes that the n£-wavefunctions are not degenerate; this means that 
his method cannot be applied for hydrogen with n> 1. With this 
assumption a unique solution of (2.2.5) is defined by the boundary 
conditions generally applied to wavef unctions, u(r)->0 for r -> 0 and r-*°°.
gThe static polarizability am of the whole atom is then obtained from:
n£
m„ t* o u_(r) run^(r) dr + -j (£+1) u+ (r) run£(r) dr
(2.2.6)
In deriving this method Sternheimer assumes that all n£-subshells are 
filled, i.e. occupied by m^ = 2(2£+l) electrons. Unfilled subshells are 
approximated by equation (2.2.6) where m^£ is the number of electrons in 
the n£-subshell; for the hydrogen ground state (His) the correct result 
is obtained this way.
Based on the results to be discussed in section 2.4, a was taken asc
3.0 a^ in order to calculate the static polarizability of Ar V, a^
which was then taken as a to calculate a. TTT, and finally a. TT was usedc Ar IV J Ar II
as to calculate the polarizabilities of the Ar I states.
In order to obtain starting values for the integration of equation 
(2.2.5) so that the solution u(r) satisfies the specified boundary 
conditions, the "corresponding hydrogen problem" (which can be solved
explicitly) is discussed first. It turns out that the solution to this
problem u (r) can be used to approximate u(r) at r v 0 and r v v . We 
define it by a simplified version of the differential equation (2.2.5) 
with
d + k O +11 . 2 £ + e
dr2 uH (r)
k -er x. r e k (2.2.7)
The solution u (r) is then written as H
uR (r) = A(r,L,z,e,k,xk ) L+l -er , x r e y(r) . (2.2.8)
With this definition of u ^ r ) ,  we get a differential equation for y(r);
•v
d y(r) = y ’ (r)
- y " - 2 y ’ L+l - e + 2y L+l V
k-L-1 (2.2.9)
This equation can be explicitly solved for k-L > 0 with
k-L
where
and
y(r)
k-L
v 1 £ a r
o m m=0
e(k+1) - z
, (m+1)(m + 2L + 2) 
am + 1 e(m + L + l ) - z  ’ m < k-L . (2 . 2 . 10)
The whole solution u ^ r )  = A (r, L , z , e ,k,x^) therefore satisfies the 
desired boundary conditions u (r)-*0 for r -*■ 0 and r+°°. The coefficientn
a^_L gives the inhomogeneous part of equation (2.2.9); the coefficients
a^ for ra < k-L are the same as those used in the expansion of hydrogen
wave functions, the difference being that E is not an eigenvalue. If
we now consider the right hand side of equation (2.2.9) to be of the form 
k2 k£ x, r with ki > L, then because of the linearity of the differential 
k-ki
equation the solution
k2
u(r) = I A(r,L,z,e,k,x, ) , 
k=ki
which for r -► 0 is approximated by A(r,L,z,e,k1 ,x, ) x const, and for r->°°
K.1
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in
be
to
But in addition to this complication we have V^(r) instead of -2 —
equation (2.2.5). If, in this equation, u n(r) * f(r) and V n(r) cannJt nJc
written as series in powers of r, then Vn£(r)+27j u(r) can be taken
the right hand side, which gives a solution as discussed above.
For an atomic system V (r) behaves in general as follows:
lim V _ (r) = - 2 —~ n£ rr-K)
lim V .(r) = -2 —  , (2.2.11)n£ rI--XX3
where Z is the charge of the nucleus and Z* - 1 the charge of the ion or 
atom considered. We further assume that u^(r) has the same asymptotic 
behaviour as the corresponding hydrogen atom:
lim un£(r) r f (r) = x«, r*+2 e Cr
r+0
lim un£(r) r f (r) = rn+1 e £r , (2.2.12)
r-*»
which both satisfy £+2 >L and n+1 >L. Here n is the main quantum number 
and £ the momentum of the electron considered (£<n, L = £±1) .
With these assumptions we are then able to approximate u(r) (the 
solution of the equation (2.2.5)) with the solutions of the corresponding 
hydrogen problem for r -* 0 and r->°° by using
lim u(r) = A(r,L,Z,e,£+2,x0) xconst. = Aq (r) xconst. 
r->0
lim u(r) = A (r ,L ,Z' ,e ,n+l jX^) = A^r) . (2.2.13)
r-xx>
Sternheimer (1954) proposes for some cases to integrate the
differential equations (2.2.5) outwards, for others inwards, in order to
prevent the solution from exciting "too much" of the homogeneous solution
that diverges. He proposes taking u(r) proportional to the solution of
the Schrödinger equation for the nL-electron at r 0 and proportional to 
-ere at r
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In order to be able to solve the problem uniquely and also to
increase the stability of the solution, the integration was started from
both sides (ro and r ) and the solutions matched at r where u „(r) has a00 m nil
maximum. The starting values were chosen so that the relation (2.2.13) 
can be used assuming u(r) = do Ao (r) at rQ and u(r) = d^ A^Cr) at r^, and
gthat the result a (see formula (2.2.6)) is stable with respect to m
variations in rA and r .0 00
The solution obtained from integrating outwards starting at rQ can 
be written as
Uq (r) = v0 (r) + c0 w0 (r) ,
UQo(r) is then expressed in the same way, being the solution obtained from 
integrating inwards.
The function v0 (r) is the inhomogeneous solution obtained by 
starting the integration at r0 with v0 (r0 ) = Ao (r0 ) and vj (r0 ) = Aq (r0 ) , 
and similarly for v^(r). The function w0 (r) is the homogeneous solution 
for those boundary conditions. The two constants c0 and c^ are then 
found by matching the two solutions with:
vo (r ) + c0 w0 (r ) = v (r ) + c w (r )u m u u m 00 m ooo° m
vj (r ) + c0 Wq (r ) = v'(r ) + c w'(r ) .u m u u m ° ° m  °° 00 m
By starting the integration from both sides with the starting values
obtained from the corresponding hydrogen solution, we have a unique
procedure that is more stable and which starts the integration close to
the final value. Typically d^ was found to be of order 2 and stable
(for a+) in the region of reasonable r0 and r . This confirms the
approximation for the starting values used here.
gThe whole procedure of calculating was done as follows:
(1) The unperturbed values of all nil-electrons [E , V (r) and u .(r)]
L1X/ Li X/ 11X/
20
were calculated on the IBM 360-50 computer of the Australian National 
University (ANU) using Prof. C. Froese-Fischer’s program mentioned above.
g(2) Based on these values a was then calculated on the UNIVAC 1108m
computer of the ANU.
From point (1) V (r) and un£(r) were obtained pointwise at
r^ = ^ exp[-4 + (i—1)/16]. In order to use the subroutine NORD to
integrate the differential equations (2.2.5), V (r) and u (r) were
II Xj 11X/
interpolated with the subroutine SPLINE. The subroutine NORD was also 
used to integrate equation (2.2.6). NORD and SPLINE refer to two 
internal subroutines available at the ANU Computer Centre, where further 
information can be obtained.
According to Kaneko (1969) (see Table 2.2.2) the contribution of all 
a to the static polarizability of Ar I ground state is less than 3%.
His plot of u(3p-*s) = u_(3p) shows clearly that a(3p->s) = is very 
sensitive to the way in which u(3p-*s) is approximated near r+0, because 
this has a .strong influence on the positions of the nodes. By 
calculating the shielding factor ß, he showed that the Sternheimer method 
can only give a poor approximation for r << 1. Because the above 
described method was usually unstable for the (-) equations, it is 
therefore considered better to neglect all a . From Table 2.2.2 it can 
be seen that for the argon ions it is sufficient to calculate a^s and a* 
for these the method was found to be stable.
Having defined the "Sternheimer method" as applied here, Table 2.2.2 
compares this method with the full Hartree-Fock method as used by Kaneko 
(1969). This comparison shows that the method used here compares very 
well with the much more sophisticated method used by Kaneko. For the 
results to be discussed in section 2.4 only a*g and were calculated; 
was then multiplied by 1.199 in order to agree with the experimental
value for Ar I. With this scaling the accuracy of these results should 
be between 10-20%.
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I II III
+
“is 0.00007
°2s 0.02
+a 02p -0.02
a 02p 0.007
+a 03s 1.554 2.092
+a Q3p 7.945 8.193
a Q3p 0.304
atot 9.50 10.60 11.08
Static polarizabilities of Ar I ground state in
I: Sternheimer method as applied here.
II: Coupled Rartree-Fock method of Kaneko (1969).
Ill: Experimental value from Dalgarno (1960).
2.3 SUM RULE APPROXIMATION TO THE DYNAMIC POLARIZABILITY
In section 2.1 it was shown with formula (2.1.2) in what context the 
dynamic polarizability is needed in interferometry and with formula 
(2.1.A) how it can generally be calculated. We are now going to show how 
the unknowns in formula (2.1.4) can be approximated in the region 
V = [coj ,oo2] , corresponding to the region in wavelength which we can cover 
with the CS-method (4000 - 6000 Ä).
We distinguish three kinds of transitions: m-k' with w < oOj , m-k"
with oo > oo2 and m-k111 with ^ V. Compared to V, the m + k ’
transitions have long wavelengths (spectral lines between highly excited 
states) and the m-k" transitions have short wavelengths (spectral lines
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between ground states and excited states or between excited states which 
are far enough apart).
Only for the m-k"' transitions do we have to account for line
broadening, where T . << w , is assumed.mk mk
Based on these three types of transitions a (w) is split up into
a’(oo) + a"(io) + a'"(oj)= a (w) . With formula (2.1.4) a'(oo) is expanded as m m m m m
follows:
fmk ’a' (oo) = 4 2  — =------5- and because 00 , . < u)m . . ur. , - or mkk mk
-4 2 
k T
'mk' 1 + ^mk' + ^mk ’ + .
- 4 S ’(0)of" + a ’* (00) .m (2.3.1)
In the same way a" (00) is obtained as: m
m 4 2
'mk"
k" Wmk" W
and because “ink" " W
= 4 2
k" “mk"
1 +
 ^2
l“mk"' •W mk"^
+
= S" (-2) + a"* (to) . (2.3.2)m
While aM,(oo) cannot be expanded in V, it is defined by formula (2.1.4).
The dynamic polarizability a (w) is then written as:
a M  =  - 4S' (0)oT2 + S"(-2) + a'*(u) + a"*(u) + a " »  . (2.3.3) m m m m m
For states m where the important transitions have an oo^ << or
Wmk >> * t*ie Pr°blem is reduced to the evaluation of the two constants
S ’(0) and S"(-2) in formula (2.3.3). These two constants are written in
the "sum rule" notation S^(M) = 2 f „(00 ,,/2)M . If the summation k# is
m k// mk# mk^
extended over all transitions of state m this is more appropriately
written as
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S (M) m
« df (e -eJ m dE]2-M
Sbb (M) m + S^f(M) . m (2.3.4)
The discrete sum over k accounts for the bound-bound transitions, the 
integral for the bound-free transitions of state m. At this point it has 
to be made clear that if we talk about transitions it does not mean that 
the state m undergoes a transition if it interacts with light; f ^ and 
to k enter into formula (2.1.4) because the perturbed wavefunction is
expanded into the eigenfunctions of the system considered.
In formula (2.3.4) I is the ionization potential of state m, E the 
energy of the continuous states (in units e2/2a0), and df^/dE is the 
differential bound-free oscillator strength of state m.
The problem in calculating Sm (M) for ions and excited states of 
argon is that dfm/dE is not known. However a good approximation is 
obtained by using the following three sum rules (Hirschfelder, 1964b):
Sm (0) = number of electrons in the system
s (-D  = !  z e"m 3 . ll
S (-2) = a . (2.3.5)
The sum rule for S^O) becomes plausible if we look at the formulae
(2.1.3) and (2.1.4); it means that for to >> to ^ an atomic system
interacts with electromagnetic radiation as if all its electrons were
free. For the sum rule S (-1), the exchange terms were omitted and rT
assumed to be 3 x2. , where x. is the x-coordinate of electron i. The sum i l
rule S^(-2) follows straightforwardly from formula (2.1.4). Combining
the formulas (2.3.4) and (2.3.5) the unknown df /dE can be approximatedm
as follows:
1. The bound-bound contribution S (M) can be calculated within them
accuracy of the tables given in Wiese (1969).
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2. In section 2.2 it was described how the wavefunctions (giving ) and
the static polarizabilities can be obtained. With formula (2.3.5) we
can therefore calculate S^^(M) = S (M) - (m ) for M=0,-l,-2.m m
3. We then express df^/dE as f(E,aJ ,...a^), a function with n parameters
a^, i=l,...,n. With formula (2.3.4) the n parameters can then be
determined with n sum rules from S^^(M.),m i
f (E,a,.... an)(E-Em ) 1 dE , i = 1,...,n .
Alternatively if we turn the. problem around, formula (2.3.4) can be
used to obtain limits for the static polarizability as follows: The
b fgreatest value that (-2) can have occurs if df^/dE is a 6-function at
K ■F "U fI . which means, using the sum rule S (0) that S (-2) <4 S (0) x m- 0 m m m
[I - E ]~2 . m m
For excited states only the one-electron transitions are considered 
here, then Sm (0) can usually be approximated with 1, as will be further 
discussed in this section. We then obtain the following limits for am
(S (—1) can be treated accordingly):
Z _ . ua < a < am m m
Z _ bb,a = S (-2)m m
Sbb(-2) + 4 Sbf (0) [I -E I“2 m m m m (2.3.6)
Now before showing how df^/dE can be approximated in the above way, its
relation to the photo-ionization cross section a (w) is derived. Thism
relation is important because it makes it possible to compare such 
approximations with the directly measurable quantity am (w)•
2We define a (oo) as the photo-ionization cross section in cm of m
state m for a photon of energy m in releasing an electron of kinetic
energy w - (Im ~Em). If the beam of photons has an intensity IQ when it
enters a uniform slug of plasma of length A, then its intensity after 
having passed the plasma is IQ xA(u>).
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If we define the photo-ionization efficiency (co)/a (w) , where
Op (00) is the absorption cross section for photons with energy 00 of the 
particles m with number density N , then the law of Lambert-Beer gives
A(oo) as
A(oo) exp [-0 (w) x z~ x N x A] . m p m (2.3.7)
Now instead of looking upon light as a stream of photons, we look upon it 
as an electromagnetic wave, for which the imaginary part of the 
polarizability gives the absorption. Because we want to obtain an 
expression comparable to (2.3.7), we look only at the contribution of the 
bound-free transitions, am (w) to a (u>) in equation (2.1.5), given by
aC (co) m
00 df (E) r (E) a) dE
T dE [(E-E )2 -a)2 + k T  (E)2]2 + T  (E)2u)2 * (2‘3‘8')m m m
The general expression for the above absorption A(oo), of an electro­
magnetic wave due to the polarizability am (oo) of the particles m is
A(w) exp —4Tr N aC (o)) Am m  c (2.3.9)
C )Formula (2.3.8) is in atomic units and therefore otm (w) in aQ; however in
formula (2.3.9) am (w) an<i v (frequency of the wave) have to be in cgs-
units. Bearing this in mind, we can compare formula (2.3.7) and (2.3.9)
in order to obtain a relation between df /dE (in units 2an /e2 = R _1) and
o (00) (in cm2). If df /dE is assumed constant across the narrow "line” m m
given by the fraction in the integrand of equation (2.3.8) we obtain with
r ( E )  = r << w:
df (E +o)) a^  2ttv/ n ~ m m  , „ 0 cgs ,a (a)) = ---------- e x 16tt x ------6— x igm da) p coo
ra)2dE
[E2 -a)2]2 + r 2a)2 * (2 -3-10)
In this expression v is the frequency (sec 1 ) of photons with energy a),cgs
a) the value of a) in atomic units, because an additional u) (see (2.3.8))a L
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was put into the integral. Since the integral gives a dimensionless
quantity, it was left in atomic units; , however, was replaced by
because the integrand is symmetric in E and has the form of a
00
6-function. Using the method of residues, it is obtained for the integral.
With 2itv /c ü) = 2t t xR' (see definition of atomic units in section 2.1) cgs at 00
we obtain with 16tt3 x a3 x R ’ = 8.0673 x 10 1 8 :0 oo
a (oo)m e xP
df (E +03) m m x 8.0673 x 10 (cm ) . (2.3.11)
With the formulae (2.3.3), (2.3.4) and (2.3.11) we have now obtained the 
formalism necessary to make full use of what is known about static 
polarizabilities, oscillator strengths and photo-ionization cross 
sections.
As a first step we look at the ground states in order to approximate
the dynamic polarizability of the argon ions. It turned out that only
the sum rules Sm (0) and S (-2) in (2.3.5) are useful to approximate
df /dE, which therefore was expressed with two parameters C and r as m m m
-r
C E m (2.3.12)
where E is the energy of the continuum states with respect to E . This 
analytical form is suggested by the known behaviour of df^/dE for 
hydrogen atoms as will be shown later. We then use formula (2.3.4) to
calculate C and r as follows: m m
sb f (°)m
Sbf (-2) m
m
r 00 df
£ E“2 dE
00 —  £■
E m dE
-r -1 m m
r +1 m m
1-r
r -1 m m
which can then be solved for and r^ to give
1 + s_____ i
1 - s with HI
2 S (-2)
m s b f (0)
, r
s b (0)(r - 1 ) 1  m m m
and
(2.3.13)
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In the region where A > A ^ ,  A ^  being the line with the highest wavelength 
of the atom or ion considered, a  ( w )  can be expanded in terms of 1 / A 2 
(see expansion (2.3.2)):
a  ( A )  m
a a
1 + —— H--— +1 +  A 2 A 2 * * * (2.3.14)
where am (A) is the dynamic and am the static polarizability. Combining 
formulae (2.3.2) and (2.3.14) (considering that co is in units
e2 / 2af (cm'1) and A  in Ä =  10'8 cm) we obtain for a with
10l 6 / (2 *R’)2 = 2.076 x 10s :
S ( - 4 )m____
s (-2)m
x 2.076 x 10' (2.3.15)
The values for S (-4) and S (-2) = a are obtained with (2.3.13) and m m m
(2.3.4).
This method is used to approximate the dynamic polarizability of 
Ar I ground state, where accurate experimental data are available. As a 
result we obtained am = 4.9 x 10s , which compares well with the value 
given by Dalgarno (1960) of 5.15 x 10s . His expansion, which is based on 
experiments, is in this way approximated within 3% for A  > 1000 Ä. If, 
however, the experimental photo-ionization cross section reported by 
Samson (1966) is used with formula (2.3.11) to approximate the dispersion 
of argon and helium atoms, the resulting a ( A )  is found to be lower than 
the measured one (assuming e^=l). This suggests that the photo­
ionization efficiency is less than 1, so that in addition to photo-
^  ^  “I* ■■ionization A + hv -> A + e  and auto-ionization A + hv A A + e , 
photo-emission by decay of A to an excited state is significant:
A + hv -* A** -> A* + h v ’.
If we use our result for argon atoms, C =7.2 and r = 1.39 to0 m m
compare a(co) obtained from formula (2.3.11) for e =1, with the 
experimental values reported by Samson (1966), the agreement is within 
70%. It is as if the analytical form (2.3.12) had been fitted to the
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experimental data. Both curves am (w) give a value of (0) close to 18.
A similar comparison for He I Is shows agreement within 5% and an
approximation of the dispersion given by Chung (1968) within 0.5%. This
discussion has shown that one must be careful in using formula (2.3.11)
to obtain df /dE from the measured a (oa) because e is usually not known, m m p
For excited states it is difficult to obtain reliable results for
the static polarizability. We therefore go one step further and use only
the sum rule S (0), which requires df /dE to be written with one m m
parameter. We assume that the core electrons of an excited state of an
ion i behave like the electrons in the ground state of an ion i+1 (i = 0
for the atom, i=l for the first ion, etc.), while the excited electron
behaves like the corresponding hydrogen electron. This means that we
neglect the interaction between the core and the excited electron. Such
an assumption gives a smooth transition between bound and free electrons,
as will be shown. With this assumption we obtain dfm/dE= df^+^/dE for
E > I where df^^/dE is obtained for the ground state of ion i+1 as
discussed above. The "excited electron part" of df /dE is thenm
approximated with the analytical form (2.3.12) with rm =2.5, which can be
justified with the quantum defect method to be found in Burgess and
Seaton (1960). Neglecting the dependence of costt [v + y ' (e ’ ) +  x (vA; e ’ A ’ ) ]
on s' (which is justified for excited states of argon from the behaviour
of y ' ( e ’) near the ionization potential) and taking , (v) = 1.75 (a mean
- 2.5value from their table), we obtain df /dE= C E * by using the relation
(2.3.11). C can then be calculated from the sum rule S (0).m m
Comparing this method with the accurate calculation of Norcross
(1971) for the first excited state of helium (He I ls2s), r^=2.5 is well
confirmed. The approximation proposed here gives values for df/dE which
are 20 - 40% lower than those by Norcross. However for the excited states
of Nal the values reported by Zilitis (1970) suggest values of rm = 4 for
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the 3s state, 6 for 3p and 11 for the 4s and 5s states. The reason for 
this discrepancy for Nal excited states is probably that the interaction 
between the core and the excited electron cannot be neglected. But from 
the comparison for He ls2s, it is felt that this method should give 
similar results for argon excited states because for both cases the atom 
in its ground state has a closed outer shell.
Summing up, df^/dE is approximated as follows for excited states:
df _m
dE c E-2-5+ ^ t !m dE (2.3.16)
where C is found from m
* 00
C e“2,5 dE + 2 f . = 1 . (2.3.17)I t m - mkJ m k
The summation k is over the one-electron transitions of state m, df^^/dE 
is the differential oscillator strength of the next higher ion.
If w >> I -E then S'(0) = 1 in formula (2.3.3) and S"(-2)=a.m m m m i+1
giving the same behaviour of state m, as a free electron plus an ion i+1. 
The point about the "sum rule approximation" of df^/dE is that this 
method gives at least the right order of magnitude because the sum rule 
Sm (0) is used. It is generally applicable and simple and makes use of 
existing data for oscillator strengths and static polarizabilities. It 
was shown that the Ar I ground state and He ls2s dispersion is well 
approximated this way, but that the method fails for Nal excited states.
For cases where the sum rule approximation is not considered 
satisfactory there are the following methods (applicable usually only for 
low excited states):
1. If measurements of the photo-ionization cross section am (oo) are
available, df /dE can be obtained from formula (2.3.11) within the * m
uncertainty of
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2. The differential oscillator strength df /dE is often a continuationm
of the bound-bound oscillator strengths if they are plotted in a 
histogram, as was shown by Fano (1968).
3. The quantum defect method of Burgess and Seaton (1960) assumes that
the deviation of df /dE from the hydrogenic behaviour can bem
expressed in terms of the quantum defect p(e). However p(e) can only 
be obtained from extrapolating ^(e^) = n - Z | | 2 (en£ = ener§y °f
state n& in with respect to the ionization potential, Z-l = charge 
of the ion considered) into the continuum.
An example where method 1. was considered is Ar I 3p54s, where we 
bbobtained S (0) = 1.073 (for the one-electron transitions), making it m
impossible to use formula (2.3.17). Based on the values for 0 ^(00) given
by Biberman (1967), C = 0.003 was obtained for r =2.5, which then
gives Sm (0) = 1.1 (for the one-electron transitions only). Method 2. and
3. gave similar results for this case. The fact that with method 1.
• 00 dfm
S (0) = 2 f + — —  = 1.1 is obtained, is a further confirmation form , mk It dEk J m bb
formula (2.3.17) for high excited states. In fact (0) for Ar I 3psn£ 
with n£ = 3d, 4p and 5s was found to be 0.04, 0.375 and -0.52, which 
makes it possible to use formula (2.3.17).
2.4 RESULTS AND DISCUSSION
The results for the static and dynamic polarizabilities obtained 
with the methods discussed in sections 2.2 and 2.3 are presented in 
Table 2.4.1. The results for argon will then be used in section 3.3, 
together with the plasma composition, to obtain the dispersion in the 
optical region of the kind of plasmas that can be produced with DDT.
First we are going to summarize what has previously been done in 
theory and experiment to obtain these quantities. The first reference to
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m £am
Vam
sam
uam Cm rm am
Ar I 3p6 2.54 11.08 1 11.08 2’ 54.6 7.2 1.39 5.15 x 10s 3
3p5 3d 105 4830 1370 347 0.065 2.5
3p5 4s 355 540 255 - 0.003 4 2.5
3ps4p 469 1750 760 537 0.08 2.5
3p5 5s - 15180 1248 400 0.09 2.5
Ar II 3p5 8.5 7.4 66.7 2.44 2.05 x 105
3p4 3d 8.21 17.5
3p4 4 s 91.3 92.1
3p4 3p 36.4 37.9
Ar III 3p4 5.0 5.3 3.7 x 104 6.5 8.90 x 104
Ar IV 3p3 3.4 3.9
Ar V 3p2 2.25 3.5
He I Is2 1.384 5 4.21 2.3 2.24 x 10s6
ls2s 432 267 444
ls2p 11.4 347 26
ls3s 10190 9410 10250
ls3d 8840 7050 8900
ls4s 84900 110500 85100
He II Is 0.281 7
Table 2.4.1: Polarizabilities of argon and helium bound states. The
units of a, [a] = a3 , [a ] = Ä2 and [C E m] = [df /dE] = 2a0/e2 . The * o , L mJ L m m 0
formulae (2.3.6) define and a11, (2.2.4) defines aV, (2.2.6) definesm m  m
aS, (2.3.12) defines C and r , and a is defined in (2.3.14) m m m m
(1),(2): As was explained, the variation and Sternheimer method
were scaled to give the experimental value (Dalgarno,
1960) of a. _.Ar I
(3),(5), (6): Experimental values taken from Dalgarno (1960).
(4): Value based on the photo-ionization cross section in 
Biberman (1967) as was explained above.
(7) : The explicit solution for hydrogen-like atoms as given in 
Sternheimer (1954) was used.
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the static polarizability of the ground state of the first argon ions, 
aAr ii* an<^  t i^e fi-rst excited state of argon atoms (Ar I 3ps 4s 3P), j.*,
was found in Alpher and White (1965). In units a3, they obtained 
theoretically (using the Slater method and formula (2.2.3)) aAr n = 9*2 
and ^  = 170. An observed value for = 675 is also quoted. They
suggest using the static polarizability of excited states in calculating 
the refractive index in the optical region. This was also implied in 
Ascoli-Bartoli (1968) by the statement that "the static polarizability for 
excited states is proportional to the fourth power of the mean radius of 
the outermost electron" (see formula (2.2.3)). In section 2.3 we have 
seen that this is misleading, because for instance for Ar I excited 
states, the important transitions are of the type m-k', giving the 
expansion (2.3.1) and not (2.3.2) as is this way suggested.
More accurate measurements of ^  were reported by Johnson (1970),
who obtained 369 ± 18 a3. Bristow (1971) measured a. TT; from his ratioso Ar II
aAr II^aAr I* an exPeri-mental value of 7.2 ±0.4 a^  and a theoretical value
gof 7.93 is obtained. His experimental value agrees well with quoted 
in Table 2.4.1; this shows the importance of having a better method to 
calculate the static polarizability than the one he used (formula (2.2.3) 
based on wavefunctions obtained with the Slater method).
Accurate calculations on He ls2s were done by Chung (1966), who 
reports 315.6 a3 for the 3S state and 802 a^  for the 5S state, giving
aHe ls2s = 440 a° *
Considering Chung's result, the limits for the static
polarizabilities am obtained from the known oscillator strengths and the 
& \1sum rule (a and a ) are reasonably consistent with a except for m m  J m r
Ar I 3p55s and He I ls2p. This supports the way we have used the sum 
rules and suggests that for those two exceptional cases the oscillator
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strengths as given by Wiese (1969) should be investigated from this point
5 Z 5of view. For Ar I 3p 5s a was found to be -42 and for Ar I 3p 4sr m ^
LI &a < a ; therefore these values were not quoted in Table 2.4.1. A m m
similar discrepancy was found for the argon ions Ar IV and Ar V ; in
order to satisfy S (0) and S (-2) (see formula (2.3.5)) a much lower m m
static polarizability as given in Table 2.4.1 or an additional transition
with a wavelength greater than 1000 Ä would be required. Similar results
were obtained for S (-1).m
In conclusion we have found that by using the sum rules fairly good 
approximations to the polarizability can be obtained in a relatively 
simple way by making use of the known oscillator strengths. Such a 
method is desirable for our problem of estimating the influence of all 
the different excited states of such a complicated atom as argon, on the 
dispersion of an argon plasma. From this point of view an explanation of 
the above discrepancies would be desirable as well as some guidelines as 
to how far the sum rules can be used with the known oscillator strengths. 
It might be worthwhile to investigate how far the oscillator strengths 
can be adjusted so that they are consistent with the sum rules. Attempts 
along these lines have been reported for helium by Migneron (1965) and 
for neon by Piech (1964).
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CHAPTER 3
COMPOSITION AND DISPERSION OF SHOCK-HEATED ARGON PLASMA
3.1 EQUILIBRIUM PLASMA MODEL
The purpose of the model discussed in this section is to describe 
the composition and the thermodynamic properties of a monatomic plasma 
with several ionization stages. With the exception of the method used to 
account for the high excited states and that used to calculate the 
enthalpy, the model is the same as that reported by Drellishak (1963). 
Because this model and its applications have been described in detail in 
Meier (1972), only the relevant formulae and the physical assumptions 
behind them are given here.
Since the only significant particle interaction energy, the Coulomb 
interaction energy F , was shown by Cooper (1966, p.46) to be negligible 
compared to the total enthalpy per particle, we assume the same equation 
of state as that for an ideal gas. This means that the pressure of the 
plasma, p, is related to the total free particle number density N and 
their translational temperature T (assumed to be the same for all 
particles) by
From the neutrality of charge of the plasma we obtain a relation between 
the number density of the free electrons N^ and the N^, the number 
densities of the ions i (i=0 for atoms, i = 1 for the first ionized ions, 
etc.),
P x k x T (3.1.1)
Ne Nj + 2N2 + 3N3 + 4N4 + (3.1.2)
totIn terms of these number densities N N0 + 2Nj + 3N2 + 4N3 + 5N4 + . . . .
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We further assume local thermodynamic equilibrium (LTE) which then 
defines T as the plasma temperature, in the sense that the distribution 
amongst the states follows a Boltzmann distribution for temperature T. 
The radiation field is not considered; it is usually not in equilibrium 
for the conditions reported here. The assumption of LTE then means that 
the composition of the plasma is described by the Saha equation:
Ki +  2 Ki 2 +  3 Ki 2 3 +  4  Ki 2 3 4 +
^ "NT 3 'T ^  • • •N 2e N 4e
(3.1.3)
In this generalized form of the Saha equation K stands for
N.N l e
Ni-i
(27TmekT) 3 / 2 Q.
exp (-1! /kT) . (3.1.4)Wi_i
With this expression Ki 2 is then defined as Ki xK 2 etc., is the 
internal partition function of ion i, and the ionization energy of
ion i-1, where 1^  ^ is the reduced ionization energy.
Except for the reduction of the ionization potential, the four 
equations (3.1.1) to (3.1.4) describe the plasma in LTE and assume only 
collisional interactions between the particles. These equations are 
written in a general form for any number of ionization stages; they are 
explicitly written out for four stages as were considered for the argon 
plasma calculation in Meier (1972).
The particle interactions are only taken into account within the 
Debye theory, which gives the reduction of the ionization potential and a 
corresponding cut-off in the partition function. According to the theory 
of Ecker and Weizel (for details see Meier, 1972), there exists only 
bound states with main quantum numbers n < n^ > Q1L - 1 (n and n^ are 
integers), where n^ and QN^ are defined as follows:
3.611 x IQ4
Z! T 1
2 j2 N
U =1
> n (3.1.5)
Physically this means that the states with n = are assumed to be
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hydrogen-like (excited electron in a hydrogen-like potential of effective 
charge taken as i+1), and that there exists only bound states with a 
Bohr radius less than the Debye radius.
This separation between bound and free electrons obviously leads to 
discontinuities in equation (3.1.4), which physically do not occur and 
which makes it impossible to differentiate any quantity of the plasma so 
obtained. Therefore a smooth reduction of the ionization potential is 
used here, which agrees with (3.1.5) at the points where QIL = n^.
As for a hydrogen atom, the reduced ionization potential 1^ is then 
calculated in a smooth way as,
I!i Ii QN.2 (3.1.6)
To calculate the partition function, a formula given by Griem (1964,
p.141) was used. We define Q^(T) as
q” (T)
jo
2 g . . exp
j = l J
-Eij + 2 exp
n=n0+l
! 2 E /n2 - I!
. (3.1.7)
The summation j = 1 to j0 is to be taken over the levels tabulated in
Moore (1949), g.. is the degeneracy of the levels with energy E ,., and Eu ij !! n
is the ionization energy of a hydrogen atom in its ground state 
(= 1 Rydberg).
The levels which are not tabulated are approximated as being 
hydrogen-like in the second sum, G is the degeneracy of all levels with 
main quantum number n as obtained from
G. = 2n2 G .in i
G = 2 (2S + 1)(2L +1) . (3.1.8)l m mm
In this expression and are the spin and orbital momentum of the 
ground states of the ion i+1. Shells up to n = , which were not fully
tabulated, were completed with G^^^= 2 (2£+l)Gi giving the degeneracy of
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the n£-subshells, and a hydrogen-like energy as in (3.1.7) for n > rig .
The value G . ^  = 2 (2&+l)G^ is consistent for argon ions with the values as 
far as they are tabulated.
The reduced partition function is then defined in a smooth way with 
N = n^ as follows:l
Q±(T) = Qj(T) + (QN. -N)|q”+1(T) - q”(T)J . (3.1.9)
With these nine equations the plasma model used here is defined. Its 
limitations will be discussed in section 4.5. The mathematical structure 
of this plasma model can be described as follows:
1. We notice from equation (3.1.5) that the particle interaction 
can be described with one parameter QN(T,Nj ,N2 ,N3 ,N4 ...) = QN0 , then 
QNi = QN x (i+l)^.
2. From equations (3.1.1) and (3.1.3) it follows that the
composition of the plasma N0 , Nj , N2 , N3 , N4 ...» its pressure p and
density p = a x [N0 +N, + N 2 + N3 + N4 + ...] (where a is the atomic weight 8 8
of the monatomic gas g considered) can be explicitly expressed as
functions of [T,N,QN(T,N, ,N2,N3 ,N4 ...)] . (3.1.10)
This means that QN has to be found consistent with the equations (3.1.5). 
An iteration QN(n+l) = ^ [QN(n) + QN(n+1)], where QN(n+l) is obtained from 
equation (3.1.5), is used for this purpose.
So far we have shown how the plasma composition, N , N0 , Nj , N2 , N3 ,
energy with respect to the ground state), the pressure p, the density 
p and the temperature T, are related. Based on these quantities it is 
straightforward to obtain the thermodynamic properties of the plasma.
In the shock equations to be discussed in section 3.2, the enthalpy 
per unit of mass, H, is needed. This specific enthalpy is generally
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expressed by E ^ ^ + p / p ,  where E is the specific internal energy of the
plasma which for a monatomic gas is divided between translation (E ),trans
excitation (E ) and the ionization (E. ), giving H asex ion ö 0
with
H = E +trans E + E . + p/pex ion
Etrans J= |  p /p
Eex = - S E. P 3=1 J
M.J
E.ion = - S N.p i_i 1 Ii-1 *
(3.1.
for E the sum over j is to be performed over the
bound states in the same way as discussed for the partition function 
(see formula (3.1.9)). The sum i is over all ionization stages.
The free energy per unit mass F is another quantity which can be 
obtained directly, using
fi
-kT lnU\ J  * -kT 2 N. In
tot 1=0 1
(3.1.12)
In the first expression Q is the total partition function of the 
e N± t0t
plasma, Qtot = ü (N^!)1. In the second expression ln N^! is
i=0
approximated with the Stirling formula as IL ZnlSL. The sum in (3.1.12) 
is to be taken over the atoms and all ions i = 0,l,2,3,4,..., and over the 
free electrons i=e. The total partition function of particles i, P^, is
then calculated as
2-rnn. kTl
3/2
Q±(T) . (3.1.13)
The first part in formula (3.1.13) accounts for the translational modes 
of particles i, nu being their mass. In equation (3.1.9) we have defined 
the internal partition function Q^(T) for i = 0,l,2,3,4...; for electrons 
no internal degrees of freedom are excited, therefore Q =1. From 
(3.1.10) it follows that the state of the plasma is described with two
variables; therefore the specific entropy S is determined by E^nt and p
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only, which means -S.
calculated from F with
With this thermodynamic relation H can be
H F + p/p , (3.1.14)
which is the formula used by Drellishak (1963) to calculate the enthalpy. 
The expression (3.1.11) was preferred here, because it does not involve 
differentiation. From thermodynamics, formula (3.1.14) must be 
consistent with formulae (3.1.11) and (3.1.12); this was confirmed by 
comparing our values for H with the ones reported by Drellishak (1963).
3.2 THE PLASMA BEHIND A NORMAL SHOCK
In section 3.1 it was shown how the plasma composition N0 , N1 , N2 ,
N3 , N4 , ... its pressure p, density p and thermodynamic quantities H and 
F, can be expressed explicitly as functions of (T,Ne,QN). Therefore if 
and Q2 are two independent quantities of the plasma, which can 
explicitly be expressed in terms of the above plasma quantities, then 
there are two functions f, and f2 with
Q1 = f2 (T,Ne,QN) and Q2 = f2 (T,Ne,QN) . (3.2.1)
The general problem which is considered here is: How are the plasma
properties obtained if Qj and Q2 are specified? In terms of the most 
suitable variables of our plasma model (T and Ng), this involves solving 
the two equations (3.2.1) for T and N£ with the condition that QN has to 
be consistent with formula (3.1.5). The solution of this problem is 
presented in detail for the case of obtaining the conditions behind a 
normal shock, which in chapter 4 will be compared with experiments. 
Further, in Meier (1972), the refracted and reflected shock cases are 
solved and also it is shown how the conditions of an argon-helium 
mixture can be obtained with this plasma model; these are all examples
oiLcprablems like the "general problem" (3.2.1). The computer programs,
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which are described in the above reference, were designed as follows:
1. Four basic subroutines handle the equations in section 3.1 in a 
way which enables the plasma model to be changed easily. They are:
PAFU, which calculates Q^(T) with (3.1.7); EX similarly calculates
in (3.1.11); COMPO solves the Saha equation (3.1.3) consistent with 
(3.1.5) for specified T and or T and p; and THEPRO finally calculates 
H with (3.1.11) and F with (3.1.12).
2. Another basic subroutine SHOCK calculates fx and f2 in (3.2.1) 
for the normal, reflected and refracted shock cases.
3. The main subroutine PINUS integrates these basic subroutines in 
such a way that most problems envisaged can be solved by calling only the 
main subroutine PINUS. Explicitly PINUS is designed to solve the 
following problem:
• Given the conditions in front of a normal shock (initial pressure px 
and temperature Tt ) and the shock velocity u, calculate all 
quantities described in section 3.1.
PINUS can also be used to solve simplifications of this problem:
• Given T and Ng or T and p of the plasma, calculate all quantities 
described in section 3.1.
It is this simplified usage of PINUS which is used to reduce any fj and 
f2 (formula (3.2.1)) to functions of T and N^ only. With a two- 
dimensional Newton method (as is used in PINUS to solve the normal shock 
problem) it is then straightforward to solve the general problem (3.2.1) 
in the main program.
In the following we consider the normal shock case. According to 
this general procedure we have to choose two quantities which are 
specified for the normal shock (u and px) and which can be expressed as
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functions of the condition of the shock-heated plasma and possibly other 
specified quantities (Tt ) .
First we consider only the plasma immediately behind the shock front 
for which we make the following physical assumptions:
A 1 : The shock wave is one-dimensional.
A 2 : The plasma reaches equilibrium (according to our plasma model) 
behind the shock and in the time required to reach this 
equilibrium the energy loss is insignificant.
Under these assumptions, the conditions of the plasma behind the shock 
(p2 , p2 and Ü2 ) are related to the conditions in front of the shock (p j  , 
Pj and Hj) according to the well known conservation equations of mass 
(ma), momentum (mo) and energy (e). For u equal to the shock velocity 
and q2 , the velocity of the particles behind the shock front, Liepmann 
(1965) shows that
(ma) : p2 (u - q2 ) = pj u
(mo) : p2 + p2 (u - q2 )2 = Pi + P! u2
(e) : Hj + i*(u-q2 )2 = Ht + W  . (3.2.2)
If the gas ahead of the shock is not excited (here assumed at room 
temperature Tj - 293 K) then H t = y  Pi/pi , for which case (3.2.2), by 
using Pj = px/RTj (ideal gas), transforms into:
(P2 - Pi ) (RTi )2 p2 
r t i Pi P2 - P?
Pi Pi (2Hj P2 ~ 4RTj P2 — p2 ) RTj P2 P2 (3.2.3)
By using PINUS to "convert" p2 , p2 and Hj into T and as described 
above, we obtain the desired form (3.2.1):
u = f1 (T,Ne ,T1 ) and Pl = f2 (T,Ne ,Tj) . (3.2.4)
The two equations (3.2.4) are solved in PINUS for the specified values of 
u, pj and Tj , for T (plasma temperature) and (electron number density
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of the plasma behind the shock). This is done by starting with estimates 
for T, N£ and QN, T and are then iteratively found with a two- 
dimensional Newton-method with a limited step size. Obviously this 
method only converges in the region where is a "good" independent 
variable, which was found to be so for T > 6000 K. In this region rapid 
convergence was found even for very bad initial estimates. Because the 
step size in the iteration can be limited, it is practically impossible 
for the iteration not to converge in this region.
In Meier (1972) the results of such calculations are plotted for 
1015 < N£ < 101 9 cm-3 and 104 < T < 6 x 104 K for initial pressures p2 =0.1, 
0.2, 0.5, 1, 2, 5, 10, 20, 30, 50, 70 and 100 torr and for shock 
velocities u = 4 - 28 km/sec, taking into account Ar I to Ar V (fourfold 
ionized).
If we add the following assumptions to A1 and A2 then the conditions 
of the plasma as it decays can be obtained.
A3: The plasma decays only because it loses energy, which means
we neglect boundary layer interactions, viscosity and 
turbulent mixing across the contact surface.
A4: The shock wave remains one-dimensional as it decays.
A5: The plasma stays in equilibrium as it decays, which means that
the decay is such that only a small change in plasma conditions 
takes place within the relaxation time of the plasma.
With these assumptions the conservation equations (3.2.2) for mass and 
momentum can still be used. As the plasma decays u - q2 changes into v, 
p2 into p and p2 into p , which gives
p2 (u - q2 ) = pv
p2 + p2 (u - q2 )2 = P + pv2 • (3.2.5)
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By substituting for v, we obtain the quantity QK, which is conserved for 
such a decay:
p2 + p2 (u-q2)2 = QK = p + [p2 (u~q*)]2 = p + ^  . (3.2.6)
The two constants QK and QD are obtained from the conditions immediately 
behind the shock front. Because with our plasma model the plasma 
conditions are determined by two independent variables x,y (usually T and 
N ), equation (3.2.6) determines a line in the x-y plane. This line then 
determines the conditions through which the plasma decays. Of course 
this method does not give the timing of the decay; for that purpose a 
model for the change in enthalpy ->-H(t) would be needed in order to be 
able to use the energy conservation equation as we used the mass and 
momentum conservation equation in (3.2.5).
From equation (3.2.2) we find that QD = (pju)2. For a strong shock, 
pju2 is the dominating term in equation (3.2.2, mo); therefore QK = pju2 . 
For p ;> p2 we then obtain ^  <, QK " .  From the plots given in Meier (1972) 
it can be seen that can be as small as 1/16 for significant ionization,
P2
in the strong shock limit without ionization ~ ~ ~ %  for a monatomic gas. 
For the shocks considered here we therefore obtain ^  p, i.e. p stays 
constant to first order (with respect to p) behind the shock front.
The limits of this plasma model with the assumptions Al - A5 will be 
discussed in section 4.5 based on the experiments to be discussed in 
chapter 4.
In Fig. 3.2.1 the importance of the reduction of the ionization
potential is demonstrated. The fringe shift f was calculated with
ef fformula (3.3.5). At these conditions f is dominated by . Because Nq
and Qq increase with increasing QN, the excited state population
increases rapidly with QN. In fact this increase is greater than the
ef fcorresponding decrease in N , which results in an increasing N^ (see
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section 3.3) and therefore an increasing fringe shift f. Combining
(3.1.6) with (3.1.4) the variation of with respect to Qlsh is obtained
as K_^  Ä5 exp [1^/(QN^ x k x T) ] (QN^)/Q^_^ (QN_^_p . At the conditions in
Fig. 3.2.1 the effect of this dependence of on QNL is a decrease in
free electrons and a much stronger increase in the population of the
excited states of Ar I for increasing QN. In terms of the internal
energy, the corresponding decrease in E_^ on is almost balanced by the
increasing E and the change in E . This is indicated in Fig. 3.2.16X trans
by the fact that the temperature T does not vary much with QN. Actually
I I  I M  I I I II I 1 I I » I I II I I » I I I I I
8 16 24TERMINATING N IN ARI QNO
Fig. 3.2.1: Relative change of Ng, T, , f (fringe shift per cm of
plasma at 5000 A) and No, the values behind a normal shock into 
argon with pj - 10 torr and u-7.4 km/sec as a function of QN - QNq . 
The values consistent with equation (3.1.5) (used for the reduction 
of the ionization potential) are:
QNo -8.2, Ne -1.30x 1018 cm"3 , T - 16290 K, %  - 1.082, f-2.3 cm”1 
and Nq - 2.24 x 101 8 cm"3 .
45
at conditions similar to those which were chosen in Fig. 3.2.1 the 
measurable quantities f or Ng may be used to determine QN under the 
assumptions made in this section.
3.3 DISPERSION OF ARGON PLASMAS
This section combines the theories concerning dynamic polarizability 
presented in chapter 2 with the plasma composition described in sections 
3.1 and 3.2 in order to obtain the dispersion of argon plasmas as 
indicated in section 2.1.
We first approximate the dispersion of the whole plasma with two 
ef f ef fvariables N^ and NQ and then discuss this approximation locally (near 
a line) and globally. To do so, the plasma particles are separated into 
three groups according to the way in which their dynamic polarizability 
is approximated.
1. Free electrons (number density Ng): The dynamic polarizability
does not have to be approximated; formula (2.1.3) is adequate for the 
region discussed here. If we define 6 as the optical path (compared to 
vacuum) in Ä  of a plasma column of 1 cm length [6= 108 (n-1)], then we 
obtain for the free electron contribution at wavelength X (in Ä) :
6 (X) = - 4.485 x 10"22 xN xX* 12 . (3.3.1)e e
2. Ground states (number densities Nq , N^, N^, N^, N^ ...): For
argon plasmas as discussed here, this group is defined by the bound
states of Ar I (Nq ) up to Ar V (N®) with energy levels < 36000 cm-1 , 
which means all states with 3p6 , 3ps , 3p4  *, 3p3 or 3p2 electrons in their
outermost subshell and with the 3s subshell filled.
Using approximation (2.3.2), which is appropriate for those states, 
we obtain:
öf (X) 9.311 x 10'17 x N? x " i i (3.3.2)
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3Here a_^  is the static polarizability in aQ of ion i in its ground state, 
a^ is in Ä2 , the coefficient used in the Cauchy formula.
3. Excited states (number densities N^, Nj6 , N^, N^, N4 ...): These
0  Cr
states are defined by N^ = N ^ - N t", where 1SL is the total number density 
of ion i as defined in section 3.1. We now assume that all excited 
states behave like the highly excited states which were found in section 
2.3 to behave like a free electron in conjunction with the next higher 
ion, giving an approximation 6^ for their contribution to 6:
6®(X) - 4.485 x 10 22 x N? x X2 + 9.311 x 10"17 x Ne a. ,, 1 1 l+l 1 +
i+1 . (3.3.3)
In summary, the two parameters N eff. electron density and
eff. atom density are defined as follows:
N + 2 NT
e i=0 1
2 ct + 2 ct Nci i i+1 ii=l 1 i=lN0 + (3.3.4)
The static polarizabilities ou are taken from Table 2.4.1 as a^, being 
the values obtained from the Sternheimer method.
Combining formulae (3.3.1) to (3.3.4), the optical path of the
plasma, 6 = 6 + 2  [6? +6?], can be expressed as follows (6 and A in Ä,
6 i=0 1 1
N . in cm"3):1
6(A) * - 4.485 x 10"22 x N^ff A2 + 9.311 x 10"1 7 x N®ff x ac 1 + .(3.3.5)
It remains to discuss A, which from the above is given by
2 a. N? a. + 2 a
i=0 'i 1 1 i=0
k Ne a i+1 i+1 i+1
(3.3.6)
a0 x N0
From the expansion coefficients given by Dalgarno (1960), it can be seen
A'for an Ar I gas that the next term in the expansion, — , is of the sameA
order as -4- at 900 Ä, while at 2000 A = 0.026. This means that it is 
A2 A4
sufficient to have only one term in formula (3.3.5) for A >2000 Ä,
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bearing in mind that a^+  ^K a ±'
The dependency of 6 on A in expression (3.3.5) is dominated by 
except at low ionization fractions. For practical purposes it is 
therefore justified to simplify equation (3.3.6) as follows:
Neglecting excited states and higher ions than Ar II we obtain 
eff eff a,Nj = N and NQ = N0 - —  N^ , which when inserted in (3.3.6)
gives
ao e
M e f fai N
a “ 3q ----- frr (a0 - a, ) . (3.3.7)
°o No
If we now insert the values for a0 = 5.15 * 10s , aj = 2.05 * 10s ,
a0 = 11.08 and 04 = 7.4 as given in Table 2.4.1, we obtain for argon
plasmas in the region where Ar III is not significant:
„eff
A = 5.15 x 105 - 2.07 x 105 . (3.3.8) 
effWe have now shown how 6(A) can be approximated with two parameters Ne
effand N0 , which can be calculated with the plasma composition obtained 
from section 3.1 and the static polarizabilities as given in Table 2.4.1.
effIn Fig. 3.3.1, for the plasma obtained behind a normal shock-
into argon at initial pressures p: =0.1, 0.2, 0.5, 1, 2, 5, 10, 20 and 30 
torr is plotted as a function of the shock velocity u, for an initial 
temperature Tj =293 K. Other quantities of interest such as temperature, 
plasma composition, partition functions, pressure, density, enthalpy and 
free energy can be found in Meier (1972) plotted for the same region.
The first region in Fig. 3.3.1 (Ar I), limited by is defined by
6 6N0 > Nj , that means the excited states in the plasma are mainly Ar I
excited states. The numbers 4.6, 5.3, etc., give 100 xNQ/N^ , the
maximum Ar I excited state population in per cent of the eff. electron 
effdensity , and similarly for Ar II and Ar III. If one wants to look 
at excited states, this plot therefore shows the conditions under which a
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Fig. 3.3.1: Effective electron density (u) behind a normal shock
into argon at initial pressures p, =0.1, 0.2, 0.5, 1, 2, 5, 10, 20 
and 30 torr. The small numbers give the maximum values of
p pf fIOOx n 'J/IT for Ar I (i = 0), Ar II (i = 1) and Ar III. The regions 
where the excited states are dominated by Ar I, Ar II and Ar III 
excited states are marked by
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maximum population can be found. With 15.2% at pt =30 torr, the Ar I 
excited state (Ar I*) population is fairly significant. The trend shows 
that at sufficiently high densities there will eventually be no free 
electrons in the sense used in section 3.1.
ef fThe effective atom density N0 is plotted in a similar way in
Fig. 3.3.2. The small numbers give the maximum values for
100 x ou (n | + / (a0 x NQe^ )  , the relative contribution of ion i (i > 0)
ef fto N0 in %. Again the regions where Ar I, Ar II and Ar III ground
states dominate are separated by The figures show that the
ionization stages of argon are well separated, a fact which is important
if, for example, one wants to measure the static polarizability of argon
ef fions. The decrease of N0 for increasing shock velocity u is mainly due
to the fact that a... < a .  (see Table 2.4.1). l+l l
Finally in Fig. 3.3.3, the fringe shift f to be expected behind a 
normal shock into argon at 5100 Ä  is given per cm of plasma. With 
equation (3.3.5) 6(5100) = f *5100. This plot is useful in deciding the 
range which can be covered with interferometry. The plots are for 
Tj = 293 K and p: = 0.1, 0.2, 0.5, 1, 2, 5, 10, 20 and 30 torr of argon 
test gas.
So far we have seen that formula (3.3.5) describes the free 
electrons, the ground states (for A >2000 Ä) and the highly excited 
states (with dominating transitions of type m-k') very well. The low 
excited states (with a 3d, 4s, 4p or 5s excited electron), however, have 
mostly transitions of type m-k" or m-k'" (see section 2.3). We are now 
going to look at their contribution <|> (A) to 5(A) as far as it was not 
accounted for in formula (3.3.5). With A (A) being the total 
contribution of such low excited states m to 6(A), we therefore obtain
A*(A)m 6 (A) +  cj> (A) , m m (3.3.9)
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Fig. 3.3.2: Effective atom density N0 (u) behind a normal shock into 
argon at initial pressures p, =0.1, 0.2, 0.5, 1, 2, 5, 10, 20 and 
30 torr. The small numbers give the maximum value of 
100 x a± x (N^ + N®_1)/ (a0 xN0etf) for Ar II (i = l), Ar III and Ar IV, 
the regions of which are indicated by .
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Fig. 3.3.3: Fringe shift behind normal shocks into argon.
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0
with 6 (X) as defined in equation (3.3.3). Based on the sum rule
approximation and using formula (2.1.4) for am (w ) and (2.1.3) for ae (oo),
108we then obtain with go = ■ ■  ■;K A oo
<j) (X) = 2tt x 108 x a^ x N fa (co)-a (go)1 . (3.3.10)m 0 m^ m e '
0
This means that A (X) is obtained by assuming the low excited state m to m
behave like the ion core in conjunction with the corresponding hydrogen
excited state (using the known oscillator strengths of the m-k
transitions with the sum rule approximation), rather than a free
electron as was assumed in formula (3.3.3). Within this approximation,
we therefore have to add d> (X) for each low excited state to 6(X) asm
obtained from formula (3.3.5).
In order to estimate the relative significance of the $m (X) > we
define d>. T (X)= 2 <j> (X) and <i>A TT = 2 <j> (X), where the sum m is over allAr I m ' Aril nm n
3d, 4s, 4p and 5s excited states of Ar I as tabulated in Wiese (1969) and 
similarly the sum n over the 3s, 4s and 4p excited states of Ar II. In 
the region where Ar I excited states dominate the plasma (see Fig. 3.3.1), 
the relative influence of the excited states as far as they were not 
accounted for in equation (3.3.5), is therefore given in per cent of 6(X) 
as E^r j- (X) = 100 x <J>^  ^(X) /6 (X) , and similarly
EA r I I (A) = 1 0 0 x 'i>Ar I I(A)/6(X)-
The program used to calculate the results plotted in Fig. 3.3.1 was
also used to find the conditions for a 20 torr shot where E. T (X) andAr i
0f fEAr i i ^)  are most significant, defined by N^g/Ne (N^g = population of
one 4s level of Ar I or Ar II) being a maximum. For Ar I the conditions
for a maximum E. T (X) at p, = 20 torr are: u = 8.4 km/sec, T = 18490 K,Ar I 1
N = 3.57 x 1018 cm-3, Nft = 3.90 x 1018 cm"3 , Neff = 4.14 x 1018 cm"3 , e 0 e
= 6.09 x 1018 cm"3 and N. /NeEE = 4.8 x 10"4 . For Ar II we obtain o 4s e
similarly: u = 14.4 km/sec, T = 33800 K, = 9.77 x 101 8 cm 3 ,
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Nj = 5.41 x 1080 cm”3, N®ff = 1.14xlO19 cm”3, N®ff = 4.77 xlO18 cm”3 and
N. /Neff = 1.6 x 10"4 .4s e
In Fig. 3.3.4 (^A) and E^ ^(A) ~ 10.0 are plotted for these
conditions. In calculating E(A), no reduction of the ionization
potential was considered. In using formula (2.1.4), the line width AA
was taken as 90 Ä for E. T and 300 Ä for E. _T. These values for theAr I Ar II
line broadening are of the order of the Stark broadening at these 
conditions; their significance in Fig. 3.3.4 is that, by using such 
values for AA, the peaks near the line centres are reduced which shows 
the global behaviour of E(A) clearer.
The plot of E^ j-(A) shows that the important Ar I transitions are of 
the type m-k' for A < 6400 Ä, except for the 4p continuum contribution 
(4p-c). The 4s-4p peaks of Ar I have to be considered if two-wavelength 
interferometry is used with one wavelength > 6400 Ä. As to Ar I plasmas 
we conclude that formula (3.3.5) gives a very good description even for 
these low excited states (15.9% of all Ar I excited states at the 
condition in Fig. 3.3.4) for A <6400 Ä.
For Ar II, however, the situation is different. The important
transitions are now definitely of type m-k" or m-k'" which makes formula
(3.3.3) an inadequate description of these states. But the relative
influence of these states is less significant than for Ar I; we have 
ef fseen that was only 1/3 of the value for the Ar I plasma and also
the population of these low excited states is only 1.3% of the total 
excited state population of Ar II at the condition in Fig. 3.3.4. 
Generalizing the behaviour of Ar II and the higher ions we find:
(1) The known transitions are mostly of type m-k" or m-k"' making 
formula (3.3.3) inadequate to describe them.
(2) Based on formula (3.1.5) (QIL = QNq Z| 4) , the relative population
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Fig. 3.3.4: Maximum influence of Ar I excited states j(X) for
p, =20 torr, u = 8.4 km/sec, T = 18490 K, =* 3.57 x 101 8 cm-3 and
AX - 90 Ä.
Similarly ^ ( X )  ~ 10.0 is plotted for pj = 20 torr, 
u “ 14.4 km/sec, T = 33800 K, N g * 9.77 x 101 8 cm-3 and AX ■ 300 A.
No reduction of the ionization potential is considered, AX 
is of the order of the Stark broadening at these conditions.
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of highly excited states is higher than for Ar I.
Therefore E, TTTwill have a similar peak to the one in E. thoughAr III Ar II 0
smaller and at lower wavelength, and similar for the higher ions. In 
summary, Fig. 3.3.4 shows the maximum relative error in 6(A) obtained 
with formula (3.3.5), due to the approximation of the excited states. 
For the experiments reported in chapter 4 (4000 < A < 6000 Ä) , this error 
is less than 2%.
Having discussed the global nature of the approximation (3.3.5) in 
Fig. 3.3.4, we now look at it locally, that means near a line centre.
The relevant question to be answered is: Which lines can be observed
with the hook method of anomalous dispersion? (see Marlow, 1967; and 
Huber, 1971). For this purpose we look at the contribution A (A) of an 
excited state near one of its lines A ^ with a line width A A . Assuming a 
natural type of line broadening for this rough estimate, we obtain by 
combining equation (2.1.2) and (2.1.4):
2 2 , i r20) . - 0) +mk mAe(X) = 2it x 108 x a’ x N x4xf — ---(3-3.11)m o m mk [w2. - w2 4- ^ r2. ]2 + T2. oo2mR mR mR
In this expression V and 00 are in atomic units, a0 the Bohr radius, is
“3 0in cm and in cm to give A^(A) (the optical path per cm of plasma due 
to state m) in Ä, as a function of the wavelength A in Ä.
If we convert this formula with y R' 911.2671 we obtain
and
A mk y/ - y / A + ^ -  mk 2
and with
and AA AAA . A ’ mk
(1 - x2 + SgAx )A«<X> - 4.485 x IQ'» x Nm x fmk x X^k . -2 + Ax2 • (3.3.12)
L(x)
0In order to find the maxima of A (A) we assume AA << A , , then only them mR
part of (3.3.12) containing x, L(x) has to be considered. L(x) has its
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maximum at x = l±J$Ax, giving L(l-^Ax) - L(l+^Ax) = — . We now define
F - = N f . mk m mk
g N. i -Js. 
g, n°k m
as the effective oscillator strength taking into 
account the negative dispersion of state with degeneracy g^. The 
maximum optical path difference to be seen across a plasma column of 
length L cm due to transition m-k, A 6 ^  is therefore given by
4.485 x 10"22 xF . x L x - ^  mk AA (3.3.13)
If we now require that transition m-k causes at least a fringe shift 
A6 , 
f = — of f , (~ 0.25) we obtain the criterionmin
4.485 x 10~22 xF , xL x~~~~ > fmkAAmk " “  ‘min 
which must be satisfied if the transition m-k can be expected to be 
observed with the hook method.
(3.3.14)
This criterion was applied for the conditions under which Fig. 3.3.4 
was obtained and it was found that with our tube (L = 4 cm or 5 cm), only 
the resonance lines (large N ) and some strong lines above 7000 Ä can 
possibly be observed among the argon lines with the hook method assuming 
AA = 3 A (which is far too small according to the Stark broadening as 
given by Griem (1964)). This then means that the local error in equation 
(3.3.5) in the region 4000 - 6000 Ä, where the channelled spectrum 
technique was used (see section 4.3) is negligible.
In summary we have found that formula (3.3.5) gives an adequate 
description of the dispersion of argon plasmas in the range 
2000 Ä < A < 10000 Ä. In Fig. 3.3.4 it was shown that the Ar I and Ar II 
excited states 3p, 4s, 4p and 5s give a negligible deviation from the 
above described dispersion (< 3%) in the visible region. The peaks near 
8200 Ä due to the continuum contribution of the 3p and 5s states and the 
4s-4p transitions of Ar I have to be considered if two-wavelength 
interferometry is used. The 4s-4p peaks were first mentioned by Bristow
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(1971). It was shown that among the argon lines only the resonance lines 
and strong infra-red lines can possibly be observed in DDT with the hook 
method.
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CHAPTER 4
CALIBRATION OF THE FREE PISTON SHOCK TUBE DDT
4•1 PROBLEMS IN USING A SHOCK TUBE AS A HEAT BATH
The free piston shock tube DDT which was used for the experimental 
work reported in this chapter has been described in detail in its double 
diaphragm operation (DD-operation) by Sandeman and Allen (1971) and Allen 
(1971). For single diaphragm operation (SD-operati.on) , the interi .^^ te 
tube was removed, while the shock tube had in both cases a length of 
4.3 cm and a 40 mm bore. In the following a brief definition of the 
condition of operation of DDT (as used for this work) is presented, 
based on the description of this shock tube in Sandeman and Allen (1971):
• Reservoir pressure: 40.1-41 5 atm (570 - 590 psi), depending on the
driver gas mixture used, 
s t• Diaphragm (1“ for DD-operation): 10 gauge mild steel with a burst
pressure of 738 atm (10500 psi) which gives a compression ratio of 
90.
• Driver gas: in the following we speak of x : y operation which means
that x inches Hg of helium and y inches Hg of argon was used as a 
driver gas. In all cases x + y = 12, giving a driver gas pressure of 
12 inches of Hg (1 inch Hg = 25.4 torr).
• Test gas: The test gas was initially held at room temperature Ti
(varying between 18-23 °C) . For all calculations this initial 
temperature Ti was assumed to be 293 K.
• Shock timing: Photodiodes, detecting the luminosity behind the
shock front, were placed at stations 30.4, 91.3, 152.2 and 243.5
cm upstream of the end of the shock tube. The times needed for the
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shock wave to propagate from station to station was obtained with 
electronic counters triggered by the photodiodes. Assuming a 
constant acceleration along the last 152.2 cm of the tube, we then 
obtained the shock velocity u at the end of the tube (where the 
experiments were performed), and the attenuation, a^Q along the 
last 30.4 cm of the tube in per cent of u.
With this facility, the "first order problems" which arise in the 
calibration of DDT, and concern the optimization of all the initial 
conditions for shock performance, have been dealt with in Sandeman and 
Allen (1971).
The "second order problems" (together with the third order problem 
are the subject of this chapter) are concerned with a qualitative 
description of the shock-heated test gas and are specified with the 
following questions:
Ql: Under what conditions is a stable slug of plasma obtained? Bearing
in mind that we use a shock tube with a circular cross section, a 
stable slug of plasma is defined as follows:
1. The plasma is axially symmetric.
2. The shock front and the contact surface are plane and 
perpendicular to the flow, and the plasma is not turbulent.
Q2: What is the radial variation and the length of a stable slug of
plasma?
Q3: How pure is the shock-heated plasma?
Finally, the "third order problems" are related to the quantitative 
description of the shock-heated plasma with a physical model. Having 
described such a model in chapter 3, the question to be asked here is:
Q4: To what degree can the model in chapter 3 describe a stable slug of
shock-heated argon plasma?
The experimental part of this thesis is aimed at developing 
techniques which can be used to investigate questions Q1 to Q4. The 
answer is vital to the primary use of DDT as a heat bath. In relation to 
the second order problems, such a heat bath must be stable, and depending 
on the experiments to be performed, uniform and pure to a certain extent. 
In order to be able to calculate the quantities which are not directly 
measurable, it is important to have a model for such a heat bath 
(question Q4). Of particular importance is the degree to which the heat 
bath is in local thermodynamic equilibrium (LTE), because LTE defines a 
unique temperature for the plasma (except for the radiation field), which 
can then be taken as the temperature of the test particles under 
investigation.
The importance of interferometry in investigating the above questions 
has already been emphasized in section 2.1. In section 4.2 it is shown 
how the RD-technique can be used to obtain the specific optical path at 
one wavelength at any point in a cylindrical and axially symmetric slug 
of plasma. Within these restrictions, the RD-method can be called a 
local method. With the CS-technique presented in section 4.3, it is 
shown that the specific optical path integrated along a line, is obtained 
as a function of wavelength and time. In this sense the CS-technique is 
an example of an integrating method. Other relevant integrating methods 
are: the hook method, line absorption techniques and, depending on the
resolution, line emission and line broadening techniques. In general 
such integrating techniques can only be used if the variation in plasma 
properties is known along the line of the measurement. The RD-technique, 
where applicable, can be used to obtain this variation in one shot due to 
its two-dimensional nature. Most of the other local methods such as 
Thompson-scattering are zero-dimensional, e.g. they measure a quantity at 
a point, and so require a series of shots to build up a picture of the
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field.
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I t  h a s  been  p o i n t e d  out  i n  t h e  i n t r o d u c t i o n  t h a t  t h i s  two- 
d i m e n s i o n a l  n a t u r e  o f  i n t e r f e r o m e t r y  makes i t  n e c e s s a r y  t o  de v e lo p  
a d e q u a t e  methods o f  d a t a  r e d u c t i o n  i n  o r d e r  to  be a b l e  to  make f u l l  u se  
o f  t h e  i n f o r m a t i o n  p r o v i d e d  by an i n t e r f e r o g r a m ,  In M eie r  (1973)  t h e  
p rob lem s  of  a n a l y s i n g  i n t e r f e r o g r a m s  and l i n e  s p e c t r a  n e g a t i v e s  
e f f i c i e n t l y  and w i t h  t h e  h i g h e s t  p o s s i b l e  a c c u r a c y  a r e  d e a l t  w i t h  as  
f o l l o w s :
1. In  t h e  f i r s t  s t e p  in  i s  shown how t h e  p o s i t i o n  of  a l i g n m e n t  m arks ,  
s p e c t r a l  l i n e s  and i n t e r f e r e n c e  minima and maxima a r e  o b t a i n e d  from a 
n e g a t i v e .  F e a t u r e s  which a r e  h a r d  t o  d e f i n e  n u m e r i c a l l y  ( a l i g n m e n t  
marks and s p e c t r a l  l i n e s ) ,  were  o b t a i n e d  from a D e n s i t o m e t e r  p l o t  by 
r e a d i n g  i t  w i t h  a D-MAC p e n c i l - f o l l o w e r .  The p o s i t i o n s  of  
i n t e r f e r e n c e  minima and maxima, however ,  a r e  w e l l  d e f i n e d .  They were 
o b t a i n e d  by d i g i t i z i n g  t h e  i n t e r f e r o g r a m s  w i t h  a J o y c e - L o e b l  
A u t o d e n s i d a t e r  on to  a m a g n e t i c  t a p e  which  was t h e n  a n a l y s e d  w i t h  t h e  
com pu te r .  Th i s  p r o c e s s  can be checked  w i t h  a t e s t  p l o t .
In  g e n e r a l  t h i s  f i r s t  s t e p  t r a n s f o r m s  an i n t e r f e r o g r a m  or  a l i n e  s p e c t r a  
on to  punched c a r d s  which  c o n t a i n  a l l  t h e  i n f o r m a t i o n  r e q u i r e d .
2. In  t h e  second  s t e p  t h i s  raw d a t a  i s  t r a n s f o r m e d  i n t o  t h e  d e s i r e d  
p h y s i c a l  d e s c r i p t i o n  of  t h e  p lasm a  s l u g .  T h i s  s t e p  i s  s p e c i f i c  to  
t h e  t y p e  o f  p i c t u r e  and t h e  i n f o r m a t i o n  d e s i r e d ;  RD and CS-
i n t e r f e r o g r a m s  and l i n e  s p e c t r a  have  been  d e a l t  w i t h  i n  Meier  (1973) .
For  a d e t a i l e d  d e s c r i p t i o n  o f  t h e  way i n  which  t h e  RD and CS- 
i n t e r f e r o g r a m s  were o b t a i n e d  e x p e r i m e n t a l l y  and a n a l y s e d ,  we r e f e r  to  
M eie r  (1973)  and t o  t h e  r e f e r e n c e s  g i v e n  t h e r e i n .  I n  t h e  f o l l o w i n g  we 
r e s t r i c t  o u r s e l v e s  t o  t h e  second  s t e p  above which  w i l l  be d e s c r i b e d  as  
f a r  a s  i t  i s  n e c e s s a r y  t o  u n d e r s t a n d  t h e  r e s u l t s  of  RD and CS- 
i n t e r f e r o g r a m s . In  s e c t i o n s  4 .2  and 4 .3  we p r e s e n t  t h e  RD and C S - r e s u l t s
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individually for each shot by pointing out their significance in 
answering questions Q1 to Q4. Section 4.4 then discusses all experiments 
in order to describe the performance of DDT with special emphasis to 
question Ql. In particular, to ascertain the conditions which can be 
obtained in DDT, we refer to Fig. 4.3.3» There we show the results of 
theoretical calculations based on the experimentally measured normal 
shock speeds for the incident (normal), refracted (oblique shock on a 
wedge) and reflected (on a plane end wall) shocks.
4.2 RADIAL DENSITY METHOD AND RESULTS
The features of an RD-interferogram are now illustrated with 
Fig. 4.2.1. Such interferograms are obtained by masking the 
interferometer beam (of the Mach-Zehnder interferometer used) to a narrow 
slit across the end of the shock tube and sweeping the image of this slit 
parallel to the gas flow, that is normal to the slit. The slit (S) is 
drawn in Fig. 4.2.1 within the inner diameter of the 4 cm shock tube used 
for the SD experiments. The two alignment marks (A) show the outer wall 
of the tube and are used to determine the shock tube position in the 
interferogram. These marks are obtained by photographing the shock tube 
within the slit. All RD-interferograms presented in this section were 
obtained at 5100 Ä by using an exploding wire as a light source and a 
5100 Ä interference filter with a half width of 40 Ä.
Fig. 4.2.1 shows clearly the slug of shock-heated test gas, while 
the region outside the slug is relatively undisturbed. Looking at the 
photograph of DDT and the interferometric instrumentation as given in 
Sandeman and Allen (1971, Fig. 2), this is obtained because the shock 
tube ends in the test-section chamber which is filled with test gas at 
the initial conditions. The discontinuous change of the fringe shift in 
Fig. 4.2.1 shows the shock front (F) clearly. The contact surface
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y
Fig. 4.2.2: Illustration of the Abel equation:
a - inner radius of the shock tube 
Y(y) - optical path along plasma column pc 
R(r) - specific optical path at r
Y(y) 2
2
, /a2 _y2
R(/y2 + z* )dz 
o
a R(r)rdr (4.2.1)
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(separation between shock-heated test gas and driver gas) is marked by 
(C). At the end of the tube a Mach-cone is formed and the high pressure 
shock-heated plasma expands around the edge of the shock tube into the 
test gas (at initial conditions) in the test-section chamber. The front 
of this expansion could be observed in all RD-interferograms for initial 
pressures of the test gas, pj > 5 torr; in Fig. 4.2.1 this expansion 
front is marked with (E).
If we define Y as the optical path of the shock-heated slug of 
plasma, then Y(y,t) is directly obtained from an RD-interferogram by 
neglecting the abovementioned expansion and by accounting for the non­
flow conditions (the fringe shift across the shock front is related to 
the difference in optical path between the flow and the non-flow region). 
In Fig. 4.2.2 the relation between Y(y) and R(r), the radial variation of 
specific optical path, is illustrated.
In Meier (1973) it was shown, by comparison with other methods, that
the Abel equation (4.2.1) is best inverted (for Y(y) obtained point-wise
from RD-interferograms) with a method based on Minerbo and Levy's (1969)
expansion of Y(y) and R(r). Minerbo and Levy show that if
, M t 2^ j
R(r) = •
then Y(y) is explicitly obtained from the Abel equation (4.2.1) as
with
Y(y)
M2
J-l
A . a . 1 3 J
j-h
and A .J A.j-1 j - h (4.2.2)
In order to be able to assess the quality of a solution Rg(r), obtained 
numerically from the experimental values Y(y^), we define E(y) as the 
mean specific density at y, by
Y(y)
2>/a2 - y2
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E (y) = (4.2.3)
The problems arising from inverting the Abel equation are due to the fact 
that little information about R(r) for r 0 and r a  is obtained from the 
experimental points Y(y^). Further, Minerbo and Levy (1969) have shown 
that errors in Y(y) appear amplified in R(r) for most methods.
The expansion of R(r) used in expression (4.2.2) assumes that all
derivatives of the specific optical path are equal to zero in the centre
dkof the tube and at the wall, e.g. — — R(r) = 0 for r = 0 and r = a. This
drk
feature of the Minerbo-Levy expansion is desirable in this context 
because it forces the numerically obtained Rg (r) to be oversmoothed where 
it is least defined. Their expansion further assumes that R(a)=0, which 
does not apply in our physical situation. By assuming R(r) to be smooth, 
R(a) is obtained from
lim E(y) = R(a) , (4.2.4)
y-»-a
which means that the mean density E(y) approaches the specific density 
R(r) near the walls of the tube (r->■ a). This limit is obtained by 
fitting a cubic spline (a curve with smooth derivatives built up piece- 
wise by third order polynomials) through the experimentally obtained 
points [yi, E(y^)]. The constant term R(a) in R(r) is then subtracted 
from Y(y^) as Y0 (y) = 2 x R(a) x /a2 - y2 to give a Yj (y^ = Y ( y ^  - Y0 (yi) , 
for which the Minerbo-Levy expansion can be applied. It was found in 
Meier (1973) that this way of enforcing R(a) yields the most stable 
solution with respect to errors in Y(y^).
Except for the RD-interferogram of shot 487, expansion (4.2.2) was 
used with M = 5. Shot 487, with a fringe shift of only 2.3 in the middle 
of the tube, is at the limit where the RD-method can be expected to give 
reasonable results. In this case M was taken as 3 in order to oversmooth 
the solution Rg (r) and so preventing the experimental scatter in Y(y_^) 
from producing meaningless oscillations in Rg (r) (see Fig. 4.2.5).
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Having described the method by which Rg(r) is obtained, a subscript 
s in the following distinguishes Y g (y) and Eg (y) calculated with R (r) 
(formulae (4.2.1) and (4.2.3)) from E ( y j  calculated from the0 i
experimentally obtained Y (y ) , where y ^ (i = 1,2,. . . ,N) are absolute
values of the fringe positions where is obtained. In order to assess
how well Eg (y) fits the experimental data Ee (y ), the standard deviation
a between E (y,) and E (y.) , is calculated as: e. l s ;i
i:1 t w  - W '
■> 2
NI
i=l
i+i - yi-i
(4.2.5)
where yo = 0 and y„, , = a.N+l
We have now defined the quantities which can be obtained in "the 
second step" (see end of section 4.1) of analysing an RD-interferogram; 
they are R g (r), E (0) and o . The significance of these quantities is 
presented in the following for the RD-interferograms of the SD shots into 
argon at initial pressures 0.5, 1, 2, 5, 10, 20 and 30 torr. In order to 
investigate the stability of shock-heated plasmas (question Ql) we also 
investigated shots into nitrogen and krypton-hydrogen test gases with the 
RD-method. The details for all these shots can be found in the tables of 
section 4.4. We start with the 0.1 torr shots where the RD-method was 
found to be insensitive because the fringe shift in the centre of the 
tube is less than 1. In Fig. 4.2.3 a qualitative picture of these shots 
was obtained with luminosity streak photographs which show the effect of 
the opening of the second diaphragm on the stability of the contact 
surface. Shots 390 in Fig. 4.2.3b shows that the slug of hot plasma is 
considerably reduced if the second diaphragm does not open properly, the 
reason being that turbulence is created if the diaphragm opens only 
partly which then overtakes the contact surface and destroys it so that
turbulent mixing between test gas and driver gas occurs.
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An example of an RD-interferogram obtained for argon test gas at low
initial pressures (giving a highly ionized plasma as can be seen in
Fig. 4.3.3) is presented in Fig. 4.2.4. The results of the analysis for
a 0.5 torr shot are shown in Fig. 4.2.5. The left-hand side plot shows
R (r) for some scans, on the right-hand side we have plotted the
1 rSintegrated mean optical path E (0) = —  j R (r)dr for each scan taken ons a o s
the interferogram. The dashed lines relate R (r) with E (0). The errors s
bars in Eg(0) correspond to ±o as obtained from equation (4.2.5). The 
horizontal error bars give the uncertainty in determining the time since 
the shock front passed the slit. We have further marked Et (0), the mean 
optical path to be expected at t = 0  (immediately behind the shock front) 
from the theoretical model discussed in chapter 3.
The following points are important in interpreting plots as shown in 
Fig. 4.2.5:
1. The value of R(0) (centre of the tube) is expected to be closest to 
the one-dimensional model presented in chapter 3. In the CS-method 
presented in section 4.3 we measure E(0) as a function of wavelength 
and time. In interpreting CS-results it is therefore important to 
know the difference between R(0) and E(0) which gives a measure of 
the degree of one-dimensionality of the slug of plasma (assumptions 
A1 and A4).
2. Comparing Eg(0) with E^(0) for t = 0 provides the answer to question 
Q4 as far as the fringe shift immediately behind the shock front is 
concerned.
3. In interpreting Rg(r), the following sources of errors (approximately 
expressed by o) have to be considered:
• The expansion behind the shock front (see Fig. 4.2.1) disturbs the 
region outside the slug of plasma which contributes to the 
observed fringe shift assumed to be due only to the plasma slug.
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(a) (b)
Fig. 4.2.3: Luminosity streak picture of DD shots into 0.1 torr of
argon. Shot 380 (a), is an example of a proper opening of the 
second diaphragm, shot 390 (b), shows the effect of only 3 out of 4 
petals opening properly. The shock velocities u are 17.7 km/sec 
for shot 380 and 17.8 km/sec for shot 390.
Fig. 4.2.4: RD-interferogram of shot 517 into 1 torr of argon with
u = 8.94 km/sec.
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Fig. A.2.5: Analysis of the RD-interferogram of shot A87 into 0.5 torr
of argon with u- 12.27 km/sec. The curves show R(r) plotted in Z
of -2884 A. The corresponding values of E(0) - —  Ja R(r)dr area o
plotted on the right-hand side, with error bars corresponding to 
±a. All shots analysed in this way were done with SD-operation, 
where a -1.92 cm. The gives the theoretical value expected 
behind the shock front, calculated based on section 3.2.
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• Errors in obtaining the fringe positions with respect to the shock 
tube position.
Both these error sources give particularly large errors forYe(y^)for 
y^-^a (near the walls of the tube). However this is greatly overcome 
by the tendency of the Abel inversion method used, to oversmooth 
Rg(r) for r -* a and also by the particular method used to obtain Rg(a). 
For unstable slugs of plasma we have actual asymmetries (in addition 
to the above error sources), which makes the details of Rg(r) 
meaningless. From the investigations of the inversion of the Abel 
equation in Meier (1973), it is felt that Rg(r) represents the actual 
specific optical path within a for stable shots.
Similar results were obtained for the shots into 1 and 2 torr of
argon as can be seen in Fig. 4.2.6 and Fig. 4.2.7. As will be shown in
section 4.3, the characteristic of these low density shots is that the
ef fdispersion of the plasma (formula (3.3.5)) is dominated by because
p f f p f* f>0.1 x N0 (high ionization fraction) .
eff effHowever for the shots at initial pressures p, >5 torr, N^ < 0.1N0
eff(low ionization fractions). If such a plasma cools down, N^ decreases 
effand No increases (recombination of electrons and ions) such that the
ef feffect of the decreasing N^ on the fringe shift is of the same order as
effthe effect of the increasing No . This means that the fringe shift
increases particularly rapidly behind such medium density shocks, which
makes the RD-method a very sensitive way of looking at the radial
variations. Examples of RD-interferograms for medium and high density
and low ionization fraction shots are given in Fig. 4.2.9 and Fig. 4.2.15.
In Fig. 4.2.9 we have an example of such a rapid change in fringe shift,
ef fwhile Fig. 4.2.15 shows the decay of a plasma where N0 dominates the
dispersion because the ionization fraction is even lower.
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Fig. 4.2.6: Analysis of the RD-interferogram in Fig. 4.2.4 of shot 517
into 1 torr of argon with u = 8.94 km/sec. The R(r) plots show a 
boundary layer with the expected behaviour: if the pressure is
assumed constant, the density increases first due to the viscous 
interaction with the wall (in equation (3.2.5) a decreasing v gives 
an increasing p ) ,  then the thermal conductivity becomes important 
and cools the plasma. A density rise at constant temperature 
causes a decrease in optical path while a temperature drop gives an 
increase (because drops rapidly) as is found experimentally. In 
this discussion one has to bear in mind that 100% in this figure 
corresponds to -3264 Ä.
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Fig. 4.2.7: Analysis of the RD-interferogram of shot 516 into 2 torr
of argon, with u=*8.42 km/sec.
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The result of the analysis of the 5 torr shot is shown in Fig. 4.2.8. 
The fringes immediately behind the shock front could not be resolved with 
the densitometer because of the luminosity (see Fig. 4.2.9).
In Fig. 4.2.8 and Fig. 4.2.16 the results of the RD and CS-methods 
are compared for shots under similar conditions in order to find out the 
reproducibility of the conditions of shock-heated plasmas. Except for 
the difference in shock speeds and experimental errors, the difference 
between the two results is due to a different development of 
instabilities.
For the 10 torr shots a series of RD-interferograms is presented in 
Figs. 4.2.10, 4.2.11, 4.2.13 and 4.2.14 to demonstrate the type of 
instabilities observed. The same pattern of instabilities was also 
observed for the 5, 20 and 30 torr shots.
In Fig. 4.2.9 we have an example of an unstable shock front, in 
Fig. 4.2.10 an asymmetric slug of plasma was obtained, Fig. 4.2.11 shows 
a turbulent slug of plasma, Fig. 4.2.13 shows strong luminosity caused by 
the mixing of test gas with driver gas (contains metal atoms from the 
diaphragm opening process) and finally in Fig. 4.2.14 we have such a high 
degree of mixing that the test gas is immediately cooled down behind the 
shock front as is indicated by the positive fringe shift.
In order to gain more information concerning the conditions for 
instabilities (see section 4.4), a number of RD-interferograms were taken 
with nitrogen test gas (Figs. 4.2.18-4.2.22) and with argon test gas at 
high initial pressures (Fig. 4.2.23).
The co-operation of Mr. D. Kewley from this Department is 
acknowledged, who supplied the theoretical data used to discuss the 
nitrogen shots by calculating them with the program ESTC. This is a 
general computer program for calculating the equilibrium conditions
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Fig. A.2.8: Analysis of the RD-interferogram of shot 513 into 5 torr of
argon with u-6.89 km/sec. The RD-interferogram is shown in 
Fig. A.2.9. The luminosity behind the shock front made it 
impossible to resolve these fringes with the densitometer, however 
an extrapolation in Fig. A.2.9 shows good agreement with the 
theoretical value given in Fig. A.2.8. The give E(0) as 
obtained from the CS-interferogram for shot 52A, also into 5 torr of 
argon and a similar u*7.18 km/sec.
Fig. 4.2.9: RD-interferogram of shot 513 into 5 torr of argon with
u = 6.89 km/sec. It shows an example of a disturbed shock front.
Fig. 4.2.10: RD-interferogram of shot 518 into 10 torr of argon with
u = 6.79 km/sec. This shock wave shows an asymmetry at about 3-6 psec, 
which results in a great variation in R(r) as can be seen in 
Fig. 4.2.12.
Fig. 4.2.11: RD-interferogram of shot 512 into 10 torr of argon with
u = 6.4 km/sec. It shows an example of an unstable shock front 
(precursor effects) and an unstable and turbulent slug of shock- 
heated plasma.
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Fig. 4.2.12: Analysis of the RD-interferogram in Fig. 4.2.10 of shot
518 into 10 torr of argon with u s 6.79 km/sec.
Fig. 4.2.13: RD-interferogram of shot 486 into 10 torr of argon with
u = 6.89 km/sec. This is an example of a highly unstable contact 
surface caused by turbulent mixing between driver gas and test gas 
Because the driver gas contains a high concentration of impurities 
(metals from the diaphragm opening process), the result is a high 
luminosity in the hot regions.
Fig. 4.2.14: RD-interferogram of shot 473 into 10 torr of argon with
u = 6.69 km/sec. In this shot the mixing between test and driver gas 
was so intensive that the resulting fringe shift is positive as 
compared to Fig. 4.2.10 where the electrons cause a negative fringe 
shift. This means that the driver gas cools the test gas to a degree 
that hardly any electrons can be produced.
Fig. 4.2.15: RD-interferogram of shot 520 into 30 torr of argon with
u = 4.48 km/sec.
78
8 ysec
◄ ------------------— --------------— *
8 ysec
« - - ------
20 ysec
REL
. 
OP
TI
CA
L 
PA
TH
 I
N
79
SHOT NO. 519
100 V. = 90Q0A
1 l I m  f lI I I i 1 I I I  i I I i 1 I I  N
TIME IN USECRADIUS IN CM
Fig. A.2.16: Analysis of the RD-interferogram of shot 519 into 20 torr
of argon with u«4.99 km/sec. The ’□* give E(0) as obtained from 
the CS-interferogram of the 20 torr shot 528 with a similar shock- 
speed u of 5.03 km/sec.
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Fig. 4.2.17: Analysis of the RD-interferogram in Fig. 4.2.15 of shot
520 into 30 torr of argon with u = 4.48 km/sec.
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Pig. 4.2.18: Analysis of the RD-interferogram of shot 508 into 5 torr of
nitrogen with u*10.0 km/sec.
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Fig. A.2.19: Analysis of the RD-interferogram of shot 506 into 10 torr
of nitrogen with u “ 8.81 km/sec.
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Fig. A.2.20: Analysis of the RD-interferogram of shot 50A into 20 torr
of nitrogen with u*7.2A km/sec.
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Fig. 4.2.21: Analysis of the RD-inteferogram of shot 503 into 30 torr
of nitrogen with u«6.32 km/sec.
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Fig. 4.2.22: RD-interferogram of shot 695 into 40 torr of nitrogen with
u = 6.4 km/sec.
Fig. 4.2.23: RD-interferogram of
shot 697 into 50 torr of argon with 
u = 3.9 km/sec.
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behind medium strength shocks in gas mixtures with allowance for 
dissociation processes and low ionization fractions. References to ESTC 
and related programs about "Supersonic Real Gas Dynamics" can be found in 
MeIntosh (1970).
The results of the analysis of nitrogen shots is also of interest in 
the context of measuring nitrogen dissociation reaction rates by 
investigating the relaxation region behind normal shocks. The degree to 
which integrating methods can be used for this purpose is indicated in 
Figs. 4.2.18-4.2.21. Work in this field is in progress in this 
Department by Mr. D. Kewley.
The high density limit of the RD-method is demonstrated in 
Fig. 4.2.22: at these high fringe shifts it is becoming increasingly 
difficult to associate order numbers to the fringes which is necessary 
for a quantitative analysis.
It is notable that no instabilities were found for the nitrogen 
shots, while the argon shot in Fig. 4.2.23 shows a turbulent slug of 
plasma and an unstable shock front.
4.3 CHANNELLED SPECTRA METHOD AND RESULTS
The CS-method was first described by Sandeman (1971), and the 
details of the techniques used here can be found in Meier (1973).
Compared to the RD-method, the length of the slit is reduced to about 1mm 
around the middle of the tube. The filter is then removed and the white 
light beam focused onto a spectrometer. By setting a sufficiently large 
optical path difference between the two beams of the interferometer and 
by sweeping the resulting "output slit" of the spectrometer (with the 
fringes focused perpendicular to it) a channelled spectrum, as shown in 
Figs. 4.3.1 and 4.3.2, is obtained. From such an interferogram, E(0)
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(see formula (4.2.3)) is obtained as a function of .4 and t. In other
words, if we assume a uniform slug of plasma, the CS-method provides the
time-dependent dispersion of the plasma. Using formula (3,3.5) this
ef f e f fdispersion is then interpreted as N (t) and N0 (t).
In section 31 it was shown that (in the plasma model used there)
the state of the plasma is determined by two independent plasma 
eff effquantities; and NQ are two such independent quantities. The
CS-method can therefore be used to determine the state of the plasma
experimentally. Concerning question Q4 (section 4,1) the CS-method
eff effmeasures the plasma decay in the - N0 plane. Because
efföHe I " ^  aAr I üHe I ~ st:aLlc polarizability of helium atoms) N0 is
sensitive to turbulent mixing of the driver gas (helium) with the test
gas (argon). By comparing the experimental decay with the theoretical 
eff effdecay in the - N0 plane we can therefore estimate the degree of
such a mixing across the contact surface.
Compared to the RD-method, we have exchanged the spatial resolution 
with a deeper insight into the composition of the plasma, in the 
CS-method. The RD-method was basically designed to investigate the 
second order problems while the CS-method was found above to be an ideal 
technique to investigate the third order problems (see section 4.1).
In Figs. 4.3,3 and 4.3.4 we have plotted the conditions that can be 
expected theoretically tor the shots analysed with the CS-method. Based 
on the initial test gas conditions (p , T = 293 K) and the measured shock 
velocities u, the temperature T and the electron density are plotted 
immediately behind the shock front (normal shock) and for the decay of 
the shock-heated plasma (decay). If a wedge is placed into the flow, 
then a refracted (or oblique) shock wave is formed from the wedge tip 
(see Fig. 4.3.4). The conditions immediately behind such shocks are 
plotted for increasing shock angle ß (steps of 5° are marked) until the
Fig. 4.3.i: Illustrative example of a channelled spectrum, obtained from
shot 530 into 0.5 torr of argon. The wavelengths / of the fringes 
are obtained from the two calibration spectra (from a Hg-Cd-Zn 
discharge lamp) which are also used to align the interferogram, The 
wavelength range (indicated on the \-axis) is limited by the (STL 
Products) Image Converter Camera (TRW Model 5B, field of view:
25x50 mm, resolution: 16 lines per mm) used, Fast speed Ilford HP4 
films were used to record the interferograms.
S: shock front CS: calibration spectrum
Fig. 4.3.2: CS-interferogram of shot 527 into 10 torr of argon with
u = 5,81 km/sec. An exploding wire is used as a white light source. 
Both in the non-flow and flow region absorption lines can be seen: 
they are due to the cloud of metal vapour that forms when the wire 
explodes. A scratch along one fringe can be seen; it was put onto 
the negative in order to identify that fringe for all scans in the 
"first step" of analysing interferograms (see section 4.1).
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Fig. 4.3.3: Theoretical plasma temperatures T and electron densities
based on the experimentally obtained shock velocities for normal 
shocks into argon:
Shot No. 364 530 522 523 524 527 528 529
Pi (torr) 0.1 (DD) 0.5 1 2 5 10 20 30
u (km/sec) 17.3 12.01 10.28 10.17 7.18 5.81 5.03 4.48
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Fig. 4.3.A: Relation between wedge angle 0 and shock angle 3 for the
refracted shocks plotted in Fig. 4.3.3.
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shock detaches from the tip of the wedge (refracted). By reflecting the 
initial normal shock at a closed end wall of the shock tube the 
conditions marked "reflected" would be obtained.
The experimental work has been restricted to verifying the decay of 
the shock-heated plasma. Logan (1972) has studied the feasibility of 
using refracted and reflected shocks as a plasma source. It is felt that 
the RD-method would be particularly suitable to investigate the process 
of shock reflection further.
In Fig. 4.3.5 the experimental plasma decay is compared to the
ef f ef ftheoretical plasma decay in the - NQ plane, Assuming the pressure
p to be constant to first order behind the shock front (section 3.2) the 
theoretical plasma decay can be described as follows:
• The energy loss causes the temperature to drop which lowers the
ionization fraction and increases the density in order to keep the
ef fpressure constant. The result is an increase in NQ which is
particularly rapid if, say Ar III recombines to Ar II and then to
Ar I (because a. TTT < a. _ < a. T) as is the case for the 0. 1 torrAr III Ar II Ar I
shot. However the temperature drop and density rise have an
ef fopposite effect on ; for a very high degree of ionization (0.1
ef fto 0.5 torr shot), the net effect is a rise in behind the shock
front before it decays rapidly below 13000 K.
If we compare Fig. 4.3.3 with Fig. 3.3.2, we find the 0.1 torr shot
ef fclose to the point where Ar III gives a maximum contribution to NQ ,
ef fwhile the 2 torr shot is in the region where N0 is dominated by Ar II
(this case was found to be unstable in Fig. 4.3.5, so that no direct
measurement of a. __ could be obtained). The 0.1 torr shot can Ar II
therefore be interpreted as a measurement of the static polarizability of
Ar III, a. TTT.* Ar III
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However the limitations are that conditions where Ar III dominates
the heavy particles can only be achieved at low densities in DDT, which
together with the small diameter of the shock tube (5 cm for DD operation)
ef fyields a very inaccurate measurement of N0 as can be seen in Fig, 4.3.5, 
Another difficulty is the estimation of N ^ ^ a n d  the contribution of
the other heavy particles to N0ef f
If we assume the theoretical plasma composition (neglecting excited
3states) behind the shock front then - 4.4a 0 is obtained. Because
the 0.1 tort case is close to the point where Ar III contributes 89% 
ef f(Fig. 3.3.2) to N0 , another way of obtaining is to neglect all
ef fthe other heavy particles, which gives N = % N  (as measured).a r h i  0
0 f f 3With this interpretation of N0 , a^ r  ^  ^ao i-s obtained. If we
ef fconsider that NQ is only known within a factor of about 2 from 
Fig. 4.3.5, then both values agree well with the theoretical value of 
5,3 ag given in Table 2.4.1.
0 L LThis discussion about how to interpret NQ (see formula (3.3.4)) in
terms of a particular ok has shown that in general one has to rely on the
ef ftheory to obtain and the contribution of the other particles to NQ
(see Bristow (1971) who measured a j.^ ) . However by using Fig. 3.3.2,
this theoretical uncertainty can be reduced by attempting to achieve the
ef fconditions at which the ion i gives a maximum contribution to N0
ef f effComparing the experimentally obtained IT and N0 with the
theoretical curves, one has to bear in mind that these values are
averaged across the tube and also contain the contribution of the
expansion as was shown in Fig, 4.2.1. These factors tend to give a value 
ef fof NQ larger than expected from theory (due to the expansion outside
ef fthe plasma slug and the cold boundary layer which has a value of NQ
ef fhigher than in the centre of the tube) and a lower value for 
(boundary layer). This can clearly be seen for the 10, 20 and 30 torr
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However the limitations are that conditions where Ar III dominates
the heavy particles can only be achieved at low densities in DDT, which
together with the small diameter of the shock tube (4 cm)
ef fyields a very inaccurate measurement of NfJ as can be seen in Fig. 4.3.5.
Another difficulty is the estimation of N A TTTand the contribution of 
J Ar III
the other heavy particles to N0eft
If we assume the theoretical plasma composition (neglecting excited
states) behind the shock front then a. TTT - 6.0an is obtained. BecauseAr III 0
the 0.1 torr case is close to the point where. Ar III contributes 89% 
ef f(Fig. 3.3.2) to Nq , another way of obtaining is to neglect all
ef fthe other heavy particles, which gives N m =i^ e (as measured).
ef f 3With this interpretation of N0 , m ~  ?*2a0 obtained. If we 
ef fconsider that N0 is only known within a factor of about 2 from 
Fig. 4.3.5, then both values agree well with the theoretical value of 
5,3 ao given in Table 2.4.1.
0 L LThis discussion about how to interpret NQ (see formula (3.3.4)) in
terms of a particular a^ has shown that in general one has to rely on the
ef ftheory to obtain N and the contribution of the other particles to NQ
(see Bristow (1971) who measured ). However by using Fig. 3.3.2,
this theoretical uncertainty can be reduced by attempting to achieve the
ef fconditions at which the ion l gives a maximum contribution to N0
e f f e f fComparing the experimentally obtained and N0 with the
theoretical curves, one has to bear in mind that these values are
averaged across the tube and also contain the contribution of the
expansion as was shown in Fig. 4.2.1. These factors tend to give a value 
ef fof Nq larger than expected from theory (due to the expansion outside
ef fthe plasma slug and the cold boundary layer which has a value of NQ
ef fhigher than in the centre of the tube) and a lower value for N'e
(boundary layer). This can clearly be seen for the 10, 20 and 30 torr
Fig. 4,3.5: Comparison between experimental and theoretical decay of
argon plasmas behind normal shocks (tor the conditions as shown in
eft ef fFig. 4,3.3) in the - N0 plane. The large numbers 0.1, 1, 5,
20 and 0.5, 2, 10, 30 specify the initial pressure p, in torr. The 
small numbers give the time t in usee for the last experimental 
point. The theoretical decay lines correspond to those in Fig. 4.3.3, 
e.g. they are plotted for temperatures T down to 10300 K. The
experimental points (N ) are plotted with error bars
AN = a +0.1 x N, where o corresponds to the statistical error in
obtaining N from the experimental data (see Meier (1973)) and 0.1 * N
accounts approximately for systematic errors in N (N stands for 
ef f ef f- NE in plot, or NQ - NA in plot) as was discussed in 
section 4.2. For those experiments (4 cm diameter shock tube,
wavelength range as in Fig. 4.3.1) Oq
ef f c -»/OS 3o ~  5 x 10 cm
ef f 10 ' cm ? and
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shots in Fig. 4.3.5.
Based on the RD-method and the streak pictures in Fig. 4.2.3, the
0.1, 0.5, 10.0 20.0 and 30.0 torr shots were expected to be stable.
Bearing in mind the above limitations of the CS-method, satisfactory
agreement with the theoretical decay is obtained in Fig. 4.3.5. The
fringes on the interferogram of the 0.5 torr shot 530 (Fig. 4.3.1) could
not be resolved sufficiently close to the shock front to observe the 
ef frapid rise in NQ . It is possible that the shock-front of that 
particular shot was not plane which would explain the interferogram in 
Fig. 4.3.1.
The 1 and 2 torr shots were expected to be unstable from RD- 
interferograms at similar conditions. The 5 torr shot showed an 
unstable shock-front under similar conditions (Fig. 4.2.9). In order to 
find out whether the decay of such shocks is consistent with driver gas 
(helium) mixing through the contact surface, the condition obtained from 
cooling the plasma down by mixing it isobarically and adiabatically with 
driver gas was calculated. The ' for the 2 torr shot give this type of 
decay which is actually obtained experimentally for the 2 and 5 torr 
shots, while the 1 torr shot completely disagrees with the theory (higher 
degree of instability).
In summarizing the channelled spectra results, we have found:
1. Cases which were expected to be stable according to the methods in
section 4.2 showed a decay (T > 10000 CK) consistent with the model in
section 3.2. Bearing in mind that the 0.1 torr shot (only about 3/4
eff efffringe shift) was analysed near the limit where NQ and can be
obtained with the CS-method, it was found that the assumption of LTE 
is reasonable even at such low densities and in a region dominated 
first by Ar III and then by Ar II. This point will be further
discussed in section 4.5.
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2. Shots with a "medium degree of instability" (2 and 5 torr shots), 
showed a decay consistent with mixing of driver gas across the 
contact surface.
3. No deviation in the dispersion 6(A) from the theoretical (essentially 
parabolic) form in equation (3.3.5) was found experimentally.
4.4 LIMITS IN THE PERFORMANCE OF DDT
We now discuss all shots which have so far been performed with DDT,
with the aim of describing its limits which we define as follows:
(1) The natural limit gives the maximum shock speed u^(p ) which can be 
achieved for different test gases with initial pressure p, , by 
operating DDT in DD or SD-operation. This limit is determined by 
the amount of energy that can be stored in the high pressure 
reservoir (in the form of compressed air), and how it is converted 
(upon releasing the piston) into forming a shock wave in the test 
gas. In SD-operation the conversion occurs isentropically.
Sandeman and Allen (1971) showed that the nonisentropic way of 
converting this energy by using an intermediate tube (DD-operation) 
yields a more efficient conversion at low initial pressures (see 
Fig. 4.4.1).
(2) Assuming that we are not restricted by the natural limit (i.e. any 
amount of energy can be stored), the stability region is defined by 
the region in the p, - u plane in which stable shock waves are 
obtained for a certain x : y-operation of the tube. In the following 
we assume that this region is defined by u(p, ) < u (pt ) (f°r r < 1)«
(3) The actual limit of DDT is then defined by
u^(p. ) = min[un(p ), u^(p )], giving the maximum shock velocity at
which a stable shock wave can be obtained.
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The relevant conditions of the shots considered to find those limits 
experimentally are presented with the following notation:
1 .
Shot
PI
Pi
E
Operation of DDT
: gives the shot number and whether SD or DD operation was used. 
: gives the initial driver gas conditions as x : y which means x 
inches of Hg of helium and y inches Hg of argon (1 inch of 
Hg = 25.4 torr).
: initial intermediate tube pressure (helium) for DD operation.
: initial test gas pressure.
: specifies what experiments were performed, such as
E = L for luminosity streak picture as in Fig. 4.2.3.
E = RD RD-interferogram as in Fig. 4.2.4.
E = CS CS-interferogram as in Fig. 4.3.1.
2. Experimental results
u : shock velocity at the end of the tube.
a»„ , : attenuation along the last 30.4 cm (distance between last30.4
photodiode station and end of the tube) of the tube in per cent 
of u.
S : qualitative description of the shock-heated slug of plasma with
S = s for a plasma slug considered as stable from the 
experiment performed.
S = u unstable slug of plasma (see Fig. 4.2.13 and Fig.
4.2.23).
S = d plasma decay is consistent with the model discussed in 
section 3.2, see Fig. 4.3.5.
S = e equilibrium conditions are obtained immediately behind 
the shock front (see Fig. 4.2.5).
S = t turbulent plasma as in Fig. 4.2.11.
S = He decay of the plasma is consistent with mixing of the 
test gas with the driver gas, see Fig. 4.3.5.
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S=+ a positive fringe shift is obiained instead of a
negative one as expected theoretically, see Fig. 4.2.14.
3. Theoretical results
T,N ,a e : equilibrium values expected immediately behind the shock front,
T = temperature, = electron density and a = atom mass
fraction (for nitrogen shots) = [N] / ([N] + 2[N- ]), where 
[N] = number density of nitrogen atoms. Those values are given
only for the shots plotted in Fig. 4.4.1.
In order to define P and r (the parameters related to S as will be 
shown) we introduce:
ug : particle velocity relative to the shock front = velocity at
which the contact surface moves away from the shock front if 
the plasma in between does not cool down and if there is no 
mixing across the contact surtace = u - q2 in equation (3.2.2) 
= u p, /p2 .
In the following a subscript T refers to the conditions immediately
behind the shock front (used to approximate the conditions on the test
side of the contact surface), and a subscript D to the conditions on the 
driver gas side of the contact surface. The conditions behind the 
contact surface (for SD operation) are obtained by assuming the driver 
gas to change adiabatically from its initial conditions (p^ , T =293 K) to 
a pressure p^.
r • P rj-i /  P j j  •
Ps : u ^ r x a ^ / 1 0 xaD in km x gr/(sec x mol) ,  where a is the mean
molecular weight of either the test gas (a^ ) or the driver gas 
(aD ) .
These two parameters r and Pg are given for those cases which were 
plotted in Fig. 4.4.2.
98
These conditions are given for the argon shots in Table 4.4.1 and 
for the nitrogen shots in Table 4,4,2. We further investigated some 
interferograms obtained from a mixture of krypton-hydrogen test gas which 
were taken by Mr. N. Mudford of this Department; they are listed in 
Table 4.4.3.
The experiments were performed as follows:
• As a first step we looked at the DD and SD-12:0 operating conditions 
of DDT, because these conditions give the highest natural limit. 
Having found that only the 0.5 torr shot with argon was stable, the 
nitrogen shots were performed in order to find out whether the 
instabilities observed with argon in SD operation were due to the 
operation of DDT or due to the special properties of argon. The 
nitrogen shots showed that the stability limit for N2 test gas is 
above the natural limit in the range of initial pressures 
investigated.
• Levine (1970) in "Turbulent Mixing at the Contact Surface in a 
Driven Shock Wave", found that a decrease in the molecular weight of 
the test gas a^ (obtained by increasing the helium content of his 
argon-helium test gas) increases the stability limit. It was then 
concluded that an increase in a^ would have the same effect, which 
was confirmed with the 11:1 and 10:2 shots into argon. The 
advantage of looking at the stability limit from the point of view 
of changing the mean molecular weight of the driver gas is that the 
test gas can be chosen independently and that an increase in a^ 
decreases the natural limit which (together with the increase in the 
stability limit) will eventually bring it below the stability limit.
• Having obtained a qualitative picture (with the RD-method) of the 
plasmas obtained in DDT, we then performed the CS-experiments. The
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Shot PD
" of Hg
pI
" of Hg
Pi
torr
E a
km/sec
a30.4
%
S T
10<l K
N
10! *' cm
r
3
Ps
380 DD 12:0 11 0.1 L 17.7 s
390 DD 12:0 9 0, 1 L 17.8 a
364 DD 12:0 13 0.1 CS 17.3 -0.2 d, s 3,00 0.96
487 SD 12:0 0.5 RD 12,27 -0.15 e,s
530 SD 12:0 0.5 CS 12.01 -0.5 d ,s 2.32 2.35 0.10 3.7
432 DD 12:0 14 1.0 12.48 -0.6
477 SD 12:0 1.0 RD 11.17 0.01 t
517 SD 11:1 1.0 RD 8,94 0.6 e, s 1.60 2.92 0.11 1.7
522 SD 12:0 1.0 CS 10.28 0.6 u 1.85 3.85 0.17 5.0
482 SD 12:0 2.0 RD 9,96 0.4 t
516 SD 11:1 2.0 RD 8-42 1.4 e, s 1.60 4.57 0.15 2.2
523 SD 12:0 2.0 CS 10 o 17 1.7 He 1.90 7.15 0,21 6.6
472 SD 12:0 5.0 RD 8,24 2.0 + 1.67 9,79 0.36 10.0
480 SD 12:0 5 c 0 RD 7.47 0.2 e
513 SD 11:1 5.0 RD 6.89 2.2 e
524 SD 11:1 5.0 CS 7.18 2.8 He 1.54 6.32 0.22 3.4
439 DD 12:0 17 10.0 6.79 -0.5
473 SD 12:0 10,0 RD 6,69 2.0 + 1.54 9.19 0.50 13.8
486 SD 12:0 10.0 RD 6-89 2.6 u
512 SD 11:1 10.0 RD 6.40 3.8 e,t 1.50 7,75 0.29 4.6
518 SD 10:2 10,0 RD 6.79 3,9 e, s
527 SD 10:2 10.0 CS 5.81 3.7 d , s 1.42 5.25 0.21 2.3
514 SD 11:1 20.0 RD 5.36 4.3 t 1.41 6.83 0 „ 39 6.3
519 SD 10:2 20.0 RD 4.99 4.3 e ,s 1.35 4.91 0.27 3.2
528 SD 10:2 20.0 CS 5.03 4.2 d, s
520 SD 10:2 30.0 RD 4.48 4.5 e,s
529 SD 10:2 30.0 CS 4.48 4.5 d, s 1.28 3.83 0.32 3.9
697 SD 10:2 50.0 RD 3.90 5.6 u 0.39 5.1
454 SD 12:0 50.0 5.00 -0.2
459 SD 12:0 70.0 5.59 -1.0
455 SD 12:0 100 4.34 -4,7
Table 4,4.1: Argon shots, 1" of Hg = 25.4 torr
100
Shot Pi
torr
u
km/sec
a30.4 S T
104 K
a r Ps
508 5.0 10 o0 - e, s 1.027 0.98 0.32 1.0
506 10.0 8.81 1.5 e, s 0.903 0.73 0.50 1.8
504 20,0 7.24 2.5 e,s 0,824 0.42 0.74 3.7
503 30.0 6.32 2.5 e, s 0,779 0,28 0.92 5.6
695 40 » 0 6.4 1.8 s 0,798 0.29 1.01 6.2
694 50.0 5.4 4.1 s 0,732 0.16 1.17 8.6
696 60.0 5.9 1.3 s 0.782 0.22 1.21 8.1
Table 4,4.2: Nitrogen shots, pP = 12:0 and E = RD .
Shot PD
" of Hg
ai P>
torr
u
km/sec
S T
104 K
aT r Ps
698 11.6:0 34.7 20 o 0 6,6 u 0.821 20.0 0.76 4.4
699 11.6:0 18 c 4 20.0 8.1 s 0.700 10.5 0.43 0.9
700 11.6:0 18.4 35.0 6-9 s 0.599 12.0 0.63 1.5
703 11.6:0 10.2 20.0 8,9 s 0.534 6.8 0.31 0.3
705 11.6:0 10.2 30.0 8,6 s 0.535 7.1 0.37 0.4
707 7.6:0 10.2 35.0 5.6 s 0.388 9.3 0.50 0.8
Table 4.4.3: Krypton-hydrogen shots, E = RD, a, is the mean molecular
weight of the initial krypton-hydrogen mixture of the test gas 
(1" of Hg = 25,4 torr).
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0.1 and 0.5 torr shots in Fig. 4.3.5 were chosen to investigate low
density plasmas with high ionization fractions, the 1, 2 and 5 torr
cases were performed to study the decay behind unstable shocks in 
eff effthe - N0 plane, while those at 10, 20 and 30 torr, were aimed
at investigating high density plasmas.
In Fig. 4.4.1 we have visualised the important results of the argon 
and nitrogen experiments performed. We have included the theoretical 
stability limits according to Levine (1970) for 12:0 (L 12:0) and 10:2 
(L 10:2) SD-operation of DDT with argon test gas. Levine (1970) showed 
that his theory agreed well with his experiments in an arc-driven shock 
tube for px = 1-2 torr and argon-helium mixtures as test gas. He assumes 
r = P,j>/Pj) < 1» a necessary condition for instability (based on the 
Rayleigh-Taylor criterion). Then he defines the mixing ratio L = flow of 
the mixture which occurs at the contact surface (between driver gas and 
test gas) into the test gas divided by the flow of the test gas through 
the shock front. According to this theory the only difference between 
DDT and his arc-driven shock tube as far as L is concerned, is the 
difference in driver gas temperature T^. Levine’s stability limits for 
DDT, L 10:2 and L 12:0, were then obtained by finding iteratively the 
values for ugt, defined by L= 1, for Pj = 1 and 10 torr of argon. These 
two points for the stability limit of SD 10:2 and 12:0 operating 
conditions with argon test gas were then connected by straight lines in 
Fig. 4.4.1 to give L 10:2 and L 12:0. Because L is not very sensitive to 
T^, L 10:2 and L 12:0 are close to the stability limit reported by Levine 
for his arc-driven shock tube.
In Fig. 4.4.1 it can clearly be seen that Levine's theory is not 
adequate for DDT. In fact, Pert (1970) has pointed out that conventional 
diaphragm-driven shock tubes (free piston shock tubes can be expected to 
behave similarly as far as stability is concerned) show a different
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stability limit than electromagnetically driven shock tubes. For the 
wide range of experiments investigated by him, he found that there is a 
critical Reynold's number for the stability limit of electromagnetically 
driven shock tubes which limits the stability region of such devices to 
conditions in the shock-heated plasma with a low ionization fraction.
It would therefore appear that Levine's arc-driven shock tube behaves 
similarly to the devices investigated by Pert, while there is a 
different mechanism responsible for the instabilities observed in DDT. 
According to Pert (1970) the reason for the instabilities is still obscure, 
but for the devices investigated by him, he associates the instabilities 
with the turbulence from the discharge. This then would explain the 
higher stability limit observed in DDT, because in compression type shock 
tubes a lower degree of turbulence is created if the diaphragm opens 
properly.
We have found an empirical parameter P (as defined above), which ins
a similar way to Levine’s mixing ratio L for his experiments, does 
correlate reasonable well the values experimentally found for S as 
tabulated above. In Fig. 4.4.2 Pg is plotted against px for Ar, N2 and 
Kr-H^ mixtures as test gas (varying a^ ,) and different SD-x:y operations 
(varying a^) of DDT.
In terms of Levine's (1970) theory this empirical stability 
correlation was found as follows:
• Based on the Rayleigh-Taylor theory Levine approximated the
potential felt by a tongue of the mixture created at the contact 
surface upon propagating into the test gas. Based on this potential 
he obtained the amount of mixture that flows into the test gas which 
then determines his mixing ratio L. He found that his shots with 
r < 1 and L < 1 were stable, while shots with L > 1 and r < 1 were
unstable.
104
1 I I I I I 1 T I  1 I T III!
Ar 12:0
N2 12:0 __
S - u
Ar 11:1
Ar 10:2 -Region of A  
uncertainty
S “ s I Kr-Hj : 12:0
2 3 4 5LOG (PI) IN 0YN/CM**2
Fig. 4.4.2: Stability correlation parameter Pg «= x r x a^,/(10 x a^) in
km x gr/(sec xmol) plotted as a function of the initial pressure pi 
for different test gases (Ar, N2 , Kr-l^ mixtures) and different 
SD-x : y-operations:
■ and □ : S =* s, □: r > 0.9, O: S - u.
Shots with Pg < 3.0 or r>0.9 were all stable (S * s), and shots with 
Pg >4.5 and r < 0.9 were all unstable (S « u) .
aT• The idea behind the parameter P = u xr x— ----was to turn Levine's
s g 10 x ao
argument around. Instead of looking at the leakage of driver gas (or
the mixture created at the contact surface) into the test gas, we
considered the leakage of test gas into the driver gas which in a
similar way causes turbulent mixing across the contact surface. If we
think of the contact surface as a potential barrier (for the test gas
particles, which ideally move with velocity u against the driver gas),
then if the test gas particle velocity (- u ) increases beyond a§*
critical value, the test gas particles can break through this barrier, 
rather than being accumulated behind the contact surface. In other 
words, u^ times "the strength of this barrier", = Pg has to be below a 
critical value. The above form of Pg was then found empirically.
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If we further assume that shots with r > 1 are stable because of the 
Rayleigh-Taylor criterion, then the stability limit in DDT for SD 
operations is empirically described by Pg -4.0 for r < 1 or else by r - 1.
This explanation of the parameter Pg hardly contributes anything to 
the understanding of the causes of the instabilities in DDT. However its 
form and the fact that it correlates the observed instabilities shows how 
the maximum actual limit can be obtained. If we assume r < 1 and the only 
variable to be a^ (type of x : y operation) for SD-operation, then we 
find that an increasing a^ decreases the natural limit (according to 
ideal shock tube theory) and increases the stability limit. Hence there 
exists an optimal a^ which gives a maximum actual limit where the natural 
limit is the same as the stability limit.
The shock tube DDT was not available to take RD-interferograms for 
DD shots; we therefore have no information about S for DD shots except 
for the 0.1 torr case. However according to the above empirical 
description of the stability limit, these shots are most probably 
unstable. The reason being that T^, the driver gas temperature is higher 
for DD-operation than for SD-operation (non-isentropic conversion), which 
gives a greater Pg at comparable shock velocities u. In addition,
Fig. 4.2.3 has shown that the 0.1 torr case is close to the stability 
limit and further Sandeman and Allen (1971) have shown that expansions 
reflected from the contact surface in the intermediate tube can for 
certain conditions overtake the contact surface and reach the shock front.
This discussion has shown that much more experimental (the RD-method 
is ideally suited for this purpose) and theoretical studies are required
to understand the reasons for the instabilities observed in shock tubes.
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4.5 THE LIMITS OF THE PLASMA MODEL
In comparing the theoretical model for the dispersion of a shock-
heated plasma (chapter 3) with the RD and CS-experiments, no evidence was
found that the plasma model in section 3.1 or the way the dispersion is
described in section 3.3 is not appropriate for the range of conditions
investigated. This confirms the values of the static polarizabilities of
Ar II and Ar III presented in section 2.4, and means that relaxation
effects and deviations from LTE are not significant in determining the
eff effmajor plasma composition given by N0 and . However the RD-
experiments showed that the most serious assumption in section 3.2 is Al, 
which assumes the shock wave to be one-dimensional. Bristow (1972) has 
shown that the uniformity of the shock-heated argon plasma is improved by 
mixing the test gas with about 0.2-0.4% of H^  , which probably also 
increases the stability limit.
In section 3.1 little was said about the range for which the plasma 
model described there is applicable. The range in which this model was 
used with the programs described in Meier (1972), is given by
Voi—H T < 6 x  104 K
1015 < N < 1019 cm"3e
These limits are justified as follows:
1. T > 104 K: In Meier (1972) it was shown that the Debye theory as used
in formula (3.1.5) is limited by the requirement that more than 1/6 
charged particle must be within the Debye sphere. In section 3.2 the 
discussion of the numerical solution of the plasma model showed that 
for low ionization fractions, the abovementioned program structure 
gives unreliable results because is taken as an independent 
variable. Both these limitations are insignificant for T > 104 K.
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2. T < 6 x 104 K: In the program only Ar I to Ar V is considered; this
obviously leads to an upper limit for T. The plots given in Meier 
(1972) show that at 60000 K Ar V begins to dominate the plasma and 
therefore Ar VI is still negligible.
3. N < 1019 cm'3 : In Fig. 3.3.1 we have seen that the relativee____ ______
population of excited states at = 1019 cm-3 is of the order of 10%. 
For even higher it is more and more impossible to speak of free 
electrons, which requires a different equation of state (3.1.1). At 
such high densities the plasma must be treated more and more as a 
whole and not as a collection of independent particles. In Meier 
(1972) it is shown that n^ in (3.1.5) is about 7 at - 1019 cm-3; 
this means that for Ar I only bound states with main quantum number 
< 7 exist. For such a high reduction of the ionization potential the 
theory used in section 3.1 becomes more and more doubtful, because it 
assumes the excited states to behave like unperturbed hydrogen-like 
states. An attempt to overcome those limitations for a hydrogen 
plasma was made by Theimer (1970). It is felt from the above 
discussion that < 101 9 cm"3 is a reasonable limit for the plasma 
model in section 3.1.
A. > 101 5 cm'3 : This limit is the most interesting one because it is 
determined by the range in which LTE is applicable. According to 
McWhirter (1965) a transition p-q is in LTE if the inequality
Ne > 1.6xlO12 T^ X(p,q)3 cm-3 (A.5.1)
is satisfied. In this criterion T^ is the electron temperature in K,
X(p,q) the excitation potential of level p from level q in eV. For
Ar I this would require N >2.5 x 1015 T 2 in order that the firste e
excited state is in LTE with the ground state; for Ar II,
N > 7. A x 1015 T^ and N > 1.6 x 1016 T^ for Ar III. The criterion e e e e
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(4.5.1) means that the collisional rates must be at least ten times 
the radiative rates in order that LTE can be assumed. Horn, Wong and 
Bershader (1967) required the collisional rates only to be greater 
than the radiative rates and came to the conclusion that for a 1 eV 
(T - 104 K) argon plasma > 10l 6 cm3 is required for LTE. If, 
however, the resonance lines are strongly absorbed, they considered 
an even lower electron density as consistent with LTE. From this 
point of view reasonable results can be expected from our plasma 
model for > 1015 cm 3. The 0.1 torr case in Fig. 4.3.5 confirms 
that Ngff and are still well described by this model at 
Ng < 1017 cm”3, even in the region dominated by Ar III. This indicates 
that the Saha equation still describes the relation between T and 
(to which we refer as Saha equilibrium) at conditions where the first 
excited states cannot be assumed to be in LTE according to (4.5.1).
At these conditions, however, relative line intensity measurements 
using Ar I and Ar II lines may be unreliable, because they rely on 
LTE between such states. From this point of view it would be 
desirable to have a more differentiating theory about the conditions 
where Saha equilibrium is applicable and where LTE (all states in a 
Boltzmann distribution) can be assumed.
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CHAPTER 5
SUMMARY AND CONCLUSIONS
The theoretical part of this thesis was aimed at developing a 
theoretical model for the composition and optical dispersion of a 
multiply-ionized plasma.
Concerning the plasma composition, we have assumed a monatomic gas 
in local thermodynamic equilibrium, a smooth Ecker-Weizel type of 
reduction of the ionization potential, and any number of ionization 
stages. It was shown that the conditions of such a plasma are determined 
by specifying two independent quantities Q( and Q2 of the plasma. We 
have then reduced "the general problem" (viz. given Qj and Q2 , calculate 
all the other quantities of the plasma) to a two-dimensional problem 
which has to be solved consistently with the reduction of the ionization 
potential. The special case of obtaining the conditions behind a strong 
normal shock wave was then considered in detail for argon test gas in the 
region 104 < T < 6 x 104 K and 1015 < < 101 9 cm 3 taking into account Ar I
to Ar V. With equation (3.2.6) we have found a method of describing the 
conditions through which a shock-heated slug of plasma decays if it stays 
uniform, in equilibrium and loses only energy. This method is applicable 
in the range where the plasma model, used here, holds. Because the 
timing of the plasma decay is not obtained in this way, no knowledge 
about cross sections and rate coefficients is required as they were for 
example used in Horn, Wong and Bershader (1967), who treated the 
relaxation phenomena in radiating argon plasmas for low ionization
fractions.
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Besides the composition of the plasma, a description of its 
dispersion requires the dynamic polarizabilities of the particles 
involved. A great emphasis has been placed on improving the present 
state of theoretical and experimental knowledge about polarizabilities of 
ions and excited states. For the static polarizability of the ground 
states it was shown that the Sternheimer (1969) method can be used to 
obtain a good approximation to the much more elaborate coupled Hartree- 
Fock approximation (Kaneko, 1969). With the method described by the "sum 
rule approximation", we have shown how existing data and theories about 
static polarizabilities, oscillator strengths and photo-ionization cross 
sections can be used to approximate the dynamic polarizabilities of 
ground and excited states. In Table 2.4.1 we have summarized the results 
for the argon and helium ions and the excited states so obtained. With 
the value for the static polarizability of singly-ionized argon, a^r 
we have achieved agreement with the experimental value reported by 
Bristow (1972) and revealed the approximate character of the variation 
method as used in conjunction with the Slater method by Bristow (1972) 
for his theoretical value. We have also shown how the photo-ionization 
cross section can be obtained in terms of two parameters. The values 
presented for the argon ions may be of importance in extending the theory 
of radiative cooling to multiply-ionized plasmas (see Horn, Wong and 
Bershader (1967)).
Based on the theories of the plasma composition and dynamic 
polarizabilities an approximation to the dispersion of a plasma was
ef fobtained in terms of two parameters: the effective electron density N
ef fand the effective atom density N0 . It was found that for argon plasmas 
this approximation can be used to within 2% between 2000 - 7000 Ä  for the 
plasma conditions considered. The contribution of the excited states was 
quantitatively discussed in this range and it was shown that they can
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contribute up to 15% to the dispersion. In this context we have also 
determined the conditions at which a maximum population of excited states 
or ions of Ar I to Ar IV can be obtained which is important if such 
particles are to be studied experimentally.
The experimental part of this thesis was designed, on the one hand, 
to calibrate the high performance Free Piston Shock Tube DDT described by 
Sandeman and Allen (1971), and on the other, to compare the above 
theories with experiments. The problems envisaged were formalized with 
questions Ql - Q4 in section 4.1.
To answer these questions, already known methods of interferometry,
that is time-resolved one wavelength interferometry and the channelled
spectrum technique (Sandeman, 1971) were fully developed as RD and CS-
methods. It was found that the RD-method is ideally suited for obtaining
a qualitative picture (see section 4.1 where this is specified by the
second order problems Ql - 03) of a shock-heated slug of plasma. Based on
a picture of the uniformity and the stability (obtained with the RD-
method) , the CS-method was then used to measure the time-dependent
0 f f 0 f fdispersion of the plasma which is interpreted as (t) and NQ (t), the
theoretical parameters discussed above. Compared to two-wavelength
eff effinterferometry (from which and NQ is also obtained) the CS-method
can be used to verify experimentally the theoretical (essentially 
parabolic) form of the dispersion assumed in formula (3.3.5). For the 
conditions reported in chapter 4 no variation from the theoretical form 
of the dispersion (as could be caused by excited states, see Fig. 3.3.4) 
could be observed. In general the CS-method can be used to determine the 
time-dependent state of a uniform plasma with the theoretical model used 
here. This then provides the answer to the quantitative question, Q4.
The answers obtained to Ql - Q4 from RD and CS-interferograms can be
summarized as follows:
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Ql (stability limit of DDT): The experimentally observed stability
region in DDT could empirically be correlated with r > 1 or Pg <4.0 
(see section 4.4). This showed that the stability limit in DDT is 
considerably above the one found for electromagnetically driven shock 
tubes as was described by Pert (1970) with a critical Reynold's 
number. The form of P further showed that there is an optimum value 
for the molecular weight of the driver gas which gives the maximum 
actual limit for DDT.
Q2 (uniformity of the shock-heated slug of plasma): The answer to this
question determines the limits of the assumptions A1 and A4 used to 
describe the shock-heated plasma in section 3-2. This question was 
answered for the specific optical path R by the figures in section 
4.3, showing R(r) at different times after the shock front has passed 
the end of the shock tube. Excluding the boundary layer, the radial 
variation as estimated from R(r) is of the order of 10 - 30% for most 
quantities of the plasma.
Q3 (purity of the shock-heated slug of plasma): This question could be
answered, as far as the contamination of the test gas with a
significant amount of driver gas is concerned, by comparing the
eff efftheoretical decay of the plasma in the - N0 plane with the
experimental one as obtained from the CS-method. It was found that 
the decay of stable plasmas agrees with the assumption of equilibrium 
and energy loss. This theoretical decay is clearly distinguishable 
from the decay obtained by adiabatically and isobarically mixing the 
test gas with the driver gas, which was obtained experimentally for 
two unstable cases.
Q4 (model for the shock-heated plasma): The model proposed in chapter 3
was experimentally confirmed in Fig. 4.3.3 for stable cases. For the 
assumptions A1 and A4 (concerning uniformity) a qualitative limit
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could be obtained as was discussed under Q2. The comparisons between 
theory and experiments concerning the other assumptions confirm:
(a) the assumption of Saha equilibrium at conditions where LTE 
cannot be assumed according to the McWhirter criterion in 
(4.5.1).
(b) the description adopted for the dispersion of the plasma.
(c) that the relaxation time of the plasmas observed is small 
compared to the time-resolution of the experiments performed.
As a result of (a) and the conditions obtained in DDT, a value for 
the static polarizability of Ar III was obtained in section 4.3 which 
agreed with the theoretical value given in Table 2.4.1.
Having shown theoretically and experimentally how a plasma source 
such as DDT can be investigated we come to the conclusion that these 
theoretical and experimental tools have opened the way for a wide range 
of experimental work along the following lines:
1. Based on the plasma model proposed in this work, the state of the
eff effplasma is determined by and Nq . We have theoretically and
eff effexperimentally (with the CS-method) demonstrated that and NQ
can be obtained from the specific optical path R at two wavelengths.
With the RD-method we have demonstrated how R(r,t) can be obtained.
With the necessary equipment it is possible to take two RD-
interferograms simultaneously at two different wavelengths, which can
0f f 0f ftherefore be interpreted as (r,t) and (r,t). This means that
by using the methods described here, it is possible to obtain the 
state of a cylindrical, axially symmetrical slug of plasma at any 
point in one experiment. With such a powerful diagnostic technique 
the problem of shock reflection or the two-dimensional nature of a 
normal shock wave (as found in this work) could be investigated
further.
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2. In section 4.4 it was indicated that much more experimental work 
needs to be done to understand the stability limit in shock tubes.
We have demonstrated that the RD-method is an ideal tool for this 
purpose as well as for calibrating a shock tube. This technique has 
already been widely used in this Department to study other test gases 
than argon.
3. With this work the first step in using DDI as <* heat bath has been 
done. Preliminary experiments have been performed using time- 
integrated and time-resolved spectroscopy with the aim of 
investigating the purity of the test gas. Before using DDT as a heat 
bath, this work has to be extended.
4. The measurement of the contribution of excited states and ions to the 
dispersion of the plasma can be improved in accuracy by using a shock 
tube with a larger diameter, an increased actual limit or by using an 
Image Converter Camera with a larger field of view in conjunction 
with a laser as a light source (for the RD-method).
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