Vibrational energy levels of ammonia-type molecules from first principles calculations by Rajamäki, Timo
Vibrational energy levels of
ammonia-type molecules from first
principles calculations
Timo Rajamäki
University of Helsinki
Department of Chemistry
Laboratory of Physical Chemistry
P.O. BOX 55 (A.I. Virtasen aukio 1)
FIN-00014 University of Helsinki, Finland
Academic dissertation
To be presented, with the permission of the Faculty of Science of the University
of Helsinki for public criticism in the Main lecture hall A110 of the Department
of Chemistry (A.I. Virtasen aukio 1, Helsinki) July 2nd, 2004, at 12 o’clock.
Helsinki 2004
Supervisor
Professor Lauri Halonen
Department of Chemistry
University of Helsinki
Reviewers
Professor (emer.) Folke Stenman
Department of Physics
University of Helsinki
and
Doctor Juha Vaara
Department of Chemistry
University of Helsinki
Opponent
Professor Pavel Rosmus
Laboratoire de Chimie Théorique
Université de Marne la Vallée
ISBN 952-91-7400-4 (paperback)
ISBN 952-10-1931-X (PDF)
http://ethesis.helsinki.fi
Helsinki 2004
Yliopistopaino
Abstract
The vibrational spectra of ammonia and the hydronium ion, including
both their symmetric and asymmetric isotopomers, are calculated vari-
ationally using potential energy surfaces obtained with the latest meth-
ods of electronic structure calculation. The centrally bound ammonia-type
molecules are interesting systems to study, due to the combination of the
large-amplitude inversion motion and five high-frequency modes. This fa-
cilitates the study of capabilities and feasibility of the latest theories in
molecular physics and quantum chemistry and their numerical application.
I have developed a six-dimensional variational program for the calcula-
tion of vibrational energy levels in ammonia-type molecules. The program
employs an exact kinetic energy operator, successive basis sets contrac-
tions, and full symmetry of the systems. The six-dimensional potential
energy surface is accurately represented by a special Taylor-type series ex-
pansion, where the inversion mode and the symmetric stretching mode are
handled separately from the asymmetric motions.
Coupled-cluster electronic energies, used for the potential energy func-
tion, are either extrapolated to the complete basis set limit or the corre-
sponding results are obtained with explicitly correlated methods. Core-
valence correlation, relativistic effects, higher excitations in coupled-cluster
series, and correction to the Born–Oppenheimer approximation are in-
cluded. All these factors are essential in order to achieve 1 cm−1 accuracy
for the vibrational energies of ammonia-type molecules.
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1 Introduction
There are 3N degrees of freedom in a system with N particles. This leads to
a 3 × 4 = 12 dimensional problem for the simplest, neutral molecular system,
the hydrogen molecule (H2) with two nuclei and electrons. The corresponding
dimension is 3 × 14 = 42 for ammonia, NH3. Exact solutions for the motion of
nuclei and electrons for such a system are not attainable, using any of the known
mathematical methods. Instead, approximate approaches has to be looked for.
In practice, an optimal balance between many different factors has to be sought
out in order to obtain the best possible solution.
Since the original work of Born and Oppenheimer in 1927 [1, 2], the first
simplification in the theory of electronic and nuclear motion in molecules, is based
on the difference in masses between nuclei and electrons. In the hydrogen atom,
the proton mass is about 3500 times the electron mass. In the Born–Oppenheimer
approximation, the heavy nuclei are assumed to move in an averaged electron
cloud. This divides the problem for ammonia into two parts, resulting in 30
degrees of freedom for the electrons and 12 for the nuclei. The emphasis in this
work is on nuclear motion. Methods for the solution of the electronic problem
are used as tools of achieving higher accuracy in modelling the quantized energy
states of nuclear motion.
There are 3Nn nuclear degrees of freedom within the Born–Oppenheimer ap-
proximation for a molecule consisting of Nn nuclei. When modelling energetics
of nuclear motion, it is customary to separate the three translational degrees of
freedom of a bound system, from the rest of the motion. Further, exact separa-
tion is impossible, although the interaction between rotation and vibration can be
minimized by a suitable choice of the molecular fixed axis system [3]. Still, molec-
ular vibrations can be separately analysed in the case where the total angular
momentum equals zero. Using the variational method, the rovibrational energies
can be computed accurately for all molecules containing up to four atoms and,
very recently, for some symmetrical five-atomic systems such as methane CH4
and its isotopomers [4, 5].
In the Born–Oppenheimer approximation, with fixed positions for nuclei,
there are 3Ne electronic degrees of freedom in a molecule with Ne electrons.
For ammonia with a total of ten electrons, this results in a 30-dimensional prob-
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lem, five times larger than its vibrational problem. Furthermore, due to the small
electronic mass, relativistic effects have to be considered, especially for molecules
containing heavy nuclei [6, 7]. Several approximations are necessary for both the
Hamiltonian operator and the basis set, when attempting a numerical solution
of this large problem. Although a numerical accuracy of 0.01 cm−1 is easy to
reach in the six-dimensional vibrational variational calculation of ammonia, an
accuracy of 1 cm−1 is a challenging goal for the electronic problem.
When I started this project three years ago, the vibrational energy levels
of ammonia had been calculated variationally with an accuracy of some tens of
cm−1 [8, 9, 10]. In these works, an exact kinetic energy operator within the Born–
Oppenheimer approximation, as well as the same quartic Taylor-series potential
energy surface [11], were used. This surface did not take the large-amplitude
inversion motion properly into account. Instead, inversion was treated as a high-
frequency bending mode in the vicinity of the equilibrium configuration of the
molecule. In my work, vibrational energy level calculations to 1 cm−1 accuracy
will be presented.
In Paper I, a new six-dimensional variational code for the vibrational energy
level calculations of symmetric and asymmetric isotopomers of ammonia-type
molecules, is introduced. The potential energy surface is obtained by augment-
ing a standard quartic Taylor-series potential, expanded in the vicinity of the
equilibrium geometry, with a two-dimensional surface that takes the inversion
motion accurately into account. A full six-dimensional, Taylor-type potential
energy surface is for the first time applied in Paper II for ammonia. In this func-
tional form the force constants related to the asymmetric modes are expressed
as a functions of inversion mode and symmetric stretching mode. In that work,
the electronic energies are calculated with coupled-cluster electron correlation
method. The two-dimensional inversion part of the Taylor-type surface, is also
optimised with the least-squares-method using experimental vibrational energies
as data. The vibrational energy levels of different isotopomers of NH3 are accu-
rately calculated using the fitted surface. Results of corresponding accuracy are
obtained in Paper III, without any adjustment of potential energy parameters.
In that work, coupled-cluster electronic energies are extrapolated to the com-
plete basis set limit. Core-valence correlation and one-electron scalar relativistic
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effects are also taken into account, both for ammonia and the hydronium ion,
H3O+. In Papers IV and V, the benefits of the Taylor-type series expansion for
the potential energy function, as well as the sensitivity of the inversion levels and
splittings in ammonia and the hydronium ion, to the inversion part of the po-
tential energy surface are employed in testing the accuracy of the latest ab initio
methods. Explicitly correlated coupled-cluster calculations are compared to the
extrapolated results in the case of the hydronium ion, in Paper IV. In the last
Paper, the importance of higher excitations, beyond the CCSD(T) level, in the
coupled-cluster hierarchy is estimated with encouraging results for the potential
energy surface of ammonia.
2 Molecular vibrations
The 3Nn−6 vibrational degrees of freedom in an Nn-atomic molecule (3Nn−5 for
a linear molecule) can be treated, as a first approximation, in terms of the classic
normal mode analysis [12]. There, it is assumed that displacements of the nuclei
are infinitesimally small and the forces between the nuclei depend linearly on the
deviation from equilibrium structure. Within this so-called harmonic approxima-
tion, normal coordinates can be found that render the corresponding vibrational
modes, normal modes, independent of each other. Thus, in the harmonic approx-
imation, there are no cross-terms either in the kinetic energy, or in the potential
energy function, expressed in terms of normal coordinates and their conjugate
momenta.
The normal mode analysis can be seen as a first-order approximation in mod-
elling molecular vibrations. The potential energy function can be expressed as a
Taylor-series expansion with only the lowest, i.e. second-order terms included.
In this function first-order terms vanish if the series expansion is performed at
the potential minimum, at the equilibrium geometry, and the minimum value
of the potential energy can be chosen arbitrarily, i.e. it can be set to zero. In
practice, higher-order terms, expressed in normal coordinates, are included to
obtain a better agreement with experimental vibrational spectra. New numerical
methods are needed when solving the eigenvalue problem, when anharmonicity
is introduced. Perturbation theory and the variational method, are often used in
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these problems [13]. In the perturbation theory approach, the problem is divided
into two parts. The first one, the zeroth-order system, is often solvable analyti-
cally whereas the second one can be regarded as a small perturbation to the first
part. The effect of the perturbation on the zeroth-order system and, accordingly,
the solution of the full system can be approximated at different levels of per-
turbation theory. More accurate results than obtainable through perturbation
theory, are provided by the variational method. It is based on a theorem which
states that the energy of the lowest state of the system is never smaller than
the energy corresponding to the true ground state wavefunction. In practice, the
eigenfunction of the appropriate Hamiltonian operator can be represented as a
linear combination of a complete set of orthonormal basis functions. Accurate
results are obtained by varying the coefficients of the basis function expansion as
to minimize the energy. This optimisation procedure can be formulated in matrix
form and it leads to diagonalization of the corresponding Hamiltonian matrix in
the trial basis.
After the normal mode approach, the formulation of the vibrational problem
in terms of normal coordinates as well as finding its solution using the perturba-
tional approach, provided the next generation of methods to solve the molecular
vibrational problem [14]. When looking for still more accurate approaches, one
might consider using alternative types of coordinates. Normal coordinates are
related to the normal mode approach, with an assumption of small deviations
from the equilibrium geometry. This is a first-order approximation. Rectilin-
ear normal coordinates are commonly used and, hence e.g. the bending motion
also involves some stretching character. In contrast, curvilinear coordinates can
be naturally related to different types of nuclear motion [15]. For example, for
an ammonia-type, centrally bound molecule, a good choice for the six internal
curvilinear coordinates, are the three stretching displacements (∆r1,∆r2,∆r3)
and the three bending displacements (∆θ23,∆θ13,∆θ12). These coordinates are
the deviation of the three bonds and their opposite bond angles, respectively. By
definition, the bond angles vary between 0 and 180 degrees.
The vibrational energy levels of ammonia, calculated using both perturbation
theory and the variational method, are given in Table 1. The energies of the
inversion mode ν2 and its overtones, the symmetric and asymmetric stretching
modes ν1 and ν3, respectively, and the asymmetric bending mode ν4, are given.
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Table 1: Calculated and experimental vibrational eigenvalues (in cm−1) of NH3
using the same ab initio potential energy surface [11]. Calculated results are
using both perturbation theory (with two different models for the kinetic energy)
and the variational method with exact kinetic energy operator. Plus and minus
signs (+ and –) refer to the symmetric and asymmetric states with respect to the
inversion motion.
State Sym a Perturbational b Variational c Experimental d
model1 model2 + − + −
GS A1 0.22 0.79
ν2 A1 1037.3 1037.3 1018.3 1030.6 932.4 968.1
2ν2 A1 1805.4 1975.9 1597.5 1882.2
3ν2 A1 2500.7 2958.4 2384.2 2895.6
4ν2 A1 3504.5 4079.3 3448 4045
ν1 A1 3327.0 3335.7 3370.3 3371.0 3336.1 3337.1
ν3 E 3421.0 3425.0 3475.5 3475.6 3443.6 3444.0
ν4 E 1638.5 1637.3 1639.8 1640.1 1626.3 1627.3
a Symmetry labels in the C3v point group.
b Perturbation theory with two different models of including different resonances
in the Hamiltonian operator [11].
c Variational method with exact kinetic energy operator (Paper I).
d Experimental data taken from Ref. [16].
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The same potential energy surface [11] is used in both cases. This surface is a
fourth-order Taylor series, expanded around the pyramidal equilibrium configu-
ration. The perturbational results are obtained using two models (model1 and
model2), which differ in the resonances taken into account. In both, the inver-
sion is excluded as a large-amplitude motion, and it is regarded as a standard
symmetric bending mode instead. Therefore, the symmetric and asymmetric
components with respect to the inversion motion (+ and –) are not obtained in
the calculation. The inversion motion is automatically included in the variational
calculation with an exact kinetic energy operator.
The largest difference between perturbational results, with the two different
models, is almost 10 cm−1 for the symmetric stretching mode ν1. The discrep-
ancies between perturbational and variational results are tens of cm−1 both for
ν1 and ν3. The calculated results are similar for the asymmetric bending mode
ν4, but the difference is large for the inversion mode ν2. The origin of these dis-
crepancies is both in kinetic and potential energy parts of the Hamiltonian. The
two perturbation theory models differ in the terms included in the kinetic energy
operator. The strongly anharmonic character of the stretching potential, causes
large differences between the two methods. In general, it is difficult to choose
the terms to include in the approximate kinetic energy operator. In the case
of the inversion motion, the series expansion of the operator converges slowly.
The variational method and an exact kinetic energy operator are needed to ac-
curately determine the vibrational energy levels within the Born–Oppenheimer
approximation.
It is advantageous to take the symmetry of the molecule into account. This
way, one can divide the problem into smaller, independent parts [12]. If the
inversion barrier of an ammonia-type molecule is high enough to render the in-
version motion is not observable, this species is pyramidal and belongs to the
C3v symmetry group [14]. The appropriate symmetry elements include a three-
fold rotation about the symmetry axis and three reflections with respect to three
symmetry planes defined by the symmetry axis together with the three bonds.
The symmetries of the corresponding normal modes belong either to the A1 or
E irreducible representation of the C3v point group, as shown in Table 1. If the
inversion motion were included to the model, the proper symmetry group would
be D3h, which corresponds to the planar transition state. All vibrational modes
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split into two parts, which are either symmetric or antisymmetric with respect
to the inversion motion (the labels + and – in Table 1 and symmetries A′1, A′2,
and E′, or A′′1, A′′2, and E′′). The correct symmetry group for the asymmetric
isotopomers XY2Z with inversion motion is C2v, related to the planar transition
state.
2.1 Internal coordinates for an ammonia-type molecule with
large-amplitude inversion motion
It would be impossible to distinguish between the geometries on the two sides
of the inversion plane, if the three bond length and bond angle coordinates were
used as the internal coordinates in describing the vibrations in ammonia. A new
set of coordinates is necessary for covering all possible geometries and to correctly
represent the inversion motion. Furthermore, use can be made of the molecular
symmetry with symmetrized coordinates. For ammonia-type molecules in the
symmetry group C3v, without inversion, the following symmetrized combinations
of curvilinear internal bond length - bond angle displacement coordinates, are
normally used [11]
S1(A1) =
1√
3
(∆r1 +∆r2 +∆r3) (1)
S2(A1) =
1√
3
(∆θ23 +∆θ13 +∆θ12)
S3a(E) =
1√
6
(2∆r1 −∆r2 −∆r3)
S3b(E) =
1√
2
(∆r2 −∆r3)
S4a(E) =
1√
6
(2∆θ23 −∆θ13 −∆θ12)
S4b(E) =
1√
2
(∆θ13 −∆θ12).
Here S1 and S2 describe the symmetric stretching and bending modes, respec-
tively, and S3a and S3b (S4a and S4b) the asymmetric, degenerate stretching (bend-
ing) modes.
An umbrella-like coordinate definition is a potential choice for the inversion
mode [9]. Unfortunately, its definition is a complicated function of the internal
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bond angle coordinates and this causes difficulties in obtaining the vibrational
kinetic energy operator. A simpler alternative is [17]
S2(A
′′
2) = ±
1
31/4
√
−∆θ23 −∆θ13 −∆θ12, (2)
where plus and minus signs are related to the different sides of the inversion
plane. With this coordinate, the inversion potential is a continuous and mono-
tonic function throughout the whole range. Like the original coordinate for the
symmetric bending in Eq (1), the coordinate of Eq (2) does not include stretch-
ing character. It also possesses the correct symmetry in the symmetry group D3h
(planar geometry) and it can be easily related to the totally symmetric bending
coordinate in Eq (1) for ammonia-type molecules, when tunneling is not allowed
for. With this inversion coordinate raised to the power of two, all six coordinates
still remain mutually orthogonal. Inverse coordinate relations from the symmetry
coordinates back to the unsymmetrized internal coordinates, are found in closed
form. Last, it is also possible to obtain an analytic expression for the kinetic
energy operator, with this definition of the inversion coordinate.
In the case of asymmetric isotopomers with C2v symmetry in the planar con-
figuration, the symmetrized combinations of the internal coordinates for stretches
are
S1(A1) = ∆r1 (3)
S3a(A1) =
1√
2
(∆r2 +∆r3)
S3b(B2) =
1√
2
(∆r2 −∆r3).
For bendings, the same coordinates as for symmetric isotopomers can be used,
the difference being that the coordinates S2, S4a, and S4b span the irreducible
representations B1, A1, and B2, respectively.
In ammonia-type molecules, unsymmetrized bending displacement coordi-
nates cannot be used, when inversion is allowed for. There does not exist sim-
ilar obstacle for the three stretching degrees of freedom. Thus, unsymmetrized
stretching displacement coordinates are employed in the kinetic energy operator
and it is separable as far as stretchings are concerned. As the unsymmetrized
and symmetrized coordinates are related to each other with a linear transforma-
tion, the matrix elements for symmetrized stretching coordinates, used with the
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potential energy function, can be calculated from the corresponding expressions
for the unsymmetrized coordinates. Furthermore, when unsymmetrized internal
bond length coordinates ∆r1, ∆r2, and ∆r3 are used for stretches in the kinetic
energy operator, all coordinates are similar both for the symmetric (C3v, XY3)
and asymmetric (C2v, XY2Z) isotopomers in this operator. The coordinate trans-
formation is easier to make for the mathematically much simpler expression for
the potential energy function, which is invariant for all isotopomers within the
Born–Oppenheimer approximation. Thus, the six-dimensional potential energy
function is expressed in symmetrized coordinates of the symmetric isotopomer
XY3.
The use of symmetrized combinations of internal coordinates leads to a com-
plicated expression for the kinetic energy operator. This results in kinetic energy
operator terms that are not separable in bond angle displacement coordinates.
This in turn necessitates the calculation of three-dimensional integrals with cou-
pled integration limits. These problems are easy to handle in practical calcula-
tions for ammonia-type molecules as discussed below. It would be possible to use
alternative coordinate systems such as the Radau coordinates [18]. The expres-
sion for the kinetic energy operator is often simpler using this choice, but the
potential energy function becomes more cumbersome.
2.2 Exact kinetic energy operator within the Born–Oppen-
heimer approximation
The exact quantum mechanical vibrational kinetic energy operator within the
Born–Oppenheimer approximation, expressed in general internal coordinates (qi, qj)
can be written as [19] (i, j = 1, . . . , 3N)
Tˆ = −~
2
2
∑
i,j
(
g(qiqj)
∂2
∂qi∂qj
+
∂g(qiqj)
∂qi
∂
∂qj
+ (4)
1
4
1
J2
g(qiqj)
∂J
∂qi
∂J
∂qj
− 1
2
1
J
∂g(qiqj)
∂qi
∂J
∂qj
− 1
2
1
J
g(qiqj)
∂2J
∂qi∂qj
)
.
For an ammonia-type molecule, the sum is over the six vibrational coordinates:
qi = ∆ri, when i = 1, 2, 3, and q4 = S2, q5 = S4a, and q6 = S4b. The last three
terms in the operator appear because the weight function in the volume element
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for integration is set equal to one. In practice, the g matrix elements g(qiqj) and
Jacobian J , which gives the scale for the integration, are necessary in order to
obtain the kinetic energy operator for the system in question.
The vibrational elements of the mass-weighted reciprocal metric tensor, the
g matrix elements g(qiqj), are obtained from the gradients of the corresponding
vibrational coordinates (∇αqi,∇αqj) [12, 19],
g(qiqj) =
N∑
α
1
mα
(∇αqi) · (∇αqj), (5)
where the sum is over N atoms. The volume element of integration, the Jacobian,
is obtained with the chain rule as [20]
J =
∣∣∣∣∂(xH1 , yH1 , zH1 , . . . , xN , yN , zN)∂(S1, S2, S3, S4, S5, S6)
∣∣∣∣ (6)
=
∣∣∣∣∂(xH1 , yH1 , zH1 , . . . , xN , yN , zN)∂(r1, r2, r3, θ12, θ13, θ23, β)
∣∣∣∣ ∣∣∣∣∂(r1, r2, r3, θ12, θ13, θ23, β)∂(S1, S2, S3, S4, S5, S6)
∣∣∣∣
=
∣∣∣∣ r21r22r23 sin θ12 sin θ13 sin θ23 sin β√1− cos2 θ12 − cos2 θ13 − cos2 θ23 + 2 cos θ12 cos θ13 cos θ23
∣∣∣∣× 2 |S2| .
In this formula xi, (i = H1, H2, H3, N) are the cartesian coordinates related to
the four nuclei and β is one of the three Euler angles. The expression for Jacobian
and most of the g matrix elements are not separable in bond angle coordinates.
The same is true for most of the derivatives of these functions, used in the kinetic
energy operator.
All terms related to the g matrix elements, Jacobian, and their first and second
derivatives, needed for the kinetic energy operator of ammonia, can be calculated
symbolically using Mathematica [21], which also allows automatic transformation
of the analytic expressions to Fortran functions. It is worthwhile to symbolically
group the kinetic energy operator in Eq (4) into parts according to the order of
the derivative operators. As these operators act on the basis functions, integrals
related to these different terms have to be computed separately.
2.3 Accurate representation of the potential energy surface
The 3Nn − 6 dimensional Born–Oppenheimer potential energy surface of an Nn
atomic molecule (3Nn − 5 for a linear molecule) is needed for calculating the
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vibrational spectrum. It is possible to obtain values of the potential energy at
all grid points used for the numerical integration (see, e.g., Ref. [22]) with direct
interpolation of the ab initio energies. Alternatively, an analytic form of the sur-
face is often obtained by fitting a suitable function to the electronic energies. A
Taylor-series expansion in internal coordinates and around the equilibrium geom-
etry of the system, is a natural starting point. Traditionally, a series containing
all terms up to fourth order (quartic force field) is used. Combined with per-
turbation theory used for computing the vibrational energies, this simple series
expansion may yield energies for the lowest vibrational states of a semirigid sys-
tem even to the accuracy of some cm−1 (see, e.g., Ref. [23] for results for the PH3
molecule). In ammonia, the energies of the fundamentals are obtained to similar
accuracy (see Table 1), excluding the inversion mode. When studying the floppy
degrees of freedom, such as the inversion motion in ammonia or highly excited
vibrational states, a more flexible description of the potential energy surface is
needed in order to accurately cover all of the accessible geometries.
There are different ways to determine the coefficients of analytic potential
energy functions using point-wise calculated electronic energies. In the case of
Taylor-series expansion around a single point, where coefficients or force constants
are derivatives with respect to the appropriate coordinates, finite differences [24]
can be employed to determine the derivatives numerically, by using a minimal
number of points. With this method, it is essential to make geometry changes
as small as possible, within the framework of the numerical accuracy of the ab
initio energies, in order to minimize the errors introduced. Thus, calculations of
the electronic energies should be well converged. Similar results than with finite
differences are obtained using a direct least-squares fit [11] to the same points.
In choosing a suitable representation for the six-dimensional potential energy
surface V (S1, S2, S3a, S3b, S4a, S4b) of an ammonia-type molecule, one possibility
is to use a direct six-dimensional optimization of the force constants Fij, Fijk,
Fijkl, etc. (i, j, k, l = 1, 2, 3a, 3b, 4a, 4b) of a Taylor series expansion
V (S1, S2, S3a, S3b, S4a, S4b) = V0 +
∑
i≤j
Fij SiSj + (7)∑
i≤j≤k
Fijk SiSjSk +
∑
i≤j≤k≤l
Fijkl SiSjSkSl + . . . .
Other kinds of coordinates, such as the Morse variable y for stretches (y =
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1 − e−a∆r, where a is a parameter), have also been employed for ammonia-type
molecules [9].
A traditional Taylor-series expansion sometimes converges slowly. This is
especially true in the case of the inversion coordinate S2. One possibility to
improve the representation of the potential is to express all force constants related
to the other high-frequency modes as a function of this coordinate [25]. An S2-
series for ammonia-type molecules is the following (i, j, k, l = 1, 3a, 3b, 4a, 4b):
V (S1, S2, S3a, S3b, S4a, S4b) = V0(S2) +
∑
i≤j
Fij(S2)SiSj + (8)∑
i≤j≤k
Fijk(S2)SiSjSk +
∑
i≤j≤k≤l
Fijkl(S2)SiSjSkSl + . . . .
It has been found out for the water molecule that has only three vibrational
degrees of freedom, that a direct three-dimensional fit using a functional form
such as in Eqs (7) or (8) does not yield results with small enough fitting errors.
The strongly anharmonic stretching character has to be separated from the rest
of the surface and independently determined in order to obtain the rest of the
terms accurately [26].
In the NH3 and H3O+ molecules, the symmetric stretch and inversion mode
are coupled. This can be seen in Figure 1 where two-dimensional V0 (S1, S2) cuts
of the Born–Oppenheimer potential energy surfaces of ammonia and H3O+ are
plotted. Accordingly, it is natural to handle both of these coordinates separately
from the other four asymmetric coordinates. Furthermore, it was found already
in a two-dimensional study of ammonia [17], involving only the symmetric modes,
that the inversion levels can be determined with an accuracy of some tens of cm−1
using only the two-dimensional inversion part V0 (S1, S2) of the full surface. This
is a significant improvement compared to a calculation with quartic Taylor-series
potential. In Table 2, results of these kinds of calculations are given. Evidently,
cancellation of different errors is partly responsible for the good results for the
inversion levels in the two-dimensional model. On the other hand, values for ν1
and ν1 + ν2 are far from the observations in this model. This is due to the fact
that anharmonic resonances between ν1 and other high-frequency modes, such as
the Fermi resonance between ν1 and 2ν4 states, are excluded.
From the results displayed in Table 2, one can see that augmentation of the
quartic Taylor-series potential with two-dimensional inversion part V0 clearly
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Figure 1: Two-dimensional inversion part, V0 (S1, S2), of the six-dimensional po-
tential energy surface for the NH3 and H3O+ molecules. Separation of the suc-
cessive contours is 200 cm−1 in both figures. Bond lengths are in Å (1 Å = 10−10
m) and bond angles in radians. 15
changes the vibrational states and inversion splittings, when compared either
to the values obtained with a two-dimensional model or to the results from a six-
dimensional variational calculation with a pure quartic Taylor-series potential.
In any case, inversion dependence of the asymmetric modes in ammonia-type
molecules is furthermore needed. This can be effectively made with a Taylor-
type series expansion of the potential energy function, as used in Paper II and
onwards.
The Taylor-type series expansion around the V0 (S1, S2) surface can be ex-
pressed as (i, j, k, l = 3a, 3b, 4a, 4b)
V (S1, S2, S3a, S3b, S4a, S4b) = V0(S1, S2) +
∑
i≤j
Fij(S1, S2)SiSj + (9)∑
i≤j≤k
Fijk(S1, S2)SiSjSk +
∑
i≤j≤k≤l
Fijkl(S1, S2)SiSjSkSl + . . . .
Force constants in a traditional Taylor-series expansion for semi-rigid molecules
become, in Eq (9), two-dimensional F -terms, which are functions of the S1 and
S2 coordinates. In the corresponding results, in the last column of Table 2, the
error caused by the fit of the electronic energies using a Taylor-type function is
less than 0.5 cm−1 for all the reported vibrational states.
The usefulness of the Taylor-type series is connected with the determination of
the F -terms. With the separate treatment of the symmetric coordinates (S1 and
S2) and asymmetric coordinates (S3a, S3b, S4a, and S4b) in the Taylor-type series,
the force constants related to the asymmetric modes can be accurately obtained
using finite differences in the vicinity of a certain (S1, S2) point, just like in
the traditional Taylor series expansion in the vicinity of a single geometry. This
makes it possible to include systematically terms of decreasing importance in the
potential energy surface and to avoid fitting simultaneously ab initio points in six
dimensions. A Taylor series expanded around the point X0 = {S10 , S20 , 0, 0, 0, 0},
with displacements involving the asymmetric coordinates S3a, S3b, S4a, and S4b,
is (i, j, k, l = 3a, 3b, 4a, 4b)
V (S3a, S3b, S4a, S4b) = VX0 +
∑
i≤j
[
∂2V
∂Si∂Sj
]
X0
SiSj + (10)
∑
i≤j≤k
[
∂3V
∂Si∂Sj∂Sk
]
X0
SiSjSk +
∑
i≤j≤k≤l
[
∂4V
∂Si∂Sj∂Sk∂Sl
]
X0
SiSjSkSl + . . . .
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Table 2: Variationally calculated vibrational energy levels and inversion splittings
of NH3, using different representations for the potential energy surface calculated
in all cases using the the CCSD(T) method with the aug-cc-pVTZ basis set.
Energies in cm−1.
State Taylor-sera 2D / V0(S1, S2)b V0 + Taylor-serc Taylor-typed
+ Split. + Split. + Split. + Split.
GS 0.0 0.22 0.0 0.79 0.0 0.48 0.0 0.49
ν2 1018.3 12.26 936.0 35.22 943.3 23.60 961.4 23.93
2ν2 1805.4 170.53 1606.5 283.06 1634.2 234.66 1665.6 238.47
3ν2 2500.7 457.74 2394.8 512.89 2364.0 482.96 2407.9 491.23
4ν2 3504.5 574.85 3478.0 602.22 3395.1 577.28 3455.2 587.77
ν1 3370.3 0.73 3417.3 1.57 3365.0 2.05 3320.8 0.79
ν3 3475.5 0.05 3330.2 0.24 3422.1 0.21
ν4 1639.8 0.31 1596.0 0.67 1625.5 0.68
ν1 + ν2 4405.9 10.14 4384.1 23.61 4333.2 17.02 4302.5 17.62
ν2 + ν3 4521.4 6.39 4303.4 14.01 4418.5 12.01
ν2 + ν4 2646.1 16.06 2523.4 30.69 2571.5 30.88
a Six-dimensional quartic Taylor-series potential from Ref. [11] (Paper I).
b Two-dimensional calculation, Ref. [17].
c Augmentation of the quartic Taylor-series potential with two-dimensional
inversion part V0(S1, S2), as used in Paper I.
d Taylor-type series expansion of the potential energy surface (Paper II).
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Expansion of this series at different points X0 along the two-dimensional surface
V0 (S1, S2), yields the six-dimensional surface V (S1, S2, S3a, S3b, S4a, S4b) of Eq
(9). In practice, the point-wise obtained derivatives in Eq (10) are fitted as a
function of S1 and S2 using the orthonormal Chebyshev polynomials as basis
functions. They have been found to be a good choice already for the V0 (S1, S2)
part of the surface [17]. The root-mean-square error of this two-dimensional fit
is numerically minimized. The orthogonality of the basis functions makes the fit
stable.
The surfaces Fij(S1, S2), Fijk(S1, S2), etc. are calculated at the symmetric con-
figurations, allowing symmetry relations familiar from traditional quartic surfaces
[11] to be directly exploited. For example, all terms related to the asymmetric
stretching coordinates S3a and S3b, up to fourth order, are (see Ref. [11] and
Paper II)
F3a3a(S1, S2) = F3b3b(S1, S2) (11)
F3a3a3a(S1, S2) = −1
3
F3a3b3b(S1, S2)
F3a3a3a3a(S1, S2) = −1
2
F3a3a3b3b(S1, S2) = F3b3b3b3b(S1, S2).
Because all S3b-related terms can be determined from the S3a-related ones, dis-
placements only with respect to S3a are needed to obtain these terms. Corre-
sponding relations also apply to the asymmetric bending coordinates S4a and
S4b. The cross-term relations involving four asymmetric coordinates up to fourth
order are the following
F3a4a(S1, S2) = F3b4b(S1, S2) (12)
F3a3a4a(S1, S2) = −1
2
F3a3b4b(S1, S2) = −F3b3b4a(S1, S2)
F3a4a4a(S1, S2) = −1
2
F3b4a4b(S1, S2) = −F3a4b4b(S1, S2)
F3a3a4a4a(S1, S2) = F3b3b4a4a(S1, S2)
F3b3b4a4a(S1, S2) = F3a3a4b4b(S1, S2)
F3a3a3a4a(S1, S2) = F3a3b3b4a(S1, S2) = F3a3a3b4b(S1, S2) = F3b3b3b4b(S1, S2)
F3a4a4a4a(S1, S2) = F3b4a4a4b(S1, S2) = F3a4a4b4b(S1, S2) = F3b4b4b4b(S1, S2).
Within all F -terms up to fourth order, only for F3b3b4a4a(S1, S2) (or, alternatively
for F3a3a4b4b(S1, S2)), are the displacements with respect to the S3b coordinate
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(or S4b) necessary. In addition, in all geometries of the V (S1, S2, S3a, S3b =
0, S4a, S4b = 0) surface, the molecule in question exhibits a symmetry plane
and the symmetry group Cs can be used in the electronic structure calcula-
tions. In practice, this approximately halves the computational time. Hence,
with a Taylor-type series, it is straightforward to exploit the maximum extent of
the symmetry of the system, both in determining the necessary symmetry inde-
pendent coefficients in the potential energy function and in electronic structure
calculations.
A Taylor-type series expansion converges fast. With a series including all
terms up to fourth order (a total of 13 symmetry independent F -terms), the ab
initio points used to determine the surface can be reproduced with a root mean
square error of 0.5 cm−1 or smaller, up to at least 25 000 cm−1. The absolute
accuracy among these terms is better than 0.5 cm−1 up to 5000 cm−1 and better
than 2 cm−1 up to 10 000 cm−1, for a single fitted surface. Higher-order terms
with respect to the S3a and S3b coordinates can be added, to obtain an accurate
description of the potential energy surface up to high excitations of the stretching
modes (see Paper II).
In a Taylor-type potential energy function, with coefficients determined using
finite differences, all terms can be independently determined. If needed, it is
possible to separately optimise various F -terms when fitting the surface using
experimentally observed vibrational energy levels as data. On the other hand,
the independence of the various terms makes it feasible to mix ab initio methods
of different accuracy. These aspects are emphasized in the case of the V0 surface.
This part of the full six-dimensional surface determines the height of the inversion
barrier as well as the geometry in the equilibrium and planar transition states.
While about 1500 ab initio points are needed to obtain the full six-dimensional
surface, about 100 (all with C3v symmetry) are enough to accurately determine
the V0 part. The pure inversion levels and inversion splittings depend almost
entirely on the V0 part. They also depend strongly on the height of the inversion
barrier. As these parameters are experimentally accurately known, the V0 (S1, S2)
part of the surface is a useful probe of the quality of the potential energy surface
and the ab initio methods.
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2.4 Six-dimensional variational calculation of the vibra-
tional energy levels
Several different approaches are used in the variational calculation of vibrational
energy levels of three-, four-, and five- atomic molecules, using exact kinetic
energy operators within the Born–Oppenheimer approximation [27]. The two
main issues are the representation of the Hamiltonian operator and the strategy
adopted in solving the eigenvalue problem. In a finite basis representation, all
matrix elements (integrals) are calculated using products of the wave functions
of some simple systems as the basis. In the discrete variable representation, the
values for the operator are generally calculated at the integration points of cor-
responding Gaussian quadrature, which would be used to compute the integrals
in a finite basis. A contraction scheme is often adopted for larger systems, where
the final full-dimensional basis is constructed sequentially from the eigenvectors
of the smaller-dimensional calculations of the same system. Especially when us-
ing contracted bases, the Hamiltonian matrices become quite full and the a priori
determination of vanishing matrix elements is impossible. Therefore, an iterative
solution of the eigenvalue problem is not as efficient as in the case of structured
matrices. With full matrices, direct diagonalization methods are commonly used
and this makes the calculations slower.
For ammonia-type molecules, the eigenvalues of the vibrational Hamiltonian
can be efficiently computed variationally using successive basis set contractions.
The vibrational problem is solved for systems of lower dimension and the re-
sulting, contracted eigenfunctions are used as a basis functions at the next step.
In each case, only terms depending on the included coordinates are taken into
account in the kinetic energy operator. All other coordinates, both in the ki-
netic and potential energy parts of the Hamiltonian operator, are set to their
equilibrium values. In this work, at the first step, one-dimensional Morse os-
cillator and harmonic oscillator eigenfunctions are used for stretches and bends
(including inversion), respectively. These primary basis functions φi (i = s, inv,
or b for stretches, the inversion mode, and asymmetric bending modes) or their
combinations, are symmetrized in the D3h symmetry group for the symmetric
and in the C2v symmetry group for the asymmetric isotopomers. In this way, all
the contracted functions Ψi are also automatically symmetrized. The contraction
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Table 3: Contracted functions in the five calculation steps for the symmetric and
asymmetric isotopomers of an ammonia-type molecule (symmetry groups D3h
and C2v, respectively).
Step Functions Group D3h Group C2v
Stretchings
1 φs(r1)φs(r2)φs(r3)→ Ψs(r1, r2, r3) A′1 A′2 E′a E′b A1 B2
Bendings
2 φinv(S2)→ Ψinv(S2) A′1 A′′2 A1 B1
3 φb(S4a)φb(S4b)→ Ψb2(S4a, S4b) A′1 A′2 E′a E′b A1 B2
4 Ψinv(S2)Ψb2(S4a, S4b) A′1 A′2 E′a E′b A1 B2
→ Ψb(S2, S4a, S4b) A′′1 A′′2 E′′a E′′b A2 B1
Final six-dimensional calculation
5 Ψs(r1, r2, r3)Ψb(S2, S4a, S4b) A′1 A′2 E′a E′b A1 B2
→ Ψ(r1, r2, r3, S2, S4a, S4b) A′′1 A′′2 E′′a E′′b A2 B1
steps and symmetry species of the functions in each case, are displayed in Table
3.
Final, contracted and symmetry adapted three-dimensional functions for the
stretches and bends (Ψs(r1, r2, r3) and Ψb(S2, S4a, S4b)), are in the symmetry
group D3h combined using vector coupling coefficients [28] to obtain the final
six-dimensional basis functions (step 5 in Table 3). The phases of these three-
dimensional functions have to be known, because for E-type functions, the com-
bined functions are linear combinations of the products of the three-dimensional
Ea and Eb functions for stretches and bends. This is carried out by choosing
a single product-form function both in the three-dimensional calculation for the
stretches and in the two-dimensional calculation for the degenerate bends, and
by making sure that the sign of these functions will remain unchanged at all steps
of calculations and in all basis functions determined by this approach.
Most of the matrix elements are calculated numerically, using efficient and
highly accurate Gauss–Laguerre and Gauss–Hermite quadratures [29] for the
Morse oscillator and harmonic oscillator basis functions, respectively. Generally,
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Gaussian quadrature using n integration points is∫ b
a
f(x)dx =
∫ b
a
W (x)fw(x)dx ≈
n∑
i=1
wifw(xi). (13)
In the Gauss–Hermite integration, W (x) = e−x2 and integration limits extend
from minus infinity to plus infinity. In the Gauss–Laguerre quadrature, W (x) =
xαe−x and the integration extends from zero to infinity. Thus, the strongly os-
cillating exponential parts of the integrand f can be included in the integration
weights w. The last relation in Eq (13) is exact if fw is a polynomial with maxi-
mum order of 2n.
The three-dimensional integrals needed for the nonseparable bond angle terms
in the kinetic energy operator do not constitute a problem. In a general case, a
three-dimensional integration over a function f(S2, S4a, S4b), which is not sepa-
rable in S2, S4a, and S4b, can be written as∫ ∫ ∫
f(S2, S4a, S4b) dS2dS4adS4b = (14)∫ S2max
S2min
{∫ y2(S2)
y1(S2)
[ ∫ z2(S2,S4a)
z1(S2,S4a)
f(S2, S4a, S4b)dS4b
]
dS4a
}
dS2 ≈∫ ∞
−∞
{∫ ∞
−∞
[ ∫ ∞
−∞
f(S2, S4a, S4b)dS4b
]
dS4a
}
dS2 ≈
ni∑
i=1
wS2(i)
{ nt∑
j=1
wS4a(j)
[ nt∑
k=1
wS4b(k) fw(S2(i), S4a(j), S4b(k))
]}
.
Discarding coupled integration limits is possible if the basis functions vanish
before reaching these limits. An efficient calculation scheme is possible by tak-
ing the full advantage of the structure of the contracted basis Ψb(S2, S4a, S4b),
which is a product of contracted one-dimensional basis functions for inversion
mode Ψinv(S2) and two-dimensional contracted basis functions for the asymmet-
ric bending modes Ψb2(S4a, S4b) (step four in Table 3). If the number of these
functions were Ni and Nt, respectively, all integrals necessary for the Hamiltonian
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matrix for a single term f(S2, S4a, S4b) in the Hamiltonian operator are
Ni∑
n1=1
Ni∑
n2=1
Nt∑
m1=1
Nt∑
m2=1
[ ni∑
i=1
wS2(i)
( nt∑
j=1
nt∑
k=1
wS4a,S4b(j, k) (15)
Ψ
(n1)
inv (S2)Ψ
(m1)
b2 (S4a, S4b) f(S2, S4a, S4b)Ψ
(n2)
inv (S2)Ψ
(m2)
b2 (S4a, S4b)
)]
=
Ni∑
n1=1
Ni∑
n2=1
Nt∑
m1=1
Nt∑
m2=1
[ ni∑
i=1
wS2(i)Ψ
(n1)
inv (S2)Ψ
(n2)
inv (S2)
( nt∑
j=1
nt∑
k=1
wS4a,S4b(j, k)Ψ
(m1)
b2 (S4a, S4b) f(S2, S4a, S4b)Ψ
(m2)
b2 (S4a, S4b)
)]
.
In the two innermost sums of the Eq 15, the two-dimensional integrals necessary
for the coordinates S4a and S4b in the two-dimensional, contracted basis, are
first calculated at ni integration points for S2, with Nt × Nt combinations for
the corresponding basis functions. The crucial point in this algorithm is that
these integrals are the same in each Ni×Ni combinations for the contracted Ψinv
basis functions. They are used to obtain the final three-dimensional integrals by
calculating the one-dimensional integrals over S2. In this later step the number
of basis function combinations is Ni × Ni × Nt × Nt. In this way, the three-
dimensional integrals can be calculated even 100 times faster than by a naive,
direct calculation. The complete set of three-dimensional integrals needed for
the kinetic energy operator of ammonia-type molecules, takes only about ten
minutes in a typical calculation. Both matrix elements, integration points, as
well as weights in contracted bases, are in all contraction steps obtained from the
corresponding results in the original bases using similarity transformations.
As only the lowest eigenvalues of the Hamiltonian matrix are needed, they
can be calculated iteratively using the Arpack package, which utilizes the Lanczos
method [30]. In this approach, the explicit construction of the matrix itself is
not necessary, only its action on a vector. This operation could be carried out
efficiently, if the matrix were structured. Despite the fact that the matrices
are full in the contracted basis and the general BLAS (Basic Linear Algebra
Subprograms) [31] routine is used to calculate the matrix-vector product, this
approach is two or three times faster than the traditional Householder method
[29] which converts the whole matrix to diagonal form. Eigenvectors are needed
for the assignment of the calculated states, but their computation doubles the
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calculation time if a traditional diagonalization method is used. Eigenvectors are
a by-product and only minimal extra effort is needed to compute them in the
iterative method. This part of the calculation, the vector-matrix product, could
also be parallelized if necessary.
3 First principles electronic structure calculations
The basic approximations in the first principles (ab initio) electronic structure
calculations are made to the Hamiltonian and the atomic orbital basis set size
used in the numerical calculations. Despite the small mass of the electrons, for
molecules containing only light nuclei, the non-relativistic Schrödinger equation
gives good results. The significant difficulty caused by the additional degrees of
freedom in Dirac’s equation can, hence, be avoided, and relativistic effects can
be taken into account as corrections to the non-relativistic energy instead.
The starting point of the 3Ne dimensional problem for electronic motion, is
traditionally the assumption that a single electron moves in an averaged field
made up by the 3Ne − 1 other electrons and nuclei. This is the Hartree–Fock
(HF) self-consistent field (SCF) method [32, 33]. What is lost when treating
the other electrons in an averaged fashion, is called the correlation energy. It
has an important contribution on the total electronic energy, but despite this
the Hartree–Fock method offers a good starting point for sophisticated ways of
taking the correlation energy between electrons into account.
When attempting to cover the full electron correlation energy most of the elec-
tronic structure models feature a hierarchy of increasingly accurate approxima-
tions, where more and more highly excited electron configurations are taken into
account [34]. Traditionally, electron correlation methods based on the Møller–
Plesset perturbation theory and the configuration interaction (CI) treatment, at
different orders, are used (MPn and CIS, CISD, CISDT, . . ., respectively). More
recently, the coupled-cluster (CC) based treatment has become more and more
popular.
All the above-mentioned electron correlation methods rely on the Hartree–
Fock self-consistent field method, reference electronic state. In multi-reference
methods, the starting point is the multi-configuration self-consistent field (MC-
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SCF) approach, where several electronic states are handled simultaneously [34].
This kind of treatment is essential especially for systems with low-lying excited
electronic states, or for displacements far from the equilibrium configuration. A
further difficulty in multi-reference methods occurs in determination of the ref-
erence configurations to be included on the calculation. Methods such as multi-
reference configuration interaction (MRCI) are capable of giving accurate results
[35], but they are often expensive when compared to single-reference methods.
Therefore MRCI is not an optimal method for molecules with a strong single-
reference character in the ground electronic state.
3.1 A way to the complete basis set - full configuration
interaction limit
Convergence of the electronic energy with the basis set size, especially for the
correlation energy part, is slow. In many cases, the basis set error is the largest
source of inaccuracy in electronic structure calculations. Both basis set extrapo-
lation and explicitly correlated methods provide an effective way of reaching the
complete basis set limit. The commonly used methods of correlation treatment
often cause smaller deviations from the full configuration interaction (FCI) limit,
than the basis set error does.
It has been empirically found that for the ground electronic state of the he-
lium atom, the energy contribution of an individual atomic orbital is mostly
proportional to the principal quantum number n, and is almost independent on
the angular momentum and magnetic quantum numbers l and m, (see, e.g., Ref.
[36], and references therein):
Enlm ≈ −A(n− 1
2
)−6, (16)
where A is a parameter. Using this formula the sum of the energy contributions
of the orbitals excluded in the atomic basis set, hence consisting of shells with
principal quantum numbers n ≤ N , is [37]
∆EN ≈ A
3
N−3 +O(N−4). (17)
This estimate of the basis set error, is the starting point both for the construction
of the correlation consistent basis sets cc-pVXZ [39, 40] and for the basis set
extrapolation with respect to the cardinal numbers X of the basis sets [37].
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For the correlation energy ECORRX , a two-point extrapolation [41] with respect
to X is commonly used
ECORRX = E
CORR
∞ + c/X
3. (18)
Only one additional parameter, c, is needed and the results from two successive
basis sets can be used to obtain the correlation energy in the complete basis set
limit ECORR∞ . An alternative approach is a separate extrapolation of singlet and
triplet pair-related contributions to the total correlation energy [36].
For the Hartree–Fock part of the electronic energy EHF , a exponential relation
is commonly used in the basis set extrapolation [38]
EHFX = E
HF
∞ + ae
−bX . (19)
Two fitting parameters (a, b) are introduced and, accordingly, results from three
consecutive basis sets are needed. Especially with smaller basis sets, this becomes
a problem due to the large differences in quality, between the smallest and largest
basis sets. Furthermore, the correlation consistent basis sets are mainly optimized
for correlated calculations. With relatively small polarization consistent pc-n
basis sets, Hartree–Fock energies closer to the complete basis set limit can be
achieved, as these basis sets are optimized for Hartree–Fock and density functional
theory calculations [42, 43].
Besides the basis set extrapolation, explicitly correlated calculations consti-
tute an other efficient way of reaching the complete basis set limit fast. Terms
that depend directly on the inter-electronic coordinates, are included in the wave
function ansatz, to make the convergence of the calculation with respect to the
basis set faster [44]. In the so-called linear R12 method, these functions (r12) as
themselves are applied. Using this approach and R12-optimized basis sets, both
Hartree–Fock and coupled-cluster correlation energies, close to the complete ba-
sis set limit, are efficiently obtained. There exists a new efficiently parallelized
program for the CCSD(T)-R12 calculations [45], as well as recently published
basis sets, which diminish the effect of approximations employed in the practical
calculation scheme [46]. With this code the core electrons are also correlated with
a minor extra cost when compared to traditional coupled-cluster calculations.
In the single-reference coupled-cluster theory, the correlated wave function
ΨCC is obtained from the reference determinant by operating on it with an ex-
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ponential of the operator Tˆ , consisting of the cluster operators Tˆk in different
orders,
ΨCC = e
Tˆ |0〉, Tˆ =
n∑
k=1
Tˆk. (20)
A single operator Tˆk generates all possible k-fold substitutions between occupied
and virtual spin-orbitals. In the CCSD model, all single and double excitations
are included (operators T1 and T2), in the CCSDT, the triple excitations (operator
T3) are also incorporated, and so on.
The computational cost increases dramatically in the coupled-cluster series.
Perturbation theory provides an efficient way of including the most important
excitations beyond some lower level of theory. For example, in the CCSD(T)
method, the most important triple excitations are included using perturbation
theory after the normal, iterative treatment of the single and double excita-
tions. For example in the case of vibrational energy levels of ammonia, deviations
from the full CCSDT treatment are considerably smaller than the effect of the
quadruple excitations in the CCSDTQ method (Paper V). On the other hand,
the coupled-cluster series converges fast and reliable corrections to the lower-
order results can be calculated using the methods applying higher than SD(T)
excitations with relatively small basis sets.
3.2 Essential corrections
Relativistic effects on the electronic energy can be taken into account as correc-
tions to the non-relativistic solution [47]. Traditionally, perturbation theory is
used with non-relativistic wavefunctions and the Pauli Hamiltonian. The correc-
tion terms can be classified according to the perturbation-theoretical order of the
correction and whether the perturbation operator in question is a one- or two -
electron operator. The first-order one-electron corrections are the most important
ones, and sufficient in most cases. The corrections associated with two-electron
operator are about one order of magnitude smaller. With Pauli Hamiltonian only
first-order perturbation theory is possible. A variationally stable Douglas–Kroll
transformation [48, 49] can be used instead to obtain accurate estimates for the
one-electron relativistic effects. This can be done with a negligible extra cost
as compared to the standard non-relativistic calculations. Recently, the impor-
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tance of quantum electrodynamics correction, has also been estimated [50]. The
effect of the leading contribution, the Lamb shift, on the vibrational energy lev-
els, is found to be comparable to or smaller than the effect of the two-electron
corrections.
Corrections to the defects of the Born–Oppenheimer approximation can be
divided to the first-order, diagonal Born–Oppenheimer correction (DBOC) or the
diagonal adiabatic correction, and the second-order non-adiabatic correction [51].
These corrections arise because the electrons do not strictly follow the nuclei in
their vibrational and rotational motions. The adiabatic effects arise because the
adiabatic potential energy surface does not depend only on the relative separation
of the nuclei but also on their relative momenta. Consequently, this correction
contains a mass factor and the corresponding correction surfaces are different for
the different isotopomers. The diagonal Born–Oppenheimer correction can be
easily calculated, since it is related to a single electronic state. The non-adiabatic
effects take into account interactions of the ground electronic state with the other
electronic states, which are consequences of the vibrational and rotational motion
of the nuclei. Several electronic states have to be handled simultaneously in order
to obtain this correction [52].
Results from six-dimensional vibrational variational calculations for the sym-
metric ammonia isotopomer 14NH3, are displayed in Table 4. Two different full-
dimensional ab initio potential energy surfaces are used. The corresponding in-
version barrier heights are given at the bottom of the Table. In the first case,
electronic energies are calculated with the CCSD(T) method and the aug-cc-
pVQZ basis set. The core electrons are not correlated. For semi-rigid molecules,
this combination usually gives results which differ by some cm−1 from the exper-
imentally observed energies for the lowest vibrational states (see, e.g., Ref. [53]
for results for the H2S molecule). Different improvements for the corresponding
surfaces only tend to worsen the agreement. In the case of ammonia, this ap-
proach leads to the largest difference of the calculated vibrational energies from
the experimentally observed results, of more than 35 cm−1 for the 2ν2 inversion
state, with energy close to the barrier height. In general, the larger differences
occur for the inversion levels, whereas the asymmetric bending mode is well-
modelled. Problems with the inversion motion are related to the large difference
of the corresponding height of the inversion barrier, 1867 cm−1, from the exact
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Table 4: Variationally calculated and experimental vibrational eigenvalues (in
cm−1) of 14NH3. Two ab initio potential energy surfaces, calculated at different
levels of theory, are used.
State Syma CCSD(T)/aQb FCI CBS + cor.c Experimentald
+ − + − + −
GS A1 0.62 0.80 0.79
ν2 A1 948.95 978.04 932.01 967.77 932.43 968.12
2ν2 A1 1633.51 1894.69 1597.28 1882.01 1597.47 1882.18
3ν2 A1 2397.16 2899.00 2384.19 2895.58 2384.15 2895.51
4ν2 A1 3460.70 4054.56 3462.58 4061.78 3462
ν1 A1 3330.26 3331.13 3336.12 3337.11 3336.08 3337.11
ν3 E 3436.01 3436.28 3445.28 3445.64 3443.68 3443.99
ν4 E 1626.47 1627.32 1625.61 1626.72 1626.28 1627.37
ν1 + ν2 A1 4302.61 4323.67 4294.27 4319.80 4294.53 4320.04
ν2 + ν3 E 4422.77 4437.61 4418.14 4436.69 4416.91 4435.44
ν2 + ν4 E 2558.68 2596.11 2539.21 2584.95 2540.53 2586.13
Inv. barrier height 1867 1787
a Symmetry labels of the vibrational states in the C3v point group.
b Potential energy surface calculated using the CCSD(T) method with the aug-
cc-pVQZ atomic basis set (Paper II).
c Electronic energies (all electrons correlated) in the complete basis set limit
scaled to the full configuration interaction limit. The one-electron scalar rela-
tivistic effects and the diagonal Born–Oppenheimer correction are included in
the potential energy surface, as in Paper V.
d Experimental data from Ref. [16].
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value, approximated for example by Klopper et al. [54] at 1777 ±13cm−1.
For the second potential energy surface, electronic energies in the complete
basis set limit are obtained using the explicitly correlated CCSD(T)-R12 method
for the two-dimensional inversion surface V0, and basis set extrapolation for the
rest of the six-dimensional surface. These energies are stepwise scaled to the full
configuration interaction limit, employing higher than SD(T) excitations in the
coupled-cluster series. All electrons are correlated and the one-electron scalar
relativistic as well as the diagonal Born–Oppenheimer corrections are added. Re-
sults with 1 cm−1 accuracy are obtained for inversion levels, inversion splittings,
and lowest high-frequency states.
4 Outline of the future of the computational chem-
istry and computational molecular spectroscopy
Computational chemistry will most probably have an excellent future. When all
that is needed is a computer and codes, the threshold could hardly be smaller to
developing and applying new models using increasingly efficient computers and
computer grids. Complicated experimental set-ups are no longer the only way
of finding new aspects of making new discoveries in chemistry. Instead, systems
of increasing complexity can be accurately modelled with the tools that modern
computational chemistry offers. The basic goals in developing new computational
methods will be twofold: Feasible computational treatment of increasingly large
systems and the accuracy of the calculations.
For the molecular vibrational and rotational motions, the full variational so-
lution is possible only in the case of the smallest systems, just like in the case of
the FCI treatment in the electronic structure theory. Iterative methods (see e.g.
Ref. [5]) can be used to handle slightly larger molecules. For the considerably
larger systems of chemical interest, many of the ideas successfully applied in the
quantum chemistry for the electronic structure problem, can also be adopted to
the description of nuclear motion. For example, the multimode approach of Bow-
man, Carter, and Handy [55] relies on the local character of the nuclear motion
and on iterative methods of solving the Schrödinger equation for the nuclear mo-
tion. Ideas from electronic structure calculation theory such as SCF, CI, and CC
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are already commonly used [56].
In the realm of the electronic structure theory, new methods, some of which
have been used in this work, will most probably replace less efficient and more
approximate techniques that are commonly used. New local correlation methods,
combined with the explicit correlation, can soon be used to accurately study
some of the properties of molecules with tens or even hundreds of atoms. From
this perspective, it is essential to justify the accuracy of the methods used, by
applying them to small systems and by comparing the results to the accurately
known experimental values.
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