Studies of electron scattering based on electron drift velocities in gas mixtures by England, Julian P
STUDIES OF ELECTRON SCATTERING
BASED ON
ELECTRON DRIFT VELOCITIES 
IN GAS MIXTURES
A thesis submitted for the degree of Doctor of Philosophy 
of The Australian National University.
Julian P. England 
October 1989
Except where acknowledgements have been made in the text, all the material 
presented in this thesis was the work of the candidate.
Julian P. England
Acknowledgements
I am very grateful to Dr M. T. Elford for his supervision of my work and 
for sharing his knowledge and experience. Both Dr Elford and Prof. R. W. 
Crompton provided encouragement and ideas.
I appreciated discussions and correspondence with Drs K. Ness, G. N. 
Haddad, S. R. Hunter, K. Kumar and S. J. Buckman and the receipt of unpublished 
data from a number of these people.
Efficient expert help from the technical staff, Mr J. Gascoigne, Mr K. B. 
Roberts and Mr T. Halstead, and from the staff in the Electronics Unit, especially Dr 
T. O. Rhymes and Mr A. Cullen, was greatly appreciated.
Finally, I wish to thank my family for their encouragement and for instilling 
in me the desire for scientific knowledge. My wife Stephanie deserves special 
mention for her support while I have been carrying out this work.
Abstract
Electron drift velocities have been measured in binary gas mixtures using 
the Bradbury-Nielsen method. The data have significant advantages over those for 
the pure gases in analyses to obtain electron scattering cross sections.
The first study was carried out to make a more definitive test of the 
threshold region of the v = 0—>1 vibrational excitation cross section for hydrogen 
than was possible previously using electron drift velocity data for hydrogen-argon 
and hydrogen-helium mixtures. The mixtures used were 1.160 % hydrogen - 98.84 
% neon and 2.892 % hydrogen - 97.11 % neon at 294 K and electron drift velocities 
were obtained with an estimated uncertainty of < ± 0.5 % at values of E /N  from 0.12 
to 1.7 Td. These measurements are highly sensitive to the region of the threshold of 
the v = 0—>1 vibrational excitation cross section for hydrogen. The theoretical v =
0—>1 vibrational excitation cross section of Morrison et al. (1987) is shown to be 
incompatible with the present measurements. A new set of hydrogen cross sections 
has been derived from the available electron swarm measurements in pure hydrogen 
and in hydrogen mixtures.
In the second study, measurements in hydrogen-krypton mixtures were 
carried out to enable a more accurate determination of the electron-krypton momentum 
transfer cross section than was possible using measurements in pure krypton 
(Koizumi et al., 1986; and Hunter et al., 1988). The measurements in pure krypton 
either show a large experimental scatter or an insensitivity to the region of the cross 
section near the Ramsaur-Townsend minimum. In the present work, electron drift 
velocities were measured in 0.4673 % hydrogen - 99.53 % krypton and 1.686 % 
hydrogen - 98.31 % krypton mixtures at 293 K and values of E /N  from 0.08 to 2.5 
Td. The estimates of uncertainty, < ± 0.7 %, were considerably smaller than those
for measurements in pure krypton and the present values are more sensitive to the 
krypton momentum transfer cross section in the vicinity of 0.5 eV than are drift 
velocities in pure krypton. The krypton momentum transfer cross section for 
energies between 0.05 and 6.0 eV has been determined using the hydrogen cross 
sections determined in the first study. The drift velocity data have also been used to 
test the cross sections of Koizumi et al. (1986) and Hunter et al. (1988). The cross 
section of Koizumi et al. is clearly incompatible with the present measurements. The 
cross section of Hunter et al. predicts the measurements to within 1 to 3 % but the 
differences are outside the experimental uncertainty limits.
The third study involved the measurement of electron drift velocities in 
mercury vapour mixtures with helium and nitrogen at 573 K for the determination of 
the mercury momentum transfer cross section. Large variations with vapour pressure 
of electron drift velocities measured in pure mercury vapour have been attributed to 
the presence of mercury dimers (Elford, 1980a) and these variations have led to a 
large uncertainty in the previously derived momentum transfer cross sections. In the 
present work, drift velocities were obtained for mixtures of 46.80 % helium - 
53.20 % mercury vapour and 9.370 % nitrogen - 90.63 % mercury vapour which 
exhibit a much reduced variation with pressure and therefore enable values for the 
mixtures with dimer-free mercury vapour to be obtained with an estimated uncertainty 
of between ± 0.7 and ± 3.9 %.
A mercury momentum transfer cross section covering the energy range of 
0.04 to 4.0 eV was found which predicts the drift velocities in both mixtures 
generally to within ± 1.6 %. All mercury cross sections published previously have 
been shown to be incompatible with the present measurements. A model calculation 
by Walker (personal communication), however, gives a cross section which differs 
from the present cross section by less than ± 10 % over the energy range from 0.1 to 
4.0 eV. The present cross section is compatible with the measurement of the
diffusion coefficient for thermal electrons in mercury vapour at 470 K by Hegerberg 
and Crompton (1980).
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1Chapter 1. 
Introduction
Studies of the motion of groups of electrons in a gas under the influence of 
a uniform electric field can be used to obtain basic information on collision processes, 
and the determination of collision cross sections from electron transport coefficients is 
a well established procedure (Huxley and Crompton, 1974). Most determinations 
have been based on measurements in pure gases; however, in some cases the 
measurements are subject to experimental problems or have a low sensitivity to the 
scattering cross sections over certain ranges of energy and consequently the cross 
sections determined can have large uncertainties. In some of these cases, the 
problems can be significantly reduced by using binary gas mixtures instead of pure 
gases.
Engelhardt and Phelps (1964) appear to have been the first to use electron 
transport coefficient measurements in binary gas mixtures for the determination of 
scattering cross sections. They demonstrated that, for dilute mixtures of hydrogen in 
argon and appropriate values of E/N  (.E is the electric field strength and N  the gas 
number density), the distribution of electron energies was made unusually narrow 
because of the shape of the argon momentum transfer cross section. There was 
therefore a greater separation of the effects of the various hydrogen inelastic 
processes on the transport coefficients in the mixtures than could be achieved in pure 
hydrogen. These data were also expected to show additional sensitivity to the 
hydrogen v = 0—>1 vibrational excitation cross section near its threshold but a lower 
sensitivity to the hydrogen momentum transfer cross section. They suggested that
2these factors should allow a more accurate analysis to obtain the vibrational excitation 
than had been previously possible from measurements in pure hydrogen, although it 
was necessary to improve the accuracy of available experimental data. Haddad and 
Crompton (1980) provided such data for hydrogen-argon mixtures and used them to 
test an existing set of hydrogen inelastic cross sections. A similar study was carried 
out by Petrovic and Crompton (1987) using transport coefficients in a hydrogen- 
helium mixture. A further study, by Haddad and Milloy (1983), was based on the 
use of transport coefficients in mixtures of carbon monoxide with helium and argon 
to determine the carbon monoxide collision cross sections. These authors used 
measurements in mixtures primarily to give an enhanced sensitivity to a particular 
carbon monoxide inelastic cross section and to decrease the sensitivity to the carbon 
monoxide momentum transfer cross section.
The work presented in this thesis consists of three examples of the use of 
electron transport coefficients measured in binary gas mixtures for the determination 
of electron scattering cross sections at low energies. The motivation for these studies 
came primarily from the observation of large discrepancies between the existing cross 
sections.
In a study of the hydrogen collision cross sections, Morrison et al. (1987) 
have shown that there is a significant disagreement between the swarm-determined 
(Crompton et al., 1969; and Crompton et al., 1970) and theoretical cross sections for 
the v = 0—»1 vibrational excitation cross section although the theoretical cross section 
is in good agreement with the cross section obtained from beam measurements by 
Ehrhardt et al. (1968) except near threshold. The first study in the present work was 
designed to test these vibrational excitation cross sections by providing measurements 
of the electron drift velocity in hydrogen-neon gas mixtures which are highly 
sensitive to the hydrogen vibrational excitation cross sections but insensitive to the 
hydrogen momentum transfer cross section. The studies of Haddad and Crompton
3and Petrovic and Crompton mentioned above had similar aims but suffered from a 
number of problems which led to a questioning of their conclusions.
In the second study, electron drift velocities in hydrogen-krypton mixtures 
were measured. These measurements were carried out to provide a test of the 
momentum transfer cross section of Koizumi et al. (1986) which was determined 
from measurements of the ratio D ^\i  of the transverse diffusion coefficient to the 
mobility, q = JE, of electrons in krypton. The accuracy of their cross section was 
questioned because of the large scatter in the D ^q  data and because of the large 
discrepancies between their cross section and that determined by Frost and Phelps 
(1964). While the present work was in progress, electron drift velocities in krypton 
and a determination of the momentum transfer cross section were published by 
Hunter et al. (1987). The drift velocity data had a much lower statistical scatter than 
the Drj/\i data of Koizumi et al. but were relatively insensitive to the cross section in 
the region of the Ramsaur-Townsend minimum (at energies between 0.3 and 0.7 eV). 
The studies by Koizumi et al. and Hunter et al. produced cross sections which differ 
by almost 100 % at some energies. In the present work, hydrogen-krypton mixtures 
were chosen in which the drift velocity showed an increased sensitivity to the krypton 
cross section in the region of the Ramsaur-Townsend minimum over that in pure 
krypton. These data should therefore provide a more stringent test of this region of 
the cross section than did those of Hunter et al.
In the final study, electron drift velocities were measured in mercury 
vapour-gas mixtures in order to determine the momentum transfer cross section for 
mercury. The two most recent studies in mercury vapour by Nakamura and Lucas 
(1978b) and Elford (1980b) have resulted in cross sections which are subject to large 
uncertainties and differ by a factor of almost 10 at some energies less than 0.5 eV. 
New data were required to resolve these discrepancies.
A large number of theoretical calculations of the electron scattering cross
4sections for krypton and mercury have been published. Such calculations are 
particularly demanding because of the large number of bound electrons, the large 
mass of the atoms and the importance of relativistic effects. The present work 
provides a stringent test of the accuracy of these calculations.
The electron transport coefficients commonly used for derivations of 
electron scattering cross sections are the drift velocity, andZ)q/|i which are 
measured over a range of values of EIN. Electron drift velocities have been chosen 
for measurement in the present work because these can generally be measured more 
accurately than canD ^fi values (Elford, 1972).
The transport coefficients have been related to the scattering cross sections 
using the "two-term" theory as described by Huxley and Crompton. Checks of some 
of the major approximations made in these calculations were made using a 
"multi-term" theory of Lin et al. (1979). A detailed account of the two-term theory is 
given with a brief description of the multi-term theory in Chapter 2.
Chapter 3 contains a general description of the apparatuses used and the 
procedures adopted to obtain highly accurate measurements of the electron drift 
velocity. The following chapters, 4, 5 and 6, give details of the measurements and 
analyses carried out in the three separate studies. A more detailed discussion of the 
particular advantages of using binary gas mixtures to obtain electron collision cross 
section data is given in these chapters.
5Chapter 2.
The Theory of Electron Swarms
The link between the properties of swarms of electrons and individual 
electron collisions is provided by the Boltzmann equation which is a continuity 
equation for electrons in phase space. In this chapter, the Boltzmann equation will be 
used to obtain expressions for the macroscopic properties of the electron swarm in 
terms of E/N, the gas temperature T, and the energy dependent collision cross 
sections.
2.1. The Boltzmann Equation
An electron swarm is defined to be an ensemble of electrons moving in a 
neutral gas under the influence of external electric and magnetic fields. In the present 
work, the conditions were chosen such that the electron number density was so low 
that the probability of electron-electron interactions was negligible and the gas was 
not perturbed from thermal equilibrium by the presence of the swarm. If it is 
assumed that the motion of the electrons is governed by the laws of classical 
mechanics and that the range and duration of collisions are negligible compared to the 
free path length and time in free flight, respectively, then the density in 6-dimensional 
phase space, F(r,v,t), of electrons which make up a swarm satisfies the following 
form of the Boltzmann equation (Kumar et al., 1980):
6+ v.Vr + a.V„ + j )  F(r,v,t) = 0 
ot )
where a is the acceleration of electrons due to external fields, Ar and Av are gradient 
operators in configuration space and velocity space respectively, and J  is a linear 
collision operator which acts on F  only through its dependence on v  and includes 
terms dependent on the collision processes. The Boltzmann equation is an expression 
of the conservation of electrons and the function F (r,v,t) is often called the 
probability distribution function.
2. 2. The Two-Term Approximation to the Probability 
Distribution Function
The large difference between the masses of electrons and gas atoms or 
molecules causes the electron velocities to be efficiently randomized by collisions 
with the much heavier gas particles. Swarms of electrons in gases, therefore, have 
probability distribution functions F(r,v,t) which are nearly spherically symmetric in 
velocity space. In many theories, this property has been exploited by expanding 
F(r,v,£) as a series of spherical harmonics, Ykm,
F(r,v,t) = X  
k =o
k
X  Ykm(Q,<\>) Fkm(r,v,t)
m = -k
(1 )
with coefficients Since F(r,v,£) is close to spherical this expansion can
accurately model F(r,v,£) with only a small number of terms. The polar axis has 
been defined as being parallel to a, the polar angle 9 is the angle between v  and a, 
and ({) is the azimuthal angle.
7The probability distribution function is sometimes expanded in terms of 
Legendre polynomials, P and written as
The two expansions are equivalent if the coordinate system in expansion (1) is 
defined for each r  so that the Fkm are zero for m * 0 since Pk is proportional to YkQ. 
However, the expansion (1) in terms of Ykm has the advantage thati^  can be 
considered a vector with components Flm for m = -1, 0 or 1. Huxley and Crompton 
(1974) arbitrarily define the direction of F1 as being that for the mean velocity of all 
the electrons in the differential volume element dr.
The probability distribution function F can, in general, be adequately 
represented by the first two terms of the expansion. The expansion can then be 
written, in vector notation, as
where a circumflex indicates a unit vector. This truncation forms the basis for the 
two-term theory.
2. 2.1. The Scalar and Vector Equations
Substitution of expansion (3) into the Boltzmann equation and integration 
over all solid angles gives
F(r,v,t) = £  [P*(cos0)F*(r,i;,4 (2)
k = 0
F( r,v,£) = Fo(r,v,t) + v .F i(r ,v,t) (3)
8or with the third term rearranged
where
Jo(Fo) J(F0)dn.
Q
(4)
The integral dQ represents a double integration over all solid angles. Equation (4) 
is commonly referred to as the scalar equation since all of its terms are scalar 
quantities.
Substitution of equation (3) into the Boltzmann equation followed by 
multiplication by the unit vector v/u and integration over all solid angles gives
3Fx 3F q
— L  + v  v rF0 + a —-  + J i(F i) = 0 (5)
dt dV
which is commonly called the vector equation since its terms are all vector quantities. 
The collision operator term in the vector equation is
Ji(Fi) v  J (F i) dn .
The scalar and vector equations can also be obtained using arguments of 
conservation of particle number or energy and conservation of momentum, 
respectively, as is done by Huxley and Crompton (1974).
The electrons are assumed to make up an isolated group which travels 
through a gas in an extensive region of space. In the absence of ionization or
9attachment, the total population /i0, within a volume X containing all of the electrons, 
is constant. The overall velocity distribution function is then defined as
so that the number of electrons whose velocity points lie in the differential element dv 
at time t is nQf{v,t) dv. The overall distribution function f(y,t) can be expanded in 
spherical harmonic functions Y&m, as was F (r,\,t), and the relations between the 
coefficients, in vector notation, are
In the derivations that follow in the rest of this chapter it is necessary to 
assume that and its space and velocity derivatives tend to zero as r—>°o faster than 
Hr. In the present work, the acceleration a  is due to an external electric field E  so 
that a  = eEhn where e is the elementary charge, and m is the electron mass.
Integration of the scalar and vector equations over the volume X gives the
equations
1 d i;2eE 
3u2 ^  L m nofi(u,t) + J 0Oio/b) = 0 (6)
*
and
no ^ -fi(Vjt) + —  no + JAno fi) = 0
at m dv
(7)
which will be referred to as the restricted scalar and vector equations. The asterisk 
over the collision operators indicates that the operators have been integrated over r.
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2. 2. 2. The Collision Operators and Expressions for the Distribution 
Function
In order to derive expressions for the functions /*0 and fx, it is necessary to 
know the functional form of the collision operator, J. Since the collision operator 
depends upon the electron scattering cross sections, these will now be defined.
Scattering Cross Sections
If a beam of electrons of intensity I  and speed v is incident on a fixed 
scattering centre a certain number of electrons will be scattered into the differential 
element of solid angle dQ per second. The differential cross section du,Q.) is 
defined as this number of electrons divided by the incident intensity of the beam of 
electrons and the solid angle element. The differential cross section is assumed to be 
symmetric about the axis of the electron beam since, in all of the present work, the 
forces are central or the cross section is an average of the cross sections for collisions 
with molecules of different orientations. The differential cross section can therefore 
be written as a function of the scattering angle %, a(u,%).
In the collision operator, the differential cross section always appears 
multiplied by a Legendre polynomial and integrated over all angles. Partial cross 
sections are defined as
The commonly used terms are the total cross section, which is defined as
11
Ot (ü ) =  Gq(ü ) =  - 271 ö i v , x )  d(cos x)
1
and the momentum transfer cross section, which is defined as
cm(v) = oq(v) - —  a i(y )  = - 27c v
l
o(u,X) 1 - — cos % d(cos %) i u i
where v' is the electron speed after a collision. Collision cross sections have the
differential scattering cross section is independent of the scattering angle % the 
scattering is isotropic and G^u) = 0 and Gm(iO = G^u).
The momentum transfer cross section can be considered to be made up of 
contributions from elastic, inelastic and superelastic collisions. In superelastic 
collisions, transitions occur from a higher to a lower rotational, vibrational or 
electronic state. Thus,
where c ^ k\v)  and G^~kKv) are the momentum transfer cross sections for collisions 
of the &th inelastic and superelastic kind, respectively, and summation over k implies 
summation of all relevant inelastic and superelastic processes. The inelastic cross 
sections are defined to be zero when v is below the threshold for the inelastic process. 
If the inelastic and superelastic scattering is isotropic or if the anisotropic scattering 
contributions to Gin^  and Gjn^  are negligible when compared with Gmel then
dimension of area and in the present work the units used are Ä2 = 1(>20 m2. When the
k k
12
Gm(v) = G ^v) + X  <*?\v) + <^(i) *k)(v)
k k
where a^(^) and are the total cross sections for the &th inelastic and superelastic 
processes. This assumption is commonly made and has been found to be satisfactory 
except where cross sections for inelastic processes are comparable in magnitude to 
<t  e l
It is often convenient to refer to collision frequencies rather than cross 
sections. The collision frequency for momentum transfer is defined as 
v(u) = N vom(v) while the elastic collision frequency for momentum transfer is 
vej(i;) = N v c meKv), where N  is the gas number density.
The Collision Operators and Distribution Functions
The collision operators for the case where only elastic collisions occur will 
now be presented and used to derive an expression for the distribution function f 0. 
This will be followed by a treatment of the more general case where inelastic and 
superelastic collisions are significant. The equations are based on the treatment given 
by Huxley and Crompton but the notation is consistent with that used by Kumar et al. 
( 1980)»
(i) Elastic Collisions Only
When only elastic collisions occur, the collision operators are simple 
functions. Huxley and Crompton derive expressions for the collision operators by 
considering the change in the population and momentum of the elemental shell of
velocity space, v du. These expressions give, before integration over the volume,
13
^-u F0(r ,v , t )+^r^-F0(r,u,t) 
M M dv
and
J l(Fi ) = veiFi(r,u,f)
where T is the gas temperature and k  is Boltzmann's constant. Integration over the 
volume X gives:
*
J0(n0fo) Vel TjVfoiVyt) +M
K T d 
M dv
and
*
J^no f i )  = Vel rco f l (v,t).
Equations for f0 and fx can now be derived by substituting these expressions in the 
restricted scalar and vector equations to give
dt
i  a
3v2 dv
v2eE
m •f i (v,t)
l _d_  
n2 dv V2 Ve\ TjVfoiVyt) + (V,t)M M dv
0 (8)
and
^-fi(v,t) + -^ - fo (v , t )  + Veifi (vtt) = 0. 
dt m dv
(9)
14
If it is assumed that the group of electrons has travelled for a sufficient time in the 
field E that the functions and have reached equilibrium and thus become 
independent of time, the restricted vector equation becomes
= 4/oü>).
mve 1 ° V
Using this expression to substitute for in the scalar equation leads to the differential 
equation for f Q:
W vfo(v) + W T ^ o(v)M
1 / eE \2 d ,  , . 
3 [myei) dv
which has the solution
fo(v) = A exp{- 3 m
r v
/ eE \2 3kT
7 ) '  H / 7  ’ V
Jo L(raVelCl/),
1 M
U KJ.U
l
where A is a constant determined by the normalization of f$. When expressed in 
terms of the electron energy, e = 1/2 mv2, this relation becomes
. I
de' . (10)
i
/o(e) = A expi - M e 2E 2
6mJV2e'(4(e')F
+  K T
The function f Q(e) is commonly referred to as the energy distribution function, but it 
should be remembered that it is only the isotropic part of the steady state distribution
15
function after integration over the volume X.
(ii) Elastic, Inelastic and Superelastic Collisions
When inelastic and superelastic collisions are included in the energy and 
momentum balance equations, extra terms must be added to the collision operators 
and the expression for /*0 becomes much more complex. The momentum transfer 
cross sections for inelastic and superelastic collisions are replaced by the total cross 
sections for these processes and the principle of detailed balancing is used to express 
the superelastic collision cross section in terms of the cross section for the 
corresponding inelastic collisions:
v 2 - uk)
c^\v) exp £k
k T y
where v* and zk = 1/2 mv k2 are the threshold velocity and energy, respectively, 
required to excite the Äth transition. The collisions operators can then be expressed 
as
e/oCFo) V2 M
m  „  kT  5 v + N ^ I k
k
(ID
and
Ji(F i) = v Fi (12)
where
f V \ k
Jv
Fo(r,v\t) - F0(r, J v '2 - v\  ,*) exp '.«I/ KTjJIk(r,vJ) v '3 g£ \ v ') du'
16
and Vik2 = Vft2 + v2. The summation over k implies that the relevant inelastic 
encounters associated with changes in the rotational, vibrational and electronic state 
are included.
Integration over the volume gives the corresponding equations
Jo&ofo) A ä h
v 2 *>\
v no fo +
kT d 
M dv{no fo) + n 0iV X  hk
\
I
(13)
and
*
Jj/no fi) = v no fi (14)
where now
rvvt
1 /-------------o~ \ l _ Y1
h(v,t )  = fo(v',t) - f o k  v '2 - vk exP
j V
V  K 1 kT/J
gt (i/) dv'.
By substituting equation (14) into the restricted vector equation (7) and 
assuming the function is independent of time, an equation for fx is obtained:
fife) = - - £ * ? - l/oO ,). (15)
mv(v) °v
If equation (13) is used to substitute for the collision operator in the restricted scalar 
equation (6) and if the function f 0 is assumed to be independent of time then 
integration over velocity from zero to v yields the equation
- v 2- — M v ) + N v 3 Gnji;) 
dm
mv r , s kT 3 
-rrfo(v) + — w b(v) 
M  m dv
+ N ' Z h ( v )  = 0. (16)
k
17
A differential equation for f Q(v) is obtained by substitution of the expression for fx, 
equation (15), into equation (16):
I eE  \2 1 + 3kT
\m N ul  e l/,w  / ,n mGm (V )G m {V)
T~fo(v) +
dv
Ik(v) = 0.
This can be solved to give the distribution function f Q(v) for the group of nQ electrons 
as a whole. In general, the variable used in analyses is the electron energy e rather 
than the electron speed y, so it is convenient to express this equation in terms of 
energy:
{eE?— - —  + k
iVam(e) M de
+ e2iVam(e)/o(e) + 3 ^
M  k
J*(e)= 0 (17)
where
I k ( e )  = / ä (ü )
and the total inelastic cross section has been assumed to be small when compared to 
the elastic cross section, so that Gmel = Gm. This differential equation for f Q forms 
the basis for numerical solutions proposed by Frost and Phelps (1962) and by 
Gibson (1970). These methods will now be described.
2. 2. 3. Methods for Solving for the Distribution Function
When no inelastic processes are energetically possible, such as in
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monatomic gases at energies less than 5 to 10 eV, the distribution function is given 
by the simple integral shown in equation (10). To obtain a distribution function for a 
given value of E/N, the variation of Gm with energy must be known over the relevant 
range of energy before the integral can be evaluated using numerical methods.
When inelastic and superelastic processes are present, the method used for 
obtaining the distribution function becomes more complex. In this case the 
distribution function at any energy e is related to the distribution function at the 
energies e ± 6^  for the k inelastic and superelastic processes.
The first step is to simplify the equation for / q (equation 17) by transforming 
the variables to normalized variables: u = e/kT  and T|k(u) = Mc^kXu)/2m<jQ, 
where Gq is the value of Gm at some reference energy. Then, after integration from u 
to equation (17) becomes
fo(u) = 7(u ) '
/
c°° 1
i r+Zk
I1 +
---------- X  z  [fo(zl - (exp-zk)fdz' - z * )]d z 'd z  )
h { z ) i , z ) k }z
l J“ /
where 7(u) is the solution of the equation in the absence of inelastic or superelastic 
terms, and
h(u) UG0 M eE \2
6m ^ G q k t ]
2'
1 Co i
The infinite integral is first truncated at a large energy um and the energy range 0 to 
um is divided into m equal intervals, denoted 0, u u m_ 1, um, with the 
energy interval being small enough for the integral to be accurately represented using 
the trapezium rule. The equation for f0 can then be written as a system of
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simultaneous equations in fo(U[) for l = 1 to ra. For energies above um, f0(u) is 
normally taken to be equal to zero. The Zth member of the system of equations can be 
represented as
l m
fo(ui) = X  Sjfo(uj) + Ijfo(uj)
j=0 j - l
where the coefficients I and S denote the parts which can be attributed to inelastic and 
superelastic collisions, respectively.
Frost and Phelps (1962) derived / q by calculating the coefficients and then 
solving the equations using standard elimination techniques. This first method of 
solution required a large amount of computer memory since the number of 
coefficients which were needed to be stored at any time was ra2 where typically ra 
was 300. It was therefore limited to small energy ranges.
The second method of solution, which is the method used in the present 
work, is based on the technique developed by Gibson (1970). Gibson combined 
iterative techniques with a technique which was developed by Sherman (1960) to 
obtain a solution for the case when superelastic terms were negligible. When 
superelastic collisions are negligible, the rath equation contains only the value of the 
function at um and can therefore be solved for/*o(^m)’ the (tfi-l)th equation contains 
the value of the function at um and um.i and can be solved for/'0(wm.1); and so on 
down to u - 0. This procedure has been termed backward prolongation. When 
superelastic collisions are important, however, the unknown values of / q at lower 
energies are required in each equation. In order to estimate these values, a 
distribution function is assumed and normalized to the function determined by 
backward prolongation at the last energy point at which it was calculated. This 
assumed distribution function is initially taken as a Maxwellian distribution but, in 
subsequent iterations, it is taken as the distribution from the previous iteration. It has
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been found that in general only three to five iterations are necessary when the initial 
Maxwellian is chosen to have its mean energy close to the correct mean energy of the 
electron swarm.
Using this second technique, it is possible to calculate the energy 
distribution function / q for a given set of cross sections and value of E/N  without the 
limitation on the energy range encountered by Frost and Phelps.
The function f0 can be used to calculate the characteristics of the electron 
swarm which are measured experimentally. The way in which the function is related 
to such quantities is the subject of the next section.
2. 2. 4. The Transport Coefficients and the Continuity Equation
There are two important macroscopic quantities which characterise the 
behaviour of the swarm of n0 electrons as it drifts and diffuses through a gas under 
the influence of an external electric field. They can be defined in a number of 
equivalent ways, but for the present discussion, particular definitions have been 
chosen which give a clear physical picture of the swarm motion. The first quantity is 
the drift velocity which is defined as the velocity of the centre of mass of the 
ensemble of electrons
Vdr =
dw
d^
(18)
where the centre of mass is
w JL^no Ir n(r,t) dr
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and the number density is n{r,t) = jv F dv. In general, the average of a function 
cp(r) is defined as
(cp(r)) = —  f cp(r) n(r,t) dr.
The second quantity is the diffusion tensor D. This is a measure of the rate 
of dispersion of the swarm about the centre of mass and is defined as
where Ar = r  - (r).
The time derivatives of these mean quantities can be found by replacing 
n(r,t) by j F(r,v,t) d r, making the two term approximation and then carrying out 
integration over solid angles in velocity space and using the scalar and vector 
equations (equations 4 and 5). The drift velocity is therefore
The restricted vector equation, with 3fj/dt assumed to be negligible (equation 15), 
gives
(19)
= ^ |  fi(y^) v3dv.
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or, in terms of energy,
eE 2 \1/2 e dfo(e,t)
(20)
Om(8) deJo
It should be noted that the drift velocity depends on E and N  only through the 
parameter E/N.
Since/o and fx are time dependent, the drift velocity, in general, also varies 
with time. However, when sufficient time has elapsed after the initiation of the 
swarm, the drift velocity and diffusion of the electron swarm become independent of 
time. This is called the hydrodynamic regime.
An expression for the diffusion tensor can be obtained from the vector and 
scalar equations as was done for the drift velocity. Expanding the expression for D 
and then equating a number of the integrals to zero gives
2nQ
1
The integration over the solid angle in velocity space is carried out and then the scalar 
and vector equations used to obtain expressions for dF/dt assuming again that 
3f\/dt is negligible in the vector equation. One of the terms that results,
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r r 
eE
m n  o
J J
r  v 3 Wo  
v(y) ^
d r  dy
is dealt with by expansion of F 0 in terms of number density gradients
Fo(x,v,t) = n(r,t) fo(v) + fo(v) Ci(y).Vn(r,i) + /b(u) C2(y):Vrt(r,*)Vn(r,£) + • (21)
which is justified by the fact that the departure of Fq from/o is attributable to the 
presence of spatial derivatives of n (the colon indicates a tensor product). This is 
equivalent to the assumption of hydrodynamic behaviour of the electron swarm and is 
valid only when sufficient time has elapsed after the initiation of the electron swarm. 
When this expansion is substituted into the integral the terms beyond the first two are 
zero, leaving
m no
v s dFo 
v(v) to
dr du
mno
v 3 d f o  j j eE d  , r  \ i-----—- n r  dr du + —  -----—  /oCl du
v(u) ^  m  v(y) m
3 / v eE(r)vdr + —
4 tc 171
J v
V( y )  t o
(/bei) du.
When this expression is used in the formula for D, a number of terms cancel and the 
following equation is obtained:
4tuI I u4 r j  u3eE d {,  n ,----- fo du + —  -------- —  (/bcijdy
v(y) 3 mv(y)
Jo
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where I is the diagonal unit matrix. The coefficients c*. satisfy the normalization 
relation
47t I Ck(v)fo(v)v2 dv = 0 
Jo
and can be determined by substituting the expansion for Fq into the scalar and vector 
equations and forming the integrals J ( )r* dr. The formulae are shown by Huxley 
and Crompton (pages 98 to 106).
When the coordinate system is chosen to be cartesian with the z direction 
parallel to E, the diffusion tensor is diagonal and the first two elements of the 
diagonal are equal and are
Jo v(u)
fo(v) dv
3N
2 \ l/2
m l tfm(e)
7b(e) de. (22)
This is called the transverse diffusion coefficient. The other element of the diagonal 
is called the longitudinal diffusion coefficient and is labelled D .^ At a given 
temperature, the quantity ND depends on E and N  only through the parameter EIN.
Another important derived transport quantity is the ratio Dq/ji of the 
transverse diffusion to the mobility \i = v^ /E . The value of this parameter for all 
gases approaches kTie as E/N  approaches zero. This is known as the Einstein or 
Nemst-Townsend relation.
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When the assumption of hydrodynamic behaviour is made, it can be shown 
that dn/dt can be expressed in the form
The quantities v^. and D  are therefore often called transport coefficients because they 
appear as coefficients of number density gradients. This equation, known as the 
continuity equation, is commonly truncated at two terms in number density gradients 
and is then called the diffusion equation. In cartesian coordinates, the diffusion 
equation is
2. 2. 5. Gas Mixtures
For mixtures of gases, the collision operators used in the scalar and vector 
equations must be modified to allow for collisions with different molecules. The 
effective momentum transfer cross section then consists of a weighted sum of the 
momentum transfer cross sections for the constituent gases while the inelastic cross 
sections must be weighted by the relative concentrations of each component gas.
Consider a mixture of gases with j  components of relative concentrations 
Ni, molecular masses Mit and total momentum transfer cross sections Gmti) with 
contributions from elastic collisions Gmel(l) and inelastic collisions G ^ )  for i = 1 to 
j. To form the collision operators J q and the following replacements are made to 
the original formulae shown in equations (11) and (12):
3 n - Vdr.Vr/l + D:Vr/Z Vr/l + •. • (23)
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1. F o rJ0
M  "  L M i
and
j
N' Zhi v )  - * •  X i N i M v )
k i = l k
where Zä(ü) is modified by the replacement of G jf®  with a Th*) to become 7^(u). 
2. F o rJx
With these replacements, the procedure for obtaining /^(e), and D for gas 
mixtures is the same as that used for a pure gas.
2. 2. 6. The Testing and Determination of Cross Sections
The theory developed in Section 2.2.4 has provided expressions for the 
drift velocity and the diffusion tensor in terms of the function f Q(e) which can be 
calculated from the cross section data. The cross section data must be integrated to 
give /o(e), Vdr and D, and, therefore, the formulae cannot be inverted directly to 
obtain the cross sections from measurements of and D. It is possible, however, 
to determine cross sections using an iterative procedure beginning with an arbitrary 
set of cross sections and adjusting them until agreement is obtained between 
calculated and experimental transport coefficients. Because cross sections are 
determined in this way, they are not necessarily unique.
j
i = i
It is possible, of course, to test previously published cross section data by
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calculating transport coefficients and comparing these with experimental values. This 
is a powerful technique which avoids questions of uniqueness.
Elastic Collisions Only
If, for a given value of E/N, a negligible fraction of electrons in the swarm 
have energies above the threshold for the first inelastic process and provided the 
two-term approximation is valid then only the momentum transfer cross section is 
needed for the calculation of transport coefficients. This situation occurs for the rare 
gases and some metallic vapours such as mercury. The Gm at low energies in these 
gases can be determined iteratively by fitting calculated transport coefficients to 
experimental values. Data for only one transport coefficient is required for this 
determination since there is only one unknown cross section - other data can be used 
to provide independent checks of the cross section.
The energy range over which the cross section can be determined depends 
on the range of energies covered by the energy distribution functions. By reference 
to the equation for/*0(e) (equation 10), it can be seen that the upper limit to the 
energies is determined by the upper value of E /N  for which measurements are 
available. The lower limit is determined by the gas temperature. At very low values 
of E /N  the temperature dominates in the expression and /*0(e) becomes Maxwellian. 
For example, the mean energy of a Maxwellian at 293 K is approximately 40 meV but 
the fraction of electrons in the swarm with energies below 20 meV is small. Thus, a 
gas temperature of 293 K sets a lower energy limit on the determination of the cross 
section of about 20 meV. By lowering the temperature to 77 K, the limit can be 
reduced to approximately 5 meV.
Inelastic. Superelastic and Elastic Collisions
At higher energies in monatomic gases, inelastic collisions giving electronic
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excitation or ionization of atoms become important in determining the electron 
behaviour. In molecular gases at any energies, inelastic and superelastic collisions, 
as well as elastic collisions, are important. The inelastic processes for molecular 
gases are rotational, vibrational and electronic excitation in addition to ionization, 
dissociation and attachment. When there is only one significant inelastic cross 
section, it is possible to determine both this cross section and Gm from measurements 
of both and This is possible because the two different coefficients
generally show responses in opposite directions to a change in the inelastic cross 
section but show responses in the same direction to a change in Gm. The presence of 
more than one unknown inelastic cross section means that unique cross section 
determinations are not possible from an analysis of transport data alone. Changes in 
one inelastic cross section can be offset by appropriate changes to another inelastic 
cross section and equivalent energy losses obtained. There are a number of ways of 
circumventing such uniqueness problems.
(i) Additional information on the unknown cross sections can be obtained 
from theory, from beam measurements or from measurements of excitation 
coefficients.
(ii) A single effective inelastic cross section can be determined. Such a 
cross section gives limited information on the specific inelastic processes which 
contribute to inelastic energy losses and it is, therefore, only of use in further 
calculations of swarm coefficients.
The first of these methods was used in the determination of the hydrogen cross 
sections, discussed in Chapter 4, and the second was necessary for the determination 
of Gm for mercury in Chapter 6.
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2. 3. Multi-Term Theories
The major approximation made in the two-term theory was the truncation of 
the expansion of the distribution function F (r,v ,t) at two terms. The validity of this 
approximation can be established by comparison with the results of calculations using 
a multi-term theory, that is, a theory that allows the calculation of the velocity 
distribution to a higher order than l -  2 in the spherical harmonic functions. There 
are many such theories in the literature and some examples are those of Lin et al. 
(1979), Pitchford et al. (1981), and Segur et al. (1983). In the present work the 
method of Lin et al. was used for calculations to check that the two-term theory 
adequately represented the velocity distribution function. Only this method will be 
discussed here.
The probability distribution function F (r,v ,t) is expressed as a series in 
spherical harmonic functions as before:
F( r,v,0= X
k=0
k
X Ykm(Q,<b)Fkm(r,v,t)
m =  -  k
The functions Fkm are then expressed as a series of Sonine polynomials and the 
hydrodynamic assumption, that the velocity and space dependences of F  can be 
separated, is made. The result is
F(r ,v,t) = n(r,t) g(0Xw) £^  X
1=0 k — 0 m =  - k
where g^°\w) = w2 exp(-u>2) is a Gaussian weight function, w = (m/27tKT'b)1/2v, 
Tb is a temperature parameter and a tensor function which is the product of
the spherical harmonic and the Sonine polynomials. The coefficients fkm 1'*can t>e
30
found using the orthogonality of
The result is substituted into the Boltzmann equation without truncation and 
then the equation multiplied by the complex conjugate of integrated over
w. This gives an infinite set of equations called the moment equations. To solve this 
set of equations the spatial number density gradients are assumed to be so small that 
terms in higher order gradients than Vr2 can be neglected. Values for the transport 
coefficients can then be determined by truncation of the equations at any order in the 
functions \jfkm® and by forming the mean quantities as defined by equations (18) and 
(19) for use in the two-term theory.
It has been found typically that 2 to 6 spherical harmonic functions and 20 
to 32 Sonine polynomials are required for convergence of the calculated coefficients. 
The number of Sonine polynomials is strongly dependent on the choice of the 
temperature parameter Tb appearing in the Gaussian weight function. The rare cases 
that require more than two spherical harmonic functions correspond to the breakdown 
of the two-term approximation. Generally, when such a breakdown occurs the errors 
from using the two-term theory to calculate transport coefficients are larger for 
diffusion coefficients than for drift velocities.
Because the multi-term theory is difficult to use and takes a large amount of 
computer time, all cross section determinations in the present work were carried out 
using the two-term theory. To check the accuracy of these values, calculations were 
made using multi-term theory at a small number of values of E IN  which covered the 
range of the measurements. Discrepancies of more than ± 0.2 % were considered to 
indicate a breakdown of the two-term approximation. No such breakdowns were 
found for calculations of transport coefficients in the binary gas mixtures used in the 
present work.
The continuity equation, equation (23), introduced when dealing with the
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two-term theory, is based only on the hydrodynamic assumption and is not based on 
the two-term approximation. It therefore remains valid for multi-term theories. This 
equation forms the basis for the derivation of expressions for n, with the further 
restriction of experimental boundary conditions. This is discussed in the next chapter 
where expressions for n are used to determine the relation between the transport 
coefficients and measured quantities.
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Chapter 3.
The Measurement of Drift Velocities
The method used to measure electron drift velocities in the present work 
was the time of flight technique devised by Bradbury and Nielsen (1936). This 
method, considered to be the most accurate available, has been described in detail by 
Elford (1972) and Huxley and Crompton (1974). Two apparatuses were used in the 
present work, both based on the apparatus designed by Crompton et al. (1970a) but 
with different features which enabled them to be operated at different temperatures. 
These features will be described in subsequent chapters - only the general principles 
will be described in this chapter.
A description of the basic design of the apparatuses is given in the first 
section and is followed by a discussion of the relation between the measured drift 
velocity and the one defined by the velocity of the centroid of the electron swarm.
3.1. The Bradbury-Nielsen Time of Flight Method
A schematic diagram of the Bradbury-Nielsen technique is shown in Figure
3.1. The drift distance h is defined by the separation of two electrical shutters. Each 
electrical shutter, shown schematically in Figure 3.2, consists of an array of parallel 
and coplanar wires with alternate wires connected together. Alternating potentials, 
superimposed on the d.c. voltage required to establish the drift field, are applied to
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Figure 3.1. A schematic diagram of the drift tube.
o y  o
Figure 3.2. A schematic diagram of a shutter.
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the wires of each shutter. The a.c. component applied to adjacent wires of a shutter is 
equal in magnitude but opposite in sign at any given time. Usually, the potentials are 
sinusoidal with the signal to adjacent wires being 180° out of phase. The shutter 
transmits electrons, and is said to be open, when the potential difference between 
wires is close to zero but when the potential difference is large electrons are swept to 
the shutter wires and the shutter is closed. The same a.c. signals are supplied to both 
shutters.
When operated in this way, the first shutter produces a pulse of electrons 
twice during each period of the sinusoidal voltage. These pulses drift and diffuse to 
the second shutter in the drift field. When the frequency of the applied voltage is 
varied, the current transmitted by the second shutter passes through a series of current 
maxima. The time tm is defined to be the time between consecutive openings of the 
shutters which gives rise to the first current maximum and this is approximately the 
time for the centroid of the electron swarm to travel the distance h. Subsequent 
maxima then occur at frequencies fa = k/2tm for positive integers k. A typical plot of 
the current versus frequency is shown in Figure 3.3. Such graphs are commonly 
called arrival time spectra.
The measured drift velocities, defined by the relation ^(m eas.) = h/tm, 
can be a function of the amplitude of the sinusoidal potential and of the peak number 
k because changing these parameters can cause changes in the effective open time of 
the shutters and lead to changes in the shape of the electron pulses produced by the 
first shutter. Drift velocities corresponding to very small open times can be obtained 
by making measurements at high amplitudes and on peaks at high frequencies. In 
most of the present work, however, there were no variations of with voltage 
amplitude that were greater than 0.1 % unless voltages of less than 10 V peak-to-peak
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were used.
An alternative, but less common, method of operating the electrical shutters 
is to use potentials consisting of rectangular pulses. The potentials are designed so 
that the shutters are closed for a part of each period of the signal using a large 
potential (> 6 V) between adjacent wires and are open for the rest of each period 
when the potential between adjacent wires is set to zero. This method has the 
advantage that the open time of the shutter can be varied independently of the 
amplitude and frequency of the signal. Thus, more current can be obtained by 
increasing the open time. This contrasts with the use of sinusoidal potentials where 
the open time can be increased only by lowering the potential amplitude which also 
results in an increase in the background current of electrons not trapped by the closed 
shutter. However, the electronic complexity of the amplifiers and of the pulse 
generators required to create potentials with rectangular pulses has limited their use in 
these types of measurements. Rectangular pulses were used for the measurements in 
mercury vapour mixtures in order to obtain higher currents at low values of EIN. 
Because there is only one pulse per period of the potential, the frequency of the ^th 
peak in the transmitted current is fa = k/tm. A typical arrival time spectrum is shown 
in Figure 3.4.
Comparisons made using the two different types of shutter gating gave 
differences in measured drift velocities of less than ± 0.2 %.
Free electrons were created in both of the apparatuses used in the present 
work by volume ionization of the gas by a-particles emitted from coated foils of 
americium 241 (Amersham Australia Pty Ltd). Radio-active electron sources were 
used because they provide currents which are far more stable than those from either 
thermionic or photo-electron sources and do not cause thermal gradients. They have 
the disadvantage, however, that the initial ionization is proportional to the gas
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pressure and this set the lower limit to the range of pressures and E /N  values which 
could be used. The sources were designed so that electrons could be extracted from 
the region of volume ionization and increased in number by secondary ionization.
They were also designed to prevent the a-particles emitted from the foil entering the 
drift space.
The electric field was kept uniform over the central region of the drift space 
using a guard ring electrode system of the type designed by Crompton et al. (1968). 
The electrodes are held in position using accurately ground Pyrex spacers and 
sheathed stainless steel tie rods. The potentials applied to the electrodes were 
appropriate to the position of the electrode and were supplied from a highly stabilised 
power supply and a precision voltage divider. The electric field strength was 
determined from the distance h and the voltage between the two electrical shutters as 
measured using a differential voltmeter.
3.1 .1 . Determining the Frequencies of the Current Maxima
The frequencies of current maxima were not measured directly since the 
small variation in the current at frequencies near the peaks can result in a large 
uncertainty in the measurements. Instead, determinations of the frequencies of 
current maxima were made by measuring two frequencies, /*(1) and/*®, on each side 
of the peak corresponding to a certain fraction of the peak current, normally greater 
than 0.7, where the current varied rapidly with frequency. The average of such a pair 
of frequencies gives an estimate of the peak frequency and the time tm. By taking 
measurements at different current levels, it is possible to remove any effects of 
skewness by extrapolating the average frequencies for each level to the peak current. 
In the present work, measurements were generally taken at three or more current
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levels on each of three peaks. In most cases, differences in the average frequencies 
were less than 0.1 %. The shutter open times also were varied, either indirectly by 
varying the amplitude when using sinusoidal potentials or directly, when using 
pulsed potentials.
The operation of the two drift tubes used in the present work has been 
automated so that the number of measurements taken could be large. The system 
used for the measurements in hydrogen-neon and hydrogen-krypton mixtures was 
developed by Haddad (1983). A similar but up-dated computer system was 
developed for use with the apparatus used for measurements in mercury vapour 
mixtures. This new system is described in Chapter 6.
3.1. 2. Checking the Operation of the Apparatus
A number of tests were used to check that the operation of the apparatuses 
was satisfactory. These checks are listed below.
(i) The voltages to the electrodes were checked using a differential 
voltmeter. The values were required to agree with those appropriate to the electrode 
position to within ±0.1 %.
(ii) The peak number, the open time, the pulse amplitude, and the potentials 
on the source electrodes were varied to demonstrate that they had no significant 
effects on the measured v
(iii) Arrival time spectra were taken to check the shape of the cunrent peaks 
and to determine whether a background current was present. The peaks generally 
should be highly symmetric and sharp, and the background current small compared 
with the peak current. Background currents commonly indicate that the shutters are 
not working efficiently or that there are negative ions present.
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(iv) The performance of each shutter was checked by measuring the current 
transmitted as a function of the d.c. potential applied between adjacent wires. A plot 
of this transmitted current is called a <±c. cut-off curve and normally shows a 
monotonic decrease of the current with increasing dc. potential. For satisfactory 
operation, the amplitude of the a.c. signals applied to the shutters should be greater 
than a d.c. voltage that reduces the transmitted current to 10 %.
(v) Another way of checking the performance of a shutter is to measure the 
transmitted current as a function of the frequency of the applied a.c. potential - 
sinusoidal or rectangular pulsed. When sinusoidal gating of the shutters is used, this 
transmitted current should be non-zero and independent of the frequency over the 
range of frequencies used for measurements of When rectangular potentials are 
used to gate the shutters the current should increase linearly with frequency.
(vi) The variation of the measured v^  with time was checked to ensure the 
gas sample was not significantly contaminated by outgassing of the apparatus walls.
(vii) The variation of the measured v ^  with pressure should be less than 
about 1 %. Variations of about this magnitude are commonly caused by effects of 
diffusion for which corrections can be made. These will be discussed in Section 3.2. 
Large variations of v^. with pressure may indicate that the determination of E /N  is in 
error.
Finally, measurements of v^. were made in a gas such as helium, neon or 
hydrogen for which accurate values are known (Crompton et al., 1967; Robertson, 
1972; and Elford and Robertson, 1973). Agreement with the published values to 
within ± 0.3 % was expected.
41
3. 2. The Relation Between the Measured Drift Velocity and 
the Correct Drift Velocity
The Bradbury-Nielsen method is a technique for determining the electron 
drift velocity from measurements of electron fluxes to a boundary. Because of the 
effects of diffusion, however, the measured drift velocity, as determined from the 
frequencies of the maxima in the current transmitted by the shutters, can be 
significantly different from the velocity of the centroid of the electron swarm, called 
the correct drift velocity. In order to relate the measured drift velocity to the correct 
one, a solution to diffusion equation
^  = -Vär.Vrn+D:Vln  
ot
is required which satisfies the appropriate boundary conditions.
The volumes in which electron swarms are examined experimentally are 
bounded by metal electrodes. The energy distribution function of electrons in the 
regions near the boundaries can be very different from that for a swarm beyond the 
influence of boundaries and, near boundaries, the diffusion equation is not valid 
(Huxley and Crompton). However, the problem of finding the functional form of the 
electron number density can be dealt with by assuming that the swarm spends most of 
its time travelling in regions outside the influence of boundaries and, therefore, that 
the diffusion equation is valid for most of the swarm motion. Then, n can be 
approximated by a solution to the diffusion equation which satisfies the boundary 
conditions. It is generally assumed also that the number density is zero on metallic 
boundaries.
In the Bradbury-Nielsen method, the shutters are assumed to act as metal
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planes when they are shut, at which times n=Q at 2=0 and at z=h, and to be 
transparent to electrons when they are open. It is also assumed that the shutters are 
open for an infinitesimal time when compared to tm. The solution of the diffusion 
equation satisfying these boundary conditions is (Huxley and Crompton)
n(r,t)
(47lDt£ ) (47tZ>[^ )1/
( x 2 +y 2) 1 / (z - Victf
\ 4Dt* j
-----\ z  exp
Vdrt \ 4Dht
+ (z - 2h) exp
(z - v^t)2 + 4A(A - z) 
4D i/
Although an infinite series of terms is necessary to satisfy the boundary conditions it 
is usually sufficient to include only the two terms shown here.
To determine how tm is related to the drift velocity, it is necessary to derive 
an expression for the instantaneous transmitted flux at the shutter and then to find 
when this flux has a maximum value. Huxley and Crompton show that
Wdr = (l - 5 ß)
where
P L Dl 1
H vdTh E/N Nh
and higher order terms in ß have been neglected. In determining from the values 
measured at a number of gas pressures, 5ß is treated as an error term which 
introduces a pressure variation to the measured drift velocity. Since the nature of the 
boundaries may not be exactly as modelled, the factor 5 is allowed to vary and is
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treated as a fitting parameter, labelled C. Moreover, the coefficient Dl is often 
replaced by Z)T because Z)T is much simpler to calculate and it is assumed that the 
ratio Dr^JD  ^is slowly varying with EIN. Then, the fitting parameter becomes C' = 
C Dl/Dt .
The error term can be minimised by suitable choices of the experimental 
parameters, N  and h, and corrections can be made by extrapolating u^fmeas) to 
infinite N  or h. In each of the present studies, corrections were carried out by linear 
extrapolation of measured values, as a function of 1/p, to infinite pressure. The 
correction procedures are described in detail in each of the next three chapters.
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Chapter 4.
A Study of Vibrational Excitation of Hydrogen
4.1. Introduction
Although the cross sections for electron collisions with hydrogen are 
necessary in modelling gas discharges and the behaviour of devices such as 
thyratrons and gas lasers, particular interest in electron-hydrogen scattering has been 
generated recently by its use as a test case for theories of electron-molecule collisions. 
The electron-hydrogen case is the simplest molecular system and consequently has 
attracted considerable theoretical interest The calculations are more difficult than 
calculations of electron scattering by monatomic gases because the interaction 
potential is not central and not spherically symmetric.
The present study of vibrational excitation of hydrogen by electron 
collisions was prompted by the major theoretical study by Morrison and his 
colleagues. Their calculations, based on a numerical solution of the non-relativistic 
Schrödinger equation using a parameter-free but approximate interaction potential, are 
believed to be the most accurate available. Morrison et al. (1987) showed that there is 
satisfactory agreement between their theoretical values for the J = 0—>2 and 1—>3 
rotational excitation cross sections (denoted cr^o-^2) and and those
determined from electron swarm studies by Crompton et al. (1969), Gibson (1970), 
and Crompton et al. (1970b). In contrast they found significant differences between 
the swarm-determined and theoretical cross section for the case of v = 0—> 1 
vibrational excitation (denoted tf^o-»!)). On the other hand, except near threshold,
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the theoretical cross section is in good agreement with the cross section obtained from
*
beam measurements by Ehrhardt et al. (1968). The aim of the present study is to 
obtain additional evidence to assist in resolving the discrepancy between the 
swarm-determined and theoretical
There have been a number of sets of electron-hydrogen collision cross 
sections determined from electron transport coefficient measurements in hydrogen. 
These cross section sets will be reviewed in Section 4.1.1 and possible sources of 
uncertainty in the swarm-determined vibrational cross section will be examined.
The analysis of electron transport coefficient measurements in gas mixtures 
can reduce a number of uncertainties and provide a better test of the vibrational cross 
section than is possible using pure hydrogen. This will be explained in Section 4.1.2 
with a discussion of the advantages of choosing specific hydrogen-gas mixture 
combinations.
In Section 4.2, the experimental measurements in hydrogen-neon mixtures 
will be described. Tests of the theoretical vibrational excitation cross section and a 
discussion are given in Section 4.3.
4 .1 .1 . Previous Swarm Studies in Pure Hydrogen
The first determinations of electron-hydrogen scattering cross sections were 
carried out by Frost and Phelps (1962) and Engelhardt and Phelps (1963). They 
used data for V&. and D^/\i in normal hydrogen at 77 K and 293 K from various 
sources (Townsend and Bailey, 1921; Bradbury and Nielsen, 1936; Crompton and 
Sutton, 1952; Frommhold, 1960; Pack and Phelps, 1961; and Warren and Parker, 
1962). To avoid problems of non-uniqueness of derived cross sections caused by the 
large number of significant inelastic processes, they used rotational excitation cross 
sections calculated from the formulae of Geijuoy and Stein (1955) and Dalgamo and
46
Moffett (1962) and treated the effective quadrupole moment as an adjustable 
parameter. However, the data on which these derivations were based had relatively 
large uncertainties and the formulae used for the rotational excitation cross sections 
are known to be incorrect at energies near threshold.
The second study was that of Crompton et al. (1969) who used more 
accurate measurements of v and |i in parahydrogen at 77 K (Crompton and 
McIntosh, 1968) to determine hydrogen cross sections. The use of parahydrogen at 
77 K is particularly important since it reduces the number of cross sections which 
need to be included in the analysis. Only the lowest of the rotational levels is 
significantly populated (see Table 4.1) and hence, for energies less than the threshold 
of vibrational excitation (0.516 eV), there is only one inelastic process which is 
significant. The J = 0—>2 rotational excitation cross section, and die
momentum transfer cross section were determined with an estimated accuracy of 
± 5 % for energies between threshold and 0.35 eV without resorting to independent 
cross section data. Over this energy range, the Cfyo-^ 2) is in good agreement with the 
theoretical cross section of Henry and Lane (1969) and that published by Morrison et
Table 4.1. Rotational excitation processes and populations of states for normal and
parahydrogen.
Excitation Threshold Population of Lower Level
Process (eV) Normal H2 
at 293 K
Normal H2 
at 77 K
Para-H2 
at 77 X
J = 0->2 0.0439 13.5 24.87 99.5
J= 1 ->3 0.0727 67 75 0.00
J = 2 —»4 0.1008 11.2 0.13 0.5
J = 3 —>5 0.1280 7.9 0.00 0.00
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al. (1987) although the theoretical work of Henry and Lane is not as well founded as 
that of Morrison et al.
At higher energies, vibrational excitation becomes important; consequently, 
the rotational and vibrational excitation cross sections cannot both be determined 
uniquely above about 0.4 eV. To proceed with the analysis, more information on the 
cross sections is required. Crompton et al. (1969) used cross section data from beam 
experiments and from theory in two separate analyses. Firstly, the G^o^u of 
Ehrhardt et al. (1968) was assumed to be correct and g^ o-^2) was determined. This 
analysis resulted in a g^ q-^2) with structure which had no physical basis and it was 
concluded that the cross section of Ehrhardt et al. was incompatible with the swarm 
data. In the second analysis, the theoretical cross section of Henry and Lane was 
used to extrapolate cj^ q-^2) to higher energies by normalizing the theoretical cross 
section to that determined at 0.4 eV. The G^o-»].) could then be determined up to the 
threshold for the next highest inelastic process (1.00 eV). The resulting cross section 
is significantly different from that of Morrison et al.
A third study of the hydrogen collision cross sections using swarm data was 
carried out by Gibson (1970). He analysed the t;^  and |i data of Crompton et al. 
(1968) and Robertson (1971) for normal hydrogen at 77 K in order to determine 
ar(i->3)* Since the other cross sections, Gm, g^ q- ^ )  a v(0->i)’ had been
determined, was the only unknown cross section at energies below 1.0 eV
(see Table 4.1). Gibson determined this cross section by adjusting the theoretical 
cross section of Henry and Lane for the same process. Adjustments of up to 14 % 
were made at energies near the threshold but elsewhere the differences between the 
two cross sections were small.
Haddad and Crompton (1980) extended the hydrogen collision cross section 
set to enable calculations to be made at 293 K. At this temperature, four rotational 
levels are significantly populated (Table 4.1) and the cross sections G ^ -^ )  and
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ar(3-»5) must therefore be included in the calculations. Values for these cross sections 
were obtained by using the fr°ni Crompton et al. (1969) and the cross section
ratios calculated by Morrison (1979) using the theory of adiabatic nuclear rotation.
The higher vibrational excitation cross sections, G^o-^) and Cfyo-^), of Ehrhardt et 
al. (1968) were also included to enable the calculations to be carried out at higher 
energies. This complete set of hydrogen cross sections was found to be consistent 
with the measured transport parameters in pure hydrogen at 293 K of Crompton et al 
(1968) and Robertson (1971).
In another study of the hydrogen collision cross sections, Petrovic (1985) 
made the following improvements to the previous determinations of the hydrogen 
cross sections.
(i) Extrapolations of the cross sections g^ o-^ )  ^ d  to energies
above 0.4 eV were carried out using theoretical work by Morrison and his colleagues 
(unpublished) instead of using the less complete theory of Henry and Lane.
(ii) The cross sections o^2-+4) and G ^ ^ )  were taken to be those of 
Morrison and his colleagues (unpublished) rather than those obtained by applying the 
scaling laws derived from the adiabatic nuclear theory which has been shown to be in 
error at energies close to thresholds (Morrison et al., 1984).
(iii) The previous determinations of G^o-a) neglected the effects of 
simultaneous rotational and vibrational excitation and, therefore, the g^ q^ d  so 
derived represented the sum of rotationally elastic and inelastic cross sections but with 
a small error due to the neglect of the slightly higher threshold for the rotationally 
inelastic cross section. Rotational splitting of G^o^i) was included using the splitting 
predicted by Morrison and his colleagues (unpublished).
(iv) All previous determinations of the hydrogen cross sections used the 
two-term theory for the calculation of transport coefficients. Petrovic carried out 
calculations using a multi-term theory and showed that none of the previous
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determinations of the cross sections had been significantly in error due to the use of 
the two-term theory. However, at higher values of EJN than were used in these 
studies, significant errors were found in the two-term calculations of |i. At 30 Td 
the error was 1.4 % but at values of EIN  below 10 Td the errors were less than 1 %. 
Errors in the calculated were found to be less than ± 0.2 % at all values of E/N  
and there were no differences between two-term errors for parahydrogen at 77 K and 
normal hydrogen at 77 and 293 K. Corrections for two-term calculations of 
were included in the analysis of Petrovic even though such corrections were small.
The hydrogen collision cross sections obtained by Petrovic were 
significantly different from those used by Haddad and Crompton (1980) although Gm 
remained the same. Changes to G^o-^) Gr(i-»3) °f as much as 30 % were made
at energies above 0.35 eV but no changes were made below 0.35 eV. The other 
rotational excitation cross sections, G ^ -^ )  and Gr^..^), were also changed by as 
much as 30 % but these cross sections are not as important in the analysis because the 
populations of the lower rotational states, J = 2 and 3, are small at 293 K. The 
Gv(o_>i) was adjusted because of the introduction of splitting into rotationally elastic 
and inelastic components. The final calculations made using this cross section set 
gave values which agreed with the measurements of and |i in parahydrogen at 
77 K and normal hydrogen at 77 and 293 K to within ±1 %.
The revision of the theoretical rotational excitation cross sections used by 
Petrovic (1985) to those published by Morrison ex al. (1987) resulted in further 
changes to the cross section set. The changes, however, were less than ± 5  %.
There are a number of criticisms which can be made of the previous 
determinations of gv(0_>d from swarm data in pure hydrogen. To determine g^ q^ x), 
it was necessary to use measurements of both v& and D ^ \ i  and to assume theoretical
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values for the rotational excitation cross sections at energies above the threshold for 
vibrational excitation. The accuracy of these theoretical cross sections has only been 
tested at energies below 0.35 eV and their accuracy at higher energies is therefore 
uncertain. The use of Drj/\i data in the analysis also introduces uncertainties. The 
interpretation of the experiment is less certain than the v^. experiment (see 
Huxley and Crompton, 1974, pages 373 to 404), resulting in the possibilty of larger 
errors in the experimental data, and the calculations of D ^ \i  from a given set of cross 
sections are less accurate using the two-term theory, the common method of analysis, 
than are those for v^ . These factors have led to the questioning of the hydrogen 
collision cross sections determined from electron swarm measurements.
4.1. 2. The Use of Hydrogen-Gas Mixtures
It is possible to remove the need for data in the determination of 
cjv(0_»i ) by using data in dilute mixtures of hydrogen with other gases. Such data 
can be reasonably sensitive to Cfyo-»!) but relatively insensitive to the hydrogen a m 
because electron collisions with the second gas dominate the momentum transfer 
while inelastic collisions with hydrogen can still be important in the energy transfer. 
This is demonstrated in Table 4.2 which shows the maximum changes in the 
calculated drift velocity for a number of gas mixtures when changes are made to 
av(0->i) to am.
Hydrogen mixtures have been used in two previous studies to investigate 
the discrepancy between the swarm-determined vibrational excitation cross section 
and that obtained from beam experiment or from theory. Haddad and Crompton 
(1980) measured electron drift velocities and the ratio D ^ \i  for two mixtures of 
0.5 % and 4 % hydrogen in argon at 293 K. Calculations of the transport 
coefficients, using the argon Gm of Milloy et a i  (1977) and the hydrogen cross
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sections determined from swarm experiments, were found to be in satisfactory 
agreement with experimental values. The data were not necessary for this 
study but provided additional evidence supporting the swarm-determined c^o^u* As 
was found by Crompton et al. (1969), the a^o-^i) of Ehrhardt et al. was incompatible 
with the measurements. Petrovic (1985) has since shown that the theoretical a^o-^i) 
of Morrison and his colleagues (unpublished - the differences of this cross section 
from that published by Morrison et al., 1987, are less than 3 %) is also unable to 
predict the experimental data of Haddad and Crompton for the hydrogen-argon 
mixtures.
Table 4.2. The maximum changes in calculated drift velocities when the swarm- 
determined crv(0—»1) is replaced by the theoretical ov(o_»l) and when the am is
increased by 5 %.
G as  
(293  K )
M a x im u m  C h a n g e  (% )
D  Gm  x  1 .05
T h eo ry  —» S w arm
h 2 5.3 4 .8
10.7 % H2-H e 4 .2 0 .9
0.5  % H2-Ar 9 .6 1.2
4 .0  % H 2-Ar 8.5 2 .7
1.2 % H 2-N e 5.4 0.3
2.9 % H2-N e 5.5 0 .8
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The second study using gas mixtures was carried out by Petrovic and 
Crompton (1987) who measured electron drift velocities in a 10.69 % hydrogen- 
helium mixture at 293 K. Calculations using the previously determined hydrogen 
cross sections and the helium a m of Crompton et al. (1970a), adjusted by an amount 
less than its estimated uncertainty, gave values which agreed with the measured 
values to within their experimental uncertainty. Petrovic and Crompton also 
compared the experimental values with values predicted using the theoretical (Jv(0->1) 
with the other cross sections left unchanged and concluded that the theoretical g^ o-^d 
was incompatible with the experimental results.
An additional study of vibrational excitation was considered necessary 
because the two previous studies using gas mixtures were not as definitive as desired. 
In the case of helium mixtures, the sensitivity of v to Gy(o_»i) is small and relatively 
large concentrations of hydrogen are required to obtain an adequate sensitivity. As a 
consequence, the uncertainty in the calculated values due to the uncertainty in the 
hydrogen a m is increased, as shown in Table 4.2. Calculations using the theoretical 
Gv(o_>u and the swarm determined g^ q^ d  gave a maximum change in the calculated 
v dr ° f  4.2 %. When the hydrogen c m was changed by 5 %, the change in the 
calculated v ^  was 0.9 %. This compares well with the results of similar calculations 
in pure hydrogen at 293 K but is not as favourable as the results for hydrogen-argon 
mixtures. The study using argon mixtures was not as definitive as desired because, 
although the sensitivity of to G^o-^i) is high in argon mixtures, the value of the 
argon Gm is not known to the desired accuracy in the region of the Ramsauer- 
Townsend minimum. This uncertainty led to an increased uncertainty in the 
calculated transport coefficients.
Before choosing a new gas mixture in which to measure electron drift 
velocities, it was necessary to understand the way in which the sensitivity of u^  to 
g^ o^ d  can be enhanced. The addition of hydrogen to monatomic gases causes an
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increase in the measured drift velocity for a given value of EIN  due to the reduction 
of the mean collision frequency, {v)=N{amv), where ( )  indicates an average over the 
electron energy distribution function and v is the collision frequency for momentum 
transfer. This reduction in (v) is caused by the lowering of the electron swarm 
energy primarily by the absorption of energy in the excitation of hydrogen molecules. 
When Gm varies only slightly with energy, the reduction in (v) is caused primarily by 
the reduction of v. However, when Gm decreases rapidly with decreasing v, there is 
an enhanced reduction in (v) and an enhanced sensitivity to inelastic energy loss 
processes.
Another important factor in the determination of the vibrational excitation 
cross section from measurements in mixtures of hydrogen with a monatomic gas was 
found by Engelhardt and Phelps (1964). If Gm of the monatomic gas exhibits a rapid 
increase with increasing energy, the distribution of electron energies in the swarm is 
unusually narrow. In such cases there can, therefore, be a greater separation of the 
effects of the hydrogen rotational and vibrational excitation processes on the transport 
coefficients than could be achieved in pure hydrogen. This can allow a more accurate 
determination of the inelastic cross sections.
Mixtures of hydrogen and neon were chosen for the present study of 
vibrational excitation of hydrogen. In this case, not only is there a relatively large 
increase of the neon Gm with increasing energy in the region of the threshold of the 
hydrogen Gv(o_>i) (approximately 0.5 eV), giving rise to a high sensitivity to G^o-»!) 
(see Table 4.2) and a greater separation of the effects of the rotational and vibrational 
excitation cross sections but, also, the uncertainty in the momentum transfer cross 
section for neon (Robertson, 1972) is less than that for argon.
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4. 2. Measurements of Drift Velocities in Hydrogen-Neon 
Mixtures
The electron drift velocities were measured by the Bradbury-Nielsen method 
using the procedures described in Chapter 3. Sinusoidal voltages were used to 
operate the electrical shutters.
4. 2.1. The Apparatus
The drift tube used for the present measurements, shown in Figure 4.1, is 
essentially that used by Crompton et al. (1968). The copper guard electrodes are 
spaced by accurately machined Pyrex spacers and the electrode structure is contained 
in a Pyrex envelope. The construction of the electrical shutters has been described in 
detail by Elford (1972). The distance between the planes of the shutter wires is 
10 ± 0.004 cm.
A diagram of the electron source is shown in Figure 4.2. The americium 
foil used in this drift tube is coated with gold and is contained in a stainless steel 
cylinder. The electrons are extracted from the cylinder and passed through a region 
between two closely spaced gauzes where E /N  is kept sufficiently high for current 
amplification to occur. The electrons are transported into the drift space by an 
extraction field between grid 1 and the extraction electrode. The currents used in the 
drift velocity measurements were generally between 3 x 1043 and 1 x 1041 A.
The hydrogen was purified by passage through a heated palladium osmosis 
thimble (Crompton and Elford 1962) and the neon was Matheson Research Grade gas 
used without further purification. The gas pressures were measured with an 
estimated uncertainty of < ± 0.1 % using a calibrated quartz spiral manometer (Texas 
Instruments Ltd) as described by Gascoigne (1971). The drift tube was immersed in
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Water Bath Level
Shutter 1
Thermocouple 1
Thermocouple 2
Shutter 2
Electron Source
Collector Electrode
Figure 4.1. The drift tube used for the present measurements of v^ , in H2-Ne
mixtures.
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^  Extraction Electrode
Grid 1 
Grid 2
Cylinder Containing 
Am241 Foil
Figure 4.2. The electron source.
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a water bath to a depth well above the highest electrode as indicated on Figure 4.1, in 
order to achieve temperature stability of the electrode structure. The gas temperature, 
as measured by internal chromel-alumel thermocouples, varied by less than 0.2 K 
about 293.5 K for the duration of the experiment.
The mixtures of hydrogen in neon were prepared using volume sharing in a 
mixing vessel similar to that used by Haddad (1983). The stainless steel vessel was 
immersed in a water bath to ensure temperature stability over the time taken for the 
preparation of the mixtures. The vessel contains a small inner volume which can be 
isolated from the larger volume. The volume ratio of the large to small volumes, 
determined by volume sharing at high gas pressures, is 16.79 ± 0.02. The 
uncertainty in the mixture compositions is estimated to be less than 0.2 %.
4. 2. 2. The Measurements
Two sets of check measurements were made, one before and one after the 
measurements in hydrogen-neon mixtures, in order to check the accuracy of the 
operating system and the drift tube. Before the mixture measurements were 
commenced, measurements of v^. were made in pure neon and found to agree with 
the values of Robertson (1972) to within ± 0.3 %. At the conclusion of the mixture- 
measurements, v fa was measured in pure hydrogen and in pure helium. The values 
agreed with the values published by Elford and Robertson (1973) and by Crompton 
et a l  (1967), respectively, to within ± 0.4 %. These tests indicated that no fault had 
developed during the mixture measurements.
The specific mixtures of 1.160 % hydrogen - 98.84 % neon and 2.892 % 
hydrogen - 97.11 % neon were chosen following preliminary calculations to establish 
the concentrations and ranges of E /N  where the drift velocity was highly sensitive to 
the vibrational excitation cross section. When making the mixtures, pressures
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corresponding to gauge calibration points were used to reduce errors from 
interpolation. A period of 40 hours was allowed for mixing before gas samples were 
taken from the vessel. This mixing time was shown to be adequate by comparing 
drift velocity measurements with measurements using a gas sample taken from the 
mixing vessel a week later.
Electron drift velocities in the hydrogen-neon mixtures were measured at 
values of EIN between 0.12 and 1.7 Td and pressures between 10 and 27 kPa. The 
values were repeatable to within ± 0.15 % over periods of more than 24 hours and 
the average of values obtained from two or three runs at each pressure and E/N value 
are shown in Table 4.3. For each value of E/N where more than two pressures were 
used, the drift velocities were plotted against 1/p (p is the gas pressure) and linear 
extrapolations made to 1 Ip -  0 to obtain values corrected for diffusion. For those 
values of E/N where values at only two pressures were available, a different 
correction procedure was employed. The relation given in Chapter 3,
which accounts for the effects of diffusion on measured drift velocities, was used 
together with calculated values for the ratio to estimate the constant C at those 
values of E/N where data for more than two pressures were available. A mean value 
for C of 0.89 with a standard error of 0.05 was obtained for the 1.160 % mixture and 
1.81 with a standard error of 0.05 for the 2.892 % mixture. These mean values were 
then used to correct the drift velocities at values of E/N where data for only two 
pressures were available.
The corrected drift velocities are shown in Table 4.3 and in Figure 4.3. The 
corrections in all cases were less than 1.0 % and are estimated to cause an uncertainty 
in the corrected values of < ± 0.1 %. The reasons for the different values of C for
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Table 4.3. Electron drift velocities (in units of 105 cm s-1) measured in H2-Ne
mixtures at 293.5 K.
EIN Pressure (kPa) Corrected for
(Td) 10.33 13.43 20.08 26.85 Diffusion
(a) 1.160 % H2 - 98.84 % Ne
0.12 3.852 3.850 3.837
0.14 4.113 4.109 4.097
0.17 4.489 4.486 4.474
0.20 4.857 4.850 4.839
0.25 5.421 5.417 5.404
0.30 5.956 5.948 5.944 5.931
0.35 6.470 6.456 6.457 6.443 6.434
0.40 6.915 6.927 6.922 6.916 6.903
0.50 7.816 7.815 7.797 7.793 7.781
0.60 8.632 8.619 8.609 8.600 8.591
0.70 9.379 9.364 9.356 9.351 9.337
0.80 10.074 10.067 10.056 10.036
1.0 11.324 11.322 11.314 11.289
1.2 12.414 12.408 12.373
1.4 13.323 13.335 13.290
1.7 14.422 14.376
(b) 2.892 % H2 - 97.11 % Ne
0.12 4.478 4.473 4.454
0.14 4.733 4.729 4.709
0.17 5.101 5.094 5.074
0.20 5.457 5.449 5.430
0.25 6.045 6.025 6.018 6.000
0.30 6.584 6.573 6.563 6.543
0.35 7.110 7.105 7.093 7.083 7.061
0.40 7.619 7.604 7.590 7.583 7.561
0.50 8.549 8.545 8.526 8.518 8.496
0.60 9.428 9.410 9.398 9.384 9.365
0.70 10.237 10.228 10.219 10.200 10.180
0.80 11.020 11.003 10.986 10.956
1.0 12.454 12.436 12.420 12.388
1.2 13.767 13.750 13.699
1.4 14.980 14.956 14.907
1.7 16.627 16.555
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E / N  (Td)
J.3. Electron drift velocities in the H2-Ne mixtures (present) and in pure Ne
(Robertson, 1972) at 293 K.
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the two different mixtures are not understood but may be due in part to differences in 
the ratio of the longitudinal and transverse diffusion coefficients.
The uncertainties in drift velocity measurements have been discussed in 
detail by Elford (1972). Contributions to the total uncertainty are summarised in 
Table 4.4. The uncertainty in the temperature and pressure measurements contribute 
to an uncertainty in N  while the drift distance affects directly as well as indirectly 
through E. By adding the systematic errors in quadrature and then adding the 
random error arithmetically, the uncertainty in the data was estimated to be less than 
± 0.5 %. For this reason, although not all of the four or five figures of each value in 
Table 4.3 are significant, they have been included so that round-off errors were not 
incurred in the subsequent analysis.
Table 4.4. Contributions to the absolute error.
S ou rce  
o f  erro r
M a x im u m  effect  
on  u d r  (% )
(a) S y stem atic  erro rs
P o ten tia l d ifference
b e tw een  shu tte rs 0.05
T em perature 0 .1 0
Pressu re 0 .10
D rift d istance 0 .1 0
D iffu sion  co rrec tion 0 .10
M ix tu re  co m p o sitio n 0.05
T o ta l sy stem atic  e rro r < 0 .3 0
(b) R andom  error 0 .15
T o ta l e rro r < ±  0 .5
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4. 3. The Analysis to Obtain Cross Section Data
4. 3.1. Comparisons of Experimental and Calculated Values
The calculations of transport coefficients for the hydrogen-neon mixtures 
were carried out using a computer code which solves the Boltzmann equation 
iteratively using the two-term approximation as described in Chapter 2. The errors in 
the calculated drift velocities for the present mixtures due to the use of the two-term 
approximation are believed to be negligible as previous studies using multi-term 
theories have shown such errors to be negligible in hydrogen mixtures (Petrovic and 
Crompton, 1987).
Initially, the momentum transfer, rotational excitation, and v = 0—»2 and 
0—»3 vibrational excitation cross sections assumed in the calculations were those used 
by Petrovic and Crompton (as described in Section 4.1.1). The neon momentum 
transfer cross section used was that determined by Robertson (1972). Neon inelastic 
cross sections were not included in the calculations because the lowest threshold 
(16.62 eV) was higher than the maximum energy required in the calculations.
The differences between calculated and measured drift velocities are shown 
in Figure 4.4. The sets of points (a) and (b) were obtained using the theoretical 
a v(0-»i> (c) and (d) using the swarm-determined a^o-^i) of Petrovic and
Crompton, all other cross sections being the same. The theoretical ro-vibrational 
splitting of the Cfyo-»!) of Monison et al. was included in the calculations. The 
differences of up to 6 %, twelve times the estimated experimental error, shown in (a) 
and (b) support the conclusion drawn from the two previous studies that the 
theoretical gv(o_»d  is too large near threshold.
Although the sets of points (c) and (d) show that the swarm-determined 
ctv(o^i) gives much better agreement with experiment, the differences are still not
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within the stated experimental error limits, being as large as 1.7 % for the 2.89 % 
hydrogen-neon mixture. The peaks in the differences at about 0.2 Td correspond to 
the onset of vibrational excitation. When differences of the same type were plotted 
for a 10.69 % hydrogen-helium mixture using the data of Petrovic and Crompton 
(Figure 4.5), a peak was found at approximately 1.2 Td where the mean swarm 
energy is 0.4 eV. This is about the same mean energy as for the value of E/N where 
the peak occurs in the hydrogen-neon differences. Petrovic and Crompton also found 
that the agreement with experiment, after taking differences from pure helium drift 
velocity measurements, was not always within their experimental uncertainty when 
the swarm-determined g^ q^ d was assumed. There are therefore strong similarities 
between the present findings and those of Petrovic and Crompton. These authors 
stated that any differences outside the experimental error could be removed by making 
small adjustments to the momentum transfer cross sections for helium and hydrogen 
and similar adjustments can be made in the present calculations. By raising the neon 
momentum transfer cross section by 1.8 %, most of the differences could be reduced 
to within the experimental uncertainty. Robertson quoted the uncertainty in the neon 
Gm to be ± 3 %, so a change of 1.8 % is within the uncertainty limits. In fact, after 
this adjustment the agreement with the experimental drift velocities of electrons in 
pure neon at 293 K is still generally within 1.0 %.
This explanation for the differences is not considered satisfactory, however, 
because the differences exhibit a variation with E/N which is much larger than the 
random scatter of the experimental results and which could not be removed by 
adjustments to the momentum transfer cross sections. Also the differences between 
the calculated and experimental values for the hydrogen-helium mixture are thought to 
be more significant than was stated by Petrovic and Crompton because the 
experimental uncertainty was over-estimated in their study: the separate contributions 
to the systematic uncertainty were added arithmetically to obtain the total uncertainty.
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In the present work, these uncertainties were added in quadrature and a much more 
realistic estimate of the uncertainty was obtained.
A re-determination of the hydrogen cross sections was carried out taking 
into account errors due to the two-term approximation, where such errors are 
significant, and using a much more extensive data bank than was available in the 
original derivations, i.e. all the data for hydrogen-gas mixtures were now included.
4. 3. 2. The Derivation of a Revised Set of Cross Sections for 
Hydrogen
For a cross section set to be considered satisfactory, the calculations of 
transport coefficients should predict the following experimental data sets to within the 
experimental uncertainty:
(a) drift velocities and |i values for parahydrogen at 77 K (Robertson 
1971, and Crompton and McIntosh 1968);
(b) drift velocities and D ^\i  values for normal hydrogen at 77 K 
(Robertson, 1971; and Crompton et al., 1968);
(c) drift velocities and D t/[L values for normal hydrogen at 293 K (Lowke, 
1963; Robertson, 1971; and Crompton etal., 1966 and 1968);
(d) drift velocities for 0.5 % and 4.0 % hydrogen-argon mixtures at 293 K 
(Haddad and Crompton, 1980);
(e) drift velocities for a 10.69 % hydrogen-helium mixture at 293.4 K 
(Petrovic and Crompton, 1987); and
(f) the present drift velocities for 1.160 % and 2.892 % hydrogen-neon 
mixtures at 293 K.
Another important requirement of the derived cross sections was that they should be 
smoothly varying with energy.
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Below 0.4 eV, the c^o-^2) and can be determined uniquely as
described in Section 4.1.1. For energies above 0.4 eV, however, the onset of 
vibrational excitation causes a problem of uniqueness and, to determine the
rotational excitation cross sections must be extrapolated to energies above 0.4 eV. As 
explained in Section 4.1.1, Crompton et al. (1969), Haddad and Crompton (1980) 
and Petrovic (1985) have used the theoretically derived rotational excitation cross 
sections to extrapolate the swarm derived rotational excitation cross sections to 
energies above 0.35 eV. This has not been done in the present work although it was 
still necessary to resort to the theoretical cross sections at higher energies.
The procedure used to obtain the cross sections and the differences between 
the new and previous cross sections are listed below.
(i) Because of the assumption that the cross sections should be smoothly 
varying with energy, there are limitations imposed on modifications that can be made 
to the rotational and vibrational excitation cross sections in order to eliminate the 
structure in the difference curves for the hydrogen-neon mixtures (Figure 4.4). If the 
introduction of unlikely features in the rotational excitation cross sections was to be 
avoided, it was necessary to lower the O»v(0->1) at energies very close to threshold. In 
this way, a Cv(0-»i) was found which removed most of the peak in the mixture 
difference curves for values in 1.160 and 2.892 % hydrogen-neon. The 
theoretical values of Morrison et al. for the rotational splitting of this cross section 
were used to obtain the rotationally elastic and inelastic parts. The cfyo^i) agrees 
with the previous swarm derived cross section to within 10 % except at energies in 
the range from threshold to 0.65 eV where it is as much as 35 % lower. The newly 
derived cross section is lower than the previous cross section which was itself lower 
than the theoretical cross section.
The restriction on the hydrogen cross sections introduced by the need to 
remove the systematic variations in the differences of the calculated values from the
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experimental drift velocities in the hydrogen-neon and hydrogen-helium mixtures 
provides a significant new contribution to the derivation of hydrogen cross sections. 
The closer limits on the threshold behaviour of the vibrational excitation cross section 
resulting from the analysis of the mixture data enables the rotational excitation cross 
sections derived from swarm measurements to be extended to higher energies than 
was previously possible.
(ii) A was derived which gave a satisfactory fit to the parahydrogen
data using the new <?v(0->i) (from section i). For energies between threshold and 0.4 
eV, the new ctr(o_»2) is equal to or less than the original, the maximum difference 
being less than the quoted error of ± 5 %. For energies between 0.4 and 0.9 eV, the 
a r(0-*2) was obtained by merging smoothly to the theoretical cross section. The 
energy over which merging was carried out was wider than that used by Petrovic 
(1985), who merged in the range from 0.4 to 0.5 eV, to allow the transition to be 
smoother. The fit to the parahydrogen data was improved by a small decrease
(0.6 %) in the hydrogen momentum transfer cross section for all energies (the 
decrease is much smaller than the quoted error limits for this cross section, i.e. ± 5 % 
- Crompton et al., 1969).
(iii) The was adjusted to improve the fit to data in normal hydrogen
at 77 K using the cross sections from sections (i) and (ii). For energies between 
threshold and 1.3 eV, the is lower than the original but, in general, is within
10 % and is closer to the theoretical cross section. The cross section between 1.3 and 
2.5 eV was merged smoothly to the theoretical cross section. Again, this energy 
range for merging is wider than that used by Petrovic (0.35 to 0.5 eV) in order to 
provide a smoother transition.
(iv) The rotational excitation cross sections for higher initial rotational 
levels, J > 2, were obtained using the cr^o-^) aud values for the ratios 
a r(J-*J+2)/ a r(0->2) derived from theory (Morrison et al., 1987). These were then
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adjusted below 1.0 eV to improve the agreement of calculated with experimental 
values for normal hydrogen at 293 K and hydrogen-neon mixtures. The cJr(2->4)was 
also multiplied by a normalising factor of about 0.9.
The new cross sections for rotational and vibrational excitation together with 
that for momentum transfer are listed in Tables 4.5 and 4.6.
The revised o^ q-^ ) and ar(i->3) differ from the cross sections used by 
Petrovic and Crompton by less than 10 % except for the ar(1^ 3) at energies close to 
the threshold. The differences of the new rotational excitation cross sections from 
those obtained theoretically are generally less than ± 10 % except for the 
where the new cross section is as much as 18 % less than the theoretical cross 
section.
Although changes have been made to these changes were less than
10 % except at energies close to the threshold energy. On the other hand, the 
differences from the theoretical cross section are still as large as 40 %. A comparison 
of the rotationally elastic ct^o-^i) is shown in Figure 4.6.
The Gy(o_>2) and <7y(o_»3) were not changed since the sensitivity of the 
transport coefficients to these cross sections is very small - complete removal of them 
leads to negligible changes except at the highest EIN values.
The differences between calculated and experimental drift velocities for 
hydrogen-neon and hydrogen-helium mixtures are shown in Figures 4.7, 4.8 and 
4.9. The differences from the other experimental data sets are shown in Appendix A. 
The new set of cross sections gives agreement between calculated and experimental 
values to within the experimental uncertainties for all the data sets listed at the 
beginning of this section.
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Table 4.5. The present H2 rotational excitation cross sections.
Inergy
(eV )
J = 0->2
(A 2)
Energy
(eV)
J = l ->3
(A 2)
Energy
(eV)
J = 2—>4
(A 2)
J = 3—>5
(A 2)
0.0439 0.0 0.0727 0.0 0.1008 0.0
0.047 0.0185 0.075 0.0070 0.1280 0.0
0.050 0.027 0.080 0.0140 0.15 0.0272 0.016
0.055 0.035 0.085 0.0198 0.20 0.0424 0.037
0.060 0.042 0.090 0.0237 0.25 0.0557 0.051
0.065 0.048 0.095 0.0265 0.30 0.0663 0.062
0.070 0.053 0.10 0.0280 0.35 0.0766 0.072
0.080 0.062 0.11 0.0330 0.40 0.0872 0.082
0.090 0.068 0.12 0.0364 0.45 0.0955 0.093
0.10 0.074 0.13 0.0394 0.50 0.1054 0.104
0.11 0.079 0.15 0.0450 0.60 0.132 0.129
0.13 0.088 0.20 0.0580 0.70 0.162 0.160
0.15 0.097 0.25 0.0719 0.80 0.193 0.194
0.20 0.115 0.30 0.0860 0.90 0.227 0.233
0.25 0.132 0.35 0.1000 1.0 0.266 0.271
0.30 0.152 0.40 0.1140 1.5 0.463 0.478
0.35 0.175 0.45 0.1285 2.0 0.619 0.637
0.40 0.200 0.50 0.1439 2.5 0.719 0.742
0.45 0.228 0.56 0.1633 3.0 0.774 0.799
0.50 0.260 0.60 0.1776 3.5 0.799 0.825
0.60 0.323 0.66 0.1996 4.0 0.802 0.828
0.70 0.394 0.70 0.2135 4.5 0.790 0.818
0.80 0.469 0.80 0.2518 5.0 0.771 0.797
0.90 0.555 0.90 0.2919 5.5 0.748 0.774
1.0 0.636 1.01 0.3338 6.0 0.721 0.747
1.2 0.796 1.2 0.420 7.0 0.669 0.692
1.5 1.036 1.4 0.510 8.0 0.617 0.640
2.0 1.370 1.6 0.610 10.0 0.529 0.548
2.5 1.585 1.8 0.700
3.0 1.704 2.0 0.786
3.5 1.755 2.5 0.937
4.0 1.758 3.0 1.014
4.5 1.732 3.5 1.046
5.0 1.689 4.0 1.050
6.0 1.579 4.5 1.036
7.0 1.462 5.0 1.011
8.0 1.350 6.0 0.946
9.0 1.248 7.0 0.876
10.0 1.156 8.0 0.809
9.0 0.748
10.0 0.694
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Table 4.6. The present H2 v=0—>1 vibrational excitation cross section 
and the momentum transfer cross section.
Energy v = 0—>1 
AJ = 0
v = 0—» 1 
AJ = 2
Energy “ n
(eV ) (A2) (Ä2) (eV ) (Ä2)
0.516 0.0 0.0 6.36
0.558 0.0 0.01 7.26
0.56 0.0028 0.02 7.95
0.575 0.0005 0.03 8.45
0.60 0.0053 0.0013 0.04 8.91
0.65 0.0082 0.0032 0.046 9.05
0.75 0.0143 0.0078 0.05 9.22
0.85 0.0206 0.0134 0.06 9.50
0.95 0.0280 0.0205 0.07 9.79
1.00 0.0322 0.0248 0.08 10.04
1.05 0.0363 0.0287 0.09 10.24
1.10 0.0407 0.0333 0.10 10.44
1.15 0.0450 0.0380 0.13 10.93
1.20 0.0499 0.0437 0.15 11.33
1.30 0.0594 0.0549 0.20 11.93
1.40 0.0688 0.0653 0.30 12.92
1.60 0.0865 0.0892 0.40 13.82
1.80 0.1038 0.1139 0.50 14.61
2.2 0.1394 0.1639 0.60 15.51
2.4 0.1561 0.1869 0.70 16.20
2.6 0.1709 0.2121 0.90 17.00
3.0 0.1916 0.2494 1.0 17.30
3.5 0.2008 0.2672 1.1 17.59
4.0 0.1860 0.2540 1.4 18.09
4.5 0.1630 0.2270 1.5 18.14
5.0 0.1460 0.2040 1.6 18.19
6.0 0.1160 0.1640 1.8 18.09
7.0 0.0876 0.1224 2.0 17.89
8.0 0.0637 0.0879 2.5 17.30
9.0 0.0506 0.0684 3.0 16.50
10.0 0.0376 0.0498 4.0 • 14.71
5.0 12.92
6.0 11.93
10.0 7.60
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4. 4. Conclusions
Measurements of the drift velocities of electrons in two hydrogen-neon 
mixtures have been carried out to test the validity of experimental and theoretical 
v=0—> 1 vibrational excitation cross sections near threshold It was found that the 
theoretical cross section of Morrison et al. (1987) was incompatible with the 
measurements. This result is consistent with previous studies of the same type 
(Haddad and Crompton, 1980, and Petrovic and Crompton, 1987); however, more 
weight can now be put on the conclusion due to the absence of problems of reduced 
sensitivity to the vibrational excitation cross section in the hydrogen-helium study and 
of larger uncertainties in the hydrogen-argon study due to the uncertainties in the 
momentum transfer cross section of argon.
The agreement between the experimental drift velocities and values 
calculated using the earlier cross sections derived from swarm measurements, 
although much better than that obtained using the theoretical cross section, was not 
within the present estimated experimental errors. The results for hydrogen-helium 
mixtures of Petrovic and Crompton showed similar discrepancies. The hydrogen 
cross sections have therefore been rederived using the available transport data for 
normal hydrogen, parahydrogen and hydrogen-helium and -neon gas mixtures. 
Corrections for the use of the two-term approximation in the calculations were 
applied.
In general, the newly derived cross sections differ by less than 10 % from 
the original cross sections. In particular, the earlier swarm derived vibrational 
excitation cross section has been changed by less than 10 % except at energies close 
to the threshold but this cross section still differs from the theoretical cross section of 
Morrison et al. by as much as 40 %. The new cross section set provides improved 
agreement with experimental transport parameters for electrons in parahydrogen
77
(77 K), normal hydrogen (77 and 293 K), a hydrogen-helium mixture and the 
present hydrogen- neon mixtures, and retains satisfactory agreement with data from 
hydrogen-argon mixtures.
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Chapter 5.
The Momentum Transfer Cross Section for 
Electrons in Krypton
5.1. Introduction
Electron-krypton collision cross sections are needed for the modelling of 
gas discharge applications such as gas lasers, diffuse discharge switches and 
radiation counters. There is little agreement, however, between the results of 
experimental and theoretical studies of the scattering problem.
Two determinations of Gm from transport coefficient data for krypton have 
been published recently. Koizumi et al. (1986) based their analysis on measurements 
of the ratio (i, while Hunter et al. (1987 and 1988) analysed measurements of the 
electron drift velocity. The analyses of each of these experiments yielded cross 
sections which differ by as much as 60 %. Earlier determinations of Gm by Frost and 
Phelps (1964) and Hoffmann and Skarsgard (1969) were based on transport data 
which were subject to large uncertainties and which may be in error due to the • 
presence of impurities. Both of these cross sections are very different from those 
determined by Koizumi et al. and Hunter et al.
The present work, using measurements of in hydrogen-krypton 
mixtures, was designed to avoid complications and problems which are apparent in 
the analyses based on transport coefficient measurements in pure krypton. The 
present data should therefore provide a stringent test of the accuracy of the cross 
sections derived in earlier studies. The procedure used was to compare experimental
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drift velocities with values calculated using the set of hydrogen cross sections 
determined in Chapter 4 and the particular version of the krypton momentum transfer 
cross section in question.
A second aim was to carry out a new determination of the cross section 
using the present drift velocity data and to obtain a value for the scattering length 
(Section 5.3). The derived cross section is presented in Section 5.3.2 with 
comparisons with cross sections derived from previous experimental work and from 
theoretical studies.
The description of this work begins with a discussion of the advantages of 
using data for hydrogen-krypton mixtures rather than those for pure krypton.
5 .1 .1 . The Use of Hydrogen-Krypton Mixtures
Measurements of electron drift velocities in hydrogen-krypton mixtures and 
the subsequent determination of am for krypton greatly lessens many of the problems 
associated with the use of pure krypton, including the low sensitivity of the drift 
velocity to the cross section in the vicinity of the minimum, the high sensitivity of all 
the transport coefficients to trace concentrations of molecular impurities, and large 
diffusion losses to boundaries. The primary cause of these problems is the 
combination of the very small value of the momentum transfer cross section at 
energies in the vicinity of the Ramsauer-Townsend minimum (approximately 0.5 eV) 
with the small value of the average energy lost per collision.
The low sensitivity of the drift velocity in pure krypton to the region of the 
minimum in the momentum transfer cross section can be explained by considering the 
expressions for v& and the energy distribution function, /o(e), for the case where 
only elastic collisions occur (equations 20 and 10 of Chapter 2, respectively). 
Inelastic collision processes for krypton are not significant since at all values of EIN
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of interest in this discussion, the fraction of electrons with energies greater than the 
threshold of the first electronic excitation (approximately 10 eV) is negligible.
From equation 20 of Chapter 2, the drift velocity is given by
Vdr
eE
3N
d/b(e)
de
de.
Thus, the drift velocity is proportional to the integral of (e/am) d/*0(e)/de. The 
sensitivity of the drift velocity to regions of Gm depends on the relative magnitudes of 
e/am and d/*0(e)/de. From the equation for fQ(e) (equation 10), the derivative is
df o ( e )
foie.)
ME2e 2
6mN2 (e)
+  k  T
At energies near the Ramsaur-Townsend minimum of Gm (* 0.5 eV), the inequality
ME2e 2 1
--------- 9 ----- 9 -----  >:>6mN eam(e)
is satisfied. Therefore, at these energies d/J)(e)/d£ is proportional to e/J^s) am2(£) 
and the integrand in the expression for is proportional to £2/o (e ) Gm(e). Hence, 
the integrand shows a deep minimum at about 0.5 eV as can be seen in Figure 5.1. 
Consequently, the contribution to the integral from the integrand at energies in the 
vicinity of the minimum in Gm is very small and hence the drift velocity is relatively 
insensitive to the value of Gm near the minimum. This results in much higher 
uncertainties being placed on the cross section near the minimum compared with 
those for other parts of the energy range.
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Energy of R-T 
Minimum
Energy (eV)
Figure 5.1. The integrand in the expression for the drift velocity as calculated for 
pure Kr at an EJN value of 0.017 Td (solid line) and for 0.47 % H2-Kr at an EIN
value of 0.1 Td (dashed line).
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In contrast, measurements of D^ii  in pure krypton are very sensitive to  Gm 
in the region of the minimum. In the expression for ND  ^(equation 22), f Q(E) 
appears instead of d/o(£)/d£. Since the value of ef0(e)/(5m is very large at the 
minimum of Gm , the integral is highly sensitive to changes in Gm in this region.
The sensitivity of and JDq/ji to changes in Gm has been demonstrated by
comparing transport coefficients calculated using the cross section of Koizumi ex al. 
with those calculated using a cross section for which the magnitude at the minimum 
has been doubled. The results are shown in Figures 5.2 and 5.3. The differences 
between the calculated v& were less than ± 3 %  while the D /^\± differences were as 
much as 40 %.
Drift velocities in krypton-hydrogen mixtures show an enhanced sensitivity 
to the minimum in the krypton cross section compared with the drift velocities in pure 
krypton. The cause of this effect, however, may not be immediately obvious. As the 
proportion of hydrogen is increased, the aggregate momentum transfer cross section 
for the mixture, at energies near the minimum in Gm for krypton, becomes dominated 
by Gm for hydrogen. It might, therefore, be thought that the sensitivity of the drift 
velocity for the mixture to the krypton cross section near the minimum would 
decrease as the hydrogen concentration increases. However, the presence of 
hydrogen causes the distribution function to be closer to a Maxwellian distribution 
due to the rapid energy exchange through inelastic ro-vibrational collisions. Plots of 
the drift velocity integrand (see Figure 5.1) show that the minimum is no longer 
present when only 0.5 % hydrogen is added to krypton. This factor increases the 
sensitivity of the drift velocity to the minimum of the krypton cross section. The net 
result of these two competing effects is that the drift velocity measurements in 
hydrogen-krypton mixtures with hydrogen concentrations of the order of 1 % are 
more sensitive to the minimum of the krypton cross section than are those in pure 
krypton. Tests of the sensitivity, where the cross section at the minimum was
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doubled, were carried out for a number of hydrogen-krypton mixtures. The results 
are shown in Figures 5.2 and 5.3. The drift velocities for mixtures show 
significantly larger changes when am was changed than do those in pure krypton.
The maximum sensitivity is still not as high as that of the Drj/[i values in pure 
krypton or in hydrogen-krypton mixtures, but, since drift velocities can in general be 
measured to a greater relative and absolute accuracy than values of .D /^p., drift 
velocity measurements were used in the present analysis.
Since values of D\Jji for electrons in pure krypton are relatively large, 
diffusion effects on v^T measurements can be large. Such effects can only be made 
insignificant by the use of high gas pressures. Hunter et al., for example, used 
pressures in excess of 300 kPa in their measurements of v^.. Such measurements 
involve the use of large quantities of expensive gas.
The value of shows a rapid rise as E /N  increases in the range of E /N  
where the transport coefficients are most sensitive to the minimum of the krypton 
cross section. Errors in the electric field due to contact potential differences can 
therefore introduce large errors in the measured values of D^\x, the error decreasing 
as the gas pressure increases. Ogawa (personal communication) has suggested that a 
significant variation with pressure found recently in the results of Koizumi et al. may 
be due to errors of this type and the published values may be in error by as much as 
50 % at low values of E/N.
Measurements of transport coefficients in krypton are also highly sensitive 
to trace quantities of molecular impurities. The most common molecular impurities, 
as stated by the manufacturer, are nitrogen and hydrogen which both have rotational 
and vibrational excitation cross sections with thresholds at low energies. The 
presence of small levels of such impurities causes a significant increase in the energy 
lost by electrons and can produce large changes in the transport coefficients. In order 
to reduce the impurity levels, both Koizumi et al. and Hunter et al. installed
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purification systems. To demonstrate the magnitude of this problem, Hunter el al. 
investigated the data of Pack et al. (1962) for pure krypton and estimated that their 
published values for the drift velocity may be in error by as much as 20 % due to the 
presence of 1 ppm of N2 or other molecular impurity.
The use of mixtures, rather than removing impurities, in effect involves the 
deliberate introduction of an "impurity", in this case hydrogen. By adding 
approximately 1 % of hydrogen, the rate of energy loss by the electrons will be 
dominated by rotational and vibrational excitation processes and hence any additional 
energy loss due to trace levels of other impurities is insignificant. The purity of the 
krypton gas is, therefore, no longer a critical factor and purification of the Matheson 
Research Grade gas is not required.
The large reduction in the diffusion coefficient caused by the addition of 
hydrogen greatly reduces the magnitude of the errors in measured drift velocities 
caused by diffusion. It is therefore not necessary to use high gas pressures to reduce 
diffusion and consequently the cost of the gas required is reduced.
The one disadvantage, however, in the use of hydrogen-krypton mixtures is 
the additional uncertainty introduced into the analysis by the uncertainty in the 
hydrogen cross sections. Because hydrogen is only present at a low concentration, 
the uncertainty in the calculated transport coefficients due to the uncertainty in a m for 
hydrogen is small. The hydrogen cross sections used in the present work have been 
used to predict drift velocities and D ^ji values in para-hydrogen and normal 
hydrogen at 77 K and normal hydrogen at 293 K, as well as drift velocities in a 
hydrogen-helium mixture and two hydrogen-neon mixtures at 293 K as described in 
Chapter 4. They are therefore believed to be the most reliable set of low-energy 
hydrogen cross sections available. Even if there are significant errors in the 
individual inelastic cross sections, as a complete set of cross sections they should 
accurately account for the energy losses of electrons in the hydrogen-krypton
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mixtures.
5. 2. Measurements of Drift Velocities in Hydrogen- 
Krypton Mixtures
5. 2.1. Apparatus and Techniques
Electron drift velocities in hydrogen-krypton mixtures were measured using 
the Bradbury-Nielsen method described in Chapter 3 and the apparatus and 
techniques described in Chapter 4. The krypton gas was Matheson Research Grade 
while the hydrogen gas was purified before use by passing it through a heated 
palladium osmosis thimble (Crompton and Elford, 1962). All gas pressures were 
measured with an estimated uncertainty of < ± 0.1 % using a calibrated quartz spiral 
manometer (Texas Instruments Ltd). The gas temperatures were measured with an 
uncertainty of < ± 0.15 K using internal copper-constantan thermocouples. The 
apparatus was immersed in a water bath for temperature stability and the measured 
temperatures were all within ± 0.5 K of 292.9 K. This variation in temperature was 
found by calculation to produce changes in the drift velocities of less than ± 0.02 %.
5. 2. 2 Drift Velocity Measurements
Test Measurements
As in the hydrogen-neon study, a series of check measurements were made 
before data were taken in hydrogen-krypton mixtures. Drift velocity measurements in 
hydrogen at a pressure of 40 kPa and at a number of values of E /N  agreed with the 
results of Elford and Robertson (1973) to within 0.2 %.
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Mixture Preparation
Mixtures of hydrogen and krypton gases were made by volume sharing 
using the mixing vessel described in Chapter 4. The uncertainty in mixture 
composition is estimated to be less than ± 0.2 %. Mixtures of 0.4673 % hydrogen - 
99.53 % krypton and 1.686 % hydrogen - 98.31 % krypton were used for the 
measurements since these could be made using pressures corresponding to gauge 
calibration points, thus avoiding interpolation errors. The concentrations were 
chosen so that errors due to diffusion were small and the sensitivity of the drift 
velocity to the minimum in the krypton cross section was close to its highest value as 
discussed in Section 5.1.1. The mixing vessel was immersed in a water bath to keep 
the temperature constant during the filling and volume sharing procedure. The gas 
mixture was allowed to mix by diffusion in the mixing vessel for at least one week 
before gas samples were taken. Drift velocity measurements made with gas samples 
after one and three weeks mixing time generally agreed to within ± 0.05 % indicating 
that a week for complete mixing was adequate.
Problems in Determination of the Drift Velocity
In the present study, measurements of the frequency of the first peak often 
did not give the same measured drift velocity as measurements made on higher order 
peaks. Sometimes measurements made on the second peak were also in error.
Where such discrepancies existed, the arrival time spectra showed distortion of the 
lower order peaks. An arrival time spectrum with the most pronounced distortion 
(shoulders on the peaks) observed in this work is shown in Figure 5.4. The other 
spectrum, shown for comparison, was taken using a higher shutter voltage 
amplitude, the other experimental conditions being kept the same.
In an effort to explain this effect, the electron transmission characteristics of 
the electrical shutters were studied by measuring the d.c. cut-off curve (Chapter 3).
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For most gases the transmitted current has been found to decrease monotonically as 
the potential is increased from zero (Elford, 1972). However, in the case of 
hydrogen-krypton mixtures, the current was found to have a maximum at a non-zero 
value of the bias voltage. Some examples of the cut-off curves obtained in the 
present work are shown in Figures 5.5 and 5.6. The curves were found to be very 
similar for each of the two shutters and to be symmetrical about zero bias voltage.
The maxima in transmission were found to occur at voltages as high as 7 V. The 
position of the maxima generally increased as the value of E/N was increased but did 
not change significantly when the pressure was varied from 5 to 33 kPa and E/N was 
held fixed. The magnitude of the maxima relative to the current transmitted at zero 
voltage bias generally decreased as the concentration of hydrogen was increased.
This type of cut-off curve, called a butterfly curve, has previously been 
observed by Pack and Phelps (1961) for argon, by Robertson (1972 and 1977) for 
neon and argon, and by Pribac (1985) for helium, with maxima at bias voltages of 
< 2 V (i.e. much lower than for the present krypton-hydrogen mixtures). Pack and 
Phelps and Robertson attributed this effect to rapid changes in the momentum transfer 
cross sections with energy, but the presence of butterfly curves for helium where the 
cross section changes relatively slowly with energy suggests there may be another 
cause.
When the shutters are operated with sinusoidal potentials, these unusual 
transmission characteristics produce a bimodal electron pulse at the first shutter 
because the potential difference between neighbouring shutter wires passes through 
the value for maximum transmission twice per half cycle instead of only once. The 
width of the bimodal pulse decreases with increasing frequency or signal amplitude of 
the potential. If diffusion is sufficiently large then such structure in the electron pulse 
is removed before the pulse reaches the second shutter. In the studies of Pack and 
Phelps and of Robertson, this is thought to have caused no abnormalities in the
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. Examples of cut-off curves showing peaks at non-zero values of the
= 21 kPa and£/iV = 0.12 Td (dash-dot line) and 1.2 Td (solid line), and 
p = 5.4 kPa and EIN = 1.2 Td (dashed line).
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Figure 5.6. Examples of cut-off curves showing peaks at non-zero values of the 
bias voltage. The curves were obtained using the 1.7 % mixture of H2-Kr a tp  = 20 
kPa and E/N = 0.2 Td (dashed line) and 1.2 Td (solid line).
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arrival time spectra. In contrast, this is believed to be the cause of the distortion in the 
peaks and errors in the measured peak frequencies in the present work.
A procedure was developed to avoid errors in the measured drift velocities 
due to this effect. Firstly, all the measurements were taken using the highest shutter 
voltage amplitude that was available (47 V peak to peak) although tests showed that 
accurate values could still generally be taken with amplitudes as low as 35 V (p-p).
No shutter voltage dependence was observed to within ± 0.05 %, for a variation in 
shutter voltage from 35 to 47 V (p-p), indicating that there was negligible distortion 
of the electric field in the drift space.
Secondly, measurements were taken on peak numbers one to seven for 
most values of E/N  except where signal-to-noise ratios were too low to allow 
accurate measurements to be made on the higher order peaks. It was found that, 
when there was distortion of the arrival time spectra, the first peak gave drift 
velocities which did not agree with the results obtained from higher order peaks. The 
measurements on the other peaks always gave drift velocities which agreed to within 
± 0.05 %. In the lower range of values of E/N, no distortion in the first peak or 
errors in measured values were observed and, hence, measurements on the first three 
peaks were adequate in this range of E/N. A lower limit to the values of E/N  which 
could be used at a given pressure was set by requiring measurements to be taken on at 
least three peaks (the signal current decreases as the peak number is increases and 
generally also as E/N  decreases).
Before measurements in the hydrogen-krypton mixtures were commenced, 
another measurement was carried out in pure hydrogen to check the apparatus. The 
results agreed with the previous measurements in pure hydrogen to within ±0.1%  
and arrival time spectra and d.c. cut-off curves in this gas demonstrated that the 
unusual shutter transmission properties in the hydrogen-krypton mixture were not 
caused by a fault in the apparatus.
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Final Drift Velocity Measurements
Measurements of drift velocities were taken in two gas mixtures of 
0.4673 % hydrogen and 99.53 % krypton and 1.686 % hydrogen and 98.31 % 
krypton. The range of values of E /N  was from 0.08 to 2.5 Td and five gas 
pressures between 10 and 33 kPa were used. The highest pressure used 
corresponded to the highest calibration point of the pressure gauge which could be 
reached using the gas mixture stored in the mixing vessel. The maximum pressure of 
this stored gas was set by the initial filling of the mixing volume with krypton to the 
highest gauge calibration point of 68 kPa. The highest EIN  value at each pressure 
was determined by the onset of electrical breakdown and the lowest by the lack of 
adequate electron current for accurate measurements.
The results for the 0.5 % hydrogen mixture showed a small drift with time. 
For the first gas sample the measured drift velocity increased by 0.5 % in the first 100 
hours. After this period, increases in the measured values were all less than 0.2 % 
per 100 hours for this gas sample and less than 0.1 % per 100 hours for subsequent 
samples. This drift is believed to be caused by the out-gassing of hydrogen from the 
walls of the apparatus as a result of using 40 kPa of hydrogen in the apparatus 
immediately before these measurements. The initial rate of hydrogen influx, as 
estimated from computer simulations, is believed to have been about 2.3 x 10-2 Pa per 
hour. To enable corrections to be made for the small drift of v^. with time, the 
measurements at each value of EIN  were taken three or four times over a period of 
between one and two weeks. Small corrections (all less than 1.0 %) were made to 
the measured drift velocities at values of EIN  greater than 0.35 Td by plotting the 
change with time and extrapolating to the time at which the gas was first admitted to 
the drift tube. At lower values of EIN, a scatter in the measurements of about 
± 0.15 % meant that such a procedure was less accurate. A different correction 
procedure was adopted for these values of E/N. Calculations of for different
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hydrogen concentrations around 0.47 % were used to predict the rate of change of Ufa 
with hydrogen influx at all values of E/N. The experimentally observed changes in 
Vfo at high values of E /N  were then converted to a change in v^. at lower values of 
E /N  corresponding to the same change in the hydrogen concentration. Use of these 
calculated changes in to correct the measured values gave values with a scatter of 
less than ± 0.15 %. The correction procedure was checked by repeating some 
measurements using fresh gas. The averages of measurements taken with the older 
gas, which included corrections of about 0.9 %, generally agreed with the 
measurements taken with fresh gas to within ± 0.05 % , indicating that the correction 
procedure was reliable.
The measurements in the 1.7 %-hydrogen mixture were not affected by the 
out-gassing of hydrogen, the values changing by less than 0.05 % over periods of 
four or five days. This is presumably because the rate of out-gassing had decreased 
by the time that measurements were made in this mixture, and also because the 
measurements at higher concentrations of hydrogen are less sensitive to small 
changes in the hydrogen partial pressure from out-gassing.
The measured drift velocities, after correction for hydrogen out-gassing, are 
shown in Table 5.1. These values have been obtained by averaging the results of 
three or more separate measurements.
Corrections for Diffusion Effects
The values shown in Table 5.1 are dependent on pressure due to the effects 
of diffusion. These effects can be removed by extrapolation of the values measured 
at several pressures to infinite pressure as described in Chapter 3. For values of 
E /N  where three or more pressures were used (0.12 to 1.2 Td), the measured drift 
velocities were plotted as a function of the inverse of the pressure. The points lay 
about straight lines of best fit with slopes ytE/iV) with a scatter generally less than
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Table 5.1. The drift velocity of electrons in H2-Kr mixtures at 292.9 K (in units of
105 cm s-1)-
E I N
(T d) 10-33
P ressu re  (k P a)  
13.43 19.62 26 .85 33 .05
C orrec ted  for  
D iffu sion
(a) 0 .4 6 7 3  % H 2 - 99 .53  % K r
0.08 5.309 5.324 5.216
0.10 5.890 5.880 5.791
0.12 6.178 6.136 6.129 6.051
0.14 6.345 6.301 6.264 6.248 6.184
0.17 6.400 6.363 6.329 6.320 6.263
0.20 6.412 6.374 6.349 6.340 6.290
0.25 6.440 6.398 6.373 6.347 6.340 6.297
0.30 6.405 6.382 6.357 6.335 6.326 6.287
0.35 6.380 6.366 6.338 6.320 6.313 6.278
0.4 6.365 6.344 6.325 6.308 6.298 6.266
0.5 6.331 6.318 6.299 6.284 6.281 6.256
0.6 6.302 6.295 6.277 6.265 6.263 6.242
0.7 6.274 6.268 6.253 6.243 6.239 6.220
0.8 6.244 6.242 6.227 6.218 6.214 6.197
1.0 6.178 6.175 6.163 6.158 6.142
1.2 6.095 6.097 6.086 6.065
1.4 6.007 6.009 5.981
1.7 5.869 5.870 5.846
2.0 5.729 5.703
2.5 5.506 5.484
(b) 1 .686  % H 2 - 98 .31  % K r
0.10 4.946 4.946 4.899
0.12 6.442 6.428 6.411 6.371
0.14 7.558 7.530 7.512 7.502 7.463
0.17 8.652 8.615 8.595 8.593 8.544
0.20 9.314 9.289 9.277 9.265 9.235
0.25 9.957 9.947 9.922 9.916 9.883
0.30 10.306 10.289 10.279 10.275 10.253
0.35 10.521 10.502 10.496 10.488 10.468
0.4 10.658 10.644 10.638 10.632 10.616
0.5 10.870 10.832 10.821 10.811 10.808 10.790
0.6 10.960 10.934 10.927 10.917 10.914 10.897
0.7 11.019 11.006 10.999 10.992 10.987 10.975
0.8 11.068 11.059 11.051 11.043 11.040 11.029
1.0 11.128 11.123 11.116 11.109 11.099
1.2 11.160 11.153 11.145 11.128
1.4 11.160 11.154 11.132
1.7 11.118 11.117 11.096
2.0 11.037 11.014
2.5 10.845 10.824
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± 0.05 % and the values extrapolated to 1/p = 0 were taken as the correct values for 
the drift velocities. There are, however, a number of values of E/N where drift 
velocities were measured at only two pressures and extrapolation to infinite pressure 
is not accurate due to the scatter. Where values were taken at only one pressure, 
extrapolation is, of course, impossible without more information.
At values of E/N where measurements were obtained for less than three 
pressures, the additional information needed to carry out the extrapolation was 
derived from the variation of the slope y with E/N. Only values of y obtained using 
three or more pressures were included and it was found that y could be accurately 
fitted by the relation:
y = a ( E / N Y b (24)
where the constants a and b are different for each mixture. The values of the 
constants and their standard errors, determined using a weighted least squares fit, are, 
for the 0.5 % hydrogen-krypton mixture,
a = 0.47 ± 0.02 
b =0.79 ±0.03
and, for the 1.7 % hydrogen-krypton mixture,
a = 0.37 ±0.01 
b = 0.59 ± 0.02
It is difficult to give any physical interpretation of these results since the 
slopes are dependent upon many variables including apparatus-dependent variables. 
However, equation 24 was useful in predicting slopes at values of E/N where results 
were available at less than three pressures. These slopes were then used to 
extrapolate to infinite pressure.
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Best Estimate Drift Velocities
The best estimate values shown in Table 5.1 and Figure 5.7 are the drift 
velocities obtained after corrections had been made to account for diffusion. The 
largest extrapolation is 2 % for the 0.5 % hydrogen-krypton mixture at the lowest 
value of E/N. In the case of the 1.7 % hydrogen-krypton mixture, the differences (in 
percent) of each measured value from the extrapolated (or best estimate value) are 
approximately half the corresponding differences for the 0.5 % hydrogen-krypton 
mixture. Contributions to the total error in the best estimate drift velocities are shown 
in Table 5.2. An estimate of < ± 0.7 % was obtained for the total uncertainty by 
adding the systematic errors in quadrature and then adding the random error. Not all 
of the four or five figures of each entry in Table 5.1 are significant, but they have 
been included to avoid round-off errors in the subsequent analysis.
Table 5.2. Contributions to the absolute error.
S ou rce  o f  error M a x im u m  effect  
on  v d r  (% )
(a) S ystem atic  e rro rs
P o ten tia l d iffe rences be tw een  shu tters 0 .05
T em perature 0 .10
Pressu re 0 .10
D rift d istance 0 .10
M ix tu re  co m p o sitio n 0.15
C o rrec tio n  fo r d rif t w ith  tim e 0 .20
D iffu sion  co rrec tion 0 .4 0
T o ta l sy s tem atic  e rro rs < 0 .5 5
(b) R andom  erro r 0 .10
T ota l e rro r <  ±  0 .7
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5. 3. Analysis of Drift Velocity Data
5. 3.1. Tests of Momentum Transfer Cross Sections for Krypton
Values of the drift velocities for the hydrogen-krypton mixtures were 
calculated using the hydrogen cross sections determined in Chapter 4 and, in turn, the 
krypton momentum transfer cross sections of Koizumi et al. (1986) and Hunter et al. 
(1988). These calculations were performed using a computer code which solves the 
Boltzmann equation numerically using the two-term theory as described in Chapter 2. 
The validity of the truncation to two terms was checked over the full range of values 
of E /N  by carrying out calculations using a multi-term code (Lin et al. 1979 and Ness 
1985). The differences between drift velocities calculated using two terms and using 
five terms in the expansion was less than 0.1 %. This was the case for both of the 
hydrogen-krypton mixtures and for pure krypton. Isotropic scattering was assumed 
in these calculations. Ness (personal communication) has carried out tests to 
determine the sensitivity of the calculated drift velocity to the angular scattering. He 
assumed a number of models for the anisotropy in electron-krypton scattering in a 
series of calculations using the multi-term code. Even with extreme and unphysical 
anisotropy, the drift velocity calculated from the multi-term theory did not differ 
significantly (differences were less than 0.2 %) from that calculated using the 
two-term code.
The input data for the calculations includes a tabulated set of cross sections 
at specified energies which subsequently require interpolation to match the mesh size 
in the calculation procedure. In general, linear interpolation has been used. In the 
present calculations, it was found that, due to the high curvature of the cross section 
in the region of the Ramsauer-Townsend minimum, the krypton momentum transfer 
cross section needed to be specified at 200 energies between 0 and 6 eV before errors
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due to linear interpolation of the cross section became insignificant. On the other 
hand, when a quadratic interpolation routine was used, accurate results could be 
obtained using only 70 values. None of the calculations presented in this paper are 
subject to significant errors arising from interpolation. It was found, however, that 
the previously determined cross sections of Koizumi et al. and Hunter et al. (1987) 
were not given at an adequate number of points to enable accurate calculations to be 
made using either linear or quadratic interpolation. After being informed of this 
problem, Hunter et al. redetermined the krypton cross section using more points and 
quadratic interpolation. This corrected cross section is given in a later paper (Hunter 
et al., 1988). The cross section of Koizumi et al. had to be interpolated graphically in 
order for it to be specified at an adeqate number of points to ensure the required 
accuracy of the subsequent quadratic interpolation.
Hunter et al. (1988) found that it was necessary to include a krypton 
electronic excitation cross section in their calculations of the drift velocities for pure 
krypton. Since the threshold of the lowest electronic excitation is 9.91 eV, this 
process only becomes significant at their highest values of E/N. This cross section 
was, however, not included in the present calculations of drift velocities in either of 
the hydrogen-krypton mixtures since the number of electrons with energies higher 
than 9.9 eV is insignificant at all the values of E /N  used.
It is difficult to estimate the uncertainties in the calculated due to the 
uncertainties in the hydrogen cross sections given in Chapter 4 since the uncertainties 
in these cross sections have not been estimated. The uncertainty given by Crompton 
et al. for the hydrogen om is ± 5 %. Calculations made with the hydrogen Gm 
increased by 5 % gave maximum changes in v^. of 0.3 % and 2.1 % for the 
0.4673 % hydrogen- and 1.686 % hydrogen-krypton mixtures, respectively. The 
uncertainties in the individual inelastic cross sections may be relatively large but the 
summed effects of uncertainties in the hydrogen inelastic cross sections are believed
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to be small because the cross sections adequately account for the total inelastic energy 
losses in pure hydrogen and in other hydrogen mixtures (Chapter 4).
The differences of the calculated values from the experimental values for the 
hydrogen-krypton mixtures are shown in Figures 5.8 and 5.9. The differences 
obtained using the cross section of Koizumi et al. are as much as 13 %, or almost 
twenty times the experimental uncertainty and are too large to be explained by errors 
in the hydrogen cross sections. This confirms the conclusion of Hunter et al. that the 
cross section of Koizumi et al. is too large at energies above 0.8 eV. The cross 
section determined by Hunter et al. (1988) predicts drift velocities which are much 
closer to the present values (differences < 3 %) but these differences are also outside 
the experimental error limits and are unlikely to be accounted for by errors in the 
hydrogen cross sections.
Since neither of these two krypton cross sections was sufficiently accurate, 
a new cross section was derived to fit the present mixture data.
5. 3. 2. The Present Krypton Momentum Transfer Cross Section
A krypton cross section was determined which, together with the hydrogen 
cross sections of Chapter 4, gave the best fit to the present drift velocity 
measurements in the hydrogen-krypton mixtures. The differences between values 
calculated using this cross section and the experimental drift velocities are shown in 
Figures 5.8 and 5.9. The present cross section is listed in Table 5.3 and shown in 
Figure 5.10.
An assessment of the uncertainty in the fitted cross section is particularly 
difficult due to the presence of a Ramsauer-Townsend minimum (see for example the 
discussion for argon, Milloy et al. 1977). Although the present data for hydrogen-
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Table 5.3. The present krypton momentum transfer cross section.
Energy
(eV)
Cross Section
(k2)
Energy
(eV)
Cross Section
( k 2)
Energy
(eV)
Cross Section
(A 2)
0.0 41.5 0.44 0.1643 0.96 0.589
0.02 22.3 0.46 0.1591 1.0 0.677
0.04 16.2 0.48 0.1563 1.1 0.890
0.06 12.35 0.50 0.1550 1.2 1.113
0.08 9.65 0.52 0.1552 1.3 1.340
0.10 7.64 0.54 0.1558 1.4 1.570
0.12 6.09 0.56 0.1571 1.5 1.802
0.14 4.868 0.58 0.1593 1.6 2.036
0.16 3.890 0.60 0.1627 1.7 2.274
0.18 3.099 0.62 0.1683 1.8 2.520
0.20 2.455 0.64 0.1761 1.9 2.772
0.22 1.932 0.66 0.1865 2.0 3.040
0.24 1.505 0.68 0.2000 2.2 3.59
0.26 1.159 0.70 0.2166 2.5 4.49
0.28 0.8812 0.72 0.2361 2.7 5.16
0.30 0.6615 0.74 0.2572 3.0 6.24
0.32 0.4916 0.76 0.2816 3.3 7.42
0.34 ‘ 0.3648 0.78 0.3068 3.6 8.71
0.36 0.2724 0.80 0.3333 4.0 10.44
0.38 0.2233 0.84 0.3898 4.5 12.69
0.40 0.1924 0.88 0.449 5.0 14.6
0.42 0.1743 0.92 0.517 6.0 17.7
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krypton mixtures is more sensitive to the region of the minimum than are the data for 
pure krypton (Section 5.1.1), nevertheless the sensitivity is still low. The depth of 
the minimum can be varied significantly and a fit still obtained to the data to within the 
stated error limits by varying the cross section on either side. If values of v^T were 
available at lower values of E /N  then a greater restriction could be placed on the cross 
section at very low energies, thereby reducing the amount that this region of the cross 
section can be varied to offset variations in the region of the minimum of the cross 
section. However, such low data were not taken for the reasons given in Section 
5.2.2. Hunter et al. quoted error limits on his cross section of ± 20 % in the region 
of the minimum and ±5 % elsewhere. From experience in carrying out a large 
number of fits it is considered that similar error limits apply to the present cross 
section.
Figure 5.10 shows the cross sections of Koizumi et al. and Hunter et al. 
(1988) for comparison with the present cross section. For energies above 
approximately 0.3 eV, the cross section of Koizumi et al. differs considerably from 
both the Hunter et al. and the present cross section, whereas the differences between 
the present cross section and that of Hunter et al. are less than ± 5 % except in a small 
range of energies about 0.7 eV where the differences are as large as 23 %.
The present krypton cross section has been used to predict values of D>j/ ji 
for pure krypton. The results of a comparison of the calculated values with the 
experimental values of Koizumi et al., displayed in Figure 5.11, show differences of 
as much as 57 %. The krypton cross section of Hunter et al. gives similar 
differences. It is thought that at least part of these differences may be due to errors in 
the experimental values of Koizumi et al. (discussed in Section 5.1.1). The present 
cross section has also been used to calculate drift velocities in pure krypton and 
differences from the experimental values of Hunter et al. are shown in Figure 5.12. 
The differences are less than ± 2%  for E /N  from 0.04 to 1.0 Td, but outside this
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E /N  range the predicted values are lower than the experimental values by as much as 
6 %. Such differences reflect an incompatibility between the present cross section at 
energies below the minimum and the experimental values of Hunter et al. However, 
the differences are so small that small changes in the present cross section towards 
that of Hunter et al. can produce a cross section which is compatible with both the 
drift velocity measurements in the mixtures and those in pure krypton.
Comparisons with other experimental cross sections are shown in Figure 
5.13. The cross section of Frost and Phelps (1964) was determined from the 
measurements of drift velocities in pure krypton obtained by Pack et al. (1962). 
Hunter et al. found that these drift velocities were as much as 20 % different from 
their values and they suggested that the differences are due to the presence of 
impurities in the gas used by Pack et al. (Section 5.1.1). Hoffman and Skarsgard 
(1969) used measurements of microwave conductivity ratios. The differences of the 
present cross section from that of Hoffman and Skarsgard are not understood but 
may be due to the larger experimental uncertainties in their data.
Figure 5.14 shows the momentum transfer cross sections derived 
theoretically by Sin Fai Lam (1982), Fon etal. (1984) and McEachran and Stauffer 
(1984 and personal communication). The cross sections, apart from that of 
McEachran and Stauffer (personal communication), have minima at 0.5 eV but all 
differ considerably (differences often in excess of 30 %) from the present cross 
section over the entire energy range. The cross section of Sin Fai Lam, derived from 
a semi-relativistic calculation, and that of McEachran and Stauffer (1984), from a 
non-relativistic polarised orbital calculation, agree to within ± 15 %. Recently, 
McEachran and Stauffer (personal communication) carried out a full relativistic 
calculation and obtained a cross section with a minimum at 0.62 eV which is about 
0.1 e V higher than the energy corresponding to the minima of other theoretical cross 
sections and that of the present cross section. The cross section of Fon et al. was
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obtained by a non-relativistic R-matrix calculation.
5. 3. 3. Modified Effective-Range Theory
The elastic scattering of electrons from atoms or molecules can be 
formulated using the Schrödinger equation. Solving this equation by the method of 
partial waves (see McDaniel, 1964) leads to wave functions containing the 
energy-dependent parameters t|/ called phase shifts (/ is a non-negative integer) which 
are determined by the interaction potential. An expression for the differential 
scattering cross section can be found in terms of the phase shifts and Legendre 
polynomials:
where k is the wave number and % is the scattering angle. Expressions for the total 
elastic scattering cross sections, and Gm, can be then be derived by integration 
over the complete solid angle using the definitions given in Chapter 2:
O'Malley et al. (1961 and 1962) have shown that, for elastic scattering from
2
= (2/ + l)sin2ru
u £ . ~
and
atoms without permanent electric dipole moments, the phase shifts at low energies
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can be written as expansions in terms of the wave number. These expansions have 
been called modified effective-range formulae. They have been used primarily to 
extrapolate cross sections to low energies but have also been used to convert from 
to Gm or vice versa. O'Malley and Crompton (1980) and Haddad and O'Malley 
(1982) have used an extended version of these formulae which includes an extra term 
in the zeroth-order phase shift expansion in order to increase the energy range over 
which the expansions are valid. Their formulae are
tanrio 1 + ^ - k 2 In (jkao) 
3ao
- —  k 2 + D k 3 + Fk4, 
3ao
and
ta n r ji  = k 2 - A \ k 3
15ao
na k 2
^  " (2Z + 3X2/ + lX2Z-l)ao
for l > 2.
The variables A, Ax, D  and F  are fitting parameters and a 0 is the Bohr radius. The 
parameter A is called the scattering length. The assumptions underlying these 
formulae limit their application to the rare-gases and to a small number of molecular 
gases.
The Application ofMERT
Modified effective-range theory (MERT) was used to extend the present 
results to zero energy to obtain a value for the scattering length, A, for electron- 
krypton scattering. The four parameters, A, Ax, D and F, were determined by 
fitting to the present cross section over the energy range of 0.08 to 0.35 eV with a  = 
16.736 a 03 (Miller and Bederson, 1977). It was found that, for energies above 
0.35 eV, MERT could not be used to accurately fit the present cross section, in
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agreement with the conclusions of Buckman and Lohmann (1987). Table 5.4 shows 
the parameters used in the present work and those obtained in a number of previous 
studies including those based on measurements of the total cross section (Jost et al., 
1983; and Buckman and Lohmann, 1987) and differential cross sections (Weyhreter 
et al., 1988). The parameters from the four most recent studies are in reasonable 
agreement and any discrepancies may be due to the use of a slightly different value of 
the dipole polarizability (Buckman and Lohmann used a  = 16.8 ao3).
Table 5.4. The MERT parameters obtained by fitting to krypton scattering cross
sections.
[An asterisk indicates that the parameters are those derived by Buckman and Lohmann (1987) using a  
= 16.8 aQ3- 1R the present work a value of a  = 16.736 oq3 was used.]
Energy PARAMETER
Range (eV) A/oo Aj/ao3 ÖO03 ftao4
Frost and 
Phelps (1964)* 0.01 - 0.5 -3.32 13.38 154.14 - 72.92
Jost et al. 
(1983)* 0.3 - 0.5 -2.43 11.15 210.21 - 469.8
Buckman & 
Lohmann (1987) 0.175-0.5 -3.19 12.12 184.75 -300.8
Hunter (1988) 7 -0 .4 -3.36 12.50 178.8 - 288.3
Weyhreter 
et al. (1988) 0.05 - 0.3 - 3.536 12.31 161.5 - 148.4
Mitroy (personal 
communication) 0.01 - 0.35 - 3.386 13.87 165.8 -191.8
Present 0.08-0.35 -3.43 12.47 178.6 -291.2
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After the present analyis was carried out, an investigation of the application 
of MERT was published by Buckman and Mitroy (1989). This study was 
particularly concerned with the range of validity of the MERT formulae given above 
for the rare-gases, neon, argon and krypton. One finding was that the energy range 
could be extended, in some cases, by including higher order terms in the formulae. 
For krypton, they found that, as stated by Buckman and Lohmann (1987), the normal 
MERT expressions provide an accurate method of converting G^ to Gm for energies 
up to about 0.3 eV. This energy range could be extended to 1.0 eV by including 
extra terms in the formulae and including two extra fitting parameters.
Mitroy (personal communication) has stated that the Gm should have the 
functional form of the new MERT formulation and, hence it should be possible to 
find parameters which give a fit to the cross section using the MERT expressions. 
However, it has not been possible to fit the present cross section in the region of the 
Ramsauer-Townsend minimum. This suggests that the present cross section is in 
error at energies around and below the minimum because the present measurements 
were not extended to low enough values of E/N.
In order to make up for this deficiency in the present data, the data of 
Hunter et al. can be used to restrict the cross section at energies below the minimum, 
since their data extend to very low values of E /N , and the present mixture 
measurements used to provide information on the minimum of the cross section to 
which the data of Hunter et al. is relatively insensitive. Such an analysis has been 
carried out by Mitroy (personal communication) using the restriction of the MERT 
formulation up to 1.0 eV. He has demonstrated that it is possible to fit the data of 
Hunter et al. to within ± 1.0 % for all but three values of E/N and to fit the present 
data for the hydrogen-krypton mixtures to within ±0.7 %. His cross section differs 
from the present one by less than ± 7 % except in the energy region from 0.3 to 0.8 
eV where the differences are as much as 35 %. The cross section is shown in Figure
117
5.15 with the present cross section and that of Hunter et al. His values for the 
parameters A, A1? Z) and F  are included in Table 5.4.
5. 4. Conclusions
Measurements of electron drift velocities have been made in two hydrogen- 
krypton mixtures at 293 K. The values have been used together with the hydrogen 
cross sections of Chapter 4. to test the values for the krypton momentum transfer 
cross section of Koizumi et al. (1986) and Hunter et al. (1988). It was found that the 
values of Koizumi et al. were incompatible with the present results. The cross 
section values of Hunter et al., however, give differences from the present 
measurements which are less than 3 %. A cross section was derived which gave drift 
velocities which agreed with the present experimental values to within ± 0.3 %. The 
differences between the values of the present cross section and the values of Hunter et 
al. are less than± 5  % except at energies close to the Ramsauer-Townsend minimum. 
A value of -3.43^ was obtained for the scattering length using a MERT fit to the 
present cross section. This value is in good agreement with the values of Frost and 
Phelps (1964), Buckman and Lohmann (1987), and Hunter et al. (1988).
The shape of the present cross section in the vicinity of the Ramsauer- 
Townsend minimum is flatter than might be suggested by an examination of the 
available theoretical cross sections or predicted by MERT. It has been suggested that 
the uncertainties in the present cross section in this region may be large because of the 
absence of measurements at sufficiently low values of E /N  and that the shape of the 
cross section in the region of the minimum is in error. A new MERT formulation has 
been used by Mitroy (personal communication) to fit both the drift velocity data of 
Hunter et al. and those obtained in the present work for hydrogen-krypton mixtures.
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This cross section combines the information available from both these experimental 
investigations and the information available through the MERT expressions. This 
alteration to the present cross section, however, does not improve the agreement with 
the theoretical cross sections.
The measurements of Koizumi et al. are subject to large errors and are, 
therefore, of tittle use in the determination of the cross section. However, it should 
be possible to avoid these errors, and a number of other problems discussed in 
Section 5.1.1, by making measurements of in hydrogen-krypton mixtures. 
Although such data are less sensitive to the minimum of the cross section than are 
those in pure krypton, they are still more sensitive than are v^. data in the pure gas or 
mixtures.
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Chapter 6.
Determination of the Electron-Mercury 
Momentum Transfer Cross Section
6.1. Introduction
A knowledge of the momentum transfer cross section for electron-mercury 
collisions at energies less than 10 eV is necessary for modelling the behaviour of 
devices such as vapour arc lamps and high power rectifiers. However, the 
measurement of electron transport coefficients in mercury vapour for use in 
determining the mercury Gm poses formidable technical difficulties. Measurements 
of the electron drift velocity in mercury vapour have enabled derivations of the 
mercury om by Rockwood (1973), Nakamura and Lucas (1978b), and Elford 
(1980b) but, although the resulting cross sections all have maxima between 0.5 and 
0.7 eV, their magnitudes at the maxima and at other energies differ significantly - at 
some energies the cross sections differ by as much as an order of magnitude. 
Because of the uncertainties in these cross sections, they are of little use for the 
modelling of devices in which electron-mercury collisions are important processes.
The analysis of Rockwood was based primarily on measurements of V&. by 
McCutchen (1958) but also included data on V&. and D ^ \i  obtained from studies of 
electron arcs (Ovcharenko and Chernyshev, 1970, and others). The drift velocity 
data of McCutchen were obtained by measuring the transit time of electrons between 
two parallel plate electrodes spaced 1.9 cm apart at mercury vapour pressures of 50 
and 140 kPa. The temperature of the vapour was not published. McCutchen used
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his data to determine a momentum transfer cross section using an approximate 
formula for the drift velocity based on the assumption that cm was independent of 
electron energy over the distribution of energies at a given value of EIN. 
Consequently, the resulting cross section is only approximate. Although the later 
analysis by Rockwood used a more accurate method for the determination of <7m, the 
experimental data show considerable scatter and, therefore, his cross section must be 
regarded as having a large uncertainty.
Nakamura and Lucas (1978a) used a heat pipe oven and the pulsed 
Townsend discharge technique (see Huxley and Crompton, 1974) to measure the 
electron drift velocity. The drift length used was 2 cm. Measurements were taken at 
mercury vapour pressures between 2 and 67 kPa by heating the apparatus to 
temperatures between 468 and 608 K. The mercury vapour pressure was determined 
by measuring the pressure of nitrogen buffer gas. The analysis of these 
measurements to obtain a m was carried out by Nakamura and Lucas (19786).
The most recent measurements were made by Elford (1980a) who used the 
Bradbury-Nielsen method to measure the drift velocity at 573 K. The drift length, 15 
cm, was much larger than that used in the previous studies and the vapour pressures 
were measured using a null detector technique. Elford (19806) derived a om over the 
energy range from 0.1 to 5 eV from these measurements.
All the sets of v .^ data show a variation with pressure which has been 
suggested by Nakamura and Lucas and by Elford to be due to the presence of 
mercury dimers, although the explanation of the effect given by Nakamura and Lucas 
is incorrect. Elford found that the measured drift velocity increased by as much as 
20 % when the pressure was changed from 8.1 to 14.5 kPa. In both the study by 
Nakamura and Lucas and that by Elford, corrections were made to the measured drift 
velocities by extrapolation to zero pressure, where the dimer population is zero, in 
order to obtain drift velocity values for dimer-free mercury vapour. No such
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correction procedure was applied to the data of McCutchen in the analysis by 
Rockwood.
No corrections were made in any of the published drift velocity data sets to 
account for the effects of diffusion. In the study by Elford, these were not 
distinguishable from the pressure effects caused by dimers but he estimated that then- 
neglect would cause errors of less than 5 % in the extrapolated drift velocity values. 
The measurements of McCutchen and of Nakamura and Lucas were made using drift 
lengths which were a factor of 7 or more smaller than that of Elford and, therefore, 
diffusion effects would be expected to be much larger in their studies than in Elford's 
work.
The most accurate experimental data for mercury vapour are those of Elford 
(1980a) and, therefore, the most accurate values for Gm are those obtained from his 
data (Elford, 1980b). However, in the range of energies below 0.5 eV, his cross 
section was subject to large uncertainties due to two factors both of which stem from 
the very small value of the mean fractional energy lost by electrons in collisions with 
mercury atoms (the mean fractional energy lost is 2m/M -  5.5 x 10'6 compared, for 
example, with 2.7 x lfr4 for helium). The first factor was the low sensitivity of his 
experimental drift velocity data to the cross section below 0.5 eV as a result of the 
relatively high energies of electrons in swarms even at the lowest values of E/N  at 
which he could make measurements. To improve his cross section in the present 
analysis, instead of redesigning the apparatus to enable the measurements to be 
extended to lower values of E/N, the electron energies were lowered by adding a 
second gas to the mercury vapour, thereby increasing the rate of energy lost by 
electrons in collisions.
The second factor was the large experimental uncertainty in at low 
values of E/N  where the results were most sensitive to the cross section at energies 
below 0.5 eV. This large uncertainty was caused largely by the need to account for
123
the effects of mercury dimers o n u ^  values. The pronounced effects of the mercury 
dimers, even though their relative concentration is low, is a consequence of the very 
small energy exchange in elastic collisions with mercury atoms as compared with that 
in excitation of the dimers (see Sections 6.1.1 and 6.1.2). In the present work, 
measurements have been made in mercury vapour-gas mixtures where the effects of 
dimers are less and a more accurate correction procedure for obtaining drift velocities 
for mixtures with mercury vapour free from dimers can be adopted.
Section 6.2 includes a description of the apparatus and of improvements that 
have been made since it was used by Elford. The drift tube and operating procedures 
for drift velocity measurements were tested by taking measurements in helium and in 
mercury vapour (Section 6.3). Also discussed in Section 6.3 are a number of 
problems encountered when making mercury vapour-gas mixtures and the final drift 
velocity values for the mixtures.
The method used to account for the effects of dimers on the measurements 
is described in Section 6.4 with a description of the determination of Gm for mercury. 
Estimates of experimental errors in the corrected values of and a discussion of the 
uniqueness of the cross section are also given in Section 6.4. A comparison of the 
cross section with previously published cross sections is presented in Section 6.5.
In the past twenty years there has been considerable interest in the 
theoretical description of electron-mercury scattering and a number of approaches 
have been used to deal with the large number of bound electrons and to include 
relativistic effects, electron exchange and polarization of the atomic electron cloud. 
All of the published theoretical cross sections have particular short-comings in their 
approximations and these are discussed in Section 6.5.2.
A test of the energy region of the mercury a m at energies below 0.2 eV is 
provided by the diffusion coefficient for thermal electrons at 470 K measured by 
Hegerberg and Crompton (1980). Calculations of this coefficient from a number of
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versions of the cross section are given in Section 6.6.
6.1 .1 . Mercury Dimers and their Effects on the Drift Velocity
The formation of dimers can be summarised by the equilibrium reaction 
Hg + Hg + Hg <=> Hg2 + Hg 
and the concentration of dimers is given by
[Hg2]/[Hg] = Ke(T) [Hg]
where K e{T) is the equilibrium constant for the reaction. Stogryn and Hirschfelder 
(1959) obtained an expression for the equilibrium constant for dimer formation by 
assuming the potential for Hg-Hg interactions had a Lennard-Jones (6-12) form. 
Using their formulae and the potential parameters as listed by Hirschfelder et al 
(1954), the dimer population for the highest pressure used by Elford was calculated 
to be approximately 315 p.p.m. The fractional population of dimers increases 
linearly with the mercury vapour pressure.
Mercury vapour can be considered to be a mixture of monomers and dimers 
with each component having its own sets of elastic and inelastic electron collision 
cross sections and the effect of dimers on v^  can, in principle, be correctly accounted 
for by the inclusion of dimer collision cross sections in the calculations. However, 
none of these cross sections are known and, therefore, complete calculations of 
cannot be carried out.
Inelastic collisions of electrons with dimers can have a significant effect on 
electron transport in mercury vapour despite the low relative population of dimers.
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The energy loss in an inelastic collision with a dimer is so large compared with the 
energy loss in an elastic collision with a monomer that the relatively small number of 
inelastic collisions that result from the very low concentration of dimers can 
significantly alter the rate of energy transfer, and hence the distribution function and 
the transport coefficients. On the other hand, although elastic collisions with dimers 
contribute to the momentum transfer they do so negligibly since their relative 
population is small. Dimers therefore affect v predominately through inelastic 
collisions.
The greater rate of energy transfer when dimers are present tends to lower 
the mean swarm energy and collision frequency and, hence, raise the value of v^. 
Thus, since the dimer concentration increases with gas pressure, the value of 
increases with increasing pressure. To obtain data for the drift velocity in mercury 
vapour free from the influence of dimers, that is, the data required to determine the 
momentum transfer cross section for mercury in the absence of data for the dimer 
excitation cross sections, it is necessary to extrapolate the experimental values to zero 
pressure. Elford found that the variation of v .^ with the mercury vapour pressure 
was linear to within the scatter of his data. He therefore extrapolated the measured 
values of V&. to zero pressure at each value of E/N by assuming a linear variation of 
Vfa with pressure. This extrapolation introduced large uncertainties in the v .^ values 
at low values of E/N since, at these values of E/N, the variation with pressure was 
large and the range of pressures over which the measurements were taken was 
limited. Extrapolated values were as much as 35 % lower than the measured values.
6.1. 2. The Use of Gas Mixtures to Reduce the Effects of Dimers
To reduce uncertainties in the extrapolation of it is desirable to decrease 
the effect of dimers. This can be achieved by adding an adequate concentration of a
126
second gas to the mercury vapour samples to make the rate of energy lost by electrons 
in collisions with atoms of the second gas much larger than the rate in collisions with 
dimers.
The measurements in gas mixtures have the additional advantage of being 
less sensitive to the presence of small concentrations of impurities.
The gas added can be a light monatomic gas where the increase in the rate of 
energy transfer is the result of elastic collisions, or a molecular gas where the increase 
occurs through inelastic collisions. For the accurate determination of the mercury 
CTm, it is also necessary to choose a gas, such as helium, hydrogen and nitrogen, 
whose electron scattering cross sections are known with small uncertainties and to 
choose mixture concentrations so that the am for electron-mercury collisions 
dominates that for the mixture.
6. 2. Apparatus
Electron drift velocities in mercury vapour mixtures were measured using 
the apparatus of Elford (1980a) with a number of modifications. The modifications 
will be discussed in Section 6.2.8 following a description of the drift tube.
6. 2.1. Choice of Experimental Parameters
As mentioned in Chapter 3, measured values of the drift velocity are subject 
to errors caused by diffusion. Such errors can be minimised by choosing the 
experimental parameters to maximise the value of the product Nh. Since mercury 
vapour pressures are limited to less than the saturation vapour pressure corresponding 
to the temperature of the apparatus, it is necessary to choose the highest practicable
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operating temperature. A value of 573 K was chosen by Elford to enable pressures 
of as large as 33 kPa, or values of N  as large as 4.2 x 1018 cm-3, to be used. Higher 
temperatures would require major changes to the design of the drift tube. The drift 
distance, h, was limited by the technical difficulty of keeping the temperature uniform 
over the length of the aparatus. The distance chosen by Elford was 15 cm.
6. 2. 2. Out-gassing of the Apparatus
When operating with an apparatus at 573 K, the rate of gas influx from 
out-gassing can be high. An extensive baking of the aparatus was carried out before 
measurements were commenced by Elford (1980a). The manifold was baked for 170 
hrs at 523 K, 450 hrs at 573 K and 250 hrs at 723 K. The manifold with the 
electrode structure in place was then heated for 700 hrs at 623 K. In the present 
work, the rates of out-gassing were lowered to an adequate level by maintaining the 
drift tube at 573 K for many hours before commencing measurements. The presence 
of significant out-gassing rates can be detected by a change in the measured drift 
velocity values with time due to the rising impurity level. No changes greater than the 
experimental scatter of less than ±0.1%  were observed in the drift velocities 
measured in helium or in pure mercury vapour over periods of more than 3 hours.
6.2 .3 . The Drift Tube
A diagram of the apparatus is shown in Figure 6.1. The electrode structure, 
made from stainless steel, was surrounded by a glass liner to delay the onset of 
electrical breakdown. The distance between the planes of the two electrical shutters 
was 15.084 cm at 293 K and 15.127 cm at 573 K.
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Main Oven
Side Oven
Heater Element
Copper Sleeve
Hg Source Finger
Heater Tape
Copper Shield
Heater Element
Heater Element
Collector Electrode 
Shutter
Shutter
Electron Source
Manometer A
Heater Element
Figure 6.1. The apparatus used for the present measurements in mercury vapour.
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Electrons were produced by a-particle ionization using a source (Figure 
6.2) based on a design by Williams and Elford (1982). This source was designed to 
increase the electron current available at low gas pressures in order to allow 
measurements of mercury ion mobilities to be made at very high values of E/N (a 
project which will be carried out after the completion of the present work). The 
degree of ionization at low pressures was increased in a manner analogous to the 
ionization achieved in a Bayard-Alpert ionization gauge. The americium foil, coated 
with nickel instead of gold to avoid the formation of an amalgam with mercury, is 
contained in a stainless steel cylinder with a cap supporting an inner cylindrical grid. 
Electrons produced between the foil and the grid were extracted by applying 
appropriate voltages to the electrodes.
Two changes in the design of the drift tube described in Chapter 4 were 
made by Elford to allow the apparatus to be operated at 573 K. Firstly, it was 
necessary for the shutter wires to maintain their tension when the drift tube was 
heated to 573 K in order that the wires remained parallel and coplanar. In the shutter 
devised by Elford the wire tension was maintained by using pillars made from the 
same material as the wires. A more complete description and a photograph of the 
shutters are given by Elford (1980a).
The second feature of the drift tube design was the construction by Elford of 
a feedthrough for the electrometer lead. This was required to reduce the leakage 
currents at 573 K which are caused by the low resistance to ground of conventional 
feedthroughs (e.g. Ceramaseal Ltd). The feedthrough, shown in Figure 6.3, 
consisted of a Kovar-to-glass seal joined to a length of Pyrex tubing and a 2 cm 
length of fused quartz tubing. This was sealed to the top of the stainless steel 
manifold using a piece of Kovar tubing and Kovar sealing glass. The fused quartz 
provided high resistance between the electrometer lead and the manifold and reduced 
the leakage currents to less than 3 x 1 O'13 A at 573 K which was acceptable for the
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Extraction Electrode
Cylinder
Cylindrical Grid
Figure 6.2. The electron source used in the present apparatus.
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Kovar
Kovar Seal
Manifold
Figure 6.3. The electrometer feedthrough.
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present measurements.
6. 2. 4. Pressure Measurement
The vaccum system is shown in Figure 6.3. The drift tube could be isolated 
from the vacuum system and the mercury source finger using two ultra high vacuum 
valves (Vacuum Generators Ltd, Type R25). Two capacitance manometer pressure 
gauges (MKS Baratron) were used in the vacuum system. The head of manometer 
A, designed to operate at pressures up to 133 kPa, is mounted inside the main drift 
tube oven and was held at 573 K using a separate heater element. The head has a 
single- sided electrode configuration and is constructed from corrosion resistive 
materials. A calibration at 573 K by Buckman et al. (1984) demonstrated that this 
manometer operated reliably for an extended period at this temperature. The 
pressures of all gas samples containing mercury vapour were measured using this 
gauge. Hysteresis effects were found to be insignificant and zero shifts were less 
than 0.01 kPa.
All pressure measurements made in previous studies of mercury vapour 
have been made indirectly. Elford used a null detection system using a Pyrex 
Bourdon spiral where the mercury vapour pressure was balanced against a pressure 
of dry nitrogen. The nitrogen pressure was then measured in a conventional manner 
at 293 K using a quartz spiral manometer (Texas Instruments). Null point shifts and 
hysteresis effects limited the accuracy of his pressure measurements and reduced the 
time after the admission of mercury vapour during which v ^  could be measured.
A second pressure gauge, manometer B, was necessary to enable test 
measurements of the drift velocity in helium to be carried out at 293 K since the first 
gauge could not be calibrated for operation both at 293 and at 573 K due to an 
inadequate range of the zero adjustment. This second gauge was held at its factory
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Figure 6.3. The vacuum system. The regions enclosed by dashed lines are
heated.
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calibration temperature of 323 K and could be used to measure pressures below 
13.3 kPa.
Calibrations of both pressure gauges were carried out three times over the 8 
month period of operation using a deadweight primary pressure standard (Gascoigne 
1971). Manometer B showed shifts in calibration of less than ± 0.1 % while 
manometer A showed shifts less than ± 0.2 %. The manometers were also checked 
against each other a number of times between calibrations using gas samples free 
from mercury vapour.
A safety trap between the drift tube and the turbo pump was kept immersed 
in liquid nitrogen in order to ensure that the pumping system was not contaminated 
with mercury vapour.
A number of phenomena were observed in the measurement of hydrogen 
and mercury vapour pressures which had important repercussions on the 
measurement of drift velocities. These pressure effects, which will now be 
described, were not observed with samples of nitrogen and helium.
Absorption of Hydrogen
With the drift tube at 573 K, an unexpected decrease in pressure was 
observed for samples of hydrogen. At the same time, the reference pressure of the 
manometer rose, indicating that hydrogen was passing through the diaphragm of 
manometer A. In an attempt to prevent loss of hydrogen through the diaphragm, the 
reference side of the gauge was filled with hydrogen to give a null reading on the 
manometer. This did not significantly change the pressure fall but, after about an 
hour, absoption of hydrogen by the manometer head components led to a significant 
shift in the null point and the calibration of the manometer. After evacuating the 
reference side of the manometer, the null point gradually recovered and a calibration 
of the gauge a month later showed no differences from the original calibration greater
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than 0.15 %.
The decrease in the pressure observed with hydrogen samples is believed to 
be caused by the high rate of diffusion of hydrogen into the stainless steel of the 
apparatus at 573 K. The rate of absorption by stainless steel is much higher for 
hydrogen than for other gases (Redhead et al., 1968).
Adsorption of Mercury Vapour
The pressure of all samples of mercury vapour let into the drift tube showed 
a significant decrease with time. In the example shown in Figure 6.4, the pressure 
fell by about 4 % over the first two hours after the sample had been let into the drift 
tube. After carrying out a series of tests, it was concluded that mercury vapour was 
being adsorbed on the surfaces inside the drift tube. As can be seen in Figure 6.4, 
adsorption leads to significant pressure changes even after the gas has been in the 
drift tube for 5 hours. The desorption from the walls of the apparatus after the 
removal of the mercury vapour continued for many days.
Mercury vapour adsorption was not observed by Elford. The effects may 
have been hidden by null point shifts and hysteresis effects in his pressure measuring 
system since his measurements at a given pressure were usually taken over time 
intervals of less than one hour.
Pressure Pulses in Mercury Vapour Samples
When gas samples were used with a mercury vapour partial pressure of 
more than 15.5 kPa, the pressure fall due to adsorption was interrupted by pulses in 
the pressure readings. This effect has not been explained but it is believed to be 
related to the approach to the saturated vapour pressure for mercury (33 kPa at this 
temperature) since it was not seen for high pressure samples of helium or nitrogen 
and became more severe as the mercury vapour pressure was increased. The onset of
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this effect set the upper limit to the mercury vapour partial pressure used in the 
present measurements. Elford did not use pressures as high 15.5 kPa and therefore 
could not have seen this effect
Specific procedures were adopted in the drift velocity measurements to 
avoid large errors from these three pressure phenomena.
6. 2. 5. Temperature Measurement and Control
The drift tube electrode structure was suspended from a Conflat flange 
(Figure 6.1) and enclosed in a stainless steel manifold. The manometer head A was 
attached to the lower end of the manifold and surrounded by a stainless steel cylinder 
of the same diameter as the manifold. At the base of the cylinder was a copper plate 
with a heating element attached and 5 cm of Miscolite insulation (Lebah Products Pty 
Ltd, Sydney). At the top of the manifold was another copper plate and more 
insulation. The whole structure formed a cylinder which was approximately 1 m in 
length and 15 cm in diameter. This cylinder was wrapped with a heater tape and 
surrounded by four heater elements. The whole was enclosed in walls of 1.2 cm 
thick miscolite sheets lined with aluminium on both sides to reduce heat losses. A 
copper screen was positioned between the heater elements and the cylinder to reduce 
the temperature gradient along the manifold and to prevent hot areas on the cylinder 
which could be caused by direct radiation from the heaters. The four heater elements 
were of different lengths to allow temperature gradients to be reduced by the 
individual adjustment of the heater power. These elements were used to supply the 
majority of the heater power while the fine control of the temperature was carried out 
using the heater tape. The temperature of the manometer head was maintained by the 
heater element attached to the copper plate at the base of the cylinder. Gradients along
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the length of the drift chamber were less than ± 0.4 K during the drift velocity 
measurements at 573 K.
A number of thermocouples were used to measure the temperature in areas 
where accuracy was not of prime importance. The temperature of manometer head A 
was measured with an accuracy of ± 1 K using a chromel-alumel thermocouple 
attached to the head. Changes of ± 1 K in the head temperature have been shown to 
produce negligible changes in the pressure gauge readings (Buckmann et al., 1984). 
Another thermocouple was attached to the inside of the copper screen surrounding the 
manifold. This was connected to a device to switch off one of the main heater 
supplies if a malfunction occurred in the heater power supplies causing the drift tube 
to be overheated.
Calibrated platinum resistance thermometers (PRTs) were used to measure 
the drift tube temperature. The accuracy of this measurement is important since it is 
used to determine the gas number density, N. The PRTs were held in small copper 
blocks attached to the top and bottom flanges of the manifold. The resistance of the 
PRTs was determined by an electronic board interfaced to a personal computer which 
will be described later. One such PRT was calibrated by the National Measurement 
Laboratory, CSIRO Sydney, to an estimated uncertainty of ± 0.03 K for temperatures 
between 273 and 623 K. This PRT was then used to calibrate the two PRTs, which 
were attached to the manifold, by positioning it, in turn, in each of the copper blocks. 
Calibration of the electronic board was carried out by comparisons of its readings 
with those taken using a calibrated resistance bridge (Leeds and Northrup, model 
8078) and the resistance-temperature relation provided in the PRT calibration. The 
manifold temperature measurements used in the determination of N  are estimated to 
be uncertain by less than ± 0.2 K.
The power supplied to the heater tape wound round the manifold was 
adjusted to maintain the drift tube temperature at a value of 573.1 K using the
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personal computer which monitored the manifold temperature. A software loop using 
a proportional-integral-derivative algorithm enabled the temperature to be held within 
± 0.2 K over the time the drift tube was in operation.
After the apparatus was raised to the operating temperature of 573.1 K, 
periods of more than 48 hours were allowed to elapse before drift velocity 
measurements were commenced in order to ensure that thermal equilibrium between 
the manifold and the electrode structure had been attained.
6. 2. 6. Mercury Vapour Purity and Inlet System
In 1980, Elford used triply distilled mercury, supplied by Engelhard 
Industries Pty Ltd, which had been purified and sealed in glass ampoules under 
vacuum. One ampoule remaining from the work of Elford was used to supply 
mercury vapour for the present measurements. The ampoule of mercury was placed 
into a Pyrex source finger with two steel balls. In order to minimize gaseous 
impurities due to out-gassing, the source finger was attached to the drift tube 
manifold, the finger evacuated and then baked before the glass ampoule was broken 
to allow mercury vapour to be released into the drift tube. The ampoule was broken 
by lifting the two balls magnetically and allowing them to fall and crack the glass.
The mercury source finger could be heated to supply vapour to the drift tube 
using a second oven on the side of the drift tube oven. The uniformity of the finger 
temperature was maintained using a thick-walled (1 cm) copper sleeve and the 
temperature was measured using a chromel-alumel thermocouple strapped to the 
lower end of the finger.
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6. 2. 7. Computer Control System
A schematic diagram of the data collection system used in the measurement 
of drift velocities is shown in Figure 6.5. The personal computer was an Ultra Turbo 
XT, Imagineering Inc., with 8088-2 processor and 8087-2 math coprocessor, 640 k 
RAM; two 360 k floppy disc drives; a 20 Megabyte hard disc; and with a CPU 
capable of running at speeds of 4.77 or 8 MHz. The computer interface used was the 
STD-Bus system. The manifold temperature was measured using PRTs read by a 
Multi-sensor Interface Board (Sensoray Co.) and the manifold temperature was 
adjusted by controlling the output of the power supply to the heater tape using a 12 bit 
digital-to-analogue converter card (JED Microprocessors Pty Ltd, model STD 
830-DA). An interrupt control loop was written so that temperature measurement and 
control occurred every 20 seconds despite the processing by the computer of other 
functions. The mercury finger and manometer head temperatures were also read 
using the Multi-sensor Interface Board. The Board had the advantage of a hardware 
cold junction for thermocouple readings. The manometer pressure was read using a 
12 bit analogue-to-digital converter card (Pan Asia Electronics Co. Ltd, model STD 
Z80). This was used primarily as a safety precaution. The pressure was checked 
every five seconds in another interrupt procedure and an alarm sounded if the 
pressure varied by more than a prescribed amount as would occur if there was a 
failure of the vacuum system.
The measurement of the drift velocity and the recording of arrival time 
spectra were also automated. The electric field across the drift space was controlled 
using a power supply modified so that its output voltage could be set using 16 bits 
from the parallel input/output card (STD Bus Australia Pty Ltd, model STD 2300, 48 
lines). The system was calibrated to give output voltages which agreed with the 
specified voltages to within ± 0.005 %. The voltages applied to the two electrodes
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within the electron source were each controlled using 10 bits from the input/output 
card. This could be used to adjust the current from the source but most of these 
adjustments were actually carried out by hand. The output frequency of a 
synthesiser/function generator (Hewlett Packard Co., model 3325A), used to supply 
the master signal for the pulse generator, could be set to an uncertainty of less than 
± 0.0005 % and a resolution of 1 jiHz for frequencies less than 100 kHz. The 
generator was controlled via the STD Bus using a general purpose interface bus 
(Applied Micro Technology Inc., model ST 4311). The signal from the pulse 
generator was amplified and then used to gate the electrical shutters in the drift tube. 
The current incident on the collector electrode was detected by an electrometer 
(Keithley Instruments Inc., model 642) and the analogue output from this 
electrometer read into the computer using the 12 bit analogue-to-digital converter card 
also used for the pressure measurement.
The gas inlet systems were operated manually.
6. 2. 8. Modifications to the Drift Tube used by Elford
The modifications made to the drift tube used by Elford (1980) are 
summarised below.
(i) The electron source was replaced by one based on the design of 
Williams and Elford (1982). This included two americium 241 foils, compared with 
only one used by Elford, and provided additional a-particle ionization to increase the 
electron currents available.
(ii) The null technique used by Elford to measure the mercury vapour 
pressure was replaced by a capacitance manometer (MKS Baratron, MKS 
Instruments Inc., model 170M) with its head at 573 K. As explained above, this 
measurement system did not suffer from the problems of null shifts and hysteresis
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experienced by Elford. In fact, zero shifts were generally less than 6 Pa over 24 
hours and the calibration of the manometer varied by less than ± 0.2 % over many 
weeks of operation.
(iii) Platinum resistance thermometers (PRTs) were used for the 
measurement of the drift tube temperature instead of thermocouples. PRTs were 
easier to use and it was possible to calibrate them more accurately. Consequently, in 
the present work, temperature measurements are believed to be uncertain by less than 
± 0.2 K, compared with the uncertainty of less than ± 1.2 K estimated by Elford in 
his work.
(iv) A personal computer was used to monitor the drift tube temperature as 
read by the PRTs and to adjust the power supplied to the heater tape wound round the 
drift tube manifold. This temperature control system, used to replace a hardware 
proportional controller with a thermocouple sensor, was more reliable and easier to 
use.
(v) The electrical shutters were operated with rectangular-wave pulses 
instead of with sine wave potentials. This enabled the open time to be varied 
independently of the potential amplitude in order to obtain higher current levels.
6. 3. Operating Procedures and Drift Velocity Measurements
The method of operation of the drift tube to obtain highly accurate drift 
velocity data has been described in detail by Elford (1972) and Huxley and Crompton 
(1974) and in Chapter 3 of this thesis.
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6. 3.1. Test Measurements in Helium
Before measurements were commenced in mercury vapour mixtures, the 
accuracy of the experimental apparatus and measurement techniques was tested by a 
set of measurements in helium over a range of gas pressures and values of EIN  with 
the apparatus at 293 K and at 573 K. After the removal of diffusion effects by 
extrapolation to infinite pressure, the room temperature measurements agreed with the 
values of Crompton et al. (1967) to within ± 0.2 % while the results taken at 573 K 
agreed with values calculated using the cross section for helium of Crompton et al. 
(1970a) also to within ± 0.2 %. It was concluded that the drift tube and computerised 
data acquisition system were operating satisfactorily.
6. 3. 2. Test Measurements in Mercury Vapour
As a final check on the drift tube operation, measurements were carried out 
in pure mercury vapour for comparison with the measurements of Elford.
The samples of mercury vapour required for the measurements were 
obtained by heating the mercury source finger to a temperature at which the saturated 
vapour pressure was greater than the required vapour pressure, normally about 
560 K, and then opening the valve between the drift tube and the finger to admit 
mercury vapour to the required pressure. While drift velocity measurements were 
being taken, the finger was cooled by removing the oven and, after it had reached 
room temperature, by immersing it in liquid nitrogen. After measurements had been 
completed, the drift tube to finger valve was opened to allow the mercury vapour to 
be frozen back into the finger. These procedures were similar to those used by 
Elford.
Since mercury vapour was adsorbed on the walls of the apparatus (see
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Section 6.2.4), the values of N  and also E/N constantly changed during the 
measurement of drift velocities. However, it was found that reasonably accurate 
measurements could be taken by waiting for the initial rapid drop in pressure to slow 
and then taking measurements as quickly as possible with the voltage across the drift 
space adjusted every few minutes to maintain E/N close to the required value. This 
process was automated using the computer system.
Although this procedure worked satisfactorily for mercury vapour, an 
alternative was developed so that uncertainties in measurements with mercury 
vapour-gas mixtures due to changes in the mixture concentration could be reduced.
It was found that by passivating the surfaces before drift velocity 
measurements, the rate of pressure change during the measurements could be 
reduced. To carry out the passivation, the mercury vapour pressure in the drift tube 
was initially allowed to reach a value of as much as twice the final required pressure 
Pf. The valve was then closed for a period of from 30 to 120 minutes to allow the 
surfaces to be passivated, and over this time the finger was cooled to a temperature 
below that giving a saturation vapour pressure equal to Pf - normally a temperature of 
about 450 K was used. The valve was opened to reduce the pressure to Pf by 
condensing the excess mercury vapour into the finger. The valve was then closed. 
Measurements of the drift velocity were taken and the mercury source finger was 
cooled as before. Although this passivation procedure generally reduced the rate of 
pressure decrease, it did not eliminate the pressure changes entirely and, thus, as 
before, it was necessary to frequently adjust the electric field strength to keep the 
value of E/N close to the required value.
The values of the drift velocity in mercury vapour measured initially were 
found to be significantly affected by impurities. The principal impurity was thought 
to be water vapour which had accumulated in the mercury source finger between 
experimental runs when the finger was held at 77 K. This problem was also
146
encountered in the initial measurements made by Elford (personal communication). 
Impurities were removed by pumping on the finger both while it was at room 
temperature and at elevated temperatures, the safety trap preventing contamination of 
the vacuum system (Section 6.2.4). The final values of v^  showed no change with 
further attempts at purification. To avoid the subsequent build up of condensible 
impurities, the finger was kept at room temperature rather than at 77 K between runs 
and the finger was pumped at this temperature for about 20 minutes before each 
sample of mercury vapour was let into the drift tube.
The final measurements at a number of vapour pressures and values of E/N  
in pure mercury vapour are shown with the results of Elford (1980a) in Figure 6.6. 
Although the present results are generally not for the same pressures as those of 
Elford because of problems with mercury vapour adsorption, it can be seen in Figure 
6.6 that the present results show the same variation with pressure and that they agree 
with those of Elford to within ±2%.  These differences are within the uncertainty 
limits.
6. 3. 3. Initial Measurements in Mercury Vapour Mixtures
Mixture Techniques
The mixtures of mercury vapour with hydrogen, helium or nitrogen were 
made using the drift tube and mercury source finger as the mixing volume. In the 
initial measurements a procedure using passivation of the apparatus walls with 
mercury was adopted. The mixtures were prepared using the following steps:
(i) The drift tube and finger (at 293 K) were pumped and then isolated.
(ii) The second gas was let into the drift tube to the required pressure, P2*
(iii) The mercury finger was heated to about 530 K. The valve between
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Figure 6.6. The electron drift velocities in pure mercury vapour measured in the 
present work (squares) and the work by Elford (1980) (triangles) as a function of
pressure.
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the drift tube and the finger was then opened to allow mercury vapour 
into the drift tube and the second gas into the finger.
(iv) Heating continued until the mercury finger temperature was between 
550 and 560 K. In order to passivate the drift tube, the mercury 
vapour pressure was raised to about twice that required for the 
experimental run, the mercury finger was isolated, and the drift tube 
left for between 30 and 120 minutes. During this period, the mercury 
finger was cooled to some final temperature, 7f.
(v) The valve between the finger and the drift tube was then opened to 
condense the excess mercury vapour into the finger to reach the 
required final pressure, Pf. The time required to reach Pf varied from 
much less than a minute to 30 minutes depending on the values of Tf
and Pf.
(vi) The mercury finger was isolated and drift velocity measurements taken.
The mixture concentration was determined from the total gas pressure measured using 
the capacitance manometer, the initial pressure, P 2, of the second gas and the ratio of 
the mercury source finger volume to the drift tube volume. The volume ratio was 
required because the second gas, which was initially only in the drift tube, expanded 
into the mercury finger. Any error in this assumption was thought to introduce only a 
small error into the final calculated mixture concentration since the finger volume is 
only about 7 % of the drift tube volume. The volume ratio was measured as a 
function of the finger temperature by volume sharing samples of helium before the 
mercury ampoule was broken. The additional volume introduced by breaking the 
ampoule was not significant.
The use of passivation, as described above, reduced the rate of change of 
pressure due to adsorption of mercury vapour and thus reduced the uncertainty in the
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drift velocity measurements. However, the passivation was never completely 
successful and subsequent pressure changes were still significant. It was therefore 
necessary to make drift velocity measurements as quickly as possible. It was found 
that measurements taken manually took less time than those made using the automated 
system. The speed of measurements was also increased by determining the 
frequency of the peak from measurements at one current level only, chosen to be 
90 % of the peak current, and using only one peak, the first or second, for the 
measurements. During each run, measurements were made at two or three values of 
E /N  to check that there was no significant variation with the open time or the 
amplitude of the shutter signals, and no significant variation with the current level or 
the peak number. Generally, the agreement between such check measurements was 
better than ± 0.2 % and it is estimated that the errors incurred by adopting this faster 
measurement routine are less than ± 0.2 %. The value of the check measurements 
was demonstrated when a number of failures in the shutter pulse amplifiers were 
found after variations of more than ± 0.2 % were observed.
Measurements in Hydrogen-Mercury Mixtures
The first measurements of drift velocities in mixtures were made using 
hydrogen-mercury vapour mixtures. The pressures of samples of pure hydrogen and 
pure mercury had previously been found to decrease with time due to absorption and 
adsorption, respectively, and the complete removal of the pressure variation by 
passivation was found to be impossible. To determine the relative concentrations of 
the mixture components at any time, it was therefore necessary to predict the decrease 
in partial pressure of one component and to use total pressure measurements to 
determine the partial pressure of the other component. To do this it was necessary to 
assume that the decrease in hydrogen partial pressure was the same in a mixture as it 
was in the absence of mercury. The drift velocities measured at a number of values
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of E/N, with the mixture concentration determined in this way, showed a variation 
with time which did not correspond to the predicted change in the hydrogen 
concentration of the mixture. It was therefore concluded that the rate of hydrogen 
absorption could not be predicted in the presence of mercury vapour. Measurements 
in hydrogen mixtures were abandoned.
Measurements in Helium- and Nitrogen-Mercurv Mixtures
All subsequent measurements were made with helium and nitrogen mixtures 
with mercury vapour since samples of these gases in the drift tube could be held at 
stable pressures for many hours. The partial pressure, p x, of helium and nitrogen in 
the mixtures was assumed to be
V  ti±>e
Px =P2 tz-------- 77------
*  tube +  *  finger
where and Vfinger are the drift tube and mercury source finger volumes, 
respectively (as before, p 2 is the initial pressure of the gas to which mercury vapour 
is added). The partial pressure of mercury vapour at a given time was then obtained 
by subtracting the helium or nitrogen partial pressure from the total measured 
pressure. The concentration of helium or nitrogen was calculated from these partial 
pressures. In contrast to the results in hydrogen-mercury vapour mixtures, the drift 
velocity measurements in mixtures of these gases showed variations in time which 
corresponded to the variation in the mixture concentration. The value of v^. rose 
when the helium or nitrogen concentration rose and vice versa.
The concentrations of helium or nitrogen were chosen following 
calculations of transport coefficients using the cross sections of Eiford (1980&) for 
mercury, Crompton et al. (1970a) for helium and Haddad (1984) for nitrogen. The
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mixture concentrations were chosen as a compromise between the need to obtain a 
reasonable reduction (about 30 %) in the mean electron energy from that in pure 
mercury while ensuring that uncertainties in the calculated coefficients due to 
uncertainties in the helium or nitrogen cross sections remained small. Since the 
uncertainty in the helium Gm is estimated to be only ± 2 %  over a large energy range, 
large concentrations of helium were considered acceptable. The uncertainty in the 
nitrogen cross sections, momentum transfer and inelastic, are much larger and, 
therefore, it was desirable to use a lower concentration of nitrogen. It was found that 
the concentration of helium required to give a certain reduction in the mean energy 
was much greater than the nitrogen concentration giving the same reduction because 
the mean energy loss in elastic collisions with helium is less than that in inelastic 
collisions with nitrogen. The mixtures chosen were about 50 % helium - 50 % 
mercury vapour and about 10 % nitrogen - 90 % mercury vapour.
Measurements of electron drift velocities were actually carried out in 
mixtures of about 47 % helium - 53 % mercury vapour and about 9.4 % nitrogen - 
90.6 % mercury vapour - the differences from the original choice being due to the 
mixture making procedure. The results of measurements in the helium mixture 
showed a variation with pressure which was consistent with a combination of the 
effects of dimers and diffusion. A pressure dependence in the nitrogen mixture 
measurements which could not be explained lead to a series of tests of the operating 
procedures.
The mixture making technique was investigated by varying the parameters 
Tf, the passivation time and the passivation pressure. The drift velocity was found to 
increase by about 3 % at 0.5 Td and 12.7 kPa when Tf  was changed from 450 to 
520 K for the nitrogen mixture. The size of the change in u^  was less at other values 
of E/N.  When the mixture was made with no passivation (by reaching the final 
pressure in step (iv) and omitting steps (v) and (vi) of the procedure listed above), Tf
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was equal to that used to obtain the necessary vapour pressure in the drift tube 
(550 K) and the subsequent measurement of was a further 3 % higher. Similar 
variations in Tf at a total gas pressure of 5.3 kPa caused changes in Vfa of 12 % at 
0.5 Td. Mixtures of helium-mercury vapour also showed the effect but when pure 
mercury vapour was used no variation with Tf could be seen. These results can be 
explained by inadequate mixing of gases between the mercury source finger and the 
drift tube in step (iii) of the mixture preparation and by pumping of the second gas 
into the finger by mercury vapour in step (v).
6. 3. 4. Final Measurements in Mercury Vapour Mixtures
Mixtures with the correct concentrations were obtained by holding the 
mercury source finger open to the drift tube for periods of more than 60 minutes with 
the finger at a temperature which corresponded to a saturated vapour pressure close to 
the partial pressure of mercury vapour required for the mixture. This gave a partial 
pressure of mercury vapour in the finger close to that in the drift tube and ensured that 
complete mixing occurred throughout the finger and drift tube volumes. The 
passivation at a high mercury vapour pressure was abandoned.
As a check on the method, the rate of change of pressure just before isolating 
the finger was varied and even reversed. This gave a change in of less than 
0.5 %, corresponding to a change in the mixture concentration of less than 0.2 %, for 
the helium-mercury vapour mixture and no significant change in v& for the 
nitrogen-mercury vapour mixture. Another piece of evidence supporting the new 
method is that the anomolous variation of V&. with pressure, described earlier, was 
not present in the new results.
The final drift velocities for the helium-mercury vapour mixture were 
obtained at six gas pressures between 5 and 27 kPa and at values of E/N between
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0.08 and 3.0 Td. For the nitrogen-mercury vapour mixture six pressures between 3 
and 17 kPa and values of E/N  between 0.06 and 5.0 Td were used. The lower limits 
to the pressure and the value of E/N  were set by the lack of adequate electron current 
for accurate measurements while the upper pressure limit was set by the onset of the 
pressure pulses described in Section 6.2.4. The maximum value of E/N  was set by 
the onset of electrical breakdown.
During the time taken for each experimental run, adsorption of mercury 
vapour caused the mixture concentration to vary resulting in a rise of u of as much 
as 1 %. In order to obtain the drift velocity corresponding to the arbitrarily chosen 
mixture concentration (46.80 % helium - 53.20 % mercury vapour and 9.370 % 
nitrogen - 90.63 % mercury vapour), the dependence of on the mixture 
concentration was found for each value of E/N  by measuring at two different
times during the experimental run (the mixture concentration was determined from the 
known helium or nitrogen partial pressure and the measured total pressure at a given 
time). Interpolations were then carried out assuming a linear variation of with 
concentration to obtain drift velocity values for the chosen mixture concentration.
The interpolations were all less than 0.5 % and the final values are shown in Table
6. 1.
The measurements were found to be repeatable to within ± 0.3 %. A 
number of examples of the variation of the values with pressure are shown in Figures 
6.7 and 6.8. The variation is caused by a combination of diffusion effects discussed 
earlier and the effects of mercury dimers. As anticipated, the size of these variations 
were very much less than those seen in pure mercury because of the decrease in 
sensitivity of u .^ to dimers in gas mixtures.
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Table 6.1. The drift velocity of electrons in mixtures of 46.80 % He - 53.20 % Hg 
vapour and 9.370 % N2 - 90.63 % Hg vapour at 573 K (in units of 104 cm sec-1).
(a) He-Hg Vapour
E IN
(Td) 5.397 8.005
Pressure (kPa) 
10.80 14.68 20.67 26.88
Corrected 
(F irst E s l )
Corrected
(Final)
0.08 3.278 2.886 2.753
0.10 3.645 3.128 3.020
0.12 3.779 3.911 3.328 3.225
0.14 3.964 4.104 3.482 3.389
0.17 4.030 4.166 4.308 3.653 3.579
0.20 4.103 4.181 4.310 4.451 3.788 3.743
0.25 4.302 4.369 4.483 4.611 3.983 3.960
0.30 4.434 4.456 4.514 4.613 4.727 4.157 4.144
0.35 4.574 4.588 4.637 4.721 4.822 4.300 4.300
0.4 4 .686 4.703 4.746 4.818 4.907 4.432 4.432
0.5 4.907 4.910 4.941 4.996 5.068 4.691 4.691
0.6 5.102 5.098 5.104 5.128 5.171 5.230 4.933 4.933
0.7 5.296 5.299 5.297 5.316 5.350 5.398 5.164 5.164
0.8 5.497 5.495 5.494 5.510 5.537 5.388 5.388
1.0 5.937 5.926 5.921 5.930 5.841 5.841
1.2 6.422 6.407 6.398 6.404 6.328 6.328
1.4 6.987 6.962 6.947 6.885 6.885
1.7 7.989 7.959 7.943 7.872 7.872
2.0 9.265 9.219 9.116 9.116
2.5 12.17 11.95 11.95
3.0 16.14 15.82 15.82
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(b) N2-Hg Vapour
E IN
(TcD 3.334 5.333
Pressure (kPa) 
7.334 10.00 12.67 16.67
Corrected 
(F irst E s t )
Corrected
(Final)
0.06 2.294 2.183 2.034
0.07 2.550 2.368 2.206
0.08 2.710 2.769 2.515 2.342
0.10 3.036 3.127 2.739 2.543
0.12 3.272 3.393 2.878 2.679
0.14 3.441 3.585 2.954 2.777
0.17 3.464 3.601 3.767 3.015 2.888
0.20 3.547 3.677 3.862 3.060 2.954
0.25 3.480 3.608 3.739 3.927 3.108 3.040
0.30 3.512 3.633 3.755 3.935 3.150 3.112
0.35 3.538 3.647 3.760 3.924 3.199 3.177
0.4 3.569 3.664 3.766 3.914 3.261 3.238
0.5 3.583 3.636 3.712 3.795 3.916 3.379 3.366
0.6 3.679 3.720 3.781 3.850 3.948 3.505 3.495
0.7 3.785 3.818 3.869 3.926 4.008 3.635 3.629
0.8 3.898 3.927 3.967 4.017 4.086 3.766 3.763
1.0 4.143 4.149 4.167 4.195 4.235 4.286 4.034 4.042
1.2 4.422 4.422 4.434 4.455 4.487 4.525 4.326 4.332
1.4 4.730 4.721 4.730 4.742 4.768 4.795 4.637 4.639
1.7 5.244 5.227 5.232 5.238 5.262 5.278 5.159 5.159
2.0 5.854 5.831 5.829 5.828 5.757 5.757
2.5 7.125 7.089 7.086 7.021 7.021
3.0 8.710 8.669 8.590 8.590
3.5 10.529 10.473 10.383 10.383
4.0 12.50 12.33 12.33
5.0 16.60 16.36 16.36
Vd
r 
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Figure 6.7. The present electron drift velocities in the helium-mercury vapour 
mixture as a function of pressure for selected values of EIN.
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5. The present electron drift velocities in the nitrogen-mercury vapour 
mixture as a function of pressure for selected values of E/N.
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6. 4. A nalysis
6. 4.1. The Cross Sections
The most accurate available cross sections for electron collisions with 
helium and nitrogen and for mercury excitation were chosen in order to minimise the 
uncertainties in calculations of the drift velocity in helium- and nitrogen-mercury 
vapour mixtures. The particular cross sections used will now be discussed.
Mercury Excitation Cross Sections
For the calculations in pure mercury vapour, Rockwood, Nakamura and 
Lucas, and Elford found it necessary to include cross sections for excitation of 
mercury from the ground state to the triplet P electronic states and in some cases to 
higher electronic states. The sources of the inelastic cross section data used by these 
workers are shown in Table 6.2.
The cross sections shown in Table 6.2 for Rockwood were his first 
estimates which he adjusted to improve the fit of calculated and experimental transport 
coefficients. Nakamura and Lucas used the inelastic cross sections calculated by 
Moiseiwitch and McConnell while, in the most recent determination of Gm for 
mercury, Elford used the cross sections determined by Rockwood. Measurements of 
metastable excitation functions (Krause etal., 1977; Koch et al., 1984; Newman et 
al., 1985; and Hanne etal., 1985) and optical excitation functions (Ottley and 
Kleinpoppen, 1975) as well as theoretical work (Scott et al., 1983; and Bartschat and 
Burke, 1986) have provided more accurate inelastic cross sections. Cross sections 
which are based on these data (Table 6.2) were used in the present calculations.
The choice of these cross sections was not critical. Their omission from 
calculations in pure mercury leads to changes in v^T of less than 0.4 % for E IN  of
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Table 6.2. The cross sections for inelastic excitation of Hg used in derivations of 
Gm for Hg vapour from transport coefficient measurements.
Transition Thresh.
(eV)
Rockwood 
(1st Estimates)
Nakamura 
& Lucas
Elford Present
61S0-*63P0 4.667 von Engel 
1965
McConnell & 
Moiseiwitch 
1968 (theory)
Rockwood Newmann e t a l. 1985 
(relative 4.6 to 5.0 eV) 
Hanne e t  a l. 1985 
(relative 5.0 to 8 eV) 
Krause e t a l. 1977 
(normalization of peak)
4.887 Ottley e t a l. 1972 
(relative) 
von Engel 1965 
(normalization)
McConnell & 
Moiseiwitch 
1968 (theory)
Rockwood Scott e t al. 1983 
(theory < 6.0 eV)
Ottley & Kleinpoppen 
1975 (relative > 6.0 eV)
61S0- ^ P 2 5.460 Borst 1969 McConnell & 
Moiseiwitch 
1968 (theory)
Rockwood Newman e t a l. 1985 
(relative)
Borst 1969 & Korotov 
1970 (normalization of 
peak)
6.703 von Engel 
1965
McConnell & 
Moiseiwitch 
1968 (theory)
Not needed McLucas e t al. 1982 
(relative)
M cConnell & 
Moiseiwitch 1968 
(normalization of peak, 
theory)
Higher ExciL Lumped sum 
Threshold 12 eV
Not included Not needed Not included
Ionization 10.43 Borst 1969 Bleakney 1930
(relative < 12 eV) & Borst 1969
Harrison 1966 (relative)
(normalization) Harrison 1966
(normalization)
Not needed Borst 1969 
(relative < 1 2  eV) 
Harrison 1966 
(normalization)
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2.0 Td or less. Above 2.0 Td, the omission leads to large changes in the calculated 
values but the highest value of E /N  used by Elford was 3.0 Td. In helium-mercury 
vapour mixture calculations, the omission of mercury inelastic cross sections caused 
Ujjj. to change by less than 0.1 % for all but the highest value of E /N  (3.0 Td) where 
the change was 0.9 %. The changes in the calculated values for the nitrogen-mercury 
vapour mixture were negligible at all values of E /N  used in the present experiment. 
The inelastic cross sections become important for calculations at higher values of E /N  
than those used in the present measurements.
Helium and Nitrogen Cross Sections
The Vfa values for the helium-mercury vapour mixture were calculated using 
the am for helium of Crompton et al. (1970a). This cross section has an estimated 
uncertainty of ± 2 % for energies between 0.01 and 3 eV, and ± 5 % for energies of 
0.008 to 0.009 and 4.0 to 6.0 eV. Their cross section is in excellent agreement with 
the theoretical calculations of Nesbet (1979) and O'Malley et al. (1979). Cross 
sections for electronic excitation of helium were not included since the number of 
electrons in the experimental work with sufficient energy (greater than 19.8 eV) to 
excite helium atoms was negligible. This was shown using energy distribution 
calculations.
In the calculations of transport coefficients in the nitrogen-mercury vapour 
mixture, the nitrogen cross sections determined by Haddad (1984) were used. The 
collision processes significant in the present work were excitation from the ground 
state to the first three vibrational states (with thresholds of 0.29, 0.59 and 0.88 eV); 
41 rotational excitations; and superelastic collisions involving the 41 excited rotational 
states and the first excited vibrational state. Electronic excitation of nitrogen was 
insignificant in the present work. The rotational excitation cross sections were 
calculated using the expressions of Geijuoy and Stein (1955) with the effective
161
quadrupole moment equal to 1.06 ea<)2. The vibrational excitation cross sections for 
energies greater than 1.4 eV were based on those measured by Schulz (1964) in an 
electron beam experiment and, for energies less than 1.4 eV, the results of the 
analysis of transport coefficient data by Engelhardt et cd. (1964) were used.
Haddad (1984) determined the final cross section set for nitrogen by fitting 
to the values of v^  and D ^ ji for electrons in pure nitrogen at 77 and 293 K (Huxley 
and Crompton, 1974) and values of v& for 0.1, 1 and 5 % nitrogen-argon mixtures 
at 293 K (Haddad, 1983). In fitting the argon mixture data, the argon a m of Haddad 
and O'Malley was used. The transport coefficient calculations made using this cross 
section set gave values which agreed with the experimental values within ± 2 %  
except for some values in the argon mixture where the data was most sensitive to the 
argon Gm at energies above 4 eV. This was accounted for by larger uncertainties in 
om for argon in this energy range. No estimates of the uncertainties in the nitrogen 
cross section have been published.
6. 4. 2. Obtaining Drift Velocities for Mixtures of Dimer-Free 
Mercury Vapour: First Estimates
Because the cross sections for electron collisions with dimers are not 
known, the mercury om can only be determined from drift velocities which are not 
affected by dimers. To make corrections to obtain v^T values for dimer-free mercury 
vapour, Elford (1980a) carried out extrapolations to zero pressure. The pressure 
variation in the measurements of Elford could be fitted to within ± 0.3 % by a linear 
relation and was assumed to be due to dimers alone. Diffusion effects were 
considered to be small compared with the effects of dimers.
In the present measurements of in mercury vapour mixtures, the effects 
of dimers are very much smaller than they were in the values measured in pure
162
mercury vapour. Since the in pure mercury showed a linear variation with 
pressure which was attributed to dimers, it was assumed, as a first estimate, that the 
effect of dimers was also linear for values in the mixtures. Corrections for 
diffusion and dimer effects were made by fitting the measured values i^ r(meas) with 
the relation:
^ (m eas) = V& (1  + Ap  ) (1  + C/p )
with Ufa being the corrected drift velocity. The parameters A, the magnitude of the 
dimer effect, and C, the magnitude of diffusion effects, were allowed to vary with 
E /N  and with the gas mixture. All the experimental values were fitted to within 
± 0.3 % even when C was constricted to be positive and the values of A and C were 
smoothed. The fits were earned out for values of E /N  where data at more than two 
pressures were available. To obtain corrected values outside this range of E /N , the 
values of A  and C were extrapolated. The values of v^. obtained by this procedure 
are shown in Table 6.1 as the first estimate corrected values.
6. 4. 3. Determination of a First Estimate of the Momentum Transfer 
Cross Section for Mercury
A Gm for mercury was determined which fitted the corrected u ^  data for the 
helium-mercury vapour mixture to within ± 0.3 %. This cross section was then used 
to calculate drift velocities in the nitrogen-mercury vapour mixture and in pure 
mercury for comparison with the experimental values. The calculated values of t;^  
for the nitrogen-mercury vapour mixture differed from the corrected experimental 
values by as much as 6 % at low values of E /N  while the calculated values of u^r for 
pure mercury differed from Elford's values by as much as 35 % at low values of
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EIN. There was clearly an incompatibility between the cross section determined by 
fitting to the helium-mercury results and the experimental results for the 
nitrogen-mercury vapour mixture and for pure mercury vapour.
The assumptions made in determining the drift velocity values appropriate to 
mixtures containing mercury vapour without dimers from the experimental values 
were therefore examined for possible sources of error.
6. 4. 4. Modelling the Effect of Dimers on the Drift Velocity
One possible cause of error is the assumption that the variation of with 
dimer concentration is linear. No more experimental information to test the 
assumption could be obtained due to the limited range of pressures that could be 
used. It was therefore necessary to predict the variation of with gas pressure 
from calculations using a model for the dimer cross sections.
Unfortunately, the population of mercury dimers cannot be calculated for 
mixtures of mercury vapour with helium or nitrogen. However, it is unlikely that the 
population is very much greater than it is in pure mercury at the same temperature and 
mercury vapour partial pressure. The formation of mixed dimers, N2Hg or HeHg, 
bound by van der Waals forces is also unlikely since the static dipole polarizabilities 
for helium and nitrogen atoms are much smaller than that for mercury atoms.
As stated in Section 6.1.1, the influence of dimers on is predominately 
through inelastic collisions. Most experimental work on the dimers has been carried 
out on electronically excited atoms but the threshold for electronic excitation of 
mercury dimers is approximately 3.7 eV (Smith etal., 1977) and the population of 
such excited dimers in the present gas samples was negligible. Information on the 
ground electronic state of dimers is scant. Huber and Herzberg (1979) quote the 
equilibrium separation as 3.3 Ä, a separation of vibrational states of 4.5 meV (both
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with a large uncertainty) and a dissociation energy of between 65 and 91 meV. 
Rotational states of the dimer have a separation of the order of lO6 eV and the energy 
loss from rotational excitation in collisions is comparable with that exchanged in 
elastic collisions. The inelastic cross sections that are important in the present work 
are therefore vibrational excitation and dissociation of the dimers since energy losses 
in such collisions are much greater than those in elastic collisions with mercury 
monomers or rotational excitation of the dimers.
In order to model the effects of dimers, one inelastic cross section 
representing all energy losses to the dimers was included in calculations of Ufa. The 
shape, threshold energy and magnitude of this cross section were varied to fit the 
experimental variation of v fa with pressure, (AUfa/Ap), over the range of values of 
E/N  since no significant information on such cross sections is available in the 
literature. In calculations of v fa, the shape and threshold of the dimer cross section 
were kept the same for both mixtures but the magnitude was varied to allow for 
differences between the dimer populations in the helium and nitrogen mixtures.
With a first estimate of the model cross section, calculations of Ufa were 
made with the magnitude varied in order to simulate the varying dimer concentration 
with pressure. It was found that the variation of t;^  was linear except at low values 
of E/N . At low values of E/N  the departure from a linear dependence due to dimers 
was the same order of magnitude as, but of opposite sense to, that due to diffusion 
effects. Thus, the two tend to cancel leaving an apparently linear dependence over a 
restricted range of pressures. The assumption of a linear dependence of the results 
introduces significant errors in the values obtained by extrapolation to zero pressure. 
The variations from linearity in the calculations were greatest for pure mercury and 
least for the helium-mercury mixture.
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6. 4. 5. Determination of the Final Version of the Momentum Transfer 
Cross Section using a Dimer Model
A cross section which accurately modelled the effect of dimers was obtained 
using an iterative process. The steps taken were:
(1) A first estimate G ^ 1) of the momentum transfer cross section was 
obtained by fitting to the u^^H e-H g) values obtained in Section 6.4.2 (assuming 
that the dimers cause a linear increase in the drift velocity with pressure for the 
helium-mercury vapour mixture). This gave a good first estimate of Gm since the 
drift velocity data for the helium-mercury vapour mixture were least affected by 
dimers.
(2) A first estimate of the dimer inelastic cross section q^1) was then 
obtained by fitting to the experimental values of the changes in v^. with pressure, 
AVfa/Ap, recorded at each value of EIN for the nitrogen-mercury vapour mixture 
using G ^ 1). No attempt was made to fit the absolute experimental v^. values since 
errors in Gm^) affect the absolute v^. values whereas the change with pressure is 
influenced primarily by the dimer inelastic cross section. In carrying out calculations 
with the dimer cross section, an inelastic cross section of arbitrary magnitude was 
assumed which was then multiplied by a factor obtained in the fitting process to take 
into account the unknown concentration of dimers (which increases linearly with 
pressure) and to scale the cross section. A parameter M&jmers was defined to be this 
factor appropriate to the dimer concentration at 1 kPa. The nitrogen-mercury vapour 
mixture results were used to obtain this first estimate of the dimer inelastic cross 
section because they showed a larger variation with pressure than the helium mixture 
results. It was found that including superelastic collisions with the dimers gave the
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best fit to experiment. A fit to the experimental values was then obtained by 
normalizing the predicted - p  curves to the data at high pressures. The new 
curves gave the zero pressure values, i;(jr(2)(N2-Hg), for the nitrogen-mercury 
mixture.
(3) The cross sections G^1) and Gm0) were used to predict drift velocities 
for the helium-mercury vapour mixture. Since the dimer concentration is different 
from that in the nitrogen-mercury vapour mixture and is unknown, the value of the 
parameter M ^mers for the helium-mercury vapour mixture was found by fitting the 
values of Au^/Ap. As before the predicted " P curves, although having the same 
shapes as the experimental curves at high pressures, did not agree in absolute 
magnitude with the experimental values. In order to fit the predicted curves to the 
experimental curves at high pressures, the predicted curves were multiplied by 
normalizing factors. This produced new values for the zero pressure drift velocities, 
ydr(2)(He-Hg).
(4) A new momentum transfer cross section, Gm<2), for mercury was 
obtained which gave the best fit to the zero pressure values, i^^CHe-Hg) and 
udl.(2)(N2-Hg). The new cross section differed from the previous one only at energies 
below 0.15 eV, and by less than 15 % at these energies.
(5) A new inelastic cross section, g^2), was obtained by repeating step (2) 
with this improved momentum transfer cross section, Gm(2\  This lead to a new zero 
pressure value, i ^ ^ ^ - H g ) ,  and the procedure continued as described in steps (3) 
and (4) above.
Included in the procedure just described was an iterative treatment of
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diffusion effects. This was necessary because diffusion effects, which vary as 1/p, 
can cause a change in the values of Av^JAp and thus affect the fitting to obtain a*.
To avoid problems from this treatment, the values of Av^JAp used above were 
initially only those for the highest pressures where diffusion effects are smallest but, 
after the first estimate dimer cross section was obtained, the values at all pressures 
were included after diffusion corrections were made. In general, however, diffusion 
corrections were less than 1.5 % so any errors incurred from an incorrect treatment of 
diffusion effects would be small.
This procedure resulted in cross sections Gm and a* which reproduced the 
variation of with pressure for both mixtures generally to within the experimental 
relative uncertainties and predicted the data for zero dimer population in both 
mixtures generally to within ± 1.6 % (shown in Figure 6.9). The final v<±T data are 
shown as the corrected data in Table 6.1 and in Figure 6.10. Examples of the 
calculated pressure dependence of v^  for the helium-mercury vapour mixture are 
shown for selected values of EIN  in Figure 6.11. The differences between calculated 
and experimental values in this figure, especially at low pressures, are largely due to 
diffusion effects.
The present mercury Gm is given in Table 6.3. The interpolation of the 
momentum transfer cross section in the calculations of was quadratic whereas all 
other cross sections were interpolated linearly.
The measurements in pure mercury vapour of Elford are more sensitive to 
dimers and should therefore provide a more stringent test of the dimer model cross 
section than the mixture measurements. These results were not used in the procedure 
for obtaining the dimer model for two reasons.
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E / N  (Td)
Figure 6.10. The corrected values of the electron drift velocity in the He-Hg 
vapour mixture (triangles) and the N2-Hg vapour mixture (squares).
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Table 6.3. The present values for the momentum transfer cross section.
Energy
(eV)
Cross Section
(A 2)
Energy
(eV)
Cross Section
(A 2)
Energy
(eV)
Cross Section
(A 2)
0.000 13.7 0.18 101.6 0.44 219.7
0.005 13.8 0.19 108.6 0.46 219.4
0.010 13.9 0.20 115.1 0.48 215.1
0.015 14.0 0.21 121.3 0.50 208.6
0.02 14.1 0.22 127.3 0.55 190.4
0.03 14.5 0.23 133.0 0.60 173.8
0.04 14.9 0.24 138.5 0.65 161.0
0.05 15.5 0.26 149.0 0.70 151.3
0.06 17.0 0.28 159.0 0.75 143.4
0.07 20.0 0.30 168.3 0.8 136.5
0.08 25.1 0.32 177.3 0.9 123.5
0.09 31.9 0.34 186.2 1.0 113.2
0.10 39.4 0.36 195.0 1.2 95.5
0.12 54.9 0.38 203.8 1.4 82.0
0.13 62.9 0.39 207.7 1.6 70.0
0.14 71.0 0.40 211.0 1.8 60.5
0.15 78.9 0.41 213.9 2.0 53.0
0.16 86.5 0.42 216.6 2.5 37.5
0.17 94.2 0.43 218.7 3.0 27.0
4.0 16.5
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EIN  = 0.4 Td
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Pressure (kPa)
. The calculated (solid lines) and experimental (squares) electron drift 
r the He-Hg vapour mixture as a function of pressure for selected values
of E/N.
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(1) The assumption that one inelastic cross section can represent a large 
number of cross sections (rotational, vibrational and dissociation) becomes 
invalid as the dimer inelastic cross sections become more important and may 
therefore be invalid for pure mercury results.
2. Diffusion effects are larger in pure mercury vapour and the diffusion 
coefficients are expected to show a large variation with changing dimer 
concentration. It is therefore probable that the diffusion effects do not show 
the simple 1/p dependence expected in the absence of dimers. Thus, the 
treatment of diffusion effects is more prone to error and values of Av^/Ap 
are more uncertain for pure mercury vapour than for the mixtures where 
diffusion effects are smaller.
Despite these misgivings about the use of the model dimer cross section to fit the pure 
mercury vapour results, all the values of Elford could be fitted to within ±2%,  
with the exception of one data point, using the established cross sections without 
attempting to make corrections for the effects of diffusion. The fits to the data at the 
lowest two values of E /N  are shown in Figure 6.12.
6. 4. 6. The Effective Dimer Inelastic Cross Section
The energy dependence of the dimer cross section used to fit the present V&. 
measurements is given in Table 6.4. The values of M ^ mers used for each mixture 
and for pure mercury vapour are shown in Table 6.5.
Since the population of dimers in pure mercury vapour can be calculated, 
the value of M ^mers for pure mercury vapour can be used to obtain an absolute value 
for This absolute magnitude, calculated to be 8.3 Ä2 at the peak of the cross
50
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5 10 15 20
Pressure (kPa)
, The calculated (solid lines) and experimental (squares) electron drift 
pure Hg vapour as a function of pressure for lowest two values of E/N
ord. The dashed lines indicate the linear extrapolation to zero pressure
used by Elford to remove the effects of dimers.
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Table 6.4. The present values for the effective dimer cross section in arbitrary
units.
E n ergy
(eV )
C ross S ection
0 .04 0 .0  (Threshold)
0 .045 1.0
0.09 1.0
0 .17 0.15
0 .40 0 .10
0 .50 0 .0
Table 6.5. The dimer normalization factors, M^meT8, and calculated fractional 
dimer populations for the mixtures and pure mercury vapour at 573 K.
Gas -^ d im ers
(kP a-l)
Fractional 
Population  
(p.p.m . kP a'1)
H g 0 .0 0 0 1 8 0 21 .8
H e-H g 0 .0 000539 6 .6
N r H g 0 .0 0 0 1 3 6 16
section, should be the same for the dimer cross section in the mixtures, and thus, the 
fractional dimer populations in the gas mixtures can be determined. The calculated 
dimer populations are shown in Table 6.5.
The calculated fractional populations of dimers in the mercury vapour 
mixtures are less than the population in pure mercury at the same pressure. Since the 
second virial coefficient is related to the equilibrium concentration of dimers (Stogryn
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and Hirschfelder, 1959), it can be concluded, as was done for pure mercury vapour, 
that there are no significant errors in the ideal gas law used for calculation of the 
number density for the gas mixtures.
Two points concerning the dimer inelastic cross section should be noted. 
First, there is a significant lack of uniqueness in the cross section and, second, the 
cross section represents an effective total inelastic cross section for the dimers 
containing contributions from a number of excitation processes. In the present 
model, superelastic collisions with dimers were included so this may indicate that 
dissociation processes do not contribute significantly to the total inelastic cross 
section.
It must be emphasised that, although the technique of using a model to 
correct experimental results seems fraught with errors, the technique introduces 
changes in values from those obtained using linear extrapolation of less than 5 % 
for the helium-mercury vapour mixture and less than 7 % for the nitrogen-mercury 
vapour mixture. No changes were made to the v^ r values obtained from linear 
extrapolation at E/N above 0.35 Td for the helium-mercury vapour mixture and 
above 1.0 Td for the nitrogen-mercury vapour mixture. Consequently, the only 
region of the derived cross section that is affected by curvature in the pressure 
dependence of due to dimers is that below 0.15 eV. On the other hand, this 
model study indicates that the cross sections derived from measurements in pure 
mercury, including that of Elford, are in error by considerable amounts at energies 
below 0.5 eV.
6. 4. 7. Estimates of Uncertainties
The uncertainty in the determined Gm is made up of contributions from the
176
uncertainty in the corrected v T^ and the uncertainty in the cross sections for helium 
and nitrogen. The uncertainty in the corrected will be considered first. Since the 
estimation of these uncertainties is very much more complex than that for the previous 
two studies more details have been included.
Uncertainties in the Drift Velocity
The uncertainties in the final values for v .^ consist of contributions from the 
uncertainty in the model dimer cross section, and hence the extrapolation to zero 
pressure, and the systematic uncertainties in the measured values of V&. Estimates of 
uncertainties due to the dimer cross section and of systematic uncertainties are given 
in Appendix B. The total systematic uncertainty was determined by adding the 
separate uncertainties in quadrature. To obtain the total estimated uncertainty, total 
systematic uncertainty was added arithmetically to the uncertainty in the extrapolation 
to zero pressure. The total estimated uncertainties for every second value of E/N are 
shown in the Table 6.6.
It is difficult to transform uncertainties in into uncertainties in the 
determined Gm because is determined by integrating a function containing Gm 
(see Chapter 3). The only way to estimate uncertainties in Gm is to make changes to 
Gm and observe the resulting changes in calculated values of v .^. In the iterative 
process used to determine CFm , it was found that changes in Gm of from 5 to 10 % for 
energies between 0.04 and 4 eV were required to give a maximum change in v^  of 
about 2 % in both mixtures. Outside this energy range, large changes could be made 
to Gm without producing significant changes to the calculated v fa. The cross section 
can therefore be considered to have been determined only between the energies 0.04 
and 4 eV.
177
Table 6.6. Estimates of the total uncertainties in v cjr.
Helium Mixture Nitrogen Mixture
E/N Systematic Dimer Total Systematic Dimer Total
CTd) (% ) (% )  (% ) (% )  (% )  (% )
0 .06 1.42 2.48 3.9
0 .08 1.43 2 .00 3.4 0.83 1.77 2 .6
0 .12 0 .69 0 .90 1.6 0 .5 2 1.11 1.6
0 .17 0 .5 6 0 .75 1.3 0 .38 0 .78 1.2
0 .25 0 .47 0 .66 1.1 0 .19 0 .66 0.9
0.35 0 .49 0 .67 1.2 0 .17 0 .60 0 .8
0.5 0.43 0 .64 1.1 0 .2 0 0 .57 0.8
0 .7 0 .3 6 0.73 1.1 0 .19 0.55 0.7
1.0 0 .4 2 0 .79 1.2 0 .17 0.53 0 .7
1.4 0.71 0 .79 1.5 0.21 0 .59 0 .8
2 .0 1.22 1.10 2.3 0 .34 0 .96 1.3
3.0 1.63 1.70 3.3 0 .94 1.40 2.3
4 .0 1.45 2 .00 3.5
Uncertainties in the cross sections for helium and nitrogen will also 
contribute to the uncertainties in the mercury Gm determined in the present work. The 
helium Gm is estimated to be uncertain by ± 2 % over the energy range from 0.04 to 
4 eV. However, since the mercury Gm is much larger than the helium Gm over this 
energy range, this uncertainty will be negligible compared with that from the 
uncertainties in the experimental v$r values. The uncertainty in the nitrogen cross 
sections was not stated by Haddad (1984), but the fact that reasonable fits were 
obtained to the data for both helium and nitrogen mixtures suggests that the errors in 
the nitrogen cross sections do not contribute significantly to the overall uncertainty.
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6. 5. Comparisons with Previous Cross Sections
6. 5.1. Experimentally Determined Cross Sections
The present cross section is shown in Figure 6.13 with the cross sections of 
Rockwood (1973), Nakamura and Lucas (1978b) and Elford (1980b). The 
differences between these cross sections at energies between 0.5 eV and 1.5 eV are 
less than 30 % with the present cross section lying between the others. The present 
cross section is generally within ± 10 % of the cross section of Elford at energies 
between 0.5 and 4 eV but is believed to be more accurate because corrections to 
account for diffusion effects were neglected by Elford. The cross sections of 
Rockwood and Nakamura and Lucas are also suspect because of the neglect of 
diffusion effects. Such effects should be very much greater in the earlier 
measurements because of the very small drift lengths (about 2 cm) used. In addition, 
the technique used by these authors for measurements is less accurate than the 
Bradbury-Nielsen method used in the present work.
At lower energies, the present cross section is grossly different from the 
previously published cross sections, including that of Elford. This is due to errors in 
the previous drift velocity data caused by either the neglect of the effects of dimers or 
incorrect extrapolation to remove such effects. These errors lead to high values of V&. 
and, therefore, low values of the cross sections determined from them.
The cross sections of Rockwood, Nakamura and Lucas, and Elford were 
used to calculate values of for the present mercury vapour mixtures. The results 
obtained at a number of values of EIN were as much 100 % higher than the present 
experimental values.
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I 1 I 1
Energy (eV)
Figure 6.13. The Hg momentum transfer cross sections of the present work (solid 
line), Rockwood (1973) (dash-dashed line), Nakamura and Lucas (1978b) (dash-dot
line) and Elford (1980b) (dashed line).
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6. 5. 2. Theoretically Derived Cross Sections
Relativistic effects are important in calculations of electron scattering from 
mercury because of its large atomic mass. Relativistic calculations are generally much 
more difficult than are non-relativistic calculations because of the complexity involved 
in including spin-orbit coupling and because such calculations involve many bound 
atomic electrons. To simplify the calculations, the projectile electron is often regarded 
as being scattered by an effective central electrostatic potential appropriately chosen to 
model the nuclear charge, the screening of this charge by atomic electrons, the 
distortion (polarization) of the atomic electron cloud by the projectile electron and 
electron exchange. This method has been adopted for most of the published 
calculations of the mercury cross sections. Another method which has been recently 
applied to the problem is the density functional theory. In this method, an effective 
potential is determined which is local, independent of the target atom electronic states 
and includes the effects of electron exchange and electron cloud polarization. A 
summary of the characteristics of theoretical calculations of cross sections for 
mercury published in the past fifteen years is shown in the Table 6.7 (Mitroy, 
personal communication).
Walker (1969, 1970, and 1975) has published a series of calculations using 
various forms of the Dirac equation. In his calculation published in 1969, he 
included the relativistic Hartree-Fock potential and electron exchange terms but 
neglected the polarization of the atomic electron cloud. In his 1970 paper, he 
extended the work to include a potential to account for the electron cloud polarization, 
proportional to r 4 at large distances r of the projectile electron from the target atom, 
which was calculated by the method of polarized orbitals of Temkin (1957). The 
polarization potential was normalized to bring the value at infinite r equal to the value 
of the experimental polarizability. Due to convergence problems, cross sections
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could not be calculated at low energies. These problems were overcome in his 
calculations published in 1975. However, Walker states that the polarization potential 
adopted for his work, which is an adiabatic approximation (it assumes that the 
polarization of the atom adjusts instantly to the field from the electron as the electron 
approaches the atom), over-estimates the polarization of the atom and causes the 
resonance to occur at too low an energy and the cross section to be too large.
Sin Fai Lam (1980) carried out calculations using a perturbation technique 
to allow for relativistic effects in the Schrödinger equation. He included electron 
exchange in the calculations but not polarization of the atomic electrons. Sin Fai Lam 
and Baylis (1981) improved these calculations by including indirect relativistic effects 
which cause changes in the electronic charge distribution of the atom but again 
neglected the effects of polarization. The new calculations were in good agreement 
with the calculations of Walker (1969). The neglect of polarization in the calculations 
of cross sections by Sin Fai Lam and Sin Fai Lam and Baylis is expected to lead to 
significant errors (as demonstrated by Walker, 1970) and make comparisons with 
experiment of little relevance.
Scott et cd. (1983) included effects from the presence of inelastic excitation 
processes in their calculations of cross sections. They used the R-matrix method of 
Scott and Burke (1980) and included coupling between the five electronic atomic 
states !So, 3Po,i,2 !Pi, electron exchange, a polarization potential and relativistic 
effects to calculate inelastic and elastic cross sections for energies between 4.5 and 
7 eV. Their results are in reasonable agreement with experiment, predicting many of 
the resonances observed experimentally in inelastic cross sections. Bartschat and 
Burke improved these calculations by a better treatment of relativistic effects and 
electron correlation effects but the calculations were still limited by the neglect of 
polarization of the core electrons, by the use of approximate atomic wavefunctions, 
and by the neglect of coupling with higher atomic states. Comparison of these
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calculations with the present work is difficult because only values for the elastic g^ 
were published and there is no overlap with the energy range of the present cross 
section.
Haberland and Fritsche (1987) have published details of calculations of 
mercury cross sections and the polarization of scattered electrons using the density 
functional theory. The only results for Gp and Gm which have been published appear 
in the paper by McEachran and Stauffer (1987) from which it appears that the 
calculations have not been carried out below 6 eV and values of a m. In these 
calculations, exchange and polarization should have been treated correctly, however, 
this energy range is not covered by the present work.
The most recent theoretical work was carried out by McEachran and 
Stauffer (1987). They used an approach similar to that of Walker (1975) but included 
a more elaborate polarization potential. The short-comings of their work are the 
neglect of effects due to inelastic channels and the use of an adiabatic polarization 
potential which neglected dynamic and relativistic contributions to the potential and 
consequently the polarization was over-estimated (more so than in the calculations of 
Walker, 1975). The cross section calculations are therefore likely to be significantly 
in error in the range of energies covered by the present work.
None of the published cross sections are accurate enough or extend to low 
enough energies to permit useful comparisons to be made with the present work. The 
problem in many of the calculations is the treatment of polarization.
Since Walker’s calculations had over-estimated the strength of the 
polarization potential, he decided to carry out calculations with a polarization potential 
whose strength could be adjusted to match cross sections obtained from experiments. 
Walker (personal communication) used an empirical polarization potential Vp with an 
adjustable "cut-off' parameter, r c:
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Vp(r) = - - ^ r f l  - exp(- r /rc)6]
2 r 4
where a  is the static dipole polarizability. The value chosen for a ,  33 a 03, is 
compatible with the value given by Miller and Bederson of 34 ± 17 ao3 (a0 is the 
Bohr radius). This potential has the correct form at very large r while for small r the 
strength of the potential can be adjusted by changing the cut-off parameter. Since the 
calculations of cross sections are relatively insensitive to the shape of the polarization 
potential (they are obtained from integral expressions over r), the cross sections 
calculated using this potential should be reasonably accurate (Mitroy, personal 
communication). Decreasing the cut-off parameter corresponds to an increase in the 
strength of the polarization and causes the calculated cross section to peak at a higher 
energy and to have a lower magnitude at the peak. For example, a cut-off parameter 
of 3.8 a 0 gives total and momentum transfer cross sections which differ from the 
values obtained using the calculated polarization potential by less than ± 5 % at 
energies above 0.1 eV and gives peaks in G^ and Gm of about 340 Ä2 at 
approximately 0.2 eV. The results of changing the cut-off parameter to fit the peaks 
of experimental cross sections are shown in Figures 6.14 and 6.15. Increasing the 
value of the parameter to a value of 4.8 a 0 to reduce the strength of the polarization 
potential gives peaks of 197 Ä2 at 0.57 eV and 195 Ä2 at 0.46 eV for g^ and Gm 
respectively and gives agreement with the present Gm to better than ± 10 % except 
below 0.1 eV. The best fit to the peak in g^ as measured by Jost and Ohnemus 
(1979) is obtained with a value of the parameter of 4.2 a 0 giving a peak of 270 Ä2 at 
0.4 eV. The differences between the cross section of Jost and Ohnemus and that 
calculated using this value for the cut- off parameter are less than 20 % between 0.2 
and 4.0 eV. The polarization potential, however, gives a peak in Gm at an energy of 
0.3 eV as compared with 0.44 eV from the present determination. Such a cross 
section is incompatible with the present drift velocity results.
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6. 6. The Diffusion Coefficient for Thermal Electrons at 
470 K
The diffusion coefficient for thermal electrons in mercury vapour at 470 K 
was measured by Hegerberg and Crompton (1980). In a thermal electron energy 
distribution at a temperature of 470 K, the number of electrons with energies above 
about 5 kT  (0.17 eV) is negligible. Consequently, the diffusion coefficient for 
thermal electrons is sensitive to the cross section only at energies below 0.17 eV and 
provides an independent test of the cross sections at very low electron energies. 
Table 6.8 gives a comparison of the diffusion coefficient calculated from various 
cross sections with the experimental value of Hegerberg and Crompton.
Table 6.8. The thermal diffusion coefficient N D t^ for electrons in mercury vapour 
at 470 K as calculated from various cross sections. The experimental value is 1.74 ± 
0.17 x 1021 c n rV 1 (Hegerberg and Crompton, 1980).
Authors Calculated N D f a  Difference from
of (x 1021 ernes'1) Experiment (%)
Walker 1975 
Walker rc = 4.8 aQ 
Walker rc = 4.2 a^  
Rockwood 1973 
Nakamura & Lucas 19786 
Elford 19806 
Present
1.36 -22
1.66 -4.6
1.52 -13
1.87 7.5
1.96 13
3.57 105
2.03 17
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The only cross sections which are clearly incompatible with the 
experimental value of NDt  ^are those of Walker (1975) and Eiford (1980Z?). The 
reasons for errors in these cross sections have been discussed in previous sections of 
this Chapter. The other calculations of ND^  differ from the experimental value by 
amounts less than the sum of the experimental uncertainty of ± 10 % and the 
uncertainty due to uncertainties in the cross sections. In particular, the present cross 
section at energies below 0.04 eV is very uncertain and errors in this region of the 
cross section will have an effect on the calculated value of NDt .^ The difference of 
17 % between the value calculated from the present cross section and that from 
experiment is therefore considered satisfactory.
The best agreement with the experimental diffusion coefficient for thermal 
electrons is obtained using the cross section of Walker based on an empirical 
polarization potential and a value of the cutoff parameter of 4.8 a 0. This cross section 
is in excellent agreement with the present one except in the energy range below 
0.1 eV but the differences between the calculated values of NDt  ^ suggests that the 
present cross section may be in error in this region. When the present cross section 
was changed at these energies to equal the cross section of Walker and values of 
were calculated for the mercury vapour mixtures, differences from the experimental 
Ufa values were as much as 22 % for the nitrogen mixture and 13 % for the helium 
mixture. Although these differences are in the region where the effect of dimers on 
is largest, they are much larger than the estimated uncertainties. Therefore, such a 
change to the cross section is incompatible with the present experimental results.
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6. 7. Conclusions
The mercury momentum transfer cross section has been determined over the 
range of electron energies from 0.04 to 4 eV with an uncertainty estimated to be 
between ± 5 and ± 10 %. This cross section and an effective inelastic cross section 
for dimers predicts the measured at six pressures in helium- and nitrogen- 
mercury vapour mixtures and the values of of Elford measured at six pressures in 
pure mercury vapour to within ± 2 % for all but a few values of E/N. The value of 
the diffusion coefficient for thermal electrons at 470 K calculated from this cross 
section is in satisfactory agreement with the experimental value of Hegerberg and 
Crompton (1980).
The cross sections determined from previous transport coefficient 
measurements are significantly in error because of the treatment of the effects of 
dimers and the neglect of diffusion effects. The theoretical cross sections for the 
present energy range of interest generally suffer from the over-estimation of the 
polarization potential. A cross section in good agreement with the present one over 
the range 0.1 to 4 eV was obtained by Walker by varying the strength of the 
polarization potential.
It would be desirable to extend the present work by taking measurements at 
higher E/N to allow the cross section to be determined at higher energies. However, 
the drift length of the apparatus would need to be decreased to allow such 
measurements to be taken. Measurements of D>j / jj. would also be desirable to 
provide an independent check of the present analysis.
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Appendix A.
Calculations of Electron Transport Coefficients in Pure Hydrogen and
Hydrogen-Argon Mixtures
The differences of calculated from experimental transport coefficients for the 
data sets listed in Section 4.3.2 are shown in the following figures. The agreement 
between calculated and experimental values, in most cases, has been improved by the 
adjustments in the cross sections which have been made in the present work 
(described in Chapter 4).
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Appendix B.
Additional Details of the Estimates of Uncertainty in Drift Velocities in
Mercury Vapour Mixtures
Uncertainties Arising from the Corrections for the Effects of Dimers
The effective dimer cross section resulted from fitting to values for the 
change in drift velocity with pressure, A y^  for all values of E/N. To estimate the 
uncertainties in the drift velocities arising from the corrections to remove dimer 
effects, it was necessary to determine the uncertainty in the effective dimer cross 
section. This uncertainty results from the uncertainty in Aydr which consists of:
(1) random measurement uncertainty arising from the random uncertainty in 
E and V, in the mixture concentration and in the determination of the current 
peak frequency; and
(2) an uncertainty in the magnitude of the diffusion correction.
With estimated values for the contributions to these two factors as shown in Table 
B. 1, the parameter M ^mers used to normalize the dimer cross section for each 
mixture was varied until the calculated values of Ay^, at each value of E/N, were 
increased over those observed by an amount equal to twice the random uncertainty. 
This gave an estimate of how much the dimer model cross section could be in error 
while still giving results compatible with the experimental The new dimer cross 
sections were then used to obtain new calculated v& - p  curves at each value of E /N
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and these were used to obtain new drift velocities at zero pressure. The difference of 
the new values from the original corrected values (which were given in Table 6.1) 
gave an estimate of the uncertainty due to the extrapolation procedure. These 
estimates are given in Table B.l.
Systematic Uncertainties
A second source of uncertainty in the corrected is the systematic 
uncertainty, A, in each of the parameters that determine the drift velocity and in the 
corrections for diffusion effects. The significant sources of such uncertainty are in:
1. the value of E IN : A = ± 0.3 %
- due to the pressure and temperature
- due to the drift distance and the voltage across the drift space
2. the temperature : A = ± 0.2 %
3. the drift distance : A = ± 0.05 %
4. the mixture concentration : A = ± 0.4 %
- due to pressure
- due to the volume ratio
5. the diffusion corrections : A varies with E IN  and with the number
of pressures at which measurements were taken.
Using the estimates A of the uncertainties, with the exception of those for 
diffusion corrections, the contribution to the uncertainty in from each was 
estimated by changing each parameter, in turn, and finding the change in calculations 
of The uncertainties in the diffusion corrections were estimated to be half the
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Table B.l. The estimates of the uncertainties in the extrapolated u^. from 
uncertainties in the dimer model for the helium- and nitrogen-mercury vapour
mixtures.
EIN
(Td)
Random 
Uncert'y 
in Vfr (%)
Relative 
Diffusion 
Uncert'y (%)
Uncert'y
in
At; ^  (%)
Uncert'y 
in Extrap’d 
Udr (%)
He-Hg vapour
0.08 0.20 0.30* 0.51 2.00
0.12 0.15 0.15 0.30 0.90
0.17 0.14 0.15 0.29 0.75
0.25 0.13 0.15 0.28 0.66
0.35 0.15 0.15 0.30 0.67
0.5 0.16 0.15 0.31 0.64
0.7 0.18 0.15 0.33 0.73
1.0 0.21 0.15 0.36 0.79
1.4 0.25 0.15 0.36 0.79
2.0 0.33 0.52 0.87 1.10*
3.0 0.45 1.00* 1.60 1.70*
N2-Hg Vapour
0.06 0.13 0.30* 0.46 2.48
0.08 0.12 0.24 0.38 1.77
0.12 0.10 0.20 0.30 1.11
0.17 0.10 0.15 0.25 0.78
0.25 0.10 0.15 0.25 0.66
0.35 0.10 0.15 0.25 0.60
0.5 0.10 0.15 0.25 0.57
0.7 0.10 0.15 0.25 0.55
1.0 0.10 0.15 0.25 0.53
1.4 0.10 0.15 0.25 0.59
2.0 0.14 0.18 0.32 0.96
3.0 0.19 0.51 0.77 1.4*
4.0 0.21 0.73* 1.07 2.0*
* These values were estimated differently from the others because there was only one pressure used at 
these EIN or because the model predicted that the dimer effects were insignificant at these EIN.
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diffusion correction at the highest pressure for each value of E/N where was 
measured at more than three pressures and equal to the diffusion correction where 
two pressures were used. At E/N  where v was measured at only one pressure, the 
estimates were increased further. The results of these estimations are shown in Table 
B.2.
The uncertainties due to uncertainties in the value of E/N are small except at 
high values of E/N  because v^  varies slowly with E/N. The uncertainty due to the 
concentration is also suprisingly small, especially for the nitrogen mixture. This is 
partly because increasing the mercury vapour concentration decreases v^  but, acting 
in opposition to this change, there is also an increase in the dimer concentration 
resulting from the increase in mercury vapour concentration.
These uncertainties were added with the uncertainties due to the corrections 
for the effects of dimers to give the total uncertainty as described in Section 6.4.7.
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Table B.2. The contributions to the uncertainty in measured udr from systematic 
uncertainties for helium- and nitrogen-mercury vapour measurements.
E /N
(H D
AE /N  
(%)
AT
(%)
A Drift
(%)
A Cone. 
(%)
A Diffusion
(%)
He-Hg Vapour
0.08 0.20 0.03 0.05 0.20 1.40
0.12 0.09 0.03 0.05 0.20 0.65
0.17 0.06 0.02 0.05 0.21 0.51
0.25 0.03 0.02 0.05 0.23 0.41
0.35 0.05 0.01 0.05 0.25 0.42
0.5 0.05 0.01 0.05 0.27 0.33
0.7 0.08 0.01 0.05 0.28 0.20
1.0 0.11 0.00 0.05 0.30 0.27
1.4 0.18 0.00 0.05 0.32 0.61
2.0 0.30 0.00 0.05 0.36 1.13
3.0 0.53 0.00 0.05 0.37 1.50
N2-Hg Vapour
0.06 0.23 0.04 0.05 0.03 1.40
0.08 0.20 0.04 0.05 0.03 0.80
0.12 0.12 0.03 0.05 0.02 0.50
0.17 0.06 0.03 0.05 0.02 0.38
0.25 0.02 0.02 0.05 0.03 0.18
0.35 0.00 0.02 0.05 0.04 0.16
0.5 0.02 0.01 0.05 0.05 0.19
0.7 0.05 0.01 0.05 0.05 0.17
1.0 0.08 0.01 0.05 0.06 0.13
1.4 0.14 0.00 0.05 0.06 0.14
2.0 0.23 0.00 0.05 0.05 0.24
3.0 0.35 0.00 0.05 0.03 0.87
4.0 0.39 0.00 0.05 0.02 1.40
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