We present an efficient discontinuous Galerkin scheme for simulation of the incompressible Navier-Stokes equations including laminar and turbulent flow. We consider a semi-explicit high-order velocity-correction method for time integration as well as nodal equal-order discretizations for velocity and pressure. The non-linear convective term is treated explicitly while a linear system is solved for the pressure Poisson equation and the viscous term. The key feature of our solver is a consistent penalty term reducing the local divergence error in order to overcome recently reported instabilities in spatially under-resolved high-Reynolds-number flows as well as small time steps. This penalty method is similar to the grad-div stabilization widely used in continuous finite elements. We further review and compare our method to several other techniques recently proposed in literature to stabilize the method for such flow configurations. The solver is specifically designed for large-scale computations through matrix-free linear solvers including efficient preconditioning strategies and tensor-product elements, which have allowed us to scale this code up to 34.4 billion degrees of freedom and 147,456 CPU cores. We validate our code and demonstrate optimal convergence rates with laminar flows present in a vortex problem and flow past a cylinder and show applicability of our solver to direct numerical simulation as well as implicit large-eddy simulation of turbulent channel flow at Re τ = 180 as well as 590.
Introduction
The discontinuous Galerkin (DG) method has attained increasing popularity for simulation of the compressible Navier-Stokes equations due to a series of highly desired properties, which are stability in the convection-dominated regime, high-order capability using unstructured meshes, geometrical flexibility on curved boundaries as well as efficiency on massively parallel high-performance computers. This unique combination makes DG a very attractive approach for many high-Reynolds number applications, e.g., direct numerical simulation (DNS) [1, 2] , large-eddy simulation (LES) [3, 4, 2] as well as RANS and URANS [5, 6, 7] of turbulent compressible flows. Applications range from internal turbomachinery flows [8] , computation of high-lift configurations of an entire aircraft [9] to environmental flows [10, 11] .
Extension of DG to incompressible flows has however been limited. Applications governed by the incompressible Navier-Stokes equations are frequently computed using standard compressible codes at small Mach numbers to avoid compressibility effects, see, e.g., [2, 12, 13] , coming along with significant time step restrictions [12] , or artificial compressibility methods, see, e.g., [14] (LES), [15] (URANS) and [16] (RANS). Fully incompressible numerical schemes in the context of LES have so far only been employed, to the authors' best knowledge, by [17] in the context of a 2D DG solver coupled with a spectral vanishing viscosity approach in the third space dimension and by [18] using a space-time method.
An efficient time integration scheme is the key to large-scale simulations of incompressible turbulent flows. Coupled solvers applied within DG for example in [19, 20, 21, 22, 23] require the solution of a saddle point problem and include non-linear iterations within each time step; they have so far only been applied to small-scale academic examples. On the contrary, temporal splitting schemes allow for problem-tailored solution procedures regarding the respective terms contained in the Navier-Stokes equations, which renders them much more efficient in many applications. There are four main branches of splitting methods, namely pressure-correction, velocity-correction, algebraicsplitting and consistent-splitting schemes, see [24] for an overview. With respect to DG, a pressure-correction method with discontinuous velocity and continuous pressure has for example been proposed in [25] . Pressure-correction schemes are however limited to second order accuracy in time [24] . Algebraic splitting schemes have for example been proposed in [26] for DG and in [27] for hybrid DG discretizations.
In this paper, we consider the high-order velocity-correction (also termed velocity-projection or dual splitting) scheme by Karniadakis et al. [28] , which has been applied within DG in a series of recent publications [29, 30, 17, 31, 32] and within the related spectral multidomain penalty method (SMPM) in [33, 34] . The scheme is inf-sup stable for equal-order interpolations of velocity and pressure [35] and splits each time step into three substeps: The non-linearity present in the convective term is first handled explicitly, a Poisson problem is subsequently solved for the pressure which is used to make the velocity divergence-free and the viscous term is taken into account in the third step.
A downside of many splitting schemes are limitations coming along with the splitting approach [24] . A primary concern of this article is to provide remedies to two such limitations observed with the present scheme when employed in conjunction with the DG method as reported in a series of recent papers [30, 31, 32, 34] . These issues are not related to the well-understood aliasing errors induced by under-integration of non-linear terms [29] or convection-dominated flow regimes. The two sources of instabilities are:
• Ferrer and Willden [30] and Ferrer et al. [32] discuss instabilities encountered for small time steps with this scheme, both for continuous and discontinuous Galerkin discretizations. We show in this paper that these instabilities arise due to spurious divergence errors as a consequence of the finite spatial resolution. Several remedies to this issue are reviewed, among them a consistent div-div penalty term within the local projection reducing the point-wise divergence error. This term may be seen as a much simpler variant of the post-processing proposed in [31] and is similar to the grad-div term frequently used in continuous Galerkin [36] .
• Violation of the mass balance through velocity discontinuities across element boundaries triggers another instability recently described by Joshi et al. [34] . This instability becomes especially relevant in spatially underresolved simulations such as large-eddy simulation of turbulent flow. We review and benchmark two remedies to this problem, which are a supplementary jump-penalty term included in the projection according to [34] on the one hand or partial integration of the right-hand side of the Poisson equation on the other hand.
Based on these enhancements, we develop an efficient high-order DG solver applicable to laminar and turbulent incompressible flow including implicit large-eddy simulation. We choose the local Lax-Friedrichs numerical flux for discretization of the convective term and the interior penalty method [37] for the Poisson problem as well as the viscous term. Local conservativity of the overall method is attained by using the divergence form of the incompressible Navier-Stokes equations [26] . The method further employs nodal Lagrangian shape functions. In this case, nodal polynomials can be more efficient than modal ones for high polynomial orders as those used, e.g., in [30, 31, 32] . On the one hand, face integrals involving shape values of nodal polynomials with support on the element boundary are cheaper to evaluate. On the other hand, we observed fewer iterations of the multigrid solver/smoother combination with nodal polynomials. The method is implemented based on matrix-free operator evaluation that relies on sum factorization [38, 39] in a solver called INDEXA (INcompressible Discontinuous Galerkin towards the EXA scale) that targets modern and emerging high performance computing systems while using generic finite element programming tools.
The remainder of this article is organized as follows. We start by introducing the incompressible Navier-Stokes equations as well as the time discretization scheme in Section 2. Thereafter, the spatial discretization is presented in Section 3. Section 4 is devoted to the instabilities in the small-time-step as well as spatially under-resolved limit and presents four variants that are benchmarked and compared providing numerical evidence for our hypothesis. Section 5 presents our implementation in the framework of tensor-product elements and matrix-free linear solvers. We verify our solver with two laminar examples in Section 6 where we also compare the variants numerically. In Section 7, the solver is applied to compute direct numerical simulation and implicit large-eddy simulation of turbulent channel flow at two Reynolds numbers. Conclusions close the article in Section 8.
Incompressible Navier-Stokes equations
Our solver builds upon a discretization of the incompressible Navier-Stokes equations. The temporal splitting scheme outlined in Subsection 2.2 is the starting point for discussion of the spatial discretization in Sections 3 and 4.
Problem statement
The incompressible Navier-Stokes equations are given in conservative form as
with the incompressibility constraint
where
T is the velocity, p the kinematic pressure, T the simulation time, Ω the domain size and
T the right-hand-side vector. The convective flux is defined as F c (u) = u ⊗ u and the viscous flux as F ν (u) = 2ν (u) with the symmetric rate-of-deformation tensor (u) = 1/2(∇u + (∇u) T ) as well as the kinematic viscosity ν. At t = 0 a divergence-free velocity field is imposed as initial condition with
Boundary conditions on the Dirichlet and Neumann boundaries ∂Ω D and ∂Ω N , with
and
where the outward unit normal vector with respect to ∂Ω is denoted by n.
Temporal velocity-correction scheme
For integration in time, we employ a semi-explicit multi-time-step scheme proposed by Karniadakis et al. [28] . Herein, the transient term is discretized by a backward-differencing formula (BDF), the non-linear convective term is treated with an extrapolation scheme (EX) and the pressure, viscous and body force terms are handled implicitly. The time-discretized momentum equation (1) becomes
with the solution u n+1 and p n+1 at time level t n+1 = (n + 1)∆t with n indicating the time step and ∆t the increment in time. The time integrator constants γ 0 , α i and β i of the BDF and EX schemes are given in [28] of which we consider the temporal orders of accuracy J = {1, 2, 3}. As the scheme is not self-starting for J = {2, 3}, the first time steps are performed either by successively increasing the BDF order or by interpolation of the solution to the discrete time instants t n−1 , ..., t n−J+1 if an analytical solution is available. Due to reasons of efficiency, we use the stiffly stable velocity-correction scheme (dual-splitting scheme) by Karniadakis et al. [28] . In the framework of discontinuous Galerkin methods, similar approaches have been investigated by Hesthaven and Warburton [29] , Ferrer and Willden [40] , Steinmoeller et al. [31] as well as Ferrer et al. [32] . It splits Equation (6) into three substeps: (i.) the non-linear convective term is advanced in time explicitly, (ii.) the pressure is computed by solving a pressure Poisson equation and the result is used to project the velocity onto a solenoidal space and (iii.) the viscous term is handled implicitly. The substeps are: i. Explicit convective step
In the first substep, the non-linear convective term is handled efficiently by explicit time advancement
yielding the first intermediate velocityû.
ii. Pressure Poisson equation and projection
The pressure step consists of solving a Poisson equation for the pressure at time t n+1 given as
Consistent boundary conditions for this problem on ∂Ω D may be derived according to [41, 28] by multiplication of the momentum equation (1) with the normal vector. The resulting transient term is treated using the Dirichlet values given, likewise the body force, while the convective and viscous contributions are handled explicitly to avoid dependency on the velocity solution, yielding
Herein, J p denotes the extrapolation order of the convective and viscous terms in the Neumann pressure boundary condition and we restrict ourselves to the case J p = J in order to obtain optimal temporal convergence rates both in velocity and pressure. On the contrary, the mixed-order case J p = J − 1 discussed for example in [24] yields sub-optimal convergence rates for the pressure [24] . Note that only the solenoidal part in form of the rotational formulation of the viscous term is accounted for, which has been reported to be essential for reducing boundary divergence errors as well as high-order temporal accuracy of the overall methodology [41, 42] . A suitable boundary condition on ∂Ω N for Neumann outflow is p n+1 = g p (t n+1 ), prescribing the desired pressure value g p (t n+1 ) directly. Utilizing the new pressure field p n+1 , the first intermediate velocityû is projected onto the space of divergencefree vectors byû
resulting in the second intermediate velocityû.
iii. Implicit viscous step
The final solution u n+1 at time t n+1 is computed implicitly due to stability considerations by a Helmholtz-like equation reading
The system is closed by specifying boundary conditions for the velocity according to
Spatial discretization
We commence the discussion on the spatial discretization in the first Subsection 3.1 by introducing the notation used. Subsequently, the variational formulation is presented in Subsection 3.2. Several alternative variants of the resulting weak form are discussed and compared with regard to stability in marginally resolved simulations as well as for small time steps in the subsequent Section 4.
Preliminaries
In this work we consider a tessellation of the
e=1 Ω e . The subscript (·) h used here indicates identification of the respective variable with a characteristic element length h. The exterior boundaries of Ω h are denoted by ∂Ω h . They are partitioned into a Dirichlet and Neumann boundary ∂Ω h = ∂Ω ) Ω e = Ω e a : bdΩ for tensors of rank 2 (the double dot product is evaluated as a : b = a i j b i j in index notation). Boundary integrals are defined accordingly.
Approximate solutions are to be found within spaces of the form
for the pressure and the equivalent vector-valued version
for the velocity. Herein, P k (Ω e ) denotes the space of polynomials of tensor degree up to k where the polynomial order is restricted by k ≥ 1 while the highorder pressure boundary conditions may first be represented sufficiently well with k ≥ 2. The polynomials are given by a tensor product of one-dimensional Lagrange polynomials based on Legendre-Gauss-Lobatto nodes for good conditioning at arbitrary polynomial degrees [35] . Further details on aspects related to efficient implementation of these elements are discussed in Section 5.
Variational formulation
The variational formulation is derived for each substep of the time integration scheme by multiplying Equations (7) to (12) with appropriate weighting functions v h ∈ V u k and q h ∈ V p k , respectively, and integrating over one element volume Ω − e . If possible without ambiguity, the superscript (·) − is dropped in the following for simplicity.
i. Explicit convective step The flux formulation of the convective step is derived by integration by parts and subsequent application of the divergence theorem, yielding
whereû h ∈ V u k . The local Lax-Friedrichs numerical flux is applied as it provides a stable formulation of the convective term. We have
using Λ = max(λ − , λ + ) according to, e.g., [26] and the maximum eigenvalue of the respective flux Jacobian,
The latter is defined as λ
Note that we evaluate Λ on each quadrature point, which differs from several other studies, where it is suggested to evaluate Λ based on mean values of u + and u − across the entire respective element (see, e.g., [43, 26] ). The explicit treatment of the convective step restricts the time step size according to the Courant-FriedrichsLewy (CFL) condition to CFL
with CFL = O(1), a characteristic element length h and velocity U.
ii. Pressure Poisson equation and projection
For discretization of the pressure term, the symmetric interior penalty method by Arnold [37] is considered. The weak form of the right-hand side of Equation 9 , denoted by a(q h ,û h ) in the following, is one of the primary objects of study in this article and will be discussed in detail in Section 4. In the simplest variant, we have
where the numerical flux P * is given as
The interior penalty flux Π * includes a stabilization term according to
with the interior penalty parameter for hexahedra [44] 
including surface area A and element volume V. As usual, we apply the maximum penalty parameter across element boundaries The vorticity ω h ∈ V u k present in the boundary condition (19) is evaluated employing a local L 2 -projection by
in order to avoid the necessity of computing the second derivatives directly, evaluating ∇ × ∇ × u h = ∇ × ω h . Using the newly computed pressure p n+1 h , the velocity is projected onto the solenoidal space by an element-wise operation according to
withû h ∈ V u k . This equation is studied in detail in this work and we are going to modify the right-handside term b(v h , p n+1 h ) as well as add supplementary terms to ensure stability in the small-time-step limit and under-resolved case in Section 4.
iii. Implicit viscous step
The weak form of the viscous step (11) reads
The parameter s is chosen either as 1 or −1 corresponding to symmetric or non-symmetric interior penalty methods (see e.g. [45] for an overview). In the remainder of this article, we will solely consider the symmetric version s = 1 since it qualifies for efficient solution procedures of the linear system via a conjugate gradient solver and enables optimal convergence rates of orders k+1 in the L 2 norm [46] . The non-symmetric variant may nevertheless be useful since it provides a stable method with relaxed requirements on the penalty parameter (21) . The numerical flux function U * is defined as 
with τ IP as defined in (20) as well as (21).
Four variants of the projection step and impact on stability
We pay special attention to the small-time-step as well as the spatially under-resolved limit and associated instabilities of the "standard" version of the present scheme as discussed in a series of recent papers [40, 32, 31, 34] . Our investigations have confirmed that these aspects are of high relevance regarding an accurate and robust numerical method, especially considering under-resolved turbulent flows at high Reynolds number. In the first Subsection 4.1 we give numerical evidence that the instabilities may be traced back to two particular sources within the right-hand side of the Poisson equation (8) . Remedies presented in literature as well as several extensions are reviewed and compared in Subsection 4.2. The two most promising stabilization techniques are selected in Subsection 4.3 which will be validated and compared thoroughly in Sections 6 and 7 for laminar and turbulent flow, respectively. The matrix formulation is outlined in Subsection 4.4.
The preliminary numerical investigations regarding small time steps shown in this section are performed using the laminar vortex problem according to [29] and described in detail in Section 6.1 with a domain size of [−0.5, 0.5] × [−0.5, 0.5] and discretizations of N e = 4 2 elements as well as the polynomial degrees k = {2, 3, 4} and a kinematic viscosity of ν = 0.025. The cases are labeled accordingly specifying the number of elements N4 2 , the polynomial order k{2, 3, 4} and the variant under investigation, i.e. VHW for the "standard" variant of Hesthaven and Warburton [29] given in Section 3 or V1 to V4 discussed in the following. We use a first-order time integration scheme with J = J p = 1 (BDF1 and EX1) for these developments to show the influence of the temporal discretization error, which would be negligible for J = {2, 3}, while results presented in the subsequent sections will mainly employ the third-order accurate scheme.
The second numerical example in this section investigating marginal spatial resolution is turbulent channel flow at a friction Reynolds number of Re τ = 180 employing a discretization of 8 3 elements of degree k = 3 and a CFL number of the order of unity for the BDF3 scheme. Further details on the configuration are given in Section 7.2.
Sources of instabilities
We commence the discussion by introducing the two modes of instability and give an overview of remedies considered in this work.
The small-time-step limit
The occurrence of instabilities for small time step sizes has first been described by Ferrer and Willden [40] and has been investigated further by Ferrer et al. [32] . The source of these instabilities may be identified by rewriting the strong form of the pressure Poisson equation (8) by inserting the first intermediate velocityû of the convective step (7):
The first term on the right-hand side includes a scaling of the divergence of u n−i with 1/∆t, resulting in an amplification of spurious divergence errors introduced by the discretization for small time steps, which may result in an inaccurate scheme and eventually render the method unstable for very small time steps if no additional measures are taken. In order to estimate the velocity divergence errors ∇ · u n−i a Helmholtz equation for the velocity divergence is considered, derived by taking the divergence of Equation (11) 
For a discrete-in-time but continuous-in-space formulation we have ∇ ·û = 0 and as shown by boundary divergence analysis in [28, 35] the boundary divergence errors are of order
formulation, however, the intermediate velocityû h obtained in the projection step is not exactly divergence-free [31] . Hence, the velocity u n+1 does not only contain divergence errors related to the temporal splitting method, but also spurious divergence errors that originate from the fact that the spatial resolution is finite. Since the latter type of divergence errors does not tend to zero as ∆t → 0, the first term on the right-hand side of Equation (27) grows as 1/∆t for small time steps which may result in instabilities. This behavior is observed in Figure 1 where the laminar vortex problem has been computed using the "standard" method as presented in Section 3.2.
We consider the following remedies to this problem, which will be discussed in more detail in the subsequent Subsection 4.2:
• V1: Ferrer et al. [32] propose to increase the penalty parameter τ IP of the discrete Laplace operator of the pressure Poisson equation to circumvent the instabilities. In the same publication, it is stated that this type of instability is related to the inf-sup condition, which we cannot confirm as mixed-order elements of degrees k and k − 1 for velocity and pressure, respectively, also lead to instabilities in the limit of small time steps.
• V2: The problematic term is dropped using the condition ∇ · u n−i = 0, which corresponds to another type of time integration scheme, namely the high-order non-splitting method (HONS) of Leriche and Lambrosse [42] as well as Leriche et al. [47] .
• V3 and V4: The divergence error is controlled by an additional and consistent div-div penalty term inspired by works of Steinmoeller et al. [31] as well as Joshi et al. [34] . The term is similar to the popular grad-div term in continuous Galerkin and enables a stable numerical method.
Conservation of mass in the under-resolved limit
The second aspect of the present discontinuous Galerkin method requiring special attention is mass conservation in the under-resolved limit. The error stemming from the continuity equation in the discontinuous context may for example be described in an element-wise sense as
and consists of two contributions: The first term represents the divergence error within elements and the second term accounts for the mass balance across element interfaces. The factor 1/2 is included in the latter term since the error appears on two neighboring elements. In the Poisson equation as described in Equation (17) no control on the second term is included in the DG context. As a consequence, an instability may arise in under-resolved turbulent simulations since marginal resolution generally results in more pronounced velocity discontinuities that increase the impact of the second term in Equation (29) . This type of instability has recently been examined by Joshi et al. [34] and is investigated numerically in Figure 2 with a marginally resolved turbulent channel flow simulation. For these computations, the error in mass conservation is, according to Equation (29), defined separately as the divergence error
with the channel-half width δ and the continuity error
measuring loss of mass in between elements. In Figure 2 , the "standard" variant VHW exhibits large divergence and continuity errors which lead to a diverging solution.
In the present contribution, we review and compare two particular remedies to this issue, which will be discussed in more detail in the subsequent Section 4.2. Their common purpose of reducing the inter-element continuity error is attained by different approaches:
• V3b and V3c: We reformulate the right-hand side of the Poisson equation (term a(q h ,û h ) in Equation (17)) such that a term both for the velocity divergence and the discontinuity at element boundaries is taken into account, in analogy to the error definition listed in Equation (29) . Steinmoeller et al. [31] use the equivalent strong form of this term. However, that work lacks an explanation as well as investigation of this issue. We also show that it may be beneficial to modify the right-hand side of the projection, given as b(v h , p n+1 h ) in Equation (23), yielding a complementary improvement of the method.
• V4: Joshi et al. [34] propose to penalize velocity jumps at element interfaces within the projection step, which may be seen as a straight-forward measure to the underlying problem, however at the cost of an additional global system to solve.
Remark. The two modes of instability have been introduced here separately despite an undoubted mutual dependence especially for coarse spatial resolutions and small viscosities as shown by Ferrer et al. [32] . In order to obtain a robust numerical method we see it as a necessity to include a measure for both limits. For example, we cannot (30) and (31), respectively.
determine the primary instability mode under investigation in Steinmoeller et al. [31] since they operate in the underresolved high-Reynolds-number regime and, in addition, do not specify the time step size used for their computations in terms of the CFL number. Indeed, their proposal is similar to V3b discussed in the following including measures for both instabilities.
Four Variants 4.2.1. Variant 1 (V1)
In Ferrer et al. [40] instabilities are reported in the limit of small time step sizes when applying the standard formulation to an unsteady Stokes flow problem. This analysis is extended in [32] where it is shown that the time step size has to be larger than a critical time step size ν∆t lim ∼ h 2 /k 3 to ensure stability with the standard scheme. We explicitly note that this lower limit for the time step strongly depends on the spatial resolution characterized by h and k. Consequently, a high spatial resolution has to be used in case of high-Reynolds-number flows in order to avoid conflicts of this lower bound on the time step with the CFL condition (16) according to [32] 
where the constant C h/p is independent of the spatial resolution. In order to circumvent the problem of instabilities in the small-time-step limit the authors in [32] propose to stabilize the method by multiplying the interior penalty parameter τ IP of the discrete pressure Poisson operator with the amplification factor 1/(ν∆t) while the interior penalty parameter of the viscous step remains unchanged. A problematic aspect of this definition may be that this factor is not dimensionless and the physical unit of the penalty term no longer agrees with the unit of the other terms in the bilinear form (23) . For our numerical investigations we therefore consider the following consistent choice of the interior penalty parameter taking the 1/∆t proportionality into account
where ∆t re f is a reference time step size for which the standard formulation is stable.
Our numerical experiments in Figure 3 indicate that the small-time-step limit is relaxed in comparison to Figure 1 . All simulations eventually get unstable, though. Moreover, we see the most problematic aspect of this stabilization approach in the drastic increase in computational cost per time step when small time step sizes are employed. Assuming that the condition number of the discrete Laplace operator is proportional to τ IP [29] , the cost per time step increases as (1/∆t) 1/2 when applying an iterative Krylov method to the numerical solution of the pressure Poisson equation (see, e.g., [48] ). Finally, this type of stabilization approach does not consider inter-element mass conservation, which would have to be included similar to V3b, V3c or V4. ∼ ∆t ∼ ∆t Figure 3 : Stability experiments for small time steps using V1 and V2 for three spatial discretizations.
Variant 2 (V2)
The most straight-forward approach to tackle the problematic source term on the right-hand-side of the pressure Poisson equation given in (27) as well as to verify our hypothesis regarding the small-time-step instability would be to exploit the condition ∇ · u n−i = 0 and drop the problematic term entirely. This idea leads to a time integration scheme equivalent to the method proposed in Leriche and Lambrosse [42] and Leriche et al. [47] for the unsteady Stokes equations. This decoupling approach is independent of any temporal discretization scheme and is therefore denoted as high-order non-splitting method (HONS) in [47] as opposed to the high-order splitting scheme of Karniadakis et al. [28] . The convective step then readsû
Dropping the first term on the right-hand side of Equation (27) yields the following pressure and projection step
The viscous step is unaffected by this modification, reading
The numerical results for this scheme are depicted in Figure 3 including a comparison to V1. We observe that there is no instability with this scheme for small time steps and the error perfectly converges to a constant level where the spatial error is dominant. The results therefore support our hypothesis that the divergence term on the right-hand side of the Poisson equation (27) causes instabilities in the small-time-step limit. However, Figure 3 also reveals a major drawback of the modified time integration scheme: the L 2 error is generally larger compared to V1 for large time steps, an observation already reported by Leriche et al. [47] . In further numerical experiments we did not obtain optimal convergence rates of order k + 1 in space for velocity or pressure. If this scheme would be applied to spatially under-resolved high-Reynolds-number flows, an additional stabilization of velocity discontinuities as included in V3b, V3c or V4 would be necessary nonetheless.
Variant 3 (V3)
Variant 3a. Steinmoeller et al. [31] propose to post-process the second intermediate velocityû to a point-wise exactly divergence-free velocity field as a means to stabilize the method. Despite the introduction of this idea as an enhancement of the splitting scheme for coarse resolutions and high Reynolds numbers in [31] , we demonstrate that this approach also stabilizes in the small-time-step limit.
The post-processing step applied in [31] appears costly in three space dimensions, however, since a total of nine different shape functions for each polynomial order of the modal space would be necessary. Instead of projecting the velocity field onto an exactly divergence-free basis we therefore perform this post-processing in an approximate and very efficient way by including a supplementary div-div penalty term in the projection step, which is similar to the frequently used grad-div stabilization in the context of continuous Galerkin (see, e.g., [36] ) to enhance mass conservation. A similar term is also included in the weak projection by Joshi [34] which is discussed in V4 and a coupled DG solver presented in [49] . The local projection step becomes
where τ D is a penalty parameter. It is noted that this represents a consistent modification of the projection step since it involves the continuity residual ∇ ·û h . Further, the velocity field approaches the point-wise exactly divergence-free one with increasing τ D while the simultaneous degradation of the condition of the matrix system plays a minor role due to the locality of the problem. We exploit the similarity of the present penalty term to the grad-div stabilization and define the penalty parameter according to [36] for equal-order elements as
where u n h is the norm of the element-wise volume-averaged velocity, h = V 1/3 e is a characteristic element length defined as the cube root of the respective element volume, and the proportionality parameter ζ D may be used to control the final divergence error. Note that the parameter includes a scaling with ∆t since the projection equation is multiplied with the factor ∆t that originates from the discrete time derivative operator. We further omit the viscous contribution accounted for in [36] as we focus on convection-dominated flows.
The impact of the proportionality parameter ζ D on the small-time-step limit is investigated in Figure 4 by comparing ζ D = {0, 1, 10, 100, 1/CFL} using the present variant V3a. We observe a drastic improvement of the stability behavior of the splitting scheme for increasing penalty parameter and, in particular, stable results are obtained with ζ D = 1/CFL for the whole range of time step sizes considered in this example. From this result we draw the conclusion that the first term on the right-hand side of Equation (27) , which appears as a source term in the pressure Poisson equation, is counter-balanced universally by a scaling of ζ D with 1/CFL. In the remainder of this article we therefore employ ζ D = ζ * D /CFL with ζ * D = 1 if not specified otherwise. Further numerical evidence for these arguments is shown in Figure 5 where all cases V3a exhibit an ideal behavior for small time steps.
Remark. An interesting interpretation of the grad-div stabilization again in the context of continuous Galerkin is also given in [36] where the necessity of this term is related to an insufficient resolution of the pressure field. It is further shown that the grad-div term for continuous Galerkin may be seen as the subgrid component for the pressure. Although the transfer of this idea would certainly be illustrative in the context of the current div-div penalty term, we do not elaborate this concept within this work. 
the right-hand side of the Poisson equation (17) a(q h ,û h ) by integration by parts and choosing a central flux formulation, yielding
This expression may be recast into the strong formulation by integrating by parts once again
While the strong formulation is mathematically equivalent to Equation (41) , it highlights that the right-hand side of the Poisson equation now is of the same structure as the continuity error defined in (29) , considering terms including the velocity divergence and discontinuity. The additional source term in (42) thus results in a modified pressure field that takes into account mass conservation in between elements, which comes along with a potentially less smooth pressure field in comparison with the "standard" variant of a(q h ,û h ). In numerical investigations presented in Figure 2 it is found that this definition of a(q h ,û h ) indeed improves mass conservation across element boundaries, compared to the standard formulation V3a, and results in a constant error level after an initial transient. However, it is observed in Figure 5 that this modification of the Poisson equation degrades the stability for small time steps making a further modification of the projection step necessary, which is discussed in the following variant V3c.
Variant 3c. We also consider partial integration of b(v h , p n+1 h ) of the projection step
which increases robustness in our most challenging test cases and yields more accurate results. Again a central flux is used as numerical flux function. We choose the partially integrated version of a(q h ,û h ) according to Equation (41) and include a div-div penalty in the projection (39) . The results presented in Figure ( It is noted that this combination of a(q h ,û h ) and b(v h , p n+1 h ) represents a similar formulation as presented by Cockburn et al. [19] in the framework of a coupled mixed-order DG method. A supplementary pressure stabilization as proposed by Cockburn et al. [20] for equal-order coupled DG was not found to be necessary in the context of the present splitting scheme, however. 
∼ ∆t ∼ ∆t Figure 5 : Stability experiments for small time steps using V3a, V3b and V3c for three spatial discretizations.
Variant 4 (V4)
A natural approach to handle both instabilities simultaneously is to include a div-div penalty and a supplementary jump-penalty term controlling both divergence and continuity errors within the projection (23). Joshi et al. [34] have recently proposed a similar idea where these penalty terms are contained in a post-processing step for the intermediate velocityû h in order to weakly enforce incompressibility and continuity across element faces, denoted as weak nullspace projection as opposed to the exact null-space projection by Steinmoeller et al. [31] (which lead to V3a). The projection becomes
with the standard version of b(v h , p n+1 h ) according to (23) and the continuity-penalty parameter τ C . We define the latter in analogy to τ D as
with ζ C = ζ * C /CFL similar to ζ D , ζ * C = 1 if not specified otherwise. Note that this penalty parameter assures consistent physical units within the projection in contrast to the choice in [34] . On internal faces we use the average according to
The standard right-hand side of the Poisson equation a(q h ,û h ) as in Equation (17) is used for this variant. Due to the jump-penalty term, V4 makes the projection step a more expensive global equation system compared to the purely local projection used in V3. Our preliminary investigations in Figure 6 indicate ideal behavior for small time steps while maintaining low error levels throughout. According to Figure 2 , conservation of mass gives a similar behavior as variants V3b and V3c which makes this approach a promising alternative to V3c despite the additional computational cost.
Conclusion on Variants 1-4
In this section, we have identified small time steps and coarse spatial resolutions as potential sources of instabilities and discussed a number of remedies. On the one hand, spurious divergence errors are amplified for small time steps leading eventually to an unstable scheme. On the other hand, pronounced velocity discontinuities in underresolved simulations give rise to excessive violation of the continuity equation also leading to instabilities. While the first issue may be stabilized successfully via a div-div penalty term within the projection, two remedies exhibit promising characteristics for stabilization of marginally-resolved simulations: We have obtained a robust and fast computational method by partial integration of the right-hand side of the Poisson equation and projection, detailed in V3c, while a supplementary jump-penalty term within the projection step also yields a promising method at slightly higher computational cost according to V4. We anticipate at this point that variant V3c is our working-horse for turbulent flows, since it combines all highly desirable aspects of a numerical scheme, consisting of stability regarding small time steps and spatially under-resolved simulations, optimal spatial convergence rates as well as low computational cost, thus most of the turbulent flow examples shown below are computed with this variant.
Matrix formulation
The discussion on the spatial discretization in Sections 3 and 4 is concluded with the matrix formulation, which is the basis for the presentation of the solution procedures employed for the linear systems in the subsequent Section 5. The matrix formulation for the convective step (13) results in
with the block-diagonal mass matrix M, the evaluation of the convective term for the corresponding time step F c , the body-force vector F and the respective velocity vectors U. The matrix form of the pressure Poisson equation (17) is given by
with the discrete Laplace operator L, the pressure solution vector P, the respective variant of the velocity divergence operator A according to a(q h ,û h ) in Section 4.2 and boundary terms L BC G p . For the local projection (23), we get
with the block-diagonal div-div penalty operator D only considered in V3 and V4, the jump-penalty terms C solely included in V4 as well as the discrete pressure gradient BP according to b(v h , p n+1 h ). Finally, the Helmholtz-like equation of the viscous step reads in matrix form
with the linearized viscous term F ν and the right-hand-side boundary terms F ν BC G u . The present matrix formulation for variants V1, V3 and V4 extends naturally to the case V2 by modification of (47) to (49) according to (34) to (37).
Implementation
The solver outlined above has been implemented in a high-performance C++ code based on the deal.II finite element library [50] . For the evaluation of integrals on cells and faces, a highly efficient quadrature approach based on sum factorization for hexahedra is used [38, 39] . Sum factorization is a special evaluation technique aimed at exploiting re-occurring terms in evaluation of unit cell shape functions and derivatives defined through tensor products. The expansion of the elemental solution is of the form
where the shape function N k lmn is the product of three one-dimensional shape functions of degree k each,
. If this expansion is combined with a quadrature rule constructed by a tensor product of a 1D formula, the interpolation of nodal values on quadrature points as well as the multiplication by test functions and summation for cell-and face-wise quadrature can be realized by a series of operations along one-dimensional stripes. In two space dimensions, the tensorized evaluation exchanges evaluations of the form (A ⊗ B)v (matrix-vector) by B mat(u) A T (matrix-matrix), where A and B are matrices containing all 1D shape values or derivatives l=0:k on all 1D quadrature points x q=1:n q and mat(u) reshapes the (k +1) 2 
long vector of nodal values into a (k +1)×(k +1) matrix. This transformation reduces the evaluation complexity from
d+1 ) operations [35, 51] and has been applied in a variety of contexts, see e.g. [51, 38, 1, 52, 53] . These fast integration routines are used for all matrix-vector products and weak form evaluations in the steps (47)- (50) listed in Section 4.4. Cell and face integrals for the nonlinear convective term are evaluated by Gaussian quadrature on 3k 2 + 1 points per coordinate direction which ensures exact numerical integration on affine cells. This avoids aliasing effects due to inexact quadrature. All other integrals contain terms up to polynomial degree 2k and are integrated with a Gauss formula on n q = k + 1 points per dimension. Geometries with curved boundaries are interpolated by iso-parametric polynomial mappings through a manifold description of the boundary using facilities of the deal.II library [50] .
As usual in DG, the mass matrices M appearing in the algorithm are block-diagonal over the elements. Since we use nodal Lagrange polynomials on Gauss-Lobatto points, the consistent mass matrix is non-diagonal. In order to avoid applying and storing a mass matrix for each cell on non-affine meshes that comes at cost O((k + 1) 2d ), we use a tensorial sum factorization approach similar to the one used for computing integrals, as described in [54] . In this algorithm, the tensor product matrices for transforming the nodal values to quadrature points and back are inverted individually for the case n q = k + 1. The result is a familiar tensorial kernel involving the inverse of the 1D transformation from node values to quadrature points and inverse quadrature weights. An alternative interpretation of this algorithm is the transformation into orthogonal nodal polynomials on Gauss points instead of the Gauss-Lobatto basis, applying the diagonal inverse mass matrix, and transforming back to the Lagrange basis on Gauss-Lobatto points.
Solving linear systems
The linear systems from Equations (48) and (50) are solved by the preconditioned conjugate gradient (CG) method. Since we want to avoid the storage cost and performance penalty of sparse matrices, a matrix-free evaluation of the matrix operators is employed. To this end, the same fast integration kernels as for the right-hand sides and nonlinear terms are used. As demonstrated in [38] , matrix-free kernels outperform sparse matrix-vector by a factor of 2-5 for continuous elements at polynomial degree 2 already, with larger advantages for the matrix-free kernel at higher degrees due to the O((k +1) d+1 ) complexity against O((k +1) 2d ). For DG-SIP, the cost advantage of matrix-free kernels increases by another factor of two even when assuming optimal sparse matrix storage with compressed index data for the elemental block in DG. We apply problem-tailored preconditioning strategies for the respective equation systems as follows.
Viscous solver. For the viscous matrix, a relatively simple preconditioner based on the inverse mass matrix proves effective, see also e.g. [26] . This is the case if the viscous term is not too large or time steps are sufficiently small such that the eigenvalue spectrum of the operator γ 0 ∆t M − F ν is close to the one of the mass matrix. In order to reduce the iteration count of the viscous solver, we use extrapolations of order J of the velocity values as an initial guess by employing the same constants β i as used for extrapolation of the convective term, enabling high absolute accuracy despite low relative tolerances of the linear solver. For the computations shown in the application section, iteration counts are between 2 and 40 iterations, usually around 15.
Poisson solver. For the pressure Poisson matrix, a multigrid preconditioner is selected in order to obtain iteration numbers that are independent of the mesh size h. In our code, we choose the preconditioner as a single V-cycle of a geometric multigrid method with a polynomial Chebyshev smoother, cf. [55] , see also [56] for a recent evaluation. This particular smoother only needs the matrix diagonal (which is pre-computed once before time stepping) and the action of the matrix operator, thus enabling the use of our highly efficient matrix-vector products. We use a degree of 5 for the Chebyshev polynomial for pre-and post-smoothing (i.e., five matrix-vector products per smoother step) with a smoothing range of 20 on each level. As a coarse solver, we again use the Chebyshev iteration where the number of matrix-vector steps is adapted to the eigenvalue distribution of the matrix such that the usual Chebyshev error estimator reaches a tolerance of 10 −3 [57] . This coarse solver has the advantage that it can leverage parallelism for moderate coarse mesh sizes up to a few hundreds of elements and avoids global communication through inner products inner products. Furthermore, it is preferred over a coarse CG solver because it performs a fixed number of iterations and thus provides a linear operation, crucial for enabling an outer CG solver. Note that we coarsen down to one element if the mesh hierarchy described by the forest-of-tree concept [58] allows for that. All eigenvalue estimates for the Chebyshev parameters are done through an initial CG solution on each multigrid level. The level transfer between different grid levels is realized by matrix-free tensorial embedding operations from mother to child cells and vice versa. Since multigrid is only used for preconditioning, the whole V-cycle is done in single precision which is twice as fast as double precision apart from the MPI communication, due to wider vectorization and less memory transfer. The geometric multigrid hierarchy is related to the parallel mesh storage provided by the p4est library [58, 59 ] where the ownership of coarse level cells is recursively assigned from the owner of the first child on the next finer level [50] .
We also employ extrapolation of the pressure values of order J to predict the pressure solution as for the viscous solver to be able to use a low relative tolerance. Iteration counts for the pressure Poisson solver are between 2 and 15 iterations, usually around 8, depending on the mesh, time step size and initial guess.
For pure Dirichlet problems including the channel flow reported below, the pressure is subject to Neumann conditions on the whole boundary and thus, the linear system is singular. To guarantee solvability, a subspace projection to the space of vectors with zero mean is applied to the right-hand side of the Equation (48) and the matrix-vector product in the CG solver. Note that the projection is not applied on the multigrid levels because the input vectors have zero mean and no non-zero mean can be created through the hierarchy. Otherwise, expensive global communication to compute and broadcast the global vector mean would be necessary, affecting scaling beyond 10,000 processor cores.
Projection solver. Finally, we also choose an iterative solver for the div-div projection introduced in V3. In the form stated in (49), the individual elements decouple and an iterative conjugate gradient solver is chosen for each element. This again leverages fast matrix-vector products through sum factorization at a complexity of at most O((k + 1) 2d+1 ), obtained when the conjugate gradient solver converges after as many steps as there are matrix rows, rather than O((k+1) 3d ) for matrix factorization in a direct solver. We found that CG without preconditioner only converges slowly due to round-off. This is because for large penalty parameters τ D , the eigenvalues corresponding to divergence-free velocities are by more than a factor of 10 6 smaller than the penalized ones. However, using the inverse mass matrix for preconditioning resolves the issue: All solenoidal velocities (two thirds of eigenvalue spectrum) have exactly eigenvalue one which is accurately detected by the conjugate gradient method after a few iterations. In all of our experiments, the iteration count has been less than approximately half the local size of the div-div matrix also when ζ D = 10 6 . Note that in our implementation where several elements are processed at once [38] via vector instructions (AVX on Intel processors), several systems are solved through vectorized data types with individual CG parameters each.
In case a jump-penalty term is also included in V4 according to (44) , the global matrix is no longer decoupled over elements and a global CG solver preconditioned by the inverse mass matrix is used with similar iteration counts as for the local solver. 14.5e9 DoFs, k5 convective step implicit pressure step local projection step implicit viscous step ideal 111e3 DoFs per core, k5 convective step implicit pressure step local projection step implicit viscous step ideal 
Performance evaluation
Our implementation targets large-scale parallel computations on modern supercomputers. Figure 7 shows results of weak and strong scaling experiments for variant V3c on up to 147,456 processor cores on the SuperMUC Phase 1 system (9,216 nodes of dual-socket, eight-core Intel Sandy-Bridge processors at 2.7 GHz each) in Garching, Germany. Given that our code already performs very well in serial due to the particular matrix-free kernels, the observed scaling of all solver components is excellent, including the challenging pressure multigrid algorithm. For example, the pressure Poisson solver processes almost 900,000 degrees of freedom per second and core also on the largest computation with 147k MPI ranks. Further, a comparison of the weak scaling plots in Figure 7 reveals that the computation time per DoF and time step is essentially independent of the polynomial degree, making the use of high orders very attractive for example for laminar flows and direct numerical simulation of turbulent flows.
The weak scaling in Figure 7 shows that the computing time of the local projection step actually reduces as the number of cores is increased. The reason for this somewhat unexpected behavior is that the same material parameters are selected for all problem sizes. As the processor count increases, the resolution increases and thus, the need for penalization of divergence error reduces. This makes the iterative CG solver converge more quickly, reducing the iteration count by almost a factor of 10 when going from 32 to 128k processors. 
Verification
We verify the code described above and compare the two variants V3c and V4 which emanated as the most promising ones from our discussion in Section 4 in the following. We commence in 6.1 by proving optimal convergence rates in time (Subsection 6.1.1) and space (Subsection 6.1.2) for velocity and pressure using the vortex problem already investigated in Section 4. We also discuss the efficiency of our code for laminar flows regarding the optimal use of high polynomial orders in Subsection 6.1.3 in the context of this example. A further test case is presented in 6.2 consisting of an unsteady laminar flow past a cylinder that demonstrates the geometrical flexibility of the present approach.
While the examples in this section employ the 2D implementation of the code, we discuss application to large-scale simulations of 3D turbulent channel flow in Section 7.
Vortex problem
We consider a laminar vortex problem according to [29] with the analytical solution for velocity and pressure given as u(x, t) = − sin (2πx 2 ) + sin (2πx 1 ) exp −4νπ 2 t and (52) p(x, t) = − cos (2πx 1 ) cos (2πx 2 ) exp −8νπ
defined in the domain [−0.5, 0.5] × [−0.5, 0.5] with respective Dirichlet boundary conditions on the inflow and exact Neumann boundary conditions given as g p and h on the outflow boundaries. We choose a viscosity of ν = 0.025, the simulation time as T = 1 and define the CFL number according to Equation (16) with the maximum velocity U = 1.4. The relative L 2 error is computed at t = T and is defined as
for the velocity and
for the pressure.
Temporal convergence
Simulations are performed for this example to investigate convergence for temporal orders of accuracy J = J p = {1, 2, 3} in addition to the computations shown in Section 4 using J = J p = 1. The time step is chosen starting from CFL = 2 by successive bisection down to CFL = 0.0039 for all cases. We have observed that the present scheme allows computations with CFL numbers beyond the common limit of CFL = 1 for this flow and that there is no major difference in stability limits comparing the second and third order method, which is in contrast to the conditional stability for J = 3 reported in [47] . The spatial discretization uses N e = 8 2 elements and a polynomial degree of k = 7. The results presented in Figure 8 are labeled accordingly through the temporal scheme BDF1 for J = J p = 1, BDF2 for J = J p = 2, BDF3 for J = J p = 3 as well as the respective variant V3c and V4.
The results in Figure 8 show optimal convergence rates for the respective order until the spatial error becomes predominant. There is essentially no difference between the variants V3c and V4. Please note that earlier studies frequently present the current splitting scheme with mixed temporal orders, e.g. J = 2 and J p = 1, for which the temporal accuracy according to [60] is at most second order for the velocity and order 3/2 for the pressure. By choosing J = J p we get optimal convergence rates for both velocity and pressure at virtually no additional computational cost.
Spatial convergence
We proceed with an investigation of the spatial convergence using the same example. h-refinement studies are performed for the polynomial degrees k = {1, 2, 3, 4, 5, 6, 7} considering both V3c and V4 with the time step chosen according to the CFL condition as CFL = 0.0625 and J = J p = 3. This way, the spatial error is dominant.
It may be observed in Figure 9 that optimal convergence rates of order k + 1 are obtained for V3c for all cases both for the velocity and pressure. For variant V4, we get sub-optimal convergence rates for the polynomial orders k = 2 and 4, while all other cases converge optimally. Further investigation of this issue showed that partial integration of the pressure gradient similar to V3c may resolve this issue, we do not consider this further variant in this work, however. For the three to four coarsest refinement levels, the error is not distinguishable between the two variants V3c and V4.
Performance evaluation
Which polynomial degree yields the most efficient algorithm for laminar flows? In order to provide a first answer to this question, Figure 10 shows the error of the vortex problem according to Figure 9 for k ≥ 1 over the wall time of the simulations T wall . All simulations have been conducted in serial on the same computational setup, meaning that the wall time may be interpreted as the computational cost. The graph illustrates that increasing polynomial orders result in a steeper slope, i.e. the error decreases more rapidly if larger computational effort is invested. The expected slope of these curves of order O(T −(k+1)/(d+1) wall ) (with d = 2 for this example) is obtained by considering a decrease of the error with h k+1 and an increase in computation time with T wall ∼ h −(d+1) due to the number of elements to be evaluated on the one hand as well as the CFL condition on the other hand. The curves depicted in Figure 10 show very good agreement with this slope starting from the fourth refinement level which confirms the optimality of the code for high refine levels. The cause for the discrepancy regarding the coarser meshes is due to the efficiency of the particular multigrid algorithm, which results in decreased performance for a small number of refinement levels than for finer meshes.
We conclude from this investigation that high-order methods are very efficient if high precision is required while lower polynomial degrees may be advantageous if a fast time to solution at reduced accuracy is desired. Please note that this discussion only presents a rough estimation since we do not tune the CFL condition or the relative error tolerances of the linear solvers for these cases, which would result in reduced computation times for moderate precision and low polynomial degrees. Considering high accuracies it is yet the slope that is more relevant than the absolute wall time. Further, computation times of variant V4 are slightly elevated in comparison to V3c due to the global character of the projection equation system.
Laminar flow past cylinder
As second laminar benchmark we investigate unsteady vortex shedding in the wake of a cylinder presented as test case 2D-3 in [62] with accurate reference data provided in [61] . The domain is of dimensions W × H in streamwise and vertical direction, respectively, with W = 2.2 and H = 0.41. The cylinder is of diameter 0.1 and its center point is located at 0.2 units from the inflow as well as the bottom walls. At the inflow boundary, the velocity is prescribed by
with U m = 1.5 and T = 8. At the top and bottom wall as well as the cylinder surface g u2 = 0 and no-slip boundary conditions are applied. At the outlet, zero pressure boundary conditions are applied with g p = 0 and h = 0. The resulting flow exhibits unsteady vortex shedding behind the cylinder as illustrated in Figure 11 at time instant t = 5.5. We perform simulations for the spatial polynomial orders k = {4, 5, 6, 7} and present three levels of refinement for each polynomial degree. Approximation of the cylindrical geometry is enhanced by mapping the boundary nodes onto the cylinder surface yielding an accurate representation of the geometry for high-order polynomials. The resulting mesh of the coarsest level is displayed in Figure 11 . As temporal discretization we choose the third-order accurate scheme with J = J p = 3 and a CFL number of CFL = 0.25 based on U m and the minimum edge length of the respective mesh h min . The solution quality is evaluated according to [62] by the maximum value of the drag and lift coefficients c D max and c L max over time as well as the pressure difference between the windward and the lee side of the cylinder at the end of the simulation, denoted ∆p end = ∆p(t = T ). A detailed description of how these quantities are computed is given in [62, 61] . For the variant V3c the standard penalty parameter ζ * D = 1 is selected while the factors ζ * C = ζ * D = 10 are necessary for V4 to obtain a stable scheme. The results of our simulations are displayed in Table 1 along with reference data by [61] , where c D max is of absolute accuracy 5e − 7 and c L max as well as ∆p end are of accuracy 1e − 4. In addition, upper and lower bounds for all three quantities as presented in [62] are also included.
The results shown in Table 1 exhibit excellent agreement with reference data. Especially the pressure difference is already predicted with the same accuracy as the reference data for 40,800 degrees of freedom with V3c and reaches two additional digits in precision during refinement. This high level of accuracy may be due to the equal-order approach employed in the present method in contrast to the mixed-order method utilized for the reference computations in [61] . The drag coefficient also converges to reference data yielding an accuracy of at least five digits and excellent agreement between V3c and V4. The lift coefficient converges to 0.4779 using V3c and V4 which is in excellent agreement with reference data given as 0.47795 where the error was specified to be no larger than 1e − 4.
Application to DNS and LES of turbulent channel flow
We demonstrate applicability of the present code to direct numerical simulation (DNS) as well as large-eddy simulation (LES) of turbulent flow. DNS is the most accurate approach to computing turbulent flows, since all turbulent scales are resolved by the numerical method, and is therefore a valuable tool in research and industry, e.g. for computing reference data or investigating selected low-Reynolds-number configurations, see, e.g., [63] for an overview. As discussed in the first Subsection 7.1 for the example of turbulent channel flow, the current approach is very attractive for computing DNS due to its high-order accuracy, speed and high scalability on massively parallel computers. DNS are yet out of reach in the foreseeable future regarding most industrial applications in the moderate to large Reynolds number regime, which is why we show that the present approach is also very well suitable for implicit large-eddy simulation in Subsection 7.2. 
Direct numerical simulation
There is a vast number of publications in the field of DNS of turbulent channel flow providing accurate reference data for turbulence modeling research as well as validation of numerical schemes, see for example Moser et al. [64] for friction Reynolds numbers Re τ = 180, 395 and 590 and an overview over publications on DNS of the case Re τ = 180 by Vreman [65] . Herein, Re τ is defined as usual as Re τ = u τ δ/ν with given channel-half height δ and friction velocity u τ = τ w /ρ, where τ w is the wall shear stress and ρ the density. In the present work, we perform DNS of turbulent channel flow at Re τ = 180 and 590. Computational domain sizes for these flows are specified in [64] as 4πδ × 2δ × 4 3 πδ in streamwise, wall-normal and spanwise direction, respectively, for the case Re τ = 180 and 2πδ × 2δ × πδ for the case Re τ = 590 accordingly. Periodic boundary conditions are considered in the streamwise and spanwise directions and no-slip boundary conditions are imposed at the walls with g u = 0. The mesh is graded towards the no-slip boundaries to improve resolution of near-wall turbulent structures according to the hyperbolic mesh mapping given as
using the mesh-stretching parameter γ according to Table 2 . The spatial discretizations employed are similar in resolution to [64] and listed in The resulting turbulent flow is depicted in Figure 12 for the case Re τ = 590 via velocity contours as well as the Q-criterion for eddy visualization of one snapshot. The cases are labeled according to Table 2 and the results are plotted over the wall coordinate y + = yu τ /ν and x 2 /δ, respectively, in Figure 13 . Herein, the normalized mean velocity is defined as u + = u 1 /u τ and fluctuations in form of the root mean square velocities as u + = RMS(u 1 )/u τ , v + = RMS(u 2 )/u τ and w + = RMS(u 3 )/u τ as well as the Reynolds shear stresses as (u v ) + = (u 1 u 2 )/u 2 τ . The curves exhibit excellent agreement with reference data from [64] labeled DNS MK M99.
Implicit large-eddy simulation
Spatial resolution requirements of DNS scale with the Reynolds number as Re 9/4 according to [66] , which makes it too expensive for many industrial applications of high Reynolds number. This requirement is relaxed by solely resolving the larger eddies explicitly by the scheme and modeling the dissipative effect of the smaller ones, which yields spatial resolution requirements of Re 9/5 for boundary layer flows [67] . In this work, we adopt the assumption that the numerical dissipation required to stabilize the scheme is in fact an adequate representation of the physical subgrid scales, which renders a supplementary turbulence model unnecessary. This idea leads to the widely used concept of implicit large-eddy simulation (ILES); see, e.g., [68] for an extensive discussion, [3, 4, 2] for examples within compressible DG and [69] for a rigorous derivation in the variational context.
As a benchmark example, we employ the turbulent channel flow setup similar to the previous subsection with a domain size of 2πδ × 2δ × πδ for all computations. All cases considered are listed in Table 2 and include three refinement levels for the case Re τ = 180 and two refinement levels for Re τ = 590. All cases are computed with the variant V3c and two representative cases are shown employing variant V4, which are labeled accordingly. For the case ch590 N16 3 k4 V4 les, ζ * C = ζ * D = 10 is chosen in order to obtain a stable numerical method, while the standard values of ζ * C = ζ * D = 1 were used for all other computations. The results of all LES cases according to Table 2 are depicted in Figure 14 along with DNS data from [64] . Regarding variant V3c, excellent agreement with reference solutions is observed and coarsening of the discretizations has very little effect on the solution quality. The mean velocity is slightly under-predicted for both cases of V4, however.
A comparison of computation times yields an elevated computational cost of the case ch180 N16 3 k3 V4 les by a multiplicative factor of 2.09 in comparison to ch180 N16 3 k3 V3c les using the same computational setup. Analogously, the case ch1590 N16 3 k4 V4 les completes in 4.25 times the computational cost of ch590 N16 3 k4 V3c les. These differences are largely due to the global equation system introduced in the projection step in V4, which becomes more costly with increasing penalty parameter. It is therefore concluded from these investigations that V3c is the most efficient variant discussed in the present paper for simulation of turbulent flows, both for DNS and LES, as it combines high accuracy with best computation times.
Conclusion
In this paper, we have developed a stable, accurate and efficient numerical scheme for simulation of the incompressible Navier-Stokes equations by reviewing, comparing and extending stabilization techniques proposed in literature. The best stabilization for small time steps is based on a div-div penalty approach that enhances the point-wise divergence-free condition within elements. Under-resolved flows have been stabilized by either including a supplementary jump-penalty term within the projection or by partial integration of the right-hand side of the Poisson equation. The resulting algorithm, especially with the latter variant, exhibits convergence orders equal to polynomial degree plus one in space and three in time both in velocity and pressure and is embedded in a matrix-free implementation.
The high efficiency of this implementation for high polynomial degrees has been demonstrated by two laminar flow examples present in a vortex problem and flow past a cylinder. This characteristic makes the present methodology also very attractive for computation of direct numerical simulation of turbulent flows, as demonstrated in this work with accurate prediction of two turbulent channel flow examples. Finally, we have also shown that this scheme is well suited for implicit large-eddy simulation of turbulent flow.
