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ABSTRACT
PROBING THE DARK UNIVERSE FROM GALACTIC TO COSMOLOGICAL
SCALES
Farnik Nikakhtar
Ravi K. Sheth
Robyn E. Sanderson
Astronomical observations strongly suggest that the universe is mostly dark. Its two dominant components, dark energy and dark matter, remain among the most mysterious concepts
in cosmology today. The effects of these two substances are imprinted in the remaining few
percent of the universe that consists of normal (baryonic) matter. Dark energy is responsible
for the accelerating expansion of the universe and the existence of dark matter is deduced
from the orbital properties of stars in galaxies. This thesis probes the observable effects
of both these phenomena. The first part is about Baryon Acoustic Oscillations (BAO) by
which we can measure the expansion rate of the universe and constrain dark energy. The
second part focuses on ways to probe the nature of dark matter by studying the dynamics of
galaxies and the orbital properties of their stars. The third and final part of this thesis discusses Optimal Transport (OT) theory, which unites the BAO and the Galactic Dynamics
parts. The results of this thesis would develop novel ways to place stronger constraints on
cosmology and dark energy; while also revealing the distribution of dark matter in galaxies,
thus constraining dark matter’s properties.
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CHAPTER 1 : Introduction
Astronomical observations strongly suggest that the universe is mostly dark. Its two dominant components, dark energy (∼70%) and dark matter(∼30%), remain among the most
mysterious concepts in cosmology today (Planck Collaboration et al., 2020). The effects of
these two substances are imprinted in the remaining few percent of the universe that consists
of normal (baryonic) matter. Dark energy is responsible for the accelerating expansion of
the universe and the existence of dark matter is deduced from the orbital properties of stars
in galaxies. I have divided my research with a similar proportion into ideas that address the
observable effects of both these phenomena. I have spent ∼70% of my time studying Baryon
Acoustic Oscillations (BAO) by which we can measure the expansion rate of the universe
and constrain dark energy. The other ∼30% of my research focuses on ways to probe the
nature of dark matter by studying the dynamics of galaxies and the orbital properties of
their stars. I have also established several interdisciplinary connections between these fields
that have enhanced progress in each of them. The results of this thesis would develop new
ways to place stronger constraints on cosmology and dark energy; while also revealing the
distribution of dark matter in galaxies, and hence constrain dark matter’s properties.
During my Ph.D., I learned about Optimal Transport Theory and the fundamental connections this theory has with the physical questions from galactic to cosmological scales.
Many decisions in science and life are based on the shortest path principle, which states
that there should be a minimum amount of effort required to transport an object from one
point to another. This intuition is generalized in optimal transport theory when, rather
than moving only one item at a time, the problem is to move several items simultaneously
(or a continuous distribution) from one configuration to another. As a part of my thesis
research, I have utilized this general concept to answer a number of questions relevant to
both the BAO and Galactic Dynamics fields and this is the thread that unites this thesis.

1

1.1. Baryon Acoustic Oscillations
In the infancy of the universe, the radiation pressure from the cosmic microwave background (CMB) keeps the ionized gas from clustering; this pressure leads to acoustic waves
that propagate through the ionized plasma, and then are quickly damped at the time of
recombination. These sound waves are seen in the CMB maps as the acoustic oscillations
and the baryon distribution retains some memory of this process in the clustering of galaxies that we can measure today – in the middle age of the universe (Peebles and Yu, 1970;
Eisenstein et al., 2007). These so-called Baryon Acoustic Oscillations (BAO) appear as a
paired peak and dip in the two-point correlation function of galaxies at a length scale of
∼150 comoving Mpc (cMpc).
Current cosmological surveys provide the angular positions and redshifts of galaxies across
large volumes, and with upcoming surveys such as the Vera C. Rubin Observatory – Large
Synoptic Sky Telescope (LSST) (LSST Science Collaboration et al., 2009), Euclid (Euclid
Collaboration et al., 2011) and the Dark Energy Spectroscopic Instrument (DESI) (Eisenstein et al., 2011) data volume will only continue to increase. The BAO feature has been
used to constrain the background cosmological model via the distance-redshift relation
(Sánchez et al., 2017), and there is hope that it can also be used to constrain the growth
of clustering (Alam et al., 2017). However, on BAO scales, the evolved two-point correlation function, even of unbiased tracers, differs in shape from the unbiased linear correlation
function (Crocce and Scoccimarro, 2008; Senatore and Zaldarriaga, 2015; Vlah et al., 2015;
Porto et al., 2014). The difference is particularly dramatic near the peak and dip of the
BAO feature, and has motivated a number of algorithms for ‘reconstructing’ the BAO feature (Padmanabhan and White, 2009; Schmittfull et al., 2017; Hada and Eisenstein, 2018;
Sarpa et al., 2019; Lévy et al., 2020).
Figure 1 illustrates how the standard reconstruction algorithm can improve the BAO scale
measurements in the idealized scenario of an initial perturbation that has an exact “acoustic
ring” shape. Some of these reconstruction algorithms involve modifying the positions of the
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Figure 1: An illustration of standard reconstruction algorithm. From left to right: a) In
the early universe, the density is almost uniform. A ring of points at 150 Mpc is marked in
heavy black and a set of points at the origin in blue. Distances between the black points
and the centroid of the blue point are measured; the rms is shown by the Gaussian in the
inset; b) Zel’dovich approximation is used here to evolve particles to present day. The red
circle shows the 150 Mpc radius of the ring, centered on the current centroid of the blue
points. The displacement of the particles smears and shifts the BAO feature. The new rms
of the ring radius (solid line) is larger than the original (dashed line); c) The Zel’dovich
displacement field is overplotted, and smoothened by a 10 Mpc/h Gaussian filter. The
general idea of reconstruction is to estimate these displacements and move the particles
backward to their initial positions; d) By reversing the displacement field in the previous
panel, the evolved particles are moved backward. The small-scale structure still remains
due to the smoothing of the displacement field. However, the black ring has been moved
significantly closer to the red circle and the rms of the radial distance has gotten back to
the initial value (Padmanabhan et al., 2012a).
tracer particles – e.g. dark matter halos in simulations or galaxies in observations – so as to
return them to their initial (Lagrangian) positions, or values predicted by the linear theory
used to constrain cosmological parameters. In this Ph.D. thesis, we have developed two new
algorithms that are more computationally efficient and less tied to a cosmological model
than any other (Nikakhtar et al., 2021c, 2022a).
1.1.1. Laguerre Reconstruction
Most BAO analyses have focused only on the sharp location of the BAO peak after density
field reconstruction because the standard reconstruction algorithms significantly modify
the broadband shape of the correlation function (Hu and White, 1996; Seo and Eisenstein,
2003; Eisenstein et al., 2005). Going beyond the scale of the BAO peak, the full shape
of the correlation function contains information about several physical effects. On large
cosmological scales, the evolved two-point correlation function of biased tracers is related
to the initial one by a convolution, to very good approximation (Bharadwaj, 1996; Crocce
and Scoccimarro, 2008; Porto et al., 2014). For a universe with initial perturbations well
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described by a Gaussian random field, the convolution kernel is an isotropic Gaussian. We
showed that if the initial correlation function is parametrized using simple polynomials
then the evolved correlation function is a sum of generalized Laguerre functions of halfinteger order. This property motivates a simple algorithm which reconstructs the original
shape of the correlation function from the measured one. We validated this algorithm
using the Quijote (Villaescusa-Navarro et al., 2020) and AbacusCosmos (Garrison et al.,
2018) cosmological N-body simulations, and showed that it provides a simple and fast
reconstruction of the full shape of the BAO feature (Nikakhtar et al., 2021c). We can
leverage the accuracy of the Laguerre reconstruction in retrieving the initial full shape of
the correlation function to place stronger constraints on cosmology.
Applying this algorithm to real observational data introduces a few extra challenges. Observations are made in redshift space, and the associated distortions with respect to real space
(Kaiser, 1987; Hamilton, 1992) can be thought of as arising from additional convolutions
(Fisher, 1995; Desjacques and Sheth, 2010). In addition, there is not a one-to-one relationship between galaxies and dark matter halos: rather, galaxies are complex tracers of the
dark matter distribution. At sub-percent precision, this galaxy bias has the potential also
to bias cosmological constraints, especially if this bias couples to galaxy velocities and hence
to redshift space distortions (Baldauf and Desjacques, 2017). The physics that determines
galaxy bias is not known a priori, so this has driven the development of mock catalogs which
allow one to rapidly explore a range of galaxy bias prescriptions and their impact on the
BAO signal (Duan and Eisenstein, 2019). We showed that the Laguerre reconstruction also
works well in a wide variety of realistic, assembly biased, velocity biased, and redshift-space
distorted mock galaxy catalogs (Nikakhtar et al., 2021b).
As mentioned above, in analyzing observational data, the main goal has been to measure
the scale of the BAO peak and this is done via fitting the monopole and quadruple of the
two-point correlation function. We plan to further develop our algorithm for reconstructing
the redshift-space quadruple and also to apply it on AbacusSummit (Maksimova et al. in
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prep) simulations. AbacusSummit is a suite of large, high-accuracy cosmological N-body
simulations that are designed to meet the cosmological simulation requirements of the nextgeneration surveys. Coordinating a test of reconstruction algorithms is an important and
timely step for the community: Dark Energy Spectroscopic Instrument (DESI), the largest
galaxy redshift survey to date, has started its science survey operations and its first data
release will occur during summer 2023 1 .
1.1.2. Optimal Transport Reconstruction
Recently, Lévy et al. (2020) introduced a fast semi-discrete optimal transport algorithm
for reconstructing the initial density field, built on solving the Monge-Ampère-Kantorovich
equation. This algorithm computes the optimal transport between an initial uniform continuous density field and a final input set of discrete point masses, linking the early to the
late universe. We have been working on applying this methodology to the observations of
biased tracers such as those typically targeted by BAO surveys. For these biased tracers,
we developed a mass-weighted semi-discrete optimal transport algorithm that is not tied
to any cosmological models (Nikakhtar et al., 2022a). We tested this algorithm’s accuracy
by retrieving the BAO scale in AbacusCosmos cosmological simulations. Our results are
encouraging enough to motivate applying the optimal transport reconstruction methodology to DESI observational data to fit for cosmological parameters. We need to have a
bias-independent model for the field particles that do not belong to any biased tracer.

1.2. Galactic Dynamics
A new era of multidimensional surveys of the Milky Way has begun with the Gaia mission (Gaia Collaboration et al., 2016). This new view of our galaxy demands new tools
for comparing observations to simulations of Milky Way-like galaxies, the theoretical laboratories used to understand the physics of both dark matter and galaxy formation. Our
current understanding of galaxy formation states that every galaxy forms within a dark
matter halo and the formation history of galaxies is jointly connected to their dark matter.
Accordingly, the halos of galaxies are prime rich territory for understanding their assembly
1

https://www.desi.lbl.gov
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histories, where the process of hierarchical accretion has left its mark in the form of tidal
streams (Belokurov et al., 2006; McConnachie et al., 2009). The orbital properties of the
tidal streams can constrain the potential and mass distribution of the dark matter halo
(Sanderson et al., 2015; Reino et al., 2021a,b) so that they can provide a clue to the nature
of the dark matter particle (Ahn and Shapiro, 2005; Kamada et al., 2013). In this Ph.D.
thesis, we developed two new independent methods that use stellar streams and phase-space
information of stars to reveal the distribution of dark matter in galaxies.
One of the most realistic galaxy simulations to date is the Latte simulation suite, which uses
FIRE-2 (Hopkins et al., 2018) to produce galaxies in Milky Way-mass halos in a cosmological
framework (Wetzel et al., 2016). Sanderson et al. (2020) translated three of these simulations
into realistic mock catalogs (using three solar locations, resulting in nine catalogs), known as
Ananke 2 . Ananke computes Gaia observables for synthetic stars spawned from the phasespace of the simulation’s star particles, including radial velocity, proper motion, parallax,
and photometry in the Gaia bands as well as chemistry (10 chemical elements are tracked
in the simulation), and other stellar properties. Because the input physics and the global
structure of the model galaxy are known, these mock catalogs provide a rare experimental
laboratory to make connections between the resolved stellar populations and global galaxy
studies.
In this thesis, we generated a new suite of realistic synthetic stellar surveys (Nikakhtar et al.,
2021a) designed to resemble the crossmatch between the Gaia Data Release 2 (Gaia Collaboration et al., 2016, 2018) and the 16th data release (DR16) of the SDSS-APOGEE (Jönsson
et al., 2020; Ahumada et al., 2020). As described in Nikakhtar et al. (2021a), these mock
catalogs now contain: (i) 2MASS (JHKs ) photometry, error models, and reddening, (ii)
abundance uncertainties following APOGEE DR16 performance (following Poovelil et al.,
2020; Jönsson et al., 2020), and (iii) a column that applies a basic survey map (Zasowski
et al., 2013, 2017).

2

https://fire.northwestern.edu/ananke
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Mock catalogs of sophisticated galaxy simulations provide unique opportunities for observational projects, in particular, the ability to test for or constrain the impact of selection
functions, field plans, and algorithms on scientific inferences. Our full mock catalogs have
been made public as a Value-Added Catalog with the 17th data release (DR17) of the Sloan
Digital Sky Surveys (SDSS) (Ahumada et al., 2020), allowing users to impose their own
selection functions to construct synthetic APOGEE surveys that can be compared directly
to the real one. Synthetic surveys can also be used to test the performance of methods
and algorithms to recover the true underlying galactic physics. For instance, in Nikakhtar
et al. (2021a), we constructed Gaussian mixture model (GMM) in parallel for observed and
simulated stars, using measured velocities and chemical compositions. In contrast to the
standard picture of three components with different formation processes (thin disk, thick
disk, and halo), our best-fit GMM uses five independent components: two are analogous
to the thin disk and the halo, but instead of a single counterpart to the thick disk, there
are three intermediate components with distinct formation histories. We are preparing the
computational groundwork for these synthetic surveys to model the uncertainties and selection function of the next Gaia data releases that will occur in next few years (starting in
June 2022).
1.2.1. Constraining the Gravitational Potential with Action-Angle Clustering
Stellar streams are tidally disrupted dwarf galaxies or globular clusters that originally were
bound together by their self-gravity. As a result of various relaxation mechanisms, their
common origin in configuration space is erased. However, the information of their common
origin can still be found in the phase-space of their positions and velocities. Liouville’s
theorem requires that the phase-space volume of the system be conserved, so the stream
stars are compressed in velocity space as they spread out across the galaxy over time, a
process known as ‘gravitational cooling‘ (Mohayaee and Shandarin, 2006). This evolution
can also be viewed from the perspective of action-angle variables. Three action variables
and three conjugate angle variables are related to positions and velocities by a canonical
transformation (i.e. one that preserves Liouville’s theorem) that depends on the gravita-
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tional potential in which the stream stars are evolving. In these coordinates, the evolution
of the stellar streams is simpler: the actions are adiabatic invariants, and the angles are periodic variables that increase linearly with time. Therefore, stars that initially have similar
actions in their progenitor will remain clustered in action space after tidal disruption. If
we knew the correct potential to use for the canonical transformation, we would expect the
stream stars to appear in action space as a set of clusters, each corresponding to a different
progenitor.
We can play the reverse game to constrain the Milky Way’s potential if a set of stars is
comprised of accreted satellites. The most clustered distribution is obtained in an action
space calculated with a potential that is closest to the correct one, so by searching in the
parameter space of the potential and maximizing the small-scale clustering of action space,
we can constrain the underlying gravitational potential (Sanderson et al., 2015). A natural question that arises is why only action variables are used in this method since the
orbital phases represented by the angles also contain significant information. In particular, while the actions successfully constrain the radial profile of the mass distribution, the
angles are more sensitive to its shape and orientation. To be specific, we have a canonical
transformation to map the 6D phase-space into the 6D action-angle variables, but only the
information of 3D actions have been used so far to constrain the Galactic potential whiting
this framework.
We borrowed the idea of using the two-point correlation function as a measure of clustering
from the BAO research (Yang et al., 2020), and developed a potential-fitting method that
uses both actions and angles to constrain the Milky Way’s potential. In this framework
of action-angle variables, once a star has been stripped from the progenitor, the action
difference is frozen and the angle difference increases with time. The Hessian matrix of
the Hamiltonian with respect to the actions determines along which directions the cluster
spreads. For a stellar stream to form from an isotropic satellite or cluster in action space,
one eigenvalue of the Hessian matrix must be much larger than the other two. In this case
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the stream will stretch along the eigenvector of the largest eigenvalue, so each stream in
the 3D angle space appears as a series of multiple parallel lines, since angles are periodic
variables.
1.2.2. Recovering the Gravitational Potential via Optimal Transport
The ultimate goal is the same: obtaining the correct gravitational potential of the Milky
Way, and the idea is again borrowed from the BAO analysis. We have been working on
a novel approach based on optimal transport theory to determine the galactic potential
from the phase-space coordinates of stars in a Milky Way-type galaxy. We push forward
the phase-space coordinates of stars with a set of different trial potentials and compute
the Wasserstein distance between the input and the pushed-forward phase-space using a
discrete-discrete optimal transport algorithm. The Vlasov equation is satisfied by the minimum of all these metrics. We show that our algorithm performs successfully on a Plummer
sphere model, is robust to noise and performs well with incomplete and sparse data set.
Furthermore, this approach can be used to quantify the non-equilibrium characteristics of
galactic systems. We plan to apply this methodology on more realistic simulations and
observational data from Gaia.

1.3. The road map of this thesis
This thesis breaks down into three parts: Baryon Acoustic Oscillations (Chapters 2–5),
Galactic Dynamics (Chapters 6–8), and Optimal Transport Theory (Chapter 9). In Chapter
2, we introduce the Laguerre reconstruction framework and show its results for biased tracers
in real space. We then proceed to show that this methodology also works well in a wide
variety of realistic, assembly biased, velocity biased and redshift-space distorted mock galaxy
catalogs in Chapter 3. This reconstruction requires as input the width of the smearing
kernel. In Chapter 4, we show that the method can be extended to estimate the width of
the smearing kernel from the same dataset. This estimate, and associated uncertainties,
can then be used to marginalize over the distribution of reconstructed shapes, and hence
provide error estimates on the value of the distance scale which are not tied to a particular
cosmological model. In the final chapter of part I (Chapter 5), a new model-independent,
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weighted semi-discrete optimal transport algorithm is presented. We show the results of this
algorithm for reconstruction of the Lagrangian positions of proto-halos from their evolved
Eulerian positions.
The second part of this thesis is about Galactic Dynamics. In Chapter 6, we introduce a
new suite of realistic synthetic stellar surveys designed to resemble the crossmatch between
the Gaia Data Release 2 and the 16th data release (DR16) of the SDSS-APOGEE. We
show results of an unsupervised clustering algorithm on both mock catalogs and observations that finds five independent components in the galaxy instead of three. In Chapter 7,
we discuss constraining the gravitational potential of the Milky Way by measuring the clustering of stellar streams in Action-Angle space. In Chapter 8, we present a novel approach
based on optimal transport theory to determine the galactic potential from the phase-space
coordinates of stars in a Milky Way-like galaxy.
The final part of the thesis (Chapter 9) is about Optimal Transport Theory which is an
umbrella for both BAO and Galactic Dynamics parts and unites this thesis research.
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Part I

Baryon Acoustic Oscillations
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CHAPTER 2 : Laguerre reconstruction of the correlation function on Baryon
Acoustic Oscillation scales
The baryon acoustic oscillation feature can be used as a standard cosmological ruler. In
practice, for sub-percent level accuracy on the distance scale, it must be standardized. The
physical reason why is understood, so we use this to develop an algorithm which improves
the estimated scale. The algorithm exploits the fact that, over the range of scales where the
initial correlation function is well-fit by a polynomial, the leading order effects which distort
the length of the ruler can be accounted for analytically. Tests of the method in numerical
simulations show that it provides simple and fast reconstruction of the full shape of the BAO
feature, as well as subpercent determination of the linear point in the correlation function
of biased tracers with minimal assumptions about the underlying cosmological model or the
nature of the observed tracers. Our results also suggest that, for least squares estimators
of the correlation function, half-integer generalized Laguerre functions are a particularly
useful choice.

2.1. Introduction
Baryon acoustic oscillations from the early universe imprint a characteristic feature in the
spatial distribution of matter even at much later times (Peebles and Yu, 1970; Eisenstein
et al., 2007). This feature – a peak and dip in the two-point correlation function on scales
of order 150 Mpc (comoving) – has been used to constrain the background cosmological
model via the distance-redshift relation (Sánchez et al., 2017), and there is hope that it can
also be used to constrain the growth of clustering (Alam et al., 2017).
However, on BAO scales, the evolved two-point correlation function, even of unbiased tracers, differs in shape from the unbiased linear correlation function (Crocce and Scoccimarro,
2008; Desjacques et al., 2010). The difference is particularly dramatic near the peak and
dip of the BAO feature, and has motivated a number of algorithms for ‘reconstructing’ the
shape of the BAO feature (Padmanabhan and White, 2009; Schmittfull et al., 2017; Hada
and Eisenstein, 2018). Most of these involve modifying the positions of the tracer particles
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– e.g. dark matter halos in simulations or galaxies in observations – so as to return them to
their ‘linear theory’ values. These ‘density field reconstruction’ approaches are effective, but
are computationally expensive and closely tied to an assumed fiducial cosmological model.
More recent algorithms, e.g., the extended fast action minimization method (Sarpa et al.,
2019), and the fast semi-discrete optimal transport algorithm (Lévy et al., 2020), are more
computationally efficient. In what follows, we outline a rather different approach which
is much cheaper and less tied to a cosmological model. We use the Linear Point (LP) –
the scale that lies midway between the peak and dip, which previous work has shown can
be used as a standard cosmological ruler (Anselmi et al., 2016, 2018a,b; Parimbelli et al.,
2021; O’Dwyer et al., 2020) – to quantify the accuracy and precision of our reconstruction
algorithm.
Section 2.2 describes our method. Section 2.3 shows our results. Section 2.4 discusses how
they can be used to set constraints on the distance scale. Section 2.5 summarizes. Additional
technical details are provided in three Appendices. Some of these details illustrate the power
of using a polynomial basis for describing the shape of ξ, a point recently made by Krolewski
and Slepian (2021b,a) regarding the small-scale regime which is not the focus of our study.

2.2. Methodology
We describe our methodology in three steps. The first two treat the simplest case, which
may be all that is necessary for dark matter: following Crocce and Scoccimarro (2008),
these are sometimes called the ‘convolution’ and ‘mode-coupling’ terms. We use these to
set up notation and outline the underlying philosophy of the approach. The third adds
complications that may be necessary for treating biased tracers. What results is a three
step algorithm which begins with fitting any observed correlation function to Eq.(2.14).
In section 2.3, we use numerical simulations to validate our methodology. Hence, all the
figures in this section are for the same background cosmological model as the simulations.
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2.2.1. Evolved ξNL as convolution of ξL
Our starting point is motivated by Bharadwaj (1996) and Crocce and Scoccimarro (2008),
and states that the evolved pair correlation function is related to that predicted by linear
theory (i.e. the initial one multiplied by a growth factor) by a convolution:

ξNL (s) ≈

Z

dr ξL (r) G(s − r|Σ).

(2.1)

The approximate sign here is because we are ignoring what are sometimes called ‘mode
coupling’ terms that are known to be small (Crocce and Scoccimarro, 2008; Desjacques
et al., 2010). We discuss how to include them later. We have used G to indicate that the
smearing kernel is Gaussian; Σ is its rms (in Mpc). While its exact value is not important
R
for the argument which follows, it is useful to know that Σ2 ≈ dkPL (k)/3π 2 , where PL (k)
is the linear theory power spectrum (Crocce and Scoccimarro, 2008). For cosmological
models of current interest, Σ is proportional to the linear theory growth factor D(z) and is
substantially smaller than the BAO scale.
The top panel of Fig. 2 shows the effect of smoothing on the shape of the correlation
function. The most obvious effect is that smoothing smears out the peak and dip. Crosses
show the peak and dip positions for each smeared correlation function: they change with
smearing scale, but it is apparent that their average may be more stable. Indeed, as first
noticed by Anselmi et al. (2016), the linear point scale

rLP ≡

rpeak + rdip
2

(2.2)

is almost unaffected by the smearing. We will also discuss the inflection point rinfl which is
the scale between the peak and dip where d2 ξ/dr2 = 0. The two scales are very close: The
vertical black solid and dashed lines show rLP = 93h−1 Mpc and rinfl = 93.4h−1 Mpc for the
initial unsmoothed ξL . The stability of rinfl to evolution is easier to understand, but rLP
turns out to be slightly more stable (Anselmi et al., 2016).
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Figure 2: Effect of smearing on the shape of the correlation function. In top panel, vertical
black solid and dashed lines show rLP and rinfl in the unsmoothed ξL . Curves show how the
shape of ξ changes as the smoothing increases (Eq. 2.1), and crosses show the peak and dip
positions for each smeared correlation function. Bottom panel shows rLP and rinfl in the
smeared correlation function: rLP is slightly more robust to smearing.
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The smearing is expected to increase with time (e.g. Crocce and Scoccimarro, 2008). The
bottom panel shows the linear and inflection points as a function of smearing scale. For
dark matter at z = 0.5 we expect Σ = 4.6h−1 Mpc, for which Fig. 2 indicates the measured
linear point will be changed to 92.25h−1 Mpc from the unsmoothed 93h−1 Mpc scale. While
this 0.75h−1 Mpc change/shift is much smaller than the amount by which the peak and dip
positions themselves change, it is comparable to the precision with which the next generation
of sky surveys will measure this scale. This is why Anselmi et al. (2016) recommended that
a 0.5 percent correction be applied to any measured value (i.e. multiply the measured value
by 1.005). Since the shift may depend on tracer particle type – and we show below that it
does – we will not do this. Rather, our goal is to recover the linear theory (i.e. unsmoothed)
values of rLP and rinfl from measurements of the evolved correlation function, assuming Eq.
(2.1) is accurate. Fig. 4 of Parimbelli et al. (2021) shows that Eq. (2.1) indeed provides a
good description of the evolution of the peak and dip scales in simulations.
2.2.2. Analytic (de)convolution
Since ξL is isotropic, Eq. (2.1) becomes
Z
ξNL (s) =
0

∞

2

2

2)

dr r2 e−(r +s )/(2Σ
√
Σ3
2π

2

sinh(rs/Σ2 )
ξL (r).
rs/Σ2

(2.3)

The terms other than ξL in the integral define a noncentral-Chi distribution in r/Σ with 3
degrees of freedom, with noncentrality parameter s/Σ, so it is useful to write Eq.(2.3) as
Z

∞

ξNL (s) =
0

r s
dr
χ3
ξL (r).
Σ
Σ Σ

(2.4)

Next, suppose that ξL can be well approximated by

ξL (r) =

n
X

ak (r/σ)k ,

(2.5)

k=0

where σ is set equal to a fiducial value, as this makes all the ak dimensionless. When
inserted in Eq.(2.4) this polynomial representation yields ξNL as a sum over moments of the
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χ3 distribution. If we define x ≡ s/Σ then
ξNL (s) =

n
X

ck µk (x),

where

k=0

 k
Σ
ck ≡ ak
σ

(2.6)

and

µ2n = 2n!! L(1/2)
(−x2 /2)
n
r
π (1/2)
µ2n−1 = (2n − 1)!!
L
(−x2 /2).
2 n−1/2

(2.7)

(α)

The Lβ (z) are generalized Laguerre functions, which we discuss more in Appendix A. For
integer β they are simple polynomials, but otherwise they are complicated functions. I.e.,
if ξL is a polynomial of order n, then ξNL will not be a simple polynomial. That said,
Appendix A.1 shows that ξNL reduces to a simple polynomial in the limit in which the
scales of interest are much larger than σ. This explains why Anselmi et al. (2018a) found
that a simple polynomial can provide a good fit to ξNL .
The results above suggest that we should:
1. Fit Eq.(2.6) — rather than a simple polynomial — to the measured ξNL ;
2. Then use the fitted ck to estimate ak = ck (σ/Σ)k ;
3. Finally, insert these ak into Eq.(2.5) to obtain the ‘deconvolved’ or ‘reconstructed’
shape, which we will sometimes refer to as ξLag (for ‘Laguerre reconstructed ξ’).
We discuss a few technical details associated with Step 1 in Appendices. Centering the
functions to be fit around a fiducial scale, so as to avoid numerical inaccuracy, is the subject
of Appendix A.3. How we determine the order of the polynomial and the range of scales
over which to fit is the subject of Appendix B.
Step 2 makes obvious that the reconstruction depends on what one chooses for Σ (recall σ
is just a fiducial value). So, one way to proceed is to fit ξNL to Eq.(2.6) assuming Σ equals
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the fiducial value. At a later stage, one can weight each ‘reconstruction’ by a prior on the
fiducial value. We discuss an alternative approach to determining Σ in Section 2.4.2.
Finally, although we have concentrated on reconstructing the shape of ξL from the measured
ξNL , for LP purposes, one is most interested in the scale which is midway between the
00
peak and dip in ξLag , or the inflection point between them (i.e., where ξLag
= 0). Since
0
0
00 , the zeros of ξ 0
ξNL
= ξLag
+ (ξNL − ξLag )0 and similarly for ξNL
Lag are where
n

∂ξNL (s) X
=
ak
∂ ln s



k=0

∂µk (x)
− kxk
∂ ln x


(2.8)

0
rather than where ξNL
= 0. The zeros of the above equation give the s which are the peak

and dip scales, from which rLP can be obtained (Eq. 2.2).
2.2.3. Illustration and formal uncertainties
Figure 3 illustrates the method. In the top panel, the solid red curve shows ξL , and the
black solid curve shows ξNL of Eq.(2.1) with Σ = 4.6h−1 Mpc. A black dashed curve, which
is barely distinguishable in the top panel, shows the result of fitting a 9th-order Laguerre
function to ξNL over the range 60 − 120h−1 Mpc. The fitting takes as input the values of
ξNL in equally-spaced, adjacent but non-overlapping bins of width 3h−1 Mpc, and the error
covariance matrix associated with a source density of 6.9 × 10−3 (Mpc−1 h)3 in a survey
volume of ∼ 50(h−1 Gpc)3 . We estimate the covariance matrix using Eq.(2.8) of Parimbelli
et al. (2021), which is taken from Smith et al. (2008).
In addition to returning the values of the ten fitted parameters ck , the fitting routine outputs
an estimate of the covariance between the fitted ck . It is standard practice to use this to
derive uncertainty bounds on the best-fit shape, which we show as a grey band. The black
dashed curve and grey band in the bottom panel show that the fit is quite good.
The dashed red curve in the top panel shows the result of setting the fiducial smearing value
σ equal to the actual smearing value Σ, hence setting ak = ck (c.f. Eq.2.6) in Eq.(2.5). The
covariance between the fitted ck results in the one sigma pink band around the red dashed
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Figure 3: Illustration of how Laguerre deconvolution ‘reconstructs’ the shape of the linear
theory correlation function ξL . Top panel: Red solid curve shows ξL and black solid curve
shows the result of convolving it with a Gaussian kernel of width 4.6h−1 Mpc (i.e. ξNL of
Eq.2.1). Black dashed curve shows the 9th-order Laguerre function which best-fits ξNL , and
grey region surrounding it shows the associated uncertainty band (see text). Dashed red
curve and pink region shows the deconvolved correlation function ξLag and its associated
error band when Σ = σ = 4.6h−1 Mpc. The linear theory shape is quite well reconstructed.
Bottom panel: Fractional differences between the Laguerre fit and ξNL (black) and the
reconstructed ξLag and true ξLin (red). Small differences between the Laguerre-fit and ξNL ,
and the associated uncertainty bands, are amplified by the deconvolution.
19

curve. Clearly, the reconstructed shape is much closer to ξL than was ξNL .
The red dashed curve and associated pink band in the bottom panel show the fractional
difference between this deconvolved or reconstructed shape and the original linear theory
curve. Comparison with the black dashed curve in the bottom panel shows that deconvolution amplifies small inaccuracies in the fit to ξNL . This is consistent with conventional
wisdom: whereas convolution smears out fine-scale details in the original signal, in the
process of sharpening them again, deconvolution may also amplify features which are due
to noise. E.g., in the middle of the fitted range, the red dashed curve is like an amplified
version of the black dashed curve, but this correspondence is not as tight near – i.e. within
about Σ – the boundaries of the fitted region (again, this is as expected for deconvolution).
For linear point analyses, we are not as interested in the full shape as we are in rLP and rinfl .
In particular, we would like to know if deconvolution reduces the biases in the inferred scales
(c.f. the values associated with 4.6h−1 Mpc in the bottom panel of Fig. 2). If it does, we
would like to know if it increases the uncertainties on the reconstructed values. Following,
e.g., Parimbelli et al. (2021), the uncertainty on rLP from ξNL is the square root of
2
σLP
=

X ∂rLP D
i,j

∂ci

(ci − hci i)(cj − hcj i)

E ∂r

LP

∂cj

(2.9)

where rLP is that nonlinear combination of the ck and µk (x) functions which comes from
0
= 0. The uncertainty on rLP−recon is given by a similar expression, except
requiring ξNL

that now we have ak coefficients and the nonlinear combination is from solving Eq.(2.8).
The analysis for rinfl is similar.
Prior to deconvolving, we find that rLP−pre = 92.19 ± 0.15 h−1 Mpc; increasing this value
by a factor of 1.005 (as Anselmi et al. (2016) advocate) would bring it to within about
0.35h−1 Mpc of the linear theory value of 93h−1 Mpc. After deconvolving, we find rLP−rec =
93.01 ± 0.14h−1 Mpc; no additional shift is necessary. Results for rinfl are similarly encouraging. This motivates extending the approach to include additional complications that may
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arise when working with biased tracers.
2.2.4. Mode-coupling: Dark matter
For dark matter, Eq.(2.1) ignores an additive mode coupling term; a better model for ξNL
(see Crocce and Scoccimarro, 2008) sets

ξNL (s) = ξL ⊗ G + ξMC (s)

(2.10)

where the first term is the convolution in Eq.(2.1) and

ξMC (s) ≈

Z s
dy y 2
ξ¯L (s)
∂ξL (s) ξ¯L (s)
ξ (y).
where
=
2 L
∂ ln s
3
3
0 s s

(2.11)

If ξL is given by Eq.(2.5) then dξL /d ln r is a polynomial in kak (r/σ)k . Although ξ¯L is also
a polynomial, we should resist the temptation to use this expression because, in practice,
we do not fit over the full range of r, so there is no guarantee that our fit works at small
r. Instead, we use the fact that ξ¯NL ≈ ξ¯L , because the volume integral is dominated by the
large scales on which linear theory should be a reasonable approximation (except around
the BAO feature). Therefore we can simply use the measured ξ¯NL for this term. Hence, to
include mode coupling, in Step 1 above we fit to

ξNL (s) ≈

n
X
k=0

h
ξ¯NL (s) i
s
ck µk (x) + kxk
with x ≡ ,
3
Σ

(2.12)

after which we insert the fitted ck in Steps 2 and 3.
2.2.5. Biased tracers: Scale-independent bias
In practice, we only ever observe biased tracers of the dark matter distribution. If the
biased field is linearly proportional to the matter fluctuation field, δb = bδDM , where b is a
constant, then ξb (r) = b2 ξDM (r). In this case, because b does not depend on r, ξb has the
same shape as ξDM . Hence, although the bias b changes the amplitude of the correlation
function, it does not change its shape. In terms of the polynomial based description of
convolution, this simply means that one determines the combination b2 ck . Therefore, if we
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Figure 4: Measured correlation functions for dark matter (left), low mass halos (middle)
and massive halos (right) in the z = 0.5 outputs of the 20 simulations in our ensemble.
Light grey curves in each panel show the correlation functions in each realization. The
thick black curve shows the mean of the measurements and the dashed red curve shows
the result of fitting Eq.(2.14) with b01 = 0 to it, over the range 60-120h−1 Mpc. Note the
difference in the y-axes: massive halos are more strongly correlated.
are ignoring the mode coupling piece when reconstructing, then we need make no change
to Steps 1-3.
b = b2 ξ DM and that ξ DM includes mode coupling (this is the most common
If we assume ξNL
NL
NL

assumption, e.g. Sánchez et al. (2017)) then we must replace ξ¯NL → ξ¯NL /b2 to account
for the fact that the observed ξ¯NL already includes a factor of b2 . Since b is not known
a priori, we must treat it similarly to Σ, so reconstruction will depend on both Σ and b.
In practice, the importance of the mode coupling term is tracer-dependent: e.g., Figs. 5
and 7 of Desjacques et al. (2010) suggest that the mode coupling only matters for the most
biased tracers. In addition, the smearing for biased tracers differs slightly from that for
dark matter (Sheth and Diaferio, 2001); this is sometimes called ‘velocity bias’ (Desjacques
and Sheth, 2010; Baldauf and Desjacques, 2017).
2.2.6. Scale dependent bias
The analysis is only slightly more complicated if the bias is scale-dependent. In this case,
one expects
ξLb ≈ b210 ξL + 2b10 b01 Rb2 ∇2 ξL + b201 Rb4 ∇2 ∇2 ξL
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(2.13)

Tracerb10 rLP−pre
rLP−rec
rinfl−pre
rinfl−rec
DM 1 92.43 ± 0.2492.98 ± 0.2192.78 ± 0.2693.42 ± 0.22
LM 1.392.24 ± 0.2793.06 ± 0.2292.57 ± 0.2893.35 ± 0.24
HM 2.692.06 ± 0.4692.97 ± 0.3992.45 ± 0.4993.49 ± 0.41
Table 1: Linear point and inflection scales (in h−1 Mpc) in the pre- and post-reconstruction
correlation functions, estimated by fitting 9th-order Laguerre-based functions to the z = 0.5
two-point correlation functions (bins of width 3h−1 Mpc over the range 60-120h−1 Mpc) of
dark matter, low mass halos and high mass halos in an effective comoving volume of nearly
27 h−3 Gpc3 . Laguerre reconstruction brings rLP and rinfl closer to their linear theory values
without inflating the errors.
where b10 , b01 and Rb are constants (Desjacques et al., 2010), so the evolved (smeared +
mode-coupled) biased correlation function is

b
ξNL
(s) ≈ b210

n
X

ck µk

k=0

X

+ 2b10 b01 (Rb /s)2



(1)
(2)
ck 2sµk + s2 µk

k

+ b201 (Rb /s)4

X



(3)
(4)
ck 4s3 µk + s4 µk

k
b (s)
ξ¯NL
+
,
∂ ln s 3b210

∂ξLb

(n)

where µk

(2.14)

≡ dn µk /dsn and ∂ξLb /∂ ln s in the final (mode-coupling) term can also be writ-

ten in terms of the ck . Thus, scale-dependent bias simply complicates the functions that
multiply the ck coefficients.
Eq.(2.14) is the most general expression that we use in Step 1 of our reconstruction algorithm. It illustrates the three bits of prior information about the background or fiducial
cosmology that are needed as one makes the reconstruction ever more sophisticated. To
undo smearing, one only needs Σ; to include mode coupling as well, one must know the
constant bias parameter b10 ; and if the bias is scale dependent, then one additionally needs
the combination (b01 /b10 )(Rb /Σ)2 . We generically expect Rb /Σ ∼ 1, so this combination
is large if b01 /b10  1. Although there is some physical understanding of, e.g., how this
ratio depends on halo mass (Castorina et al., 2017; Chan et al., 2017), for all the tests that
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Figure 5: Linear theory correlation functions reconstructed from the fits to the nonlinear
correlations shown in the previous figure. Red curve shows the reconstruction when using:
the fiducial value of smearing, the correct value of b10 when modeling the mode coupling
term, and no correction for scale dependent bias (i.e. b01 = 0). Pink bands show the result of
propagating the 1- and 2-standard deviation uncertainties on the fits to the reconstruction,
as described in the main text. Dashed grey curves show reconstructions when the smearing
is assumed to be larger or smaller by 10%. Black curve, same in each panel, shows the
actual linear theory shape. This shape is quite well reconstructed, especially in between the
peak and dip scales.
follow, we always set b01 = 0.

2.3. Results
We validate our methodology using the dark matter and halo distributions at z = 0.5 in the
ABACUS simulation suite (Garrison et al., 2018), which provides 20 periodic boxes each of

comoving size 1100h−1 Mpc – an effective comoving volume of nearly 27h−3 Gpc3 – in which
the background cosmology is a flat ΛCDM model with (Ωcdm h2 , Ωb h2 ) = (0.1199, 0.02222),
and (h, ns , σ8 ) = (0.6726, 0.9652, 0.83). The associated values of rLP , rinfl and Σ are 93,
93.4, and 4.6h−1 Mpc.
Ref. Garrison et al. (2018) also provide a suite of 16 additional simulations having the same
cosmological parameters, but with a different treatment of the small-scale physics. We
refer to these as the Emulator runs, and discuss our analyses of these runs in Appendix C.
Since the 20 ABACUS runs are expected to be more reliable (Garrison et al., 2018), we only
present results for them in the main text.
2.3.1. Initial estimates
The symbols in Fig. 4 show correlation functions measured in bins that are 3h−1 Mpc wide
for dark matter (left), halos more massive than 8 × 1011 h−1 M
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(middle), and halos more

massive than 3 × 1013 h−1 M

(right) in the z = 0.5 outputs. We will sometimes refer to

these as the DM, LM and HM samples. The number densities of these three types of tracers
are 6.9 × 10−3 (Mpc−1 h)3 , 5.5 × 10−3 (Mpc−1 h)3 , and 8.6 × 10−5 (Mpc−1 h)3 respectively. The
halo samples have large-scale bias factors – measured from the amplitude of their power
spectra at k < 0.05h−1 Mpc – of b10 = 1.3 and 2.6. The less biased sample is similar to
that considered in Anselmi et al. (2016), whereas the more massive sample is similar to that
which hosts the Luminous Red Galaxies used for BAO measurements.
The dashed lines show the best fits of Eq.(2.14) with n = 9 to the mean curve traced out
by these measured ξ. We fit to the correlation function in 3h−1 Mpc bins over the range
60-120h−1 Mpc, and use the analytic estimate of the covariance which is described in Smith
et al. (2008); Parimbelli et al. (2021) when fitting. (Our results are unchanged if we use
the noisier covariance matrix measured directly from the 20 simulations.) Appendix B
illustrates how the goodness of fit (e.g. χ2 /d.o.f.) varies with different choices for the order
of the polynomial and bin size. It also shows that the rLP values estimated from these fits
are robust to reasonable changes in these choices.
The fits in Fig. 5 all have χ2 /d.o.f. ≈ 1, so using the fitted parameters ck is meaningful.
0
00 = 0, and hence find r
From these fits, we determine where ξNL
= 0 and ξNL
LP and rinfl .

Table 1 shows that they are always smaller than the linear theory value of 93h−1 Mpc, with
the largest discrepancy for the most biased tracers. More biased tracers tend to be more
massive: they assemble their mass from larger scales and have larger streaming motions.
The former potentially increases the effective smearing scale, and the latter potentially modifies the mode-coupling term as well, so mass/bias dependent shifts from linear theory are
plausible. However, with the exception of peaks-theory based models (Sheth and Diaferio,
2001; Desjacques and Sheth, 2010; Baldauf and Desjacques, 2017) there is currently no first
principles derivation of this mass dependence.
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Figure 6: Comparison of our Laguerre reconstruction of the shape of the dark matter
correlation function with a more traditional reconstruction from Ref. Duan and Eisenstein
(2019): dashed curve shows their ‘standard’ reconstruction, and dotted curve shows the
result of normalizing it to have the same value as linear theory at 70h−1 Mpc.

2.3.2. Deconvolved/reconstructed estimates
For the reconstruction results which follow, we set b01 = 0, and we used the correct value
of b10 for the mode-coupling piece (we show results using the incorrect value shortly). The
red curves in the three panels of Fig. 5 show the result of inserting the ck obtained from
fitting the dashed curves in Fig. 4 into Eq.(2.5), and setting the smearing scale Σ to the
fiducial value. Propagating the errors on the fitted ck to the ak used in Eq.(2.5) yields
the pink bands (which show the 1- and 2σ uncertainties). The solid black curve, same in
all the panels, shows the linear correlation function. Our reconstructed shape is obviously
much closer to linear theory than are the original measurements, although it tends to push
the peak to larger and the dip to smaller scales. Nevertheless, Table 1 shows that the rLP
and rinfl scales in the reconstructed correlation functions are considerably closer to their
linear theory values, and the trend with mass has been removed. Note in addition that the
reconstruction procedure does not increase the uncertainty on the inferred scales.
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Figure 7: Degeneracy between assumed smearing scale and rLP and rinf in the reconstructed
correlation functions, obtained from the Laguerre-fits to the symbols shown in the previous
Figure. Solid line close to the bottom of each panel shows the linear point measured in
Laguerre fits, and crosses show the values in the associated reconstructions. The horizontal
dashed lines show rLP and rinf in the linear theory ξL . The agreement shows that our
algorithm provides estimates of the distance scale that are robust to expected uncertainties
in the smearing scale.

2.3.3. Comparison with standard reconstruction
We close this section with a direct comparison of our Laguerre reconstruction with a more
traditional algorithm. For this, we have used what Ref. Duan and Eisenstein (2019) refer
to as the ‘standard’ reconstruction of the dark matter signal for these same 20 ABACUS
simulations. (Similar results for the LM and HM samples are not available.)
In Fig. 6, the smooth black curve shows linear theory, symbols with error bars show ξNL and
red curve surrounded by pink bands shows our Laguerre reconstruction ξLag (same as left
hand panel of Fig. 5). The dashed curve is from Ref. Duan and Eisenstein (2019) (provided
in 5h−1 Mpc bins), and the dotted curve shows the result of normalizing it to have the same
value as linear theory at 70h−1 Mpc. These show the correlation function measured on the
reconstructed density field. It is apparent that our simpler Laguerre-based reconstruction
is closer to the linear theory shape over a wider range of scales.
However, what really matters is the distance scale that one estimates from these (dashed or
dotted) curves. The ‘standard’ procedure involves fitting a ΛCDM template to the (dashed
or dotted) curves. Instead, we will treat them similarly to how we treat ξLag . Namely,
we fit a 9th-order simple polynomial to the dotted curve. Although this has χ2 /d.o.f. =
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9.4, indicating a bad fit, the associated rLP is 92.86 ± 0.32h−1 Mpc. This is a ∼ 0.5%
improvement on rLP−pre (c.f. Table 1), even though rLP was not used to calibrate this
‘standard’ reconstruction algorithm.
Although rLP−rec from our simpler Laguerre-based reconstruction is slightly more accurate
(Table 1), the peak and dip positions in ξLag are slightly shifted in opposite directions
with respect to linear theory. These shifts nearly cancel out for rLP , but may have a
greater impact on more traditional estimators of the distance scale. Leveraging the improved
Laguerre-reconstructed shape for other distance scale estimators is interesting, but beyond
the scope of this work.
Finally, we note that the CPU time and memory of all of the more traditional reconstruction
algorithms (Padmanabhan and White, 2009; Schmittfull et al., 2017; Hada and Eisenstein,
2018; Sarpa et al., 2019; Lévy et al., 2020) increases with the number of objects (in the simulation or survey), in some cases dramatically. In contrast, since Laguerre reconstruction
boils down to fitting a curve to the measured correlation function, the associated computational time scales with the number of bins (as opposed to number of particles). Therefore,
CPU time/memory requirements are miniscule.

2.4. Realistic constraints
Both the Laguerre and ‘standard’ density field reconstructions depend on input parameters.
E.g., ξLag depends on an assumed smoothing scale Σ and, if one wants to account for modecoupling, a bias factor b10 . (Accounting crudely for scale-dependent bias would require one
additional parameter, b01 .) Likewise, ‘standard’ reconstruction assumes a fiducial cosmology
and bias prescription. The previous section (Table 1 and Fig. 6) showed that both work
well if the fiducial choice is good: for ξLag , this means we used the correct Σ and b10 and
simply set b01 = 0.
In real datasets, the appropriate Σ and b10 to use are not known perfectly. Accounting for
this will almost certainly increase the error bars in Table 1, and may even bias the rLP
values, for both the Laguerre and ‘standard’ reconstructions. This raises the question of
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Figure 8: Linear point for massive halos (b = 2.6) pre- (solid line) and post-reconstruction
(filled symbols) when we ignore mode-coupling altogether (open symbols), or we overestimate its value by a factor of b210 (crosses).
how to incorporate such systematic uncertainties on the reconstruction in a principled way.
In the Laguerre context, this is straightforward: We first study the dependence on Σ, and
then on both Σ and b10 .
2.4.1. Dependence on assumed smearing scale
For Laguerre reconstruction, the assumed smearing scale affects the transformation from ck
to ak (Eq. 2.6). The dashed grey curves in Fig. 5 show the result of changing the smearing
scale by ±10%: larger Σ results in a reconstructed ξ that is more sharply peaked. Fig. 7
explores this further for dark matter (left) as well as low and high mass halos (middle and
right). The bar along the bottom of each panel shows rLP−pre of Table 1: the linear point
0
00 = 0 in Fig. 4).
estimated from the nonlinear correlation function (i.e. where ξNL
= 0 and ξNL

The vertical dashed line — same in all three panels — shows the expected smearing scale
for the dark matter. This is the value one would use as the fiducial smearing. The symbols
show how the rLP and rinfl values from the corresponding reconstructed ξLag depend on
the assumed smearing scale. If one over-estimates the smearing, then one ‘reconstructs’
too much, so rLP in the reconstruction is pushed to larger scales. However, this is a small
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Figure 9: Dependence of rLP in the reconstructed correlation function on assumed values
of bias and smearing scale, if we ignore scale dependence of bias. Black curve in each panel
shows b vs Σfid /(b/bfid ), the locus along which one should read off rLP values so as to get
more realistic uncertainties on rLP . We set Σfid = 4.6h−1 Mpc, bfid = 1.3 (left) and 2.6
(right). If Σfid is also unknown then this will shift the curves to the left or right, potentially
broadening the error estimate further.
effect: varying our guess for the smearing scale by ±20% relative to the fiducial value only
changes the reconstructed values by ±0.5%. As uncertainties on the amount of smearing
are smaller than this, Fig. 7 shows that our algorithm provides a simple and robust method
of reconstructing the distance scale that only depends weakly on the assumed background
model. (In practice, one would marginalize over a prior distribution of Σ values that would
be survey specific.)
2.4.2. Dependence on smearing scale and halo bias
The impact of b10 – which affects the strength of our correction for mode-coupling – is
also straightforward to assess. The crosses in Fig. 8 show the result of including the modecoupling term but not dividing by the factor of b210 , so that the strength of this term is
over-estimated, for the high mass halo sample. This pushes rLP in the reconstructions to
too high values. The open solid circles show the other extreme in which the mode-coupling
term is omitted altogether. Evidently, accounting for mode-coupling matters little. This is
attractive, since ignoring mode coupling allows one to be more agnostic about the underlying
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model.
Finally, Fig. 9 illustrates how rLP in the reconstructions depends on both bias and smearing
scale (results for rinfl are similar). In both panels, the correct value rLP = 93h−1 Mpc can be
recovered along the white region approximately defined by b10 − btrue ≈ 0.7(Σ/[h−1 Mpc] −
4.6). Note that the color scheme we have chosen shows variations in rLP of ±0.5% around
the fiducial value. Evidently, 20% misestimates of the bias and smearing scale only affect
rLP at the 0.5% level.
In practice, one would quantify the effects of such systematics on the accuracy and precision
of the distance scale estimate by marginalizing over some prior distribution of Σ and b10
values. The priors are likely to be correlated. E.g., the clustering strength is proportional
to bσ8 , whereas the smearing scale is proportional to σ8 . Since b = (bσ8 )/σ8 ∝ σ8−1 whereas
Σ ∝ σ8 , one might expect realistic uncertainties on rLP to be associated with averaging
along a curve, b ∝ Σ−1 , in the b − Σ plane.
The ‘observers’ version of the ‘theorists’ discussion above is as follows. Suppose one used the
observed Pobs (k) to estimate a smearing scale Σb . This will be wrong because Pobs carries
bias factors (hence the subscript b) and is nonlinear, whereas the actual smearing scale Σ
should use PLin (k) of the dark matter. Since the integral which defines Σ down-weights
nonlinear scales (by a factor of 1/k 2 ), the nonlinear value should not be too different from
that in linear theory, so we expect Σ = Σb /b to be a reasonable approximation. This makes
b – the same parameter which affects the normalization of the mode-coupling contribution
– the only unknown. As a result, the two dimensional plane of unknown parameters (b vs
Σ) becomes a one-dimensional curve: b/bfid = (Σb /b).
The thick black curve in each panel of Figure 9 shows b = Σfid /(b/bfid ): this is the direction
along which one should read-off rLP values so as to get more realistic error bars, if Σb /b
is indeed equal to Σfid = 4.6h−1 Mpc when b is equal to the correct value bfid = b10 . To
put it another way, if one has a given range of input smearing scale or bias in mind, one
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Figure 10: Degeneracy between assumed bias factor b10 and rLP and rinf in the reconstructed correlation functions, as one moves along the black curve shown in right hand
panel of Figure 9. Pink and grey bands show the uncertainties quoted in Table 1, which assume that b10 and Σ are known perfectly: accounting for the fact that they are not broadens
the uncertainty on the distance scale.
can bracket the uncertainty this would produce in rLP by reading off the black curves. The
symbols in Figure 10 show the results of this exercise for the massive halo sample. They
show how rLP and rinf in the reconstructed ξLag change as one moves along the thick black
curve shown in the right hand panel of Figure 9. The colored bands show the error bars
in Table 1 which assume b (and Σ) are known perfectly. Some symbols lie outside these
bands illustrating how accounting for uncertainties in the parameters used to reconstruct
can broaden the errors on the inferred distance scale.
If Σb /bfid does not equal Σfid exactly, then this will shift the thick black curve (to the left or
right) in the b − Σ plane. Therefore, allowing for uncertainties in the Σb /bfid ≈ Σfid assumption will further degrade the constraints. While this shifting and associated degradation will
be survey-specific, because lines of fixed rLP run approximately perpendicular to the black
curves in each panel, the degradation in constraining power may not be crippling. Thus,
although assuming perfect knowledge of the input parameters required for reconstruction
(whether Laguerre or full density field) leads to underestimates of the true uncertainties
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on the inferred distance scale, at least for Laguerre reconstruction, making more realistic
estimates is straightforward.
2.4.3. Relation to previous LP analyses
Before ending this section, it is worth contrasting our methodology with previous LP analyses (Anselmi et al., 2016, 2018a,b; Parimbelli et al., 2021), which fit ξNL to a simple polynomial and then multiply the rLP−pre derived from it by a factor of 1 +  with  = 0.005. For
the discussion which follows, it is useful to distinguish between the step which multiplies
rLP−pre by 1 +  and the decision to set  = 0.005.
We begin by noting that both the simple-polynomial and our current Laguerre-based methods are motivated by the fact that Eq. (2.1) is a good approximation. Next, we note that
there is no a priori reason for fitting a simple polynomial to ξNL . Hence, our Step 1 which
fits to Laguerre functions is essentially no different from previous LP-related work. What is
different is that we have a reason for fitting with Laguerres rather than simple polynomials.
However, regardless of motivation, the estimate of rLP which results from this choice should
not – and we have checked that it does not – depend on what family of curves we choose
to fit (provided they return acceptable fits). In this respect, both our methodology and
the LP approach are agnostic about the (in principle unknown) shape of the dark matter
correlation function. We turn therefore to Steps 2 and 3 of Laguerre reconstruction.
In effect, the factor of 1 +  in previous LP work is a crude way of correcting for the fact
that rLP in ξNL differs from that in ξL because the shape of ξNL differs from that of ξL .
In this respect, its goal is to undo the effects of the convolution in Eq. (2.1) (illustrated
in Figure 2), and whatever else causes the shapes of ξNL and ξL to differ. The goal of
Steps 2 and 3 in our algorithm here is analogous. The assumption that the convolution
is with a Gaussian singles out Laguerre functions because they are the ones for which the
deconvolution problem is trivial. So, by using Laguerres, we make more explicit use of the
Gaussian assumption than previous LP work.
The only remaining question is what to use for Σ when deconvolving, and this is analagous
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to choosing a value of , both conceptually, and statistically (because, once Σ is fixed,
the formal uncertainty on rLP both pre- and post-reconstruction is unchanged). While
this connection between  and Σ is not necessary for the LP approach, by tying Σ to the
Gaussian convolution kernel, our Laguerre reconstructions provide some intuition into what
 means, at least in the context of ΛCDM models.
Perhaps the only real difference between Laguerre reconstruction and multiplication by a
corresponding 1 +  is that if the evolved correlation function does not show a peak or a
dip, then the usual LP approach cannot estimate rLP . However, even if the Laguerre fit to
ξNL does not show a peak or dip, the reconstructed ξL may, so a distance scale estimate
may still be possible.
Nothing in the discussion so far singles out the value  = 0.005 as being special. This
choice was calibrated by Anselmi et al. (2016) from a set of ΛCDM simulations with CMBmotivated values of the cosmological parameters, and σ8 ∼ 0.8 at z = 0, because it provided
a corrected rLP value that was within 0.5% of the linear theory value at all z. Fig.2 of
O’Dwyer et al. (2020) shows that  = 0.005 works well – in the sense that it corrects rLP
to within 0.5% of the linear theory value – for a wide range of cosmological parameters.
Indeed, multiplying the rLP−pre values in Table 1 by 1.005 does bring them to within 0.5%
of linear theory (although the systematic trend with halo mass remains).
Since Σ depends on cosmology and redshift, the correspondence between  and Σ in the
preceding paragraphs shows that the choice  = 0.005 corresponds to a crude marginalization
over the interesting range of Σ values, with the associated degradation in precision yielding
a systematic uncertainty of 0.5%. And indeed, as Fig. 7 shows, a 0.5% systematic arising
from uncertainties on the correct value of Σ is reasonable. In effect, marginalizing over Σ
and b10 values in Fig. 9 allows one to make a slightly more careful estimate of the distance
scale and its uncertainties.
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2.5. Discussion
On BAO scales, the relation between the linear theory correlation function ξL and the biased
b
and nonlinearly evolved ξNL
is understood to be quite well approximated by the sum of a

convolution term and a ‘mode-coupling’ term (Eqs. 2.1, 2.10 and 2.11). We show that if
b
ξL can be approximated by a polynomial (Eq. 2.5), then ξNL
can be written analytically

using associated Laguerre functions (Eqs. 2.6, 2.12 and 2.14). This motivates a three-step
algorithm which approximately reconstructs the original shape of ξL from the measured one
(Figs. 4 and 5). We use the linear point scale, rLP of Eq. (2.2), to quantify the accuracy
and precision of the reconstruction.
Each step of our algorithm uses some prior information about the background cosmology:
depending on the desired level of sophistication, a smearing scale, constant bias factor, and
scale dependent bias factor must be assumed (Eq. 2.14 and related discussion). Our tests
indicate that, for a wide variety of tracers, only the smoothing scale is required (Fig. 8 and
related discussion). If the required prior information is known precisely, then our algorithm
recovers rLP to subpercent precision, even for highly biased tracers (Fig. 7 and Table 1).
In practice, the required prior information is not known perfectly. We show that the rLP
estimated from the Laguerre reconstructed correlation function is not strongly dependent on
the assumed values: 20% variations in the smearing scale and bias factor change rLP by less
than 0.5% (Figs. 7 and 9). Our analysis shows how to include such systematic uncertainties
when quantifying the precision of the distance scale estimate, with minimal assumptions
about the background cosmology or the nature of the bias of the observed tracers (Fig. 10
and associated discussion).
As the prior information which our Laguerre reconstructions require is similar to that used
by more traditional reconstruction algorithms (Padmanabhan and White, 2009; Schmittfull et al., 2017; Hada and Eisenstein, 2018; Sarpa et al., 2019; Lévy et al., 2020), our
methodology provides a simple, cheap and accurate sanity check of these more elaborate
and computationally expensive schemes. A direct comparison of the shape we reconstruct
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with that returned by one of these more traditional algorithms is encouraging (Fig. 6). In
future work, we intend to explore the synergies between our Laguerre reconstructions of the
correlation function shape and more traditional estimates of the BAO distance scale. For
instance, Laguerre reconstruction provides a straightforward way of estimating the degradation in constraining power which results when the parameters on which reconstruction
depends are not perfectly well known (Figs. 7 and 9 and associated discussion).
Although our tests were performed using distances that were not perturbed by redshift space
distortions, they should apply essentially without change to the redshift space monopole
(the smearing scale and bias factors will be slightly modified, but the overall structure will
not). This is the subject of next chapter. In the meantime, as our algorithm is simple,
computationally cheap and accurate, we hope it will be useful in next generation BAO
datasets.
Finally, although all our analysis used correlation functions which were estimated in bins,
our results suggest useful synergy with recent ‘least squares’ estimators which do not require
binning (Tessore, 2018; Storey-Fisher and Hogg, 2021). These expand the correlation function in a set of basis functions, and our work shows that generalized half-integer Laguerre
functions are a particularly interesting choice for BAO studies. We intend to explore this
synergy in future work.
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CHAPTER 3 : Laguerre reconstruction in halo-based mock galaxy catalogues
In the previous chapter, we discussed that fitting half-integer generalized Laguerre functions
to the evolved, real-space dark matter and halo correlation functions provides a simple way
to reconstruct their initial shapes. In this chapter, we show that this methodology also
works well in a wide variety of realistic, assembly biased, velocity biased and redshift-space
distorted mock galaxy catalogs. Similar to Chapter 2, we use the linear point feature in
the monopole of the redshift-space distorted correlation function to quantify the accuracy
of our approach. We find that the linear point estimated from the mock galaxy catalogs is
insensitive to the details of the biasing scheme at the subpercent level. However, the linear
point scale in the nonlinear, biased, and redshift-space distorted field is systematically
offset from its scale in the unbiased linear density fluctuation field by more than 1%. In
the Laguerre reconstructed correlation function, this is reduced to sub-percent values, so
it provides comparable accuracy and precision to methods that reconstruct the full density
field before estimating the distance scale. The linear point in the reconstructed density fields
provided by these other methods is likewise precise, accurate, and insensitive to galaxy bias.
All reconstructions depend on some input parameters, and marginalizing over uncertainties
in the input parameters required for reconstruction can degrade both accuracy and precision.
The linear point simplifies the marginalization process, enabling more realistic estimates of
the precision of the distance scale estimate for negligible additional computational cost. We
show this explicitly for Laguerre reconstruction.

3.1. Introduction
In Chapter 2, we introduced a simple reconstruction algorithm (Nikakhtar et al., 2021c)
which makes minimal use of the expected shape of the feature, but instead exploits the fact
that, to leading order, the evolved feature is related to the original one by a convolution
(Bharadwaj, 1996; Crocce and Scoccimarro, 2008). We used the Linear Point feature in this
clustering signal (Anselmi et al., 2016, 2018a,b; Parimbelli et al., 2021; O’Dwyer et al., 2020)
to quantify the gains in accuracy and precision which result from Laguerre reconstruction

37

of the correlation functions of dark matter, low and high mass halos, finding that they are
comparable to those returned by more traditional and sophisticated algorithms which seek
to reconstruct the density field rather than just its two-point statistics.
While promising, there were two respects in which our previous tests were incomplete. The
first is that they were performed using measurements in real space. Observations are made
in redshift space, and the associated distortions with respect to real space (Kaiser, 1987;
Hamilton, 1992) can be thought of as arising from additional convolutions (Fisher, 1995;
Desjacques and Sheth, 2010). This extra smearing may impact the quality of the Laguerre
reconstruction. In addition, there is not a one-to-one relationship between galaxies and
dark matter halos: rather, galaxies are complex tracers of the dark matter distribution. At
subpercent precision, this galaxy bias has the potential to also bias cosmological constraints,
especially if this bias couples to galaxy velocities and hence to redshift space distortions.
The physics which determines galaxy bias are not known a priori, so this has driven the
development of mock catalogs which allow one to rapidly explore a range of galaxy bias
prescriptions and their impact on the BAO signal (Duan and Eisenstein, 2019). The main
goal of the present paper is to study if Laguerre reconstruction that is relatively agnostic
about the background cosmological model, can be similarly agnostic about galaxy bias, even
when starting from the redshift-space distorted signal.
We will continue to use the Linear Point (LP) feature to quantify the fidelity of our reconstructions. Ref. Anselmi et al. (2016) provided an analytic argument for why, to approximately percent-level precision, the LP should be the same in real and redshift space,
for all biased tracers and all times. (The argument is easier to see for the inflection point
which lies in between rpeak and rdip , so we also show results for rinfl in what follows. In
practice, rLP turns out to be slightly more stable.) However, at subpercent precision, there
are hints that the estimated LP scale may depend slightly but systematically on halo mass.
Therefore, a second but distinct goal of this chapter is to use a variety of realistic, redshiftspace distorted mock galaxy catalogs to test the robustness of the LP-based approach itself.
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There are two distinct parts to this goal: one is to check if the estimated distance scale is
unbiased, and the second is to quantify the associated uncertainties on the estimated scale.
As we noted in the previous chapter, the input parameters required for reconstruction are
not known perfectly, and accounting for this will degrade the precision of the estimated
scale; the LP feature simplifies the process of determining more realistic error bars.
Section 3.2 motivates why Laguerre reconstruction of the monopole of the redshift space
correlation function can be performed similarly to real space and describes the mock catalogs we use to illustrate our results. Section 3.3 presents our measurements of the LP scale
in the measured and Laguerre-reconstructed correlation functions and compares them with
results from more traditional, density field reconstruction methods. It then illustrates the
degradation in precision which results from marginalizing over the values of the parameters
required as input for reconstruction. A final section summarizes. Both Laguerre reconstruction and the LP methodology are agnostic about the (in principle unknown) shape of the
dark matter correlation function, whereas the expected shape plays a key role in the method
used by the Baryon Oscillation Spectroscopic Survey (BOSS) collaboration3 . Appendix E
discusses and contrasts the precision and accuracy of distance scale constraints which are
derived from the LP with those which come from fitting the measured correlation function
to a template shape.

3.2. Motivation
This section uses measurements in simulations to motivate the use of the Laguerre algorithm
for reconstructing the monopole of the redshift space correlation function.

3

https://www.sdss3.org/surveys/boss.php

39

3.2.1. Effective smearing scale
Following Crocce and Scoccimarro (2008); Anselmi et al. (2016) we approximate the evolved
redshift space monopole on BAO scales as
Z
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dk PLin (k, z)/3π 2 ∝ D2 (z) and f ≡ d ln D/d ln a where D(z) is the linear theory

growth factor. The real-space expression which motivated the Laguerre method has f = 0,
so the question is if the integral over µ is a serious complication.
To see that it is not, note that the integral over µ equals b210 times
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where α2 ≡ k 2 Σ2 f (2 + f ) and β ≡ f /b10 . This suggests that
ξ(s) ≈
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plus the mode-coupling terms, where
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Note that these rescalings depend on f and b10 , but not on the shape of P (k). In addition,
the factor 1.9 → 1.8 when b10 = 2.1, so the dependence on b10 is weak.
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The analysis above shows that, with the replacements b10 → beff and Σ → Σeff , equation (3.3) has the same form as its real space counterpart. If we assume that the same is
true of the mode-coupling term, then one should be able to reconstruct the redshift space
monopole using the same Laguerre algorithm as was used for the real space correlation function. However, because Σeff > Σ, we expect some degradation in the constraining power of
the reconstruction. We test this expectation in the remainder of this paper.
3.2.2. Simulation set
Our analysis uses mock catalogues based on generalized halo occupation distribution (HOD)
populations of 20 periodic boxes from the ABACUS COSMOS release, the same ones that were
studied by Duan and Eisenstein (2019, hereafter DE2019). (Strictly speaking, DE2019 used
an additional 16 boxes from the matched ‘Emulator’ simulation set. We discuss why we
do not use these in Appendix D.) Each box is 1100h−1 Mpc (comoving) on a side, and the
background cosmology is a flat ΛCDM model with (Ωcdm h2 , Ωb h2 ) = (0.1199, 0.02222), and
(h, ns , σ8 ) = (0.6726, 0.9652, 0.83). The associated linear theory values of rLP and rinfl for
the dark matter are 93h−1 Mpc and 93.4h−1 Mpc, respectively. For easy comparison with
DE2019 and Ref. Nikakhtar et al. (2021c) we focus on the z = 0.5 outputs for which Σ (see
text immediately following equation 3.1) is 4.6h−1 Mpc.
The number density of galaxies in all the mock catalogs is within 0.1 percent of 4 ×
10−4 h3 Mpc−3 . The (monopole of the) redshift-space distorted correlation functions measured in these HOD mock catalogs were kindly made available by DE2019. However, the
measurements were made in bins of width 5h−1 Mpc, which is wider than the 3h−1 Mpc
bins which are necessary for Laguerre reconstruction (Nikakhtar et al., 2021c). Therefore,
we made our own measurements of the correlation functions in these mocks and checked
that they were consistent with those of DE2019. Except for this difference in bin size, our
analysis is based on exactly the same HODs and (monopole) measurements as theirs.
Figure 6 of DE2019 shows how the correlation functions change as the galaxy assignment
scheme (the HOD) is varied. The different HODs produce large-scale bias factors b10 (esti-
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mated from the ratio of the nonlinear real space power spectra of the galaxies to that of the
dark matter on scales k ≤ 0.1h/Mpc), which can differ by of order 20% from a fiducial value
of about 2.15. Inserting these values in equation (3.5) yields the effective bias factor of each
redshift-space monopole, beff ≈ 2.43, and the effective smearing scale, Σeff ≈ 6.2h−1 Mpc.
Although we have checked all the HOD models, we have chosen to only present results from
the two sets of paired HODs which gave the most discrepant results in DE2019 (see their
Table 2 and Figure 7).
For ‘Base 2’ and ‘3’, the central galaxy in a halo is at rest with respect to the halo
center of mass, and the models differ only in how the number of satellites scales with
halo mass: hNsat |M i ∝ [(M − Mcut )/M1 ]α with Mcut = 1013.35 h−1 M

and (α, M1 ) =

(0.75, 1013.770 h−1 M ) and (1.25, 1013.848 h−1 M ), respectively, where the value of M1 is
chosen to keep the total (central + satellite) number density fixed at 4 × 10−4 (h−1 Mpc)−3 .
For this pair, the small scale clustering, fingers of god, and large scale bias can be different.
Both ‘Velocity (Cen 20%)’ and ‘Velocity (Cen 100%)’ have (α, M1 ) = (1, 1013.8 h−1 M ),
but differ in how each central galaxy moves with respect to its halo center: the rms speed
of the central is 20% (realistic) or 100% (extreme) of that of the dark matter particles,
respectively, potentially affecting the redshift space clustering signal.
Before we consider the reconstruction of these correlation functions, we must check if
Eq. (3.1) provides a reasonable description of the redshift-space monopole. For this, we
have used one of the HODs: the black and red symbols with error bars in Figure 11 show
the measured real and redshift-space correlation functions (averaged over the 20 simulation
boxes). The associated curves show Eq. (3.1) with (Σ, b10 ) = (4.6h−1 Mpc, 2.17) and f = 0
or 0.76 respectively. Evidently, Eq.(3.1) is slightly worse for the redshift space monopole.
This is also true for the other DE2019 HODs. Nevertheless, the level of agreement suggests
that Laguerre reconstruction of the monopole should still be useful.
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Figure 11: Real and redshift space (monopole) correlation functions in the ‘Base 2’ HOD
model of the Abacus simulation set. Solid curves show Eq.(3.1) with Σ = 4.6h−1 Mpc,
b10 = 2.17, and f = 0 (real-space) or 0.76 (redshift space monopole) respectively.

3.3. Methods and Results
Laguerre reconstruction, like density field reconstruction methods, requires some prior information. For this reason, we present our analysis in two steps. The first assumes that
this information is known perfectly. In the second step, we discuss how to proceed if one
must marginalize over the uncertainties in this required prior information.
In what follows, we use the mock catalogs in two different ways. We either treat each
realization individually, or we average together all the correlation functions for a given
HOD in all the simulations and work with this average. The former lets us quantify the
effects of cosmic variance, and explore the sensitivity of the reconstruction to noisy data.
The latter is like measuring the correlation function in an effective comoving volume of
20 × (1.1h−1 Gpc)3 ≈ 27 h−3 Gpc3 .
3.3.1. Idealized analysis: Perfect prior information
We present results for the larger effective volume first. The symbols with error bars in
Figure 12 show the average correlation functions for the four HODs. We follow the previous
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Tracer
Base 2
Base 3
Vel 20
Vel 100

beff χ2dof rLP−pre
2.34 0.89 91.62
0.41
2.52 1.10 91.33
0.46
2.41 0.69 91.56
0.44
2.43 0.78 91.45
0.39

rLP−rec
± 92.98
0.46
± 92.88
0.51
± 92.79
0.42
± 92.85
0.41

rinfl−pre
± 92.08
0.43
± 91.81
0.46
± 91.99
0.47
± 91.92
0.43

rinfl−rec
± 93.38
0.48
± 93.33
0.52
± 93.27
0.46
± 93.30
0.45

rLP−stan
± 92.83
0.42
± 92.88
0.44
± 92.79
0.44
± 92.85
0.42

rpeak−stan
± 100.56 ±
0.43
± 100.34 ±
0.47
± 100.22 ±
0.47
± 100.43 ±
0.48

Table 2: Linear point and inflection scales (in h−1 Mpc) in the pre- and post-reconstruction
correlation functions measured in an effective comoving volume of nearly 27 h−3 Gpc3 , estimated by fitting 9th order Laguerre-based functions to the z = 0.5 two-point correlation
functions (bins of width 3h−1 Mpc over the range 60-120h−1 Mpc). First two columns show
the effective large scale bias and goodness of fit for each sample, and final two columns show
the LP and peak scales in the ‘standard’ reconstruction.

Figure 12: Comparison of the measured redshift-space monopole (symbols with error bars)
in an effective volume of 20×(1.1h−1 Gpc)3 , with the 9th order Laguerre fit to it (grey bands
show 68% and 86% confidence regions); the associated Laguerre reconstruction (pink bands);
the linear theory correlation function (solid black); and the ‘standard’ reconstruction from
DE2019 (dashed).

44

chapter and fit these (3h−1 Mpc binned) correlation functions over the range 60-120h−1 Mpc
to a set of half-integer Laguerre functions, up to 9th order. The fitting makes use of the
covariance matrix of the binned counts. For the mock galaxy samples, there are 12 realizations of each HOD in each of the 20 simulation boxes, for a total of 240 correlation functions
from which to estimate the (HOD-dependent) covariance matrix. In practice, these covariance matrices are well approximated by the analytic estimate described in Parimbelli et al.
(2021); Nikakhtar et al. (2021c), provided we use the tracer number density and bias factor
that is appropriate for each HOD, and we set the survey volume equal to 20×(1.1h−1 Gpc)3 .
Since the analytic covariance matrices are smoother, we use them when fitting. The grey
bands in the Figure 12 show the 68% and 95% confidence regions around the best fitting
curves.
We quantify the goodness-of-fit by computing χ2 /dof. Table 2 summarizes the results: it
shows the effective bias factors of each sample, and the χ2 /dof values, which indicate that
quantities derived from these fits are likely to be meaningful.
The Laguerre reconstructed shape ξLag results from choosing a value for the bias of the
tracers and an estimate for the smearing scale and then using the fitted coefficients to
construct a 9th order simple polynomial. The red solid curves (and surrounding pink
bands) in Figure 12 show this ξLag if we use the correct values for these quantities. We
discuss how incorrect values impact the results shortly. (The pink bands come from standard
propagation of errors on the fitted coefficients, and account for the fact that these errors
are correlated.) Dashed curves show the shape returned by the ‘standard’ reconstruction of
DE2019 (error bars are similar to those of the measurements, so we have not shown them).
Evidently, ξLag is substantially closer to linear theory (solid black). While the peak and dip
positions in ξLag have clearly been over-corrected, rLP is their average, so it may still be
accurate (also see discussion in Anselmi et al., 2016).
We check this explicitly by estimating rLP where rpeak and rdip are the roots of ∂ξ/∂r = 0
– with the derivative being computed analytically using the fitted coefficients. Note that
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Figure 13: Ratio of the amplitudes of the measured ξ (grey bands) and Laguerre reconstructed ξLag (pink bands) to linearly biased ξLin for the HOD model shown in the top
left panel of Figure 12. Results for the other HODs are similar. The amplitude of ξLag is
within 5% of linear theory, except between rmin and rLP . Vertical lines respectively from left
to right show the scales of rmin , rmax and rLP for pre- and post-reconstruction correlation
functions.
the same coefficients multiply different functions for the ξLag , so rLP values pre- and postLaguerre reconstruction can be different. This is also true for the inflection point, rinfl , which
we estimate as the scale where ∂ 2 ξ/∂r2 = 0. Table 2 shows that, prior to reconstruction,
rLP and rinf are offset from linear theory by about 1.5%. This shift is larger than it was
for the halos in real space (shown in Nikakhtar et al. (2021c)), in part because of the
extra smearing that is due to redshift space distortions (equation 3.5). (Most previous LP
analyses increase the measured LP by a factor of 1.005 (e.g. Anselmi et al., 2016, 2018a,b;
Parimbelli et al., 2021). We do not; but if we had, the result would still be offset from linear
theory by about 1%.) Nevertheless, the Laguerre reconstructed values are substantially
closer to linear theory indicating that it works well even in the presence of redshift-space
distortions. Moreover, the four HOD models agree to subpercent precision, both pre- and
post-reconstruction. Evidently, the LP is indeed rather independent of the biasing scheme
(although it should be noted that the range of bias factors probed by the DE2019 HODs is
small, so this is by no means an exhaustive test of the robustness of the LP).
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Figure 14: Distribution of LP scales estimated from the redshift-space monopole, pre(dashed) and post- (solid) Laguerre reconstruction, for four different HOD models, in a
(1.1h−1 Gpc)3 volume. The linear theory value is 93h−1 Mpc. Short vertical dashed lines
show the four mean values, and horizontal bar shows the scale and its uncertainty reported
in Table 2 (i.e. determined from the correlation functions shown in Figure 12, and corresponding to an effective volume that is 20× larger than that of each simulation which
contributes to this plot). Grey bands show the region which encloses 68% of the values
around the median.
To emphasize the similarity between the Laguerre reconstructed correlation functions and
linear theory, Figure 13 shows the ratio of the measured ξ (grey bands), and the reconstructed ξLag (pink bands) both normalized by b2 ξLin . Vertical lines show the scales of
rmin , rmax and rLP for pre- and post-reconstruction correlation functions. This makes clear
that, except between rmin and rLP , the reconstructed ξLag is within about 5% of ξLin . Moreover, the error bands on the reconstruction show that ξLag potentially provides better than
10% constraints on the amplitude of ξLin ∝ (bσ8 )2 .
We now present results from fitting to the simulations individually. For a given HOD, the
estimated rLP values can differ from one another because of cosmic variance. Figure 14
compares the resulting distribution of rLP values, pre- and post-reconstruction, in the 240
realizations for each HOD. The four vertical bands bars at the bottom show the means of
each distribution. The horizontal vertical bars above them show the value of rLP returned
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Figure 15: Similar to previous figure, but now for standard, density field reconstruction.
Dotted curves show the rLP -pre values (same as previous figure) and dot-dashed curves
show the LP values estimated from the correlation functions in the ‘standard’, density field
reconstructions, even though the LP was not used to calibrate the reconstructions. Dashed
and solid curves show similar results for the peak scale (rpeak = 100h−1 Mpc in linear theory)
pre- and post-reconstruction.
from fitting to the average of the correlation functions (reported in Table 2). This error bar
is about 4× smaller than the 68% range highlighted in the Figure, consistent with the fact
that it was determined from an effective volume that was 20× larger.
Figure 15 shows a similar comparison, but now for the scale rpeak which is close to the
quantity which more traditional ‘density field reconstruction’ algorithms – in this case the
‘standard’ reconstruction of DE2019 – seek to reconstruct. (The actual distance estimate
is more sophisticated; it is based on fitting a template shape to a range of scales around
rpeak , and is the subject of Appendix E.) The solid curves show rpeak measured in the ‘standard’ reconstruction of ξ (i.e. we fit half-integer Laguerre functions to the dashed curves
in Figure 12, and estimate rpeak from the fit). This shows that rpeak is indeed accurately
reconstructed, with approximately the same precision that Laguerre reconstruction achieves
for rLP (the x-axis here covers about 20h−1 Mpc, whereas the previous figure covered about

48

10h−1 Mpc). Despite the fact that this ‘standard’ reconstruction (dot-dashed curves) does
not reconstruct the shape of ξ over a wide range of scales, it does do a good job of reconstructing rLP – with a small bias that is slightly smaller than the error bar – even though
this is not something it was calibrated to do.
These plots illustrate nicely the virtues of working with the LP: prior to reconstruction, it is
shifted from linear theory by substantially less than rpeak (median rLP offset is ∼ 1.5h−1 Mpc
vs 3h−1 Mpc) for rpeak , and the variations between HODs are slightly smaller (median values
of the HODs are within 0.5h−1 Mpc of one another for LP, but the scatter is twice as
large for rpeak ). However, the main point of this comparison is to show that, despite its
simplicity, Laguerre reconstruction of the two-point correlation function enables distance
scale estimates that are comparable in precision and accuracy to density field reconstruction
methods, in the ideal case in which both methods assume perfect prior information.
3.3.2. Impact of uncertain prior information
Laguerre reconstruction depends on an assumed bias factor and smearing scale. We now
explore how the reconstructed rLP scale is affected if we use incorrect values, as is likely to
occur in real data. (Density field reconstruction algorithms must make analogous choices.)
We do this in two steps because, in fact, the bias factor is only necessary if one wishes to
account for what is known as mode-coupling (Nikakhtar et al., 2021c). Therefore, Figure 16
studies the impact of this term on the reconstruction. Filled symbols show the dependence
on the smearing scale when this term is accounted for using the correct bias factor, and
open symbols show the result of neglecting this term completely. There is a difference, but
it is not large. This is encouraging since it suggests that the cost to the method of being
completely agnostic about the value of b is not prohibitive.
Figure 17 shows how the estimated LP scale depends on the assumed bias and smearing
scale. The panels for each HOD show 20% variations in each direction around the correct
value, both for b and for Σ; realistic uncertainties are likely to be smaller. All panels show
a degeneracy in the sense that increasing the smearing scale and the bias leave the inferred
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Figure 16: Dependence of rLP in ξLag on assumed smearing scale. Unfilled symbols do not
account for mode-coupling, so require no information about galaxy bias; filled symbols use
the correct value of galaxy bias when accounting for mode-coupling.
LP unchanged.
Figure 17 indicates that constraints on the distance scale from a survey with comoving
volume 27h−3 Gpc3 will not be as tight as Table 2 suggests. Rather, realistic constraints
on the distance scale will require averaging over plots like these, weighting by priors on the
values of b and Σ. Note that these are unlikely to be circular averages in the b − Σ plane
because the priors are likely to be correlated. Rather, realistic uncertainties on rLP are
likely to be associated with averaging along b ∝ Σ−1 (Nikakhtar et al., 2021c). The thick
black curves in Figure 17 show this scaling, centered on the correct value of beff and Σeff for
each panel.
Figure 18 shows how rLP and rinfl vary as one averages along the black curves shown in
Fig. 17. The colored bands show the error bars in Table 2 which assume beff (and Σeff ) are
known perfectly. The fact that some symbols lie outside these bands shows that accounting
for uncertainties in these parameters can broaden the errors on the inferred distance scale
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Figure 17: Dependence of rLP measured in ξLag on assumed bias factor and smearing scale.
White pixels show the combinations which return unbiased reconstructions of the linear
theory value (93h−1 Mpc).Black curves show b ∝ Σ−1 , centered on the correct values of beff
and Σeff for each panel. In ΛCDM models, this is the locus along which one should read
off rLP values so as to get more realistic uncertainties on rLP . If beff or Σeff are unknown
then this will shift the curves to the left or right, potentially broadening the error estimate
further.
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Figure 18: Inferred rLP and rinfl scales as one moves along the black curves shown in the
previous figure. Pink and grey bands show the uncertainties quoted in Table 2, which
assume that beff and Σeff are known perfectly: accounting for the fact that they are not
broadens the uncertainty on the distance scale.
if the allowed range in beff is sufficiently wide. This is particularly true for the HOD shown
in the bottom right panel (but recall that this is a rather extreme case: presumably, the
larger smearing in this model requires more reconstruction, making the choices of beff and
Σeff more critical). Allowing for the additional (survey-specific) uncertainty in the overall
normalization of the black curves will further degrade the constraints. However, because
lines of fixed rLP run approximately perpendicular to the black curves in each panel, the
degradation in constraining power may not be prohibitive.
3.3.3. Synergy between linear point and density field reconstruction
The previous subsection made the point that realistic errors on the distance scale require
marginalization over the parameters which are input to Laguerre reconstruction. For similar
reasons, constraints from density field reconstruction algorithms which assume a single
set of parameters (e.g., background cosmology, σ8 , bias), likely underestimate the true
uncertainties, if they do not include the effect of marginalizing over the uncertainties in these
input parameters (Anselmi et al., 2019). Since none of the error bars reported in Table 2
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(nor their counterparts in DE2019) include such marginalization, they likely underestimate
the true uncertainties on the distance scale.
The importance of this additional marginalization for density field reconstruction has yet
to be completely quantified, in part because doing so is computationally demanding (see
Vargas-Magaña et al., 2018, for important first steps towards this goal). This is because
such methods have two steps: reconstruction, followed by estimation of the distance scale
from the reconstructed field. Typically this second step uses a template model which is fit
to the two-point statistics of the reconstructed field. In principle, as one marginalizes over
the parameters used to perform the reconstruction, one must take care to self-consistently
modify the template as well. However, Fig. 15 shows that the Linear Point – which can be
estimated without this extra ‘self-consistent template’ step – provides a simpler route to
the distance scale in reconstructed fields. In particular, because the Linear Point is rather
insensitive to one of the dominant sources of uncertainty – galaxy bias – our results suggest
that the Linear Point may be useful in determining more realistic error estimates for density
field reconstruction methods. In this respect, the utility of the Linear Point transcends that
of Laguerre reconstruction.

3.4. Summary
We have shown that Laguerre reconstruction of the monopole of the redshift-space distorted
correlation function substantially mitigates the effects of nonlinear evolution for a variety of
interesting halo-based biasing schemes (Figures 12 and 13). The Linear Point in the reconstructed correlation function provides comparable accuracy and precision to the distance
scale estimates provided by ‘standard’ density field reconstruction algorithms (Figures 14
and 62, and Table 2).
Like all other reconstruction schemes, Laguerre reconstruction depends on certain input
parameters (a smearing scale and a galaxy bias factor). If these are not known precisely,
then realistic constraints on the distance scale will be broadened. For Laguerre reconstruction, this degradation in constraining power is straightforward – both conceptually and
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computationally – to estimate (Figure 17 and associated discussion). Performing the analogous marginalization over poorly constrained input parameters is more computationally
demanding for density field reconstruction methods. For these reasons, we believe Laguerre
reconstruction in combination with the LP offers a simple and practical complementary
estimate of cosmological distance scales. In addition, measuring the LP in density field
reconstructions simplifies the process of providing realistic error estimates on the distance
scale from these methods (Section 3.3.3). Therefore, our results show that the utility of the
LP is not confined to Laguerre reconstruction.
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CHAPTER 4 : The smearing scale in Laguerre reconstruction
In previous chapters, we discussed that Laguerre reconstruction requires as input the width
of the smearing kernel. In this chapter, we show that the method can be extended to estimate the width of the smearing kernel from the same dataset. This estimate, and associated
uncertainties, can then be used to marginalize over the distribution of reconstructed shapes,
and hence provide error estimates on the value of the distance scale. This procedure is not
tied to a particular cosmological model. We also show that if, instead, we parametrize
the evolved correlation function using simple polynomials, then the initial one is a sum of
Hermite polynomials, again enabling fast and accurate deconvolution. If one is willing to
use constraints on the smearing scale from other datasets, then marginalizing over its value
is simpler for this latter, ‘Hermite’ reconstruction, potentially providing further speed-ups
in cosmological analyses.

4.1. Introduction
We have shown so far fitting a series of half-integer Laguerre functions to the two-point
correlation function of biased tracers of the cosmological density field allows one to perform
the deconvolution analytically 4 , even in the presence of redshift space distortions (Nikakhtar
et al., 2021b).
This Laguerre reconstruction of the initial shape requires as input a guess for the width
of the Gaussian smearing kernel Σ. In CDM models, the physics that gives rise to the
convolution relates the smearing scale to the background cosmological model:
1
Σ = 2
3π
2

Z
dk PL (k, z),

(4.1)

where PL (k, z) is the linear theory power spectrum (Crocce and Scoccimarro, 2008) at
redshift z. So, if the model parameters are sufficiently well-known, then they can be used
4

In this respect, the philosophy of the approach is similar to that which motivates the use of Gaussian
Mixture models to approximate distributions which have been broadened by Gaussian measurement errors
(Blanton et al., 2003), and the Sinc function representation for evaluating the propagator in Feynman
diagrams (Easther et al., 2001).
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to provide an estimate of the smearing scale. However, it is interesting to ask if the data
constrain this scale independently, i.e., without having to assume a fiducial cosmological
model. This is particularly interesting because the uncertainties on this estimate can be
propagated into uncertainties on the shape of the reconstructed correlation function. In
turn, this allows one to marginalize over the value of the smearing scale when estimating
cosmological parameters, such as the cosmological distance scale at the redshift of the survey,
that is not tied to a fiducial model. This is in contrast to almost all other reconstruction
algorithms (Padmanabhan et al., 2012b; Schmittfull et al., 2017; Sarpa et al., 2019), for
which a fiducial model must be specified (Anselmi et al., 2019; Sherwin and White, 2019),
although there has been recent progress in accelerating the process of marginalizing over
this fiducial choice (Hansen et al., 2021).
In Section 4.2, we show that this is indeed possible in principle, but whether or not the
constraint that results is sufficiently tight to be interesting (better than ∼ 10% precision)
will depend on the data set (volume and tracer number density). We illustrate the method
using the real-space dark matter correlation function, before applying it to the monopole
of the redshift-space distorted correlation function measured in mock galaxy catalogs.
Section 4.3 shows how this fiducial model-free determination of the smearing scale can
be used to estimate the cosmological distance scale and, in particular, to provide realistic
estimates of the precision of this determination. If the smearing scale is not well-constrained,
then this decreases the precision of the distance scale constraint. Therefore, especially for
small surveys, it may be that other datasets provide more useful determinations of the
smearing. We argue that this motivates consideration of other parametrizations of the
reconstruction problem. E.g., even if useful constraints on the smearing scale must come
from independent datasets, some parametrizations of the reconstruction problem may allow
one to marginalize over the value of the smearing scale more easily than others. This is
the subject of Section 4.4, where we develop what we call ‘Hermite reconstruction’. A final
section summarizes our results.
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We illustrate our arguments using the dark matter correlation functions measured in the
z = 1 outputs of the Quijote simulations (Villaescusa-Navarro et al., 2020), as well as
mock galaxy catalogs in the z = 0 outputs of these same simulations. Each of these 15000
simulations followed the evolution of 5123 particles in a periodic box of side L = 1h−1 Gpc
(comoving). The fiducial cosmology of this set is flat ΛCDM with (Ωm , Ωb , h, ns , σ8 ) =
(0.3175, 0.049, 0.6711, 0.9624, 0.834), for which Σ of equation (4.1) equals 5.1h−1 Mpc at
z = 1 and 8.5h−1 Mpc at z = 0.
To explore how our results scale with effective volume, we average together the correlation
functions measured in 10, 50, and 100 boxes at a time to crudely mimic effective volumes of
10, 50, and 100 (h−1 Gpc)3 each. These correspond approximately to survey volumes that
are between that of BOSS and Euclid, DESI and larger a futuristic survey. By never reusing
a box, this gives us 1500, 300 and 150 independent realizations with which to study cosmic
variance associated with our three effective volume choices. In all cases, the correlation
functions in these boxes are measured in bins of width 1h−1 Mpc, and all our analyses only
make use of the scales between 70 and 110h−1 Mpc. On these scales, the covariance between
the different bins is well described by a simple ‘smeared linear theory plus Poisson shot-noise
model’ (Smith et al., 2008; Parimbelli et al., 2021; Nikakhtar et al., 2021c).

4.2. Smearing scale from data
Our starting point is that the evolved pair correlation function ξNL is related to that predicted by linear theory (i.e. the initial one multiplied by a growth factor) ξL , by a threedimensional convolution (Eq. 2.1). We will ignore the ‘mode-coupling’ in all of the analysis
which follows, since none of the main points we make are changed if we include it.
4.2.1. ‘Optimal’ estimate
We begin with an exploration of the precision with which the smearing scale can be estimated if the shape and amplitude of the linear theory power spectrum are known. This
means that we simply fit the right-hand side of Eq. 2.1 to the measured ξNL to determine
the value of Σ. The fitting uses measurements in bins of width 1h−1 Mpc over the range
70-110h−1 Mpc, and uses the covariance matrix described in Nikakhtar et al. (2021c) to
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account for the fact that bins in ξNL are correlated.
The two-dimensional histogram in Figure 19 shows the joint distribution of the best-fitting
Σ and the associated value of χ2min /dof constructed from the 1500 realizations of an effective volume of 10h−3 Gpc3 . The red curve in the left-hand panel shows the distribution
of χ2min /d.o.f. values obtained by projecting out the Σ values. It peaks close to unity,
indicating that the fits are generally acceptable. The red curve in the bottom panel show
the distribution of best-fit Σ values, obtained by projecting out the χ2min values. It peaks
at about 5.2h−1 Mpc, which is slightly higher than the linear theory value of 5.1h−1 Mpc,
consistent with previous work (Crocce and Scoccimarro, 2008). The rms of this distribution
is 0.33h−1 Mpc, which is about a 7% precision estimate of the smearing scale.
The other curves show similar projections of the histograms (not shown) made from 300
and 150 realizations of effective volumes of size 50 and 100h−3 Gpc3 . Clearly, larger volumes
are more constraining: the rms on Σ is 0.14 and 0.1h−1 Mpc, scaling approximately with
the inverse of the square root of the effective volume (Appendix F discusses why). Thus,
Figure 19 suggests that, if the shape and amplitude of ξL are known, then the expected
q
precision on the estimated Σ is about 3 50h−3 Gpc3 /Veff percent. Allowing for the amplitude of the power spectrum to be a free parameter when fitting only slightly degrades the
precision of the Σ estimate. (There is a slight degeneracy between the amplitude and the
smearing scale – a higher initial peak must be smeared more to produce the same observed
amplitude – but because the smearing matters little at scales ∼60h−1 Mpc, the degeneracy
is reduced by including scales that are far from the peak when fitting.)
That said, in practice, the biased tracers will be less abundant than the dark matter, so
although the shape of the correlation function of biased tracers should not be too different
from that of the dark matter, the measurement errors will be larger. This will degrade the
precision of the constraint on Σ, which will propagate to other analyses which use its value.
For example, in the context of reconstructing the shape of ξL , the distribution shown in
Figure 19 could be used as a prior on the value of the smearing scale when averaging over
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Figure 19: Estimated Σ when we use exactly the correct shape and amplitude of ξL when
fitting the right-hand side of Eq. 2.1 to the measured ξNL but Σ is determined from the
fit, as well as a measure of the goodness of fit, χ2min /d.o.f. Main panel shows this joint
distribution from 1500 realizations, each of an effective volume 10h−3 Gpc3 . Histograms in
bottom panel show the distribution of Σ for three different effective volumes as indicated
(10, 50 and 100h−3 Gpc): as expected, larger volumes return a narrower distribution, hence
a tighter constraint on the smearing scale. Histograms in the panel on the left show the
associated distributions of χ2min /dof; as expected, the goodness of fit does not depend on
the effective volueme.
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distributions such as those shown in Figure 9. Nevertheless, we think further analysis of
this estimator of Σ is potentially interesting. In particular, the next subsection explores
the accuracy and precision of estimated Σ if neither the shape nor the amplitude of ξL are
known a priori.
4.2.2. Laguerre-based estimate
If ξL is a function of |r| and the three-dimensional Gaussian smearing kernel is isotropic with
rms Σ in each direction, then the angular integral can be done analytically (Eq. 2.3). As
we described in details earlier in Chapter 2, the terms other than ξL in the integral define a
noncentral-Chi distribution in r/Σ with 3 degrees of freedom and noncentrality parameter
s/Σ. So, if ξL is written as a sum of polynomials, then ξNL is a sum over moments of the
χ3 distribution: generalized Laguerre functions.
We made the point in Chapter 2 that, if the ak are determined by fitting to the observed
ξNL (s), then the ‘Laguerre reconstructed/deconvolved’ shape ξLag (r), is given by inserting
the fitted ak . If Σ is known, then the fitting reduces to a simple linear least squares problem.
In equation (2.6), the terms that involve Σ multiply the ak , so if Σ must also be determined
from the fitting process, then the problem to be solved is nonlinear, but there is no other
complication.
To illustrate, we have fit equation (2.6), with n = 9, to the same ξNL measurements we
show in Figure 19 for a number if choices of Σ: i.e. for each Σ, we solve a linear least
squares problem. We then compare the χ2min values and choose that Σ for which χ2min is
smallest. (We have checked that the values of χ2min /dof are consistent with unity, indicating
the fits are acceptable.) The histograms show the distribution of estimated Σ values for
effective volumes of 10, 50, and 100 (h−1 Gpc)3 (red, black, and blue, respectively). In all
three cases, the mean values are slightly larger than the linear theory value of 5.1h−1 Mpc,
by about the same amount as in the bottom panel of Figure 19. The rms values of the
distributions are 0.46, 0.21 and 0.15h−1 Mpc: They are about 50 percent larger than in
the bottom panel of Figure 19 when the shape and amplitude were fixed to their correct
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Figure 20: Distribution of Σ (histograms) estimated from our Laguerre-based analysis of
the 1500, 300 and 150 realizations of the three different effective volumes indicated (10, 50
and 100h−3 Gpc3 ): larger volumes return a narrower distribution, hence a tighter constraint
on the smearing scale.
values. This is not surprising: the Laguerre-based approach must determine the amplitude
and shape of ξL as well as the value Σ. Viewed from this perspective, the Laguerre-based
approach does rather well.
Since the Laguerre-based estimate of Σ could be artificially broadened if there are no parameter choices for which equation (2.5) can provide a good description of the linear theory
shape, it is interesting to search for other parameterizations of ξL which may constrain Σ
better. We study this in Section 4.4.
4.2.3. Illustration using biased tracers
So far, we have focussed on the dark matter correlation function in configuration space.
Real data of rare, biased tracers will include redshift-space distortions and shot-noise. To
study how our constraints degrade in a more realistic setting, we have explored the following
extreme scenario: We work with ξ0 , the monopole of the redshift-space distorted correlation
function of mock galaxies from the same Quijote simulation set (the Molino suite of mock
galaxy catalogs (Hahn and Villaescusa-Navarro, 2021)), but now at z = 0. These mock
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Figure 21: Distribution of estimated Σeff from our Laguerre-based analysis. Three histograms show results from 1500, 300 and 150 realizations of the three different effective
volumes as indicated (10, 50 and 100h−3 Gpc3 ). Vertical bars near the bottom mark the
mean values of the distributions; horizontal error bars show the mean plus and minus the
rms. Dashed curve shows the constraint on Σeff from propagating the error on a single
realization of the ξ50 ensemble (the one shown in Figure 22); it is slightly narrower than
the actual distribution of measurements in the ensemble (black histogram).
catalogs use the standard (Zheng et al., 2007) Halo Occupation Distribution (HOD) model.
The number density of the mock galaxies is 1.63 × 10−4 h−3 Mpc3 , so the shot-noise is
significantly larger than for the dark matter, and the bias factor b = 2.4. In addition,
the lower redshift means that the smearing scale is larger: Σ = 8.5h−1 Mpc. Moreover, as
we discussed in Chapter 3, the fact that we are working in redshift-space means that the
smearing scale and the bias factor are modified to Eq. 3.5. In practice, the Laguerre method
assumes that equation (2.3) still applies with ξL → b2eff ξL and Σ → Σeff . So the question is:
How well does the method recover Σeff , while also recovering the shape and amplitude of
b2eff ξL ?5
Figure 21 shows the result of estimating Σeff by fitting 9th order Laguerres to the 1500, 300
5

This ‘scale-independent bias’ model is only an approximation. In Ref. Nikakhtar et al. (2021c) we noted
that ‘higher-order’ and/or ‘derivative’ bias schemes are easily incorporated into the Laguerre reconstruction
methodology, but we ignore these complications here for the same reason we ignore the mode-coupling
contribution ξMC to Eq. 2.3: none of our main points are changed by including them.
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and 150 realizations of ξ0 (each realization has an effective volume of 10, 50 or 100h−3 Gpc3 ).
The method returns distributions that are centered at Σeff = 10.50, 10.41, and 10.42h−1 Mpc
for the smallest to largest volumes. These are all close to the theory value of Σeff =
10.34h−1 Mpc. The rms scatter around the mean is about 20, 8.5, and 6% of the mean
value; while this is significantly worse than for the dark matter at z = 1, it is still a sub-ten
percent determination for DESI-like volumes (∼ 50h−3 Gpc3 ).
Perhaps more importantly, these values for the rms are similar to (though slightly larger
than) those returned by the fitting procedure when fitting a single simulation. Since the
distribution of Σ shown in Figure 21 is approximately Gaussian, one can approximate p(Σ)
by assuming it is Gaussian and treating the uncertainty on Σ determined from a single
realization as its rms. The dashed curve in Figure 21 shows an example: it was obtained
by propagating the errors on the fit, shown as a black dashed curve, to the symbols in
Figure 22 (which show one member of the ξ50 ensemble). It is worth emphasizing that,
because the Laguerre methodology is agnostic about the shape or amplitude of ξL , the p(Σ)
that it returns – essentially the shape shown in Figure 21 – is obtained without assuming
anything about the linear theory power spectrum.

4.3. Applications
The previous section showed that the Laguerre methodology is able to provide useful estimates of the smearing scale that are not tied to a fiducial cosmology. We now discuss what
additional science such estimates enable.
4.3.1. Accuracy and precision of reconstructed distance scale
Figure 21 shows the distribution of Σeff values at which equation (2.6) best fits the measured
ξ0 . However, the best-fit also determines a set of coefficients ak which, when inserted in
equation (2.5), determine the reconstructed shape ξLag . To illustrate, the black symbols
(with error bars) in Figure 22 show a single realization of ξ0 in a 50h−3 Gpc3 volume, and
the dashed black curve shows the best-fit to it. This fit determines the coefficients ak as
well as Σeff . This particular realization has Σeff = 10.3h−1 Mpc. The grey bands show the
regions that enclose 68% and 95% of 300 realizations of ξ0 in the same effective volume.
63

Figure 22: Measured redshift-space monopole for a mock galaxy catalog in an effective
volume of 50h−1 Gpc (symbols with error-bars), the 9th-order Laguerre fit to it (black
dashed curve), and associated reconstruction (red curve, which shows equation 2.5 with
the ak determined by the black dashed curve). This particular realization happens to
have Σeff = 10.3h−1 Mpc. Grey bands show the 68% and 95% range covered by 300 such
realizations of the observed redshift-space monopole, and pink band shows the 68% range
covered by the 300 associated reconstructed shapes ξLag . Solid black curve shows the linear
theory b2eff ξL .
Notice that the measurement (symbols) shows almost no peak or dip because, by z = 0,
particles have moved far from their initial positions, and their speeds (which give rise to
redshift-space distortions) are also large. This is also true of the ensemble average bracketed
by the grey regions; in fact, in about 8% of the simulations, there is no discernable peak or
dip.
Despite this extreme smearing, the Laguerre reconstructed shape ξLag (red curve shows
equation 2.5 with the best fit ak ) is reasonably close to that of linear theory ξL (black
solid).6 The pink bands show the region that encompasses 68% of the 300 reconstructed
ξLag curves: i.e. the reconstructions of the curves which resulted in the grey bands.
To turn each of these reconstructed shapes into an estimate of the cosmological distance
6
Note that because we are ignoring both mode-coupling and scale-dependent bias the reconstructed
shape is not as good as it could possibly be. However, because our main concern here is to illustrate the
qualitative effects of Σ, we will continue to ignore them.
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Figure 23: Distribution of reconstructed rLP from our Laguerre-based analysis (fit equation 2.6 to ξ0 , the monopole of the measured redshift-space correlation function; then insert
the ak coefficients of the best fit to define ξLag ; finally, determine rLP from the peak and
dip scales of ξLag ). Three histograms show results for three different effective volumes as
indicated. Vertical bars near the bottom mark the mean values of the distributions; horizontal error bars show the mean ± the rms. Smooth black dashed curve shows a Gaussian
distribution with mean and rms determined from the single ξLag shown in Figure 22. Vertical solid line shows the mean rLP scale measured in ξ0 prior to reconstruction (it is similar
for all three effective volumes), and dot-dashed line shows the scale in linear theory.
scale (at the survey redshift) we use the ‘linear point’ rLP . For the background cosmology of
our mock catalogs, rLP = 92.7h−1 Mpc in linear theory. Ref. Anselmi et al. (2016) show that
this scale is interesting because rLP in the evolved correlation function is approximately the
same as in ξL . Distance scale estimates boil down to estimating rLP in each z = 0 mock
and providing a realistic error bar for it.
Although rLP evolves less than either the peak or dip scales (Anselmi et al., 2016; Nikakhtar
et al., 2021c), it does shift to slightly smaller scales at later times. In the z = 0 mocks
we are studying here, the smearing is so large that there is no discernable peak or dip
in about 8% of the simulations having effective volumes of 50h−3 Gpc3 . (For the 10 and
100h−3 Gpc3 volumes, this fraction is 9% and 6% and they are not used in the reconstruction
process.) But in the others, the values of rLP estimated from the Laguerre fit (i.e. by
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finding the maximum and minimum of equation 2.6 using the best-fitting values of ak and
Σ) are centered on 90.7h−1 Mpc, with an rms scatter of about ±1.3h−1 Mpc. This is a
significant offset from its linear theory value, so the question is if the rLP estimates from
reconstructed ξLag are closer to the linear theory value of 92.7h−1 Mpc, and what is the
associated uncertainty on this ‘reconstructed’ value.
The solid black curve in Figure 23 shows the distribution of reconstructed rLP values determined from the ξLag that were reconstructed from the same ∼ 300 ξ50 measurements which
led to Figure 21. The black vertical bar near the bottom marks the mean value of the
distribution and the horizontal error bar shows the mean ± the rms. The smooth dashed
curve shows a Gaussian distribution with mean and variance determined from propagating
the errors on rLP for a single member of this ensemble – the one shown by the symbols in
Figure 22, that is best fit by the black dashed curve there, and whose reconstructed ξLag
is the dashed red curve there. (Whereas the mean and variance come from standard error
analysis, using a Gaussian shape is an extra assumption; this is reasonable as the distribution defined by the ensemble is not too non-Gaussian.) The mean of this single realization
is consistent with the ensemble mean reconstructed value which is centered on ∼ 92.1h−1
with an rms scatter of ±0.85h−1 Mpc. Evidently, even though the reconstructed ξLag is not
as close to ξL as in Refs.Nikakhtar et al. (2021c) and Nikakhtar et al. (2021b) – presumably
because the smearing scale at z = 0 is so large – Laguerre reconstruction improves the
accuracy and precision of the distance scale estimate.7
The other histograms in Figure 23 show that, for the other effective volumes as well, the
reconstructed values are centered on ∼ 92.1h−1 with an rms scatter that is slightly smaller
for the larger volumes. In all cases, accuracy and precision are both improved compared to
rLP in the original ξ0 (i.e. prior to Laguerre reconstruction).
It is interesting to contrast this with the accuracy and precision that result from fixing Σ to
7
Figure 6 in Nikakhtar et al. (2021b) suggests that ignoring the mode-coupling term as we have done
here leads to a slight underestimate of rLP , so this may be why our reconstructed value is still biased slightly
low.
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a fiducial value (in this case, 10.34h−1 Mpc) and only determining the ak from the fits. Doing
so does not change the mean rLP , but the error bar is about 30% smaller (±0.6h−1 Mpc
rather than ±0.85h−1 Mpc). This is not surprising: as we discussed before, fixing Σ to a
fiducial value in this way is a little like performing the reconstruction step with a prior on
the background cosmological model, and this artificially reduces the estimated error bar.
In effect, determining Σ (in addition to the ak ) from the fit and using the best-fit Σ to
reconstruct frees one from this dependence on a fiducial model. In this sense, the estimate
of rLP that results (the one shown in Figure 23) has been marginalized over the a priori
unknown value of Σ.
Evidently, even in this extreme smearing scenario, the Laguerre reconstruction methodology
– which makes no assumption about the expected shape of the BAO signal – returns a
distance scale estimate that is accurate to sub-percent precision for volumes that are larger
than ∼ 10h−3 Gpc3 . Since future surveys target similar comoving volumes but at higher
redshifts where the smearing is smaller, we expect our methodology to return sub-percent
precision on the estimated distance scale. Of course, for smaller survey volumes, other
datasets may provide better constraints on Σ, and hence on the prior distribution one should
use when marginalizing. We discuss how one might proceed in such cases in Section 4.4.
4.3.2. Other uses of the estimated smearing scale
Our Laguerre-based estimate of the smearing scale is particularly interesting as Σ potentially
provides an estimate of the amplitude of PL (k, z), and hence the linear theory growth factor,
that is not degenerate with the bias of the tracers (but see Ref. Desjacques and Sheth (2010)
for why this may not be exactly true). Crudely speaking, this is because on the scales which
dominate the integrand in equation (4.1), the power spectrum has approximately the same
shape as PL , only its amplitude is different: Pobs (k) ≈ b2 PL (k). Therefore, if one defines
Σ2obs by inserting Pobs in place of PL in equation (4.1), then the ratio Σobs /Σ ≈ b.
In practice, we must apply this methodology to the monopole of the redshift space clustering
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signal, for which
−1/2

Σobs
f (2 + f ) 1 + 6β/5 + 3β 2 /7
≈ beff 1 +
Σeff
3
1 + 2β/3 + β 2 /5

(4.2)

depends on both f and β rather than b alone. If β is determined from the angular dependence of the clustering signal (e.g. the ratio of the monopole to the quadrupole) then this
can be combined with equation (4.2) to estimate f . We intend to explore this estimate of
f in future work.

4.4. The Hermite limit
The previous section noted that it may be interesting to search for other parameterizations
of ξL which return tighter constraints on the smearing scale. However, if the tracers are
sufficiently sparse that the uncertainties on Σ become large, then the constraint on Σ may
not be sharp enough to be interesting (either for constraining b or for reconstructing the
shape of ξL ). If one must use constraints on the smearing scale from other datasets to
perform BAO reconstruction, then it is interesting to ask if alternative parametrizations
(to Laguerre) simplify the process of marginalizing over the value of the smearing scale
when reconstructing ξL . As the Introduction notes, this provides additional motivation for
exploring other parametrizations of ξL .
To address this, we begin with equation (2.3), and consider the limit in which r  Σ and
s  Σ (Figures 19 and 20 show that the smearing scale is indeed much smaller than the
2

BAO scales of interest). Then 2 sinh(rs/Σ2 ) ≈ ers/Σ making
ξNL (s) ≈

∞

Z
0

2

2

dr r2 e−(r−s) /(2Σ )
√
ξL (r),
Σ3
2π rs/Σ2

(4.3)

so
2

∞

2)

e−(r−s) /(2Σ
√
s ξNL (s) ≈
dr
2π Σ
−∞
Z

r ξL (r).

(4.4)

Note that we can extend the lower limit of integration down to −∞ only if r − s 
Σ. If we parametrize ξL using a simple polynomial, then the integral above can be done
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analytically. It is easy to check that each ak multiplies (Σ/R)k times a polynomial in s/Σ.
This polynomial is the same as that which appears in the Laguerre expansion µk (s/Σ),
when one takes the s  Σ limit (E1 → 1 and E2 → 0 in equation A.2).
There is no a priori reason for parametrizing ξL with a simple polynomial. If we parametrize
rξL (r) using the probabilist’s Hermite polynomials instead,

rξL (r) =

n
X


ak Hk

k=0

r − rfid
R


,

(4.5)

then Appendix G shows that the integral in equation (4.4) can still be done analytically. For
each k, the result is (s − rfid )k /Rk plus additional terms which are lower order polynomials
in s multiplied by terms proportional to (R/Σ)2 . By carefully grouping these other terms
it is possible to find that rξL (r) which, when inserted in equation (4.4), produces a simple
polynomial in s. Namely, if

rξL (r) =

n
X
k=0


ak Hk

r − rfid Σ
,
R
R


,

(4.6)

where the Hk are given in Appendix G, then
sξNL (s) =

n
X


ak

k=0

s − rfid
R

k
.

(4.7)

Therefore, if we determine the ak by fitting the simple polynomial of equation (4.7) to the
observed s ξNL (s), then the reconstructed/deconvolved r ξL (r) is given by equation (4.6),
provided we first assume a value for Σ/R (which we discuss shortly). Note that whereas
‘Laguerre reconstruction’ has a simple polynomial as the reconstructed shape of ξL (r), this
‘Hermite reconstruction’ of rξL (r) has a simple polynomial as the nonlinear shape of sξNL (s).
4.4.1. Dependence on smearing scale
In practice, we will not know the correct value of Σ, so it is interesting to study the sensitivity
of Hermite reconstruction to incorrect choices of Σ. In this regard, the structure of this
Hermite reconstruction problem has two surprising consequences. First, because Σ does not
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appear in equation (4.7), fitting it to the measurements yields no information about Σ. I.e.,
if we fit sξNL (s) to a simple polynomial, then we cannot make a plot like Figure 20! Second,
for the same fitted ak , varying Σ only changes the reconstructed shape (equation 4.6). In
contrast, for Laguerre reconstruction, each choice of Σ requires a new fit (Σ appears in
equation 2.6 for ξNL ). In this sense, Hermite reconstruction is more efficient than Laguerre:
one only need determine the ak once.
Although sξNL (s) does not depend on Σ, the Hermite reconstruction of ξL , which we will
refer to as ξHer , does. So we now turn to the value of Σ. There are two natural choices.
One is to treat the Laguerre-based analysis (e.g. Figure 20) as providing a prior on the
value of Σ. But if this is rather broad (e.g. for sparse tracers), it may be that an alternative
approach is more constraining. Following Chapter 3, this second approach exploits the
fact that, for all biased tracers, the smearing scale is expected to be well approximated by
equation (4.1). Suppose we use Σ2obs to denote the result of inserting the observed Pobs (k)
in equation (4.1). On the large scales (small k) which dominate the integral (in ΛCDM
models), Pobs (k) ≈ b210 PL (k), making Σ ≈ Σobs /b10 . In this approximation, the uncertainty
in what to use for Σ boils down to what to use for b10 .
We will use bfid to denote our best guess for this value, and so we define Σfid ≡ Σobs /bfid . This
suggests that if we fit the observed correlation function to equation (4.7), with R = Σfid ,
then the effect of varying b from its fiducial value yields reconstructed

r ξHer (r) =

n
X
k=0


a k Hk

r − rfid bfid
,
Σfid b10


.

(4.8)

Note that when b10 = bfid then Hk → Hk : the reconstructed shape is a simple sum of
Hermite polynomials. (Of course, this is only true if Σ ≈ Σobs /b10 .) This allows a straightforward estimate of the uncertainty on the reconstructed ξHer : fitting to ξNL yields the
covariance matrix of the fitted ak . For a given choice of bfid /b10 , this can be used to produce uncertainty bands around the shape given by equation (4.8), and further marginalizing
over the value of bfid /b10 gives the full uncertainty on the reconstructed shape.
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We must also decide what to use for rfid . We are particularly interested in the BAO scale,
around which the correlation function exhibits a peak and a dip. Therefore a reasonable
way to determine rfid is as follows. Initially choose rfid arbitrarily – a reasonable choice
would use the expected value of rLP in the current best-fitting cosmological model. Then
fit equation (4.7), with R = Σfid , to the observed sξNL (s). Find those scales rpeak and rdip
where dξNL /ds = 0. In practice, since d[sξ]/d ln s = sξ + s dξ/d ln s, the peak and dip scales
in the evolved correlation function are at those s where
n
X
k=0


ak

s − rfid
Σfid

k−1 


ks − (s − rfid )
= 0.
Σfid

(4.9)

Now set rfid equal to (speak + sdip )/2 and re-fit. Doing this ensures that the higher order
polynomials contribute less and less in the vicinity of rLP (see Figure A.3 in the Appendix).
The ak which result can then be inserted in equation (4.8). The peak and dip scales in the
reconstruction are where d[rξHer ]/d ln r = rξHer :
n
X
k=0

"
ak

#
r − rfid bfid
r − rfid bfid
kr
Hk−1 (
,
) − Hk (
,
) = 0,
Σfid
Σfid b10
Σfid b10

(4.10)

where we have used the fact that dHj (x)/dx = jHj−1 (x). This can be used to determine
how the value of rLP in the reconstruction depends on b. One can, of course, weight each
of these values by a prior on the value of b.
4.4.2. The Hermite-reconstructed shape
Figure 24 illustrates the various steps associated with Hermite reconstruction. The symbols
with error bars show the measured dark matter correlation function at z = 1 in an effective
volume of 50h−3 Gpc3 . The dashed black curve shows the best fit of equation (4.7) with
n = 9, (i.e., a ninth order simple polynomial), to these measurements; associated grey bands
are the 1- and 2-standard deviation uncertainties. This best fit determines the coefficients
ak . The solid red curve with pink error bands shows the associated Hermite reconstruction
(equation 4.6 with the ak determined from the fit to the symbols, and Σ = 5.1h−1 Mpc or,
equivalently, equation 4.8 with bfid = b10 = 1) and corresponding uncertainties. This red
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Figure 24:
Comparison of Hermite reconstruction (equation 4.6) of the shape of the
z = 1 dark matter correlation function (solid red curve; pink bands show 1- and 2-standard
deviation uncertainties) with the linear theory shape (solid black) when Σ = 5.1h−1 Mpc, the
linear theory value, is used. Dashed grey curves show reconstructions when Σ is assumed to
be larger or smaller by 10%. Symbols with error bars show the measured (i.e. evolved) dark
matter correlation function; dashed black curve shows the best fit of equation (4.7) to these
measurements, which was used to determine the ak coefficients used in the reconstruction;
grey bands show the 1- and 2-standard deviation uncertainties.
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curve should be compared with the solid black one, which shows linear theory. Evidently,
when the correct smearing scale is assumed, then Hermite reconstruction works quite well.
(It appears to work much better than the Laguerre reconstructions shown in Figure 22 only
because here we are working with the dark matter at z = 1 rather than redshift space
distorted mock galaxies at z = 0. In fact, for the z = 1 dark matter, the reconstructed
shapes, ξLag and ξHer , are very similar.)
Dashed grey curves show the Hermite reconstructions when the smearing scale is assumed
to be larger or smaller by 10% (the ak are the same, of course). Comparison with Figure 5
shows that, in all cases, the linear theory shape is recovered at least as well as it is for
Laguerre reconstruction. We have also checked that rLP in the Hermite reconstructions
depends on smearing scale similarly to the Laguerre reconstructions: weakly (see, e.g.,
Figure 7). Therefore, reconstructed distance scale estimates and their uncertainties from
the Hermite reconstructions are comparable to those from Laguerre reconstruction. This
is reassuring because Laguerre reconstruction of the distance scale is accurate, precise and
fast. Moreover, as we noted above, Hermite reconstruction is even more efficient, requiring
only a single determination of the coefficients ak .
4.4.3. Discussion
One might have thought that how one chooses to parametrize the nonlinear correlation
function is of little consequence – provided the goodness of fit is acceptable. Our analysis has shown that some parametrizations are more useful than others. The Laguerre
parametrization of ξNL has smearing scale Σ dependence in ξNL but none in ξL , whereas
our modified-Hermites (equation 4.5) have no Σ dependence in sξNL (s) but some in rξL (r).
As a result, the Laguerre-based parametrization of ξNL constrains Σ (Figure 20) whereas
the simple polynomial parametrization of sξNL (s) associated with equation (4.5) does not.
(Some of this is a consequence of ignoring the mode-coupling term. Had we included it,
then the Laguerre approach would have no additional Σ dependence in ξNL whereas the
modified-Hermites approach would. However, in practice, the mode-coupling contribution
is too small to matter.)
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This raises the question of whether or not there is a parametrization of ξNL that yields
tighter constraints on Σ. While one is allowed to fit data with a model whether or not the
model makes good physical sense, our results suggest that a parametrization that is closer
to the physics will fare better: the modified-Hermites have the shape of the linear theory
correlation function depending on time (because Σ depends on time), which is unphysical.
In contrast, the Laguerre parametrization is consistent with the physics.
While a detailed investigation of physically reasonable parametrizations is beyond the scope
of this work, we have performed the following test. We parametrize ξL using equation (4.5),
for which the associated ξNL is analytic and depends on R/Σ. This is similar to the Laguerre
case, for which ξL is a simple polynomial that depends on R but not Σ – so it is as physically
reasonable. Because of this similarity, we can study how this parametrization constrains Σ.
We have found that the analogue of Figure 20 is almost identical: there is no significant
difference between parameterizing ξL (r) using simple polynomials or rξL (r) using Hermites.
Of course, this does not exclude the possibility that there are other parametrizations which
will better constrain Σ.
Finally, in the context of parametrizations, it is worth noting that BAO analyses which
assume a fiducial (typically ΛCDM-motivated) model when estimating the distance scale
attempt to account for the fact that the fiducial model – either for the background cosmology
or for the bias between observed tracer and the underlying dark matter field – may not be
correct by adding A1 r−1 + A2 r−2 and then marginalizing over the values of A1 and A2
Ross15. Since such terms are not present in our approach, one might wonder if their
inclusion would bias our results. We checked this by explicitly adding A1 /s + A2 /s2 to
equation (2.6), or A1 + A2 /s to equation (4.7) prior to fitting. We found that these extra
terms have almost no impact on our analysis.

4.5. Conclusions
To a good approximation on BAO scales, the evolved correlation function ξNL is related to
the initial one, ξL , by a convolution. Fitting a series of half-integer Laguerre polynomials
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to the evolved two-point correlation function allows one to constrain the smearing scale
Σ of the convolution kernel (Figure 20) even when neither the amplitude nor shape of ξL
are known. In addition, when applied to ξNL at different redshifts, the method correctly
returns the fact that the smearing scale is larger at later times (compare Figures 20 and 21).
Our Laguerre approach shows that to constrain the value of Σ, it is enough to endow the
parametrization of the ξNL − ξL relation with the correct structure (i.e. one that reflects
the fact that the two are related by a convolution).
In configuration space, the smearing is expected to be approximately independent of the
nature of the observed tracers – i.e. of halo or galaxy bias. However, in redshift space, the
effective smearing is expected to depend weakly on bias; our Laguerre-based estimates of
Σeff in redshift-space distorted mock galaxy catalogs are consistent with this expectation
(Figure 21).
In the Laguerre framework, knowledge of the smearing scale allows one to deconvolve and
hence reconstruct the shape of ξL from measurements of ξNL , without any prior assumptions
about the shape or amplitude of ξL . As the shape and amplitude of the reconstructed correlation function can be used to constrain cosmological parameters, the Laguerre methodology
can be used to provide more realistic estimates of the precision of the constraints. In particular, the estimated accuracy and precision of the Laguerre-reconstructed contraints do
not depend on choosing a fiducial cosmological model (also see discussion at the end of
Section 4.4.3). We demonstrated this for the linear point feature in the reconstructed ξL
(Figures 22 and 23).
In practice, such constraints will depend on the nature of the biased tracers and the volume
of the survey. For small survey volumes (e.g. BOSS), the constraint on the smearing
scale is not tight, so marginalizing over its value can significantly weaken constraints on
cosmological parameters. When this occurs, it may be preferable to use tighter constraints
on Σ which come from other datasets, and then, we argued that the full Laguerre-based
analysis (which may be justified in a DESI-like survey) may not be necessary. Provided that
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Σ is a small fraction of the scales of interest, the simple polynomial - modified Hermites
(equation 4.8 with Appendix G) combination for sξNL (s) and rξL (r) provides a more efficient
way of marginalizing over the value of Σ when quantifying the accuracy and precision on
the distance scale estimate (Figure 24 and associated discussion).
We illustrated many of our points using mock galaxy catalogs at z = 0, where the smearing is so large that the BAO feature in ξNL is nearly completely smeared out. As our
Laguerre-based results were promising nevertheless, we are in the process of implementing
the ideas presented here in realistic mock galaxy catalogs which are more relevant to the
next generation of cosmological surveys.
Finally, although we have focussed on the BAO smearing scale, recent work has highlighted
the benefits of combining full-shape analyses of galaxy power spectra with BAO distance
scale estimates to constrain cosmological parameters (Philcox et al., 2020). Since both
Hermite and Laguerre reconstructions reproduce the full shape of ξL over a rather broad
range of scales, their speed and simplicity enable the development of a similar program
in configuration rather than Fourier space. We hope this feature of our reconstructions is
exploited in future work.
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CHAPTER 5 : Optimal Transport Reconstruction of Baryon Acoustic Oscillations
In this chapter, the goal is the same: reconstruction of the early universe from the present
distribution of biased tracers. We introduce a new methodology based on optimal transport
theory that reconstructs the full cosmological density field, not just the two-point correlation function of the field. This approach is a model-independent, weighted semi-discrete,
optimal transport algorithm that reconstructs the Lagrangian positions of proto-halos from
their evolved Eulerian positions. Tests with state-of-art cosmological simulations show that
the positions of proto-halos are reconstructed accurately, without having to assume a background cosmology. The algorithm, which makes use of a mass estimate of the biased tracers,
but is shown to be robust to errors in this estimation, recovers the shape and amplitude
of the initial pair correlation function of the tracers, enabling sub-percent precision in the
BAO distance scale that is not tied to a cosmological model. In principle, our algorithm
also allows direct and independent determinations of the bias factor and the smearing scale,
potentially providing a new method for breaking the degeneracy between the bias factor b
and σ8 .

5.1. Introduction
Reconstruction of the cosmological density field is complicated by the fact that we only
observe biased tracers of the full density field. Therefore, most density field reconstruction
methods make assumptions about the background cosmology as well as the nature of the
bias between the observed tracers and the dark matter (Sarpa et al., 2019; Schmittfull et al.,
2017; Hada and Eisenstein, 2018). In what follows, we describe and test a method in which
only the bias must be specified.

5.2. The algorithm : Weighted Semi-discrete Optimal Transport
Optimal transport (hereafter OT) is a powerful mathematical framework which has recently
found applications in diverse branches of science (Villani, 2009, 2003; Santambrogio, 2015).
In physics, it ties closely with fluid mechanics (Benamou and Brenier, 2000), statistical
physics, (Léonard, 2014) and general relativity (Mondino and Suhr, 2018). OT allows
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Figure 25: Schema for our fast weighted and model-independent semi-discrete algorithm:
Reconstruction of the Laguerre cells from the present distribution of biased tracers (halos)
and dark matter field particles (dust). The volume of each Laguerre cell represents the mass
of the object (halo or dust) to which it corresponds. The initial power spectrum/correlation
function is obtained directly from the distribution of the barycenters of the Laguerre cells;
there is no need to make any additional Lagrangian approximation or any other modeldependent intermediary.
one to define the so-called Wasserstein distance, that gives a natural way of defining the
similarity between two probability distributions. This is why OT, as a tool, lies at the
foundation of machine learning and artificial intelligence and is used widely nowadays to
handle big data (Peyré and Cuturi, 2018). In astrophysics, it is a powerful approach for
solving the cosmological reconstruction problem (Frisch et al., 2002; Brenier et al., 2003).
The optimal transport reconstruction is a deterministic algorithm that solves an inverse
problem to uniquely obtain the initial Lagrangian positions q of a given final Eulerian
distribution of particles x by solving the Monge-Ampère-Kantorovich (MAK) problem. This
‘inverse’ map x 7→ q can be written in terms of a convex potential as q = ∇x Ψ(x). The
‘direct’ Lagrangian map q 7→ x is hence also the gradient of a convex potential. Both
potentials are connected one to eachother through the Legendre–Fenchel transform8 . By
injecting the definition of the inverse map into the mass conservation equation ρLag (q)dq =
ρEul (x)dx, one obtains the so-called Monge-Ampère equation for the unknown potential

8

This transformation is commonly used in thermodynamics to connect the thermodynamic potentials to
each other.
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Ψ(x):

 ρEul (x)
,
det ∇xi ∇xj Ψ(x) =
ρLag (q)

(5.1)

whose solution provides the reconstruction map.
In semi-discrete OT reconstruction (Lévy et al., 2020), the final distribution of N particles
is considered to have evolved from a smooth, uniform, continuous initial field (rather than
a discrete cartesian grid). In this setting, instead of a single point, a patch of Lagrangian
space, a Laguerre cell, is assigned to each evolved object. These Laguerre cells are convex
polyhedra (Aurenhammer, 1987; Aurenhammer et al., 1992; Mérigot, 2011; Lévy, 2015;
Mérigot and Thibert, 2020) Viψ defined by
Viψ


=

q

1
1
|xi − q|2 − ψi < |xj − q|2 − ψj , ∀j 6= i
2
2


,

(5.2)

A Laguerre diagram is a generalization of the Voronoi diagram (van de Weygaert, 1994): if
all the ψi have the same value, then one obtains a Voronoi diagram. In the general case,
Laguerre cell volumes, shapes and positions depend on the ψi .
The map that assigns the Laguerre cells to final Eulerian positions (that solves the MongeAmpère Eq.5.1), is the unique solution to a semi-discrete optimization problem as well
(Brenier, 1991). The set of ψ values that determines the Laguerre tessellation can be
obtained uniquely as the unique maximizer of the following function that depends on the
Ψi , called the Kantorovich dual (Villani, 2009; Santambrogio, 2015; Lévy and Schwindt,
2018)
K(ψ) =

XZ
i

Viψ



1
|xi − q|2 − ψi
2



d3 q +

X

vi ψi ,

(5.3)

i

subject to Viψ 6= ∅ for all i. Strictly speaking, this expression assumes that the Lagrangian
density field is uniform, so vi is the volume of the ith Laguerre cell, and the final sum
imposes the constraint that the sum over all vi equals the total volume. Previous MongeAmpère reconstructions (Frisch et al., 2002; Brenier et al., 2003; Lévy et al., 2020) were
limited to using the same vi for all points. In contrast, the weighted semi-discrete optimal
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transport used in the present work can account for a mass estimate vi that is different in
each Laguerre cell.
The objective function K(ψ) is concave and smooth (C 2 ). Concavity guarantees the existence and uniqueness of ψ,and smoothness allows for an efficient and convergent optimization via a Newton algorithm (Kitagawa et al., 2016; Aurenhammer et al., 1992; Lévy,
2015). These analytic properties of K(ψ) allow us to replace the exhaustive combinatorial
computation of the discrete-discrete Monge problem with a Newton method. Our semidiscrete approach scales as O (NLC log NLC ) (Lévy et al., 2020), where NLC is the number
of Laguerre cells; this is a significant improvement over previous algorithms.
For reconstructing the dark matter field, which is comprised of equal mass particles, the
assumption of uniform initial conditions implies equal volume Laguerre cells (i.e., all the vi
in the expression above are the same). The resulting semi-discrete OT algorithm accurately
recovers the set of displacements x − q which maps the position x of each (equal-mass)
Eulerian particle to the barycenter of its associated Laguerre cell q (Lévy et al., 2020). The
assumption of equal mass particles (hence equal volume Laguerre cells) is appropriate for
reconstructing the dark matter distribution, but not for reconstructing biased tracers, such
as the dark matter halos which host galaxies. There are two reasons why treating biased
tracers, and halos in particular, is non-trivial.
i. The first is that halos typically span a range of masses. Accommodating this turns
out to be straightforward.
The assumption of uniform initial conditions means that one simply sets vi ∝ mi in equation (5.3), where mi is the mass of each object. Typically, mi = ni mp , where mp is the
particle mass, so vi /Vsim = ni /Nsim .
ii. The second complication is more pernicious: Whereas the initial dark matter field was
uniform, the initial (proto-)halo distribution was not (Mo and White, 1996; Sheth and
Tormen, 1999). Moreover, the Lagrangian-space clustering of the proto-halo patches
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depends on their mass. In the OT approach, this means that one cannot assume that
the (mass-weighted) barycenters of the Laguerre cells of the biased tracers make up a
uniform distribution. In principle, this seriously complicates the OT approach.
One way to address this is by including a model for the ‘dust’ – the mass that is not
associated with the biased tracers – since the initial distribution of (mass-weighted) tracers
plus dust should be uniform. Typically (e.g. for BAO surveys), the mass associated with
the biased tracers accounts for only a small fraction of the total mass density; the dust
accounts for about seventy-five percent. Fortunately, our OT algorithm is fast, so the
additional computational load required to reconstruct dust as well as the biased tracers is
offset by the simplicity of the initial condition.
Therefore, in addition to the masses of the Eulerian objects which are observed, our weighted
OT algorithm also requires a guess regarding the Eulerian spatial distribution of the dust.
In what follows, we use a random subset of the dark matter particles which are not assigned
to the biased tracers to model the dust. The situation will clearly be more complicated
in real data but we defer discussion of how to model the dust (using results from, e.g.,
Cai et al. (2011); Wang et al. (2014); Paranjape and Alam (2020)), to a follow-up study.
The goals of this work are two-fold: First to demonstrate that our weighted semi-discrete
algorithm works well for biased tracers when a good proxy for the dust is available, and
second to show that our fast reconstruction algorithm requires no assumption on cosmology
– it is fully model-independent.
In all previous studies, using either discrete or semi-discrete algorithms, the reconstructed
“pre-initial condition” was pushed forward in time by using the positions q + D(z) (x − q)
for some D(z)  1, i.e. relying on the linear Lagrangian (often called ‘Zel’dovich’) approximation (e.g. Lévy et al., 2020). Since D(z) is like a linear theory growth factor, this made
the OT-reconstruction appear to be cosmology dependent. This was not totally satisfactory, as OT makes no assumptions other than convexity of the potential flow of matter.
For biased tracers, the Lagrangian correlation function (which uses the OT-reconstructed q
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Figure 26: Evolved, Eulerian distribution of particles that make up a halo at z = 0 (blue
dots), and the initial, Lagrangian (i.e. z = ∞) distribution of the same particles (gridlike black dots). Grey shaded region shows the Laguerre cell associated with each halo, as
determined by the weighted-OT reconstruction. Each panel shows results for a single halo:
the halo mass (in solar units) is shown in the upper left corner. In each panel, yellow and
red crosses show the Eulerian (z = 0) and Lagrangian (z = ∞) center-of-mass positions.
The displacement between the two is what smears and shifts the BAO feature in the twopoint correlation function of these biased tracers. Green cross shows the barycenter of the
Laguerre cell associated with each halo, as determined by the weighted-OT reconstruction.
It is extremely close to the red cross, indicating that the weighted-OT algorithm describes
the displacements extremely well.
positions) is non-trivial, so it exhibits a BAO feature. Here, for the first time we show that
this feature can be extracted directly from Lagrangian Laguerre cells, with no need for any
Lagrangian perturbation theory in a completely model-independent way.9

5.3. Results
5.3.1. Simulations
We demonstrate our results using halos identified in 20 different realizations of the HADES
simulations of (Villaescusa-Navarro et al., 2018). We perform all our analyses in each of
the 20 realizations. Each simulation follows the gravitational evolution of 5123 identical
particles, each of mass mp = 6.566 × 1011 h−1 M , in a periodic cube of side L = 1h−1 Gpc in
which the background cosmology is flat, ΩΛ = 1 − Ωm , with (Ωm , Ωb ) = (0.3175, 0.049), and
Hubble constant today H0 = 100h km s−1 Mpc−1 , with h = 0.6711. The initial fluctuation

9
We show elsewhere that this can be done even for the dark matter if one estimates the Lagrangian
correlation function by weighting each Laguerre cell by the divergence of x − q, or by plotting the Laplacian
of the correlation function of the displacement field.
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field is Gaussian so it is completely specified by its power spectrum, which is taken from
CLASS, with shape ns = 0.9624 and amplitude set by σ8 = 0.833.
The biased tracers we consider in what follows are ‘halos’ that were identified in the z = 0
output of each box using a friends-of-friends algorithm with linking length b = 0.2. We
only use halos with more than 20 particles; this corresponds to a minimum halo mass of
1.3 × 1013 h−1 M and an associated Eulerian bias factor bEul = 1.4. (Later on, we will also
show results when we weight each halo by its mass: in this case, bEul = 1.9.) About 75%
percent of the particles in the box are not bound up in such halos. In what follows, we will
refer to particles that are not in our list of halos as ‘dust’.
Our OT algorithm takes as input the list of halo masses and positions. In addition, it
requires some knowledge about the spatial distribution of the dust. In practice, we randomly
select a subset of the dust particles: If we choose a fraction p, then we would replace the
mass of each by mp /p. Since halos have at least 20 particles, we only consider p ≥ 0.1,
as this ensures that each dust particle is less massive than the least massive halo. In the
results which follow, we set p = 1, although our results are not particularly sensitive to this
choice.
5.3.2. Laguerre cells and protohalo patches
The list of ni particles which makes up a halo of mass mi = ni mp defines a protohalo patch
in the initial conditions. We refer to the center of mass of this halo at the time it was
identified (z = 0) as its Eulerian position xi , and that of the protohalo as the Lagrangian
position qi (z = ∞). Figure 26 shows three representative halos (black dots) and the
protohalo patches (blue dots) from which they evolved. Yellow and green crosses show the
center of mass positions xi and qi . The offset between the two, Si ≡ xi − qi is what causes
both the shifting and the smearing of the BAO feature in the halo pair correlation function.
The grey shaded region shows the Laguerre cell associated with each halo, as determined
by the weighted-OT reconstruction; it reconstructs the shape of the protohalo patch quite
well. This is non-trivial, because the long axis of the protohalo becomes the short axis of
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Figure 27: Left: Unweighted pair correlation functions measured in non-overlapping bins
of width 2h−1 Mpc. Thick orange curve shows ξEul of the z = 0 halo centers averaged over 20
simulations, and yellow band shows the rms scatter around this mean. Thick purple curve
and error band shows ξLag of the corresponding Lagrangian (i.e. z = ∞) protohalo centers.
Thick green curve and error band – which is very similar to ξLag – shows ξOT measured in
our OT reconstructed field. Smooth dot-dashed curve shows ξLin , thepcorrelation function
of the dark matter in linear theory. The ‘linear bias factor’ b =
ξEul /ξLin is ≈ 1.4.
Right: Same as left, but now objects are weighted by their mass, so b = 1.9; dot-dashed
curve now shows b2 ξLin , and the short and long dashed curves show (1 − 1/b)−2 times ξLag
and ξOT respectively (the scaling expected for tracers of a fixed number density, such as
Eulerian halos, their Lagrangian protohalos and their OT-reconstructed Laguerre cells).
The difference in shape between ξEul and b2 ξLin is why reconstruction is necessary. The
difference in shape between ξLag and b2 ξLin is due to scale dependent Lagrangian bias.
the final halo – the two are not simply rescaled versions of one-another (Despali et al., 2013;
Ludlow et al., 2014). We discuss the shapes elsewhere; here, we focus on the positions. The
green cross in each panel shows the barycenter of the Laguerre cell; it is extremely close
to the red cross, indicating that the weighted-OT algorithm describes, hence undoes, the
displacements extremely well. Therefore, we expect it to reconstruct the BAO feature very
well.
5.3.3. Correlation function of biased tracers
Figure 27 compares pair correlation functions ξ averaged over 20 simulation boxes. Each ξ
was estimated by counting pairs in non-overlapping bins of width 2h−1 Mpc. In each panel,
the solid orange curve shows the average halo correlation function ξEul (r) (i.e. using the
Eulerian positions |xi − xj |), and the yellow bands around it show the standard deviation.
The purple curve shows a similar analysis of the Lagrangian protohalos, ξLag (which is
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built from the |qi − qj | pairs), and the green curve shows ξOT , which is built from the
OT-reconstructed Laguerre cell barycenters.
To make the point that our results do not depend on the halo sample, the right hand
panel shows results when we weight each halo by its mass when computing the pair counts
(this weight is the same for the corresponding protohalos and Laguerre cells, of course).
Comparison with the left hand panel shows that mass-weighting increases the amplitudes
of all the correlation functions. This is expected (Sheth and Tormen, 1999). (We have also
checked that the mass-weighted correlation function of all the particles – i.e. including the
‘dust’ – is zero. This confirms that, once all the mass is included, the OT algorithm has
indeed converged to a uniform density initial condition.)
To guide the eye, the dot-dashed curve in the left hand panel shows ξLin , the correlation
function of the dark matter field in linear theory. The ‘linear’ ‘scale-independent’ bias factor
p
b ≡ ξEul /ξLin in this panel is about 1.4, whereas it is 1.9 in the right hand panel. The
most important point we wish to make is that, whatever the value of b, ξOT reproduces
the shape of ξLag very well, despite the fact that ξLag is rather different from ξEul , in both
panels.
We are most interested in whether the various ξ have different shapes, since differences in
amplitude alone will not bias cosmological constraints. Therefore, the dot-dashed curve in
the right hand panel shows b2 ξLin (with b = 1.9) rather than ξLin itself. This shows clearly
that, compared to the linear theory shape, the BAO feature is smeared out in ξEul . The
reason why is well understood (Bharadwaj, 1996; Crocce and Scoccimarro, 2008; Eisenstein
et al., 2007), and is why reconstruction is necessary.
Similarly, the difference in amplitude between ξLag and ξEul is striking but well understood:
the correlation function of biased tracers is expected to evolve such that if

ξEul ≈ b2 ξLin

then
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ξLag ≈ (b − 1)2 ξLin

(5.4)

(Nusser and Davis, 1994; Fry, 1996; Mo and White, 1996; Sheth and Tormen, 1999). To
test this expectation, the short and long dashed curves in the right hand panel show the
result of multiplying ξLag and ξOT by a scale-independent factor of (1 − 1/b)−2 . This indeed
brings the curves into good agreement on scales of ∼ 70h−1 Mpc. However, compared to the
linear theory shape, the BAO feature in ξLag is significantly enhanced. Although the reason
for this ‘scale-dependent bias’ is also well understood (Bardeen et al., 1986; Desjacques
et al., 2010; Baldauf and Desjacques, 2017), this shape difference is ignored – or simply
not reproduced – by essentially all other reconstruction schemes (e.g. Padmanabhan et al.,
2012b; Schmittfull et al., 2017; Hada and Eisenstein, 2018; Sarpa et al., 2019). In contrast,
ξOT reproduces ξLag on these scales exquisitely. This fidelity of the OT-reconstructed shape
potentially enables a number of novel analyses which we now discuss.

5.4. Applications
The discussion below outlines some of the directions which the accuracy of our OT reconstructions enable. We caution, however, that before they can be applied to real data, we
must be able to treat two additional complications. The first is that, so far, all our results
are in configuration space. However, observations are redshift space distorted, and we have
yet to show that our OT reconstruction remains accurate in redshift space. The second
is that we have yet to build a model for the ‘dust’ which plays an important role in our
algorithm. This is why some of the discussion below is qualitative: a quantitative analysis
would only be justified after these two complications have been more fully addressed.
In addition, it is worth recalling that our algorithm requires both an estimate of the mass
of each biased tracer, and an estimate of the distribution of ‘dust’ particles. The results we
have shown so far assume that the mass is known perfectly. This mass enters as a weight
for the OT-algorithm, and when used to produce the weighted clustering results shown in
the right hand panel of Figure 27. We show in the Appendix that our results are robust to
errors in the mass estimate.

86

5.4.1. The BAO distance scale
The agreement between ξOT and ξLag is a significant success of the OT reconstruction.
However, since ξOT (like ξLag ) differs in shape from ξLin , we now address the question of
whether or not this compromises the original goal, which is to estimate the BAO scale.
There are three approaches to this problem. One fits a fiducial ξLin to the reconstructed
correlation function (in this case, ξOT ). However, if ξOT and ξLin have different shapes, this
might lead to a bias. Since we believe the reason for the shape difference is reasonably well
understood, we are in the process of extending such methods – essentially determining the
better fiducial template shape to fit – so as to account for this shape difference. We will
discuss those efforts elsewhere. The second is motivated by Padmanabhan et al. (2012b);
Baldauf and Desjacques (2017), and seeks to correct the shape of ξOT so that it becomes
more like ξLin . A crude way to do this uses the fact that the OT displacements map Eulerian
positions to a Lagrangian ‘grid’. So, consider distorting an Eulerian grid using the OT
displacement field, and let ξTO denote the correlation function of the distorted grid, and ξ×
denote the cross correlation between the OT and TO fields. Then ξOT − 2ξ× + ξTO ≈ b2 ξLin ;
i.e., it restores the amplitude. We are in the process of exploring if this removes the scaledependent bias as well. The third, as we describe below, is a much simpler test that is not
tied to the detailed shape of ξLin .
Previous work has shown that the Linear Point (LP), the midpoint between the peak and
dip scales in ξEul , is close in scale to the LP in ξLin (Anselmi et al., 2016). In addition,
Ref. Anselmi et al. (2016) argued, but did not show explicitly, that rLP should be much less
sensitive to the scale-dependent bias which causes the shape of ξLag to differ from that of
ξLin . Our results provide a good opportunity to test this expectation. The right hand panel
of Figure 27 shows that although ξEul , ξLin and ξOT have very amplitudes around rpeak and
rdip , they all intersect at a scale that is approximately half-way in between. I.e., this scale
is indeed relatively immune to both scale dependent bias and evolution, so we will use it to
quantify the gain from using ξOT rather than ξEul .
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rLP rpeak
ξLin 92.7 99.8
ξLag 92.6100.7
ξOT 92.6100.6
ξEul 91.1 98.5
Table 3: Linear point and peak scales in the correlation function of the linearly evolved
dark matter field, the nonlinearly evolved halo field, the corresponding proto-halo patches,
and the barycenters of the halo-mass weighted Laguerre cells in our OT reconstruction.
Estimating rLP requires that we estimate the peak and dip scales in ξ. In practice, ξ is
noisy, so one must avoid differentiating ξ directly. Therefore, one fits polynomials, or more
carefully chosen basis functions, to ξ, and then differentiates the fit (Anselmi et al., 2018a;
Nikakhtar et al., 2021c, 2022b). Table 3 shows our results when we fit over the range
r = [60, 120]h−1 Mpc. The peak and LP scales in ξEul are shifted from their values in ξLin by
about 1%; this is why reconstruction was necessary. In contrast, rLP in ξLag is very similar
to the linear theory value, even though its shape is very different from ξLin . This confirms
the expectation that rLP is insensitive to scale-dependent bias. Since the OT-reconstructed
ξOT is so similar to ξLag , it too has rLP that is very similar to the linear theory value.
I.e., compared to ξEul , OT-reconstructed ξOT provides a nearly unbiased constraint on the
cosmological distance scale.
5.4.2. Amplitude of clustering and determination of bias
Distance scale estimates use the shape of ξOT but not its amplitude. In most analyses, this
amplitude is proportional to the product of a bias factor b and the amplitude of fluctuations
in the dark matter field, which is sometimes referred to as σ8 . As we describe below, the fact
that the OT-reconstructed field is so similar to the Lagrangian one provides three separate
ways to break this bσ8 degeneracy.
The first is more standard: ratios of the two- and three-point correlation functions yield
determinations of bias factors that are independent of σ8 (Bernardeau et al., 2002). In
the Eulerian field these ratios involve terms coming from perturbation theory, as well as
from bias. However, since our OT-reconstructions are so faithful to the Lagrangian field,
measuring these ratios in the OT field should be both feasible and easy to interpret. More88

over, combining them with similar measurements in the evolved field should provide useful
constraints on the terms which arise from evolution.
Our OT reconstructions enable two other novel methods for determining b. First, the right
hand panel of Figure 27 shows that, on ∼ 50-70h−1 Mpc scales, ξEul /ξOT ≈ (1 − 1/b)−2 . In
practice, one could combine measurements over a range of r by fitting for that multiplicative
factor which brings the two measurements into agreement over a broad range in r. E.g.,
P
−1
if we define ∆ξi ≡ ξEul (ri ) − A ξOT (ri ), then minimizing χ2 ≡ i,j ∆ξi Cij
∆ξj , where C
is the covariance matrix of errors, yields A. Since A = (1 − 1/b)2 this furnishes a direct
estimate of b with no assumptions about the shape or amplitude of ξLin .
In addition to the shape of ξOT , the OT algorithm also returns a distribution of displacements. Let ΣOT denote the rms displacement.10 This rms is expected to be proportional
to the amplitude of the initial fluctuation field, but, in contrast to ξOT , it is much less
degenerate with the value of b. If we ignore redshift-space distortions, then
Σ2disp

≈

Z

dk
PLin (k) b2vel (k),
2π 2

(5.5)

where bvel → 1 when k → 0. (The Appendix discusses the k dependence of bvel , and its
relation to the scale dependence of ξEul /ξLag shown in Figure 27.) Following Ref. Nikakhtar
et al. (2022b), let Σ2obs denote the result of performing this integral with the observed power
spectrum PEul in place of PLin . Since PEul ≈ b2 PLin , the ratio Σobs /ΣOT ≈ b.
Thus, OT provides multiple consistency checks of the value of b – and hence multiple ways
of breaking the bσ8 degeneracy – each subject to very different systematics. Of course, it is
important to recall that to perform OT in the first place requires a guess for the masses of
the tracers – and we have shown that the method is robust to mis-estimates – as well as a
model for the dust. We have yet to show that one can make a good enough model for the
dust which does not depend on b. This is the subject of work in progress.
10

We note in passing that ΣOT can be used directly in the Laguerre reconstruction algorithm of
Ref. Nikakhtar et al. (2021c, 2022b) to provide a consistency check of the BAO distance scale.

89

5.5. Discussion
We have presented a fast, weighted, semi-discrete OT algorithm (Figure 25) that reconstructs the initial (Lagrangian) fluctuation field of the Universe from observations of the
late-time (Eulerian) spatial distribution of biased tracers (in our case, halos; Figure 26).
The OT reconstruction is model independent: it makes no assumptions about the background cosmological model. The only hypotheses are that the initial mass density field was
smooth (structure growth is seeded by inhomogeneities in the displacement field) and that
the Lagrangian-Eulerian map is the gradient of a convex function (equation 5.3 and related
discussion). This renders discussions of how incorrect assumptions about the background
cosmology impact the reconstruction (e.g. Sherwin and White, 2019), a necessary discussion
for most other methods which seek to reconstruct the field, moot.
Our method, which does not yet account for redshift space distortions, takes as input an
estimate of the masses of the biased tracers, but is robust to errors in the mass estimate.
It also requires an estimate of the spatial distribution of the ‘dust’, the mass which is not
in the biased tracers. Provided that an accurate model for this dust is available, our OT
algorithm reconstructs the BAO feature in the correlation function of biased tracers (in our
case, halos) with sub-percent precision (Figure 27 and Table 3), and potentially provides
three distinct ways of determining the bias parameter b independently of σ8 , thus enabling
novel cross-checks of the breaking of the bσ8 degeneracy, as discussed in the previous section.
In forthcoming work, we will extend our algorithm to work with redshift-space distorted
positions (e.g., by incorporating results of Lévy et al. (2020)), and to model the dust (e.g.,
Cai et al. (2011); Wang et al. (2014); Paranjape and Alam (2020)), before applying it to
real observational data.
5.5.1. Robustness to mis-estimates of mass
We have used a Log-normal model to quantify how mis-estimating the mass propagates
2 /2), with
into our analysis. For the ith object we set Mest,i = Mtrue,i exp(σM gi − σM

gi drawn from a Gaussian distribution having zero mean and unit variance. This makes
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Figure 28: Top: Distribution of displacements between Eulerian and Lagrangian positions
(black), and OT and Lagrangian positions (colored). If the masses of the biased tracers are
known perfectly (green), OT reconstructs the positions typically to within about a Mpc;
if halo mass estimates are noisy, and follow a log-normal distribution centered on the true
mass, with unit rms (purple), then the quality of the reconstruction seems rather robust
and is degraded only very slightly. Bottom: Effect of log-normal errors, with σM = 1, on
ξOT .
the ratio Mest,i /Mtrue,i = 1 on average, with rms around this mean of

q
2 ) − 1;
exp(σM

larger values of σM yield larger mis-estimates. Figure 28 shows that even σM = 1 only
degrades the reconstructed positions by about 1-2 Mpc; this is not enough to compromise
the improvements in the BAO distance scale such as those shown in Table 3.
The reason for this robustness can be understood as follows. Let S = x − q denote the
displacement vector between the Lagrangian protohalo and Eulerian halo positions. For
each protohalo, we can define an initial velocity vproto,i by summing up the ni velocity
vectors of its constituent particles. The purple curve in Figure 29 shows the distribution

91

Figure 29: Cumulative distribution P (≤ cos θ), where θ is the angle between two vectors,
as indicated. In particular, vproto,i and the true displacement are extremely well-aligned,
indicating that straight line motion is an excellent approximation for the vast majority of
these biased tracers.
of cos θ ≡ vproto · S/|vproto ||S| for the halos. The two vectors are extremely well aligned,
suggesting that, for the vast majority of halos, the center of mass moved in a nearly straight
line from q to x. This confirms previous work which argued that although straight-line
motion is not a good approximation for dark matter particles, it should be an excellent
approximation for biased tracers (Sheth and Diaferio, 2001). Although our OT algorithm
does not explicitly assume straight line motion, the green curve in Figure 29 shows that the
displacement returned by it, SOT ≡ x − qOT , is extremely well aligned with the true S.
This accuracy of rectilinear motion has the following consequence. If we shoot an arrow in
the wrong direction, say θ degrees from a target placed a distance R away, then we will miss
by an amount D which satisfies (θ/360◦ ) = D/2πR. In our case, we know that the typical
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OT displacement is R ∼ 10h−1 Mpc, so 8◦ (the worst value we show in Figure 29) means that
we miss by 1.5h−1 Mpc; i.e., this will artificially smear the reconstructed BAO by about this
amount, which is not too bad. Mis-estimating the mass will degrade the alignment between
SOT and the true S, but because halo speeds/displacements do not depend strongly on halo
mass (Sheth and Diaferio, 2001), mis-estimating the mass does not have a large effect on
SOT .
Before ending this subsection, note that a comparison of the green and orange curves shows
that SOT is better aligned with S than is vhalo (orange), the other natural choice for
defining the direction of the displacement. Although our OT method does not use vhalo ,
other reconstruction algorithms use proxies for the Eulerian velocity field (usually heavily
smoothed). The orange curve suggests that the unsmoothed velocities provided by future
kinetic Sunyaev-Zeldovich surveys should be useful for these algorithms.
5.5.2. Scale dependence of bias
In our OT reconstructions, the 3d rms displacement of halos is 8.75h−1 Mpc whereas that
of the dust is about 10% larger. This ‘velocity bias’ of highly biased objects is also well
understood (Desjacques and Sheth, 2010; Desjacques et al., 2010; Baldauf and Desjacques,
2017; Matsubara, 2019). In the present context, what is important is that the velocity
bias and the scale-dependence of bias are related. Namely, for a set of tracers having
scale-dependent Lagrangian bias

bLag (k) = b10 + b01 k 2 (σ0 /σ1 )2 ,

(5.6)

the associated Eulerian bias is

bEul (k) = bLag (k) + bvel (k)

(5.7)

bvel (k) = 1 − k 2 (σ0 /σ1 )2 .

(5.8)

where
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This makes
bEul (k) = (b10 + 1) + (b01 − 1) k 2 (σ0 /σ1 )2 .

(5.9)

The first term on the right hand side is what we have been calling b (in, e.g., equation 5.4).
The second term shows that scale-dependent bias in ξEul will be different from in ξLag . The
dust has bvel ≈ 1, whereas the halos have k dependent bvel . So, the difference between the
values of Σ2OT for the biased tracer subset and the dust constrains the scale dependence of
bias.
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Part II

Galactic Dynamics
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CHAPTER 6 : New families in our Solar neighborhood
The standard picture of galaxy formation motivates the decomposition of the Milky Way
into 3–4 stellar populations with distinct kinematic and elemental abundance distributions:
the thin disk, thick disk, bulge, and stellar halo. To test this idea, we construct a Gaussian
mixture model (GMM) for both simulated and observed stars in the Solar neighborhood,
using measured velocities and iron abundances (i.e., an augmented Toomre diagram) as
the distributions to be decomposed. We compare results for the Gaia-APOGEE DR16
crossmatch catalog of the Solar neighborhood with those from a suite of synthetic GaiaAPOGEE crossmatches constructed from FIRE-2 cosmological simulations of Milky Waymass galaxies. We find that in both the synthetic and real data, the best-fit GMM uses
five independent components, some of whose properties resemble the standard populations
predicted by galaxy formation theory. Two components can be identified unambiguously
as the thin disk and another as the halo. However, instead of a single counterpart to the
thick disk, there are three intermediate components with different age and alpha abundance
distributions (although these data are not used to construct the model). We use decompositions of the synthetic data to show that the classified components indeed correspond to
stars with different origins. By analogy with the simulated data, we show that our mixture
model of the real Gaia-APOGEE crossmatch distinguishes the following components: (1) a
classic thin disk of young stars on circular orbits (46%), (2) thin disk stars heated by interactions with satellites (22%), (3, 4) two components representing the velocity asymmetry of
the alpha-enhanced thick disk (27%), and (5) a stellar halo consistent with early, massive
accretion (4%).

6.1. Introduction
The kinematics and elemental abundances of the Milky Way’s stars are thought to contain
clues to the formation history of the Galaxy we live in (e.g. Freeman and Bland-Hawthorn,
2002). In the classic picture, the distribution of stars in velocity and elemental abundances
has a relatively small number of distinct components linked to different formation epochs:
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• At very early times, star formation and proto galaxy merging take place in a relatively
chaotic environment, leading to a roughly spheroidal distribution variously referred
to as an “early spheroid” (e.g. Elmegreen et al., 2008). Stars formed very fast in this
epoch, so despite starting from gas almost free of metals, the resultant population is
quite metal-rich.
• A subsequent epoch of accretion creates a hot disk structure (still relatively metalpoor), which forms stars in the present-day thick disk (e.g. Forbes et al., 2012; Bird
et al., 2013) and/or stars formed early on in a thin disk are heated by scattering
processes and displaced by radial migration to form the thick disk (Sharma et al.,
2020). At larger radii, stars above the plane are built up by flaring of mono-age
populations (Minchev et al., 2015).
• The thin disk is formed by colder and more gradual accretion of more metal-rich
gas, regulated by feedback from relatively steady star formation, in a process that
continues to the present day (e.g., Brook et al., 2012; Garrison-Kimmel et al., 2017;
Ma et al., 2017; Stern et al., 2020).
• Accretion of smaller, more metal-poor components contributes an additional, roughly
spheroidal with a larger scale radius but with substructures, commonly referred to
as the “outer halo” or “accreted halo” (e.g. Searle and Zinn, 1978).

11

In studies of

the Solar neighborhood, this component and the first one are often jointly referred
to as the “halo”, which is a suitable simplification given the short scale radius and
complex kinematics of the Milky Way’s bulge-like component (Gerhard and MartinezValpuesta, 2012).
This picture sets up the expectation of a multi-component stellar distribution in the Solar neighborhood, with old, spheroidally distributed stars at the lowest metallicities (the
11

These two terms, though sometimes used interchangeably, are not synonymous: accreted material,
especially from early epochs, can certainly be found at small radii while stars formed in outflows from
regions of high star formation in the disk (Yu et al., 2020), and those kicked out by interactions with
satellite galaxies (Laporte et al., 2018), can reach large radii (El-Badry et al., 2018; Starkenburg et al., 2017)
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“halo”); young, metal-rich stars in a kinematically cold “thin disk”; and a population intermediate in age, metallicity, and kinematics, commonly referred to as the “thick disk”.
Sustained star formation during the cooling of the gas reservoir, as well as gradual dynamical heating of the resulting stellar population, would predict a smooth correspondence
between kinematic temperature, metallicity and age in the disk, with kinematically hotter
stars being older and more metal-poor.
Many studies prior to this one have sought to test these ideas and refine our understanding of
the processes that built the Solar neighborhood by selecting stars based on their kinematics,
and studying their abundance distributions (e.g., Bensby et al., 2003; Venn et al., 2004;
Ishigaki et al., 2013; Nissen and Schuster, 2010; Bonaca et al., 2017; Fernández-Trincado
et al., 2019; An and Beers, 2020; Hayden et al., 2020). Most often, these kinematic cuts are
performed in the Toomre diagram, where the x axis has the velocity of stars in the direction
q
of Galactic rotation VY , and the y axis has the perpendicular component VXZ ≡ VX2 + VZ2 .
Here, VX is along the Sun-Galactic center direction, and VZ is perpendicular to the disk
plane in the direction of the total angular momentum.
Figure 30 shows the Toomre diagram of stars drawn from traditional components of the
Galaxy measured by Bensby et al. (2003), with the thin disk in magenta, the thick disk in
orange and the halo in purple. These components are overlapping, but a selection criterion
based on the relative velocity with respect to the Local Standard of Rest (LSR) can preferentially select thin disk stars comoving with the LSR (magenta shaded region in Figure 30),
thick disk stars at intermediate distance from the LSR (orange shaded region) and halo
stars moving at high velocity with respect to the LSR (purple shaded region).
In an alternative to such kinematic selections, other studies have selected disk stars based
on their elemental abundances, and from their spatial distributions tested the idea of a continuous transition between thin and thick disks (e.g., Bovy et al., 2012a,b, 2016; Mackereth
et al., 2017). Some cosmological simulations (e.g., Ma et al., 2017; Obreja et al., 2019; Buck
et al., 2020; Bird et al., 2020) also do not predict a clean/sharp transition from the thick
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Figure 30: Typical regions of the Toomre diagram based on observation in the Solar neighborhood and ascribed to different chemokinematic components following Bensby et al.
(2003): the metal-poor “halo” (purple), the intermediate “thick disk” (orange), and the
metal-rich “thin disk” (magenta).
to the thin disk, but rather, a more gradual settling of the stellar disk (note, however, that
some simulations such as the FIRE simulations analyzed in this chapter suggest a sharper
transition in the properties of the gas disk, as galaxies transition from highly bursty to
more steady star formation rates, (e.g., Stern et al., 2020)). Still others were interested in
searching for local interlopers from the halo to assess the Milky Way’s accretion history,
simultaneously employing both kinematic and metallicity cuts to select this relatively small
population from the overwhelmingly more numerous disk stars (e.g., Helmi et al., 2017;
Herzog-Arbeitman et al., 2017).
The assumptions these approaches make about links between the kinematics and metallicity and/or alpha-enhancement of stars have begun to be challenged with the advent of
Gaia’s exquisite kinematic information (Gaia Collaboration et al., 2016). For example, several authors have pointed out the presence of a population that is either an intermediate
component between the thick disk and the halo (Bonaca et al., 2017; Posti et al., 2017;
Belokurov et al., 2018) or a sense of rotation in the halo itself (Deason et al., 2017; Kafle
et al., 2017). The Gaia-Enceladus or “Sausage“ structure (Belokurov et al., 2018; Helmi
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et al., 2018; Myeong et al., 2018; Mackereth et al., 2018) is likely a massive contributor to
the local neighborhood and has 30%–50% of the halo stellar mass (Mackereth and Bovy,
2020).
This influx of new information both enables and motivates the relaxation of some of the
assumptions about the structure of the Solar neighborhood, in favor of allowing the data
itself to tell us what the distribution looks like. In this work, we take the agnostic approach
of modeling the stellar distribution as a mixture of Gaussians, with the goal of imposing as
few assumptions as possible on its observed quantities.
We construct a mixture model (described briefly in section 6.2) of the velocities and iron
abundances of stars in the Solar neighborhood, leaving the number of Gaussian components
in the model free to vary and using an information criterion to pick the most suitable
number. We test this approach on a new set of mock Gaia-APOGEE catalogs generated
from FIRE-2 cosmological simulations12 of a Milky Way-mass galaxy (Sanderson et al.,
2020) (described in section 6.3). From these mock catalogs, we find that the best-fit model
is consistent with previous arguments on the origins of Solar neighborhood stars and their
spatial, kinematic, and abundance distributions (section 6.4). Perhaps surprisingly, we
find that the optimal decomposition features five components in all the simulations: two
analogous to the thin disk and the halo, but instead of a single counterpart to the thick disk,
there are three intermediate components with distinct age-alpha distributions and formation
histories, even though these data are not used to fit the model. We then apply the same
strategy to stars in the Solar neighborhood using the Gaia DR2 catalog crossmatched with
the APOGEE DR16 (section 6.3) survey and find a similar result (section 6.5). We conclude
in section 6.6 by drawing analogies with the simulated surveys to postulate distinct origins
for the five components identified in our Milky Way.

12

See the FIRE project website: http://fire.northwestern.edu
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6.2. Gaussian mixture modeling
A Gaussian mixture model (GMM) describes a distribution of ns data points (samples)
~xj using a combination of nc Gaussian distributions with independent mean values µ
~ i and
covariance matrices Σi . The ~xj contain the nf features (i.e. dimensions of data) used to
determine the probabilities p that each of the data points belongs to each of the nc Gaussian
components.
Thus for a given sample,

p(~xj |~τ , {~
µ}, {Σ}) =

nc
X
i=1

τi fi (~xj |~
µi , Σi ),

(6.1)

where fi is a nf -dimensional normal distribution with the given mean and covariance, and
P c
τi = 1.
τi is the relative weight of each Gaussian subject to the constraint that ni=1
The GMM is thus specified by nc − 1 free weight parameters ~τ , the nc nf means {~
µ}, and
the nc nf (nf + 1)/2 components of the positive-definite, symmetric covariance matrices {Σ},
for a total of
np =

nc 2
(n + 3nf + 2) − 1
2 f

(6.2)

free parameters in the model. The probability of data point j belonging to component k in
the GMM, also known as the responsibility R, is
τk fk (~xj |~
µk , Σk )
Rk (~xj |~τ , {~
µ}, {Σ}) = Pnc
.
xj |~
µi , Σi )
i=1 τi fi (~

(6.3)

The model assigns a label to each sample, i.e. identifies the Gaussian component to which
the data point with coordinates ~xj is most likely to belong, by choosing the component with
the highest Rk . Thus the GMM acts as both a description of the overall density distribution
of the ns samples in nf -dimensional space, and as an unsupervised classifier that places each
sample into one of nc groups. We use the implementation provided in the Python package
scikit-learn (Pedregosa et al., 2011).
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In our case the features used for classification will be the three-dimensional velocities
{VX , VY , VZ } of the ns stars, where VY is the Galactocentric velocity in the direction of
the disk rotation, VX along the Sun–Galactic center direction, and VZ perpendicular to the
disk plane in the direction of the total angular momentum. We add the iron abundances
[Fe/H] as a fourth dimension or feature, so for our case nf = 4. This means for a model
with five components nc = 5, we have 74 free parameters (Equation 6.2).
The reduction of dimensionality in moving from a three-dimensional velocity vector to two
Toomre components of velocity {VY , VXZ } is motivated by the underlying symmetry of the
Galaxy, but since there is a zero cutoff in VXZ and our model is a mixture of Gaussians,
we construct our model with the three-dimensional velocity vector plus metallicity and
just represent obtained clusters in the Toomre sub-space plus metallicity. Likewise, we use
Cartesian coordinates rather than cylindrical or spherical coordinates for the velocities to
avoid imprinting assumptions about symmetries. Surveys of the current generation are for
the most part embedded in the Solar neighborhood, where the assumption of axisymmetry is appropriate. Symmetry assumptions like this are less appropriate to future surveys
exploring a larger volume of the Galaxy (e.g. Beane et al., 2019), and the framework and
intuition developed in this work lay ground for this transition.
To find the best-fit GMM, we start by choosing a number of components nc . We initialize
their means, covariances, and weights by preliminarily labeling each sample using k-means
clustering (Steinhaus, 1957), and maximizing the likelihood
ns X
nc 
X
nf log(2π)
1
ln L(~x|~τ , {~
µ}, {Σ}) =
log τi − log |Σi | −
2
2
j=1 i=1



1
i T
i −1
i
− ~xj − µ
~
· (Σ ) · ~xj − µ
~
,
2

(6.4)

using expectation-maximization (Dempster et al., 1977), which determines the best-fit
weights, means, and covariances. We then repeat this process for different values of nc
and determine the number of components that minimizes the Bayes information criterion
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(Schwarz, 1978),
BIC = −2 ln L̂ + np ln(ns ),

(6.5)

where L̂ is the maximum value of the likelihood function given by Equation (6.4) and np is
the total number of free parameters in the model, given by Equation (6.2). This criterion
compares the maximum likelihood values for different numbers of components (the first
term) while including a penalty for introducing additional parameters into the model (the
second term), to account for the fact that a model with more free parameters will always
produce a better fit. The value of the penalty is derived from an asymptotic expansion
of the Bayes evidence as the sample size approaches infinity, under the assumption that
the data are independent samples from a distribution with an exponential form (such as a
Gaussian). This agrees with the fundamental assumption of the GMM, which motivates our
use of this criterion for model selection rather than an information-theory-based criterion
such as the Akaike information criterion (AIC; Akaike, 1974). The BIC’s penalty for adding
model parameters, weighted by ln ns , strongly prefers models with lower np relative to the
AIC (Schwarz, 1978).
The assumption that the data we are fitting are truly drawn from a combination of Gaussian
components is not necessarily a great one; in fact, it is demonstrably not true for the Toomre
coordinates, as we will discuss further in (section 6.4), so the penalty in the BIC for adding
extra components to the mixture model is at best an approximation. Thus although in the
idealized case one would look for the minimum BIC value to select the preferred number
of components in the model, in practice we do so by increasing nc just until the BIC stops
rapidly decreasing, which is called the Elbow rule/method (Thorndike, 1953).

6.3. Observational and Mock Gaia-APOGEE Catalogs
To apply the concept of separating populations of stars using mixture modeling, we created
a suite of mock catalogs mimicking the crossmatch between the Gaia Data Release 2 (Gaia
Collaboration et al., 2016, 2018) and the 16th data release (DR16) of the Apache Point
Observatory Galactic Evolution Experiment (APOGEE) (Jönsson et al., 2020; Ahumada
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et al., 2020).
6.3.1. Observed Catalog
APOGEE-2 (Majewski et al., 2017) is a dual hemisphere survey that uses cloned spectrographs (Wilson et al., 2019) operating each at the Apache Point Observatory on the Sloan
Foundation 2.5m telescope (Gunn et al., 2006) and at Las Campanas Observatory on the
duPont Telescope (Bowen and Vaughan, 1973). APOGEE targets primarily red giant stars
in all components of the Milky Way, with substantial additional numbers of main sequence
and massive evolved stars, which are selected using a simple set of dereddened-color and
magnitude criteria. (Zasowski et al., 2013, 2017, Beaton et al. (in prep.), Santana et al. (in
prep.)). The exact criteria vary by location in the Galaxy and the length of time a given
field will be observed.
A custom processing pipeline (Nidever et al., 2015) reduces the data and calculates heliocentric radial velocities (RVs), and the APOGEE Stellar Parameters and Abundances Pipeline
(ASPCAP, Garcı́a Pérez et al., 2016) produces fundamental stellar parameters (e.g., log(g),
Teff ) and elemental abundances for up to 26 species. The DR16 catalog contains measurements for 430,000 stars. We also make some quality selections on the data to remove stars
with very small “observed” parallaxes (i.e. spuriously large distances, π < 0.1µas or d > 100
kpc) and/or large measurement errors on the parallax (∆π/π > 0.1), metallicity and radial
velocity. After applying these quality cuts around 150,000 stars remained, which give us a
radial coverage of 4–12 kpc Galactocentric distances.
6.3.2. Mock Catalog
To create the mock Gaia-APOGEE crossmatches, we start from the synthetic Gaia surveys
Sanderson et al. (2020) created from 3 Milky Way-mass galaxies in the Latte suite (first
introduced in Wetzel et al. (2016)) of FIRE-2 cosmological simulations (Hopkins et al.,
2018), which feature self-consistent clustering of star formation in dense molecular clouds
and thin stellar/gaseous disks in live cosmological halos with satellite dwarf galaxies and
stellar halos. In each of those simulations, there are 3 solar viewpoints that generate nine
synthetic Gaia-like surveys (3 galaxies × 3 neighborhoods). The synthetic stars are sampled
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Figure 31: Parallax distribution of stars in the observed catalog and the m12f -LSR0 mock
catalog after applying the quality cuts on parallax, metallicity, and radial velocity.
by assuming each star particle represents a single stellar population. The simulations have
initial star particle masses of 7070 M , but because of stellar mass loss, a typical star
particle, at z = 0, has a mass of ≈ 5000 M . At each neighborhood, dust extinction is
computed from the simulated gas metallicity distribution.
Regarding the iron abundance, it is important to bear in mind that supernovae (core-collapse
and Ia) and stellar winds generate and disperse metals, which are then deposited into gas
particles. For supernovae Ia, the stellar nucleosynthesis yields are adopted from Iwamoto
et al. (1999), where the rates follow Mannucci et al. (2006), including both prompt and
delayed populations. For core-collapse supernovae, yields are from Nomoto et al. (2006);
for stellar winds (AGB and O/B-stars), yields are from a compilation of van den Hoek and
Groenewegen (1997); Marigo (2001); Izzard et al. (2004).
These simulations also include an explicit treatment for unresolved turbulent diffusion of
metals in gas, which produces more realistic abundance distributions in both the MW-like
galaxies and in their satellite dwarf galaxies (Su et al., 2017; Hopkins et al., 2018; Escala
et al., 2018).
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We also add an APOGEE-like error model for the elemental abundances [Fe/H], [Mg/Fe],
[C/Fe], [N/Fe], [S/Fe], [O/Fe], [Si/Fe], and [Ca/Fe] as determined in Poovelil et al. (in prep)
13

where we assume S/N of 100 for every star. Although we only use [Fe/H] for constructing

the GMM, we need to track individual abundances (which are not used to fit the model)
to see the physical origin and formation histories of each component. In this chapter, the
[Mg/Fe] is used for this purpose, but other abundances will be explored in forthcoming
works.
For each star the error-convolved abundances and radial velocities are each drawn from a
one-dimensional normal distribution around the “true” value generated from the simulation,
with the width of the normal distribution equivalent to the error on each property (qualitatively the same approach as used in Sanderson et al. 2020 to sample the Gaia error model).
Our mock catalog is thus essentially an all-sky version of the Gaia-APOGEE crossmatch.
Although they are based on the synthetic Gaia surveys constructed in Sanderson et al.
(2020), we refer to these simulated observations as mock catalogs rather than synthetic surveys since we do not overlay the APOGEE selection function. However, this will be done in
future work to produce true synthetic surveys for the Gaia-APOGEE crossmatch. Finally,
before running the mixture model we make the same quality selections on the mock catalogs
as the observed catalog. These selections are all based on the simulated Gaia observations,
not on our rudimentary APOGEE error modeling.
To compare the spatial extent of the observed and mock catalogs, the parallax distribution
of stars in both real data and one of the mocks (see section 6.4 below) is shown in Figure
31. Our mock catalogs in general contain more stars than the real catalog for a few reasons.
First, the total stellar mass of our simulations ranges over a factor of a few, some likely
larger than the MW (Sanderson et al., 2020). Second, these are mock catalogs and not
true synthetic surveys, so for example the APOGEE sky footprint has not been applied,
and crowding effects are not modeled, so that even in the densest regions every star enters

13

A similar process was ultimately adopted for DR16 as is described in Jönsson et al. (2020).
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our mock catalogs. These effects also serve to increase the number of stars relative to the
real survey. However, the parallax distributions of the real and mock surveys are similarly
shaped even if the normalization is different. The reach of the mock catalogs relative to the
size of the simulated galaxies is also consistent with an “all-sky” extension of APOGEE;
Figure 32 shows face-on and edge-on views of the m12i simulation with density contours of
the sample stars from m12i -LSR0 to illustrate.
In addition to the APOGEE error model for elemental abundances, we added the Two
Micron All Sky Survey (2MASS) J, H, Ks magnitudes to our catalogs (Skrutskie et al., 2006),
corresponding to the bands used to select APOGEE targets (see descriptions in Zasowski
et al., 2013, 2017). The 2MASS photometric errors are estimated by using an exponential
plus constant model and similar to the elemental abundances, the convolved magnitudes
are drawn from a zero-mean normal distribution with the corresponding variance.

6.4. Mixture models of mock Gaia-APOGEE catalogs
To construct the mixture model, we use the three components of the space velocity in Cartesian coordinates {VX , VY , VZ } computed from the error-convolved astrometry (according to
the Gaia error model) and radial velocities (according to the APOGEE error model) and add
the error-convolved iron abundances relative to solar, [Fe/H], as a fourth dimension. Compared to the classic Toomre diagram (VXZ –VY or VRZ –Vφ plane), which has historically
been used to separate different stellar kinematic components in the Solar neighborhood,
this feature space allows for the possibility that stars in different kinematic components
can have different metallicity distributions, but notably does not make any assumptions
about what those distributions are. It likewise makes no assumptions about approximate
symmetries in the phase space distribution (spherical, axisymmetric, or otherwise). This
leaves us free to interpret the components obtained by the model in the context of broader
ideas about galaxy formation, such as the expectation that stars in the thin disk, with a
velocity distribution centered most closely on the Sun’s, should also be the youngest and
most metal-rich.
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Figure 32: Face-on (left) and edge-on (right) views of m12i , one of the simulated galaxies
used to generate the mock catalog. The red contours represent density contours of the
sample stars around the solar position that are used for constructing the Gaussian mixture
model.

Figure 33: Bayes information criterion (BIC) over the number of objects versus the number
of components of mixture models for all nine Gaia-APOGEE mocks. Black symbols are for
m12f simulation, orange symbols for m12i simulation, and magenta symbols are for m12m
. All of the 3 simulations × 3 neighborhoods show the same BIC plateau at 5 components,
which means the optimal decomposition features five components in all the simulations.
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Figure 33 shows the results of testing different numbers of Gaussian components to model
this four-dimensional “augmented Toomre diagram.” There is a clear improvement up to
5 components and nearly no appreciable improvement after that (Elbow rule). Moreover,
the next components (6th component and more) do not correspond to a distinct group and
just split one of the pre-specified clusters. Given the preference for a low number of distinct
components (consistent with the idea of a thin disk, thick disk, and halo perhaps broken
into some subpopulations) we choose the 5-component model for further examination.
In Figure 34 the density contours of each component of the best-fit model for one of the
mock catalogs are shown in three projections of Toomre+[Fe/H] space. Each set of colored
contours shows the density distribution of synthetic stars for which the probability of belonging to that component is highest. We see that this model includes components that
fit the standard expectations of galaxy formation and the Solar neighborhood distribution:
a metal-rich component with a narrow velocity distribution around the solar velocity (the
“thin disk,” shown in magenta), a very metal-poor component with a broad rotational velocity distribution around zero (the “halo,” shown in dark purple), and a few progressively
broader and more metal-poor components that together span the difference between these
(shown in orange, black, and rose). We see a similar result, with slight variations in the
relative positions of the components, for all nine mock catalogs.
The probability panel (top right) in this figure gives a sense of how well the model describes
the data. It shows the distribution of probabilities of belonging to each component for the
different stars in the sample. For some components, this distribution has well-defined peaks
at 0 (i.e. the star is definitely not in that component) and 1 (i.e. the star is almost certainly
part of that component) with a relatively low number of probabilities at intermediate values.
This means that for these components, stars are easily classified. The halo and thin disk
components demonstrate this behavior.
On the other hand, for other components, there is still a peak at zero but the distribution has
more intermediate probability values and drops to zero before reaching p = 1. This indicates
109

that it is more difficult for the model to securely classify stars in one of these components; in
this case it is because they are relatively similar as can be seen by examining the other panels,
so many stars overlap with these. The three intermediate components demonstrate this
behavior. This ambiguity between the components could come from the fact that a single
Gaussian distribution in velocity is a bad description of the asymmetric velocity distribution
displayed by thick disk stars, which is better modeled by a superposition of Gaussians
(e.g. Schwarzschild (1907); Nordström et al. (2004)). In this case one would expect that
multiple otherwise similar components are being used to effectively expand the velocity
distribution in a basis of Gaussians. If the GMM is simply to be used to separate the three
traditional constituents of the Solar neighborhood, the three intermediate components can
be lumped together as the “thick disk” with no practical or conceptual difficulty. However,
the preference for a small number of intermediate components, and the consistency of that
number across all simulated and real datasets, also raises the intriguing possibility that the
GMM is identifying subpopulations of stars with different intrinsic properties or different
origins. We will evaluate this possibility, and analyze the intermediate components in detail,
in section 6.4.1.
We can verify the correspondence between the traditional components of the Solar neighborhood and these Gaussian components by examining the distributions of various properties
not used to derive the model. For example, if the most metal-rich component truly corresponds to a traditional “thin disk,” then stars in this component should have a narrow
distribution of heights above the disk plane, young-to-intermediate ages, unenhanced alpha
abundances relative to iron, and formation locations within the galactic disk.
In Figure 35 we show a series of one-dimensional distributions of various stellar properties
for each component in the same mock catalog. The probability panel is the same as the
top-right panel of Figure 34 and colors of the components are the same as in that figure;
the overall distribution is shown in grey where applicable. In contrast to Figure 34, which
uses the GMM as a classifier and thus includes only stars with pi (~x) > pj6=i (~x) in each
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Figure 34: Augmented Toomre diagram (VY versus VXZ versus [Fe/H]) contours of the bestfit five-component mixture model to the m12f -LSR0 mock Gaia-APOGEE catalog. The top
right panel shows the distribution of probabilities of belonging to each component for the
different stars in the sample. In this model, two components can be identified unambiguously
as the thin disk (magenta: metal-rich component with a narrow velocity distribution around
the solar velocity) and another as the halo (purple: metal-poor component with a broad
rotational velocity distribution around zero). Additionally, there are three progressively
broader and more metal-poor components that together span the difference between these.
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Figure 35: Distribution of various properties of stars in each component of the best-fit
mixture model, for the m12f -LSR0 mock catalog. As with all our mocks, one component
(dark purple) is halo-like, one (magenta) is thin-disk-like, and three (rose, orange, and black)
represent intermediate populations whose properties vary with LSR and formation history.
The overall distribution for all stars in this sample is shown in grey. The upper right panel
shows dform distributions and stars with dform > 20 kpc are considered to be accreted. The
accreted fraction of the total sample is about 2 percent and for the halo component it is
about 20 percent. All five components have different age and alpha abundance distributions
and these properties are not used to construct the model.
component, these distributions are calculated by weighting each star’s contribution by its
probability of belonging to that component. This illustrates the power of mixture modeling
to permit full probabilistic analysis, which is especially important given the degree of overlap
between populations (illustrated by the probability distributions shown in Figure 34, which
contain many intermediate values).
As seen in the top row of Figure 35, the velocity distributions of these three intermediate
components bridge the gap between stars rotating in the disk plane with the Sun (VY = VY, ,
shown with a vertical dashed line) and stars orbiting in a broader distribution centered on
the Galactic center. However, the inclusion of [Fe/H] as a fourth component shows that there
is indeed some additional information in this distribution: components with lower mean
metallicities which include metal-poor stars tend to have a broader velocity distribution.
In the standard picture of galaxy formation, metal-poor stars originate predominantly from
a galaxy merger and it is anticipated that they have a broader/more spheroidal velocity
distribution. However, recent observations show that the Milky Way’s metal-poor stars
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have strong preference to be on prograde disk orbits (Sestito et al., 2019; Sestito et al.,
2020; Sestito et al., 2021). The similar behavior of metal-poor stars is shown for 11 of the
12 galaxies from the FIRE-2 simulation suite, including two of the simulations that we use
in this work (m12f , and m12m ) (Santistevan et al., 2021). The only galaxy among the
12 that does not show prograde orbits for metal-poor stars is m12i and the reason for this
might be that all mergers occurred at about the same time, which could have distorted any
coherent effect (Santistevan et al., 2021). This preference of metal-poor stars helps us to
understand the velocity asymmetry that we see in Figure 35 for the halo component and
the most metal-poor thick-disk-like component.
The other panels in Figure 35 show quantities that were not used in constructing the mixture
model:
• the formation distance dform where the star particle from which each mock star was
spawned relative to the main galaxy;
• the height |z| above the disk plane;
• the magnesium-to-iron abundance ratio;
• the stellar age.
These distributions can help us assess how the components identified by the model map
onto ideas about the structure of the Solar neighborhood outlined in section 6.1.
We track the approximate formation locations of each star particle in the simulated galaxy,
relative to the center of the main halo at the time of formation, by post-processing the
Gizmo14 snapshots saved from the simulation (Wetzel and Garrison-Kimmel, 2020). We
define dform as the distance of the star particle from the host galaxy center in the first
snapshot after it is formed. As in Bonaca et al. (2017) and Sanderson et al. (2017), we
consider stars with dform > 20–30 kpc to be accreted depending on the simulation (see
14
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Figure 1 of Sanderson et al. (2017)), although the caveats discussed extensively in both
those works apply here as well. In short, this can be considered a conservative definition of
the accreted stellar component.
Overall, we see that the distribution of the magenta component closely resembles what
would be considered the thin disk in the Milky Way: mostly young, metal-rich stars formed
inside the galaxy, with alpha-to-iron ratios close to solar, orbiting with the Sun near the disk
plane. The metallicity distribution of the stars in this component is not exclusively metalrich, but extends down to at least [Fe/H]∼-0.5. The component also includes some stars
as old as ∼10 Gyr that nevertheless chemically resemble the Sun. These characteristics are
consistent with recent studies of the MW’s chemically-selected thin disk (e.g. Beraldo e Silva
et al., 2021). Likewise, the dark purple component pretty clearly fits our expectations for
the halo: velocities consistent with a kinematically hot spheroid (slightly counter-rotating
in some cases), a broad spatial distribution, and old, metal-poor, alpha-enhanced stars
mostly formed at very large distances from the central galaxy. These two components are
clearly identifiable in the best-fit mixture model for all nine mock catalogs. Given the clear
parallels between these two components and standard interpretations of stellar populations,
we will refer to them as the thin disk and halo for short in the remainder of the chapter. For
these two components the formation distance of the stars also supports classical theories
about their origin: stars in the thin disk component all formed within 25 kpc of the Galactic
center, while about 20 percent of the halo component was formed beyond 20 kpc, where
for this simulation most material can be considered accreted rather than formed in situ.
Interestingly, more than half of the stars in the halo component have an origin consistent
with our picture of an early spheroid: extremely old ages and low metallicity, yet formed
within the main galaxy. These stars come from early, extremely bursty epochs of star
formation seen in the simulations (El-Badry et al., 2018; Yu et al., 2020; Muratov et al.,
2015; Sparre et al., 2017; Faucher-Giguère, 2018). The accreted fraction the halo component
of m12f , m12i , and m12m simulations is about 20%, 10%, and 25% respectively, these
percentages depend on assembly history of each simulation and these three simulations have
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different accretion histories. In each simulation, the accreted fraction of each component is
almost the same (within 1–2 percent) in the three different LSRs and also the the accreted
fraction of all stars is the same in all nine mocks (about 2 percent).
From the velocity and metallicity distributions, it is understandable how these two components, comprising the oldest and the youngest stars in the sample, are most easily picked out
by the model with certainty. In the age distribution, which is not used in our model, they
are also very well separated. They are most consistent with a Gaussian velocity distribution, though for two very different reasons: one has barely been transformed from its birth
distribution at all while the other has evolved for many dynamical times. They also pick
out the metal-poor tail and metal-rich peak of the total stellar distribution, respectively,
making these stars particularly easy to classify.
6.4.1. Thick Disk Decomposition
The remaining three components, which together make up what would traditionally be
referred to as the “thick disk,” lie intermediate to the thin disk and halo components in
all the characteristics we examined. The separation of this intermediate population into
multiple components could indicate less consistency with the assumptions of the model, a
more complex origin, or some of both. In this section we discuss these three components in
detail.
The component shown in orange most resembles the halo component in terms of its velocity,
metallicity, and z distributions, but differs in a few important respects. First, there are some
younger stars present than in the halo component (purple); and second, although there are
a few stars present formed at larger distances, the overall makeup of this sample resembles
the total Solar neighborhood in terms of its accreted fraction (about 1 percent). The stars
in this component are also slightly more metal-rich than the halo, and notably less alphaenhanced.
Moreover, from Figure 36, which shows the distribution of the inclination angle of stars
relative to the disk plane at the time of formation, we can see that this component has a

115

Figure 36: The distribution of the inclination angle of stars relative to the disk plane at
the time of formation for all components of the m12f -LSR0 mock catalog. The orange
component has a much flatter distribution than the other two intermediate components
(rose and black), but it is still not as flat as the distribution of the halo component (purple).
much flatter distribution than the other two intermediate components, but it is still not as
flat as the distribution of the halo component. The rose and black components also have
distinct distributions in this view: most of the stars in the rose component have θform < π/4
(i.e. are formed quite close to the galactic plane), while the black component has a longer
tail at higher θform .
The three components also show differences in their age and alpha abundance, two other
features that were not used in classifying them. Figure 37 shows the distribution of age
versus alpha for these three components, obtained by classified stars as shown in Figure 34.
The rose component has younger, less alpha-enhanced stars, which is consistent with the
picture given by its formation angle distribution that these stars formed after the disk plane
is well established and the disk relatively cold. In these simulations, this is usually due to an
influx of cold, high-angular-momentum gas at relatively late times (Garrison-Kimmel et al.,
2017). Conversely, the orange component includes the oldest and most alpha-enhanced
stars of the three, consistent with the picture that these stars formed earlier when the disk
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was kinematically hotter (often because of a wider distribution of angular momentum in
the cold gas accretion).
The GMM used to classify the stars in these components is based solely on 3D velocities
plus iron abundance, yet we see that they have different age and [Mg/Fe] distributions and
are formed in different locations relative to the galactic center (dform ) and to the disk plane
at the time of formation (θform ). Furthermore, while the thin disk and halo components are
consistently identified in every mock catalog, the characteristics of intermediate components
identified in different simulations (which have different assembly histories) are markedly
different. If the GMM were simply decomposing the asymmetric drift in a combination of
Gaussians, it is highly unlikely that all these differences would be apparent. We thus argue
that the mixture model is indeed identifying components with different physical origins
within the thick disk.
6.4.2. Dependence on position in the galaxy
With mock catalogs, it is possible to study how the distribution of stars in the augmented
Toomre space varies as a function of position in the Galaxy. The solar position within the
simulation is a fairly arbitrary choice since the simulated galaxy does not resemble the Milky
Way in its detailed structure, such as the position and number of spiral arms, the size and
orientation of a bar, or the number and location of tidal streams in the halo. To illustrate
how the augmented Toomre diagram changes as a function of location, and to test the
sensitivity of this approach to the choice of solar position, we generated different catalogs
for three solar locations in each simulated galaxy. They have 120 degree displacement
with each other on the solar circle. As shown in Figure 33, the behavior of the BIC and
the number of preferred mixture components is consistent across different solar locations;
implying that this technique will be successful when applied to the real data regardless of
the local variations in the density or distribution of stars.
Figure 38 shows that the characteristics of the components identified by the model are not
completely the same in all of the nine mock catalogs, but in all of them we have three
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Figure 37: The distribution of age-alpha for three intermediate (thick disk) components of
the m12f -LSR0 mock catalog. The rose component has younger, less alpha-enhanced stars,
which is consistent with the picture given by its formation angle distribution (Figure 36).
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components for the thick disk. In addition to position dependence in the galaxy, these
differences can depend on assembly history of each simulation since these three galaxies
have different relative formation times and accretion histories.
6.4.3. Dependence on assembly history
Many scenarios have been proposed for the origin of the thick disk. It may emerge from stars
migrating outward from the hot, inner disk (e.g. Loebman et al., 2011), from a turbulent
interstellar medium (ISM) (e.g. Bournaud et al., 2009) or a gas-rich merger (e.g. Brook
et al., 2004) at high redshift, from the nested flairs of mono-age populations (Minchev et al.,
2015, e.g.), from a satellite dynamically heating a preexisting stellar disk (e.g. Villalobos
and Helmi, 2008), or from the accretion of stars stripped from satellites (e.g. Abadi et al.,
2003). In addition to each of these single-origin theories, the thick disk could also arise from
various combinations of these processes at different times. Moreover, in these simulations,
since there was not always a single main progenitor, the definition of in/ex-situ for for
early-forming stars is complicated (Santistevan et al., 2020).
Figure 38 shows formation distance of stars versus their age in each component. For each
simulation we can see the dependence on position in the galaxy (different LSRs) and by
comparing simulations to each other, we are able to see the dependence on assembly history.
In addition, the movies available here15 show the formation and spatial evolution of each
component over time.
In m12f (top 3 rows), we see that the halo component is clearly accreted, but includes
the very earliest star formation in the main halo as well. The oldest thick disk component
(orange) is mostly composed of stars that formed very early on near the galaxy center and
must have migrated outward in order to arrive in the SN at present day (El-Badry et al.,
2016; Ma et al., 2017; El-Badry et al., 2018). It also has some stars from a merger that
comes in on a nearly co-planar orbit late in the simulation (bouncing track at high dform ).
This leads to a far lower mean metallicity for this component than for the other two thick

15
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m12f

m12i
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m12m

Figure 38: Formation distance - age for each component in all simulations. Some major
events in each simulation are annotated in each panel (e.g. radial mixing, “inside–out”
growth sequence, merger, etc.) The intermediate components show the stages of insideout formation in the disk, modified by merger interactions that scatter young stars formed
near the solar circle, by the rotation of the disk during the merger, and by “blurring” (the
selection effect that Solar neighborhood stars are preferentially near apocenter). In m12f
simulation the intermediate components contain stars that have been heated by interactions
with satellite galaxies such as Sagittarius or a late merger. The halo components of m12m
panels support the idea that the majority of the halo component is from one or two early,
massive mergers.
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Figure 39: Bayes information criterion (BIC) over the number of stars versus the number
of components of mixture models for the real Gaia DR2 - APOGEE DR16 crossmatched
catalog (compare to Figure 33 for the mock catalogs).
disk components (black and rose). These also mostly form interior to the solar circle, but
at more intermediate radii, starting and finishing their star formation later than the orange
component. The movie of these components shows they also have some initial diskiness.
The disk in this simulation starts out perpendicular to what ends up being the disk plane at
present day, and is torqued by a merger into its present configuration. These intermediate
components thus show the stages of inside-out formation in the disk, modified by merger
interactions that scatter young stars formed near the solar circle, by the rotation of the disk
during the merger, and by “blurring” (the selection effect that Solar neighborhood stars are
preferentially near apocenter). These two intermediate components are also staggered in
age, especially in LSR0, and this is reflected in the systematic variation of their mean [Fe/H].
Closer to z = 0, we see that the two later-forming thick disk components also contain stars
that were scattered onto orbits that intersect the solar circle by the late interaction with the
merging galaxy, especially in LSR1 and LSR2. The thin disk forms latest, after the merger
torques all the thick disk stars vary rapidly over into its preferred plane from a nearly 90degree angle. The stars in the thin disk mostly come from interior to the solar circle, but
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Figure 40: Left panel: 2D histogram of the velocity plane for the stars in the solar neighbourhood. Right panel: residual plot for the GMM model in the velocity plane. The
positions of the centres of the stellar moving groups are shown in the residual plot. The
dashed lines show the approximate trace of the branches and they are at the same levels in
both plots. They show that over[under]-estimation of the density occurs at the locations of
physical under[over]densities.
the degree to which blurring can contribute to this effect is limited, since this component
contains the stars on the most circular orbits (that is, the maximum eccentricity is limited
by the velocity selection). This component is also scattered by the merger; it looks like
perhaps some stars are removed due to the interaction, transferred to the higher-dispersion
component.
Examining m12i (middle three rows), we see that its different history is reflected in the
classified components, but that the same set of mechanisms is present: accretion and early
star formation in the halo component, young stars and blurring in the thin disk, and radial
migration and heating in the three thick disk components, which pick out stars of different
ages formed in different regions: the most metal-poor component (orange) is also the oldest
and most transformed by radial migration; the intermediate component (black) shows the
classic combination of blurring and radial transport; the youngest and most metal-rich
(rose) actually resembles the thin disk in some respects, but its stars are mostly older, have
a broader velocity distribution, and show a greater alpha enhancement. Here the different
solar positions do not differ as much as in m12f , a reflection of this simulated galaxy’s overall
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much calmer late-time history that leads to a well-mixed system. This is also reflected in
the larger difference between the halo metallicity and the disk-like components, and in the
systematic variation of the mean metallicities of the disk-like components.
Finally, in m12m we find yet another superposition of the different formation channels.
Here we see stars with high formation distance even in the thin disk component, and across
all the others. These stars come from a ∼1:1 merger at z ∼ 2 that results in a starburst
across the whole galaxy; a handful of these even end up on thin-disk-like orbits.16 There
are traces of this merger scattered among all the components but the bulk of its stars are in
the halo (dark purple) where it is apparent as a thick descending line at high age. We also
see some variations in the makeup of the thick disk components at different solar positions:
in two cases (LSR0 and LSR2) there are two components with similar average metallicities
of around −0.2 that are very old stars likely related to the merger starburst, and another
population at much higher metallicity (around 0.0) that looks more like a classic radially
migrated distribution. In the other case (LSR1) the proportions are reversed, and so are
the average metallicities (now two components have [Fe/H]∼0 and one has [Fe/H]∼ −0.2).
To summarize, we find that across all simulations and solar locations, the components of
our mixture models generally correspond to different formation channels for their stars,
including the decomposition of the thick disk into multiple subcomponents. These can be
disambiguated to some extent by the grouping of the mean metallicities of the different
components, which varies based on the specific formation channels involved for each galaxy,
or by examining distributions of other elemental abundances if these are available.

6.5. Mixture models of the real Gaia-APOGEE catalog
We next constructed a mixture model of the real Gaia DR2-APOGEE DR16 crossmatched
catalog. As before, we tried models with different numbers of Gaussian components and
used the Bayes Information Criterion to choose a preferred number of components. Figure
39 shows that as with the mock catalogs, the model with 5 components provides a significant
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Since the merger is roughly equal mass, it is somewhat arbitrary which galaxy is the main progenitor.
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Figure 41: Augmented Toomre diagram for the 5-component mixture model of the real
Gaia-APOGEE catalog (compare to Figure 34 for the mock catalog).
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Figure 42: Distribution of various properties of stars in each component of the best-fit
mixture model, for the real Gaia-APOGEE catalog. We do not have the dform values and
ages for the real catalog, APOGEE provides magnesium-to-iron ratios, Gaia provides heights
above the disk plane at present day, and the astroNN Value-Added Catalog provides ages.
improvement over fewer-component models, while adding additional components improves
the performance far less. We therefore proceed with 5 components as for the mock catalogs.
In Table 4, we present the coefficients of the five-component Gaussian mixture model trained
on the real Gaia-APOGEE dataset (different components of the model are defined by their
colors). This trained model can be used to identify members of these components in other
surveys (section 6.6). The correlation matrices in this table show that for the thin disk
component there is a strong correlation (large off-diagonal elements) between VX and VY ,
pointing towards a cylindrical symmetry and VR , Vφ as coordinates. However, for other
components this is not as strong; the halo component in particular is correlated similarly
strongly in VX and VY and in VX and VZ , which suggests spherical symmetry as expected.
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ComponentColor

τ

µ
~ [km/s, km/s, km/s, dex]


H

I1
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I2

I3

D

13107.177
 −447.250
Dark Purple0.04 [19.01, 99.30, 3.32, −0.69] 
 −851.968
4.756

2667.817
 −81.931
Rose
0.14 [−8.16, 195.53, 18.5, −0.28] 
 132.633
 −1.146
1857.374
 −405.721
Orange
0.22 [44.25, 209.84, −2.24, −0.10] 
 −2.581
1.080

3368.552
 −60.419
Black
0.13[−2.16, 182.16, −19.73, −0.25] 
 −157.776
 −1.134
1019.530
 142.882
Magenta
0.46 [−1.28, 211.78, −0.37, −0.01] 

1.035
0.200

Σ̂
−447.250
7498.934
−2.700
15.538
−81.931
1165.986
−98.953
0.355
−405.721
540.602
4.405
−1.355
−60.419
1164.563
−35.883
0.532
142.882
441.262
14.896
−1.027


−851.968 4.756
−2.700 15.538 

4212.157 1.404 
1.404 0.172
132.633 −1.146
−98.953
0.355 

648.367 −1.070 
−1.070
0.045 
−2.581
1.080
4.405 −1.355 

423.121
0.009 
0.009
0.041 
−157.776 −1.134
−35.883
0.532 

711.881
1.784 
1.784
0.059
1.035
0.200
14.896 −1.027 

201.201 −0.012 
−0.012
0.026

Table 4: Best-fit Gaussian mixture model for the real Gaia-APOGEE catalog. The order of the data vector is {VX , VY , VZ , [F e/H]}.

In Figure 40, the left panel shows the residual plot of our GMM model in the {VX , VY } plane,
and the right panel is the density plot of the stars in the solar neighbourhood. In the residual
plot, we compare the kernel density estimation (KDE) of the stars in that plane with the
GMM probability estimation, which shows the over- and under-estimation locations of the
density. The positions of the centres of the stellar moving groups according to Antoja et al.
(2008, 2010) are shown in the residual plot. The dashed lines show the approximate trace
of the branches and they are at the same levels in both plots. They show that over[under]estimation of the density occurs at the locations of physical under[over]densities. The
Sirius, Coma, Hyades, Pleiades, Hercules, and HR 1614 moving groups are clearly matched
with our over/under estimated regions and this shows that our GMM model is classifying
structures on larger scales than individual moving groups, and could potentially be used to
remove the underlying smooth component for better study of these groups.
Figure 41 shows the augmented Toomre diagram for the best-fit 5-component Gaussian
mixture model of Gaia-APOGEE. The components identified are strikingly similar to those
picked out by the best-fit model for the mock catalog (Figure 34). This is borne out by
examining the distributions of various other stellar properties in Figure 42: though (sadly)
we cannot show the dform values and ages for the real catalog, APOGEE provides magnesiumto-iron ratios, Gaia provides heights above the disk plane at present day, and the astroNN
Value-Added Catalog provides ages and estimated orbital properties (Leung and Bovy, 2019;
Mackereth et al., 2019). For this catalog, in addition to quality cuts that we apply on the
observed and mock catalogs, we select the astroNN ages for stars at [Fe/H]> −0.5 because
there is not any training set stars for the catalog with low metallicities. The age distributions
panel in Figure 42 is from the astroNN Value Added Catalog and it shows the same pattern
as in the mock catalogs: an exclusively old halo component, a thin disk containing nearly
all the youngest stars, and three intermediate groups with distinct distributions. The rose
and the black components are close to each other in age, but the orange component is much
younger on average.
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Figure 43 shows the orbital eccentricity distributions of the real data, respectively, for subpopulations classified using our mixture model. From the orbital eccentricity distributions,
we see that stars in the halo component have more elliptical orbits and thin disk stars are
on circular orbits, also as expected. The three thick disk components in this space are also
different from each other; the orange component contains orbits that are generally more
circular than those in the black and rose components.
Examining the alpha abundance distributions bears out our intuition from the mock catalogs
as well. The Milky Way famously has a bimodal distribution in [α/Fe] (e.g. Nidever et al.,
2015; Hayden et al., 2015) and we see that the least alpha-enhanced stars are associated
with the thin disk component, while the halo includes the most enhanced ones. The black
and rose components include some stars with both alpha abundances while the orange
component is mainly composed of stars with some alpha-enhancement, but less than the
other two. However, the black and rose components are not completely identical: the
metallicity distribution for the black component extends to Solar metallicity and above
while the rose component truncates at lower [Fe/H]. The black component also has a larger
tail at high VXZ , extending as far as the orange component does, while the rose component is
somewhat less extended in random energy. Interestingly, the orange component has higher
mean VY than all but the thin disk, yet also the widest spread in VXZ of any but the halo
component.

6.6. Discussion
In this chapter we derived a best-fit, 5-component Gaussian mixture model of the Solar
neighborhood in augmented Toomre space (velocities plus iron abundances). Despite extremely limited assumptions, the components picked out by the model in both the mock
and real Gaia-APOGEE catalogs generally reflect common interpretations of the origin of
various kinematic subpopulations. Based on our parallel analysis of simulated data, the
model appears to be flexible enough to accommodate both asymmetric drift and thick disk
subpopulations with different histories.
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Figure 43: The distribution of orbital eccentricity from astroNN catalog. Stars of the halo
component have more elliptical orbits and thin disk stars are on circular orbits. The three
thick disk components in this space are also different from each other.

6.6.1. Origins of the families in our neighborhood
In section 6.5 we discuss the properties of the five components identified by our mixture
model in the Gaia-APOGEE crossmatch. By analogy with similar distributions in our
simulations, we propose the following scenario that is consistent with the properties of
these different components and with other observations of the Galaxy.
(a) The halo component (H in table 4; shown in dark purple) is extremely old yet has a
relatively high mean metallicity, resembling the early history of m12m . This supports
the idea that the majority of the halo component is from one or two early, massive
mergers (e.g. Belokurov et al., 2018; Helmi et al., 2018; Myeong et al., 2019; Horta
et al., 2020; Santistevan et al., 2020).
(b) The most metal-rich thick-disk-like component (I2 in table 4; shown in orange)
has very high random energy yet still orbits nearly at the Solar circular velocity,
and appears to be made up mostly of stars with solar values of [α/Fe] or slightly
higher with younger estimated ages. This resembles intermediate components in our

130

Figure 44: Spatial (top row) and velocity (bottom row) distributions of components I1, I2,
and I3 in the mixture model of the real data. The black component (I3) contains stars with
preferentially negative VZ , while the rose component (I1) has mostly stars with positive VZ .
These two components comprise the velocity-asymmetric, alpha-enhanced thick disk, with
one component used to represent each side of the “wave.” The most metal-rich thick-disklike component (I2; orange) has very high random energy orbits nearly at the Solar circular
velocity, and contains stars that have been heated by interactions with satellite galaxies
such as Sagittarius.

131

m12f simulation that contain stars disturbed by a late merger. We propose that this
component contains stars that have been heated by interactions with satellite
galaxies such as Sagittarius (e.g. Villalobos and Helmi, 2008; Sheffield et al., 2018;
Antoja et al., 2018; Laporte et al., 2018; El-Badry et al., 2018; Ma et al., 2017).
(c, d) The two metal-poor thick-disk-like components One component (I3, shown
in black) has a random energy distribution as wide as I2 and extends to similarly
high metallicity, but has lower orbital velocity and contains far more alpha-enhanced
stars. It also seems to contain stars with preferentially negative VZ , while the other
component (I1, shown in rose) has mostly stars with positive VZ (Figure 44). I1
also has a slightly narrower VXZ distribution and slightly higher mean VY , but is
otherwise elementally and spatially similar to I3. These two components comprise the
velocity-asymmetric, alpha-enhanced thick disk (Widrow et al., 2012), with one
component used to represent each side of the “wave.” Consistent with observations
of the velocity asymmetry (e.g. Figure 3 of Widrow et al., 2012), we find that the
negative-velocity component (I3) has a wider velocity spread and includes stars both
above and below the disk, while the positive-velocity component (I1) is more coherent
in velocity, more spatially confined, and slightly prefers positive z (Figure 44). In
terms of formation mechanism, these components resemble the radially mixed thick
disks seen in all three simulations, but given the MW’s quiet recent accretion history,
seem most closely to resemble the black component of the three m12i simulations.
(e) The thin disk component (D in table 4; shown in magenta) contains young, nonalpha-enhanced stars consistent with recent star formation in a cold gas disk,
after a late influx of gas that reset the local [α/Fe] ratio (e.g. Mackereth et al., 2017,
2018, Wetzel et al. (in prep.)).
Finally from the weights τ in Table 4 we can estimate the proportion of stars with each of
these origins in the APOGEE (i.e., evolved-star) view of our Solar neighborhood. According
to our mixture, the APOGEE sample is 4% halo (a), 22% interaction-heated (b), 27%
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radially mixed, asymmetric thick disk (c, d), and 46% thin disk (e). We caution
that this breakdown is modulated by the APOGEE selection function; we plan to correct
for this in future work using our new mock catalogs as a testbed.
6.6.2. Further applications of the mixture model
Our strategy offers a probabilistic approach for selecting stars that are likely to belong to a
particular population, as an alternative to making hard cuts on the data, through analogy
with state-of-the-art simulations of galaxies. The resulting model can be used either to
classify and study the stars within the modeled dataset (in this case the Gaia-APOGEE
catalog), or to predict the composition of other datasets that measure the same parameters.
The model in Table 4 offers several options for use as a classifier, of which the optimal
method will depend on the application. One option is simply to assign each star to the
component that produces the highest probability for that star, as we have done here to
produce Figures 34 and 41. Another is to use the upper right-hand panel of Figure 41
to set a limit on the acceptable probability that a star belongs in a particular component
(particularly useful for strongly bimodal probability distributions like the one seen for the
halo). Yet another option is to include all stars in the analysis of a component of interest,
weighted by their probability of belonging to that component. This last approach showcases
the real power of the GMM strategy, since it can handle the ambiguity of weakly assigned
stars on the same footing with those that more clearly belong to a particular population.
A short Python script implementing the model will be provided as part of the public data
release (with Sloan DR17).
A trained Gaussian mixture model can be used to identify members of its components in
any data set where the same features are available. To identify structural components of the
Galaxy, we built a mixture model using 3D kinematics and metallicities of stars observed
with Gaia-APOGEE, but this model can be used to probabilistically classify any star with
a measured 3D velocity and [Fe/H]. Care should be taken to use the same metallicity
scale when combining data from multiple sources. The “validity volume”, where the GMM
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has been constructed, should be considered as well. An already-trained mixture model is
especially useful for identifying members of Galactic components in smaller surveys, or ones
which have a more complicated selection function, and are thus unlikely to independently
constrain a mixture model. This is likely to be especially useful given that while Gaia
provides all-sky coverage for proper motions and distances, radial velocities and elemental
abundances for most stars are determined by an ensemble of ground-based spectroscopic
surveys, each with a different selection function, sky coverage, and target depth. Mixture
modeling will thus supply a crucial tool to relate stars in the same population that have
been observed by different instruments, unifying our chemodynamical view of the Galaxy.
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CHAPTER 7 : Constraining the Galactic potential in action-angle space
Stellar streams are tidally disrupted dwarf galaxies or globular clusters that originally were
bound together by their self-gravity. As a result of various relaxation mechanisms, their
common origin in configuration space is erased. However, the information of their common
origin can still be found in the phase-space of their positions and velocities. Liouville’s
theorem requires that the phase-space volume of the system be conserved, so the stream
stars are compressed in velocity space as they spread out across the galaxy over time. In
this chapter, we approach the stream formation problem in action-angle space, in which the
dynamics of streams turns out to have a natural and simple expression.

7.1. Introduction
We study the formation of stellar streams, such as those caused by tidally disrupted globular
clusters or satellite galaxies. There are two reasons for this assumption: First, the progenitor
cluster has a low mass that simplifies the understanding of its orbital properties. In addition,
thin, long streams provide the strongest constraints on the Galactic potential since they can
be observed with less ambiguity. Our study examines the dynamics of stream formation
shortly after a tidal disruption of a progenitor cluster. It is assumed that stream stars are
not self-gravitating, but rather feel only the potential of the Galaxy. It is generally true
that stars in streams are too widely separated to have much effect on their self-gravity.

7.2. Action-angle variables
As we mentioned, the evolution of stellar streams can be viewed from the perspective
of action-angle variables. Three action variables and three conjugate angle variables are
related to positions and velocities by a canonical transformation (i.e. one that preserves
Liouville’s theorem) that depends on the gravitational potential in which the stream stars
are evolving. In these coordinates, the evolution of the stellar streams is simpler: the actions
are adiabatic invariants, and the angles are periodic variables that increase linearly with
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time. From Hamiltonian dynamics, the equation of motion for actions Ji is as follows
∂H
,
J˙i = 0 = −
∂θi

(7.1)

where θi are the angle variables. This equation thus requires that the Hamiltonian H be
independent of angles and only a function of actions. The equation of motion for angles is
then
θ̇i =

∂H
≡ Ωi (J),
∂Ji

(7.2)

where frequencies Ωi (J) are constant. The solution of the above equation is simple

θ(t) = θ(0) + Ωt.

(7.3)

It shows why the angles are periodic variables that increase linearly with time. Thus,
it is very easy to predict the motion of a bound, separable system by action-angle variables. Additionally, since the actions for the system are constant, any approximation of
the Hamiltonian that we may make at one time will be valid at all times. Calculating the
action-angle coordinates requires the Hamilton-Jacobi equation to be separated. Generally,
this condition is satisfied by all spherically symmetric potentials, with the exception of any
asymmetric potential that is not of Stäckel potentials form (we will discuss the Stäckel
potential later in this chapter). In this case, the action variables are
1
Jq =
2π

I
pq dq,

(7.4)

where the integral is over the closed path such that the i-th angle, θi increases from 0 to
2π. In spherical systems, the natural action variables are (Jr , Lz ), where Lz is the angular
momentum. Thus, Jr describes the radial motion of an orbit and Lz describes its azimuthal
motion.
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7.3. Formation and evolution of stellar streams
We are interested in studying a low-mass cluster that has just passed the point of disruption,
such that the stripped stars are not affected by the cluster’s gravity anymore. The orbit of
the cluster is identified by its action variables J0 in a potential, which has a Hamiltonian
H in terms of the actions. We can write a Taylor expansion for the Hamiltonian, which is
an approximation around J0 (Helmi and White, 1999).
1
H(J) = H0 + Ω0 · δJ + δJT · D · δJ,
2

(7.5)

where δJ = J − J0 , and D is the Hessian of the Hamiltonian
Dij =

∂2H
∂Ji ∂Jj

,

(7.6)

J

and Ω0 is the frequency of the orbit

Ω0,i =

∂H
∂Ji

.

(7.7)

J

This Taylor expansion is valid when,

Dij 

1 ∂Dij
1
∂3H
δJk =
δJk .
3 ∂Jk
3 ∂Ji ∂Jj ∂Jk

(7.8)

This can be written as δJi  Ji , if the Hamiltonian is dominated by some low power of
J. Therefore, this expansion is valid in general, if the spread of the cluster in action-space
is small compared to the actions themselves, which is likely for clusters with high-energy
orbits around massive hosts. The frequency as a function of action is then

Ω(J) = Ω0 + D · δJ.

(7.9)

Assuming the disrupted cluster spreads in actions ∆J and angles ∆θ 0 after some time t,
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then the spread in angles becomes

∆θ(t) = t∆Ω + ∆θ 0 ' t∆Ω,

(7.10)

where the near equality applies when ∆Ωt  ∆θ 0 . The spread in frequencies are related
to the spread in actions as
∆Ω = D · ∆J.

(7.11)

The action-space distribution ∆J is frozen in time. Both D and Ω are functions of actions
only and frozen as well. Thus, a disrupted cluster spreads out in angles at a constant rate,
with its shape determined by Eq. 7.11, and its size increasing linearly with t (Eq. 7.10).
The Hessian matrix operates as a linear map between the position of stars in action-space
and their positions in angle-space. The D matrix has three orthogonal directions associated
with its eigenvectors ên , each of which corresponds to an eigenvalue λn . In action space,
suppose that stars of a cluster are distributed isotropically within a unit sphere with mean
J0 . As a result of mapping this sphere by D, the associated angle-space structure will be
an ellipsoid with semiaxes of length tλn and direction ên . There are three scenarios for
different values of eigenvalues λn :
• λn are approximately equal: In angle-space, an isotropic cluster will spread out with
no preferred direction, and its density falling as t3 . Ultimately, the cluster will fill the
entire angle-space. In real-space and for a real galaxy, the cluster would quickly fall
below the level of detection.
• One of the λn is much smaller than the others: In angle-space, the cluster will be
mapped into a highly flattened ellipsoid and its density will fall as t2 . Similarly, in a
real galaxy, such a structure would become undetectable quickly.
• Two of the λn are small: In angle-space, D will map the cluster into a line. In this
scenario, a filament or a tidal stream will be the resulting real-space structure and its
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density will fall as t. Therefore, in a real galaxy, such a structure can persist for a
considerable period of time. This scenario describes the formation of stellar streams.
There is no a priori reason for any of the eigenvalues to be small. The existence of the
Hessian matrix only states that the Hamiltonian must be twice differentiable around J0 . It
is possible to construct a Hamiltonian around J0 , so that the eigenvectors/eigenvalues of its
Hessian are arbitrary. Therefore, the formation of stellar streams from disrupted clusters
must be a special property of realistic Galactic potentials.

7.4. Constraining the Galactic potential
As we showed in the previous section, stars that initially have similar actions in their
progenitor will remain clustered in action space after tidal disruption. If we knew the
correct potential to use for the canonical transformation, we would expect the stream stars
to appear in action space as a set of clusters, each corresponding to a different progenitor.
We can play the reverse game to constrain the Milky Way’s potential. The most clustered
distribution is obtained in an action space calculated with a potential that is close to the
correct one, so by searching in the parameter space of the potential and maximizing the
small-scale clustering of action space, we can constrain the underlying gravitational potential
(Sanderson et al., 2015). A natural question that arises is why only action variables are used
in this method since the orbital phases represented by the angles also contain significant
information. In particular, while the actions successfully constrain the radial profile of the
mass distribution, the angles are more sensitive to its shape and orientation. To be specific,
we have a canonical transformation to map the 6D phase-space into the 6D action-angle
variables, but only the information of 3D actions have been used so far to constrain the
Galactic potential.
We have developed a potential-fitting method that uses both actions and angles to constrain
the Milky Way’s potential. In this framework of action-angle variables, once a star has been
stripped from the progenitor, the Hessian matrix of the Hamiltonian with respect to the
actions determines along which directions in angle space the cluster spreads. For a stellar
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Figure 45: Two dimensional projections of positions (left), action variables(middle), and
angle variable (right) for one of the stellar streams of FIRE-2 simulations.
stream to form from an isotropic satellite or cluster in action space, one eigenvalue of the
Hessian matrix must be much larger than the other two. In this case the stream will stretch
along the eigenvector of the largest eigenvalue, so each stream in the 3D angle space is
multiple parallel lines since angles are periodic variables. Figure 45 shows one of the stellar
streams from FIRE-2 simulations in configuration space (left panel), the action variables
of its stars (middle panel), and their angle variables (right panel). Given positions and
velocities for stream stars, our potential-fitting algorithm has the following steps (Nikakhtar
et al., in prep.):
• Choose a trial potential.
• Finding the slope of these parallel lines for each stream by estimating the Hessian
matrix and its eigenvectors for the trial potential.
• Projecting all the stream stars into the perpendicular plane to the leading eigenvector.
• Defining a metric in the 3D actions + this perpendicular plane in the angle space.
• Measuring the two-point correlation function and obtaining the probability of finding
pairs at a separation in this new space.
• Computing the likelihood and setting confidence contours around the best-fit potential

140

parameters by maximizing the small-scale clustering.
7.4.1. Stäckel potentials
In our study, we plan to use a Stackel potential because of the numerical instability we have
in calculating a positive semi-definite Hessian matrix for different stellar streams in different
positions of action-space. The only known non-spherical integrable systems of three actions
are Stäckel potentials (Binney and Tremaine, 2008). In this potential type, the HamiltonJacobi equation is separable, and thus, action-angle variables can be derived from single
integrals over a finite path. Additionally, Eyre (2010) provides numerical instructions on
how to calculate the Hessian matrix. To do so, one needs to calculate the second derivatives
of the analytic integral for the action variables with respect to the constants of motion, the
energy E, the z-component of the angular momentum Lz , and the third integral I3 . Using
Gaussian quadrature, the integrals can be obtained analytically, but care should be taken
as the frequency integrand diverges at the endpoints. As described in Eyre (2010), these
considerations can be taken care of by introducing a dummy variable.

7.5. Discussion
We have tested this method on tidal streams that Panithanpaisal et al. (2021) has recently
identified in 13 cosmological simulations of Milky-Way-mass galaxies from the FIRE-2 suite.
The current results are promising, but the pipeline codes need improvement. We also need
to further develop this method with a robust estimator that can efficiently handle large
data sets to take full advantage of next-generation surveys such as Gaia’s next data releases
and the Rubin Observatory LSST in particular.
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CHAPTER 8 : Recovering the Galactic Potential with Optimal Transport Theory
In the final chapter of the second part of this thesis, we present a novel approach based on
optimal transport theory to determine the galactic potential from the phase-space coordinates of stars in a Milky Way-type galaxy. We push-forward the phase-space coordinates of
stars with a set of different trial potentials and compute the Wasserstein distance between
the input and the pushed-forward phase-space using a discrete-discrete optimal transport
algorithm. The Vlasov equation is satisfied by the minimum of all these metrics. We show
that our algorithm performs successfully on a Plummer sphere model. We demonstrate that
our algorithm is robust to noise and performs well with incomplete and sparse datasets. We
then discuss testing our algorithm on mock catalogs from simulations and retrieving the
acceleration field. Finally, we discuss the prospects for applications to observational data
such as Gaia and direct acceleration measurements.

8.1. Introduction
Reconstructing the galactic gravitational potential from the kinematics of tracers is one of
the main goals of the Milky Way dynamics field. By constraining the Milky Way’s gravitational potential, we are able to gain a better understanding of dark matter distribution
in our galaxy. As we discussed before, a new era of multidimensional surveys of the Milky
Way has begun with the Gaia mission (Gaia Collaboration et al., 2016) that aims to create
the largest and the most precise catalog of the positions and velocities for the stellar population in the Milky Way. As a consequence, access to the full six-dimensional phase-space
of the Milky Way’s stars has opened up new possibilities for probing the structure of Milky
Way potential and the nature of dark matter. Furthermore, Gaia has provided evidence of
how far our Galaxy is from equilibrium by identifying new perturbing structures, such as
merging dwarf galaxies, stellar streams, or spiral arms (e.g., Antoja et al., 2018; Schönrich
and Dehnen, 2018; Salomon et al., 2020). In this chapter, we introduce a novel approach
based on optimal transport theory to determine the gravitational potential and quantify
the non-equilibrium characteristics of the Milky Way.
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8.2. The Vlasov equation
Taking direct acceleration measurements is challenging, however, measurement of pulsar orbital decay has recently demonstrated promise in this direction (Chakrabarti et al., 2021).
Based on this idea, one can measure the relativistic acceleration of a few pulsar systems
relative to the solar system. Then, these measurements must be converted into absolute accelerations using the acceleration of the Solar System. Currently, we have a limited number
of direct acceleration measurements, but future radial velocity spectroscopic measurements
are expected to achieve greater statistical power (Chakrabarti et al., 2020).
Our goal is to reconstruct the accelerations (or equivalently the gravitational potential) only
from the positions and velocities of the stars. The evolution of phase-space distribution
function of the stars f (x, v, t) is related to gravitational accelerations by the Vlasov or
collisionless Boltzmann equation
df
∂f
=
+
dt
∂t



X
dimension i

∂f
∂Φ ∂f
vi
−
∂xi ∂xi ∂vi


= 0,

(8.1)

where f = f (x, v, t) is the distribution function for stars at time t and spatial position x
with velocity v, and Φ is the gravitational potential, which is a function of only positions.
The stellar flow through the six dimensional phase-space is governed by the vector field

(ẋ, v̇) = (v, ∇Φ)

(8.2)

Ideally, the potential in such cases is evaluated self-consistently from e.g. the N-body representation of the mass distribution and by using the Poisson equation. However, it can be
difficult to reconstruct the full distribution function with a sparse and local sample of stars.
For this reason, several studies have worked with the second moments of the distribution
function and velocity dispersions that are related to the acceleration and potential via the
Jeans equation (Salomon et al., 2020). Some other studies have tried to model the distribution function using neural networks or normalizing flows (An et al., 2021; Green and Ting,
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2020), but they all impose the assumption of strict dynamical equilibrium (∂f /∂t = 0), so
that the time-derivative term in the Vlasov equation is neglected. The method we present
here does not force ∂f /∂t to be identically zero. As we show, works directly with incomplete
and sparse data samples.

8.3. Optimal Transport reconstruction of the potential
For a sparse and incomplete sample, such as that mapped by Gaia, one can not rely on
getting the potential from the density field, as suggested by the Poisson equation. Alternative methods, based on various schemes and notably those employing neural network and
normalizing flow have been developed (e.g. An et al., 2021; Green and Ting, 2020). These
methods are based on reconstructing the distribution function such that one can obtain the
derivatives required to solve the Vlasov equation (An et al., 2021). In our method, instead
of modeling the distribution function and taking numerical derivative with respect to sixdimensional phase-space coordinates, we push-forward a snapshot of the phase-space with
a trial potential for a time step ∆t and directly compare the discrete samples of the phasespace distribution functions at two snapshots. This comparison is based on the Wasserstein
distance that we will describe in the next section and gives us a direct estimate of the
time-derivative term in the Vlasov equation. In the linear order, we can push-forward the
stars in the phase space by

x → x + v ∆t

v → v − ∇Φ ∆t ,

(8.3)

which can be done using a parametric or non-parametric potential. We can do the pushforward operation in higher orders using a leapfrog algorithm. In leapfrog push-forward,
the equations for updating position and velocity are

ai = −∇Φ(xi ),
vi+1/2 = vi−1/2 + ai ∆t,
xi+1 = xi + vi+1/2 ∆t,
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(8.4)

where xi is position at step i; vi+1/2 is the velocity at step i + 1/2; ai is the acceleration at
step i, and ∆t is the size of each time-step. The same equations can be expressed in such
a way that gives velocity in integer increments as well

ai = −∇Φ(xi ),

1
xi+1 = xi + vi ∆t + ai ∆t2 ,
2

(8.5)

ai+1 = −∇Φ(xi+1 ),
vi+1 = vi +

1
(ai + ai+1 ) ∆t.
2

For stability, the time-step must be constant even in this synchronized form. We can
rearrange the synchronised form into the “kick-drift-kick” push-forward

vi+1/2 = vi + ai

∆t
,
2

xi+1 = xi + vi+1/2 ∆t,
vi+1 = vi+1/2 + ai+1

(8.6)

∆t
,
2

which is typically used when variable time-steps are required. Because acceleration calculations are placed at the start and end of each step, if time resolution is increased by a factor
of 2, then an additional acceleration calculation is required. In this way we can obtain the
phase-space distribution function at time t + ∆t. Since these phase-space coordinates are
discrete samples of f (x, v, t) and f (x, v, t + ∆t). We then evaluate the Wasserstein distance
between these distributions and picks the one that has the minimum value as required by
the stationarity of the Vlasov equation.

8.4. The Wasserstein distance
Wasserstein distance is a powerful measure to define and compute similarities between
distribution functions in a non-parametric setting. Our focus in this study is on the discrete
version of the Optimal Transport (OT) problem, which means discrete samples of two
distribution functions. However, this distance can be defined for continuous-continuous or
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discrete-continuous (semi-discrete) cases as well, see chapters 5 and 9. We consider two sets
of points P1 , and P2 . Since our samples are the phase-space coordinates of stars at time
t, and t + ∆t, the size of these two sets are the same N , but in general, one can consider
two sets of points P1 of size N1 , and P2 of size N2 . Each sample i in P1 or P2 is assigned a
weight (or mass) w1 (i) and w2 (i). The conservation condition implies that
X

w1 (i) =

X

i

w2 (j),

(8.7)

j

which can be equal to unity. We can encode the cost of transport or the distance between
the samples of P1 and P2 as a positive matrix Dij with i ∈ {1, . . . , N1 } and j ∈ {1, . . . , N2 }.
Then, the discrete-discrete OT problem can be written as finding a matrix Π (transport
plan) of correspondence between samples in our sets P1 and P2 that minimizes the Wasserstein distance (to the p-th power) defined as
1/p


Wp (P1 , P2 ) = min
Π

X

p
Πij Dij

,

(8.8)

i,j

where the summations are over all i in P1 and j in P2 . The transport plan Πij that defines
the Wasserstein distance satisfies the following conditions

∀(i, j)
∀i,
∀j,

Πij ≥ 0,
X
Πij = w1 (i)

(8.9)

j

X

Πij = w2 (j).

i

As an intuitive view, the problem can be seen as the minimum amount of work needed to
transform one distribution into another. This is what is known as the Earth Mover Distance
when p = 1, and is thought of as moving dirt from high-valued bins in one distribution to
troughs in another. In each case, we consider the physical distance between bins and
prioritize those that are close together based on the ground distance.
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Figure 46: The ideal Plummer sphere distribution function (left panel), our 106 samples for
the generated mock catalog (middle panel), and a comparison of the two (right panel). We
depict phase space in terms of radius r, and velocity v, integrating over the four angular
dimensions. Our sampling is sufficiently dense in regions of non-negligible density.

8.5. Implementation
In this section, we show how our algorithm can be applied to a toy model of stellar systems,
in which the distribution function and potential are expressed analytically. We generate a
six-dimensional mock catalog using the phase-space distribution function and then try to
obtain the underlying potential from the mock data. In many stellar systems the density
is roughly constant near the center, and falls to zero at large radii. For a model with these
properties, we use the Plummer sphere, specified by a spherically symmetric density
3M
ρ(r) =
4πa3


− 52
r2
1+ 2
,
a

(8.10)

where M is the total mass of the cluster, and a is the scale radius that sets the size of the
cluster core. The gravitational potential for this model is given by

Φ(r) = − √

GM
,
r 2 + a2

(8.11)

where G is Newton’s gravitational constant. We have a simple distribution function for this
model with isotropic velocities that gives us a stationary system since it only depends on a
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Model

ρ(r)



2 −5/2

Plummer

3M
4πa3

Isochrone

M

Hernquist

a4
M
2πa3 (r(r+a)3

h

1+

r
a2

3(a+b)a2 −r2 (a+3b)
4π(a+b)3 b3

i

Φ(r)

parameters

− √aGM
2 +r 2

M (total mass), a(scale
radius)

− a+√GM
a2 +r2

M (total mass),
√ a(scale
radius), b = a2 + r2
M (total mass), a(scale
radius)

− GM
a+r

Table 5: Density, potential, and parameters of the models we used to evaluate our optimal
transport algorithm.
single conserved quantity, the energy of the system.

f (~r, ~v ) =


√


 24 2

E<0



0 ,

E>0

N a2
(−E(~x, ~v ))7/2 ,
7π 3 G5 M 5

(8.12)

where E = v 2 /2 + Φ(r). A visualization of the isotropic distribution function for M =
1010 M

and a = 5kpc, is given in Figure 46. There is a red curve above which the dis√
tribution function is zero everywhere since vesc = −2Φ. We sample 106 stars from this
distribution function and show the residual between exact and sample densities in the right
panel of Figure 46.
To evaluate our optimal transport algorithm, we choose three different spherical potential
models, which each have two free parameters: Plummer(the true model that we used to
generate our mock catalog), Isochrone, and Hernquist. The density profile, potential and
parameters of these models are described in Table 5. We push-forward the stars of our
mock catalog with different potentials and then compute the Wasserstein distance between
the pushed-forward and the initial coordinates. The best potential is the one that minimize
the cost function
min W2 (P1 , P2 (Φ)),
Φ

(8.13)

where P1 is the initial sample and P2 is the pushed-forward sample with a trial potential.
We use W2 , which computes the Euclidean distance in six-dimensional phase-space. The
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Figure 47: The Wasserstein distance over the parameter space for different potential models.
The grid search has been done over a range of M from 108.5 M to 1011.5 M with spacing
of 0.1M and for the scale radius, a from 0.5kpc to 9.5kpc with setp size of 0.1kpc. The bar
plot shows that the Plummer model has the absolute minimum W2 among other models.
This suggests the OT algorithm can be used for model selection.
grid search has been done over a range of M from 108.5 M

to 1011.5 M

with spacing of

0.1M and for the scale radius, a from 0.5kpc to 9.5kpc with setp size of 0.1kpc. Figure 47
shows the heat-map of the Wasserstein distance over the parameter space. The minimum
W2 for the Plummer model is “close” to the values we set to generate our mock catalog, but
we need error analysis to understand exactly what “close” and “far” mean and estimate the
error bars on these parameters. We defer discussion of error analysis to a follow-up study,
but mention that the Wasserstein distance can be related to the Kullback-Leibler divergence
(KLD), which is used to define entropy (Belavkin, 2019). The horizontal and vertical dotted
lines show the values we get for our free parameters when we fit the enclosed mass profile
of our mock with these three models. We expect the minimum of the Wasserstein distance
in the parameter space to be “close” to the crossing point of these two lines. But again,
we require an error analysis to determine what exactly “close” means. By comparing the
scales of the colorbar and the bar plot, we see the differences between the minimum of the
Wasserstein distance of different models are tiny compared to the colorbar scale shown.
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Even though the red contours are not the exact confidence levels, they show constantpotential or -acceleration lines. Each point on the parameter space can represent a pushedforward phase-space snapshot. Therefore, the snapshots that are on a contour have the same
distance or similarity to the initial phase-space. This means, they have been pushed-forward
with the same vector field since the push-forward operation only depends on the gradient
of the potential. To put it another way, there are constant-potential contours for different
combinations of (M, a) that have the same acceleration fields in our spherically symmetric
models. Consequently, when we push-forward the phase-space with these potentials, we
obtain snapshots that have the same Wasserstein distance to the initial snapshot, again
because the push-forward step only depends on the acceleration field. For all of the models
we consider here, the gradient of the potential at the scale radius r = a, scales as

∇Φ(r = a) ∝

M
,
a2

(8.14)

thus in a log-log plot, constant-acceleration contours at scale radius are straight lines

log a =

1
log M + constant.
2

(8.15)

The diagonal dotted lines in Figure 47 show these constant levels at the best-fit scale
radius. The bar plot on the right shows W2min − W̄2 for different models. The W̄2 term is
the Wasserstein distance between two independent realizations of the Plummer mock and
its value is 4.23 × 10−4 . In principle, we can measure the Wasserstein distance between as
many independent realizations as desired and compute their mean and standard deviation.
This is similar to cosmic variance in cosmological simulations and can define the zero level
of the Wasserstein distance in discrete samples. By subtracting this term, we remove the
effect of discreteness in our mock catalog. This bar plot also shows that the Plummer
model, which is the correct model for our mock dataset, has the absolute minimum among
other models and suggests the OT algorithm can be used for model selection.
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8.6. Discussion
We have tested our algorithm for incomplete and sparse samples and seen the minimum of
the Wasserstein distance in parameter space is robust to those changes. The mock catalog
we generated has 106 stars, but for the results of Figure 47 we only used 1000 stars and the
minimum did not change very much. We plan to do the error analysis for the Wasserstein
distance and set the contour levels precisely. We also plan to apply this algorithm to more
realistic galaxy simulations and make it ready for observational data from Gaia. In the case
where we have direct acceleration measurements and there is no need to guess a potential to
push-forward the phase-space, the Wasserstein distance can be used to estimate of the timederivative term in the Vlasov equation. We can then use it to quantify the non-equilibrium
characteristics of the Milky Way.
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Part III

Optimal Transport Theory
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CHAPTER 9 : OT as an overarching theory from galactic to cosmological scales
The mass transportation problem or what we call optimal transport problem today was first
formulated in the 18th century by Gaspard Monge (1781) in a paper entitled: “Théorie des
déblais et des remblais”17 (Theory of cuts and fills). It is worth quoting the introduction of
this paper entirely here (translation by Brenier et al. (2003)):
When earth is to be moved from one place to another, the usage is to call cuts
the volumes of earth to be transported and fills the space to be occupied after
transportation.
The cost of transporting one molecule being, all things otherwise equal, proportional to its weight and to the distance travelled and consequently the total
cost being proportional to the sum of products of molecules each multiplied by
the distance travelled, it follows that for given shapes and positions of the cuts
and fills, it is not indifferent that any given molecule of the cuts be transported
to this or that place in the fills, but there ought to be a certain distribution
of molecules of the former into the latter, according to which the sum of these
products will be the least possible, and the cost of transportation will be a
minimum.
Two hundred years were required for this problem to become an important tool in both
theory and practice. A transformative idea for this problem was introduced by Leonid
Kantorovich (1942) during the Second World War. Instead of a “distribution of molecules
of the former into the latter,” Kantorovich relaxed the one-to-one relation between particles
in the fills and cuts. He allowed more than one particle in the fills (a distribution of
particles) could be associated with a position in the cuts. The initial and final distributions
in the Kantorovich problem can be described with marginal distributions as we discussed
in Chapter 8. Kantorovich’s techniques found application in a number of areas, including
17

The author’s name appears in this paper as ‘M. Monge,’ where the ‘M.’ stands for ‘Monsieur.’
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Figure 48: One particular example of the assignment between 6 bakeries and cafes in Paris
with their associated cost matrix. The cost matrix Cij is the total travel time (in minutes)
between the bakery i and the cafe j (GP).
economics, which was his initial motivation. In 1975, he and T. C. Koopmans were jointly
awarded the Nobel Prize in economics. In this chapter, we want to trace the evolution of
this theory and highlight the connections to astrophysical problems. Most of the figures in
this chapter are from Gabriel Peyré’s slides18 , academic tweets 

19 ,

and book (Peyré and

Cuturi, 2018).

9.1. Monge’s Formulation of OT
As we mentioned above, Monge formulated the optimal transport problem in 1781, and in
his original text, he assumed that the cost of moving a unit of mass is equal to the distance
traveled, but in general, one can use any cost that is appropriate to the problem. To
illustrate the problem we can consider a famous French question: finding the optimal way
of distributing croissants from bakeries to cafes in Paris. For this example, we assume there
are only six bakeries and six cafes. In Figure 48, we show bakeries in red and cafes in blue.
The cost matrix Cij is the total travel time (in minutes) between the bakery i ∈ {1 . . . 6}
and the cafe j ∈ {1 . . . 6}. For example, in the first row of this cost matrix C14 = 27, which
means there is a 27-minute distance between bakery number 1 and cafe number 4.
To satisfy the balance constraint (mass conservation), each bakery must be assigned to one
18
19

https://www.gpeyre.com/teaching/
https://mathematical-tours.github.io/tweets/
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Cost=64

Cost=65

Cost=66

Cost=152

Figure 49: Different permutations of the same example we have in Figure 48 with different
costs (GP).
and only one cafe. Since there are the same number of bakeries as cafes, each cafe should
also be assigned to one and only one bakery. In order to show a set of connections, we
define σ as follows:
σ : i ∈ {1, . . . , 6} 7−→ j ∈ {1, . . . , 6}.

(9.1)

For the example of Figure 48, we have

σ(1) = 5, σ(2) = 2, σ(3) = 6, σ(4) = 1, σ(5) = 3, σ(6) = 4.

(9.2)

The balance constraint or mass conservation implies that σ is a one-to-one correspondence
between the set {1, . . . , 6} and itself. One can say that σ is also a permutation. Therefore,
the total transport cost is simply the sum of the costs that are selected by the σ permutation.

Cost(σ) =

X

Ci,σ(i) .

(9.3)

i

For example, the total transport cost (time) of the case we show in Figure 48 can be
computed as

C1,5 + C2,2 + C3,6 + C4,1 + C5,3 + C6,4 = 10 + 7 + 15 + 10 + 14 + 9 = 65 mins.

(9.4)

The optimization problem here (Monge’s problem) is finding a σ permutation that minimizes
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Figure 50: One-dimensional case of matching sources and targets that are along an axis,
such as if bakeries and cafes are located along a subway line. The optimal permutation for
this example is σ : (1, 2, 3, 4, 5) 7→ (3, 2, 1, 5, 4).
the cost function
min Cost(σ),

σ∈Σ6

(9.5)

where Σ6 is the set of all permutations of the set {1, . . . , 6}. Figure 49 shows different
permutations of the same example with different costs. We see the permutation we described
does not have the minimum cost and there is another permutation with a cost of 64 minutes.
To find the absolute minimum, we need to consider all the permutations of the set {1, . . . , 6}
and compute their costs. The total number of permutations for this example is 6! = 720, but
if we have n bakeries and n cafes, then the total number of possibilities to find the minimum
cost is n!. This searching strategy is computationally very expensive and is only practical
for small values of n. The fastest combinatorial algorithms that avoid searching the full

set of n! possible permutations still scale as O ∼ n2 log n (Bertsekas, 1992). However, the
optimal transport can be computed efficiently in some simplified cases.
The simplest case is matching sources and targets that are along a one-dimensional axis,
such as if bakeries and cafes are located along a subway line. Thus, the cost matrix elements
are the subway travel time between the stations. To solve this problem, we can simply sort
the indices i and j left to right along the subway line, and then assign the first index i to
the first index j, and so forth. The time required to compute the optimal subway route is
therefore the time required to sort the indices. The most efficient sorting algorithm scales
as O (n log n), which makes the method practical, unlike the exhaustive search of all n!
scenarios.
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In two-dimensions we cannot use this sorting idea, but Monge showed an interesting property of the optimal transport that optimal maps cannot contain crossover (Monge, 1784;
Peyré and Cuturi, 2018). This means, if we trace all the connection i 7→ σ(i) in the optimal
σ, they would never cross each other. Even with this geometrical concept, an optimal transport cannot be computed in two dimensions efficiently. There are still many permutations
such that their associated connections do not cross each other. We see in Figure 49, none of
the three left-most permutations have any intersection points, but do have different C(σ).
In the next section, we show how Leonid Kantorovich reformulated the Monge’s problem
to fix this issue.

9.2. Kantorovich’s Formulation
The main idea of Kantorovich’s Formulation is replacing the set of permutations by a larger
but simpler set. We can represent a permutation σ with a permutation matrix P , which is
a binary matrix such that
Pij =




1 ,

j = σ(i)
(9.6)



0 , otherwise.
For example, for 3 bakeries and 3 cafes, the permutations (1, 2, 3) 7→ (1, 2, 3), (1, 2, 3) 7→
(3, 2, 1), and (1, 2, 3) 7→ (2, 1, 3) can be represented by matrices


1 0 0


0 1 0 ,




0 0 1





0 0 1
0 1 0 




0 1 0 , and 1 0 0 .








1 0 0
0 0 1

(9.7)

Accordingly, we can rewrite the total transport cost (Eq.9.3) in matrix form, using the
permutation matrix, and the cost matrix

Cost(P ) =

n
X
i,j=1
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Pij Cij .

(9.8)

Therefore, the cost function of the Monge’s problem (Eq.9.5) can be replaced by its equivalent matrix form
n
X

min

P ∈Pn

Pij Cij ,

(9.9)

i,j=1

where Pn indicates the set of n! permutation matrices of size n × n.
We have only written everything so far in the matrix form, but the problem is still the
same. The brilliant idea of Kantorovich is that we can substitute the discrete set of Pn by a
continuous set. Note that permutation matrices have only one non-zero element (Pij = 1)
along each row and column. This means the sum of each row and each column of these
matrices are 1, thus, we can write them as




X
X
n×n
Pn = P ∈ {0, 1}
; ∀i,
Pi,j = 1, ∀j,
Pi,j = 1 .


j

(9.10)

i

The binary condition is what makes the computation of this set of matrices complicated.
Kantorovitch’s main idea was about relaxing this condition by assuming that the elements
of P matrices can be any number between 0 and 1, which defines the set of doubly stochastic
(or bistochastic) matrices




X
X
Bn = P ∈ [0, 1]n×n ; ∀i,
Pi,j = 1, ∀j,
Pi,j = 1 .


j

(9.11)

i

A doubly stochastic (bistochastic) matrix is a square matrix of nonnegative real numbers,
each of its rows and columns sums to 1, and each of its elements represents a probability.
Therefore, the Kantorovitch problem is minimizing Eq.9.2 by looking for P ∈ Bn , instead of
P ∈ Pn . A major advantage of the Kantorovich formulation is that the bistochasic matrices
are convex. This convexity is vital to the development of efficient algorithms (Dantzig,
1951).
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9.3. Weighted Optimal Transport Problem
Kantorovich’s formulation, in addition to being computationally practical, has also allowed
the initial OT problem to be generalized. In this framework, we can consider the case
where the number of cafes and bakeries are not the same. This means, each bakery can
distribute croissants to several cafes, or each cafe can order their croissants from different
bakeries. The right quantities are not the number of bakeries or cafes, but the production
distribution of bakeries (a1 , . . . , an ), and the consumption distribution of cafes (b1 , . . . , bm ).
For example, a1 = 24 means the first bakery bakes 24 croissants a day, and b3 = 18 means
the third cafe consumes 18 croissants a day. In the initial Monge’s problem, we had n = m
and all the quantities ai and bj were equal to unity. However, in the most general case, all
of these quantities can be totally arbitrary. The only constraints are that these quantities
must be non-zero and satisfy

a1 + · · · + an = b1 + · · · + bm ,

(9.12)

which is the generalized balance constraint or mass conservation (production equals consumption). Consequently, Kantorovich’s formulation (Eq. 9.2) can be simply written in
terms of these general distributions by replacing the bistochasic matrices with coupling
matrices





X
X
B(a, b)= P ∈ [0, 1]n×m ; ∀i,
Pi,j = ai , ∀j,
Pi,j = bj .


j

(9.13)

i

A non-zero element of Pi,j here, indicates some mass transfer (a number of croissants)
between i and j. If n = m and ai = bj = 1, we have B(a, b) = Bn , which corresponds to
bistochastic matrices we had in the original problem. Figure 51 shows different ways we
can visualize a coupling matrix P of two distributions (a, b). As opposed to permutation
matrices, here the optimal coupling matrix can have more than one non-zero element along
its rows and columns. This is exactly the kind of issue we wanted to address: each bakery is
connected to several cafes, and each cafe can order from different bakeries while production
equals consumption (mass conservation).
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Figure 51: Different representation of a coupling matrix P ∈ B(a, b). From top-left to
bottom-right: a) values of mass transfer whose rows and columns have prescribed sums;
b) a set of connections on the map with width proportional to Pi,j ; c) a two-dimensional
histogram with square size propositional to Pi,j ; d) a bipartite graph that shows the connections between the sources and targets (GP).
The generalized Kantorovich’s formulation can then be expressed as follows

min

P ∈B(a,b)

n X
m
X

Pi,j Ci,j ,

(9.14)

i=1 j=1

which means we need to pay the transfer cost Ci,j every time we move a unit of mass
between i and j. Similar to the original Kantorovich’s problem, it can be computed with
effective algorithms (e.g. Dantzig, 1951; Bertsekas, 1992; Marigo et al., 2013).

9.4. OT Applications in Astrophysics
Optimal Transport theory has a fundamental connection to physical problems as most phenomena in nature are governed by optimization principles. A light ray follows a path that,
roughly, minimizes time by Fermat’s principle, and a test particle follows time-like geodesics
in general relativity. Applications of OT touch many fields of physics from quantum mechanics (Chen et al., 2016), to general relativity (Mondino and Suhr, 2018), among others.
Euler expressed it best more than two hundred years ago (Lévy et al., 2020):
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Nothing arises in the universe in which one cannot see the sense of some maximum or minimum.
Euler’s variational principle, which is the basis of classical mechanics and quantum field
theory, has since evolved into the vast field of variational calculus. In this thesis, we have
approached two independent astrophysical problems using OT techniques: Recovering the
Galactic Potential with Optimal Transport Theory (Chapter 8), and Optimal Transport
Reconstruction of Baryon Acoustic Oscillations (Chapter 5). In the following subsections,
we review those chapters briefly and highlight the underlying connections between them.
9.4.1. Galactic Dynamics
In Chapter 8, we presented a new approach based on OT to determine the galactic potential
from the phase-space coordinates of stars in a Milky Way-like galaxy. We introduced the
Wasserstein distance that basically defines and computes similarities between distribution
functions in a non-parametric setting. By comparing Eq.8.8 to Eq.9.14, we see the Wasserstein distance is exactly the same as the Monge-Kantorovich cost function. Therefore, the
main idea of finding the galactic potential from the phase-space information is the same as
distributing croissants from bakeries to cafes. In this case, we push-forward the phase-space
coordinates of stars with a set of trial potentials to get the target distributions (consumption of cafes). Then, we evaluate the Wasserstein distance between these distributions and
the input and pick the one that has the minimum value required by the stationarity. This
gives us the gravitational potential that keeps the evolved phase-space most similar to the
initial position-velocity measurements. This is what we were looking for, by constraining
the Milky Way’s potential, we would be able to gain a better understanding of dark matter
distribution in our galaxy.
9.4.2. Baryon Acoustic Oscillations
In Chapter 5, we introduced another algorithm based on OT that can reconstruct the initial
positions of biased tracer from their late-time evolved positions. In the history of OT, an
important step was made by Yann Brenier with the “polar factorization theorem”. This
theorem states the optimal map corresponds to the gradient of a convex potential (Brenier,
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Figure 52: From discrete-discrete to semi-discrete optimal transport problem. The red
points show the distribution of matter at current time and the blue points represent the
initial condition by a regular grid. From left to right, we increase the precision by using a
finer grid for the initial positions (Lévy et al., 2020).
1991). By substituting this convex potential to the mass conservation constraint of the
Monge-Kantorovich problem, we obtain a nonlinear partial differential equation, which is
called the Monge-Ampère equation. This class of partial differential equations first studied
by Monge and then generalized by Ampère in the early 1800’s. Solving the Monge-Ampère
equation gives us the potential of the optimal transport map. Using the polar factorization
theorem, Benamou and Brenier (2000) showed that the Wasserstein distance is equivalent
to the action integral of an incompressible Euler fluid.
In cosmology, we have the present distribution of matter as a discrete set of halo/galaxy
positions and we know a uniform density field is a good approximation for the initial condition. Therefore, the problem is to find the optimal map between these two distributions
and reconstruct the early universe from the late-time observations or trajectories of the
particles. The Monge-Ampère-Kantorovich (MAK) reconstruction was developed based
on these advances in OT and solved using a fully-discrete combinatoric algorithm (Frisch
et al., 2002; Brenier et al., 2003). The algorithm was tested on cosmological simulations
(Mohayaee et al., 2003, 2006; Mohayaee and Sobolevskiĭ, 2008) and also applied to galaxy
surveys (Mohayaee and Tully, 2005; Lavaux et al., 2010). However, due to its cubic algo
rithmic complexity O n3 , it was not practical for solving cosmological problems such as
reconstruction of the scale of baryon acoustic oscillations (BAO).
Our semi-discrete approach that we described in Chapter 5, scales as O (n log n) (Lévy
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et al., 2020), where n is the number of biased tracers. Figure 52 shows the transition
from discrete-discrete to semi-discrete optimal transport problem. The red points show the
distribution of matter at current time and the blue points represent the initial condition
by a regular grid. We can increase the resolution by using a finer grid for the initial
positions, so that each particle can be replaced by four points with 1/4 the mass allocated
to each of them. We can further refine the grid, where 16 points at initial condition are
assigned to each red point at final time. At the limit, when the number of initial points
goes to infinity, the initial density tends to a continuous uniform density, and it can be
proved that the optimal map assigns each red point to a polygonal area (Laguerre cell). In
matrix formalism, the semi-discrete OT is equivalent to working with infinite bistochastic
matrices. These geometrical properties allow us to replace the combinatorial computation of
the discrete-discrete problem with a Newton method (Kitagawa et al., 2016; Aurenhammer
et al., 1992; Lévy, 2015), which is a significant improvement over previous algorithms.

9.5. Summary and Future Perspectives
As we discussed in Chapters 5 and 8, there are several OT related follow-up studies in each of
these two fields that I intend to pursue as a postdoctoral fellow. Our semi-discrete algorithm
for BAO reconstruction requires a guess regarding the Eulerian spatial distribution of the
dust, so we plan to make a model for the dust which does not depend on bias parameter.
Further, it provides distinct ways of determining the bias parameter independently of σ8 ,
enabling novel cross-checks of the breaking of the bσ8 degeneracy. In order to constrain
the galactic potential using a discrete-discrete OT algorithm, we need to conduct an error
analysis for the Wasserstein distance. We also plan to apply our algorithm to more realistic
galaxy simulations and make it ready for observational data from Gaia.
Lastly, we intend to elaborate on the connection between optimal transport and strong
gravitational lensing. Photons follow the path of least time and this is very close to the
main concept of OT problem. It is generally known that gravitationally lensed systems with
multiple images of the same source will experience different light travel times (Blandford
and Narayan, 1986). Basically, this happens for two reasons: i) geometrical time delay,
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and ii) potential or Shapiro time delay (Schneider et al., 1992). The difference between two
images’ arrival times is called “time delay” and is measured as


1 + zl Dl Ds 1
2
|θ − β| − ψ(θ) ,
τ=
c
Dls 2

(9.15)

where θ, and β are the angular positions of the image and the source, ψ(θ) is the effective
potential, 12 |θ−β|2 is the geometric delay in the small-angle approximation, zl is the redshift
of the lens, and Dl , Ds , and Dls are angular-diameter distances to the lens, to the source,
and from the lens to the source, respectively. There is a very interesting similarity between
this time delay of gravitational lensing and the cost function of semi-discrete OT problem
(Eq. 5.3)
K(ψ) '

XZ
i

Viψ




1
|xi − q|2 − ψi (xi ) d3 q.
2

(9.16)

It seems the Eulerian positions x are similar to the angular position of the image and
Lagrangian positions q appear similar to the source’s angular position. At present, there
are ∼10 firm time delay measurements in gravitational lenses and they can potentially be
used to constrain the Hubble Constant (Schechter, 2005). One of my research focuses will
be to understand this connection better and use the efficiency of our semi-discrete OT
algorithm for this probe of cosmology.
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APPENDICES
A. Generalized Laguerre functions
Eq.2.7 of the main text uses half-integer generalized Laguerre functions. We describe some
of their relevant properties below.
A.1. Explicit expressions
(1/2)

Starting from L0

(1/2)

= 1, L1

= (x2 + 3)/2,

(1/2)
L−1/2 (−x2 /2)

r
=

√
2 erf(x/ 2)
π
x

and

(A.1)
2

(1/2)
L1/2 (−x2 /2)

2

= (x +

(1/2)
1) L−1/2 (−x2 /2)

e−x /2
,
+
π/2

the others can be generated from
(α)

(α)

(α)

βLβ (z) = (α + 2β − 1 − z) Lβ−1 (z) − (α + β − 1) Lβ−2 (z).

(A.2)

Thus, the µk of Eq.(2.7) are

µ1 (x) = (x + 1/x) E1 (x) + E2 (x)
µ2 (x) = 3 + x2
µ3 (x) = (x3 + 6x + 3/x) E1 (x) + (x2 + 5) E2 (x)
µ4 (x) = x4 + 10x2 + 15
µ5 (x) = (x5 + 15x3 + 45x + 15/x) E1 (x)

+ (x2 + 3)(x2 + 11) E2 (x)

µ6 (x) = x6 + 21x4 + 105x2 + 105
µ7 (x) = (x7 + 28x5 + 210x3 + 420x + 105/x) E1 (x) + (x6 + 27x4 + 185x2 + 279) E2 (x)
µ8 (x) = x8 + 36x6 + 378x4 + 1260x2 + 945
µ9 (x) = (x9 + 45x7 + 630x5 + 3150x3 + 4725x + 945/x) E1 (x)
+ (x8 + 44x6 + 588x4 + 2640x2 + 2895) E2 (x),
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p
√
2
where E1 (x) ≡ erf(x/ 2) and E2 (x) ≡
2/π e−x /2 . When x  1 then E1 (x) → 1,
E2 (x) → 0 and 1/x  1 so the µk become linear combinations of simple polynomials.
A.2. Relation to simple polynomials
In previous LP analyses, simple polynomials have been used to fit correlation functions.
(α)

For integer n, Ln

is just a polynomial of order n, so one can also express xn as a linear

combination of Laguerres:


n
xn X
(α)
j n+α
=
(−1)
Lj (x).
n!
n−j

(A.3)

j=0

Therefore, if one has fit ξNL to a simple polynomial, it is straightforward to transform those
coefficients into those which would result from fitting to nth order Laguerre polynomials
instead. Hence, provided one accounts for the covariances between the fitted coefficients,
the shape of the best fitting function will be the same. In the main text we instead fit to
n half-integer Laguerre functions, because these are the functions which are singled out by
Gaussian convolution, and for which the covariance matrix of the fitted coefficients can be
easily used to provide error bands on the deconvolution/reconstruction.
A.3. Centered Laguerre functions
The Laguerre reconstruction algorithm is designed to be used over the range of scales of
order 100h−1 Mpc which are close to the BAO feature, the amplitude of which is small.
However, for x  1, the µk (x) can be large, and the best-fitting coefficients can have
different signs, so the small amplitude of the correlation function at BAO scales is the
result of large cancellations. Therefore, to avoid numerical inaccuracies, it is preferable to
work with centered values.
We do so by subtracting a fiducial scale rfid from all r before fitting the model. I.e., we
replace Eq. (2.5) with
ξL (r) =

n
X

ak

r − r

k=0
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fid

σ

k

.

(A.4)

Figure 53: Contribution of the first six terms to the correlation of the dark matter preand post-reconstruction (dotted and dashed cyan curves), when using centered functions
(Eqs. A.5 and A.4 with rfid = rLP−rec ) and σ = Σ = 4.6h−1 Mpc). Red curves show the sum
of all ten terms. Centering ensures that the lower order terms dominate on scales between
the peak and dip; this is particularly evident post-reconstruction.
Integrating this over the Gaussian smearing kernel yields

ξNL (s) =

n
X

ak

k=0

 Σ k
σ

νk (x),

(A.5)

where
k  
X
k
rfid k−l
µl (x)
νk (x) =
−
Σ
l

(A.6)

l=0

and the µl (x) are the ordinary (non-centered) moments that appear in Eq. (2.6).
Since the νk are just linear combinations of the µk , the result of fitting Eq. (A.5) to the
data must yield the same best-fit curve as when rfid = 0. In particular, this means that
rLP−pre and rLP−rec should not – and we have checked that they do not – depend on the
choice of rfid . The only difference is that the coefficients of the fit are now better behaved,
and the covariance matrix of the fitted coefficients is more stable.
Therefore, in practice, having initially estimated rLP−rec using some rfid , we set rfid =
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Figure 54: Best-fit coefficients of the centered functions: even coefficients are much smaller
than odd ones, indicating that ξLag is approximately an odd function around rLP−rec .
rLP−rec and rerun the fitting routine. While this again makes no difference to the shape
of the resulting best fit curve, the coefficients of the associated reconstructed ξLag are now
more intuitive. As ξLag is now a simple polynomial centered on rLP−rec , only the lowest
order terms contribute when r − rLP−rec  σ, as Fig. A.3 illustrates. Symbols with error
bars show the measured ξNL , the dotted red curve shows the best fit to it with n = 9 in
Eq. (A.5), the dashed red curve shows the reconstruction, ξLag (Eq. A.4), and the solid black
curve shows the linear theory ξLin . The dotted and dashed blue curves show the result of
truncating the sums in Eqs. (A.5) and (A.4) at n = 5. Evidently, the higher-order terms
matter little between the peak and dip scales, suggesting that working with centered values
is sensible.
To make the point that the coefficients of the centered functions are intuitive, Fig. 54
shows k! ck . Except for c0 , which shifts the curve vertically without affecting its shape,
the even coefficients are much closer to zero than the odd ones, indicating that ξLag is
approximately an odd function around rLP−rec . The fact that scaling by k! makes the odd
coefficients approximately the same, but oscillating in sign, indicates that the odd function
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Figure 55: Dependence of goodness-of-fit and estimated rLP on bin size (left to right) for a
7th-order (top) and 9th-order (bottom) µn function (dashed) fit to ξNL of the dark matter
(symbols with error bars).
is approximately sinusoidal close to rLP−rec , as is readily apparent from looking at the shapes
of ξLag and ξLin (by coincidence (rpk − rdip )/π ≈ Σ, so no further scaling was necessary to
see this correspondence).

B. Measurement details
As discussed extensively in Anselmi et al. (2018a), we must make a number of choices when
fitting a polynomial to the measurements: these include the order of the polynomial to be
fit, the range over which to fit, and the bin size (hence the number of bins to be fit). We
discuss the bin size first.
B.1. Dependence on bin width
If the unbinned function is a polynomial, then correcting for the bin size is straightforward.
To see this, let ξ0 (r) denote the correlation function in bins of vanishingly small size. Then
the correlation function in logarithmic bins of width  is

ξ (r) =

¯ + ) − V− ξ(r
¯ −)
V+ ξ(r
,
V+ − V−
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(B.1)

3 , r = r(1 ± /2) and
where V± = (4π/3) r±
±

Z

¯ = 3
ξ(r)
r3

r

dx x2 ξ0 (x).

(B.2)

0

If we parametrize ξ0 using a polynomial,

ξ0 (r) =

n
X

ai ri ,

(B.3)

i=0

then
ξ (r) =

n
X
i=0

n

ai

3+i
3+i
X
− r−
3 r+
=
ai ri [1 + ci ()],
3
3
3 + i r+ − r−
i=0

(B.4)

since the term involving ratios of the r+ and r− factorizes into the product of ri and a
function of . From this it is obvious that extrema and inflection points of ξ will not, in
general, coincide with those of ξ0 . The bias will depend on , but also on the shape of ξ0
(i.e. on the ai ). (E.g., if ξ0 has a feature – a peak or dip – that is narrower than  then
wide bins are more likely to lead to a bias.)
However, if we fit the measured correlation function to

ξ (r) =

n
X

bi ri ,

(B.5)

i=0

then the fitted coefficients bi are related to the intrinsic coefficients ai we want by

ai =

bi
.
1 + ci ()

(B.6)

This shows that if ξ0 is well described by a polynomial, then it is straightforward to correct
for the bias induced by non-zero  (i.e. logarithmic bins). Keeping only the leading order
terms in  yields
ci =

2
i(3 + i);
24
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(B.7)

Figure 56: Same as previous figure but for high mass halos.
the scaling with 2 rather than  is why, in practice, the bin size effect is small. For linear
rather than logarithmic bins, Eq.(B.4) remains valid, but now  = ∆r/r for some constant
∆r. As a result, the ci depend on r. While this makes it more complicated to reconstruct
the ai from the bi , correcting the bias is still possible.
In practice, our bins are sufficiently small that these corrections are not necessary, but we
have included this analyis to illustrate another useful property of a polynomial parametrization of ξ. See Krolewski and Slepian (2021b) for why polynomials are useful in the small-r
limit.
The discussion above shows that it would be useful to have an estimator of the correlation
function which does not require binning. Such estimators have recently become available
(Tessore, 2018; Storey-Fisher and Hogg, 2021). These parametrize the correlation function
in terms of basis functions. Our work suggests that, in the BAO context, half-integer
generalized Laguerre functions are a particularly useful choice.
B.2. Other sample-dependent choices
Ref. Anselmi et al. (2018a) shows that the optimal choices for estimating the BAO scale
depend on the dataset (tracer number density and survey volume) but that, typically, one
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is only interested in the range that is within about 20h−1 Mpc on either side of the BAO
feature, and the polynomial should have order n ≥ 5. E.g., in Anselmi et al. (2018b) n = 5
was sufficient, but in Parimbelli et al. (2021) n = 8.
We have repeated the tests described in Ref. Anselmi et al. (2018a) and verified that the
same choices which apply when fitting an nth order polynomial also apply for the Laguerre
functions which we describe and use in the main text. These suggest that the range 75115h−1 Mpc is nearly optimal. However, because reconstruction is basically deconvolution,
one wants the edges of the fitted region to be as far from the scales of interest as possible –
certainly more than one smearing scale from the peak and dip scales. We have found that
fitting over the range 60-120h−1 Mpc produces no significant difference in the estimated
rLP−pre , but returns significantly better reconstructions. All the results in this paper use
this 60-120h−1 Mpc range.
The fitting uses the full covariance matrix of the errors on the measurements. As we note in
the main text, we use an analytic estimate of this which includes both Poisson/discreteness
and cosmic variance contributions. The cosmic variance contribution requires a fiducial
power spectrum and an estimate of the bias factor, but our results are not very sensitive to
these choices. E.g., there is no significant change to our results if we multiply the fiducial
power spectrum by a smearing function exp(−k 2 σ 2 ) or not, where σ is the fiducial value
described in the main text. (We have also compared, but do not show, results obtained using
only the diagonal elements of this matrix with those which use the full matrix.) Figures B
and 56 show the results. In each figure, comparison of the top and bottom panels shows
that going to 9th-order in µn almost always returns χ2 /d.o.f. closer to unity than just 7th
order (we set the number of degrees of freedom equal to the number of bins minus the
number of parameters to be fit), and that bins of width 3h−1 Mpc are the most reliable.
Therefore, in the main text we use the fits based on the full covariance matrix when fitting
terms upto µ9 to measurements in bins of width 3h−1 Mpc (i.e. the central panel in the bottom row of each figure). Note, however, that the different choices explored in this Appendix
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Tracerb10 rLP−pre
rLP−rec
DM 1 92.19 ± 0.1293.03 ± 0.11
LM 1.392.15 ± 0.1393.08 ± 0.13
HM 2.691.23 ± 0.2692.97 ± 0.24
Table 6: Same as Table 1 in the main text, but now for rLP only, in the combined Abacus+Emulator sample, an effective comoving volume of nearly 48 h−3 Gpc3 .
only shift rLP by less than the size of the quoted error bar. Hence, the demonstration in
the main text that rLP shifts systematically with halo mass is robust against reasonable
changes in the details of the fitting procedure.

C. The ABACUS–Emulator simulation sets
The main text shows results that are based on an analysis of 20 realizations of the ABACUS
simulation set. However, the ABACUS suite includes 16 additional realizations of the same
cosmological model that we will refer to as the Emulator set. The only difference between
the two sets is the choice of force-softening: the original 20 simulations use Spline softening,
whereas the Emulators use Plummer softening. Ref. Garrison et al. (2018) argue that,
although spline softening is more accurate, the difference should be irrelevant for BAO
studies. Indeed, in their BAO work, Duan and Eisenstein (2019) use a combined Abacus +
Emulator sample to arrive at an effective volume of 48 (h−1 Gpc)3 .
To enable a more direct comparison of our analysis with that in Duan and Eisenstein (2019),
we here perform all the analyses described in the main text on the combined Abacus and
Emulator sample. Table 6 shows the results. (The fits have similar χ2 /d.o.f. to those in
the main text.) The most noteworthy difference with respect to the Abacus-only results
in Table 1 is that the estimated rLP scale in the combined Abacus+Emulator suite shows
much larger shifts from linear theory and a stronger dependence on halo mass.
The final column in Table 6 shows that, despite the bigger shifts with respect to linear theory,
our reconstruction algorithm still works well. In fact, comparison with the middle panel of
Fig.2 in Duan and Eisenstein (2019) shows that our reconstructed precision of ∼ 0.15% for
the DM is comparable to that for the traditional, more elaborate, reconstruction schemes.
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Figure 57: Same as Fig. 6, but for the combined Abacus + Emulator sample, and we only
show the ‘standard’ reconstruction after normalizing to match linear theory at 70h−1 Mpc.
Dashed and dotted curves show the contributions from the individual Abacus and Emulator
simulation sets.
Fig. 57 – similar to Fig. 6 of the main text – compares our Laguerre reconstruction with the
‘standard’ reconstruction provided by Duan and Eisenstein (2019). The agreement with the
linear theory shape is impressive. While this is reassuring, our reconstruction works well
because the mode-coupling piece plays a significant role: in Fig. 58 open symbols, which
assume no mode-coupling, are further from linear theory than the filled symbols. This is a
qualitative difference with respect to the results in the Abacus-only simulations (compare
Fig. 8).
Presumably, these significant differences are due to differences in the shapes of P (k) and
ξ(r). (Indeed, the dashed and dotted curves in Fig. 57 show that the traditional ‘standard’
reconstruction algorithm returns rather different shapes for the two sets.) Fig. 59 shows
that although P (k) for the dark matter is in good agreement over scales relevant to BAO
studies k < 1h/Mpc (consistent with Figs.4-7 in Garrison et al. (2018)), the HM samples in
the Emulator suite have slightly more power than their Abacus counterparts, especially at
k0.3h/Mpc. The shaded bands show the scatter; the difference between the two simulation

174

Figure 58: Same as Fig 8 but for the high mass halos in the combined Abacus+Emulator
set. Our reconstruction algorithm still works well, provided that we include the modecoupling term (filled symbols). Ignoring mode-coupling (open symbols) is substantially
closer to linear theory, but not as close as in Fig. 8.
sets is difficult to explain with cosmic variance.
We also find that the comoving number density of the HM sample in the emulator set
is about 0.96× that in ABACUS, consistent with the small differences shown in Fig.2 of
Ref. Garrison et al. (2018). It is well known that there is a close connection between
halo abundances and clustering (Sheth and Tormen, 1999). Hence, because we define our
samples using a fixed mass cut, we expect the Emulator sample to be slightly more strongly
clustered. Presumably this is what accounts for the small (few percent) approximately
constant offset around k ∼ 0.1h/Mpc; differences in scale-dependent bias must contribute
to the larger discrepancy at larger k. The LM sample shows a similar level of discrepancy,
both in terms of abundance and clustering strength.
The question is: Do these small differences matter? Fig. 60 shows that the correlation
functions of the two HM samples appear to have slightly different shapes, although the error
bars (shown for Abacus-only) suggest that the difference may just be consistent with cosmic
variance. Since the rLP methodology is supposed to be insensitive to shape differences
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Figure 59: Comparison of evolved power spectra PNL (k) in the Abacus and Emulator
simulation sets shows good agreement for the dark matter, but can differ by up to ten
percent for our massive halo (HM) sample. Error bars show the measured rms scatter due
to shot-noise and cosmic variance.
arising from k 2 -bias, it is possible that the Abacus and Emulator simulation sets each give
consistent estimates of rLP , but combining their correlation functions leads to a bias (for the
same reason that one can estimate the distance scale from blue and red galaxies separately,
but one should not work with a curve that is the average of the two correlation functions).
With this in mind, we performed all the analyses described in the main text on the Emulatoronly simulations. The HM Emulator-only sample returns rLP = 90.76 ± 0.46 h−1 Mpc,
compared to 92.06h−1 Mpc for the Abacus-only sample in the main text. In fact, a careful
look at Fig. 60 shows that, even by eye, one would have guessed that the Emulator rLP
would be shifted to smaller scales (the peak and dip scales are both smaller). The difference
is substantially larger than the error bars, which we believe account for cosmic variance
between the Abacus and Emulator suites. Therefore, we do not understand the origin of
these differences. However, we do know that the Abacus spline-softening is more accurate
(Garrison et al., 2018). This is why, in the main text, we only show results based on the
more accurate Abacus simulations.
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Figure 60: Evolved correlation functions ξNL (r) of the HM samples in the Abacus and
Emulator simulation sets. Thick curves show the ensemble-averaged value of each set.

D. The ABACUS–Emulator simulation sets - HOD
We did not use the additional 16 ‘Emulator’ boxes that have the same background cosmology and are also part of the ABACUS COSMOS release for reasons discussed in the previous
appendix. In particular, the two dashed curves in Fig. 61 compare the real-space correlation
functions of the massive halo samples used by Nikakhtar et al. (2021c) in the Abacus and
Emulator simulation sets (effective volumes of 27h−3 Gpc3 and 21h−3 Gpc3 , respectively).
While the agreement is good around the peak scale, the differences around the dip are
larger, and only marginally consistent with cosmic variance. These differences are also
present in the redshift-space distorted HOD samples. To illustrate, the two solid curves
show the redshift space monopole of the same HOD population in the two simulation sets
(we have normalized each halo sample to have the same amplitude as the associated HODs
at ∼ 70h−1 Mpc). Comparison of the HOD and high mass samples (solid and dashed curves)
also graphically illustrates the additional smearing of the BAO signal that is associated with
the redshift space distorted signal, whose impact on Laguerre reconstruction we would like
to assess.
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Figure 61: Real space correlation functions of massive halos in the Abacus and Emulator
simulation sets (dashed curves) differ slightly around the dip scale. The monopole of the
redshift-space correlation function in the ‘base 2’ HOD model shows similar differences
(solid curves, bands show the 1σ error bars). These differences are similar for all the HOD
models considered in the main text.

E. Full-shape constraints with perfect prior information
The main text used the Linear Point to quantify the precision and accuracy on the inferred
distance scale in the Laguerre-reconstructed correlation functions, and in those measured
in the full density-field reconstructions. The virtue of the LP is that it returns a distance
scale estimate which does not require prior knowledge of the shape of the correlation function. All other published BAO distance scale estimates rely on fitting a model template
to the reconstructed correlation functions. This clearly requires considerably more prior
information, so it is natural to ask if fitting to the full shape returns considerably greater
accuracy.
We address this in three steps: First, we compare constraints from the LP with those from
fitting to the full shape of the Laguerre-reconstructed redshift space monopole. Next, we
compare the α0 values in ξLag with those in ξ0 of the standard reconstruction. Finally, we
compare the constraints from the monopole ξ0 with those from the full shape of the redshiftspace correlation function. This final step is only possible for the standard reconstruction:
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if the gains in precision and accuracy are considerable, then this motivates extending both
the Laguerre reconstruction and the Linear Point methodology to account for anisotropic
redshift space distortions.
We begin by defining
αLP ≡

93h−1 Mpc
rLP

(E.1)

and α0 , which is the value for which

ξT (α0 s) = B

2

Z

dk k 3 PT (k)
j0 (ksα0 ) + ...
k
2π 2

(E.2)

(where the ‘...’ refer to nuisance parameters which scale as s−1 or s−2 ; see DE2019 for
details) best fits each of the measured ξ0 (s) curves over the range 60 − 120h−1 Mpc. Here
PT (k) is the linear theory dark matter correlation from CAMB for the ABACUS cosmology,
and B is a free parameter. Note that α > 1 means the estimated scale is smaller than the
true one.
For fitting to the full shape, our goal is to parallel the analysis in DE2019 as closely as
possible. Therefore, for their standard density field reconstructions, we use the same code
and covariance matrices they used when fitting, which they kindly provided to us. Their
analysis first averages all the HODs in a single box, and then performs a jackknife resampling
of the boxes to obtain smoother covariance matrices, which they then rescale to represent
the volume of a single box. Therefore, for our Laguerre analysis, we construct covariance
matrices by first co-adding all 12 reconstructed ξLag in a box, and we then average together
19 randomly chosen boxes at a time, repeating 50 times. The resulting covariance matrix
is smooth, and we rescale it, as they do, to the volume of a single box, before using their
fitting code to determine α0 . Note that for every bias model and every type of correlation
there is a different covariance matrix. However, we have checked that the results which
follow are not changed substantially if we use the same covariance matrix for all the HODs
(essentially because the HODs are not very different from one another).
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Figure 62: Top: Cumulative distributions of αLP in the Laguerre (thick solid) and standard (thin dashed) reconstructions are very similar, indicating that the two reconstructions
provide similar constraints on the distance scale. Middle: Cumulative distributions of αLP
(thick solid, same as top panel) and α0 (thin solid) measured from ξLag . The distribution
of α0 is narrower, indicating that fitting to the full shape of the redshift space monopole ξ0
yields greater precision than the LP scale itself. Bottom: Cumulative distributions of α0
from fitting to ξLag (thin solid, same as middle panel) or to ξ0 in the standard reconstruction
(dot-dashed). Consistent with the top panel, the two reconstructions provide similar constraints on the distance scale. Grey bands show the region which encloses 68% of the values
around the median. Bars along the bottom of each panel show the uncertainty associated
with an effective volume which is 20 × larger.
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We present our results in a format which is similar to Figure 14 in the main text. However,
in contrast to the main text, for which each HOD realization contributes separately (for a
total of 240 αLP values for each HOD), here all 12 realizations of each HOD in a box are
first coadded, so that we have only 20 values for each HOD (this is to mimic Fig. 2 in
DE2019, which shows 36 points per HOD, from the 20 ABACUS + 16 Emulator boxes –
though we have not done the additional jackknife resampling step they did).
The thick solid and thin dashed curves in the top panel of Figure 62 show the cumulative
distributions of αLP measured in the Laguerre reconstructed ξLag and the standard density
field reconstructions of the four HODs that were studied in the main text. This shows that
although the standard reconstructions are slightly but not significantly biased (the median
is not at αLP = 1), the two reconstructions provide similar constraints on the LP-derived
distance scale. This is consistent with Figures 14 and 15 in the main text.
The thick and thin solid curves in the middle panel of Figure 62 show the cumulative
distributions of αLP and α0 for the Laguerre reconstructions ξLag of the four HODs. The
thin curves rise more steeply than the thick ones, indicating that fitting the full shape
constrains the distance scale better than the LP does, by a factor of approximately 2. The
cost, of course, is the dependence on fiducial template, and the potential biases which arise
if the template is inaccurate.
The bottom panel of Figure 62 addresses the question of how well α0 , estimated by fitting
to ξLag (thin solid), compares with that estimated from fitting to ξ0 of the standard reconstruction (thin dot-dashed). The panel shows that the distributions are rather similar,
indicating that even though ξLag does not reconstruct the peak and dip scales very well (see
Figure 12), the fact that it is closer to linear theory over a wider range of scales mean its
α0 values remain quite accurate.
The main text notes that Laguerre reconstruction returns comparable precision and accuracy to standard density field reconstruction (for a small fraction of the computational
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Figure 63: Cumulative distributions of αLP (solid), α0 (dashed, from fitting to ξ0 ) and
2 α )1/3 (dot-dashed, from fitting to both ξ and ξ ) in the standard reconstructions
α ≡ (α⊥
0
2
||
of the ‘Base 2’ HOD. The steepening of the curves illustrates the gains in precision as more
assumptions about the expected shape of the correlation function are included. Results for
the other HODs we have considered are similar.
cost). Together, the top and bottom panels show that this statement holds for both αLP
and α0 .
We close with a direct comparison of how adding more information when estimating the
distance scale can improve the constraints, provided that the template one fits to the data is
accurate. For this, we have chosen one of the HODs; the others make the same point. The
thin solid curve shows the distribution of αLP in the standard (density field) reconstruction,
which makes no assumption about the shape of the correlation function. The dashed curve
shows the result of fitting to the monopole, ξ0 , of the redshift-space distorted correlation
function in the same standard (density field) reconstruction, and the thick dot-dashed curve
shows the result of fitting to both the monopole ξ0 (s) and the quadrupole ξ2 (s). The
distribution of α is slightly narrower than that of α0 , showing that there are additional
gains in accuracy if one fits to the full shape of ξ(s|| , s⊥ ). This provides strong motivation
for extending the Laguerre methodology to the full redshift-space signal (rather than just
the monopole). Likewise, there is currently no analog of the linear point in ξ2 , nor, e.g.,
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tests of its stability in angular wedges (other than those for which µ = 0, of course), so the
difference between the thin solid curve and the other two motivates extending the linear
point methodology to redshift space.
It is important to emphasize that the curves in Figures 62 and 63 assume that the parameters needed for both reconstructions (Laguerre and standard) are known correctly, and
that the template models which are needed to determine α0 or α are also known correctly.
In this respect, they are analogous to the optimistic ‘idealized’ results in Section 3.3.1 of
the main text. However, this will not be the case in observational datasets. The results in
Section 3.3.2 of the main text illustrate how and why constraints from αLP are degraded
when one marginalizes over uncertainties in the parameters needed for reconstruction. As
the main text discusses, obtaining more realistic error estimates for α0 and α is less straightforward. This is because, to do so, one must also account for the fact that the template
shape to which one should fit is not known perfectly. Ref. Anselmi et al. (2019) argues that
marginalizing over the full range of allowed template shapes will degrade the constraints
from α0 and α significantly (a factor of two or more, given current uncertainties on cosmological parameters). However, that analysis is based on pre-reconstruction quantities.
Ref. Vargas-Magaña et al. (2018) find that the impact of assuming an incorrect template
(Ωm wrong by 0.5 percent) when fitting to standard reconstructions impacts α at the level
of 0.002, but a more exhaustive analysis, which marginalizes over the full range of allowed
parameter space, and associated template shapes, has not yet been done.

F. Dependence of χ2 on effective volume
Sufficiently close to the best fit (the minimum of the χ2 ), we expect the χ2 curve to be
approximated by a quadratic function. We can expand it around the best-fit coefficients â
as
1
χ2 (a) = χ2 (â) + D · (a − â) + (a − â)T · M · (a − â),
2

(F.1)

where Di = ∂χ2 /∂ai is the first derivative vector and Mij = ∂ 2 χ2 /∂ai ∂aj is the Hessian
matrix. The best fit coefficients â will be determined from the fact that the first order
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derivatives ∂χ2 /∂ai are zero for all ai at the minimum χ2min = χ2 (â), so we can write the
above equation as

∆χ2 ≡ χ2 (a) − χ2min = (a − â)T · (M/2) · (a − â).

(F.2)

The χ2 function can be expressed as the following weighted inner product
ˆ T · C −1 · (ξ − ξ),
ˆ
χ2 = (ξ − ξ)

(F.3)

where C −1 is the inverse of the covariance matrix, ξ is the measurement, and ξˆ is our best fit.
As we discussed in the text, if the value of the smearing scale Σ is known, then our fitting
model is linear in coefficients. For a linear model, the best fit can be written in matrix
form as ξˆ = A · â, where A is the design matrix. In our case, the elements of the design
matrix are Aij = Hj ([ri − rfid ]/Σfid , bfid /b10 ). Inserting this linear model in equation (F.3)
and calculating the associated Hessian matrix yields
∆χ2 = (a − â)T · (AT C −1 A) · (a − â).

(F.4)

The covariance matrix C scales as the inverse of the effective survey volume, so C −1 and
consequently χ2 (a) − χ2min scale as the effective volume.
Let δa = a − â be a change in the fitting coefficients whose first element is arbitrary δa1 ,
but the rest of whose elements are selected to minimize the ∆χ2 = χ2 (a) − χ2min . Then δa1 ,
the uncertainty on the value of a1 is
s
δa1 = ±

∆χ2
,
[C −1 ]11

(F.5)

which scales as the inverse of the square root of the effective volume.
For the nonlinear case (when Σ is not known) equation (F.3) is still valid. By calculating
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the second derivatives in the general form, ∆χ2 of the nonlinear model can be written as

∆χ2 = δak

h ∂ ξˆT
i

∂ak

[C −1 ]ij

2ˆ i
∂ ξˆj
ˆ T [C −1 ]ij ∂ ξj
δal ,
− (ξ − ξ)
i
∂al
∂ak ∂al kl

(F.6)

where all the derivatives are evaluated at the best fit values of the fitting parameters.
In the linear model, the second derivatives are all zero, and this expression reduces to
equation (F.4). In a nonlinear model, finding the best fit ξˆ must proceed iteratively, and
then we only need to insert the solution into equation (F.6). Since the inverse of the
covariance matrix appears in both the first and second terms in the square brackets above,
the scaling with effective volume for the nonlinear case is the same as for the linear one.
As noted in the main text, to estimate the best-fitting Σ, we solve a linear least square
problem for a number of choices of Σ. We then compute the χ2 values and choose the Σ
that minimizes the χ2 . For this step and measuring the uncertainty on the best-fitting Σ
for each realization, we fit a quadratic function A0 (Σ − A1 )2 to the χ2 values as a function
of Σ. The A1 parameter gives us the best-fitting Σ, and then by setting the confidence level
√
of ∆χ2 = 1, the uncertainty on Σ can be determined by 1/ A0 .
For the error bar on rLP , we need to propagate the uncertainty from the fitted parameters
of the correlation function to the positions of the peak and the dip, and finally to the linear
point. In this nonlinear case that Σ is unknown, we should write the linear point position
as a function of the polynomial coefficients {ak } and Σ, and then expand the result around
the best-fit parameters. The error bar on rLP can be written as

σLP =


X ∂r
LP


i,j

∂βi

[Cov(β)]ij

1/2


∂rLP
∂βj 

,

where β = {a0 , a1 , . . . , ak , Σ} and β denotes the best fitting values.
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(F.7)

G. Modified Hermite polynomials
We are interested in integrals of the form

Ik (y, β) ≡

Z

2 /2

e−(y−x)
dx √
2π

= (1 − β 2 )k/2 Hk

Hk (βx)
yβ
p
1 − β2

(G.1)
!
,

(G.2)

where the Hk (x) are the probabilist’s Hermite polynomials and β > 0. We could use
this to write the sξNL (s) that is associated with equation (4.5) of the main text. This
expression would depend on β, making it the Hermite analog of the Laguerre reconstruction
we discussed in the main text. However, one of our goals in the main text was to show that,
with the right combination of Hermite polynomials, it is possible to write ξNL as a simple
polynomial in s/R = yβ.
To achieve this, start with the fact that when β = 1 then
2 /2

Z
Ik (y, 1) =

We then note that

dx

e−(y−x)
√
2π

Hk (x) = y k .

(G.3)

[n/2]

Hn (βx) = n!

X β n−2i (β 2 − 1)i Hn−2i (x)
.
2i
i! (n − 2i)!

(G.4)

i=0

This with the definition of Ik (y, 1) show that when β 6= 1, then Ik (y, β) is a sum of polynomials that are each multiplied by different powers of β. E.g., the term of highest order in
y is (βy)k . We can remove all the other terms by subtracting appropriate combinations of
β and Hj (βx). Doing so defines the functions called Hk (x, β) in the main text. Explicitly,
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they are:

H0 (βx) = H0 (βx),
H1 (βx) = H1 (βx),
H2 (βx) = H2 (βx) − AH0 (βx),
H3 (βx) = H3 (βx) − 3AH1 (βx),
H4 (βx) = H4 (βx) − 6A H2 (βx) + 3A2 H0 (βx),

(G.5)

H5 (βx) = H5 (βx) − 10A H3 (βx) + 15A2 H1 (βx),
H6 (βx) = H6 (βx) − 15A H4 (βx) + 45A2 H2 (βx)
− 15A3 H0 (βx),
H7 (βx) = H7 (βx) − 21A H5 (βx) + 105A2 H3 (βx)
− 105A3 H1 (βx),
H8 (βx) = H8 (βx) − 28A H6 (βx) + 210A2 H4 (βx)
− 420A3 H2 (βx) + 105A4 H0 (βx),
H9 (βx) = H9 (βx) − 36A H7 (βx) + 378A2 H5 (βx)
− 1260A3 H3 (βx) + 945A4 H1 (βx),
where A ≡ β 2 − 1. This shows that Hk → Hk as β → 1. Moreover, note the similarity of
the structure to that for the Hk themselves: the numerical coefficients are the same as for
Hk , with xj → Hj and with each extra term receiving an additional power of A. I.e.,
[n/2]

Hn (βx) ≡ n!

X Hn−2m (βx) (1 − β 2 )m
.
m!(n − 2m)!
2m

(G.6)

m=0

This, with equation (G.2) for Ik (y, β), makes it is easy to check that equation (4.6) leads to
equation (4.7). This also makes it easy to see that dHj (y)/dy = jHj−1 (y), which mirrors
the fact that dHj (x)/dx = jHj−1 (x).
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G. Gracia-Abril, G. Comoretto, M. Garcia-Reinaldos, T. Lock, E. Mercier, M. Altmann,
R. Andrae, T. L. Astraatmadja, I. Bellas-Velidis, K. Benson, J. Berthier, R. Blomme,
G. Busso, B. Carry, A. Cellino, G. Clementini, S. Cowell, O. Creevey, J. Cuypers,
M. Davidson, J. De Ridder, A. de Torres, L. Delchambre, A. Dell’Oro, C. Ducourant,
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Varela, E. Antiche, T. Antoja, S. Antón, B. Arcay, A. Atzei, L. Ayache, N. Bach, S. G.
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E. Salguero, N. Sanna, T. Santana-Ros, M. Sarasso, H. Savietto, M. Schultheis, E. Sciacca,
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A. L. Muratov, D. Kereš, C.-A. Faucher-Giguère, P. F. Hopkins, E. Quataert, and N. Murray. Gusty, gaseous flows of FIRE: galactic winds in cosmological simulations with explicit
stellar feedback. , 454(3):2691–2713, Dec. 2015. doi: 10.1093/mnras/stv2126.
G. C. Myeong, N. W. Evans, V. Belokurov, J. L. Sanders, and S. E. Koposov. The Sausage
Globular Clusters. , 863(2):L28, Aug. 2018. doi: 10.3847/2041-8213/aad7f7.
G. C. Myeong, E. Vasiliev, G. Iorio, N. W. Evans, and V. Belokurov. Evidence for two
early accretion events that built the Milky Way stellar halo. , 488(1):1235–1247, Sept.
2019. doi: 10.1093/mnras/stz1770.
D. L. Nidever, J. A. Holtzman, C. Allende Prieto, S. Beland, C. Bender, D. Bizyaev, A. Burton, R. Desphande, S. W. Fleming, A. E. Garcı́a Pérez, F. R. Hearty, S. R. Majewski,
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