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STABILITY OF SOLUTIONS FOR A PARABOLIC PROBLEM INVOLVING
FRACTIONAL p-LAPLACIAN WITH LOGARITHMIC NONLINEARITY
TAHIR BOUDJERIOU
Abstract. In this paper, we study the following Dirichlet problem for a parabolic equation
involving fractional p-Laplacian with logarithmic nonlinearity

ut + (−∆)
s
pu+ |u|
p−2u = |u|p−2u log(|u|) in Ω, t > 0,
u = 0 in RN\Ω, t > 0,
u(x, 0) = u0(x), in Ω,
where Ω ⊂ RN (N ≥ 1) is a bounded domain with Lipschitz boundary and 2 ≤ p < ∞.
The local existence will be done by using the Galerkin approximations. By combining the
potential well theory with the Nehari manifold we establish the existence of global solutions.
Then, by virtue of a differential inequality technique, we prove that the local solutions blow-up
in finite time with arbitrary negative initial energy and suitable initial values. Moreover, we
give decay estimates of global solutions. The main difficulty here is the lack of logarithmic
Sobolev inequality concerning fractional p-Laplacian.
1. Introduction and the main results
This paper is concerned with the following parabolic equation involving fractional p-
Laplacian with logarithmic nonlinearity
(1.1)


ut + (−∆)
s
pu+ |u|
p−2u = |u|p−2u log(|u|) in Ω, t > 0,
u = 0 in RN\Ω, t > 0,
u(x, 0) = u0(x), in Ω,
where Ω ⊂ RN (N ≥ 1) is a bounded domain with Lipschitz boundary ∂Ω, u0 6= 0 is the initial
function on Ω, and (−∆)sp is the fractional p-Laplacian which is nonlinear nonlocal operator
defined on smooth functions by
(−∆)spϕ(x) = 2 lim
ǫ↓0
∫
RN\Bǫ(x)
|ϕ(x)− ϕ(y)|p−2(ϕ(x) − ϕ(y))
|x− y|N+sp
dy.(1.2)
This definition is consistent, up to a normalization constant depending on N and s. We refer
the reader to ( [12], [3]) and the references therein for further details on the fractional Laplacian
and on the fractional Sobolev spaces. Throughout the paper, without further mentioning, we
always assume that s ∈ (0, 1), N > sp and 2 ≤ p <∞.
The interest in studying problems like (1.1) relies not only on mathematical purposes but
also on their significance in real models, as explained by Caffarelli in [24] and G. Gilboa et al
in [13]. Applebaum in [8] stated that the fractional 2−Laplacian operator of the form (−∆)s,
0 < s < 1, is an infinitesimal generator of stable Le´vy processes.
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In recent years, the global existence and blow-up of solutions to the following model
(M1)


ut −∆u = f(u), x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), x ∈ Ω
has been studied extensively by many authors, see for example ( [41], [26], [36], [20], [2]) and the
references therein where the authors have assumed the following conditions on the nonlinearity
f(u) :
(1) f ∈ C1(R) and f(0) = f ′(0) = 0.
(2) f is monotone and convex for u > 0, concave for u < 0.
(3) (p+ 1)F (s) < sf(s), and |sf(s)| ≤ µF (s), where 2 < p < µ < 2NN−2 , F (s) =
∫ s
0 f(r) dr.
Recently, the logarithmic heat equation given by
vt = ∆v + |v|
p−2 log |v|, v : RN × [0,+∞)→ R, p,N ≥ 2.
has also received special attention because it appears in a lot of physical applications, such
as nuclear physics, transport and diffusion phenomena, theory of superfluidity (see [21] and
the references therein). It is worth noting that when f(u) is a logarithmic nonlinear function,
i.e, f(u) = |u|p−2 log |u|, the above assumptions (1) − (3) are not satisfied. So it is difficult to
deal with this type of nonlinearity. For parabolic equations involving classical Laplacian with
logarithmic nonlinearity, we refer to ( [6], [15], [7]) where the authors have used the Sobolev
logarithmic inequality [27] to study the global existence and blow-up of solutions, as well as
they, compared the difference between logarithmic nonlinearity and polynomial nonlinearity.
It is worth mentioning that by using variational methods many authors have studied the
stationary case of problem (1.1) in unbounded domains where p ≥ 2 and 0 < s ≤ 1, in that
direction we would like to mention ( [37], [38], [39], [1], [30], [28]) for the interested reader.
We point out that in the last years many authors have obtained important results on the
fractional p−Laplacian in bounded or unbounded domains with polynomial type nonlinearities,
for example see ( [17], [22], [4], [5], [33]) and the references therein. With the help of potential
well theory, Fu and Pucci [42], studied the existence of global weak solutions and established
the vacuum isolating and blow-up of strong solutions for the following class of problem
(M2)


ut + (−∆)
su = |u|p−2u, x ∈ Ω, t > 0,
u(x, t) = 0, x ∈ RN\Ω, t > 0,
u(x, 0) = u0(x), x ∈ Ω
for s ∈ (0, 1), N > 2s and 2 < p ≤ 2∗s = 2N/(N −2s). In ( [16], [40], [29]) by using the Galerkin
method combined with the potential well theory, the authors have studied the existence of
global weak solutions for the degenerate Kirchhoff-type diffusion problems involving fractional
Laplacian. Moreover, they obtained also estimates for the lower and upper bounds of the
blow-up time. In [19], by using the sub-differential approach, Mazo´n et al obtained the well-
posedness of solutions for problem (1.1) with f(x, t) instead of |u|p−2 log(|u|). Moreover, the
large-time behavior of solutions also are considered.
Motivated by the above works, in the pressent manscript by using the potential well theory
combined with the Nehari manifold we dicuss the global existence and finite time blow-up for
the solutions of problem (1.1). To the best of our knowledge, this is the first result in the
literature to investigate the global existence and blow-up of solutions in the study of diffusion
fractional p−Laplacian with logarithmic nonlinearity.
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Hereafter, we denote by X0 = W
s,p
0 (Ω)\{0} which will be introduced in section 2. The
energy functional E : X0 → R associated with problem (1.1) is given by
(1.3)
E(u(t)) =
1
p
∫
RN
∫
RN
|u(x, t)− u(y, t)|p
|x− y|N+sp
dydx+
1
p
∫
Ω
|u(t)|p dx−
1
p
∫
Ω
|u(t)|p log(|u(t)|) dx+
1
p2
∫
Ω
|u(t)|p dx,
We define the Nehari functional I : X0 → R by
(1.4) I(u(t)) =
∫
RN
∫
RN
|u(x, t)− u(y, t)|p
|x− y|N+sp
dydx+
∫
Ω
|u(t)|p dx−
∫
Ω
|u(t)|p log(|u(t)|) dx.
The potential well associated with problem (1.1) is the set
(1.5) W = {u ∈ X0 : E(u) < d, I(u) > 0}.
where d is the depth of the potential well. The exterior of the potential well is the set
(1.6) Z = {u ∈ X0 : E(u) < d, I(u) < 0}.
Related to the functional E, we have the well-known Nehari manifold.
N = {u ∈ X0 : I(u) = 0}.
We define
(1.7) d = inf
u∈N
E(u).
It is worthwhile to mention that the potential well method was introduced in ( [9]) to obtain
the global existence for nonlinear hyperbolic equations. The most important and typical work
on the potential well is due to Payne and Sattinger in [26] where the authors have studied
the initial boundary value problem of semilinear hyperbolic equations and semilinear parabolic
equations. We refer the reader to [14], where the potential well method was extended to obtain
global existence and nonexistence results for the parabolic equations. To state the main results,
we need the following two definitions.
Definition 1.1. (Weak solution ) u = u(x, t) is called a weak solution of problem (1.1) in
Ω× (0, T∗), if u ∈ L
∞(0, T∗,W
s,p
0 (Ω)) with ut ∈ L
2(0, T∗, L
2(Ω)) and satisfies the problem (1.1)
in the distribution sense, i.e
(1.8)∫
Ω
utv dx+K
s,p(u, v)+
∫
Ω
|u|p−2uv dx =
∫
Ω
|u|p−2u log(|u|)v dx, ∀v ∈W s,p0 (Ω), a.e. t ∈ (0, T∗),
where u(0, x) = u0(x) ∈ X0, where K
s,p(u, v) will be introduced in section 2.
Definition 1.2. (Maximal existence time) Let u(t) be a weak solution of problem (1.1). We
define the maximal existence time Tmax of u as follows :
(1) If u exists for all 0 ≤ t < +∞, then Tmax = +∞;
(2) If there exits a t0 ∈ (0,+∞) such that u exits for 0 ≤ t < t0, but does not exist at
t = t0, then Tmax = t0.
Based on the above preparations, the main results of this paper are the following theorems.
Theorem 1.1. Let u0 ∈ X0. Then there exists a postive constant T∗ such that the problem
(1.1) has weak solution u(x, t) on Ω×(0, T∗) in the sense of definition 1.1. Furthermore, u(x, t)
satisfies the energy inequality
(1.9)
∫ t
0
‖us(s)‖
2
2 ds +E(u(t)) ≤ E(u0), a.e. t ∈ [0, T∗].
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Theorem 1.2. Let u0 ∈ W. Then the problem (1.1) admits a global weak solution and
satisfying the energy estimate
(1.10)
∫ t
0
‖us(s)‖
2
2 ds+ E(u(t)) ≤ E(u0), a.e. t ≥ 0.
Moreover, the solution decays polynomially, namely. If E(u0) < M , then we have
(1.11) ‖u(t)‖2 ≤ ‖u0‖2
(
p
2(1 + κ(p − 2)‖u0‖
p−2
2 t)
) 1
p−2
, t ≥ 0,
where κ = |Ω|2−p
(
1− C
(
1
2
) (
p2E(u0)
)γ−1)
> 0.
Theorem 1.3. Let u0 ∈ Z. Assume that u(x, t) be a local weak solution of the problem (1.1)
corresponding to this initial function and u satisfies the energy inequality
(1.12)
∫ t
0
‖us(s)‖
2
2 ds+ E(u(t)) ≤ E(u0), ∀t ∈ [0, Tmax).
If E(u0) ≤ 0, then u(x, t) is not continued globally, i.e.
lim
t→T−max
‖u(t)‖22 = +∞.
The difficulty here is the lack of logarithmic Sobolev inequality which seems there is no
logarithmic Sobolev inequality concerning fractional p- Laplacian yet.
It is worthwhile to remark that the proofs of the main results do not exploit any monotonicity
assumption but rely on a compactness argument in combination with the regularity of the
Galerkin shame and the nonlocal character of the operator. This argument has used for the
first time by E. Emmrich and D. Puhst in ( [11], [10]).
The rest of the paper is organized as follows. In Section 2, we give some preliminary results
that will be used throughout the paper. In section 3, we obtain the local existence of weak
solutions of problem (1.1) by the Galerkin method. In Section 4, under suitable conditions,
we show that the weak solutions of problem (1.1) exist globally. Moreover, we give a decay
estimate of global solutions. In, section 5, we prove that the weak solutions of problem (1.1)
blow-up in finite time under some appropriate conditions.
2. Preliminaries
2.1. Fractional Sobolev spaces and fractional p-Laplacian. In this subsection, we recall
some necessary properties of fractional Sobolev spaces and the fractional p-Laplacian which
will be used later, see ( [12], [3]) for more details.
Let Ω be an open set in RN with Lipschitz boundary boundary. For any p ∈ (1,∞) and any
0 < s < 1, we consider the fractional Sobolev space
W s,p(Ω) = {u ∈ Lp(Ω) umeasurable and [u]s,p <∞} ,
where the (s, p)-Gagliardo seminorm is defined as
[u]s,p =
(∫
RN
∫
RN
|u(y)− u(x)|p
|x− y|N+sp
dxdy
)1/p
,
In oder to obtain the existence of weak solutions for (1.1), we consider the subspace of W s,p(Ω)
W s,p0 (Ω) =
{
u ∈ Lp(Ω), [u]s,p <∞, u = 0 a.e. in R
N\Ω
}
.
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Equipped with the norm
‖u‖ := [u]s,p.
W s,p0 (Ω) is a separable reflexive Banach space. Since Ω has a Lipschitz boundary we have
W s,p0 (Ω) = C
∞
0 (Ω)
W s,p(Ω)
.
The functions in the space W s,p0 (Ω) can be defined in the whole space W
s,p
0 (R
N ) by extending
then by zero outside of Ω. We will write, as usual p∗s =
Np
N−sp , to denote the fractional
critical exponent for 1 ≤ p < Ns . If 1 ≤ r ≤ p
∗
s then we have the continuous immersion
W s,p0 (Ω) →֒ L
r(Ω), that is compact for 1 ≤ r < p∗s.
If we assume that the integral in the definition of (−∆)spu exists, then for any ϕ ∈ W
s,p(RN )
due to the symmetry of the kernel we have the following integration by parts formula∫
RN
(−∆)spu(x)ϕ(x) dx = 2
∫
RN
∫
RN
|u(x) − u(y)|p−2(u(x)− u(y))
|x− y|N+sp
dyϕ(x)dx
=
∫
RN
∫
RN
|u(y)− u(x)|p−2(u(y) − u(x))
|x− y|N+sp
(ϕ(x)− ϕ(y)) dydx.
Proposition 2.1. ( [10]) The nonlinear form Ks,p : W s,p0 (Ω)×W
s,p
0 (Ω)→ R given by
(2.1) Ks,p(u, v) =
∫
RN
∫
RN
|u(x)− u(y)|p−2(u(x)− u(y))
|x− y|N+sp
(v(x)− v(y)) dydx,
is well-defined, bounded, continuous in its first and second argument, and monotone there holds
for all u, v ∈W s,p0 (Ω)
(2.2) |Ks,p(u, v)| ≤ [u]p−1s,p [v]s,p,
(2.3) Ks,p(u, u− v)−Ks,p(v, u− v) ≥ 0.
Moreover, there holds for u ∈W s,p0 (Ω)
(2.4) Ks,p(u, u) = [u]ps,p.
The potential Φs,p : W s,p0 (Ω)→ R given by
Φs,p(u) =
1
p
[u]ps,p
is well-defined, bounded, nonnegative, and has the Gaˆteaux derivative
〈(Φs,p)′(u), v〉 = Ks,p(u, v), u, v ∈W s,p0 (Ω).
Lemma 2.2. ( [10]) For any 0 < η < min
(
1−s
p−1 , s
)
the form Ks,p given by (2.1) is also
well-defined on W s−η,p0 (Ω)×W
s+η(p−1),p
0 (Ω), bounded and continuous in both of its arguments.
The next lemma is taken from [23, Theorem 3, p.303].
Lemma 2.3. Let H be a Hilbert space. Suppose that u ∈ L2(0, T,H) and ut ∈ L
2(0, T,H).
Then the mapping t 7→ ‖u(t)‖H is absolutely continuous with
1
2
d
dt
‖u(t)‖2H = (ut(t), u(t))
We recall the following classical interpolation inequality from [ [25], Lemma 8.2].
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Lemma 2.4. If 1 ≤ p0 < pθ < p1 ≤ ∞, then
(2.5) ‖u‖pθ ≤ ‖u‖
1−θ
p0 ‖u‖
θ
p1 ,
for all u ∈ Lp0(Ω) ∩ Lp1(Ω) with θ ∈ (0, 1) defined by 1pθ =
1−θ
p0
+ θp1 .
The proof of the following Lemma is straightforward.
Lemma 2.5. Let ̺ be a positive number. Then the following inequality holds
|log(s)| ≤
1
̺
s̺,
for all s ∈ [1,+∞).
Throughout the paper, the letters c, ci, C, Ci, i = 1, 2, . . . , denote positive constants which
vary from line to line, but are independent of terms that take part in any limit process.
Furthermore, we will use these notations
‖u‖p = ‖u‖Lp(Ω), X0 =W
s,p
0 (Ω)\{0}.
2.2. Potential well in a variational stationary setting. For simplicity, in this subsection,
we consider the problem (1.1) in the stationary case. We point out that if we replace u in this
subsection by u(t) for any t ∈ [0, T ), all the facts are still valid.
From lemmas 2.4 and 2.5, one can check easily that the functionals I and E which have
introduced in section 1 are continuous on X0. Notice that
(2.6) E(u) =
1
p
I(u) +
1
p2
‖u‖pp.
Let u ∈ X0 and let us consider the real function j : λ 7→ E(λu) for λ > 0, defined by
(2.7)
j(λ) = E(λu) =
λp
p
[u]ps,p+
λp
p
∫
Ω
|u|p dx−
λp
p
∫
Ω
|u|p log(|u|) dx−
λp
p
log(λ)
∫
Ω
|u|p dx+
λp
p2
∫
Ω
|u|p dx
Such maps are known as fibering maps which were introduced by Drabek and Pohozaev [31].
The following lemma gives some properties of the real function j(λ).
Lemma 2.6. Let u ∈ X0. Then we have
1: limλ→0+ j(λ) = 0 and limλ→+∞ j(λ) = −∞
2: there is a unique λ∗ = λ∗(u) > 0 such that j′(λ∗) = 0.
3: j(λ) is increasing on (0, λ∗), decreasing on (λ∗,+∞) and attains the maximum at λ∗.
4: I(λu) > 0 for 0 < λ < λ∗, I(λu) < 0 for λ∗ < λ < +∞ and I(λ∗u) = 0.
Proof. For u ∈ X0, by definition of j(λ) = E(λu), it is clear that the first statement holds due
to ‖u‖p 6= 0. Now, by differentiating j(λ) we obtain
(2.8)
d
dλ
j(λ) = λp−1
(
[u]ps,p + ‖u‖
p
p −
∫
Ω
|u|p log(|u|) dx − log(λ)‖u‖pp
)
.
Therefore, by taking
λ∗ = λ∗(u) = exp
(
[u]ps,p + ‖u‖
p
p −
∫
Ω |u|
p log(|u|) dx
‖u‖pp
)
,
the second and third statements can be shown easily. In order to show the fourth statement,
one can check that
I(λu) = λj′(λ).
The proof is now complete. 
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The following lemma gives some properties of the Nehari functional I.
Lemma 2.7. Let u ∈ X0. The following statements hold :
1: 0 < ‖u‖p < R then I(u) > 0.
2: If I(u) < 0 then ‖u‖p > R.
3: If I(u) = 0 then ‖u‖p ≥ R.
where R is constant given by
R :=
(
1
C(12)
) 1
p(γ−1)
.
Proof. First, we observe that∫
Ω
|u(t)|p log(|u(t)|) dx =
∫
Ω1
|u(t)|p log(|u(t)|) dx +
∫
Ω2
|u(t)|p log(|u(t)|) dx
≤
1
̺
∫
Ω2
|u(t)|p+̺ dx
≤ ‖u(t)‖p+̺p+̺,(2.9)
where ̺ is chosen sufficiently small such that 0 < ̺ < sp
2
N and Ω1 := {x ∈ Ω : |u(x, t)| ≤ 1}
and Ω2 := {x ∈ Ω : |u(x, t)| > 1}. The choice of ̺ ensures that p < p+ ̺ < p
∗
s. Thus, Lemma
2.4 combined with the continuous embedding W s,p0 (Ω) →֒ L
p∗s(Ω), yields∫
Ω
|u(t)|p log(|u(t)|) dx ≤ C‖u(t)‖
θ(p+̺)
p∗s
‖u(t)‖(1−θ)(p+̺)p
≤ C1[u(t)]
θ(p+̺)
p,s ‖u(t)‖
(1−θ)(p+̺)
p(2.10)
where θ = s̺Np(p+̺) ∈ (0, 1). Since 0 < ̺ <
sp2
N , it follows that θ(p + ̺) < p. By using Young
inequality for any ε ∈ (0, 1) we obtain
(2.11)
∫
Ω
|u|p log(|u|) dx ≤ ε[u]ps,p + C(ε)
(
‖u‖pp
)γ
,
where
(2.12) γ :=
(1− θ)(p+ ̺)
p− θ(p+ ̺)
> 1.
Combining (2.11) with the definition of I, yields
I(u) = [u]ps,p + ‖u‖
p
p −
∫
Ω
|u|p log(|u|) dx
≥ (1− ε)[u]ps,p + ‖u‖
p
p
(
1− C(ε)
(
‖u‖pp
)γ−1)
, .(2.13)
Taking ε = 12 we get
(2.14) I(u) ≥ ‖u‖pp
(
1− C
(
1
2
)(
‖u‖pp
)γ−1)
.
If 0 < ‖u‖p < R, then it turns out from (2.14) that
I(u) > 0.
Now, assuming that I(u) < 0, again from (2.14) it follows that
1− C
(
1
2
)(
‖u‖pp
)γ−1
< 0.
8 TAHIR BOUDJERIOU
Hence
‖u‖p >
(
1
C(12)
) 1
p(γ−1)
.
The third statement can be shown from the first and the second statements. The proof is now
complete. 
As a byproduct of the last lemmas is the following corollary.
Corollary 2.8. We have N 6= ∅. Moreover, E is coercive on N .
Proof. From Lemma 2.6, it is clear that N is not empty. Now we claim that E is coercive on
N . Indeed, assuming that u ∈ N . By (2.6) we have
(2.15) E(u) =
1
p2
‖u‖pp
On the other hand, the definition of N combined with (2.11) gives
[u]ps,p + ‖u‖
p
p =
∫
Ω
|u|p log(|u|) dx ≤ ε[u]ps,p + C(ε) (‖u‖
p)γ , ∀ε > 0.
This implies
‖u‖pp ≥
(
1− ε
C(ε)
)1/γ (
[u]ps,p
)1/γ
.
Therefore, E is coercive on N . 
In what follows we show that the infimum in (1.7) is attained by some u ∈ N which nontrivial
critical point of E and therefore the stationary problem associated with (1.1) admits a ground
state solution.
Lemma 2.9. The following statements hold :
1: d = infu∈X0 supλ>0E(λu).
2: d has a postive lower bound, namely,
(2.16) d ≥M with M =
Rp
p2
.
3: There exist an extremal of the variation problem (1.7). More precisely, there is a function
u ∈ N such that E(u) = d.
Proof. Let u ∈ X0, according to Lemma 2.6, we have
(2.17) sup
λ>0
E(λu) = E(λ∗u) =
1
p
I(λ∗u) +
1
p2
‖λ∗u‖pp =
1
p2
‖λ∗u‖pp.
From the definition of N and Lemma 2.6, we have λ∗u ∈ N . Thus
(2.18) E(λ∗u) ≥ d = inf
u∈N
E(u).
Combining (2.17) and (2.18) we obtain
(2.19) inf
u∈X0
sup
λ>0
E(λu) ≥ d.
On the other hand, if u ∈ N then by using (2.7) we get the only critical point in (0,+∞) of
the mapping j(λ) is λ∗ = 1. Thus
sup
λ>0
E(λu) = E(u),
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for each u ∈ N . Hence
(2.20) inf
u∈X0
sup
λ>0
E(λu) ≤ inf
u∈N
sup
λ>0
E(λu) = inf
u∈N
E(u) = d.
Thereby, the first statement follows from (2.19) and (2.20). From Lemma 2.6, we have
I(λ∗u) = 0. This implies
(2.21) ‖λ∗u‖p ≥ R =
(
1
C(12)
) 1
p(γ−1)
by Lemma (2.7). The last inequality combined with (2.17), yields
sup
λ>0
E(λu) ≥
Rp
p2
=M.
Thus, it turns out that d ≥M .
In order to show the third statement. Let {uk}
∞
k=1 ⊂ N be a minimizing sequence for E such
that
lim
k→∞
E(uk) = d.
On the other hand, we have already shown that E is coercive on N . Thus {uk}
∞
k=1 is bounded
in W s,p0 (Ω). Since W
s,p
0 (Ω) →֒ L
p(Ω) is compact embedding, there exists a function u and a
subsequence of {uk}
∞
k=1, still denoted by {uk}
∞
k=1, such that
(2.22)


uk ⇀ u in W
s,p
0 (Ω),
uk → u in L
p(Ω),
uk → u a.e. in Ω.
Now we claim that
(2.23) lim
k→∞
∫
Ω
|uk|
p log(|uk|) dx =
∫
Ω
|u|p log(|u|) dx.
Indeed, from (2.22) clearly this implies
(2.24) |uk|
p−2uk log(|uk|)→ |u|
p−2u log(|u|), a.e x ∈ Ω.
Taking ̺ = sp(p−1)N−sp in lemma 2.5 and by a straightforward competition we have∫
Ω
∣∣|uk|p−2uk log(|uk|)∣∣ pp−1 dx =
∫
|uk|≤1
∣∣|uk|p−2uk log(|uk|)∣∣ pp−1 dx+
∫
|uk|>1
∣∣|uk|p−2uk log(|uk|)∣∣ pp−1 dx,
≤ c|Ω|+ C
∫
Ω2
|uk|
p∗s dx,
≤ c|Ω|+ C1[uk]s,p ≤ C.(2.25)
Here we have used the continuous embedding W s,p0 (Ω) →֒ L
p∗s (Ω). Using [18, Lemma 1.3, p.
12] we conclude that
|uk|
p−2uk log(|uk|)→ |u|
p−2u log(|u|) weakly in L
p
p−1 (Ω).
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On the other hand, we have∣∣∣∣
∫
Ω
|uk|
p log(|uk|) dx−
∫
Ω
|u|p log(|u|) dx
∣∣∣∣
≤
∣∣∣∣
∫
Ω
(uk − u)|uk|
p−2uk log(|uk|) dx
∣∣∣∣+
∣∣∣∣
∫
Ω
u
[
|uk|
p−2uk log(|uk|)− |u|
p−2u log(|u|)
]
dx
∣∣∣∣
≤ C‖uk − u‖p +
∣∣∣∣
∫
Ω
u
(
|uk|
p−2uk log(|uk|)− |u|
p−2u log(|u|)
)
dx
∣∣∣∣→ 0 as k →∞.
Therefore, the claim holds. Using the weak lower semicontinuity of the norm on W s,p0 (Ω), we
deduce
E(u) =
1
p
[u]ps,p +
1
p
‖u‖pp −
∫
Ω
|u|p log(|u|) dx +
1
p2
‖u‖pp
≤ lim inf
k→∞
(
1
p
[uk]
p
s,p +
1
p
‖uk‖
p
p −
∫
Ω
|uk|
p log(|uk|) dx +
1
p2
‖uk‖
p
p
)
= lim inf
k→∞
E(uk) = d.
Thanks to uk ∈ N we have uk ∈ X0 and I(uk) = 0, then by Lemma 2.7 we get
‖uk‖p ≥ R.
Hence, by strong convergence in Lp(Ω) it turns out that ‖u‖p 6= 0, thus u ∈ X0. Furthermore,
the weak lower semicontinuity of the norm on W s,p0 (Ω) ensures that
I(u) = [u]ps,p + ‖u‖
p
p −
∫
Ω
|u|p log(|u|) dx
≤ lim inf
k→∞
(
[uk]
p
s,p + ‖uk‖
p
p −
∫
Ω
|uk|
p log(|uk|) dx
)
= lim inf
k→∞
I(uk) = 0
It remains to show that I(u) = 0. Arguing by contradiction, if this is not true then we have
I(u) < 0. By Lemma 2.6, there exists a positive constant λ∗ such that
λ∗ = λ∗(u) = exp
(
[u]ps,p + ‖u‖p −
∫
Ω |u|
p log(|u|) dx
‖u‖p
)
< 1
and satisfying I(λ∗u) = 0. Therefore, by definition of d we obtain
0 < d ≤ E(λ∗u) =
1
p2
‖λ∗u‖pp ≤
(λ∗)p
p2
lim inf
k→∞
‖uk‖
p
p = (λ
∗)p lim inf
k→∞
E(uk) = (λ
∗)pd < d,
but this is a contradiction. Thus, the proof is now complete. 
3. Proof of theorem 1.1
In this section, we prove the local existence of weak solutions for problem (1.1). The proof
will be done by using the Galerkin approximation with compactness methods. Therefore, we
divide the proof into its naturally arising steps.
Step 1: From the continuous emebding W s,pp (Ω) →֒ Lp
∗
s(Ω) we have the Gelfand triple
W s,p0 (Ω) →֒
c,d L2(Ω) →֒c,d (W s,p0 (Ω))
∗.
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Here, →֒c,d denotes a dense and compact embedding. Let {Vm}m∈N be a Galerkin
scheme of the separable Banach space W s,p0 (Ω), i.e,
(3.1) Vm = Span{ϕ1, ϕ2, . . . , ϕm},
⋃
m∈N
Vm
W s,p0 (Ω)
=W s,p0 (Ω),
with {ϕj}
∞
j=1 is an orthonormal basis in L
2(Ω) . Without loss of generality, we assume
that for each m ∈ N the space Vm is a subset of W
s+η(p−1),p
0 (Ω) (note that C
∞
0 (Ω) is
dense in W s,p0 (Ω) ) for η > 0 chosen later in the proof. Let u0 ∈ X0 then we can find
u0m ∈ Vm such that
(3.2) um(0) = u0m → u0 strongly in W
s,p
0 (Ω) as m→∞.
For each m, we look for the approximate solutions um(x, t) =
∑m
j=1 gjm(t)ϕj(x)
satisfying the following identities :
(3.3)∫
Ω
umt(t)ϕi dx+K
s,p(um(t), ϕi)+
∫
Ω
|um(t)|
p−2um(t)ϕi dx =
∫
Ω
|um(t)|
p−2um(t) log(|um(t)|)ϕi dx,
with the initial conditions
(3.4) um(0) = u0m,
Then (3.3) − (3.4) is equivalent to the following initial value problem for a system of
nonlinear ordinary differential equations on gim :
(3.5)
{
g′im(t) = Fi(g(t)), i = 1, 2, . . . ,m, t ∈ [0, t0],
gim(0) = aim, , i = 1, 2, . . . ,m,
where
Fi(g(t)) = −K
s,p(um(t), ϕi) −
∫
Ω |um(t)|
p−2um(t)ϕi dx +
∫
Ω |um(t)|
p log(|um(t)|)ϕi dx.
By the Picard iteration method, there is t0,m > 0 depending on |aim| such that problem
(3.5) admits a unique local solution gim ∈ C
1([0, t0,m]).
Step 2: Multiplying the ith equation in (3.3) by gim(t) and summing over i from 1 to m, we
obtain
(3.6)
1
2
d
dt
‖um(t)‖
2
2 + [um(t)]
p
s,p + ‖um(t)‖
p
p =
∫
Ω
|um(t)|
p log(|um(t)|) dx.
On the other hand, from (2.9) we have∫
Ω
|um(t)|
p log(|um(t)|) dx ≤
1
̺
‖um(t)‖
p+̺
p+̺, ∀t ∈ [0, t0,m].
where ̺ is chosen sufficiently small such that 0 < ̺ < 2spN . Since p < ̺ + p < p
∗
s and
using Lemma 2.4 with the continuous embedding W s,p0 (Ω) →֒ L
p∗s (Ω), we deduce∫
Ω
|um(t)|
p log(|um(t)|) dx ≤ C‖um(t)‖
θ(p+̺)
p∗s
‖um(t)‖
(1−θ)(p+̺)
2
≤ C1[um(t)]
θ(p+̺)
s,p ‖um(t)‖
(1−θ)(p+̺)
2 , ∀t ∈ [0, t0,m].(3.7)
where θ ∈ (0, 1) satisfies
1
p+ ̺
=
θ
p∗s
+
1− θ
2
,
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The above choice of ̺ ensures that θ(p+̺) < p. For any ε ∈ (0, 1), the Young inequality
yields∫
Ω
|um(t)|
p log(|um(t)|) dx ≤ ε[um(t)]
p
s,p + Cε
(
‖um(t)‖
2
2
)γ
, ∀t ∈ [0, t0,m](3.8)
where γ = p(1−θ)(p+̺)2[p−θ(p+ρ)] > 1. Combining (3.6) with (3.8) we get
(3.9)
1
2
d
dt
‖um(t)‖
2
2 + (1− ε)[um(t)]
p
s,p + ‖um(t)‖
p
p ≤ Cε
(
‖um(t)‖
2
2
)γ
.
Taking ε = 1/2 in (3.9) we conclude that
d
dt
‖um(t)‖
2
2 + [um(t)]
p
s,p + ‖um(t)‖
p
p ≤ C2
(
‖um(t)‖
2
2
)γ
.
Since γ > 1, the above inequality yields
‖um(t)‖
2
2 ≤
[
C
(1−γ)
3 − C2(γ − 1)t
] 1
1−γ
,
only if t < T0 =
C
(1−γ)
3
C2(γ−1)
, where C3 = sup
m∈N∗
‖u0m‖
2
2. It follows that
‖um(t)‖
2
2 ≤ 2
1
γ−1C3, ∀t ≤ min {t0,m, T0/2} .
Therefore
‖um(t0,m)‖
2
2 ≤ 2
1
γ−1 (C3 + 1) .
Thus, we can replace u0m in (3.5) by um(x, t0,m) and extend the solution to the interval
[0, T0/2] by repeating the above process. We deduce
(3.10) ‖um(t)‖2 ≤ 2
1
γ−1C3, ∀t ∈ [0, T∗],
(
T∗ = T0/2
)
.
Inserting (3.10) into (3.8), we have for any ε ∈ (0, 1)∫
Ω
|um(t)|
p log(|um(t)|) dx ≤ ε[um(t)]
p
s,p + 2
2γ
γ−1CεC
2γ
3 , ∀t ∈ [0, T∗].(3.11)
We next multiply both sides of (3.3) by g′im(t), take the sum over i ∈ {1, 2, . . . ,m}, and
afterwards integrate over (0, t) yields
(3.12)
∫ t
0
‖ums(s)‖
2
2 ds+ E(um(t)) = E(um(0))
Notice that by (3.2) and the continuity of E there exists a postive constant C such that
(3.13) E(um(0)) ≤ C, for all m.
Combining the definition of E with (3.11) we obtain
(3.14) E(um(t)) ≥
1− ε
p
[um(t)]
p
s,p +
1
p
‖um(t)‖
p
p +
1
p2
‖um(t)‖
p
p −
2
2γ
γ−1CεC
2γ
3
p
.
From (3.12)− (3.14), it follows that
(3.15) ‖um‖L∞(0,T∗,W s,p0 (Ω)) ≤ C,
and
(3.16) ‖umt‖L2(0,T∗,L2(Ω) ≤ C.
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Step 3: Combining a priori estimates (3.15) and (3.16) we get the existence of a function u
and a subsequence of {um}
∞
m=1 still denoted by {um}
∞
m=1 such that
(3.17) um → u weakly
∗ in L∞(0, T∗,W
s,p
0 (Ω)),
(3.18) umt → ut weakly in L
2(0, T∗, L
2(Ω)),
(3.19) (−∆)spum → χ weakly
∗ in L∞(0, T∗,W
−s,p′(Ω))
Since {um}
∞
m=1 ⊂ L
∞(0, T∗,W
s,p
0 (Ω)) and {umt}
∞
m=1 ⊂ L
2(0, T∗, L
2(Ω)), Aubin-Lions
compacteness theorem [18, Theorem 5.1, p. 58] implies that up to a subsequence,
(3.20) um → u stronly in C([0, T∗], L
r(Ω)), ∀r ∈ [2, p∗s).
Let 0 < η < min
(
s, 1−sp−1
)
be chosen as in Lemma 2.2, then by using Aubin-Lions
compacteness theorem again we have
Lp(0, T∗,W
s,p
0 (Ω)) ∩W
1,2(0, T∗, L
2(Ω)) →֒c Lp(0, T∗,W
s−η,p
0 (Ω)).
Therefore, we obtain
(3.21) um → u stronly in L
p(0, T∗,W
s−η,p
0 (Ω)),
(3.22) um(t)→ u(t) stronly in W
s−η,p
0 (Ω), a.e in (0, T∗).
By (3.20), we have
(3.23) |um|
p−2um log(|um|)→ |u|
p−2u log(|u|), a.e (x, t) ∈ Ω× (0, T∗).
A straightforward computation yields∫
Ω
∣∣|um|p−2u log(|um|)∣∣p′ dx =
∫
Ω1
∣∣|um|p−2u log(|um|)∣∣p′ dx+
∫
Ω2
∣∣|um|p−2u log(|um|)∣∣p′ dx
≤ e−p
′
|Ω|+ C
∫
Ω2
|um(t)|
q dx
≤ e−p
′
|Ω|+ C1[um(t)]
p
s,p ≤ CT∗(3.24)
where q ∈ [p, p∗s], p
′ = pp−1 and Ω1 := {x ∈ Ω, |um(x, t)| ≤ 1}, Ω2 := {x ∈
Ω, |um(x, t)| > 1}. Hence, by using [ [18], Lemma 1.3, p. 12], it follows from (3.23)
and (3.24) that
(3.25) |um|
p−2um log(|um|)→ |u|
p−2u log(|u|), weakly∗ in L∞(0, T∗, L
p′(Ω)).
In the same way, one can show that
(3.26) |um|
p−2um → |u|
p−2u, weakly∗ in L∞(0, T∗, L
p′(Ω)).
From (3.17)− (3.18) and [35, see, Lemma 3.1.7],
um(0)→ u(0) weakly in L
2(Ω).
However, by (3.2) we know that um(0) → u0 in W
s,p
0 (Ω), in particular um(0) → u0 in
L2(Ω), and so, u(0) = u0. This shows that u satisfies the initial condition.
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It remains to pass to the limit in (3.3). For φ ∈ L2(0, T∗) and ϕi ∈ Vm, we have∫ T∗
0
∫
Ω
umt(t)ϕi dxφ(t) dt+
∫ T∗
0
Ks,p(um(t), ϕi)φ(t) dt +
∫ T∗
0
∫
Ω
|um(t)|
p−2um(t)ϕi dxφ(t) dt =
=
∫ T∗
0
∫
Ω
|um(t)|
p−2um(t) log(|um(t)|)ϕi dxφ(t) dt.(3.27)
Since Vm ⊂W
s+η(p−1),p
0 (Ω) (from the first step) then by using lemma 2.2 together with (3.22),
we get
Ks,p(um(t), ϕi)→ K
s,p(u(t), ϕi) a.e. in (0, T∗)
Moreover, proposition 2.1 and the boundedness of {um}
∞
m=1 in L
∞(0, T∗,W
s,p
0 (Ω)) ensure
that the sequence {Ks,p(um(t), ϕi)}
∞
m=1 is bounded in L
∞(0, T∗). Therefore, the Lebesgue
dominated convergence theorem implies
(3.28)
∫ T∗
0
Ks,p(um(t), ϕi)φ(t) dt→
∫ T∗
0
Ks,p(u(t), ϕi)φ(t) dt as m→∞.
Letting m→∞ in (3.27) and using (3.18), (3.25), (3.26), (3.28) we deduce∫ T∗
0
∫
Ω
ut(t)ϕi dxφ(t) dt +
∫ T∗
0
Ks,p(u(t), ϕi)φ(t) dt+
∫ T∗
0
∫
Ω
|u(t)|p−2u(t)ϕi dxφ(t) dt =
=
∫ T∗
0
∫
Ω
|u(t)|p−2u(t) log(|u(t)|)ϕi dxφ(t) dt
Thus∫
Ω
ut(t)ϕi dx+K
s,p(u(t), ϕi)+
∫
Ω
|u(t)|p−2u(t)ϕi dx =
∫
Ω
|u(t)|p−2u(t) log(|u(t)|)ϕi dx, a.e. in (0, T∗),
Using the density of Vm in W
s,p
0 (Ω) we obtain∫
Ω
ut(t)v dx+K
s,p(u(t), v)+
∫
Ω
|u(t)|p−2u(t)v dx =
∫
Ω
|u(t)|p−2u(t) log(|u(t)|)v dx, a.e. in (0, T∗), ∀v ∈W
s,p
0 (Ω).
We now show that the solution u satisfies the energy inequality (1.9). To do this end, let θ be
the nonnegative function which belongs to C([0, T∗]). From (3.12) we have
(3.29)
∫ T∗
0
θ(t) dt
∫ T∗
0
‖ums(s)‖
2
2 ds+
∫ T∗
0
E(um(t))θ(t) dt =
∫ T∗
0
E(um(0))θ(t) dt
The right-hand side of (3.29) converges to∫ T∗
0
E(u0)θ(t) dt
as m→∞. The second term in the left-hand side
∫ T
0 E(um(t))θ(t) dt is lower semicontinuous
with respect to the weak topology of W s,p0 (Ω). Hence
(3.30)
∫ T∗
0
E(u(t))θ(t) dt ≤ lim inf
m→∞
∫ T∗
0
E(um(t))θ(t) dt
Therefore, we obtain∫ T∗
0
θ(t) dt
∫ t
0
‖us(s)‖
2
2 ds+
∫ T∗
0
E(u(t))θ(t) dt ≤
∫ T∗
0
E(u0)θ(t) dt
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Since θ was arbitrarily chosen we conclude∫ t
0
‖us(s)‖
2
2 ds+ E(u(t)) ≤ E(u0), a.e. t ∈ [0, T∗].
Thus, this completes the proof of theorem 1.1.
4. Proof of Theorem 1.2
In this section, by using the potential well theory combined with the Nehari manifold, we
prove that the local weak solutions of problem (1.1) exist globally, see ( [2], [42]) and the
references therein for some results on global existence of solutions. Furthermore, we show that
the norm ‖u(t)‖2 decays polynomially. For this purpose, we need to recall the following Lemma
due to Martinez [32].
Lemma 4.1. Let f : R+ → R+ be a nonincreasing function and σ is a nonnegative constant
such that ∫ +∞
t
f1+σ(s) ds ≤
1
ω
fσ(0)f(t), ∀t ≥ 0.
then we have
1: f(t) ≤ f(0)e1−ωt, for all t ≥ 0, whenever σ = 0.
2: f(t) ≤ f(0)
(
1+σ
1+ωσt
)1/σ
, for all t ≥ 0, whenever σ > 0.
Notice that, by the assumption that u0 ∈ W we obtain
E(u0) =
1
p
I(u0) +
1
p2
‖u0‖
p
p > 0.
From (3.12) we have
(4.1)
∫ t
0
‖ums(s)‖
2
2 dx+ E(um(t)) = E(um(0)), 0 ≤ t < Tm,
where Tm is the maximal time of existence of solution um(x, t). Since u0m converges to u0
strongly in W s,p0 (Ω), the continuity of E ensures that
E(um(0))→ E(u0), as m→ +∞.
From the assumption that E(u0) < d, we have E(u0m) < d, for sufficiently large m. This
combined with (4.1) implies that
(4.2)
∫ t
0
‖ums(s)‖
2
2 dx+ E(um(t)) < d, 0 ≤ t < Tm,
for sufficiently latge m. We will show that Tm = +∞ and
(4.3) um(t) ∈ W, ∀t ≥ 0,
for sufficiently large m. Suppose by contradiction that um(t1) /∈ W for some t1 ∈ [0, Tm). Let
t∗ ∈ [0, Tm) be the smallest time for which um(t∗) /∈ W. Then, by continuity of um(t), we get
um(t∗) ∈ ∂W. Hence, it turns out that
(4.4) E(um(t∗)) = d.
or
(4.5) I(um(t∗)) = 0.
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It is clear that (4.4) could not occur by (4.2) while if (4.5) holds then, by the definition of d,
we have
E(um(t∗)) ≥ inf
u∈N
E(u) = d,
which also a contradiction with (4.2). Consequently, (4.3) is hold.
On other hand, since um(t) ∈ W and
E(um(t)) =
1
p
I(um(t)) +
1
p2
‖um(t)‖
p
p, ∀t ∈ [0, Tm),
we deduce that
(4.6) ‖um(t)‖
p
p < dp
2 and
∫ t
0
‖ums(s)‖
2
2 ds < d,
for sufficiently large m and t ∈ [0, Tm). Further, by using (2.11) and for any ε ∈ (0, 1) we have
[um(t)]
p
s,p = pE(um(t))− ‖um(t)‖
p
p +
∫
Ω
|um(t)|
p log(|um(t)|) dx −
1
p
‖um(t)‖
p
p
≤ pE(um(t)) +
∫
Ω
|um(t)|
p log(|um(t)|) dx
≤ pd+ ε[um(t)]
p
s,p +C(ε)(dp
2)γ
Hence
(4.7) [um(t)]
p
s,p ≤ Cd, ∀t ∈ [0, Tm).
The above estimates allow us to take Tm = +∞ for all m. Now using (4.6) and (4.7), the
existence of global solutions follow as in the first section.
In order to prove that the norm ‖u(t)‖2 decays polynomially, we need to assume the following
condition
E(u0) < M,
where M was introduced in Lemma 2.7. Combining (2.6) with the fact that um(t) ∈ W we
deduce
(4.8) ‖um(s)‖
p
p ≤ p
2E(um(t)) ≤ p
2E(u0m).
By (2.11) for any ε ∈ (0, 1),
I(um(t)) = [um(t)]
p
s,p + ‖um(t)‖
p
p −
∫
Ω
|um(t)|
p log(|um(t)) dx
≥ (1− ε) [um(t)]
p
s,p + ‖um(t)‖
p
p
(
1− C(ε)(‖um(t)‖
p
p)
γ−1
)
Taking ε = 12 , we get
I(um(t)) ≥
(
1− C
(
1
2
)(
p2E(u0m)
)γ−1)
‖um(t)‖
p
p ≥ |Ω|
2−p
(
1− C
(
1
2
)(
p2E(u0m)
)γ−1)
‖um(t)‖
p
2
= κm‖um(t)‖
p
2
where κm = |Ω|
2−p
(
1− C
(
1
2
) (
p2E(u0m)
)γ−1)
> 0. On other hand, multiplying both sides
of (3.3) by gim(t), take the sum over i ∈ {1, 2, . . . ,m}, and afterwards integrate over (t, T )
yields ∫ T
t
I(um(s) ds = −
∫ T
t
∫
Ω
usm(s)um(s) dxds ≤
1
2
‖um(t)‖
2
2, ∀t ∈ [0, T ].
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The last inequality combined with (4.9) yields
(4.9)
∫ T
t
‖um(t)‖
p
2 ds ≤
1
2κm
‖um(t)‖
2
2, ∀t ∈ [0, T ].
Since E(u0m) → E(u0) as m → ∞, it follows that κm → κ as m → ∞. On the other
hand, from (4.6) and (4.7) for each T > 0 we have {um}
∞
m=1 ⊂ L
∞(0, T,W s,p0 (Ω)) and
{umt}
∞
m=1 ⊂ L
2(0, T, L2(Ω)). Using Aubin-Lions theorem we conclude
‖um(t)‖2 → ‖u(t)‖2 as m→∞, ∀t ∈ [0, T ].
Letting m→∞ in (4.9) we get
(4.10)
∫ T
t
‖u(t)‖p2 ds ≤
1
2κ
‖u(t)‖22, ∀t ∈ [0, T ].
Now, letting T → +∞ and using Lemma 4.1, we obtain
‖u(t)‖2 ≤ ‖u0‖2
(
p
2(1 + κ(p− 2)‖u0‖
p−2
2 t)
)1/(p−2)
, t ≥ 0.
The proof is now complete.
5. proof of theorem 1.3
In this section, by means of a differential inequality technique, we prove that the local
solutions of problem (1.1) blow-up in finite time.
First, we observe that by [35, Theorem 2.5.5, p.54] the local weak solution u which obtained
in section 1 can be extended to a maximal weak solution in [0, Tmax). Thus, the energy inquality
(1.12) can be obtained by extending (1.9) to [0, Tmax). Now, we claim that
(5.1) if u0 ∈ Z then u(t) ∈ Z, ∀t ∈ [0, Tmax).
Indeed, arguing as in the proof of theorem 1.2, we get
(5.2) um(t) ∈ Z, ∀t ∈ [0, Tmax),
for sufficiently large m. Using (3.17), (3.18), (3.25) and the same argument used to obtain (1.9)
we conclude
u(t) ∈ Z, ∀t ∈ [0, Tmax).
Now we consider the following functional
(5.3) E(t) =
∫ t
0
‖u(s)‖22 ds+ (T − t)‖u0‖
2
2, t ∈ [0, Tmax).
By differentiating E(t), we obtain
(5.4) E′(t) = ‖u(t)‖22 − ‖u0‖
2
2 =
∫ t
0
d
ds
(
‖u(s)‖22
)
ds = 2
∫ t
0
∫
Ω
us(s)u(s) dxds
and
(5.5) E′′(t) = 2
∫
Ω
ut(t)u(t) dxdt = −[u(t)]
p
s,p − ‖u(t)‖
p
p +
∫
Ω
|u(t)|p log(|u(t)|) dx = −I(u(t))
It follows from (5.1) that
E′′(t) > 0, for all t ∈ [0, Tmax).
Since I(u(t)) = pE(u(t)) − 1p‖u(t)‖
p
p and by using (1.12) we have
(5.6) E′′(t) = −pE(u(t)) +
1
p2
‖u(t)‖pp ≥ p
∫ t
0
‖us(s)‖
2
2 ds+
1
p2
‖u(t)‖pp − pE(u0)
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This implies
(5.7) E′′(t) ≥
1
p2
‖u(t)‖pp ≥ |Ω|
2−p 1
p
‖u(t)‖p2 = |Ω|
2−p 1
p
(
E′(t) + ‖u0‖
2
2
)p/2
.
Set φ(t) = E′(t) + ‖u0‖
2
2, we conclude that
φ′(t) ≥
|Ω|2−p
p
(φ(t))p/2.
From standard differential inequality, it turns out that
‖u(t)‖22 ≥
(
1
‖u0‖
2−p
2 −Ct
)2/(p−2)
where C = p−1|Ω|(p−2)(p− 2). Therefore
lim
t→T−max
‖u(t)‖22 = +∞, wher Tmax =
‖u0‖
2−p
2
C
.
The proof is now complete.
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