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1. INTRODUCTION 
There are extensive applications of finding the singular solutions of nonlinear systems, such as the 
multiple eigenvalue problems and high order bifurcation problems. There are nowadays still no 
standard methods for such singular solutions, especially in high dimensional spaces. The methods 
existing for the high order zeros usually depend on the orders of the zeros, and the orders of the 
real problems are commonly not known in advance. On the other hand, the methods for high 
order zeros usually employ the high derivatives and their inverses [1,2], which consume so much 
computing time. 
In this paper, we develop a new method called the phase path tracing method, or simply the 
PPT method, for solving the high order zeros of a nonlinear system. We need not know the exact 
order of the zeros and only have to use the first derivative of the nonlinear systems. This method 
provides a new way to construct a homotopy path for implementing the homotopy methods. 
In Section 2, we develop a method for finding the zeros of the nonlinear systems in odd dimen- 
sional spaces, where we utilize the homotopy methods and the Hamiltonian systems to construct a 
homotopy path, then propose an algorithm to trace the homotopy path for the zeros of nonlinear 
systems. This method can be used to find the high order zeros of nonlinear systems which don’t 
need any special treatment in addition. Then the monotonicity of homotopy path is analyzed, 
and convergence of the PPT methods is given in some simple case. 
In Section 3, an adaptive PPT algorithm is then developed and a global convergence of the PPT 
algorithm is then obtained. In Section 4, the PPT methods are extended to even dimensional 
spaces. And finally, an example is given to show the effectiveness of the PPT method. 
2. PHASE PATH TRACING METHODS 
Suppose f E C1(R+n,Rn), m = 272 - 1 (n 2 1) is an odd integer. Consider the following 
nonlinear system: 
f(x) = 0, 5 E R”. (2.1) 
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Let v be a nonnegative function in Rm, satisfying 
v(0) = 0 and v(z) > 0, for x # 0. 
Usually, we can choose the function v as follows: 
(2.2) 




In this paper, we restrict the function v to the spaces 
the form 
F(z) = G(x)) 
and construct a Hamiltonian 
C1 ( Rm). Now we define a function in 
(2-3) 
H(s, X) = F(x) + (A - l)F(xo), (2.4) 
where zo is an initial guess of the nonlinear system (2.1). Let (p,q) = (x,X), (p,q E Rn), i.e., 
pi = xi, (i = l,.. .,n), qi = Xifn, (i = 1,. . . ,72 - l), qn = A. Since H(p,q) = H(x,X) is once 
differentiable, we introduce the following Hamiltonian system: 





Since (2.5) is autonomous, we have 
-$ H(p(t),q(t)) = g $ + g 2 = 0, (2.6) 
for any solution path (p(t),q(t)) of (2.5). If the initial value (p(O),q(O)) is chosen as (x0,0), we 
have 
H(P(% q(t)) = H(p(O), q(0)) = 0. (2.7) 
This provides us a method to find the zeros of f if only we trace the phase path (p(t), q(t)) of (2.5), 
starting at the initial guess (x0,0) and stopping at X = 1. In this algorithm, we hope that the 
artificial parameter A is increased from 0 to 1. In fact, we have the following proposition. 
PROPOSITION 2.1. If E > 0 for any x E Rm, then the parameter X(t) is monotonely increased, 
where (x(t), X(t)) = (p(t), q(t)) is a solution of (2.5). 
PROOF. From (2.5) we have 
dX dqn aH 
dF >o. 
dt=dt=dpn=dz, (2.8) 
PROPOSITION 2.2. If E > 0 for any x E Rm, then the function F(p(t),q(t)) is monotonely 
decreased for t > 0, where (p(t), q(t)) is a solution of (2.5). 
PROOF. Since F(xo) > 0, we have 
dFW),dt)) dH 4X - 1) F(xo) = _F(xo)fi < o 
dt =dt---ii-- dt ’ 
(2.9) 
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REMARK. In this algorithm, the homotopy path is given by the phase path of a Hamiltonian 
system. Compared to the standard homotopy continuation method [3-61, the PPT method does 
not need to solve any linear equation system. 
EXAMPLE 2.1. Consider a simple example: 
f(x) = x3. (2.10) 
Let H(z, X) = f(z) + (X - l)f(xe), IC E R. Utilizing equation (2.5), we have 
dx dH -- = z= dX -f(Q) 
(2.11) 
The solution of (2.11) is 
dX aH _ sx2 
Z=ax . 
x = x0 - xgt 
x = -x;2(1 -x$)3 + 1. 
Letting X = 1, we have t* = xi2, then the zero of f is obtained by 
x* = x0 - xexc 3 -2 = 0. 
From this procedure, we see that no singularity occurred. So this method can be used to find 
the high order zeros of nonlinear systems. 
3. ADAPTIVE PPT METHODS 
To ensure that the function F(x) in the PPT algorithm is monotonely decreased in the whole 




-g F(Q). (3.1) 
The function F is decreased along the homotopy path if g > 0. In the general case, this 
condition is not satisfied. But we can select a suitable posi”tion for A to be inserted in, and 
construct a Hamiltonian system, respectively, so as to ensure the monotonicity of F. For this 
purpose, we introduce the notation 
(x,X L k) = (Xl,...,Xk-l,X,2k,...,X2~-1), 
that is, the parameter X is to be inserted in the kth component of the variable x to form a 
2n-dimensional variable. And for y E R2n, 
(Y, t k) = (~1,. ..,Yk-l,~k,Y&+l,...,Y2n), 
that is, the kth component of the variable y is moved out to form a (2n - l)-dimensional variable. 
The adaptive PPT algorithm is described as follows: 
ALGORITHM 3.1 (The Adaptive PPT Algorithm) 
1. Given e > 0, 6 > 0, choose an initial guess x0. 
2. Choosek.{~)l~~=1~~~~$$l},if/~~<6,thenstop. 
-- 
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3. Let (p, q) = (z, A 1 z), w h ere k is a dual position of k in 2n-dimensional phase space, i.e., 
k=k+n-mint((k+i-l)). 
4. Trace the solution path (p(t), q(t)) = (z(t), X(t)) of the following Hamiltonian system with 








5. If F((p,q), t i) > 6, then let z” = ((p, q), t k), and goto 2. 
6. Output z* = ((p,q), t k). 
In the Algorithm 3.1, if k 5 n, we have 
@‘(x(t)) 
dt 
= +(x0) = --(y aH’x;h X(t)) F(xo) 
= sgn (afoot”) (-l)gF(x’) < 0, for t = 0. 
For the same reason, we have w < 0 if k > n. 
THEOREM 3.1. The adaptive PPT algorithm converges monotonely decreasingly to the critical 
point of F. If F(x*) < E, then x* is an approximating zero off. 
THEOREM 3.2. Assume f E C1(fi2,Rm), (s2 is a convex domain in R”), x* E Cl is a zero off, 
and the initial guess x0 is in 0. Let F(x) = f(~)~f(x) and N(x) be the outer normal direction 
0f n (Z E do). If 
JwTwwf(4 > 07 for x E an 
and Df(z) E L(Rm, Rm) is nonsingular in R except xc, then the numerical path defined by the 
adaptive PPT method is monotonely decreasingly convergent to the zero off. 
PROOF. We shall prove that the numerical path defined by the adaptive PPT method remains 
in s2 with the whole algorithm. Since the function F(x) along the numerical path is monotonely 
decreased, we assert that the numerical path will not cross the boundary 82. In fact, for x E dS2, 
Wx) - = N(x)~VF(X) = N(~)%f(x)~f(x) > 0. 
Wx) 
On the other hand, since of(x) : Rm -+ Rm is onto, then DF(x) = (Df(~))~f(x) # 0. SO 
the adaptive PPT algorithm will not stop at any points except x*. According to Theorem 3.1, 
the numerical path is convergent to the zero x* of f. 
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4. EVEN-DIMENSIONAL CASE 
Suppose f E C’(Rn, Rm), m = 2n is an even number. To establish a solution path defined by 
a Hamiltonian system, we introduce an artificial variable and an additional equation as follows: 
Y = (x,Gn+1), 9 = (91,. +. , Sm+l), 
Si(Y) = h(x), i=l,..*,m, and gm+l(y) = xm+l. 
If z* is a zero of f, then (x*, 0) is a zero of g. In reverse, if y* is a zero of g, then z* = (y*, T 
(m + 1)) is a zero of f. Thus, we can apply the PPT method and the adaptive PPT method to 
the nonlinear system g(y) = 0, and find the approximating zero y* of g and the zero x* of f. 
5. NUMERICAL IMPLEMENTATION AND EXAMPLES 
To implement the adaptive PPT algorithm, we should propose a numerical method to solve 
the initial value problem of the Hamiltonian system (3.2). In this paper, we use the fourth order 
Runge-Kutta-Fehlberg formulas. 
It is important to choose a suitable stepsize of 6t in tracing the solution path of (3.2), which 
inferences the computing cost directly. Since we employ the adaptive technique in the adaptive 
PPT algorithm, we can take a large stepsize in order to reduce the computing cost. From (3.2), 
So we choose the stepsize as 
where B E (0, 1) is a given number. Here we choose 8 = 0.1. 
EXAMPLE 5.1. Consider the following equation: 
(5.1) 
f(z) = 2 - sin(o - 1) - 1. (5.2) 
It is easy to see that x* = 1 is a zero of f with the multiplicity three. The initial guess for the 
adaptive PPT algorithm is chosen as x0 = -9.0, and the corresponding Hamiltonian function is 
fqx, A) = f(x) + 0 - l)f(xo), 
We proceed with the numerical implementation on IBM PS/2 Model 80 with single precision. 
Table 5.1 shows the numerical results of (5.2) by using the adaptive PPT algorithm, where xi is 
the approximating zero of (5.2) obtained by the ith integration of Hamiltonian system (3.2) in 
the adaptive PPT algorithm, and the corresponding parameters in Algorithm 3.1 are chosen as 
follows: 
E = l.OE - 16, d = l.OE - 8. 
Table 5.1. The numerical results of the adaptive PPT methods for (5.2). 
i Xi If(%ll f'(G) 6t 
1 1.320015E+OQ 5.4342063-03 5.076981E-02 5.4375273-02 
2 9.9890643-01 2.161097E-10 5.9685583-07 1.9696743+00 
3 9.998116E-01 1.1128873-12 1.7763563-08 1.6754463+05 
4 9.9999963-01 0.000000E+00 0.000000E+00 5.6294993+06 
50 L. Q. ZHANG 
REFERENCES 
1. MS. Petkovic, On Halley-like algorithms for simultaneous approximation of polynomial complex zeros, SIAM 
J. Numer. Anal. 26, 740-763 (1989). 
2. M. Vander Straeten and H. VandeVel, Multiple root-finding methods, J. Comput. and Appl. Math. 40, 
105-114 (1992). 
3. E. Allgower and K. Georg, Simplicial and continuation methods for approximating fixed points and solution 
to systems of equations, SIAM Rev. 22, 22-85 (1980). 
4. FL Kalaba and L. Tesfatsion, Solving nonlinear equations by adaptive homotopy continuation, Appl. Math. 
Comput. 41, 99-115 (1991). 
5. J.M. Ortega and W.C. Hheiboldt, Iterative Solution of Nonlinear Equations in Several Variables, Academic 
Press, (1970). 
6. L.Q. Zhang and G.Q. Han, Optimal homotopy methods for solving nonlinear systems (l), Numer. Math. (to 
appear). 
