We prove the following result on the distribution of Dedekind sums:
where K E Z, u E R such that u(u + K) # 0. The test function f is continuous on (0, co) and satisfies some growth condition at 0 to ensure absolute convergence of the sum. C&,TmodC means summation over d mod c, (c, d) = 1.
The study of K,(u;f) withfsuitably chosen leads to the following result:
1.3. THEOREM.
For g E C,(R x (R/Z))
In [ 11, p. 28-j the question of whether the points (S(d, c), d/c) are dense in the plane is raised. In [6] a positive answer has been given. Reference [9] shows that the sequence of (d/c, rS(d, c)) is uniformly distributed modulo 1 for each nonzero r ER. The result given here describes the distribution a bit more precisely.
1.4. In [3] we studied the distribution of (S(d, c)/c, d/c). We found that the majority of S(d, c)/c is concentrated near 0, independently of d/c. For the minority staying away from 0 we found a discrete limiting distribution. One may view Theorem 1.3 as taking a closer look at the distribution of the majority near 0.
For a general test function g it is difficult
to get an estimate of the error term in Theorem 1.3. More precise statements for special cases may be found in Proposition 5.4 and Lemma 5.5; but there the main term is much more complicated.
1.6. Sum Formula. The quantity K,(u; f ), as defined in (1.2.1), with u E Z\(O), occurs in Kuznetsov's sum formula (cf. Theorem 1 in [7] ). To see that this is indeed the case, remark that is equal to the sum of some other expressions, most of which contain products of Fourier coefhcients of real analytic modular forms of weight zero.
1.7. This sum formula has been generalized from Z, (Z) to other discrete subgroups of X,,(R) and other weights by Proskurin [lo] and Bruggeman [ 11. Deshouillers and Iwaniec [4] have considered the case of congruence subgroups T,,(N) and have given estimates of sums of Kloosterman sums and of sums and integrals of products of Fourier coefficients of modular forms.
This paper uses many of the ideas in [4] . We work with automorphic forms for the full modular group only, but we vary the weight continuously. The sums over the order of Fourier coefficients in [4] become integrals here.
In Corollary 3.2 we obtain an estimate for integrals of products of Fourier coefficients that may be compared with Theorem 2 in [4] . It gives less than [4] , as we do not integrate over the order of the Fourier coefficients at this point.
1.8. Ooeruiew. Section 2 states the sum formula used in this paper. It reformulates the results in [l] and also incorporates into the sum formula a result from [2] on the almost complete absence of exceptional eigenvalues in the modular case.
The idea of the sum formula is to relate K,-,,,( 12~; f) to j $ da,,,, where da,,,, is a measure on R u iR containing information on Fourier coefficients of modular forms and $ is related tof by a Bessel transformation.
Section 3 estimates the growth of Ida,,,) . This is the basis for estimates in Section 4 of !11/ da,,,, for a special choice off and 1(1. Under this choice the main contribution to j $ da,,,, is given by the Fourier coefficients of a power of the eta function of Dedekind. The ideas in these sections come from [4] . The transition from weight zero to arbitrary real weight makes it necessary to redo the computations of Deshouillers and Iwaniec in Section 7.1 of [4] . I could not completely recover their results (see the occurrence of logarithms in parts (ii) and (iii) of Lemma 4.1). I thank the referee for a hint that enabled me to handle case (i)(b) of that lemma in a better way.
The proof in Section 5 of Theorem 1.3 is based on the sum formula and the estimates in Section 4.
SUM FORMULA
We rewrite for the modular case the sum formula in [ 1, 16.4.11 , in a way suitable for our present purpose. The result may be formulated as:
Let n,meR\{O}, n z m mod 1; put E = sign(nm). There are measures da,,,, and dS,,, on R u iR, a class z,n of test functions and an integral transform b",: 5& + {functions on (0, co)} ROELOF W. BRUGGEMAN such that for each # E %,,I
6) $ E ~Yd~,,A (ii) $EL'(dS,,,) ifn=m, (iii) K,,-,(12n, f) as defined in 1.2.1, with f = bE+, converges absolutely, and f tits) do,,
The measure da,, is described in 2.16, the measure db,, in 2.5, the class F kl,n in 2.3, and the integral transform in 2.7.
Notation.
BY J W) don,m( s we mean integration over R u iR; 1 similarly for dS,, .
DEFINITION.
Let a> 2, CT> f, nER\{O}. F+(a, 6, n) is the space of functions tj on Remarks. These integrals converge absolutely and define b"lC/ as functions on (0, co). The estimate of 1,9(s) for IIm ~1 -+ co allows moving the line of integration to Re s = o, if $ E &(a, u, n) and ui <(T. In the case of bf, one should take 20, + 1 f 12 (nl mod 2; then the terms with b < 20, + 1 in the sum disappear.
If we take (ri > 4 we obtain an estimate on b"+(y) for y 10 from which the absolute convergence of K,_,( 12n, b"+) follows. 
(iii) On C,"(O, co) the inverse of 6; is given by
with K2s=(rr/(2sinrrs)){Z-2,-Z2,}.
(iv) Zf $ E %,, satisfies b,+ $ E C,"(O, co), then (2.9.3) s $0) dLz(s) = 0.
2.10. Proofs. Propositions 2.1 and 2.9 have been proved in [ 11; we only need to reconstruct Proposition 2.1 in the present notation. This is done in the sequel. We also discuss the measure do,, in some detail. We now take r = 12n, with n E R\(O), and define q E ( + 1 }, t E [0, 1 ] by r=p mod 2. We put x=x,,, in order to satisfy Cl, 4.3.1 J.
We take a=(co,qn), /?=(co,qm), with m=:modl; so a,fl~/I' (see [ 1, 7.2.11) . The corresponding Kloosterman sum (see [ 1, 8. 
.fEB (b, 12Inl) and equals 0 if nm < 0.
2.15. The middle term in Cl, (16.4.1)] is due to square integrable real analytic modular forms of continuous series type. It is given by a measure with support in a discrete subset of ~(0, co) u [0, (1 -r)/2). As for the modular case there are no exceptional eigenvalues (see [S, Proposition 2.1, p. 5111 for the case n E Z, and [2, Theorem 2.151 for n $ Z); in our case the support is contained in ~(0, co). In [ 1, 16.4 .41 a description of this measure is given in terms of Fourier coefficients of modular forms of weight r and multiplier system ujZqn. In a similar way one arrives at the following description:
Choose qz 12n mod 2. Let A:($, u12,J be the space of real analytic modular cusp forms of weight q, eigenvalue a -s2, and multiplier system u,~". So Ai(s, u,~~) consists of the functions S on the upper half plane .%' satisfying for (z 2) E X,,(Z) with -n < arg( cz + d) < n and
kmnmodl,k#O where W.,. denotes a Whittaker function (see [12, 1.71 ).
Ai(s, v,~~) #O occurs only for a--s2 in a discrete subset of (a, co), and dim A$s, c12,J < co. Integration over X.,(Z)\&'
gives a scalar product. Let A, f2, . . . be an orthonormal system with 6) fk E Ai@, Ed with sk E 40, 00 1, (ii) $-s,~<~-s~~< -.., (ii) do,., is a positive measure.
(iii) If $ is integrable for da,, and da,,,, then it is integrable for do,,, and
With Theorem 2 in [4] as an example we now prove a result on the distribution of the total mass of da,,. Our aim is not a large sieve inequality as in [4] , but only an estimate for the measure da,,, itself. Furthermore, we have in our situation no analogon of Weil's estimate of the Kloosterman sum which is used in [4] .
Let n, m E R\{ 01, n s m mod 1.
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Id~,,,(s)l~ dm d=.b? T2 for T+ co.
ISI < T
The corollary follows easily from the proposition if one uses Proposition 2.18(iii). The proof of the proposition is given in the following lemmas. 
ProoJ
The first assertion is clear. For the second one we easily get the estimate Co(l) of j $(s) dS,,(s) for those values of n for which 1 +cos 12an stays away from zero. For 6n near $ mod 1 we deform the path of integration in (2.5) away from zero. This gives an additional term in the sum, but a bound only depending on a and p may be obtained. The proof is clear from the previous lemma.
ESTIMATES OF BESSEL TRANSFORMS
To use the sum formula in the opposite direction it is well to have estimates of To be able to interchange the order of integration over y and z we first move the path of integration to the contour given by R + C: x H z(x) = x+ id(x), where 4 is a continuous function, 141 < 1, 4(x) = -1 for x < -100, and b(x) = 1 for x > 100. This gives an integral which converges absolutely. Now integrate first over y and use to see that we can move back the path of integration. Hence for ?ER:
This completes the proof of (i)(a). We also use the integral representation J,(y) = .-I s "cos(u8-ysin8)dB-~S"e-uT-.~si"h*d~ this is valid for o<O, -2-Reu<a< -Reu. We may take Reu=O and a= -1. So for t> 1:
The For
latter term is O(e711'l )tl -3'2) and gives 0((sl -3'2) in (ii)(a) for s E iR. the integral we get
The last term is the worst one; if we look at -3t < T 6 -2t we see that we cannot do better than I <Xe"'t-' m I dz 2r (1+2)(2-2t+t) 6 Xen'f -' log t.
The other terms are also O(Xe"'te2 log t). This is sufficient to complete the proof of (ii)(a). The estimate stated in [4] for this case is a bit sharper than the one obtained here. If we again use (4.1.4) and perform one more partial integration, we obtain from the latter term a contribution cO( Yt-5'2e"') to jf(2jt) for t > 2. In the integral we get an additional factor Y( 1 + lzl))'. We obtain in the worst case If we use one more partial integration, we get an additional factor (1 + Irl)) ' in the integral. If one looks at -1 4 r G 1, one sees that one cannot hope to obtain an additional factor t -' in the estimate. To prove (iii)(b) we-take Re s = -3 in (4.1.5). This gives two more
For u = 2it, t > 2, all additional terms give contributions O( Yt p512e--at), resp. O( YX2t-712e-z").
For the integral we get terms in (4.1.6):
-(1/2)x(f+7/2+ir~t/*/) dT GyX3/Oyl+ ) (l+t te* << YX3eC"'t p4, which completes the proof of (iii)(b). For X> 1 which may be absorbed into the estimate we already have. So up to a term which may be absorbed into the error term we obtain from j"-1,2 II/ + ($1 d~n,nh) th e contribution given in the lemma.
DISTRIBUTION OF DEDEKIND SUMS
In this section Theorem 1.3 is proved. By the sum formula 2.1 and Proposition 2.9(iv) with e(n) = sign(n(n + K)). .N,(x)(l+ Ilog BO. 
