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In a context of radiative temperature field measurement, this paper deals with an innovative method, 
called bicolor near infrared thermoreflectometry, for the measurement of true temperature fields with-
out prior knowledge of the emissivity field of an opaque material. This method is achieved by a si-
multaneous measurement, in the near infrared spectral band, of the radiance temperature fields and of 
the emissivity fields measured indirectly by reflectometry. The theoretical framework of the method 
is introduced and the principle of the measurements at two wavelengths is detailed. The crucial fea-
tures of the indirect measurement of emissivity are the measurement of bidirectional reflectivities 
in a single direction and the introduction of an unknown variable, called the “diffusion factor.” Ra-
diance temperature and bidirectional reflectivities are then merged into a bichromatic system based 
on Kirchhoff’s laws. The assumption of the system, based on the invariance of the diffusion factor 
for two near wavelengths, and the value of the chosen wavelengths, are then discussed in relation 
to a database of several material properties. A thermoreflectometer prototype was developed, dimen-
sioned, and evaluated. Experiments were carried out to outline its trueness in challenging cases. First, 
experiments were performed on a metallic sample with a high emissivity value. The bidirectional 
reflectivity was then measured from low signals. The results on erbium oxide demonstrate the power 
of the method with materials with high emissivity variations in near infrared spectral band. 
I. INTRODUCTION
Infrared thermography is a well established passive non-
contact radiometry technique. From the radiance emitted by
a material, it only provides a radiance temperature field us-
ing Planck’s law. The measurement of true temperature fields
and its accuracy are completely dependent on the knowledge
of the material’s emissivity. Unfortunately, the emissivity de-
pends on many parameters including temperature, direction
of observation, wavelength, and surface roughness. The chal-
lenge becomes serious for the measurement of temperature
fields on real two-dimensional objects involved in dynamical
processes.1 The emissivity is unknown for each point on the
surface, but, in addition, its value at each point varies dur-
ing the measurement with the temperature and the material’s
surface evolution. This paper addresses the problem of the
measurement of true temperature field on materials with un-
known, selective, and rapidly varying surface emissivity.
For heteropolar dielectric materials (silica, alumina, mag-
nesia, etc.), an elegant method consists in measuring the tem-
perature at Christiansen’s point2 (the wavelength where the
material acts as a black body). Christiansen wavelengths are
most often located in the mid-infrared (close to 10 µm).
Performing thermography at these wavelengths is then pos-
sible with a specific filter for each material. Although the
Christiansen wavelength depends slightly on temperature and
surface, the filter would be effective on a restricted temper-
ature range and a relatively homogeneous surface to mini-
mize the uncertainty in temperature measurement. For gray
body and at high temperature, passive methods, bi-color or
multi-wavelength real time systems operating in ultravio-
let/visible/near infrared (NIR) wavelengths,3, 4 have been de-
veloped for temperature field measurements. These methods
are based on the gray body assumption which is seldom
checked. To overcome the so-called two color assumption,
for multi-wavelength systems, an adequate emissivity model
can be adapted to various cases under study.5, 6 However, it
is impossible to design a universal model that is suitable for
surfaces with heterogeneous materials or multi-material sur-
faces. For all other cases, without making assumptions on the
emissivity behavior, the best approach would be to perform
an emissivity measurement online and in situ simultaneously
with the measurement of radiance temperature. Emissivity
can be directly measured according to the definition (ratio
of material emissivity to black body emissivity).7 However,
for each measurement, the temperature must be specified to
calculate emissivity, so the two parameters are dependent. Al-
ternatively, emissivity can be understood by indirect methods
through absorptivity or reflectivity measurements. First, pho-
tothermal heating methods8, 9 investigate the emissivity mea-
surement through an absorptivity measurement using a pow-
erful light source to heat up the material. But the extrapola-
tion of photothermal methods from a local measurement to a
field measurement would require a high power source that it
would be very accurately synchronized with the imaging sys-
tem at a high time resolution. Second, for opaque materials,
directional emissivity and directional-hemispherical reflectiv-
ity are linked by Kirchhoff’s law. Directional-hemispherical
reflectivity requires integrating bidirectional measurements
over the entire hemisphere.10 The complexity of the appa-
ratus and accumulation errors are the major drawbacks of
the method for field measurements in working conditions.
To avoid the measurement of the directional-hemispherical
reflectivity, the introduction of an unknown parameter in
Kirchhoff’s law, called the “diffusion factor,” allows the
measurement of reflectivity in a single direction.11 Some
studies12, 13 have implemented this method for point-like mea-
surements through a technique called pyroreflectometry. The
advantage is the low power of the laser beam used to generate
the reflected flux. This technique seems the most promising
way to extrapolate from such point-like measurements to sur-
face measurements.
Based on the same principle of pyroreflectometry, this pa-
per suggests a new technique for measuring true temperature
fields, called the bicolor near infrared thermoreflectometry.
Indeed, the true temperature field measurement is achieved
by measuring simultaneously the radiance temperature field
and the bidirectional reflectivity field. These measurements
are performed with near infrared imaging detectors associated
with low power extended light sources. The name “thermore-
flectometry” is related on the one hand to quantitative ther-
mography to describe a technique for mapping spatial temper-
ature (thermograms) and on the other hand to reflectometry to
describe the active character of the technique.
The present paper is organized as follows: the first part
recalls the theoretical basis and assumptions of thermoreflec-
tometry and highlights the specificities of field measurements.
These specificities involve a sensitivity analysis to evaluate
the compliance of the assumptions. Given the large number
of cases to deal with, this analysis is based on a simulation
approach produced from a database of representative mate-
rials. The second part reports an extensive statistical analy-
sis of thermoreflectometry. With these results, the third part
is devoted to the implementation of the thermorefletometer
and the apparatus is described with its calibration procedures.
Section V describes the testing and the validation of the
method on two representative cases. First, true temperature
field measurements are performed on metallic samples which
exhibit a high emissivity value. The reflectivity value is then
low and its measurement is a challenging case. The other chal-
lenging case is to perform measurements on erbium oxide
with high emissivity gradients in near infrared spectral band.
The measurements are carried out on large area samples at
temperatures around 750 ◦C without knowledge or assump-
tion about the material’s emissivity.
II. BACKGROUND OF THEORETICAL BASIS
In the first part, the theoretical basis of the method are
recalled and declined for the specifications of a field measure-
ment. Then, as the method must be applicable to any opaque
material, a database of thermo-optical properties is built in
order to simulate its performances. Its components (emission
and reflexion properties), are presented and analyzed in the
second part of the section.
A. Problem of radiative temperature measurements
Radiative temperature measurements are based on the
analysis of the spectral radiance emitted by the object. For a
black body, in the near infrared spectral band, the spectral ra-
diance can be described by Wien’s approximation of Planck’s
law, given by (see the Appendix)
L0(λ, TR) = C1λ− 5 exp
(− C2
λ TR
)
[W sr− 1 m− 2 µm− 1]. (1)
This approximation is accurate to within 1% if the condi-
tion λ TR < 3000µm K is observed. The wavelength should
therefore be lower than 2.4µm for a temperature range of
300–1000 ◦C. The black body temperature, called the radi-
ance temperature (TR), can be directly determined from a
radiometer facing the emitting surface.
For a real opaque object at thermal equilibrium, the spec-
tral radiance is equal to the black body radiance calculated
at radiance temperature. It is also equal to the product of the
spectral emissivity by the black body radiance calculated at
the true temperature of the object. The spectral radiance in
the r⃗0 direction is then written as follows:
Lr⃗0 (λ, T ) = L0
(
λ, T
r⃗0
R
) = εr⃗0 (λ, T )L0(λ, T ). (2)
A radiometer, viewing the object under the direction r⃗0, al-
ways indicates a radiance temperature. The true temperature
can only be inferred from the knowledge of the radiance tem-
perature, calculated by a calibration step based on the black
body radiance, and from the knowledge of spectral emissiv-
ity. Expressing Wien’s approximation in Eq. (1), the relation
between the true temperature, the radiance temperature, and
the spectral emissivity is expressed as follows:
1
T
= 1
T
r⃗0
R
+ λ
C2
ln(εr⃗0 ). (3)
The true temperature T is then always higher than the radi-
ance temperature TR, except for a black body (εr⃗0 = 1) for
which both temperatures are equal. From Eq. (3), the relative
uncertainty of true temperature with respect to emissivity is
given by Eq. (4). Note that the error on radiance temperature
is neglected, (#T
r⃗0
R
T
r⃗0
R
= 0),
#T
T
= λT
C2
#εr⃗0
εr⃗0
. (4)
In the context of temperature measurements on objects in-
volved in dynamic processes where emissivity is unknown
and variable, an active indirect measurement of emissivity is
proposed.
B. Background of the physical principle of the
thermoreflectometry technique
For an opaque material and following Kirchhoff’s laws,
the directional spectral emissivity and the directional hemi-
spherical spectral reflectivity obey the following equation:
εr⃗0 (λ, T ) = 1 − ρ r⃗0,∩(λ, T ). (5)
The directional hemispherical reflectivity is given by the
integration in all directions x⃗ of the bidirectional reflectivity,
which is carried out over the upward hemisphere, as follows:
ρ r⃗0,∩(λ, T ) =
∫
%x=2π
ρ r⃗0,x⃗(λ, T ) cos(θx)d%x. (6)
The physical principle of the thermoreflectometry tech-
nique involves the following steps:! The first step is to perform the measurement of the
bidirectional reflectivity in a single direction x⃗0, called
ρ r⃗0,x⃗0 (λ, T ). The directional hemispherical reflectivity
is then expressed with respect to the measured bidirec-
tional reflectivity as follows:
ρ r⃗0,∩(λ, T ) = ρ r⃗0,x⃗0 (λ, T )
×
∫
%x=2π
f r⃗0,x⃗,x⃗0 (λ, T ) cos(θx)d%x, (7)
where f r⃗0,x⃗,x⃗0 is the reflection indicator function,
which represents normalized values of bidirectional re-
flectivities.! The second step is to consider the previous integral as
an unknown variable equal to the diffusion factor η as
follows:
ηr⃗0,x⃗0 (λ, T ) =
∫
%r=2π
f r⃗0,r⃗,x⃗0 (λ, T ) cos(θx)d%x. (8)
For an opaque material, the diffusion factor is a shape
factor, mainly geometrical, and it represents the vol-
ume of the bidirectional reflectivities normalized in the
reference direction x⃗0. It characterizes the proportion
of reflected radiation in the direction of measurement
with regard to the reflected radiation scattered over the
whole hemisphere.
According to Eqs. (5), (7), and (8) and thanks to
Helmholtz’s reciprocity theorem applied to bidirec-
tional reflectivity ρ r⃗0,x⃗0 (λ, T ), the emissivity is then
expressed as a function of the measured bidirectional
reflectivity in a single direction x⃗0 and the unknown
diffusion factor, as follows:
εr⃗0 (λ, T ) = 1 − ρ x⃗0,r⃗0 (λ, T )ηr⃗0,x⃗0 (λ, T ). (9)
Equation (9) shows that emissivity has a physical sense
only if the diffusion factor is positive and less than
1/ρ x⃗0,r⃗0 .! The third step consists in assuming that the diffusion
factor is constant for two wavelengths λ1 and λ2
ηr⃗0,x⃗0 (λ1, T ) = ηr⃗0,x⃗0 (λ2, T ). (10)
! Finally, the main Eq. (2) is rewritten. The directional
emissivity is replaced by Eq. (9) with assumption (10).
For two wavelengths, a system of two equations is then
introduced as follows:
L0
(
λ1, T
r⃗0
R (λ1)
) = (1 − ρ x⃗0,r⃗0 (λ1, T )ηr⃗0,x⃗0 (T ))L0(λ1, T ),
L0
(
λ2, T
r⃗0
R (λ2)
) = (1 − ρ x⃗0,r⃗0 (λ2, T )ηr⃗0,x⃗0 (T ))L0(λ2, T ).
(11)
FIG. 1. Directional spectral emissivities of selected samples versus selected
wavelengths (1.064, 1.208, 1.310, 1.408, and 1.550 µm) of compatible laser
sources.
Measuring radiance temperature and bidirectional reflec-
tivity at two wavelengths, and assuming that shapes of reflec-
tivity distribution are homothetic for both wavelengths, the
system of Eq. (11) provides the true temperature and the dif-
fusion factor.
C. Discussion of the method for a database
of representative materials
After the presentation of the method and its assumptions,
their validity on several representative materials is discussed.
1. Selection of representative samples of materials
A database of representative materials is chosen and com-
posed of thermo-optical properties previously measured in the
near infrared spectral band with a Fourier transform spec-
trometer equipped with an integrating sphere. The directional
spectral emissivities of the selected samples, displayed in
Figure 1, show that the oxidized copper and tungsten exhibit a
metal-like behavior, with a decreasing emissivity with wave-
length whereas alumina’s emissivity increases. Inconel is a
material with very low emissivity decrease which may be as-
sumed to be a gray body. Dysprosium and erbium oxides are
spectrally selective materials with high variations of emissiv-
ity in both directions.
The database exhibits a wide variety of spectral behaviors
and can be considered as a good base for the simulation of the
method’s behavior.
2. Discussions on bidirectional reflectivities
The database also contains bidirectional reflectivity data.
They are measured with a spectrometer equipped with a go-
niometer enabling the measurement of reflectivity in the in-
cidence plane for a given incident angle and for several
reflexion angles. Figure 2 shows that the metal sample of
tungsten reflects more for high wavelengths, which is con-
sistent with the decrease in the spectral emissivity. Moreover,
this figure shows homothetic reflection lobes for the different
FIG. 2. Bidirectional reflectivities in the incidence plane, with an incident
radiation in the direction x⃗0 with an angle of 45◦, for the sample of tungsten
and for four near-infrared wavelengths.
wavelengths. The study of homothety is covered in Sec. II C 3,
through the spectral variations in diffusion factor.
Finally, Figure 2 also shows the dependence of the bidi-
rectional reflectivity on the angle of observation: the maxi-
mum reflectivity is obtained for an observation angle equal
to the incident angle. As shown in Ref. 14, this dependence
is particularly marked for specular materials, where light is
reflected in a small solid angle. In the case of a field measure-
ment, and for a collimated surface illumination, each pixel has
its own direction of observation. As a consequence, the bidi-
rectional reflectivity is different for each pixel and is denoted
ρ x⃗0,r⃗0 (λ, T , u, v). As a conclusion, the bidirectional reflectiv-
ity field is predicted as non-uniform, even for homogeneous
sample. The more specular the surface is, the more important
are in-field variations.
3. Discussions on diffusion factor
For all materials of the database, from Eq. (8) and previ-
ous bidirectional reflectivities, the calculated diffusion factor
and its relative variation versus the mean value (η¯), denoted
ηr (λ) = | η(λ)− η¯η¯ |, are shown in Table I as a function of wave-
length.
First of all, the diffusion factor depends on the direction
of measurement. If the direction x⃗0 is chosen at the maximum
of the reflected radiation, the reflection indicator function is
in the range [0–1] and the diffusion factor is in the range
[0–π ]. In the case of a field measurement, the diffusion factor
is calculated for each pixel, u, v, of the detector. The normal-
ization direction is then different for each pixel. The value of
the diffusion factor depends on each pixel (ηr⃗0,x⃗0 (T , u, v)) and
it can be greater than π .
Moreover, the diffusion factor depends on surface rough-
ness. For diffuse materials (oxidized copper, Inconel, and alu-
mina), which reflect radiation in many directions, diffusion
factors are the highest. On the contrary, for specular materials
(tungsten), with a narrow reflection lobe, the diffusion factor
is the smallest.
Finally, Table I also shows that for metallic samples (ox-
idized copper, Inconel, and tungsten) and alumina, the dif-
fusion factor decreases slightly with wavelength (variations
do not exceed 5%). It can then be considered as almost con-
stant for all wavelengths. In contrast, for dysprosium and er-
bium oxides, the diffusion factor variations with wavelength
are higher with a maximal variation of 28%.
III. SENSITIVITY OF THERMOREFLECTOMETRY
METHOD
This section is devoted to the study of the sensitivity of
thermoreflectometry with respect to the behavior of the diffu-
sion factor studied previously, the choice of system parame-
ters (wavelengths values) and the accuracy of system inputs
(radiance temperature field and reflectivity field). Experi-
ments are carried out on the previous database and are based
on the comparison of the parameters estimated by the method
(true temperature fields and diffusion factor fields) and the
values used to generate the simulated data. First, the simula-
tion procedure is detailed.
A. Simulation procedure
1. Simulation data
From emissivity and diffusion factor properties and ac-
cording to Eqs. (3) and (9), the system inputs I (bidirectional
reflectivity (ρ x⃗0,r⃗0 ) and radiance temperature (TR)), tabulated
in Table II, are calculated for the maximal temperature of the
measuring range (i.e., 1000 ◦C). According to Eq. (4), this
value of true temperature illustrates the worst case for the ac-
curacy of the true temperature.
The variations of bidirectional reflectivities are inverted
in relation to emissivity variations. The highest value of
reflectivity is recorded for tungsten, due to its specular
TABLE I. Absolute values and relative variations of the diffusion factor versus its mean value η¯, expressed by ηr (λ) =
∣∣∣ η(λ)− η¯η¯ ∣∣∣, for the database materials.
1.064µm 1.208µm 1.310µm 1.400µm 1.550µm
η(λ) ηr(λ) η(λ) ηr(λ) η(λ) ηr(λ) η(λ) ηr(λ) η(λ) ηr(λ)
Materials (sr) (%) (sr) (%) (sr) (%) (sr) (%) (sr) (%)
Erbium oxide 1.73 11 1.70 9.07 1.68 7.79 1.55 0.57 1.13 28
Dysprosium oxide 1.81 0.40 1.69 6.10 1.74 3.16 1.88 4.63 1.88 4.24
Alumina 2.16 1.82 2.13 0.22 2.12 0.30 2.11 0.73 2.10 1.01
Inconel 2.04 1.12 2.02 0.08 2.02 0.18 2.00 0.78 2.00 1.53
Oxidized copper 2.04 0.19 2.02 0.92 1.99 0.48 1.98 0.78 1.97 1.53
Tungsten 1.09 4.51 1.05 0.78 1.05 0.08 1.03 1.70 1.01 3.52
TABLE II. Bidirectional reflectivity and radiance temperature for database materials and selected wavelengths.
1.064µm 1.208µm 1.310µm 1.400µm 1.550µm
ρ x⃗0,r⃗0 TR ρ x⃗0,r⃗0 TR ρ x⃗0,r⃗0 TR ρ x⃗0,r⃗0 TR ρ x⃗0,r⃗0 TR
Materials (sr− 1) (◦C) (sr− 1) (◦C) (sr− 1) (◦C) (sr− 1) (◦C) (sr− 1) (◦C)
Erbium oxide 0.488 809 0.497 789 0.490 788 0.328 897 0.125 974
Dysprosium oxide 0.116 973 0.094 977 0.116 968 0.247 909 0.277 884
Alumina 0.270 903 0.261 898 0.256 895 0.251 892 0.244 886
Inconel 0.048 988 0.053 985 0.056 983 0.061 980 0.065 976
Oxidized copper 0.157 956 0.165 948 0.178 939 0.191 929 0.214 911
Tungsten 0.454 923 0.492 908 0.513 896 0.537 885 0.588 860
behavior. Radiance temperatures are always lower than true
temperature. To summarize, for oxidized copper, tungsten,
and Inconel: bidirectional reflectivity decreases and radiance
temperature increases. The two inputs vary in opposite di-
rections. On the contrary, for alumina, both inputs vary in
the same direction, as they both decrease. Considering radi-
ance temperature values, emissivity variations are not strong
enough to compensate wavelength variation, which is de-
picted in Eq. (3). For dysprosium and erbium oxides, the two
trends are observed.
Noise is optionally added to each input I by defining ˇIj
= Ij + νj where ν is the j th trial value of N trials
(j = 1. . . N) for a random variable following a Gaussian dis-
tribution N (0, σ 2x ) of mean zero and standard deviation σ x.
2. System solution
The solution of system (11) is performed by an optimiza-
tion algorithm based on the “fsolve” MATLAB function, us-
ing the Trust Region Dogleg Algorithm. This algorithm com-
bines a quasi-Newtonian method and a trust region method.
The initial values of system parameters are given as follows:
(a) according to Eq. (3), true temperature is always higher
than radiance temperature. So the initial true temperature
T0 is set to the highest value of radiance temperature T0
= max(TR(λ1), TR(λ2)); (b) according to Eq. (9), the diffusion
factor must be lower than the inverse of bidirectional reflec-
tivities. So its initial value is η0 = 1/(max(ρ(λ1), ρ(λ2))).
The solution can also be graphically displayed (see
Figure 3), considering the diffusion factor as the varying vari-
able. When the curves at two wavelengths cross, estimated
true temperatures ˆT and diffusion factors ηˆ are retrieved. For
two wavelengths λ1 and λ2 such as λ1 < λ2, if ρ r⃗0,x⃗0 (λ1)
< ρ r⃗0,x⃗0 (λ2) and TR(λ1) > TR(λ2) (case of oxidized copper,
tungsten, and Inconel), then a single solution exists, as shown
in Figure 3.
If ρ r⃗0,x⃗0 (λ1) > ρ r⃗0,x⃗0 (λ2) and TR(λ1) > TR(λ2) (case of
alumina), then two solutions are found. A first issue to select
the true solution is to consider a third wavelength.15 A second
issue is now being investigated by considering an additional
constrained minimization equation and this will be presented
in a forthcoming paper.
3. Evaluation criteria
Performances of the resolution method are quantified
by computing the usual absolute error of temperature: ET
= ∥T − ˆT ∥ where the ˆ notation represents the estimated
value. For errors measured with j noisy data, the mean value
FIG. 3. Graphic resolution of the equation system (11) for oxidized copper with noise-free data.
 
FIG. 4. Mean value of temperature error ¯ET versus emissivity difference for each combination of wavelengths and for oxidized copper (a) and dysprosium
oxide materials (b).
¯ET and the standard deviation σET of the absolute error are
calculated on the N trials.
B. Influence of wavelength choice
These first series of simulations are intended to study
the influence of the choice of wavelengths λ1 and λ2 with
the assumption that the diffusion factor is constant between
these two wavelengths. The noisy input data, radiance tem-
perature (respectively, bidirectional reflectivity), is generated
with a standard deviation of σTR = 1 ◦C (respectively, a stan-
dard deviation σρ = 0.005 sr− 1). The number of trials is set to
N = 100. Then, for all materials, the system of Eq. (11) is
solved for all possible combinations of selected wavelengths.
Finally, the mean value of true temperature error ¯ET calcu-
lated for oxidized copper (representative case of a metallic
material) and dysprosium oxide (representative case of a rare
earth) is shown in Figure 4.
The smallest error in temperature is obtained for the high-
est emissivity difference. It also corresponds to the high-
est wavelength difference because emissivity variation is
monotonous for every material in this database. According
to Eqs. (3) and (9), when the values of emissivity are close
for the two wavelengths, the values of bidirectional reflec-
tivity and radiance temperature are also close. This suggests
that the equations of system (11) cannot be considered as in-
dependent for close values of bidirectional reflectivity and
radiance temperature. Moreover, for each combination, the
highest temperature accuracy is obtained for the smallest
value of wavelength (λ1 = 1.064µm) and for a second wave-
length, λ2, which produces the largest difference in emissiv-
ity. For all materials, the second wavelength is then equal to
λ2 = 1.550µm.
C. Influence of non-compliance of the assumption
on the diffusion factor
For wavelengths λ1 = 1.064 and λ2 = 1.550µm, the sec-
ond series of simulations are performed assuming that, on one
hand, there are no errors on the inputs of the system but, on the
other hand, the diffusion factor varies between the two wave-
lengths with a maximal relative value of 20%. Under these
conditions, Eq. (12) then connects the relative error of tem-
perature and relative error of diffusion factor as follows:
#T
T
= λr · T
εr · C2
#ηr⃗0,x⃗0
ηr⃗0,x⃗0
(12)
with λr = λ2λ1
λ2 − λ1 and εr =
∣∣∣∣ εr⃗0 (λ1, T )εr⃗0 (λ2, T )εr⃗0 (λ1, T ) − εr⃗0 (λ2, T )
∣∣∣∣ .
For the two wavelengths (λ1 = 1.064 and λ2
= 1.550µm), the critical case is erbium oxide which presents
the highest emissivity difference. In contrast, the lowest tem-
perature error is recorded for Inconel sample which exhibits
the lowest emissivity variation between the two wavelengths.
For erbium oxide sample (respectively, Inconel sample), the
relative variation of the diffusion factor #η
r⃗0 ,x⃗0
ηr⃗0 ,x⃗0
has to be less
than 8% (respectively, 50%) for a temperature error less than
10 ◦C. But the variation of the diffusion factor, shown in
Table I, is up to 28%. This variation would involve a tem-
perature error of about 30 ◦C. The assumption on invariance
of the diffusion factor has to be especially respected as the
emissivity variation between the two wavelengths is large.
D. Robustness to radiance temperature
and bidirectional reflectivity noise
The two previous conclusions are opposed to each other.
The chosen wavelengths have to be as far as possible to com-
ply with the system’s conditioning. In contrast, they have to be
as close as possible to avoid diffusion factor variations, which
can involve significant errors in temperature measurement.
This trade-off is solved by the choice of wavelengths
[1.310− 1.550]µm. The small difference between the two
wavelengths fosters compliance of the invariance of the dif-
fusion factor. Moreover, relatively high near-infrared wave-
lengths enable low temperatures to be measured (up to
500 ◦C).
For the wavelengths combination (λ1 = 1.310 and
λ2 = 1.550µm), the third simulation series aims to test the
FIG. 5. Mean value of temperature error ¯ET versus the normalized stan-
dard deviation (i.e., 100% represents 5 ◦C (respectively, 0.01 sr− 1)) for
the standard deviation of radiance temperature (respectively, bidirectional
reflectivity).
robustness of the method to noisy inputs. A number N of 500
trials of inputs were processed with a noise standard deviation
of radiance temperature σTR (respectively, bidirectional reflec-
tivity σρ) from 0 to 5 ◦C (respectively, from 0 to 0.01 sr− 1).
The mean value of temperature error ¯ET is plotted in
Figure 5 versus the normalized standard deviation.
In accordance with previous results, mean value of tem-
perature error increases twice as fast for metallic materials as
it does for erbium and dysprosium oxides. The measurement
of true temperature with 10 ◦C accuracy at 1000 ◦C can only
be achieved, in the worst case (on metallic samples), if the
measurement of radiance temperature (respectively, bidirec-
tional reflectivity) is done with a standard deviation of noise
around 1.8 ◦C (respectively, around 0.0038 sr− 1). In contrast,
for erbium and dysprosium oxides, the same requirement is
reached only for a noise standard deviation on temperature of
8 ◦C and on bidirectional reflectivity of 0.015 sr− 1. These re-
sults illustrate the extended requirements of the method, and
the prototype described in Sec. IV will have to satisfy this
requirement for accuracy.
IV. BICOLOR NEAR INFRARED
THERMOREFLECTOMETER
The stages of the experimental thermoreflectometer’s de-
velopment are declined in this section. Its associated radio-
metric and reflectometric calibrations are also detailed.
A. Experimental thermoreflectometer
The experimental thermoreflectometer involves laser
sources, a filter wheel, a near infrared camera, and a data ac-
quisition and control system. The laser sources, required for
bidirectional reflectivity measurements, are continuous with
an adjustable power between 0 and 20 mW and centered on
1.310 and 1.550 µm. The two monochromatic rays are op-
tically coupled, and emerge from the same beam expander.
Thanks to this enlargement, a 5 cm diameter, bicolor, and
collimated beam is provided at a distance of 1 m. The filter
wheel is motorized and selects the working spectral band of
the camera. The filters mounted on the wheel are centered at a
wavelength of 1.310 or 1.550 µm with a bandwidth of 50 nm.
The camera is a near infrared camera equipped with a InGaAs
detector with a pixel resolution of 320 × 256 pixels. The
digital levels (DL) of the camera signal are expressed over
12 bits. Its spectral response ranges from 0.9 to 1.7µm. The
control of integration time (ti), between 1µs and 1 s, enables
the acquisition of a high dynamic range of measurement. The
camera is then configured in such a way as to avoid a signal
level lower than the noise level and the overexposure of the
detector. The camera is equipped with a 50 mm focal length
lens. The field of view of the camera is 20 × 20 cm and the
spatial resolution, an area of the sample corresponding to a
pixel, is about 0.4 mm. The data acquisition system controls
the position of the filter wheel and supplies voltage to the laser
sources. It also acquires camera signals for radiance tempera-
ture and bidirectional reflectivity measurements.
B. Thermoreflectometer signals
Each pixel of the camera of coordinates u and v converts
the incident flux as a signal expressed in DL. The signal of
each pixel is assumed to be independent from its neighbor-
hood.
During the passive phase of the measurement (laser
source off), each pixel supplies a thermal signal in the r⃗0 di-
rection, denoted I r⃗0E (u, v), which is proportional to the heat
flux emitted by the object. However, this signal also suffers
from the dark current signal, denoted ¯Idark(u, v), and from
temporal noise sources. The effects of temporal noise are min-
imized by averaging the signal on several frames (in practice
50 frames), denoted ¯IE . The dark signal is measured with a
shutter placed in front of the camera and is then subtracted.
Finally, the thermal signal of interest, denoted ¯Icr⃗0E , used to
measure the radiance temperature, is normalized by the inte-
gration time and it is expressed by Eq. (13) as follows:
¯Ic
r⃗0
E (u, v) =
¯I
r⃗0
E (u, v) − ¯I r⃗0dark(u, v)
t i
. (13)
During the active phase of the measurement (laser source
on), each pixel provides a signal denoted I x⃗0,r⃗0E+R . This signal
is the sum of the signal proportional to the heat flux emitted
( ¯I r⃗0E ) and the signal from the flux reflected by the object. The
mean reflected signal of interest, ¯IcR , used to measure the
bidirectional reflectivity, is then given by Eq. (14)
¯Ic
x⃗0,r⃗0
R (u, v) =
¯I
x⃗0,r⃗0
E+R(u, v) − ¯I r⃗0E (u, v)
t i
. (14)
From these signals of interest, each pixel of the thermore-
flectometer must be calibrated as a radiometer and a reflec-
tometer.
C. Radiometric calibration
From a radiometric point of view, the thermal signal of
interest ¯Icr⃗0E is related to the radiance temperature T
r⃗0
R us-
ing Wien’s law (see Eq. (1)). The radiometric model then
FIG. 6. Images (a) and associated histogram (b) of parameter a0 of Eq. (15) for a filter centered at a wavelength of 1.550µm and with a bandwidth of 50 nm.
describes the relation between the radiance temperature and
the signal. It allows a radiance thermal map (T r⃗0R (u, v)) to be
computed from an image acquired by the camera. Finally, the
radiometric model parameters are computed using a radiomet-
ric calibration procedure.
1. Radiometric model
In the NIR spectral band, a specific radiometric model is
required16, 17 and is given by Eqs. (15) and (16)
¯Ic
r⃗0
E (u, v) = A2(u, v) exp
(
− C2
λx(u, v) × T r⃗0R (u, v)
)
(15)
with:
1
λx(u, v)
=
(
a0(u, v) + a1(u, v)
T
r⃗0
R (u, v)
(
+ a2(u, v)
T
r⃗02
R (u, v)
))
.
(16)
The parameter A2 is assumed to be a property of the camera
that only depends on its spectral characteristics and its spec-
tral responsivity. The extended effective wavelength λx is a
polynomial function of the inverse of the temperature.18 The
parameter definitions of this function, provided in the paper,19
show that a0 and a1 explicitly depend on the spectral response
and the shape of the filter, and that the parameter a2 is theo-
retically zero for narrow bandwidth filter. The order of the
polynomial function then depends on the bandwidth of the
filter: the wider the spectral band of the filter is, the higher
the function’s order of the extended effective wavelength has
to be.
Finally, all radiometric model parameters are intrinsic to
each pixel of coordinates u and v and consist therefore in four
images (A2(u, v), a0(u, v), a1(u, v), (a2(u, v))). Each pixel is
then calibrated during the radiometric calibration process.
2. Radiometric calibration process
First, the fitting of parameters of Eq. (15) requires some
known reference radiance temperatures. They are provided by
a black body cavity in the range [500–900] ◦C, with a diame-
ter of 50 mm and an emissivity of 0.995. The calibration pro-
cess is carried out for a camera equipped with filters centered
at wavelengths 1.310 and 1.550µm and with a bandwidth of
50 nm.
The parameter image a0(u, v) and its associated his-
tograms are shown in Figure 6. The parameter value is com-
puted for each pixel of the area illuminated by the black body.
Otherwise, the parameters are equal to the mean spatial value
of parameters calculated on the pixels in the area of the black
body, denoted a˜0. It should be noted that the pixels outside
of the area of the black body are not strictly calibrated. As
they behave like the mean of the central pixels, their mea-
surements will not be corrected from the differences in pho-
toresponses of each pixel. The mean values of the calibration
parameters ˜A2, a˜0, and a˜1 and for both filters are gathered in
Table III. These values highlight the low spatial dispersion of
pixel responsivities. The lowest variation is observed on the
parameter a0 which sets the value of the extended effective
wavelength. The inverse of the mean value of the parameter
a˜0 is homogeneous to a wavelength that is equal to the mean
wavelength of filters (1.310 and 1.550µm).
Finally, the temperature uncertainty of the radiometric
calibration procedure was characterized by placing the black
body in front of the thermoreflectometer a second time. For
the highest calibration temperature of 900 ◦C, the thermal sig-
nal of interest was recorded. From its signal, the true temper-
ature ˆT (u, v) is estimated by solving polynomial relation (15)
using previous parameters of the radiometric calibration. This
procedure was performed on a series of measurement to con-
sider the possible slight temporal variation of the black body.
The histogram of the temperature difference between the esti-
mated and the black body temperature (ET = |T − ˆT (u, v)|),
TABLE III. Spatial mean and standard deviation of radiometric calibration
parameters for wavelengths λ1 = 1.310 and λ2 = 1.550µm and with a spec-
tral bandwidth of #λ = 50 nm.
Wavelength A2 a0 a1
[nm] x [DL m4 s− 1] [m− 1] [K m− 1]
λ1 = 1310 x˜ 1.89 × 109 6.97 × 105 3.23 × 107
σ x 1.20% 0.24% 2.97%
λ2 = 1550 x˜ 9.68 × 109 6.05 × 105 1.79 × 107
σ x 1.06% 0.20% 3.68%
FIG. 7. Histogram of difference between the estimated temperature and the
black body temperature (ET = |T − ˆT (u, v)|) at 900 ◦C for the filter cen-
tered at wavelength 1.550µm.
is plotted as a function of the black body temperature in
Figure 7.
The mean temperature difference is equal to ˜ET
= 0.99 ◦C with a standard deviation of 5% at wavelength
1.310µm (and, respectively, ˜ET = 0.59 ◦C with a standard
deviation of 8% at wavelength 1.550µm). The temperature
difference with the suggested radiometric model at first or-
der is low for both wavelengths (inferior or equal to 1 ◦C).
It is lower than that recommended in Sec. III D and it would
achieve an uncertainty on true temperature of 4 ◦C at 1000 ◦C.
D. Reflectometric calibration
The reflectometric model relating the reflected signal and
the bidirectional reflectivity is detailed below and its calibra-
tion process and accuracy are also discussed.
1. Reflectometric model
The extended monochromatic optical source emits from
a surface Sa a collimated beam in direction x⃗0. This beam
intercepts the object under study with an apparent surface
dSacosθx0 , and rays are reflected in all directions. The radi-
ance detected by a pixel is relative to the illumination of a
surface element corresponding to each projection of the pix-
els in the object’s plane, written Ex⃗0 . Finally, Eq. (17) relates
the pixel’s signal ¯Icx⃗0,r⃗0R , a strictly monochromatic coefficient
A3 relative to each pixel of the camera, and the bidirectional
reflectivity ρ x⃗0,r⃗0
¯Ic
x⃗0,r⃗0
R (u, v) = A3(u, v) ρ x⃗0,r⃗0 (u, v)Ex⃗0 (u, v). (17)
The reflectometric model is linear with incident illumination
and therefore depends on the intensity of the source and the
angle between the source and the surface normal.
2. Reflectometric calibration process
The thermoreflectometer is then set in front of a diffuse
calibrated standard reflector (Spectralon) with known bidirec-
tional reflectivity, ρ x⃗0,r⃗00 . For wavelengths from 0.9 to 1.7µm,
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FIG. 8. Calibration parameter Kx⃗0,r⃗0R0 for wavelength λ = 1.550µm.
ρ
x⃗0,r⃗0
0 is constant for Spectralon and equal to 0.392 sr− 1 (see
Ref. 20). The reference reflected signal, ¯Icx⃗0,r⃗0R0 , is recorded
for wavelengths 1.310 and 1.550µm and the single cali-
bration parameter Kx⃗0,r⃗0R0 is then deducted by the following
ratio:
K
x⃗0,r⃗0
R0 (u, v) = A3(u, v)Ex⃗0 (u, v) =
ρ
x⃗0,r⃗0
0
¯Ic
x⃗0,r⃗0
R0 (u, v)
. (18)
Figure 8 shows the coefficient Kx⃗0,r⃗0R0 for a laser source
emitting at 1.550µm with a continuous optical power of
20 mW, and with an angle from the surface of about 13◦.
First of all, only a part of the matrix is illuminated, so only
the pixels corresponding to the laser spot are calibrated. The
laser provides a Gaussian power distribution along the direc-
tion perpendicular to the propagation one. The surface is not
illuminated uniformly and the values of Kx⃗0,r⃗0R0 are thus not
uniform along the spot. As Kx⃗0,r⃗0R0 is inversely proportional to
the camera signal, it exhibits an inverse Gaussian shape. This
characteristic is not problematic as long as this trend stays
the same between the calibration step and the measurement
step.
Finally, to analyze the calibration accuracy, the Spec-
tralon plate is again placed in front of the thermoreflectome-
ter. The voltage supplied to the lasers remains the same. From
the field measurement of signals reflected from it, the esti-
mated bidirectional reflectivity ρˆ x⃗0,r⃗0 is inferred by inverting
Eq. (18). Figure 9 displays, on the left, the image of the esti-
mated bidirectional reflectivities, and on the right, a histogram
of the difference between estimated and Spectralon values
(Eρ = (ρ x⃗0,r⃗00 − ρˆ x⃗0,r⃗0 (u, v))), at a wavelength of 1.550µm.
The images of bidirectional reflectivities show a good
uniformity and the mean value corresponds to the Spec-
tralon’s bidirectional reflectivity. The histogram demon-
strates a spatial mean reflectivity difference of ˜Eρ around 0
with a standard deviation of 2.4 × 10− 3 sr− 1 for wavelength
1310 µm (and, respectively, 3.11 × 10− 3 sr− 1 for wavelength
1550 µm). These results comply with Sec. III requirements.
In the next part, the fully calibrated system will be tested
and evaluated on real measurements.
FIG. 9. Image of bidirectional reflectivities (a) and histogram of differences between estimated and real bidirectional reflectivities (b) for λ = 1.550µm.
V. EXPERIMENTS
As shown in Figure 5, two behaviors were highlighted
for the measurement error of true temperature for the materi-
als studied. First, metallic materials exhibit a low emissivity
gradient with the highest expected measurement error. The
sample of Inconel represents the worst case of measurement
because its emissivity decreases slowly with wavelength and
its value is very high. Consequently, its bidirectional reflectiv-
ities are the lowest of all metallic samples. Second, rare earth
oxides show a high spectral emissivity variation with a low
measurement error. The sample selected is erbium oxide be-
cause its emissivity increases with wavelength. This section
is then devoted to the measurement of true temperature fields
for these two representative samples.
A. Experimental setup
As shown in Figure 10, the sample (item 1) is heated on
its rear face by a plate (item 3) and is leaned against it thanks
to two beveled edges (item 2). The plate can reach tempera-
tures up to 850 ◦C. The surface reference temperature is given
by thermocouples welded on the front face or bonded inside
the sample. The thermoreflectometer is located approximately
FIG. 10. Inconel sample instrumentation (item 1 is the measured sample,
item 2 is the two beveled edges, item 3 is the plate used to heat the rear face
of the sample, and the white circle is the ROI).
at a distance of 1 m. The lasers emit with an incident angle of
13◦ with respect to the normal of the sample. Measurements
of radiance temperature and bidirectional reflectivity are car-
ried out at two wavelengths λ1 = 1.31 and λ2 = 1.550µm.
Acquisitions, commands, and processing are performed by a
computer.
B. Results on Inconel sample with low
emissivity gradient
True temperature measurements were carried out on In-
conel sample under air. The oxide layer formed during heating
is assumed to be constant over the time of the measurement.
The sample thickness is 6 mm and its surface is 15 cm2 (see
Figure 10). The sample is heated to a reference temperature of
Tref = 732 ◦C given by the thermocouple inside the sample.
For this experiment, measurement will be carried out on the
area materialized by a white circle on Figure 10, denoted re-
gion of interest (ROI). The images presented are then a zoom
in this ROI.
1. Field measurement of radiance temperature
The first step of the method is the measurement of the
radiance temperature field at two wavelengths in the ROI. The
radiance temperature field at λ2 is shown in Figure 11, on
the left, with a mean spatial value of ˜TR(λ2) = 723 ◦C and a
standard deviation σTR (λ2) = 3 ◦C. As emissivity is uniform
along the sample, these spatial variations are attributed to the
heating non-uniformity.
According to Eq. (3) and the results of Table IV, the val-
ues of radiance temperatures are lower than the reference tem-
perature. Moreover, as shown in Figure 1, Inconel emissiv-
ity decreases with wavelength, so the mean spatial value of
radiance temperature ˜TR is lower at λ1 than at λ2 ( ˜TR(λ1)
> ˜TR(λ2)). This result is highlighted by Figure 11, on the
TABLE IV. Results on Inconel sample heated at 732 ◦C.
x˜(λ1) σ x(λ1) x˜(λ2) σ x(λ2)
x = ρ x⃗0,r⃗0 (sr− 1) 0.029 0.006 0.035 0.008
x = TR(◦C) 726 3 723 3
x = εr⃗0 0.921 0.029 0.910 0.025
FIG. 11. Field measurement of radiance temperatures (a) at λ2 and image of the difference of radiance temperature ﬁelds for both wavelengths (b).
right, which shows the image of the differences between the
radiance temperature measured at λ1 and the one measured
at λ2. Its values are positive for each pixel of the ROI, thus
proving that emissivity decreases with wavelength all along
the surface.
2. Field measurement of bidirectional reﬂectivity
The second step of the thermoreﬂectometry method is to
measure the bidirectional reﬂectivity ﬁeld at two wavelengths.
In agreement with the emissivity values of Inconel (see
Figure 1), Figure 12 demonstrates the low values of bidirec-
tional reﬂectivities which are consistent with the values of
Sec. III (see Table II). Mean spatial values of bidirectional re-
ﬂectivity recorded on the spot laser area are: ρ˜ x0, r0 (λ1) = 2.9
× 10− 2 sr− 1 and ρ˜ x0, r0 (λ2) = 3.5 × 10− 2 sr− 1 (see Table IV).
The standard deviation around these mean reﬂectivity val-
ues at both wavelengths is equal to σρ(λ1) = 6.3 × 10− 3 sr− 1
(resp. σρ(λ2) = 8.2 × 10− 3 sr− 1). This variation of about 25%
is mainly due to the different observation angles for each pix-
els. As shown in Figure 2, bidirectional reﬂectivity depends
on directions (of incidence and observation) of the experimen-
tal conﬁguration. As a consequence, for each pixel’s coordi-
nates, the bidirectional reﬂectivity detected is speciﬁc.
Moreover, the value of reﬂectivity is higher at λ2 than at
λ1 (ρ˜ x0, r0 (λ1) < ρ˜ x0, r0 (λ2)). This behavior is consistent with
the decrease in emissivity with wavelength and it is the same
for all metallic materials.
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FIG. 12. Field measurement of bidirectional reﬂectivities at λ2.
3. Computation of true temperature ﬁelds
Once bidirectional reﬂectivity and radiance temperature
ﬁelds are measured, the third step is to calculate the true tem-
perature and the diffusion factor ﬁelds by solving the sys-
tem introduced in Eq. (11). As shown by Figure 13, the true
temperature ﬁeld, an image of 3277 pixels of the laser spot,
follows the non-uniformity of the sample’s heating, which
is warmer at the top of the sample. The spatial mean value
is centered on ˜T = 734 ◦C and the spatial standard devia-
tion around this mean value is σT = 4 ◦C. This spatial dis-
persion is close to that measured on radiance temperature
σTR (λ2) = 3 ◦C. The spatial mean value is also very close to
the reference temperature (Tref = 732 ◦C).
4. Computation of emissivity ﬁelds
The last step is the computation of the emissivity ﬁeld,
which enables the validation of the method. Indeed, the
method provides the diffusion factor ﬁelds with a spatial mean
values on the spot area of η˜ = 2.76 sr and its associated spa-
tial standard deviation of ση = 1.0 sr. According to Eq. (9),
the spatial variations of the diffusion factor are identical to
that of bidirectional reﬂectivity, so they can reach 25% of the
mean value. Moreover, according to this equation, the value of
the emissivity ﬁeld can be inferred. Their spatial mean values
calculated on the spot area and their spatial standard deviation
around these values are tabulated in Table IV.
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FIG. 13. True temperature ﬁeld of Inconel sample.
FIG. 14. Field measurement of radiance temperatures at λ2 (a) and image of the difference of radiance temperature ﬁelds for both wavelengths (b).
The values calculated are consistent with the values
measured by the spectrometer (see Figure 1). Nevertheless,
emissivities calculated by thermoreﬂectometry at 732 ◦C are
higher than the values measured by the spectrometer at room
temperature of about 0.04. This behavior is consistent with
the typical increase of emissivity with temperature for metals.
Consequently, this last calculation fully validates every step
of the method.
Finally, for materials with a low emissivity gradient such
as Inconel, despite the difﬁcult conditions of reﬂectivity mea-
surement, the thermoreﬂectometry provides an accurate true
temperature ﬁeld with an accuracy on the spatial mean value
of around 2 ◦C.
C. Results on erbium oxide sample with a high
emissivity variation
The performances of thermoreﬂectometry are now ana-
lyzed on a very spectrally selective material: erbium oxide.
The sample is a 3 cm diameter disc with 4mm thickness. It is
heated to a reference temperature of 795 ◦C.
The image of radiance temperature at λ2 is presented
in Figure 14, on the left. Its mean spatial value is ˜TR(λ2)
= 775 ◦C and its associated standard deviation is σTR (λ2)
= 6 ◦C. Like for the Inconel sample, these values testify once
again the non-uniformity of surface temperature, which con-
stitutes the minimum non-uniformity of the ﬁnal true tem-
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FIG. 15. Image of bidirectional reﬂectivity ﬁeld for erbium oxide sample
at λ1.
perature ﬁeld. The mean values of radiance temperatures are
˜TR(λ1) = 644 ◦C for λ1 (respectively, ˜TR(λ2) = 775 ◦C for
λ2). These variations are due to the strong variations in emis-
sivity for erbium oxide at the wavelengths chosen. This phe-
nomenon is emphasized by Figure 14, on the right, which rep-
resents the image of radiance temperature difference between
wavelength λ1 and λ2. Unlike Figure 11, Figure 14 exhibits a
negative and high value of the difference. This means that the
radiance temperature at λ1 is lower than that at λ2 for each
pixel, which is very consistent with the emissivity spectral
variation.
Figure 15 shows the image of bidirectional reﬂectivity
at λ1. The means values are: ρ˜ x0, r0 (λ1) = 2.9 × 10− 1 sr− 1 and
ρ˜ x0, r0 (λ2) = 4.8 × 10− 2 sr− 1. In this case, in agreement with
emissivity behavior, spatial mean reﬂectivity at λ2 is lower
than at λ1.
Figure 16 shows the true temperature of each pixel.
The mean value of true temperature is equal to 793 ◦C,
which is very consistent with the reference temperature
(Tref = 795 ◦C). The spatial standard deviation around this
mean value is σT = 9 ◦C. This variation corresponds to the
non-uniform heating, which is depicted by a pattern with
maximum values on the upper part of the sample.
Finally, despite the large variation in emissivity, the
method provides an accurate estimation of true temperature
as shown in Sec. III. The results of the estimated emissiv-
ity values, tabulated in Table V, are also consistent with those
obtained by spectroscopy (see Figure 1). Finally, for materials
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FIG. 16. True temperature ﬁeld of erbium oxide sample.
TABLE V. Results on erbium oxide sample heated at 795 ◦C.
x˜(λ1) σ x(λ1) x˜(λ2) σ x(λ2)
x = ρ x⃗0,r⃗0 (sr− 1) 0.288 0.036 0.048 0.013
x = TR(◦C) 644 9 775 6
x = εr⃗0 0.185 0.018 0.861 0.043
with a high emissivity gradient, known as a difficult case of
non-contact temperature measurement, the thermoreflectom-
etry method demonstrates its good performances experimen-
tally.
VI. CONCLUSION
In this paper, the method of thermoreflectometry has been
described for non-contact true temperature field measure-
ments on any kind of opaque plane sample and without prior
knowledge of surface emissivity. This capability is achieved
thanks to simultaneous measurements of the sample thermal
signal through the radiance temperature (thermography) and
of its emissivity with an indirect method (reflectometry). The
main interest of the method is to obtain the ratio of emissivi-
ties for two wavelengths by measuring bidirectional reflectivi-
ties in only one direction. This approximation is compensated
by the introduction of an unknown variable called the diffu-
sion factor. The fields of true temperature and diffusion factor
are then computed thanks to the resolution of a bichromatic
system based on the assumption of invariance of the diffusion
factor for these two wavelengths.
Section III demonstrated that, on the one hand, the two
wavelengths have to be as far as possible in the near infrared
spectral band in order to favor the conditioning of the system.
On the other hand, wavelengths have to be as close as pos-
sible so that the diffusion factor is kept constant. This com-
promise is solved by choosing wavelengths λ1 = 1.310 and
λ2 = 1.550µm. In this configuration, the accuracy on true
temperature reaches 10 ◦C at 1000 ◦C if the accuracy on ra-
diance temperature is less than 1.8 ◦C and on bidirectional re-
flectivity less than 0.0038 sr− 1.
The experimental device, presented in Sec. IV, con-
sists of a NIR camera, laser sources, and a spectral selec-
tion enabled by a motorized filter wheel. After a calibration
step, the radiance temperature measurement is performed
with a specific NIR model which leads to an uncertainty of
less than 1 ◦C. The bidirectional reflectivity measurement in-
cludes a linear model involving a mean uncertainty of 3.1
× 10− 3 sr− 1. Uncertainty on the true temperature will then
be less than 8 ◦C, which is compatible with the requirements
expressed.
The results obtained in Sec. V on an Inconel sample,
which represents a case with a very high emissivity, demon-
strated that thermoreflectometry is relevant in determining the
true temperature field with a spatial mean value very close
to the reference temperature (a difference of around 2 ◦C).
The thermoreflectometry was also tested on an erbium ox-
ide sample, which represents a rare earth behavior with very
strong emissivity variations in the near infrared. This mate-
rial is considered as a critical case for any classic quantitative
thermography instrument. However, thermoreflectometry be-
haved correctly and the accuracy was once again very good
with a temperature difference between the surface tempera-
ture provided and the reference temperature of around 2 ◦C
with a time resolution of 200 ms.
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APPENDIX: GLOSSARY
Symbol Name Unit Symbol Name Unit
∩ Solid angle of the hemisphere 2π sr f i⃗0,r⃗,r⃗0 Reflexion indicator
εi⃗0 Directional emissivity I i⃗0,r⃗0 Digital camera signal DL
ηi⃗0,r⃗0 Diffusion factor sr i⃗0, r⃗0 First, second reference
direction
λ Wavelength µm Ki⃗0,r⃗0ref Reflectometric calibration sr− 1 DL− 1
coefficient
ρ i⃗0,∩ Directional hemispheric L0 Black body radiance W sr− 1m− 2 µm− 1
Reflectivity
ρ i⃗0,r⃗0 Bidirectional reflectivity sr− 1 Li⃗0 Directional radiance W sr− 1 m− 2 µm− 1
BRDF i⃗0,r⃗ Bidirectional reflectivity sr− 1 T True temperature K
Distribution function
C1 First Planck constant = 1.19 × 108 Wµm4 m− 2 T i⃗0L Radiance temperature K
C2 Second Planck constant = 1.44 × 104 K µm u, v Pixels coordinates
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