In this paper, we give new singular value inequalities and determinant inequalities including the inverse of A, B and A + B for sectorial matrices. We also give a square of
Introduction and preliminaries
Let M n and M + n denote the set of all n × n matrices and the set of all n × n positive semidefinite matrices with entries in C, respectively. A ≥ 0 means A ∈ M + n . A > 0 also means A ∈ M + n and A is an invertible. For A ∈ M n , the famous Cartesian decomposition of A is presented as
where the matrices ℜA = A+A * 2 and ℑA = A−A * 2i are the real and imaginary parts of A, respectively. The matrix A ∈ M n is called an accretive, if ℜA is a positive definite. Also, The matrix A ∈ M n is called an accretive-dissipative, if both ℜA and ℑA are positive definite. For α ∈ 0, π 2 , define a sector as follows: S α = {z ∈ C : ℜz > 0, |ℑz| ≤ tan α(ℜz)}.
Here, we recall that the numerical range of A ∈ M n is defined by
The matrix A ∈ M n is called sectorial, if whose numerical range is contained in a sector S α .
In other words, W (A) ⊂ S α for some α ∈ 0, π 2 . Clearly, any sectorial matrice is accretive with extra information about the angle α. The sectorial matrix can be regarded as a kind of generalizations of the positive definite matrix, in the sense that a sectorial matrix becomes to a positive definite matrix when α = 0.
In this paper, we study singular value inequalities and determinant inequalities for sectorial matrices. We also study the inequalities for a positive linear and multilinear map.
In the paper [8] , Garg and Aujla obtained the following inequalities, where the symbol s j (X) for j = 1, · · · , n, represents j-th largest singular value of X ∈ M n .
is an operator concave function.
By taking A, B ≥ 0, r = 1 and f (X) = X for X ∈ M n in the inequalities (1.1) and (1.2), we
Before we state our results, we here summarize some lemmas which will be necessary to prove our results in this paper. Lemma 1.1. ( [22, 9] ) For A ∈ M n , we have s j (ℜA) ≤ s j (A). Thus we have, det(ℜA) ≤ | det A| for an accretive matrix A ∈ M n . Lemma 1.2. ( [4, 14] ) Let A ∈ M n be a sectorial matrix. We have s j (A) ≤ sec 2 (α)s j (ℜ(A)).
We also have | det A| ≤ sec n (α) det(ℜA). 
Lemma 1.5. ([13, Lemma 2.9]) For any X ∈ M n and r > 0. Then, |X| ≤ rI n ⇔ X ≤ r ⇔ rI n X X * rI n ≥ 0.
Throughout this paper, we use the famous Kantorovich constant K(r) := (r + 1) 2 4r for r > 0.
See e.g., [7] .
Singular value and determinant inequalities
We firstly review the Tan-Xie inequality for sectorial matrices A, B ∈ M n and v ∈ [0, 1] given in [19, Theorem 2.4] ):
A + vB are the weighted operator harmonic mean, geometric mean and arithmetic mean, respectively.
We also use the symbols !, ♯ and ∇ instead of ! 1/2 , ♯ 1/2 and ∇ 1/2 for simplicty, respectively.
The above double inequality (2.1) can be regarded as a generalization for the operator Young inequality:
From (2.1) we easily find that
by putting v = 1 2 , A −1 := A and B −1 := B. We use the inequality (2.2) to prove the Theorem 2.1. From the process of the proof in [19, Theorem 2.4], we have
On the other hand, by [11, Corollary 3.1], we have
which shows that (2.4) is a refinement of the second inequality of (2.1). From now on, we study some singular value inequalities. By a consequence of (2.1) with Lemma 1.1 and 1.2, we also see the inequalities:
We aim to obtain the singular value inequalities including the inverse of A, B and A + B.
Proof. Since sum of two sectorial matrices and inverse of every sectorial matrix are also sectorial, (A + B) −1 is a sectorial matrix. On the other hand, every sectorial matrix is an accretive. Thus we calculate the following chain of inequalities: is true whenever f is an operator concave function. (The function f (t) = t −1 for t > 0 is not an operator concave.) We also note that we can obtain the inequality (2.5) for the special case
If we put A := A −1 and B := B −1 , then we get (2.5) for α = 0.
The following proposition has already been proven in [17, Eq.(15) ]. We here give its proof for convenience to the readers with a slightly different proof. Proof. Note that A + B is sectorial. By Lemma 1.2, we have s j (A + B) ≤ sec 2 (α)λ j (ℜ(A + B) ).
This means that (see e.g., [4] ) there exists a unitary U such that,
Since a singular value is unitarily invariant, we thus have the follwoing, Next, we study some determinant inequalities in the rest of this section. On the determinant inequality, the following is well known [24, Theorem 7.7.]:
With this, we have the following inequality for sectorial matrices A and B. If A, B ≥ 0, that is, α = 0, then (2.9) becomes (2.8). Also, (2.9) is a reverse of [21, Eq.(13) ].
Of course, (2.9) is trivial for A, B ≥ 0 since cos(α) ≤ 1 for α 0, π 2 . As further inequalities on determinant, we give the following remark. In the second inequality, we used the scalar inequality a∇b ≤ K 2 (h)a!b for 0 < m ≤ a, b ≤ M with h := M/m.
We here aim to obtain the determinant inequalities including the inverse of A, B and A + B
as we shown in Theorem 2.1.
Proof. The following direct calculations imply the results, since (A + B) −1 and A −1 + B −1 are sectorial. 
By putting A := A −1 , B := B −1 above, we have
which is equivalent to the inequality (2.12) for α = 0, taking an absolute value in both sides. which is equivalent to the inequality (2.13) for α = 0, taking an absolute value in both sides.
However, we have to state that the above derivations are true for the case A, B > 0 and would like to emphasize that Theorem 2.2 is valid for sectorial matrices A, B which are more general condition than A, B > 0.
It is quite natural to consider the lower bound. We give a result for this question. Proof. We note that from the scalar inequality 1 + r 2 ≤ K(r) √ r for r > 0, we have 
Matrix inequalities for a positive linear map
In the paper [16] , the authors obtained the following result for two accretive operators A, B on a Hilbert space:
The authors extended the above inequality as follows [18] :
where 0 ≤ v ≤ 1. We show a square of (2.3) in the following. 
Proof. Since 0 < mI ≤ ℜ(A), ℜ(B) ≤ MI. A simple computation shows that
Therefore we have
Thus we obtain the desired result by Lemma 1.4 (iii).
As we stated in the beginning of this section, we have a square of the inequality ( In the following, we present a square for the inequality (3.1). 
Proof. Since 0 < mI n ≤ ℜ(A), ℜ(B) ≤ MI n , we have mI n ≤ ℜ(A)♯ v ℜ(B) ≤ MI n . A simple computation shows that
Therefore we have by (3.5) ). 
that is equivalent with the following inequality: Thus we have (3.9) Φ(ℜ −1 (A))Φ −1 (ℜ(A −1 )) ≤ sec 2 (α) (M + m) 2 4Mm .
(b) For a special case such that A i ≥ 0 (1 ≤ i ≤ k), Φ p (ℜ(A −1 1 ), · · · , ℜ(A −1 k )) ≤ K p (h k )Φ −p (ℜA 1 , · · · , ℜA k ).
for every positive unital multilinear map Φ : M k n → M l and Kantorovich constant K(h) with h = M m . If p > 2, then using a similar method in Theorem 4.1 and using of Lemma 1.4 (ii), we get (4.9) Φ p (ℜ(A −1 1 ), · · · , ℜ(A −1 k )) ≤ K p (h k )Φ −p (ℜA 1 , · · · , ℜA k ).
