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Abstract-Motivated by the application to some degenerate elliptic problems (here, degenerate 
means nonlinear diffusion), we propose a new monotone scheme of iteration which provides the 
existence of a minimal and a maximal solution between a sub-solution and a (greater) super-solution. 
We apply this result to some problems arising from biology. 
1. INTRODUCTION 
Let us consider a problem of the type 
-W(G)) = k(z, v(z)), x E 0, 
V(X) = 0, x E dR, 
(1) 
where fl is a bounded and regular domain in RN, A is the Laplacian operator, 1c, : B + R is 
a strictly increasing and continuous function with $(O) = 0, and k: is a real function defined on 
a x R. Problems of the form (1) arise in different applications such as population dynamics and 
population genetics (see [l-3]). Of special interest is the case where $J(v) = wm (m 2 1) for v 2 0 
(if m = 1, we say that (1) is of nondegenerate type, and of degenerate type if m > 1). Also, the 
case where Ic may not be continuous with respect to x seems of interest. 
If one does the variable change u = g(v), (1) becomes 
-Au(x) = h(x, U(X)), x E at, 
U(X) = 0, 2 E Xl, 
(2) 
where h(x, u) = Ic(x, $-l(u)), V(x, U) E n x q(R). N ow, if we want to apply the usual method of 
sub-solutions and super-solutions to problem (2) (see [2,4]), the problem is that the function h 
does not satisfy, in general, the conditions of that method; this may be due, essentially, to two 
causes: the function h is not “regular” in x, or the regularity respect to u is not sufficient to 
apply the method. 
Motivated by the previous considerations, we present a new monotone iterative scheme (see 
Theorem 1) which provides a minimal and a maximal solution between a sub-solution and a 
(greater) super-solution of (2), and we show some applications of our result to problems of the 
type (1). These aplications show how our method allows in some situations to obtain better 
results than others obtained by previous authors. Basically, our conditions on h are that h(-, u) 
must belong to Loo(a) for fixed U, and, with respect to u, h is continuous and of bounded 
variation. The most related result we know in the literature is in [5], but our proof of existence 
of solutions of (2) is much more simple. Moreover, our method has the advantage that it may be 
generalized to systems of equations. This will be done elsewhere [6]. Some other related results 
may be seen in [7,8]. 
We thank J. Hernandez for several helpful comments about this type of problems. 
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2. MAIN RESULTS 
Let us consider problem (2). The following hypotheses will be assumed throughout the paper. 
(Hl) h : w x W + IR is continuous with respect to the second variable, and h(.,u(.)) E Lm(0), 
vu E LOO(R). 
(H2) 3g : R + R a continuous and increasing function such that the map s H h(x, s) + g(s) is 
increasing for almost every 2 E G. 
DEFINITION. A function u E H’(R) n L”(Q) is said to be a sub-solution of problem (2) if it 
verifies 
In the same way, a function 7i E H’(O) n Lw(il) is said to be a super-solution of problem (2) if 
it verifies 
THEOREM 1. Let us suppose that I&, E E HI(n) n Loo(f2), respectively, sub-solution and 
super-solution of problem (2), with ~(2) I E(z), a.e., in n. Then there exists a minimal (and, 
respectively, a maximal) weak solution, u* (resp., u*), for problem (2) verifying u(z) 5 u*(z) 5 
u(z) 5 u*(z) 5 n(z), a.e., in a’, for every weak solution u ofproblem (2) such that ~(2) 6: U(X) 5 
G(z), a.e., in a. Moreover, u*, u* E Cl@ (w), Vcy E (0,l). 
OUTLINE OF THE PROOF. First of all, it will be useful to announce the following Maximum 
Principle whose proof is standard. 
LEMMA 2. (Maximum Principle). Let ~1, u2 E H1 (52) n L* (R) such that 
JnVzlzV~+Jns(uz)~~snVulV9+Jng(ul)i, WW#), $10, 
and, moreover, 212 5 u1 on dR. 
Then u2(x) 5 ul(x), a.e., in n. 
Now, fixing p > N, for every f E LP(0), uf is to be the unique bounded weak solution of the 
nonlinear boundary value problem 
-Au(x) + dutx)> = f(x), 2 E a, 
u(x) = 0, x E an. 
Then the operator T : P(R) + LOO(R) defined by Tf = uf is compact and increasing (i.e., 
T is continuous, taking bounded sets into relatively compact sets, and if f, g E Lp(R) with 
f(z) I g(s), a.e., in n, then (Tf)(x) 5 (Tg)(x), a.e., in a). One can find a proof of this 
assertion in [9]. 
Now, let us consider D = {w E LOO(R) : a(x) 5 u(x) 5 Z(x), a.e., in n}, which is a convex, 
closed and bounded set in L”(R). It is clear from (Hl), (H2) that the operator S : D + P(R) 
defined by SW = h(.,v(e)) + g(v(.)) E LW(0) C P(R), Vv E D, is increasing, and so, we 
know that S(D) is bounded in LP(R). Moreover, using the Lebesgue’s Dominated Convergence 
Theorem, one can prove that S is continuous. By composing the operators S and T, we can now 
consider the compact and increasing operator F : D -+ Lm(R) defined by F = TO S, i.e., for a 
function u E D, Fv is the unique bounded weak solution of the boundary value problem 
-Au(x) + dutx)) = W,4x)) + g(O)), x E R, 
u(x) = 0, x E aa. 
‘A function 2) E H’(R) is said to be less than or equal to 20 E H’(R) on X2 when max{O,v -w} E Hi(R). 
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Finally, by using Lemma 2 and the fact that 11 and E are, respectively, sub-solution and super- 
solution of problem (2), we conclude that F is an increasing and compact operator taking D into 
D. By standard reasoning, we can prove that the sequences (21,) and {un) defined by 
uo = 14, un+l = J%, 
210 =ij 7 un+l = Fun 
are convergent, respectively, to U* and ‘(I*, the minimal and the maximal solution between 21 
and?i. 
The regularity of u* and u* follows by a simple bootstrap argument. I 
REMARK. Note that h only needs to be defined in n x 
[ 
ess inf ~(z),esssup’ii(z) 
SEE- 
, and the 
&i I 
function s I+ g(s) + h(z, s) only needs to be increasing while s E [u(z), E(z)]. 
Now, let us consider (1). In the following, we assume: 
(K) Function k verifies hypotheses (Hl), (H2). 
DEFINITION. A solution ofproblem (1) is a function v such that $(v) E Hi (fl)rlL= (0) satisfying 
J, WW’V=~k(x44, vf#I E I@(R). 
A sub-solution of problem (1) is a function 2 such that $J(v) E H’(R) rl Lm(R) satisfying 
A similar definition is valid for a super-solution 8. 
THEOREM 3. Let us suppose that 3~, 8, respectively, s&solution and super-solution of prob 
Jem (l), with g(x) 5 O(Z), a.e., in n. Then there exists a minimal (and, respectively, a maximal) 
solution, V* (resp., 2r*), for (1) verifyingv(x) 5 ~(2) < u(x) I w*(z) 5 8(x), a.e., inn, for every 
solution u of (1) such that v(z) 5 V(X) <8(x), a.e., in a. 
OUTLINE OF THE PROOF. Defining h(z, U) = k(x, $-l(u)), V(X,U) E fi x $(W), we obtain a new 
semilinear elliptic problem similar to (2), such that u E Hi(R) n Loo(a) is a solution of (2) if, 
and only if, $-l(u) is a solution of (1). It is clear that 14 = $@) and E = $@) are, respectively, 
sub-solution and super-solution for, problem (2), and hypotheses (Hl), (H2) hold now for (2) 
(consider 5 : q!@) + W defined as g(s) = 9($-l(s)), Vs E $@)). So, we can apply Theorem 1 
to obtain ur and u*, respectively, minimal and maximal solution of (2) between 21 and E. The 
proof concludes considering 2r, = $-l(u,), and u* = $-‘(u*). I 
3. APPLICATIONS 
Now we are going to apply the previous results to some problems arising from biology. 
We search the existence of nonnegative and nontrivial solutions for the elliptic equation 
-Au”(x) = v(x)k(x, v(x)), 2 E R, 
v(x) = 0, x E aR, 
(3) 
where m > 1 and k verifies hypotheses (Hl), (H2). Problems of type (3) appear in [1,3,8], and 
they are related to population dynamics or population genetics. 
THEOREM 4. Let us suppose that 3c > 0 : k(x,c) 5 0, a.e., in a. Then, a sufficient condition 
for (3) to have a nonnegative and nontriviaJ solution is: 
(a) XI (a, -k(.,O)) c 0,2 if m = 1. 
(b) 3x0 E 0, r, E, b > 0 : k(x,s) 1 E, a.e., for x E B(xo;r) c R, Vs E (0,6], if m > 1. 
2For q E LW(n), we denote by Xl(R,q) the principal eigenvalue of the operator -A + q, with homogeneous 
Dirichlet boundary conditions in $2. It is known that the associated eigenfunction, 41 (Q, q) can be chosen positive 
and with II&(R,q)ll~~cn) = 1. In the case q = 0, we shall note xl(n) and @l(n). 
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PROOF. The nondegenerate case (m = 1) has been treated in [lo] when k is continuous. One 
may apply similar ideas to see that the result is also true in the present case. In fact, take 
E z c > 0 and g= ~&(a, -k(., 0)), with 7 sufficiently small, and apply Theorem 1. 
If m > 1, it is clear that the right side of (3) verifies the hypotheses (Hl), (H2), so we only 
have to find a (nonnegative and nontrivial) sub-solution and a (greater) super-solution. Trivially, 
?i s c > 0 is a super-solution for (3). 
Also, observe that, by condition (b), 
3y > 0 (y 5 c) : VO < s 5 y, Xi (B(ze; r)) sm i sk(x, s), vx E B(xo;r) c i-2. 
Take 
As 0 5 v(x) 5 y, Vx E a, we obtain 
x1 (B(zo; r)) v (zY 5 v(x) &,v(z)), Vx E ai. 
Then, V$ E Hi (a), q5 10, 
J 
vv”vq5=~” 
I 
v $1 (B(xo; r))V4J 
n wm;r) 
L 
J 
zk(x,d4 = 
B(=o;r) I vk(x,v)+ n 
So, I! is a (nonnegative and nontrivial) sub-solution of (3). As 0 < g(x) 5 y 5 c E v(x), VX E a, 
the proof concludes applying Theorem 3. I 
REMARKS AND RELATED RESULTS. 
If k is continuous, condition (b) is more general than (a) (note that (b) is then equivalent 
to the existence of xc E 0 such that k(xo,O) > 0). However, in general, one can improve 
neither (a) for the case m = 1, nor (b) for the case m > 1. In fact, if k is, moreover, 
decreasing with respect to 21, hypotheses (a) and (b) are, respectively, necessary to have 
existence of nonnegative and nontrivial solutions of (3) for the cases m = 1 and m > 1. 
Trivially, in the degenerate model (m > l), the result is the same if we change urn by G(U), 
where 1c, : [0, +co) -+ IR is a continuous and strictly increasing function, differentiable at 0, 
with $(O) = G’(O) = 0. 
The degenerate case has been treated previously by Pozio and Tesei [3]. In that paper, 
the authors assume that k is Holder continuous with respect to x and that the mapping 
21 H vk(x, w) is locally Lipschitz continuous in [0, +oo) uniformly in x E R. They use 
parabolic methods to prove a result which is similar to part (b) of the previous theorem. 
It is clear that our theorem allows one to study more general situations. 
The existence of positive solutions for (3) has been studied by Leung and Fan [8] for the 
particular case -Aw(x) = ~(x)(a(x) - h(x)), b > 0, a E LOO(R), and Dirichlet boundary 
conditions. In that paper, the sufficient condition to obtain nonnegative and nontrivial 
solutions is 
(a’) There exists a regular subdomain OS c Cl such that a(z) > X,(52,), a.e., for z E R,. 
Clearly, (a’) + (a). To see that (a) + (a’), consider the following example: take a regular 
subdomain Qi c Cl, RI # Cl and 
u(x) = 
hv-h>, if x E 01, 
-1, ifxER\Ri. 
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Then (a’) is not verified, whereas (a) is satisfied. Observe that function a is negative in 
a\%. 
5. In [3], Brown and Hess treated, besides other problems different from (3), the nonde- 
generate case where the function k is of a particular form, i.e., k(z,v) = g(z)f(v), with 
continuous functions g and f, f(0) > 0, f(c) = 0 f or a certain c > 0, and g changes sign 
on n. By using the fixed point index, they obtained the same sufficient condition as in 
the case (a) of the previous theorem. They did not treat the degenerate case. In this 
particular csse, condition (b) becomes: 
(b’) There exists zo E R such that g(zo) > 0. 
6. Results about uniqueness can be found in [2,3,11]. 
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