An international key comparison of 177 
Introduction
There has been increasing interest during the past 10 years in the use of 177 Lu for radionuclide-based radiotherapy for certain types of cancers. Accurate administrations of drugs using this radionuclide require accurate standards against which instrumentation used in the clinics and radiopharmacies can be calibrated. Several new 177 Lu-based radiotherapy drugs are being investigated worldwide, which will cause an even greater need for such standards.
Lutetium-177 decays with three primary  branches (E max = 176 keV, 385 keV, and 498 keV) and has two reasonably strong -rays at 113 keV and 208 keV, making it suitable for analysis using a variety of techniques, including coincidence counting.
To date, the only previous comparison of 177 Lu that has been carried out was a bilateral comparison conducted between the NIST and the PTB in 2000. In this case, both laboratories were able to submit ampoules to the SIR and report activity values based on liquid scintillation counting using the CIEMAT/NIST efficiency tracing method. The results indicated a difference of about 1.4 % in the SIR equivalent activity (see report of the BIPM-RI(II)-K1.Lu-177 comparison [1] ). The short half-life of the 177 Lu did not allow for follow-up studies to be performed.
Since 2000, several more NMIs have standardized this radionuclide. In order to establish a link between primary standards of -emitters in the NMIs and the SIR, as well as to provide a means for laboratories to substantiate Calibration and Measurement Capability claims for -emitting nuclides, a key comparison of 177 Lu was proposed in 2008. This proposal was initiated as an action item arising from a meeting of the Life Sciences Working Group (LSWG) of the International Committee on Radionuclide Metrology (ICRM), held in January 2007.
Organization of the comparison
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The participating laboratories of the comparison are listed in Table 1 . As noted in the table, the Instituto de Pesquisas Energéticas e Nucleares/ Comissão Nacional de Energia Nuclear (IPEN-CNEN) is not the designated radioactivity metrology institute for its country, but it submitted a value that was combined with data from the Laboratório Nacional de Metrologia das Radiações Ionizantes, Instituto de Radioproteção e Dosimetria (LNMRI-IRD) to arrive at a final submitted value from LNMRI-IRD (which is the designated institute for radioactivity in Brazil). Where appropriate, the final values from each institute are given separately, although only the combined value will appear in the Key Comparison Database (KCDB). According to the protocol, the participants were to report the activity concentration (in Bq·g -1 ) as of the reference time of 12:00 UTC 1 May 2009. Corrections for radioactive decay to the reference time were to be carried out using a half-life of 6.647(4) d [2] .
Results and Discussion
Proposed Comparison Reference Value (CRV)
The results of each laboratory's measurements of the 177 Lu solution at the reference time are summarized in Table 2 and Fig. 1 . The uncertainties in both Table 2 and Fig. 1 are combined standard uncertainties as reported by each of the participants. Uncertainty budgets for all submitted results are given in Tables 3 to 14. The value submitted for the LNMRI-IRD was originally calculated by that laboratory as being the median of six values: three coincidence measurements from LNMRI-IRD (using two different energy windows and two different extrapolation methods), two anticoincidence measurements from LNMRI-IRD (using two different energy windows), and one coincidence measurement from IPEN-CNEN. Following the advice of the Key Comparison Working Group (KCWG) of the CCRI(II), the Pilot Laboratory has combined the results from the same technique into a single value for each technique from each of the two institutions. This now gives three results as follows: two values from LNMRI-IRD (one each for coincidence and anticoincidence counting) and one for IPEN-CNEN. These are the values given in Table 2 . The final submitted value for the KCDB, however, was not recalculated and remains the same as that submitted by LNMRI-IRD.
From a visual inspection of the data, no single data point appears to be an outlier. However, using the weighted mean of 3.286(3) MBq•g -1 for the entire data set (n = 11) as a starting point, a Birge ratio of 1.56 was calculated, indicating that the data set is most likely inconsistent. Applying a "normalized error test with a test value of four" 1 to the data set using an unweighted mean of 3.299(33) MBq•g -1 as the CRV indicated that only ANSTO could be considered to be out of norm with a score value 3/24 of 4.18, while a "modified normalized error test with a test value of 2.5" indicated that only IFIN-HH is an outlier candidate with a score value of 2.58. These two laboratories were contacted and given an opportunity to review their submissions for possible errors before the results were announced and both responded that none were found.
The fact that a single test could not reveal that any one particular data point was an outlier prompted the use of a technique that uses all the data in the set to calculate the CRV. The method that was chosen was that of Vangel and Ruhkin [3, 4] . In this approach, the measurement uncertainties reported by the laboratories are assumed to include an additional component of variance that is typically unrevealed, but that reflects inter-operator and inter-laboratory effects. In the Vangel-Ruhkin approach, the magnitude of the additional effect is quantified by maximum likelihood analysis. Using software developed by the NIST Statistical Engineering Division [5], a CRV of 3.288(5) MBq•g -1 was calculated, where the quoted uncertainty corresponds to a standard (k =1) uncertainty interval.
A more detailed discussion of the results can be found in Zimmerman et al. [6] .
Impurity analyses
Analyses for possible radionuclidic impurities were carried out by all the laboratories, with most of the results having been obtained using calibrated high-purity germanium photon detectors. The ratios of activities of the identified impurities to the 177 Lu activity at the reference time are given in Table 15 .
Degrees of equivalence
The degree of equivalence of each laboratory i with respect to the reference value is given by a pair of terms both expressed in the same units: the difference, D i ,and U i , its expanded uncertainty (k = 2). These quantities are expressed as: (1) where x i and x ref are each participant's result and the CRV, respectively. The uncertainty on D i is given by [7] :
where u ref is the standard uncertainty on the reference value given by
(∑ )
u i is the combined standard uncertainty as reported by each laboratory, and w i are the normalized weighting factors given by 4/24
The u b term in (3) refers to the inter-laboratory component of variability, which was calculated to have a magnitude of 0.31 % relative to the consensus mean value.
The preliminary degrees of equivalence for participants in the comparison are presented graphically in Figure 2 and numerically in Table 17 . Final degrees of equivalence, as well as the final Key Comparison Reference Value (KCRV) will be calculated using measurements made in the International Reference System (SIR).
From the data in Table 16 , it can be seen that the values of D i range from -0.0235 MBq·g -1 to 0.0981MBq·g -1 , which on a percentage basis corresponds to -0.71% to 3.0 % of the CRV. Most of the submitted values, however, fall within 0.6 % of the CRV.
Conclusion
An international key comparison of 177 Lu has been carried out successfully. Although initial tests indicated that the data were not consistent, no single laboratory was identified as being an outlier, prompting the use of a method that allowed for all the data from the participating laboratories to be included in the calculation of the CRV. Using the calculated CRV, it is demonstrated that most respondents reported values within 0.6 % of the CRV. The uncertainties, u i , are the combined standard (k = 1) uncertainties as reported by each participant. In cases in which more than one value was submitted, the one to be entered into the KCDB is given in parenthesis. The acronyms used to describe the assay methods used conform to those used in the KCDB [8] . 
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