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For a thin ferromagnetic film with the Dzyaloshinskii-Moriya interaction (DMI), we derive an
expression of the extrinsic ferromagnetic resonance (FMR) linewidth in a quantum mechanical way,
taking into account scatterings from structural inhomogeneity. In the presence of the DMI, the
magnon dispersion exhibits rich resonant states, especially in small external magnetic fields and
strong DMI strength. It is found that the FMR linewidth shows several characteristic features such
as a finite linewidth at zero frequency and peaks in the low frequency range.
I. INTRODUCTION
Magnetic damping1–7, which is parameterized by the
Gilbert damping constant α, describes the energy dissi-
pation rate of magnetization dynamics and determines
the performance of magnetic devices including magnetic
random access memories and magnetic sensors8–11. The
ferromagnetic resonance (FMR) provides a way to mea-
sure the damping α from the FMR linewidth12–16. A
widely adopted method for the estimation of α is to mea-
sure the frequency-dependent change in the linewidth,
assuming that the only intrinsic damping contribution
is proportional to the frequency. However, this method
is not always straightforward as the measured linewidth
includes not only intrinsic damping contribution but
also extrinsic contributions originating from inhomogene-
ity of the sample. Especially, the contribution of two-
magnon scattering17–25 to the linewidth also depends on
the frequency, demanding a detailed understanding of the
frequency-dependent linewidth of two-magnon scattering
origin21,25.
Recently, there has been much interest in the spin-orbit
coupling effect for a thin ferromagnetic layer in contact
with a heavy metal layer because it permits the con-
trol and manipulation of electronic spin degree of free-
dom26–39. In the presence of spin-orbit interaction com-
bined with inversion symmetry breaking, the antisym-
metric exchange interaction, known as Dzyaloshinskii-
Moriya interaction (DMI), emerges40,41 in addition to
the symmetric exchange interaction responsible for fer-
romagnetism. The DMI affects equilibrium spin textures
by stabilizing chiral orders such as spin spirals, chiral
domain walls, and magnetic skyrmions42–60 because the
DMI energetically favors an orthogonal configuration of
two neighboring spins with a fixed rotating sense. The
DMI also affects spin wave properties by differentiating
the right- and left-moving spin waves because of their
different chirality61–72. In this respect, it is important
to investigate the contribution of DMI inhomogeneity to
the extrinsic broadening of FMR linewidth through two-
magnon scattering process.
In this work, we theoretically investigate the FMR
linewidth of a thin ferromagnetic layer with DMI in a
quantum mechanical way. A two-magnon model is used
to describe an extrinsic source for the FMR linewidth,
taking into account scatterings caused by structural in-
homogeneities. The inhomogeneity may arise from a
wide variety of microstructural origins. Here, we consider
atomic-sized structural imperfections and associated fluc-
tuation of DMI strength in space.
II. CALCULATIONAL MODEL
We consider a thin ferromagnetic film with the thick-
ness d as illustrated in Fig. 1. We chose the film surface
parallel to the zx plane and the y-axis normal to the sur-
face. An external magnetic field Hext is applied in the yz
plane with an angle θH from the z-axis. Then, the equi-
librium magnetization is also in that plane with a tilt
angle θM , determined by the competition of magnetic
energies.
We assume that the magnetization spatially varies in
the zx-plane while it is uniform in the y-direction due to
the small thickness. Thus, we describe magnon modes
with a wave vector, k = k(cosφkeˆz + sinφkeˆx) with a
wave vector modulus, k. In this case, a demagnetization
factor of the system is given by Nd = (1− e−kd)/kd [73].
We also make use of the xˆ1,2,3 coordinate system. As
shown in Fig. 1, the xˆ3 axis is coincided with the equilib-
rium magnetization direction while the xˆ2 axis is directed
to the negative x-axis. Thus, H1(k) = cos θMH
y
ext(k)
and H2(k) = −Hxext(k).
To be specific, the Hamiltonian H0 consists of the de-
magnetization, exchange, anisotropy, and Zeeman ener-
gies; H0 = Hdemag + Hex + HA + HZ. In a second-
quantized form, H0 is summarized as20,22,75
H0 =
∑
k

 ∑
κκ′=1,2
mκ(−k)ǫκκ′(k)mκ′ (k)
−
√
2~γMS
∑
κ=1,2
mκ(k)µ0Hκ(−k)
]
, (1)
2where
ǫ11 = ǫ
0
11+ǫM(sin
2 θM cos
2 φk−cos 2θM )+ǫexk2d2,
ǫ22 = ǫ
0
22+ǫM(sin
2 φk+sin
2 θM )+ǫexk
2d2,
ǫ12 = ǫM sinφk cosφk sin θM+iǫDMkd sinφk cos θM ,
ǫ21 = ǫ
∗
12. (2)
Here, we define ǫM = ~γµ0MS(1−Nd) with the saturation
magnetization MS and the gyromagnetic ratio γ, ǫex =
2~γA/MSd
2 with the exchange stiffness constant A, and
ǫDM = 4~γD/MSd with the DMI strength D. ǫ
0
11 and ǫ
0
22
are k-independent terms and originate from both Zeeman
and surface anisotropy energies with an anisotropy field
HS ;
ǫ011 = ~γµ0 [H3 + (MS+HS) cos 2θM ] , (3)
ǫ022 = ~γµ0
[
H3 − (MS+HS) sin2 θM
]
. (4)
where H3 = Hext cos(θH−θM ) is the xˆ3-component of
magnetic field Hext. By requiring the Mx = 0 in equi-
librium, the magnetization angle θM is determined by
2Hext sin(θH−θM ) = (HS+MS) sin 2θM for a given mag-
netic field.
We express transverse components of the magnetiza-
tion, M1,2 =
√
2~γMSm1,2 with bosonic annihilation
and creation operators approximated from the Holstein-
Primakoff setup74;
m1(k) =
1
2
(
ck + c
†
−k
)
, (5)
m2(k) =
1
2i
(
ck − c†−k
)
, (6)
satisfying usual bosonic commutation relations of
[ck, ck] = 0, [c
†
k, c
†
k] = 0, and [ck, c
†
k] = δk,k′.
Eigenenergy of magnon modes can be obtained by the
Bogoliubov transformation of the Hamiltonian H0. In
terms of ǫκκ′ , the eigenenergy at a k point is given by,
ǫ(k) = Im[ǫ12(k)] +
√
ǫ11(k)ǫ22(k)− Re[ǫ12(k)]2. (7)
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FIG. 1. (color online) Schematic representation of a ferromag-
netic thin film. We choose a coordinate system for applied
magnetic field and equilibrium magnetization to be in the yz-
plane. A local coordinate system xˆ1,2,3 is shown, where the
xˆ3 axis is coincide to the equilibrium magnetization direction.
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FIG. 2. (color online) Magnon dispersion of a ferromagnetic
thin film in the presence of DMI (D = 1.5mJ/m2) is plotted
for various k directions (upper panel). Equi-energy lines at a
fixed energy equal to ǫ(k=0) are plotted in the (kz, kx) plane
for several DMI strengths (lower panel). Used parameters are
d = 5nm, A = 1.3 × 10−11J/m, µ0MS = 1.0 T, µ0HS =
−0.5T, and µ0Hext = 1.0 T with θH = 0.
For two-magnon scattering of FMR experiment, we fo-
cus on the energy ǫ(k = 0) =
√
ǫ011ǫ
0
22 and its resonant
states, namely a set of states at k 6= 0 with the same
energy. We plot the dispersion of the system at various
DMI strengths in the upper panel of Fig. 2. In the fig-
ure, we display those resonant states with solid circles,
satisfying the relation of ǫ(k) =
√
ǫ011ǫ
0
22. We find that
the calculated dispersion is different from the DMI-free
case mainly in two points; the resonant state with the the
largest |k| occurs around the angle φk = −π/2 (in the
case of D < 0, φk = π/2) and moreover, its value of kd is
not small, but can be comparable to one. In the absence
of DMI, resonant states are determined from the compe-
tition between exchange and demagnetization energies.
In this case, the resonant state with the largest k occurs
at φk = 0. In the presence of DMI, on the other hand, an
additional decreasing energy is incorporated in the region
of k sinφk<0 through ǫ12(k) of Eq. (2). Consequently, as
k increases, this energy competes with an increasing part
(i.e., the exchange energy) and eventually, the largest-k
resonant state is formed around φk = −π/2.
In order to show the tendency clearly, we plot the evo-
lution of resonant states in the lower panel of Fig. 2 for
several DMI strengths. In a DMI-free case (D = 0), one
finds two lobes having the largest distances at φk = 0
and π, respectively. As we increase DMI strength, the
two lobes become one at a certain DMI energy (say ǫ0DM)
3by creating a resonant state at φk = −π/2. Eventually,
for a sufficiently strong DMI, the resonant state with the
largest k appears at φk = −π/2.
According to the two-magnon theory, inhomogeneities
allow a magnon mode at k = 0 to scatter into modes
with finite wave vectors and couple these modes with
different wave vectors. To describe this coupling, we add
a perturbation term into the Hamiltonian as, H = H0 +
Hpertub;
Hpertub =
∑
k,k′
∑
κ,κ′=1,2
mκ(−k)Uk,k
′
κκ′ mκ′(k
′). (8)
In general, the potential Uk,k
′
κκ′ is not diagonal in the k-
space and thus causes a coupling between different k-
states. The perturbation potential from inhomogeneities
is zero in average, but it provides appropriate momentum
and energy for magnon energy levels to be shifted and
broaden.
In this work, we focus on DMI-induced perturbations.
Inferring from the imaginary part of ǫ12(k) in Eq. (2) rel-
evant to the DMI, we consider two feasible mechanisms as
perturbation sources. One is a random spatial variation
of the parameter D while the other is an abrupt change
of the magnetization vectors, for example, at edges of ter-
race on sample surfaces, near magnetic and non-magnetic
impurities, etc. If structural defects whose characteristic
size is larger or equal to the film thickness d, the magneti-
zation will be slowly varying and the former is dominant
for the fluctuation, whereas, in a scale much less than
d, the latter is dominant. In both cases, the fluctuation
potential is modeled as,
Uk,k
′
11 = U
k,k′
22 = 0,
Uk,k
′
12 = −Uk
′,k
21 =
∑
j
e−i(k−k
′)·RjUa(k,k′), (9)
where Rj is a random position vector of impurity (local-
ized inhomogeneity). By defining λc as a characteristic
length scale of the impurity, we model its localized po-
tential with Fourier components of (see Appendix A for
details),
Ua(k,k′)=ǫDMfR(k−k′)cos θMW(k,k′), (10)
whereW(k,k′) = i(k′x+kx)d/2 for λc & d, whereasW =
d/λc for λc ≪ d. Here, fR(k) is a form factor of the local-
ized potential; for example, fR(k) = e
−k2λ2impπλ2imp/L
2
if we assume Gaussian shapes with an impurity size λimp
distributed in the (L× L× d)-sized ferromagnetic film.
III. SUSCEPTIBILITY
We shall calculate FMR linewidth by examining the
susceptibility of the system. According to equation of
motion for m1,2(k, t), the susceptibility for an external
field with wave-number k′ and time-varying eiωt is given
by, (
χ12 χ11
χ22 χ21
)
(k,k′;ω) = [G−1δk,k′ − V ]−1, (11)
where
G(k;ω) = ~γMS
( −i~ω + ǫ21(k) ǫ22(k)
ǫ11(k) i~ω + ǫ12(k)
)−1
,
V(k,k′) = − 1
~γMS
(
V21(k,k
′) V22(k,k
′)
V11(k,k
′) V12(k,k
′)
)
(12)
with Vκκ′(k,k
′) = (Uk,k
′
κκ′ + U
−k′,−k
κ′κ )/2.
A. Average over impurities
In order to average the susceptibility over an ensemble
of impurity, we expand the susceptibility with perturba-
tion potential V ;(
χ12 χ11
χ22 χ21
)
= G + G 〈V〉imp G + G 〈VGV〉imp G + · · ·
= [G−1δk,k′ − C]−1. (13)
where 〈. . . 〉imp denotes an average over impurity and usu-
ally, 〈V〉imp = 0 due to the randomness of V . We ap-
proximate a self-energy as C = 〈VGV〉imp by neglecting
crossing terms. Because the fluctuating potential is con-
tributed from randomly located sites at {Rj} and thus
Vκκ′(k,k
′) =
∑
j V
a
κκ′(k,k
′)e−i(k−k
′)·Rj , we arrive at the
self-energy of
C(k,k′;ω) = δk,k′ 1
~γMS
(
Σ21 Σ22
Σ11 Σ12
)
(k;ω) (14)
where(
Σ21 Σ22
Σ11 Σ12
)
(k;ω) =
Nimp
~γMs
∑
k1
(
V a21 V
a
22
V a11 V
a
12
)
(k,k1)
G(k1;ω)
(
V a21 V
a
22
V a11 V
a
12
)
(k1,k) (15)
with the number of impurities Nimp. We note that the
self-energy of C(k,k′;ω) is now diagonal over the k-
space, meaning that a translation symmetry is recovered
through the impurity average. Finally, the susceptibility
is given as,(
χ12 χ11
χ22 χ21
)
(k,k′;ω) = ~γMS( −i~ω+ ǫ˜21 ǫ˜22
ǫ˜11 i~ω+ ǫ˜12
)−1
δk,k′ (16)
with renormalized energy components of ǫ˜κκ′(k, ω) =
ǫκκ′(k)− Σκκ′(k;ω).
4B. Linewidths
Now we focus on the longitudinal susceptibility along
the x-direction, χxx = χ22, from Eq. (16);
χxx(k,k;ω) =
~γMSǫ˜11
[i~ω− ǫ˜21][i~ω+ ǫ˜12] + ǫ˜11ǫ˜22 . (17)
In the absence of DMI, this result is consistent with that
in Ref. [25]. At this stage, we insert the intrinsic damping
contribution by adding i~ωα to ǫ11(k) and ǫ22(k). In
FMR experiments, since the frequency ω is fixed to ωFMR
and the dc field Hext is swept, a linewidth of the FMR
resonance is equal to Lorentzian broadening of Eq. (17)
at k = 0. A straightforward calculation leads to the
linewidth of,
~γµ0 cos(θM−θH)∆Hext = α~ωFMR
+
Im[ǫ011Σ22(k, ω)+ǫ
0
22Σ11(k, ω)]
k=0
ω=ωFMR
(ǫ011+ǫ
0
22)
. (18)
Using the perturbation potential of Eq. (10), this result
can be summarized as
~γµ0∆Hext =
α
cos(θM−θH)~ωFMR + ~γµ0∆H
(2), (19)
where ∆H(2) stands for the extrinsic contribution from
the two-magnon scattering. Detailed forms of those
quantities depend on the model of perturbation poten-
tial. For instance, in the case of Eq. (10), the extrinsic
contribution is given by,
~γµ0∆H
(2) =
(
Nimp
L2
(πλ2imp)
2
λ2c
ǫ2DM
ǫex
cos2 θM
)
Γ(ω).
(20)
Here, the amplitude (the part enclosed by the parenthe-
sis) depends on the model of scattering potential and a
dimensionless function Γ(ω) is determined purely by the
magnon dispersion and a cut-off function through,
Γ(ω) =
1
cos(θM−θH)
ǫex
(ǫ022+ǫ
0
11)
d2
L2
Im
∑
k
fc(k)
ǫ011ǫ11(k) + ǫ
0
22ǫ22(k)
[i~ω−ǫ21(k)][i~ω+ǫ12(k)] + ǫ11(k)ǫ22(k) , (21)
where fc(k) = e
−k2λ2imp(kλc)
2 for a large-sized impu-
rity model (λc & d) and fc(k) = e
−k2λ2imp for a small-
sized case (λc ≪ d). Other scattering models, such as
anisotropy-induced scattering potential by surface rough-
ness, can be reproduced by simply replacing fc(k) = 1,
but with the modified amplitude that includes detailed
form-factors of impurity21. In calculating the function
Γ(ω), the summation over k is mainly contributed by
those k-points where the denominator, [i~ω−ǫ21(k)][i~ω+
ǫ12(k)] + ǫ11(k)ǫ22(k), approaches zero. These k-points
correspond to the resonant states discussed in the previ-
ous section. Hence, the total number of resonant state is
important in determining Γ(ω) and eventually the FMR
linewidth.
IV. RESULTS AND DISCUSSION
Now we proceed to study behavior of the linewidth
by varying the DMI strength D. In order to present
calculated results in a simple way, the perturbation po-
tential model by a small sized impurities of λc ≪ d is
mainly discussed for a fixed film thickness of d = 5 nm.
We note that Γ(ω) is much smaller for a large size im-
purity of λc ≫ d. As an example, we choose param-
eters of impurity potential such as impurity density of
Nimp/L
2 = 0.03/(πλ2imp), λc = 1 nm, and λimp = 0.5 nm.
For the exchange stiffness constant A = 1.3× 10−11 J/m
and DMI strength D = 1.5 mJ/m2, the chosen parame-
ters give 1.186 cos2 θM µeV for the amplitude of Eq. (20),
which corresponds to 102.5 cos2 θM G with ~γ = 0.1158
meV/T.
In Fig. 3(a), we show the extrinsic linewidth broaden-
ing ∆H(2) as a function of resonant frequency for various
DMI strengths. Because of ǫ2DM dependence in Eq. (20),
overall amplitudes of the linewidth become larger with
an increased DMI strength, whereas, for a given DMI
strength, the DMI-limited scattering potential exhibits
characteristic behavior of the linewidth as a function of
frequency. Namely, with increasing the DMI strength
from zero, the linewidth changes slightly in a high fre-
quency range while bumps or peaks are developed in a
low frequency range. Furthermore, in a strong DMI case,
for example, D = 2.3 mJ/m2 (or ǫex/ǫDM ∼ 1.0) in the
figure, one can see that the linewidth is finite even at zero
frequency.
We first analyze the results in the range of high fre-
quency in Fig. 3(a), where the linewidth shows ǫ2DM be-
havior as a function of frequency. In fact, as well as the
ǫ2DM dependence, it is found that the linewidth has struc-
tured behavior resulted from the function Γ(ω) as shown
in Fig. 3(b). For a given frequency, one can see that
Γ(ω) increases with an increased DMI and then decreases
above a certain DMI strength. Through detailed numeri-
cal examinations, we find that, at the turning point (call
the DMI energy ǫ0DM), the two lobes in equi-energy lines
illustrated in the lower panel of Fig. 2 are about to be
one by separating magnon modes at φk = −π/2 into two
resonant states. We derive ǫ0DM in terms of various ener-
gies in Eq. (B3). In the case of θH = 0, the DMI energy
ǫ0DM is approximately given by,
ǫ0DM =
~γµ0(MS +Hs)ǫMs
2~ωFMR
(22)
with ǫMs=~γµ0MS/2.
In the case of ǫDM . ǫ
0
DM, we find that lobes of the
equi-energy line consist of small k points, namely kd≪ 1.
Thus, in this weak DMI regime, we find that a calculated
linewidth function Γ(ω) is consistent with the free-DMI
results by Ref. [21]. A detailed expression of Γ(ω) for the
weak DMI is written in Eq. (C2). According to the equa-
tion, the increasing behavior in the weak DMI regime
(ǫDM . ǫ
0
DM) of Fig. 3(b) originates from an enlarged
5size of the equi-energy lobes in the k-space by increasing
the DMI strength. In other words, the enlarged lobes are
directly related to more available resonant states to give
rise to the increased linewidth.
In the strong DMI case of ǫDM & ǫ
0
DM, on the other
hand, Γ(ω) shows a decreasing behavior as a function
of DMI strength even though the size of equi-energy
lobes becomes larger as shown in Fig. 2(b). In this
regime, there are many resonant states with large k-
points, namely kd & 1. At these k points, the magnon
dispersion is dominantly governed by the exchange en-
ergy, ǫexk
2d2. This is a rapidly increasing function of kd
and thus, results in small magnon density of states or
less-available resonant states. This explanation is also
consistent with the expression of Γ(ω) for kd & 1 in
Eq. (C4).
We next discuss the origin of bumps (appeared for the
case D < 1.2 mJ/m2) and peaks (appeared for the case
D ≥ 1.2 mJ/m2) in Fig. 3(a). We find that the bumps
appear when the DMI energy equal to ǫ0DM. Thus, the
appearance of resonant state at φk = −π/2 is responsible
for the bumps. On the other hand, the peaks in Fig. 3(a)
have somewhat different origins, more complicated be-
havior of the energy dispersion. At the points where the
peaks are developed, we find that there are dual solutions
of the cubic equation derived from ǫ(k) =
√
ǫ011ǫ
0
22. For
example, in the case of D = 1.5 mJ/m2, we plot equi-
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FIG. 3. (color online) In (a), the calculated linewidths for
various DMI strengths D are plotted as a function of FMR
frequency. In (b), we show the variation of Γ(ω) with increas-
ing DMI strength by fixing FMR frequency. The exchange
stiffness constant, A = 1.3 × 10−11 J/m is used and the ex-
ternal magnetic field is in-plane, θH = 0. Other parameters
are equal to those in Fig. 2.
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FIG. 4. (color online) In order to resolve the origin of the
peak in Fig. 3(a), equi-energy lines are plotted in the case of
D = 1.5 mJ/m2 around the external magnetic field (464.4 G)
exhibiting the peak. We increase the magnetic field by 2.0 G
and use the same parameters as those in Fig. 3.
energy lines (the right lobe in Fig. 2) in Fig. 4 around
the external magnetic field exhibiting the peak. As the
external magnetic field increases, the equi-energy lines
are evolved to have a distorted shape, and eventually
to touch the other (the left lobe). Then, the left and
right lobes are separated into outer and inner ones. This
modification of the lobes occurs at a lower magnetic field
than that giving the appearance of a resonant state at
φk = −π/2. At the magnetic field where the two lobes
interact each other, the peak is developed in the func-
tion Γ(ω). This is because such formation of the lobes
gives rise to a very small group velocity of ∂ǫ(k)/∂k. In
other words, this means that magnon density of states at
the point is very abundant and provides much possibil-
ity into which two magnons are scattered to increase the
FMR linewidth.
As for a finite linewidth at ωFMR = 0, we find
that a DMI strength is very large, roughly ǫDM >√
~γµ0(MS+Hs)ǫex. Under this condition, there are
lower energy states than a uniformly magnetized state
even at Hext = 0, making resonant states still possible.
This can be understood by reminding the fact that spi-
ral states are a ground state rather than a ferromagnetic
state for systems accompanying a large DMI.
We now turn to the discussion about the linewidth
in the out-of-plane geometry of applied magnetic fields.
Figure 5 is the linewidth for different tilted angles of the
external magnetic field. Because we consider a strong
DMI case (ǫDM ≃ ǫex), the peaks appear in the linewidth
curves. We find that the peak positions are nearly un-
changed with the tilting angle of magnetic field. In the
range of high frequency apart from the peak structures,
there is a critical frequency above which the linewidth be-
comes zero, a similar behavior found in DMI-free cases25.
In Fig. 5(b), we plot the linewidth as a function of
the tilting angle when the FMR frequency is fixed. For
a small DMI case, the critical angle above which the
linewidth is zero is determined by Eq. (B2) and is simi-
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FIG. 5. (color online) For a given DMI strength D = 1.5
mJ/m2, we compare ∆H(2) for different angles of applied
magnetic field. Other parameters are the same as those in
Fig. 2.
lar to that in the work of Ref. [25]. On the other hand,
the critical angle in a strong DMI case is determined by
Eq. (B3).
V. CONCLUSION
In this work, we have developed the theory of
two-magnon scattering for a thin ferromagnetic film
with DMI as well as dipole-dipole, exchange, surface
anisotropy, and Zeeman energies. In a quantum mechan-
ical way, we derive a expression of the FMR linewidth,
taking into account scattering from structural inhomo-
geneity, for example, DMI fluctuation induced by mi-
croscopic structural imperfection. We present the ex-
trinsic FMR linewidth in terms of various energy con-
tributions, Eq. (21). In the presence of the DMI term,
the magnon dispersion exhibits rich resonant states, es-
pecially in small external magnetic fields. Furthermore,
due to the competition between the exchange and DMI
energies, the resonant states are formed at large k points
(namely kd ≃ 1). Different from the DMI-free case
(kd ≪ 1), it makes difficult to derive analytical expres-
sions from the FMR linewidth.
We find that the characteristic linewidth broadening
with the DMI are twofold. One is the appearance of
peak in the low frequency range when the DMI is strong.
This usually occurs when two lobes of the resonant states
touch each other in magnon dispersion curves. The other
is a finite value of the FMR linewidth at zero magnetic
field. This may be not possible if a uniform ferromag-
netic system such as DMI-free case is the ground state.
However, in the case of strong DMI, a non-colinear spin
state like spiral configuration has a lower energy than a
ferromagnetic one. Consequently, in the presence of the
strong DMI, there are still resonant states even at zero
magnetic field and thus a uniform spin state excited by
microwaves in FMR experiments is still scattered into
resonant states by inhomogeneities scattering.
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Appendix A: DMI perturbation potential
Let’s consider fluctuation from a Rashba-type spin-
orbit interaction51;
∆ED =
4~γ
MS
∫
dr Dd(r)
[
zˆ ·m× ∂m
∂x
− xˆ ·m× ∂m
∂z
]
where Dd(r) is local DMI strength for each defect.
One of feasible models for the fluctuation of this energy
is a random spatial variation of the parameterDd(r) with
keeping the magnon propagating vector m. This case
may occur structural defects whose characteristic size is
larger than or equal to the film thickness d with weak
DMI. Then, the fluctuation energy becomes, in Fourier
space,
∆ED =
∑
k,k′
V d(k−k′)ik′xd [m(−k)×m(k′)] · zˆ
−
∑
k,k′
V d(k−k′)ik′zd [m(−k)×m(k′)] · xˆ,(A1)
where the defect potential energy is defined by,
V d(r) =
4~γ
MSd
Dd(r) =
∑
k
V d(k)eik·r.
As another model, we can take account of an abrupt
change of the magnetization vectors, for example, at
edges of terrace on sample surfaces, near magnetic and
non-magnetic impurities, etc. Moreover, it is also known
that the tilt magnetization state (spiral or skyrmion
phases) rather than a ferromagnetic state is more sta-
ble for a strong DMI strength.76 For those cases, we ex-
pect that magnon modes are additionally modulated as
mˆ(r)ei(k+q)·r near the defect (q is a pitch vector, for ex-
ample, in a spiral state). Then, the fluctuation energy
becomes similar to Eq. (A1), but replacing kx → kx+ qx
and kz → kz + qz. By considering small defects with a
7characteristic length λc (order of an impurity size ≪ d),
we further set kx → 1/λc and kz → 1/λc in Eq. (A1).
We assume that the defect potential energy V d(r) is
contributed from atom-like and Gaussian-shaped func-
tions located at random sites;
V d(r) =
∑
j
va(r−Rj), va(r) = 4~γD
MSd
e−r
2/λ2imp (A2)
with a defect size, λimp. Then, by inserting Eq. (A2)
into Eq. (A1), the fluctuation energy becomes, in the
local coordinates,
∆ED =
∑
k,k′
V d(k−k′) i(kx+k
′
x+2/λc)d
2
cos θM
xˆ3 · [m(−k)×m(k′)] .
=
∑
k,k′
∑
κ,κ′=1,2
mκ(−k)Uk,k
′
κκ′ mκ′(k
′) (A3)
where
Uk,k
′
11 = U
k,k′
22 = 0,
Uk,k
′
12 = −Uk
′,k
21 =
∑
j
e−i(k−k
′)·RjUa(k,k′).
Here, Ua(k,k′) is given by,
Ua(k,k′) =
2~γD
MSd
fR(k−k′)W(k,k′) cos θM (A4)
where W(k,k′) = i(k′x + kx)d/2 for λc & d, whereas
W = d/λc for λc ≪ d. Here, fR(k) = e−k
2λ2impπλ2imp/L
2
is a form factor of the atomic potential (L is a side length
of the ferromagnetic film).
Appendix B: Critical angle of external magnetic
fields
Above a certain angle of external magnetic field, the
linewidth of FMR becomes zero. The critical angle is
determined by demanding zero resonant states, or tiny
size of lobes, in the FMR condition of ǫ(k) = ~ωFMR. By
requiring a small value of k, it is straightforward to find
kR(φk)d =
(
C1
2C2
)2
+ C0C2 −
(
C1
2C2
+ sinφk
)2
D2/C2
(B1)
where
C0 = ǫMs
[
ǫ022 cos 2θM − (ǫ011 + ǫ022) sin2 θM
]
C1 = 2
√
ǫ011ǫ
0
22ǫDM cos θM ,
C2 = ǫMs
[
ǫ011 − ǫ022 sin2 θM
]
,
D2 = (ǫ
0
11+ǫ
0
22)ǫex + ǫ
2
Ms sin
2 θM (sin
2 θM−cos 2θM )
− 1
2
sin2 φk cos
2 θM [2ǫ
2
DM + ǫ
2
Ms(1+cos 2θM )].
Thus, for a small DMI of C12C2 ≤ 1, the critical angle is
determined by solving the equation,(
C1
2C2
)2
+
C0
C2
= 0 (B2)
while, C12C2 > 1,(
C1
2C2
)2
+
C0
C2
−
(
C1
2C2
− 1
)2
= 0. (B3)
Appendix C: Evaluation of the linewidth function
Γ(ω)
The linewidth function Γ(ωFMR) can be rewritten as,
from Eq. (21),
Γ(ω) =
1
cos(θM−θH)
ǫex
(ǫ022+ǫ
0
11)
πd2
L2
∑
k
fc(k)
ǫ011ǫ11(k) + ǫ
0
22ǫ22(k)√
4ǫ11(k)ǫ22(k)−[ǫ12(k) + ǫ21(k)]2
δ(~ω−ǫ(k)). (C1)
For a weak DMI of C12C2 ≤ 1 and due to kd ≪ 1, the
delta function in the equation can be approximated by,
δ(~ω−ǫ(k)) ≃ 2
√
ǫ011ǫ
0
22
|C0|d δ(k − kR(φk))
from Eq. (B1) and then, Γ(ω) is further simplified to
Γ(ω) ≃ ǫex([ǫ
0
22]
2+[ǫ011]
2)
2π cos(θM−θH)(ǫ022+ǫ011)|C0|
∫ φb
φa
dφkR(φ)d
(C2)
where
sinφa = − C1
2C2
−
√(
C1
2C2
)2
+
C0
C2
sinφb = − C1
2C2
+
√(
C1
2C2
)2
+
C0
C2
.
Now we consider a strong DMI of C12C2 ≫ 1 where the
dipole energy ǫMs is relatively unimportant. In this case,
eigenenergy of magnon can be approximated by, from
Eq. (7),
ǫ(k) = Im[ǫ12(k)] +
√
(ǫ011 + ǫexk
2d2)(ǫ022 + ǫexk
2d2).
By solving this, one can show that the resonant states
appear at,
kR(φk)d ≃ ǫDM| sinφk| cos θM
ǫex
, − π
2
≤ φk ≤ 0. (C3)
Then, magnon density of states at a k point is given by,
δ(~ω−ǫ(k)) ≃ 1
ǫ011+ǫ
0
22−~ω + 2 ǫ˜
2
DM
ǫex
δ(kd− kR(φk)d)
8where we abbreviate ǫ˜DM = ǫDM| sinφk| cos θM , and the associated linewidth function Γ(ω) becomes
Γ(ω) ≃ 1
4π cos(θM−θH)∫ 0
−π/2
dφk
ǫex
ǫ011+ǫ
0
22−~ω + 2 ǫ˜
2
DM
ǫex
. (C4)
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