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Conformational Dynamics of an Unfolded Biopolymer:
Theory and Simulation
Ryan Cheng, Ph.D.
The University of Texas at Austin, 2012
Supervisor: Dmitrii E. Makarov
The conformational dynamics of an unfolded biopolymer such as a
polypeptide or DNA has attracted a significant amount of attention in the con-
text of protein folding and the design of biomimetic technologies. To this end,
recent advances in single-molecule experiments have allowed for biomolecules
to be probed with an unprecedented level of detail, shedding light on their
dynamics. Motivated by the need to interpret experimental data and to help
guide future studies, we use concepts from polymer physics, computer simu-
lations, and experimental data to study the timescales in which an unfolded
biopolymer undergoes conformational rearrangement.
First, we examine the end-to-end loop formation time in the experi-
mentally relevant scenario where the dynamics are probed using a fluorescence
probe and quencher. We show that the loop formation time in the experimen-
tally relevant case is quantitatively dissimilar from the predictions of previous
vii
theoretical studies that neglect the quenching kinetics, which are often used
to interpret experimental data.
We additionally find that the loop formation times can be re-casted in
a simple, universal dependence that is characteristic of random-coils. Further-
more, deviations from this universal dependence can be used as a sensitive
tool for detecting structural order in unfolded biopolymers.
We also consider a surface-tethered polymer chain and investigate the
rate of a reaction between the free end and the surface. We explore this rate
in the reaction-controlled limit and the diffusion-controlled limit, providing
evidence for near-universal dependences of the rate in the respective limits.
Next, we examine the transit time of end-to-end loop formation in a
case study. We find that approximating the end-to-end dynamics as diffusion
in a 1D potential of mean force fails dramatically to describe the transit time.
Furthermore, we find that the transit time is uninfluenced by the average
entropic force imposed by the polymer chain and is well described by a simple
free-diffusion model.
Finally, we explore the role of internal friction in the dynamics of an un-
folded protein. Using simple polymer models that incorporate internal friction
as an adjustable free parameter, we mimic typical single-molecule experiments
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A central theme of the work described in this dissertation is the use of
simple polymer models and concepts from polymer physics to gain insight on
the dynamics of unfolded proteins and single-stranded oligonucleotides. The
work described herein uses a combination of theory and computer simulation,
often in conjunction with experimental data from collaborators or from pub-
lished works. The proceeding sections will discuss some of the motivations for
this work and provide a summary of the proceeding chapters, respectively.
1.1 Motivations
Understanding the timescales in which an unfolded biopolymer under-
goes conformational rearrangement is of great interest in the scientific com-
munity in a number of contexts. In particular, a significant amount of focus
has been directed to understanding how an unfolded protein, which exhibits
a multitude of unfolded state conformations, folds into a native conformation
(Fig. 1.1). To this end, the timescales in which an unfolded protein inter-
converts between nonnative conformations is intimately related to the “speed
limit” of protein folding [1]. Furthermore, a number of studies have focused
1
on polymer rearrangements that mimic elementary steps in folding such as the
process in which two distant residues of a polypeptide diffusively come into
contact with one another to form a loop, which is thought to play a key role
in protein folding [2–5].
Figure 1.1: Cartoon of protein folding from a disordered, random-coil confor-
mation to the native conformation
Likewise, the dynamics of oligonucleotides such as single-stranded DNA
(ssDNA) have attracted a significant amount of attention due to its importance
in biological processes such as gene expression and regulation (Ref. [6] and Refs.
therein). Furthermore, ssDNA has also played an increasingly important role
in the design of biomimetic technologies, such as the electrochemical DNA (E-
DNA) sensor [7,8], which utilizes a change in the conformational dynamics of
DNA upon the binding of a target molecule. In the simplest description, this
sensor consists of single-stranded DNAs that are attached at one end to an
electrode surface while the free end is attached to a redox group (Fig. 1.2). In
the absence of the complementary target sequence, the surface-tethered DNAs
remain flexible such that the redox-groups can readily approach the surface,
2
resulting in a detectable signal. However, when the target sequence is present,
there is a significant drop-off in the detectable signal due to the formation of
rigid double-stranded DNAs that inhibit the redox groups from approaching
the surface.
Figure 1.2: Electrochemical DNA (E-DNA) sensor (Adapted from Ref. [7]).
Binding of the surface-attached DNAs to the complementary target molecules
inhibits electron transfer between the terminal redox group and the electrode
surface.
Thus, understanding the dynamics of unfolded biopolymers is impor-
tant to the study of problems of biological relevance such as protein folding as
well as the design of new biomimetic technologies. To this end, single-molecule
fluorescence experiments have been used to study unfolded biopolymers. In
one such experiment, a fluorescence probe is attached to one monomer of
the polymer chain while a quencher group is attached to a distant monomer.
By using a laser pulse to excite the probe and measuring its excited state
lifetime, an experimentalist can determine the timescale in which the probe
and quencher diffusively come into contact with one another (i.e., forming
a loop), thereby quenching the probe (Fig. 1.3). A second type of exper-
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iment uses single-molecule nanosecond fluorescence correlation spectroscopy
(nsFCS), which employs fluorescence resonance energy transfer (FRET) be-
tween a pair of dyes attached to distant monomers along a polymer chain
(Fig. 1.4). By monitoring the fluctuations in the fluorescence intensities of
the donor and acceptor, which are intimately related to the fluctuations in
the distance between the donor and acceptor, one can obtain a characteristic




Figure 1.3: Cartoon of loop formation experiment where the fluorescence probe
and the quencher group are attached at opposite ends of the polymer chain.
Motivated by these single-molecule experimental studies of unfolded
biopolymers, an important goal of the work described in this dissertation is
to help interpret data from these experiments and to guide future studies.
Furthermore, we are motivated to help aid in the design of more efficient
biomimetic technologies like the E-DNA sensor. To address these goals, we
often turn to simple polymer models and the use of computer simulations,
mimicking the typical single-molecule experiments that probe the dynamics




Figure 1.4: Fluctuations in the distance between the donor and acceptor, R(t),
are monitored using FRET (Adapted from Ref. [10]).
experimental data either from our close collaborators or from literature.
1.2 Overview of Dissertation
Each of the proceeding chapters are self-contained stories. Their con-
tents are as follows:
In Chapter 2, we explore the rate of end-to-end loop formation of a
polymer chain in the experimentally relevant scenario where the rate is mea-
sured by monitoring the excited state lifetime of a fluorophore attached to
one end of the polymer that is quenched by a quencher group attached to
the opposite end. Previous theoretical studies have typically considered the
rate at which the respective ends of the polymer come within a cutoff distance
from one another without considering the kinetics of the probe/quencher pair.
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Here, we mimic an experimental probe and quencher by modeling a quench-
ing process that depends exponentially on the distance between the polymer
ends. Using brute force simulations of a bead-and-spring polymer and theo-
retical arguments, we find that the effective end-to-end loop formation rate
in this experimentally relevant case is quantitatively dissimilar from previous
theoretical predictions, which are often used to interpret experimental data.
Furthermore, our work is corroborated by experimental loop formation data for
single-stranded DNA provided by Dr. Takanori Uzawa and Professor Kevin
Plaxco. The work described in Chapter 2 was published in the Journal of
Physical Chemistry B in 2009 [12].
In Chapter 3, we explore the dynamics of a single polymer chain where
one end is fixed on an impenetrable surface (i.e., a surface-attached polymer).
Motivated by the E-DNA sensor [7, 8], we examine the rate of a reaction
between the free end of the surface-attached polymer and the surface. We
consider this rate under two limiting cases: the diffusion-controlled limit, where
the diffusion of the free end to within a certain distance of the surface is rate
limiting, and the reaction-controlled limit, where the reaction between the free
end and the surface is rate limiting. We explore the end-to-surface reaction
rate using brute force simulations of a bead-and-spring polymer model and
using the Szabo-Schulten-Schulten approximation [13] for a surface-attached
Gaussian chain. Furthermore, we compare out results with the better studied
end-to-end reaction within an unconstrained polymer chain (i.e., end-to-end
loop formation). This work was published in the Journal of Physical Chemistry
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B in 2010 [14].
In Chapter 4, we consider the problem of loop formation not only be-
tween the ends of a polymer chain, but also between an end monomer and a
monomer located at an internal position or between two internal monomers.
We explore the kinetics of loop formation using a combination of theory, sim-
ulation, and experimental data in collaboration with Dr. Takanori Uzawa and
Professor Kevin Plaxco. We address several questions including how the loop
formation time is affected by decreasing the loop length while keeping the to-
tal chain length fixed. An example of this scenario is if a probe is attached
at one end of the polymer chain while the position of the quencher group is
systematically moved closer and closer towards the probe. Furthermore, we
address whether the loop formation time exhibits generalizable behavior that
not only applies to a simulated bead-and-spring homopolymer but also to real
polymers such as single-stranded DNAs and unfolded proteins. Chapter 4 was
published in the Biophysical Journal in 2010 [15].
In Chapter 5, using end-to-end loop formation in a case study, we exam-
ine the duration of a loop formation transition using computer simulations of a
bead-and-spring homopolymer. The duration of a transition event (or transit
time) refers to the time spent in transition from a subset of conformations A
to a subset of conformations B without first returning to A. In the case of
loop formation, we examine the transit time for a polymer chain starting from
the subset of conformations where the end-to-end distance is rA and ending
with an end-to-end distance of rB where rA > rB. Furthermore, we compare
7
our simulation results to an approximation of the transit time that assumes
that the end-to-end dynamics of the polymer is described by 1D diffusion in
a potential of mean force. Our study points out several interested properties
of the transit time and cautions the use of the aforementioned approximation.
Chapter 5 was published in the Journal of Chemical Physics in 2011 [16].
Finally, in Chapter 6, we explore the role of non-solvent related viscos-
ity (i.e., internal friction) in typical single molecule experiments that probe the
dynamics of unfolded proteins. We use the Rouse with internal friction (RIF)
model as the framework for our study because it incorporates internal friction
as a free adjustable parameter. We also introduce the non-free draining form of
RIF, Zimm with internal friction (ZIF), which was derived by Alex Hawk. Us-
ing these simple models, we mimic typical single molecule experimental studies
that probe the dynamics of unfolded biopolymers: reconfiguration dynamics
(i.e., FRET) and loop formation dynamics. Our study makes several exper-
imentally testable predictions on the role of internal friction in the unfolded




The rate of end-to-end loop formation
between a fluorescence probe and a quencher
group that are attached to opposite ends of an
unfolded biopolymer
2.1 Abstract
The problem of determining the rate of end-to-end collisions for poly-
mer chains has attracted the attention of theorists and experimentalists for
more than three decades. The typical theoretical approach to this problem
has focused on the case where a collision is defined as any instantaneous fluc-
tuation that brings the chain ends to within a specific capture distance. In
this paper, we study the more experimentally relevant case, where the end-to-
end collision dynamics are probed by measuring the excited state lifetime of a
fluorophore (or other lumiphore) attached to one chain end and quenched by
a quencher group attached to the other end. Under this regime, a “contact”
is defined not by the chain ends approach to within some sharp cutoff but,
instead, typically by an exponentially distance-dependent process. Previous
theoretical models predict that, if quenching is sufficiently rapid, a diffusion-
controlled limit is attained, where such measurements report on the probe-
independent, intrinsic end-to-end collision rate. In contrast, our theoretical
9
considerations, simulations, and an analysis of experimental measurements of
loop closure rates in single-stranded DNA molecules all indicate that no such
limit exists, and that the measured effective collision rate has a nontrivial,
fractional power-law dependence on both the intrinsic quenching rate of the
fluorophore and the solvent viscosity. We propose a simple scaling formula
describing the effective loop closure rate and its dependence on the viscosity,
chain length, and properties of the probes. Previous theoretical results are
limiting cases of this more general formula.
2.2 Introduction
The two ends of a polymer chain that diffuses freely in solution are
occasionally found in close proximity. The problem of determining the time
scale over which such collisions take place has received considerable attention
over the last three decades [17–31]. This problem arises in a number of differ-
ent contexts. In particular, diffusional search for certain native contacts has
been proposed to be the rate limiting step in protein folding [3,5,32,33], thus
suggesting that the loop closure rate of polypeptides ultimately determines
the folding “speed limit” [2, 4]. Thus motivated, this problem has received
the attention of several experimental groups, who have measured loop closure
times for a range of unstructured polypeptides [2,22,34,35] and single-stranded
DNAs [6, 36,37].
Despite its apparent simplicity, calculation of polymer loop closure
times remains an open theoretical problem. The two most commonly used ap-
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proximations, the Szabo-Schulten-Schulten (SSS) theory [13] and the Wilemski-
Fixman (WF) approximation [31], utilize two different local equilibrium ap-
proximations for the polymer dynamics and cannot be systematically improved
in any straightforward way. Computer simulations [18,19,22–25,28] have pro-
vided further insights and revealed the limitations inherent in these approxi-
mations. A recent paper by Thirumalai and co-workers [28] presents a com-
prehensive comparison of various theories with the results of such simulations.
Figure 2.1: The effective end-to-end collision rate is typically measured by
monitoring the quenching of a fluorescent probe (or other lumiphore) upon its
collision with a quencher attached to the other end of the polymer chain. For
electron-transfer-based quenching, which is commonly employed experimen-
tally, the efficiency of the quenching mechanism depends exponentially on the
end-to-end distance.
In addition to the above-mentioned approximations inherent in exist-
ing theories of polymer loop closure, there remains an additional, fundamental
inconsistency between theoretical models of the process and the experimental
measurements commonly used to test them. Experimental studies of poly-
mer loop closure rates generally employ probes attached to the chain termini
(Fig. 2.1). These typically consist of an optically excited probe (a fluorophore
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or other lumiphore) at one end that is quenched when it approaches a quench-
ing group on the opposite terminus. The rate of quenching k = k(R) depends
on the distance R between the ends. For example, when the quenching mech-
anism involves electron transfer, this dependence is given by an exponential
function
k(R) = k0 exp(−R/Rq) (2.1)
where k0 is a parameter describing the intrinsic quenching rate and Rq sets a
length scale over which quenching can take place. Typically, this length is on
the order of 1 Å. In the following, we will refer to Eq. 2.1 as the “exponential
quenching model” (EQM). In contrast to the experimental approach, theoreti-
cal studies and computer simulations commonly assume an idealized situation
where a collision between the polymer ends takes place when R falls below a
certain capture radius. This corresponds to
k(R) = k0θ(Rq −R) (2.2)
where θ(x) is the Heaviside step function and k0 → ∞. We will refer to this
model as the contact quenching model (CQM) and will consider the more
general situation of finite k0. In CQM, the overall rate becomes independent
of k0 when k0 is large enough: the quenching itself is effectively instantaneous
as the distance Rq is reached. Therefore, the overall rate is determined by
the diffusive dynamics of the polymer ends rather than by the kinetics of
quenching.
Here, we show that the difference between the idealized CQM and more
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realistic experimental scenarios such as EQM is not merely quantitative. In the
latter case, the time scales of the probe quenching cannot be decoupled from
those of polymer dynamics. As a result, although such a limit is well-defined
for the idealized CQM case, the commonly assumed diffusion-controlled limit,
in which the measured quenching rate becomes independent of k0, does not
in fact exist in any experimentally relevant situation. By contrast, the stan-
dard SSS and WF approximations, which are widely invoked to interpret ex-
perimental data, cannot differentiate between the two cases: They correctly
predict the existence of a diffusion-controlled limit for CQM but erroneously
predict the same limit for the more realistic EQM. We note that these findings
are independent of the exponential form assumed for the distance-dependent
quenching in EQM and are valid for any k(R) that does not identically vanish
at any finite distance (as in Eq. 2.2).
The finding that the WF/SSS approximations break down at large val-
ues of k0 is not new. In fact, Wilemski and Fixman anticipated such a pos-
sibility in their original work [31]. Numerical studies by Srinivas et al. [27]
and by Barzykin et al. [17] report significant deviations from the WF result
at large values of k0 for the extreme (and somewhat obvious) experimental
case in which k(R) describes the relatively long-range R−6 distance depen-
dence of fluorescence resonance energy transfer (FRET). Specifically, in the
FRET case, the spatial range of k(R) is often comparable with the polymer
length scales, leading to significant and obvious competition between energy
transfer and polymer dynamics. Here, however, we address this same issue
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for cases in which the end-to-end “collisions”, as reported by the quenching
rate k(R), are well localized spatially (i.e., for which the quenching mecha-
nism exhibits a more realistically strong distance dependence). Under these
conditions, which are true of most of the reported experimental studies of loop
closure, the quenching length scale Rq is much shorter than the typical length
scale for the polymer’s end-to-end distance. The lack of a diffusion-controlled
limit and the failure of the standard approximations is far less obvious in this
case. Nevertheless, we will show that replacing the commonly employed, finite
range transfer model (Eq. 2.2) by a model capturing a more realistic distance
dependence (Eq. 2.1) leads to a qualitatively different dependence of the ob-
served collision rate on the properties of the quencher, the polymer, and the
solvent.
Our findings make it imperative to reconcile previous experimental
data, which were analyzed in terms of WF or SSS theories and/or by us-
ing CQM, with the present theoretical predictions. If the diffusion-controlled
limit is not achieved experimentally, is it meaningful at all to fit experimental
data to approximate theories that predict such a limit? Likewise, since most
of the computer simulations reported to date were based on the assumption of
hard-shell contact quenching [23, 24, 28], where the diffusion-controlled limit
is well-defined, do they have any bearing on the results of experimental loop
closure studies? To answer these questions, it is useful to consider our results
from a different perspective. The value of k0 is normally not an experimen-
tally adjustable parameter. Instead, the existence of the diffusion-controlled
14
rate is commonly ascertained by examining the dependence of the measured
effective end-to-end collision rate, keff , on the solvent viscosity, η. In the
diffusion-controlled limit, one expects keff ∝ η−1. More generally, WF and






where kD ∝ η−1 is the diffusion-controlled rate and kR is the reaction-controlled
rate that is proportional to k0 and is independent of the viscosity. This sug-
gests that the effective collision time k−1eff should depend linearly on η, while
the intercept of the k−1eff vs. η plot yields the reaction-controlled rate [22].
We will show that, for CQM, this equation adequately captures the viscosity
dependence of the rate. That is, as the viscosity (or k0) is increased, one
continuously goes from the reaction-controlled regime (where keff is propor-
tional to the intrinsic quenching rate k0 and is independent of viscosity) to
the diffusion-controlled limit, where keff is independent of k0 and is inversely
proportional to the viscosity.
We will further demonstrate that the viscosity (and k0) dependence of
the overall rate is more complicated when the more realistic EQM is considered.
As the viscosity (or k0) is increased, three regimes are encountered. In regime
I, the WF approximation holds, as described by Eq. 2.3. Note that regime I
should not be used synonymously with a diffusion-limited regime: As will be
seen below, the system commonly leaves regime I and enters regime II before
the diffusion-controlled limit is attained. In regime II, which thus replaces the
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familiar diffusion-limited regime expected for CQM, the effective end-to- end
collision rate exhibits a power-law dependence on η and k0 which is of the form
keff ∝ kδ0η−(1−δ) (2.4)
Note that the scaling exponents for k0 and η are related. We will show that
this is necessarily the case as long as the polymer dynamics are overdamped.
Finally, in regime III, the solvent is effectively frozen, the quenching kinetics
are no longer exponential, and the overall quenching time scales as k−10 and is
independent of viscosity.
The scaling exponent δ observed in regime II is central to the present
study. It is not universal but rather depends on the properties of both the
polymer and the quenchers. We will show that it generally becomes smaller
when the quenching length scale Rq becomes shorter. When δ is close to 0,
it becomes difficult to distinguish between the fractional power law of Eq. 2.4
and the η−1 dependence expected in the diffusion-controlled limit. Thus, fit-
ting the experimental data with Eq. 2.3 can appear adequate even when the
interpretation of the data in terms of the simple CQM is not, a cautionary
note that is a key result of the work presented here.
Although simulations can be used to estimate the value of the scaling
exponent, they are not always practical. Thus, it is desirable to have a simple
estimate of δ based on experimental parameters. In the following, we will
present evidence that δ exhibits a universal dependence on the ratio of the
polymer’s quadratic mean end-to-end distance and the quenching length Rq.
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This enables us to estimate the values of δ for various experiments and to
reanalyze the experimental data from the point of view of Eq. 2.4.
For a theorist, our study highlights the observation that efforts to gen-
erate more realistic theory/simulations may lead to additional complications.
If, instead of the idealized CQM, one adopts a more realistic spatial depen-
dence of the quenching rate, then additional information regarding the time
scale of the intrinsic quenching rate is required. In contrast to the case with
CQM, in this case, the limit of an infinitely fast quenching rate produces a
physically meaningless result.
The rest of this paper is organized as follows. In Section 2.3, we present
our theoretical arguments and simulation results and explore the dependence
of the loop closure rates on the solvent viscosity, and on the spatial range
and the intrinsic quenching rate of the probe. In Section 2.4, we compare our
predictions with several experimental studies. Finally, Section 2.5 summarizes
our main findings, outlines possible extensions, and discusses implications of
our results for experimental loop closure studies.
2.3 Results from theory and simulation
2.3.1 Absence of a diffusion-controlled limit
To demonstrate that a breakdown of diffusion-limited kinetics is math-
ematically inevitable (except for very special cases), consider first the extreme
limit of infinite intrinsic quenching rate, k0 → ∞. Suppose we start with an
equilibrium ensemble of terminally labeled polymer chains free in solution. A
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laser pulse excites the fluorophores so that at t = 0 we have an ensemble of
electronically excited molecules with an equilibrium distribution p(R) for the
end-to-end distance R (see Fig. 2.2a). To measure the overall quenching rate
keff , we monitor the population of excited molecules, which is related to the
survival probability S(t) that a fluorophore is still excited at time t.
Let us first consider the CQM case (Eq. 2.2), in which quenching occurs
whenever the chain ends happen to be within a capture distance Rq. In the
k0 → ∞ limit, the molecules with R < Rq will be quenched instantly (dark
shaded area in Fig. 2.2a). Thus, S(t) will exhibit a sudden drop from 1 to∫ Rq
0
p(R) dR (see Fig. 2.2b). The population of excited molecules at t = 0+
will thus have a “hole” at short distances (as described by the lightly shaded
area in Fig. 2.2a). If diffusional rearrangement of the chains is neglected, the
molecules with fluorophores outside this “hole” will remain excited indefinitely
(in our idealized model) because their rate of quenching, according to Eq. 2.2,
is identically zero. Thus, S(t) will remain constant (as shown by a dashed line
in Fig. 2.2b). When polymer diffusion is present, however, the fluorophores
originally outside of this hole will eventually approach to within R < Rq,
resulting in a decreasing survival probability. It is clear from this argument
that the measured overall quenching rate is diffusion limited. If the survival
probability decays exponentially
S(t) ∝ exp(−kDt) (2.5)
then Eq. 2.5 defines the diffusion-controlled rate constant kD, which vanishes
in the limit of infinitely slow diffusion.
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Figure 2.2: (a) In the contact quenching model (CQM), fluorescence quench-
ing takes place instantaneously for all fluorophores for which R < Rq. This
instantaneously depletes the dark shaded area in the probability distribution
of the end-to-end distance for the excited molecules. (b) In the CQM, the sur-
vival probability for the excited probe undergoes a sharp drop at short times
due to fluorophores that are within Rq of the quencher during excitation. This
is followed by diffusion-controlled decay as other fluorophores diffuse into the
quenching radius.
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The situation is different when the quenching rate is finite (no matter
how small) at any finite R. In this case, the survival probability will decay to
zero even in the absence of any polymer motion. Moreover, S(t) will decay
instantaneously to zero in the limit k0 → ∞. To see this, we write the exact









where the angular brackets denote averaging over the trajectories R(t) of the
polymer chain starting with the equilibrium distribution. Since the exponent
is proportional to k0 (cf. Eq. 2.1), the survival probability will vanish in the
k0 →∞ limit for any finite time t.
Given these arguments, we should expect that, depending on the extent
to which the quenching rate is poorly approximated as a step-function of dis-
tance, we will not observe well-defined, diffusion-controlled kinetics in experi-
mental measurements of polymer dynamics. In contrast to this argument, the
two most commonly employed approximations for describing polymer loop clo-
sure kinetics, SSS and WF theory, predict a well-defined, diffusion-controlled
rate for any quenching mechanism. WF theory, in particular, predicts keff to













is the reaction-controlled rate and
∆k(R) = k(R)− kR (2.9)
The factor k0 cancels out in Eq. 2.7, thus giving a value that is independent
of the intrinsic quenching rate. We note that the possibility of a breakdown
of the WF approximation at large values of k0 has been anticipated (although
not further explored) by Wilemski and Fixman in their original work [31].
2.3.2 In the limits of slow and rapid diffusion, the effective time of
quenching scales as k−10
When the quenching rate k(R) is a continuous function of R, quenching
takes place even in the absence of polymer motion. For example, in the limit
of very high solvent viscosity (when the polymer is essentially frozen), the
survival probability is given by [38]




It is known [17,27] that the kinetics are strongly non-exponential in this limit
and so the survival probability S(t) does not predict a single unique time scale
for quenching. Nevertheless, it is possible to define an effective time scale τF
for quenching in this limit by considering the first passage time






p(R)k−1(R) dR = 〈1/k〉 (2.11)
which can be estimated analytically if we assume that the polymer obeys














where l is the Kuhn length and n is the number of statistical segments. Sub-















The dimensionless parameter g is a measure of the characteristic polymer
length scale relative to the quenching length scale. For typical experimental
peptide/DNA loop closure measurements [2, 22, 35], the quenching rate drops
off very rapidly over the relevant polymer length scales. Therefore, the case






Note that kF is proportional to k0. Also note that the chain length and the
quencher properties enter into the result only as the dimensionless combination
g.
The parameter kF provides an estimate of the rate of the “direct” pro-
cess in which quenching occurs without polymer reconfiguration. As an ex-
ample, consider the experiments of Lapidus et al. [22, 35], who measured the
end-to-end collision rates of polypeptides containing N = 5 − 20 residues.
The root-mean-square end-to-end distance for these polypeptides was esti-
mated [35] to be in the range 〈R2〉1/2 ≈ 1.11 − 2.22nm. Using the value
[41] Rq = 0.025nm, g corresponds to 44 − 100, and according to Eq. 2.13,
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kF = (5×10−573−5×10−146)k0. This leads, under the “no diffusion” assump-
tion we are exploring here, to astronomically long quenching time scales for
any reasonable k0.
In the opposite limit, the limit of rapid diffusion, the overall rate is
given by Eq. 2.8, which, again, is proportional to k0. For Gaussian chains









Here, too, the chain length and quenching length dependencies enter into this
result only through the dimensionless parameter g. Finally, we note that the
rate kR provides an upper bound on the observed collision rate keff while kF
gives a lower bound [17,38].
2.3.3 Comparison of simulated rates with the Wilemski-Fixman
approximation
Having discussed the limiting conditions of slow and rapid diffusion, we
now turn to the general case. Here, however, we do not report an analytical
solution. Instead, we report our results for the overall rate keff as a function of
the intrinsic quenching rate k0 obtained using Langevin dynamics simulations
of a simple bead-and-spring polymer model (see Section 2.6 for technical de-
tails of the simulations). For the EQM, we find that at very low values of k0 the
reaction-controlled limit takes place and the dependence is linear (Fig. 2.3a), in
accord with the WF approximation given by Eqs. 2.3, 2.7, and 2.8. At higher,
though still low, values of k0, the WF approximation remains accurate. As
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noted above, we call this regime I. As the intrinsic quenching rate is further
increased, however, the WF approximation predicts keff to approach a con-
stant plateau value kD (given by Eq. 2.7). Instead, the rate observed in our
simulations continues to increase, although it exhibits a weaker dependence
on k0. We call this regime II. The departure of keff from the predictions of
WF theory at high values of k0 is observed regardless of the quenching length
scale. For example, shortening Rq by ∼ 2-fold leads to a similar dependence
(compare Fig. 2.3b with Fig. 2.3a).
Importantly, the departure from the WF theory cannot be explained
simply by the onset of the slow diffusion limit described in Section 2.3.2. In-
deed, in such a limit, the direct quenching mechanism not involving any poly-
mer reconfiguration would dominate. However, the direct rate kF estimated
from Eq. 2.11 remains many orders of magnitude (e.g., a factor of 1016 for
the data of Fig. 2.3a) smaller than the observed rate keff (Fig. 2.3c). Thus,
regime II must result from a more subtle interplay between polymer dynamics
and quenching kinetics.
As k0 is further increased, the direct quenching mechanism will eventu-
ally become important. Indeed, the direct rate kF is proportional to k0, while
the regime II rate exhibits a weaker, power-law dependence (see Section 2.3.4).
Therefore, the curves representing these two dependences (Fig. 2.3c) must cross
at some value of k0. It is evident from Fig. 2.3c that the direct rate will become
dominant only at values of k0 that are many orders of magnitude higher than
those explored in Fig. 2.3a. At such high values of k0, the polymer may be
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Figure 2.3: For the exponential quenching model (EQM), the Wilemski-
Fixman (WF) theory (Eq. 2.3) is qualitatively incorrect in its prediction that
the overall quenching rate keff attains a diffusion-controlled limit kD (Eq. 2.7)
that is independent of the intrinsic quenching rate k0 at large values of k0. In
contrast, simulation results exhibit a power-law k0 dependence. At low values
of k0, a reaction-controlled limit kR is attained (Eq. 2.8), where keff is directly
proportional to k0. (a) Various theoretical predictions are compared with sim-
ulation data for N = 14 and Rq = 0.2σ, where σ is the polymer bond length.
The dotted vertical line provides a rough boundary between regime I (where
the WF approximation holds) and regime II (where the kinetics remains expo-
nential and a power law holds). Regime III (where the polymer is effectively
frozen) is well outside the range of k0 plotted and occurs at lnk0 ≥ 20. (b) Var-
ious theoretical predictions are compared with the simulation data for N = 14
and Rq = 0.091σ. (c) The direct rate kF is many orders of magnitude lower
than the actual quenching rate keff determined from simulations (same data
as in Fig. 2.3a). Therefore, the onset of the direct quenching mechanism per
se cannot explain the deviations from the WF behavior observed in regime
II. (d) The WF theory predicts a qualitatively correct behavior of the overall
quenching rate keff as a function of the intrinsic quenching rate k0 for CQM,
unlike the EQM case. Here, the WF approximation is compared with simula-
tion data for N = 14 and Rq = 2
1/6σ. The value of Rq chosen here corresponds
to the spatial range of the repulsive Lennard-Jones potential acting between
monomers. The diffusion limited value kD predicted by the WF theory agrees
with the k0 →∞ limit found from simulations to within a factor of ∼ 1.7.
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viewed as effectively frozen. In this limit, which we call regime III, the over-
all rate keff is not well defined because the kinetics (which are described by
Eq. 2.10) are no longer exponential. Nevertheless, a corresponding time scale
can still be defined as described in section Section 2.3.2. In the intermediate
regime, regime II, the survival probability still shows exponential behavior and
the rate constant keff can be estimated from the computed survival probability
S(t).
While the WF approximation fails to predict the dependence of keff on
k0 at high values of k0 in the more realistic EQM case (shown in Fig. 2.3a and
b), it remains qualitatively correct for any k0 in the CQM case. Specifically, it
predicts a diffusion-limited plateau keff → kD at large values of k0 (Fig. 2.3d).
Although the numerical value of kD predicted by the WF approximation differs
from the exact value found in the simulations, they agree to within an order of
magnitude, as previously discussed by Pastor et al [23]. Again, we emphasize
that the difference between the performance of the WF approximation in the
CQM and EQM cases (Fig. 2.3d versus Fig. 2.3a,b) is not just a matter of
numbers: while in the former case it gives a qualitatively correct behavior
for keff as a function of k0, in the latter case, the WF approximation fails to
capture even the qualitative observation that the quenching rate keff continues
to rise as k0 is increased.
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2.3.4 Regime II: The power law dependence of keff on k0 and vis-
cosity
We now focus on the EQM case in regime II (see Fig. 2.3a), where
exponential kinetics are still observed despite the fact that the rate significantly
deviates from the WF approximation. In this regime (see Fig. 2.3a,b), the




We now show that the validity of Eq. 2.17 necessitates that the viscosity
dependence of keff should also be a power law and not, as commonly assumed
[22,28], inversely proportional. This can be seen from the following argument:
Assuming an overdamped limit, the equations governing the polymer dynamics




= F(r, t) (2.18)
where γ is a friction coefficient (proportional to the solvent viscosity), r is the
vector describing the configuration of the polymer, and F is the force (which
includes the usual stochastic component). For a given polymer trajectory r(t),
the survival probability S(t) = exp(−
∫ t
0
k[r(t′)] dt′) satisfies the equation
dS
dt
= −k[r(t)]S = −k0κ[r(t)]S (2.19)
where κ[r] = exp(−R/Rq) is a dimensionless function that describes the dis-
tance dependence of the quenching rate constant (see Eq. 2.1). Introducing









According to Eq. 2.20, the dynamics of the system depend on the “reduced”
friction parameter γk0 rather than on γ or k0 individually. More importantly,
the rate at which the survival probability decays to zero, measured in dimen-
sionless units, also depends only on this reduced friction coefficient. Reverting
to the original time units, we conclude that the overall rate must be of the
form
keff = k0f(k0γ) (2.21)
where f(x) is some yet unknown function. Thus, the γ dependence and the k0
dependence of the rate are interrelated. We emphasize that the only assump-
tion made in Eq. 2.21 is that the dynamics are overdamped.
We now can take advantage of the fact that in the regime of interest
the k0 dependence is a power law (Eq. 2.17). The function f(k0γ) must thus
also be a power law. Specifically, to satisfy Eq. 2.17, it has to be given by





which is equivalent to Eq. 2.4. If, for example, δ = 0, then keff ∝ 1/γ
and the overall rate is inversely proportional to the friction coefficient (and
viscosity) and is independent of k0. This is the standard diffusion-controlled
limit. If, on the other hand, δ = 1, the rate is directly proportional to k0
and is independent of viscosity. This dependence is observed both in the
reaction-controlled and frozen limits (regimes I and III). The cases δ = 0
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and δ = 1 represent two extremes, where the measured quenching kinetics
are controlled, respectively, by the diffusive dynamics of the polymer and by
the intrinsic quenching time scale. The fractional power law, 0 < δ < 1,
represents the more general case where the two time scales compete [42]. Such
fractional power-law viscosity dependence has been previously observed in the
simulations of Srinivas and co-workers [27] for the case where k(R) described
fluorescence resonance energy transfer between the ends of a Rouse chain.
Given the long length scale of FRET, this is perhaps not surprising. As we note
below, however, fractional power-law dependencies have also been observed
experimentally even when much more strongly distance-dependent quenching
mechanisms have been employed.
What can be said about the proportionality coefficient in Eq. 2.22?
There are two characteristic time scales in the problem. The first one is asso-
ciated with the intrinsic quenching rate k−10 . The second one is the polymer’s
inherent time scale. Although polymer fluctuations generally exhibit a spec-
trum of time scales, the slowest one usually dominates long time dynamics.





Note that we have omitted any numerical factors in our definition of τr. For
example, the longest relaxation time within the Rouse model of polymer dy-
namics [43, 44] differs from the above equation by a factor of 3π2. Eq. 2.22
suggests that the exponent δ describes the partitioning of the overall relaxation
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where a is a dimensionless coefficient. If Rq is longer than the polymer’s
Kuhn length, a should depend only on the ratio of the polymer’s charac-
teristic length scale 〈R2〉1/2 and Rq. In other words, a is a function of the
parameter g = 〈R2〉1/2/Rq defined in Section 2.3.2. Remarkably, most known
analytic approximations to keff are limiting cases of Eq. 2.24. For example,
it is straightforward to check that the SSS approximation [13, 22] for CQM is
obtained by assuming δ = 0 and a = c/g, where c is a numerical constant. In
contrast, Doi [20] and Friedman and OShaughnessy [21] predicted that keff
should be proportional to 1/τr. Their result is recovered if one assumes that
δ = 0 and a is a constant. Likewise, the expressions for the quenching rate in
the limits of rapid and slow polymer diffusion (Eqs. 2.13 and 2.16) are also of
the form of Eq. 2.24, where δ = 1. These, however, are all limiting cases that
do not rigorously describe real experimental systems. In the following sec-
tions, we will explore how the exponent δ and the proportionality coefficient
a depend on the properties of the experimental system at hand.
2.3.5 The dependence of the exponent δ on the properties of the
polymer and probe
While the viscosity dependence of the rate keff is readily measured
via experiment, its dependence on k0 is not, since the value of k0 is generally
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fixed by the physical properties of the probes employed. From a computa-
tional perspective, however, it is actually quite easy to determine δ from the
k0 dependence of keff , more so, in fact, than from its friction coefficient de-
pendence. This is because a single polymer trajectory obtained at one value
of the friction coefficient is sufficient to compute keff for any value of k0. In
view of Eq. 2.22, both approaches contain the same information and yield the
same value of δ. Indeed, we have verified the validity of Eq. 2.22 by performing
simulations over a range of viscosities (data not shown).
The value of the exponent δ generally depends on the specific polymer
and on the probes employed to monitor its kinetics. Our goal here is to explore
this dependence and to establish simple estimates of δ that would be applicable
for various experimental conditions. As Rq decreases and quenching becomes
increasingly short ranged, the exponent δ also decreases (Fig. 2.4a). This
is consistent with previous simulation results [27] obtained for the kinetics
of fluorescence resonance energy transfer between the ends of an ideal Rouse
chain. In the case of infinitely short-range quenching (Rq → 0), the 1/η scaling
of the diffusion-controlled limit is recovered, which is intuitively expected,
as in this limit quenching occurs upon contact (R ≈ 0) and the difference
between the CQM and EQM disappears. In practice, of course, this limit is of
only academic interest, since the probability of such a contact would become
vanishingly small.
In order to establish the dependence of δ on the properties of the poly-
mer itself, we have also performed simulations for chains of different length N .
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Figure 2.4: (a) The scaling exponent δ varies strongly as a function of the
length scale of quenching and the chain length. (b) The scaling exponent δ
approaches a universal curve when plotted as a function of the dimensionless
parameter g = 〈R2〉1/2/Rq. The solid line represents a power-law fit of this
curve given by the equation δ ≈ 1.416g−0.602
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These simulations show that the exponent δ decreases with increasing chain
length (Fig. 2.4a).
The above findings regarding the dependence of δ on N and Rq were
obtained for an idealized bead-and-spring polymer system. We can employ
them, however, to estimate the numerical values of the exponent δ for various
experiments without having to use a more realistic polymer model in each
case. In the limit of sufficiently long chains and for the values of Rq that are
larger than the Kuhn length of the chain, this is to be expected; in this limit,
only two length scales are relevant, the quenching length scale Rq and the
polymer’s characteristic dimension 〈R2〉1/2. Thus, the dimensionless exponent
δ should depend on the ratio of the two, g = 〈R2〉1/2/Rq, as it does in the
two limiting cases discussed in Section 2.3.2. Fortuitously, a near universal
relationship between δ and g holds even in the (more experimentally relevant)
regime where Rq is comparable to or smaller than the chain Kuhn length.
Indeed, when the data of Fig. 2.4a is replotted as δ versus g, it falls close
to a single curve (Fig. 2.4b). The rather small deviations from a universal
relationship presumably arise from finite size effects. The (nearly) universal
curve δ(g) computed here can be used to analyze a variety of experimental
systems as long as enough is known about them to estimate the value of g.
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2.3.6 The dependence of the proportionality coefficient A on the
properties of the polymer and probe
The proportionality coefficient A between keff and k
δ
0 (cf. Eq. 2.17)
strongly depends on chain length and Rq and spans several orders of magni-
tude, as these parameters are varied in our simulations (Fig. 2.5). As sug-
gested by Eq. 2.24, we can write this proportionality coefficient as A(Rq, N) =
a(1/τr)
1−δ, where τr is the polymer’s inherent characteristic time (Eq. 2.23).
The dimensionless parameters a and δ should become universal functions of the
dimensionless parameter g defined in Eq. 2.14 in the asymptotic limit where
both Rq and 〈R2〉1/2 are much larger than the Kuhn length. Consistent with
this, for the largest values of Rq studied here, the dependence A(Rq, N) is well
described by Eq. 2.24 with a constant value of a ≈ 0.5 (Fig. 2.5). As Rq is
decreased, deviations from the simple scaling formula of Eq. 2.24 are observed,
although this formula still correctly describes the qualitative trend for A to
decrease with decreasing Rq or with increasing chain length. These deviations
are not surprising, since in this range of parameters we do not expect the pa-
rameter a to be constant or, more generally, to be any universal function of g.
Nevertheless, Eq. 2.24, with a ≈ 0.5, predicts the overall quenching time scale
to within less than an order of magnitude across the entire range of Rq and N
studied here.
In the limit Rq → 0, our results suggest that A should approach a finite
value (Fig. 2.5). This may appear counterintuitive, since one naturally expects
the overall quenching rate to vanish in this limit. It is however important to
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Figure 2.5: The proportionality coefficient A in the relationship keff = Ak
δ
0
varies strongly as a function of the length scale of quenching and polymer
length. Much of this variation is captured by the approximate formula A =
a(1/τr)
1−δ, where τr is the polymer’s inherent relaxation time (Eq. 2.23), a =
0.5, and the scaling exponent δ is estimated using the universal curve δ(g) of
Fig. 2.4b. The predictions of this formula are plotted as solid lines.
remember that A represents the proportionality coefficient between keff and
kδ0 in the range of k0 values such that the power law holds (i.e., in regime II).
If Rq is decreased, the range of k0 where the power law is valid gets shifted
toward larger values (cf. Fig. 2.3a and b). On the other hand, keff indeed
vanishes in the limit Rq → 0 for any fixed value of k0.
2.4 Comparison with experimental data
Fractional viscosity dependence has been observed by Bieri et al. [2]
in their measurements of the end-to-end collision rates in short polypeptides.
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They found that keff ∝ ηδ−1 with δ close to 0.2 except for the shortest peptide
studied, for which δ is ∼ 0.04. Since the chains used in that study were rather
short (3 ≤ N ≤ 10), we do not necessarily expect the universal behavior
described here (Fig. 2.5b) to hold. Nevertheless, if we assume it to be true,
the value δ = 0.2 corresponds to g = 20 − 40. Estimating 〈R2〉1/2 ∼ 1.5 nm
for a polypeptide with N = 10 bonds, this corresponds to Rq ∼ 0.4− 0.8 Å.
In contrast to the nonlinear relationship predicted here, and reported by
Bieri et al. [2], Lapidus et al. [22] report a linear relationship between k−1eff and
viscosity and interpret the intercept as the value associated with the reaction-
controlled rate kR (see Eq. 2.3). In Section 2.3.2, however, we have estimated
g = 44 − 100 for their system, thus corresponding to δ < 0.15. Although a
power-law fit was not attempted by Lapidus et al., it appears that it would be
difficult to distinguish between the k−1eff ∝ η1−δ = η0.85 − η0.9 predicted here
and the linear k−1eff vs η dependence expected on the basis of the WF or SSS
approximations.
As yet another example, we have recently studied the end-to-end col-
lision rates of single-stranded DNA [37]. For a 15-base polythymine chain,
deviations from a linear dependence of k−1eff on the viscosity are readily ap-
parent (Fig. 2.6). Specifically, a power-law fit k−1eff ∝ η1−δ employs the same
number of adjustable parameters as the linear fit predicted by the CQM and
provides a statistically significantly improved fit (Fig. 2.6). The value of δ
obtained from this fit, δ ≈ 0.524, is higher than the value estimated using the
universal curve (Fig. 2.4b). Specifically, assuming a Kuhn length of 4 nm for
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a single-stranded DNA [45] and using a bond length of σ = 0.34 nm for single-
stranded DNA [46], we estimate 〈R2〉1/2 ≈ (Nσl)1/2 ≈ 4.6 nm. Using the
value [47] Rq = 0.725 Å, we estimate g ∼ 60, which corresponds to δ ≈ 0.14
(Fig. 2.4b). The discrepancy between the observed and predicted values of the
exponent, however, is not surprising because the contour length of the chain
is not much longer than the Kuhn length and so the experimental conditions
are rather far from the flexible chain assumed in this analysis. Moreover, our
recent study [37] demonstrates that electrostatic interactions within rather
short single-stranded DNAs such as this lead to significant finite size effects
that cannot be captured by simple analytic polymer models.
Given the approximations still inherent in our model, and its inability
to model the specific details of each of these experimental setups, even the
limited degree of correlation observed between theory and experiment appears
heartening. Moving forward, a more realistic model for the end-to-end collision
dynamics would also have to take into account the effect of flexible linkers
connecting DNA to the probes [37]. One could attempt to capture the effect
of the linkers with a naive model, in which k(R) represents the overall rate
of two processes: The first one consists of a diffusional approach between
the fluorophore and the quencher groups subject to the constraint imposed by
tethering those probes to the ends of the DNA chain. The second process is the
fluorophore quenching. The effect of the flexible linkers is thus to effectively
increase the spatial range of the quenching process. The characteristic length
scale for k(R) would then be comparable with the typical end-to-end distances
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Figure 2.6: The EQM predicts a nonlinear, power-law relationship between
solvent viscosity and the end-to-end collision rate of a polymer (here a 15-
base single-stranded DNA comprised of polythymine) when probed using a
long-lived lumiphore (ruthenium tris(bipy)) quenched via electron transfer (to
methyl-ethyl-viologen). While the difference in the two fits may appear subtle,
both models entail only two fitted coefficients and thus the differences in the
residuals of the two fits are statistically significant (R2 = 0.96 versus 0.90
for the EQM and CQM, respectively). The experimental measurements were
performed by our collaborators T. Uzawa and K. W. Plaxco [12].
for the linkers and would be longer than the assumed value of Rq. It then
appears plausible that the presence of the linkers would lead to an effectively




Experimental methods for measuring end-to-end collision dynamics of
polypeptides and DNA commonly utilize the quenching of an optically excited
probe attached to one chain end upon its collision with a quencher attached to
the other end. The main message of this study is that the time scales of quench-
ing and of the polymer conformational dynamics are inherently inseparable in
such measurements. As a consequence, even their qualitative theoretical in-
terpretation requires explicit consideration of the quenching mechanism of the
experimentally employed probes.
Mathematically, the inseparability of the time scales of quenching and
of the polymer conformational dynamics arises from the distance dependence
of the quenching rate k(R), which is a decreasing function of the distance
between the chain ends. Even if this rate is so rapid that quenching is effec-
tively instantaneous at sufficiently short distances, the time scale of quenching
becomes comparable with that of polymer reconfiguration at larger values of
R. Using simple scaling arguments, we have then shown that if the polymer
dynamics are overdamped then the overall quenching time scale τ is given by
τ−1 = keff = k0f(k0τr) (2.25)
where k0 is the intrinsic quenching rate, τr is the polymer’s intrinsic reconfigu-
ration time (Eq. 2.23), and f(x) is some function that depends parametrically
on the chain length and Rq. Eq. 2.25 is exact and may serve as a starting
point for developing various useful approximations for keff through mapping
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out of the function f(x).
Simulations of model polymer chains performed here indicate that in
the regime of moderately high values of k0 where the quenching kinetics re-
mains exponential this function is close to a power law, f(x) ∝ xδ−1, thus ne-
cessitating that the dependence of keff on both viscosity and intrinsic quench-
ing rate be a power law. The fractional power-law viscosity dependence is con-
sistent with earlier observations for other systems [27,39,40,42,48]. According
to those studies, such a dependence is a common signature of the competition
between the time scales of diffusion and reaction kinetics. Although our own
simulations here employed a particular functional form for the quenching rate
k(R), in view of those studies, we anticipate that the power law found here
for EQM would be more general and would not require an exponential depen-
dence of Eq. 2.1. In fact, Srinivas et al. [27] report a fractional power law in
the viscosity dependence for k(R) = k0/[1+(R/R0)
6] , where R0 is a constant.
Using dimensional analysis, we have further shown that the dependence
of the measured loop closure rate on the properties of the probes and on the
polymer length can be recast as the scaling law given by Eq. 2.24, where
a = a(g) and δ = δ(g) are universal in the asymptotic limit where the chain
dimensions and the quenching length are much longer than the monomer size.
We also found that near universality persists even outside this asymptotic
limit, where the quenching length is comparable with the monomer size.
The scaling exponent δ describes how the overall time scale of quench-
ing is partitioned between the inherent time scales of quenching and polymer
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dynamics. If, for example, δ = 0, then polymer dynamics is rate limiting
and keff becomes independent of the quenching kinetics and inversely propor-
tional to viscosity. In the opposite extreme, δ = 1 and keff is independent of
the polymer dynamics and is proportional to k0, as in the reaction-controlled
limit (where polymer dynamics are infinitely rapid) and the limit where the
polymer is effectively frozen. Moreover, standard analytic approximations are
recovered as various limiting cases of the scaling relationship of Eq. 2.24. For
example, the SSS approximation [22] corresponds to a ∝ g−1, δ = 0, while the
Doi result [20] (described above) is obtained if δ = 0 and a is constant.
The scaling prediction of Eq. 2.24 allows us to estimate the error in-
curred when using the standard approximations (such as the CQM) that do not
explicitly take into account the quenching mechanism and predict a diffusion-
controlled limit that is independent of k0. This approximation corresponds to
choosing δ = 0 and underestimates the more accurate (EQM-predicted) rate
by a factor of kEQMeff /k
CQM
eff ∼ (k0τr)δ. When δ is close to zero and/or when
the intrinsic quenching rate k0 does not significantly exceed τ
−1
r , then the in-
terpretation of the experimental data in terms of the approximate CQM does
not lead to significant errors.
Finally, we note that the characteristic polymer reconfiguration time
scale τr has attracted considerable attention from experimentalists in the con-
text of the dynamics of unfolded proteins (see, e.g., refs [9–11]). If the intrinsic
quenching rate k0 can be measured independently, Eq. 2.24 provides another
method for measuring τr.
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2.6 Appendix
Langevin dynamics simulations of polymer chains. We used a
simple polymer model that consisted of N + 1 beads of mass m connected by
N springs. The interaction potential between a pair of beads separated by a
distance r consists of a harmonic bond interaction for two covalently linked
beads
Vbond(r) = kbond(r − σ)2/2 (2.26)
and a repulsive Lennard-Jones potential between nonbonded beads
Vnonbonded(r) = 4ε[(σ/r)
12 − (σ/r)6]θ(21/6σ − r) (2.27)
Here, the parameter ε sets the energy scale, σ represents the equilibrium bond
distance, kbond = 100ε/σ
2, and θ(x) is the Heaviside step function used to
truncate the attractive part of the Lennard-Jones potential. The dynamics of









where ri is the position of the bead, V is the total potential, γ is the friction
coefficient, and Ri(t) is the random force satisfying the fluctuation-dissipation
theorem. All simulations reported here were performed for γ = 2.0(σ2/mε)−1/2
and a temperature of T = 1.0ε/kb. In reporting our data, we use the bond
length σ as the unit of distance and τ0 = (mσ
2/ε)1/2 as a unit of time so that
the reported rate constants are normalized by the factor (mσ2/ε)−1/2.
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To obtain the overall quenching rate, we computed the survival proba-
bilities S(t) defined by Eq. 2.6 using R(t) from Langevin trajectories. In the
range of parameters reported here, S(t) was found to be close to exponential,
S(t) ≈ exp(−keff t), thus yielding the values of the overall quenching rate keff .
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Chapter 3
End-to-surface reaction dynamics of a single
surface-attached DNA or polypeptide
3.1 Abstract
The dynamics of surface-attached polymers play a key role in the oper-
ation of a number of biological sensors, yet its current understanding is rather
limited. Here we use computer simulations to study the dynamics of a reaction
between the free end of a polymer chain and a surface, to which its other end
has been attached. We consider two limiting cases, the diffusion-controlled
limit, where the reaction is accomplished whenever the free chain end diffuses
to within a specified distance from the surface, and the reaction-controlled
limit, where slow, intrinsic reaction kinetics rather than diffusion of the chain
is rate limiting. In the diffusion-controlled limit, we find that the overall rate
scales as N−b, where N is the number of monomers in the chain and b ≈ 2.2
for excluded volume chains. This value of the scaling exponent b is close to
that derived from a simple approximate theory treating the dynamics of the
chain end relative to the surface as one-dimensional diffusion in an effective
potential. In the reaction-controlled limit, the value of the scaling exponent
b is close to 1. We compare our findings with those for the related (and bet-
ter studied) problem of end-to-end reactions within an unconstrained polymer
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chain and discuss their implications for electrochemical DNA sensors.
3.2 Introduction
Surface-attached biopolymers are employed in many emerging biotech-
nological applications, such as DNA microarrays [49], as well as in experimen-
tal biophysical methods. For example, many optical single-molecule techniques
require the molecule of interest to be immobilized on a surface [50, 51]. Yet
the current understanding of how surface confinement alters the dynamics and
the structure of biomolecules is rather limited. In particular, theoretical work
on this subject has been limited to only a handful of recent studies [52–59].
Shang and Geva, for example, have studied how tethering a freely jointed
homopolymer [53] or a polypeptide [56] to either an attractive or repulsive
surface affects their conformational ensemble and dynamics under varying sol-
vent quality. Several studies of surface attachment effects on protein stability
and folding kinetics have been reported [57,58,60,61]. The dynamics of a DNA
tethered to a surface and subjected to a shear flow has also been studied [59].
Finally, molecular dynamics simulations of short surface-attached biopolymers
have recently been reported [54,55].
Here, we study the dynamics of a reaction occurring between one end
of a polymer chain and a surface, to which the other end is attached (Fig. 3.1).
Our interest in this problem is motivated in part by its particular application
to the design of electrochemical DNA (E-DNA)sensors [8]. An E-DNA sensor
is used to detect target DNA sequences and consists of an array of single-
45
stranded DNA (ssDNA) probes. One end of each molecule is tethered to an
electrode surface, while the free end is labeled with a redox group. When
no complementary target DNA is present, the redox-label can collide with
the electrode surface, resulting in electron transfer that can be detected by
measuring the resulting Faradic current [7]. When the probes hybridize with
the target DNA, the resulting double-stranded DNA (dsDNA) segment is much
stiffer than the unhybridized probe, so the collisions of its end with the surface
become less likely. The ensuing change in the Faradic current thus can be
linked to the concentration of the target DNA.
A quantitative description of E-DNA sensors requires a theory for the
dependence of the electron transfer rate on polymer properties, such as persis-
tence length and contour length. In general, this problem is rather complex be-
cause the chain dynamics are affected by electrostatic interactions of the DNA
probe with the electrode, with neighboring DNAs and with itself. Moreover, a
comprehensive theory should account for the possibility of through-DNA elec-
tron transfer, in addition to the collisional mechanism described above. Our
objective here is more modest: We try to gain initial understanding of reaction
dynamics between the chain end and the surface by considering the relatively
simple case of a random-coil-like polymer attached to a hard wall-like surface.
Although, to our knowledge, this problem has not been studied in the
literature (with the exception of ref [62] , which considered the case of a short,
stiff dsDNA that has to bend for its end to reach the surface), the related prob-
lem of end-to-end collisions within a freely diffusing polymer chain (Fig. 3.1)
46
Figure 3.1: (a) Schematic picture of the problem studied here: One end of a
polymer chain is attached to the surface. Reaction between the free chain end
and the surface occurs inside a thin layer whose width is z0. (b) A related
problem of end-to-end collisions within a chain. Reaction occurs whenever the
end-to-end distance is smaller than z0.
has been studied rather extensively, both experimentally [2, 6, 22, 34–37, 63]
and theoretically [3, 18, 20, 21, 23–26, 28–31, 64–72]. In particular, the scaling
of the collision rate as a function of chain length has received considerable
attention and still remains a somewhat unsettled issue [28]. While brute force
computer simulations have recently provided a wealth of information about
end-to-end collision dynamics [12, 23–25, 28], two approximate solutions, the
Wilemski-Fixman approximation [31] and the Szabo-Schulten-Schulten (SSS)
47
theory [13], remain useful in interpreting experimental data. The SSS theory
is particularly attractive, despite its known limitations [12, 23, 26], as it often
allows for an analytically tractable solution. This theory assumes that the
end-to-end dynamics of the polymer obeys a simple one-dimensional diffusion
equation in the effective potential that correctly reproduces the distribution
of end-to-end distances for the molecule.
In this paper, in addition to solving the problem of end-to-surface reac-
tion dynamics via brute-force simulations, we also seek simple approximations
to describe the results. We find that SSS theory is reasonably accurate as a
description of the dependence of the rate, with which the free end of the poly-
mer chain collides with the surface, on chain length and the contact distance
z0 defined such that the collision takes place only when the distance z between
the free end and the surface is less than z0 (Fig. 3.1). The SSS theory, as well
as dimensional analysis, further suggest that, under the assumptions that the
chain is long enough and that the contact distance is greater than the bond
length but shorter than the root-mean-square (rms) distance from the chain
end to the surface (i.e., σ  z0 < 〈z2〉1/2), the collision rate should be of a
universal form:
k = t−1R f(z
2
0/ 〈z2〉)
Here tR is the characteristic relaxation time of the polymer, and f(x) is a
universal function, which can be fairly accurately estimated from the SSS
theory. We also study the opposite limit of reaction-controlled kinetics. In
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this limit, slow, intrinsic reaction kinetics rather than diffusion of the chain is
rate limiting. If such an intrinsic process takes place with a characteristic rate





We note, however, that some of these findings may be model dependent. In
particular, the model adopted here accounts for excluded-volume interactions
within the polymer chain but, similarly to many other common models of
end-to-end collision dynamics [22–25,28], neglects hydrodynamic interactions.
It is known that, in the asymptotic limit of very long chains, hydrodynamic
interactions can qualitatively change the physics of the end-to-end chain re-
actions. For example, when both excluded volume and hydrodynamic inter-
actions are present, the diffusion-controlled limit becomes unattainable, and
reaction-controlled kinetics takes place even when the intrinsic reaction kinet-
ics is very fast [21,66,67,69,70,72].
Subsequent sections of this paper will be presented as follows: Sec-
tion 3.3 will discuss the model and methods used in our study. Sections 3.4
and 3.5 describe our results for the diffusion-controlled rate and the reaction-
controlled rate, respectively. In Section 3.6, we compare our results with those
obtained for the kinetics of reactions taking place between ends of an uncon-
strained polymer chain. Finally, Section 3.7 concludes with a discussion of the
implications for DNA sensors.
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3.3 Model and Methods
3.3.1 Langevin dynamics simulations of a surface-attached polymer
chain
Our polymer model consists of N + 1 beads of mass m connected by N
springs, where the first bead is immobilized on the surface at z = 0. Here the
coordinate z measures the distance from the surface as shown in Fig. 3.1. The
pairwise interaction potential between adjacent beads separated by a distance
r is taken to be harmonic:
Vbond(r) = kbond(r − σ)2/2 (3.1)
while nonbonded beads interact via a repulsive Lennard-Jones potential rep-
resenting excluded volume:
Vnon−bonded(r) = 4ε[(σ/r)
12 − (σ/r)6]θ(21/6σ − r) (3.2)
Here, σ is the equilibrium bond distance, ε is a characteristic energy scale,
kbond = 100.0ε/σ
2, and θ is the Heaviside step function that truncates the
attractive portion of the Lennard-Jones potential. The interaction between
the surface and each bead (except the one that is immobilized), as a function
of its distance z between the bead and the surface, is similarly represented by
a repulsive Lennard-Jones potential:
Vsurface(z) = 4ε[(σ/z)
12 − (σ/z)6]θ(21/6σ − z) (3.3)










where ri(t) is the position of the bead, V is the total interaction potential, ξ
is a friction coefficient, and Ri(t) is a random force satisfying the fluctuation-
dissipation theorem. Our data is reported in reduced form where the units of
length, energy, and time are σ, ε, and τ0 = (mσ
2/ε)1/2, respectively. Sim-
ulations were performed with a temperature of T = 1.0ε/kB. The value
ξ = 2.0(σ2/mε)−1/2 chosen for the friction coefficient was large enough to
ensure that the dynamics were overdamped (i.e., all reaction times reported
here are proportional to ξ).
3.3.2 The kinetics of end-to-surface reaction
We assume that there is a first-order reaction between the chain end
and the surface. This reaction can represent, for example, electron transfer in
a DNA sensor or surface-modulated quenching of an optical probe attached to
the chain end. The rate for the reaction, k = k(z), depends on the distance z
(Fig. 3.1).
Although the actual functional form of k(z) depends on the specifics of
the above reaction, here we will consider the simplest possible model, where
k(z) is nonzero only when the distance z falls below a certain contact distance
z0, i.e.,
k(z) = k0θ(z0 − z) (3.5)
where θ is the Heaviside step function. We note that the chosen form for k(z),
which vanishes identically for z > z0, is somewhat special, resulting in a well-
defined limit k0 → ∞, where the overall measured rate becomes independent
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of the intrinsic rate k0 (i.e., the diffusion controlled limit). This is not true in
general [12]. Nevertheless, we adopt the simplest possible model of Eq. 3.5 to
avoid the complications encountered in the more general case [12]. Simulations
can of course be performed for any k(z), if desired.
To describe the overall kinetics of the polymer-mediated reaction, we
compute the survival probability that the reaction initiated at time t0 has not












/ 〈θ(z − z0)〉 (3.6)
The averaging, denoted by the angular brackets in Eq. 3.6, is over the canonical
ensemble of initial polymer configurations at t = t0, with any initial config-
urations that have already reacted (i.e., those with z < z0) excluded by the
step function in Eq. 3.6. Assuming ergodic behavior, the averages of Eq. 3.6
can also be computed from a single long polymer trajectory by performing a
time average over the starting point t0. In practice, we have performed both
averages by running long trajectories on multiple processors and carrying out
a time average for each. The mean first passage time for the reaction to take





We are particularly interested in two limits. In the limit k0 → ∞ the result
becomes independent of k0. This is the diffusion-controlled limit, where the
reaction occurs instantaneously upon the chain end, reaching the distance
z0 from the surface. The resulting diffusion-controlled rate kD = τ
−1 is a
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measure of collisions between the chain end and the surface. In practice,
to compute kD from Eq. 3.7, we use sufficiently high values of k0 such that
the mean first passage time no longer depends on k0. Note, however, that,
although the diffusion-controlled limit is well-defined for the model studied
here, it is not necessarily the case in general. For example, lack of diffusion-
controlled limit has been predicted in loop formation within very long chains
[21, 66, 67, 69, 70, 72], as well as the case of a more general spatial dependence
of the reaction rate k(z) [12].
In the opposite limit k0 → 0, the survival probability can be written
as [17,22,38] S(t) ≈ exp[−〈k〉t] ≡ exp(−kRt), where
kR = 〈k〉 =
∫ ∞
0




is the reaction controlled rate, which can be obtained by averaging k(z) over
the equilibrium probability distribution of the distance between the chain end
and the surface. While τ = k−1R can be computed in this limit again by
considering the decay of an appropriately defined survival probability, as in
Eq. 3.6 and Eq. 3.7, it is easier to calculate the reaction-controlled rate directly
from Eq. 3.8. Finally, for intermediate values of k0, one can interpolate between




3.3.3 Estimating the diffusion-controlled rate for a Gaussian chain
using the SSS theory
In Section 3.4, our numerical results will be compared with the analyti-
cally solvable SSS model [13]. In this model, the free end of the chain is viewed
as diffusing in a potential of mean force of the form G(z) = −kBT ln p(z),
where p(z) is the equilibrium distribution of the end-to-surface distance. The
first passage time to reach the contact distance z0 and the corresponding













where Deff is the effective diffusion coefficient along the coordinate z. Equa-
tion 9 can be evaluated analytically for polymers obeying Gaussian statistics.
Indeed, the probability distribution p(z) for the distance between the free end














where lK is the Kuhn length [43] (thus the mean squared end-to-end distance
measured in the absence of the surface is equal to NσlK). Inserting Eq. 3.10




















where Γ is the incomplete gamma function and 〈z2〉 =
∫∞
0
z2p(z) dz = (2/3)NσlK
is the mean square distance between the chain end and the surface.
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In order to use Eq. 3.11 to predict the diffusion-controlled collision
rate in our model, we need two parameters, the Kuhn length lK and the
effective diffusion coefficient Deff . The former can be estimated by fitting the
mean squared end-to-end distance of the chain (in the absence of the surface)
with NσlK . The latter can be estimated by comparing the behavior of the
autocorrelation function of the end-to-surface distance z(t) for polymer model
with that expected for the one-dimensional diffusion model [74]. Specifically,
using a harmonic approximation for the potential of mean force
G(z) = −kBT ln p(z) = G(zm) + (1/2)G′′(zm)(z − zm)2 (3.12)
where zm = (NσlK/3)
1/2 corresponds to the maximum of p(z), one can esti-









C(t) = 〈z(t)z(0)〉 − 〈z〉2 (3.14)
The correlation function of Eq. 3.14 can be often approximated by a single
exponential,
C(t) = C(0) exp(−t/t0) (3.15)
We have directly tested Eq. 3.15 by simulations and found that it always holds
well. If we further assume that our Gaussian polymer obeys Rouse dynamics
(i.e., Brownian dynamics, with hydrodynamic effects neglected [44]), then we
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expect that C(t) would be dominated by the slowest Rouse relaxation mode





is the Rouse relaxation time of the chain. Indeed, neglecting faster relaxation
modes in the expression for C(t) results in a fairly small error (≈ 10%) when
estimating the effective end-to-end diffusion coefficient of a free Rouse chain
[74]. However, this result has to be modified to account for the fact that one
end of the chain is fixed. This leads to a different boundary condition for the
Rouse relaxation modes [75]. Consequently, for a Rouse chain with one end
fixed, the corresponding slowest relaxation time is not tR but t0 = 4tR [75].














Similarly to the free Rouse chain, Deff of a constrained chain is inversely
proportional to chain length [74].
3.4 Results: The diffusion-controlled rate kD
3.4.1 Dependence of the diffusion-controlled rate on chain length
N and the contact distance z0
In the diffusion-controlled limit, the reaction kinetics are determined
by the collisions of the free chain end with the surface, where a collision is
defined as an event in which the chain end approaches the surface to within
the contact distance z0. The mean first passage time τ to such a collision is
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related to the usual diffusion-controlled rate [13], kD = τ
−1. For sufficiently
small values of z0 and/or long chains, the chain length dependence of kD is
well approximated by a power law
kD ∝ N−b (3.18)
where the value of the exponent b is close to 2.16 (Fig. 3.2, the case z0 = 2
7/6σ).
Deviations from a power law dependence become significant as z0 is increased
and becomes comparable with the typical distance z between the surface and
the chain end.
The SSS rate kD−SSS (Eq. 3.11 and Eq. 3.17), while being off roughly by
an order of magnitude for the longest chains studied, reproduces remarkably
well both the scaling exponent b in the limit of small z0 and the deviations
from the power law observed at larger values of z0 and/or for short chains.
Likewise, the dependence of the diffusion-controlled rate on the con-
tact distance z0 is well captured by the SSS theory (Fig. 3.3). Although
this dependence appears to be well approximated by an exponential function
kD ∝ exp(az) (solid lines in Fig. 3.3), this behavior may be accidental. Indeed,
the SSS prediction of Eq. 3.11 also appears to behave exponentially in the same
range of z0, while the actual analytical formula is inversely proportional to an
incomplete Gamma function involving z20 and is not an exponential function
of z0.
When extrapolated to z0 → 0, our numerical data for kD appears to
predict a finite value of the diffusion-controlled rate. This simple extrapolation
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Figure 3.2: In the limit where the chain length is long enough that the typical
distance z from its end to the surface is much longer than the contact distance
z0, the diffusion-controlled rate kD scales as kD ∝ N−b (solid line) where b is
close to 2.16. Deviations from this power law are observed when the typical
values of z become comparable to z0. The SSS theory (dashed lines) describes
well both the asymptotic power law and departures from this law observed at
large z0 and small N .
is obviously incorrect, as the probability of finding the end monomer at z = 0
is identically equal to zero, and so collisions defined by z0 = 0 never happen.
In contrast, the SSS rate of Eq. 3.11 exhibits physically reasonable behavior
and vanishes at z0 = 0. The regime of small contact distances that are shorter
than or comparable to the monomer size is physically quite different from the
regime considered here. For z0 < σ, the properties of the distribution p(z) are
strongly dependent on the interaction potential between the end monomer and
the surface. Therefore, the behavior of kD can be strongly model-dependent.
In contrast, results should become less model dependent when the contact
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Figure 3.3: The diffusion controlled rate kD increases (approximately exponen-
tially) with the contact distance z0. SSS predicts similar behavior, although
the functional dependence on z0 is not exponential Eq. 3.11.
distance z0 exceeds a typical length scale of surface-monomer interactions.
Below we propose that, for z0  σ and N  1, the dependence kD(N, z0) can
indeed be written in a simple, universal form.
3.4.2 Dimensional analysis of kD(N, z0)
Let us first ignore excluded volume interactions among the non-bonded
beads of the chain. Assuming the overdamped limit (i.e., neglecting the first
term in Eq. 3.4) and taking the long chain limit (N  1), our model becomes
equivalent to the standard Rouse model [44]. Treating the monomer number n










where rn is the position of the n-th monomer and tR is the Rouse time defined
in Eq. 3.16. For a chain with one end fixed, the boundary conditions are: r0 = 0
(monomer does not move) and (∂r)/(∂n) |n=N= 0 (zero force on the free end).
This leads to the solutions of the form rn(t) ∼ exp(−t/tp) sin[π(1/2 + p)n/N ]
for p = 0, 1, 2, ..., where the relaxation times are given by tp = tR/(1/2 +
p)2. The lowest relaxation time is thus t0 = 4tR, as already pointed out in
Section 3.3.3.
In the reduced units ζ = n/N , T = t/tR, and ρ(ζ) = rn/〈z2〉, Eq. 3.19









Likewise, when viewed at a spatial resolution that is coarser than the monomer
length scale σ, the spatial properties of the chain (in particular the spatial
distribution of z) are invariant when the distances are normalized by the only
remaining characteristic length scale 〈z2〉1/2(see, e.g., refs [43] and [76]). We
thus expect that for z0  σ, the first passage time τ when scaled by tR
should be a dimensionless quantity that only depends on the dimensionless
ratio u = z0/〈z2〉1/2, i.e.,
τ/t0 = τ/(4τR) = 1/f(u) (3.21)
where f(u) is some yet unknown function.
The SSS approximation for the diffusion-controlled rate is precisely of
the form of Eq. 3.21. Indeed, using Eq. 3.17, Eq. 3.11 can be rewritten in the
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form of Eq. 3.21, where
f(u) = 1/Γ(0, u2) (3.22)
We now surmise that Eq. 3.21 should be valid even in the more general case
where the polymer is not Gaussian, provided that a characteristic polymer
reconfiguration time scale t0 is appropriately defined. Specifically, we can
estimate t0 by fitting the autocorrelation function of Eq. 3.14 by an exponential
(cf. Eq. 3.15).
If our hypothesis is correct, all of the data shown in Fig. 3.2 should col-
lapse onto a single curve when plotted as kDt0 versus u = z0/〈z2〉1/2. Replot-
ting Fig. 3.2 this way, we do not find a perfect collapse (Fig. 3.4). Nevertheless,
deviations from a hypothetical single curve observed in Fig. 3.4 are less than
a factor of 2, while the rate kD itself spans many orders of magnitude (cf.
Fig. 3.2). It is likely that the lack of perfect collapse can be attributed to
the fact that the asymptotic N → ∞ behavior has not been attained for our
chains; indeed, it has been previously observed [74] that finite-size effects may
persist in the statistics of spatially confined polymer chains even when the
latter are hundreds of times longer than the Kuhn segment. An ultimate res-
olution of this issue would be to perform simulations with much longer chains
but, unfortunately, it is impractical to obtain statistically accurate data for
such long chains given our central processing unit (CPU) resources. Given
these limitations, nevertheless, it is important to point out that for sufficiently
short contact distances relative to the typical size of the polymer chain (i.e.,
for u ≤ 1), the SSS-derived universal curve predicted by Eq. 3.22 describes all
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Figure 3.4: For sufficiently long chains, we expect the rescaled rate kDt0 to
asymptotically approach a universal relation when plotted as a function of
the dimensionless parameter u = z0/〈z2〉1/2. Here we test this prediction and
find that this collapse is not perfect for the chains of the lengths as long as
N = 160 monomers studied here, presumably because of finite-size effects.
The solid line represents a plot of kDSSSt0 = 1/Γ(0, u
2) predicted by the SSS
theory (Eq. 3.11).
of our data to within a factor of 2.
These findings allow us now to better understand the origins of the
power law for the rate kD as a function of chain length N . Consider the limit
where the contact distance z0 is much shorter than the characteristic polymer
size 〈z2〉1/2 (i.e., when u  1) but still longer than the monomer size σ. The
function f(u) is only weakly dependent on u in this limit. For example, the
SSS prediction for f(u) (Eq. 3.22) gives logarithmic dependence in this regime:
f(u) ≈ −(2 lnu+ γ)−1 (3.23)
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where γ = 0.577 is Eulers constant. If we neglect this weak dependence, then,
according to Eq. 3.21, the diffusion-controlled rate should scale as 1/tR. For
a Rouse chain with excluded volume, the scaling of tR has been predicted [76]
to be of the form tR ∝ 〈R2〉/D ∝ N1+2ν ≈ N2.2, where ν ≈ 3/5 is Flory’s
scaling exponent [43], R is the end-to-end distance of the polymer, and D is
the diffusion coefficient for the entire chain. Thus we expect the scaling of
the form kD ∝ N−2.2 for excluded-volume polymer chains. The actual scaling
exponent estimated numerically (Fig. 3.2) is indeed close to this prediction.
When u is no longer small, then the chain length dependence of f(u) can
no longer be neglected. This leads to a stronger chain length dependence of
the overall rate constant kD and to deviations from the simple power law of
Eq. 3.18 (Fig. 3.2).
We finally note that similar 1/tR scaling has been predicted for the
related problem of the diffusion-controlled rate of end-to-end collisions in a
freely diffusing chain [20, 21, 24, 28]. We will further compare these two cases
in Section 3.6.
3.5 Results: The reaction-controlled rate kR
Similarly to the diffusion controlled rate, the reaction-controlled rate
kR (Eq. 3.8) exhibits a power law behavior, kR ∝ N−c, with the exponent c
close to 1, provided that z0 is much smaller than the typical end-to-surface
distances z (Fig. 3.5). This scaling exponent is also close to that estimated for
a Gaussian chain. This can be seen by substituting the distribution p(z) from
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Eq. 3.10 into Eq. 3.8, which gives
kR
k0
= 1− exp(−u2), u = z0
〈z2〉1/2
(3.24)
For z0  〈z2〉1/2, this equation predicts kR/k0 ≈ u2 = z20/〈z2〉 ∝ 1/N since
〈z2〉 ∝ N for a Gaussian chain. Crudely speaking, kR is proportional to the
probability p(z0) of finding the chains end within the required distance from
the surface, which, according to Eq. 3.10, is proportional to 1/N for Gaussian
chains. Curiously, our data indicates that the approximate 1/N scaling is
rather robust and insensitive to the chain statistics (Fig. 3.5). Moreover, the
same scaling is found in the opposite extreme in which the chain is very stiff
and behaves like a rigid rod of length L. Indeed, for a rigid rod that is free to
pivot around its attachment to the surface, the probability distribution p(z)
is given by p(z) = (2/πL)(1 − z2/L2)1/2 ≈ 2/(πL). Thus the rate kR scales
again as 1/L ∝ 1/N .
Regardless of whether excluded volume effects are present, the reaction
controlled rate for sufficiently long chains satisfies the scaling relationship
kR/k0 = g(u) = g(z0/〈z2〉1/2) (3.25)
provided that z0 is greater than the monomer size. This scaling relationship
immediately follows from Eq. 3.8 and from the fact that p(z) is of the general
form [43, 76] p(z) = 〈z2〉−1/2h(z/〈z2〉1/2), where h(x) is another dimensionless
function.
Consistent with the above prediction, the data of Fig. 3.5, when re-
plotted as kR/k0 versus u, collapses onto a universal curve g(u) (Fig. 3.6).
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Figure 3.5: Chain length dependence of the reaction-controlled rate kR is
close to inversely proportional. The solid lines are power law fits N−b, where
b =1.04, 0.981, and 0.901 for z0 = 2
7/6σ, z0 = 5 × 21/6σ, and z0 = 5 × 27/6σ,
respectively.
Moreover, the relationship g(u) = 1 − exp(−u2) predicted for ideal chains
(Eq. 3.24) describes the data reasonably well even in the presence of excluded
volume effects.
3.6 End-to-surface versus end-to-end reaction
Although collisions of the free end of a surface-attached DNA with the
respective surface are believed to provide the mechanism through which target-
induced structural changes are detected in E-DNA sensors (see, e.g., refs [8]
and [7]), very little experimental information is currently available about the
basic physics of this process. In contrast, collisions between the ends of an un-
65
Figure 3.6: kR/k0 approaches a universal relation when plotted as a function
of the dimensionless parameter u = z0/〈z2〉1/2. The solid line is the analytical
prediction for Gaussian chains (Eq. 3.24)
constrained biopolymer (ssDNA or protein) in solution have received consid-
erable experimental attention [2,22,34,35,37,41]. It is therefore natural to ask
whether the current understanding of end-to-end reaction dynamics (Fig. 3.1)
is transferrable to the problem of an end-to-surface reaction (Fig. 3.1). To
answer this question, here we compare the simulation results reported in the
previous sections with end-to-end reaction rates for the same polymer chains.
For the latter process, we have adopted a model analogous to that described
in Section 3.3.2. Specifically, we have assumed that a chain-mediated end-to-
end reaction has an end-to-end distance-dependent rate described by Eq. 3.5,
where z is replaced by the distance R between the end monomers of the poly-
mer (Fig. 3.1). The parameter z0 is now interpreted as a capture radius such
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that no reaction occurs if the end-to-end distance exceeds it. The results for
end-to-end rates reported here were obtained through a straightforward mod-
ification of the procedures described in Section 3.3: Eqs. 3.5, 3.6, 3.7, and 3.8
were used to compute the diffusion- and reaction-controlled rates by simply
removing the surface constraint and replacing z by R.
The scaling of the diffusion-controlled rate with chain length N is very
similar in the cases of end-to-end collisions in unconstrained polymers and of
end-to-surface collisions of surface-attached polymers (Fig. 3.7). This result is
not surprising: According to earlier theoretical predictions for unconstrained
polymers [20,21,28] and to the scaling considerations of Section 3.4, kD should
roughly scale as 1/tR in each case, resulting in a similar chain length depen-
dence (Eq. 3.18) with a scaling exponent close to b = 2.2. For sufficiently small
z0, we find that the end-to-surface rate is always greater than the end-to-end
rate. Again, this result is not surprising since a surface presents a larger target
for a chain end to strike, as compared to the other end monomer of the chain.
Just as in the case of collisions with a surface, the end-to-end diffusion
controlled rates measured for chains of varying length and capture radius z0
fall close to a universal curve when properly rescaled. Specifically, we find a
relationship of the form (Fig. 3.7)
kDt0 = f̃(u) (3.26)
Similarly to the case of surface-attached chains, the parameter u for an un-
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Figure 3.7: (a) End-to-end collisions of a free chain and end-to-surface colli-
sions of a tethered chain show similar chain length dependence in the diffusion
controlled regime. Here, kD ∝ N−2.37 and N−2.16 in the former and latter cases
for z0 = 2
7/6σ. (b). The diffusion-controlled rate of end-to-end collisions for
a free chain and end-to-surface collisions of a tethered chain exhibit similar
(near) universal dependence on the reduced parameter u = z0/〈z2〉1/2 when
measured in reduced time units set by the polymer relaxation time scale t0.
The data for surface attached chains are the same as in Fig. 3.4
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constrained chain is defined as the ratio of z0 to the rms chain extension in
the z direction (which is now equivalent to the x- and y-directions)
u2 = z20/〈z2〉 = 3z20/〈R2〉 (3.27)
The relaxation time t0 was determined by fitting the autocorrelation function
of the end-to-end distance to an exponential, similarly to Eqs. 3.14 and 3.15.
The function f̃(u) defined this way behaves very similarly to the function f(u)
found for end-to-surface collisions (Fig. 3.7). For the same values of t0 and u,
the rate of end-to-surface collisions is roughly an order of magnitude higher
than that of end-to-end collisions (Fig. 3.7).
Similarly to the case of diffusion-controlled rates, the reaction-controlled
rate kR for an end-to-end reaction is smaller than that for an end-to-surface
reaction (Fig. 3.8). In contrast to the diffusion-controlled rate, however, the
scaling of the reaction-controlled rate as a function of chain length is quite dif-
ferent for end-to-end and end-to-surface reactions. This difference in scaling is
readily understood by considering the case of a Gaussian chain. For a surface-
attached Gaussian chain, the rate kR is given by Eq. 3.24. For long chains
this rate thus scales as kR ∝ u2 ∝ N−1. In contrast, the reaction controlled





















For u  1, this results in chain length dependence given by kR ∝ u3 ∝
N−3/2. These scaling laws are easy to understand: As noted in Section 3.5,
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Figure 3.8: In the reaction controlled regime, the rate of an end-to-end reac-
tion for an unconstrained chain has a stronger chain length dependence than
that of an end-to-surface reaction of a surface tethered chain, according to
both numerical simulations (circles) and analytical theory for Gaussian chains
(lines). Here, these rates are plotted as a function of the dimensionless param-
eter u = z0/〈z2〉1/2, which itself scales as u ∝ N−ν (where ν = 1/2 and 3/5 for
Gaussian and excluded-volume chains, respectively).
the reaction-controlled rate is proportional to the probability of finding the
reacting entities in close proximity. This probability scales as 1/N for a chain
end reacting with the surface and as N−3/2 for one chain end reacting with the
other. Consequently, an end-to-end reaction exhibits a significantly stronger
dependence on chain length as compared to its end-to-surface analog in the
reaction limited regime. This conclusion remains true when excluded volume
effects are taken into account (see Fig. 3.8). Interestingly, the Gaussian chain
approximation works reasonably well in the case of a surface-attached chain
(Eq. 3.24), while it is considerably less accurate in the case of an end-to-end
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reaction within an unconstrained polymer.
3.7 Concluding Remarks
Our study was largely motivated by the recently developed E-DNA
method of detecting ssDNA [7, 8]. In this technique, an ssDNA probe at-
tached to an electrode surface undergoes hybridization with a free DNA thus
resulting in the formation of a dsDNA tethered to the surface. This changes
the electron transfer rate between the redox-modified free DNA end and the
surface, which is manifested as a change in the Faradic current. To understand
this change more quantitatively, first note that the Kuhn length lK of dsDNA
is much longer than that of ssDNA [77]. Since, depending on the intrinsic
rate of electron transfer, both reaction-limited and diffusion-limited regimes
are possible, below we consider both cases separately.
Diffusion-Controlled Case. Using Eq. 3.21 and Eq. 3.22 and omit-
ting numerical factors, we can write the diffusion-limited rate as
kD ∝ t−10 f(z0/〈z2〉1/2) ∝ t−10 f(u) (3.29)
The characteristic chain relaxation time can often be approximated by the
following scaling relationship [43] (Eq. 3.16 being its particular case for the
Rouse model):
t0 ∝ 〈R2〉/Dchain (3.30)
where 〈R2〉 is the mean square end-to-end distance and Dchain is the diffusion
constant of the entire chain. Using 〈R2〉 ∼ σlKN we find that the factor
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t−10 in Eq. 3.29 is roughly inversely proportional to the Kuhn length and thus
should decrease upon DNA hybridization. In addition, it is plausible that the
diffusion coefficient Dchain for a dsDNA is lower than that of an ssDNA of
the same length, thus providing further hybridization-induced reduction of kD.
Finally, since f(u) is a monotonically increasing function of the parameter
u = z0/〈z2〉1/2 ∝ z0/(NσlK)1/2 (3.31)
the last factor in Eq. 3.29 will also decrease upon DNA hybridization. All
these effects will result in a reduction of the Faradic current, consistent with
the experimental observations [7, 8].
Reaction-Limited Case. In this limit, we can use Eq. 3.24 to esti-
mate the dependence of the rate kR on the polymer Kuhn length. If we further
assume that z0  〈z2〉1/2, then we find
kR ∝ 〈z2〉−1 ∝ l−1K (3.32)
Like in the diffusion-controlled case, the reaction-controlled rate decreases with
increasing Kuhn length, but this dependence is somewhat weaker than for the
diffusion-limited rate.
The Limit of Stiff dsDNA. In the above estimates, we assumed that
the polymer contour length L = Nσ is much longer than its Kuhn length
so that both the ssDNA and the dsDNA are flexible. However, while the
Kuhn length of ssDNA typically corresponds to just a few bases, the Kuhn
length of dsDNA corresponds to over 100 base pairs, which is longer than
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the length of the DNA constructs commonly employed in DNA sensors. For
such short and therefore stiff DNA, the end-to-surface collision rate strongly
depends on the manner in which the molecule is attached to the surface. For
example, if the molecule is not free to pivot around the attachment point,
then a collision of its end with the surface will involve surmounting an energy
barrier required to bend the molecule. This scenario has been studied in ref
16. Here we consider the opposite case of a dsDNA approximated as a rigid
rod freely pivoting around its surface attachment. The diffusion limited rate
can be crudely estimated using a relationship similar to Eq. 3.30, as the inverse






where L = Nσ is the length of the molecule. To compare this result with the
end-to-surface collision rate for ssDNA of the same contour length, we can use
Eqs. 3.29 and 3.30. If we further neglect the weak dependence of f(u) and








Comparing Eq. 3.33 and Eq. 3.34, we find that kD,ssDNA  kD,dsDNA as long
as the contour length of the DNA is longer than the Kuhn length of ssDNA,
L = Nσ  lK,ssDNA.
In the reaction-controlled limit, we use the fact that the probability
that the free end of a rigid rod is within a distance z0  L from the surface is
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given by ∼ p(0)z0 ≈ 2z0/(πL) (see Section 3.3). Thus the reaction-limited rate
is given by kR,dsDNA ∝ k0z0/L, which, again, should be compared with the ss-
DNA rate estimated from Eq. 3.24, kR,ssDNA = k0z
2
0/(NσlK,ssDNA). Compar-
ing the two rates, we find that kR,ssDNA  kR,dsDNA as long as z0  lK,ssDNA.
The latter inequality, however, is not necessarily satisfied under experimental
conditions. Indeed, if the process in question involves electron transfer, the
corresponding characteristic length scale may be very short, on the order of
a few angstroms shorter than the typical Kuhn length of ssDNA. The case
z0 < lK,ssDNA would have to be dealt with much more carefully. In partic-
ular, Eq. 3.24 is likely to be inadequate in this case because the probability
distribution p(z) for such short distances would be affected by the specifics
of the polymer-surface interaction. Finally, since the dynamics of dsDNA is
effectively slower than that of ssDNA, it is also conceivable that a transition
from reaction-controlled to diffusion-controlled electron transfer kinetics can
happen upon DNA hybridization. Further understanding of how DNA hy-
bridization affects the electron transfer rate in E-DNA sensors will require
more realistic polymer models as well as knowledge of the specifics of the elec-




Universality in the timescales of internal loop
formation in unfolded proteins and
single-stranded oligonucleotides
4.1 Abstract
Understanding the rate at which various parts of a molecular chain
come together to facilitate the folding of a biopolymer (e.g., a protein or RNA)
into its functional form remains an elusive goal. Here we use experiments, sim-
ulations, and theory to study the kinetics of internal loop closure in disordered
biopolymers such as single-stranded oligonucleotides and unfolded proteins.
We present theoretical arguments and computer simulation data to show that
the relationship between the timescale of internal loop formation and the posi-
tions of the monomers enclosing the loop can be recast in a form of a universal
master dependence. We also perform experimental measurements of the loop
closure times of single-stranded oligonucleotides and show that both these and
previously reported internal loop closure kinetics of unfolded proteins are well
described by this theoretically predicted dependence. Finally, we propose that
experimental deviations from the master dependence can then be used as a




Conformations adopted by disordered polymers and the timescales of
interconversion among them are thought to play key roles in biomolecular
folding [2–5,78] and function [79]. For example, the discovery that the folding
rates of single-domain proteins are reasonably strongly correlated with various
measures of their native state topology [80, 81] has been interpreted in terms
of the efficiency with which the largely unfolded polypeptide chain undergoes
loop closure and other polymer rearrangements as it stochastically searches
for the correct, native-like overall topology [5, 33].
Likewise, the nature of the disordered state of biopolymers, including
both polypeptides (reviewed in Oh et al. [82]) and single-stranded nucleic acids
(reviewed in Lubin and Plaxco [83]) has further importance in the context of
recent biosensor designs, which rely on target-induced changes in the dynamics
and/or conformational ensembles of their component biopolymer probes [7,8].
Despite the importance of biomolecular dynamics, current understand-
ing of the structural conformations and intramolecular dynamics in unfolded
proteins and single-stranded oligonucleotides remains incomplete. For exam-
ple, the amount of residual order in chemically unfolded proteins remains a
contentious issue [84], with some experimental [85] and computational [86,87]
evidence pointing to a significant degree of structural organization, whereas
other measurements [9–11,88,89] exhibit Flory’s random-coil scaling of the spa-
tial dimensions with the polypeptide chain length N (number of monomers).
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In an effort to better understand the dynamics of unstructured biopoly-
mers, a number of groups have studied the dynamics of end-to-end collisions
using both theoretical [3, 13, 20, 22–25, 28, 29, 31, 32, 64, 90–93] and experimen-
tal [2, 4, 6, 22, 35, 37, 63, 94] approaches. In contrast, studies of the rate with
which two internal positions in a chain collide, or a terminus collides with an
internal position, remain limited [34,69,95–101]. Here, we explore this specific
dynamic property of an unfolded biopolymer via simulations, experiments, and
theory.
Experimentally, the frequency of such intrachain collisions can be mea-
sured by monitoring the quenching kinetics of a suitably chosen probe, which
is attached to one monomer, by a near contact-limited quenching group that
is linked to another monomer [2]. In the diffusion-limited regime, where the
intrinsic rate of quenching is so high that it occurs virtually instantaneously
upon a collision between the monomers, the quenching kinetics is governed by
the timescales of polymer motion and provides a measure of the collision fre-
quency. This frequency depends on the location of the chosen pair of monomers
within the chain. For a chain of N+1 monomers labeled 0,1,..., N , the central
quantity considered here is the mean time τij(N) to form a loop of length
|i − j| as a result of a collision between the monomers i and j within the
chain (Fig. 4.1). End-to-end (EE) collisions then correspond to i = 0, j = N ,
internal-to-end (IE) collisions correspond to i = 0, j < N or j = N , i > 0,
and internal-to-internal (II) collisions to 0 < i, j < N .
The kinetic effect of the tails−the set of monomers external to the
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Figure 4.1: Collision between monomers i and j within a polymer chain leads
to the formation of a loop of length |i−j|. Here we describe how the timescale
for this process depends on the monomer positions and the total chain length
N . Of particular interest is the effect of tails, i.e., chain segments exterior to
the loop. Appending a tail of length l to one of the chain ends (dashed line)
increases the loop closure time. The tail effect is less obvious in a scenario
where one of the monomers is moved into another position (dashed-line circle)
such that the length of a tail is increased while the total chain length remains
constant.
loop−has been previously studied experimentally [34, 95], theoretically [97,
102], and via simulations [64, 98, 99, 102]. In particular, when the loop length
|i − j| = n was fixed and the tail length l was increased (Fig. 4.1), the IE
collision time τ0n(n + l) was found to increase monotonically to saturation,
achieving the limit of a finite loop within a semiinfinite chain. Qualitatively,
this result is easy to understand: more monomers have to move in order to
close a loop whenever a tail is present [44]. In addition, tails introduce steric
clashes that reduce the probability and, consequently, slow the rate of loop
closure [95, 99, 103]. Although the experimental studies of IE loops used tails
of finite length, the theoretical limit of infinite tails has also been studied,
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leading to scaling relationships between the loop formation time and its length
[97]. Finally, effects of chain flexibility on the interior loop formation within
semiflexible chains have also been studied theoretically [102].
Although the above studies have provided initial forays into the dynam-
ics of internal loop closure, current understanding of internal loop dynamics
in biopolymers remains far from complete.
First, unfolded proteins and DNA typically used in experimental studies
are far from an asymptotic infinite-chain limit that is commonly assumed
by polymer theories. Finite-size effects, i.e., deviations from the behavior
expected as N →∞, as well as sequence-specific effects, thus may significantly
affect the experimentally observed loop formation dynamics.
Second, even if the effects of the sequence and of finite chain length are
neglected a number of theoretical issues remain to be resolved. To illustrate
those, imagine two different experiments where the length of the tail adjacent
to the monomer j is increased by l (Fig. 1). In the first one, the loop length
remains constant while a chain segment of length l is appended to the polymer.
As a result, τij(N + l) increases with the tail length l, as established by the
abovementioned studies. In the second experiment, however, the monomer j
is moved into a new position j′ = j − l while the total chain length remains
constant.
Will the loop time τi,j−l(N) increase or decrease with increasing l?
The answer to this question involves a trade-off that has seen little
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previous exploration: as the tail grows longer, which will slow dynamics, the
loop grows concomitantly shorter, which will speed it up and prior theory
makes no prediction as to which of these two effects wins. In what follows
we report on experiments−both in vitro and in silico−that explore the second
of the above two scenarios, wherein the locations of the colliding entities are
varied within a polymer chain of a given length. We will show that the resulting
dependence of the loop formation time on the tail length may be nonmonotonic
such that the loop formation time increases at first and then decreases with l.
More importantly, we will demonstrate the existence of a universal re-
lationship between the loop formation timescale, the fundamental time- and
length-scales of the entire polymer chain, and the relative positions of the
colliding entities within the chain. Moreover, we will show that this obser-
vation is universal not only in a conventional, polymer-theoretical sense, but
also applies, with a surprisingly good accuracy, to finite, experimentally ad-
dressable systems. That is, this relationship not only holds theoretically, in
the asymptotic, infinitely long chain limit for polymers in a single universality
class (e.g., Gaussian chains, excluded volume random flight chains, etc.), but
is also seen experimentally across a diverse set of real biopolymers. Finally, we
will argue that significant deviations from our theoretical predictions can be




4.3.1 Simulation studies of loop formation in polymers
Our model for a polymer chain consists of N + 1 beads of mass m
connected by N springs. Consecutive (bonded) beads separated by a distance





where σ is the equilibrium bond length and kbond = 100ε/σ
2. Excluded volume
interactions are represented by a repulsive Lennard-Jones potential between
nonconsecutive (nonbonded) beads separated by a distance r:
Vnonbonded(r) = 4ε[(σ/r)
1/2 − (σ/r)6]θ(21/6σ − r)
Here ε is a characteristic energy scale and θ is the Heaviside step function that
truncates the attractive portion of the Lennard-Jones potential. The dynamics
of each bead is governed by the Langevin equation
mr̈i = − ∂V∂ri − ξṙi + Fi(t)
where ri(t) is the position of the bead, V is the total interaction potential, xi
is a friction coefficient, and Fi(t) is a random force satisfying the fluctuation-
dissipation theorem. A friction coefficient of ξ = 2(σ2/mε)−1/2 was chosen such
that the dynamics were in the overdamped regime [12,14]. For the case where
hydrodynamic interactions were included, we used the Ermak-McCammon
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Brownian dynamics algorithm [104] with the Rotne-Prager-Yamakawa diffu-
sion tensor [105]. The hydrodynamic radius for each monomer bead was set at
0.35σ. All simulations were performed at a temperature of 1ε/kB. The results
reported here are given in dimensionless units, where τ0 = (mσ
2/ε)1/2 sets the
unit of time.
To compute the loop formation time between a selected pair of monomers,
i and j, we have assumed that a loop is formed instantaneously whenever the
monomers are within a distance Rc of one another. In practice, we introduce
a distance-dependent rate [12] given by
kij(rij) = k0θ(Rc − rij)
where rij is the distance between monomers i and j and k0 is the intrinsic
rate, which is chosen to be large enough that the diffusion-controlled limit is
reached and the results of the simulations are independent of k0.
The mean time τij for diffusion-controlled collisions between a pair of










′)] dt′)× θ[rij(0)−Rc]〉/〈θ[rij −Rc]〉
is the probability that no collisions between i and j took place from time 0
to t provided that the initial distance between the two monomers, rij(t = 0)
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exceeds Rc. Here the angular brackets denote averaging over the canonical
ensemble of initial polymer configurations. See Cheng and Makarov [14] for
further computational details.
4.4 Results and Discussion
4.4.1 End-to-end versus internal-to-end loops: Experiment
In a previous study [37], Uzawa et. al measured the diffusion-controlled
end-to-end loop formation kinetics in unstructured, single-stranded DNAs as a
function of chain length. Here, we report upon an extension of these studies in-
volving the measured internal-to-end loop formation kinetics of single-stranded
DNA consisting of 27 monomers (Fig. 4.2). In doing so we find that, in agree-
ment with both previous experiments [34, 95] and simulations [64, 98, 99], the
IE loop formation time τij(N) = τ0j(N) is always longer than the end-to-end
collision time τ0j(j) for a loop of the same length j (Fig. 4.2). At the same
time, for chains of a given total length N , the loop formation time decreases
as the length of the tail, N−j, increases, a trend opposite that observed in the
constant loop-length measurements. We also find that, except for the shortest
loops, the experimental loop length dependence of the loop formation time can
be fitted by a power law for both the EE and the IE cases,
τij ∝ |i− j|δ (4.1)
with exponents of δ = 3.34±0.1 and δ = 2.83±0.5, respectively. We emphasize
that Eq. 4.1 should be regarded here as a fit of experimental data rather than
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a true scaling law. Indeed, the experimental value of the exponent δ in the
EE case is considerably larger than the value predicted by polymer theory
in the asymptotic limit of very long chains [97]. As discussed in an earlier
article [37], this disagreement between polymer theory and the experimentally
observed loop length dependence is likely to arise due to finite-size effects.
Specifically, the internal dynamics of the single-stranded DNA constructs that
were considered are affected by both electrostatic interactions within these
relatively short chains and differences between the DNA and the linkers that
connect it to the lumophore and quencher [37].
4.4.2 End-to-end versus internal-to-end loops: Simulations
In addition to the above experiments we have performed Langevin dy-
namics simulations of loop formation within bead-and-spring polymer models,
using the usual assumption (see, e.g., Toan et al. [28] and references therein)
that a loop forms between monomers i and j whenever the distance between
the two becomes shorter than a certain capture radius Rc. Note that more gen-
eral, distant-dependent reaction rates may lead to deviations from diffusion-
controlled kinetics [12], which is neglected in this study. Our simulations of EE
and IE loops show trends similar to those observed experimentally (Fig. 4.3).
When the tail is longer than ∼35% of the loop length, the loop formation
times become independent of the length of the tail. Such saturation in the tail
length dependence has been anticipated by theory [97], observed in previous
simulations [69,98] and demonstrated in a recent experimental study [96].
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Figure 4.2: Loop length dependence of the loop formation times in single-
stranded DNA measured by T. Uzawa and K. W. Plaxco [15]. Except for
the shortest loops, the loop length dependence of both internal-to-end (IE)
and end-to-end (EE) collision times can be fitted by a power law of the form
τij ∝ |i− j|δ, where δ = 3.34±0.1 for EE loops and δ = 2.83±0.5 for IE loops
(straight lines). The deviations observed for the shortest loops presumably
arise because of the linker effects, as previously reported [37]. Given the same
loop length, the loop formation time for an IE loop is always longer than that
for an EE loop.
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Figure 4.3: Loop length dependence of the loop formation times from simu-
lations of bead-and-spring polymer models. The loop length dependence of
both IE and EE collision times can be fitted by a power law of the form
τij ∝ |i− j|δ, where δ = 2.38 for EE loops and δ = 2.55 for IE loops (straight
lines). For sufficiently long tails, the IE loop formation time is independent of
the tail length (and thus the total chain length). Here, the simulations were
performed for Rouse chains with excluded volume interactions. The collision
between monomers was assumed to take place whenever the two monomers
were within Rc = 2.5 equilibrium bond lengths from one another.
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In this long-tail limit, the loop length dependence of the IE loop for-
mation time follows a power law of the form of Eq. 4.1. Curiously, unlike the
case of EE loops in single-stranded DNA, where the experimental value of δ
is significantly higher than that for simple bead-and-spring models [37], the
experimental scaling exponent for IE loops observed in Fig. 4.2 agrees well
with the bead-and-spring value of δ ≈ 2.55 (Fig. 4.3).
This agreement, however, has to be taken with a grain of salt given
that the properties of relatively short, single-stranded DNAs are known to
deviate from those of idealized random-coil models due, for example, to the
importance of electrostatic effects over short length-scales [37]. We also note
that the scaling exponents observed in Fig. 4.3 for both EE and IE loops are in
reasonable agreement with the renormalization group predictions of Friedman
and OShaughnessy [97] as well as with earlier simulations [70]. Indeed, in
both cases the value of the scaling exponent predicted by renormalization
group theory is [70,97]
δ = 2ν + 1 ∼ 2.2
where ν is Flory’s scaling exponent. Considering potentially significant finite
size effects that are often observed in simulations of such systems [12,14], this
value appears reasonably close to the δ = 2.38 and δ = 2.55 estimated for EE
and IE loops, respectively.
The simulated IE loop formation times are longer than the EE times
for the loops of the same length, which is in accord with our experimental
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data. Assuming IE loops with infinite tails, the ratio
τ0j(∞)/τ0j(j)
of the IE and EE loop formation times is not constant but weakly dependent
of the loop length j, in contrast to a constant ratio of ∼4 predicted by an ear-
lier study of position-dependent reconfiguration times in Rouse chains [106].
Although our simulation results are qualitatively consistent with the experi-
mental data of Fig. 4.2, they also predict a maximum in the dependence of the
time τ0j(N) on j (Fig. 4.3), which is not observed experimentally (Fig. 4.2).
This discrepancy is further discussed below.
4.4.3 Dimensional analysis of intrachain loop formation kinetics
Although the qualitative agreement we observe between experiments
and simulations is reassuring, development of a more quantitative model for
intrachain loop formation is hindered by the fact that experimental loop for-
mation rates depend on the photophysics of the probes used to measure them
as well as on the structural properties of the linkers connecting the probes
to the molecules of interest [37]. It is difficult to realistically capture such
features within coarse-grained bead-and-spring polymer models.
Instead, in our simulations we have assumed that all these effects can be
lumped into an effective capture radius Rc that defines a collision. Although
this assumption appears plausible, an estimate for the appropriate numerical
value of Rc is not readily available for the specific optical reporting groups
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and single-stranded DNA polymers that have been experimentally studied.
Fortunately, dimensional arguments and numerical examples presented below
establish that simulation results can be rescaled to assume a form that is in-
dependent of the chain length and is only weakly dependent on the capture
radius, thus allowing a direct, quantitative comparison between the loop for-
mation times in idealized, long homopolymer chains and real biopolymers.
Within the model adopted here, the loop formation time τij(N) de-
pends on the capture radius Rc, the solvent viscosity η, the polymer length
N , and the positions of the probes i and j within the polymer chain. Gen-
erally, the characteristic timescales of polymer dynamics become longer with
increasing chain length. In the Rouse model of chain dynamics, for example,
these timescales are proportional to N2 (see, e.g., Refs. [43,44]).
To study spatio-temporal correlations within chains of different length
N , it is sensible to factor out this chain length dependence so that intrachain
loop formation times are measured relative to each chain’s own characteristic
reconfiguration timescale. One could, for example, normalize tij(N) by the
slowest relaxation time for the chain, such as the Rouse (or Zimm) time in
case of chains described by the Rouse (or Zimm) model [44]. This choice
is, however, impractical because polymer relaxation times are not directly
accessible by experimental measurements of loop formation kinetics. Instead,
we choose a related timescale [20, 92, 97], the end-to-end loop formation time
τ0N(N), as a measure of the global reconfiguration timescale for the entire
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chain. We thus introduce a dimensionless loop formation time given by
TN(i/N, j/N) = τij(N)/τ0N(N) (4.2)
Unlike τij(N), the quantity defined by Eq. 4.2 is independent of the solvent
viscosity because both the numerator and the denominator of Eq. 4.2 are
proportional to the viscosity [12] in the diffusion-controlled limit. Nondimen-
sionality of TN(i/N, j/N) further imposes a restriction on its capture radius
dependence. Indeed, if we assume that the only two relevant length-scales of
the system are the capture radius Rc and a typical length scale R of the poly-
mer, which can be chosen equal to the root-mean-square (RMS) end-to-end
distance of the chain, 〈(rN −r0)2〉1/2, then TN(i/N, j/N) must depend only on
the dimensionless ratio, Rc/R, of these two length-scales.
We finally conjecture that the dimensionless time TN(i/N, j/N), writ-
ten as a function of chain length and of the monomer positions rescaled by
the total length, does not explicitly depend on N so that its subscript can
be dropped, i.e., TN(i/N, j/N) = T (i/N, j/N). This amounts to the assump-
tion that the scaling of τij(N) with loop length for all self-similar loops (i.e.,
loops sharing the same values of i/N , j/N , and Rc/R) is the same and co-
incides with that of τ0N(N). Such self-similarity has been shown to hold for
equilibrium intermonomer distance distributions in excluded-volume polymer
chains [97, 107] and for reconfiguration times in Rouse-type chains as deter-
mined via fluorescence energy transfer experiments [106].
To summarize the above-dimensional analysis, our conjecture is that
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is independent of the polymer length and is a universal function of the length
of each tail relative to the total polymer length and of the capture radius
normalized by the RMS polymer end-to-end distance. Moreover, although
both internal and end-to-end loop formation times may significantly depend
on the capture radius, it seems probable that such dependence would at least
partially cancel out in a ratio of the two timescales resulting in a weak, or even
nonexistent dependence on capture radius.
To test the above conjecture we have computed normalized loop for-
mation times for chains of different length N . When the value of the capture
radius was chosen to scale proportionally to the RMS end-to-end distance so
as to keep the ratio Rc/R constant, the resulting dependences on the monomer
positions (again, normalized by polymer length) for all polymers belonging to
the same universality class collapsed to a single master curve (Fig. 4.4 demon-
strates this for IE loops).
The precise shape of the curve depends on the universality class of the
polymer chain. In particular, for short IE loops such that j/N  1, the
dependence of T (0, j/N,Rc/R) on j/N is a power law, with a scaling expo-
nent that is different in the case of Rouse chains (no excluded volume) and
excluded-volume random coils (Fig. 4.4, inset). This extreme case is, however,
inaccessible by our experimental measurements, where 0.3 < j/N ≤ 1. In the
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Figure 4.4: Universal dependence of the IE loop formation time on the
monomer positions and the chain length. When the loop formation times are
normalized by the end-to-end collision times and the ratio of the capture ra-
dius Rc to the end-to-end RMS distance, R, remains fixed (here, Rc/R = 0.2),
the simulation data for chains of different lengths collapse onto a single curve.
The precise shape of the curve, and, in particular, its power-law scaling with
the loop length in the limit of short loops (inset), depends on the polymer’s
universality class (here we compare Rouse chain with and without excluded
volume interactions). Remarkably, when normalized by the end-to-end loop
formation time, the experimental data for loops in single-stranded DNA (same
data as in Fig. 4.2) agrees quantitatively with the simulation results.
experimentally relevant regime, the excluded volume interactions have a rela-
tively weak effect on the overall shape of the curve of T (0, j/N,Rc/R) versus
j/N . This finding is not significantly altered when hydrodynamic interactions
within the polymer chain are taken into account: Although those interactions
significantly alter the magnitudes of the un-normalized loop formation times,
they only weakly affect the shape of the master curve (see the Supporting
Material of Ref. [15]).
This weak effect of hydrodynamic interactions may seem somewhat sur-
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prising, especially considering the existing theoretical view that the diffusion-
controlled regime no longer holds after hydrodynamic effects are introduced
[67,70,72,97]. This apparent contradiction, however, is at least partly seman-
tic: The operational definition of the diffusion-controlled limit adopted here is
that the timescale of the process is proportional to the solvent viscosity. This
definition is both appealing intuitively and testable experimentally [22, 37],
but it is subtly different from that adopted in the literature [67, 70, 72, 97].
Specifically, those articles differentiate between the diffusion-controlled limit
and what they refer to as the law-of-mass action (LMA) regime.
The latter regime, which is predicted to occur, e.g., for end-to-end
collision kinetics when both excluded volume interactions and hydrodynamic
effects are present, results in a loop formation rate that is proportional to the
equilibrium probability of forming the loop. However, in our language, LMA
regime is still diffusion-controlled as long as the proportionality factor exhibits
inversely proportional solvent viscosity dependence, as in the Szabo-Schulten-
Schulten theory [13,22,23].
A measurable signature of the LMA regime is a different value of the
scaling exponent δ (compare to Eq. 4.1), although in practice this difference
is relatively small and can be obscured by effects arising from the finite size
of our polymers [70]. Indeed, the value of δ estimated from our simulations of
excluded-volume chains in the presence of hydrodynamic interactions (see the
Supporting Material of Ref. [15]) is in agreement with the LMA predictions
[70, 97]. We thus conclude that our results agree with previous theoretical
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views [67,70,72,97] and that the shape of the master curve observed in Fig. 4.4
is not significantly altered by the LMA regime, which still falls within our
definition of diffusion-controlled kinetics.
Although the aforementioned dimensional analysis requires that the
capture radius Rc be proportional to the polymer’s RMS end-to-end distance
in order to observe a chain length independent master curve, experimentally
Rc is not a free parameter. Moreover, its precise value is generally unknown,
thus introducing an uncertainty as to which value to use when comparing the
theoretical master curve with experimental data. Fortunately, as anticipated
above, the dependence of T (i/N, j/N,Rc/R) on the capture radius is fairly
weak.
Specifically, unlike power laws typically observed for the loop length de-
pendence of the collision times, the dependence of T (0, j/N,Rc/R) on Rc/R
is logarithmic (Fig. 4.5). This weak, logarithmic dependence holds even for
values of the capture radius that are unrealistically (unphysically) large; e.g.,
for values so large that the concept of a loop is no longer well defined. Of
note, excluded volume effects lead to a stronger capture radius dependence
as compared to that for Gaussian chains whereas hydrodynamic interactions
do not have any significant effect (Fig. 4.5). We likewise note that in con-
trast to the rather weak dependence of the rescaled time, T (0, j/N,Rc/R),
the unnormalized loop formation time τij exhibits a much stronger capture ra-
dius dependence (compare to Fig. S2 in the Supporting Material of Ref. [15]).
This, again, highlights the advantage of rescaling the data according to Eq. 4.3
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for a meaningful comparison between experiments and theory. We find that
Figure 4.5: Effect of the capture radius on the internal-to-end loop formation
kinetics: T (i/N, j/N,Rc/R) has a relatively weak, logarithmic dependence on
Rc/R. Here we illustrate this dependence for the loops formed between the
middle of the chain and one of the chain ends, i.e., i = 0 and j = N/2. See
the Supporting Material for Ref. [15] for further analysis of the capture radius
effects.
the experimental data for single-stranded DNA also agrees with the above
scaling conjecture. Indeed, normalized experimental loop formation times
of ssDNA exhibits remarkably good agreement with the scaling predictions
(Fig. 4.4). The only significant discrepancy between simulations and experi-
ments is found when j > 0.9N ; i.e., when the probe is placed within ∼ 10%
of end of the chain. That is, although the theoretically predicted dependence
T (0, j/N) shows a maximum near j ∼ (0.9 − 0.95) × N that is similar to
the rollover behavior that has been previously predicted for FRET-derived
position-dependent chain reconfiguration times [106], the experimental data
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plateaus for j/N > 0.7. This discrepancy likely originates from the limited
flexibility of even single-stranded DNA, whose Kuhn segment is expected to
consist of nK ∼ 5− 8 monomers.
The last nK nucleotides in our experimental chains thus constitute a
nearly rigid segment that moves in a concerted fashion. We therefore expect τ0j
to be approximately the same for all j such that j > N−nK . This effect is not
captured by the simulations used to generate the dependences seen in Fig. 4.4,
which employed a highly flexible chain of Kuhn length comparable with the
monomer size. Thus, to experimentally observe the maximum occurring in our
simulations at j ∼ (0.9− 0.95)×N , it would be necessary to use DNA chains
long enough that their tails (of length 0.05 − 0.1N) are considerably longer
than their Kuhn length. Limitations in the synthesis of the necessary DNA
constructs, however, preclude experimental investigation of this hypothesis.
4.4.4 Intrachain dynamics in unfolded proteins: Comparison with
simulations
The above-described comparison between theory and experiment re-
quires knowledge of both the end-to-internal and end-to-end collision rates
of each construct. In addition to our oligonucleotide studies, such data are
also available for a limited set of polypeptide constructs. Specifically, Reiner
et al. [100] have used triplet-triplet energy transfer to measure the diffusion-
controlled rates of both internal and internal-to-end loops within an unfolded
36-residue long protein, the villin headpiece.
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To our knowledge, their measurement of a loop between i = 7 and
j = 23 is the only internal-to-internal collision rate reported in the literature
to date. Unlike IE collisions, for which a plot of T versus j/N is sufficient for
comparison between theory and experiment, a comparison with internal loops
requires the entire surface of τij(N)/τ0N(N) as a function of i/N and j/N . In
doing so (Fig. 4.6) we find that, despite differences in the method used to probe
the loop formation and in the physics of the polymer itself (unfolded protein
versus single-stranded DNA), the data of Reiner et al. [100] also agree well with
our predictions, with the exception of the i = 23, j = 35 pair, for which the
corresponding loop formation time is considerably longer than expected. As
pointed out by Reiner et al. [100], however, this anomaly presumably arises
because of the residual helical order between these two residues. Indeed, a
helix intervening between a pair of residues would preclude their short-ranged
contact so that the measured loop formation time would be controlled by the
timescale of helix unfolding [106, 108] and would be longer than for a fully
random polymer.
4.5 Concluding Remarks
Life requires that its building blocks, biopolymers, populate highly spe-
cific, nonrandom conformational ensembles. Generic polymer chains, on the
other hand, commonly exhibit universal scaling laws relating their various
properties to their length. Those laws are independent of the details of in-
tramolecular interactions, provided that the chains are long enough. Such
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Figure 4.6: When rescaled according to Eq. 4.3, experimental measurements
of internal loop formation times in an unfolded protein [100] agree with
the simulation-derived dependence T (i/N, j/N,Rc/R) (here we have assumed
Rc/R = 0.2). The outlier observed for i = 23, j = 35, is due to residual helical
order between those monomers.
polymers therefore provide a reference for measuring the structural organi-
zation within functional biomolecules. Unfortunately, comparison between
universal scaling laws and the behavior of real biopolymers is obscured by
finite-size effects: whereas scaling laws are only valid asymptotically in the
infinitely long chain limit, biomolecules of interest are often not long enough
to display such scaling laws or even to allow their reliable verification.
Here we have exposed a different type of general behavior in the dynam-
ics of internal loop formation within disordered polymer chains and showed
that the timescale of forming such loops, when properly renormalized, obeys
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a simple universal dependence on the position of the loop extremities. In con-
trast to the chain length dependence, this dependence is in practice rather
forgiving of the experimental constraints such as limited chain length or lack
of microscopic knowledge of the probes used to make the measurements. At
the same time, it is highly sensitive to any residual order found within the
polymer chain, much more so than equilibrium properties such as the average
distance between the monomers that form the loop. Indeed, average dimen-
sions of unfolded proteins can exhibit Flory’s random-coil scaling with chain
length even when significant partial order is present [109, 110]. On the other
hand, intervention of a rigid residual structure (e.g., a helix) between a pair
of residues can suppress their respective collisions, thus considerably slowing
down the observed loop formation time.
The robustness of the dependence of the loop formation time on the
location of the loop-forming monomers established here for random coils on one
hand, and its sensitivity to residual structural order on the other hand, suggest
that spatio-temporal correlations inferred from measurements of timescales of
interior loop formation in biopolymers can be used as a sensitive probe of both
their structure and dynamics.
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Chapter 5
Failure of one-dimensional Smoluchowski
diffusion models to describe the duration of
conformational rearrangements in floppy,
diffusive molecular systems: A case study of
polymer cyclization
5.1 Abstract
Motivated by recent experimental efforts to measure the duration of
individual folding/unfolding transitions in proteins and RNA, here we use
simulations to study the duration of a simple transition mimicking an elemen-
tary step in biopolymer folding: the closure of a loop in a long polymer chain.
While the rate of such a transition is well approximated by a one-dimensional
Smoluchowski model that views the end-to-end distance dynamics of a polymer
chain as diffusion governed by the one-dimensional potential of mean force, the
same model fails rather dramatically to describe the duration of such transi-
tions. Instead, the latter timescale is well described by a model where the
chain ends diffuse freely, uninuenced by the average entropic force imposed
by the polymer chain. The effective diffusion coefcient then depends on the
length scale of the loop closure transition. Our ndings suggest that simple one-
dimensional models, when applied to estimate the duration of reactive events
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in complex molecular systems, should be used with caution.
5.2 Introduction
A central quantity in traditional chemical kinetics is the rate kAB at
which a molecular transition from some subset of molecular conformations
A (called the “reactants”) to another subset B (called the “products”) takes
place. When the transitions between A and B are governed by first order kinet-
ics, this rate is equal to the inverse of the mean first passage time for the system
starting in A to arrive in B. If A and B are separated by a large free energy
barrier, the transitions from A to B are rare and the associated timescale k−1AB
is long, much longer than, say, typical timescales of molecular vibrations or
other local rearrangements within A or B as it may take many failed attempts
to cross the barrier until a successful one is encountered. In contrast, the dura-
tion of a successful transition event itself, which we refer to as the transit time
tAB, is typically much shorter than k
−1
AB. Measurement of transit times poses
significant experimental difficulties and requires that molecular transitions be
observed at a single-molecule level and with high time resolution. Neverthe-
less, recent improvements in the single-molecule data analysis have enabled
several experimentalists to report transit time estimates for protein and RNA
folding [111, 112]. Such measurements are particularly valuable because they
provide a unique link between experimental observables and microscopic prop-
erties of transition paths, i.e., the trajectories followed by molecules as they
undergo large-scale conformational changes. There has been great theoretical
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interest in characterizing transition path ensembles in folding and in other con-
formational rearrangements occurring in complex molecular systems [113–120].
While an experimental counterpart for such studies is largely lacking, single-
molecule transit time measurements perhaps offer one of the most promising
efforts toward this goal.
The duration of molecular transitions has also received recent theoret-
ical attention [121–126]. In particular, for simple barrier crossing problems it










where ωK is the frequency of the unstable normal mode at the saddle point
corresponding to the transition state and V is the typical energy barrier tra-
versed by a transition path. The above result is likely applicable to reactions
involving small molecules with the reactant, product, and transition state con-
formations corresponding to well defined structures. In contrast, the reactant
state in, e.g., protein folding, involves a broad conformational ensemble of
largely disordered polymer structures. Consequently, there is generally no sin-
gle dominant pathway leading to the product state. More generally, pathways
of large-scale conformational rearrangements in biomolecules often surmount
significant entropic barriers and involve diffusive dynamics on rough or flat
energy landscapes. Simple theoretical estimates such as the one provided by
Eq. 5.1 and low-dimensional models employed in most studies [121–126] may
not be applicable to such systems.
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Here, we would like to understand what physical properties of a floppy,
diffusive molecular system undergoing a large-scale conformational change de-
termine the corresponding transit time. To this end, we study transit times
in a model that captures many features of biomolecular transitions yet is not
too taxing computationally: cyclization of a polymer chain (Fig. 5.1). As
cyclization mimics the process by which distant parts of a polypeptide or
polynucleotide chain come together to form its final structure, it also pro-
vides a simple example of “folding” [2–5,33]. Moreover, just like more realistic
folding phenomena, polymer cyclization lacks a single dominant pathway but
rather exhibits a multitude of alternative paths leading to the same end re-
sult [127,128].
Suppose we monitor the dynamics of the polymer chain and, specifi-
cally, the distance R between its ends, for a long time (Fig. 5.1). We define
the reactant state A as all conformations with R > RA. Starting in A, every
once in a while the polymer will attain the product state B where the chain is
in a cyclic form stabilized by a chemical bond (or other attractive interaction)
between the chain ends. More precisely, this cyclic state is defined as the en-
semble of all conformations with R < RB. Our definitions of the reactant state
A and the product state B mimic the typical experimental protocol, where the
state of the system (e.g., whether or not the protein is folded) is inferred from
some experimentally measured quantity (e.g., intensity of fluorescence emitted
by a reporter molecule attached to the protein). For example, fluorescence res-











Figure 5.1: End-to-end distance trajectory of a polymer chain. Transition
paths from A to B are the trajectory segments, where the end-to-end distance,
R, enters the transition region at RA and reaches RB without first returning
to RA. The transit time tAB is the time spent by a transition path within the
transition region RB < R < RA. In contrast, trajectory segments that start at
RA and later exit the transition region into A prior to reaching RB (duration
tAA) will contribute to the mean first passage time from A to B but not to the
mean transit time.
of a molecular chain and can be used to differentiate between the folded and
unfolded states of a protein [9, 111,129,130].
In a successful transition event, the system, starting at R = RA, tra-
verses the transition region, RB ≤ R ≤ RA, without ever recrossing back to the
initial state A and ends up at R = RB (Fig. 5.1). The transit time tAB is the
duration of such an event. In the following sections, we will also compare this
time with the first passage time, tfpAB, which is defined here as the time it takes
the system to reach RB provided that it has started at R = RA. During t
fp
AB,
the system is free to exit and re-enter the transition region (Fig. 5.1). There-
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fore, this time may include the duration of many failed transition attempts
and provides a measure of the cyclization rate.
Mean first passage times of polymer cyclization and, particularly, their
dependence on chain length N have been the focus of numerous studies, see,
e.g., Ref. [28] and references therein. A key finding reported here is that the
transit timescales in such polymeric systems are fundamentally different from
the first passage times. Specifically, while mean first passage times are essen-
tially controlled by the global relaxation timescale of the chain [21], the mean
transit time tAB is governed by local chain rearrangements leading to an en-
tirely different relationship between the mean transit time, the chain length,
and the length scales defining the transition. Moreover, perhaps counterintu-
itively, typical transition paths in the cyclization process are consistent with a
model where a small subset of n monomers (n N) undergoes free diffusion
unimpeded by the rest of the chain until the final configuration is attained.
Another message from this study concerns the use of low-dimensional
models to describe dynamics of biomolecules. A common view is that those
dynamics can be treated as one-dimensional motion in an effective potential
of mean force, while the effect of the remaining degrees of freedom is captured
by a phenomenological friction coefficient. Such models are widely used to
describe various biomolecular phenomena, see, e.g., Refs. [14, 131–141]. In
the context of polymer cyclization, this approximation is known as Szabo-
Schulten-Schulten (SSS) theory [13, 23, 28]. Here, we however show that such
an approximation, while reasonable for estimation of first passage times, fails,
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even qualitatively, to predict transit times. Our results thus suggest that such
one-dimensional theories, particularly when applied to the folding experiments
[111], should be treated with suspicion. We note that limitations of one-
dimensional models have also been pointed out in the context of mechanical
protein unfolding experiments, see, e.g., Ref. [142].
5.3 Results
We have performed Langevin dynamics simulations of a bead-and-
spring polymer model (see Section (5.5) for further details) and generated
long time dependences of the polymer’s end-to-end distance R(t). The cyclic
conformations are those for which the end-to-end distance is less than a spec-
ified value RB. In our simulations, such cyclic conformations are short lived
because no chemical bond was assumed to exist between the chain ends. A
short ranged attractive potential acting between the ends at R < RB could
mimic such a bond and would stabilize the cyclic form and thus increase the
mean time the polymer spends being circular. However as long as this poten-
tial can be neglected for R > RB, it will have no effect on the transit times
from A to B, which are independent of the potential outside the transition
region RB < R < RA (see Ref. [121]). For this reason, no such potential was
imposed in the simulations.
A transition event from A (i.e., the ensemble of conformations with
end-to-end distances longer than RA) to B (the ensemble of the cyclic confor-
mations with R < RB) starts whenever the end-to-end distance drops below
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RA and ends whenever it attains the value RB without first returning to RA.
The transit time tAB is the time such a transition lasts (Fig. 5.1). This time,
of course, depends on the choice of both RA and RB. In practice, one hopes
that this dependence would be weak enough that tAB would report on an in-
herent property of the system under study rather than the specific way it is
measured [111,121]. Indeed, for simple models the distance dependence of the
mean transit time is often logarithmic [111,121]. Moreover, the long-time tail
of the probability distribution of tAB is independent of the spatial extent of
the transition region [121].
The choice of the transition region boundaries is also restricted by
physical considerations. A reasonable choice for RA would be a value that
is comparable with but is somewhat shorter than the polymer’s mean end-to-
end distance. Such a choice will ensure that the polymer conformations with
R > RA are typical ones encountered in the equilibrium ensemble. Neverthe-
less, in order to better understand how transit times depend on the definition
of the transition region, in the following RA will be viewed as a free parameter
not necessarily limited to physically sensible values.
5.3.1 Polymer cyclization transit times are independent of chain
length
When the boundaries of the transition region, RA and RB are fixed,
the mean transit time tAB is independent of the number of chain monomers N
(Fig. 5.2). This is in striking contrast with the strong chain length dependence
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of the mean first passage time tfpAB, i.e., the mean time it takes to reach B
having started from A (Fig. 5.2). Indeed, tfpAB scales as N
2 −N2.2 with chain
length (fits are not shown in Fig. 5.2), which is consistent with the N1.5−N2.2
scaling of the average polymer closure time predicted by various theories (see,
e.g., Refs. [28] and [21]).
Figure 5.2: The mean transit time from A to B (filled symbols) is independent
of the chain length N , in contrast to the strongly chain-length-dependent mean
first passage from A to B (empty symbols). Here both times are plotted as a
function of the spatial extent of the transition region RA−RB, with RB fixed
at 2.5 equilibrium bond lengths.
As a check of physical consistency, one also observes that for large
values of RA, the mean first passage times converge with the mean transit
times (Fig. 5.2). This occurs because such large values of the end-to-end
distance correspond to highly stretched polymer conformations. Because such
conformations are rarely encountered in the course of polymer’s dynamics, the
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system originating in RA is likely to reach RB without ever returning to RA and
thus both the transit time and the first passage time are the same. Such large
values are an example of an unphysical choice for RA as they do not provide a
physically meaningful boundary between typical noncyclic conformations and
the cyclic ones.
5.3.2 1D Smoluchowski picture fails to describe the mean transit
time
One of the common approaches to the problem of loop closure in poly-
mer chains is the SSS theory [13], which assumes that the dynamics of the
end-to-end distance R obeys a one-dimensional Smoluchowski diffusion equa-
tion in an effective potential of mean force given by G(R) = −kBT ln p(R),
where p(R) is the equilibrium probability distribution of the end-to-end dis-
tance. Equivalently, this theory assumes that R(t) obeys a one-dimensional
overdamped Langevin equation without memory (see, e.g., Ref. [143]).
Although the deficiencies of this approximation, stemming from non-
Markovian character of the end-to-end dynamics, have been recognized [12,23,
26,28], the SSS approximation nevertheless provides a useful tool that is often
employed to interpret experimental data [22, 102]. Moreover, a generalization
of this approximation recently proposed by Toan et al. [28] resolves at least
some of its deficiencies.
In contrast, the same one-dimensional Smoluchowski model fails to even
qualitatively reproduce the mean transit times observed here. Indeed, within
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where D is the effective diffusion constant. A simple estimate for D is obtained
by matching the autocorrelation function for the end-to-end distance R esti-
mated from the one-dimensional diffusion model and that from the full-blown
dynamics of the original polymer chain [15, 74]. Assuming Rouse model for
polymer dynamics [44] (i.e., Gaussian chain statistics and no hydrodynamic
interactions), this leads to a diffusion coefficient that is inversely proportional





A comparison of the simulated transit times with Eq. 5.2 (Fig. 5.3) shows the
failure of the 1D Smoluchowski model to describe transit times for polymer
cyclization. In particular, Eq. 5.2 predicts tAB to be chain length depen-
dent, consistent with the fact that both the potential of mean force G(R) and
the diffusion coefficient depend on N . Moreover, assuming a different chain
length dependence of the diffusion constant does not reconcile the Smolu-
chowski model with our data. For example, a chain-length independent value
of D postulated by some theories [23] still leads to chain-length dependent
transit times (data not shown) because the potential of mean force still de-
pends on N . Even if one assumes that the chain length dependence of the
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diffusion coefficient, D(N), can be such that it would miraculously cancel the
effect of the chain length on the potential of mean force G(R), the dependence
of tAB on the spatial extent of the transition region, RA − RB, as predicted
by the Smoluchowski model will still disagree with our data. Indeed, consider
the logarithmic plot of tAB as a function of RA − RB, as in Fig. 5.3. If, for
some particular value of the chain length N , one uses a different value of the
diffusion coefficient D, this will simply shift the curve predicted by Eq. 5.2 in
the vertical direction, since D enters into this equation as a constant factor. It
is obvious from Fig. 5.3 that no such shift can reconcile Eq. 5.2 with our data.
This observation suggests that the problem with using the Smoluchowski the-
ory lies in the assumption that transition paths are effectively subjected to the
deterministic potential G(R).
5.3.3 Free-diffusion model for the transition paths in polymer cy-
clization
While the model where the chain ends undergo one-dimensional dif-
fusion biased by the potential of mean force G(R) disagrees with the transit
times observed for polymer cyclization, our data is quantitatively described
by a model in which the chain extremities undergo free diffusion. To explain
the physical basis for this model, consider a typical configuration of the chain
that has just entered the transition region so that R = RA (Fig. 5.4). A global
reconfiguration of the entire chain is not required to attain a cyclic chain


















Figure 5.3: The mean transit times for cyclization of a polymer chain (filled
circles) are independent of the chain length. For small values of RA−RB they
agree with the free diffusion model (open circles), which ignores the polymer
chain and assumes that the end monomers move freely. In contrast, the model
of Eq. 5.2 (solid, dashed, and dotted lines) that assumes 1D diffusion in a one-
dimensional potential of mean force is inconsistent with the polymer data and
shows significant dependence on the chain length. As in Fig. 5.2, the distance





Figure 5.4: Cyclization of a polymer chain can be achieved via straightening
of a chain segment containing n N monomers.
roughly
n(RA, RB) ∼ (RA −RB)/σ (5.4)
monomers, where σ is the bond length between successive monomers. Indeed,
straightening the outer segment of the chain containing n monomers will result
in a change in the end-to-end distance of order σn − σ
√
n ≈ σn, which is
equated to RA−RB to produce Eq. 5.4. If roughly n/2 monomers move at each
end of the chain, the effective frictional drag coefficient on each moving entity
is proportional to γ0n/2, where γ0 is the monomer friction coefficient. We
thus envision two freely diffusing super-beads, each with an effective friction
coefficient,
γeff (RA, RB) = γ0n(RA, RB)/2 (5.5)
and consider transition paths in which the distance between the two changes
from RA to RB. The mean transit time and its distribution is straightfor-
ward to compute either by solving a three-dimensional diffusion equation
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with absorbing boundary conditions at the boundaries of the transition re-
gion [121,126] or via overdamped Langevin dynamics simulations for two non-
interacting beads (the latter option has been chosen here). Because the times
of Brownian motion scale directly proportional to the friction coefficient, the




〈tfreeAB (RA, RB)〉 =
n(RA, RB)
2
〈tfreeAB (RA, RB)〉 (5.6)
where tfreeAB is the transit time computed for two noninteracting monomers. It
further implies that the probability distribution of the transit time, p(tAB),
can be obtained by simply rescaling the distribution pfree(t
free
AB ) for a pair of
noninteracting monomers,
p(tAB) = (γ0/γeff )pfree(tABγ0/γeff ) (5.7)
The dependence of the mean transit time on the distance RA −RB compared
to that estimated for a pair of freely diffusing monomers shows that for suffi-
ciently short distances the two times are identical (Fig. 5.3), suggesting that
the typical transition paths are local motions of the end monomers not in-
volving the rest of the chain. As the distance RA − RB is increased, more
monomers have to be involved [cf. Eq. 5.4] in a typical transition and so the
mean transit time becomes longer than that for unconstrained end monomers.
Instead of using the rough estimate of Eq. 5.4, let us now view Eqs. 5.5
and 5.6 as the definition of the mean number of monomers n = n(RA, RB)
engaged in a transition path. Then we can calculate its dependence on the
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Figure 5.5: The effective number of monomers rearranging in a cyclization
transition estimated from Eqs. 5.5 and 5.6. The effective number of monomers
n(RA, RB) involved in the cyclization of a chain increases with the change in
the end-to-end distance RA −RB required to close the loop. For small values
of RA − RB loop closure is accomplished by moving only n(RA, RB) = 2 end
monomers. Here RB is fixed at 2.5 bond lengths. Dashed line shows Eq. 5.4,
which predicts that n(RA, RB) is proportional to the distance RA−RB traveled
during a transition.
boundaries of the transition region, RA and RB, from Eq. 5.6. The result is
shown in Fig. 5.5. At short distances, only the end monomers have to move
so that we have n(RA, RB) = 2. For longer distances, we have n(RA, RB) >
2. Although in contrast to the naive estimate of Eq. 5.4, the dependence of
n(RA, RB) on RA−RB is not exactly linear, Eq. 5.4 still predicts the effective
friction coefficient reasonably well, except for very large values of RA − RB
(Fig. 5.5).
Further support of the free diffusion model comes from its accurate
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prediction for the distribution of the transit times, p(tAB). Indeed, using the
effective number of monomers n(RA, RB) as the only adjustable parameter and
rescaling pfree(t
free
AB ) according to Eqs. 5.5 and 5.7, we find the free diffusion
model to predict, nearly perfectly, the transit time distributions p(tAB) for
different values of RA and RB (Fig. 5.6).
5.4 Concluding Remarks
Low dimensional models are widely accepted to describe complex phe-
nomena in condensed phase chemical kinetics. In such models, a small subset
of relevant degrees of freedom is identified, while others are presumed to pro-
duce an effective potential of mean force. The dynamic effect of the degrees
of freedom that are left out of the picture is to produce randomly fluctuating
forces and a frictional force, which is often described in terms of phenomeno-
logical friction coefficients. An archetypal example of this kind is the famous
Kramers model introduced some 70 years ago [141]. This model considers
thermally activated transitions over a one-dimensional barrier in a noisy, dis-
sipative system and remains to be a standard description of barrier crossing
phenomena in condensed-phase systems. Since most experimental data is in-
herently one- or low-dimensional, this model is especially valuable as a means
of interpreting experiments.
The results reported here, however, highlight the limitations of simple
low-dimensional models for a description of complex transitions. Indeed, we
have found that the end-to-end dynamics of a polymer, as revealed by typical
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Figure 5.6: The distribution of transit times obtained from the free diffusion
model, when rescaled according to Eq. 5.7 to account for the effective number
of monomers involved, is nearly identical to the actual distribution obtained
from simulations of polymer chains. (a): N = 160, RA = 10.39, and RB = 2.5.
(b): N = 160, RA = 25.97, and RB = 2.5.
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loop closure transition paths, is uninfluenced by the average entropic forces
acting between the two ends of the polymer chain. This finding is not entirely
surprising. The ensemble of transition paths consists only of those trajec-
tories that have successfully made it directly from RA to RB (Fig. 5.1) and
is fundamentally different from the ensemble of all possible paths. A simi-
lar observation has been made in our earlier study of a toy model involving
transitions in a two-dimensional potential [121], which showed that the mean
transit time is determined by a typical energy barrier V traversed by transition
paths [Eq. 5.1]. This barrier is generally different from the free energy barrier
surmounted in the transition. The difference between the two types of barriers
is more dramatic in the present study because the free energy barrier encoun-
tered in cyclization of a flexible polymer model is almost entirely entropic,
while the underlying energy landscape is flat. The free diffusion model has
the same flat energy landscape and so it successfully describes the distribution
of the transition path sub-ensemble. The same free diffusion model would be
completely wrong if one were to attempt using it to calculate the mean first
passage time to go from RA to RB, because it would not properly account for
the entropic cost to initiate a successful transition path.
Because entropic contributions to the free energy barrier for protein
folding are significant (see, e.g., Ref. [128] and references therein), it is then
likely that Kramers-type models would be inadequate for a quantitative de-
scription for the duration of protein folding/unfolding events. This issue de-
serves further exploration with more realistic protein models.
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Another interesting feature that emerges from our study is scale-dependent
effective friction [Eqs. 5.5, 5.6, 5.7]. The number n of monomers involved in
a transition path depends on the length scale of the polymer rearrangement,
resulting in an effective friction whose value depends on the length of the path
that needs to be traveled to close the loop. Such scale-dependent effective
friction stems from non-Markovian end-to-end dynamics. At short time- or
length-scales this dynamics looks like free monomer diffusion, while at long
timescales it involves global rearrangement of the entire chain [20]. A similar
length-scale dependence has been discussed by Toan et al [28] in their study
of the mean loop closure time. In fact, if we assume that the typical distance
at the beginning of a transition, RA, scales as N
1/2, and that RA  RB, then
our Eq. 5.4 predicts the effective number of monomer engaged in a typical
transition to be proportional to N1/2. This leads to an effective end-to-end
diffusion constant that is inversely proportional to N1/2, in agreement with
the generalized SSS theory of Toan et al. proposed for the case of Rouse poly-
mer chains [28]. The arguments that have led us to introduce the effective
friction coefficient in the preceding section thus offer an intuitive explanation
of the chain-length dependence of the effective friction proposed in Ref. [28]:
It is simply proportional to the minimum number of monomers that need to
be displaced in order for the chain ends to meet. We emphasize, however,
that while the effective friction coefficient found here is consistent with that
predicted in Ref. [28], the effective potential appropriate for the description
of the polymer’s end-to-end motion in a typical transition event is a different
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one, being flat and unaffected by the entropic forces between the chain ends.
5.5 Appendix: Simulation details
Our polymer model consists of N + 1 beads of mass m connected by N
springs. Consecutive (bonded) beads separated by a distance r interact via a
harmonic potential of the form
Vbond(r) = kbond(r − σ)2/2 (5.8)
where σ is the equilibrium bond length and kbonded = 100.0ε/σ
2. Excluded
volume interactions between nonconsecutive (non-bonded) beads separated
by a distance r are represented by a repulsive Lennard-Jones potential,
Vnon−bonded(r) = 4ε[(σ/r)
12 − (σ/r)6]θ(21/6σ − r) (5.9)
where ε is a characteristic energy scale and θ is the Heaviside step function
that truncates the attractive portion of the Lennard-Jones potential. The










where ri(t) is the position of the bead, V is the total interaction potential,
γ0 is the friction coefficient of a bead (monomer), and Ωi is a random force
satisfying the fluctuation-dissipation theorem. A friction coefficient of γ0 =
2.0(σ2/mε)−1/2 was used to ensure that the dynamics are in the overdamped
regime and simulations were performed at a temperature of T = 1.0ε/kB.





Exploring the role of internal friction in the
dynamics of unfolded proteins using simple
polymer models
6.1 Abstract
Using simple polymer models, we explore the role of internal friction
in two common single molecule experiments of unfolded proteins: end-to-end
reconfiguration dynamics and end-to-end loop formation. We use the Rouse
with internal friction (RIF) model as the framework for our studies due to its
incorporation of internal friction as an adjustable free parameter, allowing for
a systematic study of internal friction, as well as its applicability to unfolded
state dynamics which was recently demonstrated in a related study [Soranno et
al. PNAS 2012 [144]]. Furthermore, we explore the conformational dynamics
under non-free draining conditions using a new model: Zimm with internal
friction (ZIF). We construct several experimentally testable predictions using
our simple models. In the context of reconfiguration dynamics, we find that
internal friction provides an additive contribution to the reconfiguration times,
a result that was previously discussed for the RIF model. However, we find that
the picture is more complicated in loop formation times, where internal friction
is not simply additive nor properly described by any simple relation. Instead,
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we perform a detailed study of the loop formation time in the asymptotic limits
of very high and very low internal friction, finding that an exact solution can
be written for the former and an approximate scaling relation can be used to
describe the latter.
6.2 Introduction
The timescales at which unfolded and nonnative conformations of pro-
teins diffusively undergo re-arrangement are intimately related to the “speed
limit” of protein folding [1] and, thus, have consequently attracted a great deal
of attention from the scientific community. To this end, the simple polymer
model of Rouse [43,44] has been used to help characterize the reconfiguration
dynamics of unfolded proteins that exhibit random-coil dimensions [106]. An
even simpler description is offered by Kramers-like theories [13, 31], where,
for example, the rate of collisions between the ends of a polymer is viewed
as diffusion over a barrier along a single reaction coordinate. In using sim-
ple polymer models or Kramers-like theories, it is commonly assumed that
solvent-mediated friction is the only source of frictional drag on the molecule
of interest. This assumption is, however, flawed since not all amino acids may
have the same degree of solvent exposure, and thus, other dissipative mecha-
nisms (i.e., internal friction) may play a significant role in their dynamics.
The concept of internal friction reflects the resistance of a polymer to
changes in its conformation and is often interpreted as reflecting the roughness
of the underlying energy landscape [145]. Possible mechanisms that contribute
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to internal friction include dihedral angle rotational barriers [146,147], hydro-
gen bonding [148] and intrachain collisions [149], suggesting that internal fric-
tion would perhaps be more pronounced in the native state or other compact
conformations where, for example, hydrogen bonding and steric barriers are
more prevalent. However, the importance of internal friction in the unfolded
state dynamics and its effect on the protein folding speed limit remains an open
issue. Previous experimental studies have attempted to quantify internal fric-
tion in the native state [150] and in the protein folding kinetics [149,151–154]
using phenomenological models to describe this effect. A recent single-molecule
FRET study of the reconfiguration dynamics of unfolded T. maritime cold
shock protein and intrinsically disordered proteins [144] provided a more quan-
titative account of internal friction in terms of a well established model of
internal friction called Rouse with internal friction (RIF) [43,155]. This study
suggests that simple polymer models such as RIF may provide sufficient frame-
work to describe the dynamics of the unfolded state. Of course, extensions of
those studies to other proteins and other types of experimental measurements
would be needed to further validate this view. In anticipation of such studies,
this paper further explores experimentally verifiable predictions of RIF and
related models.
The RIF model is not new and has also been used to study strongly
stretched biopolymers [155, 156] and to demonstrate the complex interplay
between the solvent friction and internal friction in the dynamics of polypep-
tides [157]. Given its simplicity that often affords analytic solutions, it provides
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an attractive alternative to the computationally costly molecular dynamics
simulations, although the latter would still be required to elucidate molecular
mechanisms of internal friction. In addition to RIF, here we also consider
a new model that is the non-free draining version of RIF: Zimm with inter-
nal friction (ZIF). Like RIF, ZIF employs a single parameter to quantify the
magnitude of internal friction and retains the simplicity of the mathematical
structure of the RIF solution. However, unlike the free-draining Rouse models,
the more realistic ZIF builds upon the Zimm model [44], which accounts for
hydrodynamic interactions among the chain monomers.
Using RIF, ZIF and their extensions, we attempt to mimic typical ex-
perimental studies that probe the unfolded state dynamics with the goal of
establishing how internal friction manifests itself in these types of experiments.
One such experiment uses single-molecule nanosecond fluorescence correlation
spectroscopy (nsFCS), which employs fluorescence resonance energy transfer
(FRET) between a pair of dyes attached at different locations along the back-
bone of a peptide. Fluctuations in the fluorescence intensities of the donor
and acceptor, as related to the fluctuations in the distance between the FRET
pairs, are monitored and a characteristic timescale for these fluctuations is
obtained−i.e., a reconfiguration time [9–11]. Alternatively, a fluorescent probe
and a quencher can be attached at different positions on a peptide chain. In
this case, the time it takes for the probe and quencher to diffusively come into
contact can be obtained−i.e., loop formation time [2,4,35,37]. The timescales
inferred from the two types of experiments are not the same, although they
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are related to each other. Indeed, fluorescence quenching experiments probe
the time to the formation of a close contact between the quencher and the
probe and, consequently, yield longer timescales than those exhibited in fluc-
tuations of long-range energy transfer employed in nsFCS measurements. It
has been shown that by varying the relative positions of the FRET pairs or
the probe/quencher pair in the two respective experiments, one can probe the
spectrum of relaxation times of a polymer chain [11, 15, 106]. Here, however,
for simplicity we mainly focus on the role of internal friction in the end-to-end
dynamics.
This paper is organized as follows. Section 6.3 will discuss the models
used in our study as well as the simulation details. Section 6.4 will discuss the
role of internal friction in the reconfiguration dynamics of our simple models.
Section 6.5 will discuss the role of internal friction in the loop formation dy-
namics of our simple models and provide a comparison with the experimental
loop formation times of a peptide. Finally, in Section 6.6 we will conclude
with a discussion of our primary findings.
6.3 Model details
Consider a linear polymer chain that consists of N + 1 monomers with
coordinates r = (r0, r1, ..., rN). To describe the dynamics of this chain, we start
with the equation of motion for a polymer composed of Brownian particles in
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where F = (F0,F1, ...,FN) represents the sum of forces on each monomer and
H is the mobility tensor with components Hnm ≡ H(rn − rm) that describes
the hydrodynamic interaction (Note: Hnm is a 3 by 3 matrix and not a scalar
component).
6.3.1 Rouse and Rouse with internal friction (RIF)
The Rouse model [43, 44] describes a linear polymer where neighbor-
ing monomers along the chain are connected by harmonic springs and the
excluded volume interaction is neglected. The hydrodynamic interaction is
neglected such that Hij = Iδij/ξs, where ξs is the solvent friction coefficient.




= κkr + f (6.2)
where κ = 3kBT/b
2 is the stiffness of the connecting springs, b is the Kuhn




−1 1 0 0 · · ·
1 −2 1 0 · · ·
0 1 −2 1 · · ·
0 0 1 −2 · · ·
· · · · · · · · · · · · · · ·
 (6.3)
The phenomenological incorporation of internal friction in the RIF model [43,
155] is accomplished by introducing a frictional drag term to the Rouse model
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that resists the relative extension between connected monomers. The resultant




= κkr + ξi
d
dt
kr + f∗ (6.4)
where ξi is the internal friction coefficient and f
∗ is the appropriate random
force vector [155].
Similarly to Eq. 6.2 (Rouse), Eq. 6.4 (RIF) can be simplified by making
a coordinate transformation into the basis of the eigenvectors of the connectiv-















and have the associated eigenvalues







where p ∈ [0, N ] denotes the mode index and n ∈ [0, N ] once again denotes
the monomer index. The dynamics of the polymer chain can thus be written





Transformation of Eq. 6.4 with the eigenvectors of Eq. 6.5 results in N + 1




= −kpXp + (2ξ(RIF )p kBT )1/2ap(t) (6.8)
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For the p-th mode, ξ
(RIF )
p = ξs + ξiλp is the friction coefficient, kp = κλp
is the spring coefficient (identical to that of the Rouse model), and ap =
(ap,x, ap,y, ap,z) is a three-dimensional Gaussian process characterized by the
moments 〈ap(t)〉 = 0 and 〈apα(t)aqβ(t′)〉 = δpqδαβδ(t− t′) where p and q denote
the mode index while α and β denote the x, y, or z directions. Furthermore,
the relaxation time of each RIF mode is written as








+ τi , p > 0 (6.9)
where τRouse = ξsN
2b2/(3π2kBT ) is the slowest relaxation time of the Rouse
model and τi = ξi/κ is the relaxation time due to internal friction. In the
absence of internal friction (i.e., ξi = 0), the equation of motion for each
independent mode and the spectrum of relaxation times of the Rouse model
are recovered from Eq. 6.8 and Eq. 6.9, respectively.
6.3.2 Zimm with internal friction (ZIF)
The Zimm model [44] accounts for the hydrodynamic interaction using
the pre-averaging approximation where Hnm is replaced by its average:




The friction coefficient is related to the solvent viscosity by ξs = 3πηsb (i.e.,
each monomer is treated as a sphere with a hydrodynamic radius of b/2 un-
dergoing Stokes flow). To construct the equation of motion for the Zimm with












Similarly, Eq. 6.11 can be simplified by making a coordinate transformation




= −kpXp + (2ξ(ZIF )p kBT )1/2ap(t) (6.12a)















, p = 0 (6.12c)
For the p-th mode, ξ
(ZIF )
p is the friction coefficient, kp = κλp is the spring con-
stant, and ap = (ap,x, ap,y, ap,z) is, again, a three-dimensional Gaussian process
characterized by the moments 〈ap(t)〉 = 0 and 〈apα(t)aqβ(t′)〉 = δpqδαβδ(t− t′)
as in Eq. 6.8. Likewise, the relaxation time of each ZIF mode is written as








+ τi , p > 0 (6.13)




3/2) is the slowest relaxation time of
the Zimm chain and τi = ξi/κ is the relaxation time due to internal friction.
In the absence of internal friction (i.e., ξi = 0), the equation of motion for each
independent mode and the spectrum of relaxation times of the Zimm model are
recovered from Eq. 6.12a and Eq. 6.13, respectively. It is well known that the
Zimm model is able to correctly reproduce the chain length dependence of both
the translational diffusion coefficient (i.e., Dchain = kBT/(Nξ
(Zimm)
0 ) ∼ N−1/2)




Simulation of our simple models were performed by carrying out Brown-
ian dynamics integration of the N+1 three-dimensional overdamped harmonic
oscillator equations of motion represented by Eq. 6.8 and Eq. 6.12a. The posi-
tions of the monomer ends as a function of time were then recovered through
the linear transformation of Eq. 6.7 to obtain a trajectory of end-to-end dis-
tance, R(t). The loop formation time, τloop, was computed from the trajectory
R(t) as a mean first passage time for the ends of a polymer chain to diffusively
come within a distance Rc of one another (i.e., R < Rc) when starting from
the equilibrium ensemble of conformations with R > Rc [15]. In our study,
the unit of length is the Kuhn length b, the unit of time is τ0 = b
2/D0 where
D0 is the diffusion coefficient of a monomer, and the unit of energy is kBT .
6.4 Reconfiguration times of simple models
6.4.1 Definition of reconfiguration time
Consider the autocorrelation function of the distance vector between a
pair of monomers i and j:
φij(t) = 〈(ri(t)− rj(t)) • (ri(0)− rj(0))〉 (6.14)







This definition of a reconfiguration time is unique if φij(t) exhibits exponen-
tial decay−i.e., φij(t) = φij(0) exp(−t/τij). However, a reconfiguration time
can still be defined as Eq. 6.15 if φij(t) is non-exponential, although such a
definition would no longer be unique [158].
A reconfiguration time defined from Eqs. 6.14 and 6.15 can be evaluated
analytically from our simple models by substituting in the linear combinations














where ξ0 is the friction coefficient of the translational mode which is equal to
ξ
(Rouse)
0 = ξs for the RIF model and ξ
(Zimm)
0 ∝ ξs (given by Eq. 6.12a) for





ij to differentiate between the reconfiguration times of RIF
and ZIF, respectively.
It should be noted that the reconfiguration time defined here is related
to the inter-monomer distance vector while the reconfiguration time in nsFCS
studies is related to the fluctuations of the absolute distance. The choice of
the former leads to a great mathematical simplification and affords simple
analytic solutions. It may, however, be viewed as unphysical because, even if
the distance between the monomers is not changing, the distance vector may
relax through rotations, which, on the other hand, do not affect the FRET
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signal. Fortunately, for Rouse or Zimm models, both the distance vector and
absolute distance autocorrelation times are comparable and have the same
scaling with chain length. Consequently, as previously shown in [106, 144],
the prediction of Eq. 6.16 is in agreement with more realistic simulations of
polymer dynamics. Of course, the inter-monomer distance autocorrelation
time is equally easy to estimate numerically, if so desired, from the simulations
described in Section 6.3.3.
6.4.2 Internal friction has additive effect on reconfiguration times
One of the most common methods [44] of quantifying internal friction
in the conformational relaxation times of a polymer chain is to vary solvent
viscosity, ηs, and to extrapolate the linear dependence to the absence of sol-
vent viscosity (i.e., ηs → 0). Internal friction then results in a finite positive
intercept in the viscosity dependence. This approach has been used in the
study of the conformational relaxation of myoglobin [150], the kinetics of pro-
tein folding [149, 151–154] and intrinsically disordered proteins and unfolded
state proteins [144].






ij + τi (6.17a)
Since τ
(Rouse)
ij is proportional to the solvent viscosity and assuming that
τi is independent of the solvent viscosity, Eq. 6.17a predicts that all reconfig-
uration times will have exactly the same intercept, τi. In particular, for the
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0N ≈ 0.8τRouse + τi (6.17b)
where τRouse = ξsN
2b2/(3π2kBT ) is the relaxation time of the slowest Rouse
mode. Thus, RIF predicts that the reconfiguration time exhibits a linear
dependence on solvent viscosity with a finite intercept of τi (Fig. 6.1). In
the limit of high internal friction (τi  τRouse), the relaxation time of any
mode is roughly τi (cf. Eq. 6.9). Consequently, relaxation of the distance
vector between any two monomers will also be dominated by τi such that
φij(t) = φij(0) exp(−t/τi) and τ (RIF )ij ≈ τi and thus the reconfiguration time
becomes independent of the monomer positions i and j. On the other hand,
in the limit τi  τRouse, the relaxation times of the Rouse model (Eq. 6.9) and
the reconfiguration time of the Rouse model are respectively recovered [106].
Similarly, internal friction has an additive effect on the ZIF reconfiguration
times, due to its similarity in mathematical structure to RIF. Incorporation
of internal friction in the Zimm model similarly shifts the relaxation times of
the polymer by an amount, τi (Eq. 6.13), and, likewise, each reconfiguration
time τ
(Zimm)
ij by τi (Eq. 6.18). In particular, combining Eq. 6.12a, Eq. 6.16 and
Eq. 6.5 yields the end-to-end reconfiguration time of the ZIF model, which for
N  1 approximately gives
τ
(ZIF )
0N ≈ 0.8τZimm + τi (6.18)




3/2) is the slowest relaxation time






τ0N= 0.8⋅τslowest + τi
Figure 6.1: Both RIF (Eq. 6.17) and ZIF (Eq. 6.18) predict that the reconfig-
uration approximately exhibits a linear dependence on the slowest relaxation
time of a free-draining and non-free draining chain, respectively, with a finite
intercept of τi. In the absence of internal friction, the reconfiguration time is
naturally smaller than the slowest relaxation time by a factor of ∼ 0.8 due
to the relaxation of the end-to-end vector through modes of higher frequency
than the slowest mode.
the same as for the RIF model, despite softer decay in the mode dependence
in Zimm (p−3/2) as opposed to Rouse (p−2). Similarly to RIF, ZIF predicts
that the reconfiguration time exhibits a linear dependence on solvent viscosity
with a finite intercept of τi (Fig. 6.1). The key difference between Eq. 6.17
and Eq. 6.18 stems from the difference in the chain length dependence of the
relaxation times in the Rouse (N2) and Zimm (N3/2) models, respectively.
This would generally lead to ZIF predicting a much faster reconfiguration
time than RIF for very long chains (N  1) while the quantitative difference
between ZIF and RIF would be less significant for shorter chains. Similarly,
both models would predict that internal friction would be more significant
in short chains, which exhibit fast reconfiguration dynamics while exhibiting
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negligible contributions of internal friction in the long chain limit (N  1).
6.4.3 Comparison with experiment
An extension of RIF was used in a previous study to quantify the in-
ternal friction in the reconfiguration dynamics of unfolded proteins [144]. This
extended model included a weak harmonic confinement potential to reproduce
the experimentally observed unfolded state dimensions as well as the addition
of beads to mimic the experimental dyes and linkers. Strictly speaking, the
incorporation of these features complicated the simple mathematical structure
of Eq. 6.17 such that internal friction was no longer additive. However, when
comparing the reconfiguration times of the extended model with experimental
data, deviations from additivity were minor and thus, for simplicity, the re-
configuration times were assumed to be additive. Incorporation of compaction
and dyes and linkers is fairly straightforward in RIF and, thus, would also be
straightforward in ZIF−for more details, see ref. [144].
6.5 Loop formation time of simple models
6.5.1 Introduction to the end-to-end loop formation problem
The second part of our study focuses on the end-to-end loop formation
time, τloop, which is the average time that it takes for the ends of a polymer
to diffusively come into contact with one another. Here, contact is defined as
when the end-to-end distance, R, is less than a specified cutoff distance of Rc.
The problem of end-to-end loop formation has been the focus of a number of
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theoretical [3,13,20,23,25,28,31,66,92] and experimental [2,4,35] studies over
the last few decades. In regards to the Rouse model, the loop formation time
has been extensively studied [20, 28] and is known to exhibit a chain length
dependence of τ
(Rouse)
loop ∝ N2 while being proportional with solvent viscosity,
ηs. Likewise, the loop formation time of Zimm [20, 66] is known to exhibit a
weaker chain length dependence than Rouse (i.e., τ
(Zimm)
loop ∝ N3/2) while also
being proportionately to ηs.
In what follows, we examine the role of internal friction on the loop
formation times of RIF and ZIF. Our analysis is motivated by loop formation
measurements [101, 159, 160] as well as by the somewhat contentious issue of
the effect of internal friction on the rate of protein folding [149]. While not
analogous to folding, loop formation mimics an elementary folding step [2–5]
and so our results will likely provide insights into the latter issue.
Two models describing the effects of internal friction on folding have
been discussed in the literature. In one, internal friction has an additive ef-
fect, similar to Eqs. 6.17 and 6.18. If so, extrapolation of the linear solvent
viscosity dependence to the limit of solvent absence (i.e., ηs → 0) would result
in a finite intercept that is independent of chain length and is equal to τi. In
the other model, roughness of the energy landscape results in the multiplica-
tive renormalization of the solvent viscosity ηs [145]. In the context of loop
formation, this would imply that τloop exhibits the same chain length depen-
dence as it does in the absence of internal friction and that loop formation
time would approach zero in the limit of ηs → 0, exhibiting no finite intercept.
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Furthermore, it is possible that the contribution of internal friction is neither
additive nor multiplicative, as a recent study by Netz and co-workers [157]
suggests. Their study derived a passage time of incremental relaxation in the
end-to-end distance (i.e., short time behavior) using RIF to demonstrate that
internal friction is intrinsically entangled with solvent-related viscous drag.
In our study, we find from computer simulations that the contribution
of internal friction is neither additive or multiplicative, and results in a non-
linear dependence on solvent viscosity with a finite loop formation time in
the limit of solvent absence (Fig. 6.2). Furthermore, when internal friction
is weak and solvent viscosity is the dominant source of friction, the loop for-
mation time exhibits a linear dependence on viscosity with a finite intercept
that is related to internal friction. However, due to the nonlinearity the loop
formation time, the linearly extrapolated intercept grossly overestimates the
actual loop formation time in the limit of solvent absence. These findings are
qualitatively similar to the nonlinear viscosity dependence in the passage times
reported by Netz and co-workers [157] that resulted from internal friction, de-
spite our respective studies being based on very different considerations. To
gain a better understanding of the contribution of internal friction in the loop
formation time, we turn to carefully examining the asymptotic limits of high
and low internal friction in the proceeding sections.
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Figure 6.2: a) Here, the loop formation time is plotted as a function of the
reciprocal of the internal friction timescale in dimensionless form for an RIF
chain of length N = 40 with a capture radius of Rc = 1.25. Plotted alongside
are the SSS prediction in the limit of τi  τRouse given by Eq. 6.26 and the
linear fit of the simulation data in the limit of τi  τRouse (dashed line). The
inset contains the log-log plot of the loop formation times over the entire range
of internal friction explored by simulation. b) This diagram highlights our key
findings for the role of internal friction in the loop formation time of RIF.
Here, the loop formation data given by a thin, black line is bounded by the
limiting expressions in the asymptotic limits of τi  τRouse and τi  τRouse.
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6.5.2 Loop formation: Limit of high internal friction
First, we seek to understand τloop in the limit of high internal friction,
i.e., τi  τRouse and τi  τZimm for RIF and ZIF, respectively. In these
respective limits, the RIF and ZIF modes become nearly degenerate such that
Eq. 6.8 and Eq. 6.12a can both be re-written as
dXp/dt ≈ −τ−1i Xp + σp (6.19)
where σp is a delta-correlated Gaussianly distributed noise. To obtain a better
understanding of the end-to-end loop formation dynamics in this limit, we first
examine the dynamics of the end-to-end vector, R(t) = rN(t) − r0(t). Using




Xp(t)(upN − up0) (6.20)
Assuming that the end-to-end dynamics are overdamped (i.e., Brownian),





Xp(upN − up0) +
N∑
p=0
σp(upN − up0) (6.21a)
which simplifies to
dR/dt = −τ−1i R + Ω(t) (6.21b)
Here, Ω is delta-correlated Gaussianly distributed noise. In essence, the dy-
namics of the end-to-end vector in this limit is well described by a 3D over-
damped harmonic oscillator with a relaxation time of τi. This effectively re-
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places the polymer model with a dumbbell consisting of two end beads at-
tached by a single spring, a model that has been studied and discussed by
Doi [20, 161].
To understand τloop for the dumbbell model, we first turn to the approx-
imations of Szabo-Schulten-Schulten [13] (SSS). In contrast to the end-to-end
dynamics of a Rouse chain, the dynamics described by Eq. 6.21 are Marko-
vian and, thus, an SSS-type or Kramers’-type approximation is adequate in
this case. Provided that the capture radius Rc is much smaller than the rms
end-to-end distance 〈R2〉1/2, the SSS theory predicts the loop formation time








where D is the end-to-end diffusion coefficient. We estimate this coefficient
using the Einstein-Stokes’ formula,
D = kBT/γ (6.23)
where γ is the effective friction coefficient of end-to-end dynamics, which is
related to the relaxation time τi and the oscillator spring coefficient k by
τi = γ/k (6.24)
The spring coefficient k can be estimated from the potential of mean force of
the end-to-end vector, R. Since the probability distribution of R is described
by a Gaussian distribution, the potential of mean force is a harmonic potential
with an effective spring coefficient of
k = 3kBT/〈R2〉 (6.25)
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Eq. 6.26 holds for both the RIF and ZIF models in the high internal friction
limit and agrees well with simulation data (Fig. 6.3). Alternatively, the mean
first passage time to form a looped conformation where R ≤ Rc can be found
exactly by solving the 3D diffusion equation in a harmonic potential with an
absorbing boundary at R = Rc. The solution to this problem was previously
given [161], although there seems to be a minor numerical error in their final
answer which has propagated through their subsequent papers. Their (cor-
rected) solution is identical to the SSS formula (Eq. 6.26) and is shown to be
exact in the limit of Rc  〈R2〉1/2, which is supported by the simulation data
in Fig. 6.3. Consequently, we find that internal friction is neither additive nor
multiplicative in the limit of high internal friction. Instead, we find that τloop
exhibits a chain length dependence of τloop ∝ N1/2 that is significantly weaker
than the anticipated scaling of N2 and N3/2 for the Rouse and Zimm models,
respectively. Furthermore, the SSS prediction for τloop given by Eq. 6.26 is
exact for the dumbbell model.
6.5.3 Loop formation: Limit of small internal friction
In the limit where τRouse  τi, the loop formation time τ (RIF )loop should,
of course, approach the Rouse limit τ
(Rouse)
loop . Imagine that τi is fixed while the




































Figure 6.3: Here, the loop formation time predicted by SSS (Eq. 6.26) in
the high internal friction limit is plotted as a function of the dimensionless
parameter 〈R2〉1/2/Rc. Simulation data for both RIF and ZIF are plotted
alongside the SSS result for comparison. All of the simulation data was found
to collapse onto a universal curve, which agrees well with the SSS prediction.
Furthermore, the agreement between simulation and SSS appears to improve
as we approach the limit of Rc  〈R2〉1/2, where the SSS prediction is known
to be exact for the dumbbell model [161] with a characteristic relaxation time
of τi.
the experimental scenario where the viscosity dependence of the loop forma-
tion time is measured. Just as in the case of nsFCS reconfiguration times, a
nonzero intercept of τloop(ηs) extrapolated to zero viscosity (and, consequently,
zero τRouse) is expected to be the signature of internal friction. This intercept,
however, is not equal to the limit of τRouse  τi estimated in the previous
subsection because the dependence of τloop(ηs) or τloop(τRouse) is not a straight
line (Fig. 6.2). Rather, high-viscosity data (obtained at τRouse  τi) extrap-











where we have surmised that the intercept B(RIF )τi is proportional to τi. The
dimensionless proportionality coefficient B(RIF ) may, of course, depend on
chain length and the capture radius. It is further expedient to divide by τi,
which results in the dimensionless form of Eq. 6.27a:
τ
(RIF )




Written in this manner, the dimensionless loop formation time in the weak
internal friction limit exhibits a linear dependence on the dimensionless pa-
rameter τ
(Rouse)
loop /τi with a slope that is, by construction, 1 and with a finite
intercept of B(RIF ). If this contribution of internal friction were purely ad-
ditive, we would expect B(RIF ) to simply be equal to 1 but, as will be seen
below, this is not the case. Instead, this coefficient depends on both the cap-
ture radius Rc and the chain length N . Assuming that these dependences are
power laws, we can rewrite them in a general form involving two dimensionless
parameters, 〈R2〉1/2/Rc and N :
B(RIF )(N) ∝ (〈R2〉1/2/Rc)δN ε ∝ N ε+δ/2 (6.28)
We have used computer simulations of RIF to independently determine both
scaling exponents, δ and ε, by separately varying each dimensionless param-
eter. In doing so, we chose to vary τ
(Rouse)
loop /τi by varying τi rather than the
solvent viscosity, which is a more convenient yet equivalent approach.
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Our data (Fig. 6.4) shows that δ is close to 1. Note that our numer-
ical values are not strictly in the limit b  Rc  〈R2〉1/2, where Eq. 6.28
is expected to be universal, and so some finite size effects may be present.
Likewise, we find that the scaling exponent ε is close to 1 (Fig. 6.4). Thus,
we find that the dimensionless intercept of Eq. 6.27b is not simply equal to 1,
as we would expect in the additive internal friction case, but rather exhibits
a dependence on the capture radius of B(RIF ) ∝ R−1c and a total chain length
dependence of B(RIF ) ∝ N〈R2〉1/2/Rc ∝ N3/2 (noting that 〈R2〉 = Nb2 for our
simple polymer). Notice that the chain length dependence of this intercept is
weaker than the N2 of the solvent controlled loop closure time but stronger
than the N1/2 dependence of the actual ηs → 0 limit (Section 6.5.2), which is
another manifestation of the nonlinearity of the viscosity dependence of the
loop closure time. Similarly to the RIF case, the loop formation time of ZIF
can be expressed as
τ
(ZIF )





B(ZIF )(N) ∝ (〈R2〉1/2/Rc)δN ε (6.30)
We find from our data (Fig. 6.5) that δ is in the range δ ≈ 1.15 − 1.38 for
N = 60 − 120 and ε is in the range ε ≈ 0.63 − 0.92 for 〈R2〉1/2/Rc ≈ 4.22 −
7.91. The variation in these indices is presumably due to finite-size effects.
Indeed, the end-to-end loop formation times of our Zimm chain was found


































































Figure 6.4: Simulations of RIF chains of different length N and capture radii
Rc were used to explore the intercept of Eq. 6.28 in the limit of τi  τRouse.
For fixed N , B(RIF ) is well described by power law fits of the form B(RIF ) ∝
(〈R2〉1/2/Rc)δ where δ = 1.27 ± 0.03, 1.13 ± 0.06, 1.04 ± 0.01, 1.02 ± 0.02,
and 1.04 ± 0.03 for N=40, 60, 80, 100, and 120, respectively. All fits were
performed on data represented by filled circles, which denotes simulation data
approaching the limit of b < Rc  〈R2〉1/2. Open circles denoted simulation
data where the capture radius is smaller than the Kuhn length (i.e., Rc <
b), which were not included in the fits. Furthermore, for fixed 〈R2〉1/2/Rc,
B(RIF ) is well described by power law fits of the form B(RIF ) ∝ N ε where
ε = 1.17 ± 0.02, 1.04 ± 0.03, 0.99 ± 0.06, 0.966 ± 0.007, and 0.90 ± 0.03 for
〈R2〉1/2/Rc =3.16, 4.22, 5.06, 6.32, and 7.91, respectively. Shown in the inset
plot is a representative chain length dependence of B(RIF ) where 〈R2〉1/2/Rc =
6.32.
of the theoretically predicted ∝ N3/2 universal law expected in the limit of
N →∞ [66]. Notwithstanding deviations from universality, the overall chain
length dependence B(ZIF ) ∝ N ε+δ/2 = N1.2 − N1.6 is roughly the same as in





















































Figure 6.5: Simulations of ZIF chains of different length N and capture radii Rc
were used to explore the intercept of Eq. 6.30 in the limit of τi  τZimm. When
N is fixed, B(ZIF ) is well described by a power law fit of the form B(ZIF ) ∝
(〈R2〉1/2/Rc)δ where δ = 1.15± 0.03, 1.25± 0.04, 1.29± 0.02, and 1.38± 0.05
for N = 60, 80, 100, and 120, respectively. Likewise, when 〈R2〉1/2/Rc is fixed,
B(ZIF ) is well described by a power law fit of the form B(ZIF ) ∝ N ε where
ε = 0.629 ± 0.009, 0.66 ± 0.05, 0.65 ± 0.06, 0.813 ± 0.004, and 0.92 ± 0.05
for 〈R2〉1/2/Rc = 3.16, 4.22, 5.06, 6.32, and 7.91, respectively. Shown in
the inset plot is a representative chain length dependence of B(ZIF ) where
〈R2〉1/2/Rc = 6.32.
6.5.4 Loop formation: Summary of viscosity and internal friction
dependence
The viscosity and internal friction dependence of the loop formation
time is summarized in Fig. 6.2 for the RIF case, although the general con-
clusions are nearly identical for the ZIF model. At very high viscosity, τloop
exhibits a linear dependence on solvent viscosity. When extrapolated to zero
viscosity, this dependence exhibits an intercept B(RIF )τi, which reflects inter-
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nal friction. This intercept, however, is much larger than τi, in contrast to the
additive internal friction model. Given that this intercept exhibits a weaker
chain length dependence than that of τloop found at high viscosities, however,
our result contradicts the multiplicative model, where internal friction would
simply renormalize the solvent viscosity resulting in an overall N2 scaling of
the loop formation time.
In contrast to the linear growth of τloop with viscosity found at high
values of viscosity, the actual viscosity dependence of τloop(ηs) is highly non-
linear, resulting in a zero-viscosity limit, τloop(0), that is much smaller than the
intercept B(RIF )τi obtained via extrapolation of high-viscosity data. Instead,
τloop(0) displays an even weaker chain length dependence of N
1/2 is inversely
proportional to the capture radius, a result rigorously proven in Section 6.5.2.
6.5.5 Comparison with experiment
Next, we turn to comparing our simulated loop formation times with
experimental loop formation times for unfolded peptides. A number of experi-
mental studies have attempted to understand how changes in the dimensions of
the unfolded state correspond to changes in the conformational dynamics[22,
37, 38]. In particular, Kiefhaber and co-workers [159, 160] examined unfolded
poly(Gly-Ser) peptides consisting of 3 to 14 repeat units in an end-to-end loop
formation study performed at different concentrations of denaturant. Their
study found that decreasing the denaturant concentration corresponded to a
decrease in both the chain dimensions and the effective end-to-end diffusion
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coefficient [159], but also a decrease in the loop formation time [160]. Such
a study provides an excellent opportunity for comparison with the simulated
loop formation times of the CRIF model (See Section 6.7) due to the finding
that greater compaction of the unfolded state correlated well with greater in-
ternal friction [144]. Here, the inclusion of compaction into our simple models
such as RIF is critical when comparing to the experimental loop formation
at low denaturant concentrations, where the spatial proximity of the polymer
ends would be enhanced due to the compact conformation of the unfolded
polymer.
When comparing our simulation data with the experimental loop for-
mation times, we find remarkable agreement when internal friction is assumed
to be absent in our model (Fig. 6.6) such that CRIF is simply reduced to a
Rouse model with chain compaction. As noted by Kiefhaber and co-workers,
the speed up in the loop formation times with decreasing denaturant con-
centration occurs due to the enhanced spatial proximity of the loop-forming
groups afforded by chain compaction. Additionally, assuming the applicability
of our simple models to describing unfolded proteins, the agreement between
simulation and experiment would suggest that the contribution of internal fric-
tion is negligible in the peptides that were investigated. This conclusion is not
a surprise considering that Kiefhaber and co-workers reported that all of their
loop formation data was well described by near-linear power law dependences
on solvent viscosity (i.e., a linear fit with an intercept of 0), a fact that was uti-




























Figure 6.6: Here, the experimentally measured end-to-end loop formation
times of a (Gly-Ser)14 peptide is plotted at different concentrations of de-
naturant [160]. Plotted in comparison are the simulated loop formation times
of a Rouse chain with compaction, which is parameterized to reproduce the
experimentally measured dimensions of the peptide at each denaturant concen-
tration [159]. This agreement supports the assumption that the poly(Gly-Ser)
peptide exhibits a negligible amount of internal friction. Here, our simulated
polymer had a chain length of N = 6 where the Kuhn length was chosen to
be equal to b = 19 Å(i.e., roughly 5 amino acids). A capture radius of Rc ≈ 3
Åwas chosen such that the simulation data would match the experimental data
at 7.6M GdmCl, where the experimental peptide was most expanded.
the agreement between experiment and simulation is reassuring, it highlights
the need for experimental loop formation data for unfolded proteins and pep-
tides with significant amounts of internal friction. Potential candidates for
such a study would include unfolded peptide chains with bulky side groups
that would potentially contribute to internal friction via steric hindrance.
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6.6 Concluding Remarks
It has been postulated that a variety of mechanisms in proteins effec-
tively give rise to a non-solvent related viscous drag (i.e., internal friction)
that may significantly modulate the conformational dynamics of the protein
molecule. Paying particular interest to unfolded proteins, we examine the role
of internal friction in the conformational dynamics of simple random polymer
models that phenomenologically incorporate internal friction as an adjustable
free parameter−namely, Rouse with internal friction (RIF) and Zimm with
internal friction (ZIF).
In the context of reconfiguration dynamics (i.e., FRET), we find that
internal friction manifests itself as an additive contribution such that the re-
configuration times exhibit a linear dependence on solvent viscosity and a finite
intercept equal to the relaxation time due to internal friction τi. Furthermore,
due to the chain length dependence of Rouse and Zimm (i.e., N2 and N3/2,
respectively), additivity in the reconfiguration times further suggests that in-
ternal friction would be negligible for very long polymer chains (N  1) while
exhibiting a stronger contribution in shorter chains.
In contrast, we find that the loop formation time τloop has a nonlinear
solvent viscosity dependence and that internal friction does not simply result
in an additive contribution or multiplicative contribution to τloop. The rather
nontrivial dependence of τloop on various parameters defining the process thus
offers a potentially critical experimental test of the RIF and ZIF models.
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We have also have compared the simulated loop formation times of
RIF with chain compaction with the experimental loop formation times of
poly(Gly-Ser) peptides [159,160], finding remarkable agreement between sim-
ulations and experiment when internal friction is taken to be absent in our
simulations. This is consistent with the experimental findings [159, 160] sug-
gesting that internal friction is negligible or absent in the poly(Gly-Ser) pep-
tides that were explored. Furthermore, we find that accounting for the partial
chain collapse is crucial when comparing to experimental data for chains that
undergo a change in their dimensions, due to the enhanced spatial proximity
of the loop-forming groups in a compact conformation that must be taken into
account.
6.7 Appendix
6.7.1 Compacted Rouse with internal friction (CRIF)
When the amount of denaturant is decreased, the spatial dimensions
of the unfolded polypeptide chain are typically found to decrease. While this
effect can be captured by coil-globule transition theories [162], those theories
deal with statistical properties rather than temporal evolution of the polymer.
To account for the collapse of the chain without sacrificing the simplicity of the
underlying model we adopt the approach described in ref. [144] and augment










where kc is the spring constant of this potential. We refer to this as a
“compacted Rouse model with internal friction”, or CRIF. As previously dis-
cussed [144], a potential of this form does not change the eigenmodes of the
Rouse model and only modifies the equations of motion of the normal modes
in Eq. 6.8 by shifting the spring constant of each mode to kp → κλp + kc. The
rms distance between a pair of monomers, i and j, of the CRIF chain can be
written as:




−1(upi − upj)2 (6.32)
It should be noted that the decrease in the rms end-to-end distance of the
chain could be mimicked in a simpler way, by reducing the Kuhn length b or,
equivalently, increasing the bond spring constant κ. We feel, however, that
this would be an inferior method because it would always preserve Gaussian
chain statistics and would not account for the changes in the chain statistics
upon its collapse. In contrast, CRIF was found to correctly reproduce the
changes in the chain statistics, as compared with more realistic simulations of
polymers undergoing the coil-globule transition [144].
When kc = 0, Gaussian chain statistics are recovered. In our compar-
isons with experimental data we assume that this is the case at high denaturant
concentrations. We then use kc as an adjustable parameter at lower denatu-
rant concentrations such that Eq. 6.32 matches experimentally observed values
of the rms end-to-end distance.
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[127] Joseph D. Bryngelson, José Nelson Onuchic, Nicholas D. Socci, and Pe-
ter G. Wolynes. Funnels, pathways, and the energy landscape of protein
folding: A synthesis. Proteins: Structure, Function, and Bioinformat-
ics, 21(3):167–195, 1995.
[128] D. J. Bicout and A. Szabo. Entropic barriers, transition states, fun-
nels, and exponential protein folding kinetics: A simple model. Protein
Science, 9(3):452–465, 2000.
[129] Elizabeth Rhoades, Mati Cohen, Benjamin Schuler, and Gilad Haran.
Two-state folding observed in individual protein molecules. Journal of
the American Chemical Society, 126(45):14686–14687, 2004.
[130] Jeffrey A. Hanson, Karl Duderstadt, Lucas P. Watkins, Sucharita Bhat-
tacharyya, Jason Brokaw, Jhih-Wei Chu, and Haw Yang. Illuminating
the mechanistic roles of enzyme conformational dynamics. Proceedings
of the National Academy of Sciences, 104(46):18055–18060, 2007.
[131] Robert B. Best, Emanuele Paci, Gerhard Hummer, and Olga K. Dudko.
Pulling direction as a reaction coordinate for the mechanical unfolding of
172
single molecules. The Journal of Physical Chemistry B, 112(19):5968–
5976, 2008. PMID: 18251532.
[132] Olga K. Dudko, Gerhard Hummer, and Attila Szabo. Theory, analy-
sis, and interpretation of single-molecule force spectroscopy experiments.
Proceedings of the National Academy of Sciences, 105(41):15755–15760,
2008.
[133] Olga K. Dudko, J. Mathe, Attila Szabo, Amit Meller, and Gerhard
Hummer. Extracting kinetics from single-molecule force spectroscopy:
Nanopore unzipping of dna hairpins. Biophysical Journal, 92(12):4188
– 4195, 2007.
[134] Irina V. Gopich and Attila Szabo. Single-macromolecule fluorescence
resonance energy transfer and free-energy profiles. The Journal of Phys-
ical Chemistry B, 107(21):5058–5063, 2003.
[135] Elisha Haas, Ephraim Katchalski-Katzir, and Izchak Z. Steinberg. Brow-
nian motion of the ends of oligopeptide chains in solution as estimated
by energy transfer between the chain ends. Biopolymers, 17(1):11–31,
1978.
[136] E. Haas and I.Z. Steinberg. Intramolecular dynamics of chain molecules
monitored by fluctuations in efficiency of excitation energy transfer. a
theoretical study. Biophysical Journal, 46(4):429 – 437, 1984.
173
[137] Serdal Kirmizialtin, Lei Huang, and Dmitrii E. Makarov. Topography of
the free-energy landscape probed via mechanical unfolding of proteins.
The Journal of Chemical Physics, 122(23):234915, 2005.
[138] Pai-Chi Li and Dmitrii E. Makarov. Theoretical studies of the mechan-
ical unfolding of the muscle protein titin: Bridging the time-scale gap
between simulation and experiment. The Journal of Chemical Physics,
119(17):9260–9268, 2003.
[139] Dmitrii E. Makarov. Computer simulations and theory of protein
translocation. Accounts of Chemical Research, 42(2):281–289, 2009.
[140] Z. S. Wang and D. E. Makarov. Nanosecond dynamics of single polypep-
tide molecules revealed by photoemission statistics of fluorescence reso-
nance energy transfer: a theoretical study. J. Phys. Chem. B, 107(23):5617–
5622, 2003.
[141] Peter Hanggi, Peter Talkner, and Michal Borkovec. Reaction-rate the-
ory: fifty years after kramers. Rev. Mod. Phys., 62:251–341, 1990.
[142] Yohichi Suzuki and Olga K. Dudko. Single-molecule rupture dynamics
on multidimensional landscapes. Phys. Rev. Lett., 104:048101, Jan
2010.
[143] R. Zwanzig. Nonequilibrium Statistical Mechanics. Oxford University
Press, New York, 2001.
174
[144] Andrea Soranno, Brigitte Buchli, Daniel Nettels, Ryan R. Cheng, Sonja
Muller-Spath, Shawn H. Pfeil, Armin Hoffmann, Everett A. Lipman,
Dmitrii E. Makarov, and Benjamin Schuler. Quantifying internal fric-
tion in unfolded and intrinsically disordered proteins with single-molecule
spectroscopy. Proceedings of the National Academy of Sciences, 2012.
10.1073/pnas.1117368109.
[145] R. Zwanzig. Diffusion in a rough potential. Proceedings of the National
Academy of Sciences, 85(7):2029–2030, 1988.
[146] John J. Portman, Shoji Takada, and Peter G. Wolynes. Microscopic
theory of protein folding rates. ii. local reaction coordinates and chain
dynamics. The Journal of Chemical Physics, 114(11):5082–5096, 2001.
[147] Robert B. Best and Gerhard Hummer. Diffusive model of protein fold-
ing dynamics with kramers turnover in rate. Physical Review Letters,
96(22):228104, 2006. PRL.
[148] Aykut Erbas, Dominik Horinek, and Roland R. Netz. Viscous friction
of hydrogen-bonded matter. Journal of the American Chemical Society,
134(1):623–630, 2011.
[149] Stephen J. Hagen. Solvent viscosity and friction in protein folding
dynamics. Current Protein and Peptide Science, 11(5):1–11, 2010.
[150] A. Ansari, C. M. Jones, E. R. Henry, J. Hofrichter, and W. A. Eaton.
The role of solvent viscosity in the dynamics of protein conformational
175
changes. Science, 256(5065):1796–1798, 1992. 10.1126/science.1615323.
[151] Troy Cellmer, Eric R. Henry, James Hofrichter, and William A. Eaton.
Measuring internal friction of an ultrafast-folding protein. Proceed-
ings of the National Academy of Sciences, 105(47):18320–18325, 2008.
10.1073/pnas.0806154105.
[152] Beth G. Wensley, Sarah Batey, Fleur A. C. Bone, Zheng Ming Chan, Nu-
ala R. Tumelty, Annette Steward, Lee Gyan Kwa, Alessandro Borgia,
and Jane Clarke. Experimental evidence for a frustrated energy land-
scape in a three-helix-bundle protein family. Nature, 463(7281):685–688,
2010. 10.1038/nature08743.
[153] Gouri S. Jas, William A. Eaton, and James Hofrichter. Effect of vis-
cosity on the kinetics of alpha-helix and beta-hairpin formation. The
Journal of Physical Chemistry B, 105(1):261–272, 2000.
[154] Linlin Qiu and Stephen J. Hagen. A limiting speed for protein folding
at low solvent viscosity. Journal of the American Chemical Society,
126(11):3398–3399, 2004.
[155] Bhavin S. Khatri and Tom C. B. McLeish. Rouse model with internal
friction: A coarse grained framework for single biopolymer dynamics.
Macromolecules, 40(18):6770–6777, 2007.
[156] Bhavin S. Khatri, Masaru Kawakami, Katherine Byrne, D. Alastair
Smith, and Tom C. B. McLeish. Entropy and barrier-controlled fluc-
176
tuations determine conformational viscoelasticity of single biomolecules.
Biophysical journal, 92(6):1825–1835, 2007.
[157] Julius C. F. Schulz, Lennart Schmidt, Robert B. Best, Joachim Dzu-
biella, and Roland R. Netz. Peptide chain dynamics in light and heavy
water: Zooming in on internal friction. Journal of the American Chem-
ical Society, 134(14):6273–6279, 2012.
[158] Irina V. Gopich, Daniel Nettels, Benjamin Schuler, and Attila Szabo.
Protein dynamics from single-molecule fluorescence intensity correlation
functions. The Journal of Chemical Physics, 131(9), 2009.
[159] Andreas Moglich, Karin Joder, and Thomas Kiefhaber. End-to-end dis-
tance distributions and intrachain diffusion constants in unfolded polypep-
tide chains indicate intramolecular hydrogen bond formation. Proceed-
ings of the National Academy of Sciences, 103(33):12394–12399, 2006.
[160] Andreas Moglich, Florian Krieger, and Thomas Kiefhaber. Molecular
basis for the effect of urea and guanidinium chloride on the dynamics of
unfolded polypeptide chains. Journal of Molecular Biology, 345(1):153–
162, 2005.
[161] Seiichi Sunagawa and Masao Doi. Theory of diffusion-controlled intra-
chain reactions of polymers. ii. Polymer Journal, 8(3):239–246, 1975.
[162] Guy Ziv, D. Thirumalai, and Gilad Haran. Collapse transition in pro-
teins. Physical Chemistry Chemical Physics, 11(1):83–93, 2009.
177
Vita
Ryan Cheng was born in Taipei, Taiwan, the son of Nancy and Eric
Cheng. At a young age, he immigrated to the United States of America with
his family and became a naturalized citizen. In 2003, Ryan graduated from
Marlboro High School in New Jersey and travelled to Pittsburgh to study at
Carnegie Mellon University. From 2005-2007, he worked as an undergraduate
researcher under the supervision of Professor Linda Peteanu and Dr. Gizelle
Sherwood, who was a graduate student at the time. During the summer of
2006, Ryan was a participant in the Bioengineering and Bioinformatics Sum-
mer Institute (BBSI) at the University of Pittsburgh while mentored by Pro-
fessor Ken Jordan. In 2007, Ryan received a B.S. in Chemistry from Carnegie
Mellon with University Honors and Mellon College of Science Research Hon-
ors. After his graduation, Ryan moved to Austin, Texas to pursue a Ph.D.
in Chemistry at the University of Texas at Austin under the supervision of
Professor Dmitrii Makarov.
Permanent address: 142 Yorkshire Drive, Morganville, NJ 07751
This dissertation was typeset with LATEX
† by the author.
†LATEX is a document preparation system developed by Leslie Lamport as a special
version of Donald Knuth’s TEX Program.
178
