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Abstract
We characterize the generator matrix in standard form of generalized Gabidulin codes.
The parametrization we get for the non-systematic part of this matrix coincides with the q-
analogue of generalized Cauchy matrices, leading to the definition of generalized rank Cauchy
matrices. These matrices can be represented very conveniently and their representation
allows to define new interesting subfamilies of generalized Gabidulin codes whose generator
matrix is a structured matrix. In particular, as an application, we construct Gabidulin codes
whose generator matrix is the concatenation of an identity block and a Toeplitz/Hankel
matrix. In addition, our results allow to give a new efficient criterion to verify whether a
rank metric code of dimension k and length n is a generalized Gabidulin code. This criterion
is only based on the computation of the rank of one matrix and on the verification of the
linear independence of two sets of elements and it requires O(k2n) field operations.
1 Introduction
Codes in the rank metric were introduced, independently, by Delsarte [6], Gabidulin [7] and
Roth [25], although a similar notion can be traced back to Bergman [2]. However, only in the
last ten years have they significantly gained interest, due to their application in network coding
[31, 10]. Moreover, rank metric codes have a plethora of different applications in communications
and security. In addition to network coding, the applications proposed in the last 20 years con-
cern cryptography [14, 23], space-time coding and wireless communications [33, 16], distributed
storage [29, 4, 19], authentication schemes [21] and low-rank matrix completion [18].
As with codes in the Hamming metric, they are usually defined over a finite field Fq, and in
the linear case their important parameters are given by the length n, the dimension k and the
minimum distance d. Those parameters are related by an inequality that is as elegant as effective.
This is the well-known Singleton bound, that holds in both the Hamming and rank metric.
Hamming codes meeting this bound are called maximum distance separable (MDS) codes. Their
natural analogue in the rank metric is represented by maximum rank distance (MRD) codes,
that are defined analogously as codes that attain the Singleton bound with equality. Although
it was proven that there are plenty of MRD codes that are linear over the extension field [20, 3],
only few new families have been discovered recently [28, 15, 22, 9, 5].
∗This work was supported by SNF grant no. 169510
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However, the most studied and important construction of MRD codes is still the one pro-
posed in the seminal works [6, 7, 25], and then generalized in [12]. These codes are known as
generalized Gabidulin codes, and they represent the rank analogue of the well-known generalized
Reed-Solomon (GRS) codes. As GRS codes, generalized Gabidulin codes are evaluation codes.
However, they are defined over an extension field Fqm of Fq and the evaluation is done on a
particular subset of linearized polynomials in n points that are linearly independent over Fq.
The structure of evaluation codes allowed the development of many efficient decoding algorithms
in the last years [30, 34].
In this framework, another analogy emerges regarding the generator matrices of these two
families of codes. The canonical generator matrix of GRS codes is obtained by the evaluation of
the canonical basis {1, x, . . . , xk−1}, that gives as a result the so-called weighted Vandermonde
matrix, a matrix given by the product of a Vandermonde with a non-singular diagonal matrix.
The rank analogue of the weighted Vandermonde matrix is given by the s-Moore matrix. Such
a matrix is the canonical generator matrix of a generalized Gabidulin code, obtained via the
evaluation of the canonical basis {x, xq
s
, xq
2s
, . . . , xq
(k−1)s
}.
There is another important generator matrix of GRS codes that is well-known in the literature.
In 1985 Roth and Seroussi gave a characterization of the generator matrix in standard form for
these codes, showing that GRS codes are in correspondence with generalized Cauchy matrices.
Explicitly, the generator matrix in standard form of a GRS code is given by (Ik | X), where Ik
is the k × k identity matrix, and X is a generalized Cauchy matrix. On the other hand, every
matrix (Ik | X), with X a generalized Cauchy matrix, generates a GRS code.
In this work we give a characterization of the generator matrix in standard form of a general-
ized Gabidulin code, that up to now was unknown. As a consequence, this also allows us to define
a rank analogue of generalized Cauchy matrices, whose definition coincides with the q-analogue
of generalized Cauchy matrices. This result is obtained making a wide use of properties of finite
fields, in particular the trace map, and of some recent results appeared in the last year [9, 20].
In addition to the theoretical result that almost completes the picture on the analogies be-
tween GRS and generalized Gabidulin codes, this has also a useful impact from a practical point
of view. Using the structure of the rank analogue of a generalized Cauchy matrix, we derive a
subfamily of generalized Gabidulin codes whose generator matrix is made by an identity block
and a Toeplitz/Hankel block. From an application point of view, this new family of codes seems
to be suitable for fast algorithms for erasure correction and syndrome decoding as well as for
encoding. It is well-known, indeed, that the matrix-vector multiplication with a Toeplitz/Hankel
matrix can be performed in a fast way.
Moreover, from the theoretical characterization obtained, we also derive a new criterion to
determine whether a given code is a generalized Gabidulin code. This new criterion is better
than any other previously known. Indeed, for a given rank metric code of dimension k and length
n over a finite field Fqm , it only requires O(k2n) field operations.
The paper is structured as follows. In Section 2 we recall some basic properties of finite fields
and in particular of the field trace map. We also briefly explain the main results on GRS codes
and on their generator matrices. In Section 3 we introduce rank metric codes and give a recap
on the most important results on MRD and generalized Gabidulin codes. In addition, some new
results are presented that are preparatory for the rest of the paper. Section 4 represents the
main contribution of this work. Here we characterize the generator matrix in standard form of
a generalized Gabidulin code. From this result we derive a new criterion for determining if a
given rank metric code is a generalized Gabidulin code. This section can be also seen as the
analogue of Roth and Seroussi work [27] for the rank metric and it completes the picture on the
generator matrices of generalized Gabidulin codes. In Section 5 we use our previous results for
constructing subfamilies of Gabidulin codes with structured generator matrix. These codes have
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generator matrix in standard form with a Hankel or a Toeplitz non-systematic part, potentially
very useful for applications. Finally, in Section 6 we summarize the work underlining our main
contributions.
2 Preliminaries
2.1 Trace over finite fields an its duality
The following definitions and results can be found in any textbook on finite fields, e.g. [13]. We
denote the finite field of cardinality q by Fq. It is well-known that it exists if and only if q is
a prime power. Moreover, if it exists, Fq is unique up to isomorphism. An extension field of
extension degree m is denoted by Fqm . An important property of finite fields is the existence of
a primitive element. This means that there always exists α ∈ Fq that is a generator of F∗q , i.e.
Fq = {0} ∪ {α
i | 0 ≤ i ≤ q − 2}.
We now recall some basic theory on finite fields and the trace function. It is well-known that the
extension field Fqm over Fq is a Galois extension and Gal(Fqm/Fq) is cyclic. One of its generators
is given by the q-Frobenius automorphism θ, defined as
θ : Fqm −→ Fqm
α 7−→ αq .
Definition 1. Let Fq be a finite field and Fqm be an extension field. For α ∈ Fqm , the trace of
α over Fq is defined by
TrFqm/Fq (α) :=
m−1∑
i=0
θi(α) =
m−1∑
i=0
αq
i
.
For every integer 0 < s < m with gcd(m, s) = 1, we denote by ϕs the map given by
ϕs : Fqm −→ Fqm
α 7−→ θs(α) − α.
The following result relates the trace with the maps ϕs.
Lemma 1. The trace function satisfies the following properties:
1. TrFqm/Fq (α) ∈ Fq for all α ∈ Fqm .
2. TrFqm/Fq is an Fq-linear surjective transformation from Fqm to Fq.
3. ϕs is an Fq-linear transformation from Fqm to itself.
4. For every s coprime to m, ϕs(α) = 0 if and only if α ∈ Fq.
5. ker(TrFqm/Fq ) = Im(ϕs) for every s coprime to m and has cardinality q
m−1.
Proof. A partial proof of this result can be found in [13, Chapter 2, Section 3]. For a complete
proof we refer to [20, Lemma 2].
We will refer to the function
TrFqm/Fq : Fqm −→ Fq
as the trace map of Fqm/Fq. This map has many important properties. One of them is that it
can be used to define an isomorphism between Fqm and HomFq(Fqm ,Fq).
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Definition 2. The Fq-bilinear map defined as
tr : Fqm × Fqm −→ Fq
(α, β) 7−→ TrFqm/Fq(αβ),
is called the trace form of the extension Fqm/Fq.
Observe that for every α ∈ Fqm , we can associate an Fq-linear map Tα ∈ HomFq (Fqm ,Fq),
defined as
Tα : Fqm −→ Fq
β 7−→ TrFqm/Fq (αβ).
Theorem 1. The trace form is a symmetric non degenerate Fq-bilinear form. Moreover it
induces a duality isomorphism given by
Ψ : Fqm −→ HomFq(Fqm ,Fq)
α 7−→ Tα.
Proof. For the proof one can see [13, Theorem 2.24].
The following results directly follow from Theorem 1.
Corollary 1. For every α ∈ F∗qm the map Tα is non identically zero, and hence dimFq (ker(Tα)) =
m− 1.
Corollary 2. For every α, β ∈ Fqm and λ, µ ∈ Fq, we have
Tλα+µβ = λTα + µTβ.
Since the trace form induces a duality isomorphism, we can naturally define the notion of
dual basis.
Definition 3. Given an Fq-basis α1, . . . , αm of Fqm , we say that β1, . . . , βm is a dual basis of
α1, . . . , αm with respect to the trace form, if for all i, j ∈ {1, . . . ,m}
tr(αi, βj) = δi,j =
{
1 if i = j
0 if i 6= j.
Remark 1. Given an Fq-basis α1, . . . , αm of Fqm , by Theorem 1 and the fact that Fqm is a finite
dimensional Fq-vector space, it follows the existence and uniqueness of its dual basis.
Lemma 2. For every α1, . . . , αk, β ∈ Fqm ,
ker(Tα1) ∩ . . . ∩ ker(Tαk) ⊆ ker(Tβ)
if and only if β ∈ 〈α1, . . . , αk〉.
Proof. Suppose β ∈ 〈α1, . . . , αk〉. By Corollary 2, we have Tβ = λ1Tα1 + . . .+ λkTαk . Hence, if
x ∈ ker(Tα1) ∩ . . . ∩ ker(Tαk), then
Tβ(x) = λ1Tα1(x) + . . .+ λkTαk(x) = 0 + . . .+ 0 = 0,
and therefore x ∈ ker(Tβ).
On the other hand, suppose β /∈ 〈α1, . . . , αk〉. Let s := dimFq 〈α1, . . . , αk〉. Without loss of
generality we can assume that 〈α1, . . . , αk〉 = 〈α1, . . . , αs〉. Now, complete α1, . . . , αs, β to an
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Fq-basis α1, . . . , αs, β, γ1, . . . γm−s−1 of Fqm and consider its dual basis with respect to the trace
form α˜1, . . . , α˜s, β˜, γ˜1, . . . γ˜m−s−1. Therefore, Tαi(β˜) = 0 for every i = 1, . . . , s and Tβ(β˜) = 1,
i.e.
β˜ ∈ ker(Tα1) ∩ . . . ∩ ker(Tαk) \ ker(Tβ).
Theorem 2. For every α1, . . . , αk ∈ Fqm ,
dimFq (ker(Tα1) ∩ . . . ∩ ker(Tαk)) = m− dimFq〈α1, . . . , αk〉.
Proof. Let s := dimFq〈α1, . . . , αk〉. Without loss of generality we can suppose 〈α1, . . . , αk〉 =
〈α1, . . . , αs〉. By Lemma 2 we have ker(Tαs+1), . . . , ker(Tαk) ⊇ ker(Tα1) ∩ . . . ∩ ker(Tαs), and
hence
ker(Tα1) ∩ . . . ∩ ker(Tαk) = ker(Tα1) ∩ . . . ∩ ker(Tαs).
Therefore, it is enough to prove the statement when α1, . . . , αk are linearly independent over Fq.
We use induction on k. If k = 1 then dimFq(ker(Tα1)) = m− 1 by Corollary 1.
Suppose now that the statement is true for k − 1, i.e.
dimFq(S) = m− k + 1,
where S := ker(Tα1)∩. . .∩ker(Tαk−1). Then, by Lemma 2, S 6⊆ ker(Tαk), i.e. S+ker(Tαk) = Fqm .
Therefore,
dimFq(S ∩ ker(Tαk)) = dimFq(S) + dimFq (ker(Tαk))− dimFq (S + ker(Tαk))
= m− k + 1 +m− 1−m
= m− k.
Now, let α1, . . . , αk ∈ Fqm be Fq-linearly independent and complete them to a basis α1, . . . , αm
of Fqm . Let β1, . . . , βm be its dual bases. Then for every i = 1, . . . , k we have Tαi(βj) = 0 for
every j = k + 1, . . . ,m, i.e. βj ∈ ker(Tα1) ∩ . . . ∩ ker(Tαk). Moreover, by Theorem 2, we get
dimFq (ker(Tα1) ∩ . . . ∩ ker(Tαk)) = m− k, and hence
ker(Tα1) ∩ . . . ∩ ker(Tαk) = 〈βk+1, . . . , βm〉.
We can now define the trace-orthogonal space of a subspace as follows.
Definition 4. Let S := 〈α1, . . . , αk〉 be an Fq-subspace of Fqm . Then the trace-orthogonal space
of S is defined as the Fq-subspace
S× := ker(Tα1) ∩ . . . ∩ ker(Tαk).
Proposition 1. The subspace S× is well-defined, i.e. it does not depend on the choice of the
set of generators.
Proof. Let {α1, . . . , αk} and {α′1, . . . , α
′
t} be two sets of generators for a subspace S. We want
to prove that ker(Tα1) ∩ . . . ∩ ker(Tαk) = ker(Tα′1) ∩ . . . ∩ ker(Tα′t). For every i = 1, . . . , k,
αi ∈ 〈α′1, . . . , α
′
t〉 and therefore, by Lemma 2, it holds that ker(Tαi) ⊇ ker(Tα′1) ∩ . . . ∩ ker(Tα′t).
Hence,
ker(Tα1) ∩ . . . ∩ ker(Tαk) ⊇ ker(Tα′1) ∩ . . . ∩ ker(Tα′t).
The opposite inclusion is analogous.
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We already know the relation between the image of the map ϕs and the kernel of the trace
map (see Lemma 1). The following Lemma characterizes the preimage of any element under the
map ϕs.
Lemma 3. Let α ∈ Fqm and s a positive integer coprime to m. Then
1.
|ϕ−1s ({α})| =
{
q if α ∈ ker(TrFqm/Fq)
0 if α /∈ ker(TrFqm/Fq)
2. Let α ∈ ker(TrFqm/Fq ). If x1, x2 ∈ ϕ
−1
s ({α}), then x1 − x2 ∈ Fq, or equivalently, there
exists an x ∈ Fqm such that
ϕ−1s ({α}) = {x+ λ | λ ∈ Fq} .
Moreover such an x is of the form
x =
1
TrFqm/Fq (γ)
(
ασ(γ) + (α+ σ(α))σ2(γ) + . . .+ (α+ . . .+ σm−2(α))σm−1(γ)
)
,
where γ ∈ Fqm is such that TrFqm/Fq (γ) 6= 0, and σ := θ
s.
Proof. 1. If α /∈ ker(TrFqm/Fq), then, by part 5 of Lemma 1 we have ϕ
−1
s ({α}) = ∅. On the
other hand, if α ∈ ker(TrFqm/Fq), then |ϕ
−1
s ({α})| = | ker(ϕs)|, since ϕs is an Fq-linear
map. By part 2 of Lemma 1
qm−1 = | ker(TrFqm/Fq )| = |Im(ϕs)| =
|Fqm |
| ker(ϕs)|
,
and therefore we get |ϕ−1s ({α})| = q.
2. For the first part, let x1, x2 ∈ ϕ−1s ({α}). Hence, ϕs(x1) − ϕs(x2) = 0, and by linearity of
ϕs, we get ϕs(x1 − x2) = 0. By part 4 of Lemma 1 we get x1 − x2 ∈ Fq. Finally, showing
that ϕs(x) = α is a straightforward computation.
We conclude this section with a useful result on the linear independence of preimages of ϕs.
Lemma 4. Let α1, . . . , αk ∈ ker(TrFqm/Fq ), s be a positive integer coprime to m and σ := θ
s.
Suppose moreover that β1, . . . , βk ∈ Fqm are such that σ(βi) − βi = αi. Then, the elements
α1, . . . , αk are linearly independent over Fq if and only if the elements 1, β1, . . . , βk are linearly
independent over Fq.
Proof. Suppose λ1, . . . , λk ∈ Fq and consider the sum∑
i
λiαi =
∑
i
λi(σ(βi)− βi) = σ(
∑
i
λiβi)−
∑
i
λiβi.
This means that a non-trivial combination of the αi’s is zero if and only if a non-trivial combi-
nation of the βi’s belongs to kerϕs. This is equivalent, by part 4 of Lemma 1, to
∑
i λiβi ∈ Fq,
i.e. 1, β1, . . . , βk are linearly dependent over Fq.
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2.2 GRS codes and Generalized Cauchy Matrices
In classical coding theory the most studied and well-known class of codes is definitely represented
by generalized Reed-Solomon codes. These codes were introduced in [24] and through the years
were deeply studied by many authors. Their importance is due to the fact that they are maximum
distance separable, and possess very fast algorithms for their encoding and decoding procedures
[8, 11]. In this section we are going to briefly describe them, focusing in particular on their
generator matrices.
Definition 5. Let n be a positive integer. The Hamming distance dH on Fnq is defined as
dH : F
n
q × F
n
q : −→ N
(u, v) 7−→ |{i | ui 6= vi}|
It is well-known that dH defines indeed a metric on Fnq . With this metric, classical coding
theory was developed in the last 70 years, focusing on many different classes of codes. In this
section we will only consider linear codes.
Definition 6. Let 0 < k ≤ n be two positive integers. A linear code C of dimension k and
length n over a finite field Fq is a k-dimensional Fq-subspace of Fnq equipped with the Hamming
distance. The minimum distance of C is the integer
dH(C) := min {dH(u, v) | u, v ∈ C, u 6= v} .
A matrix G ∈ Fk×nq is called a generator matrix for the code C if C = rs(G), where rs(G) denotes
the subspace generated by the rows of G, called the row space of G.
It is well known that the minimum distance d of any linear code of dimension k and length
n satisfies the following inequality:
d ≤ n− k + 1.
This bound is known as Singleton bound [32].
Definition 7. A code meeting the Singleton bound is called a maximum distance separable
(MDS) code.
Among all the possible generator matrices of a linear code, there exists one in a special form,
as the following result shows.
Lemma 5. Let C be an MDS linear code of dimension k and length n. Then C has a unique
generator matrix G of the form
G =
(
Ik X
)
,
where X ∈ F
k×(n−k)
q and Ik denotes the k × k identity matrix. Such a generator matrix is said
to be in standard form.
Let 0 < k ≤ n be two positive integers, and consider the set of polynomials over Fq of degree
strictly less than k
Fq[x]<k := {f(x) ∈ Fq[x] | deg f < k} .
Definition 8. Suppose moreover that n ≤ q, and consider α1, . . . , αn ∈ Fq pairwise distinct
elements, and b1, . . . , bn ∈ F∗q. The code
C = {(b1f(α1), b2f(α2), . . . , bnf(αn)) | f ∈ Fq[x]<k}
is called Generalized Reed-Solomon (GRS) code and it is denoted by GRSn,k(α, b), where α =
(α1, . . . , αn) and b = (b1, . . . , bn).
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It is well-known that the canonical generator matrix for a GRS code C = GRSn,k(α, b) is
given by the so-called weighted Vandermonde matrix that is
b1 b2 . . . bn
b1α1 b2α2 . . . bnαn
b1α
2
1 b2α
2
2 . . . bnα
2
n
...
...
...
b1α
k−1
1 b2α
k−1
2 . . . bnα
k−1
n
 = Vk(α)diag(b),
where Vk(α) is the classical Vandermonde matrix, and diag(b) denotes the diagonal matrix whose
diagonal entries are given by b1, . . . , bn. This generator matrix is obtained by choosing the set
of monomials
{
1, x, x2, . . . , xk−1
}
as an Fq-basis of Fq[x]<k, and then evaluating each of them in
the points α1, . . . , αn. This is why we refer to it as the canonical generator matrix.
The following result can be found in any coding theory book.
Theorem 3. The minimum distance of a GRS code of dimension k and length n is n− k + 1,
i.e. GRS codes are MDS.
In 1985 Roth and Seroussi [27] studied the generator matrix in standard form of a GRS code,
giving a complete characterization.
Definition 9. Let r, s be positive integers, x1, . . . , xr, y1, . . . , ys ∈ Fq, and c1, . . . , cr, d1, . . . , ds ∈
F∗q be elements such that
(a) x1, . . . , xr pairwise distinct,
(b) y1, . . . , ys pairwise distinct,
(c) yi ∈ Fq \ {x1, . . . , xr}, for i = 1, . . . , s.
The matrix C ∈ Fr×sq defined by
Cij =
cidj
xi − yj
is called Generalized Cauchy (GC) matrix.
Theorem 4. [27, Theorem 1]
1. If C = GRSn,k(α, b), then C has a generator matrix in standard form (Ik | X), where
X ∈ F
k×(n−k)
q is a GC matrix.
2. If X ∈ F
k×(n−k)
q is a GC matrix then the code C = rs(Ik | X) is a Generalized Reed-Solomon
code.
Theorem 4 gives a correspondence between GRS codes of dimension k and length n over Fq,
and k× (n− k) GC matrices over Fq. Moreover, in [26, Lemma 7], a characterization of the GC
in terms of its entries was given. We are now going to reformulate this result for our purpose,
in order to underline that it gives a way to determine whether a code is a GRS code in terms of
its generator matrix in standard form.
Let A ∈ (F∗q)
r×s with entries ai,j . We denote by A(−1) the r× s matrix over F∗q whose entries
are a−1i,j .
Theorem 5. [26] Let X ∈ F
k×(n−k)
q and let C be the linear code whose generator matrix in
standard form is (Ik | X). Then, C is a GRS code if and only if
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(i) every entry xi,j is non-zero,
(ii) every 2× 2 minor of X(−1) is non-zero, and
(iii) rk(X(−1)) = 2.
In the following we will see that the analogue of GRS in the rank metric is given by the
so-called generalized Gabidulin codes. We will find the same kind of correspondence between
them and the rank analogue of GC matrices, obtained by characterizing their generator matrix
in standard form. Moreover, we will also find an analogue of Theorem 5 in that framework.
3 Rank Metric Codes
In this section we will give a recap about rank metric codes. In particular, we will only study
those that linear over the extension field. Given a finite field Fq and an extension field Fqm , recall
that Fqm is isomorphic, as an Fq-vector space, to Fmq . Using this fact, one then easily obtains
the isomorphic description of matrices over the base field Fq as vectors over the extension field,
i.e. Fm×nq ∼= F
n
qm .
Unless otherwise specified, whenever we talk about vectors in Fn over a field F, in this work
we will always mean row vectors.
Definition 10. The rank distance dR on Fm×nq is defined by
dR(X,Y ) := rk(X − Y ), X, Y ∈ F
m×n
q .
Analogously, we define the rank distance between two elements x,y ∈ Fnqm as the rank of the
difference of the respective matrix representations in Fm×nq .
In this paper we will focus on Fqm-linear rank metric codes in Fnqm , i.e. those codes that form
a subspace of Fnqm .
Definition 11. An Fqm -linear rank metric code C of length n and dimension k is a k-dimensional
Fqm -subspace of Fnqm equipped with the rank distance.
As in the Hamming metric case, one defines the minimum rank distance of C as
dR(C) := min {dR(u, v) | u, v ∈ C, u 6= v} ,
and a generator matrix G ∈ Fk×nqm as a matrix whose row space (over Fqm) is C.
The well-known Singleton bound for codes in the Hamming metric implies an upper bound
for rank metric codes.
Theorem 6. [7, Section 2] Let C ⊆ Fnqm be an Fqm -linear rank metric code with minimum rank
distance d of dimension k. Then
d ≤ n− k + 1.
Definition 12. A rank metric code meeting the bound in Theorem 6 is called a maximum rank
distance (MRD) code.
Lemma 6. [9, Lemma 5.3] Any Fqm-linear MRD code C ⊆ Fnqm of dimension k has a generator
matrix G ∈ Fk×nqm of the form
G =
(
Ik X
)
.
Moreover, all entries in X are from Fqm \ Fq.
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A generator matrix of the form G = (Ik | X) is said to be in standard form (also called
systematic form). The matrix X of this representation is the non-systematic part of G.
Since we are going to deal only with Fqm-linear MRD codes, we can denote by CX the code
generated by (Ik | X). In fact, by Lemma 6 every MRD code can be represented in a unique
way as a code of the form CX for some X ∈ F
k×(n−k)
qm . We will widely use this notation later in
this work.
It can be easily shown that a necessary condition for the existence of MRD codes is n ≤ m.
Therefore, in the rest of the paper we will always consider positive integers k, n,m such that
0 < k < n ≤ m.
Furthermore, the condition n ≤ m is also sufficient. In [7] a general construction for MRD
codes is given, and it has been generalized in [12]. In order to present such a construction we
need to introduce a particular class of polynomials.
Definition 13. A linearized polynomial over Fqm is a polynomial f(x) ∈ Fqm [x]/(xq
m
− x) of
the form
m−1∑
i=0
fix
[i],
where [i] := qi. We denote by Lm(Fqm) the space of linearized polynomials over Fqm .
Let Gk,s ⊆ Lm(Fqm) be the set defined as
Gk,s :=
{
f0x+ f1x
[s] + . . .+ fk−1x
[s(k−1)] | fi ∈ Fqm
}
.
Definition 14. Let g1, . . . , gn ∈ Fqm be linearly independent over Fq and let s be an integer
coprime to m. Let C be the rank metric code defined as
C = {(f(g1), f(g2), . . . , f(gn)) | f ∈ Gk,s} .
Then C is called generalized Gabidulin code of parameter s, and it will be denoted by
C = Gk,s(g1, . . . , gn).
We denote by GLn(q) := {A ∈ Fn×nq | rk(A) = n} the general linear group of degree n over
Fq. Furthermore, given a finite field Fq, we consider the Grassmannian Gr(k,Fnq ), that is the set
of all k-dimensional subspaces of the vector space Fnq over Fq. It is well known that its cardinality
is given by the Gaussian binomial
(
n
k
)
q
, defined as(
n
k
)
q
=
k−1∏
i=0
qn − qi
qk − qi
=
∏k−1
i=0 (q
n − qi)
|GLk(q)|
.
With this notation, for a positive integer s coprime to m, we introduce the set Gabq(k, n,m, s)
as the set of all generalized Gabidulin codes over Fqm of dimension k, length n and parameter s,
i.e.
Gabq(k, n,m, s) :=
{
U ∈ Gr(k,Fnqm) | U is a gen. Gabidulin code of parameter s
}
.
Definition 15. For a vector (v1, . . . , vn) ∈ Fnqm we denote the k × n s-Moore matrix by
Ms,k(v1, . . . , vn) :=

v1 v2 . . . vn
θs(v1) θ
s(v2) . . . θ
s(vn)
...
...
θ(k−1)s(v1) θ
(k−1)s(v2) . . . θ
(k−1)s(vn)
 .
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At this point, it is straightforward to see that a generator matrix of a generalized Gabidulin
code Gk,s(g1, . . . , gn) is given by the k × n s-Moore matrix Ms,k(g1, . . . , gn). This genera-
tor matrix is said to be canonical, since it is obtained by evaluating the basis of monomials
{x, x[s], x[2s], . . . , x[(k−1)s]} of Gk,s in the points g1, . . . , gn. Therefore, the s-Moore matrix is the
natural rank analogue of a weighted Vandermonde matrix.
Note that for s = 1, Definition 14 coincides with the classical Gabidulin code construction.
The following theorem was shown for s = 1 in [7, Section 4], and for general s in [12].
Theorem 7. A generalized Gabidulin code C ⊆ Fnqm of dimension k over Fqm has minimum rank
distance n− k + 1. Thus, generalized Gabidulin codes are Fqm -linear MRD codes.
The dual code of a code C ⊆ Fnqm is defined in the usual way as
C⊥ := {u ∈ Fnqm | uc
T = 0 ∀c ∈ C}.
In his seminal paper Gabidulin showed the following two results on dual codes of MRD and
Gabidulin codes. The result was generalized to s > 1 later on by Kshevetskiy and Gabidulin.
Proposition 2. [7, Sections 2 and 4][12, Subsection IV.C]
1. Let C ⊆ Fnqm be an Fqm -linear MRD code of dimension k. Then the dual code C
⊥ ⊆ Fnqm is
an Fqm -linear MRD code of dimension n− k.
2. Let C ⊆ Fnqm be a generalized Gabidulin code of dimension k and parameter s. Then the
dual code C⊥ ⊆ Fnqm is a generalized Gabidulin code of dimension n− k and parameter s.
Given a matrix (resp. a vector) A ∈ Fk×nqm , we denote by θ
s(A) the component-wise q-
Frobenius of A applied s times, i.e. θs(A) is generated by applying θs to every entry of the
matrix (resp. the vector) A. Analogously, given a code C ⊆ Fk×nqm , we define
θs(C) := {θs(c) | c ∈ C} .
Moreover we consider the map Φs defined as
Φs : F
k×(n−k)
qm −→ F
k×(n−k)
qm
X 7−→ θs(X)−X.
Observe that Φs is the function that maps every entry xi,j of the matrix X to ϕs(xi,j).
Here we present some criteria on the generator matrix of a rank metric code, that allow to
verify whether the code is MRD or generalized Gabidulin. We will need these results later on.
The following criterion was given in [9, Corollary 2.12], and it is based on a well-known result
given in [7]. First we define the set
Eq(k, n) :=
{
E ∈ Fk×nq | rkq(E) = k
}
.
Proposition 3 (MRD criterion). Let G ∈ Fk×nqm be a generator matrix of a rank metric code
C ⊆ Fnqm . Then C is an MRD code if and only if
rk(EGT ) = k
for all E ∈ Eq(k, n).
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This result was improved in [20]. We introduce the set
Tq(k, n) := {E ∈ Eq(k, n) | E is in reduced row echelon form } .
Proposition 4 (new MRD criterion). [20, Proposition 22] Let G ∈ Fk×nqm be a generator matrix
of a rank metric code C ⊆ Fnqm . Then C is an MRD code if and only if
rk(EGT ) = k
for all E ∈ Tq(k, n).
Proposition 4 clearly represents an improvement of the criterion given by Proposition 3, since
we need to verify the full-rank condition only for a smaller subset of matrices.
Furthermore, we need the following criterion for generalized Gabidulin codes.
Theorem 8 (gen. Gabidulin criterion). [20, Lemma 19] Let X ∈ Fk×(n−k)qm such that CX ⊆ F
n
qm
is an Fqm -linear MRD code. CX is a generalized Gabidulin code if and only if there exists a
positive integer s with gcd(s,m) = 1, such that
rk(Φs(X)) = 1.
Theorem 8 will be one of the most important results on which this work is based. The
criterion starts with the assumption that we already know that the code is MRD. However, in
Section 4 we will derive a new criterion that does not have such assumption and it is definitely
easier to verify.
Concerning Gabidulin codes, we can also find the exact number of them. In [1] authors
provide the following result.
Theorem 9. [1, Theorem 2] Let 0 < k < n, and let g = (g1, . . . , gn), g
′ = (g′1, . . . , g
′
n) ∈ F
n
qm be
two vectors whose entries are linearly independent over Fq. Then, for any integer s coprime to
m, rs(Ms,k(g)) = rs(Ms,k(g
′)) if and only if g = λg′ for some λ ∈ F∗qm .
Corollary 3. The number of k-dimensional generalized Gabidulin codes of length n and param-
eter s over Fqm satisfies
|Gabq(k, n,m, s)| =
n−1∏
i=1
(qm − qi).
Denote by Aut(Fqm) the automorphism group of Fqm . It is well-known that, if q = ph for a
prime p, then Aut(Fqm) is generated by the Frobenius map, which takes an element to its p-th
power. Hence, the automorphisms are of the form x 7→ xp
i
for some 0 ≤ i < hm.
The (semi-)linear rank isometries on Fnqm are induced by the isometries on F
m×n
q and are
hence well-known, see e.g. [1, 17, 35].
Lemma 7. [17, Proposition 2] The semilinear Fq-rank isometries on F
n
qm are of the form
(λ,A, σ) ∈
(
F
∗
qm ×GLn(q)
)
⋊Aut(Fqm),
acting on Fnqm ∋ (v1, . . . , vn) via
(v1, . . . , vn)(λ,A, σ) = (σ(λv1), . . . , σ(λvn))A.
In particular, if C ⊆ Fnqm is a linear code with minimum rank distance d, then
C′ = σ(λC)A
is a linear code with minimum rank distance d.
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As semilinear isometries on Fnqm preserve the rank, we get that Fq-linearly independent ele-
ments in Fnqm remain Fq-linearly independent under the actions of
(
F
∗
qm ×GLn(q)
)
⋊Aut(Fqm).
Moreover, the s-Moore matrix structure is preserved under these actions, which implies that
the class of generalized Gabidulin codes is closed under the semilinear isometries. Thus, a code
is semilinearly isometric to a generalized Gabidulin code if and only if it is itself a generalized
Gabidulin code.
As a consequence of Lemma 7, we have two interesting Corollaries, that we will be useful in
the next section.
Corollary 4. Let X ∈ F
k×(n−k)
qm , and X˜ = X +B for some matrix B ∈ F
k×(n−k)
q . Let moreover
s be a positive integer coprime to m.
1. If the code CX is MRD, then also CX˜ is MRD.
2. If the code CX is a generalized Gabidulin code of parameter s, then also CX˜ is a generalized
Gabidulin code of parameter s.
Proof. 1. Let G = (Ik | X), be the generator matrix in standard form for CX , and let G˜ =
(Ik | X˜). Then, G˜ = GM where
M =
(
Ik B
0 In−k
)
∈ GLn(q).
By Lemma 7, CX˜ = CXM is MRD.
2. By Theorem 7 the code CX is MRD, and so it is CX˜ by part 1 of this Corollary. Moreover
we have
Φs(X˜) = Φs(X +B) = Φs(X),
and we conclude using Theorem 8.
We conclude this section giving an easy improvement of Lemma 6.
Lemma 8. Let X = (xi,j) ∈ F
k×(n−k)
qm .
1. If there exists i such that 1, xi,1, . . . , xi,n−k are Fq-linearly dependent, then CX is not MRD.
2. If there exists j such that 1, x1,j , . . . , xk,j are Fq-linearly dependent, then CX is not MRD.
Proof. 1. Suppose that 1, xi,1, . . . , xi,n−k are Fq-linearly dependent for some i ∈ {1, . . . , k},
and consider the non-zero codeword
ei
(
Ik X
)
= (0, . . . , 0, 1, 0, . . . , 0, xi,1, . . . , xi,n−k).
The rank of this codeword is strictly less than n−k+1, and therefore CX can not be MRD.
2. In this case we consider the code C⊥X . Since a generator matrix for this code is (−X
T | In−k),
we get that C⊥X is permutation equivalent to the code C−XT . By the first part of this Lemma,
we have that C−XT is not MRD and therefore the same holds for C⊥X . Hence, by part 1 of
Proposition 2 we can conclude that CX is not MRD.
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4 Standard Form of Gabidulin Codes
Analogously to the work of Roth and Seroussi for GRS codes [27], in this section we characterize
the matrices X ∈ Fk×(n−k)qm such that the code CX is a generalized Gabidulin code, and we refer
to this family of matrices as generalized rank Cauchy matrices. In order to do that, we rely on
Theorem 8 which tells that rk(Φs(X)) = 1. Therefore, we start with a rank-one matrix A and
determine the conditions such that A belongs to the image of the map Φs. Finally, we impose
that the resulting matrices X with Φs(X) = A, are such that the code CX is MRD and get the
desired characterization.
Moreover, we also give an analogue of Theorem 5 for generalized Gabidulin codes. This result
represents a new criterion that allows to determine whether a given code in standard form is a
generalized Gabidulin code, that is way more efficient than the one given in Theorem 8.
As in the whole work, we fix positive integers 0 < k < n ≤ m. For every positive integer s
with gcd(m, s) = 1, we consider the following sets:
G(s) := {X ∈ F
k×(n−k)
qm | CX ∈ Gabq(k, n,m, s)},
R∗1 :=
{
A ∈ (F∗qm)
k×(n−k) | rk(A) = 1
}
,
K :=
(
ker
(
TrFqm/Fq
))k×(n−k)
.
Throughout the rest of the work, given a set T ⊆ Fk×(n−k)qm , we denote by Φ
−1
s (T ) the
preimage of the set T , i.e.
Φ−1s (T ) =
{
A ∈ F
k×(n−k)
qm | Φs(A) ∈ T
}
.
In the same way, for a set S ⊆ Fk×(n−k)qm , Φs(S) denotes the set of images of the elements in S
through Φs, i.e.
Φs(S) = {Φs(A) | A ∈ S} .
We now state some crucial results that are necessary for our purposes.
Lemma 9. For every integer s coprime to m, the following properties hold.
1. Φs(F
k×(n−k)
qm ) = K.
2. Let A ∈ F
k×(n−k)
qm . If A ∈ K and X ∈ Φ
−1
s ({A}), then
Φ−1s ({A}) =
{
X +B | B ∈ Fk×(n−k)q
}
.
In particular,
|Φ−1s ({A})| =
{
0 if A /∈ K
qk(n−k) if A ∈ K.
3. Φs(G(s)) ⊆ R
∗
1 ∩ K, or, equivalently, G(s) ⊆ Φ
−1
s (R
∗
1 ∩ K).
4. Let A ∈ R∗1 ∩ K and X ∈ Φ
−1
s ({A}). If X ∈ G(s) then the whole preimage of {A} is
contained in G(s), i.e.
Φ−1s ({A}) ⊆ G(s).
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Proof. 1. Since Φs is the function that maps every entry xij of the matrix X to ϕs(xij), we
have that A ∈ Φs(F
k×(n−k)
qm ) if and only if every entry aij of A belongs to Im(ϕs). By part
5 of Lemma 1 this is true if and only if every aij belongs to ker
(
TrFqm/Fq
)
.
2. If A /∈ K, then, by part 1 of this Lemma, this means that Φ−1s (A) = ∅. Otherwise, again
by part 1, Φ−1s (A) 6= ∅. In this case every entry Aij belongs to Im(ϕs), and by part 2 of
Lemma 3,
ϕ−1s ({Ai,j}) = {xi,j + λ | λ ∈ Fq}
for some x ∈ Fqm . Since this holds for every entry, we get the desired result.
3. Let X ∈ G(s). By Theorem 8, Φs(X) has rank equal to 1. Moreover, by Lemma 6, all the
entries of Φs(X) are in F∗qm . Finally, by part 1 of this Lemma, we have Φs(X) ∈ K and
this concludes the proof.
4. It directly follows from part 2 of this Lemma and part 2 of Corollary 4.
As a consequence of part 4 of Lemma 9, given a matrix X ∈ Fk×(n−k)qm , we have that the
property of CX being Gabidulin only depends on the image Φs(X). It is now crucial to investigate
on the matrices that belong to the image of the map Φs, and, by part 3 of Lemma 9, in particular
on R∗1 ∩ K.
By definition, every element in R∗1 ∩ K has rank one, and it is well-known that every rank-
one matrix can be written as the product of a non-zero column vector by a non-zero row vector.
Moreover, for a fixed rank-one matrix over Fqm , there are exactly qm−1 different parametrizations
of this form.
The following result is straightforward and directly follows from the considerations above and
the definitions of R∗1 and K.
Lemma 10. The set R∗1 ∩ K can be written in the following way
R∗1 ∩ K =
{
αTβ | α ∈ Fkqm ,β ∈ F
n−k
qm , αiβj ∈ ker(TrFqm/Fq) for all i, j
}
=
{
αTβ | α ∈ Fkqm ,β ∈ F
n−k
qm , βj ∈ 〈α1, . . . , αk〉
× for all j
}
.
Moreover, every element in R∗1 ∩ K has q
m − 1 distinct representation of this form.
This result gives a convenient way to represent R∗1 ∩ K with the set
Vk,n :=
{
(α,β) ∈ Fkqm × F
n−k
qm | βj ∈ 〈α1, . . . , αk〉
× for all j
}
.
Notice that, since we have qm− 1 distinct representations for a matrix in R∗1 ∩K and the entries
are all non-zero, we can always choose the representation with β1 = 1.
At this point, given (α,β) ∈ Vk,n and a matrix X ∈ Φ−1s ({α
Tβ}), we have, by Theorem 8
and by the definition of G(s), that CX is MRD if and only if X ∈ G(s), i.e. if and only if CX is
a generalized Gabidulin code of parameter s.
Lemma 11. Let (α,β) ∈ Vk,n, where α = (α1, . . . , αk) and β = (β1, . . . , βn−k) and let
X ∈ Φ−1s ({α
Tβ}).
1. If α1, . . . , αk are Fq-linearly dependent, then X /∈ G(s), i.e. CX is not MRD.
2. If β1, . . . , βn−k are Fq-linearly dependent, then X /∈ G(s), i.e. CX is not MRD.
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Proof. 1. The entries of the first column of αTβ are α1β1, . . . , αkβ1 that by hypothesis are
Fq-linearly dependent. By Lemma 4 this means that the entries of the first column of
X together with the element 1, are Fq-linearly dependent. At this point we conclude by
Lemma 8.
2. The entries of the first row of αTβ are α1β1 . . . , α1βn−k that by hypothesis are Fq-linearly
dependent. Then we conclude again using Lemma 4 and Lemma 8.
Finally, we can state our desired result. It gives a characterization of the generator matrix in
standard form of a Gabidulin code.
Theorem 10 (Standard form of Gabidulin codes). Suppose X ∈ Fk×(n−k)qm is a matrix such that
CX ∈ Gabq(n, k,m, s). Then X ∈ Φ−1s ({α
Tβ}) for some α ∈ Fkqm ,β ∈ F
n−k
qm such that
(a) α1, . . . , αk are Fq-linearly independent,
(b) β1, . . . , βn−k are Fq-linearly independent,
(c) β1, . . . , βn−k ∈ 〈α1, . . . , αk〉×.
Moreover, if α ∈ Fkqm ,β ∈ F
n−k
qm satisfy properties (a), (b), (c) and X ∈ Φ
−1
s ({α
Tβ}), then
CX ∈ Gabq(n, k,m, s).
Proof. Let CX be a Gabidulin code. We have that Φs(X) is of the form αTβ for some α,β by
part 3 of Lemma 9 and by Lemma 10. Moreover, part (c) follows from the fact that if CX is a
Gabidulin code, then all the entries of Φs(X) belong to ker(TrFqm/Fq ). Finally part (a) and (b)
follow from Lemma 11.
On the other hand, we can count the number of matrices X ∈ Φ−1s ({α
Tβ}) for α ∈ Fkqm ,β ∈
F
n−k
qm satisfying properties (a), (b), (c). For α we have
∏k−1
i=0 (q
m − qi) possible choices, while
for β we have
∏n−k−1
i=0 (q
m−k − qi) choices. Moreover we need to divide by qm − 1 since, by
Lemma 10, we have qm − 1 choices of (α,β) that gives the same matrix αTβ. Since for every
αTβ ∈ R∗1 ∩ K we have, by part 2 of Lemma 9, q
k(n−k) many matrices in the preimage under
the map Φs, we finally obtain
qk(n−k)
qm − 1
k−1∏
i=0
(qm − qi)
n−k−1∏
i=0
(qm−k − qi)
=
k−1∏
i=1
(qm − qi)
n−k−1∏
i=0
(qm − qi+k)
=
n−1∏
i=1
(qm − qi).
By Corollary 3, this number is equal to the number of distinct Gabidulin codes. Therefore, by a
counting argument, it follows that conditions (a), (b), (c) are also sufficient.
The Theorem above gives a characterization of the generator matrix in standard form of
a generalized Gabidulin code. In [27] authors show that there is a one-to-one correspondence
between generalized Reed-Solomon (GRS) codes and generalized Cauchy (GC) matrices. In that
paper it is shown that a Hamming code whose generator matrix in standard form is (Ik | X) is a
GRS code if and only if X is a GC matrix. Since generalized Gabidulin codes are the analogue
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of GRS codes for the rank metric, it becomes natural to give the definition of a rank analogue
of Cauchy matrices according to Theorem 10.
Let γ ∈ Fqm such that TrFqm/Fq (γ) 6= 0 and s an integer coprime tom. We define the function
πs as
πs : Fqm −→ Fqm
α 7−→
m−2∑
i=0
σi+1(γ) i∑
j=0
(σj(α))
 , (1)
where σ := θs. Recall that, by Lemma 3, for α ∈ ker(TrFqm/Fq), πs(α) gives one of the elements
in the preimage of ϕs, i.e. ϕs(πs(α)) = α and πs(ϕs(α)) = α + λ for some λ ∈ Fq. Moreover,
every element in ϕ−1s ({α}) is of the form πs(α) + λ.
Definition 16. Let α ∈ Ftqm ,β ∈ F
r
qm such that
(A) α1, . . . , αt are Fq-linearly independent,
(B) β1, . . . , βr are Fq-linearly independent,
(C) β1, . . . , βr ∈ 〈α1, . . . , αt〉×.
Let moreover s be an integer coprime to m and B ∈ Ft×rq . A t × r generalized rank Cauchy
matrix RCs(α,β, B) of parameter s is a matrix of the form
RCs(α,β, B) =

πs(α1β1) πs(α1β2) · · · πs(α1βr)
πs(α2β1) πs(α2β2) · · · πs(α2βr)
...
...
...
πs(αtβ1) πs(αtβ2) · · · πs(αtβr)
+B.
In the following we will use the abbreviation s-GRC matrix to denote a matrix of this form.
Remark 2. Definition 16 directly arises from the characterization of the generator matrix in
standard form of a Gabidulin code. However, one can see that GRC matrices introduced in this
work are the rank analogue of GC matrix. Indeed, conditions (A), (B) and (C) represent the
q-analogues of conditions (a), (b) and (c) of Definition 9.
With this definition, we can reformulate Theorem 10 in the following way, that puts emphasis
on the correspondence between generalized Gabidulin codes and GRC matrices
Theorem 10′. Let X ∈ F
k×(n−k)
qm and let s be a positive integer coprime to m. The code CX is
a generalized Gabidulin code of parameter s if and only if the matrix X is an s-GRC matrix.
From Theorem 10 we have an immediate consequence, that relates GRC matrices with Moore
matrices.
Corollary 5. Let 0 < k < n ≤ m be positive integers and s be another integer coprime to m.
Let g1, . . . , gn ∈ Fqm be linearly independent elements over Fq. Then the matrix
Mk,s(g1, . . . , gk)
−1Mk,s(gk+1, . . . , gn)
is a k × (n− k) s-GRC matrix.
Moreover, if R is a t × r s-GRC matrix, then there exists g1, . . . , gt+r ∈ Fqm linearly inde-
pendent elements over Fq such that
R = Mt,s(g1, . . . , gt)
−1Mt,s(gt+1, . . . , gt+r)
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Now, we want to determine tha basis of the linearized polynomial space Gk,s that corresponds
to the generator matrix in standard form. In order to do that, we introduce the following notion.
Definition 17. Let h = (h1, . . . , hℓ) ∈ Fℓqm be a vector whose entries are linearly independent
over Fq, and let s be an integer coprime to m. We define the associated polynomial ph,s to h as
ph,s(x) = det(Mℓ+1,s(h1, . . . , hℓ, x)).
Obviously ph,s(x) is a linearized polynomial and in particular it belongs to Gℓ+1,s. Observe
that, by the properties of s-Moore matrices, it can be deduced that the set of roots of ph,s(x)
in Fqm is equal to the Fq-subspace 〈h1, . . . , hℓ〉Fq . Moreover, If h and h
′ are two vectors whose
entries are linearly independent over Fq and span the same Fq-subspace, then
ph,s(x) = det(E)ph′,s(x),
where E ∈ Fℓ×ℓq is the change-of-basis matrix from {h
′
1, . . . , h
′
ℓ} to {h1, . . . , hell}. (see [13,
Chapter 3, Section 4] for more details).
Remark 3. Let C = Gk,s(g1, . . . , gn) be a generalized Gabidulin code of parameter s. Consider
the vectors
g(i) := (g1, . . . , gi−1, gi+1, . . . , gk) ∈ F
k−1
qm for i = 1, . . . , k,
and define the polynomials
fi(x) := pg(i),s(gi)
−1pg(i),s(x) for i = 1, . . . , k.
It follows from the definition that for every i, j ∈ {1, . . . , k}, we have fi(x) ∈ Gk,s and
fi(gj) = δi,j =
{
1 if i = j
0 if i 6= j.
Therefore the generator matrix in standard form for the generalized Gabidulin code C is obtained
evaluating the basis {f1(x), . . . , fk(x)} of Gk,s in the points g1, . . . , gn.
4.1 A new criterion for generalized Gabidulin codes
The following result represents the analogue of Theorem 5 for the rank metric, and its proof
directly follows from Theorem 10.
Theorem 11 (New Gabidulin Criterion I). Let X ∈ Fk×(n−k)qm . The code CX is a generalized
Gabidulin code of parameter s if and only if
(i) the elements of the first row of the matrix Φs(X) are Fq-linearly independent,
(ii) the elements of the first column of the matrix Φs(X) are Fq-linearly independent, and
(iii) rk(Φs(X)) = 1.
This theorem can be reformulated also in the following way.
Theorem 11′ (New Gabidulin Criterion II). Let X ∈ Fk×(n−k)qm . The code CX is a generalized
Gabidulin code of parameter s if and only if
(i’) the elements of the first row of the matrix X together with 1 are Fq-linearly independent,
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(ii’) the elements of the first column of the matrix X together with 1 are Fq-linearly independent,
and
(iii) rk(Φs(X)) = 1.
Proof. By Lemma 4 we have that conditions (i’) and (ii’) are equivalent to conditions (i) and
(ii). This means that the statement is equivalent to Theorem 11.
In addition to representing a natural analogue of Theorem 5 for the rank metric framework,
Theorem 11 also gives a new criterion to recognize whether a given code in standard form is a
generalized Gabidulin code. Observe that contrary to Theorem 8, that gives a criterion subject
to a previous verification that the code is MRD, this result is independent on this assumption,
and it could be verified more easily. Indeed, according to Proposition 4, checking whether a
code is MRD requires the computation of
(
n
k
)
q
= O(qk(n−k)) matrix products and ranks, while
this new criterion only requires to check the linear independence of two sets of elements and the
computation of the rank of one matrix.
More in general, suppose we have an Fqm-linear rank metric code C ⊆ Fnqm of dimension k
given by one of its generator matrices G ∈ Fk×nqm , and an integer s coprime to m. We can check
whether C is a generalized Gabidulin code of parameter s with the following algorithm. First we
compute the reduced row echelon form of G. If it is not of the form (Ik | X), then by Lemma
6, C is not MRD and hence it is not a generalized Gabidulin code for any parameter s. Hence,
suppose we get a matrix of the form (Ik | X). We can use Theorem 11, computing the matrix
Φs(X) and its rank, and then verifying the linear independence of the elements in first row and
in the first column. It is easy to see that the computational cost of this algorithm is given by the
cost of computing the reduced row echelon form of G, that can be done via Gaussian elimination.
Therefore we have just provided a procedure that verifies if a given code is a Gabidulin code
with O(k2n) operations over Fqm . This cost can also be improved if one uses faster algorithms
for computing the reduced row echelon form of a matrix.
Example 1. Let q = 3, k = 3 and n = m = 6. Consider the finite field F36 = F3(a), where a is
a primitive element that satisfies the relation a6+2a4+ a2+2a+2 = 0. Consider the F36 -linear
code C ⊆ F636 with generator matrix
G =
 a2 a54 a591 a277 a160 a634a67 a701 a443 a45 a486 a209
a320 a199 a650 a361 a701 a562
 .
We put G in reduced row echelon form, and obtain the matrix (I3 | X) with
X =
a180 a373 a714a14 a588 a561
a370 a702 a442
 .
For s = 1 we consider the map
π1 : F36 −→ F36
z 7−→
4∑
i=0
γ3i+1 i∑
j=0
z3
j
 ,
with γ = a2. Then, we compute the matrix
Φ1(X) =
 a72 a226 a406a98 a252 a432
a144 a298 a478

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and observe that it has rank one. Moreover, the element of the first row of Φ1(X) are linearly
independent over F3 and the same holds for the elements of the first column. Thus, by Theorem
11, C is a generalized Gabidulin code of parameter 1.
4.2 Recovering the parameters of the code from the GRC matrix
In order to complete the picture on the correspondence between generalized Gabidulin codes and
generalized rank Cauchy matrices, we need to find the relations between the points g1, . . . , gn in
which the set Gk,s is evaluated, and the correspondent points α1, . . . , αk, β1, . . . , βn−k ∈ Fqm and
matrix B ∈ Fk×(n−k)q that define the GRC matrix. Observe that, by Lemma 10 and Theorem 9,
we can always suppose β1 = g1 = 1. In the rest of this section we will always use this assumption.
As a preliminary result, we prove that knowing the entries of an s-GRC matrix is equivalent
to knowing its defining parameters α,β and B. If one knows the latter, then it is trivial that
the entries of the s-GRC matrix can be easily computed. For the other way around we have the
following result.
Proposition 5. Let X ∈ Ft×rqm be an s-GRC matrix. Then it is possible to recover the parameters
α ∈ Ftqm ,β ∈ F
r
qm and B ∈ F
t×r
q from the entries of X.
Proof. It follows from the definition of πs and from Lemma 3 that ϕs(xi,1) = αi (since β1 = 1),
and ϕs(xi,j) = αiβj for j = 2, . . . , r. From that, we can recover α and β. Finally, the matrix B
can be easily obtained, since
B = X −

πs(α1β1) πs(α1β2) · · · πs(α1βr)
πs(α2β1) πs(α2β2) · · · πs(α2βr)
...
...
...
πs(αtβ1) πs(α1β2) · · · πs(αtβr)
 .
Suppose we have a generalized Gabidulin code C = Gk,s(g1, . . . , gn). Then we can efficiently
obtain the corresponding s-GRC matrix by computing the reduced row echelon form of the s-
Moore matrix Mk,s(g1, . . . , gn). The cost of this reduction is O(k2n) field operations over the
finite field Fqm . If we want a more explicit way to do it (but less efficient), then we can compute
the basis {f1(x), . . . , fk(x)} of Gk,s as described in Remark 3, and evaluate it in the points
g1, . . . , gn. In order to recover the parameters α ∈ Fkqm ,β ∈ F
n−k
qm and B ∈ F
k×(n−k)
q , one can
use Proposition 5.
On the other hand, we have that the two sets of parameters that we want to put in relation,
are connected by Corollary 5 as follows:
Mk,s(g1, . . . , gk)RCs(α,β, B) = Mk,s(gk+1, . . . , gn).
From this matrix equation we can deduce how to get α,β and B from the gi’s. Let σ := θs,
where θ is the q-Frobenius automorphism of Fqm . Since β1 = 1, from the first column of the
matrix product we get
k∑
j=1
gj(πs(αj) + bj,1) = gk+1 (2)
and, in general, for ℓ = 0, . . . , k − 1,
k∑
j=1
σℓ(gj)(πs(αj) + bj,1) = σ
ℓ(gk+1), (3)
20
where we have set σ = θs. If we apply σ to equation (3) for ℓ− 1 and we subtract (3) to it, we
get the set of equations
0 =
k∑
j=1
σℓ(gj)(σ(πs(αj) + bj,1)− (πs(αj) + bj,1))
=
k∑
j=1
σℓ(gj)αj , (4)
where the last identity follows from part 2 of Lemma 3.
We can repeat this process with any other column of the matrix product, and we get, for
i = 2, . . . , n− k,
k∑
j=1
gj(πs(αjβi) + bj,i) = gk+i (5)
and
0 =
k∑
j=1
σℓ(gj)αjβi.
However, this set of equation is the same as (4), therefore we do not consider it. Now, we can
show that equations (2), (4) and (5) are exactly what we need for our purpose.
By Proposition 5, we can recover the vectors α and β and the matrix B from X . Moreover,
applying σ−ℓ to every equation in (4), we get a linear system
σ−1(α2) σ
−1(α3) · · · σ−1(αk)
σ−2(α2) σ
−2(α3) · · · σ−2(αk)
...
...
...
σ−k+1(α2) σ
−k+1(α3) · · · σ−k+1(αk)

 g2...
gk
 =

σ−1(α1)
σ−2(α1)
...
σ−k+1(α1)
 (6)
with g2, . . . , gk unknowns. The matrix defining the linear system (6) is a (k − 1) × (k −
1) matrix with coefficients in Fqm . In particular, this matrix is equal to the Moore matrix
Mk−1,−s(σ
−1(α2), . . . , σ
−1(αk)), and since α2, . . . , αk are Fq-linearly independent it has full
rank. The unique solution of this linear system allows to compute g2, . . . , gk, and for computing
gk+1, . . . , gn one can use (2) and (5).
5 Gabidulin codes in Hankel and Toeplitz form
In this section we use the characterization of the generator matrix in standard form for a gen-
eralized Gabidulin code given in Section 4 for the construction of particular subclasses of these
codes. We will prove indeed that there exist generalized Gabidulin codes CX such that X is a
Hankel matrix or a Toeplitz matrix.
For our purpose, we first need a technical result.
Lemma 12. Let γ ∈ Fqm be a primitive element, i.e. such that F∗qm = 〈γ〉. Then there exists
ℓ ∈ N such that
TrFqm/Fq (γ
ℓ) = TrFqm/Fq(γ
ℓ+1) = . . . = TrFqm/Fq (γ
ℓ+m−2) = 0.
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Proof. Since γ is a primitive element, then Fqm = Fq(γ) and 1, γ, γ2, . . . , γm−1 is an Fq-basis of
Fqm . Consider the Fq-linear map L ∈ HomFq (Fqm ,Fq) defined as
L(γi) =
{
0 for 0 ≤ i ≤ m− 2
1 for i = m− 1.
L is a non zero element in HomFq(Fqm ,Fq), and by Theorem 1, there exists β ∈ F
∗
qm such that
L = Tβ. At this point, since γ is a primitive element, there exists ℓ ∈ N such that β = γℓ. In
this way, we have that for all i = 0, . . . ,m− 2,
TrFqm/Fq (γ
ℓ+i) = Tγℓ(γ
i) = L(γi) = 0
and this concludes the proof.
Definition 18. An r× s matrix A = (Ai,j) over a field F is called Toeplitz matrix if there exist
a vector a = (a1−r, a2−r, . . . , as−1) ∈ Fr+s−1 such that
Ai,j = aj−i.
An r × s matrix A = (Ai,j) over a field F is called Hankel matrix if there exist a vector
a = (a0, a1, . . . , ar+s−2) ∈ Fr+s−1 such that
Ai,j = ai+j−2.
A special kind of square Toeplitz matrices is given by the so-called circulant matrices.
Definition 19. An r×r matrix A = (Ai,j) over a field F is called circulant matrix if there exists
a vector a = (a0, . . . , ar−1) such that
Ai,j = aj−i( mod r).
Theorem 12. For every 0 < k < n ≤ m and every s coprime to m, there exists a generalized
Gabidulin code CX of parameter s such that X is a Hankel matrix.
Proof. Let γ ∈ Fqm be a primitive element. By Lemma 12 there exist ℓ ∈ N such that
TrFqm/Fq (γ
ℓ) = TrFqm/Fq(γ
ℓ+1) = . . . = TrFqm/Fq (γ
ℓ+m−2) = 0. (7)
Let α ∈ Fkqm , β ∈ F
n−k
qm be defined as
α = (γℓ, γℓ+1, . . . , γℓ+k−1),
β = (1, γ, . . . , γn−k−1),
and consider the matrix αTβ. We now check that α,β satisfy properties (a), (b), (c) of Theorem
10. Indeed, γ is a primitive element, and therefore 1, γ, . . . , γm−1 are linearly independent, as
well as γℓ, . . . , γℓ+m−1. In particular, properties (a) and (b) are satisfied. Moreover, for every
i = 0, . . . , k − 1, j = 0, . . . , n− k − 1,
Tγℓ+i(γ
j) = TrFqm/Fq (γ
ℓ+i+j) = 0,
where the last inequality holds by (7). Therefore also property (c) is verified.
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Now we have that every matrix X ∈ Φ−1s ({α
Tβ}) is a GRC matrix and hence it is of the
form
X =

πs(γ
ℓ) πs(γ
ℓ+1) · · · πs(γℓ+n−k−1)
πs(γ
ℓ+1) πs(γ
ℓ+2) · · · πs(γℓ+n−k)
...
...
...
πs(γ
ℓ+k−1) πs(γ
ℓ+k) · · · πs(γℓ+n−2)
+B,
for an arbitrary B ∈ Fk×(n−k)q . Choosing B as a Hankel matrix completes the proof.
Theorem 13. For every 0 < k < n ≤ m and every s coprime to m, there exists a generalized
Gabidulin code CX of parameter s such that X is a Toeplitz matrix.
Proof. Following the same proof of Theorem 12 with
α = (γℓ+n−k−1, γℓ+n−k, . . . , γℓ+n−2),
β = (1, γ−1, γ−2, . . . , γ−n+k+1),
the matrix obtained is of the form
X =

πs(γ
ℓ+n−k−1) πs(γ
ℓ+n−k−2) · · · πs(γℓ)
πs(γ
ℓ+n−k) πs(γ
ℓ+n−k−1) · · · πs(γℓ+1)
...
...
...
πs(γ
ℓ+n−2) πs(γ
ℓ+n−3) · · · πs(γℓ+k−1)
+B,
for an arbitrary B ∈ Fk×(n−k)q . As above, choosing B in Toeplitz form concludes the proof.
These two theorems allow to define two subfamilies of generalized Gabidulin codes, the Hankel
Gabidulin codes and the Toeplitz Gabidulin codes. In the following Lemma we can see that this
structure on the generator matrix in standard form is hard to improve if we still require the code
to be MRD.
Lemma 13. Suppose that n is even and k = n2 . Let X ∈ F
k×k
qm be a circulant matrix, and let d
be the minimum rank distance of the code CX . Then d ≤ 2.
In particular, for n ≥ 4, there does not exist any n2 -dimensional MRD code CX with X
circulant matrix.
Proof. Since the matrix X is circulant, then the sum of the elements on each of its columns is
constant. Let γ be such a sum. Then, the non-zero codeword of the code CX
(1, . . . , 1)
(
Ik X
)
= (1, . . . , 1, γ, . . . , γ)
has rank weight at most 2. In particular, if n ≥ 4 we have
n− k + 1 =
n
2
+ 1 > 2 ≥ d
and therefore, the code CX can not be MRD.
This result possibly suggests that, at least in the case k = n2 , it is very difficult to require
more structure on the non-systematic part of the generator matrix in standard form of an MRD
code. However, it would be very interesting to find new families of Gabidulin, or more in general
MRD codes with structured generator matrices.
We conclude this section with a small example.
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Example 2. Consider the case q = 2, k = 3, n = m = 6 and s = 1. We construct a Hankel
Gabidulin code of dimension 3 and length 6 over the finite field F26 = F2(a), where a is a primitive
element that satisfies a6 + a4 + a3 + a + 1 = 0. One can find, by Lemma 12, five consecutive
powers of a that belong to ker(TrF26/F2), that are a
i for i = 14, 15, . . . , 18. Then, we set the
vectors
α = (a14, a15, a16), β = (1, a, a2).
Moreover, we choose the matrix B to be the zero matrix, and the map
π1 : F26 −→ F26
z 7−→
4∑
i=0
γ2i+1 i∑
j=0
z2
j
 ,
with γ = a3. We then get the following GRC matrix
X := RC1(α,β, 0) =
π1(a14) π1(a15) π1(a16)π1(a15) π1(a16) π1(a17)
π1(a
16) π1(a
17) π1(a
18)
 =
a57 a7 a13a7 a13 a37
a13 a37 a36
 .
By Theorem 12 the code CX is a Gabidulin code of parameter s = 1. Moreover we can recover
the evaluation points g1, . . . , g6 of the code. We can suppose g1 = 1, and recover g2 = a45 and
g3 = a
!5 using the linear system (6). Finally, using equations (2) and (5) we get g4 = a46,
g5 = a
14 and g6 = a28. Therefore, our Hankel Gabidulin code is
CX = G3,1(1, a
45, a15, a46, a14, a28).
6 Conclusions
In this work we find a parametrization of the generator matrix in standard form of generalized
Gabidulin codes (see Theorem 10). Such a parametrization coincides with the q-analogue of
generalized Cauchy matrices and, therefore, leads to a natural definition of generalized rank
Cauchy matrices, a notion that was missing in the literature. In Theorem 10′ we underline that
these matrices are in one-to-one correspondence with generalized Gabidulin codes. Moreover,
in Theorem 11 we give a new criterion for determining whether a given rank metric code of
dimension k and length n is a generalized Gabidulin code. This new result only requires O(k2n)
field operations, and it improves the existing criterion that relies on an a priori check of the
MRD property. Finally we use our results in order to build two new subfamilies of generalized
Gabidulin codes, namely the Hankel and Toeplitz Gabidulin codes (see Theorems 12 and 13).
These families have the advantage that the non-systematic part of the generator matrix is a
structured matrix. This implies that matrix/vector multiplications, and therefore the encoding
procedure, can be performed faster than usual. This idea has promising applications also in
erasure and syndrome decoding for generalized Gabidulin codes.
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