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GPGCD, an Iterative Method for Calculating











We present an extension of our GPGCD method, an iterative method for calculating approximate
greatest common divisor (GCD) of univariate polynomials, to multiple polynomial inputs. For a
given pair of polynomials and a degree, our algorithm finds a pair of polynomials which has a GCD
of the given degree and whose coefficients are perturbed from those in the original inputs, making
the perturbations as small as possible, along with the GCD. In our GPGCD method, the problem
of approximate GCD is transferred to a constrained minimization problem, then solved with the
so-called modified Newton method, which is a generalization of the gradient-projection method, by
searching the solution iteratively. In this paper, we extend our method to accept more than two
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2 GCD
$n$ 1 $P_{1}(x),$ $\ldots,$ $P_{n}(x)$ $d_{1},$ $\ldots,$ $d_{n}$ ,
$P_{i}(x)=p_{d_{1}}^{(i)_{X^{d_{t}}}}+\cdots p_{1}^{(i)}x+p_{0}^{(i)}$ .
$\min\{d_{1}, \ldots, d_{n}\}>0$ $i\neq j$ $P_{i}$
$d$ $($ $\min\{d_{1},$
$\ldots,$ $d_{n}\}>d>0)$ $P_{1}(x),$ $\ldots,$ $P_{n}(x)$
$\tilde{F}(x)$ $\tilde{G}(x)$
$\overline{P}_{i}(x)=P_{i}(x)+\Delta P_{i}(x)=H(x)\cdot\overline{P}_{i}(x)$ .
$\Delta P_{i}(x)$ $d_{i}$ $H(x)$ $d$
$i\neq j$ $\overline{P}_{i}(x)$ $\overline{P}_{j}(x)$ $H$ $P_{1}(x),$ $\ldots$ , $P_{n}(x)$
GCD $d$ $\Vert\Delta P_{1}(x)\Vert_{2}^{2}+\cdots+\Vert\Delta P_{n}(x)\Vert_{2}^{2}$
$P_{1}(x),$
$\ldots,$
$P_{n}(x)$ $d$ GCD $H$ $\langle$ .
1 $P(x)=p_{n}x^{n}+\cdots+p_{0^{X^{0}}}$ $C_{k}(P)$ $(n+k, k+1)$








$N(P_{1}, \ldots, P_{n})=(\begin{array}{lllll}C_{d_{1}-1}(P_{2}) C_{d_{2}-1}(P_{1}) 0 \cdots 0C_{d_{1}-1}(P_{3}) 0 C_{d_{3}-1}(P_{1}) \cdots 0| | \ddots |C_{d_{1}-1}(P_{n}) 0 \cdots 0 C_{d_{n}-1}(P_{1})\end{array})$ (2)
(Rupprecht [11, Sect. 3] ). $P_{1},$ $\ldots,$ $P_{n}$ $k$ ( $\min\{d_{1}, \ldots, d_{n}\}>$
$k\geq 0)$
$N_{k}(P_{1,}P_{n})=(\begin{array}{lllll}C_{d_{1}-1-k}(P_{2}) C_{d_{2}-1-k}(P_{1}) 0 .\cdot 0C_{d_{1}-1-k}(P_{3}) 0 C_{d_{3}-1-k}(P_{1}) \cdots 0| | \ddots |C_{d_{1}-1-k}(P_{n}) 0 \cdots 0 C_{d_{n}-1-k}(P_{1})\end{array})$ (3)






1 (Rupprecht [11, Proposition 3.1])
$N_{k}(P_{1}, \ldots, P_{n})$ full rank $lg^{1}$ , $\deg(gcd(P_{1}, \ldots , P_{n}))\leq k$ (1
$P$ $\deg(P)$ $P$ )I
$d$ $N_{d-1}(\overline{P}_{1}, \ldots,\tilde{P}_{n})$ 1
$U_{1}(x),$
$\ldots$ , Un (X) ( $d_{1}-d,$ $\ldots,$ $d_{n}-d$ ) $i=2,$ $\ldots,$ $n$
$U_{1}\tilde{P}_{i}+U_{i}\tilde{P}_{1}=0$ (6)
$i\neq j$ $U_{i}$ $U_{j}$ $H=_{12n} \frac{\tilde{P}}{U}\perp_{=-\frac{\tilde{P}}{U}Z}=\ldots=-\frac{\overline{P}}{U}1$





$U_{n}$ $\Vert\Delta P_{1}(x)\Vert_{2}^{2}+\cdots+\Vert\Delta P_{n}(x)\Vert_{2}^{2}$
$\tilde{P}_{i}(x),$ $U_{i}(x)$
$\tilde{P}_{i}(x)=\tilde{p}_{d_{i}}^{(i)}x^{d_{i}}+\cdots+\tilde{p}_{1}^{(i)}x+\tilde{p}_{0}^{(i)}$ , $U_{i}(x)=u_{d_{i}-d}^{(i)}x^{d_{t}-d}+\cdots+u_{1}^{(i)}x+u_{0}^{(i)}$ (7)
$\Vert\Delta P_{1}(x)\Vert_{2}^{2}+\cdots+\Vert\Delta P_{n}(x)\Vert_{2}^{2}$





$u_{i}$ (1) $U_{i}(x)$ $U_{i}(x)$
$\Vert U_{1}\Vert_{2}^{2}+\cdots+\Vert U_{n}\Vert_{2}^{2}=1$ (10)
(9)
$(\begin{array}{llll}u_{1} \cdots u_{n} -1N_{d-1}(\overline{P}_{1} \cdots \tilde{P}_{n}) 0\end{array})\cdot{}^{t}(u_{1},$




$(\tilde{p}_{d_{1}}^{(1)}, \ldots,\tilde{p}_{0}^{(1)}, \ldots,\tilde{p}_{d_{n}}^{(n)}, \ldots,\tilde{p}_{0}^{(n)}, u_{d_{1}-d}^{(1)}, \ldots, u_{0}^{(1)}, \ldots, u_{d_{\mathfrak{n}}-d}^{(n)}, \ldots, u_{0}^{(n)})$ , (13)
$x=(x_{1}, \ldots, x_{2(d_{1}+\cdots+d_{n})+(2-d)n})$ (8) (11)
$f(x)=(x_{1}-p_{d_{1}}^{(1)})^{2}+\cdots+(x_{d_{1}}-p_{0}^{(1)})^{2}+\cdots$
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GCD ( 1)
([10]: GPGCD ) Newton ([15],
[25, 4 ] $)$ ( [16] ). ([16, Section 5.1],
[17, Sect. 4] $)$ Newton
Newton
Newton GCD
1. $J_{g}(x)$ $J_{g}(x)$ full rank
( $J_{g}(x)$ ) ( 31 ).
2. ( 32 ).
3. ( 33 ).








$C_{d_{1}-d}(P_{2})$ $C_{d_{2}-d}(P_{1})$ $0$ $0$







$C_{d_{n}-d}(P_{1})2\cdot {}^{t}u_{n}:)$ . (16)
( $x$ (13) )
Newton $J_{g}(x)$ full rank
( ).
2
$i=1,$ $\ldots$ , $n$ $\deg d<\min\{d_{1}, \ldots , d_{n}\}-1$ $\deg U_{i}\geq 1$ $x^{*}\in V_{g}$ (15)




$J_{g}(x)$ full rank GCD
32
$x_{0}$ Sylvester (SVD) [5]
(3) $N_{d-1}(P_{1}, \ldots, P_{n})$
$N_{d-1}=U\Sigma {}^{t}V$,
(17)
$U=(w_{1}, \ldots, w_{c_{d-1}})$ , $\Sigma=$ diag $(\sigma_{1}, \ldots, \sigma_{c_{d-1}})$ , $V=(v_{1}, \ldots, v_{c_{d-1}})$ .
$w_{j}\in \mathbb{R}^{r}d-1,$ $v_{j}\in \mathbb{R}^{c_{d-1}}$ $r_{k},$ $c_{k}$ (4), (5) $\Sigma=$ diag$(\sigma_{1}, \ldots, \sigma_{c_{d-1}})$
$i$
$\sigma_{j}$










$v_{c_{d-1}}={}^{t}(\overline{u}_{d_{1}-d}^{(1)},$ $\ldots,\overline{u}_{0}^{(1)},$ $\ldots,\overline{u}_{d_{n}-d}^{(n)},$ $\ldots,\overline{u}_{0}^{(n)})$
$\overline{U}_{i}(x)$
$\overline{U}_{i}(x)=\overline{u}_{d_{i}-d}^{(i)}x^{d:-d}+\cdots+\overline{u}_{0}^{(i)}x^{0}$, $(i=1, \ldots, n)$























$\overline{P}_{i}(x),$ $U_{i}(x)(i=1, \ldots, n)$ (6)
$i\neq j$ $U_{i}$ $\tilde{P}_{i}(x)$ GCD $H(x)$
$H$ $\tilde{P}_{i}$
$H$ [20] $H$ $\tilde{P}_{i}$
$\tilde{P}_{i},$ $U_{i}$ (7) $H$ $H(x)=h_{d}x^{d}+\cdots+h_{0}x^{0}$
$HU_{i}=\tilde{P}_{i}$ $H$ 1
$C_{d}(U_{i}){}^{t}(h_{d}\ldots,$ $h_{0})={}^{t}(\tilde{p}_{d_{1}}^{(i)},$ $\cdots,\tilde{p}_{0}^{(i)})$ (19)




$i$ $H_{i}(x)$ GCD $H(x)$ $i=1,$ $\ldots,$ $n$




1 (GPGCD: ( Newton ) GCD ). :
$-$ $P_{1}(x),$
$\ldots,$
$P_{n}(x)\in \mathbb{R}[x]$ , $\min\{\deg(P_{1}), \ldots, \deg(P_{n})\}>1$ ( 2 ),
$-$ $d\in \mathbb{N}$ : GCD $d< \min\{\deg(P_{1}), \ldots, \deg(P_{n})\}-1$ ( 2 ),
$-$ $\epsilon>0$ :
$-$ $u\in N$ :
$\circ$ : $\tilde{P}_{1}(x),$ $\ldots,\tilde{P}_{n}(x),$ $H(x)\in \mathbb{R}[x]$ , $\tilde{P}_{1},$ $\ldots,\tilde{P}_{n}$ $P_{1},$ $\ldots,$ $P_{n}$ ,
$d$ $H$ GCD
Step 1[ ] 32 $x_{0}$ (18)
Step 2[ ] 33 $g(x)=0$ $\overline{f}(x)=\frac{1}{2}f(x)$
$f(x),$ $g(x)$ (14), (15)
( Newton ) $k$ $x_{k}$ $d_{k}$
$\Vert d_{k}\Vert_{2}<\epsilon$ ( $\epsilon$ ) $u$
Step 3 [$\tilde{P}_{1},$ $\ldots$ , $\tilde{P}_{n}$ $H$ ] 3.4 GCD $H(x)$ $\tilde{P}_{1}(x),$ $\ldots,\tilde{P}_{n}(x)$
$\tilde{P}_{1}(x),$
$\ldots$ , $\tilde{P}_{n}(x)$ $H(x)$ Step 2 $u$
4
1 Maple STLN
(structured total least norm) [7]
GCD Intel Core2 Duo Mobile
Processor T7400 (Apple MacBook Mid-2007”) at 2.16 GHz, RAM $2GB$ , MacOS X 10.5
GCD





$P_{0}$ 2- $e_{P}$ $e_{P}=0.1$
STLN [7]
( ) . STLN $\mathbb{R}[x]$ GCD
R-con-mulpoly Maple 13 Digits $=15$
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1 $\tilde{P}_{i}(x),$ $U_{i}(x)$ ( (6)
) 2- $\epsilon=1.0\cross 10^{-8}$ R-con-mulpoly
$e=1.0\cross 10^{-8}$
10 20 40 1,2,3
GCD
10 20 40 GCD 5 10 20 $n$
“STLN‘, STLN “GPGCD‘,
GPGCD ($\#Fail$“ ‘( ”
STLN 50 (
), GPGCD 100 “Error” GCD





( 2 $n=8,10$ 3 $n=7$ )
GPGCD
STLN GPGCD STLN
( 4 ) GCD GPGCD











$a_{2},$ $\ldots$ , $a_{n}$
$gcd(P_{1}, P_{2}, \ldots, P_{n})$ $gcd(P_{1}, a_{2}P_{2}+\cdots+a_{n}P_{n})$
Sylvester GCD
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