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Abstract
Let (ΛV,d) be the Sullivan model of a pure elliptic space S. We give an algorithm, based on the
computation of the Hilbert function of certain ideal, that provides a lower and an upper bound for
the rational L.–S. category of S, cat0(ΛV,d). When S has null Euler homotopy characteristic, both
bounds are sharp.
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Introduction
The Lusternik–Schirelmann category of a space is the least number of open sets, less
one, which cover and are contractible in it. It is an important invariant which for a manifold
gives a lower bound for the number of critical points any function must have. In [11]
is given an algorithm for computing the rational category of any pure elliptic space,
this algorithm requires the computation of both a cocycle representing the fundamental
class and a Groebner basis of the module of coboundaries. Despite of its generality, the
enormous amount of computation required in this algorithm limits its scope of application
to very small models. In this paper, we present an algorithm that perform much better
in computation time. Our algorithm gives bounds for the rational category in many cases
where the other algorithm would, in practice, never end. The algorithm that we present
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avoids both the computation of a cocycle representing the top class and the computation
of a Groebner basis of the (enormous) module of boundaries. Still, this algorithm is
faced with the arduous task of computing a Groebner basis of an ideal, but this is, in all
cases, comparatively much easier than that of computing a Groebner basis of the module
of boundaries. Our algorithm requires two steps. First, given an ideal I , it computes a
Groebner basis of I to obtain its leading term ideal lt(I). Then it computes HR/ lt(I )
the Hilbert function of R/ lt(I). On the basis of more than 30 years of experimentation
with Groebner basis, it is generally accepted that given an ideal I and lt(I), the cost of
computing HR/ lt(I ) is computationally negligible compared with that of computing lt(I)
via a Groebner basis of I . Hence, the computation of the Groebner basis is the limiting
factor in our algorithm.
1. Basic facts
Ours results rely heavily on the algebraic machinery of Sullivan models and on
Groebner basis theory. We recall here some basic facts and notation we shall need from
Sullivan’s theory of minimal models, for which [5,8,13] are standard references.
The (Sullivan) minimal model of S is a commutative graded differential algebra (ΛV,d)
over the rational field which algebraically models the rational homotopy type of S. We
denote by ΛV the tensor product of the exterior algebra on V odd, the elements of odd
degree, and the symmetric algebra on V even, the elements of even degree. The differential
is a graded derivation which satisfies d2 = 0 and d(V )⊂Λ2V , where for any k, ΛkV is
the subspace of all products of length k of elements of V .
The algebra generators of the minimal model are identified, as a graded vector space,
with the rational homotopy groups of the space. Moreover, the cohomology of the minimal
model is isomorphic to that of the space.
A simply connected space S such that dimH ∗(S;Q) <∞ is called rationally elliptic if
dimπ∗(S)⊗Q<∞, otherwise S is called rationally hyperbolic.
For an elliptic space with model (ΛV,d) the formal dimension N is the largest n for
which Hn(ΛV,d) = 0. An element 0 = w ∈ HN(ΛV,d) is called a fundamental or top
class.
Definition 1. If α ∈ΛV we define the length of α to be l(α)=maxk{α ∈ΛkV }.
The Lusternik–Schirelmann category, cat(S), of a topological space S is the least integer
m such that S is the union of m + 1 open sets, each contractible in S. If S is a simple
connected CW complex, the rational L.–S. category, cat0(S), introduced by Félix and
Halperin in [4], satisfies
cat0(S)= cat(SQ) cat(S).
Let S a simply connected (rationally) elliptic space and (ΛV,d) be its minimal model.
In [6, Theorem 3] it is proven that cat0(S) = e0(S), with e0(S) the rational Toomer’s
invariant. Hence
cat0(ΛV,d)= sup
{
l(w): v[w] is a top class of (ΛV,d)}.
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1.1. Pure spacesHenceforth, if S is a space with minimal model (ΛV,d) we shall denote X = V even,
Y = V odd, n= dimX, m= dimY . The integer χπ = n−m is called the Euler homotopy
characteristic of S, and
∑
i (−1)i dim(H i(S;Q)) is the Euler characteristic of S.
A pure space S is a space whose minimal model (ΛV,d)=ΛX⊗ΛY satisfies d X = 0
and d Y ⊂ΛX. Spheres and compact homogeneous spaces are examples of pure spaces.
If dimV <∞ then S is called a finite pure space. We shall henceforth also use the terms
“pure” and “elliptic” when referring to a minimal model of such a space.
A bigradation on (ΛV,d) is given by ΛV =∑n,j0(ΛjV )n where (ΛjV )n = (ΛX⊗
ΛjY )n. When (ΛV,d) is pure, d(ΛjV )n ⊂ (Λj−1V )n+1, the differential d has bidegree
(1,−1) and this induces a bigradation in cohomology.
1.2. Groebner bases for ideals and the opglex order
Here we recall some standard facts and definitions on Groebner bases for which [1,3]
are standard references.
First, we recall that the set of monomials in Q[x1, . . . , xn] is denoted by Tn = {xβ =
x
β1
1 · · ·xβnn : βi ∈ N, i = 1, . . . , n}. Henceforth, we will write R = Q[x1, . . . , xn] = ΛX.
By a term order on Tn we mean a total order  on Tn satisfying the following conditions:
(1) 1 xα for all α ∈Nn,
(2) if xα  xβ then xα · xγ  xβ · xγ , for all γ ∈Nn.
The total degree of xβ ∈ Tn is ‖β‖ = ∑ni=1 βi and we will write hdeg(f ) for the
homological degree of a homogeneous element f ∈ (ΛV,d). The graded lexicographical
order glex on Tn with x1 > x2 > · · ·> xn is defined by xα glex xβ if and only if α = β
or ‖α‖< ‖β‖ or ‖α‖ = ‖β‖ and αi < βi for the first i with αi = βi .
Definition 2. We define the opglex order by xα opglex xβ iff hdegxα < hdegxβ or
hdegxα = hdegxβ and xβ glex xα .
That is, in the order opglex, we order first by homological degree, then we refine this
ordering by the opposite of the graded lexicographic order. Clearly the opglex order is a
term order. The bijection α→ xα shows that a term order (say) “1” induces a compatible
total order on Nn via α  β iff xα 1 xβ .
Let f =∑α∈A aαxα ∈R, with ∀α ∈A, aα = 0, and let  be a total order on Nn. Then
(1) The total degree of f is tdeg(f )=maxα(‖α‖).
(2) The multidegree of f is multideg(f )=max(α, α ∈A).
(3) The leading coefficient of f is lc(f )= amultideg(f ) ∈K.
(4) The leading monomial of f is lm(f )= xmultideg(f ).
(5) The leading term of f is lt(f )= lc(f ) · lm(f ).
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Fix a term order. Given f,g,h in R with g = 0, we say that f reduces to h modulo g
in one step, written f g−→ h, if and only if lt(g) divides a non-zero term Z that appears
in f and h = f − Zlt(g)g. Let f,h, and f1, . . . , fs be polynomials in R, with fi = 0, and
let F = {f1, . . . , fs}. Fix a term order, we say that f reduces to h modulo F , denoted
f
F→+h, if and only if there exists a sequence of indices i1, i2, . . . , it ∈ {1, . . . , s} and a
sequence of polynomials h1, . . . , ht−1 such that
f
fi1−→ h1
fi2−→ h2
fi3−→ · · · fit−1−→ ht−1 fit−→ h.
A polynomial r is called reduced with respect to a set of non-zero polynomials F =
{f1, . . . , fs} if r = 0 or no monomial that appears in r is divisible by any one of the lm(fi),
i = 1, . . . , s.
If f F−→+ r and r is reduced with respect to F , then we call r a remainder for f with
respect to F . Note that r is not unique in general. The reduction process allows us to define
a division algorithm that mimics the usual division algorithm in one variable. Given f and
a family of non-zero polynomials {fi ∈ R | fi = 0}si=1, this algorithm returns quotients
u1, . . . , us ∈R and a remainder r ∈R, such that f = u1f1 + · · · + usfs + r . We shall call
r a remainder of f after division by {gi}. Moreover, [1, Theorem 1.6.2] a crucial property
of the reduction is that lm(r) lt(f ).
For a subset A of R, we define the leading term ideal of A to be the ideal lt(A) =
〈lt(a: a ∈ A〉, where 〈B〉 denotes the ideal generated by the set B . We recall that a set of
non-zero polynomials G = {g1, . . . , gt } contained in an ideal I , is called a Groebner (or
standard) basis for I if and only if lt(G)= lt(I). A set G of non-zero polynomials is called
a Groebner or standard basis if it is a Groebner basis of 〈G〉. If f is a polynomial in R
and G is a Groebner basis for some ideal, then the remainder of f after division by G is
unique. It is called the normal form of f with respect to G and we denote it by NFG(f ).
2. Bounds for the rational LS-category
The following Lemma and Proposition are proven in [11]. The top order is a suitable
extension of the opglex order to the R-module ΛV .
Lemma 3. Let a and b homogeneous element of R with hdeg(a)= hdeg(b). If a opglex b
then l(a) l(b).
Proposition 4. Let (ΛV,d) be a pure elliptic model, G be a Groebner basis for the
coboundary R-module B with respect to top, w ∈Λm−nV be a cocycle that represents
the top class, and w0 =NFG(w). Then cat0(ΛV,d)= l(w0).
Our first result shows that the Hilbert function can be used to compute the rational
category of certain spaces.
Theorem 5. Let (ΛV,d) the minimal model of an space S with has null Euler homotopy
characteristic. Let I = 〈dy1, . . . , dym〉, lt(I) the leading term ideal of I with respect to
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opglex and HR/ lt(I ) the Hilbert function of lt(I) with respect to the standard graduation
by word-length. Then
cat0(ΛV,d)=max
{
k: HR/ lt(I )(k) = 0
}
.
Proof. Let K = max{k: HR/ lt(I )(k) = 0}. By [12, Lemma 3] there is a cocycle w in
Λ0V = R that represents the top class and such that w ∈ ΛkV with k = cat0(ΛV,d).
Clearly, we may assume w is a monomial in R. Then, since w /∈ I , w0 =NFI (w) = 0. By
[11, Theorem 30] l(w0)= cat0(ΛV,d), and since w0 is reduced there is no term of w0 that
is divisible by lt(I), hence HR/ lt(I )(cat0(ΛV,d)) = 0. This proves cat0(ΛV,d) K . To
prove the reverse inequality, let m ∈ Tn such that m /∈ lt(I) and l(m) = K . Then m /∈ I
because m is a monomial and m /∈ lt(I). Hence [m] = 0. So that K  cat0(ΛV,d) =
max{l(w): [w] = 0}. This proves cat0(ΛV,d)=K.
In the general case, when m = n we obtain the following lower bound for cat0(ΛV,d).
Theorem 6. Let (ΛV,d) be the minimal model of S and I = 〈dy1, . . . , dym〉. Let lt(I)
be the leading ideal of I with respect to opglex and HR/ lt(I ) be the Hilbert function of
R/ lt(I) with respect to the standard graduation by word-length. Then
max
{
k: HR/ lt(I )(k) = 0
}+m− n cat0(ΛV,d).
Proof. Write K = max{k: HR/ lt(I )(k) = 0}. Let m ∈ Tn be such that m /∈ lt(I) and
l(m) = K . Clearly m /∈ I and then [m] = 0. By Poincaré duality, we can multiply m by
some m′ ∈ Λm−n to obtain [mm′] a top class. Since l(mm′)  cat0(ΛV,d), we obtain
K +m− n l(m)+ l(m′)= l(mm′) cat0(ΛV,d) as claimed.
Now we show that the Hilbert function can be used to obtain an upper bound for
cat0(ΛV,d).
Theorem 7. If g1, . . . , gn is a regular sequence contained in I , let lt(J ) be the leading
ideal of J = 〈g1, . . . , gn〉 with respect to opglex and let HR/ lt(J ) be the Hilbert function of
R/ lt(J ) with respect to the standard graduation by word-length. Then
cat0(ΛV,d)max
{
k: HR/ lt(J )(k) = 0
}+m− n.
Proof. Let ΛV ⊗ΛW be a KS-extension with W = 〈w1, . . . ,wn〉 and dwi = gi . Then,
since gi ∈ dV , there is an isomorphism (ΛV ⊗ΛW,d)→ (ΛV ⊗ΛW,d ′) with d ′(u)=
d(u) if u ∈ V and d ′(u)= 0 if u ∈W . Hence
cat0(ΛV ⊗W,d)= cat0(ΛV ⊗ΛW,d ′)= cat0(ΛV,d)+ n.
On the other hand,
cat0(ΛV ⊗ΛW,d)= cat0(R⊗ΛW ⊗ΛY,d) cat0(R⊗ΛW)+m.
Then
cat0(ΛV,d) cat0(R⊗ΛW)+m− n.
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Finally, by Theorem 5,cat0(R⊗ΛW)=max
{
k: HR/ lt(J )(k) = 0
}
with J = 〈g1, . . . , gn〉.
Hence
cat0(ΛV,d) cat0(R⊗ΛW)+m− n=max
{
k: HR/ lt(J )(k) = 0
}+m− n.
The following Proposition provides a procedure for computing a maximal regular
sequence contained in the ideal I .
Proposition 8. Let (ΛV,d) be a pure elliptic model and I = 〈dy1, . . . , dyn〉. Let G be
the (reduced) Groebner basis of I with respect to some term order. Then, (i) for each
i = 1, . . . , n there is exactly one pji ∈G be such that LT (pji )= xnii for some ni , and (ii){pj1, . . . , pjn} is a maximal regular sequence in I .
Proof. By [7] dimH ∗(ΛV,d) <∞ if and only if for each i = 1, . . . , n there is some ni
such that [xnii ] = 0. Since [xnii ] = 0 ⇐⇒ xnii ∈ I , we obtain that dimH ∗(ΛV,d) <∞
iff I is zero-dimensional. We recall [1, Theorem 2.2.7] that the variety VQ(I) is finite iff
for each i = 1, . . . , n there exists gji ∈ G such that lt(gji ) = xnii for some ni ∈ N. Since
G is reduced, for any i = 1, . . . , n there is exactly one such pji ∈G. Finally, the elements
lt(gji ), i = 1, . . . , n are pairwise coprimes, and this condition is a well known criterion [1,
Lemma 3.3.1] that guaranteesH = {gi1, . . . , gin} to be a Groebner basis. Let J be the ideal
generated by H , then, again by [1, Theorem 2.2.7], the variety V
Q
(J ) is finite. Hence H is
a regular sequence.
Now we proceed to improve the lower bound of Proposition 6 at the cost of the
additional computation of a module of syzygies. Again, the computation of this improved
lower bound is much less expensive than that of the exact algorithm of [11]. First we need
two preliminary lemmas that are straightforward to prove.
Lemma 9. Let c ∈ ΛpV a cocycle and m = yi1 · · ·yip−1 ∈ Λp−1Y . Write c = Am + B
where A ∈Λ1V is the coefficient of m in c. Then A is a cocycle.
Lemma 10. Let F = {dy1, . . . , dym}. If S is a set of generators for the module of syzygies of
F , Syz(F ), and t =min{‖ lt(Xi)‖mi=1: [X1, . . . ,Xm] ∈ S} then for any cocycle c ∈Λm−nV
it is verified that l(c) t +m− n.
As a consequence, and with the same notation, of Lemmas 9, 10 and Proposition 6 we
obtain
Proposition 11. (i) max{k: HR/ lt(I )(k) = 0} + t +m− n cat0(ΛV,d).
(ii) If t = 0, then cat0(ΛV,d) = cat0(R ⊗Λ{y1, . . . , yˆi , . . . ym}) + 1, where i is such
that there is some [X1, . . . ,Xm] ∈ S that satisfies lt(Xi) ∈Q.
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Example 12. Let X = 〈x1, x2, x3, x4, x5, x6〉, Y = 〈y1, . . . , y10〉 with |x1| = 2, |x2| =
4, |x3| = 4, |x4| = 6, |x5| = 2, |x6| = 2 and the differential given by
dy1 = x22x3 + 2x61, dy2 =−x24 + x33 + x32 ,
dy3 = 2x44 + x63 + x85 , dy4 = x54 ,
dy5 =−2x34 + x1x42 + x91 , dy6 = x3x24 + x2x24 + x81 ,
dy7 = 3x2x23 + x61 , dy8 = x21x2x23 + x81 ,
dy9 = x125 , dy10 = x106 + x105 + x101 .
The following program, written is the CoCoA [2] programming language, uses Theo-
rems 6, 7, and Proposition 8 to compute a lower and an upper bound for the rational LS-
category of a pure elliptic modelR⊗ΛY . The input consists of two variablesNN = dimX
and ListOfDyi that is the list of the differential of the odd degree generators y1, . . . , ym.
NN:=6;
Use R::= Q[x[1..NN]], Ord(-DegLexMat(NN)),ToPos;
<< ListOfDyi:="c:\prueba\dyi";
I:= Ideal(ListOfDyi);
MEMORY.I:=I;
MM:= Len(Gens(I));
Hilbert(R/I);
U1:= Len(It[1]) -1 + MM - NN; -- this is the lower bound.
GI:=GBasis(I);
S1:=[];
For X:=1 To NumIndets(R) Do
Y:=1;
While LT(GI[Y]) <> x[X]^Deg(LT(GI[Y])) Do Y:= Y +1 End;
Append(S1,GI[Y]);
End;
Print(" A maximal regular sequence is ",S1);
J:= Ideal(S1);
Hilbert(R/J);
U2:= Len(It[1]) -1 + MM - NN;-- this is the upper bound.
Print("The rational LS-category
is between ",U1," and ",U2,".");
Here max{k: HR/ lt(I )(k) = 0} = 25. Hence, by Theorem 6, we obtain 29 cat0(ΛV,d).
On the other hand, Proposition 8 provides a maximal regular sequence S contained in I ,
S =−2/3x81 ,−x52 + 223/108x61x22 − x81x2,−x43 − x42 + 1/3x61x3 + 2x61x2 − x81 ,−x24 + x33 +
x32 ,x
8
5 + 1/3x61x32 + 1/18x71x2x4,x106 + x105 + x101 . If J = 〈S〉 then max{k: HR/ lt(J )(k) =
0} = 31. Thus, by Theorem 7, cat0(ΛV,d)  35. The computation in this example to
obtain 29  cat0(ΛV,d)  35 takes less than a second. Now we apply Proposition 11
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and we obtain (in two seconds times) cat0(ΛV,d) = cat0(R ⊗ ΛZ) + 2 with Z =
{yi}10i=1 \ {y4, y9} and 28 cat0(R ⊗ΛZ) 33. So that 30 cat0(ΛV,d) 35. In order
to obtain the exact value of cat0(ΛV,d) we try to apply Proposition 4. The computation
of the Groebner basis of the boundary module takes more than 8 hours on a 1300 MHz
Pentium IV. Since cat0(ΛV,d)= cat0(R⊗ΛZ)+ 2 we apply Proposition 4 to the simpler
model R ⊗ ΛZ. This computation takes a few minutes and we obtain cat0(R ⊗ ΛZ)
that is 31. Hence cat0(ΛV,d) = 33. In general, as the value of n or m − n increases,
the computation of cat0(ΛV,d) by Proposition 4 is, in practice, never ending. Thus,
Propositions 6, 7, and 11 are useful tools.
The order just defined in the above CoCoA program is not a term order. We have
dropped the requirement of ordering first by homological degree. Since the elements we
are working with are homogeneous with respect to the homological degree, both orders
agree when comparing homogeneous elements. Clearly, when we reduce or perform the
computation of a Groebner basis of a set of homogeneous elements, both orders produce
the same results.
One may think that there must be a way of computing cat0(ΛV,d) without using the
theory of Groebner basis. Observe that the classical problem of ideal membership is closely
related to the computation of the rational category. If ΛV ⊗Λy with |ym+1| odd is a KS-
extension of ΛV and dym+1 ∈ I = dV then cat0(ΛV ⊗Λy)= cat0(ΛV,d)+ 1. Hence,
cat0(ΛV ⊗Λy) = cat0(ΛV,d)+ 1 implies dym+1 /∈ I . This last assertion is very strong
and it suggests the need of using Groebner basis methods. See [9] for some results about
complexity in rational homotopy and [12] for a bound of cat0(ΛV,d) applying Ginsburg’s
invariant.
We recall [14] that the index of nilpotency of I is the least e such that (
√
I )e ⊂ I .
In [10] is proven that if dimX = dimY then cat0(ΛV,d) is the index of nilpotency of
I = 〈dy1, . . . , dyn〉 minus one. We conclude giving an algorithm for computing the index
of nilpotency of certain ideals.
Proposition 13. Let {f1, . . . , fm} ⊂ R be homogeneous elements with respect to any
graduation on R such that |xi | 1. Let lt(I) the initial ideal of I with respect to opglex,
andHR/ lt(I ) the Hilbert function of lt(I) with respect to the standard order by word-length.
Then the index of nilpotency of I = 〈f1, . . . , fm〉,nil(I), is given by
nil(I)= max{k: HR/ lt(I )(k) = 0
}+ 1.
Proof. We can assume I is zero-dimensional, since otherwise nil(I) = max{k: HJ (k) =
0} = ∞. Since {f1, . . . , fm} are homogeneous elements we obtain VQ(I) = (0, . . . ,0)
and radical(I) = 〈x1, . . . , xn〉. Thus, nil(I) = max{‖m‖: m ∈ Tn and m /∈ I } + 1. Let
m0 ∈ Tn be such that ‖m0‖ = nil(I) − 1 and m /∈ I . Let G be a Groebner basis of I
with respect to opglex. Then 0 = m1 = NFG(m0) because m /∈ I , and, by Lemma 3,
l(m1)  l(m0). Since m1 is reduced with respect to G, none of the terms appearing in
m1 is in 〈lt(I)〉, and this implies that none of those terms is in I . Hence, there is a
non-zero monomial m appearing in m1 such that ‖m‖ = l(m1)  ‖m0‖ and m /∈ lt(I).
Hence, nil(I)max{k: HJ (k) = 0}. To prove the reverse inequality, if m ∈ Tn is such that
A. Garvín, L. Lechuga / Topology and its Applications 132 (2003) 271–279 279
‖m‖ = max{k: HR/ lt(I )(k) = 0} and m /∈ lt(I) then m ∈ (radical)‖m‖ and m /∈ I . Hence,
nil(I) > ‖m‖, this proves max{k: HR/ lt(I )(k) = 0} + 1 nil(I).
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