The circumference of a graph is the length of its longest cycles. Jackson established a conjecture of Bondy by showing that the circumference of a 3-connected cubic graph of order n is Ω(n 0.694 ). Bilinski et al. improved this lower bound to Ω(n 0.753 ) by studying large Eulerian subgraphs in 3-edge-connected graphs. In this paper, we further improve this lower bound to Ω(n 0.8 ). This is done by considering certain 2-connected cubic graphs, finding cycles through two given edges, and distinguishing the cases whether or not these edges are adjacent. *
Introduction
(a) w(C) ≥ w(G) r when e, f are adjacent, and (b) w(C) ≥ cw(G) r when e, f are not adjacent.
We remark that in Theorem 1.1, we may further assume that the weight function w satisfies w(V ({e, f })) = 0. For otherwise, we define a new weight function w ′ : V (G) → Z + such that w ′ (v) = w(v) for all v / ∈ V (e) ∪ V (f ) and w ′ (v) = 0 for all v ∈ V (e) ∪ V (f ). Let w 0 = w(V (e) ∪ V (f )). Then w(G) = w ′ (G) + w 0 . If Theorem 1.1 holds for w ′ then there is a cycle C such that e, f ∈ E(C) and either w ′ (C) ≥ w ′ (G) r or w ′ (C) ≥ cw ′ (G) r . Thus w(C) = w ′ (C) + w 0 and either w(C) ≥ (w(G) − w 0 ) r + w 0 ≥ w(G) r or w(C) ≥ c(w(G) − w 0 ) r + w 0 ≥ cw(G) r . Thus, Theorem 1.1 also holds for w. Hence, in Sections 3 and 4, we may assume w is a weight function such that w(V ({e, f })) = 0.
In our proof of Theorem 1.1 we divide G into a few smaller parts, find long cycles in some of these parts, and merge these cycles into the desired cycle in G. The length of the cycle will be guaranteed by various properties of the function x r (see Lemma 2.4). We will need structural information of graphs obtained from a 3-connected cubic graph after certain operations, and we will also need cycles through some specified edges and vertices in such graphs. Those results are presented in Section 2. In Section 3, we prove Theorem 1.1(a) by inductively applying Theorem 1.1 (both (a) and (b)); and in Section 4, we prove Theorem 1.1(b) by inductively applying Theorem 1.1 (both (a) and (b)). In Section 5, we complete the proof of Theorem 1.1 and give some concluding remarks.
Proof. It should be noted that, for i ∈ {1, 2}, if e = v i w i or e = v i z i then e = z i w i in G ⊖ uv i . Let G i = G ⊖ uv i for i = 1, 2. First, suppose neither G 1 nor G 2 is 3-connected. Then, since G is 3-connected, there exists X ′ i ⊆ G i such that |∂ G i (X ′ i )| = 2, w i , z i ∈ X ′ i , and v 3−i , v 3 / ∈ X ′ i . Set X i = V (X ′ i ) ∪ {v i }. Then |X i | ≥ 2 and |∂ G (X i )| = 3. By the assumption of this lemma, e ∈ E(G[X i ]) for i = 1, 2; and hence X 1 ∩ X 2 = ∅. By Lemma 2.1, |∂ G (X 1 ∪ X 2 )| = 3 and, as a consequence, |∂ G (X 1 ∪ X 2 ∪ {u})| = 2, a contradiction.
Thus, we may assume without loss of generality that G 1 is 3-connected. If {e, v 2 v 3 , z 1 w 1 } is not an edge cut in G 1 or e = z 1 w 1 in G 1 then, by Lemma 2.2, there is a cycle in G 1 containing {e, v 2 v 3 , z 1 w 1 }. So we may assume that in G 1 , e = z 1 w 1 and {e, v 2 v 3 , z 1 w 1 } is an edge cut. Let A be a component of G 1 − {e, v 2 v 3 , z 1 w 1 } such that v 3 / ∈ V (A). Then |∂ G (A)| = 3, e / ∈ E(A), u, v 1 , v 3 / ∈ V (A), and v 2 ∈ V (A). So by the assumption of this lemma, V (A) = {v 2 }. Hence v 1 v 2 ∈ E(G), e = v 1 v 2 , and e is incident with v 2 . However, in this case, G 2 and G 1 are isomorphic, as both may be obtained from G by contracting the triangle uv 1 v 2 u. Hence, G 2 is also 3-connected; so the same argument above shows that e is incident with v 1 . Therefore, since e = v 1 v 2 , e and v 1 v 2 are multiple edges between v 1 and v 2 . However |∂ G ({v 1 , v 2 , u})| = 1, a contradiction to the assumption that G is 3-connected.
We also need a lemma concerning properties of the function x r , which will be used to bound the length of a cycle obtained by merging several cycles. The parameters in this lemma will represent weights of subgraphs in our proof of Theorem 1.1.
Lemma 2.4. Let t, w, x, y, z ∈ Z + , let r = 0.8 and c = 1/(8 r −6 r ) ≈ 0.922. Then the following statements hold.
(i) If x ≥ 8.956z and y ≥ 1.036z then x r + y r ≥ (x + y + z) r .
(ii) If x ≤ 10.174y then cx r + y r ≥ (x + y) r .
(iii) If 0.5y ≤ x ≤ 8.884y then x r + y r ≥ (1 + 1/10.174) r (x + y) r .
(iv) If z < 1.98(t + w + x + y) and 0 < t ≤ 2.072 · min{w/1.036, x, y, z/5.884} then w r + x r + y r + cz r ≥ (t + w + x + y + z) r .
(v) If w ≤ min{x, y, z} then cx r + y r + z r ≥ c(w + x + y + z) r .
(vi) If x ≥ 6z and y ≥ z then cx r + y r ≥ c(x + y + z) r .
Proof. Clearly, (i) holds when z = 0. So we may assume that z > 0. Then x > 0 and y > 0. Let f (x, y, z) := x r + y r − (x + y + z) r . Then the partial derivative
So f (x, y, z) is increasing with respect to x. Similarly, we can show that f (x, y, z) is increasing with respect to y. Hence
and (i) holds.
To prove (ii), let f (x, y) := cx r + y r − (x + y) r . We may assume x > 0, as (ii) holds when
So f x (x, y) ≥ 0 if and only if 1−c 1/(1−r) ≈ 1.983. Thus, if x ≤ αy then f (x, y) is non-decreasing with respect to x and f (x, y) ≥ f (0, y) = 0. If αy ≤ x ≤ 10.174y then f (x, y) is decreasing with respect to x; so f (x, y) ≥ f (10.174y, y) = y r (10.174 r c + 1 − 11.174 r ) ≥ 0, and (ii) holds. For (iii), let β := (1 + 1/10.174) r and f (x, y) := x r + y r − β(x + y) r . If y = 0 then x = 0, and (iii) holds. So we may assume y > 0. Hence
If f y (x, y) ≤ 0 then 1/y < β 1/(1−r) /(x + y) ≈ 1.455/(x + y) < 1.5/(x + y); so x < 0.5y. Thus, if x ≥ 0.5y then f y (x, y) > 0 and f (x, y) is increasing with respect to y; hence,
For (iv), fix t > 0 and let f (w, x, y, z) := w r + x r + y r + cz r − (t + w + x + y + z) r . As in the argument for (i), we can easily show that f (w, x, y, z) is increasing with respect to w, x and y. For z, f z (w, x, y, z) = cr 
Therefore, we have (iv).
To prove (v), consider f (w, x, y, z) := cx r + y r + z r − c(w + x + y + z) r . Clearly (v) holds if w = 0. So assume w > 0; hence x > 0, y > 0 and z > 0. It is easy to check that f is increasing with respect to x, y, z. Hence f (w, x, y, z) ≥ f (w, w, w, w) = (c + 2 − 4 r c)w r ≈ 0.128w r ≥ 0. This implies (v).
For (vi), we may assume z > 0 as (vi) holds when z = 0. Then x > 0 and y > 0. Let f (x, y, z) := cx r + y r − c(x + y + z) r which is increasing with respect to x, y. So f (x, y, z) ≥ f (6z, z, z) = (6 r c + 1 − 8 r c)z r = 0 (by the definition of c), and (vi) holds.
As mentioned in Section 1, we will merge small cycles into a large one. For this, we need the following lemma.
Lemma 2.5. Let n ≥ 4 be an integer and r, G, e, f, w be defined as in Theorem 1.1. Assume that Theorem 1.1 holds for graphs of order less than n. Let X 1 , . . . , X s ⊆ V (G)−(V (e)∪V (f )) be pairwise disjoint non-trivial sets (i.e. |X i | ≥ 2) and G ′ = G/(X 1 , . . . , X s ) be cubic. For i = 1, . . . , s, let v i denote the vertex obtained by contracting X i . Assign weight 0 to all v i and, for all other vertices of G ′ , keep their weights from G. Let e 1 , . . . , e t ∈ E(G ′ ).
Proof. Since G ′ is cubic and X 1 , . . . , X s are pairwise disjoint,
is a 2-edge cut in G, which does not separate e for f (because e, f / ∈ E(G[X i ])), a contradiction. Hence G i is a 3-connected cubic graph. In G i , assign weight 0 to the vertex resulting from contracting G − V (X i ) and let all other vertices inherit their weights from G. Then Theorem 1.1 holds for
Adjacent edges
In this section we prove Theorem 1.1(a) for graphs of order n under the assumption that Theorem 1.1 holds for graphs of order less than n. Recall from the remark following Theorem 1.1 that we may assume w(V ({e, f })) = 0. Lemma 3.1. Let r = 0.8 and n ≥ 4 be an integer, and assume that Theorem 1.1 holds for graphs of order less than n. Let G be a 2-connected cubic graph of order n, let e, f ∈ E(G) such that e and f are adjacent, and every 2-edge cut in G separates e from f , and let w :
Proof. Since e and f are adjacent, there is no 2-edge cut in G separating e from f . So by the assumption of this lemma, G is 3-connected. Claim 1. We may assume that no nontrivial 3-edge cut in G contains e or f . For, let S be a nontrivial 3-edge cut in G such that e ∈ S. Let A, B be the components of G − S; then |A| ≥ 2 and |B| ≥ 2 (since S is nontrivial). So G/A and G/B are 3-connected cubic graphs of order less than n. By assumption, Theorem 1.1 holds for both G/A and G/B. Assign weight 0 to the new vertices resulting from contracting A and B, and let all other vertices of G/A and G/B inherit their weights from G.
Without loss of generality, we may assume that f ∈ E(G/A). Since Theorem 1.1 holds for G/A, there is a cycle C A in G/A such that e, f ∈ E(C A ) and w(C A ) ≥ w(G/A) r . By Lemma 2.5, there is a cycle C in G such that e, f ∈ E(C) and
completing the proof of Claim 1.
Let e = u 1 u 2 and f = u 2 u 3 , let e 1 , e 2 be the edges of G − e incident with u 1 , let e 3 , e 4 be the edges of G − f incident with u 3 , and let e 5 be the edge of G − {e, f } incident with u 2 . See Fig. 1 .
Claim 2.
We may assume that {e 1 , e 2 } ∩ {e 3 , e 4 } = ∅. For, suppose {e 1 , e 2 } ∩ {e 3 , e 4 } = ∅ and, without loss of generality, assume e 2 = e 3 . Let
, assign weight 0 to the vertex resulting from the contraction of G[{u 1 , u 2 , u 3 }], and let the other vertices of G ′ inherit their weights from G. Then w(G ′ ) = w(G) as w({u 1 , u 2 , u 3 }) = w(V ({e, f })) = 0. Since |G ′ | < n, it follows from the assumption of this lemma that Theorem 1.1 holds for G ′ . So G ′ has a cycle C ′ such that e 1 , e 4 ∈ E(C ′ ) and
completing the proof of Claim 2.
For 1 ≤ i ≤ 5, let X i ⊆ G be maximal subject to the following conditions: e i ∈ ∂ G (X i ), |∂ G (X i )| = 3, and {u 1 , u 2 , u 3 }∩V (X i ) = ∅. Note that such X i exists, as G is cubic and V (e i )− {u 1 , u 2 , u 3 } satisfies these conditions. Moreover, G[X i ] is connected as G i is 3-connected.
Claim 3. For each 1 ≤ i ≤ 5, X i is uniquely defined, and (G/X i ) ⊖ e i is 3-connected.
. By the maximality of X i and X ′ i , we have X i = X ′ i . Now suppose (G/X i ) ⊖ e i is not 3-connected for some 1 ≤ i ≤ 5, and let F be a 2-edge cut in (G/X i ) ⊖ e i . Then F ∪ {e i } is a 3-edge cut in G and X i is properly contained in a component of
Then as G is 3-connected and X 1 ∪ X 2 = G, it follows from Lemma 2.1 that |∂ G (X 1 ∪ X 2 )| = 3. Hence X 1 = X 2 by the maximality of X 1 and X 2 . Therefore, e 1 , e 2 ∈ ∂ G (X 1 ) and, thus,
Now suppose X 5 ∩ X i = ∅ for some 1 ≤ i ≤ 4. By symmetry, we may assume i = 1. Then by Lemma 2.1 and by the maximality of X 1 and X 5 , we can show that X 1 = X 5 and e 1 , e 5 ∈ ∂ G (X 1 ). By Claim 2, the 3-edge cut ∂ G (X 1 ∪ {u 1 , u 2 }) is nontrivial; but it contains f , contradicting Claim 1. This completes the proof of Claim 4.
By Claim 4, we have two cases to consider:
However, we will see that it is possible to have |[X i , X j ]| = 1.
In this case, we have from Claim 4 that Fig. 1 ), and let
By symmetry, we may assume that x 1 = min{x 1 , x 2 , x 3 , x 4 } and x 3 ≤ x 4 . We will find several cycles in G and show that one of these is the desired cycle. Let G 12 := G/X 1 ⊖ e 1 /X 2 (with order of operation from left to right), let v 2 denote the vertex resulting from the contraction of X 2 , and let w(v 2 ) = 0 and all other vertices of G 12 inherit their weights from G. Note that
Also note that by Claim 3, G/X 1 ⊖ e 1 is 3-connected; so G 12 is 3-connected. Hence by assumption, Theorem 1.1 holds for G 12 .
Thus G 12 has a cycle C 1 such that e = e 2 , f ∈ E(C 1 ) and w(C 1 ) ≥ w(G 12 ) r . Note that C 1 goes through the vertex representing the contraction of X 2 . By Lemma 2.5, there is a cycle C 12 in G such that e, f ∈ E(C 12 ) and
Let G 52 := G/X 5 ⊖ e 5 /X 2 , assign wight 0 to the vertex resulting from the contraction of X 2 , and let all other vertices of G 52 inherit their weights from G. Similarly, let G 54 := G/X 5 ⊖ e 5 /X 4 , assign weight 0 to the vertex resulting from the contraction of X 4 , and let all other vertices of G 54 inherit their weights from G. Note that
By an argument similar to that for G 12 , we see that both G 52 and G 54 are 3-connected, and we can find a cycle in G 52 through e = f and e 2 (and the vertex representing the contraction of X 2 ), and a cycle in G 54 through e = f and e 4 (and the vertex representing the contraction of X 4 ). By Lemma 2.5, there exist two cycles C 52 and C 54 in G such that e, f ∈ E(C 52 ) ∩ E(C 54 ) and
Denote by e ′ , f ′ the edges obtained from merging e and f and merging e 51 and e 52 , respectively. Then G 5 is 3-connected (by Claim 3), and
By assumption of this lemma, Theorem 1.1 holds for G 5 ; so G 5 has a cycle C 1 such that e ′ , f ′ ∈ E(C 1 ) and w(C 1 ) ≥ cw(G 5 ) r (here e ′ and f ′ are not adjacent). By Lemma 2.5, there is a cycle C 5 in G such that e, f ∈ E(C 5 ) and
Hence, H has an edge between {v 1 , v 2 } and {v 3 , v 4 }. Without loss of generality, we may assume that
. By Lemma 2.5, G has a cycle C such that e, f ∈ E(C) and
and the assertion of the lemma holds.
Let G z be the graph obtained from H by suppressing all vertices of degree 2 (i.e., vertices in S). Since V (H) = S, G z is cubic. For any A ⊆ G z , let A H be the subgraph of H obtained from A by un-suppressing the vertices in S.
We claim that G z is 2-connected. Otherwise, G z has disjoint induced subgraphs
Without loss of generality we may assume that
g} is a 3-edge cut in G contradicting the maximality of X k and X l .
Let A 1 , . . . , A t denote the minimal induced subgraphs of G z such that |∂ Gz (A i )| = 2. We claim that if t > 0 then |V (A H i ) ∩ S| ≥ 2 for all i, and thus t ≤ 2. For, if there exists some
Therefore, since t ≤ 2, there exist k ∈ {1, 2} and l ∈ {3, 4} such that (G z ⊕ h, e k1 , e l1 ) is 3-connected. So Theorem 1.1 holds for G z ⊕ h. Let the vertices of G z inherit their weights from G, and let the new vertices of G z ⊕ h have weight 0. By Claim 5, e 11 = e 21 and e 31 = e 41 . Then for any i ∈ {3 − k, 7 − l, 5}, there is a cycle D i in G z ⊕ h such that h, e i1 ∈ E(D i ) and
Note that D i goes through the vertices representing the contractions of X i , X k , X l . By Lemma 2.5, choosing i ∈ {3 − k, 7 − l, 5} to maximize x i , there is a cycle C z in G such that e, f ∈ E(C z ) and
Since x 1 ≤ x 2 and x 3 ≤ x 4 and because k ∈ {1, 2} and l ∈ {3, 4}, we have
We now show that
In view of (3.1)-(3.5), let
By (3.1)-(3.5), it suffices to show that for all
Suppose this is not true. Then there exist x 1 , x 2 , x 3 , x 4 , x 5 , z ∈ Z + such that f i (x 1 , x 2 , x 3 , x 4 , x 5 , z) < 0 for 1 ≤ i ≤ 7. Thus x 1 > 0 as otherwise f 1 ≥ 0. So x i ≥ x 1 > 0 for i = 2, 3, 4. Also x 5 > 0 as otherwise f 3 ≥ 0. Hence we may take partial derivatives of f i (for 1 ≤ i ≤ 7) with respect to any variable, and obtain information about monotonicity of f i . Note that each f i is continuous at x j = 0 (1 ≤ j ≤ 5) and z = 0.
Suppose z ≥ 1.98(x 1 + x 2 + x 3 + x 4 + x 5 ). Since x i ≥ x 1 for i = 2, 3, 4 and x 5 ≥ 0, we have z ≥ 7.92x 1 ; and since f 1 is increasing with respect to each of z, x 2 , x 3 , x 4 , x 5 , we have
Hence, z < 1.98(x 1 + x 2 + x 3 + x 4 + x 5 ). Then, since f i < 0 for i = 5, 6, 7, it follows from Lemma 2.4(iv) that, for each permutation jkl of {2, 4, 5},
Moreover, since f 4 < 0, it follows from Lemma 2.4(ii) that
Suppose z/5.884 ≥ x 1 . Then by (3.
Hence, z/5.884 < x 1 . By (3.7), we have
Suppose x 4 < x 2 . Then, since z/5.884 < x 1 and x 1 ≤ x 3 ≤ x 4 , we have x 1 + x 3 + x 4 + z < 8.884x 2 . Since g 2 < f 2 < 0, it follows from Lemma 2.4(iii) that 0.5x 2 > x 1 + x 3 + x 4 + z ≥ 3x 1 . Hence x 2 ≥ 6x 1 , and so
Hence, x 2 ≤ x 4 . By (3.7) we have
Since z/5.884 < x 1 , x 1 ≤ x 2 ≤ x 4 and x 3 ≤ x 4 , we have
Then from (3.7) we deduce
Without loss of generality, we may assume that X 2 ∩ X 4 = ∅. Then by Lemma 2.1 and by the maximality of X 2 and X 4 , we have X 2 = X 4 .
We may assume that X 1 ∩ X 3 = ∅. For, suppose X 1 ∩ X 3 = ∅. Then X 1 = X 3 by Lemma 2.1 and by the maximality of X 1 and X 3 . Let ∂ G (X 1 ) = {e 1 , e 3 , f 1 } and ∂ G (X 2 ) = {e 2 , e 4 , f 2 },
So G/U is 3-connected and Theorem 1.1 holds for G/U . Assign weight 0 to the vertex of G/U resulting from the contraction of U , and let all other vertices of G/U inherit their weights from G. Then G/U has a cycle C 1 such that f 1 , f 2 ∈ E(C 1 ) and w(C 1 ) ≥ w(G) − w(U ) r . Note that C 1 goes through the vertices representing the contractions of X 1 , X 2 . Hence, by Lemma 2.5, there is a cycle C in G such that e, f ∈ E(C) and w(C) ≥ w(X 1 ) r + w(X 2 ) r + w(G) − w(U ) r ≥ w(G) r .
Relabel X 2 = X 4 as Y 1 and let ∂ G (Y 1 ) = {e 2 , e 4 , e 6 }. Let Y 2 ⊆ G − Y 1 − {u 1 , u 2 , u 3 } be maximal such that e 6 ∈ ∂ G (Y 2 ) and |∂ G (Y 2 )| = 3. Note that Y 2 exists (as G is cubic) and G[Y 2 ] is connected as G is 3-connected. Moreover, Y 2 is uniquely defined by the same argument for Claim 3 (that X i is uniquely defined).
We claim that Y 2 ∩ (X 1 ∪ X 3 ) = ∅. For, suppose Y 2 ∩ X i = ∅ for some i ∈ {1, 3}. Then by Lemma 2.1 and the maximality of Y 2 and X i , we have
We may assume that Y 2 ∩ X 5 = ∅. For, if Y 2 ∩ X 5 = ∅ then Y 2 = X 5 by Lemma 2.1 and the maximality of X 5 and Y 2 . Let ∂ G (Y 2 ) = {e 5 , e 6 , f 1 }, and
Then ∂ G (U ) = {e 1 , e 3 , f 1 }. So G/U is 3-connected, and Theorem 1.1 holds for G/U . Assign weight 0 to the vertex of G/U resulting from the contraction of U , and let all other vertices of G/U inherit their weights from G. Now G/U has a cycle C 1 such that e 1 , f 1 ∈ E(C 1 ) and w(C 1 ) ≥ w(G) − w(U ) r . Note that C 1 goes through the vertices representing the contractions of Y 1 , Y 2 . By Lemma 2.5, there is a cycle C in G such that e, f ∈ E(C) and
Thus, G has the structure described in Fig. 2 . Let x i := w(X i ) for i = 1, 3, 5,
, and z := w(Z). Then
Let ∂ G (X i ) = {e i , e i1 , e i2 } for i = 1, 3, 5, and let ∂ G (Y 2 ) = {e 6 , e 61 , e 62 }. By symmetry, we may assume that x 1 ≤ x 3 . We will produce several cycles in G and show that one of these is the desired cycle. 
Hence, Theorem 1.1 holds for G 1 ; so G 1 has a cycle D 1 such that e 3 , e 6 ∈ E(D 1 ) and w(D 1 ) ≥ w(G 1 ) r = (x 5 + z) r . Note that D 1 goes through the vertices representing the contractions of X 3 , Y 1 , Y 2 . So by Lemma 2.5, there is a cycle C 1 in G such that e, f ∈ E(C 1 ) and
. Assign weight 0 to the three vertices resulting from contracting G[Y 1 ∪ {u 1 , u 3 }], Y 2 , and X 3 , and let all other vertices of G 2 inherit their weights from G. By Claim 3 and the maximality of X 5 , G/X 5 ⊖ e 5 is 3-connected; so G 2 is 3-connected. Hence, Theorem 1.1 holds for G 2 and, thus, G 2 has a cycle D 1 such that e 3 , e 6 ∈ E(D 1 ) and w(D 1 ) ≥ w(G 2 ) r = (x 1 + z) r . Note D 1 goes through the vertices representing the contractions of Y 1 , Y 2 , X 3 . Hence, by Lemma 2.5, there is a cycle C 2 in G such that e, f ∈ E(C 2 ) and
Next, let Y 2 ) ⊖ e 6 is 3-connected; so G y is 3-connected, and Theorem 1.1 holds for G y . Thus G y has a cycle D y such that e 1 , e 3 ∈ E(D y ) and w(D y ) ≥ w(G y ) r = (x 5 + z) r . Note that D 1 going through e, f and the vertices representing the contractions of X 1 , X 3 . Hence, by Lemma 2.5, there is a cycle C y in G such that e, f ∈ E(C y ) and
. Assign weight 0 to the four vertices resulting from the contractions of G[Y 1 ∪ {u 1 , u 3 }], X 1 , X 3 and Y 2 , respectively, and let other vertices of G z inherit their weights from G. Let e 1 = u 1 v 1 , e 5 = u 2 v 2 and e 3 = u 3 v 3 , and let N Gz (v i ) = {u i , z i , w i }. By the maximality of X 1 and X 3 , G z satisfies the conditions of Lemma 2.3. So by Lemma 2.3, G z ⊖ uv 2 contains a cycle through e 51 , v 1 v 3 , e 31 , or G z ⊖ uv 1 contains a cycle through e 51 , v 3 v 2 , e 11 . Assume the former. Then G contains a cycle D z through e 1 , e, f, e 4 , e 6 , e 51 , e 31 . By Lemma 2.5, there is a cycle C z in G such that e, f ∈ E(C z ) and w(C z ) ≥ x Similarly, such C z exists if G ⊖ uv 1 has a cycle through e 51 , v 3 v 2 , e 11 (with e 51 playing the role of e).
We now show that max{w(C 1 ), w(C 2 ), w(C y ), w(C z )} ≥ w(G) r from which the assertion of the lemma holds. We may assume x 1 > 0 as otherwise C 1 is the desired cycle; hence x 3 > 0 as x 3 ≥ x 1 . Similarly, x 5 > 0, y 1 + y 2 > 0 and z > 0; as otherwise C 2 , C y or C z is the desired cycle.
It is easy to verify that w(C 1 ) − w(G) r , w(C 2 ) − w(G) r , w(C y ) − w(G) r and w(C z ) − w(G) r are increasing functions with respect to x 3 . Therefore, since we assume x 1 ≤ x 3 , we may further assume that x 1 = x 3 and denote it by x. Furthermore, by noting that y r 1 + y r 2 ≥ (y 1 + y 2 ) r and writing y := y 1 + y 2 , it suffices to show max{f 1 , f 2 , f 3 , f 4 } ≥ 0 for all x, x 5 , y, z ∈ Z + , where
Suppose, for a contradiction, that there exist x, x 5 , y, z ∈ Z + such that f i (x, x 5 , y, z) < 0 for i = 1, 2, 3, 4. Let t = min{x, y, x 5 }. Then t > 0. Moreover, z > t; otherwise, since f 4 is increasing with respect to x, y, x 5 and decreasing with respect to z, f 4 (x, x 5 , y, z) ≥ f 4 (t, t, t, t) = 4t r − (5t) r ≈ 0.376t r ≥ 0, a contradiction.
If t = x then, since f 1 is increasing with respect to x 5 , y, z, f 1 (x, x 5 , y, z) ≥ f 1 (t, t, t, t) = (2 + 2 r − 5 r )t r ≈ 0.117t r > 0, a contradiction. Similarly, if t = x 5 then f 2 (x, x 5 , y, z) ≥ f 2 (t, t, t, t) ≈ 0.117t r > 0, and if t = y then f 3 (x, x 5 , y, z) ≥ f 3 (t, t, t, t) ≈ 0.117t r > 0.
Nonadjacent edges
In this section we prove Theorem 1.1(b) for graphs of order n under the assumption that Theorem 1.1 holds for graphs of order less than n.
Lemma 4.1. Let n ≥ 4 be an integer and assume that Theorem 1.1 holds for graphs of order less than n. Let G be a 2-connected cubic graph of order n, let w : V (G) → Z + , and let e, f ∈ E(G) such that w(V ({e, f })) = 0, e and f are nonadjacent, and every 2-edge cut in G separates e from f . Then there is a cycle C in G such that e, f ∈ E(C) and w(C) ≥ cw(G) r , where r = 0.8 and c = 1/(8 r − 6 r ).
Proof. First, we may assume Claim 1. G is 3-connected.
For, suppose that there exists a 2-edge cut, say F , in G. Then by assumption, F separates e from f in G; so let A, B denote the components of G − F containing e, f , respectively. Let G 1 be the graph obtained from A by adding an edge (call it f ′ ) between the vertices in V (F ) ∩ V (A), and let G 2 denote the graph obtained from B by adding an edge (call it e ′ ) between the vertices in V (F ) ∩ V (B).
It is easy to see that G 1 and G 2 are 2-connected, and any 2-edge cut in G 1 (respectively, G 2 ) must separate e (respectively, e ′ ) from f ′ (respectively, f ). Hence Theorem 1.1 holds for G 1 and G 2 . So G 1 has a cycle C 1 such that e, f ′ ∈ E(C 1 ) and w(C 1 ) ≥ cw(G 1 ) r = cw(A) r , and G 2 has a cycle C 2 such that e ′ , f ∈ E(C 2 ) and w(C 2 ) ≥ cw(G 2 ) r = cw(B) r . Now F ] is a cycle in G such that e, f ∈ E(C) and w(C) ≥ cw(A) r + cw(B) r ≥ cw(G) r , completing the proof of Claim 1.
The same argument for Claim 1 in the proof of Lemma 3.1 can be used here to give Claim 2. No nontrivial 3-edge cut in G contains e or f .
We now prove that we may assume Claim 3. No 3-edge cut in G separates e from f . For, suppose S = {f 1 , f 2 , f 3 } is a 3-edge cut in G and let A, B denote the components of G − S such that e ∈ E(A) and f ∈ E(B). Clearly G/A and G/B are 3-connected. So Theorem 1.1 holds for G/A and G/B. Let the new vertices in G/A and G/B resulting from contractions have weight 0, and let all other vertices of G/A and G/B inherit their weights from G. So for each 1 ≤ i ≤ 3, G/B has a cycle C i such that e, f i ∈ E(C i ) and w(C i ) ≥ cw(G/B) r = cw(A) r , and G/A has a cycle C ′ i such that
] is a cycle in G such that e, f ∈ E(C) and w(C) ≥ cw(A) r + cw(B) r ≥ cw(G) r , completing the proof of Claim 3.
Next we show that e and f cannot be very close to each other. Specifically, we may assume Claim 4. There is no edge adjacent to both e and f . For, suppose there is an edge g = u 1 u 2 such that u 1 ∈ V (e) and u 2 ∈ V (f ). Let e ′ , f ′ be the edges in G − {e, f, g} incident with u 1 , u 2 , respectively. Then any 2-edge cut in G ⊖ g separates e = e ′ from f = f ′ , since G is 3-connected (by Claim 1). So by the assumption of this lemma, Theorem 1.1 holds for G ⊖ g and, hence, there is a cycle
is a cycle in G such that e, f ∈ E(C) and w(C) = w(C 1 ) ≥ cw(G) r , completing the proof of Claim 4.
We now fix some notation. Let e = u 1 u 2 and f = u 3 u 4 . For each 1 ≤ i ≤ 4, let e i1 , e i2 denote the edges of G − {e, f } incident with u i . By Claim 4, e ij = e kl if (i, j) = (k, l). For each 1 ≤ i ≤ 4 and j = 1, 2, let X ij ⊆ G − {u 1 , u 2 , u 3 , u 4 } be maximal such that |∂ G (X ij )| = 3 and e ij ∈ ∂ G (X ij ). Note X ij exists, as G is cubic and V (e ij )−{u i } satisfies these conditions (except for the maximality). Since G is 3-connected and cubic, each X ij is connected. Moreover, by the maximality of X ij , X ij is uniquely defined. Moreover, for any i, j, G/X ij ⊖ e ij is a 3-connected cubic graph.
(4.1)
For, if F is a 2-edge-cut in G/X ij ⊖ e ij then F ′ := F ∪ {e ij } is a 3-edge-cut in G. However, F ′ separates e from f , contradicting Claim 3.
Claim 5. X 11 , X 12 , X 21 , X 22 (respectively, X 31 , X 32 , X 41 , X 42 ) are pairwise disjoint. By symmetry, it suffices to show that X 11 ∩X 12 = ∅ and X 11 ∩X 21 = ∅. If X 11 ∩X 12 = ∅ then by Lemma 2.1 and by the maximality of X 11 and X 12 , we have X 11 = X 12 ; so ∂ G (X 11 ∪ {u 1 }) is a 2-edge cut in G, contradicting Claim 1. If X 11 ∩ X 21 = ∅ then by Lemma 2.1 and the maximality of X 11 and X 21 we have X 11 = X 21 ; so ∂ G (X 11 ∪ {u 1 , u 2 }) is a 3-edge cut in G separating e from f , contradicting Claim 3.
Claim 6. If X ij ∩ X kl = ∅ for some i ∈ {1, 2}, k ∈ {3, 4}, and j, l ∈ {1, 2} then X ij = X kl , G/(X i(3−j) , X kl ) ⊖ e i(3−j) ⊖ e kl is 2-connected and every 2-edge cut in it separates e from f , and G/(X k(3−l) , X ij ) ⊖ e k(3−l) ⊖ e ij is 2-connected and every 2-edge cut in it separates e from f .
Note the symmetry in the statement of Claim 6. Suppose Claim 6 fails and, without loss of generality, let X 11 ∩ X 31 = ∅. By Lemma 2.1 and the maximality of X 11 and X 31 , we have X 11 = X 31 . Let G ′ := G/(X 12 , X 31 ) ⊖ e 12 ⊖ e 31 and G ′′ = G/(X 12 , X 31 ) ⊖ e 12 . Then G ′ = G ′′ ⊖ e 31 . Since G ′′ = G/X 12 ⊖ e 12 /X 31 and because of (4.1), G ′′ is 3-connected. Hence G ′ is 2-connected. Since G ′′ = (G ′ ⊕ e 31 , e, f ) and G ′′ is 3-connected, every 2-edge cut in G ′ must separate e from f , completing the proof of Claim 6.
We may assume
By Claim 5, we only need to prove Claim 7 for i ∈ {1, 2} and j ∈ {3, 4}. By symmetry, it suffices to show that {X 11 , X 12 } = {X 31 , X 32 }. Suppose X 11 = X 31 and X 12 = X 32 . Let ∂ G (X 11 ) = {e 11 , e 31 , f 1 } and ∂ G (X 12 ) = {e 12 , e 32 , f 2 }. Since X 11 = X 31 , it follows from Claim 6 that G ′ := G/(X 12 , X 31 ) ⊖ e 12 ⊖ e 31 is 2-connected and any of its 2-edge cuts separates e from f . So by the assumption of this lemma, Theorem 1.1 holds for G ′ . Assign weight 0 to the new vertices resulting from contractions, and let the other vertices of G ′ inherit their weights from G. Then there is a cycle C 1 in G ′ such that e = e 11 = f 1 , f = e 32 = f 2 ∈ E(C 1 ) and w(C 1 ) ≥ cw(G ′ ) r . Note that C 1 goes through the vertices representing the contractions of X 11 and X 12 . By Lemma 2.5, there is a cycle C in G such that e, f ∈ E(C) and
This completes the proof of Claim 7.
We may further assume
By the assumption of this claim, i / ∈ {j, k}. By Claim 7, we may assume j = k. So by symmetry, it suffices to show {X 21 , X 22 } = {X 31 , X 41 }. Suppose the contrary, we may assume by symmetry that X 21 = X 31 and X 22 = X 41 . Let X 1 := X 32 , X 2 := X 42 , Y 1 := X 21 and
, e 31 , h 1 }, and ∂ G (Y 2 ) = {e 22 , e 41 , h 2 }. Let x i := w(X i ) and y i := w(Y i ) for i = 1, 2, and let z := w(G) − x 1 − x 2 − y 1 − y 2 . Then w(G) = x 1 + x 2 + y 1 + y 2 + z. By symmetry, we may assume
Let G y := G/(Y 1 , Y 2 ) ⊖ e 21 ⊖ e 41 /X 2 . Assign weight 0 to the vertex resulting from the contraction of X 2 , and let other vertices of G y inherit their weights from G. Then w(G y ) = x 1 + z. By Claim 6 (using X 22 = X 41 ), G/(Y 1 , Y 2 ) ⊖ e 21 ⊖ e 41 (and hence G y ) is 2-connected and every 2-edge cut separates e from f ; so Theorem 1.1 holds for G y . Thus, there is a cycle C 1 in G 1 such that e = e 22 = h 2 , f = e 42 ∈ E(C 1 ) and w(C 1 ) ≥ c(x 1 + z) r . Note that C 1 goes through the vertices representing the contractions of X 2 and X 3 . Hence by Lemma 2.5, there is a cycle C y in G such that e, f ∈ E(C y ) and
Therefore, we may assume y 1 > 0; as otherwise C y gives the desired cycle.
Let Y 2 ) ⊖ e 21 ⊖ e 41 /X 2 /X 1 ⊖ e 32 . Assign weight 0 to the vertex resulting from the contradiction of X 2 , and let all other vertices inherent their weights from G. Then w(G x ) = z. By Claim 6 (using X 22 = X 41 ), G/(Y 1 , Y 2 )⊖e 21 ⊖e 41 /X 2 is 2-connected and each of its 2-edge cuts separates e from f . Thus, G x is 2-connected. If there is a 2-edge cut F in G x not separating e from f then e, f lie in a common component A of
By Claim 6, F ∪ {e 32 } is a minimum edge-cut in G ′ . Let B be the component in G ′ different from A. Then e 32 ∈ ∂ G (B) and |∂ G (B ∪ X 1 )| = 3, contradicting the maximality of X 1 . So G x is a 2-connected graph such that each of its 2-edge cuts must separate e from f . Hence by assumption, Theorem 1.1 holds for G x . So there is a cycle C 1 in G x such that e = e 22 = h 2 , f = e 42 = e 31 = h 1 ∈ E(C 1 ) and w(C 1 ) ≥ cz r . Note that C 1 goes through the vertices representing the contractions of X 2 , Y 1 , Y 2 . Hence by Lemma 2.5, there is a cycle C x in G such that e, f ∈ E(C x ) and
Therefore, we may assume x 1 > 0; as otherwise C x gives the desired cycle.
Similarly, by using X 21 = X 31 and considering
Thus, we may assume x 2 > 0; as otherwise C ′ x gives the desired cycle. Hence, it suffices to show that max{w(C x ), w(C ′ x ), w(C y )} ≥ cw(G) r = c(x 1 + x 2 + y 1 + y 2 + z) r . Since x 1 , x 2 , y 1 are all positive, we see that w(C x ) − cw(G) r is increasing with respect to x 2 , y 1 , y 2 , z; w(C y ) − cw(G) r is increasing with respect to x 1 , x 2 , y 2 , z; and w(C ′ x ) − cw(G) r is increasing with respect to x 1 , y 1 , y 2 , z.
Then it suffices to show max{f 1 , f 2 } ≥ 0 for all x, y ∈ Z + . For any x, y ∈ Z + , if x ≤ y then by Lemma 2.4(v) we have f 1 (x, y) ≥ 0. So we may assume x > y. Then also by Lemma 2.4(v), f 2 (x, y) ≥ 0. This completes the proof of Claim 8.
Let q := |{(X ij , X kl ) : X ij ∩ X kl = ∅ and (i, j) = (k, l)}|. By Claims 5 and 8, we have 0 ≤ q ≤ 2. So we have three cases to consider. Let x ij := w(X ij ) for 1 ≤ i ≤ 4 and j = 1, 2.
Similarly, by considering G ′a contradiction.
Case 3. q = 2. By Claims 5, 7 and 8 and by symmetry, we may assume that X 12 = X 32 and
, e 42 , h 2 }. Let x i := w(X i1 ) for 1 ≤ i ≤ 4, y i := w(Y i ) for i = 1, 2, and z := w(G − X ij ) (where the union is taken over all i, j). Then
By symmetry, we may assume x 1 = min{x 1 , x 2 , x 3 , x 4 }.
Let G 1 := G/(X 11 , Y 1 ) ⊖ e 11 ⊖ e 32 /X 31 . Assign weight 0 to the vertex resulting from the contraction of X 31 and let the other vertices of G 1 inherit their weights from G. Then
Recall that Y 1 = X 32 ; so by Claim 6, G/(X 11 , Y 1 ) ⊖ e 11 ⊖ e 32 (and hence G 1 ) satisfies the assumption of our lemma. Therefore, Theorem 1.1 holds for G 1 . So there is a cycle C 1 in G 1 such that e = e 12 = h 1 , f = e 31 ∈ E(C 1 ) and w(C 1 ) ≥ cw(G 1 ) r . Note that C 1 goes through the vertices representing the contractions of X 31 , Y 1 . Hence, by Lemma 2.5, there is a cycle C x in G such that e, f ∈ E(C x ) and
Let G 2 := G/Y 1 ⊖ e 12 /X 11 . Assign weight 0 to the vertex resulting from the contraction of X 11 , and let the other vertices of G 2 inherit their weights from G. Then by (4.1), G 2 is 3-connected; and
By assumption, Theorem 1.1 holds for G 2 . So there is a cycle C 1 in G 2 such that e = e 11 , f ∈ E(C 1 ) and w(C 1 ) ≥ cw(G 2 ) r . Note that C 1 goes through the vertex representing the contraction of X 11 . So by Lemma 2.5, there is a cycle C y in G such that e, f ∈ E(C y ) and
We now show that max{w(C x ), w(C y )} ≥ cw(G) r . We may assume x 1 > 0 and y 1 > 0; otherwise, C x or C y is the desired cycle. Therefore x i ≥ x 1 > 0 for i = 2, 3, 4. It is easy to see that the functions w(C x ) − cw(G) r and w(C y ) − cw(G) r are increasing with respect to each of x 2 , x 3 , x 4 , y 2 and z. Thus, It suffices to show that max{f 1 , f 2 } ≥ 0 for all x 1 , y 1 ∈ Z + . Suppose that this is not true. Then f 1 (x 1 , y 1 ) < 0 and f 2 (x 1 , y 1 ) < 0 for some x 1 , y 1 ≥ 0. Since f 1 < 0, it follows from Lemma 2.4(v) that y 1 < x 1 . Hence, since f 2 < 0, it follows from Lemma 2.4(vi) that 3x 1 < 6y 1 . Thus, y 1 > x 1 /2. Since f 1 is increasing with respect to y 1 , f 1 ≥ f 1 (x 1 , x 1 /2) ≥ c(2x 1 ) r + x r 1 + (x 1 /2) r − c(9x 1 /2) r ≈ 0.109x r 1 ≥ 0, a contradiction.
Conclusion
We can now complete the proof of Theorem 1.1. We apply induction on |G|, the order of G. If |G| = 2 then {e, f } is contained in a Hamilton cycle; so Theorem 1.1 holds. Thus we may assume that |G| ≥ 4 and that Theorem 1.1 holds for graphs of order less than |G|. By the remark in Section 1, we may further assume that the weight function satisfies w(V ({e, f })) = 0 for the edges e, f . Then by Lemma 3.1, Theorem 1.1(a) holds for G; and by Lemma 4.1, Theorem 1.1(b) holds for G.
The exponent 0.8 in Theorem 1.1 can be increased to the root of the 8.956 r + 1.036 r = 10.992 r , which is larger than 0.800008. This can be done by modifying some calculations, because this root is the largest number satisfying Lemma 2.4 (more precisely, Lemma 2.4(i)).
In [6] , the problem for bounding the circumference of cubic graphs is reduced to one for finding a large Eulerian subgraph in a 3-edge-connected graph. We take an opposite approach, and prove the following result as a consequence of Theorem 1.1. However, the result we have is about vertex-weighted graphs while the result in [6] is about edge-weighted graphs.
Corollary 5.1. Let r = 0.8 and let c = 1/(8 r − 6 r ) ≈ 0.922. Let G be a 3-edge connected graph, let w : V (G) → Z + , and e, f ∈ E(G). Then G has an Eulerian subgraph H such that (a) e ∈ E(H) and w(H) ≥ w(G) r , or (b) e, f ∈ E(H) and w(H) ≥ cw(G) r .
Proof. First, we describe a process that constructs a 3-connected cubic graph L from G such that any cycle C in L gives rise to an Eulerian subgraph in G with weight w(C).
• Pick an arbitrary u ∈ V (G) with degree at least 4. If no such vertex exists, let L := G.
• Suppose G−u is connected. Let w i , 1 ≤ i ≤ k, be the neighbors of u. Let G 1 be obtained form G − u by adding a cycle v 1 v 2 . . . v k v 1 (disjoint from G − u) and the edges w i v i , for i = 1, . . . , k. (So no v i is a cut vertex of G 1 and G 1 is 3-edge-connected.) Extend the weight function w by letting w(v 1 ) = w(u), and w(v i ) = 0 for 2 ≤ i ≤ k.
• Suppose G − u is not connected. Let C 1 , . . . , C k denote the components of G − u and, for each 1 ≤ s ≤ k, let w 1 s , . . . , w ns s be the neighbors of u in C s . Give each w • Repeat the above steps for G 1 , and so on, until we arrive at a cubic graph L.
From the construction of L, we see that each u ∈ V (G) with degree at least 4 in G corresponds to a cycle C u . For those edges of L which are not in the cycles C u , we view them as edges of G and use the same notation in both G and L.
